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Writing never really got around to providing a regular way of marking accent [...],
and it has virtually disregarded rhythm and intonation.
Dwight Bolinger
... there has never been a line read that I didn’t hear.
As my eyes followed the sentence, a voice was saying it silently to me.
Eudora Welty
1.1 General scope and aims
This dissertation is concerned with the role of prosody and, speciﬁcally, linguistic
rhythm for the syntactic processing of written text. My aim is to put forward,
provide evidence for, and defend the following claims:
• While processing written sentences, readers make use of their phonological
knowledge and generate a mental prosodic-phonological representation of the
printed text.
• The mental prosodic representation is constructed in accordance with a syn-
tactic description of the written string. Constraints at the interface of syntax
and phonology provide for the compatibility of the syntactic analysis and the
(mental) prosodic rendition of the sentence.
• The implicit prosodic structure readers impose on the written string entails
phonological phrasing and accentuation, but also lower level prosodic features
such as linguistic rhythm which emerges from the pattern of stressed and
unstressed syllables.
1• Phonological well-formedness conditions accompany and inﬂuence the pro-
cess of syntactic parsing in reading from the very beginning, i.e. already at
the level of recognizing lexical categories. At points of underspeciﬁed syn-
tactic structure, syntactic parsing decisions may be made on the basis of
phonological constraints alone.
• In reading, the implicit local lexical-prosodic information may be more read-
ily available to the processing mechanism than higher-level discourse struc-
tural representations and consequently may have more immediate inﬂuence
on sentence processing.
• The process of sentence comprehension in reading is conditioned by factors
that are geared towards sentence production.
• The interplay of syntactic and phonological processes in reading can be ex-
plained with recourse to a performance-compatible competence grammar.
Justiﬁcation for the ﬁrst claim comes from readers’ introspection: most literate
people are familiar with the experience of subvocalization or the phenomenon of
‘inner speech’ in reading, a form of silent articulation and prosodiﬁcation that not
only comprises phonological structure but may also include paralinguistic features
such as voice quality (Chafe, 1988). Despite being inaudible, it has sometimes
been characterized as being essentially speechlike (e.g. Ashby and Martin, 2008).
As natural as this characterization may seem, it prompts the question of how the
apparently rich prosodic representation is generated given that written text usu-
ally lacks explicit cues to prosody. Clearly, it has to be produced on the basis of
more than just the printed letter sequence.
The other hypotheses require a good deal of careful examination. The evi-
dence in favor of these hypotheses is hardly traceable on the basis of introspection
alone. More importantly, these claims have far reaching implications for the role
of phonology in parsing and, more generally, for the conception of the grammar
the sentence comprehension mechanism makes use of. Thus, although this disser-
tation concentrates on the examination of prosodic eﬀects in one particular mode
of language processing, viz. reading, it has something to say about the general role
of prosody in relation to other aspects of grammar as well.
Beyond their psycholinguistic importance, these points suggest a model of
grammatical competence in which constraints from various domains (syntax, se-
mantics, pragmatics, discourse structure, and phonology) interact in providing the
possible structural, i.e. grammatical descriptions. Applying this constraint satis-
faction approach to language allows us to readily relate the grammar to processing
2phenomena. At the same time, it provides an architecture that captures compre-
hension and production processes – both are engaged in reading – within a single
framework. The experiments presented in this dissertation thus inspire the formu-
lation of a performance model that looks directly into the competence grammar
to derive parsing predictions. I concur with Jackendoﬀ (2003) in stating that such
an integrative approach to linguistic theory and psycholinguistic evidence ‘ought
to be favored over one that creates hard boundaries between competence and per-
formance.’ (Jackendoﬀ, 2003, p. 197).
1.2 The architecture of this dissertation
Rather than a comprehensive monograph, this dissertation is arranged as a col-
lection of thematically closely related but fairly independent studies. The reading
studies presented here are designed to provide data on the role of linguistic rhythm
in oral reading and written sentence comprehension, culminating in the elabora-
tion of a sentence processing model that is designed to capture the role of prosodic
factors in reading.
The remainder of this ﬁrst chapter introduces some background on supralexical
prosody with its relation to syntax, and sets the stage for the case under scrutiny:
the role of linguistic rhythm for sentence comprehension in reading. The following
two chapters report on experiments that are designed to study the reading perfor-
mance on exemplary sentence structures, which may shed light on the function of
linguistic rhythm in written sentence comprehension:
Chapter 2 presents an experimental study on the eﬀects of linguistic rhythm
on processing non-canonical structures in oral reading, examining the interplay of
syntax, focus structure, prosody, and working memory. The experiment attests
that a written word sequence that forces readers to deviate from the optimal
rhythmic alternation of stressed and unstressed syllables may critically hamper
the processing of complex, non-canonical sentences. At points of high memory
demand, the cognitive load associated with a stress clash conﬁguration may lead to
the (temporary) overwriting of memory traces that are necessary for the processing
of syntactic long distance dependencies. I argue that this overwriting becomes
possible because the clash information, which is implicitly coded in the written
string, is processed immediately while access to stored information in working
memory may be tardy.
Chapter 3 aﬀords more data on eﬀects of linguistic rhythm on written sentence
comprehension. Two reading experiments examine the inﬂuence of stress-based
linguistic rhythm on the resolution of local lexical-syntactic ambiguities. Both
speech production data from unprepared oral reading as well as eye-tracking results
from silent reading demonstrate that readers favor syntactic analyses that allow
3for a prosodic representation in which stressed and unstressed syllables alternate
rhythmically. The ﬁndings contribute evidence conﬁrming immediate and guiding
eﬀects of linguistic rhythm on the earliest stages of syntactic parsing in reading.
In Chapter 4, the performance data from the experiment reported in Chapter
3 are modeled as an incremental constraint satisfaction process in the framework of
an Optimality Theoretic parsing account. Solely making use of constraints derived
from competence grammar, the model is capable of capturing the data and ad-
vocates the simultaneous application of syntactic, prosodic and syntax-phonology
interface constraints in incremental processing. The model predicts that, in the
case of syntactic indetermination, weak prosodic constraints may decide about syn-
tactic ambiguity resolution. The performance-compatible OT grammar integrates
the processes of syntactic parsing and prosodiﬁcation in reading, hence dissolving
the strict separation of language production and comprehension. At the same time
the OT model endorses a bidirectional relationship between syntax and phonology
in grammar.
Chapters 2, 3, and 4 each provide speciﬁc background and discussion so that
they can be read independently. This also means that the reader will come across
an hopefully tolerable amount of redundancy.
In Chapter 5, the dissertation concludes with a summary.
41.3 Background
1.3.1 Supralexical prosody
Prosody is commonly understood as comprising the suprasegmental aspects of the
speech signal. Prosodic features can be observed phonetically in terms of fun-
damental frequency, intensity, and duration; their respective physical parameters
can be objectively measured; such absolute measurements, however, are not in a
one-to-one relationship with the psychological percept they might induce and are,
consequently, only loosely related to the grammatical system of a language. The
vocabulary for the linguistic description of prosodic phenomena such as pitch and
duration is mostly conﬁned to relational notions such as ‘higher than’ or ‘longer
than’. This is not to be understood as a shortcoming of the human perceptual
system but reﬂects the fact that a given prosodic phenomenon is generally in-
terpreted relative to the surrounding prosodic events. The linguistically relevant
aspects of prosody have been captured within a hierarchical system that implic-
itly makes use of the relational notions just alluded to: The prosodic hierarchy
(Nespor and Vogel, 2007; Selkirk, 1984) deﬁnes prosodic constituents of various
levels that are organized according to their respective size and prominence: the
smaller prosodic constituents, e.g. syllables, are embedded in larger ones such as
words, prosodic phrases or utterances. The relative prominence of the diﬀerent
levels corresponds with their respective size and is normally expressed by stress
on (lexically) designated syllables within the prosodic level under consideration.
There is, correspondingly, no invariant phonetic correlate of stress. Rather, the re-
alization of stress on a given syllable heavily depends on the nature of the domain
for which the syllable serves as prosodic a head. Generally, stressed syllables are
marked by longer duration, more pitch deﬂection and higher intensity compared
to unstressed syllables; stressed syllables that function as a head of phonological
phrases or intonational phrases are generally pitch accented, i.e. marked by a clear
and audible deﬂection of pitch and longer duration as, for example, in the ﬁrst
syllable of the last word in (1). I follow the convention to mark pitch accented
words with small caps and the stressed syllable (the one that potentially carries
accent) with underlines.
(1) He went shopping.
The prosodic hierarchy (2) explicates the organization of prosodic constituents.
The levels within this hierarchy are deﬁned on the basis of (language speciﬁc)
phonological processes for which the constituents provide a domain. The higher
domains also have relatively clear phonetic correlates. As an example, the intona-
tional phrase (IP) is demarcated by boundary tones (also realized as deﬂection of
pitch), lengthening of the ﬁnal syllable(s) and, optionally, pauses at their end.












It is important to note that certain levels of the prosodic hierarchy are closely
related to, albeit not necessarily isomorphic with, non-prosodic entities: phono-
logical words often coincide with syntactic words while the prosodic phrase roughly
corresponds to the maximal projection of a lexical head. A full sentence normally
correlates with an IP, although it might contain more than one IP if its length or
syntactic complexity exceed a certain threshold. In such a case, the distribution of
IPs normally coincides with the distribution of larger syntactic domains. Consider
the phrasings in (3) (example following Mark Liberman, cited in Selkirk, 1995, IP
boundaries marked with ‘//’). The sentence may be split in two IPs with the sub-
ject wrapped in one IP and the verb phrase in the other (3-a), yielding a perfect
match between syntactic and prosodic constituents. Alternatively, the preposi-
tional phrase may be uttered as a parenthetical or afterthought. In this case, the
sentence is distributed over three IPs as in (3-b). A sole IP boundary splitting
up the subject and phrasing the PP together with the VP as in (3-c), however,
is illicit. Apparently, as the PP and VP do not form a syntactic constituent, IP
boundaries are to be set in accord with syntactic structure.
(3) a. Three mathematicians in ten // derive a lemma.
b. Three mathematicians // in ten // derive a lemma.
c. *Three mathematicians // in ten derive a lemma.
It is, by hypothesis, the correspondence between prosodic and syntactic con-
stituents that makes the syntactic analysis of oral language fast and seemingly
eﬀortless. However, prosodic structure does not reﬂect syntactic structure unam-
biguously. Under certain conditions, prosodic boundaries may interrupt rather
than demarcate syntactic phrases. Consider, for example, the following prosodic
phrasing in Italian (taken from Ghini, 1993, phonological phrases are marked with












’He will catch every kind of crab’
In (4), the object DP is interrupted by a phonological phrase boundary. A perfect
match between syntactic structure and prosodic rendition would require that the
object DP be wrapped within a single phonological phrase. The mismatch, accord-
ing to Ghini (1993), is due to a requirement on prosodic structure that demands
the formation of roughly balanced, i.e. equal-sized phonological phrases. This re-
quirement would be violated if the sentence was chunked into the short verb on the
one hand and the complex object on the other. That is, syntax-prosody correspon-
dence requirements interact with constraints on the well-formedness of prosodic
structure. In the variety of Italian studied by Ghini (1993), the prosodic balance
requirement apparently overrides the syntax-prosody alignment constraint.
Stress and linguistic rhythm
The example from Italian already indicates that prosody has its independent ex-
istence with own regularities at all levels of the prosodic hierarchy. A further
example of a prosodic regularity, one that will be relevant throughout this disser-
tation, concerns the concatenation of syllables and the prominence pattern that
emerges consequently. Within a phonological phrase, the sequence of syllables is
preferably rhythmic in the sense that stressed and unstressed syllables alternate.
The adjacency of stressed syllables (stress clash) is generally avoided and so are
longer sequences of unstressed syllables, so-called lapses (Hayes, 1995; Kager, 1989;
Liberman and Prince, 1977; Selkirk, 1984).
One piece of evidence for stress clash avoidance comes from the distribution
of mono- and disyllabic variants of participle forms in English. Schl¨ uter (2003)
oﬀers an analysis of the synonymous and etymologically related English participle
forms ‘lit’ and ‘lighted’ on the basis of two large scale newspaper corpora. Both
variants may appear as predicative or attributive adjective. Schl¨ uter ﬁnds that ‘lit’
has the clear majority (94% of all tokens), while the form ‘lighted’ is consistently
preferred in the single attributive use of the participle, as for example in ‘the
puddle of lighted petrol’. The reason for the preference of the otherwise marginal
‘lighted’, according to Schl¨ uter (2003), lies in the fact that the suﬃx -ed provides
an additional unstressed syllable that prohibits a stress clash in this position.
This is evident if the alternative form ‘lit petrol’ is considered. Given that the
preponderance of nouns in English feature initial stress, clashes are unavoidable in
the case of monosyllabic attributive adjectives. Accordingly, if speakers (or writers,
for that matter) have the choice, they might resort to the disyllabic variant.
More evidence for the markedness of stress clash comes from instances of stress
7shift, i.e. the deviance from the citation form stress pattern triggered by a clash
of adjacent stressed syllables as in (5) (example following Kiparsky, 1966). The
verb mitnehmen bears main stress on the initial syllable in citation form (stressed
syllables underlined, phrasal stress marked by small caps). In connection with a
monosyllabic object (which generally receives main phrase stress, cf. Truckenbrodt,
2006) a stress clash results. The clash is normally resolved by shifting the main
stress of the verb to the second syllable, thus achieving rhythmic alternation.
(5) a. mitnehmen (citation form)
take along
b. #das Buch mitnehmen
b’. das Buch mitnehmen
take along the book
Both the ﬁndings by Schl¨ uter (2003) and stress shift cases like (5) show that
the preference for rhythmic alternation operates beyond word boundaries. Corre-
spondingly, the avoidance of stress clash is a supralexical phonotactic constraint.
Due to its supralexical nature, it may have a bearing not only on lexical form but,
by implication, also on syntactic form. Consider, in this regard, a case in which
speakers have the choice between two (semantically roughly equivalent) syntactic
constructions as in (6) (example following Speyer, 2008, 2010). Given the question
in (6) one could answer with a regular SVO sentence (6-a). Alternatively, one
might want to front, or topicalize the object beans. This is a licit way to utter
the respective proposition since legumes are established as the discourse topic in
the question. Topicalization, however, is preferred only under the condition that
the subject, which appears in second position now, be realized as a weak pro-
noun (6-b) thus warranting rhythmic alternation. Realizing the topicalized object
directly preceding a full lexical subject creates a stress clash, rendering (6-c) in-
felicitous unless a clear pause be inserted between the topicalized object and the
subject (Speyer, 2008, 2010).
(6) What kind of legumes does John like?
a. John likes beans.
b. Beans he likes.
c. #Beans John likes.
The example suggests that the choice of the syntactic form is not independent
from the prosodic rendition. The data in (6) justify the conclusion that, ceteris
paribus, word orders that allow for rhythmic alternation are favored over word
orders that induce stress clashes.
A fully ﬂedged grammar that claims to cover syntax-prosody interactions of
the kind reviewed here, therefore, has to deploy purely prosodic regularities along
8with syntax-prosody interface conditions.
Before conceptualizing the proposed interaction of rhythm and syntax, I will
brieﬂy discuss the importance of prosody in auditory sentence comprehension and
provide background on the role of prosody in understanding written language.
Prosody in auditory sentence comprehension
In auditory language processing, listeners are provided with, and have been shown
to use, various prosodic cues that potentially point the reader to syntactic struc-
ture of the speech input (cf. Cutler et al., 1997, for a review). Prosodic features
that have been shown to inﬂuence syntactic parsing and sentence interpretation
are prosodic phrase boundaries (Marslen-Wilson et al., 1992; Pynte and Prieur,
1996; Kjelgaard and Speer, 1999; Frazier et al., 2006, among others), accentuation
(e.g. Carlson, 2001; Ito and Speer, 2008; Schafer et al., 2000; Steinhauer et al.,
1999), the size of constituents in terms of syllables or prosodic words (e.g. Au-
gurzky, 2006; Fodor, 1998) and, to a lesser degree, the distribution of stressed and
unstressed syllables (Warren et al., 1995). All these prosodic characteristics are
an integral part of sentence phonology and are often conditioned by the syntactic
environment. Prosody, however, has various functions aside from reﬂecting syn-
tactic structure; among other things, it may signal discourse structure and also
paralinguistic phenomena such as attentional or emotional states. The distinctness
of the translation between syntactic facts and prosodic structure heavily depends
on the prosodic context: independent factors such as speech tempo and utter-
ance length condition the clarity of the prosodic rendition of syntactic constituent
boundaries. Moreover, sentence prosody is variable and, consequently, not com-
pletely predictable from the syntactic form. Any given structure may receive a
range of valid alternative prosodic realizations. Listeners seem to have a tacit
knowledge about the uncertain relationship of prosodic and syntactic structure;
correspondingly, not all prosodic information that may potentially guide the lis-
tener in sentence comprehension is actually used. As Watt and Murray (1996) put
it:
There exists a subset of ‘natural’ prosodies which, although intelligibly dif-
ferent and capable of inﬂuencing appropriateness judgments, exert no in-
ﬂuence on initial parsing processes.
According to this view, sentence prosody may reﬂect syntactic structure but the
listener does not necessarily make immediate use of this information.
Other authors, however, reinforce the importance of prosody in language com-
prehension emphasizing its predictive value. Experimental evidence suggests the
ability of listeners to anticipate the amount of as yet unheard prosodic material
on the basis of local prosodic cues. Grosjean (1983) as well as Grosjean and Hirt
9(1996) found that native English listeners could reliably predict the number of
words to the end of the sentence on the basis of prosodic cues of a sentence frag-
ment – arguably an important cue for the syntactic analysis. Similarly, Snedeker
and Trueswell (2003) report that prosodic cues in the input may bias listeners
towards one speciﬁc reading of a syntactically ambiguous sentence even before the
ambiguous region is reached.
What, then, is the role of prosody in sentence comprehension? Given the
equivocal results, it should be clear that accounts which assign the interpretation
of prosody a ﬁxed place within a linear processing chain of language comprehen-
sion run into problems. A more viable alternative is one in which the processing
mechanism evaluates prosodic, syntactic and other information simultaneously as
it becomes available in the input. Thus, the inﬂuence of a certain prosodic fea-
ture crucially depends on the strength of concurring input features. On this view,
prosodic features are evaluated not before or after, but relative to, the simultane-
ously available linguistic (and even non-linguistic) information. That is, the eﬀect
a prosodic phenomenon has on sentence comprehension is not solely determined
by the clarity of its phonetic expression but also by the strength of the ontolog-
ically diﬀerent concurring cues to meaning such as word order, morphosyntactic
information, and discourse context.
1.3.2 Phonology in reading
While the prevailing share of our communication in everyday life is oral, written
communication does occupy large parts of our communicative actions. Reading is
certainly a secondary form of language perception, the mastery of which normally
requires competence in the oral modality. Despite the ontogenetic and phylogenetic
dependence of written from oral language, most of our reading is silent rather
than oral. Given the obvious soundlessness of silent reading (grunts and smacking
aside), the following question arises: what role does the readers’ knowledge of
language sounds, i.e. the phonology, play in processing the written modality? Let’s
ask a man of letters, the late philosopher Friedrich Nietzsche:
The German does not read aloud, does not read for the ear but merely with
his eyes: he has put his ears away in the drawer.
Friedrich Nietzsche, Beyond Good and Evil, §247
The ‘ear’ in Nietzsche’s quote can of course be understood as a metaphor for the
phonological system (i.e. the system dealing with the sounds of language)1. In this
1Nietzsche probably didn’t intend to place on the market strong predictions about the role of
phonology in language processing. The context of the quote suggests that he is interested in the
cross-cultural relevance of, and handling with, written texts.
10sense, Nietzsche would argue for the strong claim that readers (or the German
reader for that matter) use a non-phonological route from print to meaning.
It turns out that there is some support for this view from the neurolinguis-
tic domain. Indeed, there is evidence to show that, at least under pathological
conditions such as ‘deep dyslexia’ or ‘phonemic dyslexia’, reading comprehension
may be spared even if phonological recoding is heavily impaired (e.g. Beauvois and
D´ erouesn´ e, 1979; Saﬀran and Marin, 1977; Shallice and Warrington, 1975); these
studies suggest that patients with certain neurological disorders may access word
meanings directly from the printed word bypassing phonology. If patients show
this skill, healthy readers should certainly have this capacity, too. The evidence
for reading comprehension without phonological recoding, however, seems to be
limited to the word level and it is questionable whether it can be generalized to
the sentence level given that the patients described also suﬀer from deﬁcits that
are attributable to syntactic processing.
More importantly, based on a comprehensive research survey on written word
recognition in healthy populations, Frost (1998) concludes that non-phonological
reading is the exception rather than the rule. Many of the studies Frost reviewed
do ﬁnd unequivocal and immediate eﬀects of phonological recoding on word recog-
nition in reading.
Beyond the word level, there is, to the best of my knowledge, no evidence that
would suggest that readers arrive at meaning without recourse to phonology or at
least some kind of sublexical representation. Introspection suggests that sentence
reading involves the mental construction of sound images that include not only the
sentence’s prosodic-phonological structure but may even comprise paralinguistic
features such as speech tempo or voice quality (Chafe, 1988). This by itself does
not warrant the claim that subvocalization or phonological recoding is necessary
for sentence comprehension. However, artiﬁcially disrupting the subvocalization
process seems to hamper sentence comprehension (e.g. Kleiman, 1975; Slowiaczek
et al., 1980). Kleiman (1975) proposes that phonological structure is generated
during silent reading in order to provide a format necessary for the storage of
linguistic information in working memory. This in turn, the argument goes, is
obligatorily required for sentence comprehension.
Implicit prosody
More recent sentence processing research indicates that certain features of the
prosody that naturally emerges during the subvocalization process (also called im-
plicit or silent prosody) inﬂuences the resolution of syntactic ambiguities. Bader
(1996b, 1998) was the ﬁrst to argue that implicit prosody partly determines the
diﬃculty of reanalyzing temporarily ambiguous sentences in reading. If two com-
peting syntactic structures diﬀer with respect to their prosodic renditions, reanal-
11ysis, if necessary, is predicted to be more diﬃcult compared to cases in which the
prosodic structures of the concurring syntactic interpretations coincide. This hy-
pothesis may help to explain why the recovery from a garden path sentence like
(7-a) feels more diﬃcult than a reanalysis that might be required for parsing (8-b).
Note that both structures are syntactically similar in that readers may interpret
the ambiguous item (the door in (7) and the boy in (8)) either as a direct object of
the ﬁrst clause or as the subject of the following clause. For the oral rendition of
the sentences in (7), a clear intonational phrase break is required in either version
to separate matrix clause and embedded clause. The two readings of (7) are thus
distinguished by the position of the prosodic phrase break. According to Bader’s
Prosodic Constraint on Reanalysis, the unprepared reader commits himself to the
preferred syntactic structure and the concomitant prosody. If the chosen syntactic
analysis turns out to be incompatible with the disambiguating information, both
syntactic structure and prosody have to be reanalyzed. The additional prosodic
reanalysis is assumed to be cognitively costly. As for (8), no prosodic feature
clearly distinguishes the two readings. Syntactic reanalysis can therefore proceed
swiftly without concomitant prosodic reanalysis.
(7) a. Whenever the guard checks the door // it’s locked
b. Whenever the guard checks // the door is locked
example following Speer et al. (1996)
(8) a. Mary knows the boy on the bench.
b. Mary knows the boy is sleeping.
example taken from Wagner and Watson (2010)
Observe that an interpretation of this type gives temporal and causal priority to the
syntactic analysis of the written string over its prosodic interpretation. According
to Bader (1998), implicit prosody only aﬀects the revision of the initial syntactic
analysis but cannot guide the early stages of syntactic parsing itself. This view
is reminiscent of the stance of Watt and Murray (1996) on the role of prosody in
auditory sentence comprehension, stating that initial parsing stages are blind to
(at least certain) prosodic information.
Fodor (2002) proposes a more balanced inﬂuence of prosody and syntax in
suggesting that the prosodic interpretation and the syntactic analysis mutually
interact in written sentence comprehension. Her view conforms to an idea that
Bierwisch (1966) put forward in the context of oral language processing:
Es ist sehr wohl m¨ oglich, dass ein Sprecher sich durch ein begonnenes Into-
nationsmuster zur Wahl einer bestimmten syntaktischen Struktur veranlasst
f¨ uhlt [...].
It is very well possible that a speaker feels himself prompted to choose a
12certain syntactic structure due to the intonation pattern that he has gen-
erated.
Bierwisch (1966), p. 105.; translation: G.K.
If transferred to reading (in which the choice of syntactic structure is heavily
constrained by the ﬁxed word order) an interesting idea arises: the prosody that
readers (implicitly or explicitly) impose onto the written string may guide their
syntactic interpretation of the word sequence. Fodor (1998, 2002) subscribes to
this idea. In her Implicit Prosody Hypothesis, she states:
‘In silent reading, a default prosodic contour is projected onto the stimu-
lus, and it may inﬂuence syntactic ambiguity resolution. Other things being
equal, the parser favors the syntactic analysis associated with the most nat-
ural (default) prosodic contour for the construction.’
This means that the way a written sentence is prosodically rendered by an inner
voice provides distinguishing information when syntactic and semantic informa-
tion alone leave the input ambiguous. Fodor ascribes implicit prosody a guiding
function in sentence comprehension when she notes that ‘[a prosodic break] can
bias the resolution of a syntactic ambiguity just as a prosodic break in a spoken
sentence does’ (Fodor, 2002, p. 2).
1.3.3 Research questions and hypotheses
As successful as the implicit prosody idea has proven for reconciling hitherto puz-
zling cross-linguistic diﬀerences concerning clause attachment preferences (e.g. Au-
gurzky, 2006; Fodor, 2002; Hwang and Schafer, 2009; Jun, 2003), two important
issues as to the relation of prosody and syntax in reading performance remain
open:
First, so far, all studies examining eﬀects of implicit prosody in reading tacitly
or explicitly assume that at least a low-level syntactic analysis is necessary in order
for implicit prosody to show eﬀects. This view is most clearly stated in Augurzky
(2006):
[...] the parser initially leaves the prosodic analysis underspeciﬁed. Early
decisions are thus supposed to be guided by the more reliable structural in-
formation alone.
Augurzky (2006), p. 206.
On this view, however, the strength of the implicit prosody idea is considerably
weakened - the guiding function of prosody in sentence comprehension is severely
13questioned if it is seen as a by-product of some syntactic pre-processing.
Secondly, the considerable inter-speaker variability on the level of what is com-
monly understood as sentence prosody (intonation, prosodic phrasing, accentua-
tion) has so far impeded the establishment of a ﬁrm role for prosody in compre-
hending written text. Given the range of possible and admissible prosodic real-
izations for a sentence, the notion of ‘the most natural’ or ‘default prosody’ must
remain elusive. Indeed, as Swets et al. (2007) ﬁnd, the large individual diﬀerences
in working memory capacity may critically aﬀect the way a sentence is prosodically
parceled in silent reading. Readers with lower working memory capacity tend to
chunk the sentences into smaller prosodic units than readers with higher memory
spans. In the light of such ﬁndings one may ask whether prosodic eﬀects on syn-
tactic parsing in reading can be interpreted as emerging from prosodic grammar or
whether they are better captured with recourse to the notion of memory chunks.
The question, then, is: How immediate is the prosodic inﬂuence on sentence
processing in reading? What is the time course of prosodic processing relative to
syntactic processing and how do syntactic parsing and implicit prosody in reading
interact?
To answer these questions with respect to eﬀects of implicit prosody on read-
ing, one ought to focus on those prosodic factors that are i) suﬃciently stable
across individual speakers to warrant clear statements on their nature, and that
ii) promise to have immediate eﬀects on syntactic structure building.
A prosodic feature that potentially meets these requirements is lexical stress
and the prominence pattern arising from the concatenation of stressed and un-
stressed syllables. German speakers have very clear and consistent intuitions about
the position of stress in words (e.g. Wiese, 2000), a fact that is supported by the
explicit marking of lexical stress in dictionaries. Regarding written text processing,
word stress has been identiﬁed as one of the earliest lexical information available
to the reader, i.e. within the ﬁrst 100ms on visual encounter of the word (Ashby
and Martin, 2008). There is thus good reason to assume that, while we read and
parse the sequence of lexical items, a pattern of stressed and unstressed syllables
unfolds within our internal hearing (and through the eyes). Given the immediacy
of the stress information, this pattern may have an early inﬂuence on the analysis
of the text.
As discussed above, supralexical phonotactic constraints operate on the se-
quence of stressed and unstressed syllables. Stress clashes are particularly avoided.
Just as the avoidance of clash may bear on the choice of the syntactic construction
in language production (cf. (6) above), it may have an inﬂuence on the syntactic
structure that readers assign to the lexical string in reading and, accordingly, on
written text comprehension. I therefore hypothesize that, whenever the written
word sequence is underspeciﬁed with respect to syntactic structure and syllabic
14prominence, the reader will choose whatever structure best satisﬁes the relevant
syntactic and prosodic constraints. In the case of an ambiguous or underspeciﬁed
word sequence, the reader will, everything else being equal, favor a syntactic anal-
ysis that allows for the rhythmic alternation of stressed and unstressed syllables.
In this dissertation, I set out to test this hypothesis empirically. In the following
chapters I will report several reading experiments designed to gauge the inﬂuence
of linguistic rhythm on the comprehension of written sentences. The largely con-
sistent ﬁndings of the reading experiments give credence to the hypothesis that
linguistic rhythm, or more precisely: the expectation of rhythmic alternation, af-
fects the syntactic analysis of written text.
Based on the results, I will propose a model of sentence comprehension in read-
ing that captures the processing facts by incorporating a grammar in which syn-
tactic and prosodic constraints interact together with requirements on the syntax-
prosody interface. In this grammatical constraint satisfaction model, the diﬀerent
types of constraints simultaneously contribute to incremental sentence processing.
Moreover, the data and the model suggest that written sentence comprehension is
best understood as a process that is partly driven by factors that are traditionally
ascribed to sentence production.
1516Chapter 2
Stress clash hampers processing
of non-canonical structures
Abstract1
The present study attests that a written word sequence involving a stress clash
conﬁguration and thus forcing readers to deviate from the optimal rhythmic alter-
nation of stressed and unstressed syllables may critically hamper the processing of
complex, non-canonical sentences. At points of high memory demand, the cogni-
tive load associated with a stress clash conﬁguration may lead to the (temporary)
overwriting of memory traces necessary for the processing of syntactic long dis-
tance dependencies. I argue that this overwriting becomes possible because the
clash information implicit in the written string is processed immediately while ac-
cess to stored information in working memory may be tardy.
1This chapter will appear in the volume Rhythm in Phonetics, Grammar, and Cognition,
edited by Ruben van de Vijver and Ralf Vogel, Berlin: Mouton de Gruyter.
172.1 Introduction
Comprehending a written sentence necessarily involves recourse to grammatical
knowledge at several linguistic levels. The linearly ordered lexical items that are
conveniently demarcated by blanks must be parsed into a suﬃciently coherent,
hierarchical syntactic representation in order to be assigned the proper meaning.
At the same time, readers generate a phonological representation that they might
put to use in oral reading. Unlike segmental phonology, which is relatively well
represented in the orthographic code, prosody is not explicitly coded. Prosodic
features such as phrasing and accentuation must be derived from, and ideally
reﬂect, the lexical, syntactic, and focus-structural analysis of the word string.
Obviously, sentences vary in their linguistic complexity and, correspondingly,
the cognitive resources needed for processing diﬀer. More often than not, com-
plexity at the syntactic or discourse structural level engenders complexity at the
prosodic level, as indicated by the insertion of prosodic phrase boundaries or the
realization of accents at positions that would remain unaccented in simple canon-
ical structures. Moreover, independent of the eﬀects of syntactic and discourse
structure on prosodic complexity, the phonological representation of a written
sentence may be complex all by itself. For segmental phonology, this is vividly
demonstrated by tongue twisters and the diﬃculty they bring about in reading
even if their syntax is relatively simple (McCutchen and Perfetti, 1982; Wilshire,
1999).
The present study is concerned with prosodic complexity resulting from de-
viance from the favored rhythmic alternation of stressed and unstressed syllables,
focusing speciﬁcally on the eﬀect of stress clash, i.e. the adjacency of two syllables
bearing lexical stress. We report on an oral reading experiment showing that,
under conditions of cognitive duress, the preference for rhythmic alternation of
strong and weak syllables (cf. Schl¨ uter, 2005; Selkirk, 1984) prohibits the proper
placement of contrastive accents required for a representation in which phonolog-
ical structure conforms with syntactic and focus-structural representations. The
experiment suggests that preferences for local prosodic well-formedness may over-
ride more global syntactic and discourse structural constraints, and that prosodic
properties of sentences may critically contribute to the cognitive load during the
analysis of written text. This interpretation would be at odds with conceptions of
grammar and language processing in which the phonological component is assumed
to merely interpret the syntactic and focus-structural conditions.
Before reporting on the experiment in section 2, we will provide some back-
ground on the grammar of prosodic prominence and its relation to syntax and fo-
cus structure, as applied to Germanic languages (section 1.1). Section 1.2 and 1.3
introduce the experimental task, viz. unprepared oral reading, and the linguistic
construction under examination, i.e. elliptic coordinations of the right-node-raising
18type (RNR).
2.1.1 Prosodic prominence and linguistic rhythm
Prominence patterns in oral language emerge from the interplay of various forces.
The lexicon speciﬁes which syllable of a given word is assigned main stress and
which syllables receive secondary or no stress. There is no clear phonetic correlate
of stress – its phonetic realization crucially depends on the prosodic context. In
general however, stressed syllables show longer duration, higher intensity and more
pitch modulation than unstressed ones (Beckman and Pierrehumbert, 1986a). On
the supra-lexical level, syntactic and focus-structural conditions determine which
words receive phrase or sentence accent. Accent is realized by a clear deﬂection
in pitch on or near the stressed syllable of the designated word. Phrase accent is
thus more prominent than word stress. If a sentence like (1-a) is uttered out of
the blue, the words ‘boy’ and ‘biscuits’ typically receive accent (lexical stress is
marked by underlining, accent is marked by small caps). ‘Biscuits’ is assigned the
strongest prominence in the sentence (the nuclear accent), which is realized as a
pitch accent on or near the syllable carrying main lexical stress (the ﬁrst syllable
in the case of ‘biscuits’). Nuclear accent on the verb (1-b) is possible only under
certain discourse structural conditions, i.e. if the accented verb is contrasted with
some other predicate in the context, as would be the case if (1-b) was uttered as
a clariﬁcation to (1-a).
(1) a. [S [NP The little boy ] [V P likes [NP biscuits.] ] ]
b. [S [NP The little boy ] [V P adores [NP biscuits.] ] ]
The literature on sentence phonology attributes such a pattern to the workings of
the syntax-phonology interface (Selkirk, 1995; Truckenbrodt, 2006, 2007). Here,
we follow an Optimality Theoretic (OT) account in which accent assignment is
captured by the interaction of violable constraints regulating the mapping between
i) focus structure and phonology, and ii) syntax and phonology. The latter require
the assignment of accents to lexically headed XPs (StressXP) and furthermore
demand that the rightmost accent be strongest (Rightmost). Within the verb
phrase, accent on the object argument fulﬁlls StressXP for both the object NP
and the VP as a whole since the NP is a proper constituent of the VP. Accent on
the verb without accent on the object, however, would violate StressXP due to
the lack of accent on the NP constituent (cf. Truckenbrodt (2007) for details of
this analysis).
(2) a. StressXP: Each lexically headed XP contains an accent.
19b. Rightmost: The rightmost accent within a prosodic or intonational
phrase is strongest.2
If (1-a) provides the context for a clariﬁcation in the form of a statement like (1-b),
accent on the verb is required in order to reﬂect the contrast of the verbs and the
givenness of the remaining sentence. This focus-structural condition can be cap-
tured by the constraint Stress-Focus (F´ ery and Samek-Lodovici, 2006; Samek-
Lodovici, 2005; Selkirk, 1995; Zubizarreta, 1998), which, in a nutshell, demands
accent on contrasted or focused material. As evidenced by (1-b), Stress-Focus
may override syntax-driven accent assignment.
(3) Stress-Focus: A focused phrase has the highest prosodic prominence.
Matters are complicated by a general preference for rhythmic alternation of strong
(i.e. stressed) and weak (i.e. unstressed) syllables (Alber, 2005; Hayes, 1995; Kager,
1989; Liberman and Prince, 1977; Schl¨ uter, 2005; Selkirk, 1984). This preference
(formulated in OT terms as the constraint *Clash) operates against stress clashes
(i.e. sequences of adjacent syllables bearing lexical stress), which are avoided when-
ever more rhythmic alternatives are available.
*Clash may require readjustments of lexically speciﬁed stress patterns to allow
for rhythmic alternation of strong and weak syllables, as exempliﬁed in the phrase
ideal + partner → ideal partner.
However, such readjustments are clearly restricted. In the case of (1-a) the
stress clash between the verb ‘like’ and the following object ‘biscuits’ cannot be
resolved by shifting the accent onto the last syllable of the object. Instead, the
stress clash is tolerated in (1-a). As a rule, metrical readjustments triggered by
*Clash do not concern words that bear main phrase or sentence accent but may
only aﬀect unaccented (or more weakly accented) neighboring words (Grabe and
Warren, 1995; Hayes, 1995) (but see Berg (2008) for emphatic stress shift). In
other words, accents that are assigned due to StressXP may not be altered by
the desire for rhythmic alternation.
Independent of accentuation, stress shift is also blocked if a prosodic phrase
boundary intervenes between two adjacent stressed syllables. This is typically the
case between the subject and the verb phrases in sentences like (4) (Selkirk, 1995).
Here, the gerund phrase in subject position is separated from the verb phrase by
a prosodic phrase boundary. Consequently, stress on the following monosyllabic
verb does not trigger stress shift on ‘TV’ .
(4) (Watching cable tv) (harms children’s health).
2This constraint is equivalent to Head Phrase (HP/HI) (F´ ery and Samek-Lodovici, 2006),
which demands that heads of prosodic or intonational phrases appear close to their right edge.
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accent assignment (as exempliﬁed in (1)), which in turn restricts the application of
rhythmic readjustments. We will therefore subscribe to the hierarchy of constraints
aﬀecting the location and patterning of prosodic prominences formulated in (5):
(5) Stress-Focus ≫ StressXP ≫ *Clash
The hierarchy in (5) corresponds with the size of the domains over which the
constraints exert their inﬂuence. Stress-Focus evaluates the discourse context
while StressXP acts on a considerably smaller level, i.e. the level of the syntactic
XP. *Clash only takes local information into account, operating on the level of
the syllable sequence. Accordingly, the grammar of prosodic prominence is shaped
by the interaction of weak local with strong global constraints. This state of aﬀairs
has interesting psycholinguistic implications.
Language processing proceeds in an incremental way. That is, the language
processing mechanism builds linguistic representations based on the piecemeal ac-
cess to the input as soon as it becomes available (cf. Pickering and van Gompel
(2006) and references therein). In the case of a contextless sentence, the parser
initially has access only to local (lexical) information – the sequence of syllables
or words that have to be integrated into more global representations such as syn-
tactic phrases. The propositions expressed in phrases or sentences then build the
base for the discourse setting. Hence, information access in (contextless) language
comprehension proceeds from local information to global information.
Following this rationale, a constraint like *Clash, its weak role in the grammar
notwithstanding, may have a more immediate inﬂuence on incremental structure
building compared to constraints like StressXP and Stress-Focus that oper-
ate on larger domains. Ergo, there is a certain tension between the hierarchy of
constraints in grammar on the one hand and the order of access to their respective
domains in language comprehension on the other. In view of these considerations,
we hypothesize that *Clash, despite its low rank in grammar, may have a crucial
role in language processing in aﬀecting early stages of structure building.
Note that the constraints in (5) are geared towards the assignment of prosodic
structure, i.e. the pattern of prosodic prominence. They are therefore irrelevant
for auditory sentence comprehension, in which prosody is already an integral part
of the input. In auditory language comprehension, prosody has to be interpreted,
not assigned to the input (cf. Cutler et al. (1997) for the role of prosody in au-
ditory sentence processing). Processing written language, however, does involve
prosodiﬁcation of the input string. This is especially obvious in the case of oral
reading.
212.1.2 Oral reading
Fluent oral reading involves both sentence comprehension and sentence production.
As for comprehension, readers have to parse the word string into a suﬃciently
coherent syntactic representation in line with the discourse context. At the same
time, readers produce speech using prosody that conforms to the syntactic analysis
and the focus-structural setting of the text (Koriat et al., 2002; Kreiner and Koriat,
2005; Kondo and Mazuka, 1996; Wheeldon, 2000).
The simultaneity of language comprehension (syntactic parsing) and produc-
tion (prosodiﬁcation) in oral reading suggests that these processes might interact.
The role of prosody is especially intricate in this task: there is no overt corre-
late of prosody in the graphemic string.3 As neither syllables nor lexical stress
or accent are marked orthographically, readers have to deduce these phonologi-
cal features on the basis of i) the lexical and syntactic information derived from
the word string, and ii) the focus-structural representation extrapolated from the
syntactic and semantic analysis of the text. Unprepared readers have been shown
to produce prosody in accordance with these representations (Koriat et al., 2002;
Kreiner and Koriat, 2005). The conformity of reading prosody with the syntactic
and focus-structural facts indicates the dependence of prosody on the syntactic and
focus-structural analysis. Also, in research on reading development, the prosodic
appropriateness of read text is used as a diagnostic for reading comprehension and
reading skill in general (Schwanenﬂugel et al., 2004). This would suggest that
reading prosody is only constructed on the basis of considerable syntactic and
semantic pre-processing.
On the other hand, there is evidence that prosody derived from the written
string is used by readers to make syntactic parsing decisions. That is, prosody
constructed during reading is recycled and used in a way similar to prosody in audi-
tory sentence comprehension (Fodor, 2002) where it might disambiguate otherwise
ambiguous word strings. Various reading studies have demonstrated the impact of
implicit prosodic factors on sentence comprehension in silent reading (Augurzky,
2006; Bader, 1998; Fodor, 1998, 2002; Hwang and Schafer, 2009; Stolterfoht et al.,
2007). These studies are concerned with the role of phrase accent and prosodic
phrasing in resolving syntactic ambiguities. Results by (Kentner, 2012, cf. chapter
3 of this dissertation) suggest a role of stress-based linguistic rhythm in sentence
comprehension, too. In the face of a syntactically ambiguous word string that
involves a stress clash in one reading but not in the other, the parser favors the
3Commas are not a reliable, undisputed cue to prosodic phrasing either. Chafe (1988) argues
convincingly that the commas in the phrase ‘red, white, and blue’ do not correlate with prosodic
breaks, while the commas in ‘Abernathy came, Chippendale saw, and Higginbottom conquered’
do. Punctuation rules do not refer to phonological weight or phrase length, but prosodic phrasing
does.
22analysis of the rhythmically nonoﬀending reading.
Therefore, instead of a unidirectional dependence of prosody on the syntactic
and focus-structural analysis, there is good reason to assume an interrelationship
of prosody with these representations in reading.
The fact that reading prosody gives an insight into the syntactic and focus-
structural analysis makes oral reading a perfect test environment for examining
the interaction of phonological, syntactic, and discourse structural processes in
language processing. For this, we study RNR-type elliptic coordination structures,
which feature an interesting interplay of syntax, focus structure and prosody.
2.1.3 The right-node-raising construction
Focus structure and prosody of RNR
The so-called right-node-raising construction4 (henceforth: RNR) is a type of el-
liptic coordination structure in which an element that overtly appears at the right
periphery of the second conjunct is understood as part of both the ﬁrst and second
conjuncts. This element, i.e. the target of ellipsis, is represented by crossed-out
letters in (6).
(6) Peter kauft Kekse und Hans isst Kekse.
Peter buys biscuits and Hans eats biscuits.
Peter is buying and Hans is eating biscuits.
Hartmann (2000) and F´ ery and Hartmann (2005) formulate the conditions that
must be met in order for RNR to be applicable. First, the element preceding the
target of ellipsis has to be stressable. Hence, the modal verb in (7) must not
appear in its reduced form, otherwise RNR is impossible.
(7) I think that {I would / *I’d} and I know that {he will / *he’ll} buy the
pictures.
Secondly, the conjuncts must exhibit a parallel syntactic and focus structure and
the pre-elliptic parts of the two conjuncts must allow for a contrastive interpreta-
tion.
4Following Hartmann (2000), Phillips (1996), and Wilder (1997), we consider RNR to involve
deletion rather than raising of the target of ellipsis. Various facts speak against a movement
analysis of RNR, chief among them the observation that nonconstituents may be the target of
ellipsis in this construction (cf. (i)).
(i) Peter verspricht seinem [ ] und Maria verspricht ihrem [Kind ein Geschenk].
Peter promises his [ ] and Maria promises her [child a present].
Peter promises a present to his child and Maria promises a present to her child.
23Correspondingly, RNR sentences display a complex focus structure with con-
trastive focus embedded in a broad presentational focus (Selkirk, 2002; F´ ery and
Samek-Lodovici, 2006). Since they represent material that is new to the discourse,
the two conjuncts including the target of ellipsis are instances of broad presenta-
tional focus. Moreover, the pre-elliptical elements in both conjuncts are seman-
tically contrasted and correspondingly bear contrastive focus. We follow Selkirk
(2002) in marking broad presentational focus by foc and contrastive focus by Foc.
In (8) the focus structure with embedded contrastive focus is represented for (6).
(8) [Peter [kauft ]FOC Kekse]foc und [Hans [isst]FOC Kekse]foc
The focus structure of (8) thus diﬀers from the nonelliptical counterpart with
the same basic constituent order in (9). This structure may represent a contrast
between the two conjuncts. The two verbs, however, cannot contrast in (9) as they
diﬀer with respect to transitivity.
(9) [[Peter lacht]FOCund [Hans isst Kekse]FOC]foc
Peter is laughing and Hans is eating biscuits.
The focus structure determines the prosodic realization of the RNR sentence, which
diﬀers from the prosody of comparable nonelliptic sentences. As discussed above,
contrastively focused elements are assigned prosodic prominence due to Stress-
Focus. Accordingly, in (8) the contrastively focused verbs are accented, while
in (9), StressXP determines the position of accent in the second conjunct, i.e.
nuclear stress falls on the object. While production studies on RNR prosody (F´ ery
and Hartmann, 2005; Kentner, 2007; Kentner et al., 2008; Selkirk, 2002) may diﬀer
on details of the prosodic phrasing of RNR, they agree that the pre-elliptic element
is the location of the nuclear accent.
The following Tableau reﬂects these basic facts as derived from the grammatical
interface of syntax and information structure with prosody.
/[H. isst Kekse]foc/ Stress-Focus StressXP
a. + H. isst KEKSE
b. H. ISST Kekse ∗!
/[H. [isst]FOC Kekse]foc/ Stress-Focus StressXP
a’. H. isst KEKSE ∗!
b’. + H. ISST Kekse ∗
Table 2.1: Prosody of 2nd conjunct in nonelliptic (9) and RNR sentences (8).
24Processing RNR
There is currently only little psycholinguistic evidence concerning the processing of
RNR sentences. Processing RNR sentences can be considered a relatively complex
task because of the required nonlocal interpretation of the elliptic target. As
for auditory sentence comprehension, processing diﬃculty due to the ellipsis may
be alleviated by the characteristic RNR prosody. The contrastive accent on the
verb, deviating from typical nuclear accent in nonelliptic contexts, signals the
contrast and, correspondingly, the ellipsis. However, as Kentner et al. (2008) ﬁnd,
processing ease depends not only on the contrastive accent but also on the strength
of the prosodic break at the conjunction. Listeners were shown to beneﬁt from
a clear prosodic break before the conjunction, a type of phrasing that speakers
seem to avoid. Since prosody is not provided in the written modality, processing
the RNR-type ellipsis in reading may turn out to be particularly diﬃcult. To our
knowledge, there is no study as yet examining RNR in written language processing.
We may however conjecture the following concerning the processing of RNR
structures in reading: In the case of a RNR sentence like (8), the ellipsis is implic-
itly marked by the fact that the argument structure of the transitive verb ‘kauft’
in the ﬁrst conjunct is not satisﬁed locally. Assuming that the reader observes the
imperative of parallelism in coordinations, the parser could, already at the con-
junction, predict a verb phrase or a complete sentence to form the second conjunct.
Moreover, the only way to construct a fully grammatical coordination structure
is to project a transitive VP, the object of which simultaneously functions as the
object of the ﬁrst conjunct. Hence, already at the conjunction, readers might rec-
ognize the ellipsis and predict the contrast that is characteristic of RNR. Note,
however, that forming such a long-distance dependency imposes high processing
costs due to the strain on memory capacity (e.g. Hawkins, 1994). If the parser can
bear these costs, readers should be able to assign contrastive accent to the verb in
the second conjunct. However, the high strain on the processing mechanism might
make the analysis relatively vulnerable.
In fact, various studies have demonstrated the diﬃculty associated with pro-
cessing noncanonical structures that induce high memory costs (cf. the literature
on nested structures like center embedding). In such a situation, the parser might
resort to some sort of shallow processing (Ferreira, 2003; Sanford and Sturt, 2002).
Shallow processing implies ignorance towards structural information that would be
required in order to form a fully speciﬁed grammatical representation. Instead the
parser will make do with less than perfect comprehension. Gibson and Thomas
(1999) put forward the ‘high memory cost pruning hypothesis’ stating that syn-
tactic predictions incurring the most memory load are forgotten if processing costs
exceed a certain threshold, i.e. at points of high memory complexity during the
parse.



















Figure 2.1: DLT predictions for (8) (Translation: Peter is buying and Hans is
eating biscuits.). The highest processing costs are predicted for isst in the second
conjunct.
Dependency Locality Theory (DLT, Gibson, 2000) is used here to determine the
point associated with the highest memory complexity in parsing RNR structures.5
There are two components to the DLT: a storage cost component and a prediction
cost component. Both components contribute additively to the cognitive costs
at any given point in a sentence. According to the prediction component, each
syntactic head that needs to be predicted in order to complete the current input
as a grammatical sentence incurs memory costs. According to the storage cost
component, memory costs increase with every new discourse referent intervening
between a word and the dependent to be integrated with it.
Concerning RNR sentences like (8) (cf. Figure 1), the elliptic ﬁrst conjunct
incurs relatively high prediction costs, in that a second, transitive VP including
an object NP needs to be projected (two syntactic heads) once the conjunction
is reached. The point of greatest diﬃculty, however, is at the verb in the second
conjunct (isst). At this position, the second verb needs to be integrated with its
preceding subject Hans. Furthermore, the contrast to the verb in the ﬁrst conjunct
needs to be computed across two new discourse referents (Hans and isst). Also,
two NPs are predicted at isst, i.e. the coincident object of the ﬁrst and the second
conjunct.
With these considerations in mind, we turn to the role of rhythmic prefer-
5Other distance-based accounts of syntactic and parsing complexity are formulated in Hawkins
(1994) and Joshi (1990).
26ences and their interaction with other constraints regulating prosodic prominence
in written sentence processing. Given the rather weak standing of *Clash in
the grammar of prosodiﬁcation, one might ask whether this constraint is merely
a stylistic force or whether it has a functional role beyond the amelioration of
prosodic structure. As stated above, *Clash may be considered important as it
evaluates relevant features of the written input more immediately than the con-
curring constraints StressXP and Stress-Focus, simply because the relevant
domain, i.e. syllables, are among the earliest information available to the process-
ing mechanism (Ashby and Martin, 2008; Ashby and Rayner, 2004). As discussed
above, language processing proceeds incrementally, so local information may be
more readily available to the processor than higher level information, which ne-
cessitates an overview of the more global context. Also, global information that
is based on long-distance dependencies (i.e. distant memory traces) is likely to be
forgotten by a parser that has to cope with high processing demands.
Before we examine the role of *Clash experimentally, we make the follow-
ing assumptions: In speech production, selecting the points of prosodic promi-
nence (accents) is more diﬃcult when elements that may function as the target of
prosodic prominence (stressed syllables) cluster together. We therefore conjecture
that the formation of a mental representation involving a violation of *Clash is
cognitively costly and may thus hamper processing (see also the neurophysiologi-
cal account of the cognitive complexity of stress clash conﬁgurations by Schl¨ uter
(2003)).
Likewise, producing accents at positions that would remain unaccented in
canonical sentences is considered a costly operation (cf. Reinhart, 2006): That
is, a violation of StressXP, which is mandatory in the type of RNR under study
here, causes cognitive duress. Corresondingly, the cognitive costs associated with
reading/producing a RNR sentence are higher than those associated with produc-
ing nonelliptic coordinations. Arguably, stress clash conﬁgurations increase the
cognitive load associated with RNR. According to Gibson’s memory complexity
metric, the analysis is most vulnerable at the second verb. We study the inﬂuence
of *Clash at this critical position.
2.2 Experiment
In order to scrutinize the eﬀects of StressXP and Stress-Focus and their
interaction with *Clash in reading, we use RNR and comparable nonelliptic
coordinations as a test environment. Juxtaposing RNR and nonelliptic coordi-
nations makes the workings of Stress-Focus and StressXP transparent (cf.
the Tableau above). Varying the rhythmic environment allows us to gauge the
inﬂuence of *Clash in reading.
27Given the close compliance of accentuation and contrast that is formulated in
the grammatical constraint Stress-Focus, reading prosody is a good way to test
whether readers indeed form the contrast and correspondingly parse the ellipsis.
We therefore use the realization of accent as the dependent variable for determining
whether readers process a valid RNR.
2.2.1 Method
Design and material
The objects of investigation are elliptic (RNR) and nonelliptic coordinations with
the same basic constituent order. Aside from prosody, the verb in the ﬁrst conjunct
distinguishes elliptic and nonelliptic versions. The latter are characterized by an
obligatorily intransitive verb while the former are identiﬁed by a transitive verb
in the ﬁrst conjunct. Prosodically, the versions diﬀer with respect to the location
of nuclear accent in the VP of the second conjunct. Nonelliptic versions feature
nuclear accent on the object while elliptic versions display nuclear accent on the
verb. The rhythmic environment is varied on the words preceding and following
the critical verb in the second conjunct inducing either rhythmically alternating
sequences or stress clashes to either side. The subject preceding the verb in the
second conjunct is trisyllabic with either initial or ﬁnal stress. The object is
minimally disyllabic with lexical stress either on the initial or the second syllable.
The experiment has thus a 2x2x2 factorial design with the factors ‘ellipsis’
(RNR vs. nonelliptic), ‘rhythmic environment to the left (ClashL)’ (trisyllabic sub-
ject with initial or ﬁnal stress) and ‘rhythmic environment to the right (ClashR)’
(object with initial or noninitial stress). For this, 28 sets of sentences in eight
conditions were constructed. Table 2 shows an example set (the full list of exper-
imental sentences is listed in the appendix).
Participants
24 female ﬁrst year undergraduate students from the University of Potsdam took
part in the experiment. All are native speakers of German and na¨ ıve as to the
purpose of the experiment. They either received course credit or were paid 5 Euros
for their participation.
Experimental procedure
The experimental sentences were divided into four lists using a Latin square design
such that conditions were maximally counterbalanced across lists and each partic-
ipant would see at most two sentences from each of the 28 sets. The items were fed
into a DMDX presentation (Forster and Forster, 2003) together with 65 unrelated
28Ellipsis ClashL ClashR example
a. -1 1 1 Karl lacht und der Dirigent isst Kuchen.
b. -1 -1 1 Karl lacht und der Musiker isst Kuchen.
c. -1 1 -1 Karl lacht und der Dirigent isst Geb¨ ack.
d. -1 -1 -1 Karl lacht und der Musiker isst Geb¨ ack.
e. 1 1 1 Karl holt und der Dirigent isst Kuchen.
f. 1 -1 1 Karl holt und der Musiker isst Kuchen.
g. 1 1 -1 Karl holt und der Dirigent isst Geb¨ ack.
h. 1 -1 -1 Karl holt und der Musiker isst Geb¨ ack.
Translation: Karl is {a-d: laughing; e-h: bringing} and the
{a,c,e,g: conductor; b,d,f,h: musician} is eating {a,b,e,f: cake; c,d,g,h: pastries}.
Table 2.2: Factors with coding and sentence materials (example). Stressed sylla-
bles are underlined, expected accent is marked by small caps.
ﬁllers and pseudo-randomized for each subject using the Mix randomization tool
(van Casteren and Davis, 2006) such that sentences of the same condition had a
minimum distance of eight and sentences of the same experiment had a minimum
distance of three items. The experiment was set up as an unprepared reading de-
sign in which participants read each sentence aloud without advance preparation
as soon as it appeared on screen.
The experiment took place in an acoustically shielded room with an AT4033a
studio microphone. Each participant was seated in front of a 15” computer screen
with the microphone placed approximately 30 cm from the participant’s mouth. A
keyboard was placed on a table in front of the subject. Recordings were made on
a computer using the RecordVocal function of DMDX and a C-Media Wave sound
card at a sampling rate of 44.1 kHz with 16 bit resolution. The DMDX presentation
was programmed for each item as follows: First, only the ﬁrst one or two words
(the sentence initial subject noun phrase or proper name) were presented on the
screen. Participants were told to familiarize themselves brieﬂy with these words.
They were instructed to then press the space bar, inducing the presentation of
the entire sentence. Participants were asked to start reading out the sentence as
soon as it appeared on screen and to do so as ﬂuently as possible. The spacebar
press automatically initiated the recording. After a ﬁxed recording time of ﬁve
seconds, the procedure was repeated for the next item. For each sentence, only
one realization per subject was recorded. No corrections were recorded in the case
of hesitations or slips of the tongue.
29Data analysis
All in all, (24*28=)672 experimental sentences were recorded. The sentences were
independently judged by two students who were blind to the conditions and the
purpose of the experiment. Their task was i) to note slips of the tongue and disﬂu-
encies, and ii) to determine for each sentence whether nuclear accent was realized
on the verb or on the object. The judges were paid for their work. 85 sentences
(13%) were marked by at least one of the judges as nonﬂuent or as containing
slips of the tongue. Concerning the position of nuclear accent, the judges agreed
on 510 of the 587 ﬂuent sentences (87%). The sound ﬁles of the 587 ﬂawless sen-
tences were hand-annotated by a phonetically trained student who was blind to
the purpose of the experiment and to the judgments of her fellow students. The
second conjunct was segmented into words and syllables and labeled accordingly.
In the following section, we report the results from the set of consistently judged
sentences. Separate analyses for the two judges yield comparable results.
2.2.2 Results
Flawed sentences
The number of ﬂawed sentences is relatively high (n=85, 13%), which can be
partly explained by the task (unprepared reading) and the length and complexity
of the sentences. In order to check whether the distribution of ﬂawed sentences
is systematically related to the controlled factors of the experiment, we ﬁtted
a generalized linear model with binomial link function (Bates and Sarkar, 2007;
Gelman and Hill, 2007; Quen´ e and van den Bergh, 2004). The ﬁxed factors of this
model are i) ‘ellipsis’ (elliptic vs. nonelliptic), ii) ‘the rhythmic environment to the
left’ (initial vs. ﬁnal stress on the subject of the second conjunct), and iii) ‘the
rhythmic environment to the right’ (initial vs. noninitial stress on the object of the
critical verb). Flawed versus ﬂuent realization was used as the binomial dependent
variable; variance due to individual participants and items was taken into account
by including these factors as grouping variables. In order to avoid correlations
of the ﬁxed factors in the statistical models, orthogonal or contrast coding was
applied (factor ‘ellipsis’: elliptic=1, nonelliptic=-1; factor ‘ClashL’: clash=1, no
clash=-1; factor ‘ClashR’: clash=1, no clash=-1). No signiﬁcant eﬀect was found
for either of the ﬁxed factors, nor for the interaction (all z-values are distinctly
< 2) suggesting that the controlled variables do not systematically inﬂuence the





































































Figure 2.2: Box plots showing median and interquartile ranges for duration (left
panel) and normalized mean F0 (right panel) of the critical verbs in the second
conjunct, broken down by perceived accentuation.
Phonetic analysis of judgment data
A phonetic validation of the judgments on accentuation is required, as listeners
may perceive prominence patterns on syllable sequences in context even in the
absence of deﬁnite acoustic cues for them (e.g. Dilley and McAuley, 2008). Syllable
durations and mean pitch on the critical verb in the second conjunct were compared
for realizations with perceived nuclear accent on the object and nuclear accent on
the verb. The F0 values for the verb were normalized prior to analysis. The
normalizing factor used is the mean F0 across speakers on the verb divided by the
utterance wide mean F0 of each individual sentence.
The results reveal longer durations and a higher mean F0 for those verbs that
were perceived as bearing nuclear accent. Verbs in this condition were on average
50 ms longer and around 11 Hz higher in mean F0 compared to unaccented ver-
sions. These diﬀerences are comparable to the ones reported in the literature on
the acoustics of accented versus unaccented syllables (Eady et al., 1986; Baumann
et al., 2006; F´ ery and K¨ ugler, 2008).
Linear mixed eﬀects models conﬁrm the phonetic diﬀerence between verbs with
versus without perceived nuclear accent. The dependent variables ‘mean F0’ (in
Hz) and ‘duration’ (in ms) were logarithmized for inferential statistics to adjust
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Figure 2.3: Bar plot showing percentages of verbs bearing contrastive accent in
nonelliptic versus elliptic (RNR) sentences by experimental condition. Black bars
represent conditions with stress clash conﬁguration between the verb and following
object (ClashR=1).
evaluating the duration of the verb against the perceived accentuation reveals a
signiﬁcant eﬀect (Coeﬃcient estimate: 0.129, SE: 0.017, t-value6=7.487). A com-
parable model with logarithmized mean F0 as dependent variable yields a comple-
mentary eﬀect (Coeﬀ. estimate: 0.0437, SE: 0.0093, t-value=4.7). The phonetic
analyses thus conﬁrm the reliability of the judgment data on the perception of
nuclear accent.
Placement of nuclear accent
In total, the verb in the second conjunct was perceived as bearing nuclear accent
in 40% of the cases. As expected, readers produced signiﬁcantly more accents
on the verb in RNR conditions (on average 54% of the accents were on the verb
in RNR conditions). However, in roughly 27% of the cases, readers produced a
nuclear accent on the verb in nonelliptic sentences. Conversely, in 46% of the
cases readers failed to produce a nuclear accent on the verb where it was required.
Crucially, aside from the syntactic construction, the distribution of accents is also
determined by the rhythmic environment. Fewer nuclear accents were realized
on the verb when they would clash with adjacent stressed syllables. Readers
produce particularly few nuclear accents on the verb if the following object bears
6t-values greater than S2S mean statistical signiﬁcance at the level of α=0.05.
32initial stress (roughly 13% fewer accents as compared to rhythmically unoﬀending
environments). The bar plot shows the results concerning the judgments on the
ﬂuent sentences. The bars represent percentages of perceived nuclear accent on the
verb in the second conjunct broken down by elliptic (right panel) versus nonelliptic
(left panel) conditions. A generalized linear model with participants and items as
random eﬀects evaluating perceived nuclear accent position against the crossed
ﬁxed factors conﬁrms the signiﬁcant eﬀects for the factor ellipsis and the rhythmic
environment to the right. The eﬀect for the left environment and the interactions
remain nonsigniﬁcant.
Coeﬃcient Estimate Std. Error z-value p-value
Ellipsis 0.8707 0.1208 7.209 <0.001*
ClashRight -0.6789 0.1194 -5.686 <0.001*
ClashLeft -0.1583 0.1168 -1.356 0.175
Ellips:ClashR -0.1105 0.1160 -0.952 0.341
Ellips:ClashL -0.1271 0.1182 -1.076 0.282
ClashR:ClashL 0.2298 0.1982 1.159 0.246
Ell:ClashR:ClashL 0.1539 0.1550 0.993 0.321
Table 2.3: Results of generalized linear model evaluating perceived nuclear accent
against crossed ﬁxed factors.
Summarizing the results, we ﬁnd that i) readers realized contrastive nuclear
accent on the verb more often in sentences that were devised as RNR, and ii) that
fewer nuclear accents were realized on the critical verb if the following object had
lexical stress on the initial syllable.
2.3 Discussion and conclusion
The results conﬁrm that the manipulation concerning the transitivity of the verb
in the ﬁrst conjunct and, correspondingly, the ellipsis did work. Readers were
clearly more prone to produce a contrastive nuclear accent on the second verb
when the argument structure of the ﬁrst conjunct was incomplete. This suggests
that readers realize the presence of an ellipsis.
However, not all readers consistently produced contrastive accents in such situ-
ations, verifying that the sentence type (RNR) and the task (unprepared reading)
are cognitively demanding. A key reason for the failure to contrastively accent the
second verb in elliptic sentences – besides the diﬃculty of parsing a long-distance
dependency in unprepared reading – lies in the rhythmic environment, as con-
ﬁrmed by the signiﬁcant inﬂuence of the stress location on the object (ClashR)
on accent placement. Initial stress on the object together with the stressed verb
33induces a stress clash conﬁguration. But why should the clash be responsible for
the failure to realize contrastive accent on the verb? The possible answer lies
in the cognitive costs associated with stress clashes and the immediacy of their
evaluation by the parser. As hypothesized at the outset, producing noncanonical
nuclear accents in a stress clash environment is cognitively costly: potential tar-
gets of the accent (stressed syllables) cluster together and hence complicate the
selection of the grammatically prescribed accent position. The clash thus adds to
the cognitive demands associated with processing the long-distance dependency.
The violation of *Clash might be tipping the scales and forcing the reader to
drop the RNR analysis in favor of a nonelliptic analysis with nuclear accent on the
object. That is, the processing costs associated with the stress clash make readers
ignore (or forget about) the incomplete argument structure in the ﬁrst conjunct,
which otherwise makes them predict and, correspondingly, realize the contrast.
This interpretation of the results is in line with the ‘high memory cost pruning’
hypothesis (Gibson and Thomas, 1999). In forgetting about the structural de-
pendency between the elliptic ﬁrst VP and the VP in the second conjunct, the
parser gets rid of the most costly memory traces at points of excessive cognitive
complexity. As a consequence, the ellipsis is ignored and the second conjunct is
processed as it would be in nonelliptic coordinations, with nuclear accent on the
object. The results might also be interpreted in light of recent work on grammat-
ical illusions, i.e. sentences which are acceptable (and appear to be grammatical)
but turn out to be ungrammatical on closer inspection.7 As Haider (2011) notes,
grammatical illusions are characterized by local wellformedness but are globally
deviant. Apparently, this characterization also holds for the RNR sentences that
were realized without contrastive accent on the verb (10). The prosodic rendition
in (10) fails to mark the contrast between the verbs that is a prerequisite for the
ellipsis.
(10) #Hans kauft und Peter isst Kekse.
Hans is buying and Peter is eating biscuits.
However, the second conjunct is perfectly wellformed as long as the requirements
of the ﬁrst conjunct are disregarded. The transitive VP isst Kekse bears nuclear
accent on the object, just as would be expected in canonical transitive VPs. Con-
versely, the required contrastive accentuation on the verb is less wellformed locally
(cf. the violation Stress-XP and, if applicable, *Clash) and licit only under
global pressure (satisfaction of Stress-Focus).
In this context, it is important to remember that readers could already predict
the ellipsis and hence the requirements of Stress-Focus at the conjunction on
7A famous example of a grammatical illusion is the utterance More people visited Vienna than
I did. Various examples can be found in Haider (2011).
34the basis of the unsatisﬁed argument structure of the ﬁrst verb. Lookahead should
be critical to sentence comprehension, since readers need to use it in order to con-
struct a syntactically wellformed and coherent analysis of the written string online.
Crucially, the extent and potency of the lookahead is signiﬁcantly constrained by
the local rhythmic environment.
Interestingly, the rhythmic environment to the left of the critical verb does not
seem to aﬀect accent realization. This lack of an eﬀect is explicable with recourse
to the phonological phrasing that comes with the syntactic structure of the second
conjunct. The constituent to the left of the critical verb is the subject of the
second conjunct. The subject projects its own XP and, according to standard
assumptions on the syntax-prosody interface, might therefore be separated from
the verb phrase by a phonological phrase boundary. As evidenced by (4) above,
the adjacency of stressed syllables is generally tolerated by *Clash if a prosodic
boundary intervenes. This suggests that the syntax-driven insertion of prosodic
phrase boundaries took place before the stress clash could hamper processing.
It seems that the processing costs normally associated with stress clash are not
incurred in the context of prosodic phrase boundaries.
The rhythmic eﬀect to the right of the critical verb indicates that *Clash,
which is traditionally understood as a production-oriented constraint, may inter-
fere with comprehension when violated. The cognitive complexity of stress clashes
is explained with recourse to production: producing accents in stress clash envi-
ronments is complex because selecting the appropriate syllable for accentuation is
diﬃcult when potential targets cluster together. The results of the experiment,
however, suggest that stress clash conﬁgurations in written text inﬂuence compre-
hension. The cognitively costly stress clash representation critically aggravates the
already complex focus-structural and syntactic analysis of elliptic sentences.
This state of aﬀairs is hardly compatible with the conception of a uni-directional
relation between syntactic and prosodic processes in written sentence comprehen-
sion. Rather, it calls for a more interactive view of these processes. The experi-
mental results conﬁrm the suggestion that the simultaneity of comprehension and
production in oral reading indeed implies an interrelationship. This is also in line
with ﬁndings from silent reading that have shown the signiﬁcance of rhythmic ef-
fects for sentence comprehension (Kentner, 2012, cf. chapter 3 of this dissertation).
Aside from these principled considerations concerning the architecture of the
human language processing mechanism and its access to diﬀerent domains of gram-
mar, the current experiment raises methodological issues: The complexity of, and
hence the predicted parsing diﬃculty associated with experimental sentences is
standardly manipulated at the level of syntactic structure in psycholinguistic re-
search. This study illustrates that prosodic properties of sentences may critically
contribute to the cognitive complexity and thus should be taken into account in
35experiment design.
In summary, the most important conclusion to be drawn from this experiment
is that forced deviance from rhythmic alternation may aﬀect readers’ performance
on noncanonical sentences at points of extreme cognitive complexity. In such
situations, the violation of merely weak prosodic constraints may lead to fatal
pruning of memory traces that are necessary for the full syntactic and focus-
structural representation and, hence, to misinterpretation.
36Chapter 3
Linguistic rhythm guides parsing
decisions in written sentence
comprehension
Abstract1
Various recent studies attest that reading involves generating an implicit prosodic
representation of the written text which may systematically aﬀect the resolution
of syntactic ambiguities in sentence comprehension. Research up to now suggests
that implicit prosody itself depends on a partial syntactic analysis of the text,
raising the question of how implicit prosody contributes to the parsing process or
whether it merely interprets the syntactic analysis. The present reading exper-
iments examine the inﬂuence of stress-based linguistic rhythm on the resolution
of local lexical-syntactic ambiguities in German. Both speech production data
from unprepared oral reading as well as eye-tracking results from silent reading
demonstrate that readers favor syntactic analyses that allow for a prosodic repre-
sentation in which stressed and unstressed syllables alternate rhythmically. The
ﬁndings contribute evidence conﬁrming immediate and guiding eﬀects of linguistic
rhythm on the earliest stages of syntactic parsing in reading.
1This chapter is published in Cognition 123 (1), 2012.
373.1 Introduction
When reading silently, many readers experience an ‘inner voice’ that conveys from
the graphemic string an intrinsic auditory version of the text. This mental rep-
resentation has been described as being essentially speech-like, not only entailing
segmental phonological information, but also prosody and even paralinguistic char-
acteristics such as voice quality and speech tempo (Chafe, 1988). While there is
little disagreement about the existence of the ‘inner voice’ phenomenon, it is de-
bated whether and how the prosodic characteristics of the implicit phonological
representation aﬀect sentence comprehension.
In the present study, we will focus on one aspect of this mental representation,
namely on the linguistic rhythm that emerges from the implicit stress patterns
of the word sequence. The ﬁndings of two reading experiments presented here
conﬁrm that readers mentally construct patterns of implicit lexical prominences,
which evolve from the concatenation of individual words. In the face of a temporal
syntactic ambiguity, readers preferably generate a parse that conforms to rhythmic
well-formedness principles. Speciﬁcally, the ﬁndings indicate that the initial stages
of the syntactic parsing process are sensitive to the local prosodic environment even
in the written modality, where no explicit prosodic cues exist.2
In the following section, we will brieﬂy review ﬁndings on the relevance of
linguistic rhythm in auditory language processing and discuss existing research on
the role of implicit prosody for written sentence comprehension. Together, these
ﬁndings motivate the two reading experiments, which are designed to shed light
on the interplay of linguistic rhythm and syntactic parsing in reading.
3.1.1 Stress and linguistic rhythm in auditory language
Stress is hierarchical in the sense that for each content word there is a single
syllable that carries the main stress (Hayes, 1995). Other syllables within the
word either bear secondary stress or remain unstressed. Although there is no
clear phonetic correlate of stress, stressed syllables are usually lengthened and
may be realized with a higher pitch compared to unstressed syllables (Beckman
and Pierrehumbert, 1986b; Hayes, 1995). The hierarchical nature of stress also
implies that diﬀerent levels of stress have to be distinguished for diﬀerent prosodic
domains. Lexical stress determines the prominent syllable within a word. Be-
yond the lexical level, the prosodic phrase carries prominence on one of its lexical
constituents, which may be realized as a pitch accent on the stressed syllable.
2Under certain circumstances, commas might serve as cues to prosodic phrasing (Steinhauer
and Friederici, 2001; Steinhauer, 2003). The reliability of the comma-prosody correlation, how-
ever, crucially depends on the context (Chafe, 1988).
38Likewise, among phrases within a sentence, one is assigned the nuclear accent, re-
alized on the stressed syllable of the most prominent word within that phrase. The
assignment of phrasal and sentence stress is mainly determined by the syntactic
structure and the discourse context (Gussenhoven, 1983; Selkirk, 1995; Trucken-
brodt, 2006). Word stress in German is lexically speciﬁed since it is not completely
predictable from the segmental and syllabic structure of the word (Wiese, 2000).
Languages like German and English exhibit a general preference for an alterna-
tion of strong (i.e. stressed) and weak syllables, which manifests itself particularly
in the avoidance of stress clashes, i.e. the avoidance of two adjacent syllables car-
rying main word stress. Stress clash avoidance has been demonstrated to aﬀect
language production in various ways: speakers might deviate from the citation
form stress pattern to resolve a potential stress clash (Hayes, 1995; Selkirk, 1984);
when faced with visually presented pseudo-words in sentential context, speakers
have been shown to favor a stress pattern that maximizes rhythmic alternation
(Kelly and Bock, 1988). The preference for rhythmic alternation may also have
syntactic consequences for language production: given the choice, speakers prefer-
ably use syntactic constructions that prevent a stress clash (Anttila et al., 2010;
Schl¨ uter, 2005; Speyer, 2010).
As for auditory language comprehension, listeners were shown to be sensitive
to rhythmic regularity in speech. Dilley and McAuley (2008) and Niebuhr (2009)
report that listeners analyze the same lexically ambiguous syllable sequence diﬀer-
ently depending on the linguistic rhythm (trochaic or iambic) established by the
preceding context. Using event related potentials (ERP), Schmidt-Kassow and
Kotz (2009) showed that listeners are sensitive to deviations from trochaic speech
patterns when explicitly asked to judge the rhythmicity of the stimulus sentences.
Niebuhr (2009) proposes that the phonetic rhythm has a guiding function in speech
perception, in that it makes upcoming material predictable.
Warren et al. (1995) show that stress patterns on critical words have the po-
tential to impinge on the syntactic analysis of temporarily ambiguous sentences.
Speciﬁcally, their ﬁndings suggest that the perception of stress shift on critical
words augments the cues to upcoming phrase boundaries even before such a bound-
ary is encountered.
3.1.2 The generation of prosody in reading
Skilled readers produce prosody in accordance with the syntactic structure (Ko-
riat et al., 2002) and also with the information structural analysis of the text.
These factors especially inﬂuence accentuation and prosodic phrasing, implying
that reading aloud simultaneously involves syntactic parsing, the interpretation of
context, and the production of accordant prosody. The involvement of prosody
in silent reading is less obvious, especially given the lack of a clear correlate of
39prosody in written text.
Recent research by Ashby and colleagues (Ashby and Clifton, 2005; Ashby
and Martin, 2008; Ashby and Rayner, 2004) veriﬁes the involvement of prosodic
processing in silent reading on the lexical level. Ashby and Clifton (2005) demon-
strate that readers ﬁxate words with two stressed syllables (situation) longer than
words with only one stressed syllable (authority), irrespective of the word length
and frequency. Employing eye-tracking and ERP, Ashby and Martin (2008) ﬁnd
that readers routinely activate a prosodic phonological representation of the lexical
items within the ﬁrst 100 ms upon visual encounter. Ashby and Martin (2008)
take this as evidence for an early speech-like phonological representation of the
text being read.
The notion of speech-likeness suggests that the implicit prosody generated in
the reading process is not to be understood as a simple concatenation of lexical
prosodic structures. Instead, speech prosody is supralexical in nature, a condition
that is evidenced, for example, by the stress shift phenomenon. To put it diﬀer-
ently, if implicit prosody were speech-like, it should be subject to conditions of
linguistic rhythm and the preference for an alternation of strong and weak sylla-
bles. Direct evidence for eﬀects of linguistic rhythm in silent reading, however, is
currently missing.
3.1.3 The role of implicit prosody in written sentence com-
prehension
Since prosody is not explicitly encoded in the graphemic string, its role in written
sentence comprehension has been controversial: it is unclear whether the prosodic
representation only reproduces the syntactic analysis by the reader (Kondo and
Mazuka, 1996; Koriat et al., 2002) or whether implicit prosody itself contributes to
the syntactic analysis during written sentence comprehension (Bader, 1998; Fodor,
1998, 2002).
A number of studies indicate that the silent prosody readers impose on the
written text does aﬀect the syntactic analysis. Bader (1998) ﬁnds that syntacti-
cally ambiguous sentences induce stronger processing diﬃculties in reading when
the competing syntactic structures diﬀer with respect to their prosodic features.
He proposes the Prosodic Constraint on Reanalysis stating that revising a syn-
tactic structure is particularly diﬃcult if it necessitates a concomitant reanalysis
of prosodic structure. Bader (1998) substantiates this proposal with reading data
on temporarily ambiguous structures, the readings of which diﬀer with respect
to accent placement. Breen and Clifton (2011) examine the processing of lexical
stress on noun-verb homographs (present – present) in syntactically ambiguous
structures. Their results suggest that the reanalysis of lexical stress aggravates
40the resolution of syntactic ambiguities in silent reading.
Other studies focus on the eﬀect of phrase length in relation to syntactic at-
tachment preferences. Hirose (2003), Hwang and Schafer (2009) and Hwang and
Steinhauer (2011) found that readers posit syntactic clause boundaries in tem-
porarily ambiguous sentences based on the length of the preceding constituent.
This leads to reading diﬃculties if the boundary turns out to be incompatible
with the upcoming material. Several studies underpin the implicit prosodic eﬀect
in silent reading with consistent data obtained from oral reading experiments (Au-
gurzky, 2006; Hirose, 2003; Hwang and Schafer, 2009; Jun, 2003). Others, however,
fail to ﬁnd the predicted correlation of attachment preference and overt prosodic
pattern (Bergmann et al., 2008; Jun, 2010).
In summary, the research reviewed here clearly favors an account which grants
implicit prosody a functional role in written sentence comprehension. As to the
question of when and how exactly prosodic processes constrain the syntactic anal-
ysis in reading, the research on implicit prosody so far suggests that at least a
partial syntactic analysis of the critical words and phrases is required in order
for implicit prosody to show its eﬀects on written sentence comprehension. Au-
gurzky (2006) concludes from a thorough review and her own ERP data that “the
parser initially leaves the prosodic analysis underspeciﬁed” (p. 206). Accordingly,
prosodic eﬀects on interpretation in silent reading would only occur in a very late
processing stage.
Other studies emphasize the immediate nature of the prosodic eﬀect. Recently,
Hwang and Steinhauer (2011) presented ERP evidence suggesting that relatively
long phrases trigger the insertion of implicit prosodic boundaries; apparently, the
processing mechanism immediately interprets the implicit prosodic break to signal
a syntactic phrase boundary. Note, however, that, in order to evaluate the length
of phrases, the processing mechanism has to merge several words to form such
phrases in the ﬁrst place.
Correspondingly, existing research on implicit prosody is consistent with the
idea that reading prosody depends on a partial syntactic analysis of the text. This
generalization, however, might be due to the fact that the experiments mostly scru-
tinize eﬀects of larger prosodic domains (prosodic phrasing, phrasal accentuation)
on syntactic parsing. More local prosodic features like lexical stress and linguistic
rhythm have, as yet, been largely disregarded. These factors may, however, more
directly aﬀect the assignment of syntactic structure. Clearly, diﬀerent prosodic
features might have diﬀerent eﬀects on the process of reading comprehension.
The work by Ashby and colleagues (Ashby and Clifton, 2005; Ashby and Mar-
tin, 2008) suggests that (lexical-)prosodic information such as syllable structure
and stress pattern of the words is available to the processing mechanism from very
early on in reading. It would be astonishing if it were not used immediately, es-
41pecially since such information may be meaningful for the comprehension process
(cf. Dilley and McAuley, 2008; Niebuhr, 2009; Warren et al., 1995). Under the
assumption of a speech-like prosodic-phonological representation in reading, and
given their immediate availability, stress and linguistic rhythm should exert their
inﬂuence from the very beginning of the parsing process.
The following experiments are designed to put this hypothesis to a test and to
show that even the earliest steps of syntactic parsing (i.e. the determination of the
syntactic category of an ambiguous lexical item) may be guided by the implicit
rhythm that emerges from the stress patterns readers impose on the written words.
3.2 Experiments
Given the general preference for the alternation of strong and weak syllables in
German, it is predicted that a stress clash is avoided wherever more rhythmic
alternatives are available. Despite the lack of explicit encoding of stress in written
text, this should be true for reading aloud as well as for silent reading if readers
indeed generate a speech-like phonological representation as proposed by Ashby
and Martin (2008). This has consequences for the syntactic processing of the
sentence: in the face of an ambiguous structure that involves a stress clash in one
reading but not in the other, there should be a preference for the version without
stress clash. This hypothesis will be tested in two reading experiments.
The object of investigation is syntactically ambiguous structures like (1), the
two readings of which are diﬀerentiated prosodically by accentuation (stressed
syllables underlined, accented syllables in capital letters).
(1) Der Polizist sagte, dass man...
The policeman said that one ...
a. ... nicht mehr nachweisen kann, wer der T¨ ater war. temp-ini
... couldn’t prove anymore who the culprit was.
b. ... nicht mehr ermitteln kann, wer der T¨ ater war. temp-med
... couldn’t determine anymore who the culprit was.
c. ... nicht mehr nachweisen kann, als die Tatzeit. comp-ini
... couldn’t prove more than the date of the crime.
d. ... nicht mehr ermitteln kann, als die Tatzeit. comp-med
... couldn’t determine more than the date of the crime.
42In (1), two diﬀerent syntactic analyses of mehr are reﬂected in diﬀerent prosodic
renderings. In (1-a) and (1-b), mehr is part of the temporal adverbial nicht mehr
(temp) and remains unaccented.3 In this case, the following verb receives the
main phrase accent. In (1-c) and (1-d), mehr is a comparative quantiﬁer (comp)
that serves as a complement to the verb. In its function as complement to the verb,
mehr receives main phrase accent, i.e. it is marked by a rising pitch accent. When
preceded by an accented complement as in (1-c) and (1-d), the verb typically need
not bear an accent (Truckenbrodt, 2006).
Since accent information is not encoded orthographically, the sentences are
disambiguated in written text only after the verb complex, i.e. in the phrase that
closes the sentence. In the temporal reading, the disambiguating phrase is a sen-
tential argument of the verb that follows the ambiguous mehr.
In the comparative reading, mehr itself is the complement of the verb and
the disambiguating phrase is the extraposed comparative complement of mehr
introduced by the standard marker als (engl. than).4
A similar syntactic ambiguity involving mehr was studied by Bader (1996a) in
a self-paced reading experiment. His results suggest that, generally, the temporal,
unaccented reading of mehr is preferred over the comparative, accented reading,
which Bader attributes to a general avoidance of (implicitly) accenting function
words. Another possible source of this preference might be a higher frequency of
the temporal mehr-construction.
For the purpose of this experiment, the rhythmic environment is systematically
varied at the verb following mehr.5 The verb has either initial stress (ini) as in (1-a)
(temp-ini) and (1-c) (comp-ini) or medial stress (med) as in (1-b) (temp-med)
and (1-d) (comp-med). Condition comp-ini, as opposed to all other conditions,
involves a stress clash that is brought about by the adjacency of accented mehr
and a verb with initial stress. The eﬀect of this rhythmic imperfection on syn-
tactic parsing will be tested in oral reading (experiment I) and in silent reading
(experiment II).
3The semantics of the lexical unit nicht mehr in the temporal adverbial sense cannot be
analyzed compositionally. It is therefore questionable whether the graphemic word mehr has an
independent lexical status in this context.
4According to German comma rules, the sentential complement in (1-a) and (1-b) (temporal
reading) is separated by a comma. As for the comparative reading, a comma is required only
if the als-phrase is a clause, i.e. if it features an overt main verb. Although two-thirds of the
comparative items in this experiment do not occur with a sentential disambiguating phrase but
with an NP, the comma is set throughout to ensure comparability across conditions.
5Bader (1996) did not investigate rhythmic eﬀects.
433.3 Experiment I
A speech production experiment was set up to test the inﬂuence of the rhythmic
environment on the resolution of the local syntactic ambiguity concerning the word
mehr in sentences like (1) in oral reading. The experiment consisted of two sessions
in direct succession. In the ﬁrst session, the ‘unprepared session’, participants read
the stimuli out loud without advance preparation, i.e. without having knowledge
of the disambiguation prior to executing the task. This way, the realization of
accent on the critical word mehr should reﬂect the initial analysis unaﬀected by the
disambiguating context. In the second session, the ‘prepared session’, participants
were asked to familiarize themselves with the complete sentences before reading
them out aloud.
3.3.1 Materials
24 sets of sentences like (1) were devised that contain a local syntactic ambiguity in
writing but are unambiguous when spoken because of relevant prosodic cues. The
actual sentences used in the experiments are listed in the appendix. All critical
verbs following mehr are obligatorily transitive verbs that can take an NP or a
sentential object to satisfy their argument structure requirements. The critical
verbs are all trisyllabic, preﬁxed verbs that appear in their inﬁnitival form and
precede an inﬂected modal verb.
Validation of materials
The 12 verbs with initial stress and the 12 verbs with medial stress were matched
with respect to word-form frequency and length. Word form frequencies were
obtained from the Leipzig Wortschatz corpus (http://wort schatz.uni-leipzig.de/),
which consists of approximately 50 million sentences of German newspaper text
collected between 1994 and 2008. The mean logarithmized frequency is 7.14 (1.075
standard deviation) for verbs with initial stress and 6.93 (1.3) for verbs with medial
stress. A linear model that evaluates the word frequency against the verb type
does not suggest any signiﬁcant diﬀerence between the two types (F=0.186, df=22,
p=0.67).
Since the sentences with initial versus medial verb stress (examples in (1))
diﬀer not only with respect to the verbal stress pattern but – necessarily – also
with respect to the semantics of the verb (despite some eﬀort to choose semantically
similar verbs), a validation of the comparability of the conditions is required. To
this end, all items were subjected to a sentence rating study.
The experimental sentences were distributed over four lists using a Latin square
design with conditions counterbalanced across lists. In this way, each list presented
4424 experimental sentences, six from each condition. In each list, the experimental
sentences were interspersed with 76 ﬁller sentences from four unrelated experi-
ments. The order of the items was pseudo-randomized using the Mix random-
ization tool by van Casteren and Davis (2006) such that items from the same
experiment had a minimum distance of three and items from the same experimen-
tal condition had a minimum distance of six. Each list was printed on A4 paper
in landscape layout with each sentence presented on a single line.
Forty-six ﬁrst-year undergraduate students from the University of Potsdam, all
na¨ ıve to the purpose of the experiment, took part in the rating study for course
credit or payment. They were each given one of the four lists. The subject’s task
was to rate every sentence on a seven point Likert scale (1 - easy and perfectly
acceptable sentence – 7 - incomprehensible, unacceptable sentence) and note the
respective number next to each sentence on the sheet. No time constraints were
given. All participants completed the rating task within 40 minutes.
Of the total 1104 sentences, 48 (4%) had missing or unidentiﬁable ratings. The
1056 obtained ratings were treated as numerical values. The boxplot in Figure 1





















Figure 3.1: Boxplots representing the distribution of ratings broken down by ‘dis-
ambiguation’ and ‘verb stress’.
The ratings were evaluated against the crossed ﬁxed factors ‘disambiguation’
(with the two levels temp and comp) and ‘verb stress’ (with the two levels ini
and med) using a linear mixed model (Bates and Sarkar, 2007; Gelman and Hill,
2007). Participant and item were treated as random variables. Table 1 summarizes
45the results of the model.6 The model reveals a signiﬁcant main eﬀect for ‘disam-
biguation’. The eﬀect for ‘verb stress’ and the interaction are non-signiﬁcant. The
rating results thus do not indicate any diﬀerence in terms of acceptability of the
sentences that is systematically attributable to the implicit rhythmic environment
brought about by the stress pattern of the verb. However, the signiﬁcant main
eﬀect of ‘disambiguation’ shows that the temporal reading of mehr (temp) is on
the whole more acceptable than the comparative versions (comp).
Coeﬃcient Estimate Std. Error t-value
disambiguation 0.2696 0.0374 7.207
verb stress 0.0077 0.0375 0.206
disamb × v-stress 0.0392 0.0374 1.048
Table 3.1: Results of linear mixed model evaluating the ratings against the crossed
ﬁxed factors ‘disambiguation’ and ‘verb stress’.
3.3.2 Experimental procedure
For the oral reading experiment, the experimental sentences were again distributed
over four lists with conditions counterbalanced across lists. In each list, the 24 ex-
perimental sentences were embedded in 69 ﬁller sentences from four unrelated
experiments. The total of 93 items was pseudo-randomized for each subject inde-
pendently, such that sentences from the same experiment had a minimum distance
of three items and sentences from the same experimental condition had a minimum
distance of eight items. Participants saw the same list of items in the same order
in both unprepared and prepared sessions of the experiment.
The experiment took place in an anechoic room with an AT4033a Audio-
Technica studio microphone. Each participant was seated in front of a 15” com-
puter screen with the microphone placed approximately 30 cm from the partici-
pant’s mouth. A keyboard was placed on a table in front of the subject. Recordings
were made on a computer using the RecordVocal function of the DMDX (Forster
and Forster, 2003) and a C-Media Wave sound card at a sampling rate of 44.1 kHz
with 16 bit resolution.
Each of the two sessions was preceded by three example stimuli (not related
to any of the experimental stimuli) for the participants to familiarize themselves
with the task.
For the unprepared session, the DMDX presentation was programmed for each
item as follows: First, only the ﬁrst one or two words (the sentence initial subject
6Since, in linear mixed models, determining the precise degrees of freedom is non-trivial, the
t-values are approximations. An absolute t-value of 2 or greater indicates statistical signiﬁcance
at α = 0.05.
46noun phrase or proper name) were presented on the screen. Participants were told
to familiarize themselves brieﬂy with these words. They were instructed to then
press the space bar, inducing the presentation of the entire sentence. Participants
were asked to start reading the sentence out loud immediately as it appeared on
the screen and to do so as ﬂuently as possible. Pressing the space bar automatically
initiated the recording. After a ﬁxed recording time of ﬁve seconds, the procedure
was repeated for the next item. For each sentence, only one realization per subject
was recorded. No corrections were recorded in the case of hesitations or slips of
the tongue.
After completion of the unprepared reading session, participants were encour-
aged to take a short break of approximately ﬁve minutes, which was followed by
the prepared session. The item presentation diﬀered from the unprepared session
in that readers were presented with the whole sentence from the start and were
told to familiarize themselves with the sentence before reading it out loud. Again,
when ready to read out loud, readers were asked to press the space bar to initiate
the recording. This time, pressing the space bar did not change the visual pre-
sentation. For each item, the recording time was set to ﬁve seconds, after which
the next item appeared on screen. For each item, again only one realization per
subject was recorded.
Participants
Twenty-four female ﬁrst-year undergraduate students from the University of Pots-
dam took part in the experiment. All were native speakers of German and na¨ ıve
as to the purpose of the experiment. They either received course credit or were
paid 5 Euros for their participation.
3.3.3 Predictions
In unprepared reading, i.e. if readers are unaware of the disambiguation, accen-
tuation of mehr should be avoided given that the unaccented, temporal reading
is processed more easily and is generally preferred (c.f. Bader (1996a) and section
3.1.1.). Moreover, the predicted avoidance of stress clash is hypothesized to lead
to a higher number of unaccented realizations of mehr in the case of a following
verb with initial stress.
On the assumption that successful reading necessitates conformity of prosodic
and syntactic structure, realizations of mehr that are prosodically incompatible
with the disambiguating region should lead to reading diﬃculties – that is, readers
might be led down the garden path if their prosodic realization of mehr turns out
to be infelicitous. Since reading comprehension is strongly correlated with reading
47ﬂuency, the diﬃculties should manifest themselves in hesitations or a slowdown in
speech (e.g. Fuchs et al., 2001) once the reader reaches the disambiguating region.
As for prepared reading, the disambiguation is known to the reader before oral
realization. The disambiguation reveals the lexical-syntactic status and with it
the appropriate accent for mehr – it should thus be the decisive factor for the
accentuation of mehr. The immediate rhythmic environment does not alter the
grammatical requirement of accentuation on mehr and therefore should not have
a systematic eﬀect.
3.3.4 Data analysis
All in all, 1152 experimental sentences were recorded, 576 in the unprepared ses-
sion and 576 in the prepared session. The sentences from the two sessions were
independently judged by two students each. The judges were not informed about
the conditions and the purpose of the experiment before completion of their job.
Their task was i) to note slips of the tongue and disﬂuencies in the part of the sen-
tence up to but excluding the disambiguating phrase, and ii) to determine for each
sentence if the word mehr was accented or not, i.e. if it was to be understood as a
comparative complement or as a temporal adverbial. In order to avoid an inﬂuence
of the disambiguating region on the judgments, all sound ﬁles were cut after the
verb complex prior to the judgment process. The sentences were presented to the
judges in randomized order. The judges were paid for their work.
For ease and clarity of exposition, the results of the prepared reading task will
be reported before the results of the unprepared reading session.
3.3.5 Results
Results for prepared reading
Twenty-four (4%) of the total 576 sentences were marked by at least one of the
judges as non-ﬂuent or containing slips of the tongue in the region preceding the
disambiguating phrase. A generalized linear mixed model (GLMM) with a bino-
mial link function (Bates and Sarkar, 2007; Gelman and Hill, 2007; Quen´ e and
van den Bergh, 2004) was ﬁtted to check whether the distribution of ﬂawed sen-
tences is related to the experimental factors. The ﬁxed factors of this model
were i) ‘disambiguation’ (comp vs. temp) and ii) ‘verb stress’ (ini vs. med) with
ﬂawed versus ﬂuent realization as the dependent variable; participant and item
were included as random eﬀects (grouping variables). Orthogonal contrast coding
was applied (factor ‘disambiguation’: comparative=1, temporal=-1; factor ‘verb
stress’: initial=1, medial=-1). This model does not reveal any systematic inﬂuence
of the controlled factors ‘disambiguation’ and ‘verb stress’ or their interaction on
48the distribution of ﬂawed sentences (all z-values < 2 , all p-values >.2). As for
the 552 ﬂuent sentences, the assessments of the two judges concerning the accen-
tuation of mehr concur in 532 cases (97%). The bar plot in Figure 2 shows the
percentage of accented mehr by condition for the consistently judged sentences.
The target word was perceived as accented in the comparative readings (comp-ini,
comp-med) in around 90% of the cases; as for the temporal reading (temp-ini,
temp-med), mehr was perceived as accented in less than 10% of the cases.
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Figure 3.2: Accentuation of mehr as determined by judges broken down by condi-
tion in prepared reading experiment.
The accentuation status of mehr was again evaluated with a GLMM incor-
porating the same ﬁxed factors and grouping variables as above. In line with
the above predictions, this model conﬁrms a single signiﬁcant main eﬀect for the
ﬁxed factor ‘disambiguation’. The main eﬀect for ‘verb stress’ and the interaction
remain non-signiﬁcant (cf. Table 2).
Coeﬃcient Estimate Std. Error z-value p-value
disambiguation 2.96412 0.20989 14.122 <0.001
verb stress 0.26280 0.18773 1.400 0.162
disamb × v-stress 0.04809 0.18752 0.256 0.798
Table 3.2: Results of GLMM on accentuation of mehr in consistently judged sen-
tences in prepared reading experiment.
49Results for unprepared reading
In the unprepared session, 63 sentences (11%) were non-ﬂuent or contained slips
of the tongue in the region preceding the disambiguating phrase, as determined
by at least one of the judges. As for the accentuation status of mehr, the judges
agreed on 495 of the 513 ﬂuent sentences (96%). The 495 consistently judged
sentences were hand-annotated by a phonetically trained student who was blind
to the purpose of the experiment and to the judgments of her fellow students. For
each of the 495 sentences, the critical region starting with nicht up to the end of
the verb complex was segmented into words and syllables and labeled accordingly.
Flawed sentences
The number of ﬂawed sentences is relatively high (n=63, 11%), which can be
partly explained by the task (unprepared reading) and the length of the sentences
(10 words up to the disambiguating region). It was checked whether the distribu-
tion of ﬂawed sentences is systematically related to the controlled factors of the
experiment. No signiﬁcant eﬀect was found for either of the ﬁxed factors (‘disam-
biguation’: z=-0.501, p=0.62; ‘verb stress’: z=-0.747, p=0.46), or the interaction
(z=1.017, p=0.31), suggesting that the controlled variables do not systematically
inﬂuence the distribution of ﬂawed sentences.
Judgments on realizations of mehr
The bar plot in Figure 3 displays the percentages of accented mehr as perceived
by the judges in the four conditions. In total, mehr was perceived as accented in
about 24% of the cases.
Speakers accented mehr in 20% of the sentences with comparative disambigua-
tion. Twenty-seven percent of the occurences of mehr were judged as accented in
sentences with temporal reading. When the verb following mehr has medial stress,
speakers accented mehr in 28% of the sentences, compared to 19% when the verb
has initial stress.
A GLMM was ﬁtted with perceived accentuation of mehr as the dependent
variable. The ﬁxed factors of this model are again i) ‘disambiguation’ (temp vs.
comp) and ii) ‘verb stress’ (ini vs. med). Speakers and items served as random
eﬀects. This model (Table 3) yields a signiﬁcant main eﬀect for the stress position
on the verb. The eﬀect of the disambiguating region is signiﬁcant, too. The inter-
action of stress position and disambiguation is not signiﬁcant.
A comparison with the prepared reading data reveals that the accentuation
status of mehr is frequently inappropriate relative to the subsequent disambigua-
tion. In conditions comp-ini and comp-med in particular, only 20% of the trials
were realized with the required accent on mehr. In contrast, mehr congruously
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Figure 3.3: Accentuation of mehr as determined by judges broken down by condi-
tion in unprepared reading experiment.
Coeﬃcient Estimate Std. Error z-value p-value
disambiguation -0.2613 0.1258 -2.077 0.038
verb stress -0.3601 0.1262 -2.853 0.004
disamb × v-stress -0.1351 0.1254 -1.077 0.282
Table 3.3: Results of GLMM on perceived accentuation of mehr in consistently
judged sentences in unprepared reading experiment.
remained unaccented in the temporal conditions temp-ini and temp-med in 72%
of the cases. Given the abovementioned main eﬀect of verb stress on the real-
ization of accent, the avoidance of accent on mehr in the comparative conditions
should result in even more instances of realizations that are incompatible with
the disambiguating region when the verb features initial stress. To check for this
interaction, a GLMM was ﬁt. The dependent variable this time was the appropri-
ateness of accentuation relative to the disambiguating region. The model conﬁrms
a clear main eﬀect of ‘disambiguation’ and reveals that the interaction between
‘disambiguation’ and ‘verb stress’ is signiﬁcant (cf. Table 4).
Phonetic analysis of accented vs. unaccented realizations
Overall, perceived accentuations of the target word are conspicuously rarer in
unprepared reading as compared to prepared reading. This is most likely due to
the general preference for the unaccented, temporal reading that was attested by
Bader (1996) and conﬁrmed in the sentence rating study above.
51Coeﬃcient Estimate Std. Error z-value p-value
disambiguation -1.2057 0.1090 -11.060 <0.001
verb stress -0.1007 0.1090 -0.924 0.3557
disamb × v-stress -0.2471 0.1090 -2.267 0.0234
Table 3.4: Results of GLMM evaluating the compatibility of accentuation of mehr
relative to the disambiguating region.
In order to exclude misperception by the judges, their assessment was validated
by means of a phonetic analysis. Also, since listeners may perceive prominence
patterns on syllable sequences in context even in the absence of deﬁnite acoustic
cues for such a pattern (Dilley and McAuley, 2008), a validation of their judgments
is appropriate. Hence, the syllable durations and pitch contours of sentences with
perceived accented and unaccented mehr were compared. Speciﬁcally, the region
starting with nicht up to the modal verb preceding the disambiguating phrase was
analyzed.
The upper panel of Figure 4 shows the grand average pitch contours in the
critical region broken down by accentuation of mehr and the stress position on the
following verb. The pitch contours were created by dividing each syllable in the
region of interest into three equal-sized intervals and interpolating the normalized
mean F0 for each of these intervals; the normalization factor used is the inverse of
the maximum F0 of each sentence. The bar plots in the lower panel display the
respective average syllable durations in milliseconds. Clearly, the tokens of mehr
that were perceived as accented display longer durations compared to unaccented
tokens. Moreover, there is a clear rising pitch contour on mehr in the accented
versions (black lines), indicating the realization of a pitch accent on this word.
The versions with unaccented mehr (grey lines) show falling pitch on the critical
word and the rise appears only later on the stressed syllable of the following verb,
which, in these cases, carries the phrase accent. The accentuation of mehr appears
to already have small eﬀects on the duration and pitch contour of the preceding
nicht and continues to have durational eﬀects on the realization of the following
verb. Irrespective of accentuation on mehr, the modal verb ends on a relatively
high pitch, indicating a continuation rise preceding the disambiguating phrase.
A linear mixed model with subject and item as random eﬀects conﬁrms a sig-
niﬁcant eﬀect of perceived accentuation on the prosodic rendering of mehr. The
dependent variable of this model is the pitch slope on mehr, i.e. the diﬀerence
between the F0 values at the onset and the oﬀset of mehr divided by the dura-
tion of mehr. The perceived accentuation serves as the ﬁxed eﬀect, yielding a
coeﬃcient estimate of 66.36 with a standard error of 4.88 (t-value= 13.60). The
phonetic analyses conﬁrm the prosodic diﬀerence between perceived accented and
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Figure 3.4: Grand average pitch contours (upper panel) and durations (lower
panel) for each syllable in the region starting with nicht up to the critical verb
broken down by realization of accent and verbal stress pattern.
Phonetic analysis of garden path eﬀect
On the assumption that the realization of accent on mehr conforms to the syntactic
analysis, the readers/speakers should experience comprehension diﬃculties when
the realization of mehr is incompatible with the disambiguating region. In ﬂuent
oral reading, the reader’s eyes are a few words ahead of the voice; hence, the
slowdown in speech should already be observable at the beginning or even before
the disambiguating region is spoken aloud. Correspondingly, the modal verb and
the pause preceding the disambiguating phrase might be aﬀected by the slowdown
and show longer durations when the disambiguating region is inappropriate relative
to the accentuation applied on mehr. To test for this garden path eﬀect, the
durations of both the modal verb and the pause preceding the disambiguating
phrase were summed and evaluated. Speciﬁcally, the duration from the onset of
the modal verb up to the onset of the disambiguating phrase was measured. By
inclusion of the modal verb, eﬀects of ﬁnal lengthening due to the clause break are
















































































compatibility of accentuation and disambiguation
compatible
incompatible
TEMP−INI TEMP−MED COMP−INI COMP−MED
means: 461 460 514 485
Figure 3.5: Duration of modal verb and following pause before the disambiguating
clause in the four conditions broken down by compatibility of accentuation.
The boxplots in Figure 5 depict the distribution of the clause break durations
(modal verb plus pause) in each condition broken down by the compatibility of
the accentuation applied by the reader relative to the disambiguation. When
the speakers’ realization of mehr is inappropriate relative to the disambiguating
phrase (incompatible realizations), the duration data indicates a marked slow-
down compared to the appropriate realizations.
A linear mixed model with the ﬁxed factors ‘compatibility of realization’, ‘dis-
ambiguation’, and ‘verb stress’ and subjects and items as random eﬀects yields
a signiﬁcant main eﬀect for ‘compatibility’ on duration, conﬁrming that speakers
indeed slow down when the disambiguating region does not conform to the accen-
tuation of the ambiguous mehr. The eﬀect of ‘disambiguation’ is not signiﬁcant,
nor is the eﬀect of ‘verb stress’ or any of the interactions. The parameters of this
model (cf. Table 5) thus suggest that the compatibility of accentuation has similar
eﬀects irrespective of the presented condition.
Note, however, that some of the factors of the model are highly correlated:
due to the preference for the unaccented temporal reading of mehr, signiﬁcantly
more compatible realizations were made in conditions temp-ini and temp-med
as compared to comp-ini and comp-med; moreover, more compatible realizations
were produced in condition comp-med compared to the clash condition comp-
ini. A second analysis (cf. Table 6) evaluates the duration data against the ﬁxed
factors ‘disambiguation’ and ‘verb stress’ only, thereby avoiding any correlation.
This model reveals a signiﬁcant main eﬀect of ‘disambiguation’.
54Coeﬃcient Estimate Std. Error t-value
compatibility -0.0901 0.0164 -5.48
disambiguation -0.0094 0.0162 -0.58
verb stress 0.0078 0.0162 0.48
comp × disamb -0.0208 0.0188 -1.11
comp × v-stress -0.0175 0.0164 -1.07
disamb × v-stress -0.0017 0.0164 -0.11
comp × disamb × v-stress -0.0127 0.0165 -0.77
Table 3.5: Results of linear mixed model evaluating the summed duration of modal
verb and pause against compatibility of accentuation, disambiguation and verb
stress.
Coeﬃcient Estimate Std. Error t-value
disambiguation 0.0412 0.0137 3.02
verb stress 0.0197 0.0137 1.45
disamb × v-stress 0.0166 0.0137 1.21
Table 3.6: Results of linear mixed model evaluating the summed duration of modal
verb and pause against the factors disambiguation and verb stress.
Although the interaction does not reveal a signiﬁcant eﬀect, closer inspec-
tion shows that the stress clash condition comp-ini leads to signiﬁcantly longer
durations compared to comp-med (coeﬀ. estimate=0.0355, std.err.=0.0169, t-
value=2.10). In contrast, the durational diﬀerence between the two temporal
conditions temp-ini and temp-med does not appear to be systematic (coeﬀ.
estimate=-0.0005, std.err.=0.0203, t-value=0.02).
In summary, the analysis concerning the duration of the modal verb plus the
pause preceding the disambiguating region presents evidence that incompatible
realizations of accent on mehr lead to a garden path eﬀect, indicating that speak-
ers made a syntactic commitment when choosing the accent status of mehr. On
average, durations of the region of interest were longer in the comparative reading
(comp-ini and comp-med) compared to the temporal versions (temp-ini and
temp-med), with the longest durations found in the clash condition comp-ini.
Since the increase in duration due to inappropriate accentuation appears to be
similar across conditions (cf. Figure 5 and Table 5), the number of compatible vs.
incompatible accentuations in the four conditions is most likely responsible for the
diﬀerence in mean duration between conditions.
553.3.6 Discussion
The accentuation patterns of the target word in the prepared reading session con-
form to expectations: the ambiguous item mehr is accented when used as a com-
parative (engl. more) but remains unaccented in the temporal reading of nicht
mehr (engl. not anymore, no longer). That is, if readers have full access to the
disambiguating material before starting to read out loud, they audibly use ac-
centuation to signal the appropriate variant of mehr. The immediate rhythmic
environment (the verb stress manipulation) does not systematically contribute to
the accentuation status of mehr in the prepared reading session. This also ﬁts the
expectations according to which the requirement for the accentuation of mehr is
solely driven by its syntactic status.
As for unprepared reading, readers chose to accent the critical word mehr in
just under 25% of the cases, indicating a preference for the unaccented, temporal
version. This eﬀect conforms to the ﬁndings by Bader (1996a) and the rating study
(3.1.1), which showed higher acceptability of the temporal conditions temp-ini
and temp-med as opposed to conditions comp-ini and comp-med. Importantly,
the judgments concerning the accentuation of mehr in unprepared reading reveal
a signiﬁcant main eﬀect for the verbal stress pattern on the realization of mehr,
conﬁrming that the accentuation of the target word is systematically inﬂuenced by
the immediate rhythmic environment: as hypothesized, speakers avoid accenting
mehr when this would induce a stress clash conﬁguration with the following verb.
As predicted, this rhythm-induced avoidance of accent leads to a signiﬁcantly
higher number of inappropriate realizations in the context of the comparative
disambiguating region.
Unexpectedly, accent on mehr was realized signiﬁcantly more often in temporal
versions (temp-ini and temp-med), i.e. when the disambiguating region requires
mehr to remain unaccented (cf. the signiﬁcant main eﬀect of ‘disambiguation’ in
Table 3). This eﬀect seems to suggest that the readers used information in the
disambiguating phrase for the assignment of accent on mehr, but it remains un-
clear what type of information this might be and what makes this information
misleading. In any case, this eﬀect shows that the disambiguating material does
not have a facilitating eﬀect on the appropriate realization of mehr in unprepared
reading. A comparison of the accentuation patterns in unprepared reading with
those of the prepared session indicates that the readers were most likely unaware
of the disambiguating information in the unprepared session. Also, the manifes-
tation of the verb stress eﬀect in unprepared reading suggests that readers use
implicit rhythmic cues more readily than whatever information they have about
the disambiguating phrase when determining the accentuation status of mehr in
this task.
The phonetic analysis of the accented and unaccented versions of mehr conﬁrms
56the validity of the judges’ perceptions. As expected, accented mehr is realized with
a strong rise in pitch and longer duration compared to unaccented versions. The
duration data at the clause break provide an indication that the accentuation
involves a syntactic commitment on the part of the speakers. The region before
the disambiguating clause is signiﬁcantly prolonged when realizations of mehr are
incompatible with the disambiguating region. This slowdown is indicative of a
garden path eﬀect. The data suggest that the readers/speakers in fact assign
syntactic features to mehr according to their realization of accent on this item and
experience integration diﬃculty if the disambiguating region does not conform to
the prior prosodic realization.
Overall, the ﬁrst experiment conﬁrms that reading prosody is dependent not
only on the syntactic structure and the lexically determined syllable and stress
information of the words in the written string, but also on the supralexical lin-
guistic rhythm emerging from the concatenation of single words. Speciﬁcally, the
experiment presents evidence for the hypothesis that rhythmic expectancy, i.e.
the avoidance of stress clashes, aﬀects the prosodic realization and, consequently,
syntactic parsing in unprepared oral reading. Beyond a general preference for
the unaccented temporal reading of mehr, the local rhythmic environment demon-
strably constrains the respective assignment of the syntactic features. That is, if
the syntactic structure is underspeciﬁed, the reader chooses the accentuation and,
consequently, the syntactic analysis that best conforms to syntactic and prosodic
well-formedness constraints. This interpretation of the results implies that readers
evaluate the syntactic structure of written material as a function of the prosodic
environment which is generated by a process of phonological recoding. At ﬁrst
glance, this idea is at odds with existing research on reading prosody that empha-
sizes the dependence of prosody on the syntactic analysis (Kondo and Mazuka,
1996; Koriat et al., 2002). Those experiments on reading prosody, however, are
chieﬂy concerned with syntactically unambiguous structures and focus on the re-
lation of larger syntactic constituents and prosodic phrasing. More local prosodic
features like stress and linguistic rhythm may therefore aﬀect the assignment of
syntactic structure in the ambiguous region without contradicting research on the
relation of syntax and prosodic phrasing. As mentioned above, diﬀerent prosodic
features might have diﬀerent repercussions at diﬀerent processing stages in reading
comprehension.
In any case, experiment I does not allow ﬁrm conclusions to be drawn about
the precise relation of prosodic and syntactic processes in reading. The dependent
measures evaluated so far are bound to speech production in oral reading, which
is known to lag behind sentence comprehension (Levin and Addis, 1979). It can
thus only indirectly inform us about the interplay of syntax and prosody in the
comprehension processes. Moreover, while oral reading necessarily involves reading
57prosody, the involvement of prosody in silent reading is less evident. Data that
is arguably more time sensitive and therefore more informative about the role of
implicit prosody in written sentence comprehension comes from the relevant sense
organ, i.e. the eye-movement record (Rayner, 1998; Clifton et al., 2007).
3.4 Experiment II
The notion of a speechlike phonological representation in silent reading implies that
readers have rhythmic expectancies. They should especially avoid representations
of adjacent stressed syllables whenever more rhythmic alternatives are accessible.
The present experiment tests this hypothesis using the same material as in ex-
periment I applying eye-tracking methodology for silent reading. The example
sentences are repeated in (2).
(2) Der Polizist sagte, dass man...
The policeman said that one ...
a. ... nicht mehr nachweisen kann, wer der T¨ ater war. temp-ini
... couldn’t prove anymore who the culprit was.
b. ... nicht mehr ermitteln kann, wer der T¨ ater war. temp-med
... couldn’t determine anymore who the culprit was.
c. ... nicht mehr nachweisen kann, als die Tatzeit. comp-ini
... couldn’t prove more than the date of the crime.
d. ... nicht mehr ermitteln kann, als die Tatzeit. comp-med
... couldn’t determine more than the date of the crime.
As in experiment I, we hypothesize that readers should choose the syntactic
category of ambiguous words in such a way as to accord with rhythmic preferences.
In the case of the structures in (2), mehr should be computed as an unaccented
temporal adverbial more often when followed by a verb with initial stress to avoid
a stress clash conﬁguration. This in turn should lead to increased reading diﬃcul-
ties in the disambiguating region if the comparative reading of mehr is required.
That is, reading the disambiguating clause in the clash condition comp-ini should
be associated with higher processing costs compared to reading the rhythmically
alternating comp-med. No such diﬀerence is expected between temp-ini and
temp-med as neither of them violates rhythmic preferences. Therefore, an inter-
58action between the factors ‘disambiguation’ and ‘verb stress’ is predicted. Beyond
this interaction, the clear preference for the unaccented version of mehr, which was
attested in experiment I, should lead to increased reading diﬃculties in conditions
comp-ini and comp-med as compared to temp-ini and temp-med.7
To test the inﬂuence of the rhythmic environment on the resolution of a lo-
cal syntactic ambiguity in silent reading, eye-tracking methodology was employed.
This method involves monitoring readers’ eye-movements as they scan written
text on a screen. The diﬃculty of identifying and integrating a given word is
strongly correlated with the ﬁxation patterns on and around that word. Track-
ing these patterns with a high temporal and spatial resolution therefore allows
sentence comprehension processes to be studied in real time (Rayner, 1998). Syn-
tactic parsing diﬃculties in the disambiguating region should be reﬂected in more
ﬁxations, longer ﬁxation durations, and a higher probability of regressions in that
area (Clifton et al., 2007).
3.4.1 Materials and methods
Stimuli
The set of 24 experimental items from experiment I was used for the eye-tracking
experiment as well. Again, the factors ‘disambiguation’ and ‘verb stress’ were
crossed in a 2×2 design to deﬁne the four conditions.
Participants
Forty-eight undergraduate students of the University of Potsdam took part in the
experiment for course credit or were paid for participation. All of them reported
normal or corrected-to-normal vision. None of them participated in experiment I.
Experimental procedure
The participants were seated in front of an IView-X eye-tracker (SensoMotoric In-
struments) running at 240 Hz sampling rate and with 0.025 degree resolution. To
ensure stability of the eye position, participants placed their heads in a frame with
a chin rest. A camera within in the frame monitored the pupil of the participant’s
right eye during the entire experiment. Each sentence was presented on a single
7In the unprepared oral reading experiment, more instances of mehr were accented in the
temp-conditions than in the comp-conditions; this unexpected eﬀect, however, does not alter
the predictions for the silent reading experiment; the amount of appropriate realizations of mehr
relative to the disambiguating region was still markedly higher in the temp-conditions (72%)
than in the comp-conditions (20%), conﬁrming the preference for the unaccented, temporal
reading.
59line on a 17” monitor with 1024x768 pixel resolution. Stimulus presentation and
recording of the eye-movements were controlled by Presentation software. The
experimental sentences were divided into four lists such that experimental sen-
tences and conditions were counterbalanced across lists and participants saw at
most one sentence from each of the 24 item sets. Each participant was assigned
one of the four lists, each of which contained 24 target items together with 76 ﬁller
sentences from four unrelated experiments in pseudorandomized order. A calibra-
tion procedure preceded the experiment: participants looked at 13 ﬁxation points
that appeared in random order to allow for gauging of the gaze position. This
procedure was repeated after every 10–15 trials or when measurement accuracy
was poor. To direct the participants’ eyes to the beginning of the sentence, a ﬁxa-
tion point was shown at the position of the leftmost character immediately before
presentation of the trial. Directly upon ﬁxation of this target, the sentence was
displayed. Participants were asked to silently read the sentence and click a mouse
button when ﬁnished. A forced choice comprehension question followed each trial,
for example ‘Hat der Polizist etwas gesagt?’ (Engl.: ‘Did the policeman say some-
thing?’). Answering the question by mouse click triggered the presentation of the
next item.
Deﬁning the dependent measures and the regions of interest
Four eye-tracking measures that are considered standard measures in the litera-
ture on eye-tracking in sentence comprehension research (Rayner, 1998; Clifton
et al., 2007) were used as dependent variables. These are i) ﬁrst-pass reading time
(FPRT), i.e. the sum of all ﬁxation durations within a region until leaving the re-
gion, given that the region was ﬁxated at least once; ii) second pass or re-reading
time (RRT), that is the summed ﬁxation time on a given region after ﬁrst pass
(including zero times if the region was not reﬁxated); iii) the total ﬁxation time
(TFT); iv) the probability of regressing out of a region during ﬁrst pass (RegrP),
i.e. before material to the right of the region was ﬁxated. In addition to these stan-
dard measures, the probability of skipping a word (SKIP) during ﬁrst pass and the
re-reading probability (RRP), i.e. the probability of reﬁxating a region after ﬁrst
pass, were calculated. All dependent measures are examined on individual words
in or near the disambiguating region.
FPRT and RegrP are assumed to reﬂect so-called ‘early’ processing stages and
may indicate the diﬃculty associated with higher level lexical processing such as
integrating words with the preceding context (Clifton et al., 2007). The skipping
probability (SKIP) may reﬂect even earlier processes since the decision to ﬁxate or
skip a word during ﬁrst pass is necessarily made on a word preceding the aﬀected
target word. The ‘late’ measures (RRT, RRP and TFT) are generally considered
to reﬂect more general comprehension diﬃculties (Clifton et al., 2007).
60Unfortunately, it is far from clear how to distinguish between integration diﬃ-
culty on the one hand and general comprehension diﬃculty on the other. The inter-
pretation of the dependent measures and the distinction between ‘early’ and ‘late’
processing stages depend on various factors such as type of ambiguity, strength of
interpretation bias, type of disambiguation (morphological, syntactic, semantic)
and also on the size of the region under examination. Therefore, the precise cog-
nitive processes responsible for a particular dependent measure remain a matter
of debate in eye-movement research in reading. In general, however, longer read-
ing times and higher regression rates are associated with higher cognitive demand,
while shorter ﬁxation times and more frequent skipping may signal relative reading
ease (Clifton et al., 2007; Rayner, 1998).
In this experiment, two words (full verb and modal verb comprising 12 to 18
characters altogether) intervene between the ambiguous word and the disambiguat-
ing region. Moreover, a clause boundary precedes the disambiguating phrase.
Reading diﬃculties are expected to show up in the disambiguating phrase that
follows the modal verb. The ﬁrst word of this phrase disambiguates the temporal
and comparative reading: for the temporal reading, it is either a (wh-)pronoun or
a complementizer that introduces a sentential complement to the preceding verb
complex (cf. temp-ini and temp-med in (2)). In the comparative reading, the
standard marker als introduces the comparative complement of mehr, which is
the standard of comparison (cf. comp-ini and comp-med in (2)). Since the ﬁrst
word of the disambiguating phrase is relatively short (3 or 4 characters), measures
were analyzed on both the ﬁrst (Region 1) and the second word (Region 2) of
the disambiguating phrase. Additionally, ﬁxation patterns on the modal verb that
precedes the disambiguating region (Region 0) were analyzed in order to check for
parafoveal eﬀects (Kennedy and Pynte, 2005; Kliegl et al., 2006). This is moti-
vated by the fact that Region 1 was frequently skipped (see below) and skipping of
a word usually correlates with longer reading times on the preceding word (Kliegl
and Engbert, 2005). Finally, to gauge a possible spillover eﬀect, the eye-movement
record of the last word of the disambiguating phrase (Region 3) was examined, too.
Data analysis
Due to miscalibrations, data from one participant was excluded from further anal-
ysis (only 5% of the subject’s ﬁxations were recorded as ﬁxations on words).
Question response accuracies were computed. Only those trials that were re-
sponded to correctly and in which the critical verb following mehr was ﬁxated
during ﬁrst pass were included in the statistical analysis of the eye-tracking mea-
sures. The em package by Logaˇ cev and Vasishth (2006) was used to calculate the
dependent measures. For the statistics on FPRT and TFT, ﬁxations shorter than
50 ms were removed and treated as missing values. In order to adjust for the
61skew in the data, ﬁxation durations were log-transformed for inferential statistics
(Gelman and Hill, 2007).
Statistical analysis
The ﬁxation durations (FPRT, RRT, TFT) were analyzed using linear mixed
models; skipping probability (SKIP), re-reading probability (RRP) and regression
probability (RegrP) were modeled using generalized linear mixed models (GLMM)
with binomial link function (Bates and Sarkar, 2007). As in experiment I, the de-
pendent measures were evaluated against the factors ‘disambiguation’ (temp vs.
comp) and ‘verb stress’ (ini vs. med) and the respective interaction. Participants
and items were included as crossed random eﬀects. Again, contrast coding was
applied as in experiment I (factor ‘disambiguation’: comparative=1, temporal=-1;
factor ‘verb stress’: initial=1, medial=-1).
3.4.2 Results
Various reading measures in several regions of the disambiguating phrase reveal an
increase of processing costs in the comparative conditions relative to the temporal
conditions, with most diﬃculty arising in the clash condition comp-ini. Results
for each region of interest will be detailed below.
Response accuracy
On average, participants answered 86% of the comprehension questions correctly.
A GLMM that evaluates the error rates against the experimentally controlled fac-
tors does not reveal any signiﬁcant inﬂuence of the ﬁxed factors on the distribution
of the erroneous answers (eﬀect of ‘disambiguation’: z-value=-0.474, p=0.64; ef-
fect of ‘verb stress’: z-value: 1.567, p=0.12; interaction: z-value=1.175, p=0.24).
Reading measures
The reading measures for the Regions 0 through 3 are tabulated in Table 7. The
results of all regions are discussed in the following. Inferential statistics for Regions
2 and 3 are tabulated in Tables 8 and 9 respectively.
Region 0: Word preceding the disambiguating phrase
The word preceding the disambiguating phrase is a mono- or disyllabic modal
verb comprising 4 to 7 characters. The clash condition comp-ini displays the
highest FPRT, RRT and TFT in this region. Apparently, the values for conditions
62Table 3.7: Raw reading measures (means) broken down by condition and region
of interest.
Region of interest
Measure condition 0 1 2 3
SKIP
temp-ini 0.15 0.45 0.24 0.2
temp-med 0.09 0.41 0.23 0.19
comp-ini 0.10 0.47 0.24 0.17
comp-med 0.08 0.49 0.33 0.21
FPRT
(Std.Err.) in ms
temp-ini 224 (8) 248 (10) 238 (10) 314 (18)
temp-med 222 (8) 233 (9) 236 (9) 305 (20)
comp-ini 245 (10) 229 (9) 231(9) 351(19)
comp-med 236 (10) 216 (9) 240 (10) 313 (17)
RegrP
temp-ini 0.21 0.13 0.22 0.55
temp-med 0.25 0.10 0.28 0.54
comp-ini 0.15 0.07 0.22 0.68
comp-med 0.17 0.07 0.23 0.55
RRP
temp-ini 0.33 0.21 0.33 0.19
temp-med 0.36 0.28 0.32 0.19
comp-ini 0.34 0.26 0.46 0.29
comp-med 0.29 0.22 0.32 0.23
RRT (Std.Err.)
in ms
temp-ini 84 (10) 68 (11) 97 (12) 38 (7)
temp-med 88 (10) 71 (10) 87 (11) 65 (13)
comp-ini 101 (13) 81 (13) 132 (13) 113 (16)
comp-med 86 (13) 57 (10) 100 (14) 79 (16)
TFT (Std.Err.)
in ms
temp-ini 319 (14) 341 (20) 352 (18) 364 (20)
temp-med 317 (13) 332 (17) 340 (16) 388 (25)
comp-ini 353 (16) 342 (21) 376 (17) 486 (28)
comp-med 328 (18) 300 (15) 367 (20) 413 (28)
63comp-ini and comp-med diﬀer more strongly than those of temp-ini and temp-
med, suggesting an interaction between the ﬁxed factors. Inferential statistics
on these measures, however, do not yield any signiﬁcant eﬀect (all t-values are
distinctly < 2 ). Likewise, GLMMs on SKIP and RRP do not yield any signiﬁcant
eﬀects (all z-values are distinctly < 2 , p>0.05). However, RegrP gives rise to a
signiﬁcant main eﬀect for the factor ‘disambiguation’. A regression was made from
this word signiﬁcantly more frequently when the disambiguating region required
the temporal reading of mehr (coeﬀ. estimate=-0.2097, std.err.=0.1038, z-value=-
2.02, p-value=0.043). The main eﬀect for ‘verb stress’ and the interaction term
remain non-signiﬁcant. The higher regression probability in the temp-conditions
is reminiscent of the clause wrap-up eﬀect that has been reported in Rayner et al.
(2000). Its implications will be discussed in the discussion section together with
the results from the other regions of interest.
Region 1: 1st word of disambiguating clause
The ﬁrst word of the disambiguating clause (the actual disambiguating word) is
a short function word in all conditions (3–4 characters). During ﬁrst pass, it was
skipped on average in 46% of the trials. Considering also later ﬁxations, it was
ﬁxated at least once in 73% of the trials altogether. To test whether skipping of
this word is aﬀected by any of the controlled factors, a GLMM was ﬁtted (with
ﬁrst pass skipping as the binomial response variable) yielding no signiﬁcant ef-
fects for the factors ‘disambiguation’ (z-value=1.486, p=0.137) or ‘verb stress’
(z-value=0.618, p=0.536) or for the interaction term (z-value=-0.803, p=0.422).
The evaluation of the reading times (FPRT, RRT and TFT) against the controlled
factors plus the interaction does not yield any signiﬁcant eﬀect (all t-values < 2 ).
Similarly, RegrP and RRP lack signiﬁcant eﬀects (with z-values < 2  and p>0.05
for all main eﬀects and interactions). Given the high skipping probability, the
reading measures on this word may be unreliable.
Region 2: 2nd word of disambiguating clause
Because of the inconclusive and likely unreliable results on the disambiguating
word, reading times on the second word of the disambiguating clause were exam-
ined, too (cf. Table 7 for the means). On average, the second word was skipped
in 26% of the trials. In the comparative reading (comp-ini and comp-med), this
word is a short function word (determiner, preposition or pronoun) in the ma-
jority of cases;8 as for conditions temp-ini and temp-med, the word category
of this position is more varied across items. Condition comp-med displays the
highest skipping probability. Inferential statistics reveal that the interaction be-
tween ‘disambiguation’ and ‘verb stress’ approaches signiﬁcance. Further analysis
demonstrates that skipping occurred signiﬁcantly more frequently in comp-med
8Two comparative items feature an adverb in this position.
64as compared to comp-ini (factor ‘verb stress’ (comparative conditions only): coeﬀ.
estimate=-0.2532, std.err.=0.1136, z-value=-2.229, p=0.0258). In contrast, the
diﬀerence in skipping rate between temp-ini and temp-med is negligible. The
source of the interaction eﬀect is therefore attributable to the diﬀerence between
conditions comp-ini and comp-med. While FPRT and RegrP do not show any
considerable diﬀerences between the four conditions, the other measures reveal
that the stress clash condition comp-ini gives rise to the highest RRP, the highest
RRT, and the highest TFT of the four conditions (cf. Table 7) in this region. No
systematic eﬀects of the ﬁxed factors were found for TFT in this region (cf. Table
8). Inferential statistics for RRP show that the interaction between the factors
‘verb stress’ and ‘disambiguation’ approaches signiﬁcance. Further analysis shows
that re-reading this region is signiﬁcantly more likely in the clash condition comp-
ini compared to condition comp-med (factor ‘verb stress’: coeﬀ. estimate=0.32,
std.err.=0.10, z-value=3.11, p=0.0019), whereas the diﬀerence between temp-ini
and temp-med is not systematic. This conﬁrms again that the disparity between
comp-ini and comp-med is the main source of the interaction. As for RRT, the in-
teraction between the ﬁxed factors closely approximates signiﬁcance. Singling out
the two comparative conditions comp-ini and comp-med, a linear mixed model
conﬁrms that the factor ‘verb stress’ signiﬁcantly contributes to the diﬀerence be-
tween the two conditions (coeﬀ. estimate=0.799, std.err.=0.267, t-value=2.99).
Again the diﬀerence between temp-ini and temp-med is marginal.
Region 3: Last word of disambiguating clause
The last word of the sentence was examined in order to determine whether the ex-
perimental factors show eﬀects beyond the immediate vicinity of the disambiguat-
ing word. The average skipping probability is 19%. It is again the clash condition
comp-ini that displays the highest values in all other measures under scrutiny (cf.
Table 7). While the values in comp-ini and comp-med diﬀer considerably, the
values of temp-ini and temp-med are much more similar. FPRT does not show
any signiﬁcant eﬀects. Inferential statistics on regression probability reveal signif-
icant main eﬀects for the factors ‘disambiguation’ and ‘verb stress’, as well as for
the interaction (cf. Table 9). Closer inspection indicates that the two main eﬀects
are largely due to the salient values of comp-ini. Looking speciﬁcally at the dif-
ference between the two comp-conditions, a GLMM yields a signiﬁcant eﬀect for
the factor ‘verb stress’ (coeﬀ. estimate=0.3386, std.err.=0.1065, z-value=3.179,
p=0.0015). As for TFT, the interaction between disambiguation and verb stress is
also signiﬁcant. Again, focusing on the comp-conditions, the linear model yields
a signiﬁcant eﬀect of ‘verb stress’ (coeﬀ. estimate=0.0917, std.err.=0.0313, t-
value=2.931). RRT and RRP give rise to a signiﬁcant main eﬀect for the factor
‘disambiguation’ with higher RRTs and RRPs for comp-conditions compared to
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Measure Coeﬃcient Estimate Std. Error Test Statistics
SKIP
disambig. 0.13893 0.09278 z=1.497, p=0.1343
verb stress -0.10734 0.08080 z=-1.328, p=0.1840
disamb × v-stress -0.14148 0.08031 z=-1.762, p=0.0782
FPRT
disambig. -0.00084 0.01691 t=-0.05
verb stress -0.00803 0.01701 t=-0.47
disamb × v-stress -0.01308 0.01694 t=-0.77
RegrP
disambig. -0.08538 0.09903 z=-0.862, p=0.389
verb stress -0.07302 0.09783 z=-0.746, p=0.455
disamb × v-stress 0.04291 0.09744 z=0.440, p=0.660
RRP
disambig. 0.17492 0.07782 z=2.248, p=0.0246
verb stress 0.17800 0.07378 z=2.413, p=0.0158
disamb × v-stress 0.13826 0.07337 z=1.884, p=0.0595
RRT
disambig. 0.20837 0.09024 t=2.309
verb stress 0.20739 0.08370 t=2.478
disamb × v-stress 0.14613 0.08323 t=1.756
TFT
disambig. 0.04257 0.02431 t=1.75
verb stress 0.01851 0.02105 t=0.88
disamb × v-stress 0.00977 0.02099 t=0.47
66Table 3.9: Modeling results for last word of disambiguating clause (Region 3).
Measure Coeﬃcient Estimate Std. Error Test Statistics
SKIP
disambig. -0.03024 0.10452 z=-0.289, p=0.772
verb stress -0.06954 0.09162 z=-0.759, p=0.448
disamb × v-stress -0.13224 0.09128 z=-1.449, p=0.147
FPRT
disambig. 0.00915 0.02845 t=0.32
verb stress 0.02394 0.02338 t=1.02
disamb × v-stress 0.01587 0.02319 t=0.68
RegrP
disambig. 0.25837 0.10327 z=2.502, p=0.0124
verb stress 0.19447 0.08944 z=2.174, p=0.0297
disamb × v-stress 0.14439 0.08850 z=1.632, p=0.1028
RRP
disambig. 0.31979 0.11060 z=2.891, p=0.00383
verb stress 0.09508 0.09305 z=1.022, p=0.30686
disamb × v-stress 0.10872 0.09251 z=1.175, p=0.23989
RRT
disambig. 0.26367 0.08293 t=3.180
verb stress 0.06013 0.06712 t=0.896
disamb × v-stress 0.12737 0.06664 t=1.911
TFT
disambig. 0.04404 0.02890 t=1.52
verb stress 0.02828 0.02228 t=1.27
disamb × v-stress 0.04875 0.02207 t=2.21
temp-ini and temp-med.
In summary, the eye-movement data shows signiﬁcantly increased reading costs
for the comparative conditions comp-ini and comp-med, when compared with
the temp-conditions. Over and above this main eﬀect of ‘disambiguation’, lower
skipping probabilities, longer reading times and a higher likelihood of regressions
are attested for the clash condition comp-ini compared to the rhythmically in-
nocuous condition comp-med, in the absence of a similar diﬀerence between the
control conditions temp-ini and temp-med. Although no signiﬁcant eﬀects were
found on the actual disambiguating word (arguably due to the high skipping rate),
the predicted interaction between the controlled factors ‘disambiguation’ and ‘verb
stress’ is attested on the second word (in SKIP, RRT and RRP) and continues to
aﬀect eye-movements until the end of the sentence (RegrP, RRT and TFT). Note
that, with the exception of FPRT and RegrP in Region 2, the coeﬃcients of the
predicted interaction between ‘disambiguation’ and ‘verb stress’ all signal higher
reading costs for comp-ini as compared to comp-med, i.e. they are negative for
SKIP and positive for the other measures (cf. Tables 8 and 9). Even in the absence
of signiﬁcant eﬀects for some of the dependent variables, this consistency suggests
67that the salience of the clash condition comp-ini is systematic.
3.4.3 Discussion
As hypothesized, the present results suggest that rhythmic preferences indeed
aﬀect the silent parsing of written text. The eye-movement record in the dis-
ambiguating region of the test sentences attests systematic reading costs for the
comparative disambiguation, reﬂecting the general preference for the temporal, un-
accented version of mehr. The reading costs for comparative mehr are particularly
high when the critical verb following mehr bears initial stress (comp-ini). The
prosodic representation of the comparative reading of mehr requires an accent on
this word. Initial stress on the immediately following verb, therefore, would force a
stress clash in this condition. The increased reading times relative to the rhythmi-
cally innocuous conditions indicate that the stress manipulation is critical for the
assignment of syntactic structure. Readers avoid implicit accentuation of mehr
when this would generate a stress clash. Accordingly, the unaccented temporal
analysis of mehr is eminently preferred in this situation, which leads to increased
processing demand if the comparative reading turns out to be the correct one.
The evaluation of several eye-tracking measures at diﬀerent points within the
disambiguating region supports this interpretation of the results. Before reviewing
the supporting evidence, we address the inconclusive results that were obtained for
the actual disambiguating word. This word is a short function word (3–4 charac-
ters) that introduces either a sentential complement to the preceding verb complex
(in the temporal disambiguation) or a comparative complement starting with the
word als. The shortness together with the fact that these words invariably in-
troduce a new clause may be the reason for the high number of missing ﬁxations
on this word. Generally, short function words are heavily susceptible to skipping
(Rayner, 1998). Moreover, it has been established that readers make relatively long
saccades into a new clause, thus increasing the likelihood of skipping phrase initial
words (Rayner et al., 2000). Together, these factors might well explain the missing
ﬁxations on the disambiguating word. It has to be noted though that ﬁxating a
word is not a necessary condition for processing it. Especially short words with
a high frequency may be suﬃciently recognized in parafoveal view. The reading
data on the word preceding the disambiguating region (Region 0) provides a slight
indication that the disambiguating word is already processed at this position: in
line with the predictions, FPRT, RRT and TFT are (non-signiﬁcantly) higher in
the comparative conditions with the highest values in the clash condition comp-
ini. Regression probabilities in Region 0 are higher in the conditions with temporal
reading of mehr as compared to the comp-conditions. The regression probabilities
for conditions temp-ini and temp-med are strikingly reminiscent of the clause
wrap-up eﬀect reported by (Rayner et al., 2000, p. 1072); such an eﬀect might be
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does not appear in conditions comp-ini and comp-med remains open to specu-
lation. One reason might be that readers experienced diﬃculties associated with
the disambiguating word (Region 1) in parafoveal view in the comp-conditions,
which prevented them from programming a regressive saccade.
The second word of the disambiguating clause gives rise to an interaction be-
tween ‘disambiguation’ and ‘verb stress’ in skipping probability (SKIP), with sig-
niﬁcantly less frequent skipping in comp-ini as compared to comp-med. As
discussed above, eﬀects concerning SKIP may reﬂect relatively early sentence pro-
cessing stages. In fact, the decision to skip a word during ﬁrst pass must be made
while ﬁxating a preceding region. It is therefore likely that readers make this
decision while processing the actual disambiguating word.9
Also, re-reading probability and re-reading time are signiﬁcantly increased in
the clash condition comp-ini. These measures are said to reﬂect more general
comprehension diﬃculty (Clifton et al., 2007), suggesting that readers struggle to
overcome the reading diﬃculties they encounter in this condition. It is also possible
that these measures reﬂect reanalysis, which requires more eﬀort in comp-ini due
to the stress clash. Similarly, on the last word of the disambiguating clause, the
high regression probability and the high total ﬁxation time indicate persisting
reading diﬃculty in the clash condition comp-ini.
The increased reading times for the comparative versions compared to the tem-
poral disambiguation found in Regions 2 and 3 are most likely due to the general
preference for the temporal reading (as would be predicted by Bader (1996a) and
the unprepared oral reading experiment). However, since the lexical material be-
tween the two disambiguations is not necessarily comparable, this explanation
should be taken with some caution.
In summary, the results of the silent reading experiment II appear to be com-
patible with the stress clash eﬀect found in experiment I and thus conﬁrm the
involvement of supralexical, stress-based linguistic rhythm in parsing written text.
3.5 General Discussion
Previous research has uncovered eﬀects of lexical stress on eye-movement patterns
in silent reading. Those results were taken as an indication of an early speech-
like prosodic representation of the text. The ﬁndings of the present experiments
augment the evidence for a speech-like representation. They conﬁrm that, during
silent reading, readers mentally construct patterns of implicit lexical prominences
9Determining when exactly readers process the actual disambiguating word is not trivial given
the high number of missing ﬁrst pass ﬁxations on this word and the likelihood that words are
processed even in parafoveal view.
69that evolve from the concatenation of individual words. While processing written
text, readers obey prosodic-phonological preferences such as the principle of rhyth-
mic alternation and they especially avoid sequences of adjacent stressed syllables.
These results are important in that they demonstrate the involvement of supralex-
ical, stress-based linguistic rhythm in silent reading of ordinary text. Moreover,
the ﬁndings not only attest the mere existence of the rhythmic eﬀect but also point
to the functional role it may have in written sentence comprehension. The results
shed light on the interplay of syntactic and prosodic processing during written
sentence comprehension. The ﬁndings indicate that the process of analyzing the
lexical-syntactic features of critical words is sensitive to the local prosodic environ-
ment even in the written modality, where no explicit prosodic cues exist. As for the
timing of the rhythmic eﬀect in relation to the syntactic analysis, two competing
accounts will be discussed in the following:
First, it is conceivable that, once the reader encounters the ambiguous word
mehr, he commits himself to the preferred temporal, unaccented reading and would
only reconsider the decision if forced by syntactic counter-evidence in the disam-
biguating region. According to this view, the parser would initially disregard
rhythmic preferences or prosodic cues in general (cf. Augurzky, 2006, for such a
proposition). The increased reading costs for the conditions with the comparative
disambiguation would come about solely due to the syntactic and concomitant
prosodic reanalysis. Correspondingly, the prosodic reanalysis would force implicit
accentuation of mehr and thus induce the rhythmically imperfect stress clash rep-
resentation in condition comp-ini, which would cause the additional increase in
processing costs. While the eﬀects in the ‘late’ reading measures (as, for instance
re-reading time and total reading time) may be attributable to syntactic-prosodic
reanalysis, the swiftness of the stress clash eﬀect in silent reading (especially con-
cerning skipping probability in Region 2) casts considerable doubt on the idea of
the initial disregard of prosodic information. In order for the clash-eﬀect to emerge
only during reanalysis, the corresponding syntactic-prosodic revision would have
to proceed very fast, i.e. probably immediately on encountering the disambiguating
word. In contrast to this interpretation, syntactic-prosodic revisions are generally
said to be rather costly and time-consuming (Bader, 1998). Also, this account
cannot easily explain the results of experiment I. In the unprepared oral reading
task, the choice of the accent status of mehr was clearly inﬂuenced by the im-
mediate rhythmic environment, while, at this stage, disambiguating information
further downstream was not systematically taken into account. Moreover, word
prosodic information such as stress (the decisive factor for the evaluation of stress
clash) is most likely computed rapidly online in silent reading (Ashby and Clifton,
2005; Ashby and Martin, 2008). Therefore, readers have the necessary information
for evaluating potential stress clashes as soon as the critical words are combined
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disambiguating material in the present experiment.
The alternative account proposes that lexical stress contributes to parsing de-
cisions more immediately. Hence, the eye-tracking eﬀects may, but need not neces-
sarily reﬂect prosodic reanalysis; instead, the early eﬀects within the disambiguat-
ing region may be interpreted as reﬂecting integration diﬃculty. Accordingly, the
interpretation of mehr would be aﬀected already prior to the disambiguating region
on the basis of the following verb’s stress pattern. On this view, the parser is not
always fully committed to the preferred reading when encountering the ambiguous
word. Rather, the parser makes a variable choice (with a bias to the temporal
reading), which depends on various sources of information (cf. van Gompel et al.,
2001, and references therein). If – in spite of the general preference for the tempo-
ral, unaccented version – the parser happened to have initially foregrounded the
comparative, accented analysis of mehr, it sets this analysis back when a stress
clash would ensue due to the implicit accentuation of mehr and initial stress on
the following verb.10 Subsequently, the reader would expect a continuation com-
patible with the unaccented, temporal interpretation. The parser would therefore
face integration diﬃculties when the disambiguating region forces the comparative
interpretation of mehr, hence the increased processing costs in the clash condition
comp-ini. Signiﬁcantly smaller processing costs ensue in the comparative condi-
tion with medial stress on the verb comp-med, as there is no rhythmic trigger
that would demand unaccented mehr in addition to the general preference for the
temporal analysis.
The very swiftness of the rhythmic eﬀect in the eye tracking data makes this
latter account more appealing. It is compatible with both the results from the
unprepared oral reading experiment and the eye-tracking data (silent reading);
moreover, it also acknowledges the ﬁnding that lexical-prosodic features are com-
puted very early in reading (Ashby and Clifton, 2005; Ashby and Martin, 2008).
This interpretation of the results is consistent with the Implicit Prosody Hy-
pothesis (IPH) by Fodor (2002), which predicts on-line eﬀects of implicit prosody
on the syntactic analysis. According to the IPH, the parser computes the most nat-
ural (default) prosody in line with the incremental analysis; the accruing prosody
may aﬀect syntactic decisions, biasing the parser to a syntactic analysis compati-
ble with the prosodic representation. Previous experiments demonstrating on-line
eﬀects of implicit prosody on parsing (e.g. Hirose, 2003; Hwang and Steinhauer,
2011) were concerned with the interdependence of implicit prosodic phrasing and
the attachment of larger syntactic constituents in reading. The prosodic trigger
10It is also conceivable that the verbal stress pattern already impinges on the initial processing
of mehr, if it is assumed that the access to the syntactic features of mehr overlaps with access to
prosodic-phonological features of the following verb. The reading data within the disambiguating
region, however, are not informative on this matter.
71in these studies, phrase length, requires at least low-level syntactic processing,
namely the merging of words for the formation of phrases, whose length can be
evaluated. In the present case, the default prosody (i.e. the preference for rhythmic
alternation) was shown to aﬀect more elementary building blocks of the syntactic
structure, namely the assignment of the syntactic category of ambiguous words.
Beyond the resolution of the lexical ambiguity, the avoidance of accentuation
of the critical word mehr in the face of a potential stress clash impinges – at
least indirectly – on the syntactic predicate-argument structure. Note that the
syntax-phonology interface in German requires arguments of verbs to be accented
unless they are pronouns or given in the discourse (e.g. Truckenbrodt, 2006). Cor-
respondingly, it is unlikely that readers interpreted mehr as a comparative ﬁlling
the object position of the transitive verb when they did not accent it; conversely,
accent on mehr might guide the parser to posit an argument.11
On the basis of these considerations, we suggest that prosodic-phonological
and syntactic processing (and possibly semantic processing) are coupled and may
alternately lead the way in written sentence comprehension. In the case of the
temporarily ambiguous sentences of the present experiments, phonological well-
formedness conditions like the principle of rhythmic alternation are considered for
the computation of syntactic structure and may aﬀect very early stages of the
analysis – in this particular case: the determination of lexical-syntactic features.
This notion of written sentence comprehension is in line with models of sentence
comprehension holding that diﬀerent types of information (syntactic, semantic,
phonological, etc.) may exert their inﬂuence on sentence comprehension as soon
as they become available in the input (e.g. MacDonald et al., 1994; McRae et al.,
1998; van Gompel et al., 2001). The present results demonstrate the inﬂuence of
supralexical preferences concerning linguistic rhythm and accordingly call for the
implementation of these eﬀects in models of written sentence comprehension.
Finally, the results may also be taken as evidence for a more integrated ac-
count of sentence comprehension and production in reading. At the outset, it was
predicted – based on speech production research – that (implicitly) producing a
stress clash is generally avoided whenever more rhythmic alternatives are acces-
sible. Both experiments conﬁrm this view. Moreover, the results indicate that
rhythmic preferences have repercussions for the comprehension process. Readers
expect the written text, or more precisely the implicit phonological representation
thereof, to be rhythmic; this apparently has consequences for the syntactic anal-
11Whether the stress clash directly aﬀects syntactic computation, or whether it does so only via
lexical disambiguation, cannot be determined on the basis of the present data. In any case, there
is reason to assume that the domain of the stress clash eﬀect is restricted to the phonological
phrase (Hayes, 1989; Nespor and Vogel, 2007). Accordingly, stress clashes may possibly aﬀect a
syntactic constituent that corresponds to a phonological phrase (e.g. the constituent comprising
a verb and its object) but not of larger syntactic clauses.
72ysis. Thus, sentence comprehension in reading is at least in this respect driven
by constraints that are standardly understood as being chieﬂy relevant to speech
production.
We hope to have revealed the need to study the workings of linguistic rhythm
beyond the acoustics of speech. Linguistic rhythm (and phonology in general) may
be deemed an integral part of any linguistic behavior irrespective of the modality




The performance data from the experiment reported in Chapter 3 are modeled
as an incremental constraint satisfaction process in the framework of an Opti-
mality Theoretic parsing account. Solely making use of constraints derived from
competence grammar, the model is capable of capturing the data and advocates
the simultaneous application of syntactic, prosodic and syntax-phonology inter-
face constraints in incremental processing. The model predicts that, in the case of
syntactic indetermination, weak prosodic constraints may decide about syntactic
ambiguity resolution. The performance-compatible OT grammar integrates the
processes of syntactic parsing and prosodiﬁcation in reading, hence dissolving the
strict separation of language production and comprehension. At the same time
the OT model endorses a bidirectional relationship between syntax and phonology
in grammar.
754.1 Introduction
Readers generate from the graphemic string an intrinsic auditory version of the
text entailing rich prosodic structure. Various reading studies have revealed that
the silent prosodic rendition, called ‘implicit prosody,’ may aﬀect the syntactic
analysis of written text. Several studies on ‘implicit prosody’ suggest that readers’
preferences concerning the prosodic representation compete with preferences with
respect to the syntactic analysis. Prosodic preferences may be particularly force-
ful when there are no strong syntactic preferences. As an example, Fodor (1998)
argues that the preference for roughly equal-sized prosodic phrases aﬀects readers’
attachment decisions in ambiguous environments like (1). In order to achieve a
balanced output, a prosodic phrase boundary would separate teacher’s and mother
in (1-a) while, in (1-b), the genitive NP and the head noun are phrased together.
Via syntax-prosody mapping constraints, this diﬀerence in prosodic phrasing im-
pinges on the syntactic interpretation, with the adjective attaching to the genitive
NP in (1-a) but attaching to the NPGen-NP complex in (1-b).
(1) a. (the cheerful teacher’s) (mother-in-law)
b. (the very cheerful) (teacher’s mother)
However, the role of implicit prosody has been described as paradoxical (Fodor,
2002): on the one hand, it is assumed that prosody is shaped according to the syn-
tactic structure assigned to the word string, suggesting that the syntactic analysis
predetermines much of the prosodic representation; on the other hand, experimen-
tal evidence attests a clear inﬂuence of ‘implicit prosody’ on the syntactic analysis
proper. Research on implicit prosody has therefore concentrated on the question
concerning at what stage of the syntactic analysis phonological factors constrain
the parse. Clearly, the balance principle responsible for the attachment preferences
in (1) may only apply once all relevant words are in the parser’s processing window.
Correspondingly, Bader (1998) suggests a late inﬂuence of the prosodiﬁcation on
the syntactic analysis in reading. In his Prosodic Constraint on Reanalysis, it is
proposed that prosodic factors add to the burden of syntactic reanalysis during
sentence processing when the revised syntactic structure necessitates prosodic ad-
justments, too. Similarly, Augurzky (2006) claims that readers leave the prosodic
rendition of the sentence underspeciﬁed during the initial processing stage, relying
on purely syntactic cues. Only later are the syntactic parse and the prosodic ren-
dition integrated. Hirose (2003) and Hwang and Steinhauer (2011) suggest that
already during ﬁrst pass parsing, syntactic analysis and prosodic representation
are integrated, advocating early interaction of these domains in processing. Their
experiments concern prosodic balance with respect to syntactic attachment prefer-
ences for long versus short phrases. It has to be noted, though, that the evaluation
76of phrase length by the parser requires the syntactic formation of these phrases in
the ﬁrst place. In this respect, the prosodiﬁcation is dependent on at least limited
syntactic pre-processing in these studies.
In the following section, we review experimental evidence that challenges the
idea that readers build prosodic structure only on the basis of syntactic pre-
processing. Conversely, the experiments suggest that, at points of syntactic un-
derspeciﬁcation, phonological constraints alone may guide syntactic structure as-
signment in reading. Beyond its psycholinguistic importance, such evidence has
repercussions for the architecture of the competence grammar that the parser con-
sults during processing. We argue that the grammar has to be devised in such a
way as to allow phonological inﬂuence on syntactic structure assignment. On the
basis of the empirical evidence, we propose and advocate a parsing model which
makes explicit reference to an optimality theoretic competence grammar integrat-
ing constraints from the domains of syntax, phonology and the corresponding
interface (section 3). We compare this competence-based model to other parsing
models in section 4. The paper ends with a conclusion in section 5.
4.2 Experiment
Germanic languages have a general preference for the alternation of strong and
weak syllables (e.g. Hayes, 1995; Liberman and Prince, 1977; Selkirk, 1984). It
has been shown that a clash of two stressed syllables is avoided whenever more
rhythmic alternatives are available. Faced with a potential stress clash, speakers
might resort to stress shift (Bohn et al., 2011; Kiparsky, 1966; Visch, 1999) or they
might choose a word order that prevents stress clash in the ﬁrst place (Anttila et al.,
2010; Shih et al., 2009). If, in silent reading, readers indeed generate a speech-like
prosodic representation of the text, as proposed in Ashby and Martin (2008), clash
avoidance should also hold in the written modality. That is, stress clash avoidance
should have consequences for the syntactic processing of the written string: in
the face of an ambiguous structure that involves a stress clash in one reading but
not in the other, there should be a preference for the version without stress clash.
This hypothesis has recently been conﬁrmed in two reading experiments (Kentner,
2012, cf. chapter 3 of this dissertation), which we summarize brieﬂy.1
The object of investigation was temporarily ambiguous structures, with two
possible interpretations of the word mehr and speciﬁc prosodic representations for
each of the syntactic interpretations (2). The word mehr is either the unaccented
part of the temporal adverbial nicht mehr (Engl.: ‘no longer’)(temp) or the obli-
gatorily accented, comparative quantiﬁer (Engl.: ‘more’) (comp). In order to
1For a detailed depiction of the results, the reader is referred to Kentner (2012) or chapter 3
of this dissertation.
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mehr was followed by a tri-syllabic verb with either initial (ini) or medial (med)
stress, yielding four experimental conditions. The sentences are disambiguated in
the phrase that ends the sentence. In the temp-conditions, the disambiguating
material is an extraposed sentential complement of the verb, introduced by a com-
plementizer or wh-pronoun. The comp-conditions are invariably disambiguated
by the als-phrase, serving as the standard of comparison (i.e. the argument to the
comparative mehr).
(2) Der Polizist sagte, dass man...
The policeman said that one ...
a. ... nicht mehr nachweisen kann, wer der T¨ ater war. temp-ini
... couldn’t prove anymore who the culprit was.
b. ... nicht mehr ermitteln kann, wer der T¨ ater war. temp-med
... couldn’t determine anymore who the culprit was.
c. ... nicht mehr nachweisen kann, als die Tatzeit. comp-ini
... couldn’t prove more than the date of the crime.
d. ... nicht mehr ermitteln kann, als die Tatzeit. comp-med
... couldn’t determine more than the date of the crime.
In the case of the temporal adverbial nicht mehr (temp), the two graphemic
words form a single lexical item since the meaning cannot be decomposed any
further. Lexical stress (marked by single underlines) falls on nicht, and mehr
remains unstressed. Correspondingly, the phrasal accent (marked by small caps)
assigned to the adverb falls onto the stressed nicht. In adverb–verb sequences,
the verb bears the main or nuclear accent (marked by small caps and double
underlines) (Truckenbrodt, 2006). As for the comp-conditions, mehr receives main
phrase accent as it serves as a (comparative) complement to the verb; the verb
itself may remain unaccented (Truckenbrodt, 2006).
Comparative, accented mehr followed by initial stress on the verb engenders
a stress clash (comp-ini). It was hypothesized that, without disambiguating in-
formation, readers should initially favor the unaccented, temporal interpretation
of mehr in order to avoid the stress clash. Hence, in the clash-condition, read-
ers should be forced to reanalyze when encountering the disambiguating region
(the phrase at the end of the sentence) and thus experience increased processing
demand.
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sets of sentences like (2). Twenty-four participants were asked to read single sen-
tences from a screen without preparation. In order to prevent look-ahead to the
disambiguating material at the end of the sentence, readers were asked to start
reading out loud as soon as the sentence was displayed on screen. The accentu-
ation patterns were evaluated by two student assistants, who were presented the
sound ﬁles up to the verb. Their judgments conﬁrmed the hypothesis that readers,
as long as they were unaware of the disambiguating information, avoided accen-
tuation of mehr when it was followed by a verb with initial stress. Speciﬁcally,
readers accented 28% of mehr that were followed by a verb with medial stress but
signiﬁcantly fewer cases of mehr (19%) when a verb with initial stress followed.
These numbers also reveal a strong general preference for the unaccented version
of mehr.
Further analysis demonstrated that readers signiﬁcantly slowed down in speech
at the disambiguating region (i.e. in the phrase after the verb complex) when their
accentuation of mehr turned out to be inappropriate relative to the disambiguating
information. This slowdown is indicative of a garden path eﬀect, suggesting that
the readers’ decision for accentuation of mehr involved a syntactic commitment to
the relevant reading.
In a second experiment, 48 participants read the same set of sentences silently
on screen with an eye-tracking device monitoring the ﬁxation patterns. The evalu-
ation of the eye-movement record in the disambiguating region attests signiﬁcantly
higher reading costs for the comp-conditions. Arguably, the diﬃculties associated
with the comp-conditions reﬂect the general preference for the unaccented, tem-
poral version of mehr that was observed in the oral reading experiment. On top
of this main eﬀect, the experiment yielded a signiﬁcant interaction: reading times
were signiﬁcantly increased in the stress clash condition comp-ini as compared to
the other, rhythmically innocuous conditions (see Fig. 1).
The results are interpreted with recourse to the preference for rhythmic alter-
nation, which apparently prevails even in silent reading. That is, the general pref-
erence for the unaccented, temporal-adverbial reading is reinforced by the rhyth-
mic environment in the comp-ini condition. In order to avoid a potential stress
clash, readers avoid an ‘implicit’ accent on mehr and, correspondingly, follow the
generally preferred temporal-adverbial reading. The temporal-adverbial reading,
however, is incompatible with the disambiguating information, which causes the
observed reading diﬃculties in the comp-ini condition. Since, in the comp-med
condition, there is no danger of stress clash, the preference for the temporal-
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Figure 4.1: Re-reading probability, re-reading time and total ﬁxation time within
the disambiguating region broken down by condition. The highest reading times
and ﬁxation probabilities were obtained for the stress clash condition comp-ini.
direct rhythmic environment, i.e. the lexical stress on the verb, aﬀects the earliest
stage of syntactic processing, viz. the determination of the syntactic category of
the preceding ambiguous item mehr.
4.2.1 Discussion
The processing data on the nicht mehr ambiguity present a challenge for stan-
dard sentence processing models. The evidence suggests that prosodic planning,
and more speciﬁcally the avoidance of stress clash, makes readers systematically
leave a potentially accentable word (implicitly or explicitly) unaccented when ad-
jacent syllables in neighboring words already require prosodic prominence. It was
further shown that leaving the (syntactically and prosodically) ambiguous word
unaccented has consequences for the parsing process. If disambiguating material
later in the sentence requires an accent on the preceding ambiguous word, various
measures of reading behavior point to processing diﬃculties, indicating that the
syntactic analysis is directly conditioned by the prosodic rendition of the sentence
in reading.
The prosodic eﬀect on syntactic structure building seems to be immediate in
80the sense that it aﬀects the earliest imaginable stage of syntactic analysis, namely
the retrieval of the word’s lexical-syntactic category. This state of aﬀairs is incom-
patible with strictly feed-forward or unidirectional models of sentence processing
and reading, in which prosodiﬁcation is thought to occur only on the basis of the
syntactic analysis (Kondo and Mazuka, 1996; Koriat et al., 2002; Wheeldon, 2000).
The ﬁndings also trigger questions about the architecture of the grammar that
the processing mechanism consults. Since ‘a performance model must certainly
incorporate a grammar’ (Chomsky, 1965, p.141), the grammar should be devised in
such a way that it can be incorporated into a performance model. Correspondingly,
a grammar that oﬀers ‘operational plausibility’ (Lamb, 1998) should a priori be
favored over one that draws hard boundaries between linguistic knowledge and its
application in performance (Jackendoﬀ, 2003; Sag and Wasow, 2011).
Particularly, the status of the syntax-phonology interface in grammar is at issue
in the current case. Two competing accounts concerning the organization of this
interface can be diﬀerentiated.
First, the standard (Chomskyan) view in generative linguistics assumes a uni-
directional relationship between syntactic and phonological structure building, the
former strictly controlling the latter. On this view, phonology merely interprets
the conditions an autonomous syntactic module imposes on it (Chomsky, 1965,
1995). Phonological inﬂuences on the putatively ‘central’ syntactic component
have been excluded on principled grounds (Pullum and Zwicky, 1988). This no-
tion of unidirectionality parallels strictly feed forward language production models
(e.g. Garrett, 1975). It is interesting to note that even prominent works in metri-
cal stress theory (Hayes, 1995; Liberman and Prince, 1977; Kager, 1989; Selkirk,
1984), the subdiscipline studying the relationship between syntax and phonol-
ogy and explicitly addressing the case of stress clash, do not question the assumed
unidirectionality. It is diﬃcult to conceptualize how a model that prohibits phono-
logical inﬂuence on the syntactic component should deal with the processing data
reported above.
The competing account on the syntax-phonology interface, proposing mutual
interaction between these modules, seems more plausible. For example, Inkelas
and Zec (1995), Zec and Inkelas (1990), Rice and Svenonius (1998) and Schl¨ uter
(2003) present a number of facts suggesting that phonological constraints may
provoke the deviation from canonical constituent structure at least as long stronger
syntactic forces remain indiﬀerent to the resulting representation.2 Most scholars,
however, agree that the prosodic-phonological inﬂuence on syntax is more limited
than syntactic inﬂuence on prosodic structure.
2In the exceptional case of poetry, otherwise dominating syntactic constraints may become
subordinate to phonological forces (Golston and Riad, 2000), supporting the case for interaction
of syntax and phonology in language.
81In the following, I will outline a model of language competence that allows at
least limited interaction of syntax and phonology and, at the same time, is capable
of reproducing the principal results of the above reading experiments as an incre-
mental parsing process. This model is, in eﬀect, an optimality theoretic grammar
(Prince and Smolensky, 1993, 2004) that is applied to sentence processing.
4.3 An Optimality Theoretic processing model
4.3.1 Foundations of Optimality Theory
Optimality theory (OT) (Prince and Smolensky, 1993, 2004) is a model of lin-
guistic competence in which linguistic input structures are mapped onto linguistic
output structures by means of two functions. The ﬁrst function GEN generates
a potentially inﬁnite set of candidate outputs for a given input among which the
grammatical one is chosen by the function EVAL. The structure of the candidates
to be evaluated is hardly restricted. In fact, every candidate structure that is the
result of any combination of linguistic primitives is taken to be an imaginable out-
put. This assumption is referred to as the richness of the base (McCarthy, 2002).
In order to select the grammatical output from this rich candidate base, the func-
tion EVAL applies. EVAL makes use of an arguably universal set of generally
violable constraints CON in which simple and general principles are formulated.
Certain constraints regulate the well-formedness of the output with respect to
a given linguistic principle. As an example, structures that allow for rhythmic
alternation of stressed and unstressed syllables are favored over rhythmically of-
fending candidates. Other constraints control the conformity of input and output
structure. Any deviance from the input speciﬁcations in the output candidates is
punished by these faithfulness constraints. If in the input speciﬁes a sequence of
stressed syllables this should be represented in the output as well.
The linguistic principles formulated in the constraints thus impose conﬂicting
requirements on the candidate outputs. No candidate can possibly satisfy all
constraints. Instead, the candidate incurring the least serious violations of the
constraint set is chosen as the ‘winner’ (Kager, 1999). The severity of the violation
is evaluated by a conﬂict resolution device, i.e. the language speciﬁc constraint
hierarchy in which the constraints are assigned diﬀerent ranks. Violations of lower
ranked constraints are tolerated as long as higher ranking constraints are satisﬁed.
That way, the candidate that optimally satisﬁes the constraint hierarchy is taken
as the grammatical output.
82Connectionist foundations of OT
OT is a symbolic theory that is actually couched within a hybrid cognitive architec-
ture that aims at integrating rule-governed symbolic processing with connectionist
subsymbolic processing (Smolensky and Legendre, 2006). Subsymbolic processing
in this architecture is implemented in terms of a neural network consisting of mul-
tiple interconnected units. The input to this network is understood as a pattern
stimulating the spreading of activation through the network to produce a single
output activation pattern. The connections between the units and their respective
polarity (excitatory or inhibitory) and strength determine the output pattern in
regulating the activation ﬂow in speciﬁc ways. The output of the network is thus
the one that conforms best to the demands of the network given the speciﬁcs of the
input. An interesting property of such a model is that it does not impose exces-
sive demands on attention or memory. The evaluation by constraint satisfaction
is passive in nature – activation spreads through the network modulated by the
strength and polarity of the connections – in contrast to a resource-limited active
search process.
The functions of OT may be understood as metaphors of the features of this
connectionist network. The connections and their speciﬁc weights represent the
(conﬂicting) constraints and their respective ranks within the symbolic architec-
ture. The imaginable output activation patterns of this network are subsymbolic
descriptions of the symbolic candidate set.
The subsymbolic network thus does not produce an inﬁnite number of outputs
to choose from as a na¨ ıve interpretation of GEN in OT would suggest. Rather,
the competing candidate outputs are merely virtual structures illustrating the net-
work’s conﬂict resolution behavior. They are not psychologically real as long as
their speciﬁc activation pattern is actually realized by the network. Therefore,
determining the optimal candidate does not involve the psychologically and com-
putationally unrealistic notion of selecting one item in an inﬁnite search space.
Although the functions of OT can be translated into subsymbolic neural net-
works, a qualitative diﬀerence between OT grammars and neural network imple-
mentations remains: In contrast to the fairly unrestricted possibilities concerning
the weighting of connections in neural networks, common OT assumes strict con-
straint domination, that is ‘no amount of success on a weak constraint can com-
pensate for failure on a stronger one’ (Prince and Smolensky, 1997). The reason
for this regimentation lies in the typological observation that ‘not every weighting
of linguistic constraints produces a possible human language’ (Prince and Smolen-
sky, 1997). For the modeling of gradient data from psycholinguistic experiments,
however, it might be necessary to revoke or at least relax this strong restriction.
We will return to this issue in the discussion section.
834.3.2 Integrating comprehension and production in an Op-
timal Parsing account
Optimality Theory (OT) as a theory of grammar was originally designed to explain
the relation between assumed underlying structures (input) and surface structures
(output) in phonology. Input and output can be construed in various ways,
however, depending on the nature of the task the grammar is used for.
Crucially, the same grammar can be applied to all kinds of linguistic perfor-
mance. The grammar is independent of input and output modality but it is central
to both. For example, in OT accounts that deal with language comprehension, the
input is understood as the phonetic signal the listener is exposed to and the output
is the mental representation he builds or accesses on the basis of the signal (e.g.
Smolensky, 1996; Beaver and Lee, 2004). Similarly, OT can be applied to reading.
In reading, the written string of lexical items can be construed as input and the
output might be a syntactic description assigned to the string or the phonological
representation thereof, which could be used for oral reading.
The OT grammar is thus a device that interprets (in the case of syntactic
structure assignment) and generates (in the case of phonologization) linguistic
objects; it is parser and synthesizer at the same time. Of course there is no perfect
one to one relationship between the parser or synthesizer on the one hand and
the grammar on the other. Parser and synthesizer are curtailed by factors that
do not fall into the realm of grammar, such as situational context, time, memory,
body and world knowledge. Core grammar abstracts away from the limitations
these resources impose on the workings of the language faculty. The important
inﬂuence of these factors on language performance is certainly acknowledged - and
it might even be possible to formulate OT constraints that are attributed to them.
However, the goal of the present model will be to bring together the parser and the
grammar as close as possible, so the emphasis will be on the proper grammatical
constraints.
The principle of constraint violability, which is central to OT, implies that the
degree of adherence to the grammar can be evaluated for complete sentences as
well as for partial, uncompleted, even ungrammatical candidate structures. This
is a most desirable feature for any system of linguistic competence that aspires
to have explanatory power for language performance. After all, being engaged in
sentence comprehension or production means dealing with partial and imperfect
linguistic objects at least as long as the sentence being processed is unﬁnished,
arguably most of the time.
OT has the capability to build outputs for incremental input. It has been
applied to sentence parsing and proven to have the capacity to model various facts
from a wide range of sentence processing phenomena (Fanselow et al., 1999; Hoeks
and Hendriks, 2011; Stevenson and Smolensky, 2006). The rationale is simple:
84scanning the input incrementally from left to right (or in chronological order, in
the case of auditory language comprehension), for any given piece of input, the
OT parser would favor the analysis that best satisﬁes the constraint hierarchy.
Processing diﬃculty arises when high ranking constraints become relevant with
additional input and force the parser to drop the currently optimal candidate in
favor of a previously suboptimal one. The idea that constraints might become
relevant with new input in parsing implicates that the order in which information
is assessed by the parser is determined by the input stream. Depending on the
structure of the input, constraints from diﬀerent linguistic domains may interact
freely at any time during the parse. That is, the evaluation process is cross-
modular if the output is cross-modular. For example, constraints regulating the
well-formedness of prosodic structure may interact with constraints formulating
syntactic requirements in determining the structure of a linguistic object. In this
respect, OT crucially diﬀers from models of sentence processing that assume a
ﬁxed order in which diﬀerent kinds of information are considered by the language
processor at any given step of the analysis. For example, it is not the case in cross-
modular OT that semantic and contextual information is only consulted after a
ﬁrst syntactic analysis of the input has been completed (as has been suggested
in some models of sentence processing, e.g. Garden Path Theory, Frazier 1987,
Friederici 2002) and a great deal of psycholinguistic evidence supports the parallel
engagement of contextual semantic and syntactic knowledge in sentence parsing
(e.g. Garnsey et al., 1997; Trueswell et al., 1994).
For the present case, the simultaneous application of constraints of various lin-
guistic domains (syntax and phonology), the capability of evaluating incremental
input, and the possibility to integrate both parsing and synthesizing of linguistic
objects within a single framework are well suited for modeling the interaction of
prosodiﬁcation and syntactic structure building in reading performance. The OT
model used for this endeavor has the following characteristics:
• The written string of lexical items serves as input.
• The output consists of both a syntactic description of the input and its
prosodic rendition.
• The relevant constraints evaluate syntactic well-formedness, phonological
well-formedness, and the agreement between syntactic and phonological struc-
ture.
The general method for testing whether OT can be used to model the parsing
facts is as follows:
First, we determine the constraints relevant for the type of ambiguity under
consideration. We make sure that the constraints are well motivated and have
85independent support. Second, we ascertain the ranking among the constraints as
established in the relevant literature or on the basis of grammaticality judgments.
Third, we verify the validity of the model by reference to the reading performance
on the nicht mehr-ambiguity detailed in the previous section.
We assume that the GEN component of the model simultaneously generates two
kinds of structured representations which are combined: a syntactic interpretation
and a prosodic rendition. The written input provides information about the lexical
items and their sequence. The combination of syntactic and prosodic structure is
evaluated against the constraint hierarchy. The syntactic descriptions used here
conform to standard assumptions concerning phrase structure, i.e. syntactic parses
may generally be represented by a fully connected predicate argument structure
with a single root representing the phrase or the sentence.
4.3.3 Motivating the constraints
In the case of the nicht mehr-ambiguity, the parser has the choice between the
comparative reading of mehr and the adverbial reading of nicht mehr. In order to
formulate the relevant constraints and their respective ranking, it is necessary to
be clear about the syntax and prosody of the target structures to be evaluated.
The syntax of comparative mehr and adverbial nicht mehr
As is assumed for more in English, German comparative mehr is construed as
a suppletive formation of an adjectival stem (viel, Engl.: many) and a degree
marker (cf. Hendriks and De Hoop, 2001, for the relevant terminology), a.k.a. the
comparative morpheme (-er in morphologically transparent forms).
Lechner (2003) notes that nominal comparatives like mehr in (3) display hy-
brid characteristics: they behave like DPs with respect to constituent distribution
(as argument to the verb), but, at the same time, they have adjectival proper-
ties in providing the gradability necessary for comparatives. Obviously, the fused
adjective-comparative morpheme selects a complex complement: As a prenominal
adjective, it licenses the (optional) NP Bier (cf. Abney, 1987). In its function
as degree marker, it selects the (obligatory) als-phrase containing the standard
of comparison. Thus the relatively complex syntactic representation that follows















‘Peter drank more (beer) than Susanne.’
The fused adjective-comparative simultaneously serves as the head of the DegP,
which is complemented by the als-phrase, and of the AP, which may take an NP
86as argument. Note that the NP within the AP does not necessarily need to be
expressed in order for the sentence to be interpretable, cf. (3). On the other
hand, the degree phrase introduced by als is required as the complement to the
degree morpheme. Without a standard of comparison, the comparative cannot
be interpreted, cf. (4). That is, leaving the standard of comparison unexpressed











In (5) the comparative mehr is the head of the DegP complement to the fol-
lowing transitive verb. Example (6) depicts the syntactic analysis of the region
starting with nicht up to and including the verb. The negation is analyzed as an
adjunct to the VP containing the DegP as complement to V0. The DegP itself is
elliptic as it lacks the degree phrase selected by the degree features of mehr, hence
the empty sister node to Deg0 (marked with e). The phrasal complement to the
comparative head furnishing the standard of comparison in (5) is extraposed and




























The adverbial counterpart of (5) has diﬀerent syntactic properties. In this
case (7), mehr is not gradable, and therefore cannot serve as the head of a degree
phrase. Instead, mehr is part of a larger lexical unit, i.e. the adverb nicht mehr,





















‘Peter couldn’t determine anymore that the values were increased.’
87As an adverb, nicht mehr adjoins to the VP. VP adjuncts, however, are not proper
constituents of the core VP since, contrary to arguments, they are not selected by
V0. To reﬂect the fact that VP adjuncts are not exhaustively dominated by but
are nevertheless part of the VP, an intermediate maximal projection is introduced









Observe that the representation in (8) lacks the argument that is required by the
transitive V0 (and hence marked by e). The argument is only realized postverbally
as a sentential complement introduced by the complementizer dass in (7).
Comparing the two analyses in (6) and (8), they violate syntactic requirements
at diﬀerent points in the syntactic representation as long as they are unﬁnished.
Focusing on the region up to and including the main verb, the comparative struc-
ture (6) lacks the complement of the degree head mehr, i.e. the degree phrase. It
thus violates a syntactic constraint that demands that complements of heads, or
arguments, surface. We will call this constraint Fill-Arg.3
(9) Fill-Arg: argument slots must be ﬁlled.
Note that, in the comparative reading, Fill-Arg is satisﬁed for the VP in provid-
ing the argument in the form of the DegP already pre-verbally. In the adverbial
reading (7), again focusing on the material up to and including the VP, Fill-
Arg is violated since the transitive verb lacks its argument. The argument to the
verb appears only after the verb complex in the form of an extraposed sentential
complement.
The violation of Fill-Arg is only relevant for the incomplete, unﬁnished rep-
resentations in (6) and (8). In both structures, the postverbal material can be
coindexed with the respective gap position (marked by e). That is, once the
3Applied to VPs, Fill-Arg has also been dubbed a violable version of the θ-criterion and
accordingly been called ASSIGN-θ (Stevenson and Smolensky, 2006).
88postverbal material is considered, the Fill-Arg violation will be suspended. How-
ever, it should be clear that the syntactic features of the postverbal material have
to match the required features of the gap.
Prosodic properties of comparative mehr and adverbial nicht mehr
The comparative mehr is accented (as indicated by small caps in the tree diagram
in (6)). Accentuation is regulated by the syntax-phonology interface constraint
StressXP (F´ ery and Samek-Lodovici, 2006; Truckenbrodt, 1995, 2007; Trucken-
brodt and Darcy, 2010). StressXP interprets the syntactic structure assigned
to the input and requires that maximal projections (XPs) of lexical heads receive
prosodic prominence on the level of the Phonological Phrase (PhP) by way of
accentuation.
(10) StressXP: Each lexically headed XP contains a phrasal stress.
Though standardly understood as a functional projection, the DegP in (5) is
headed by a degree operator mehr that has lexical content (due to its fusion
with adjectival material). Therefore, StressXP applies and assigns accent to
mehr. Note that with an accent on mehr, StressXP is satisﬁed for both the
(lexical) DegP and the VP because the DegP is a proper constituent of the VP.
Consequently, the verb may remain unaccented without violating StressXP. Ac-
cording to standard assumptions about X-bar structure, both VP adjuncts and VP
arguments are considered maximal projections. However, adjuncts and arguments
diﬀer with respect to their aﬃliation to the VP: while VP arguments are proper
constituents of the VP, adjuncts are not exhaustively dominated by the VP, as rep-
resented by the intermediate maximal projection in (8). StressXP is sensitive to
this syntactic diﬀerence (see also Truckenbrodt, 2006, 2007). Prosodic prominence
on a VP argument, in the present case on mehr in (5), implies prominence for
the whole VP thus satisfying StressXP for the VP. Prosodic prominence on a
VP adjunct, however, does not suﬃce to satisfy StressXP for the VP: the lower
maximal projection, that is the core VP, also calls for an accent. Therefore, both
adjunct and verb receive an accent in (8).4 The adverb nicht mehr features lex-
ical stress5 on nicht so accent is correspondingly realized, leaving mehr without
prosodic prominence in the temporal reading. StressXP is violated if the above
conditions are not met, e.g. if adjunct or argument or the whole VP remain un-
4Matters are probably more complicated than described here: F´ ery and Herbst (2004) attest
unaccented verbs in adjunct-verb sequences. The general tendency, however, is captured by the
above account.
5As a temporal adverbial, nicht mehr, although it incorporates two graphemic words, is
considered a single lexical entry as its meaning cannot be computed compositionally from its two
constituents.
89accented. This may happen under certain information structural conditions that
will be brieﬂy discussed in the following section.
In addition to StressXP, relative prominence of accents is regulated by Right-
most. This constraint simply requires that among the accents assigned to XPs
the rightmost accent is strongest. Rightmost is equivalent to HeadPhrase
(HP/HI) (F´ ery and Samek-Lodovici, 2006), which demands that heads of prosodic
or intonational phrases appear close to the right edge. Accordingly, the accent on
the adverbial nicht mehr in (8) is weaker than the accent on the verb (e.g. F´ ery
and Samek-Lodovici, 2006; Truckenbrodt, 2007).
(11) Rightmost: The rightmost accent within a prosodic or intonational
phrase is strongest.
Three more constraints are relevant for the present case. These impose restrictions
on the prosodic-phonological representation independent of its syntactic structure.
The requirements of StressXP are in conﬂict with a purely phonological con-
straint, *Accent. This constraint penalizes prevalent accentuation by assigning
each accent a violation mark. It is motivated by the fact that a sentence like (12)
is not normally uttered with accent on each word. An accentuation pattern of this











‘Peter wanted to calculate the costs.’
In addition, two further constraints play a role in deriving the prosodic structure
of phrases and sentences. *Clash (Prince, 1983; Selkirk, 1984) militates against
adjacent stressed syllables within a phonological phrase. The workings of *Clash
are exempliﬁed in (13). The accented monosyllabic Hemd is adjacent to anziehen,
which bears main stress on the initial syllable in its citation form (13-a) (rela-
tive prominence is indicated by underscoring). According to Bohn et al. (2011),
Giegerich (1985), Kiparsky (1966), and Visch (1999), the stress position of the
trisyllabic main verb may shift away from the ﬁrst syllable to the second in such
a situation, yielding the stress pattern in (13-b). Stress shift warrants avoidance
of stress clash, satisfying *Clash. However, this procedure violates another con-
straint that requires faithfulness to the citation form stress pattern, which, in the
case of anziehen, would demand initial stress. The latter constraint will be called
IdentStress.









90‘... to put on the shirt.’
Note that stress clashes cannot always be resolved. In (14), there is simply no












‘...because he is picking up the shirt.’
Taken together, the constraints relevant for the present case are of three types:
Fill-Arg regulates syntactic structure building. StressXP supervises the syntax-
phonology interface. Finally, four further constraints are responsible for the prosodic-
phonological representation, namely Rightmost, *Accent, *Clash, and IdentStress.
4.3.4 Determining the constraint hierarchy
In the previous section, the relevant constraints and their requirements were intro-
duced. This section motivates the constraint hierarchy which ultimately governs
the parsing process. It is customary in most applications of Optimality Theory to
determine the ranking of constraints on the basis of the empirical facts alone. In
our case, the empirical facts correspond to the parsing preferences as evidenced
by the reading experiments on the nicht mehr-ambiguity. However, we need in-
dependent motivation for the constraint ranking since we are not only interested
in showing that OT can be used to model the parsing and prosodiﬁcation facts in
reading, but also that the processing facts can be modeled with the same gram-
mar that describes and explains the structure of linguistic objects in general. We
therefore consult the competence grammar to ascertain the constraint hierarchy
and test this ranking against the performance data from the reading experiment.
The syntactic constraint Fill-Arg is, in essence, one side of the θ-criterion,
demanding that argument slots or θ-roles be ﬁlled. For a sentence to be gram-
matical, the θ-criterion has to be fulﬁlled (Chomsky, 1981). Correspondingly, this
constraint is undominated.
We turn now to the constraints regulating the syntax-prosody interface and
the phonological representation.
StressXP may be violated under certain conditions without automatically
inducing ungrammaticality. As an example, a VP may lack accentuation if it is
already given in the discourse. This is the case in (15-b), where the locative adjunct
unter der Dusche receives accent but the VP proper may remain unaccented due to
discourse givenness. A pattern of this type may emerge as a result of high ranking
constraints that guide the interface between information structure and prosody
such as StressFocus and DestressGiven (F´ ery and Samek-Lodovici, 2006).
91(15) Where did Julie sing?













‘Julie sang under the shower.’
A violation of Rightmost is tolerated under similar circumstances, i.e. if infor-
mation structural requirements govern the prosodiﬁcation. Consider the elliptical
coordination structure in (16). Owing to the contrast, the verb loves in (16) is
assigned strongest accentuation. The object to the right may be accented, too, but
its accent is certainly weaker. Generally, post-nuclear accents violate Rightmost.
(16) Mary despises and Peter loves fruity cream tarts.
The OT literature on sentence intonation has established that StressXP domi-
nates Rightmost in German and English (F´ ery and Samek-Lodovici, 2006). We
will stick to this independently motivated hierarchy.
The constraint *Clash will be violated whenever the adjacency of two promi-
nent or strong syllables cannot be resolved. Adjacency of strong syllables is a
widespread phenomenon, as may be exempliﬁed by the very conventionality of











‘...because Linn is buying bread.’
This suggests a rather low rank for *Clash. IdentStress must be ranked even
lower, otherwise stress shift in the face of a potential stress clash, as in (13) above,
would remain inexplicable. *Accent is necessarily violated by every utterance if
we subscribe to the assumption of the prosodic hierarchy according to which every
utterance entails a phonological phrase which, by deﬁnition, is headed by an accent.
*Accent will therefore hold the lowest rank among the relevant constraints.
The above considerations establish the ranking in (18).
(18) Fill-Arg ≫ StressXP ≫ Rightmost ≫ *Clash
≫ IdentStress ≫ *Accent
This ranking will be used throughout in the following demonstration of the model.
4.3.5 Putting the model to work
The constraint hierarchy will be applied to the nicht mehr-ambiguity introduced
above. The OT-parser/synthesizer, going from left to right, takes as input the
92written lexical items and Gen incrementally assigns the string a set of syntactic
and prosodic candidate descriptions.6 For each parsing step, Eval choses among
the candidate outputs the one that best harmonizes with the constraint hierarchy.
According to OT convention, the optimal candidate will be marked with a pointing
ﬁnger. For the application of OT to incremental processing, this convention will
be expanded in the following way:
Incremental candidates that are optimal throughout the parsing process collect
pointing ﬁngers for each parsing step. That is, if the optimal candidate structure
of parsing step n-1 is consistent with the optimal candidate at parsing step n, that
candidate will be marked with two pointing ﬁngers. Conversely, once previously
optimal candidates become suboptimal, the corresponding candidate is ﬂagged
with a hash mark. Candidates marked with a hash mark may still take part in
the competition and new input may revive them as optimal candidates.
There are two ways to predict processing costs on the basis of this OT for-
malism. First, a parse incurs processing costs at parsing step n if the optimal
candidate Φ is inconsistent with the optimal candidate at n-1; the costs increase
with every previous parsing step n-1...n-k for which a partial structure consistent
with Φ was suboptimal.
Secondly, and more importantly, the higher the rank of the constraint respon-
sible for the failure of a previously optimal candidate, the higher the processing
costs associated with it (Stevenson and Smolensky, 2006).
In what follows, we depict an incremental OT processing model that makes
falsiﬁable predictions for reading performance. Crucially, the OT model inte-
grates syntactic parsing (comprehension-oriented optimization) and prosodiﬁca-
tion (production-oriented optimization) using a single constraint hierarchy. The
constraints of the model have their basis in grammar, so the reason for the pref-
erence of one output over the other is a grammatical one. Also, the interplay of
production and comprehension is thus rooted in the OT grammar.7




6In some models that use OT in language comprehension, the function generating the candi-
dates is called Int for ‘interpretation’ (Stevenson and Smolensky, 2006). We keep using Gen and
understand it as a cover term for both production oriented as well as comprehension oriented
candidate generation.
7This is not to deny that performance constraints have a role to play in parsing; however, the
purely grammatical model is more economical and thus yields a more comprehensive explanation








































‘...not calculate more than...’
Three parsing steps will be considered, starting in the ambiguous region, namely
with the two graphemic words nicht mehr. As shown in Tableau 1, the adverbial
reading (candidates a–d) is preferred as it satisﬁes the high ranking Fill-Arg
in contrast to the competing comparative reading. The latter reading is subopti-
mal as it lacks the complement to the comparative head mehr, thus incurring a
violation of Fill-Arg (candidates e–h).
As for the prosodiﬁcation there are four logical possibilities concerning the
distribution of accents: accent on either nicht or mehr or accent on both or accent
on neither (accents are marked by small caps).8
StressXP requires accentuation of the adverbial phrase. Accordingly, the
accentless candidate (d) is out of bounds. Double accentuation in (c) and (f) is
prohibited by *Clash and also incurs a gratuitous violation of *Accent. Can-
didate (b) features accent on mehr, violating the lexical-phonological prominence
pattern of the adverbial nicht mehr, which bears stress on the initial syllable. Can-
didate (b) thus founders on IdentStress. The optimal candidate (a) only incurs
a single violation of *Accent.
The suboptimal comparative candidates all founder on Fill-Arg for lack of
the comparative phrase (missing argument marked by e?), but it is still possible to
determine the best among the bad ones: candidate (e), featuring a single accent
on mehr, fares best. Leaving comparative mehr unaccented incurs a violation of
StressXP (g and h); double accentuation violates *Clash and *Accent (f).
8For ease of exposition, the relative strength of accentuation is not evaluated at this parsing
step, i.e. Rightmost is ignored in Tableau 1. We simply assume that, in the case of accent on
both nicht and mehr (candidates c and f), Rightmost requires nuclear accent to fall on mehr.








a. + [V P [AdvP nicht mehr] ∗
b. [V P [AdvP nicht mehr] ∗! ∗
c. [V P [AdvP nicht mehr] ∗! ∗ ∗∗
d. [V P [AdvP nicht mehr] ∗! ∗
e. [V P nicht [DegP mehr e? ] ∗! ∗
f. [V P nicht [DegP mehr e? ] ∗! ∗ ∗∗
g. [V P nicht [DegP mehr e? ] ∗! ∗ ∗
h. [V P nicht [DegP mehr e? ] ∗! ∗
Table 4.1: 1st parsing step
Turning to the second parsing step (Tableau 2), the OT processor considers
nicht mehr together with the following verb. Given that the verb is obligatorily
transitive, it incurs a violation of Fill-Arg in those candidate structures that do
not provide a direct object. This holds for the adverbial reading since the adverb
cannot occupy the argument slot. The nominal comparative mehr, however, may
step in as argument to the verb. Still, the comparative parse continues to violate
Fill-Arg as it lacks the complement of the degree head. Therefore, the adver-
bial and comparative readings both fail to satisfy Fill-Arg albeit for diﬀerent
reasons. As a result, both syntactic analyses are on equal footing concerning the
high ranking syntactic constraints. The competition is therefore decided by lower
ranking phonological constraints. In the case of a verb with lexical stress on the
initial syllable (upper half of Tableau 2), the adverbial reading wins. The com-
parative reading with accented mehr and an initially stressed verb founders on
*Clash (candidate e). The stress shift candidate (e’) fails due to a violation of
IdentStress.
As for the cases with the verb featuring medial stress (cf. lower panel of Tableau
2), the situation changes. In contrast to the corresponding candidate in the upper
half of Tableau 2, candidate (e) with a stressless initial syllable does not incur a
violation of *Clash because of the favorable stress pattern on the verb. Instead,
the adverbial candidate with accent on both nicht and the verb (candidate a)
incurs one more violation of *Accent than the optimal comparative candidate
(e), which turns out to be fatal. The predecessor of the adverbial candidate (a)
was the optimal candidate of the previous parsing step and is correspondingly
ﬂagged with the # mark. This change of parsing preferences from step 1 to step
2 hinges on a very low ranking constraint. It may therefore be all but a weak





a. + + [V P [AdvP nicht mehr] [V P e? ausrechnen]] ∗ ∗∗
a’. [V P [AdvP nicht mehr] [V P e? ausrechnen]] ∗ ∗! ∗
e. [V P nicht [DegP mehr e? ] ausrechnen] ∗ ∗! ∗
e’. [V P nicht [DegP mehr e? ] ausrechnen] ∗ ∗! ∗
/nicht mehr berechnen/
a. +# [V P [AdvP nicht mehr] [V P e? berechnen]] ∗ ∗!∗
a’. [V P [AdvP nicht mehr] [V Pe? berechnen]] ∗ ∗! ∗
e. + [V P nicht [DegP mehr e? ] berechnen] ∗ ∗
e’. [V P nicht [DegP mehr e? ] berechnen] ∗ ∗! ∗ ∗
Table 4.2: 2nd parsing step (candidates violating StressXP are ignored).
preference. Accordingly, processing costs associated with the preference change
will be relatively low.
In the third parsing step (cf. Tableaux 3 and 4), the parser encounters the
disambiguating material, i.e. the complementizer phrase introduced by dass or the
comparative phrase with als. As discussed above, the complementizer phrase may
ﬁll the up to now open VP argument by providing a sentential complement to
the transitive verb in the adverbial reading; at the same time, the complementizer
is incompatible with the comparative version. Conversely, the als-phrase may be
interpreted as the argument to the comparative DegP but it is impermissible in
the context of the adverbial reading, which demands a complement to the VP.
The outcome of the competition between the syntactic analyses therefore depends
on the high ranking constraint Fill-Arg. To maintain clarity, we will only be
considering the best candidates of each reading for the two parses.
In the case of the initially stressed verb followed by the complementizer phrase
(Tableau 3, upper panel), the parser may simply maintain the analysis established
in both previous parsing steps; the complementizer phrase introducing the VP
complement can simply be coindexed with the VP argument slot. Fill-Arg is
thus satisﬁed and no processing diﬃculty is predicted in this case. The best of the
signiﬁcantly worse candidates featuring the comparative reading was suboptimal
throughout the parse and founders on Fill-Arg. The CP cannot legally ﬁll
the still open argument slot within the DegP, as mehr obligatorily selects the
comparative phrase introduced by als.
Encountering the complementizer after a verb featuring medial stress (Tableau
3, lower panel), however, leads to another change of parsing preferences. Again, the
high ranking syntactic constraints decide about the winning candidate. Observe
96that in the previous parsing step, the comparative reading was preferred over the
adverbial analysis, albeit weakly. The very weakness of the parsing preference
in step 2, together with the brevity of the period in which this preference has
held, may alleviate the processing costs that the repeated preference change would
predict for parsing step 2. Assuming a ranked parallelism in OT parsing, the
temporarily suboptimal adverbial reading might still be active to a relatively high
degree.
temp-ini: /nicht mehr ausrechnen... dass/ Fill-Arg
IdStress
*Acc
a. + + + [V P [AdvP nicht mehr] [V P ei ausrechnen]] [CPi dass ∗∗
e’. [V P nicht [DP mehr e? ] ausrechnen] [CP dass ∗! ∗ ∗
temp-med: /nicht mehr berechnen... dass/
a. +# + [V P [AdvP nicht mehr] [V P ei berechnen]] [CPi dass ∗∗
e. + # [V P nicht [DP mehr e? ] berechnen] [CP dass ∗! ∗
Table 4.3: 3rd parsing step (disambiguation towards adverbial reading). Candi-
dates violating StressXP, Rightmost and *Clash are ignored.
comp-ini: /nicht mehr ausrechnen... als/ Fill-Arg
IdStress
*Acc
a. + + # [V P [AdvP nicht mehr] [V P e? ausrechnen]] [ComP als ∗! ∗∗
e’. + [V P nicht [DP mehr ei ] ausrechnen] [ComPi als ∗ ∗
comp-med: /nicht mehr berechnen... als/
a. +# # [V P [AdvP nicht mehr] [V P e? berechnen]] [ComP als ∗! ∗∗
e. + + [V P nicht [DP mehr e? ] berechnen] [ComPi als ∗
Table 4.4: 3rd parsing step (disambiguation towards comparative reading). Can-
didates violating StressXP, Rightmost and *Clash are ignored.
In the face of a comparative als-phrase preceded by the initially stressed verb
(upper panel of Tableau 4), the parser is forced to revoke the previously preferred
analysis (candidate a) due to the requirements of Fill-Arg. The processing costs
associated with this change of preference towards candidate (e’) should be high
97for two reasons: First, the now discarded adverbial analysis was established over
both preceding parsing steps, suggesting relative stability of this parse. Second,
the constraint responsible for the failure of the previously optimal candidate is a
high ranking one. Note that this parsing step involves a stress shift on the verb
that is required by *Clash.
The OT parser predicts decidedly less diﬃculty in the case of the medially
stressed verb (lower panel of Tableau 4). In the previous parsing step, a weak
preference for the comparative reading has already been established. The new
input simply conﬁrms this preference for candidate (e).
4.4 Discussion
The performance diﬀerences the model predicts for the four conditions at parsing
step 3 do indeed appear to reﬂect the reading data obtained in the experiments.
Little processing diﬃculty is predicted for both conditions with the adverbial read-
ing (Tableau 3). This is obvious for the condition with the initially stressed verb.
The optimal candidate is syntactically and prosodically consistent with the opti-
mal candidates at both previous parsing steps (hence the three pointing ﬁngers).
In the case of the verb with medial stress, the deviating parsing preference that
is predicted for the second parsing step is a very weak one. It hinges on a low
ranking constraint and might thus be easily overwritten in the third step.
Turning to the two conditions featuring the comparative reading (Tableau 4),
a clear diﬀerence in processing diﬃculty is predicted between cases with initial
and medial stress on the verb. In the latter condition, a weak preference that had
been established at the second parsing step is conﬁrmed. The structure should
therefore be processed relatively easily compared to the comparative mehr followed
by a verb with initial stress. It is this condition that is predicted to produce the
highest processing costs: the competitor that was the optimal candidate in the
two previous parsing steps founders on a high ranking constraint.
This prediction of the model is borne out in the actual data of the silent reading
experiment. In the disambiguating region, several dependent variables reveal an
interaction between the factors ‘syntactic reading’ and ‘verbal stress pattern’ that
is mainly due to the striking reading diﬃculty observed for the condition that forces
a stress clash (or else a deviation from the lexically determined stress pattern), i.e.
comparative mehr followed by initial stress on the verb.
The model is also compatible with the general prevalence of unaccented read-
ings of mehr that was observed in the oral reading experiment (only 25% of cases
accented; cf. summary of oral reading experiment). The avoidance of accent on
mehr can be explained with recourse to the model’s ﬁrst parsing step (cf. Tableau
1), in which the adverbial reading was established as the optimal interpretation,
98and the competing comparative version ruled out by strong syntactic constraints.
Since, in the oral reading experiment, readers were encouraged to read as ﬂuently
as possible without self-corrections, this initial analysis may have been only mildly
aﬀected by the incoming verb in the second parsing step.9
Generally, the proposed OT parser accounts for the prosodic eﬀects that were
shown to act upon syntactic ambiguity resolution in reading. The OT model
makes direct use of the grammar in determining its parsing preferences. The
assumption is that grammatical restrictions are applied to incremental structure
building and that preferences at points of ambiguity reﬂect these grammatical
requirements. The constraint ranking that derives the parsing preferences has a
sound and independent grammatical motivation and, in the present case, it can
do without additional extra-grammatical processing constraints. Moreover, not
only the constraints but also the speciﬁc ranking employed for this performance
theory hold for the ordinary competence grammar. Importantly, this model is
cross-modular in that it integrates constraints from diﬀerent modules of grammar,
namely syntax, phonology and the corresponding interface.
With that said, we shall brieﬂy return to the problem of the syntax-phonology
interface in grammar touched upon in the introduction. The present model is a
performance-compatible grammatical device that allows phonological constraints
to act upon syntactic structure building. This is especially evident in parsing step
2 (cf. Tableau 2, lower panel), in which the optimal candidate, complete with a
syntactic description, is selected as optimal because it fares better than the relevant
syntactic competitor only with respect to phonological constraints. Given that it
is the OT grammar proper that produces this result, this parsing step constitutes
an oﬀense against the notion of phonology-free syntax as forcefully advocated by
Pullum and Zwicky (1988). If this incremental model and its constraint hierarchy is
realistic, the idea of a merely unidirectional relation between syntax and phonology
is once more invalidated (see Inkelas and Zec, 1995; Rice and Svenonius, 1998;
Schl¨ uter, 2003; Zec and Inkelas, 1990, for more evidence against phonology-immune
constituent structure building). Rather, this phenomenon is reminiscent of the
idea that Bierwisch (1966) put forward referring to the role of prosody in language
production:
Es ist sehr wohl m¨ oglich, dass ein Sprecher sich durch ein begonnenes Into-
9This explanation – which is based on the incremental application of grammatical constraints
– is orthogonal to the one oﬀered by Bader (1998) in the context of a similar syntactic/prosodic
ambiguity. He states that those readings are diﬃcult to parse in which function words have to
be assigned accent. That is, in contrast to the grammatical account defended here, Bader (1998)
ascribes the attested preference pattern to the lexicon when stating that function words should
preferably remain unaccented. As noted above, comparative mehr, even though it may project
a functional XP, is not an indisputable function word as it clearly features adjectival properties.
99nationsmuster zur Wahl einer bestimmten syntaktischen Struktur veranlasst
f¨ uhlt [...].
It is very well possible that a speaker feels himself prompted to choose
a certain syntactic structure owing to the intonation pattern that he has
started.
Bierwisch (1966), p. 105.; translation by the author
A grammar and/or processing model that does justice to phonological interference
of this type must surely allow for at least limited interaction of syntax and prosody.
Without further justiﬁcation, I submit that situations of the kind found here (and
formulated by Bierwisch, 1966) are not uncommon in incremental sentence pro-
cessing. For the assignment of a syntactic description to a full sentence, however,
recourse to phonology might be the exception rather than the rule.
In the following section I will compare the OT approach to other models of
sentence processing.
4.4.1 Comparison to other sentence processing models
Other constraint-based approaches
The proposed OT processor has a lot in common with the family of constraint satis-
faction models that have been formulated for sentence comprehension (MacDonald
et al. (1994); Trueswell et al. (1994) and the computer implemented variants such
as McRae et al. (1998); Tabor et al. (1997)). Just as the subsymbolic variant of
OT (cf. Smolensky and Legendre, 2006), constraint satisfaction models of informa-
tion processing are based on the idea of spreading activation in neural networks.
Together with these models, OT assumes that multiple constraints from various
domains may interact during ambiguity resolution.
As opposed to the present model, the standard constraint satisfaction mod-
els generally de-emphasize grammatical inﬂuences on parsing (cf. Stevenson and
Smolensky, 2006), focusing on extra-grammatical factors such as lexical or struc-
tural frequency. Models like the Competition-Integration Model (McRae et al.,
1998) do not provide an explicit testable competence grammar but rely on un-
speciﬁed modules providing the syntactic alternatives to be evaluated. It is ques-
tionable what the cognitive equivalent of such modules is and what their relation
to competence grammar might be. In short, the relationship between competence
grammar and the processing component is underspeciﬁed in these models.
The architectures of the standard constraint satisfaction models seem to be
task speciﬁc. In the psycholinguistic arena, distinct connectionist models have
been proposed for speech processing (e.g. McClelland and Elman, 1986), sentence
comprehension (Tabor et al., 1997; Tabor and Tanenhaus, 1999; McRae et al.,
1001998), reading aloud (on the word level only: Seidenberg and Plaut, 1998; Rastle
and Coltheart, 1998), and language production (e.g. Dell et al., 1999; Bock and
Griﬃn, 2000). As Christiansen and Chater (2001) point out, it is far from clear
whether and how these models will eventually be integrated to cover full-scale
human language performance. OT as a theory of grammar ‘at least has the explicit
aim of developing a general set of constraints that applies to all sentences in a
language’ (Archangeli, 1997, as cited by Hoeks and Hendriks (2011)); this general
set of constraints and its ranking should be central to all kinds of linguistic tasks.
Owing to the strict constraint domination approach taken here, the present
model does not generate numerical predictions of processing diﬃculty that could
be evaluated against numerical processing data. The lack of this ability is clearly
detrimental to the OT model in comparison to other constraint-based approaches.
The relation of the model’s prediction to the experimental data is discussed in
more detail below (cf. 4.4.2).
Two-stage parsing accounts
Together with other constraint satisfaction models, OT assumes that multiple con-
straints from various domains may interact during ambiguity resolution. The kind
of information assessed in constraint satisfaction models depends on the nature of
the input alone. Whichever constraint is responsive to a given piece of input will
be active in ambiguity resolution – independent of its grammatical domain. That
is, constraint-based approaches assume parallel evaluation of several structural
descriptions of the input.
This behavior contrasts with so-called syntax-ﬁrst serial accounts like the Gar-
den Path model in which syntactic structure is given temporal priority in evalu-
ation (Frazier, 1987; Friederici, 1995, 2002). According to these models, compre-
hending a sentence involves several (at least two) stages, each of which is dedicated
to the processing of a certain kind of information. Due to limited memory, it is
assumed that the parser ﬁrst pursues only a single rather sketchy candidate anal-
ysis on the basis of simple syntactic heuristics. The resulting syntactic skeleton is
ﬂeshed out in the following parsing stage(s), in which other types of information
are furnished to yield a full semantic, contextually integrated representation. If,
however, additional information conﬂicts with the ﬁrst-stage syntactic sketch, the
parser has to revise the structure in a cognitively costly second step dedicated
to reanalysis. Other two-stage accounts assume that the parser already uses non-
syntactic information during the ﬁrst pass (Crocker, 1996; van Gompel et al., 2001;
Pritchett, 1992, among others), but, crucially, parallel processing is prohibited and
only a single analysis is pursued at any given parsing stage.
Since, in these models, the role of phonological information is not well ac-
counted for, prosodic eﬀects on syntactic structure building are not easily ex-
101plained. The situation becomes worse if one considers eﬀects of prosodic structure
that is not explicitly provided in the input (as in the case of reading), especially if
prosody aﬀects the initial stages of structure building (i.e. the computation of the
syntactic category of ambiguous words).
A division between ﬁrst pass parsing (syntactic pre-processing) and reanalysis
(integration of other information) is not assumed in the current OT model. Rather,
the model adopts the notion of Stevenson and Smolensky (2006), who state that
if reanalysis is understood as a change in the parser’s representation of what the
preferred interpretation of the input is, any addition of input necessarily consti-
tutes some kind of reanalysis. That is, focusing on the interpretation of syntactic
structure, every new piece of input requires the processing mechanism to revise the
current analysis either by ﬁlling empty slots in the structure (e.g. missing heads or
arguments) or by actually changing syntactic relations that had been established
in previous parsing steps. The latter process is costly if the change is forced by
high ranking constraints. The revision will incur only mild costs if low ranking
constraints are responsible for it. That is, the degree of diﬃculty is determined by
the change in the constraint violation pattern of the optimal candidate at word
w relative to the previous word w-1. Thus, instead of two qualitatively diﬀerent
parsing stages as assumed in serial parsing architectures, OT envisions a single
interpretation mechanism that integrates all knowledge sources for which there
is relevant information in the input and, at the same time, may still account for
largely diﬀering processing costs.
4.4.2 A deterministic model for gradient data?
Even though the OT model makes clear and testable predictions of processing
preferences, those predictions are rather coarse-grained. In its current format, the
model is not suited for making numerical predictions but it yields an ordinal es-
timate of processing diﬃculty at most. Note also that this OT model produces
deterministic parsing results. There is only one candidate structure for each pars-
ing step that wins the competition. The parsing data are certainly gradient rather
than deterministic and not all participants in the experiments behave in exactly
the way the model predicts. However, the model may well reﬂect the overall pref-
erences that hold for the population of participants in the experiment.
The notion of the strict ordinal constraint domination in classic OT implies a
‘winner-take-all’ system and thus excludes ﬁne-grained modeling of gradient data
on principled grounds (Gibson and Broihier, 1998). Some extensions of the OT
framework, particularly stochastic OT (Boersma, 1998; Boersma and Hayes, 2001;
J¨ ager, 2004), consider ranking the constraints on a continuous scale instead of the
strict ordinal ranking. That way, the position of a given constraint in the hierarchy
is not only deﬁned by the relative order of constraints but also by the distance
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the constraint hierarchy is modiﬁed by adding normally distributed noise to each
constraint position in the hierarchy such that its rank is not ﬁxed but dwells in
the area deﬁned by the normal distribution. Depending on the proximity of the
constraints on the scale, their Gaussian distributions may overlap to a certain
degree. The overlap of the normal distributions then determines the probabilistic
dominance relationship between the constraints and the degree to which their
ranking may be reversed, yielding variable outputs.
However, applying stochastic OT to the case at hand is non-trivial. The two
reading experiments that conﬁrm the prosodic eﬀect on syntactic ambiguity resolu-
tion have a variety of dependent variables: in the case of oral reading, the number
of accentuations on the ambiguous mehr and the pause duration before the dis-
ambiguating phrase were chosen; for silent reading, we examined several standard
reading times and ﬁxation probabilities derived from the eye-tracking record.
Even though the results of these dependent variables are complementary, they
naturally diﬀer numerically. It is far from obvious which dependent variable should
be chosen as the reference mark for the assignment of the numerical rank to the
constraints and what amount of noise should be added to that value. Without a
clearly deﬁned link between a dependent variable and the higher-level linguistic
processes it might reﬂect, the choice of the reference variable remains an arbitrary
one. Also, since we seek to bring together grammar and processing as close as
possible, the numerical ranking should be established independent of the processing
data as well. We have good reason for the ordinal ranking, but it is unclear how
to motivate the constraint hierarchy on a continuous scale without recourse to the
processing data.
Unless and until a highly articulated model linking dependent variables of the
experiments with higher-level linguistic processes is formulated, we abstract away
from the gradience in the data and have to make do with modeling the systematic
parsing preferences with a deterministic OT processor.
4.5 Conclusion
The OT account of sentence reading outlined here has several advantages over
other theories: First, the OT approach makes direct use of grammatical princi-
ples to determine parsing preferences at any given parsing step. The constraints
and the ranking used to model the performance data have independent support
from the general competence grammar. For the kind of ambiguity studied here,
the OT grammar suﬃces to make clear and testable processing predictions. The
present model achieves this goal without making reference to extra-grammatical
features of the input (such as word frequency) or working memory constraints.
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optimality theoretic terms that could be integrated into this framework to explain
processing facts that are not reducible to core grammar. The architecture of the
model is parsimonious and establishes clarity: a very small set of grammatical
constraints allows the model’s predictions to be derived. Still, the present OT
approach allows complex, non-trivial interactions of various grammatical modules
in that it integrates constraints from syntax, phonology and the respective inter-
face. That way, it allows the modeling of prosodic eﬀects on syntactic ambiguity
resolution that cannot easily be modeled in frameworks that assume a merely
unidirectional syntax-phonology interface. Moreover, the model is easily scalable;
it can be ﬂexibly adapted and enlarged to ﬁt phenomena in which semantic or
contextual constraints interact with syntactic and phonological ones. What sets
it apart from other constraint-based models is its modality independence. None
of the constraints used here is speciﬁcally designed for the task the model was
tested on, viz. reading. The same constraint hierarchy can potentially be used to
make predictions about performance in listening, speaking or writing. That is, the
model answers the call for a more integrative account of language production and
comprehension – a demand that has been voiced again and again in psycholinguis-
tics (e.g. Cutler and Norris, 1999; Ferreira, 2003; Garrett, 2000; Levelt et al., 1999;
Pickering and Garrod, 2007).
Certainly, fundamental issues remain unresolved: For one thing, as discussed
above, it is not trivial to relate the merely ordinal expression of processing pref-
erences derived from the OT model to numerical data from psycholinguistic ex-
periments. In addition, it is undisputed that factors like word frequency or the
limitations of working memory are important forces in sentence comprehension
and production. It would be far-fetched to assume that these factors are reducible
to the workings of purely grammatical constraints. At this stage, it is unclear
how frequency or memory eﬀects could be integrated in the present OT model. In
spite of these desiderata, the success of this model and its predecessors suggests
that the general approach of applying OT to language performance is a fruitful
one. The model introduced here can be seen as an extension of existing OT pars-
ing accounts (Fanselow et al., 1999; Hoeks and Hendriks, 2011; Stevenson and
Smolensky, 2006). The model shows how cross-modular eﬀects in sentence pro-
cessing and eﬀects of production-driven comprehension may be captured within a
uniﬁed model of linguistic competence and performance.
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Summary / Zusammenfassung
5.1 Summary in English
The results of two reading studies presented in this work promote the idea that
supralexical prosody and, particularly, linguistic rhythm are part of the mental
representation constructed in the process of reading. Speciﬁcs of this representa-
tion are shown to aﬀect sentence comprehension in various ways.
In the introduction, I argue that the preference for rhythmic alternation can be
understood as a phonotactic constraint that evaluates the sequence of phonological
constituents within and beyond the word level. Owing to its supralexical nature,
this prosodic-phonological constraint may have a bearing on word order and, by
implication, on syntactic structure building.
The ﬁrst study attests that a written word sequence involving a stress clash
conﬁguration and thus forcing readers to deviate from the optimal rhythmic alter-
nation of stressed and unstressed syllables may critically hamper the processing of
complex, non-canonical sentences. At points of high memory demand, the cogni-
tive load associated with a stress clash conﬁguration may lead to the (temporary)
overwriting of memory traces necessary for the processing of syntactic long dis-
tance dependencies. I argue that this overwriting becomes possible because the
clash information implicit in the written string is processed immediately while ac-
cess to stored information in working memory may be tardy.
The second study shows that the recognition of lexical-syntactic category in-
formation in ambiguous sentences may take its cue from the readers’ preference for
rhythmic alternation of stressed and unstressed syllables. Speciﬁcally, two reading
experiments demonstrate that the resolution of a lexical-syntactic ambiguity is de-
105termined by the immediate rhythmic environment. As lexical-syntactic category
information can be considered the atomic building block of syntactic structure,
the experiment veriﬁes the predictive force of linguistic rhythm and its potential
guiding function for syntactic parsing in reading.
The performance data from this latter experiment are modeled as an incre-
mental constraint satisfaction process in the framework of an optimality theoretic
parsing account. Solely making use of constraints derived from competence gram-
mar, the model is capable of capturing the data and advocates the simultaneous
application of syntactic, prosodic and syntax-phonology interface constraints in
incremental processing. The model predicts that, in the case of syntactic in-
determination, weak prosodic constraints may decide about syntactic ambiguity
resolution. The performance-compatible OT grammar integrates syntactic parsing
and prosodiﬁcation, hence dissolving the strict separation of language production
and comprehension. At the same time the OT model endorses a bidirectional
relationship between syntax and phonology in grammar.
1065.2 Zusammenfassung auf Deutsch
Diese Dissertation untersucht die Rolle der Prosodie, insbesondere des linguistis-
chen Rhythmus’ f¨ ur die Satzverarbeitung beim Lesen. Mein Ziel ist, die folgenden
Hypothesen empirisch zu untermauern und zu verteidigen:
• W¨ ahrend der Verarbeitung geschriebener S¨ atze nutzen Leser ihr phonologis-
ches Wissen, um eine mentale prosodisch-phonologische Repr¨ asentation des
Textes zu generieren.
• Die mentale prosodische Repr¨ asentation wird in ¨ Ubereinstimmung mit der
syntaktischen Struktur des geschriebenen Textes erstellt. Beschr¨ ankungen
¨ uber die Syntax–Phonologie–Schnittstelle sorgen f¨ ur die Kompatibilit¨ at der
syntaktischen Analyse und der (mentalen) prosodischen Wiedergabe.
• Die implizite prosodische Struktur, die Leser dem geschriebenen Text zuwei-
sen, umfasst Parameter wie phonologische Phrasierung und Akzentuierung,
aber auch untergeordnete prosodische Eigenschaften wie Wortbetonung und
linguistischen Rhythmus, welcher sich aus der Abfolge von betonten und
unbetonten Silben ergibt.
• Rein phonologische Wohlgeformtheitsbedingungen begleiten und beeinﬂussen
die syntaktische Analyse von Beginn an, d.h. bereits auf der Ebene der
Wortkategorieerkennung. Im Falle von syntaktischer Unterspeziﬁzierung k¨ on-
nen Analyseentscheidungen allein auf Grundlage von phonologischen Fak-
toren getroﬀen werden.
• Beim Lesen ist die mentale, lexikalisch-prosodische Information der W¨ orter
unter bestimmten Bedingungen fr¨ uher f¨ ur das Verarbeitungssystem verf¨ ugbar
als h¨ oher geordnete diskursstrukturelle Information. Entsprechend k¨ onnen
die niederschwelligen lexikalisch-phonologischen Parameter einen direkteren
Einﬂuss auf die Satzverarbeitung haben.
• Das Satzverst¨ andnis beim Lesen ist zum Teil durch Faktoren bestimmt, die
der Sprachproduktion zugeordnet werden.
• Das Zusammenspiel von syntaktischen und phonologischen Prozessen beim
Lesen kann im Rahmen einer performanz-kompatiblen Kompetenzgrammatik
erkl¨ art werden.
Die Ergebnisse von zwei in diesem Werk vorgestellten Lesestudien st¨ utzen die
Annahme, dass die supralexikalische Prosodie und insbesondere der linguistis-
che Rhythmus Teil der mentalen Rep¨ asentation sind, die beim Lesen von S¨ atzen
107generiert wird. Die Ergebnisse legen nahe, dass Details dieser Repr¨ asentation das
Satzverst¨ andnis auf unterschiedliche Weise beeinﬂussen.
Im Einf¨ uhrungskapitel schlage ich vor, dass die Pr¨ aferenz f¨ ur rhythmische Al-
ternation von betonten und unbetonten Silben einer phonotaktischen Beschr¨ an-
kung im grammatischen Sinne entspricht, welche die phonologische Konstituenten-
abfolge auf Wortebene und dar¨ uber hinaus bewertet. Aufgrund ihres supralexikalis-
chen Charakters kann diese Beschr¨ ankung Einﬂuss auf die Wortabfolge und folglich
auf den syntaktische Strukturaufbau haben.
Die im zweiten Kapitel vorgestellte Studie zeigt, dass Wortabfolgen, die einen
Gegenakzent hervorrufen und damit den Leser zwingen, von der pr¨ aferierten rhyth-
mischen Alternation abzuweichen, die Verarbeitung von syntaktisch komplexen,
nicht-kanonischen S¨ atzen deutlich erschweren. Die durch Gegenakzent hervorgeru-
fene kognitive Beanspruchung kann an Stellen hoher syntaktischer Komplexit¨ at
zum ¨ Uberschreiben von Arbeitsged¨ achtnisinhalten f¨ uhren, welche f¨ ur die Verar-
beitung von syntaktischen Abh¨ angigkeiten unabdingbar sind. Das m¨ ogliche Ergeb-
nis dieses Prozesses ist eine Fehlinterpretation des Satzes. Der Vorgang wird
dadurch erkl¨ arbar, dass die f¨ ur das ¨ Uberschreiben verantwortliche Information
¨ uber den Gegenakzent unmittelbar verarbeitet wird, w¨ ahrend der Zugriﬀ auf die
im Abeitsged¨ achtnis gespeichrte Information relativ langsam ist.
Eine zweite Lesestudie zeigt, dass die Identiﬁkation der lexikalisch-syntakti-
schen Kategorie ambiger W¨ orter im Satzkontext durch die Erwartung rhythmis-
cher Alternanz von betonten und unbetonten Silben beeinﬂusst ist. Insbesondere
belegen die zwei Experimente, dass die Ambiguit¨ atsauﬂ¨ osung durch das unmittel-
bare rhythmische Umfeld bestimmt ist. Da die lexikalisch-syntaktische Kategorie
als kleinstes Element des syntaktischen Strukturaufbaus gilt, sind diese Ergebnisse
als Beleg f¨ ur die pr¨ adiktive Rolle der Prosodie und ihre leitende Funktion bei der
syntaktischen Analyse schriftlicher S¨ atze zu bewerten.
Die Daten der letztgenannten Studie werden im Rahmen eines inkrementell or-
ganisierten optimalit¨ atstheoretischen Verarbeitungsmodells abgebildet. Das Mod-
ell nutzt daf¨ ur ausschliesslich Beschr¨ ankungen, die der Kompetenzgrammatik ent-
lehnt sind. Die Datenmuster der Leseexperimente werden durch das simultane
Zusammenspiel von syntaktischen und prosodischen Beschr¨ ankungen sowie Regu-
larit¨ aten der Syntax–Phonologie Schnittstelle modelliert. Die Ergebnisse dieser In-
teraktion erlauben die Vorhersage, dass im Falle syntaktischer Unterdeterminiert-
heit rein prosodische Beschr¨ ankungen ¨ uber die Auﬂ¨ osung syntaktischer Struktu-
rambiguit¨ aten entscheiden. Das Modell integriert syntaktische Strukturanalyse
und Prosodiegenerierung in einem einzigen Prozess und l¨ ost damit die strikte Tren-
nung von Sprachperzeption und -produktion auf. Dar¨ uber hinaus unterstreicht
das Modell die Vorstellung einer bidirektionalen Beziehung zwischen Syntax und
Phonologie in Grammatik und Sprachverarbeitung.
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122Appendix
Sentences used as items in the experiment of chapter 2
1. Der Maurer {holt, l¨ achelt} und {der Admiral, die Lehrerin} isst {Kuchen, Geb¨ ack}
mit Marzipan.
2. Die Soldatin {holt, l¨ achelt} und {der General, der Hausmeister} testet {Fahrr¨ ader,
Gewehre} aus Holland.
3. Der Reiseveranstalter {mietet, schwitzt} und {die Agentur, der Arbeiter} putzt
{Ferienh¨ auser, Versammlungsr¨ aume} auf Usedom.
4. Die Studentin {mietet, schwitzt} und {der Assistent, der Busfahrer} steuert {Reisebusse,
Gel¨ andewagen} von BMW.
5. Der Angestellte {meldet, redet} und {der Fabrikant, der Bauleiter} pr¨ uft {Ausf¨ alle,
Verluste} durch Diebst¨ ahle.
6. Der Zeuge {meldet, redet} und {der Detektiv, der Aufseher} sucht {Tatverd¨ achtige,
Verd¨ achtige} im Keller.
7. Der Dozent {kauft, lacht} und {der Gitarrist, der Handwerker} raubt {¨ Olgem¨ alde,
Gem¨ alde} von Picasso.
8. Der Kunde {kauft, lacht} und {der Amateur, der Hersteller} bringt {Stahltr¨ ager,
Ger¨ ustteile} aus Japan.
9. Der Hotelgast {ordnet, wandert} und {der Kapit¨ an, der Optiker} stempelt {Unterlagen,
Beh¨ ordenbriefe} f¨ ur Bed¨ urftige.
10. Der Rentner {ordnet, wandert} und {der Musikant, der Musiker} sammelt {Schallplatten,
Ger¨ umpel} der Beatles.
11. Der M¨ onch {sammelt, schweigt} und {der Kardinal, der Prediger} kauft {Goldm¨ unzen,
Gebrauchtwagen} aus Irland.
12. Der Dorfpolizist {sammelt, schweigt} und {der Journalist, der Buchhalter} ordnet
{Anzeigen, Verlustanzeigen} wegen Diebstahls.
13. Der Lehrling {stapelt, streikt} und {der Philosoph, der Ausbilder} streicht {Rahmen,
Verschalungen} aus Holz.
14. Der Hersteller {stapelt, streikt} und {der Germanist, der Pfadﬁnder} lackiert
{T¨ urschilder, Gewinde} f¨ ur Stammkunden.
12315. Der Gewerkschafter {fordert, nickt} und {die Agentur, der Botschafter} erh¨ alt
{Sonderzahlungen, Verzehrgutscheine} auf Vertrauensbasis.
16. Der Minister {fordert, nickt} und {das Tribunal, der Machthaber} beschlie§t
{Lohnerh¨ ohungen, Gesetzes¨ anderungen} f¨ ur Werftarbeiter.
17. Der Fabrikarbeiter {s¨ aubert, jammert} und {der Archivar, die K¨ unstlerin} schmuggelt
{Porzellanvasen, Gef¨ asse} mit Henkel.
18. Der Hilfsarbeiter {s¨ aubert, jammert} und {der Diplomat, der Botschafter} liefert
{Sanduhren, Ger¨ ate} aus England.
19. Die S¨ angerin {lobt, weint} und {der Pianist, die K¨ onigin} ehrt {Musiker, Gewin-
ner} des Wettbewerbs.
20. Die Vorsitzende {lobt, weint} und {das Dekanat, der Manager} f¨ ordert {B¨ urg-
erinitiativen, Verantwortliche} aus Norwegen.
21. Der Zirkusartist {liebt, k¨ ampft} und {der Germanist, der Zuschauer} schreibt
{Briefe, Gedichte} in Sch¨ onschrift.
22. Die Boxerin {liebt, k¨ ampft} und {der Fotograf, der Kritiker} liest {B¨ ucher, Erz¨ ahlun-
gen} von Kleist.
23. Die Ingenieurin {plant, schl¨ aft} und {die G¨ artnerei, der Holzh¨ andler} bepﬂanzt
{Parkanlagen, Gewerbegebiete} in Bremen.
24. Der B¨ urgermeister {plant, schl¨ aft} und {der Kommandant, die K¨ unstlerin} ﬁlmt
{Probebohrungen, Beschlagnahmungen} im Niemandsland.
25. Der K¨ uchenchef {schneidet, ﬂ¨ ustert} und {der Astronaut, der Kundschafter} pro-
biert {Truthahn, Gem¨ use} mit F¨ ullung.
26. Der Kochlehrling {schneidet, ﬂ¨ ustert} und {der Absolvent, die Kellnerin} serviert
{Lendenbraten, Geschnetzeltes} vom Schwein.
27. Der H¨ andler {druckt, grinst} und {der Demokrat, der Komiker} verteilt {Flugbl¨ atter,
Beschwerdebriefe} gegen Terroristen.
28. Der Direktor {druckt, grinst} und {der Monarchist, der Inhaber} sortiert {Geldscheine,
Vertr¨ age} f¨ ur Bankkunden.
124Sentences used as items in the experiments of chapter 3
1ab Der Physiker glaubt, dass man rechnerisch nicht mehr {nachweisen, ermitteln}
kann, ob es einen zehnten Planeten gibt.
1cd Der Physiker glaubt, dass man rechnerisch nicht mehr {nachweisen, ermitteln}
kann, als das Gewicht des K¨ orpers.
2ab Karlo sagte, dass er am Tatort nicht mehr {nachweisen, ermitteln} konnte, ob die
DNA ¨ ubereinstimmt.
2cd Karlo sagte, dass er am Tatort nicht mehr {nachweisen, ermitteln} konnte, als die
ungef¨ ahre Tatzeit.
3ab Anton M¨ uller denkt, dass der Direktor nicht mehr {hinnehmen, gestatten} sollte,
dass die Zufahrt st¨ andig zugeparkt ist.
3cd Anton M¨ uller denkt, dass der Direktor nicht mehr {hinnehmen, gestatten} sollte,
als einen Nachtdienst pro Woche.
4ab Rita denkt, dass man als Cheﬁn nicht mehr {hinnehmen, gestatten} sollte, dass
dauernd ¨ Uberstunden anfallen.
4cd Rita denkt, dass man als Cheﬁn nicht mehr {hinnehmen, gestatten} sollte, als
einen Tag Sonderurlaub im Monat.
5ab Tim meint, dass man den Lehrern nicht mehr {anbieten, versprechen} sollte, auf
Schokolade ganz zu verzichten.
5cd Tim meint, dass man den Lehrern nicht mehr {anbieten, versprechen} sollte, als
das Erledigen der Hausaufgaben.
6ab Uta Wendt meint, dass Mediziner prinzipiell nicht mehr {anbieten, versprechen}
sollten, jeden Patienten zu behandeln.
6cd Uta Wendt meint, dass Mediziner prinzipiell nicht mehr {anbieten, versprechen}
sollten, als sie selbst garantieren k¨ onnen.
7ab Andreas erz¨ ahlte, dass Paul letzten Mittwoch nicht mehr {darlegen, bezeugen}
wollte, was er am Montag gesehen hatte.
7cd Andreas erz¨ ahlte, dass Paul letzten Mittwoch nicht mehr {darlegen, bezeugen}
wollte, als sowieso allseits bekannt war.
8ab Wolfgang weiß, dass Ulf vor Gericht nicht mehr {darlegen, bezeugen} wollte, wie
gef¨ ahrlich die Arbeit ist.
1258cd Wolfgang weiß, dass Ulf vor Gericht nicht mehr {darlegen, bezeugen} wollte, als
die Polizei bereits wusste.
9ab Joachim beklagt, dass Karola am Donnerstag nicht mehr {zugeben, gestehen}
wollte, dass sie Raucherin ist.
9cd Joachim beklagt, dass Karola am Donnerstag nicht mehr {zugeben, gestehen}
wollte, als ihre Abh¨ angigkeit von Nikotin.
10ab Rufus empﬁehlt, dass man vor Gericht nicht mehr {zugeben, gestehen} sollte, dass
man schuldig ist.
10cd Rufus empﬁehlt, dass man vor Gericht nicht mehr {zugeben, gestehen} sollte, als
bereits bewiesen ist.
11ab Jeder wusste, dass Martin der Lehrerin nicht mehr {mitteilen, beschreiben} wollte,
was am Hafen passiert ist.
11cd Jeder wusste, dass Martin der Lehrerin nicht mehr {mitteilen, beschreiben} wollte,
als die Planung der Abschlussfeier.
12ab Nina bef¨ urchtet, dass Johannes dem Professor nicht mehr {mitteilen, beschreiben}
will, wie es in der Mensa zugeht.
12cd Nina bef¨ urchtet, dass Johannes dem Professor nicht mehr {mitteilen, beschreiben}
will, als auf der Sitzung der Verwaltung.
13ab Jan fragte, warum die Minister gestern nicht mehr {vorschlagen, besprechen} woll-
ten, die Ortsumgehung zu bauen.
13cd Jan fragte, warum die Minister gestern nicht mehr {vorschlagen, besprechen} woll-
ten, als die Preisverleihung an Biermann.
14ab Wiebke ¨ uberlegte, warum die S¨ anger gestern nicht mehr {vorschlagen, besprechen}
wollten, einen neuen Dirigenten anzuwerben.
14cd Wiebke ¨ uberlegte, warum die S¨ anger gestern nicht mehr {vorschlagen, besprechen}
wollten, als die Feier f¨ ur den Dirigenten.
15ab Franziska bedauert, dass Rolf den Sch¨ ulern nicht mehr {antworten, erl¨ autern}
konnte, wie die Mikrowelle funktioniert.
15cd Franziska bedauert, dass Rolf den Sch¨ ulern nicht mehr {antworten, erl¨ autern}
konnte, als einen kurzen Satz.
16ab Ralf bedauert, dass Matthias den Journalisten nicht mehr {antworten, erl¨ autern}
wollte, wie er zu dem Urteil kam.
12616cd Ralf bedauert, dass Matthias den Journalisten nicht mehr {antworten, erl¨ autern}
wollte, als schon in dem Urteil stand.
17ab Hans Riemers ﬁndet, dass der Boss nicht mehr {zulassen, erlauben} sollte, dass
die Arbeiter dauernd Pause machen.
17cd Hans Riemers ﬁndet, dass der Boss nicht mehr {zulassen, erlauben} sollte, als die
Firma sich leisten kann.
18ab Marco Schmidt ﬁndet, dass der Pfarrer nicht mehr {zulassen, erlauben} sollte,
dass Touristen in der Kirche fotograﬁeren.
18cd Marco Schmidt ﬁndet, dass der Pfarrer nicht mehr {zulassen, erlauben} sollte, als
das Fotograﬁeren ohne Blitz.
19ab Maria denkt, dass Jochen den Soldaten nicht mehr {anordnen, befehlen} sollte,
die Sands¨ acke hinterm Deich abzuladen.
19cd Maria denkt, dass Jochen den Soldaten nicht mehr {anordnen, befehlen} sollte,
als der Truppe zuzumuten ist.
20ab Sonja denkt, dass Stefan seinen Mitarbeitern nicht mehr {anordnen, befehlen}
sollte, wie die Arbeit zu erledigen ist.
20cd Sonja denkt, dass Stefan seinen Mitarbeitern nicht mehr {anordnen, befehlen}
sollte, als ihre Kr¨ afte zulassen.
21ab Der Polizist sagte, dass die Ermittler nicht mehr {feststellen, erfahren} konnten,
wieviel Geld gestohlen wurde.
21cd Der Polizist sagte, dass die Ermittler nicht mehr {feststellen, erfahren} konnten,
als die Haarfarbe des T¨ aters.
22ab Rainer sagte, dass man mit Filmaufnahmen nicht mehr {feststellen, erfahren}
kann, wer den Unfall verursacht hat.
22cd Rainer sagte, dass man mit Filmaufnahmen nicht mehr {feststellen, erfahren}
kann, als das Geschlecht des Opfers.
23ab Der Chemiker ist sauer, weil Paula nicht mehr {ausrechnen, berechnen} wollte,
wieviel Wasserstoﬀ im Reagenzglas ist.
23cd Der Chemiker ist sauer, weil Paula nicht mehr {ausrechnen, berechnen} wollte,
als die Zusammensetzung der Fl¨ ussigkeit.
24ab Der Mathelehrer beklagt, dass die Jugendlichen nicht mehr {ausrechnen, berech-
nen} k¨ onnen, was die Wurzel aus vier ist.
24cd Der Mathelehrer beklagt, dass die Jugendlichen nicht mehr {ausrechnen, berech-
nen} k¨ onnen, als das große Einmaleins.
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