We propose a new algorithm to the problem of polygonal curve approximation based on a multiresolution approach. This algorithm is suboptimal but still maintains some optimality between successive levels of resolution using dynamic programming. We show theoretically and experimentally that this algorithm has a linear complexity in time and space. We experimentally compare the outcomes of our algorithm to the optimal "full search" dynamic programming solution and finally to classical merge and split approaches. The experimental evaluations confirm the theoretical derivations and show that the proposed approach evaluated on 2D coastal maps either show a lower time complexity or provide polygonal approximations closer to the input discrete curves.
Originality and Contribution
We provide a semi optimal efficient solution to the problem of approximating multidimensional discrete curves using a small number of linear segments. This solution when compared with previous existing approaches ( MergeL2 in O(Nlog(N) ), , optimal dynamic programming solution in O(K.N 2 ) , where N is the size of the discrete input curve, and K the number of polygonal segments of the required approximation)
either shows a lower time complexity or provides better polygonal approximations. We theoretically prove that the time complexity of our algorithm is (O(N)), as it is upper bounded by a linear function of N that is independent from the number of segments K of the final approximation . To our knowledge, the proposed algorithm is the best so far having a linear time complexity. Furthermore, this algorithm provides a set of nested polygonal approximations that realises a multiresolution representation of the input curve allowing post-processing at various resolution levels. The applications that are more and more resource demanding such as computer vision, shape analysis, data mining, etc, greatly benefit from low complexity algorithms able to simplify a complex curve into a simple shape characterized with few polygonal segments.
We analyse in details the sensibility of the parameters that conditioned the behaviour of the proposed algorithm and provide experimentations on 2D geographic maps.
Introduction
Approximation of multi dimensional discrete curves has been widely studied essentially to speed up data processing required by resource demanding applications such as Computer Vision, Computer Graphics, Geographic
Information Systems and Digital Cartography, Data Compression or Time Series
Data Mining. For polygonal approximation of discrete curves, the problem can be informally stated as follows: given a digitized curve X of N ≥ 2 ordered samples, find K dominant samples among them that define a sequence of connected segments which most closely approximate the original curve. This problem is known as the min-ε problem. Numerous algorithms have been proposed for more than thirty years to solve efficiently this optimisation problem. Most of them belong either to graph-theoretic, dynamic programming or to heuristic approaches.
Graph-theoretical applied to the min-ε problem produce a weighted directed acyclic graph (DAG) from the vertices (discrete points) of X, and then find the shortest path in this graph Iri, 1986, 1988; Melkman and O'Rourke, 1988; Chan and Chin, 1996; Zhu, and Seneviratne, 1997; Chen and Daescu, 1998; Katsaggelos et al., 1998) . For min-ε problem, finding a minimum path in the corresponding DAG can be solved in )) log( . time (Chan and Chin, 1996) and in ) (N O space (Chen and Daescu, 1998 (Salotti, 2001) to reduce the time complexity of this algorithm down to ) ( 2 N O . Salotti's improvements consist of inserting a lower bound to limit the search space and employing the A* search algorithm instead of the dynamic programming one. Keeping with the ideas of Perez and Vidal, Kolesnikov et al. (Kolesnikov et al., 2004 ) introduced a 'bounding corridor', to limit the search space, and used an iterated dynamic programming within it to find an almost optimal solution. The time complexity is reduced to ) / .
where W is the size of the bounded corridor.
While dynamic programming and graph theoretic approaches target relatively optimal results, many algorithms try to relax optimality in order to lower the algorithmic complexity. Relying on the Diophantine definition of discrete straight line and its arithmetical characteristics, Debled-Rennesson and Reveillès (Debled-Rennesson and Reveillès, 2003 ) gave a linear method for segmentation of curves into exact discrete lines. Their idea is to extend a segment incrementally as much as possible so that the vertex that cannot be added to the segment becomes the lower extremity of the following segment. Similarly, Charbonier & al., (Charbonnier al., 2004) proposed an algorithm that splits a monitored signal into line segments-continuous or discontinuous-of various lengths and determines on-line when a new segment must be calculated: they used a cumulative sum (CUSUM) error criteria as the basis for their splitting heuristic. Pratt and Fink (Fink & Pratt, 2002 ) described a heuristic procedure for identifying major minima and maxima of a time series, and for their procedure proposed compression and time series information retrieval applications that could be used to extract line segments in linear time complexity. This paper focuses on polygonal approximation of multidimensional curves using multiresolution for a given set of segment number for the crudest approximation level. Our main contribution is the development of an algorithm that, starting from the finest resolution level, finds min-epsilon polygonal approximation for more coarse resolution level using the approximating nodes obtained for the previous (more fine) resolution level. The number of line segments for the next, more coarse resolution level is reduced using a fixed factor ρ in ]0;1[. Such multiresolution approximation can exploit any polygonal simplification methods between two successive levels of resolution, in particular heuristic algorithms (Douglas-Peucker, Merge-based algorithms, etc.) . We address in this paper the use of algorithms based on constrained dynamic programming approach to ensure that the provided polygonal approximations are maintained close to optimal.
The first part of the paper describes the multiresolution algorithm we propose as an altenative solution to the min-ε problem. We show theoretically that the complexity of the algorithm is linear, both in time and space. The second part of the paper demonstrates experimentally the behaviour and the efficiency of our multi resolution procedure on a set of 2D maps representing parts of the 'fractal' Brittany coast line (Mandelbrot, 1967) . Finally, following previous works (Perrez and Vidal, 1994 , Kolesnikov and al. 2004 , Keogh and Pazzani, 2000 we present in the appendix the way we have specifically addressed the question of how to manage the polygonal approximation of curves using dynamic programming solutions for a single resolution level.
Multi resolution simplification of Multivariate
Times series using polygonal curves approximation As briefly explained in the introduction, several authors have already proposed to approximate polygonal curves using dynamic programming solutions for single resolution level.
Based on these earlier works, we present hereinafter a multiresolution algorithm that uses iteratively a constrained dynamic programming algorithm to find efficiently and sequentially polygonal approximations with minimal errors between each successive resolution levels.
Parameters and notation:
• X(m): a discrete time series • α : a parameter used for formal and experimental evaluations of time and space complexities. α is related to band and ρ:
. We take in practice α in {1,2, …}.
• Lb(i) = band-i; Lower bound used to limit the search space of the Basically, the idea behind the multi resolution approach to polygonal curve simplification is to successively approximate previous approximations obtained by using some given simplification algorithm, this process being initiated from an original discrete time series. Following (Kolesnikov & al. 2004 ), we take a sequence of polygonal curves { X 0 , X 1 , X 2 ,…, X r } as a multiresolution (multiscale) approximation of a N-vertex input curve X, if the set of curves {X i }satisfies the following conditions:
i) A polygonal curve X i is an approximation of the curve X for a given number of segments K i (min-ε problem) or error tolerance ε i (min-# problem), where i is a resolution level (i=0,1,2,…, r).
ii) The set of vertices of curve X i for resolution level i is a subset of vertices of curve X i-1 for the previous (higher) resolution level (i-1). The lowest resolution level r is represented by the coarsest approximation of X. The highest resolution level i=0 is represented by the most detailed approximation (namely the original curve X 0 =X) with the largest number of
for some distance measure (e.g. L 2 ) (ε 0 <ε 1 <ε 2 <…<ε r ).
Thus, an approximation curve X i is either obtained by inserting new points into the approximation curve X r+1 , or, conversely, X i+1 is obtained by deleting points from the approximation curve X i . These two approaches have led to the development of two very popular heuristic approaches: respectively Split and Merge methods. In the Split approach, an iterative mechanism splits the input curve into smaller and smaller segments until the maximum deviation is smaller than a given error tolerance ε (min-# problem), or the number of linear segments equals to the given K i (min-ε problem) for the current resolution level i. A famous split method is the Douglas-Peucker algorithm (Douglas and Peucker, 1973) ; this algorithm is known to have a O(K.N) complexity; it has been used for multiresolution approximation in (Le Buhan Jordan & al., 1998 , Buttenfield, 2002 ).
In the Merge approach (Pikaz and Dinstein, 1995, Visvalingam and Whyatt 1993) , the polygonal approximation is performed by using a cost function that determines sequential elimination of the vertices with the smallest cost value, while the two adjacent segments of the eliminated vertex are merged into one segment. The approximation curve X i is obtained by discarding vertices from the
This merge approach is known to have a O(N.log(N)) complexity.
There are two sources for error increasing in multiresolution approximation in comparison with individual polygonal approximation:
1. In multiresolution approximation, vertices for the next level of resolution should be selected among the vertices available at the current level of resolution. In individual polygonal approximation for the levels we do not have this constraint.
2. Non-optimality of algorithm used for min-ε polygonal approximation.
In multiresolution approximation, we cannot reduce errors related to the first reason, but with better algorithm for min-ε problems between successive levels of resolution one can expect to approach near to optimal solutions. This observation leads to the basis of the MR-PyCA algorithm we proposed. MRPyCA algorithm relates to the Merge approach: we initiate the simplification process from the finest resolution level and iterate to obtain the crudest one, while discarding some vertices during each iteration using a constrained based dynamic programming approach. We present in the appendix how we have specifically addressed this "one step" simplification procedure to ensure the paper is self content. Basically, the PyCA algorithm we use during each simplification iteration can be seen as a special case of the so-called "Reduced K, the number of segments in the polygonal approximation, band, the corridor width that reduces the search space, ρ∈]0;1[, the decimation factor, that determines the fixed ratio of segments between two successive resolution levels, the original multidimensional time series X=X 0 .
As K is an input, the number of resolution levels r (the number of iterations) is calculated given K and ρ. Given K and ρ, r is chosen such that: . segments in order to get an approximation having exactly K segments. This last iteration
The multiresolution is the sequence of nested approximations provided in output.
By construction this algorithm maintains partial optimality between two successive resolution levels, since a constrained dynamic algorithm (cf.
Appendix) is used to search inside a fixed size 'corridor' for which segment extremities should be discarded and which should be kept. The approximation corresponding to the last resolution level is the K-segments polygonal approximation provided by MR-PyCA. 
Complexity of MultiResolution MR-PyCA

Experimentations and discussion
To evaluate the quality of suboptimal algorithms, Rosin (1997) introduced a measure known as fidelity (F). It measures how good (or how bad) a given suboptimal approximation is in respect to the optimal approximation in terms of the approximation error:
where E min is the approximation error of the optimal solution, and E is the approximation error of the given suboptimal solution. In practice, we will identify E min to the error (the Euclidian distance between the original time series (FIG. 2) that for a value which is too small for α (α < 4) the quality of the approximations is poor for all K. The 'plateau' of the curves indicates that it is not worth increasing the 'corridor' size too much: for α >8 the quality curves saturate for all K and no significant improvement is expectable. 
Conclusion
To our knowledge the proposed multiresolution solution applied to the problem of simplifying a curve using polygonal approximations is original. It consists in iteratively applying a constrained dynamic programming search algorithm on successive approximations of a polygonal curve. We have shown both theoretically and practically that this algorithm has a linear time complexity 
(t) =[x 1 (t), x 2 (t),…, x p (t)]
where X(t) is a time-stamped spatial vector in 
where E is the RMS error or Euclidian distance between X and the model θ X .
In the case of polygonal curve approximation, we select the Let us define θ(j) as the parameters of a piecewise approximation containing j segments, and δ(j,i) as the minimal error between the best piecewise linear approximation containing j segments and covering the discrete time window {1,..,i}:
According to the Bellman optimality principle (Bellman, 1957) Perez and Vidal (Perez-Vidal, 1997 ) decomposed δ(j,i) as follows:
is the linear segment between X(i) and X(m).
The initialization of the recursion is obtained given that:
The end of the recursion gives the optimal piecewise linear approximation, e.g. the set of discrete time locations of the extremity of the linear segments:
with the minimal error :
It is shown in (Vidal and Perez, 1994) that the complexity of the previous algorithm that implements a "Full Search" (FS) is in O(K.N 2 ), a complexity that prevents the use of such an algorithm for large N.
"Constrained search" dynamic programming solution : the
PyCA algorithm
In the scope of dynamic search algorithm the only way to reduce the time complexity is to reduce the search space itself. Sakoe and Shiba (Sakoe & Shiba, 1978) have managed to reduce the complexity of the Dynamic time Warping algorithm down to O(N) while defining fixed constraints that define a 'corridor'
inside the search space. In the same mind-set, Kolesnikov and Fränti (Kolesnikov & Fränti, 2003) 
. TY is required for the multiresolution algorithm MR-PyCA that iteratively merges segments from the previous polygonal approximation to provide the next approximation.
Indeed, for a direct use of PyCA, TY should be set to the identity relation such that TY(j)=j.
The initialization of the recursion is still obtained observing that: .2, .3, .4, .5, .6,.7, .8 and .9) 
