The detection of the environment where user is located, is of extreme use for the identification of Activities of Daily Living (ADL). ADL can be identified by use of the sensors available in many off-the-shelf mobile devices, including magnetic and motion, and the environment can be also identified using acoustic sensors. The study presented in this paper is divided in two parts: firstly, we discuss the recognition of the environment using acoustic sensors (i.e., microphone), and secondly, we fuse this information with motion and magnetic sensors (i.e., motion and magnetic sensors) for the recognition of standing activities of daily living. The recognition of the environments and the ADL are performed using pattern recognition techniques, in order to develop a system that includes data acquisition, data processing, data fusion, and artificial intelligence methods. The artificial intelligence methods explored in this study are composed by different types of Artificial Neural Networks (ANN), comparing the different types of ANN and selecting the best methods to implement in the different stages of the system developed. Conclusions point to the use of Deep Neural Networks (DNN) with normalized data for the identification of ADL with 85.89% of accuracy, the use of Feedforward neural networks with non-normalized data for the identification of the environments with 86.50% of accuracy, and the use of DNN with normalized data for the identification of standing activities with 100% of accuracy.
Introduction
The acquisition of data related to the Activities of Daily Living (ADL) [1] may be performed with the sensors available in off-the-shelf mobile devices, e.g., the accelerometer, the gyroscope, the magnetometer, the microphone, and the Global Positioning System (GPS) receiver. The acquired data from the sensors available in off-the-shelf mobile devices are related to the movement performed during the activities and the environment where the activities are performed [2] in order to develop a method for the automatic recognition of the ADL as a part of the development of a personal digital life coach [3] .
This study proposes the use of the microphone for the recognition of the environment, which is fused with the data acquired from the accelerometer, gyroscope and magnetometer sensors for the recognition of the activities with movement. In continuation of the previous study, available at [4] , the main goal of the fusion of the environment recognized with the other sensors' data is to increase the number of ADL recognized using data fusion and artificial intelligence techniques. This study proposes the recognition of ADL, including running, walking, walking on stairs, standing, and sleeping, and the recognition of environments, including bar, classroom, gym, kitchen, library, street, hall, watching TV and bedroom.
Following the research studies available in the literature, the table 1 shows the ADL and environments recognized with the use of the microphone, verifying that the standing activities are well differentiated with acoustic data. Several features, presented in the table 2, have been used for the recognition of ADL and environments based on acoustic data, showing that the MFCC, zero crossing rate, spectral roll-off, spectral centroid, spectral flux, total RMS energy, mean, standard deviation, minimum, median, and low energy frame rate are the most used features, with more relevance for MFCC. At the end, the recognition of ADL and environments may be performed with several methods presented in the table 3, concluding that the most used methods are SVM, MLP, GMM, and DNN methods. Following the most used methods for the recognition of ADL and environments using the acoustic signal, implemented in more than 3 studies analyzed, the method that reports the best average accuracy in the recognition of ADL and environments is the MLP, with an average accuracy of 88%. 
Methods
In coherence with the methods defined in the previous studies [4, 14] for the development of the framework for the recognition of ADL and their environments [5] [6] [7] , the methods developed in this study should be separated in several methods, such as data acquisition, data processing, data fusion, and artificial intelligence methods, where the fusion of the data and the application of artificial intelligence methods are performed at the same time.
Following the steps for the creation of the method, firstly, the section 3.1 presented the data acquisition methods. Secondly, the data processing methods are presented in the section 3.2. Finalizing this section with the presentation of the data fusion and artificial intelligence methods in the section 3.3.
Data Acquisition
The data acquisition was performed with a mobile application installed in a BQ Aquarius device [47] with the Android operating system [48, 49] installed, which allows the captures of the sensors' data and, at the first stage, saves the data acquired from the microphone in a raw format into text files, and, in a second stage, the data captured from the accelerometer, magnetometer, and gyroscope sensors are also saved in text files. The sensors' data is captured in slots of 5 seconds every 5 minutes in background and a frequency of data acquisition by the accelerometer, magnetometer, and gyroscope sensors is around 10ms. Before the experiments, the user selected the ADL that are performed and/or the environments were the ADL are performed. The experiments were performed with the mobile device in the pocket by people aged between 16 and 60 years old and different lifestyles. Following the most common environments and the most identified ADL in the literature, the allowed ADL in the mobile application are running, walking, going upstairs, sleeping, going downstairs, and standing, and the allowed environments in the mobile application are bar, classroom, gym, kitchen, library, street, hall, watching TV and bedroom. A minimum of 2000 experiments for each ADL and environment have been acquired and stored in the ALLab MediaWiki [50] .
Data Processing
Another module of the framework for the recognition of ADL and their environments is composed by data processing methods. This module is composed by data cleaning methods, presented in the section 3.2.1, and methods for extraction of feature, presented in the section 3.2.2.
Data Cleaning
Data cleaning methods are different for each type of sensors, removing the noise and the invalid data present in the data acquired. For the data captured with the microphone available in the mobile device, the Fast Fourier Transform (FFT) [51] is the best method to apply for the extraction of the frequencies of the audio signal, handling the reduction of the environmental noise. For the data captured with the accelerometer, magnetometer, and gyroscope sensors, the low pass filter [52] is the best method for the reduction of the noise captured during the ADL with movement.
Feature Extraction
In coherence with our previous studies [4, 14] , based on the data filtered and the most features extracted in the studies available in the literature, the features extracted for the methods using acoustic data for the recognition of environments were the 26 MFCC coefficients, the Standard Deviation of the raw signal, the Average of the raw signal, the Maximum value of the raw signal, the Minimum value of the raw signal, the Variance of the of the raw signal, and the Median of the raw signal. On the other hand, the features extracted from the accelerometer, gyroscope, and magnetometer sensors were the 5 greatest distances between the maximum peaks, the Average of the maximum peaks, the Standard Deviation of the maximum peaks, the Variance of the maximum peaks, the Median of the maximum peaks, the Standard Deviation of the raw signal, the Average of the raw signal, the Maximum value of the raw signal, the Minimum value of the raw signal, the Variance of the of the raw signal, the Median of the raw signal, and the environment recognized.
Identification of Activities of Daily Living and their environment
In continuation of our previous studies [4, 14] using the accelerometer, gyroscope and magnetometer sensors, this study creates datasets with the features extracted from the acoustic data for the recognition of the environment (section 3.3.1), the features extracted from the fusion of the accelerometer data and the environment recognized (section 3.3.2), the features extracted from the fusion of the accelerometer and magnetometer data and the environment recognized (section 3.3.3), and the features extracted from the fusion of the accelerometer, magnetometer and gyroscope data and the environment recognized (section 3.3.4). At the end of this section, the artificial intelligence methods for the recognition of ADL and their environments are presented in the section 3.3.5.
Identification of environments of Activities of Daily Living using Microphone
Regarding the features extracted from each environment, four datasets have been constructed with features extracted from the microphone data acquired in the defined environments, having 2000 records from each environment. The datasets defined are:
• 
Data fusion of the environment recognized with the Accelerometer data for the recognition of standing activities
Regarding the features extracted from each standing activity, five datasets have been constructed with features extracted from the accelerometer data acquired during the performance of the two standing activities, having 2000 records from each activity. This method allows the distinction between sleeping and watching TV. The datasets defined are:
Data fusion of the environment recognized with the Accelerometer and Magnetometer data for the recognition of standing activities
Regarding the features extracted from each standing activity, five datasets have been constructed with features extracted from the accelerometer and magnetometer sensors' data acquired during the performance of the two standing activities, having 2000 records from each activity. This method allows the distinction between sleeping and watching TV. The datasets defined are:
Data fusion of the environment recognized with the Accelerometer, Magnetometer and Gyroscope data for the recognition of standing activities
Regarding the features extracted from each standing activity, five datasets have been constructed with features extracted from the accelerometer, magnetometer and gyroscope sensors' data acquired during the performance of the two standing activities, having 2000 records from each activity. This method allows the distinction between sleeping and watching TV. The datasets defined are:
Artificial Intelligence
Based on the literature review related to the use of acoustic data for the recognition of the environments, presented in the section 2, one of the most used methods for the recognition of environments is the ANN, reporting better accuracy than other most used methods, such as SVM, GMM, and DNN. In addition, based on the literature reviews about the recognition of ADL using accelerometer, magnetometer and gyroscope sensors, presented in our previous studies [4, 14] , one of the most used methods for the recognition of ADL is the ANN, reporting better accuracy than SVM, KNN, Random Forest, and Naïve Bayes, however the results obtained in these studies [4, 14] proved that DNN reports better accuracy.
For the identification of the best methods for the recognition of environments and standing activities proposed in the sections 3.3.1, 3.3.2, 3.3.3 and 3.3.4, this study explores the use of three types of neural networks, such as MLP, Feedforward Neural Network, and DNN, with different frameworks, these are:
• MLP with Backpropagation, applied with Neuroph framework [15];
• Feedforward Neural Network with Backpropagation, applied with Encog framework [16] ;
• Deep Neural Networks, applied with DeepLearning4j framework [17] . Before the implementation of the MLP with Backpropagation, and the Feedforward Neural Network with Backpropagation, the datasets should be normalized with the MIN/MAX normalizer [53] , implementing these methods with non-normalized and normalized data to verify if the normalization increases the accuracy of the recognition of ADL and environments.
On the other hand, before the implementation of DNN method, the datasets should be normalized with mean and standard deviation [54] and applied the L2 regularization [55] , implementing this method with non-normalized and normalized data to verify if the normalization increases the accuracy of the recognition of ADL and environments.
The number of training iterations is another factor that may affect the accuracy of the methods and we defined three limits for the verification of the best number of iterations for the recognition of ADL and environments, these are 1M, 2M and 4M.
Based on the datasets defined in the sections 3.3.1, 3.3.2, 3.3.3 and 3.3.4, the created methods should be implemented in a framework for the recognition of ADL and environments defined in [5] [6] [7] . For the recognition of common ADL, as concluded in the previous studies [4, 14] , the method that should be implemented is DNN with normalized data and L2 regularization, however this research will identify the best method for the recognition of the environments, based in the datasets defined in the section 3.3.1, and the best methods fort the distinction between standing activities, based on the datasets defined in the section 3.3.2, 3.3.3 and 3.3.4.
Results
The results of this paper are focused on the creation of one method for the recognition of the environments using the microphone data, and three methods for the recognition of standing activities with different number of sensors. Firstly, the results of the creation of a method for the recognition of the environment are presented in the section 4.1. Secondly, the results of the creation of a method with accelerometer sensor are presented in the section 4.2. Thirdly, the results of the creation of a method with accelerometer and magnetometer sensors are presented in the section 4.3. Finally, the results of the creation of a method with accelerometer, magnetometer, and gyroscope sensors are presented in the section 4.4.
Identification of the environment of the Activities of Daily Living with Microphone
Based on the datasets defined in the section 3.3.1, the three types of neural networks proposed in the section 3.3.5 were implemented, these are MLP with Backpropagation, Feedforward Neural Network with Backpropagation, and DNN. The datasets defined for training and testing phases are composed by 16000 records, where each environments has 2000 records.
Firstly, the results of the implementation of the MLP with Backpropagation using the Neuroph framework are presented in the figure 1, verifying that the results have very low accuracy with all datasets. With non-normalized data ( figure 1-a) , the results achieved are between 10% and 15%. And, with normalized data ( figure 1-b) , the results obtained are between 10% and 20%, where the best results are achieved with dataset 1. Neuroph With Normalized Data
Secondly, the results of the implementation of the Feedforward Neural Network with Backpropagation using the Encog framework are presented in the figure 2. In general, this type of neural network reports better results with non-normalized data. With non-normalized data ( figure 2-a) , the neural networks reports results higher than 70% with dataset 1 with all maximum number of training iterations, dataset 2 with 1M of training iterations, and dataset 4 with 4M of training iterations. With normalized data (figure2-b), the neural networks reports results below than 60%, but the results achieved are higher than 60% with the dataset 4 trained over 1M and 2M of iterations. a) ¶ b)
Figure 2 -Results obtained with Encog framework for the different datasets of microphone data (horizontal axis) and different maximum number of iterations (series), obtaining the accuracy in percentage (vertical axis). The figure a) shows the results with data without normalization. The figure b) shows the results with normalized data.
Finally, the results of the implementation of DNN with DeepLearning4j framework are presented in the figure 3. With non-normalized data ( figure 3-a) , the results obtained are below 20% with datasets 1 and 2, and the results obtained are higher than 40% with datasets 3 and 4. On the other hand, with normalized data ( figure 3-b) , the results reported are round 50% with all datasets. a) b)
Figure 3 -Results obtained with DeepLearning4j framework for the different datasets of microphone data (horizontal axis) and different maximum number of iterations (series), obtaining the accuracy in percentage (vertical axis). The figure a) shows the results with data without normalization. The figure b) shows the results with normalized data.
In table 4, the maximum accuracies achieved with the different types of neural networks are related with the different datasets used for the microphone data, and the maximum number of training iterations, In conclusion, the method for the recognition of the environment that should be implemented in the framework for the recognition of ADL and their environments is the Feedforward Neural Network with Backpropagation using non-normalized data, because achieves results around 86.50% with the dataset 1.
Identification of the standing activities with the environment recognized and the Accelerometer sensor
Based on the datasets defined in the section 3.3.2, the three types of neural networks proposed in the section 3.3.5 were implemented, these are MLP with Backpropagation, Feedforward Neural Network with Backpropagation, and DNN. The datasets defined for training and testing phases are composed by 4000 records, where each ADL has 2000 records.
Firstly, the results of the implementation of the MLP with Backpropagation using the Neuroph framework are presented in the figure 4, verifying that the results have reliable accuracy with all datasets. With non-normalized data ( figure 4-a) , the results achieved are between 50% and 100%, where the better accuracy was achieved with the datasets 1 and 4. And, with normalized data ( figure 4-b) , the results obtained are always around 100% with all datasets. a) b)
Figure 4 -Results obtained with Neuroph framework for the different datasets of environment and accelerometer data (horizontal axis) and different maximum number of iterations (series), obtaining the accuracy in percentage (vertical axis). The figure a) shows the results with data without normalization. The figure b) shows the results with
normalized data. Regarding the results obtained, in the case of the use of the environment recognized and the accelerometer data in the module for the recognition of standing activities in the framework for the identification ADL and their environments, the type of neural networks that should be used is a DNN with normalized data, because the results obtained are always 100%.
Identification of the standing activities with the environment recognized and the Accelerometer and Magnetometer sensors
Based on the datasets defined in the section 3.3.3, the three types of neural networks proposed in the section 3.3.5 were implemented, these are MLP with Backpropagation, Feedforward Neural Network with Backpropagation, and DNN. The datasets defined for training and testing phases are composed by 4000 records, where each ADL has 2000 records.
Firstly, the results of the implementation of the MLP with Backpropagation using the Neuroph framework are presented in the figure 7, verifying that the results have reliable accuracy with all datasets. With non-normalized data ( figure 7-a) , the results achieved are around 100%, except with the datasets 1 and 5 that achieves an accuracy around 50%. And, with normalized data ( figure 7-b) , the results obtained are always around 100% with all datasets. Secondly, the results of the implementation of the Feedforward Neural Network with Backpropagation using the Encog framework are presented in the figure 8, verifying that the results have reliable accuracy with all datasets. With non-normalized data ( figure 8-a) , the results achieved are always around 100%. And, with normalized data ( figure 8-b) , the results obtained are always around 100% with all datasets. a) ¶ b)
Figure 8 -Results obtained with Encog framework for the different datasets of environment, and accelerometer and magnetometer sensors' data (horizontal axis) and different maximum number of iterations (series), obtaining the accuracy in percentage (vertical axis). The figure a) shows the results with data without normalization. The figure b)
shows the results with normalized data.
Finally, the results of the implementation of DNN with DeepLearning4j framework are presented in the figure 9. With non-normalized data ( figure 9-a) In table 6, the maximum accuracies achieved with the different types of neural networks are presented with the relation of the different datasets used for the environment recognized, and the accelerometer and magnetometer sensors' data, and the maximum number of iterations, verifying that the use of all neural networks achieves reliable results. Regarding the results obtained, in the case of the use of the environment recognized, and the accelerometer and magnetometer sensors' data in the module for the recognition of standing activities in the framework for the identification ADL and their environments, the type of neural networks that should be used is a DNN with normalized data, because the results obtained are always 100%.
Identification of the standing activities with the environment recognized and the Accelerometer, Magnetometer and Gyroscope sensors
Based on the datasets defined in the section 3.3.4, the three types of neural networks proposed in the section 3.3.5 were implemented, these are MLP with Backpropagation, Feedforward Neural Network with Backpropagation, and DNN. The datasets defined for training and testing phases are composed by 4000 records, where each ADL has 2000 records.
Firstly, the results of the implementation of the MLP with Backpropagation using the Neuroph framework are presented in the figure 10, verifying that the results have reliable accuracy with all datasets. With non-normalized data ( figure 10-a) , the results achieved are around 100%, except with the datasets 1 that achieves an accuracy around 50%. And, with normalized data ( figure 10-b) , the results obtained are always around 100% with all datasets. In table 7, the maximum accuracies achieved with the different types of neural networks are presented with the relation of the different datasets used for the environment recognized, and the accelerometer, magnetometer and gyroscope sensors' data, and the maximum number of iterations, verifying that the use of all neural networks achieves reliable results. Regarding the results obtained, in the case of the use of the environment recognized and the accelerometer, magnetometer and gyroscope sensors' data in the module for the recognition of standing activities in the framework for the identification ADL and their environments, the type of neural networks that should be used is a DNN with normalized data, because the results obtained are always 100%.
Discussion
This research is included in the development of the framework for the recognition of ADL and their environments, presented in [5] [6] [7] , composed by several modules, including data acquisition, data processing, data fusion, and artificial intelligence methods. The definition of the method for the identification started in the previous studies [4, 14] , where several ADL were recognized using accelerometer, gyroscope and magnetometer sensors, these are going downstairs, going upstairs, running, walking and standing with the DNN method, with the normalization of the data and the application of L2 regularization. At the section 3.3.1, the results of the recognition of the environments using the microphone data, where the environments recognized are bar, classroom, gym, kitchen, library, street, hall, watching TV and bedroom with Feedforward neural networks with non-normalized data. Fusing the environment recognized with the accelerometer, gyroscope and magnetometer sensors' data, the recognition of more standing activities (i.e., watching TV and sleeping) was allowed, increasing the number of ADL recognized at this stage of the development of the framework for the recognition of ADL and environments, as presented in the figure 13. The choice of the methods for data fusion, and artificial intelligence modules, depends on the number of sensors available on the mobile device, using the maximum number of sensors available on the mobile device, in order to increase the reliability of the method. In the figure 14, a simplified schema for the development of a framework for the identification of ADL is presented. Firstly, based on the results obtained in the section 4.1, the best results achieved for each type of neural network are presented in the table 4, verifying that the best method for the recognition of the environments is the Feedforward neural networks with non-normalized data, reporting an accuracy of 86.50%.
Secondly, based on results obtained with the use of the environment recognized and the accelerometer data, presented in the section 4.2, the recognition of standing activities is allowed and the best results achieved for each type of neural network are presented in the table 5, verifying that the best method for the recognition of the standing activities is the DNN method with normalization of the data and the application of L2 regularization, reporting an accuracy of 100%. Thirdly, based on results obtained with the use of the environment recognized and the accelerometer and magnetometer sensors' data, presented in the section 4.3, the recognition of standing activities is allowed and the best results achieved for each type of neural network are presented in the table 6, verifying that the best method for the recognition of the standing activities is the DNN method with normalization of the data and the application of L2 regularization, reporting an accuracy of 100%.
Finally, based on results obtained with the use of the environment recognized and the accelerometer, magnetometer and gyroscope sensors' data, presented in the section 4.4, the recognition of standing activities is allowed and the best results achieved for each type of neural network are presented in the table 7, verifying that the best method for the recognition of the standing activities is the DNN method with normalization of the data and the application of L2 regularization, reporting an accuracy of 100%.
In conclusion, when the activity was recognized as standing and the environment is correctly identified, the accuracy for the recognition of standing activities is 100%. As presented in the figure 15, at this stage of the development of the framework for the recognition of ADL and their environments, two different artificial intelligence methods are defined, these are:
• DNN with normalized data for the general identification of ADL;
• Feedforward neural networks with non-normalized data for the general identification of the environments; • DNN with normalized data for the identification of standing activities.
Conclusions
The development of a framework for the recognition of ADL [1] and their environments using the sensors available in the off-the-shelf mobile devices, including accelerometer, gyroscope, magnetometer and microphone, with the architecture presented in [5] [6] [7] has several modules, such as data acquisition, data processing, data fusion and artificial intelligence methods. At this stage of the development, the proposed ADL for the recognition are running, walking, standing, going upstairs, sleeping, and going downstairs, and the proposed environments for the recognition are bar, classroom, gym, kitchen, library, street, hall, watching TV, and bedroom.
Depending on the types of sensors, several features were extracted from the sensors' data for further processing. The features extracted from the microphone are 26 MFCC coefficients, Standard Deviation of the raw signal, Average of the raw signal, Maximum value of the raw signal, Minimum value of the raw signal, Variance of the of the raw signal, and Median of the raw signal. And, the features extracted from the accelerometer, magnetometer and gyroscope sensors are the 5 greatest distances between the maximum peaks, the Average of the maximum peaks, the Standard Deviation of the maximum peaks, the Variance of the maximum peaks, the Median of the maximum peaks, the Standard Deviation of the raw signal, the Average of the raw signal, the Maximum value of the raw signal, the Minimum value of the raw signal, the Variance of the of the raw signal, and the Median of the raw signal. The method developed should be a function of the number of sensors available in the off-the-shelf mobile devices, and adapted to the limited resources of these devices.
In coherence with the previous studies [4, 14] , this research includes the comparison of three different types of neural networks, such as MLP with Backpropagation using the Neuroph framework [15] , the Feedforward Neural Network with Backpropagation using the Encog framework [16] , and the DNN using DeepLearning4j framework [17] , verifying that the DNN is the best method for the recognition of general ADL and standing activities, but the Feedforward Neural Network with Backpropagation is the best method for the recognition of environments.
The accuracies of the recognition ADL and their environments are different depending on the different stages of the framework for the recognition of ADL and environments. Firstly, the best accuracy for the recognition of the general ADL, presented in previous studies [4, 14] , is 85.89%, implementing DNN using L2 regularization and normalized data. Secondly, the best accuracy for the recognition of the environments is 86.50%, implementing Feedforward neural networks with Backpropagation using non-normalized data. Finally, the recognition of standing activities are always around 100% with all types of neural networks, but, due to the performance, the best method for the implementation in the framework is DNN using L2 regularization and normalized data.
As future work, the methods for the recognition of ADL presented in this study should be implemented during the development of the framework for the identification of ADL and their environments, adapting the method to the number of sensors available on the mobile device. The recognition of the environments allows the framework for identify the location in the indoor/outdoor environments, where the ADL were performed. The recognition of the environment can also improve the recognition of ADL, increasing the number of ADL recognized. The data related to this research is available in a free repository [50] .
