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Abstract
Twelve measurements of inclusive cross sections of W± and Z boson production, per-
formed in proton-proton collisions at centre-of-mass energies of 7 and 8 TeV, are com-
pared with perturbative quantum chromodynamics calculations at next-to-next-to-
leading order (NNLO) accuracy obtained with the CT14, HERAPDF2.0, MMHT14,
and NNPDF3.0 parton distribution functions (PDFs). Data and theory agree well for
all PDF sets, taking into account the experimental and theoretical uncertainties. A
novel procedure is employed to extract the strong coupling constant at the Z pole
mass from a detailed comparison of all the experimental fiducial cross sections to
the corresponding NNLO theoretical predictions, yielding αS(mZ) = 0.1163
+0.0024
−0.0031
(CT14), 0.1072+0.0043−0.0040 (HERAPDF2.0), 0.1186± 0.0025 (MMHT14), and 0.1147± 0.0023
(NNPDF3.0). Using the results obtained with the CT14 and MMHT14 PDFs, which
yield the most robust and stable αS(mZ) extractions, a value αS(mZ) = 0.1175
+0.0025
−0.0028
is determined.
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11 Introduction
In the chiral limit of zero quark masses, the αS coupling is the only free parameter of quantum
chromodynamics (QCD), the theory of the strong interaction between quarks and gluons. Be-
cause of its logarithmic decrease with energy (asymptotic freedom), αS is commonly given at
a reference scale, often taken at the Z pole mass. Its current value, αS(mZ) = 0.1181± 0.0011,
is known with a ±0.9% uncertainty, making it the least precisely known of all interaction cou-
plings in nature [1]. The precision of the strong coupling value plays an important role in
all theoretical calculations of perturbative QCD (pQCD) processes involving partons, and cur-
rently leads to 3–7% uncertainties in key Higgs boson processes, such as the cross sections for
gluon-gluon fusion (gg → H) and associated production with a top quark pair (ttH), as well
as the H → bb, cc, gg partial decay widths [2]. As one of the fundamental parameters of the
standard model (SM), the uncertainties of the QCD coupling value also dominate the propa-
gated parametric uncertainties in the theoretical calculations of the top quark mass [3], as well
as of electroweak (EW) precision observables [4]. Last but not least, αS also impacts physics ap-
proaching the Planck scale, either through the EW vacuum stability [5], or in searches of new
coloured sectors that may modify its running towards the grand unification scale [6, 7].
The current αS(mZ) world-average value is derived from a combination of six subclasses of
(mostly) independent observables measured at various energy scales, which are compared with
pQCD calculations at next-to-next-to-leading order (NNLO), or beyond, accuracy [1]. The only
hadron collider observable so far that provides a constraint on αS at this level of theoretical
accuracy is the total tt cross section [8–10]. One of the paths towards improvement of our
knowledge of the QCD coupling is the inclusion into the world average of new independent
observables sensitive to αS that are experimentally and theoretically known with high preci-
sion [11, 12]. Charged- and neutral-current Drell–Yan processes in their leptonic decay modes,
pp → W± → `±ν` and pp → Z → `+`− with `± = e±, µ±, are the most accurately known
processes currently accessible in proton-proton (pp) collisions at the CERN LHC. Experimen-
tally, the uncertainties in the inclusive V = W±, Z production cross sections measured by the
CMS experiment are between 3 and 5%; these are dominated by the integrated luminosity un-
certainty, whereas the statistical uncertainties are at the subpercent level (Table 1) [13, 14]. On
the theoretical side, the corresponding cross sections are known at NNLO pQCD accuracy [15],
with about 1–4% parton distribution function (PDF), and 0.3–1.3% scale uncertainties [16]. Elec-
troweak corrections, which lead to a few percent reduction of the pure-pQCD W± and Z boson
production cross sections, are known at next-to-leading order (NLO) accuracy [17].
Theoretical calculations [18] indicate that about one fourth of the total V production cross sec-
tions at LHC energies come from partonic processes beyond the Born level, and thereby depend
on the QCD coupling value. By calculating the V production cross sections at NNLO for vary-
ing αS(mZ) values, and by comparing the theoretical predictions to experimental data, one can
therefore derive a value of the strong coupling constant at the Z pole, independent of other
current extractions [19]. By combining such a result with those derived from other methods,
the overall uncertainty in the αS(mZ) world average can eventually be reduced. The use of
inclusive W±, Z boson cross sections to extract the QCD coupling is presented here for the first
time. This method is similar to the one used to extract αS from the inclusive tt cross sections at
hadron colliders [8–10], except that the underlying physical process is quite different. Whereas
σ(tt) depends on αS already at leading order (LO), albeit with ≈5% theoretical and experimen-
tal uncertainties, σ(V) is more precisely known experimentally and theoretically, although at
the Born level its underlying partonic processes are purely EW with a dependence on αS that
comes only through higher-order pQCD corrections (at LO, the σ(V) cross sections also depend
on αS via the PDFs).
2The paper is organised as follows. The experimental setup used in the twelve CMS original
measurements is summarised in Section 2. In Section 3, the theoretical tools used to perform
the calculations are outlined. In Section 4, the experimental and theoretical cross sections with
associated uncertainties, are compared. In Section 5, the method to extract αS(mZ) from the
data-to-theory comparison for each measurement is described, as well as the approach to com-
bine all αS(mZ) estimates into a single value per PDF set that properly takes into account the
experimental and theoretical uncertainties and their correlations. The final αS(mZ) values de-
rived are presented and discussed in Section 6. The work is summarised in Section 7.
2 The CMS detector
The results presented here are based on a phenomenological study of W± and Z boson fidu-
cial cross sections measured by the CMS experiment in pp collisions at centre-of-mass (c.m.)
energies of
√
s = 7 and 8 TeV with integrated luminosities of 38.0 and 18.2 pb−1, respec-
tively [13, 14]. The experimental and theoretical EW boson production cross sections quoted
in the whole paper are to be understood as multiplied by their associated leptonic branching
fractions, but for simplicity are referred to as “cross sections” hereafter. The final states of inter-
est are those with decay charged leptons (electrons or muons) passing the acceptance criteria
listed in Table 1.
The central feature of the CMS apparatus is a superconducting solenoid, of 6 m internal diam-
eter, providing a magnetic field of 3.8 T. Within the field volume are a silicon pixel and strip
tracker, a crystal electromagnetic calorimeter (ECAL), and a brass and scintillator hadron cal-
orimeter. Electrons with pT > 25 GeV are identified as clusters of energy deposits in the ECAL
matched to tracks measured with the silicon tracker. The ECAL fiducial region is defined by
|η| < 1.44 (barrel) or 1.57 < |η| < 2.5 (endcap), where η is the pseudorapidity of the energy
cluster. Muons are measured in gas-ionisation detectors embedded in the steel flux-return yoke
of the magnet. Muons with pT > 20 or 25 GeV and |η| < 2.1 are selected in the analyses. Details
of the CMS detector and its performance can be found elsewhere [20].
Table 1: Summary of the twelve W± and Z boson production cross sections, along with their
individual (and total, added in quadrature) uncertainties, measured with the indicated fiducial
selection criteria on the transverse momentum (p`T) and pseudorapidity (η
`), in the electron
(W±e , Ze) and muon (W±µ , Zµ ) final states, in pp collisions at
√
s = 7 and 8 TeV [13, 14].
Measurement Fiducial cross section
pp at
√
s = 7 TeV [13]
W+e , p
e
T > 25 GeV, |ηe | < 2.5 3404± 12 (stat)± 67 (syst)± 136 (lumi) pb = 3404± 152 pb
W−e , p
e
T > 25 GeV, |ηe | < 2.5 2284± 10 (stat)± 43 (syst)± 91 (lumi) pb = 2284± 101 pb
Ze , p
e
T > 25 GeV, |ηe | < 2.5, 60 < mZ < 120 GeV 452± 5 (stat)± 10 (syst)± 18 (lumi) pb = 452± 21 pb
W+µ , p
µ
T > 25 GeV, |ηµ | < 2.1 2815± 9 (stat)± 42 (syst)± 113 (lumi) pb = 2815± 121 pb
W−µ , p
µ
T > 25 GeV, |ηµ | < 2.1 1921± 8 (stat)± 27 (syst)± 77 (lumi) pb = 1921± 82 pb
Zµ , p
µ
T > 20 GeV, |ηµ | < 2.1, 60 < mZ < 120 GeV 396± 3 (stat)± 7 (syst)± 16 (lumi) pb = 396± 18 pb
pp at
√
s = 8 TeV [14]
W+e , p
e
T > 25 GeV, |ηe | < 1.44, 1.57 < |ηe | < 2.5 3540± 20 (stat)± 110 (syst)± 90 (lumi) pb = 3540± 140 pb
W−e , p
e
T > 25 GeV, |ηe | < 1.44, 1.57 < |ηe | < 2.5 2390± 10 (stat)± 60 (syst)± 60 (lumi) pb = 2390± 90 pb
Ze , p
e
T > 25 GeV, |ηe | < 1.44, 1.57 < |ηe | < 2.5, 60 < mZ < 120 GeV 450± 10 (stat)± 10 (syst)± 10 (lumi) pb = 450± 20 pb
W+µ , p
µ
T > 25 GeV, |ηµ | < 2.1 3100± 10 (stat)± 40 (syst)± 80 (lumi) pb = 3100± 90 pb
W−µ , p
µ
T > 25 GeV, |ηµ | < 2.1 2240± 10 (stat)± 20 (syst)± 60 (lumi) pb = 2240± 60 pb
Zµ , p
µ
T > 25 GeV, |ηµ | < 2.1, 60 < mZ < 120 GeV 400± 10 (stat)± 10 (syst)± 10 (lumi) pb = 400± 20 pb
33 Theoretical calculations
According to the pQCD factorisation theorem [21], the cross section for the production of a
heavy elementary particle in pp collisions can be calculated through the convolution of matrix
elements for the relevant parton-parton subprocesses, computed at a given order in the αS ex-
pansion evaluated at a renormalisation scale µR, and a universal nonperturbative part describ-
ing the parton density at the factorisation energy scale µF and parton fractional momentum xi
in the proton. The production cross section of an EW boson can be written
σ(pp → V+X) =
∫ ∫
dx1dx2 f1(x1, µF) f2(x2, µF) [σˆLO + σˆNLO(αS(µR)) + σˆNNLO(αS(µR)) + · · · ] ,
where the functions fi represent the PDFs of each proton, determined from experimental data,
and the expression in brackets is the perturbative expansion of the underlying partonic cross
sections σˆ. At hadron colliders, the LO production of W± and Z bosons involves the annihila-
tion of a quark-antiquark pair of the same (qq → Z + X) or different (qq ′ → W + X) flavour.
At NLO, the Born terms are supplemented with initial-state real gluon emission, virtual gluon
exchange, and contributions from gluon-quark and gluon-antiquark scattering processes. At
NNLO, additional gluon radiation and virtual exchanges further contribute to the total cross
section [15, 18]. Although at LO the partonic cross sections are independent of αS, the vertices
of the higher-order terms introduce a dependence on αS that enables the determination of the
QCD coupling by comparing high-precision theoretical calculations to the experimental data.
The size of such higher-order corrections [19], encoded in the so-called K-factor, amounts to
K = σNNLO/σLO ≈ 1.25–1.37 as derived with MCFM v.8.0 [16] for the W± and Z cross sections
measured at 7 and 8 TeV in the CMS fiducial acceptance, and indicates that EW boson produc-
tion is indeed sensitive to αS(mZ) at NNLO accuracy.
In this work, the NNLO cross sections are computed with the MCFM code interfaced with
LHAPDF v.6.1.6 [22] to access four different PDFs: CT14 [23], HERAPDF2.0 [24], MMHT14 [25],
and NNPDF3.0 [26]. All these PDFs use as the default central set the one with the QCD cou-
pling constant fixed to αS(mZ) = 0.118 in their global fits of the data, but also provide a variety
of alternative sets with their corresponding central values derived for different fixed values of
αS(mZ). We note, however, that when the QCD coupling constant is left free in their NNLO PDF
fits, the following values are preferred by the different PDF sets: αS(mZ) = 0.115 (CT14) [23],
0.108 (HERAPDF2.0) [24], and 0.1172 (MMHT2014) [25]. The HERAPDF2.0 set is obtained from
fits to HERA deep inelastic scattering (DIS) data only. The CT14, MMHT14, and NNPDF3.0
global fits have been obtained including DIS, fixed target, and LHC measurements. These lat-
ter PDF sets incorporate one or two W± or Z differential CMS distributions at 7 TeV [13] in their
global fits, but did not use any of the twelve absolute inclusive EW boson cross sections listed
in Table 1, and therefore the corresponding values of αS extracted here are truly independent
of the data contributing to the extraction of PDF sets themselves. The so-called Gµ electroweak
scheme, where the input parameters are mW , mZ , and GF, is used in all the predictions. The
leptonic W and Z branching fractions are obtained in MCFM from the theoretical leptonic width
(computed at LO in electroweak accuracy) normalized to the total W and Z widths experimen-
tally measured [1]. All numerical results have been obtained using the latest SM parameters
for particle masses, widths, and couplings [1]. For simplicity, the default value of the charm
quark mass in MCFM and NNPDF3.0, mc = 1.275 GeV, is used for all the calculations—rather
than the preferred values of the other PDF sets: mc = 1.3 GeV (CT14), 1.43 GeV (HERAPDF2.0),
1.4 GeV (MMHT14)—because the computed cross sections vary only by a few per mille, within
the MCFM numerical uncertainty.
The default renormalisation and factorisation scales are set to the corresponding EW boson
4mass for each process, µ = µF = µR = mW ,mZ . For all PDF sets, we computed the NNLO cross
sections at various αS(mZ) values over the range [0.115–0.121]. For NNPDF3.0, the available
values are αS(mZ) = 0.115, 0.117, 0.118, 0.119, and 0.121; and for the other PDF sets they are
αS(mZ) = 0.115, 0.116, 0.117, 0.118, 0.119, 0.120, and 0.121. Technically, the central sets selected
via LHAPDF for this study are: CT14nnlo as 0iii (for iii = 115–121), HERAPDF20 NNLO ALPHAS iii
(for iii = 115–121), MMHT2014nnlo asmzlargerange (with αS(mZ) = 0.115, ..., 0.121 grids), and
NNPDF30 nnlo as 0iii (with iii = 115–121). For the PDF uncertainties, only NNPDF3.0 pro-
vides independent replicas for each αS(mZ) set, which we use in our calculations and uncer-
tainties propagation, whereas the rest of PDFs use the same eigenvalues corresponding to the
set determined with αS(mZ) = 0.118. Calculations are carried out implementing the fiducial
selection criteria for the final-state charged leptons corresponding to each of the six different
measurements (W+e , W
−
e , Ze , W
+
µ , W
−
µ , Zµ ) at
√
s = 7 and 8 TeV listed in Table 1, thereby
providing altogether twelve theoretical cross sections per PDF that can be used to individually
extract αS(mZ).
The PDF uncertainties of the theoretical fiducial cross sections are obtained by taking into ac-
count the different eigenvector sets, or replicas, that come with each of the PDFs. We use the
“official” prescriptions of each PDF set to compute their associated uncertainties. More specifi-
cally, the PDF uncertainties are calculated from the cross sections obtained with the central PDF
member (σ0) and with the rest of eigenvalues or replicas (σi) as follows:
• For CT14, the uncertainty eigenvectors are considered in pairs from the i = 1–56 PDF
members. The largest positive and negative differences from each pair are summed
quadratically to obtain the corresponding positive and negative PDF uncertainties:
∆σ± =
√√√√ 28∑
j=1
max
(
±(σ2j−1 − σ0), ±(σ2j − σ0), 0
)2
.
The CT14 PDF set results in asymmetric uncertainties interpreted as a 90% confi-
dence level interval. To convert those to one standard deviation, as for the rest of
PDF sets, they are divided by a factor of
√
2 erf−1(0.9) ≈ 1.645.
• For HERAPDF2.0, a first asymmetric uncertainty is derived from the so-called ’EIG’
(experimental uncertainties) PDF members, and a second one from the i = 1–10
’VAR’ (variation) members, as for CT14. A third asymmetric uncertainty is taken
from the i = 11–13 VAR members, as the maximum positive and negative differ-
ences ∆σi with respect to σ0. Finally, all positive and negative uncertainties are sep-
arately added quadratically to get the final uncertainties.
• For MMHT14, uncertainties are obtained from its corresponding 50 eigenvalues as
done for CT14.
• For NNPDF3.0, the average cross section σˆ from replica members i = 1–100 is cal-
culated first, and the associated standard deviation,
√
∑100i=1(σi − σˆ)2/99, is taken as
the symmetric PDF uncertainty.
To determine the scale uncertainty associated with missing corrections beyond the NNLO ac-
curacy, the MCFM cross sections are recalculated for each PDF and measurement using factori-
sation and renormalisation scales varied within factors of two, such that the ratio of the two
scales is not less than 0.5 or more than 2. This gives seven combinations: (µF, µR), (µF/2, µR/2),
(µF/2, µR), (µF, µR/2), (2µF, µR), (µF, 2µR), (2µF, 2µR). The largest and smallest cross sections
of the seven combinations are determined, and the scale uncertainty is taken as half the differ-
ence of the extremal values. The scale variation uncertainties amount to 0.5–1% of the theoreti-
5Table 2: Summary of the typical experimental and theoretical uncertainties in the W± and Z
boson production cross sections, and their degree of correlation (details are provided in Sec-
tion 5.3).
Uncertainties Degree of correlation
Experimental:
Integrated luminosity 2–4% fully correlated at a given c.m. energy
Systematic 1–3% partially correlated
Statistical 0.5–2% uncorrelated
Theoretical:
PDF 1–4% partially correlated within each PDF set
Theoretical scale 0.3–1.3% partially correlated
MCFM statistical numerical 0.2–0.6% uncorrelated
cal cross sections.
Since MCFM does not include EW corrections, arising from additional W±, Z, and/or photons
exchanged and/or radiated in the partonic process, those are computed separately. For this
purpose, the MCSANC v.1.01 code [17] is used. For e± final states, we follow the “calorimet-
ric” prescription, proposed in theoretical W± and Z boson production cross section bench-
marking studies at the LHC [27], and recombine any radiated photon with the e± if their rel-
ative distance in the pseudorapidity-azimuth plane is ∆R =
√
(ηe − ηγ)2 + (φe − φγ)2 < 0.1.
For µ± final states, we use directly the “bare” MCSANC cross section. We run MCSANC at
NLO with EW corrections on and off, and compute the corresponding multiplicative factor
KEW = σ(NLO,EW on)/σ(NLO,EW off), which is used to correct the pQCD MCFM results. The
EW corrections, in the range of 1–4%, are all negative, i.e. they reduce the overall cross section
with respect to the pure pQCD result. Since the EW corrections are small, their associated un-
certainties are neglected hereafter because they would propagate into the final computed W±
and Z cross section at a few per mille level, below the numerical uncertainty of the MCFM cal-
culation. Subtracting the EW corrections, rather than applying them multiplicatively via a KEW
factor as done here, gives consistent results within the (neglected) per mille uncertainties. For
simplicity, in the MCSANC calculations, the electron pseudorapidity range 1.44 < |η| < 1.57
(excluded in the actual measurements) is also included, since we are interested in the relative
correction, this small range (present in both the numerator and denominator of the correcting
factor) does not affect the KEW ratio. The roles of photon-induced contributions and of mixed
QCD⊕QED NLO corrections to Drell–Yan processes in pp collisions have been computed in
Refs. [28] and [29], respectively. The impact of such corrections to the inclusive W± and Z cross
sections is at a few per mille level, and also neglected here.
All the relevant sources of uncertainties in the W± and Z boson cross sections are summarised
in Table 2. The largest experimental and theoretical uncertainties come from the integrated
luminosity and PDF knowledge, respectively. Each calculated cross section has a numerical
accuracy, as reported by MCFM, in the range of 0.2–0.6%. Such an uncertainty is commensu-
rate with the typical differences encountered when computing NNLO W± and Z boson cross
sections with different pQCD codes that implement higher-order virtual-real corrections with
various methods [27].
64 EW boson fiducial cross sections: data versus theory
All the experimental and theoretical fiducial cross sections for W+, W−, and Z production in pp
collisions are given in Tables 3 and 4 for 7 and 8 TeV, respectively. For each measurement, the
fiducial cross section definition and the experimental result are listed along with their uncer-
tainties from the different sources listed in Table 2. The theoretical MCFM predictions computed
with all four PDF sets for their preferred default αS(mZ) = 0.118 value are listed including their
associated PDF, αS (obtained, as described in Section 5.2, from the cross section change when
αS(mZ) is modified by ±0.001), and scale uncertainties. For each system, the NLO MCSANC
EW correction factors (absolute and relative) are also listed. For the results at
√
s = 8 TeV, the
theoretical result obtained with the alternative FEWZ NNLO pQCD calculator [30], using the
MSTW2008 PDF set [31] as provided in the original Ref. [14], is also listed to show the very
similar theoretical predictions expected with an alternative NNLO code and a pre-LHC PDF
set.
For each of the twelve experimental W± and Z boson cross section measurements listed in
Table 1, we have computed their corresponding theoretical NNLO pQCD predictions using
the four PDF sets and five to seven different values of αS(mZ). It is important to stress again
that, for each QCD coupling constant, we use the specific PDF sets that are associated with
that particular αS(mZ) value. We calculated the NLO EW corrections using NNPDF3.0 and
αS(mZ) = 0.118. By comparing the whole set of theoretical calculations to the experimental
data, a preferred value of the QCD coupling constant can be derived for each PDF set as ex-
plained in the next section. Figures 1–2 show the fiducial cross sections as a function of αS(mZ),
with the experimental values indicated by the horizontal black line with the inner grey band
showing the integrated luminosity uncertainty, and the outer darker band showing the total
experimental uncertainties added in quadrature. The filled ellipses represent the contours of
the joint probability density functions (Jpdfs) of the theoretical and experimental results, with
a width representing a two-dimensional one standard deviation obtained from the product of
the probability densities of the experimental and theoretical results for each PDF, as described
in the next section. For any fixed value of αS(mZ), a hierarchy of W±, Z theoretical cross sec-
tions is apparent with HERAPDF2.0 predictions tending to be systematically above the data,
and the NNPDF3.0 ones below the latter. In between the results of these two PDF sets, the cross
sections derived with MMHT14 tend to be above those with CT14, although they are often very
similar and overlap most of the time. Alternatively, the results of Figs. 1–2 indicate that, in or-
der to reproduce the experimental cross sections, HERAPDF2.0 (NNPDF3.0) tends in general to
prefer a smaller (larger) value of αS(mZ) than other PDFs, and that the predictions from CT14
and MMHT14 tend to be less scattered over the αS(mZ) axis than those from HERAPDF2.0
and NNPDF3.0. The HERAPDF2.0 (MMHT14) filled ellipses have the smallest (largest) rela-
tive slope as a function of αS(mZ). A larger slope is advantageous for extracting the strong
coupling constant, because this means that the underlying αS(mZ) value in the calculations has
a larger impact on the computed cross sections, also leading to a lower propagated uncertainty
in the αS(mZ) value derived by comparing the theoretical prediction to the experimental value.
Overall, the theoretical predictions computed using the world-average value of the QCD cou-
pling constant (vertical dashed line in Figs. 1–2) agree well with the experimental values within
the uncertainties. The level of data-theory agreement can be quantified with a goodness-of-fit
test, χ2 = ξi(M−1)ijξ j, where M is the covariance matrix taking all the uncertainties and their
correlations into account, as explained in Section 5.3, and ξi = σi,th − σi,exp is the difference
between theoretical and experimental cross sections for each PDF set. In the χ2 calculation, the
asymmetric uncertainties of the CT14, HERAPDF2.0, and MMHT14 PDF sets are symmetrised
7Table 3: Experimental and theoretical fiducial cross sections for W± and Z production in pp col-
lisions at
√
s = 7 TeV, with the uncertainty sources listed in Table 2. The NNLO pQCD results
are obtained with MCFM for αS(mZ) = 0.118 using the CT14, HERAPDF2.0, MMHT14, and
NNPDF3.0 PDF sets. (The quoted αS uncertainties are derived from the cross section changes
when αS(mZ) is modified by ±0.001). The NLO EW corrections are computed with MCSANC
.
System Fiducial cross section
pp →W+(e+ν) + X, √s = 7 TeV (peT > 25 GeV, |ηe | < 2.5)
Measurement [13] 3404± 12 (stat)± 67 (syst)± 136 (lumi) pb
MCFM (NNLO, CT14) 3361 +93−94 (PDF)± 30 (αS)± 49 (scale)± 18 (stat) pb
MCFM (NNLO, HERAPDF2.0) 3574 +63−94 (PDF)± 19 (αS)± 33 (scale)± 23 (stat) pb
MCFM (NNLO, MMHT14) 3407 +92−74 (PDF)± 37 (αS)± 31 (scale)± 18 (stat) pb
MCFM (NNLO, NNPDF3.0) 3345± 70 (PDF)± 32 (αS)± 29 (scale)± 18 (stat) pb
MCSANC (NLO EW correction, NNPDF3.0) −36 pb (−1.1%)
pp →W−(e−ν) + X, √s = 7 TeV (peT > 25 GeV, |ηe | < 2.5)
Measurement [13] 2284± 10 (stat)± 43 (syst)± 91 (lumi) pb
MCFM (NNLO, CT14) 2235 +66−57 (PDF)± 19 (αS)± 19 (scale)± 7 (stat) pb
MCFM (NNLO, HERAPDF2.0) 2319 +21−51 (PDF)± 8 (αS)± 19 (scale)± 7 (stat) pb
MCFM (NNLO, MMHT14) 2248 +28−62 (PDF)± 23 (αS)± 17 (scale)± 7 (stat) pb
MCFM (NNLO, NNPDF3.0) 2192± 47 (PDF)± 16 (αS)± 16 (scale)± 7 (stat) pb
MCSANC (NLO EW correction, NNPDF3.0) −24 pb (−1.1%)
pp → Z(e+e−) + X, √s = 7 TeV (peT > 25 GeV, |ηe | < 2.5, 60 < mZ < 120 GeV)
Measurement [13] 452± 5 (stat)± 10 (syst)± 18 (lumi) pb
MCFM (NNLO, CT14) 430 +11−13 (PDF)± 4 (αS)± 2 (scale)± 1 (stat) pb
MCFM (NNLO, HERAPDF2.0) 444 +4−12 (PDF)± 2 (αS)± 2 (scale)± 1 (stat) pb
MCFM (NNLO, MMHT14) 433 +6−10 (PDF)± 5 (αS)± 3 (scale)± 1 (stat) pb
MCFM (NNLO, NNPDF3.0) 421± 9 (PDF)± 3 (αS)± 2 (scale)± 1 (stat) pb
MCSANC (NLO EW correction, NNPDF3.0) −12 pb (−2.6%)
pp →W+(µ+ν) + X, √s = 7 TeV (pµT > 25 GeV, |ηµ | < 2.1)
Measurement [13] 2815± 9 (stat)± 42 (syst)± 113 (lumi) pb
MCFM (NNLO, CT14) 2827 +65−110 (PDF)± 29 (αS)± 21 (scale)± 13 (stat) pb
MCFM (NNLO, HERAPDF2.0) 2976 +42−118 (PDF)± 16 (αS)± 37 (scale)± 15 (stat) pb
MCFM (NNLO, MMHT14) 2833 +63−90 (PDF)± 29 (αS)± 17 (scale)± 16 (stat) pb
MCFM (NNLO, NNPDF3.0) 2806± 62 (PDF)± 26 (αS)± 29 (scale)± 15 (stat) pb
MCSANC (NLO EW correction, NNPDF3.0) −64 pb (−2.2%)
pp →W−(µ−ν) + X, √s = 7 TeV (pµT > 25 GeV, |ηµ | < 2.1)
Measurement [13] 1921± 8 (stat)± 27 (syst)± 77 (lumi) pb
MCFM (NNLO, CT14) 1915 +43−68 (PDF)± 19 (αS)± 16 (scale)± 6 (stat) pb
MCFM (NNLO, HERAPDF2.0) 1976 +33−29 (PDF)± 8 (αS)± 19 (scale)± 6 (stat) pb
MCFM (NNLO, MMHT14) 1937 +33−41 (PDF)± 20 (αS)± 17 (scale)± 6 (stat) pb
MCFM (NNLO, NNPDF3.0) 1877± 40 (PDF)± 13 (αS)± 17 (scale)± 6 (stat) pb
MCSANC (NLO EW correction, NNPDF3.0) −42 pb (−2.2%)
pp → Z(µ+µ−) + X, √s = 7 TeV (pµT > 20 GeV, |ηµ | < 2.1, 60 < mZ < 120 GeV)
Measurement [13] 396± 3 (stat)± 7 (syst)± 16 (lumi) pb
MCFM (NNLO, CT14) 380 +7−16 (PDF)± 3 (αS)± 2 (scale)± 1 (stat) pb
MCFM (NNLO, HERAPDF2.0) 392 +6−6 (PDF)± 2 (αS)± 2 (scale)± 1 (stat) pb
MCFM (NNLO, MMHT14) 382 +11−4 (PDF)± 4 (αS)± 2 (scale)± 1 (stat) pb
MCFM (NNLO, NNPDF3.0) 373± 8 (PDF)± 3 (αS)± 2 (scale)± 1 (stat) pb
MCSANC (NLO EW correction, NNPDF3.0) −14 pb (−3.9%)
8Table 4: Experimental and theoretical fiducial cross sections for W± and Z production in pp
collisions at
√
s = 8 TeV, with the uncertainty sources listed in Table 2. The NNLO pQCD
results are obtained with MCFM for αS(mZ) = 0.118 using the CT14, HERAPDF2.0, MMHT14,
and NNPDF3.0 PDF sets, as well as with FEWZ using the MSTW2008 PDF. (The quoted αS
uncertainties are derived from the cross section changes when αS(mZ) is modified by ±0.001).
The NLO EW corrections are computed with MCSANC
.
System Fiducial cross section
pp →W+(e+ν) + X, √s = 8 TeV (peT > 25 GeV, |ηe | < 1.44, 1.57 < |ηe | < 2.5)
Measurement [14] 3540± 20 (stat)± 110 (syst)± 90 (lumi) pb
FEWZ (NNLO, MSTW2008) [14] 3450± 120 pb
MCFM (NNLO, CT14) 3522 +113−123 (PDF)± 23 (αS)± 35 (scale)± 21 (stat) pb
MCFM (NNLO, HERAPDF2.0) 3721 +127−97 (PDF)± 13 (αS)± 48 (scale)± 22 (stat) pb
MCFM (NNLO, MMHT14) 3581 +61−137 (PDF)± 36 (αS)± 38 (scale)± 20 (stat) pb
MCFM (NNLO, NNPDF3.0) 3515± 75 (PDF)± 34 (αS)± 42 (scale)± 20 (stat) pb
MCSANC (NLO EW correction, NNPDF3.0) −45 pb (−1.2%)
pp →W−(e−ν) + X, √s = 8 TeV (peT > 25 GeV, |ηe | < 1.44, 1.57 < |ηe | < 2.5)
Measurement [14] 2390± 10 (stat)± 60 (syst)± 60 (lumi) pb
FEWZ (NNLO, MSTW2008) [14] 2380± 90 pb
MCFM (NNLO, CT14) 2426 +69−61 (PDF)± 24 (αS)± 14 (scale)± 8 (stat) pb
MCFM (NNLO, HERAPDF2.0) 2513 +51−44 (PDF)± 11 (αS)± 21 (scale)± 10 (stat) pb
MCFM (NNLO, MMHT14) 2445 +40−67 (PDF)± 28 (αS)± 26 (scale)± 8 (stat) pb
MCFM (NNLO, NNPDF3.0) 2375± 51 (PDF)± 17 (αS)± 14 (scale)± 8 (stat) pb
MCSANC (NLO EW correction, NNPDF3.0) −30 pb (−1.2%)
pp → Z(e+e−) + X, √s = 8 TeV (peT > 25 GeV, |ηe | < 1.44, 1.57 < |ηe | < 2.5,
60 < mZ < 120 GeV)
Measurement [14] 450± 10 (stat)± 10 (syst)± 10 (lumi) pb
FEWZ (NNLO, MSTW2008) [14] 450± 20 pb
MCFM (NNLO, CT14) 437 +11−15 (PDF)± 4 (αS)± 2 (scale)± 1 (stat) pb
MCFM (NNLO, HERAPDF2.0) 451 +7−11 (PDF)± 2 (αS)± 2 (scale)± 1 (stat) pb
MCFM (NNLO, MMHT14) 441 +11−6 (PDF)± 5 (αS)± 3 (scale)± 1 (stat) pb
MCFM (NNLO, NNPDF3.0) 429± 9 (PDF)± 3 (αS)± 2 (scale)± 1 (stat) pb
MCSANC (NLO EW correction, NNPDF3.0) −13 pb (−2.7%)
pp →W+(µ+ν) + X, √s = 8 TeV (pµT > 25 GeV, |ηµ | < 2.1)
Measurement [14] 3100± 10 (stat)± 40 (syst)± 80 (lumi) pb
FEWZ (NNLO, MSTW2008) [14] 3140± 110 pb
MCFM (NNLO, CT14) 3108 +94−87 (PDF)± 25 (αS)± 34 (scale)± 19 (stat) pb
MCFM (NNLO, HERAPDF2.0) 3309 +20−153 (PDF)± 18 (αS)± 34 (scale)± 17 (stat) pb
MCFM (NNLO, MMHT14) 3148 +67−95 (PDF)± 33 (αS)± 29 (scale)± 15 (stat) pb
MCFM (NNLO, NNPDF3.0) 3095± 69 (PDF)± 30 (αS)± 21 (scale)± 18 (stat) pb
MCSANC (NLO EW correction, NNPDF3.0) −77 pb (−2.4%)
pp →W−(µ−ν) + X, √s = 8 TeV (pµT > 25 GeV, |ηµ | < 2.1)
Measurement [14] 2240± 10 (stat)± 20 (syst)± 60 (lumi) pb
FEWZ (NNLO, MSTW2008) [14] 2220± 80 pb
MCFM (NNLO, CT14) 2187 +74−56 (PDF)± 19 (αS)± 14 (scale)± 6 (stat) pb
MCFM (NNLO, HERAPDF2.0) 2274 +40−20 (PDF)± 10 (αS)± 17 (scale)± 7 (stat) pb
MCFM (NNLO, MMHT14) 2200 +42−36 (PDF)± 23 (αS)± 20 (scale)± 7 (stat) pb
MCFM (NNLO, NNPDF3.0) 2148± 48 (PDF)± 16 (αS)± 17 (scale)± 7 (stat) pb
MCSANC (NLO EW correction, NNPDF3.0) −47 pb (−2.1%)
pp → Z(µ+µ−) + X, √s = 8 TeV (pµT > 25 GeV, |ηµ | < 2.1, 60 < mZ < 120 GeV)
Measurement [14] 400± 10 (stat)± 10 (syst)± 10 (lumi) pb
FEWZ (NNLO, MSTW2008) [14] 400± 10 pb
MCFM (NNLO, CT14) 389 +12−12 (PDF)± 3 (αS)± 2 (scale)± 1 (stat) pb
MCFM (NNLO, HERAPDF2.0) 401 +6−8 (PDF)± 2 (αS)± 2 (scale)± 1 (stat) pb
MCFM (NNLO, MMHT14) 391 +11−3 (PDF)± 4 (αS)± 2 (scale)± 1 (stat) pb
MCFM (NNLO, NNPDF3.0) 381± 8 (PDF)± 3 (αS)± 2 (scale)± 1 (stat) pb
MCSANC (NLO EW correction, NNPDF3.0) −16 pb (−3.9%)
9Figure 1: Experimental fiducial cross section for the production of W+e (upper left) and W
+
µ (up-
per right), W−e (middle left) and W
−
µ (middle right), and Ze (lower left) and Zµ (lower right) in
pp collisions at
√
s = 7 TeV compared to the corresponding joint probability density functions
(elliptical contours, see text) obtained with four different PDFs as a function of αS(mZ) and σ.
The experimental measurements are plotted as a horizontal black line with the inner grey band
indicating the integrated luminosity uncertainty, and the outer darker band showing all exper-
imental uncertainties added in quadrature. The filled ellipses are obtained from the product of
the probability distributions of the experimental and theoretical results for each PDF, and rep-
resent the two-dimensional one standard deviation. The points where the filled ellipses cross
the vertical dashed line at αS(mZ) = 0.118 indicate the most likely cross section interval that
would be obtained using the baseline QCD coupling constant value of all PDF sets.
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Figure 2: Same as Fig. 1 for the production of W+e (upper left) and W
+
µ (upper right), W
−
e
(middle left) and W−µ (middle right), and Ze (lower left) and Zµ (lower right) in pp collisions
at
√
s = 8 TeV .
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to the largest of the two values and also separately to the smallest of the two values. The results
are listed in Table 5.
Table 5: Overall goodness-of-fit per number of degrees of freedom, χ2/ndf, among the twelve
experimental measurements of W± and Z boson production cross sections and the corre-
sponding theoretical calculations obtained with the four different PDF sets for their default
αS(mZ) = 0.118 value. The first (second) row is obtained symmetrising the PDF uncertainties
of the cross sections obtained with the CT14, HERAPDF2.0, and MMHT14 sets to the largest
(smallest) of their respective values.
CT14 HERAPDF2.0 MMHT14 NNPDF3.0
χ2/ndf (symmetrised to the largest PDF uncertainty value) 12.0/11 11.0/11 9.0/11 31.7/11
χ2/ndf (symmetrised to the smallest PDF uncertainty value) 15.2/11 28.3/11 13.9/11 31.7/11
5 Extraction of the QCD coupling constant
5.1 Extraction of αS(mZ) for each single W± and Z cross section measurement
The dependence of the theoretical cross sections on the QCD coupling constant αS(mZ), shown
in Figs. 1–2, is fitted through a linear χ2-minimisation procedure over αS(mZ) ∈ [0.115, 0.121],
to extract the slope k. Over the considered αS(mZ) range, the empirical linear fit describes
well the observed αS-dependence of the theoretical cross section for all PDF sets. The value
of αS(mZ) preferred by each individual measurement is determined by the crossing point of
the fitted linear theoretical curve with the experimental horizontal line. The resulting αS(mZ)
values are listed in Table 6. For each theoretical point used in the fit, the uncertainty in the cross
section is given by the quadratic sum of its associated PDF, scale, and numerical uncertainties.
In order to exploit the dependence of σth(V) on αS to quantitatively derive the latter, a joint
probability density function is constructed for each PDF prediction, as explained next. When
the theoretical cross section value has positive and negative uncertainties δ+-, the experimental
cross section is σexp with uncertainty δexp, the slope of the fit is k, and the fitted QCD coupling
constant is αS(mZ), then the Jpdf as a function of σ and αS is proportional to
exp
−12
(σ− σexp
δexp
)2
+
(
σ− σexp − k(αS − αS(mZ))
δ+-
)2 . (1)
The sign of (σ− σexp− k(αS− αS(mZ))) determines which of the δ+- is used. For symmetric un-
certainties the Jpdfs have elliptical contours, but for asymmetric ones they are two filled ellipses
combined together. This procedure is repeated for all the twelve different measurements and
for all four PDF sets, and plotted as the filled ellipses shown in Figs. 1–2, where each coloured
area corresponds to one two-dimensional (in σ and αS(mZ)) standard deviation.
5.2 Propagation of αS(mZ) uncertainties
Appropriate propagation of the separated experimental and theoretical uncertainties into each
value of αS(mZ) obtained from each particular W± and Z measurement, is crucial to combine
all estimates taking into account their correlations, and extract a single final αS(mZ) result. The
method employed to determine the individual sources of uncertainties associated with a given
αS(mZ) value is similar to that used in Refs. [8, 9] for the αS(mZ) extraction from inclusive tt
cross sections. In summary, each source of uncertainty δσ propagates into a corresponding
αS(mZ) uncertainty through δσ/k, where k is the slope of the fit of the theoretical cross section
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Table 6: Extracted αS(mZ) values from the different data-theory W± and Z boson production
cross section comparisons for each PDF set, with associated uncertainties from different ex-
perimental (statistical, integrated luminosity, and systematic) and theoretical (PDF, scale, and
numerical) sources.
Cross section PDF αS(mZ) (total) δαS (stat) δαS (lumi) δαS (syst) δαS(PDF) δαS(scale) δαS (num)
W+e (7 TeV) CT14 0.1193
+0.0062
−0.0062 0.0004 0.0046 0.0022
+0.0031
−0.0032 0.0017 0.0006
HERAPDF2.0 0.1108 +0.0090−0.0097 0.0006 0.0072 0.0035
+0.0033
−0.0050 0.0017 0.0012
MMHT14 0.1179 +0.0049−0.0047 0.0003 0.0037 0.0018
+0.0025
−0.0020 0.0008 0.0005
NNPDF3.0 0.1200 +0.0054−0.0054 0.0004 0.0043 0.0021
+0.0022
−0.0022 0.0009 0.0006
W−e (7 TeV) CT14 0.1208
+0.0064
−0.0061 0.0005 0.0047 0.0022
+0.0034
−0.0030 0.001 0.0004
HERAPDF2.0 0.1152 +0.0136−0.0149 0.0013 0.0118 0.0056
+0.0027
−0.0066 0.0025 0.0009
MMHT14 0.1195 +0.0047−0.0053 0.0004 0.0040 0.0019
+0.0012
−0.0027 0.0007 0.0003
NNPDF3.0 0.1239 +0.0073−0.0073 0.0007 0.0060 0.0028
+0.0029
−0.0029 0.0011 0.0005
Ze (7 TeV) CT14 0.1247
+0.0068
−0.0070 0.0014 0.0051 0.0028
+0.0031
−0.0036 0.0004 0.0003
HERAPDF2.0 0.1226 +0.0106−0.0121 0.0025 0.0088 0.0049
+0.0018
−0.0061 0.0007 0.0005
MMHT14 0.1222 +0.0047−0.0050 0.0011 0.0038 0.0021
+0.0012
−0.0022 0.0006 0.0002
NNPDF3.0 0.1279 +0.0074−0.0074 0.0016 0.0058 0.0032
+0.0027
−0.0027 0.0007 0.0003
W+µ (7 TeV) CT14 0.1178
+0.0049
−0.0058 0.0003 0.0040 0.0015
+0.0023
−0.0039 0.0007 0.0005
HERAPDF2.0 0.1085 +0.0083−0.0108 0.0006 0.0070 0.0026
+0.0026
−0.0073 0.0023 0.0009
MMHT14 0.1170 +0.0048−0.0053 0.0003 0.0039 0.0015
+0.0022
−0.0031 0.0006 0.0006
NNPDF3.0 0.1185 +0.0054−0.0054 0.0003 0.0044 0.0016
+0.0022
−0.0022 0.0011 0.0006
W−µ (7 TeV) CT14 0.1186
+0.0050
−0.0057 0.0004 0.0041 0.0014
+0.0023
−0.0036 0.0009 0.0003
HERAPDF2.0 0.1109 +0.0111−0.0109 0.001 0.0094 0.0033
+0.0040
−0.0035 0.0023 0.0008
MMHT14 0.1177 +0.0046−0.0047 0.0004 0.0039 0.0014
+0.0017
−0.0021 0.0009 0.0003
NNPDF3.0 0.1212 +0.0070−0.0070 0.0006 0.0058 0.0020
+0.0029
−0.0029 0.0013 0.0004
Zµ (7 TeV) CT14 0.1232
+0.0062
−0.0077 0.001 0.0051 0.0022
+0.0023
−0.0051 0.0005 0.0003
HERAPDF2.0 0.1200 +0.0108−0.0108 0.0017 0.0092 0.0040
+0.0034
−0.0034 0.0012 0.0005
MMHT14 0.1213 +0.0051−0.0045 0.0007 0.0039 0.0017
+0.0027
−0.001 0.0005 0.0002
NNPDF3.0 0.1261 +0.0070−0.0070 0.0011 0.0057 0.0025
+0.0028
−0.0028 0.0007 0.0003
W+e (8 TeV) CT14 0.1181
+0.0081
−0.0083 0.0009 0.0039 0.0047
+0.0049
−0.0053 0.0015 0.0009
HERAPDF2.0 0.1030 +0.0154−0.0140 0.0015 0.0070 0.0085
+0.0099
−0.0075 0.0037 0.0017
MMHT14 0.1172 +0.0045−0.0057 0.0006 0.0025 0.0031
+0.0017
−0.0039 0.0011 0.0006
NNPDF3.0 0.1188 +0.0049−0.0049 0.0006 0.0027 0.0032
+0.0022
−0.0022 0.0012 0.0006
W−e (8 TeV) CT14 0.1169
+0.0046
−0.0044 0.0004 0.0025 0.0025
+0.0029
−0.0025 0.0006 0.0003
HERAPDF2.0 0.1066 +0.0098−0.0094 0.001 0.0057 0.0057
+0.0049
−0.0042 0.0020 0.0009
MMHT14 0.1163 +0.0036−0.0041 0.0004 0.0022 0.0022
+0.0014
−0.0025 0.001 0.0003
NNPDF3.0 0.1187 +0.0059−0.0059 0.0006 0.0035 0.0035
+0.0029
−0.0029 0.0008 0.0005
Ze (8 TeV) CT14 0.1216
+0.0056
−0.0062 0.0027 0.0027 0.0027
+0.0029
−0.0040 0.0007 0.0003
HERAPDF2.0 0.1173 +0.0084−0.0093 0.0045 0.0045 0.0045
+0.0031
−0.0051 0.0009 0.0005
MMHT14 0.1201 +0.0044−0.0039 0.0021 0.0021 0.0021
+0.0023
−0.0013 0.0006 0.0002
NNPDF3.0 0.1245 +0.0060−0.0060 0.0031 0.0031 0.0031
+0.0027
−0.0027 0.0006 0.0003
W+µ (8 TeV) CT14 0.1173
+0.0055
−0.0053 0.0004 0.0032 0.0016
+0.0038
−0.0035 0.0014 0.0008
HERAPDF2.0 0.1076 +0.0055−0.0101 0.0006 0.0045 0.0022
+0.0011
−0.0085 0.0019 0.0009
MMHT14 0.1168 +0.0035−0.0041 0.0003 0.0024 0.0012
+0.0020
−0.0029 0.0009 0.0005
NNPDF3.0 0.1182 +0.0038−0.0038 0.0003 0.0027 0.0013
+0.0022
−0.0022 0.0007 0.0006
W−µ (8 TeV) CT14 0.1209
+0.0053
−0.0046 0.0005 0.0032 0.0011
+0.0039
−0.0030 0.0008 0.0003
HERAPDF2.0 0.1147 +0.0081−0.0072 0.0010 0.0062 0.0021
+0.0041
−0.0021 0.0018 0.0007
MMHT14 0.1195 +0.0035−0.0034 0.0004 0.0026 0.0009
+0.0019
−0.0016 0.0009 0.0003
NNPDF3.0 0.1238 +0.0052−0.0052 0.0006 0.0039 0.0013
+0.0029
−0.0029 0.0011 0.0004
Zµ (8 TeV) CT14 0.1220
+0.0067
−0.0069 0.0032 0.0032 0.0032
+0.0037
−0.0040 0.0006 0.0003
HERAPDF2.0 0.1170 +0.0112−0.0116 0.0060 0.0060 0.0060
+0.0036
−0.0048 0.0013 0.0006
MMHT14 0.1202 +0.0050−0.0043 0.0024 0.0024 0.0024
+0.0027
−0.0007 0.0005 0.0002
NNPDF3.0 0.1244 +0.0066−0.0066 0.0034 0.0034 0.0034
+0.0028
−0.0028 0.0006 0.0003
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versus αS(mZ). The validity of such a simple propagation of uncertainties can be demonstrated
calculating first a theoretical uncertainty distribution by adding up quadratically the PDF, scale,
and numerical uncertainties assuming Gaussian distributions (for the asymmetric PDF uncer-
tainties, only the largest of the positive and negative uncertainties are used). Then, a Jpdf can
be derived from the product of the theoretical and experimental distributions fth(σ|αS(mZ))
and fexp(σ). Integration over σ gives the marginalised posterior
P(αS) =
∫
fexp(σ) fth(σ|αS)dσ.
The expected value of the theoretical probability distribution changes linearly according to the
fitted first-order polynomial, but all the theoretical and experimental uncertainties remain the
same for all αS(mZ) values. Since all the uncertainties have Gaussian distributions and the
marginalisation is, in essence, a convolution, the resulting αS(mZ) posterior will be also Gaus-
sian, with the impact of each cross section uncertainty adding quadratically to the αS(mZ) un-
certainty. More specifically, each cross section uncertainty source δσ will result in a propagated
αS(mZ) uncertainty in δσ/k size, where k is the slope of the linear fit to theoretical calculations.
In this demonstration, we symmetrised the PDF uncertainties for simplicity, but the δσ/k pre-
scription will be also used hereafter for the case of asymmetric uncertainties. All the extracted
αS(mZ) values, along with the uncertainty breakdowns from every source, for each system and
PDF set are given in Table 6. The results from the MMHT14 PDF feature the extracted αS(mZ)
values with the lowest overall uncertainty, in some cases as low as 3%.
5.3 Combination of all individual αS(mZ) values
From the twelve αS(mZ) extractions per PDF set listed in Table 6, we can determine a sin-
gle αS(mZ) value by appropriately combining them taking into account their uncorrelated,
partially-, and fully-correlated experimental and theoretical uncertainties. For this, the pro-
gram CONVINO v1.2 [32] is employed, which uses a χ2 minimisation to determine the best
estimate. In the current analysis, the Neyman χ2 code option is always used. As an indepen-
dent cross-check, we confirm that, for symmetric uncertainties, the results are identical to those
obtained with the BLUE method [33]. The following correlation coefficients are used:
• The integrated luminosity uncertainty is fully correlated for all αS(mZ) results ob-
tained at the same
√
s, but fully uncorrelated between the two different c.m. ener-
gies.
• The experimental systematic uncertainty is partially correlated. Since the exact cor-
relation values impact the final result, a dedicated study of the correlations is carried
out in Section 5.3.1.
• The experimental statistical uncertainty is fully uncorrelated among αS(mZ) extrac-
tions.
• The PDF uncertainty is partially correlated for the αS(mZ) values extracted with the
same PDF set, as discussed in detail in Section 5.3.2.
• The scale uncertainty is partially correlated, as explained in Section 5.3.2.
• The theoretical numerical uncertainty is fully uncorrelated among αS(mZ) extrac-
tions.
By properly implementing all the uncertainties and their correlations in CONVINO, we can de-
rive a single final combined αS(mZ) value and associated uncertainties for each PDF set.
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5.3.1 Correlations among the experimental systematic uncertainties
For all the experimental measurements of the cross sections, the size of their systematic un-
certainties of each type are listed in Table 7. The absolute uncertainties are given in the same
proportions as in Table 7, but rescaled such that they add up quadratically to the total experi-
mental systematic uncertainty listed in Tables 3 and 4.
Table 7: Breakdown of the experimental systematic uncertainties (in percent) for each of the
W± and Z boson production cross section measurements at 7 and 8 TeV [13, 14].
Measurement W+e W
−
e Ze W
+
µ W
−
µ Zµ
7 TeV
Lepton reconstruction and identification 1.5 1.5 1.8 0.9 0.9 —
Muon trigger inefficiency — — — 0.5 0.5 0.5
Energy scale and resolution 0.5 0.6 0.12 0.19 0.25 0.35
Missing pT scale and resolution 0.3 0.3 — 0.2 0.2 —
Background subtraction and modelling 0.3 0.5 0.14 0.4 0.5 0.28
8 TeV
Lepton reconstruction and identification 2.8 2.5 2.8 1.0 0.9 1.1
Energy scale and resolution 0.4 0.7 0.0 0.3 0.3 0.0
Missing pT scale and resolution 0.8 0.7 — 0.5 0.5 —
Background subtraction and modelling 0.2 0.3 0.4 0.2 0.1 0.4
The detailed correlations between the different uncertainty sources of Table 7 are listed in Ta-
bles 10 to 14 of the Appendix. By using the experimental systematic uncertainty breakdown
and the correlations between the uncertainties, the total correlations between the experimental
uncertainty sources can be calculated using the formula
ρij =
∑k ρk,ij δσk,i δσk,j√
∑k δσ2k,i
√
∑k δσ2k,j
, (2)
where the subscript k labels the uncertainty (e.g. background subtraction), and i, j denote the
associated measurement (e.g. W+e at 7 TeV). The calculated total correlations among experi-
mental systematic uncertainties are given in Table 15 of the Appendix. Many of the propa-
gated experimental uncertainties appear strongly correlated. To give an idea of the correlations
among αS(mZ) estimates taking into account all the uncertainty sources, both experimental
and theoretical, an example correlation matrix for the NNPDF3.0 set is given in Table 16 of the
Appendix. One can see that many of the αS(mZ) values derived within a given PDF set are
strongly correlated, especially across the same
√
s.
5.3.2 Correlations among PDF and scale uncertainties
In the theoretical cross section calculations, the PDF uncertainties are in the range of a few
percent, scale uncertainty up to one percent, and numerical uncertainty around half a percent
(Tables 3 and 4). The MCFM numerical uncertainty cannot be neglected because differences with
respect to the prediction computed with the central eigenvalue/replica members are used to
calculate the PDF uncertainties. The cross sections for the central PDF members have intrinsic
numerical fluctuations that impact the PDF uncertainty magnitude, asymmetry, and also the
correlations among theoretical uncertainties. To take this into account, a Pearson correlation
coefficient is calculated for each pair of measurements and for each PDF set using the cross sec-
tions from all the PDF members that were used in calculating the PDF uncertainty. Similarly
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for the scale uncertainties, for each pair of measurements the Pearson correlation coefficient is
calculated using the results obtained from varying the theoretical scales. The correlations are
mostly in the 0.8–0.9, 0.4–0.7, 0.2–0.6, and 0.9–1.0 ranges for CT14, HERAPDF2.0, MMHT14,
and NNPDF3.0, respectively. The scale correlations are around 0.6–0.9. When combining the
αS(mZ) estimates, the specific correlation coefficient calculated for every specific pair of esti-
mates is used.
6 Results and discussion
Figure 3 shows the individual results (error bars) and the final combined αS(mZ) value (coloured
areas) obtained per PDF, as explained in the previous section. The width of the coloured areas
in the plot indicates the size of the total propagated uncertainty in the final αS(mZ) derived
for each PDF set. Table 8 lists the final αS(mZ) values determined for each PDF set through
the combination of the twelve individual extractions. The total uncertainties amount to 2.0%
for MMHT14 and NNPDF3.0, 2.3% for CT14, and ≈4% for HERAPDF2.0. The total αS(mZ)
uncertainties derived for NNPDF3.0 are symmetric by construction, and are also symmetric at
the end for MMHT14 within the accuracy given. Small asymmetries remain for the final CT14
and HERAPDF2.0 results. The dominant source of experimental uncertainty is the integrated
luminosity, whereas on the theoretical side it is the knowledge of the parton densities. The last
column of Table 8 lists the goodness-of-fit per degree of freedom (χ2/ndf) of the final single
combined result compared to the twelve individual αS(mZ) extractions.
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Figure 3: Individual αS(mZ) values extracted from each measured W± and Z boson produc-
tion cross section (bars), and final αS(mZ) values obtained combining the twelve individual
determinations (vertical coloured areas), for each PDF set.
The αS(mZ) results obtained with HERAPDF2.0 and NNPDF3.0 show various differences with
respect to those derived with the CT14 and MMHT14 sets. First, the QCD coupling constant
derived with HERAPDF2.0, αS(mZ) = 0.1072
+0.0043
−0.0040, is between 1.7 and 2.7 standard deviations
smaller than the rest of extractions (Fig. 4 left). Although as discussed later, in the context
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Table 8: Strong coupling constant αS(mZ) values extracted per PDF set by combining all the
individual results obtained for each W± and Z boson production cross section measurements
(Table 6), listed along with their total and individual uncertainties. The last column tabulates
the goodness-of-fit per degree of freedom χ2/ndf of the final single combined result compared
to the twelve individual αS(mZ) extractions.
PDF αS(mZ) δ (stat) δ (lumi) δ (syst) δ(PDF) δ(scale) δ(num) χ2/ndf
CT14 0.1163+0.0024−0.0031 0.0007 0.0013 0.0010
+0.0016
−0.0022 0.0009 0.0006 13.3/11
HERAPDF2.0 0.1072+0.0043−0.0040 0.0012 0.0027 0.0012
+0.0027
−0.0020 0.0012 0.0009 14.2/11
MMHT14 0.1186± 0.0025 0.0003 0.0018 0.0009 0.0013 0.0007 0.0002 10.2/11
NNPDF3.0 0.1147± 0.0023 0.0009 0.0008 0.0007 0.0014 0.0006 0.0010 29.2/11
of the cross-checks described in Table 9, such a disagreement is reduced when symmetris-
ing the HERAPDF2.0 uncertainties to their maximum values. As discussed before, since the
HERAPDF2.0 cross sections for αS(mZ) = 0.118 tend to overpredict the measured W± and Z
boson production cross sections (Figs. 1–2), a data-theory agreement can only be obtained for a
value of αS that is reduced compared to its default value. For all global PDF fits extracted with
different αS values as input, there exists a generic anticorrelation between the values of αS(Q2)
and the parton densities evaluated at (x,Q2), particularly, for the gluon and in turn (through
perturbative evolution) for the sea quarks. It is thereby important to analyze in more detail the
differences between the PDF sets for each flavour. For this purpose, a comparison study of par-
ton densities and parton luminosities has been carried out with APFEL v2.7.1 [34]. This study
indicates that the HERAPDF2.0 u-quark densities (and the overall quark-antiquark luminosi-
ties) are enhanced by about 5% compared to the rest of PDFs in the (x,Q2) region of relevance
for EW boson production. This fact increases the weight of the LO contributions to the theo-
retical W± and Z boson production cross sections, and thereby pushes down the cross section
contributions from higher-order pQCD diagrams that are sensitive to αS(mZ). The effective
result is a comparatively reduced αS(mZ) value. The level of agreement between the twelve
individual and the total αS(mZ) extractions turns out to be good for this PDF set (χ2/ndf ≈ 1
in Table 8), because of the relatively wide span of αS values derived and their associated large
uncertainties (Fig. 3). Since HERAPDF2.0 uses DIS data alone, and therefore lacks the extra con-
straints on the PDFs provided by the LHC data, we conclude that one would need an updated
refit of these parton densities to an extended set of experimental data, including LHC results,
before relying on the QCD coupling constant derived following the procedure described here.
The features of the αS(mZ) results obtained with NNPDF3.0 show the opposite behaviour to
those observed for the HERAPDF2.0 set. The W± and Z boson production cross sections com-
puted with this PDF tend to underpredict the experimental measurements (Figs. 1–2), and yield
an overall bad data-theory agreement (χ2/ndf ≈ 3 in Table 5), for the baseline αS(mZ) = 0.118
coupling constant. A reproduction of the individual measurements by theory can thus be
achieved only for an αS(mZ) value that is enlarged compared to the default value for this PDF
set. Thus, many of the individual αS(mZ) extractions obtained with NNPDF3.0 have values
relatively larger than those obtained for other PDFs. However, the final combined NNPDF3.0
value appears shifted down to αS(mZ) = 0.1147± 0.0023 (Table 8), falling outside of the re-
gion around αS(mZ) ≈ 0.120 defined by most of the individual estimates (Table 6), and, conse-
quently, the final level of agreement of the combined and single extractions is poor (χ2/ndf ≈ 3
in Table 8). Such a seemingly counterintuitive behaviour is due to the presence of strong cor-
relations among individual extractions for a fixed value of αS(mZ), and the fact that the lowest
αS(mZ) values derived have smaller uncertainties than the rest, thereby pulling down the final
average. The effect of a combined result lying outside of the range of the input values caused
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by, e.g. large underlying nonlinearities among individual estimates, is called “Peelle’s pertinent
puzzle” [35]. The absence of parametrisation bias in this neural-network PDF results in parton
densities that can be less well constrained (have larger uncertainties) than the rest of PDFs in
some regions of phase space. The same APFEL v2.7.1 study mentioned above indicates that
the NNPDF3.0 quark-antiquark luminosities tend to be somewhat less precise than those from
the other PDF sets in the relevant (x,Q2) range for W± and Z production. A larger span of
replicas results in nontrivial correlations among PDF uncertainties that push the final αS(mZ)
value off the individual extractions for each single measurement. In any case, the latest version
released (v3.1) of the NNPDF global fit [36] shows much better agreement of the theoretical
EW boson cross sections with the LHC data for the central αS(mZ) = 0.118 value. However,
this latter NNPDF3.1 set cannot be directly employed to independently extract αS(mZ) from
the CMS measurements through the approach discussed here, as this updated global fit does
include already the absolute normalisation of a fraction of the W± and Z cross sections used in
this work.
The final αS(mZ) extractions are plotted in Fig. 4 (left)—with (asymmetric, where needed)
parabolas constructed so as to have a minimum at each final central αS(mZ) result and (one
standard deviation) uncertainties matching those listed in Table 8—compared with the current
world average of αS(mZ) = 0.1181± 0.0011 (orange band).
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Figure 4: Final αS(mZ) values extracted for the CT14, HERAPDF2.0, MMHT14, and NNPDF3.0
PDF sets (left), and combined αS(mZ) extraction from the CT14 and MMHT14 PDFs (right),
compared to the current world average (vertical orange band). The asymmetric parabolas are
constructed to have a minimum at the combined value and are fitted to go through ∆χ2 = 1
(horizontal black lines) at the one std. deviation uncertainties quoted in Table 8.
To analyse the robustness and stability of the final αS(mZ) extractions to the underlying data
sets, their uncertainties, and correlations, we repeat the CONVINO combination varying several
ingredients, as explained next. First, αS(mZ) values are extracted using separately the mea-
surements at
√
s = 7 and 8 TeV alone, as shown in the top rows of Table 9. This separation of
data sets yields final αS(mZ) values mostly consistent with those derived from the combined
ones listed in Table 8, with the largest deviations from the original results being those from the
7 TeV NNPDF3.0 and 8 TeV HERAPDF2.0 extractions, with 1.0 and 0.85 standard deviations,
respectively. Although the CMS luminosity studies confirm that these uncertainties are fully
uncorrelated between 7 and 8 TeV, we have checked the impact of relaxing such an assumption
by assuming a 0.5 correlation factor between them. Such a correlation factor results in a change
of the final αS(mZ) by at most one-third of the current total uncertainty. Another cross-check
is carried out by symmetrising the PDF uncertainties to their maximum value of the two (this
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does not apply to NNPDF3.0, because its uncertainties are symmetric by construction). The
corresponding results are given in the left bottom half of Table 9. Changing from asymmetric
to symmetric PDF uncertainties causes the HERAPDF2.0 combined value to increase by 1.1
standard deviation, whereas all other PDF results are consistent with the default αS(mZ) ex-
tractions. Such a large sensitivity to changes in the PDF uncertainty confirms the relative lack
of robustness of the αS(mZ) values derived for HERAPDF2.0 in our analysis, because the asym-
metries of the PDF uncertainties can be significantly affected by random numerical errors. To
further test the sensitivity of the αS(mZ) extraction to the assumptions made on the underlying
W± and Z cross section uncertainties and their correlations, the original analysis is repeated
by adding an uncorrelated 1% numerical uncertainty to all theoretical cross sections. Such a
value accounts for possible overlooked small uncorrelated uncertainties, e.g. coming from the
use of different codes for the theoretical pQCD and/or EW calculations [27]. The impact of
such a change is not significant in the final results, as observed by comparing the numbers in
Table 8 and those in the bottom-right columns of Table 9. Further similar tests and cross-checks
have been carried out in a recent αS(mZ) extraction that exploits all the LHC electroweak bo-
son data [37] with the same approach used here, which confirm these conclusions. All these
systematic tests indicate that HERAPDF2.0 and NNPDF3.0 have larger variations when chang-
ing the ingredients of the combination, but for CT14 and MMHT14 the final αS(mZ) values
extracted are reasonably robust within the quoted uncertainties.
Table 9: Sensitivity of the final αS(mZ) extractions per PDF set to various data, uncertainties,
and correlation assumptions. Top rows: Extractions of αS(mZ) using only the 7 and 8 TeV mea-
surements separately. Bottom rows: Extractions of αS(mZ) when symmetrising the asymmetric
PDF uncertainties by taking the maximum of the negative and positive values (left), and when
adding a 1% uncorrelated uncertainty to all cross sections (right).
PDF αS(mZ) [7 TeV data] αS(mZ) [8 TeV data]
CT14 0.1158+0.0048−0.0052 0.1174
+0.0041
−0.0037
HERAPDF2.0 0.1075± 0.0060 0.1038+0.0107−0.0073
MMHT14 0.1192+0.0071−0.0059 0.1184± 0.0029
NNPDF3.0 0.1123± 0.0032 0.1148± 0.0031
PDF αS(mZ) [symm. PDF uncert.] αS(mZ) [+1% uncorr. uncert.]
CT14 0.1148± 0.0034 0.1169+0.0027−0.0034
HERAPDF2.0 0.1119± 0.0056 0.1089± 0.0045
MMHT14 0.1185± 0.0028 0.1186± 0.0026
NNPDF3.0 0.1147± 0.0023 0.1155± 0.0029
Among PDFs, the results obtained using MMHT14 and CT14 feature the largest sensitivity
to αS variations, i.e. they show a larger k slope, Eq. (1), compared to those obtained with
HERAPDF2.0 and NNPDF3.0 (Figs. 1–2). Since the uncertainty in the αS(mZ) value derived
from HERAPDF2.0 is the largest (up to twice as large as some of the other extractions), be-
cause of the absence of constraining LHC input data in this HERA-only PDF fit, and since
the final NNPDF3.0 result has a larger tension between the combined and individual extrac-
tions from each single measurement (Table 8), we consider the values extracted with CT14,
αS(mZ) = 0.1163
+0.0024
−0.0031, and MMHT14, αS(mZ) = 0.1186± 0.0025, as the most reliable in this
analysis. Providing a single final αS(mZ) value from this study is not obvious because, in
general, there is no unique way to derive a final best estimate of αS based on the results ob-
tained from different PDF sets. An unbiased approach for combining results from different
PDFs, in line with the PDG practice [1] as well as with the procedure employed to produce the
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PDF4LHC combined PDF set [38], is to average them without applying any further weighting.
The same approach was followed also in the similar combination of QCD coupling constant
values obtained from the inclusive tt cross sections [9]. By taking the straight average of the
mean values and of the uncertainties of the individual CT14 and MMHT14 combinations, we
obtain a final value of the QCD coupling constant at the Z pole mass, αS(mZ) = 0.1175
+0.0025
−0.0028,
with a total (symmetrised) uncertainty of 2.3%. Such a result compares very well with the
αS(mZ) = 0.1177
+0.0034
−0.0036 value, with an uncertainty of ≈3%, extracted from the theoretical anal-
ysis of top pair cross section data [9]. The right plot of Fig. 4 shows the αS(mZ) parabola
extracted combining the CT14 and MMHT14 results. This final extraction is fully consistent
with the PDG world average (orange band), and has an overall uncertainty similar to that of
other recent determinations at this level of (NNLO) theoretical accuracy, such as those from
EW precision fits [39], and tt cross sections [8–10].
7 Summary
We have used twelve measurements of the inclusive fiducial W± and Z production cross sec-
tions in proton-proton collisions (pp) at
√
s = 7 and 8 TeV, carried out in the electron and muon
decay channels by the CMS experiment, to extract the value of the strong coupling constant
at the Z pole mass, αS(mZ). The procedure is based on a detailed comparison of the mea-
sured electroweak boson cross sections to theoretical calculations computed at next-to-next-to-
leading-order accuracy with the CT14, HERAPDF2.0, MMHT14, and NNPDF3.0 parton distri-
bution function (PDF) sets. The overall data-theory agreement is good within the experimental
and theoretical uncertainties. A χ2-minimisation procedure has been employed to combine
all twelve individual αS extractions per PDF set, properly taking into account all individual
sources of experimental and theoretical uncertainties, and their correlations. The following
combined values are extracted for the four different PDFs: αS(mZ) = 0.1163
+0.0024
−0.0031 (CT14),
0.1072+0.0043−0.0040 (HERAPDF2.0), 0.1186± 0.0025 (MMHT14), and 0.1147± 0.0023 (NNPDF3.0). The
largest propagated uncertainties are associated with the experimental integrated luminosity
and theoretical intra-PDF uncertainties. Among the four extractions, the cross section calcu-
lated with the CT14 and MMHT14 sets appear as the most sensitive to the underlying αS value
and, at the same time, the derived αS(mZ) values are the most robust and stable with respect to
variations in the data and theoretical cross sections, their uncertainties, and correlations. The
result derived combining the CT14 and MMHT14 extractions, αS(mZ) = 0.1175
+0.0025
−0.0028, has a
2.3% uncertainty that is comparable to that previously obtained in a similar analysis of the in-
clusive tt cross sections in pp collisions at the LHC. This extracted value is fully compatible
with the current αS(mZ) world average.
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A Correlation matrices of the experimental measurements
Relevant correlation matrices of the experimental systematic uncertainties in the measurements
of W± and Z boson production cross sections, and in their associated extractions of αS(mZ), are
listed in Tables 10–14 and 15–16, respectively.
Table 10: Experimental systematic uncertainties: Lepton reconstruction and identification cor-
relation matrix.
7 TeV 8 TeV
W+e W
−
e Ze W
+
µ W
−
µ Zµ W
+
e W
−
e Ze W
+
µ W
−
µ Zµ
W+e 1 1 1 0 0 0 1 1 1 0 0 0
W−e 1 1 1 0 0 0 1 1 1 0 0 0
7 Ze 1 1 1 0 0 0 1 1 1 0 0 0
TeV W+µ 0 0 0 1 1 1 0 0 0 1 1 1
W−µ 0 0 0 1 1 1 0 0 0 1 1 1
Zµ 0 0 0 1 1 1 0 0 0 1 1 1
W+e 1 1 1 0 0 0 1 1 1 0 0 0
W−e 1 1 1 0 0 0 1 1 1 0 0 0
8 Ze 1 1 1 0 0 0 1 1 1 0 0 0
TeV W+µ 0 0 0 1 1 1 0 0 0 1 1 1
W−µ 0 0 0 1 1 1 0 0 0 1 1 1
Zµ 0 0 0 1 1 1 0 0 0 1 1 1
Table 11: Experimental systematic uncertainties: Muon trigger inefficiency correlation ma-
trix [40].
7 TeV 8 TeV
W+e W
−
e Ze W
+
µ W
−
µ Zµ W
+
e W
−
e Ze W
+
µ W
−
µ Zµ
W+e 0 0 0 0 0 0 0 0 0 0 0 0
W−e 0 0 0 0 0 0 0 0 0 0 0 0
7 Ze 0 0 0 0 0 0 0 0 0 0 0 0
TeV W+µ 0 0 0 1 1 1 0 0 0 1 1 1
W−µ 0 0 0 1 1 1 0 0 0 1 1 1
Zµ 0 0 0 1 1 1 0 0 0 1 1 1
W+e 0 0 0 0 0 0 0 0 0 0 0 0
W−e 0 0 0 0 0 0 0 0 0 0 0 0
8 Ze 0 0 0 0 0 0 0 0 0 0 0 0
TeV W+µ 0 0 0 1 1 1 0 0 0 1 1 1
W−µ 0 0 0 1 1 1 0 0 0 1 1 1
Zµ 0 0 0 1 1 1 0 0 0 1 1 1
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Table 12: Experimental systematic uncertainties: Energy and momentum scale and resolution
correlation matrix.
7 TeV 8 TeV
W+e W
−
e Ze W
+
µ W
−
µ Zµ W
+
e W
−
e Ze W
+
µ W
−
µ Zµ
W+e 1 1 1 0 0 0 1 1 1 0 0 0
W−e 1 1 1 0 0 0 1 1 1 0 0 0
7 Ze 1 1 1 0 0 0 1 1 1 0 0 0
TeV W+µ 0 0 0 1 1 1 0 0 0 1 1 1
W−µ 0 0 0 1 1 1 0 0 0 1 1 1
Zµ 0 0 0 1 1 1 0 0 0 1 1 1
W+e 1 1 1 0 0 0 1 1 1 0 0 0
W−e 1 1 1 0 0 0 1 1 1 0 0 0
8 Ze 1 1 1 0 0 0 1 1 1 0 0 0
TeV W+µ 0 0 0 1 1 1 0 0 0 1 1 1
W−µ 0 0 0 1 1 1 0 0 0 1 1 1
Zµ 0 0 0 1 1 1 0 0 0 1 1 1
Table 13: Experimental systematic uncertainties: Missing pT scale and resolution correlation
matrix.
7 TeV 8 TeV
W+e W
−
e Ze W
+
µ W
−
µ Zµ W
+
e W
−
e Ze W
+
µ W
−
µ Zµ
W+e 1 1 0 1 1 0 1 1 0 1 1 0
W−e 1 1 0 1 1 0 1 1 0 1 1 0
7 Ze 0 0 1 0 0 0 0 0 1 0 0 0
TeV W+µ 1 1 0 1 1 0 1 1 0 1 1 0
W−µ 1 1 0 1 1 0 1 1 0 1 1 0
Zµ 0 0 0 0 0 1 0 0 1 0 0 1
W+e 1 1 0 1 1 0 1 1 0 1 1 0
W−e 1 1 0 1 1 0 1 1 0 1 1 0
8 Ze 0 0 1 0 0 0 0 0 1 0 0 0
TeV W+µ 1 1 0 1 1 0 1 1 0 1 1 0
W−µ 1 1 0 1 1 0 1 1 0 1 1 0
Zµ 0 0 0 0 0 1 0 0 0 0 0 1
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Table 14: Experimental systematic uncertainties: Background subtraction and modelling corre-
lation matrix.
7 TeV 8 TeV
W+e W
−
e Ze W
+
µ W
−
µ Zµ W
+
e W
−
e Ze W
+
µ W
−
µ Zµ
W+e 1 1 0 1 1 0 1 1 0 1 1 0
W−e 1 1 0 1 1 0 1 1 0 1 1 0
7 Ze 0 0 1 0 0 1 0 0 1 0 0 1
TeV W+µ 1 1 0 1 1 0 1 1 0 1 1 0
W−µ 1 1 0 1 1 0 1 1 0 1 1 0
Zµ 0 0 1 0 0 1 0 0 1 0 0 1
W+e 1 1 0 1 1 0 1 1 0 1 1 0
W−e 1 1 0 1 1 0 1 1 0 1 1 0
8 Ze 0 0 1 0 0 1 0 0 1 0 0 1
TeV W+µ 1 1 0 1 1 0 1 1 0 1 1 0
W−µ 1 1 0 1 1 0 1 1 0 1 1 0
Zµ 0 0 1 0 0 1 0 0 1 0 0 1
Table 15: Total experimental systematic uncertainties correlations among αS(mZ) values ex-
tracted from all individual measurements at 7 and 8 TeV [13, 14] of the W± and Z boson pro-
duction cross sections.
7 TeV 8 TeV
W+e W
−
e Ze W
+
µ W
−
µ Zµ W
+
e W
−
e Ze W
+
µ W
−
µ Zµ
W+e 1.000 0.992 0.932 0.097 0.108 0.000 0.974 0.993 0.907 0.109 0.102 0.000
W−e 0.992 1.000 0.892 0.133 0.152 0.000 0.945 0.975 0.865 0.124 0.108 0.000
7 Ze 0.932 0.892 1.000 0.000 0.000 0.032 0.954 0.936 0.996 0.000 0.000 0.026
TeV W+µ 0.097 0.133 0.000 1.000 0.996 0.414 0.072 0.084 0.000 0.850 0.821 0.743
W−µ 0.108 0.152 0.000 0.996 1.000 0.423 0.074 0.090 0.000 0.842 0.809 0.712
Zµ 0.000 0.000 0.032 0.414 0.423 1.000 0.000 0.000 0.059 0.133 0.145 0.143
W+e 0.974 0.945 0.954 0.072 0.074 0.000 1.000 0.991 0.941 0.127 0.132 0.000
W−e 0.993 0.975 0.936 0.084 0.090 0.000 0.991 1.000 0.915 0.129 0.130 0.000
8 Ze 0.907 0.865 0.996 0.000 0.000 0.059 0.941 0.915 1.000 0.000 0.000 0.048
TeV W+µ 0.109 0.124 0.000 0.850 0.842 0.133 0.127 0.129 0.000 1.000 0.996 0.800
W−µ 0.102 0.108 0.000 0.821 0.809 0.145 0.132 0.130 0.000 0.996 1.000 0.785
Zµ 0.000 0.000 0.026 0.743 0.712 0.143 0.000 0.000 0.048 0.800 0.785 1.000
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Table 16: Total experimental and theoretical correlations between all the αS(mZ) values ex-
tracted from all measurements at 7 and 8 TeV [13, 14] of W± and Z boson production cross
sections, obtained using the NNPDF3.0 PDF set.
7 TeV 8 TeV
W+e W
−
e Ze W
+
µ W
−
µ Zµ W
+
e W
−
e Ze W
+
µ W
−
µ Zµ
W+e 1.000 0.976 0.933 0.857 0.856 0.818 0.426 0.444 0.360 0.243 0.243 0.161
W−e 0.976 1.000 0.938 0.871 0.880 0.835 0.417 0.435 0.353 0.248 0.254 0.168
7 Ze 0.933 0.938 1.000 0.797 0.817 0.803 0.443 0.430 0.392 0.210 0.210 0.167
TeV W+µ 0.857 0.871 0.797 1.000 0.967 0.893 0.200 0.236 0.189 0.343 0.322 0.289
W−µ 0.856 0.880 0.817 0.967 1.000 0.908 0.222 0.239 0.198 0.339 0.328 0.292
Zµ 0.818 0.835 0.803 0.893 0.908 1.000 0.177 0.201 0.195 0.242 0.246 0.199
W+e 0.426 0.417 0.443 0.200 0.222 0.177 1.000 0.940 0.794 0.664 0.685 0.467
W−e 0.444 0.435 0.430 0.236 0.239 0.201 0.940 1.000 0.816 0.730 0.761 0.520
8 Ze 0.360 0.353 0.392 0.189 0.198 0.195 0.794 0.816 1.000 0.612 0.643 0.472
TeV W+µ 0.243 0.248 0.210 0.343 0.339 0.242 0.664 0.730 0.612 1.000 0.934 0.740
W−µ 0.243 0.254 0.210 0.322 0.328 0.246 0.685 0.761 0.643 0.934 1.000 0.729
Zµ 0.161 0.168 0.167 0.289 0.292 0.199 0.467 0.520 0.472 0.740 0.729 1.000
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