The concept of the -dependent average dwell time ( DADT) is presented for both continuous-time and discrete-time switched systems. Some new stability criteria for switched systems are obtained under the DADT approach, which depends on the choice of the classification function . The relationships among the classic ADT approach, the mode-dependent ADT approach and the proposed one are also discussed, which shows that those existing approaches can be unified to the new one. More concretely, stability results based on ADT/MDADT schemes can be regarded as some special cases of our results with specific functions . The obtained switching design by the new approach is more flexible and practical. At last, a numerical example with some comparisons among the differences in the selection of is included to explain the validity and advantages of the new technique.
I. INTRODUCTION
Compared with the general system, switched systems can better describe many practical systems with multi-model interactions such as flight control systems, vehicle power systems, power electronics, etc. There are, in the past decades, a lot of results for stability/stabilization of switched systems [1] - [4] . It is well-known that an improper switching may destroy the stability of the whole system, although all subsystems are stable. Therefore, it is a research hot spot to identify the set of switching signals keeping the stability of the system. Several methods have been proposed to study this problem; for instance, common (quadratic) Lyapunov function [5] , Lie algebra [6] , multiple (discontinuous) Lyapunov functions [7] - [9] , dwell time [10] for time-dependent switching and stable convex combinations [11] for state-dependent switching.
As we know, a switched system with stable subsystems is stable under the switching slow enough, which is captured by the concept of dwell time (DT), i.e., each running time of arbitrary activated mode is not less than a certain constant. Lately, the concept of average dwell time (ADT) was proposed [12] and has attracted considerable attention, since it relaxes DT and allows switching fast in some time intervals and then compensating for it by switching The associate editor coordinating the review of this manuscript and approving it for publication was Jianquan Lu . more slowly later [13] . More recently, mode-dependent ADT (MDADT), an expansion of ADT, was proposed [14] , which is, to a certain extent, more applicable than ADT, since it takes the differences among subsystems into account and permits each subsystem to have its own ADT. It should be noted that there is a misunderstanding in the relationship between ADT and MDADT in most relevant literatures [15] - [18] in which the ADT approach is regarded as a special case of the MDADT one. However, ADT and MDADT have some essential differences with their own advantages and disadvantages [19] . Compared with ADT, MDADT effectively uses the information of each subsystem but loses some complementary effects among the subsystems [20] . Thus both of them are in two extreme situations, that is, they only take into consideration one aspect of the problem and completely ignore the other. On the other side, they are not compatible with each other. Hence, it is a very significant task to obtain a unified and more general stability approach covering both ADT and MDADT ones. As far as we know, there are little researches on this topic up to date.
Motivated by the problem, this note investigates a new stability approach compatible with the existing ones for switched systems both continuous-time and discrete-time cases. There are several original contributions in this paper. Firstly, a novel concept of DADT is presented for a switched system, which is a general form of ADT and MDADT. Secondly, based on multiple Lyapunov functions, the DADT approach is first proposed for switched systems with stable subsystems, which is an improved approach with a unified form covering the ADT and MDADT ones. And it is worth mentioning that, under this unified form, it is not necessary to distinguish two classic ones for the stability problem of switched systems. This is because both of them can be regarded as the inferences of the new approach with some certain . Thirdly, the switching designs under different are quite different and have their own merits. In general, one can take each possible in order to obtain all stabilization signals of dwell time, which are more flexible and less conservative than the existing results. In addition, the new approach has a good expanding ability and can be extended to other situations based on ADT/MDADT ones, such as switched systems with some unstable subsystems, switched time-delay systems and switched positive systems, etc.
The remainder is organized as follows. Section 2 provides some preliminaries and a new concept of DADT which covers ADT and MDADT as two special cases. In Section 3, some stability criteria based on the DADT approach are proposed for both continuous-time and discrete-time switched systems. A switched system with three subsystems is given in Section 4, which has been made some comparisons among all possible . Section 5 presents some concluding remarks.
The following notations will be adopted in the paper. An unbounded function α : [0, +∞) → [0, +∞) is called to be of class K ∞ if it is continuous, strictly increasing, and α(0) = 0.
II. PROBLEM FORMULATION AND PRELIMINARIES
Consider switched nonlinear systems
where t 0 ≥ 0, x 0 and x(t) ∈ R n denote the initial time, initial state, and system state, respectively. The notation x(t) denotesẋ(t) for the continuous-time case and x(t + 1) for the discrete-time case. σ (t) : [t 0 , +∞) → I N = {1, 2, · · · , N }, N ∈ N, is a piecewise constant function. Further more, let f i (x(t)) = A i x(t), i ∈ I N , one can get the following linear context of the system (1)
where A i ∈ R n×n , i ∈ I N , are a set of constant matrices.
In this paper, we propose a new average dwell time scheme, which covers the classic ones.
Let S = {1, 2, · · · , s}, where s ∈ N and s ≤ N . Define the mapping : I N → S to be a surjection operator. Set i = {p ∈ I N | (p) = i}. Definition 1: Given a signal σ (t) and for all u ≥ v ≥ 0, let N σ i (u, v) and T i (u, v) denote the switching numbers and total activated time of subsystems i over the interval [v, u] , respectively. A constant τ a i > 0 is called to be the -dependent average dwell time ( DADT) for σ (t), if there exist some numbers N 0 i ≥ 0 and τ a i satisfying
Remark 2:
The mapping plays a role in the classification of subsystems. Let S = {1} and S = I N , one can obtain the classic ADT and MDADT from Definition 1, respectively. Thus DADT is more general and covers other concepts of dwell time.
Remark 3: MDADT requires that the ADT value of each subsystem is independent of each other, but those values in Definition 1 are interdependent variables reflecting the compensation effect among i subsystems. This is one of the reasons that our results are superior to the existing ones. In order to distinguish the two, we use τ ap and τ a i to represent the ADT value of the p th subsystem and the i subsystems, respectively.
Remark 4: DADT means that there is a common ADT among the same classification, while, for different classifications, they have their own ADT.
Lemma 5: Reference [12] Consider the continuous-time switched nonlinear system (1). Suppose there exist C 1 functions V p : R n → R, p ∈ I N , two constants λ > 0, u > 1, and two class K ∞ functions κ i , i = 1, 2, such that ∀p ∈ I N ,
and p = q, p,
Then the system is globally uniformly asymptotically stable (GUAS) for each switching signal with ADT τ a > ln u λ . Lemma 6: Reference [14] Consider the continuous-time switched nonlinear system (1). Suppose there exist C 1 functions V p : R n → R, two sets of constants λ p > 0, u p > 1, p ∈ I N , and two class K ∞ functions κ i , i = 1, 2, such that
and p = q, p, q ∈ I N , ∀x ∈ R n ,
Then the system is GUAS for each switching signal with MDADT τ ap > ln u p λ p .
Remark 7: Comparing Lemma 5 with Lemma 6, the following facts can be obtained. On stability analysis of switched systems, ADT and MDADT approaches are at two extremes. The advantage of ADT is that it takes into account the compensation effect between subsystems, but does not pay attention to the differences of subsystems. On the contrary, MDADT mainly focuses on the differences of subsystems, but lose some compensation information among subsystems. So they have their own advantages and disadvantages [19] .
III. NEW STABILITY CRITERIA FOR SWITCHED SYSTEMS
The section presents new stability conditions for both continuous-time and discrete-time switched system (1) under a new approach.
A. CONTINUOUS-TIME CASE Theorem 8(Continuous-Time Case): Given the continuous-
and
Then the system is GUAS for each σ (t) having DADT
Proof: Without loss of generality, suppose t 0 = 0 and the switching times in order are expressed as the following sequence t 1 , t 2 , · · · , t N σ (T ,0) on the interval (0, T ), where T > 0 is arbitrary.
Consider the function W (t) = e λ (σ (t)) t V σ (t) (x(t)). Clearly, it is piecewise differentiable along solutions of the system (1). Suppose t ∈ [t i , t i+1 ), it follows from (7) thaṫ
By (8) and (10),
where N σ N σ (T , 0).
Thus, by (11) and Abel transformation, one may get
where
Thus, no loss of generality, we assume that µ k > 1 for all
In combination with (6) , it is easy to deduce asymptotic stability of the system.
Remark 9: The DADT approach covers the classic ADT and MDADT ones. On the one hand, one can get Lemma 5 by taking S = {1} in Theorem 8. This is to say, the stability criterion based on the ADT approach is a corollary of the above theorem. On the other hand, letting S = I N and (i) = i (∀i ∈ I N ) in Theorem 8, we can obtain Lemma 6, which implies that the MDADT approach is a special case of the new one. Thus both ADT and MDADT schemes can be unified under the DADT one.
Remark 10: As we know, the ADT approach takes into account the compensation effect between subsystems, but does not pay attention to the differences of subsystems. On the contrary, the MDADT one mainly focuses on the differences of subsystems, but misses some compensation information between subsystems (see [19] , [20] ). For some given ( , S), S = {1} and S = I N , the DADT approach not only considers the compensation effect of the pth and qth subsystems for p = q and p, q ∈ i , but also takes the differences of i and j (i = j) into account. Generally speaking, the number of classifications s satisfies s ∈ {1, 2, · · · , N }. Some different stability criteria with their own merits can be obtained by selecting different ( , S). So we can't judge which choice is better. This fact can also be seen from Table 2 . In general, one can take each possible ( , S) in order to obtain all stability conditions of dwell time, which are more flexible and less conservative than the existing. It is easy to know that, if there are finite subsystems for a switched system, we can always list all the possibilities of ( , S). gives the results of the MDADT approach. The following corollary is a linear context of Theorem 8. Corollary 11: Consider continuous-time switched linear system (2) . Suppose that there exist a set of matrices P p > 0 p ∈ I N , two sets of scalars λ i > 0, µ i ≥ 1, i ∈ S, such that
and ∀p, q ∈ I N ,
where (p) = i ∈ S. Then the system is globally uniformly exponentially stable (GUES) for each switching signal having DADT (9) .
. Then one gets (7) . The inequality (8) is easily obtained by (16) . Thus, by Theorem 8, the system is GUAS with DADT τ a i > ln µ i λ i . In the end, the exponential convergence of the system solution is given by x ≤ ηe −ε(t−t 0 ) x 0 where ε = 1 2 min i∈S {λ i − ln µ i τ a i } and some known η > 0. Remark 12: Note that Theorem 8 and Corollary 11: only deal with switched systems with all stable subsystems. However many practical systems can be modeled as switched systems with some unstable subsystems. So it is necessary to consider the hybrid design of the stabilizing controller and switching signal for those systems. Now, we give the design of state-dependent controller u(t) = K σ (t) x(t) for the following switched linear systems (17) 
where u(t) is the controlled input and the matrix pair (A p , B p ) denotes the pth subsystem. Corollary 13: Given continuous-time switched linear system (17) , suppose two sets of constants λ i > 0, µ i ≥ 1, where i ∈ S. If there are two sets of matrices X p > 0, Y p , ∀p ∈ I N , satisfying
where (p) = i ∈ S. Then the closed-loop system with stabilizing controllers K p = Y p X −1 p is GUES for each signal having DADT (9) .
Proof: Let P p = X −1 p and Y p = K p P −1 p , the inequality (18) is equivalent to
And the inequality (19) is equivalent to P p (X q − µ i X p )P q ≤ 0, i.e., P p − µ i P q ≤ 0. Thus, it follows from Corollary 11: that the closed-loop system with controllers K p = Y p X −1 p is GUES for each σ (t) having DADT τ a i > ln µ i λ i . Remark 14: It can be seen that µ i ≥ 1 (i ∈ S) in the above theorem and corollaries, µ > 1 in Lemma 5 and µ p > 1 (p ∈ I N ) in Lemma 6. The following instructions show that the new result is more precise.
(I) Consider S = {1}. Since V p (x) ≤ µ 1 V q (x) for all p, q ∈ I N , we have µ 1 ≥ 1. Furthermore, if µ 1 = 1, one gets τ * a 1 = ln µ 1 λ 1 = 0 and V q (x) = V p (x) for all p, q ∈ I N , which imply the system has a common Lyapunov function and is GUA(E)S under arbitrary dwell time.
(II) The condition µ i ≥ 1 of Corollary 11:/13 can be relaxed as that there is at least one µ i ≤ 1. In fact, given some constant α > 0, letṼ p (x) = αV p (x) andμ i = αµ i for certain p and (p) = i, then we haveV p (x(t)) ≤ −λ iṼp (x(t)) and V p (x) ≤μ i V q (x) from (15)/(18) and (16)/ (19) , respectively. Thus one can choose the suitable parameter α such that µ i ≤ 1. It should be noted thatμ j = 1 α µ j for j = i, j ∈ S, which means that the decrease of µ i is obtained at the expense of the increase of µ j .
(i) If i = {p}, we can takeμ i < 1 by letting α be a constant small enough. Here one takes the stabilizing switching µ i < 1 and the destabilizing switching µ j > 1 into account [21] . However, it is worth noting that there is at most one i ∈ S such that µ i ∈ (0, 1). In fact, suppose µ i ∈ (0, 1), consider the signal p th −→ q th −→ p th −→ · · · , where (p) = i, (q) = j and j = i. By the condition (8), one has
Thus µ i µ j ≥ 1, i.e., µ j > 1 for all j ∈ S (j = i). (ii) If p, q ∈ i and p = q, we haveμ i ≥ 1 for any α > 0, since V p (x) ≤ µ i V q (x) and V q (x) ≤ µ i V p (x). In particular, V q (x) = V p (x) for any p, q ∈ i represents the subsystems group i has a common Lyapunov function, which implies that the systems is GUA(E)S under arbitrary switching signal σ (t) : [t 0 , +∞) → i . Furthermore, if µ i = 1, switching signal σ (t) : [t 0 , +∞) → I N is no special conditions or restrictions to the group i , which means that the switching signal σ (t) on the group i is arbitrary.
(III) The new approach has two distinct advantages. One is to provide a unified form covering the existing results. The other is to take into account both the differences between different subsystem groups and the compensation effect between the same subsystem group. More concretely, for a given , the new approach not only pays attention to the differences between i and j (i = j), but also considers the compensation effect between the p th and q th subsystems ( (p) = (q)).
Remark 15: It can be seen that the choice of ( , S) plays an important role in the above theorem and corollaries. However, if there are many subsystems, it will bring a huge amount of calculations for all possible choice ( , S). Therefore, it is necessary to investigate which choice of ( , S) is 'relatively better' than others. How to choose a suitable ( , S) is a very complicated problem because it depends on both the designer's subjective factor and the parameter pair (λ i , µ i ). One intuitive thought is as follows:
i) Take some large µ p and small λ p (p ∈ I N ) to make the above theorem and corollaries feasible.
ii) Fix µ p and search the maximum feasible λ p . Of course, one can further reduce µ p while keeping λ p .
iii) Divide the subsystems with the same or similar parameter pair (λ p , µ p ) into a group. Frequently, we can classify them according to their convergence rate.
In general, one can classify those subsystems with a common Lyapunov function into the same classification.
Remark 16: Note that, if the unstable subsystem is non-stabilizable, the above stabilization controllers design in Corollary 13: may fail. Thus it is natural for us to take into account the stabilizing switching design for a switched system with some unstable subsystems, which has attracted much attentions from scholars [22] - [24] , since it is theoretically challenging and important to practical applications. The fast MDADT switching, an extended form of MDADT, has been proposed to deal with unstable subsystems [9] . Similarly, we can also propose the concept of fast DADT switching to extend our results for those systems, which is our next research.
B. DISCRETE-TIME CASE
Since the techniques and process of the proof for discretetime case are similar to the continuous-time case, we will only give the main results except for some necessary explanations. The above remarks for the continuous-time switched systems can also be applied to the discrete-time one with some slight modifications, so we omit them here.
Theorem 17: Consider the discrete-time switched system (1) . Suppose there are C 1 functions V p : R n → R, p ∈ I N , two sets of scalars 0 < λ i < 1, µ i ≥ 1, i ∈ S, and κ 1 , κ 2 ∈ K ∞ , such that ∀p ∈ I N , ∀x ∈ R n , and (p) = i ∈ S, and p, q ∈ I N , p = q, ∀x ∈ R n ,
Corollary 18: Consider discrete-time switched linear system (2) . Suppose that there exist a set of matrices P p > 0 p ∈ I N , two sets of scalars 1 > λ i > 0, µ i ≥ 1, i ∈ S, such that
where (p) = i ∈ S. Then the system is GUES for each switching signal having DADT (23). Corollary 19: Given the discrete-time switched linear system (17) , suppose two sets of constants 1 > λ i > 0, µ i ≥ 1, where i ∈ S. If there are two sets of matrices
Then the closed-loop system with stabilizing controllers K p = Y p X −1 p is GUES for each signal having DADT (23) .
IV. NUMERICAL EXAMPLE
The following example is provided to demonstrate the validity and significance of the new approach. Example 20: Consider the continuous-time switched system (2) with matrices Clearly, A 1 , A 2 and A 3 are all Hurwitz stable.
The following table presents the switching designs based on the different ( , S) to show their respective merits by taking some relevant parameters, where τ 1 , τ 2 and τ 3 denote the ADT of the 1st, 2nd and 3rd subsystem, respectively.
From Table 2 , one can see the following facts: (I). The results based on the ADT and MDADT approach can be obtained by taking S = {1} and S = {1, 2, 3}, respectively. This implies that two classic approaches are the special cases of the new one.
(II). Note that there are some τ * a 1 = 0 which are quite different from the existing results, since µ 1 = 1 for some specific cases. This implies that the subsystems group 1 has a common Lyapunov function.
(III). For different , the DADT approach gives the different designs of admissible signals with their own advantages. The admissible switching signals for different and S = {1, 2} are, respectively, the 3rd subsystem having ADT ≥ 1.1616 and the 1st and 2nd subsystems being arbitrary for 1 = {1, 2}, 2 = {3}, the 2nd subsystem having ADT ≥ 2.3576 and the 1st and 3rd subsystems being arbitrary for 1 = {1, 3}, 2 = {2} and the 1st subsystem having ADT ≥ 0.5059 and the 2nd and 3rd subsystems with ADT ≥ 0.6189 for 1 = {1}, 2 = {2, 3}.
(IV). The row of signal instance in Table 2 presents some switching signals which can only be obtained by the criteria of the corresponding column. That is to say, the stability criteria of each column are different from each other and they are not comparable. This fact also means that there is a misunderstanding in most of the existing literatures in which the ADT criterion is regarded as a special case of the MDADT one.
(V). When S = {1} (ADT approach), the stability criterion only takes compensation among subsystems into account, while the stability condition based on S = {1, 2, 3} (MDADT approach) just pays attention to the differences of subsystems. For the three cases of S = {1, 2}, we consider not only the compensation effect between the 1st and 2nd subsystems, the 1st and 3rd subsystems and the 2nd and 3rd subsystems, respectively, and but also the differences between them and the rest subsystems.
V. CONCLUSION
Some new stability conditions for switched systems covering the previous work based on both ADT and MDADT approaches are investigated. The so-called DADT is first presented, which is a general form of ADT and MDADT. A new scheme with the DADT for switched systems is obtained, which is compatible with the classic ones. The results obtained are more flexible and practical than those existing results. The application of the proposed approach in a numerical example with some comparisons among different illustrates its effectiveness and practicability. It is worth mentioning that this new approach can be extended to other situations based on ADT/MDADT ones, such as switched T-S fuzzy systems [25] , [26] , switched time-delay systems [27] , [28] , switched positive systems [29] and switched systems with unstable subsystems [8] , [9] , [24] , etc.
