Two-way nondeterministic pushdown automata (2PDA) are classical nondeterministic pushdown automata (PDA) enhanced with two-way motion of the input head. In this paper, the subclass of 2PDA accepting bounded languages and making at most a constant number of input head turns is studied with respect to descriptional complexity aspects. In particular, the effect of reducing the number of pushdown reversals to a constant number is of interest. It turns out that this reduction leads to an exponential blow-up in case of nondeterministic devices, and to a doubly-exponential blow-up in case of deterministic devices. If the restriction on boundedness of the languages considered and on the finiteness of the number of head and pushdown turns is dropped, the resulting trade-offs are no longer bounded by recursive functions, and so-called non-recursive trade-offs are shown.
of those 2PDA where the number of reversals of the input head is bounded by some fixed constant. These head-turn bounded 2PDA have nice decidable properties when the languages accepted are letter-bounded (bounded, for short), i.e., they are subsets of a
Preliminaries and definitions
We assume that the reader is familiar with basic notions in formal language theory (see, e.g., [10, 16] ). The set of natural numbers, with 0, is here denoted by N. Let Σ * denote the set of all words over the finite alphabet Σ. The empty word is denoted by λ, and Σ + = Σ * \ {λ}. The reversal of a word w is denoted by w R , and for the length of w we write |w|.
The following definition adapts the definition for two-way multi-head automata given in [15] to two-way pushdown automata. A two-way pushdown automaton can be obtained by equipping a finite automaton with a pushdown storage. We have a single read-only input tape delimited by two end markers. The input head can move freely on the tape but not beyond the end markers. Formally: Definition 1. A nondeterministic two-way pushdown automaton (2PDA) is a system M = ⟨Q , Σ, Γ , δ, ◃, ▹, q 0 , Z 0 , F ⟩, where:
1. Q is the finite set of internal states, 2. Σ is the set of input symbols, 3. Γ is the set of pushdown symbols, 4. ◃ / ∈ Σ and ▹ / ∈ Σ are the left and right end markers, respectively, 5. q 0 ∈ Q is the initial state, 6. Z 0 ∈ Γ is the initial pushdown symbol, 7. F ⊆ Q is the set of accepting states, and 8. δ is the partial transition function mapping Q × (Σ ∪ {◃, ▹}) × Γ into the subsets of Q × Γ * × {−1, 0, 1}, where 1 means to move the head one square to the right, −1 means to move it one square to the left, and 0 means to keep the head on the current square. Whenever (q ′ , γ ′ , d) ∈ δ(q, a, γ ) is defined, then d ∈ {0, 1} if a = ◃, and d ∈ {−1, 0} if a = ▹.
A 2PDA starts with its head on the first square of the tape. It halts when the transition function is not defined for the current situation.
A configuration of a 2PDA M = ⟨Q , Σ, Γ , δ, ◃, ▹, q 0 , Z 0 , F ⟩ at a given time t ≥ 0 is a 4-tuple c t = (w, q, γ , p) where w ∈ Σ * is the input, q ∈ Q is the current state, γ ∈ Γ * is the current pushdown content, and p ∈ {0, 1, . . . , |w| + 1} gives the current head position. If p is 0, then the head is scanning the symbol ◃, if it satisfies 1 ≤ p ≤ |w|, then the head is scanning the pth letter of w, and if it is |w| + 1, then the head is scanning the symbol ▹. The initial configuration for input w is set to (w, q 0 , Z 0 , 1). Along its computation, M runs through a sequence of configurations. One step from a configuration to one of its successor configurations is denoted by ⊢. Let w = a 1 a 2 · · · a n be the input, a 0 = ◃, a n+1 = ▹, and Z ∈ Γ be the topmost pushdown symbol. Then, we set (w, q, Z γ , p) ⊢ (w, q ′ , γ ′ γ , p + d) if and only if (q ′ , γ ′ , d) ∈ δ(q, a p , Z ). As usual we define the reflexive, transitive closure of ⊢ by ⊢ * . Note that, due to the restriction of the transition function, the head cannot move beyond the end markers.
The language accepted by the 2PDA M is precisely the set of words w on which M has some computation on ◃w▹ halting in an accepting state:
L(M) = { w ∈ Σ * | (w, q 0 , Z 0 , 1) ⊢ * (w, f , γ , p), with f ∈ F and M halts in (w, f , γ , p) }.
If, on any element of Q × (Σ ∪ {◃, ▹}) × Γ , the transition function δ is either undefined or a singleton, then the two-way pushdown automaton is said to be deterministic. Deterministic two-way pushdown automata are denoted by 2DPDA. In case the head never moves to the left, the pushdown automaton is said to be one-way. Nondeterministic and deterministic one-way pushdown automata are denoted by PDA and DPDA, respectively. The family of all languages accepted by a device of some type X is denoted by L (X), where X ∈ {DPDA, PDA, 2DPDA, 2PDA}.
A two-way pushdown automaton is said to be head-turn bounded (denoted by the prefix htb) if the number of reversals the input head makes is bounded by some constant. A pushdown automaton is said to be pushdown-turn bounded (denoted by the prefix ptb), if the number of alternations between increasing and decreasing the pushdown is bounded by some constant. The prefix (htb, ptb) denotes pushdown automata which are both head-turn bounded and pushdown-turn bounded. Proof. Let M be an htb-2PDA of size n performing k head turns and accepting L. Without loss of generality, we may assume that M is sweeping, i.e., it performs head turns at the end markers only. In fact, anywhere a head turn could take place, M may standby the ordinary computation and store the head turn position by pushing one special symbol Z at each step toward the end marker M was traveling to. Once reached, M reverses head direction and pops one Z at each step, until all the Z 's are deleted (i.e., the ''real'' reversal position is attained). At that point, M resumes the ordinary computation. We may also assume that M accepts exactly when reading ◃, after an odd number of head turns. It is easy to see that both assumptions increase the size of M at most by some linear factor and leave the number of head and pushdown turns constant.
Since M performs k head turns, the input read by M can be understood in a linearized form (see also [21] ) as a subset of I = I 1 I 2 · · · I (k+1)/2 ◃, where, for 1 ≤ i ≤ (k+1)/2, we set I i = ◃ i a * 
In particular, all words accepted by M are accepted by M 1 as well, by using the above interpretation. Owing to a result on bounded context-free languages given in [24] , we can turn M 1 into an equivalent finite-turn PDA 
Thus, we get an exponential upper bound for the reduction of pushdown turns also in the two-way case.
The next questions we are going to tackle concern the following trade-offs:
To approach trade-off (2), we again recall some notions and results from [24] . 
On the other hand, any derivation tree producing a sufficiently long terminal string can be obtained by pumping a derivation tree of a shorter string with a partial tree. By applying several times the pumping lemma for context-free languages (see, e.g., [16] ), one can prove (cf. [24] ) that any derivation tree can be obtained by starting from a derivation tree of a ''short'' string (namely, a string of length at most 2 h−1 ), and then iteratively pumping it with ''small'' partial trees: 
This lemma and the following definition enable us to settle a counting argument that will turn out to be useful in our constructions:
Definition 6. Let G be a CFG in Chomsky normal form having h variables. Then, τ (G) = {(z, ν(T )) | T : S * ⇒ z and |z| ≤ 2 2h , for some derivation tree T }.
The cardinality of τ (G) can be upper bounded by the number of variables in G and the size of the generated bounded language:
Proof. Clearly, there exist at most 2 h different sets ν(T ). Let us now evaluate the number of all possible terminal strings in L(G) of length not exceeding 2 2h . Such a number is trivially bounded by the cardinality of the set A = {a
}. In turn, it is easy to see that the number of strings in A of length i coincides with the number of non-negative integral solutions of the equation
.g., [32] ). Thus, we get
for every i ≥ 2, and using the identity
(see, e.g., [32] ). Hence, the claimed result follows.
We are now ready to show how the number of variables in G and the size of L(G) may bound the size of an equivalent 2DPDA and the number of its head and pushdown turns: Proof. The key idea is to consider all derivation trees for short strings in L(G). According to Lemma 5, any string in L(G) is obtained by pumping some short derivation tree T with suitable partial derivation trees. Then, one has to check which variables from ν(T ) correspond to partial trees. Having pumped some partial tree T A with A ∈ ν(T ), we obtain a new tree
. Notice that T A may contain partial trees T B such that B ̸ ∈ ν(T ). Thus, there may be dependencies between variables corresponding to partial trees. Our next goal is to avoid such dependencies and to start with derivation trees already containing every variable which may be pumped at some step of the pumping process. To this aim, notice that in the worst case a new variable occurs at every pumping step. So, we have to consider at most h pumping steps. Hence, we start with derivation trees for strings of length up to 2 h−1 and increase at every pumping step the length by at most 2 h − 1 due to Lemma 5. Thus, the length of the initial strings, from which our analysis will start, is bounded by
2h . These strings are exactly those considered in Definition 6 for τ (G). Now, let (z, ν(T )) be an element of τ (G). The words which can be derived by pumping from T are the initial string z and all the strings which can be obtained by pumping some variable A ∈ ν(T ) with a partial derivation tree rooted in A. 
. It is enough, in fact, to see that given a string vw of length i ≥ 1 and 0 ≤ |v|, |w| ≤ i, there are exactly i + 1 possibilities for the lengths (|v|, |w|). Considering this bound for all variables in ν(T ), we obtain at most h · 2 2h pairs of different lengths which may be inserted by pumping variables in ν(T ).
With this in mind, let us discuss how a 2DPDA may check whether an input string w = a n 1 1 a
By the above reasoning, w ∈ L(G) implies that w can be derived starting with some pair (z, ν(T )) from τ (G).
, be an enumeration of strings that may be inserted by pumping some variable from ν(T ). The fact that w can be obtained from (z, ν(T )) can be tested by solving a suitable linear system of Diophantine equations associated with (z, ν(T )). Indeed, for 1 ≤ i ≤ m, we define α i : Σ * → N as α i (x) = |x|, if x ∈ a * i , and α i (x) = 0 otherwise. Consider the following system of m equations with variables x 1 , x 2 , . . . , x k :
This system has a solution in natural numbers if and only if w can be generated from (z, ν(T )). More generally, w can be generated by G if and only if there exists a pair (z, ν(T )) ∈ τ (G) such that its corresponding system of equations has a solution in natural numbers. Thus, we have to construct a 2DPDA which tests sequentially all systems corresponding to pairs (z, ν(T )) from τ (G).
Let us describe an algorithm how a 2DPDA can test whether one linear system of Diophantine equations, as the one above, has a solution in natural numbers. The algorithm is outlined in [9, 21] . Here, it will be rephrased in a modified way together with an estimation of the size of the corresponding 2DPDA implementing it.
The above system of equations can be written as
is the matrix with m rows and k columns containing the lengths of strings to be inserted by pumping,
T is the variables vector, and
T with b i = n i − z i . Notice that C does not depend on the input and hence its rank r, corresponding to the maximal number of linearly independent rows in C , can be precomputed. Without loss of generality, we may assume that the first r row vectors C 1 , C 2 , . . . , C r are linearly independent, whereas the last m − r row vectors C r+1 , C r+2 , . . . , C m are not, so that each one of them may be obtained as a linear combination
This clearly allows to turn the last m − r rows of C into zero vectors, and to obtain the equivalent system C * x = b * , where C * and b * are identical to C and b, respectively, concerning the first r rows. Instead, the last m − r rows of C * are zero, and the last m − r
* contain a sum consisting of b i and suitably scaled entries b j , with 1 ≤ j ≤ r. In more detail, the resulting system writes as
Indeed, each entry b * i can be bounded as follows. Let µ = max{c ij | i = 1, 2, . . . , m and j = 1, 2, . . . , k} be the maximum of all entries in C . Clearly, we have µ < 2 h . Then,
In [9, 21] In order to check the existence of such a solution (and, actually, compute it in the positive case) on our equivalent system C * x = b * , we design the following algorithm, where B is the matrix consisting of the coefficients c ij in (1) . The outcome of the algorithm is accept (resp., reject) whenever C * x = b * has (resp., does not have) a solution in natural numbers:
Step 1. Check whether the Eq. (2) are consistent with values
If they are not, then reject since no solution for the system exists.
Step 2. Let L be the set of all subsets of {1, 2, . . . , k} having cardinality r.
Step 3. If L = ∅, then reject since no natural solution for the system exists. Else, choose a set of indices Step 5. Let Y be the set of all combinations of k − r values from {0, 1, . . . , |∆ ℓ |}.
Step 6. If Y = ∅, then go back to Step 3.
Else, choose a set of values υ = {y t | t ̸ ∈ ℓ} ∈ Y to set the variables x t , with t ̸ ∈ ℓ, and let Y = Y \ υ.
Step 7. Solve the following system of equations (derived from (1) by fixing variables according to υ) in the variables x j , with j ∈ ℓ:
In more detail, the values y j for the variables x j , with j ∈ ℓ, can be obtained by Cramer's rule: If some value y j , with j ∈ ℓ, is not natural, then go back to Step 6. Else accept since y 1 , y 2 , . . . , y k is a natural solution.
Let us discuss how a 2DPDA may implement the above algorithm. The machine works on input w = a hr . So, we increase the pushdown store adequately when moving from left to right and reading all input symbols a j corresponding to a positive sign in the sum b * i . Then, we decrease the pushdown store adequately when moving from right to left and reading all input symbols a j corresponding to a negative sign. Finally, the pushdown store is tested for emptiness to decide whether b * i is zero. This task needs at most κ 1 (r + 1)2 hr states for each b * i and some constant κ 1 , and, altogether, at most κ 2 (m − r)(r + 1)2 hr states for some constant κ 2 . Moreover, at most m − r head turns and pushdown turns are needed.
Let us get to Step 7. For a combination of natural values 0 ≤ y t < |∆ ℓ | for the variables x t , with t ̸ ∈ ℓ, the 2DPDA tries to calculate a natural value y j for the variables x j , with j ∈ ℓ, by Cramer's rule. In more detail, the machine has to check whether y l j = d j /∆ ℓ is a natural value for l j ∈ ℓ and
Then, the 2DPDA starts from the first input symbol and moves to the right while reading all input symbols a i which belong to a positive sign (−1) i+j in the sum d j . For each input symbol read, an appropriate number of symbols is pushed onto the pushdown. This number depends on the value δ ij , the choice of values 0 ≤ y t < |∆ ℓ | for t ̸ ∈ ℓ, and on the values c it for t ̸ ∈ ℓ. All these values are stored in the states of the machine. When the input head has reached the right end marker, it reverts its direction and moves to the left while reading all input symbols a i which belong to a negative sign (−1) i+j in the sum d j . For each input symbol read, an appropriate number of symbols is popped from the pushdown. Again, this number depends on values stored into the states. When the pushdown store becomes empty while reading the input, d j is a negative number and the test of y j can be stopped. Otherwise, d j is a natural number which is counted on the pushdown store. Then, y j can be checked to be natural by iteratively popping ∆ ℓ symbols until the pushdown store is empty. One head-turn and one pushdown-turn is required for this check. 
3h states, for some constant κ 3 . To test all y j to be natural, we need at most r head turns, at most r pushdown turns, and at most κ 3 Ψ 3 m 4 k 2 2 3h states, since r ≤ m. The case when ∆ ℓ < 0 can be treated similarly by interchanging the roles of positive and negative signs (−1) i+j in the sum d j .
The just described procedure has to be repeated for every combination of natural values 0 ≤ y t < |∆ ℓ | for the variables x t , with t ̸ ∈ ℓ (Step 6). Thus, the number of states is increased by the factor |∆ ℓ | k−r ≤ Ψ k−r , and the resulting number of head turns and pushdown turns is bounded by mΨ k−r .
Additionally, we have to run this procedure for every ℓ ∈ L (Step 3).
This increases the number of states, head turns, and pushdown turns by the factor k r .
Finally, we have to consider this procedure also for every (z, ν(T )) in τ (G). By Lemma 7, this increases the number of states, head turns, and pushdown turns by the factor 2 4hm . It is noted in [9] that
Thus, the number of states needed is bounded by 2 4hm k
hr  , whereas the number of head turns and pushdown turns are both bounded by (m − r) + m2
. Thus, the final number of states needed as well as the final number of head turns and pushdown turns are bounded by doubly-exponential functions of h.
We are now ready to state the promised trade-off (2), i.e., htb-2PDA −→ (htb, ptb)-2DPDA.
be accepted by some htb-2PDA of size n. Then L can also be accepted by some (htb, ptb)-2DPDA whose size is bounded by a doubly-exponential function of O(n 2 ).
Proof. Let L be accepted by some htb-2PDA M in normal form of size n, performing k head turns. As in the proof of Theorem 3, we may assume that M is sweeping and accepts exactly when reading ◃ after an odd number of head turns.
Since M has k head turns, the input read by M can be seen in a linearized form as a subset of
It is easy to construct a one-way PDA M 1 simulating M while reading an input from I and interpreting suitably the symbols read. Clearly, M 1 has size O(n) and accepts a bounded context-free language of size ((k + 1)/2)(2m + 2) + 1 = (m + 1)(k + 1) + 1. Again, M 1 accepts at least those suitably interpreted words which are accepted by M, and it can be transformed into an equivalent CFG G by the standard construction. It may be observed that the resulting CFG G is nearly in Chomsky normal form due to the fact that µ(M) = µ(M 1 ) = 2. So, G can be easily turned into Chomsky normal form. The number of nonterminals of G is O(n 2 ). Thus, the simultaneous reduction of pushdown turns and determinization results in a doubly-exponential blow-up which gives an upper bound for the trade-off (2). Obviously, we also obtain doubly-exponential upper bounds for the conversion problems (1), (3), and (4). An immediate question is whether these results can be improved. Since only one resource, namely either nondeterminism or pushdown turns is reduced, one may expect only a single exponential upper bound. Thus, an interesting task would be either to show an exponential upper bound or to establish a doubly-exponential lower bound.
Non-recursive trade-offs
In the previous section, we have obtained doubly-exponential, and thus recursive, trade-offs between several variants of head-turn bounded pushdown automata accepting bounded languages. If we remove the restriction of boundedness of the languages considered, then the resulting trade-offs are no longer bounded by a recursive function. We obtain so-called non-recursive trade-offs (see, e.g., [12, 14] ), i.e., every recursive function cannot represent an upper bound for the trade-offs. To achieve these non-recursive trade-offs, we first recall some notions from [14] . To measure the size of descriptors we define a complexity measure for some descriptional system D as a total recursive function c : D → N. Since every descriptional system can be considered as a collection of strings encoding corresponding descriptors, the length of such an encoding string is a natural measure for the size of a descriptor. It is shown in [14] that the measure size for PDA as defined in Section 2 is an s-measure. Similarly, it is also an s-measure for 2PDA and an sn-measure for both PDA and 2PDA.
When considering the trade-offs between two descriptional systems D 1 and D 2 , we assume the intersection A method to prove non-recursive trade-offs is proposed by Hartmanis and makes use of the set of valid computations of a Turing machine. Details are presented in [12, 14, 16] , and quickly recalled here. Let M = ⟨Q , Σ, T , δ, q 0 , B, F ⟩ be a deterministic one-tape one-head Turing machine, where T is the set of tape symbols including the set of input symbols Σ and the blank symbol B, Q is the finite set of states and F ⊆ Q is the set of final states. The initial state is q 0 and δ is the transition function. In what follows, the attribute ''deterministic'' will always be understood. Without loss of generality, we assume that Turing machines can halt only after an odd number of moves, accept by halting, make at least three moves, do not change their tape content and head position in the first step, and cannot print blanks. At any instant during a computation, M can be completely described by an instantaneous description (ID) which is a string tqt ′ ∈ T * QT * with the following meaning:
M is in the state q, the non-blank tape content is the string tt ′ , and the head is scanning the first symbol of t ′ . The initial ID of M on input x ∈ Σ * is q 0 x. An ID is accepting whenever it belongs to T * FT * . One step from an ID to its successor ID (if exists) according to δ is denoted by ⊢. As usual we let ⊢ * the reflexive, transitive closure of ⊢, and define the language accepted by M as the set L(M) = {x ∈ Σ * | q 0 x ⊢ * ID k (x), for some odd k ∈ N and ID k (x) accepting}. The set of valid (accepting) computations of M (see, e.g., [11, 14] ) is defined to be the following language (where #, $ / ∈ Q ∪ T are separator symbols): 
and only if L(M) is finite, then the trade-off between D 1 and D 2 is non-recursive.
To apply this technique in our context, we first need a technical lemma involving the language VALC(M) of valid computations defined at point ( §): Lemma 14. Let M be a Turing machine and a ̸ ∈ Q ∪ T ∪ {#, $} be a new symbol. Then, the following holds:
belongs to L ((htb, ptb)-2DPDA) and an (htb, ptb)-2DPDA for it can be effectively constructed. (2) VALC(M) belongs to L (PDA) if and only if L(M) is a finite set. (3) L M = {a
2 |w| w | w ∈ VALC(M)} belongs to L (2DPDA) and a 2DPDA for it can be effectively constructed.
and only if L(M) is a finite set.
Proof. To show (1), we know from [11, 14] 
Without going into details, we just recall that:
• L 1 is defined as VALC(M) except that the successor condition on ID's is now relaxed as ID 2i+1 (x) ⊢ ID 2i+2 (x), for 0 ≤ i < n.
• L 2 is defined as VALC(M), but: (i) without requiring that ID 0 (x) (resp., ID 2n+1 (x)) is initial (resp., accepting), and
(ii) relaxing the successor condition on ID's as
The reader may easily construct two DPDA A 1 , A 2 accepting L 1 , L 2 , respectively, each one performing one pushdown turn.
Additionally, it is also easy to build out of A 2 a DPDA A 3 accepting L R 2 , which performs one pushdown turn as well. So, an (htb, ptb)-2DPDA accepting VALC(M) can be effectively constructed, which simply runs A 1 , checking membership in L 1 by a left-to-right sweep, followed by A 3 checking membership in L R 2 by a right-to-left sweep. Such a dynamics features one head turn and two pushdown turns.
The proof of (2) is a typical application of Ogden's lemma and may be found, e.g., in [16] .
For proving (3), we describe a 2DPDA accepting L M . First, it checks whether the part w of the input not consisting of a's belongs to VALC(M). This can be done in the same way as in (1) . Second, the length of the input part w is written on the pushdown by pushing |w| many symbols Z . Now, in order to check whether the length y of the input a-block equals 2 |w| , the idea is to iteratively divide y by two, each time popping a symbol Z from the pushdown. The first division by two is performed by setting the input head at the right end of the a-block, and pushing a new symbol Z ′ onto the pushdown for every two read a's. Having read an even number of a's and having reached the left end marker, the input head is then positioned in the middle of the a-block by popping all symbols Z ′ and one symbol Z . After repeating i times this processing, the input head is positioned y/2 i cells far from the left end marker, while the pushdown contains |w| − i symbols Z . Thus, if |w| repetitions can be executed, the pushdown contains Z 0 only. In this case, if the input head is parked on the first cell containing a, then we have y = 2 |w| and we accept. We reject in all other cases, e.g., either |w| repetitions are not allowed or they are allowed but the input head trajectory does not terminate on the first a on the input tape.
To obtain (4), we first observe that if L(M) is a finite set then L M is finite as well and clearly belongs to L (htb-2PDA). On the other hand, let M accept an infinite set and let us assume, by contradiction, that L M is accepted by some htb-2PDA A.
We modify A so that every transition reading an input symbol x ̸ = a is replaced by the same transition, but now reading a symbol b ̸ ∈ Q ∪ T ∪ {#, $, a}. The resulting 2PDA accepts the language {a 2 n b n | ∃w ∈ VALC(M) such that |w| = n} which is a non-semilinear bounded language. This contradicts a result in [17] , saying that every bounded language accepted by an htb-2PDA is semilinear.
Thus, we immediately obtain the non-recursive trade-offs contained in the following:
(1) PDA
2DPDA
2PDA
Proof. The first non-recursive trade-off is already shown in [34] . Here, we may give an alternative proof. 
is finite. Thus, the result follows from Theorem 13.
For the remaining two trade-offs, we apply Lemma 14 (1), (2) The fact, addressed in the proof of Lemma 14 (1) , that the set VALC(M) is accepted by an (htb, ptb)-2DPDA that performs one head turn and two pushdown turns implies that all commonly studied decidability questions such as, e.g., emptiness, finiteness, inclusion, or equivalence are not semidecidable for all classes of automata which contain (htb, ptb)-2DPDA that may perform at least one head turn and at least two pushdown turns. As an example, let us prove this statement for the emptiness problem:
Proposition 16. Emptiness for (htb, ptb)-2DPDA is not semidecidable.
Proof. Suppose, by contradiction, that emptiness is semidecidable for (htb, ptb)-2DPDA performing one head turn and two pushdown turns by a procedure Π. We show that then emptiness is semidecidable for Turing machines, which is not the case (see, e.g., [31] ). It is easy to see that, given a Turing machine M, we have L(M) = ∅ if and only if VALC(M) = ∅. So, to decide whether L(M) = ∅, it is enough to run Π on the (htb, ptb)-2DPDA accepting VALC(M). Indeed, it should be stressed that such an (htb, ptb)-2DPDA can be effectively constructed from M (see Lemma 14 (1)).
It is currently unknown whether or not 2PDA and 2DPDA have the same computational power. Thus, it is not clear whether there is a recursive or non-recursive trade-off between 2PDA and 2DPDA. However, we can settle the conversions of these two models toward their head turn bounded counterparts. In fact, by applying Lemma 14(3), (4) and Theorem 13, we get:
(1) 2DPDA s(a 1 a 2 . . . a n ) =  n i=1 a i 2 i . We need also the following variant of the set VALC(M), where each ID is written down reversed. So, the set VALC ′ (M) of a Turing machine M = ⟨Q , Σ, T , δ, q 0 , B, F ⟩ consists of all finite strings (x)) and x ∈ VALC ′ (M)} belongs to L (2DPDA) and a 2DPDA for it can be effectively constructed.
and only if L(M) is a finite set.

Proof.
We first describe a ptb-2DPDA accepting L M , thus proving (1). We start by checking whether the part w of the input not consisting of a's belongs to VALC(M). This can be done in the same way as in the proof of Lemma 14 (1) . Next, the pushdown store is emptied and the length of the input part consisting of a's is written on the pushdown by pushing symbols Z . Now, the idea is to iteratively subtract the length of the input part w from the pushdown store by popping |w| symbols Z while reading the input part w. If eventually the initial pushdown symbol Z 0 occurs at the end of w's scanning, the number of a's is divisible by |w| and the input can be accepted. Otherwise, the input is rejected. We observe that the resulting 2DPDA makes exactly one pushdown turn. Thus, L M belongs to L (ptb-2DPDA).
The proof of (2) is similar to that of Lemma 14(4). We first observe that L M is finite and hence belongs to
is a finite set. On the other hand, let M accept an infinite set and let us assume, by contradiction, that L M is accepted by some (htb, ptb)-2PDA A. We modify A in such a way that every transition which reads an input symbol x ̸ = a is replaced by the same transition, but now reading a symbol b ̸ ∈ Q ∪ T ∪ {#, $, a}. The resulting 2PDA accepts the language {a n·m b m | n ≥ 1 and ∃w ∈ VALC(M) such that |w| = m} which is a non-semilinear bounded language. This contradicts a result in [17] , saying that every bounded language accepted by an htb-2PDA is semilinear.
To show (3), we use a construction given in [29] . There, it is proved that if a language L ⊆ {1, 2} * belongs to P, i.e., it is accepted by a polynomial time deterministic Turing machine, then its unary version un(L) = {un(w) | w ∈ L} belongs to L (2DPDA). Additionally, the 2DPDA can be effectively constructed. Since VALC ′ (M) is the intersection of two deterministic context-free languages, bin(VALC ′ (M)) is the intersection of two deterministic context-free languages as well and can be accepted by a deterministic Turing machine in polynomial time. Using the construction in [29] , we obtain that L ′ M belongs to L (2DPDA).
Let us now focus on (4). If L(M) is a finite set, then VALC
′ (M) and un(bin(VALC ′ (M)) are finite sets as well and belong to L (ptb-2DPDA). On the other hand, let M accept an infinite set and let us assume, by contradiction, that L ′ M is accepted by some ptb-2DPDA. Since L ′ M is a unary language, we know it is regular due to the result that every unary language accepted by any ptb-2DPDA is regular [2, 8] . Let N be the constant from the pumping lemma for regular languages (see, e.g., [16] 
n bin(q 0 #z ′′ ). Due to the unary encoding un, every symbol x (j) i , with 1 ≤ i ≤ n and 1 ≤ j ≤ k, contributes by at most 2 k·n+1 to the length of the unary encoding, while every symbol from bin(q 0 #z ′′ )
contributes by at least 2 k·n+1 . Since N < n < 2 k·n+1 , we get that v is a subword of un(bin(y R )).
Now, we consider the word uw which belongs to L ′ M due to the pumping lemma. Either uw is not a unary encoding of some word from bin(VALC ′ (M)) and we get a contradiction. Otherwise, uw belongs to L ′ M and due to the above considerations, the word v ''pumped out'' is a subword of un(bin(y R )). Thus, uw is a valid computation of M on some input y ′ ̸ = y. By the definition of VALC ′ (M), we know that M leaves its tape content and head position unchanged in the first step which implies that ID 0 and ID 1 display the same tape content. This is a contradiction since the application of the pumping lemma changes the tape content of the initial ID, but leaves the tape content of its successor ID 1 unchanged. Thus, we obtain a contradiction in both cases from which (4) follows.
By applying Theorem 13 and Lemma 18 we obtain the following non-recursive trade-offs:
(1) 2DPDA
The following theorem collects some non-semidecidability results which come as consequences of above proved nonrecursive trade-offs: Theorem 20. The following questions are not semidecidable:
Proof. Point (1) follows from Lemma 14, while points (2) and (3) follow from Lemma 18. Point (4) follows from the fact, shown in Proposition 16, that emptiness is not semidecidable for (htb, ptb)-2DPDA. Indeed, let A be an (htb, ptb)-2DPDA.
Any concatenation of L(A) with an unbounded language is a bounded language if and only if L(A)
is the empty set.
The word-bounded case
In this section, we generalize the results of Section 3 on letter-bounded languages to word-bounded languages. A wordbounded language is any set of the form L ⊆ w *
We are going to prove the analogs of Theorems 3 and 9 for the word-bounded case. Throughout the rest of this section, we will be considering the homomorphism h defined by h(a i ) = w i , for 1 ≤ i ≤ m and a i being a symbol. This homomorphism
The homomorphism h will be our ''doorway'' between the letter-bounded and the word-bounded world. In one direction, we obtain 
and δ ′ is defined as follows, for Z ∈ Γ , γ ∈ Γ * , and p, q ∈ Q . For 1 ≤ i ≤ m we consider: If δ(q, a i , Z ) contains (p, γ , d) with d ∈ {−1, 0, 1}, we distinguish three cases. First, if w i = λ, then for every a ∈ Σ ∪ {◃, ▹}, δ ′ (q, a, Z ) contains (p, γ , 0). If w i ̸ = λ and q ∈ Q L , then we add the following transitions:
If w i ̸ = λ and q ∈ Q R , then we add the following transitions: We point out that the number of pushdown turns remains unchanged if the given automaton A is already sweeping. Proof. As usual, we assume that A accepting L is sweeping and its set of states is partitioned into two sets Q L and Q R , where the states in Q L (Q R ) are used only along left-to-right (right-to-left) sweeps. Moreover, we let the input alphabet for A be the minimal alphabet Σ over which w 1 w 2 · · · w m is defined.
Let us start by building out of A an htb-2PDA A ′ accepting h −1 (L). To this purpose, we adapt to the two-way case the standard construction for PDA for inverse homomorphism given in [16] . This construction uses a buffer, to be kept in the finite state control, whose content represents the remaining part of h(a i ) to be processed by A ′ while simulating A upon reading the input symbol a i . More formally, by letting Suff(w) be the set of all suffixes of a string w, we define the state set of A ′ as
The transition function δ
, and a pushdown symbol (resp., string) Y (resp., γ ): 
As a final step, in order to recognize the intersection of h Proof. Let A be a sweeping htb-2PDA of size n accepting L and performing k head turns. By applying Lemma 22, we obtain an htb-2PDA A Let us now switch to the word-bounded analog of Theorem 9, and start with the following considerations. A direct application of the constructions culminating in Theorem 9 on htb-2DPDA accepting word-bounded languages would in general yield (htb, ptb)-2PDA with nondeterministic steps. Basically, this is due to the difficulty of fixing input factorization. To preserve determinism, we adapt to our case the reasoning proposed in [19] 
Proof. The key idea is that C runs A first, accepting in case A accepts. Otherwise, C runs B, accepting in case B accepts. The only problem with this approach is that A may run into computational loops. So, since A is head turn bounded, we consider the linearized version of the language L(A) and construct a one-way ptb-DPDA 
Conclusions and future works
In this work, we have analyzed the descriptional power of pushdown turns on 2PDA accepting letter-bounded and wordbounded languages. In particular, we have focused on htb-2PDA, i.e., 2PDA having a constant number of input head turns. We have proved, in analogy to previous results in the literature dealing with one-way PDA, that reducing pushdown turns to a constant amount leads to an exponential or doubly-exponential blow-up in the size. More precisely, our main results are the following:
1. converting an htb-2PDA of size n into an (htb, ptb)-2PDA can be achieved with a size increase of 2 O(n 2 ) , 2. converting an htb-2PDA of size n into an (htb, ptb)-2DPDA can be achieved with a size increase of 2 2 O(n 2 ) .
We have obtained these size upper bounds in the letter-bounded case first, and then extended to the word-bounded case. These two results clearly provide size upper bounds for several other conversions among different types of htb-2PDA (some of which have been pointed out along the paper).
We have also proved the significance of our investigations by studying the recursiveness of our trade-offs when dropping the condition of boundedness on accepted languages or input head turns. In fact, it has turned out that several trade-offs on these more general devices become non-recursive.
Of course, a lot of interesting questions on this subject remain open for future research. First of all, a natural investigation has to be carried on focusing on the optimality of above costs. As a first approach to this study, one may also try to restrict the investigations to simpler languages, such as unary languages. Several works in the literature show that the unary case is not only interesting per se, but it may provide relevant dissymmetries with more general scenarios (see, e.g., [1, 25, 27] ). Often, the cost of operating on unary languages is lower (see, e.g., the realm of finite state automata [3, 5, 26] ), and maybe this could somehow facilitate the design of witness languages certifying the optimality of certain constructions.
Another interesting investigation would be, of course, the characterization of the class of languages accepted by (htb, ptb)-2PDA. Among others, this may turn out to be a valuable tool to analyze above costs optimality. More generally, more insights into the model of (htb, ptb)-2PDA brought by traditional investigations (such as the cost of language operations, closure properties, conditions for regularity of accepted languages, relations with structural complexity issues, etc.) would be welcome.
Finally, concerning the trade-offs for languages which are not necessarily bounded, it would be interesting to know conversion bounds between general deterministic and nondeterministic 2PDA. Unfortunately, this is a difficult question since it is still unknown whether or not 2DPDA and 2PDA accept the same language class. As additional interesting questions, we would like to mention the conversion problem for arbitrary 2PDA and ptb-2PDA in the nondeterministic case and for htb-2PDA and (htb, ptb)-2PDA both in the nondeterministic and deterministic case. Although non-recursive tradeoffs are expected to exist between these devices, it is currently an open problem to really establish this conjectured nonrecursiveness.
