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We study the evolution of a gluon system under conditions of density and temperature similar
to those explored in the early stage of ultra-relativistic heavy-ion collisions. We first describe the
implementation of Relativistic Boltzmann-Nordheim (RBN) transport approach that includes in the
collision integral the quantum effects of Bose-Einstein Statistics. Then, we describe the evolution of
a spatially uniform gluon system in a box under elastic collisions solving the RBN for various initial
conditions. We discuss the critical phase-space density that leads to the onset of a Bose-Einstein
condensate (BEC) and the time scale for this process to occur. In particular, thanks to the fact
that RBN allows to relax the small angle approximation, we study the effect at both small and
large screening mass mD. For small mD  T we see that our solution of RBN is in agreement with
the recent extensive studies within a Fokker-Planck scheme in small angle approximation. For the
same total cross section but with large mD ' 2T (large angle scatterings), we see a significant time
speed-up of the onset of BEC respect to small mD  T . This further strengthen the possibility
that at least a transient BEC is formed in the early stage of ultra-relativistic heavy-ion collisions.
PACS numbers: 12.38.Mh, 25.75.Nq
I. INTRODUCTION
The experiments of ultra relativistic heavy ion colli-
sions performed at RHIC and LHC have given clear in-
dication that a hot and dense strongly interacting quark
and gluon plasma (QGP) can be created in laboratory
[1–5]. The dynamical behavior of such a state of matter
and in particular its strong anisotropic collective expan-
sion can be described by means of few parameters by
viscous hydrodynamics [6–10] with the assumption of an
early thermalization time τ ∼ 0.5 − 1 fm/c. However it
has been argued recently that the initial gluonic systems
created in the very early stage, before thermalization, is
so dense that its quantum Bose-Einstein nature plays an
important role eventually driving the system toward at
least a transient Bose-Einstein Condesate (BEC) [11–16].
Such a picture is in direct agreement with a Color Glass
Condensate (CGC) theory. [17–22]. In fact, the very
high density of the gluon distribution functions at low x
of the incoming nuclei triggers a saturation of the initial
momentum distribution of the matter below a saturation
scale Qs having also an occupation number f ∼ 1/αs.
In this framework it is expected that the gluon density
in the initial stage is large enough so that the system
contains more gluons than can be accommodated by a
Bose - Einstein (BE) equilibrium distribution as has sug-
gested initially in [11]. More specifically, the dimension-
less quantity n−3/4, where n is the gluon density and
 the energy density, exceeds the value for a system of
gluons at thermodynamic equilibrium. If this is the case
and if the mechanism of approaching equilibrium is dom-
inated by processes which conserve the total number of
particles then a Bose condensate will develop. The im-
pact of the quantum nature of bosons have been recently
discussed also for light ion production in heavy-ion colli-
sions at intermediate energy [23, 24].
The evolution of a gluon system towards the conden-
sate have been thoroughly studied in [13] for a static
medium using the Fokker Planck approach in which the
effect of the Bose-Einstein statistics have been taken into
account. More recently also the impact of finite quark
density has been discussed in [25]. The Fokker-Planck ap-
proach is an approximation of the Boltzmann transport
equation that is strictly valid in the small angle scattering
limit. The Fokker-Plank equation is easier to solve with
respect to the Boltzmann equation but has the advantage
to supply a more transparent description of the underly-
ing dynamics. Nonetheless, as pointed out in [26], it may
not encase all the dynamics of the collisions when the sys-
tem does not evolve only through soft scatterings. Sev-
eral studies of in-medium dynamics suggest the presence
of large Debye screening mass mD ' g(T )T ∼ 1 GeV at
temperature typical of uRHIC’s which would determine
scatterings with q2  T 2. For this reason we study the
evolution of a gluon system along similar line as in [13, 16]
but solving numerically the full relativistic Boltzmann-
like equation.
The Relativistic Boltzmann approach has been de-
veloped to study the evolution of the QGP in ultra-
relativistic heavy ion collision (uRHIC’s) and in partic-
ular the elliptic flow estimating the shear viscosity to
entropy density to be about η/s ' 0.1 − 0.2 [27–32], in
agreement with viscous hydrodynamics approach. The
Boltzmann equation describing the evolution of f can be
compactly written as:
pµ∂µf(x, p) = C[f ](x, p) (1)
where C[f ](x, p, t) is the collision integral. The one-body
distribution function in our case can be written as:
f(x,p) =
(2pi)3
dA
dN
d3xd3p
, (2)
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2with dA = 2(N
2
c − 1) corresponding to the degrees of
freedom for gluons. To our knowledge it has always been
neglected the bosonic nature of particles when applying
the Boltzmann equation to uRHIC, which instead un-
der certain conditions can strongly determine the phase
space evolution. This choice has been driven by the fact
that during the evolution of the system the density is
small enough to make such quantum corrections negligi-
ble. However as mentioned above this assumption could
not be valid in the very early times of the evolution of the
matter that comes up after the collision. We will describe
in this paper the implementation of numerical solutions
of a Boltzmann-like transport equation having as fixed
point the BE distribution function. Similar approaches
have been already developed in a non-relativistic regime
to study ultra-cold atomic systems [33, 34].
The article is organized as follows. In the next section
we will discuss the Boltzmann collision integral includ-
ing the Bose-Einstein statistics and we will describe the
simulations code giving some details of the numerical im-
plementation of the collision integral. In section III, we
discuss the initial condition that we have used to study
the evolution of the gluonic system toward a condensate,
or toward a Bose-Einstein equilibrium distribution, if the
density is not enough large. The section IV and V are
devoted to the numerical results. Section VI contains
summary and conclusions.
II. COLLISION INTEGRAL WITH
BOSE-EINSTEIN STATISTICS
A. Numerical setup
In this section we describe the numerical code we have
implemented to solve the kinetic equation improved with
respect to [27, 35–38] to take into account the quantum
statistics in the collision integral that for the Boltzmann
statistics has the form:
C[f ] =
1
2E1
∫
d3p2
2E2(2pi)3
1
ν
∫
d3p′1
2E1′(2pi)3
∫
d3p′2
2E2′(2pi)3
× [f(p′1)f(p′2)− f(p1)f(p2)] |M(p1p2 → p′1p′2)|2
×(2pi)4δ4(p1 + p2 − p′1 − p′2) , (3)
where M corresponds to the transition amplitude; ν is
set to 2 if one considers identical particles, otherwise is set
to 1. In the above equation only the two body collision
term has been considered. The quantum Bose-Einstein
statistics is achieved by the replacement
f(p′1)f(p
′
2)− f(p1)f(p2)→
f(p′1)f(p
′
2)(1 + f(p1))(1 + f(p2))−
f(p1)f(p2)(1 + f(p
′
1))(1 + f(p
′
2)) (4)
in the kernel of Eq. (3) that is often renown as the
Boltzmann-Nordheim equation.
In the present work we consider a system in a static
box made of gluons interacting via elastic two body colli-
sions. The Boltzmann equation is solved numerically on
a space-time grid as described in [27, 38–40], and we use
the standard test particle method to sample the distribu-
tions functions. We have used 104 test particles per real
one for a total of 106−107 test particles. The solution of
the transport equation is equivalent to solve the Hamil-
ton equations of motion for the test particles: coordinate
of the test particle at time t+ is related by that at time
t− by
r(t+) = r(t−) + ∆t
p(t−)
E(t−)
(5)
being ∆t the numerical mesh time. While the momenta
of the test particles are changed because of the collisions
according to the two body relativistic kinematics. In or-
der to compute the collision integral we use a stochastic
method in which the collisions among test particles are
determined by the collision probability that can be de-
rived directly from the collision integral in Eq. (3), as
shown in appendix A; for Boltzmann statistics the colli-
sional probability has the form
PBE22 =
∆N2→2coll
∆N1∆N2
= vrelσ22
∆t
∆3x
. (6)
In the above equation ∆3x is the volume of the grid cells;
∆t is the mesh time of the simulations, ∆N is the number
of particles inside a cell and vrel = s/2E1E2 denotes the
relative velocity, where s is Mandelstam variable relative
to particles pair. In the stochastic approach, for each cell
of the grid and at each time step, we evaluate the collision
probability P22 between all the possible pairs of particles
and we compare it with a random number between 0 and
1: if the extracted number is smaller than P22 then the
collision occurs and the code evaluates the final momenta
of the colliding particles according to the angular depen-
dence of the scattering matrix elements |M|2. In order
to reduce the computational time, instead of evaluating
probabilities of all the pairs of particles usually one pro-
ceeds as indicated in Refs.[38, 41] choosing randomly N
out of the possible doublets and amplifying the collision
probability by a factor k
k =
n(n− 1)
2N (7)
where n is the number of particles inside a cell. The
choice of N is arbitrary, however a good compromise be-
tween a substantial reduction of the computational time
and avoiding a probability larger than 1 is to fix N equal
at least to the number n of particles inside a cell.
A relation for the collisional probability can also be
obtained for the case of BE statistics, namely
P22 =
∆t
∆3x
∫
dΩ
dσ
dΩ
(1 + f(p′1))(1 + f(p′2))vrel (8)
The derivation of PBE22 is shown in Appendix A and in
reference [33]. The difference between P22 and P
BE
22 is
3due to the presence of the terms (1 + f(p′1))(1 + f(p
′
2))
which considerably increases the numerical efforts since
in this case to evaluate the collision probability it is nec-
essary to know the possible final momenta of the two
colliding particles, regardless of the fact that they ac-
tually collide. Moreover, in this case the procedure of
reducing the computational time by a random choice of
N out of the possible pairs of particles is reasonable only
choosing a large value for N , otherwise the possible final
states of the particles would not be properly mapped. In
fact for f(p) ∼ f0  1 the probability of collisions is
enhanced with respect to the Boltzmann case by a fac-
tor f(p)2. For a Bose-Einstein distribution f(p→ 0) can
be easily of the order of 103 (or more) see for example
figure 13. This means that to keep PBE22 < 1 one needs
an N a factor 106 larger with respect to that used in
the Boltzmann case to properly map the collisions for
particle with |~p | ≈ 0. This represents the main limita-
tion of the method proposed, which however allows to
study the evolution of overpopulated systems. For this
reason in the following we study the evolution of the sys-
tem around the onset of BEC and not at densities much
above the critical one.
B. Numerical checks
In order to test the code we have performed simulations
in a box which allows to compare the outputs of the code
with analytical results. We have focused mainly on two
tests. One showing that we recover the correct equilib-
rium Bose Einstein f(p) and the other that the collision
rate agrees with semi-analytical estimates. We perform
therefore simulations in a static medium consisting of a
cubic box with a volume V = 27 fm3 in which gluons
are distributed uniformly in coordinate space, while the
initial momentum space distribution is given by
f(p) = f0 θ(1− p/Qs) . (9)
This initial distribution is inspired by the color-glass con-
densate picture because it assumes that gluons are dis-
tributed below a saturation scale Qs while modes with
p > Qs are not populated; however for the moment we
consider it just a convenient initial distribution, with a
momentum scale given by Qs. The same kind of ini-
tial distribution has been used in [13] for studying the
evolution of a gluon gas in a static box towards the BE
condensate by mean of a Fokker-Planck approach, in the
small angle approximation. The parameters f0 and Qs
determine the density n0 , one can easily find:
n0 = f0dA
Q3s
6pi2
, (10)
and the energy density 0,
0 = f0dA
Q4s
8pi2
. (11)
In the simulations we have considered a Qs = 1 GeV and
different values of f0 that will be specified in each case.
Because of the collisions the system should evolve dynam-
ically towards the equilibrium state, which is character-
ized by a Boltzmann distribution in the case of Boltz-
mann statistics,
feq(p) = e
−p/T , (12)
while for a BE gas it should evolve towards a BE equi-
librium distribution,
fBEeq (p) =
1
e(p−µ)/T − 1 . (13)
To compare the numerical code outputs with the ana-
lytical results we need to know the equilibrium value of
the temperature in terms of f0 and Qs . In the Boltz-
mann case the temperature which appears in Eq. (12) can
be determined using the relation 0 = 3n0T . The case of
BE statistics requires more care because also the chemical
potential appears in the equilibrium distribution. Gen-
erally speaking temperature and chemical potential have
to be determined solving the system
n =
dAT
3
pi2
Li3(e
−β|µ|) = n0
 =
3dAT
4
pi2
Li4(e
−β|µ|) = 0 (14)
where Lis corresponds to the Jonquire’s polylogarithm
Lis(z) =
∞∑
n=1
zn
ns
. (15)
If one considers values of f0 such that the equilibrium
distribution has a condensate then µ = 0 at equilibrium
and one recovers the well know results
n = dA
ζ(3)
pi2
T 3 + nc , (16)
 = dA
pi2
30
T 4 . (17)
Here nc corresponds to the fraction of particles in the
condensate; the latter however does not contribute to
the energy density. Therefore we use 0 to compute the
equilibrium temperature T . We consider a case slightly
above the onset of condensation (see section III): f0 =
0.16 and Qs = 1 GeV. From Eqs. (11) and (17) we
have Teq = [15/(4dA)f0]
1
4 Qs
pi (Teq = 0.280 GeV). We
use a constant total cross section σ = 1 fm2 while the
differential cross section is given by
dσ
dt
=
9piα2s
(t−m2D)2
(
1 +
m2D
s
)
, (18)
where s, t are the Mandelstam variables; such kind of
cross sections are those typically used in parton cascade
approaches [27, 28, 37, 38, 42, 43] and by symmetry the
u-channel is included.
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Figure 1. Time evolution of the parton distribution function
f(p, t) without taking into account (1+f) terms in the Boltz-
mann equation taken from t = 0 every 0.5 fm/c. The initial
density has been adjusted to have f0 = 0.16. The equilibrium
distribution (open squares) is compared to the analytical ex-
pected Boltzmann equilibrium distribution (dashed curve).
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Figure 2. The evolution of f(p, t) for f0 = 0.16 considering
the effects of (1+f) terms in the Boltzmann equation taken
from t = 0 every 0.5 fm/c . The distribution evolves to the
correct theoretical Bose-Einstein distribution (dashed line).
In figure 1, we show the evolution of the momentum
distribution obtained by the kinetic equation with the
Boltzmann kernel of Eq. (3), while in figure 2 we plot
the same quantity for the case in which we solve the ki-
netic equation with a BE kernel of Eq. (4) . The f(p) is
evaluated by means of a momentum grid ∆p = 0.05 GeV.
In both cases the system equilibrates (open squares) to-
wards the expected thermal distribution with the proper
temperature indicated by dashed line, which is a consis-
tency check of our simulation code.
Another useful numerical check is to follow the evolu-
tion of the effective temperature, T ∗, of the system from
the initial value up to the equilibrium one. To this end,
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Figure 3. Time evolution of the effective temperature T ∗ for
f0 = 0.16, σ = 1 fm
2 and mD = 0.1 GeV.
using the notation of [13] we define
Ia ≡
∫
d3p
(2pi)3
f(p)(1 + f(p)), Ib ≡
∫
d3p
(2pi)3
2f(p)
p
,
(19)
which when f(p) is the equilibrium distribution function
satisfy the relation
Ia = TeqIb, (20)
where Teq is the equilibrium temperature. Relaxing for a
moment this constraint, one can define an effective tem-
perature to be
T ∗ =
Ia
Ib
, (21)
at each time step of the simulation, from initial time till
equilibrium, noticing that when f(p, t) reaches equilib-
rium it is T ∗ = Teq. Fig. 3 displays the effective tem-
perature T ∗ as a function of time for the cases tested
with f0 = 0.16. The effective temperature in the ini-
tial stage of the evolution is larger than the equilibrium
value, then it decreases regularly until thermalization is
achieved, and the asymptotic temperature obtained by
the code coincides with the Teq we evaluated analytically
within 0.5%.
In order to make a further check of the code we have
evaluated the collision rate Γ per particle, which in the
standard Boltzmann case for a system of identical mass-
less particles is simply given by ΓBoltz = ρ
2σ/2. Instead
if the BE statistics is considered then the explicit expres-
sion for ΓBE is the one derived in Appendix A and given
by
ΓBE =
1
ν
∫
d3p1
(2pi)3
∫
d3p2
(2pi)3
f(p1)f(p2)
×
∫
dΩ
dσ
dΩ
(1 + f(p′1))(1 + f(p′2))vrel . (22)
While in the Boltzmann case the value of the rate for
a static medium is constant during the entire evolution,
5since it depends only on the density and on the cross sec-
tion, in the BE case the rate depends on f and thus it
changes while f evolves from the initial non-equilibrium
condition to the equilibrium one. We have evaluated first
of all the collision rate at initial time, where the expres-
sion for the f(p) is the one in equation (9), for different
values of f0 (densities). In particular we have evaluated
the collision rate per particle R = 2Γ/ρ and the results
are shown in figure 4.
It is possible for the initial time, being the f a step
function, to derive an approximate analytical expression
for the collision rate that can be useful to have an idea of
Γ without evaluating the full integral in Eq. (22). In fact
if f(p) = f0, it can be considered constant in the whole
phase space that can be explored by the system, then the
term (1+f(p′1))(1+f(p
′
2)) appearing in Eq. (22) is equal
to (1 + f0)
2 and Eq. (22) gives:
ΓBE =
1
ν
ρ1ρ2σ(1 + f0)
2 (23)
that for identical particle becomes
ΓBE =
1
2
ρ2σ(1 + f0)
2 = ΓBoltz(1 + f0)
2 (24)
The approximation used to derive Eq. (24) is that also
after the collision the f(p) remains a step function, which
is not exactly true because also states at p > Qs can be
occupied after the scattering. However especially for for-
ward peaked σ (small mD) at t = 0
+ it turns out to be a
quite good approximation. In figure 4 it is shown by the
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Figure 4. Collision rate per particle as a function of f0.
dashed line the collision rate for different f0 evaluated
using the approximate expression in Eq. (24). The lat-
ter is very similar to that one evaluated solving the full
integral in equation (22) indicated by the solid line for
mD equal to 0.1 GeV and σ = 1 fm
2. The open circles
in the same figure indicate the rate that we get with the
code in the BE case, while the down triangles indicate
the results we get in the Boltzmann case compared with
the expected one depicted as dotted line. In figure 5 the
time evolution of the rate for f0 = 0.15 is shown. The
circle at t = 0 fm/c indicates the rate evaluated using
the expression (22) at initial time while the dashed line
indicates the rate calculated at equilibrium through Eq.
(22) at equilibrium.
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Figure 5. Rate per particle as a function of time for f0 = 0.15.
The solid line is the expected initial rate. The dashed line the
one at equilibrium.
However we warn that for f0 > 0.5÷ 1 even if the rate
is the expected one, the equilibrium distribution f(p) for
p→ 0 is difficult to exactly map unless a very large N is
implemented, as discussed at the end of Sec. II.A.
III. INITIAL CONDITION AND DYNAMICS
In this section we specify the initial condition we use
in our simulations, in order to study the evolution of the
system towards a thermalized state which, depending on
the initial particle and energy densities, might be a BE
condensate. For what concerns coordinate space we dis-
tribute particles uniformly in a cubic box with a volume
V = 27 fm3.
It is possible to estimate if the initial conditions can
lead to the onset of a BE condensate. As anticipated in
the previous section we initialize the system by means
of an out of equilibrium distribution function which is
inspired by the color-glass condensate picture, in which
gluons are assumed to populate all the momenta states
below the saturation scale Qs while states with p > Qs
are empty. The idea is as follows: given the distribu-
tion (9) we can compute the initial particle and energy
density, which are given by Eqs. (10) and (11) respec-
tively. By means of these quantities we evaluate the di-
mensionless number n0/
3/4
0 , introduced also in [13] given
by
n0

3/4
0
= f
1/4
0
(8pi2)3/4
12pi2
; (25)
The same quantity is evaluated for a massless ideal boson
gas at temperature T and µ = 0 (i.e. at the onset of the
6BE condensation) using Eqs. (16) and (17) with nc = 0:
n
3/4
=
ζ(3)
2pi2
(30pi2)3/4 . (26)
Comparing Eqs. (25) and (26) we find the value of f0
which triggers the BE condensation. Independently on
the value of Qs, f
cr
0 = 0.154. Therefore it is only f0 that
plays a key role in the evolution towards a Bose con-
densation. In the actual simulations we slightly modify
the initial distribution function by adding an exponential
decrease for p > Qs which smoothly connects the small
momenta distribution with the large momenta one. The
main reason is just to have a more direct connection to
[13]. Therefore we have:
f(τ0, p) = f0 ×
×
[
θ(1− p/Qs) + θ(p/Qs − 1)e−a (p/Qs−1)2
]
, (27)
which is continuous and with smooth derivative at p =
Qs; we choose a = 10 and Qs = 1 GeV. Initial particle
and energy densities as a function of Qs are now more
complicated than equations (11) and (10); nevertheless,
following the same procedure pictured above, it is still
possible to compute numerically the critical value of f0
for the onset of BE condensation: we find f cr0 = 0.1675.
We will consider both f0 smaller than f
cr
0 , which we re-
fer to as the underpopulated case, and f0 larger than f
cr
0
that we call the overpopulated cases. The total cross sec-
tion corresponding to Eq. (18) is σtot = 9piα
2
s/(m
2
D). In
our calculation two quantities are left as free parameters:
mD and αs. In particular we consider here two values of
mD, namely mD = 0.1 GeV and mD = 1 GeV: the for-
mer corresponds to a forward peaked cross section, that
justifies a small angle approximation where the kinetic
equation should reduce to a Fokker-Planck evolution [13].
The larger value of mD, which amounts to a magnitude
relevant for relativistic heavy ion collisions, corresponds
to a more isotropic cross section (mD/T ∼= 2): in this
case the small angle approximation could be no longer
an accurate approximation of the kinetic equation [26].
Once we fix mD in the calculation, the remaining param-
eter is αs that fixes the value of the total cross section.
We are interested to employ cross section that can be of
the order of those supplying an η/s ≈ 0.1. We use the
following approximate relation to choose the value of σtot
[44, 45]: σtot =
3
10Teq/(nη/s). The value of σtot depends
through n on the value of f0. For f0 = 0.1; 0.2; 0.3; 0.5 the
cross sections are respectively σtot = 0.7; 0.38; 0.28; 0.19
fm2. This formula has to be considered as a rough ap-
proximation, in fact for most of the evolution one does
not have really a temperature Teq and we are discarding
the difference between the transport and the total cross
section. Our aim is mainly to study the impact of mD
on the dynamics toward the BE condensation at fixed
cross section to understand the effect of the large angle
scattering.
Another approach is using the one-loop β-function to
compute αs at a given temperature, then using the re-
lation m2D = 4piαsT
2 to evaluate the Debye mass. This
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Figure 6. Upper panel. Time evolution of the effective temper-
ature T ∗ in the under-populated case (f0 = 0.1) for mD = 0.1
GeV (top curve) and mD = 1 GeV (bottom curve). The pre-
dicted equilibrium value T ∗ = 0.354 GeV is represented by
the horizontal dashed line. Lower panel. Time evolution of
the effective chemical potential for mD = 0.1 GeV (bottom
curve) and mD = 1 GeV (top curve).
results in a large increase of the cross section with in-
creasing mD. We will discuss more about this in section
V.
IV. THERMALIZATION IN THE
UNDER-POPULATED CASE
We discuss now the thermalization dynamic from the
CGC inspired f(p) to the BE distribution function. We
have discussed that with the initial condition specified
by Eq. (27) it is expected that the systems evolves to-
wards a BE condensate, depending on the value of f0:
for f0 < f
cr
0 the system equilibrates towards a BE dis-
tribution with a finite chemical potential; for f0 > f
cr
0
a fraction of particles forms a BE condensate and the
equilibrium distribution is characterized by a vanishing
chemical potential. In this section we focus on the case
f0 < f
cr
0 , i.e. the case in which the system does not reach
the condensate phase.
In the upper panel of figure 6, we plot the effective
temperature T ∗, defined by Eq. (21), as a function of time
7for f0 = 0.1; the two curves correspond to the same value
of the total cross sections, while the numerical value of
the screening mass is different: dashed line corresponds
to mD = 0.1 GeV, while solid line to mD = 1 GeV.
The initial T ∗ is of course independent on mD. In both
cases the effective temperature at initial time is larger
than the equilibrium value and decreases smoothly until
thermalization is complete. It is clear however that time
needed to achieve thermalization is considerably affected
by mD, that is by the anisotropy of the cross section.
In fact, whereas for the case of the forward peaked cross
section thermalization occurs in about τtherm ≈ 15 fm/c,
the equilibration time for mD = 1 GeV is much smaller,
τtherm ≈ 3 fm/c.
At each time step in the simulation an effective chemi-
cal potential, µ∗, can be defined by the distribution func-
tion at p = 0,
f(p = 0) =
1
e−µ∗/T∗ − 1 . (28)
At equilibrium µ∗ coincides with the chemical potential of
the system. Extending this approximation in the region
p ≈ 0 we compute µ∗ by averaging the distribution at
small momenta
µ∗ =
k∑
n=0
[
pn − T ∗ln
(
1 + 1f(pn)
)]
k
, (29)
where pn is the discretized value of momentum with in-
dex n, and k is the number of points near p ' 0 consid-
ered to evaluate the average. In what follows, we used a
momentum grid size of ∆p = 0.05 GeV and a k = 3.
A plot of the effective chemical potential is shown in
the lower panel of Fig. 6, where it can be seen that
µ∗ reaches smoothly its equilibrium value |µ∗| ' 0.11
GeV. We stress the fact that at equilibrium, the effec-
tive temperature and chemical potential computed by the
code are the same ones as estimated analytically and are
indicated by dashed lines in Fig. 6. The distribution
function is very well fitted by a BE distribution with the
same values of T ∗ and µ∗, as can be inferred from Fig.7.
A precise quantitative comparison with [13] is not direct
because there the screening mass is not specified, however
the results are shown in term of τ = 2pi2α2sξf0(1 + f0)t,
with ξ = 18pi L ∼= 18pi ln(T/mD) ∼= 1. For f0 = 0.1 in [13]
τeq ≈ 20 which should correspond to t ∼ 13 fm/c, in
quite good agreement with our results for the forward
peaked case (mD = 0.1 GeV).
Following [13] we introduce two further quantities,
namely the flux F(p, t) and the current J (p, t). We eval-
uate the flux at a given momentum p and fixed time as
defined in the follow 1
F(p, t) = −(2pi)3∆np
∆t
, (30)
1 We have supposed that F(0) = 0 as it has been done in [13].
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Figure 7. Time evolution of the distribution function f(p, t)
in the under-populated case (f0 = 0.1) for mD = 1 GeV. The
equilibrium distribution obtained by the simulation (squares)
is fitted by a Bose-Einstein distribution (dashed) with T =
0.354 GeV and µ∗ = −0.11 GeV.
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Figure 8. (Upper panel). Current J (p, t) evolution for f0 =
0.1 from initial time (bottom curve at low momenta) till the
reaching of equilibrium. Case mD = 1 GeV. Different curves
are taken every 0.5 fm/c. (Lower panel). Momentum space
flux F(p, t).
where np corresponds to the spatial density of particles
in a sphere of radius p. The sign convention implies that
the flux is positive when there is a net flux of particles
going out from the momentum space sphere. The current
8is related to the flux by the relation
J (p, t) = F(p, t)
4pip2
. (31)
The time evolution of these two quantities is summarized
in Fig. 8 .
In the upper panel of Fig. 8 we plot our result for
the current as a function of momentum magnitude for
several time steps, from initial stage up to equilibration
time. The results shown correspond to the case mD = 1
GeV. The shape of the current reflects the flow of parti-
cles in momentum space during the evolution. Particu-
larly noticeable is the initial growth of low momenta at
the expenses of the region near Qs, behavior that con-
firms the tendency already seen in the evolution of the
distribution function. As the system approaches equilib-
rium the distribution function stabilizes on the BE one,
and this fact is also visible in the figure of the current,
as it decreases in absolute value, being almost vanishing
after a time t ≈ 4 fm/c. We briefly comment that the
fluctuations in the regime of very small momenta, namely
p ≤ 0.1 GeV, are related to those of f(p) and have not
to be considered as physical effects: these are mainly
due to numerical fluctuations when F(p) ≈ 0 (lowering
further such numerical fluctuations would considerably
increase the computational cost). In the lower panel of
Fig. 8 we plot the flux F(p, t), which shows a behav-
ior very similar to that of the current. Again, the flux
nearly vanishes when the effective temperature reaches
its equilibrium value (dashed curves in Fig 8). We have
checked that the picture summarized in Fig. 8 does not
change qualitatively by increasing f0 providing f0 < f
cr
0
. Again, we find a quite similar behavior for both F(p)
and J (p) to [13] with a very similar magnitude of the
peaks and in particular a maximum absolute value of
J (p) that is initially about 4 times larger in the infrared
region (p < Qs).
V. OVER-POPULATED CASE: THE ONSET OF
BEC
As discussed in the previous section, when f0 > f
cr
0
the system evolves towards an equilibrium state in which
a BEC is present. This equilibrium state is called over-
populated because a BE distribution at µ = 0 and with
equilibrium temperature cannot accomodate all the par-
ticles and a finite fraction of them is stored in the p = 0
state forming a condensate. Without imposing specific
boundary conditions such as a non-vanishing flux of par-
ticles at p = 0 [25], as well as introducing a coupling be-
tween the particles in the bulk and the condensate, one
cannot monitor the system all the way up to equilibrium
[46]. However we can still use our formalism to study
the evolution of the system from the initial condition till
the onset of condensation, which naturally appears in our
approach by the fact that µ∗ → 0 in a finite time tBEC .
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Figure 9. The effective temperature T ∗ as a function of time
in the over-populated case (f0 = 0.2). The dashed line repre-
sents the theoretical predicted value of T ∗ = 0.386.
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Figure 10. The chemical potential µ∗(t) for various initial
densities (from bottom to top f0 = 0.1,0.2,0.3). For each
density two curves are showed, one for the mD = 1 GeV case
(solid), the other for mD = 0.1 GeV (dashed).
We begin our analysis from the effective temperature
T ∗, displayed in Fig. 9. As was noted for the under-
populated case, the effective temperature lowers regu-
larly in time. The peculiar characteristic of this case
however lies in the fact that T ∗ does not reach its fi-
nal equilibrium value because condensation sets in before
thermalization.
The most important signature of the transition to con-
densate phase is, as anticipated, the vanishing of the ef-
fective chemical potential µ∗. In Fig. 10, we plot µ∗ for
several values of f0; solid lines are obtained for mD = 1
GeV, whereas dashed ones for mD = 0.1 GeV. Even if
we want to focus here on the over-populated case, we
show also results for the under-populated case to make
a clearer comparison with the former one and enlighten
the differences among the two regimes.
Many things in this picture are noteworthy. Firstly,
µ∗ vanishes in a finite time range for all cases above the
critical density, while it remains negative for f0 < f
cr
0 ,
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Figure 11. Time evolution of the current J (p) in the over-
populated case (f0 = 0.3). The curves represent the currents
every 0.15 fm/c.
and this is true independently on the choice of the an-
gular part of the cross section (that is on the value of
mD). We have also checked that µ
∗ → 0 exactly at
f cr0 = 0.1675 with a precision of 0.5% Moreover, the time
tBEC at which µ
∗ vanishes depends on the density and,
namely, is larger when the density is lower. For a fixed
density and f0 > f
cr
0 , cases with mD = 0.1 GeV reaches
the condensate phase about a factor 4 more slowly than
mD = 1 GeV. Roughly the same factor is observed in
the case f0 < f
cr
0 where the two plots reach the same
equilibrium value of |µ∗| ' 0.11.
For times close to the tBEC one can set
|µ∗| = C(tc − t)η, (32)
where η plays the role of a critical exponent. Fits of
the numerical results with this function, keeping η as a
free parameter, as well as the values of the slope C and
critical time tBEC as functions of f0 have indicated a
value of η = 1.3±0.1 for mD = 0.1 GeV and η = 1.6±0.1
for mD = 1 GeV. Therefore with respect to [13] where
η = 1 we find a large value even for mD = 0.1 GeV
where the soft scattering approximation should be safely
applicable. It can be noted that, as already seen in Fig.
10, the critical time decreases as f0 increases, tending to
diverge as f0 → f cr0 .
The onset of condensation is visible also in the modified
behavior of the current with respect to the case treated
in the previous section. The important dynamics here is
in the low p region, where the current shows a strong in-
crease in absolute value as time approaches tBEC . While
for f0 < f
cr
0 the peak in J (p) appears at p ∼ 0.8 GeV,
at f0 > f
cr
0 it is shifted on the p → 0 region. This fact
is the proof that, when the condensate phase is reached,
there is a net number of particles with low momentum
going from the gluon gas to the condensate itself. This
behavior is not easily recognized in the plot of the flux,
Fig. 12, because the increase of the current is absorbed by
the factor p2 → 0. Qualitatively we confirm the behavior
discussed in [13].
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Figure 12. The flux F(p) (f0 = 0.3) for various times till the
reaching of thermal equilibrium. The curves represent the
flux every 0.15 fm/c.
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Figure 13. f(p ' 0, t) for various initial densities and for two
different gluon screening masses mD = 0.1 GeV (thin lines),
mD =1 GeV (thick lines). From bottom to top the f0 are:
0.1, 0.2, 0.3, 0.5.
Finally, in Fig. 13 a plot of f(p ' 0, t) is pre-
sented. The difference between over-populated and
under-populated cases is clearly seen. As a matter of
fact, while the f0 = 0.1 curve rises slowly and saturates
when thermal equilibrium is reached, in the case f0 > f
cr
0
there is a huge increase of f(p ' 0, t) without any satura-
tion: f(p, t) develops in fact a singularity at p = 0. Again
we see that the mD = 0.1 GeV case (forward peaked) is
quite slower than the mD = 1 GeV case. The latter how-
ever should be more close to the mD in a QGP medium
at T ∼ 0.4− 0.5 GeV as those explored at LHC energy.
A. Perturbative case
In the final part of this article we report also our results
obtained assuming a perturbative QCD dynamics still
governed by elastic two body collisions with cross section
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Figure 14. The chemical potential µ∗ for various initial den-
sities in the perturbative case.
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Figure 15. Variation of the critical time tBEC at which the
system undergoes the transition to the condensate phase as a
function of initial density. Both mD = 1, 0,1 GeV cases are
showed.
given by (18), but instead of fixing by hand mD and αs
we have considered a running QCD coupling
αs(Q
2) =
4pi
β0 ln(−Q2/ΛQCD) , (33)
where β0 = 11 − 2
3
Nf and the thermal scale Q
2 =
(2pi T )2, with Debye screening mass mD = g(T )T where
g(T ) =
√
4piαs(T ). Since we consider a system made of
only gluons we put Nf = 0 in the above equation. As a
reference temperature to carry out calculations for αs(T )
and mD(T ), the effective temperature T
∗ has been used.
In Fig. 14 we plot the results for the effective chemi-
cal potential in this calculation. In analogy to what we
observed in the previous cases, for f0 > f
cr
0 the effec-
tive chemical potential reaches zero in a finite amount of
time, signaling the onset of the BE condensation, while
for f0 < f
cr
0 it evolves to a nonvanishing value which is
independent on the cross section, see also Fig. 10. In
Fig. 15 we summarize the tBEC as a function of f0 for
the different cases considered. It is important to have
an approximate time scale under the typical condition at
uRHIC’s. This can be done noticing that f0 = 0.3 corre-
sponds to n ' 23 fm−3 which is the density at the center
of the fireball at RHIC energies at τ ' 0.5 fm/c while
f0 = 0.8 means a n ' 60 fm−3 that is roughly the maxi-
mum density reached at LHC energy. At f0 = 0.3 with an
mD = 1GeV we see that tBEC ' 1 fm/c. For RHIC con-
ditions this means that a dynamical BEC can be hardly
reachable, considering also the strong longitudinal ex-
pansion. However for LHC condition tBEC . 0.2 fm/c
at t ≈ 0.5 fm/c which means that there could be the
condition to observe at least a transient BEC. It is also
important to notice that for the pQCD case the tBEC
is generally quite large respect to the expansion rate of
uRHIC’s. However for f0 ' 0.7 − 1 that corresponds to
density typical of LHC also in this case tBEC ' 1 fm/c.
Considering that we are disregarding the 2↔ 3 processes
that can accelerate significantly the dynamics [16, 28], it
is conceivable that at highest LHC energy one can enter
into the region where even a pQCD dynamics can drive
the system into a BEC phase.
VI. CONCLUSIONS
In this article, we have studied thermalization of a hot
and dense homogeneous gluon gas in a box, whose initial
spectrum is of glasma type with occupied states below
the saturation scale, Qs, and unpopulated states above
Qs. In order to study the evolution of the system from
initial state towards equilibration we have implemented a
parton cascade code based on the solution of the kinetic
equation, by means of a stochastic method to compute
the collision integral.
For what concerns the numerical code, this is the first
time that a parton cascade code studying a system of
ultra-relativistic particles with a BE quantum kernel is
presented. For this reason we have spent the first part of
this paper to describe the necessary consistency checks of
the outputs of the code; in particular we checked that the
fixed point of the quantum kinetic equation agrees with
the analytical equilibrium distribution function which is
expected for a given set of initial particle and energy
densities.
We have then focused on the evolution of the initial
state towards equilibrium. Our novelty, in comparison
to previous studies, is that by using the full kinetic equa-
tion we do not need to assume a small angle dominance
of the cross section, which justifies a Fokker-Planck ap-
proach. We go beyond the small angle approximation
of the kinetic equation by treating the Debye screening
mass, mD in the cross section as a pure numerical pa-
rameter: the larger mD the more isotropic the cross sec-
tion is. Changing mD we have kept fixed the total cross
section, in order to be sure that the only change we in-
troduce by the different mD is the change of the angular
part of the differential cross section. We have found that
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increasing mD lowers the thermalization time of about
a factor 4 considering mD = 1 GeV with respect to the
forward peaked case corresponding to mD = 0.1 GeV.
An important result of our study is the evolution of
the system towards a BE condensate. We have found, in
agreement with previous studies, that if the initial den-
sity is large enough the system evolves toward a BEC.
We have found that for values of mD ∼ 1 GeV which are
relevant for heavy ion collisions the time needed to form
such a condensate could be as small as t ∼ 0.2 fm/c for
densities comparable to those present in the final stage
at LHC energy. Finally studying the pQCD case we ob-
serve that at phase space density f0 ∼ 1 similar to that
reached in the very early stage of LHC collisions tBEC . 1
fm/c. Nonetheless, before giving quantitative estimates
for heavy ion collisions we stress that our study needs
to be generalized to an expanding longitudinal geometry.
Therefore we plan to implement the longitudinal expan-
sion in our quantum parton cascade code and to report
on the effects of the expansion.
APPENDIX A. COLLISION RATE
In this appendix we derive an expression for the col-
lision rate and for the collision probability. Considering
as a starting point the collision integral
Cout[f ] =
1
2E1
∫
d3p2
2E2(2pi)3
1
ν
∫
d3p′1
2E′1(2pi)3∫
d3p′2
2E′2(2pi)3
f(p1)f(p2)(1 + f(p
′
1))(1 + f(p
′
2))
×|M|2 × (2pi4)δ4(p1 + p2 − p′1 − p′2) (34)
the collision rate Γ can be expressed as
Γ =
∫
d3p1
(2pi)3
Cout[f ] (35)
thus
Γ =
∫
d3p1
2E1(2pi)3
∫
d3p2
2E2(2pi)3
1
ν
∫
d3p′1
2E′1(2pi)3∫
d3p′2
2E′2(2pi)3
f(p1)f(p2)(1 + f(p
′
1))(1 + f(p
′
2))
×|M|2 × (2pi4)δ4(p1 + p2 − p′1 − p′2) (36)
that can be written as
Γ =
1
ν
∫
d3p1
(2pi)3
∫
d3p2
(2pi)3
f(p1)f(p2)
×
∫
dΩ
dσ
dΩ
(1 + f(p′1))(1 + f(p′2))vrel . (37)
We have evaluated numerically this integral following the
same approach described in [33].
From eq. (37) one can get the expression for the collision
probability used to evaluate the collision integral with the
stochastic method. In fact the the number of collision in a
time step ∆t in a volume ∆3x for particle with momenta
in the range (p1, p1 + ∆
3p1) and (p2, p2 + ∆
3p2) can be
written as
∆Ncoll = ∆
3x∆t
∆3p1
(2pi)3
∆3p2
(2pi)3
f(p1)f(p2)
×
∫
dΩ
dσ
dΩ
(1 + f(p′1))(1 + f(p′2))vrel . (38)
Expressing the distribution functions f(p1) and f(p2) as
it has been done in [38]:
fi =
∆Ni
1
(2pi)3 ∆
3x∆3pi
(39)
and substituting in Eq. (38) one gets
∆Ncoll =
∆N1∆N2∆
3t
∆3x
×
∫
dΩ
dσ
dΩ
(1 + f(p′1))(1 + f(p′2))vrel . (40)
Thus the number of collision for particles pairs
∆Ncoll/∆N1∆N2 which is indeed the collision probabil-
ity P22, is given by
P22 =
∆t
∆3x
∫
dΩ
dσ
dΩ
(1 + f(p′1))(1 + f(p′2))vrel (41)
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