Domain Decomposition Parabolic Monge-Amp\`ere Approach for Fast
  Generation of Adaptive Moving Meshes by Sulman, Mohamed et al.
Domain Decomposition Parabolic Monge-Ampère
Approach for Fast Generation of Adaptive Moving Meshes
M. Sulmana,∗, T. Nguyenb, R. Haynesc, W. Huangd
aDepartment of Mathematics & Statistics, Wright State University, Dayton, OH 45435,
USA
bLos Alamos National Laboratory, Los Alamos, NM 87545, USA
cDepartment of Mathematics & Statistics, Memorial University of Newfoundland, NL
A1C 5S7, CANADA
dDepartment of Mathematics, University of Kansas, Lawrence, KS 66045, USA
Abstract
A fast method is presented for adaptive moving mesh generation in multi-
dimensions using a domain decomposition parabolic Monge-Ampère approach. The
domain decomposition procedure employed here is non-iterative and involves split-
ting the computational domain into overlapping subdomains. An adaptive mesh on
each subdomain is then computed as the image of the solution of the L2 optimal
mass transfer problem using a parabolic Monge-Ampère method. The domain
decomposition approach allows straightforward implementation for the parallel
computation of adaptive meshes which helps to reduce computational time sig-
nificantly. Results are presented to show the numerical convergence of the domain
decomposition solution to the single domain solution. Several numerical experi-
ments are given to demonstrate the performance and efficiency of the proposed
method. The numerical results indicate that the domain decomposition parabolic
Monge-Ampère method is more efficient than the standard implementation of the
parabolic Monge-Ampère method on the whole domain, in particular when com-
puting adaptive meshes in three spatial dimensions.
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1. Introduction
Adaptive mesh methods have become increasingly popular over the last three
decades. The use of a uniform grid for solving partial differential equations (PDEs)
can be prohibitively expensive, especially for problems in multi-dimensions where
their solutions develop sharp structures in some small regions of the physical do-
main. The large errors in the approximation of the physical solution are expected
to occur in those regions. Therefore, mesh adaptation is needed to improve the
accuracy of the numerical solution while reducing the computational cost; e.g. see
[1, 2, 3, 4]. Numerous adaptive mesh techniques have been developed over the last
three decades (see, for example, [5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16]). Here, we
consider a class of adaptive mesh methods called the r-refinement or moving mesh
method. In this approach the mesh points are continuously redistributed so that
they are concentrated in the regions of large solution variations or gradients. In
one spatial dimension, the adaptive mesh can be computed based on the equidis-
tribution principle [17, 18]; an estimate of the numerical approximation error is
evenly distributed among mesh elements. The equidistribution condition alone is
insufficient to uniquely determine an adaptive mesh in multi-dimensions. A num-
ber of adaptive moving mesh methods have been developed so far; for example,
see [4, 19, 20] and references therein. In this work we are interested in methods
based on solving the optimal mass transfer problem [21, 22, 23]. The optimal mass
transfer problem, also known as the Monge-Kantorovich problem (MKP), appears
in numerous applications in science and engineering [24, 25, 26]. Sulman et al.
[22, 27] describe finding the optimal solution of the L2 MKP as the steady state
solution of a parabolic Monge-Ampère equation (PMA).
In this paper, we present a domain decomposition parabolic Monge-Ampère
(DDPMA) moving mesh method for the generation of adaptive meshes in multi-
dimensions. There are two main advantages of domain decomposition approaches
for solving PDEs. First, DD is a natural approach for computing the numerical
solutions of both steady-state and time-dependent PDEs in parallel. Second, DD
allows the use of different time steps on different subdomains in the time dependent
context. These ideas can significantly reduce the computational time for adaptive
mesh generation. In one dimension DD has been studied theoretically for mesh
generation based on the equidistribution principle at the continuous level in [28]
and at the discrete level in [29]. Numerical DD methods for PDE based mesh
generation in multi-dimensions can also be found in [30, 31]. A recent summary is
available in [32]. Our approach here is based on solving the time dependent PMA
equation. There are three common approaches used to apply domain decomposition
to parabolic problems. The first approach is to apply the traditional iterative
Schwarz algorithms first developed for elliptic problems [33, 34, 35, 36, 37, 38] to
the elliptic equations which arise upon semi-discretizing the time-dependent PDE
in time (see [39, 40, 41, 42, 43, 44, 45]). The second approach is to split the whole
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space-time domain into overlapping or non-overlapping space-time subdomains in a
Schwarz waveform relaxation framework [34, 46, 47, 48]. The third approach is non-
iterative domain decomposition which is used to further reduce the computational
cost [49, 50, 51, 52, 53, 54]. Motivated by this literature, the DDPMA method
proceeds by splitting the computational domain Ωc block-wise or slab-wise into
overlapping subdomains and computes an approximation to the solution of the
MA equation using a non-iterative DD approach at each time level of the pseudo
time integration of the nonlinear parabolic Monge-Ampère equation. We will study
if this can be done without sacrificing mesh quality.
The paper is organized as follows. In Section 2, we give a brief description
of the parabolic Monge-Ampère method for generating adaptive meshes in multi-
dimensions based on solving the L2 optimal mass transfer problem. In Section 3,
we describe the domain decomposition parabolic Monge-Ampère moving mesh
method. In Section 4, several numerical experiments are presented to demon-
strate the performance and efficiency of the proposed DDPMA method including
results on the numerical convergence of the method. Lastly, a discussion of the
results and some concluding remarks are given in Section 5.
2. The parabolic Monge-Ampère adaptive mesh method
The parabolic Monge-Ampère (PMA) method computes an adaptive mesh at
any time t as the image of a coordinate transformation x = x(ξ), defined from
the logical or computational domain Ωc ⊂ Rd (d ≥ 1) to the physical domain
Ω ⊂ Rd. The transformation x = x(ξ) is determined by equidistributing a measure
ρ(x) of the solution error or variation over mesh elements in the physical domain
Ω [2, 4, 17, 22]. The equidistribution of ρ(x) can be expressed [12, 17] by the
constraint
ρ(x(ξ))J(x(ξ)) = 1, ξ ∈ Ωc, x ∈ Ω (1)
where J is the Jacobian of the transformation. In two spatial dimensions, we have
x = (x, y), ξ = (ξ, η), and J = xξyη − xηyξ.
Notice that here, we require that the mesh density function ρ(x) to be normal-
ized, i.e.
∫
Ω
ρ(x)dx = 1, and in this case the right hand side of (1) will be modified
to 1/ |Ωc| . Thus, the constraint (1) takes the form
|Ωc| ρ(x)J = 1, ξ ∈ Ωc, x ∈ Ω. (2)
The equidistribution constraint (2) alone is insufficient to uniquely determine
the coordinate transformation, x = x(ξ) in multi-dimensions. If the solution of
the physical model does not involve large variations in the physical domain, then
the spatial derivatives of physical solutions can be accurately approximated using
standard finite difference schemes on a uniform grid. In this case the coordinate
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transformation x = x(ξ) corresponds to the identity map, and the constraint (2)
gives ρ ≡ 1. This suggests that we should seek for a coordinate transformation for
adaptive mesh generation that is as close to the identity map as possible. Here,
we determine the coordinate transformation x = x(ξ) as the minimizer of the L2
cost functional [26]
C(x) =
∫
Ωc
|x(ξ)− ξ|2 dξ (3)
subject to the constraint (2). From [26], we find that the minimizer of the cost
C(x) in (3) is the optimal solution of the L2 optimal mass transfer problem or L2
Monge-Kantorovich problem (MKP).
In [55, 56], it is shown that for bounded positive density function ρ(x) and
convex domains Ωc and Ω, the solution of the L2 MKP is unique and can be
expressed as the gradient of some convex potential Ψ,
x(ξ) = ∇Ψ(ξ), (4)
where ∇ is the gradient operator with respect to the computational variable ξ.
Substituting (4) into (2) we obtain the Monge-Ampère equation (MAE)
|Ωc| ρ (∇Ψ(ξ)) det(D2Ψ(ξ)) = 1, (5)
where det(D2Ψ(ξ)) is the determinant of the Hessian of Ψ.
As in [22, 27], we compute the solution of (5) as the steady-state solution of
the parabolic Monge-Ampère equation (PMA)
∂Ψ
∂τ
= log
(|Ωc| ρ(∇Ψ)det D2Ψ) , (6)
with the initial and boundary conditions defined as
Ψ(ξ, 0) = Ψ0(ξ) =
1
2
ξ · ξT (7)
and
∇Ψ · n = ξ · n, for ξ ∈ ∂Ωc, (8)
where ∂Ωc is the boundary of Ωc and n is the outward unit normal to ∂Ωc. The
boundary condition (8) forces mesh points to stay on the boundary of the domain;
they can only move along the boundary.
We would like to point out that if the solution of the physical model is time
dependent, the initial condition (7) is employed only for computing the initial
adaptive mesh. At the subsequent physical time levels, the pseudo time integration
of (6) starts at τ = 0 with the initial solution Ψ0 taken as the steady-state solution
obtained from the previous physical time level.
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The convergence of the solution of (6)–(8) to the steady-state solution and the
uniqueness of the latter are shown in [27].
Let Ψ∞ be the steady-state solution of (6), (7), and (8), then the adaptive mesh
is determined by taking the gradient of Ψ∞, i.e.
x = ∇Ψ∞ . (9)
To identify the steady-state solution of (6), we use the following stopping criterion:
∥∥Ψn+1 −Ψn∥∥
2
=
(∫
Ωc
∣∣Ψn+1 −Ψn∣∣2 dξ)1/2 ≤ TOL, (10)
where TOL is the user specified tolerance.
We remark that the above procedure can be used to generate an adaptive mesh
for given analytical functions and steady-state and time-dependent problems. To
generate an adaptive mesh for a given function, starting from an initial mesh, the
monitor function is computed using the function value at the current mesh and
then the new mesh is generated by solving (6) and (8), starting from the current
mesh, until the steady state is reached. To generate an adaptive mesh for a steady-
state problem, the procedure is similar except that in the current situation, the
monitor function is calculated using the computed solution on the current mesh and
the physical model needs to be re-solved on the new mesh for the new computed
solution. For a time-dependent problem, the monitor function is calculated based
on the computed solution and the mesh at the current time step and, after the new
mesh is obtained, the physical model is integrated over one time step using the old
and new meshes (see, for example, [4]).
3. The domain decomposition moving mesh method
In this section, we describe a DD moving mesh method. Motivated by the
Schwarz methods, we describe an overlapping domain decomposition technique
for two dimensional domains. The technique can be employed for domains in
three spatial dimensions in an analogous way. For simplicity, we consider the
computational domain Ωc = (0, 1) × (0, 1), and spilt Ωc into subdomains in one
direction (i.e., either in ξ or η direction) or in two dimensions (i.e., in both ξ and
η directions). The subdomains are obtained by the slab or block decompositions,
respectively.
A slab decomposition in the ξ direction (the other slab or block decompositions
are obtained in a similar manner) is obtained by decomposing the ξ-interval (0, 1)
into M subintervals in the ξ direction, (αi, βi) for i = 1, . . . ,M , where α1 = 0 and
βM = 1. The subdomains are required to overlap in the following manner:
αi < αi+1 < βi < βi+1, for i = 1, . . . ,M.
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We then have M subdomains Ωi = (αi, βi)× (0, 1), for i = 1, 2, . . . ,M, in Ωc.
For illustration purposes, we consider the case M = 2, and divide Ωc into two
subdomains Ω1 and Ω2, as in Figure 1. Let Ψi and (xi, yi) be the solution of the
Monge-Ampère equation (5) and the corresponding coordinate transformation on
the subdomain Ωi for i = 1, 2. In this case, the DDPMA method computes Ψ1 and
Ψ2 by solving the two coupled initial value problems (IVPs):
∂Ψ1
∂τ
= log
(
ρ(∇Ψ1)det D2Ψ1
)
, in Ω1, (11a)
∇Ψ1(ξ, η, τ) · n = ξ · n, for ξ ∈ ∂Ω1 ∩ ∂Ωc, (11b)
Ψ1(ξ, η, τ) = Ψ2(ξ, η, τ), on ∂Ω1 ∩ Ω2, (11c)
Ψ1(ξ, 0) =
1
2
ξ · ξT , in Ω1, (11d)
and
∂Ψ2
∂τ
= log
(
ρ(∇Ψ2)det D2Ψ2
)
, in Ω2, (12a)
∇Ψ2(ξ, η, τ) · n = ξ · n, for ξ ∈ ∂Ω2 ∩ ∂Ωc, (12b)
Ψ2(ξ, η, τ) = Ψ1(ξ, η, τ), on ∂Ω2 ∩ Ω1, (12c)
Ψ2(ξ, 0) =
1
2
ξ · ξT , in Ω2. (12d)
! "0 1
1
Ω& Ω'
Ω& ∩ Ω'
Figure 1: A domain decomposition of Ωc in the ξ direction into 2 subdomains Ω1 =
(0, β)× (0, 1) and Ω2 = (α, 1)× (0, 1), where α < β.
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We use standard centered finite differences for the spatial discretization of the
parabolic Monge-Ampère equations (11a) and (12a) to obtain the IVPs
dΨ1
dτ
= log
(
ρ(∇hΨ1)det D2hΨ1
)
, in Ω1, (13a)
∇hΨ1(ξ, η, τ) · n = ξ · n, for ξ ∈ ∂Ω1 ∩ ∂Ωc, (13b)
Ψ1(ξ, η, τ) = Ψ2(ξ, η, τ), on ∂Ω1 ∩ Ω2, (13c)
Ψ1(ξ, 0) =
1
2
ξ · ξT , in Ω1, (13d)
and
dΨ2
dτ
= log
(
ρ(∇hΨ2)det D2hΨ2
)
, in Ω2, (14a)
∇hΨ2(ξ, η, τ) · n = ξ · n, for ξ ∈ ∂Ω2 ∩ ∂Ωc, (14b)
Ψ2(ξ, η, τ) = Ψ1(ξ, η, τ), on ∂Ω2 ∩ Ω1, (14c)
Ψ2(ξ, 0) =
1
2
ξ · ξT , in Ω2, (14d)
where ∇h and D2h are the corresponding finite difference operators for the gradient
and Hessian respectively.
Notice that IVPs (13) and (14) are coupled through (13c) and (14c). They can
be solved alternately or in parallel for the steady state solutions to obtain Ψ∞1 and
Ψ∞2 , respectively. The coordinate transformations (and thus adaptive meshes) in
Ω1 and Ω2 are then determined by setting x1 = ∇Ψ∞1 and x2 = ∇Ψ∞2 , respectively.
For the computation of the steady state solutions, we use an explicit variable
time stepping time integrator for the IVPs (13) and (14) over small intervals of time
∆τ . In our computation we use Matlab function, ode113, a variable-step, variable-
order Adams-Bashforth-Moulton PECE solver of orders 1 to 13 for this purpose.
Let Ψn1 and Ψn2 be the solutions at time τn = n∆τ . Let (xn1 , yn1 ) and (xn2 , yn2 ) be
the corresponding adaptive meshes at time τn = n∆τ . We summarize the steps
for computing Ψn+11 and Ψ
n+1
2 together with the adaptive meshes (x
n+1
1 , y
n+1
1 ) and
(xn+12 , y
n+1
2 ) alternately in Ω1 and Ω2 in Algorithm 1. Notice that here we assume
that ∆τ is small enough so that the same mesh density function ρ(xn, yn) can be
used for the time integration over the interval (τn, τn + ∆τ).
In the special case of Ωc = (0, 1) × (0, 1) and using slab decompositions, the
boundary conditions (11b) and (12b) can be expressed as
x1(0, η) = 0, 0 ≤ η ≤ 1, y1(ξ, 0) = 0, y1(ξ, 1) = 1, 0 ≤ ξ ≤ β, (17)
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Algorithm 1 (DDPMA method)
1. Compute ρ on (xn1 , yn1 ) and integrate (13) for one time step ∆τ with the
transmission condition
Ψn+11 (β, η) = Ψ
n
2 (β, η), on ∂Ω1 ∩ Ω2 (15)
to obtain Ψn+11 on Ω1.
2. Compute the adaptive mesh by setting (xn+11 , y
n+1
1 ) = ∇Ψn+11 .
3. Compute ρ on (xn2 , yn2 ) and integrate (14) for one time step ∆τ using the
transmission condition
Ψn+12 (α, η) = Ψ
n+1
1 (α, η), on ∂Ω2 ∩ Ω1 (16)
to obtain Ψn+12 on Ω2.
4. Compute the adaptive mesh by setting (xn+12 , y
n+1
2 ) = ∇Ψn+12 .
5. Compute res1 = ‖Ψn+11 −Ψn1‖2 and res2 = ‖Ψn+12 −Ψn2‖2.
6. Stop if min{res1, res2} ≤ TOL; Otherwise, set n = n+ 1 and go to 1.
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and
x2(1, η) = 1, 0 ≤ η ≤ 1, y2(ξ, 0) = 0, y2(ξ, 1) = 1, α ≤ ξ ≤ 1. (18)
In this case, the transmission conditions (15) and (16) (defined on the internal
boundaries) take the form
Ψn+11 (β, η) = Ψ
n
2 (β, η), 0 ≤ η ≤ 1 (19)
and
Ψn+12 (α, η) = Ψ
n+1
1 (α, η), 0 ≤ η ≤ 1. (20)
A parallel DDPMA method is obtained by replacing (20) by
Ψn+12 (α, η) = Ψ
n
1 (α, η), 0 ≤ η ≤ 1. (21)
Notice that this is a non-iterative domain decomposition algorithm - there is
only one transfer of a subdomain solution information to its neighbouring subdo-
mains per pseudo time step.
4. Numerical experiments
In this section, we present several numerical experiments to demonstrate the
performance of the DDPMA method described in Section 3. We have used the
DDPMA method with the alternating form of the transmission conditions (19)
and (20) for serial computation and with the non-alternating form (21) for parallel
computation. We also give some numerical results on the convergence for the
method.
For the purpose of conducting these numerical experiments, we choose the mesh
density function ρ(x) as the popular arc-length function
ρ(x) =
√
1 + |∇xu(x)|2, x ∈ Ω, (22)
where u the solution of the physical model and ∇x is the gradient operator with
respect to x.
All the computations in Subsections 4.1 and 4.2 have been done in double
precision Matlab on a mac computer with 2.3 GHz Intel Core i7 processor and 16
GB memory.
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4.1. A two-dimensional four subdomain decomposition
In this subsection, we present the results of the DDPMA method for computing
adaptive meshes in two spatial dimensions. The adaptive mesh is computed with
a 4-slab decomposition and 2× 2 block decomposition, i.e. 4 subdomains in both
cases. The subdomains are overlapping with an overlap of three grid points in
both the slab and block decomposition cases. Notice that for the 2 × 2 block
decomposition, the overlap occurs in both the ξ-direction and η-direction. The
alternating DDPMA method described by Algorithem 1 is used for this example.
We consider two different examples of the physical model. For these two exam-
ples, we assume the physical and computational domains are Ω = Ωc = (0, 1)×(0, 1)
and use a grid of size 65× 65 in the whole domain Ωc to generate adaptive meshes
in the physical domain Ω. The Matlab ODE solver, ode113, is used to integrate the
ODE systems (13) and (14) over each time interval (τn, τn + ∆τ) for ∆τ = 10−3.
We have conducted a preliminary comparison with other ODE solvers and time
steps and found that this choice of the ODE solver and time step gives better
efficiency.
In the first example, we employ the DDPMA method to compute the adaptive
mesh for the given function
u(x, y) =
1
1 + exp((x+ y − 1)/2) , (x, y) ∈ Ω, (23)
which is an exact solution for the 2D Burgers’ equation. We take  = 0.01.
In the second example, we consider computing the adaptive mesh for the func-
tion
u(x, y) = 1 +
9
1 + 100r2 cos2(θ − 20r2) , (x, y) ∈ Ω, (24)
where
r =
√
(x− 0.7)2 + (y − 0.5)2, and tan θ = y − 0.5
x− 0.7 .
Notice that the Burgers’ solution (23) attains its maximum gradient along the
line x+ y − 1 = 0, i.e. on the diagonal of the physical domain. Test function (24)
has its maximum gradient along spiral shape that fills the whole physical domain.
As a result, the computed adaptive meshes are expected to concentrate along the
line and the spiral shape, respectively.
In Figure 2 (for function (23)) and Figure 3 (for function (24)) we present
the adaptive meshes computed on a single domain and using a 4-block and 4-slab
decomposition. The figures show that there are no visible differences among the
adaptive meshes computed by the PMA method employed on the whole domain
and the DDPMA method using 4-slab and 4-block decompositions.
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(a) single domain (b) 4-block (c) 4-slab
Figure 2: The 2D adaptive meshes computed for the test function (23). Shown here
are adaptive meshes obtained by (a) the PMA method employed on the whole domain,
(b) the DDPMA method using a 4-block decomposition, and (c) the DDPMA method
using a 4-slab decomposition.
(a) Single domain (b) 4-block (c) 4-slab
Figure 3: The 2D adaptive meshes computed for the test function (24). Shown here are
adaptive meshes obtained by the (a) the PMA method employed on the whole domain,
(b) the DDPMA method using a 4-block decomposition, and (c) DDPMA method using
a 4-slab decomposition.
4.2. A three-dimensional eight subdomain decomposition
In this subsection, we illustrate the performance of the DDPMA method for
computing adaptive meshes in three spatial dimensions. We consider two different
physical model solutions, and employ the DDPMAmethod to compute the adaptive
mesh in the physical domain. Similar to the 2D case, here the alternating DDPMA
method with the transmission conditions (15) and (16) is implemented. We use a
8-block decomposition of the computational domain Ωc for both examples.
In the first example we assume that the physical solution is given as
u(x, y, z) = tanh
[
100(x2 + y2 + z2 − 0.125)] , (x, y, z) ∈ (−1, 1)3. (25)
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The solution u(x, y, z) achieves its maximum gradient on the surface of a sphere
centered at the origin with radius r =
√
.125. Thus, the adaptive mesh is expected
to be concentrated around the surface of the sphere.
In Figure 4 we show the adaptive meshes computed using the DDPMA method
on three planes. The computed mesh appears to concentrate around a circle on
each of the planes. This illustrates that the computed mesh is concentrated around
the surface of the sphere as expected. We compare the adaptive mesh computed
in each block with the mesh computed by applying the PMA method on the whole
domain, and we find excellent visual agreement between the two meshes which
suggests convergence of the adaptive mesh obtained by the DDPMA method with
four subdomains to the adaptive mesh obtained by the PMA method employed on
a single domain. The CPU time for the alternating DDPMA method using 8 block
is 274 seconds whereas it is 322 seconds for the PMA applied on the whole domain
with a grid of size 81× 81× 81.
Figure 4: The 3D adaptive mesh computed using the DDPMA method with 8-block
decomposition for the test function (25).
For the second example, we employ the DDPMA method to compute the adap-
tive mesh for a test function that exhibits sharp structures that fill the whole
physical domain. To this end, let Ωc = Ω = (−2, 2)3 and assume that the solution
of the physical model is given as
u(x, y, z) =
9∑
k=1
tanh
[
50
(
(x− x0(k))2 + (y − y0(k))2
+ (z − z0(k))2 − 0.1875
)]
, (x, y, z) ∈ Ω,
(26)
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where
x0 = [0, 0.5, 0.5,−0.5,−0.5, 0.5, 0.5,−0.5,−0.5],
y0 = [0, 0.5,−0.5, 0.5,−0.5, 0.5,−0.5, 0.5,−0.5],
z0 = [0, 0.5, 0.5, 0.5, 0.5,−0.5,−0.5,−0.5,−0.5].
The test function (26) has its maximum gradients on the surfaces of nine spheres
that are of radius r =
√
0.1875 and centered at (x0(k), y0(k), z0(k)), k = 1, 2, . . . , 9
in the physical domain. The adaptive mesh is expected to be clustered around
the surfaces of the nine spheres. Figure 5 presents adaptive meshes computed on
a single domain and using an 8-block decomposition. The concentration of the
adaptive mesh can be seen along the surfaces of the nine spheres. The figure also
shows a very good agreement of the adaptive mesh obtained by DDPMA method
using 8-block decomposition and the adaptive mesh obtained by the PMA method
employed on the whole domain.
(a) Single domain (b) 8-block
Figure 5: The 3D adaptive meshes computed for the test function (26). Shown
are adaptive meshes computed using (a) the PMA method employed on the whole
domain and (b) the DDPMA method with 8-block decomposition.
4.3. Efficiency of the DDPMA method
We demonstrate the efficiency of the DDPMA method by examining the CPU
time for the DDPMA method using four subdomains in 2D and eight subdomains
in 3D. We compare the results of the DDPMA method with the PMA method
employed on the entire domain. To this end, we compute the adaptive meshes for
different grid resolutions in both two and three spatial dimensions. The DDPMA
method is employed for both serial and parallel computations. For the parallel
algorithm, the time integration of the ODE systems (13) and (14) from time level
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n to n + 1 on the subdomains is carried out in parallel using four processors for
the case of 4 subdomains and 8 processors for the case of 8 subdomains.
The computations in this subsection are conducted using double precision Mat-
lab on a mac computer with 3.3 GHz 12-core Intel Xeon W processor and 32 GB
memory.
In Table 1 we present the CPU time required to compute the 2D adaptive
meshes for the test function (24) using the grid resolutions 65 × 65, 129 × 129,
257 × 257, 513 × 513 and 1025 × 1025. We can see that for two dimensional
problems, the DDPMA method becomes more efficient (in terms of the CPU time
relative to the time required for the single domain solution) as the number of the
grid points increase.
Table 2 shows the CPU time to compute 3D adaptive meshes for the test
function (25) using the grid resolutions 65× 65× 65, 81× 81× 81, 101× 101× 101,
and 121×121×121. From these results it becomes clear that the DDPMA method
is more efficient than the PMA method employed on the entire domain. The results
presented here indicate that employing the DDPMA method in parallel improves
the computational time significantly. We would like to point out that one can
employ the DDPMA method in parallel with more subdomains and processors as
needed to further speed up the computations.
grid size CPU time in seconds
single domain 4-block subdomainsserial parallel
(4-core)
65× 65 0.2 0.31 0.53
129× 129 0.38 0.51 0.66
257× 257 0.8 1 .76
513× 513 3.53 2.7 1.6
1025× 1025 13.51 10.94 7.09
Table 1: The 2D comparison of the CPU times for the computation of adap-
tive meshes using the DDPMA method with 4 subdomains and the adaptive mesh
computed using the PMA method on the entire domain.
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grid size CPU time in seconds
single domain 8-block subdomainsserial parallel
(8-core)
65× 65× 65 20 18 4
81× 81× 81 30 29 8
101× 101× 101 62 58 16
121× 121× 121 104 94 37
Table 2: The 3D comparison of CPU times for the computation of adaptive
meshes using the DDPMA method with a 8-block decomposition and the PMA
method employed on the entire domain. The results are shown for computations
conducted in serial and parallel DDPMA with eight processors.
4.4. Convergence of the DDPMA method
In this subsection, we study the numerical convergence of the DDPMA method
in two spatial dimensions. We study the convergence of the solution obtained
by the DDPMA method using the four-subdomain decomposition to the solution
obtained by the PMA method on a single domain.
The analytical solution of the parabolic Monge-Ampère equation (6) is not
available, therefore we use a solution computed by the PMA method on the single
domain with a very fine grid resolution and for a very large number of pseudo
time steps as a surrogate for the exact solution. Specifically, we consider the
test function (24) and employ the PMA method to compute the solution of the
parabolic Monge-Ampère equation (6) with a grid of size 1025 × 1025 and 10000
pseudo time steps. This gives a solution Ψsd that we assume is close enough to
the exact solution. Then, we employ the DDPMA method with 4 subdomains to
solve (6) using the grid resolutions 33× 33, 65× 65, 129× 129 and 257× 257 and
1000 pseudo time steps to obtain a combined solution, Ψdd, on the union of the
four subdomains. The Lp relative error is computed as
Ep =
(∫
Ωc
|Ψsd −Ψdd|p dξdη
)1/p
(∫
Ωc
|Ψsd|p dξdη
)1/p (27)
for p = 1, 2. The L∞ relative error is obtained as
E∞ =
max |Ψsd −Ψdd|
max |Ψsd| . (28)
Figure 6 presents the plots of the Lp relative errors for p = 1, 2, and ∞ in the
logarithmic scale. The slopes of the L∞, L1, and L2 errors are 1.85, 2.01 and 1.99,
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Figure 6: Convergence (in space) of the domain decomposition solution to the single
domain solution. Shown are the Lp relative errors, for p = 1, 2, and ∞ (27) and (28),
for grid resolutions N ×N , N = 33, 65, 129, and 257.
respectively, which suggests that the convergence of the DDPMA method is second
order in space.
To examine the convergence rate in the pseudo time variable. For the purpose
of this test, we use the forward Euler method for the time integration of the ODE
systems (13) and (14). To this end, we fix the grid size to 65×65 for whole domain
and solve the parabolic Monge-Ampère equation (6) using small pseudo time step
∆τ = 0.005∆ξ∆η and 5000 pseudo time steps to obtain the solution Ψsd. Then,
we employ the DDPMA method with four subdomains using same grid resolution
but different pseudo time steps ∆τ = 0.015∆ξ∆η, 0.03∆ξ∆η, 0.06∆ξ∆η, and
0.12∆ξ∆η to obtain Ψdd for each pseudo time step size ∆τ . We can then use the
formulas (27) and (28) to compute the Lp relative errors for p = 1, 2, and ∞. In
Figure 7, we show the relative errors in the logarithmic scale. For this test only,
we use a forward Euler integrator in time, instead of the variable time stepping,
variable order, ode113. We find that the slopes of these relative errors are 1.01,
1.04 and 1.03, respectively. This illustrates that the convergence of the DDPMA
method is first order in time.
We now study the convergence history of the domain decomposition solution
as the number of time steps increases for a fixed mesh resolution and a fixed ∆τ .
We take the steady-state single-domain solution of the same spatial resolution as
the reference solution. Figure 8 shows the convergence history of the solution of
the domain decomposition method to the single domain solution. It shows that
the former converges to the latter as the number of pseudo time steps increases.
To study the effect of the overlap of the subdomains on the convergence, in
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Figure 7: Convergence rate of the domain decomposition solution to the single
domain solution. Shown are the Lp relative errors, for p = 1, 2, and ∞ (27) and
(28) plotted for the pseudo time steps ∆τ = 0.015∆ξ∆η, 0.03∆ξ∆η, 0.06∆ξ∆η, and
0.12∆ξ∆η.
Figure 8: The convergence of the domain decomposition solution to the single
domain solution. Shown are the Lp relative errors, for p = 1, 2, and ∞ (27) and (28),
as functions of the the number of pseudo time steps.
Figure 9 we plot the L∞ relative error (28) versus the number of pseudo time steps
for 5, 9, 11, and 15 overlap points. We notice that the error decreases as the
number of the overlap points increases.
In what follows we study the convergence of the steady state solution obtained
by the DDPMA algorithm to the steady state single domain solution Ψ∞ of the
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Figure 9: Convergence history of the domain decomposition solution to the single
domain solution. Shown are the L∞ relative error versus the number of pseudo time
steps for different number of overlap points.
parabolic Monge-Ampère equation (6). We compute the DDPMA steady state
solution using four subdomains for ∆τ = 10−6, 2 · 10−6, 4 · 10−6 and 8 · 10−6. A
tolerance Tol = 1e−6 is used to detect the steady state solution; the time stepping
is stopped when two successive solutions agree within the tolerance. Figure 10
presents the plots of the Lp relative errors versus ∆τ . We notice here that as ∆τ
gets smaller the relative errors decrease which illustrates the convergence of the
DDPMA steady state solution to the steady state solution obtained on a single
domain.
4.5. Quality measures of the DDPMA adaptive meshes
In this subsection, we compute the quality measure of the adaptive meshes
computed using the DDPMA method. In 2D, the adaptive mesh on the physical
domain Ω is formed by combining the adaptive meshes computed on each of the
four subdomains Ωi, i = 1, 2, 3, 4. On each subdomain Ωi, the adaptive mesh is
obtained as an image of a coordinate transformation computed using the PMA
method. We use a mesh quality measure Eadp as described in [22, 57] which is
given by
Eadp(x) =
ρ(∇Ψ∞)J
|Ωc| , ∀x ∈ Ω, (29)
where Ψ∞ is the DD solution obtained by combining the steady state solutions Ψ∞i
of the parabolic Monge-Ampère equation on the subdomains Ωi, |Ωc| is the area (in
2D) or volume (in 3D) of the computational domain, and J is the determinant of
the Jacobian matrix of the coordinate transformation. Note that Eadp is defined
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Figure 10: Convergence of the domain decomposition the steady state solution to
the single domain steady state solution. Shown are the L∞ relative error versus the
time interval ∆τ .
pointwise for each grid node in the domain Ω. We compute the maximum and
L2 norms of the mesh quality measure, Emax = ||Eadp||∞ and E2 = ||Eadp||2,
respectively.
The mesh quality measure (29) is computed for the adaptive mesh obtained by
the DDPMA method using 4 slabs and a 2 × 2 block decomposition. Here, the
mesh quality measure Eadp is computed for two different grid resolutions, namely
using 21× 21 and 41× 41 mesh points.
The results from Table 3 show that the adaptive meshes computed using the
DDPMAmethod and PMAmethod on a single domain have very similar mesh qual-
ity measures. This indicates excellent agreement between the adaptive mesh ob-
tained using the DDPMA and the adaptive mesh obtained using the PMA method
employed on the entire domain. Moreover, the fact that the values in the table
are close to one indicates that the meshes satisfy the equidistribution principle (2)
closely.
Decompositions
Qual. measure 21× 21 41× 41
E2 Emax E2 Emax
4 Slabs DD 1.0198 1.1546 1.0053 1.0997
2× 2 Block DD 1.0194 1.1590 1.0052 1.0994
Whole Domain 1.0194 1.1609 1.0042 1.0980
Table 3: Mesh quality measure of the adaptive meshes generated by the DDPMA and
PMA methods.
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5. Conclusions
We have developed a non-iterative overlapping domain decomposition approach
for fast and efficient computation of adaptive moving meshes in multi-dimensions.
The computational domain is split into subdomains and the parabolic Monge-
Ampère method is employed to compute the adaptive mesh on each subdomain.
The numerical experiments show that the DDPMA method is more efficient than
the PMA method applied on the whole domain. This result is significant especially
when solving physical problems on large 2D domains and/or in three spatial dimen-
sions. The computations involved here are performed on both a single processor
(for the serial computations) and 4-processors (for the parallel computations). The
number of the processors utilized can be increased by increasing the number of sub-
domains. The results indicate that the parallel computations can be implemented
efficiently with the DDPMA method. We have also studied the convergence of
the adaptive mesh computed using the DDPMA method to the adaptive mesh
computed by the PMA method applied to the whole domain.
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