Abstract There is a sparse number of credible source models available from largemagnitude past earthquakes. A stochastic source-model-generation algorithm thus becomes necessary for robust risk quantification using scenario earthquakes. We present an algorithm that combines the physics of fault ruptures as imaged in laboratory earthquakes with stress estimates on the fault constrained by field observations to generate stochastic source models for large-magnitude (M w 6.0-8.0) strike-slip earthquakes. The algorithm is validated through a statistical comparison of synthetic groundmotion histories from a stochastically generated source model for a magnitude 7.90 earthquake and a kinematic finite-source inversion of an equivalent magnitude past earthquake on a geometrically similar fault. The synthetic dataset comprises threecomponent ground-motion waveforms, computed at 636 sites in southern California, for 10 hypothetical rupture scenarios (five hypocenters, each with two rupture directions) on the southern San Andreas fault. A similar validation exercise is conducted for a magnitude 6.0 earthquake, the lower magnitude limit for the algorithm. Additionally, ground motions from the M w 7.9 earthquake simulations are compared against predictions by the Campbell-Bozorgnia Next Generation Attenuation relation, as well as the ShakeOut scenario earthquake. The algorithm is then applied to generate 50 source models for a hypothetical magnitude 7.9 earthquake originating at Parkfield, California, with rupture propagating from north to south (toward Wrightwood), similar to the 1857 Fort Tejon earthquake. Using the spectral element method, three-component ground-motion waveforms are computed in the Los Angeles basin for each scenario earthquake and the sensitivity of ground-shaking intensity to seismic source parameters (such as the percentage of asperity area relative to the fault area, rupture speed, and rise time) is studied.
Introduction
Rupture-to-rafters simulations offer an alternative (and perhaps more realistic) approach for risk quantification and design of new structures (Krishnan et al., 2006 (Krishnan et al., , 2011 . Generating stochastic seismic source models for these simulations is a crucial step, given the limited number of credible source models from large historical earthquakes. The seismic source model is a mathematical representation of the earthquake rupture process. Two types of source models are used in earthquake physics:
1. Kinematic models prescribe the spatial and temporal evolution of the rupture speed, the slip, and the slip velocity on the fault, inferred from seismic, geodetic, and geological observations. 2. Dynamic models prescribe the fault prestress, fracture energy, and stress drop. An earthquake is nucleated at a point in the model by artificially increasing the prestress to a value greater than the shear strength. The rupture process is then allowed to evolve dynamically as dictated by an assumed fault friction law. The development of dynamic source models is an active area of research in earthquake source physics (e.g., Madariaga and Olsen, 2002; Schmedes et al., 2010; Bizzarri, 2011) .
Although dynamic source models may better characterize earthquake source physics and there are efforts underway to validate them against empirical data (e.g., Dalguer et al., 2008; Harris et al., 2009; Olsen et al., 2009; Andrews and Barall, 2011; Shi and Day, 2013; Baumann and Dalguer, 2014) , the theory is more complex and less mature when compared with kinematic source modeling. (For example, the state of stress in the earth and the fault friction law are not known; they are not as well constrained as kinematic source parameters such as slip.) Here, we represent an earthquake source using a kinematic model. Kinematic source description involves dividing the fault rupture plane(s) into a number of smaller subevents. Each subevent (considered as a point source) is characterized by three parameters: slip, rupture speed, and slip velocity-time function. Brune (1970) proposed one of the earliest earthquake source models, in which near-and far-field displacement spectra are calculated from a fault dislocation model accelerated by an effective stress. Significant progress has been made in kinematic source modeling since then, with the help of data collected by modern seismic networks (Zeng et al., 1994; Hartzell et al., 1999; Somerville et al., 1999; Mai and Beroza, 2002; Nielsen and Madariaga, 2003; Guatteri et al., 2004; Tinti et al., 2005; Lavallée et al., 2006; Liu et al., 2006; Aagaard, Graves, Rodgers, et al., 2010; Aagaard, Graves, Schwartz, et al., 2010; Graves and Pitarka, 2010) . We start with a brief description of current approaches to prescribing the three source parameters for each subevent.
Slip Distribution
Spatial variation of kinematic slip in a rupture is perhaps the best understood amongst the three source parameters. This is partly due to the fact that surface slip can be constrained in a finite-source inversion of an earthquake using geodetic observations. Rupture speed and slip velocity-time function, on the other hand, are inferred completely through inversions. The power spectral density (PSD) of the 2D slip distribution from these inversions typically decays with wavenumber according to a power law. On this basis, a PSD function, inferred from finite-source inversion of past earthquakes, could be inverted back to the spatial domain to produce a stochastic slip model (e.g., Somerville et al., 1999; Mai and Beroza, 2002) . Because finite-source inversions are typically able to resolve longer wavelengths only, their PSDs do not properly characterize the spectral drop-off with wavenumber. Graves and Pitarka (2010) overcome this deficiency by augmenting the long-wavelength portion of the PSDs from finite-source inversions (or uniform/random slip distributions) with a bandlimited PSD function that accurately captures the spectral decay inferred from seismic data. It should be noted that in developing the PSD function, slip inversions of only a limited number of large-magnitude earthquakes were used (e.g., Fig. 1 ), and the slip models are often interpolated to facilitate a direct comparison. In a study of seven earthquakes, including the 1994 Northridge earthquake, Lavallée et al. (2006) discussed the negative effects of this interpolation on PSD decay. Moreover, this approach anchors the sources to a specific power-spectral decay and may not capture the degree of variability perhaps inherent to seismic sources.
An alternate approach is to stochastically generate spatial distribution of slips for an earthquake of given magnitude and accept or reject each model by one of two methods:
1. comparing spectra of the resulting synthetic ground motions (assuming a rupture speed and slip velocity-time function distribution) against that of recorded ones (e.g., Zeng et al., 1994) or Figure 1 . Magnitudes of past earthquakes considered by (a) Somerville et al. (1999) and (b) Mai and Beroza (2002) for determining the spectral properties of the slip distribution on the fault. Source mechanisms of these earthquakes are not limited to strike slip, but include reverse, thrust, etc. Note the sparse number of large-magnitude (M w ≥ 7:0) earthquakes included in either study. The color version of this figure is available only in the electronic edition.
2. comparing the spectral decay as a function of wavenumber against the broad range of the corresponding decays found in finite-source inversions of past earthquakes.
Whereas in the former approach, the spectra of synthetic ground motions are influenced by the choice of rupture speed, slip velocity-time function, Green's function, etc., the latter has no such concerns. Accordingly, the latter approach is adopted here. Our algorithm divides the rupture area recursively along length, until each daughter segment has a dimensional aspect ratio close to unity. The mean slip on each daughter segment is characterized using lognormal probability distributions. The mean and standard deviation of these distributions depend upon the magnitude of its parent segment. Slip on each daughter segment is assigned a value that is a single realization of the corresponding probability distribution, with the slip vector oriented along strike (i.e., rake 180°). To introduce slip variation along depth, each (approximately square) daughter segment is subdivided into four segments using one subdivision along depth and one along length. The assignment of slip for this penultimate generation of daughter segments is based on the same method as the previous generations of daughter segments. Finally, these penultimate generation segments are subdivided along length and depth to the resolution needed for wave propagation simulations. Slips are assigned to the final generation of segments as realizations of the lognormal probability distribution corresponding to the magnitude of the parent segment from the penultimate generation. A filter is applied to smoothen the resulting slip distribution, eliminating sharp spatial variations. Additionally, at each step, the mean slips are scaled linearly to that of the parent segment such that the net seismic moment M 0 is conserved. The resulting slip distribution is accepted if the average power spectra, along the length and the depth of the rupture, decay with wavenumber according to a power law with decay coefficient between 2.0 and 4.0. This is the range of values for the decay observed in finite-source inversions of past earthquakes (e.g., Somerville et al., 1999; Mai and Beroza, 2002) . The use of 1D spectra along length and depth rather than a 2D spectrum over the area of rupture is based on the assumption that slip along fault is statistically independent of slip along depth. Although this assumption may not strictly hold true, the use of a circular PSD criterion for model acceptance is not likely to be significantly different from the use of two 1D spectra along length and depth (Lavallée et al., 2006) .
Rupture Speed Distribution
The initiation time of slip at any given location along the rupture depends upon the rupture speed V r . Rupture speed can have a significant influence on the character of the radiated seismic waves, the resulting ground motions, and the impact on the built environment. Even though theoretical models (e.g., Burridge, 1973; Andrews, 1976) have shown that ruptures could travel at speeds higher than the Rayleigh-wave speed, rupture speeds in ground-motion simulations have traditionally been assumed to be lower. This is due, in part, to the sparsity of such strong ground motion data. However, evidence from recent earthquakes, such as the 1999 M w 7.6 Izmit (e.g., Bouchon et al., 2002) , the 2001 M w 7.8 Kunlun (e.g., Bouchon and Vallée, 2003; Bhat et al., 2007) , the 2002 M w 7.9 Denali (e.g., Dunham and Archuleta, 2004; Frankel, 2004) , and the 1979 M w 6.4 Imperial Valley (e.g., Archuleta, 1984; Das, 2010) earthquakes, point to rupture speeds exceeding the Rayleigh-wave speed.
Based in part on this evidence, several new models have been developed with an underlying principle that the secant rupture speed (the average rupture speed from the hypocenter to a given subfault location) or local rupture speed is correlated with slip on the fault (e.g., Guatteri et al., 2004; Liu et al., 2006; Aagaard, Graves, Rodgers, et al., 2010; Aagaard, Graves, Schwartz, et al., 2010; Graves and Pitarka, 2010; Song and Somerville, 2010; Song et al., 2014) . Others correlate rupture initiation with slip (e.g., Graves and Pitarka, 2010) . However, Schmedes et al. (2010) found no evidence for such correlation from dynamic rupture models of 315 earthquakes. They further cautioned that assuming any such correlation could lead to overprediction of simulated ground motions. In addition to field observations and theoretical models, laboratory earthquakes have yielded important insights into the fault rupture process. Stable pulse-like ruptures have been realized in the laboratory under controlled conditions (Rosakis et al., 1999 (Rosakis et al., , 2007 Lu, 2009; Lu et al., 2010; Mello et al., 2010) . Both sub-Rayleigh and supershear ruptures have been realized. The sub-Rayleigh ruptures have been observed to propagate at speeds in the vicinity of 0:87V S , in which V S is the shear-wave speed in the medium. Under special normal stress and fault roughness conditions, the ruptures have been observed to transition to supershear speeds in the vicinity of 1:67V S .
In our source representation, we assume that all ruptures initiate at a sub-Rayleigh speed of 0:87V S . Using estimates of prestress on the fault from paleoseismic, focal mechanisms, borehole breakouts, and other in situ observations cataloged in the World Stress Map (WSM) project (Heidbach et al., 2008) , we assess whether conditions exist for rupture to transition to supershear speeds as it progresses along the fault. If such conditions do exist for any subevent along the rupture, we prescribe a rupture speed of 1:67V S for that subevent. We noted previously when discussing dynamic source models that the state of stress in the earth is not known accurately. Yet, we continue to use estimates of the same in characterizing our kinematic source models. This is justifiable, because only the rupture speed in kinematic source models is dependent upon the state of stress. On the other hand, the evolution of all three source parameters (slip, slip velocity, and rupture speed) in dynamic source models are affected by the state of stress.
Slip Velocity-Time Function
The slip velocity-time function describes the temporal evolution of slip during an earthquake and is characterized by slip magnitude, rise time (time taken for peak slip to be attained), and peak time (time taken for peak slip velocity to be attained). Variation of slip velocity with time in a source model affects the frequency and amplitude characteristics of the resulting ground motions. It is specified either as a single function (single time window) or as a series of overlapping time-shifted functions (multiple time windows). Commonly assumed functional forms include Gaussian, triangular, trigonometric, and modified Yoffe (Tinti et al., 2005) . Function coefficients are typically determined from dynamic rupture simulations (e.g., Cotton and Campillo, 1995; Guatteri et al., 2004; Tinti et al., 2005; Liu et al., 2006) or finite-source inversions of past earthquakes (e.g., Hartzell et al., 1996; Somerville et al., 1999) . Unfortunately, dynamic rupture simulations have been seen to be quite sensitive to the choice of modeling parameters, making it difficult to constrain these coefficients. Furthermore, seismic data that could be useful in determining these coefficients are rather sparse. Thus, there is limited understanding of these source characteristics. Laboratory earthquakes could serve to bridge this knowledge gap as the slip velocity-time function can be directly measured in the laboratory.
In the laboratory earthquakes generated by Lu (2009) and Lu et al. (2010) , rise time (measured in μs) was found to be linearly correlated with slip (measured in μm), as shown in Figure 2 . The rise times shown are the basal widths of the best-fitting isosceles triangles to the slip velocity-time functions measured in the laboratory. This is in agreement with dynamic rupture studies (e.g., Schmedes et al., 2010) and is similar to Graves and Pitarka (2010) , in which they postulate rise time being proportional to the square root of the slip. We fit a lognormal probability density function (PDF) to the slip to rise-time ratio measured in the laboratory earthquakes. Assuming self-similarity of the slip-to-rise-time ratio between the laboratory scale and the earth scale, we equate the mean and variance of this ratio at the earth scale to that observed in the laboratory. Independent realizations of this PDF are assigned as the slip-to-rise-time ratios for all the subfaults comprising the rupture. A slip proportional rise time is thus prescribed to each segment. This incorporates the physics of temporal characteristics of slip as we best know it. It should be noted that Andrews and Barall (2011) make a comparable self-similarity assumption. They assume that the ratio of initial shear stress to the initial normal stress on the fault is scale independent and that the mean and variance of a PDF describing this ratio are scale invariant.
Methodology Slip Distribution
For a target earthquake magnitude M w , the rupture area A of a stochastic source model is estimated using the Bakun (2002, 2008) 1 With the area of rupture known and the seismogenic depth d inferred from seismicity on the fault, the length of rupture l can be determined. If d exceeds l, the rupture dimensions are recalculated assuming a square rupture area (i.e., l d). Seismic moment M 0 and mean slip D of the earthquake are estimated from magnitude M w using
2 in which G is the average shear modulus of the earth (∼30 GPa). To arrive at a realistic slip distribution with this mean slip, we recursively divide the rupture area lengthwise in half, each parent segment being subdivided into two daughter segments. This segmentation is continued until each fault segment attains a dimensional aspect ratio close to unity. To develop a credible methodology to assign realistic slips to these segments, we have carefully studied finite-source inversions of 56 past strike-slip earthquakes (see Data and Resources for details) with magnitude M w 6.0-8.0. We observe that a series of lognormal PDFs can be used to reasonably describe the slip distribution in these sources. Furthermore, the standard deviation of lognormal PDF fits to the slip distribution in these models scales linearly with their magnitudes (Fig. 3) . This linear scaling can be expressed by the regression relation (Lu, 2009; Lu et al., 2010) . The correlation between the two is in agreement with dynamic rupture studies conducted by Schmedes et al. (2010) . The color version of this figure is available only in the electronic edition. Now, from the parent segment magnitude and equation (3), we determine the standard deviation of the lognormal PDF that is to be used to characterize the slip of the daughter segments. The mean for this PDF is taken to be the average slip of the parent segment. Two independent realizations of this PDF are generated and assigned as the mean slips on the two daughter segments. They are subsequently scaled uniformly such that the sum of the seismic moments of the daughter segments matches that of the parent segment. If parent segment M w is less than 6.0 (the lower magnitude limit in Fig. 3 ), the standard deviation corresponding to M w 6.0 is used.
To introduce variation of slip along the depth of the fault, each segment is subdivided into four daughter segments in the penultimate step, two along length and two along depth. Random mean slips are assigned as before. In the final step, each fault segment is further discretized to the resolution required for generating the desired highest frequency wave in groundmotion simulations. Slip assignment is based on independent realizations of a lognormal PDF with the mean slip and the standard deviation determined from equations (2) and (3), respectively, both using the magnitude of the parent segment. Finally, a unit 2D filter that is Gaussian along length and parabolic along depth is applied to smoothen the slip distribution (Fig. 4) . Dimensions of the filter are d and 3=4d along length and depth, respectively. To ensure that maximum moment release occurs within the upper-third portion of the fault (Fialko et al., 2005) , the parabola has a peak at two-thirds height from the bottom. The ordinate at the bottom of the filter is assigned zero value to ensure zero moment release below the seismogenic depth.
For example, suppose a stochastic source model is to be generated for a magnitude M w 7.9 earthquake on the San Andreas fault. From equation (1), the rupture area is 4200 km 2 . The average seismogenic depth of the San Andreas fault may be assumed to be 20 km (i.e., rupture depth d 20) based on observations. Therefore, the length of the rupture L is 210 km. Average slip from equation (2) is 6.30 m. Figure 5a shows the hierarchy level 1 model. Recursive division of the level 1 model along the fault length leads to hierarchy levels 2, 3, and 4 (Fig. 5b, c, and d, respectively) . The average slips on the two daughter segments at hierarchy level 2 are drawn from a lognormal PDF with mean slip of 6.30 m and standard deviation of 2.26 m (from equation 3 corresponding to M w 7.9). To preserve the seismic moment, the average slips of the daughter segments are scaled to 6.65 m (M w 7.71) and 5.95 m (M w 7.68), respectively. The average slips on the first two daughter segments at hierarchy level 3 are drawn from a lognormal PDF with mean slip of 6.65 m and standard deviation of 2.05 m (from equation 3 corresponding to M w 7.71). Again, these are scaled to 3.83 m (M w 7.35) and 9.47 m (M w 7.62), respectively, to preserve moment. next hierarchy level, the fault is subdivided along both length and depth (Fig. 5e) . Coincidentally, the area of 10 km 2 segments at hierarchy level 5 corresponds approximately to a magnitude 6 rupture from equation (1), the lower magnitude limit of the finite-source inversions used in the development of equation (3). At the final step, the hierarchy level 5 segments are subdivided into 0:5 km 2 . This is the resolution needed to generate a 2 s wave in ground-motion simulations (Fig. 5f ). The slips for each of these segments are generated as independent realizations of lognormal PDFs with mean slips from the scaled average slips of parent segments from hierarchy level 5 and standard deviations determined from equation (3) using the magnitudes corresponding to these parent segments. The powerspectral densities of the slip along fault length and depth as a function of the wavenumber are shown in Figure 6a and 6b, respectively. The average PSD decays with wavenumber as a power law with decay coefficients of 2.24 and 2.13 along length and depth, respectively. Because these values lie between 2 and 4, this stochastic source model is an acceptable realization and can be reliably used for ground-motion simulations.
The normalized histograms of slip (m) in a finite-source inversion model of the magnitude 7.9 Denali earthquake of 2002 (Krishnan et al., 2006) and one stochastic source realization using the outlined method are shown in Figure 7 . The similarity in the two distributions (with the exception of the frequency of subfaults with zero slip) suggests that a series of lognormal PDFs can indeed be used to define slip distribution in stochastic source models. The large concentration of zero slip subfaults in the finite-source inversion model is due to the greater length assumed in the inversion (∼290 km) as compared with ∼210 km for the stochastic model.
Rupture Speed (V r )
Laboratory earthquakes (Rosakis et al., 2007; Lu, 2009; Lu et al., 2010; Mello et al., 2010) show the influence of initial fault shear stress on the rupture speed (in addition Figure 5 . Application of the stochastic source-generation algorithm to an M w 7.9 strike-slip earthquake. Recursive divisions of fault area followed by assignment of random realizations of magnitude-dependent lognormal PDFs of slip lead to five hierarchical levels ([a] level 1 through [e] level 5) of the seismic source. The final step involves subdividing the parent segments into small daughter segments capable of producing the desired highest frequency wave in ground-motion simulations. Assignment of random realizations of magnitude-dependent lognormal PDFs of slip to these daughter segments along with a smoothing filter leads to (f) the final filtered slip distribution. The color version of this figure is available only in the electronic edition.
to the influence of other parameters). Initial shear stress, in the case of a strike-slip fault, can be determined using the orientation (θ) between the maximum principal stress (σ 1 ) and the fault strike. The maximum and minimum principal stresses (σ 1 and σ 3 ) on a strike-slip fault lie on the plane perpendicular to that of the fault. The intermediate principal stress (σ 2 ) is hydrostatic, acts normal to the fault plane, and varies linearly with fault depth. Evaluating θ along the fault forms an important step in estimating the initial shear stress (τ) and in further determining the rupture speed distribution for a seismic source.
The WSM project (Heidbach et al., 2008) compiles the azimuth of maximum principal stress (θ a ) at near-fault locations worldwide. The angles are derived from field observations (including paleoseismic estimates of slip, borehole breakouts, and hydraulic fractures) and theoretical investigations (including focal mechanisms of past earthquakes).
Based on the quality of underlying data, an estimate of the maximum measurement error is also provided (Table 1) .
To account for the uncertainty in the measurement of θ a , we add a randomly generated fraction of the measurement error from Table 1 to the reported estimate of θ a . We use this estimate of θ a in computing the orientation of the maximum principal stress σ 1 relative to the fault:
in which ϕ is the strike at the closest point on the fault. These near-fault data locations typically occur in clusters (e.g., data points on the southern San Andreas fault are clustered at five locations, as shown in Fig. 8 ).
We assume θ at each cluster location to be characterized by a lognormal distribution with mean equal to the arithmetic mean of θ for all the locations within the cluster and standard Figure 6 . Power spectral density (PSD) of a stochastic slip realization along (a) strike and (b) dip directions, as shown in Figure 5f for an M w 7.9 earthquake. The color version of this figure is available only in the electronic edition. deviation calculated from the cluster with the highest number of WSM data points. We further assume that θ is constant along fault depth, that is, rupture speed varies along fault length alone. All the subevents on the fault that lie in the zone tributary to a data cluster are assigned randomized θs drawn from the corresponding lognormal distribution. All the subevents within distances equal to the seismogenic depth d in a given tributary zone are assigned the same randomly generated realization of θ. Assuming ambient stresses in the crust adjacent to the fault are maintained by the frictional stability of small, high-friction fractures and that fluid pressures in the crust are hydrostatic (Townend and Zoback, 2000, 2004; Zoback and Townend, 2001; Townend, 2006; J. Townend, personal comm., 2008) , initial shear (τ) and normal (σ n ) stresses on the subevent are calculated using
in which p is the hydrostatic fluid pressure; σ and Δσ are the mean and differential stress, respectively; ρ r and ρ w are the density of rock and water, respectively; τ and σ n are the initial shear and normal stresses acting on the subfault, respectively; and g is the acceleration due to gravity. In our algorithm, z corresponds to half the seismogenic depth, and μ p 0:6 is the static Coulomb friction coefficient. Our assumption that the stress orientation is uniform with depth but variable along strike is primarily motivated by the lack of data along depth. If, in the future, such data become available, the algorithm could be modified to incorporate variations along depth as well.
Loading factor (S) at any given location along the fault is calculated as
in which μ p 0:6 and μ r 0:1 (Goldsby and Tullis, 2002; Di Toro et al., 2004) are the static and dynamic friction coefficients, respectively, and τ p and τ r are the static and dynamic friction strength of the fault at that location, respectively. If S ≥ 1:77, rupture is assumed to propagate at sub-Rayleigh speeds (Andrews, 1976) , and a rupture speed of 0:87V S is assigned for all subevents along depth at that location based on laboratory observations. If S ≤ 1:77, it is assumed that stress conditions exist for rupture to be able to transition to supershear speeds. The transition length (L t ) is given by Rosakis et al. (2007) as
in which L c is the critical crack length, d o is the characteristic slip chosen randomly from a uniform distribution between 0.5 and 1 m (Ide and Takeo, 1997) , and ν 0:25 is the Poisson's ratio. If L t is less than the along-length distance from hypocenter to the location under consideration, a local rupture speed of 1:67V S is assigned for all the subfaults along depth at that location on the fault; otherwise, rupture speed is set at 0:87V S . Thus, rupture is assumed to propagate at one of two speeds, either a sub-Rayleigh speed of 0:87V S or a supershear speed of 1:67V S . Although shear-wave speed may vary locally along the fault, here, we assume a constant V S of 3:29 km=s, resulting in a bimodal distribution of two rupture speeds, 2:86 km=s and 5:49 km=s. It should be noted that the changing strike on faults such as the San Andreas may affect rupture speeds. Here, we assume that the effect of the changing strike on the principal stress orientations on the fault fully accounts for its effect on rupture speed. We do not explicitly consider fault geometry in the determination of the rupture speed distribution. 
Slip Velocity-Time Function
We use triangular slip velocity-time functions in our stochastic sources. The parameters are determined using data from a catalog of pulse-like laboratory earthquakes. Using an L 1 norm, we fit isosceles triangles to the slip velocity-time functions measured in the laboratory (see e.g., Fig. 9 ). It turns out that the slip-to-rise-time ratios so obtained for all available laboratory earthquakes can be reasonably well characterized by a lognormal distribution (see Fig. 10 ) with mean 2.605 and standard deviation 1.167.
For a given slip model, we generate a realization of slip to rise-time ratio using this distribution. Because fault slip is known within each subevent, we can compute the rise time and hence the slip velocity within each subevent. It is possible that the random realization of the slip-to-rise-time ratio can result in extremely large unrealistic rise times. To avoid such anomalous realizations, we once again turn to the finitesource inversions of the 56 earthquakes cataloged in the ETH database (see Data and Resources). The maximum rise time (T max r ) as a function of earthquake magnitude for these events is shown in Figure 11 . A linear trend is observed, and the best-fitting relation is given by 0:5T max r 1:5M w − 8:3:
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For a stochastic source of a given magnitude, if the maximum rise time in the model exceeds T max r from equation (8), we discard this rise-time distribution and generate a new realization for the slip-to-rise-time ratio.
Application to the Southern San Andreas Fault
Using the recursive division algorithm, we generate a suite of five stochastic source-model realizations, each for an M w 7.9 and an M w 6.05 earthquake along the Southern San Andreas fault. Each source realization is placed at five uniformly spaced locations starting at Parkfield in central California and terminating at Bombay Beach in southern California (e.g.s, Figs. 12 and 13). Two rupture directions are considered for each location: north to south and south to north. This leads to 10 rupture scenarios for each of the five source realizations and a total of 50 unilaterally propagating earthquakes (five source realizations× five rupture locations × two rupture propagationdirections) for either magnitude level.
In reversing the rupture directions, the slip distributions are also reversed, while maintaining the right-lateral strikeslip nature of the source. The hypocenter is chosen to be at the beginning of each rupture at a depth d=2, in which d is the seismogenic depth. Rupture initiation time at each subfault is computed assuming a circular rupture front. Using SPECFEM3D (Komatitsch and Tromp, 1999 ; an opensource seismic-wave propagation package based on the spectral element method), three-component waveforms are computed at 636 sites (Fig. 14) in southern California for all 50 scenarios. The waveforms are low-pass filtered with a corner at 2 s (the underlying Southern California Earthquake Center [SCEC] Community Velocity Model-Harvard [CVM-H] wavespeed model [Plesch et al., 2011] is capable of resolving waves with periods > 2 s only).
To ensure that the source models generated by the recursive division algorithm are credible, we make qualitative and statistical comparisons of the peak ground velocities (PGVs) Figure 9 . Slip velocity plotted as a function of time for a laboratory earthquake and the best-fitting isosceles triangular slip velocity-time function. The color version of this figure is available only in the electronic edition. generated by these models against the peak velocities generated by finite-source inversions of comparable earthquakes with similar magnitudes (also simulated using SPEC-FEM3D). The finite-source inversions selected for this exercise include that of the 2002 M w 7.9 Denali fault earthquake (Krishnan et al., 2006; Fig. 15 ) and the 2004 M w 6.0 Parkfield earthquake (Ji, 2004) . Whereas the Parkfield earthquake occurred on the San Andreas fault, the last big earthquake (magnitude greater than 7.5) to occur there was the magnitude 7.9 Fort Tejon earthquake in 1857. In the absence of data from a large earthquake on the San Andreas fault, the next best alternative for validation is a big earthquake on a geometrically similar fault, such as the Denali fault in Alaska. Fortunately, the 2002 earthquake was reasonably well recorded and a joint finite-source inversion using teleseismic body and strong-motion waveforms as well as Global Positioning System vectors is available (Krishnan et al., 2006) . It has been common practice to simulate ground motions using finite-source inversions, and it would be important to compare and contrast ground motions generated by such sources and the stochastic source models from our algorithm. The results of the validation exercise for the M w 7.9 earthquake are presented here, whereas the results corresponding to the M w 6.0 earthquake are available in the Ⓔ electronic supplement to this article. We select the median source model from the stochastic model set for the validation exercise, considering that most engineering applications are concerned with median (1 standard deviation) ground motions rather than extreme ground motions. However, it should be pointed out that in the absence of greater data from large earthquakes such as the Denali, it is hard to judge whether the ground motions from the Denali event are typical of such events or whether they are on the high or low side. This, unfortunately, is the best we can do presently as far as validation is concerned. The method for selecting the median source is as follows:
1. For each of the five stochastic source realizations, we compute the median PGV for the two horizontal components of the synthetic ground-motion waveforms at 636 sites from each of the 10 rupture scenarios (five rupture locations × two rupture directions). 2. For each of the five stochastic source realizations, we compute the median value of the 10 median PGVs for the 10 rupture scenarios from (1), separately for the two horizontal components. The solid lines in Figure 16 illustrate this median PGV for each of the five stochastic source realizations for the hypothetical M w 7.9 San Andreas fault earthquake. 3. To identify the median source model, we compute the median PGV of the ground motions produced at the 636 sites by all 50 scenario earthquakes. The dashed lines in Figure 16 correspond to this median value of PGV for the north-south and east-west ground-motion components for the hypothetical M w 7.9 San Andreas fault earthquake. 4. Of the five stochastic source realizations, the source for which median PGV (square root sum of squares of eastwest and north-south PGVs) is closest to the corresponding median PGV produced by all five source realizations (computed in [3] ) is taken to be the median model and the ground motions produced by this model are used in the validation exercise. The rupture speed within the median model varies depending upon the location of rupture, whereas the distribution of slip and rise time remain unchanged. To study qualitative differences between the ground motion generated by the stochastic median model and the Denali finite-source inversion model, we map these models onto the San Andreas fault at rupture location 3, approximately midway between Parkfield and Bombay Beach (Fig. 17) , and directly due north of the Los Angeles basin. Both north-tosouth and south-to north rupture propagation directions are simulated. The location of the largest asperity in the stochastic mean model is offset from that of the Denali model by about 100 km. This has a significant influence on the nature of the resulting ground motion. It should be noted that even though the length of the Denali source is longer (∼290 km) than the stochastic source (∼210 km), there is a large concentration of subfaults with zero slip toward the end of the rupture (see Figs. 5f and 15). Slip is predominantly concentrated within a length of ∼200 km (between 50 and 250 km). The PGV of the east-west and north-south components of ground motion simulated using the stochastic median model is shown in Figure 18a ,b. Figure 18c ,d shows similar maps generated using the Denali source model. The corresponding peak ground displacement (PGD) maps are given in Figure 19 . The peak motions produced by the stochastic median model are far more intense in the Los Angeles basin than in the San Gabriel Valley, which is located east of the Los Angeles basin. The reverse is true for the motions generated by the Denali source model. This is directly attributable to the location of the largest asperity in the two models. In the north-to-south rupture, the largest slip asperity in the stochastic median model occurs to the west of the midpoint of the source, whereas the same occurs to the east of the midpoint in the Denali source. Thus, ground motions from the Denali model are stronger in the east, whereas ground motions from the stochastic model are stronger in the midsection of the greater Los Angeles region. The PGD maps are strongly correlated with the PGV maps in both cases.
In the case of a rupture propagating south to north, the large asperity in the Denali model is further northwest compared with the asperity in the stochastic median model. As a result, ground motions from the Denali model are more intense in the Los Angeles basin and less intense in the San Gabriel Valley, whereas the reverse is true for the ground motions from the stochastic median model (Fig. 20) .
In general, peak ground-motion distribution from the stochastic median and Denali source models located at various sections along the southern San Andreas fault seems to be dictated strongly by the relative location of the slip asperities. For north-to-south propagating ruptures, the location of intense ground motions moves gradually from Simi Valley to San Fernando Valley, on to Los Angeles basin, and finally to San Gabriel Valley as the hypocenter location is progressively changed from Parkfield toward Bombay Beach. Intense ground motions from the Denali model occur further southeast compared with that from the stochastic median model, consistent with the fact that the largest slip asperity in the former model is further southeast. These observations are reversed for south-to-north propagating ruptures; that is, the location of intense ground motion moves gradually from the San Gabriel Valley to the Los Angeles basin, on to the San Fernando Valley, and finally to the Simi Valley; and strong ground motion from the Denali model occurs further northwest when compared with that generated by the stochastic median model.
In addition to asperity location, another factor leading to differences in the ground motions from the Denali source model and the stochastic median source model is the assumed correlation between rise time and slip in the stochastic model and the lack of the same in the Denali model, even though the maximum rise time for both models is ∼6 s. The effect of this correlation can be estimated by comparing the ground motions from the Denali model against that from a modified Denali model. In this modified model, the rise times from the original Denali model are made proportional to the slip using the stochastic source-generation algorithm. All other parameters remain the same as in the original model. Figure 21a and 21b shows the difference in the PGV (east-west component) generated by these two source models (PGV [modified Denali]-PGV [Denali]) for north-to-south ruptures at rupture locations 1 and 3, respectively. Although the differences are not significant in most of the region, clearly there are a few locations where significant differences are seen.
Despite the differences in the modeling of source parameters, the overall intensities of ground motion from the stochastic median model are not vastly different from that produced by the Denali finite-source inversion model. This can be seen in the statistical comparisons shown in Figures 22 and 23 . Figure 22 includes the histograms (and PDFs) of PGV for each of the five north-to-south rupture scenarios (at locations 1 through 5). The histograms and the best-fitting lognormal PDFs for the PGVs from the stochastic median model are quite similar to those for the PGVs from the Denali finite-source inversion model. Figure 23 includes the same types of data but for the five south-to-north rupture scenarios. Once again, there is reasonably good agreement between the two, lending°8 Figure 18 . East-west and north-south components of PGV (m=s) from a north-to-south propagating M w 7.9 rupture at location 3 on the southern San Andreas fault: (a) and (b) the stochastic median source model, and (c) and (d) the Denali earthquake finite-source inversion model (Krishnan et al., 2006) . The insets show the fault trace and the hypocenter location. The color version of this figure is available only in the electronic edition.
credibility to the source-generation algorithm. It is interesting to note that the south-to-north ruptures produce less-intense ground motions for all rupture scenarios using the Denali source and the stochastic median model alike when compared with the north-to-south ruptures. The comparison of attenuation of ground motion (median peak average horizontal velocity) with distance from source is shown in Figure 24 . Once again the agreement between the attenuation of ground motion produced by the stochastic source and the Denali finite-source inversion models is quite good. The median values are computed by collating data in 2-km-wide bins. Source-to-site distance is taken to be the shortest distance from the site to any point on the rupture extent. The lack of data beyond 100 km in the case of the Denali source is because the Denali source is about 80 km longer than the stochastic sources. Ground-motion prediction equations (GMPEs), developed on the basis of data collected from global earthquakes, have been used extensively in engineering applications, including the design of buildings. It would be useful to understand how the ground motions generated by the median stochastic source model compare against the median motions predicted by GMPEs. Olsen and Mayhew (2010) have outlined a wide array of goodness-of-fit metrics for use in broadband ground-motion simulation validation (Baker et al., 2014) . Of these, PGV, PGD, and spectral acceleration at 3 s (SA 3s ) are the most relevant metrics for the comparison of long-period motions, the primary focus of this study. Figure 25 shows the median peak horizontal velocity and displacement (and median ±1 standard deviation) as a function of distance from source simulated at sites in the greater Los Angeles region that are within 100 km of the median stochastic source model (M w 7.9) for the 10 rupture scenarios described previously (rupture locations 1-5, and rupture directions north-to-south and south-to-north). The median values are computed by Figure 19 . East-west and north-south components of peak ground displacement (PGD) (m) from a north-to-south propagating M w 7.9 rupture at location 3 on the southern San Andreas fault: (a) and (b) the stochastic median source model, and (c) and (d) the Denali earthquake finite-source inversion model (Krishnan et al., 2006) . The insets show the fault trace and hypocenter location. The color version of this figure is available only in the electronic edition.
collating data in 2-km-wide bins. The corresponding groundmotion prediction by the Campbell-Bozorgnia Next Generation Attenuation (NGA) relation is also shown for comparison (Campbell and Bozorgnia, 2008) . The average shear-wave velocity between 0 and 30 m depth (V S30 ) and basin depth for these stations (Fig. 26) are taken from Wald and Allen (2007) and the SCEC CVM-H (Plesch et al., 2011) , respectively. In addition to the source and path effects, the other important factors that dictate ground-motion intensities are the basin depth and shear-wave velocities in the topsoil or geotechnical layer (V S30 ). In general, greater basin depths and/or lower V S30 values lead to stronger ground motion. For the five rupture locations considered here, basin sites are located at distances no smaller than 40 km. This leads to significant amplification in the simulations at distances > 40 km. The NGA relations also show the amplification due to the presence of basins. The peak displacements in the basins predicted by the simulations match quite well with the GMPE predictions. However, the same cannot be said of the PGVs or spectral accelerations at 3 s (Fig. 27 ). Median PGVs in the basins from the simulations are three to six times that predicted by the Campbell-Bozorgnia NGA relation. The same holds true for SA 3s as well. It is possible that the bimodal rupture speed in our source model combined with the coherence in the source parameters (constant slip rate) may be causing stronger directivity effects. However, the good agreement in the NGA and simulation predictions for PGD seems to indicate otherwise. There has been a concerted effort at the SCEC toward the simulation of broadband ground motion. Recent largescenario earthquake simulations on the southern San Andreas fault include Terashake (e.g., Olsen et al., 2008; Ely et al., 2010) , ShakeOut (e.g., Bielak et al., 2010; et al., 2011), and M 8 (e.g., Cui et al., 2010) . All these simulations were carried out using the SCEC CVM (Kohler et al., 2003) seismic-wavespeed model, whereas the simulations in this study were carried out using the SCEC CVM-H model, so it may not be possible to make a secular comparison. It is nonetheless useful to understand the variability in the ground motions resulting from the combined effect of different source models and wavespeed models. Here, we compare the M w 7.8 ShakeOut scenario earthquake ground motions against the ground motions produced by the median stochastic source model, described earlier in the section, with epicenter at Bombay Beach and propagating north. The ShakeOut earthquake slip model is shown in Figure 28 . The peak slip (∼15 m) and the peak slip rate (∼4:8 m=s) are similar to those of the median Figure 22 . Five M w 7.9 north-to-south rupture scenarios (at locations 1-5) on the San Andreas fault using (a)-(e) the stochastic median model and (f)-(j) the Denali finite-source inversion model: histograms and best-fit lognormal PDFs (insets) of PGV at 636 sites in southern California. The product of the listed scaling factor and the normalized histogram ordinate at a specific peak velocity gives the total number of sites for that velocity. The color version of this figure is available only in the electronic edition. Figure 23 . Five M w 7.9 south-to-north rupture scenarios (at locations 1-5) on the San Andreas fault using (a)-(e) the stochastic median model and (f)-(j) the Denali finite-source inversion model: histograms and best-fit lognormal PDFs (insets) of PGV at 636 sites in southern California. The product of the listed scaling factor and the normalized histogram ordinate at a specific peak velocity gives the total number of sites for that velocity. The color version of this figure is available only in the electronic edition.
source model (11.9 m and 4:15 m=s, respectively). The two horizontal components of the PGV from the two source models are shown in Figure 29 . The ranges of PGVs observed in the greater Los Angeles region from the two sources are quite similar. The differences in the extent and location of hotspots can be attributed to the differences in the underlying wavespeed models used for the two simulations, the location, size, and intensity of the primary slip asperity and to the differences in the rupture speed distribution. The stochastic source has a bimodal rupture speed distribution (0:87V S or 1:67V S ), whereas the ShakeOut source has a peak rupture speed of 1:4V S at the location of maximum slip, a rupture speed of 0:85V S at locations of average slip, and a rupture speed of 0:2V S at locations with zero slip.
Sensitivity of Ground Motions in the Los Angeles Basin to Source Parameters of Large Ruptures on the San Andreas Fault
To understand the sensitivity of ground motions in the Los Angeles basin to the source parameters of large ruptures on the San Andreas fault, the recursive division algorithm is applied to generate 50 stochastic seismic source models of an M w 7.9 earthquake. All ruptures are assumed to initiate at Parkfield and propagate south toward Wrightwood, similar to the Fort Tejon earthquake of 1857, the last big earthquake on the southern San Andreas fault. Source parameters of interest include the percentage of asperity area relative to the fault area (an asperity in our model is defined as a minimum of two continuous subfaults where the magnitude of slip in each subfault is greater than or equal to the mean slip), maximum rise time in the source model, and the percentage of the rupture propagating at sub-Rayleigh speeds (alternately percentage of the rupture propagating at supershear speeds). For each scenario earthquake, the peak horizontal ground velocity is calculated at each of the 211 sites in the Los Angeles basin (Fig. 14) as the maximum of the square root of the sum of the squares of the north-south and east-west ground velocity histories. The median of this set of PGVs is used for the sensitivity analysis. Figure 30 shows scatter plots of the median PGV as a function of the percentage of asperity area, the maximum rise time, and the percentage of the rupture propagating at sub-Rayleigh speeds. The histograms for each of these quantities are also shown. The following observations can be made: (1) there is a relatively low correlation (correlation coefficient −0:30) between median PGV and percentage of asperity area. The reader should note here that a seismic source model with a single large asperity might have the same percentage of asperity area as one with several smaller asperities; however, the resulting ground motions from the two models may be significantly different.
(2) A moderate correlation (correlation coefficient −0:57) can be observed between the median PGV and the maximum rise time in the source model, with median PGV gradually declining with increasing values of maximum rise time. (3) An unexpected finding, however, is that the median PGV in the Los Angeles basin is generally larger when a greater proportion of the rupture propagates at sub-Rayleigh speeds and is smaller when a greater proportion of the rupture propagates at supershear speeds. Incidentally, Aagaard and Heaton (2004) It is clear that although the mean and standard deviation of the PGD predicted by the attenuation relationship is in close agreement with that predicted by the simulations, the same cannot be said about PGV. It is important that this disagreement between NGA relations and the simulations is reconciled, because building codes utilize the NGA relations Figure 28 . Slip (m) distribution and rupture time contours (1 s intervals) for an M w 7.8 earthquake of the ShakeOut earthquake source . The peak slip-rate for this source is 4:38 m=s. The color version of this figure is available only in the electronic edition. to characterize seismic hazard for the design of buildings. This is especially critical for tall buildings because their response is quite sensitive to PGV (Krishnan and Muto, 2013) .
To ensure that findings (2) and (3) are not limited to ground motions from earthquakes occurring at location 1 alone and instead hold more broadly, we plot the median PGV in the east-west and north-south directions at all sites in the greater Los Angeles area (not just the Los Angeles basin sites) from the 50 earthquakes described in the last section as a function of rise time (Fig. 31 ) and the percentage of the rupture propagating at the sub-Rayleigh speed of 0:87V S (Fig. 32) . It is quite clear that the greater the percentage of rupture propagating at sub-Rayleigh speeds, the stronger are the ground motions. PGV drops marginally with increasing rise time, although this anticorrelation is weaker than the correlation with respect to rupture speed. Findings (2) and (3) thus appear to hold true for all rupture locations and all southern California sites (when considered collectively). However, we are not sure whether the number of source models used in the sensitivity study are enough to capture the variability of sources on a fault such as the San Andreas. Further studies are needed to quantify the sample size necessary to ensure statistical significance.
Discussion
The recursive division algorithm outlined here can be implemented for any strike-slip fault in the world, given good estimates of principal stress orientations. Principal stress orientation data is currently available for most major fault systems worldwide (see Data and Resources) , although the quality of the data may not be uniformly good. In the absence of such data an assumption would have to be made on the rupture speed in order for this algorithm to be used (e.g., a constant rupture speed of, say, 0:8V S , across the fault). In making this assumption, we must consider the finding that the greater the percentage of the rupture propagating at subRayleigh speeds, the stronger is the resulting ground motion. The presented algorithm augments known aspects of seismic sources from finite-source inversions with observations from laboratory earthquakes to model kinematic parameters of strike-slip sources, thus incorporating physics of the rupture process as we best know it. There are three distinguishing features of the recursive division algorithm that sets it apart from other existing methodologies:
First, when generating stochastic slip distributions in the spatial domain, the recursive division algorithm deviates from the common approach of defining a 2D PSD function that usually decays with increasing wavenumber and inverting it back into the spatial domain to generate the slip distribution. A subsequent check is made to ensure that the slip power spectrum decays as a function of the wavenumber in accordance with a power law for which the exponent is between 2 and 4, the range of values observed in finitesource inversions of past earthquakes. Allowing such a range for this exponent rather than imposing a fixed value (as is done in existing methods) would likely produce a more diverse set of seismic source models, more closely emulating the broad spectrum of seismic sources inferred from earthquake data. In addition, this approach would produce distinct power spectra of slip along the length and the depth of the fault. One questionable feature of our algorithm is that it prescribes smoothly varying slip across kinks and bends of nonplanar faults. The effects of this feature of the resulting stochastic source models need to be studied in the future.
Second, based on the observation in laboratory earthquakes that rupture speed is dependent upon initial stress conditions on the fault, the recursive division algorithm uses initial stress to judge whether rupture proceeds at sub-Rayleigh speeds or at supershear speeds. Rather than assigning a constant average rupture propagation speed, the algorithm assigns sub-Rayleigh and supershear propagation speeds of 0:87V S and 1:67V S , respectively, as observed in the laboratory. Thus, the resulting kinematic source models are physics-based and more realistic. Some existing models do specify a varying slip-proportional rupture speed. However, dynamic rupture simulations have not conclusively shown this to be true.
It should be mentioned that calculating the initial stress on the fault is a nontrivial problem, especially in the face of limited data. The key assumption that goes into the determination of the normal and shear stresses using the principal stress orientations along the fault is that the fault is in a critical state and that the pore pressure in the crust surrounding the fault is hydrostatic. This assumption is based on in situ measurements, core samples, and inferences from seismicity. Given that the measurements are made at shallow depths of the Earth's crust, it is an open question whether this assumption holds true over the entire seismogenic depth of the fault. Nevertheless, in the absence of evidence to the contrary, it is assumed that the stress across the depth of the fault is uniform. This results in rupture speeds that are variable along fault length but constant along fault depth.
In the third feature, both laboratory earthquakes and dynamic rupture simulations indicate that there exists a correlation between slip and rise time. Empirical relations characterizing this correlation that have been determined from dynamic rupture simulations can be quite sensitive to the choice of parameters used in the simulations. Accordingly, slip-to-rise-time ratios from the laboratory earthquakes are directly used to characterize the rise times (and hence slip velocity) in the recursive division algorithm. The slip-to-risetime ratio (i.e., slip velocity) is assumed to be constant for a given stochastic source realization. The maximum rise time observed in finite-source inversions of past earthquakes is used to constrain rise times in the algorithm as well.
The extension and applicability of laboratory observations to the real Earth is still an open question. The issue of scaling is far from resolved. We must reiterate, however, that the self-similarity assumption for the slip-to-rise-time ratio between the laboratory scale and the Earth scale is as plausible (or not) as the self-similarity assumptions on initial stresses on faults made in dynamic rupture propagation simulations. In this work, we studied long-period ground motions at distances > 15 km or so. Long-period ground motion at these distances may not be sensitive to the detailed shape of the source time function, so the use of triangular slip velocity-time functions in our stochastic sources may be acceptable. However, more realistic (dynamically compatible) Kostrov-type or modified Yoffe-type source time functions (Tinti et al., 2005) may be needed for broadband and/or near-source ground-motion simulations.
The characterization of the underlying probability distributions of earthquake source parameters (and/or their correlations) in the proposed approach may possibly be improved by incorporating statistics from dynamic rupture simulations (rather than from finite source inversions in the case of slip, for instance). Such an approach is used by pseudodynamic stochastic rupture model generators (e.g., Song and Somerville, 2010; Mena et al., 2012; Song et al., 2014; Trugman and Dunham, 2014) . They typically represent final slip, rupture speed, and slip rate as spatial random fields that are statistically characterized (and/or correlated) by synthetic data from dynamic rupture simulations. Because dynamic models are physically self-consistent, they may be able to better characterize the relationship between earthquake source parameters. However, they too suffer from a lack of knowledge of the spatial heterogeneity of the background stress field and the frictional failure law for the fault. As more data to better constrain these aspects become available, our algorithm may be adapted to incorporate earthquake source parameter statistics from dynamic rupture simulations.
Conclusions and Ongoing Work
A recursive division algorithm for generating stochastic source models of M w 6:0 to 8.0 strike-slip earthquakes is presented. The algorithm uses observations from laboratory earthquakes to augment the known physics of earthquake ruptures from finite-source inversions of past earthquakes. It is validated through a statistical comparison of long-period (2 s and higher) ground motions generated by stochastic source models and finite-source models of past earthquakes of equivalent magnitude. Its application to several M w 7.9 earthquake simulations at different locations on the southern San Andreas fault has yielded interesting results. First (not surprisingly), the location of strong ground motions is closely related to the location, size, and strength of slip asperities on the source. Second, ground-motion intensities are higher when a greater proportion of the rupture propagates at sub-Rayleigh speeds, whereas the intensities are lower when a greater proportion of the rupture propagates at supershear speeds. Third, ground-motion intensities in the Los Angeles basin are lower when the peak rise time in the source is higher, although this anticorrelation is not as strong as the correlation with the percentage of rupture propagating at subRayleigh rupture speeds. Fourth, the median PGDs (and the PGD variability) from the simulations as a function of sourceto-site distance agree well with predictions by the CampbellBozorgnia NGA relation. Fifth, the median PGVs (and the PGV variability) from the simulations as a function of source-to-site distance are three to six times higher than that predicted by the Campbell-Bozorgnia NGA relation. It is imperative that the differences in the simulations and the NGA predictions be reconciled to ensure that seismic-hazard maps based on the NGA relations are credible.
Data and Resources
The database of global finite-source rupture models of past earthquakes was searched using http://www.seismo.ethz .ch/static/srcmod/Events.html (last updated 23 July 2007; last accessed September 2014). The World Stress Map project database was accessed using http://dc-app3-14.gfz-potsdam.de/ index.html (last updated August 2009; last accessed October 2014). The ground-motion plots were made using Generic Mapping Tools v.4.5.7, available at http://gmt.soest.hawaii. edu/projects/gmt (last accessed October 2014). ence and Technology [KAUST]), Rob Graves (USGS), and Chen Ji (University of California Santa Barbara) for offering valuable insights into various aspects of source physics and seismic-wave propagation. We thank Chen
