The biometric person identification technique based on the pattern of the human iris is a very costly top secure application. This paper describes a personal identification system based on the human iris imaging through providing a set of algorithms that describes image acquisition, image segmentation, feature extraction and pattern forming. For image acquisition, we present an image enhancement algorithm in order to get more accurate image feature results. In addition, we propose a boundary localization algorithm, which used to find the pupil boundary. A new iris recognition method that analyzes local variations of the iris is used to construct a Feature Selection Vector (FSV) that can be used to extract features of any iris image size. Extensive experimental results using Pearson's correlation coefficient to verify one's identity on CASIA iris images database shows that the proposed system is effective and encouraging.
I. INTRODUCTION
With an increasing emphasis on security, automated personal identification based on biometrics has been receiving extensive attention over the past decade. Biometrics [10] , [25] aims to accurately identify each individual using various physiological or behavioral characteristics, such as fingerprints, face, iris, retina, gait, palm-prints and hand geometry etc. Recently, iris recognition is becoming an active topic in biometrics due to its high reliability for personal identification [5] , [17] , [24] . The human iris, an annular part between the pupil and the white sclera has an extraordinary structure and provides many interlacing minute characteristics such as freckles, coronas, stripes, furrows, crypts and so on. These visible characteristics, generally called the texture of the iris, are unique to each subject. The uniqueness of the iris pattern is the direct result of the individual differences that exist in the development of the anatomical structures in the body. Some research work [4] , [8] , [11] , [22] [23] [24] has also stated that the iris is essentially stable over a person's life. Furthermore, since the iris is an internal organ as well as externally visible, iris-based personal identification systems can be noninvasive to their users [4] [5] [6] [7] , [11] , [22] [23] [24] , which is of great importance for practical applications. All these desirable properties make iris recognition a particularly promising solution to security.
Proceedings of the 5 th ICEENG Conference, 16-18 May, 2006 CE -11 -٢ This paper divided into two main parts. The first one describes the preprocessing techniques through the following sections: Section 2 reports a history of previous related works and methods. Image acquisition introduced in Section 3. Image segmentation and feature extraction mentioned in Section 4 and Section 5 respectively. Pattern forming showed Section 6. The second part uses data generated by the first part of the paper for pattern identification through the following sections: Section 7 includes iris matching via Pearson's Correlation Coefficient. Experimental results and conclusions illustrated in Section 8 and Section 9 respectively. Fig. 1 illustrates an overview of the proposed system.
RELATED WORK
Flom and Safir first proposed the concept of automated iris recognition in 1987 [8] . Since then, some researchers worked on iris representation and matching and have achieved great progress [2] , [4] [5] [6] [7] , [11] , [13] [14] [15] , [18] , [20] [21] [22] [23] [24] , [26] . In the literature, there are four main approaches to iris representation: first method is called phase-based methods, where Daugman [5] - [7] made use of multiscale Gabor filters to demodulate texture phase structure information of the iris. Filtering an iris image with a family of filters resulted in 1024 complex-valued phasors, which denote the phase structure of the iris at different scales. Each phasor was quantized to one of the four quadrants in the complex plane. [14] [15] develops local intensity variations of the iris as features. In addition, he uses GaussianHermite polynomial functions as transform kernels belong to a class of orthogonal moments. This means that they produce minimal information redundancy.
However, the question of which approach is most suitable for extracting iris features has never been answered.
PART I -PREPROCESSING
This part describes the preprocessing techniques used to code the irisbasis in a form, through a set of steps, which used for person's identification.
IMAGE ACQUISITION
One of the major challenges of automated iris recognition system is to capture a high quality image of the iris. This step is one of the most important and deciding factors for obtaining a good result. A good and clear image eliminates the process of noise removal and helps in avoiding errors in calculations. The following points should be taken into consideration:
• The images of the iris should be acquired with sufficient resolution and sharpness to support recognitions. It is important to have good contrast in the interior iris pattern without resorting to a level of illumination that annoys the operator.
• The images should be well framed (i.e. centered).
• The noises in the acquired images should be eliminated as much as possible.
It has been noticed by testing various iris images that some images produce undesired results, that is; the code used to find the center of the pupil produces heterogeneous and thereby rejected output. There are many reasons why the output is inaccurate:
• The camera flash maybe reflected on the pupil resulting a big white spot inside the pupil which may lead to inefficiency in calculating the pupil center.
• The high degree of eyelashes may overlap with the pupil leading inaccuracy in locating the pupil.
• The illumination of the image may lead to inaccuracy in locating the pupil, but applying a linear filter contrast can solve this problem.
• The noise in the image also leads to inaccuracy in locating the image; smoothing or blurring the image can solve this problem.
Therefore, to solve the last two problems, we apply the following enhancement algorithm: • Calculate the histogram of the image and determines the adjustment limits automatically.
• Use a constant linear contrast filter (1.4 factors). 3.Apply Blurring on the image as follows:
• Average the pixels in an n × n size area.
• Convolute a Gaussian filter with an image.
The result of the enhancement algorithm is appeared in Fig. 2 .
IMAGE SEGMENTATION
The main objective in this process is to remove the non-useful information, mainly the pupil segment and the part outside the iris (sclera, eyelids, skin). This process requires isolating the actual iris region in a digital eye image. The eyelids and eyelashes normally occlude the upper and lower parts of the iris region. In addition, secular reflections can occur within the iris region corrupting the iris pattern. A technique is required to isolate and exclude these artifacts as well as locating the circular iris region. The success of segmentation depends on the imaging quality of eye images. There are a large number of iris recognition methodologies that present almost optimal results, but only for well-segmented images [9] .
Pupil Boundary Localization
Before performing iris feature extraction, the boundaries of the iris should be located. In other words, we are supposed to detect the part of the image that extends from inside the limbos to the outside of the pupil. Assuming that the iris region is already found in the face, and the image is windowed in the eye region (iris, sclera, eyelids), the area that constitutes the iris is very distinguishable because it has a concentration of pixels all of them with very low-level intensity (black or almost black). To find the pupil, we first need to apply a linear threshold on the image,
Where f is the original image and g is the thresholded image. Pixels with intensity smaller than the empirical value of 70 (in a 0 to 256 scale) are dark pixels, therefore converted to 1 (black). Pixels greater than or equal to 70 are assigned to 0 (white).
Next, we apply Freeman's chain code to find regions of 8-connected pixels that are assigned with value equal 1. It is possible to know that eyelashes also satisfy the threshold condition, but have a much smaller area than the pupil area. Using this knowledge, we can cycle through all regions and apply the following condition:
for each region R: if AREA(R) < 2500: set all pixels of R to 0 (2) Proceedings of the 5 th ICEENG Conference, 16-18 May, 2006 Where: R is the number of pixels
The result of the thresholding process is appeared in Fig. 3 .
Finally, we apply one last time the chain code algorithm in order to retrieve the only region in the image (hopefully the pupil). From this region, it is trivial to obtain its central moments [3] . Finding the edges of the pupil involves the creation of two imaginary orthogonal lines passing through the centroid of the region. The boundaries of the binarized pupil are defined by the first pixel with intensity zero, from the center to the extremities. Locating pupil boundaries are illustrated in the following algorithm and results is appeared in Fig. 4 .
Pupil Boundary Localization Algorithm: 1.Apply linear threshold on the image, where all the pixels' color intensity with values smaller than 70 (in a 0 to 256 scale) are converted to 0 (white), while the values greater than 70 are converted to 1 (black). 2.Convert all the white regions to black and vice versa, get the number of all the white regions. 3.Convert the region of area less than 2500 (number of pixels) to black. 4.Repeat step 3 until all regions with area less than 2500 turn to black. 5.Get the coordinates of the center of the remaining white region of area greater than 2500. 6.Get the horizontal and vertical lines that pass thought the center of the pupil. 7.Get the left and right edges of the pupil. 8.Get the upper and lower edges of the pupil.
Line Color Intensity Detection:
The color intensity of pixels of the imaginary line that crosses the whole image passing through the pupil center can be obtained by analyzing its signal from the center of the image towards the border. The imaginary line is divided into other two lines, a left line that starts from the first pixel in the imaginary line and ends at the left edge of the pupil, and a right line that starts from the right edge of the pupil and ends at the last pixel in the imaginary line as shown in Fig. 5 . The intensities of both two lines should be detected to find the sudden change in intensity because the color of the iris is much darker than the color of the sclera. It is possible that some pixels inside the iris disk are very bright, causing a sudden rise in intensity. That could mislead the algorithm to detect that iris edge at that point. To prevent that from happening, the intensity average of small windows would be determined to detect the sudden rises of intensity. This process is cleared in the next algorithm, and Fig. 6 illustrates the results of that algorithm.
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Iris Edges Localization
The next process towards iris segmentation is finding the contour of the iris. Our method takes in consideration that areas of the iris at the right and left of the pupil are the ones that most often present visible to data extraction. The areas above and bellow the pupil also carry unique information, but it is very common that they are totally or partially occluded by eyelash or eyelid. The strategy adopted for iris detection uses the information from last section to trace a horizontal imaginary line that crosses the whole image passing through the center of the pupil. Starting from the edges of the pupil, we analyze the signal composed by pixel intensity from the center of the image towards the border and try do detect abrupt increases of intensity level. Although the edge between the iris disk and the sclera is most of the times smooth, it is known that it always have greater intensity than iris pixels. It is possible that some pixels inside the iris disk are very bright, causing a sudden rise in intensity, which could mislead the algorithm. To prevent that from happening, we take the intensity average of small windows and then detect when the sudden rises occur from these intervals. This process is presented in the next algorithm, and Fig. 7 shows the results of that algorithm.
Iris Edges Localization Algorithm:
1.Read a gray-scale image and adjust its contrast. Retrieve its pupil center, horizontal line that passes through it, and finally the radii values from Pupil Boundary Localization algorithm. 2.Add two margins to the left and right edges of the pupil on the horizontal line, and divide this line to left and right lines that start before and after both margins respectively. 3.Use Line Color Intensity algorithm to get and compute the position of both left and right iris edges where a sudden change in pixel intensity occurs.
FEATURE EXTRACTION
So far, we have performed the segmentation of the iris, first by finding the pupil and then finding the outer edge of the iris at the line that crosses the center of the pupil. The main reason for the prior segmentation is two folded. The first reason is to isolate only information that distinguishes individuals, namely the iris patterns. The second one is the attempt to reduce the size of pattern vector. For instance, the CASIA Iris Database provides images that are 320×280 pixels. If we concatenate all rows of the image into only one vector, the dimension of the problem would be to classify a vector with 89,600 elements. This dimension is too high for computing, and even though we had such capacity, satisfactory results is not guaranteed. So, Irisbasis is our first attempt to reduce the dimensionality of the problem while focusing only on parts of the scene that effectively identify the individual. In addition, we restrict the mapping of the iris to areas known to have less influence of eyelashes and eyelids, the sides of the iris. Assuming that intra-class rotation of iris is practically void, we propose an approach to extract pixels of either side of the pupil and forming one reduced image of the iris. This process is illustrated in the following algorithm, and the results are shown in Fig. 8 .
Irisbasis Creation Algorithm:
1.Apply Iris Edges Localization algorithm to calculate the pupil diameter. 2.Extract pixels of either side of the pupil by setting the number of rows to transfer from top to bottom of the pupil = 200, get the space between these lines. 3.Get the upper edge of the pupil and calculate the width of both left and right lines. 
PATTERNS FORMING
Dimension reduction was already achieved in the previous sections by simply isolating the area of the image that contains the characteristic information about an individual. Considering the fact that a large percentage of these pixels contain redundant information, we can utilize mathematical and statistical methods to reduce the dimensionality of the problem. This problem is also known as Feature Selection, from a set of n features, select a subset of m features that leads to minimum classification error. Reduction of irisbasis can be done by In the next section, we introduce a person identification method from the irisbasis image that pre-processed in "PART I" of this paper. By feature extraction, an iris image represented as a double precision feature vector. To reduce the computational cost and improve the identification accuracy, matching based on Pearson's product-moment correlation coefficient between input feature vector and feature vectors in database is used.
PART II -IDENTIFICATION

MATCHING
Pearson's product-moment correlation coefficient, r, or simply the sample correlation coefficient, is a measure of extent to which two samples are linearly related. In addition, it can be used to calculate the similarity between two samples by using the formula:
In general, sample X k has n measurements, or features, it can be written as X k ={x 1k , x 2k , ...,x nk }. There are many formulas that can be used to calculate r, and the most detailed formula is given below:
For any given two iris images; follow the pre-processing processes mentioned before, and form a FSV for each image. Then compute the similarity S between the two images by using (3), if S is greater than or equals to 0.93, then the two images are matched, otherwise the two images did not. This process is illustrated in the following algorithm. Fig. 10 and Fig. 11 illustrates matching and non-matching between two irisbasis respectively. 
EXPERIMENTS AND RESULTS
To evaluate the performance of the proposed algorithms, we tested them on CASIA Iris Database [14] . The database includes 2255 iris images from 306 different eyes (hence, 306 different classes) of 213 subjects. The images are acquired during different sessions and the time interval between two collections is at least one month, which provides a challenge to our method. We conducted a comparative study of on CASIA Iris Database.
The experiments were completed in two modes: verification (one-to-one matching) and identification (one-to-many matching). In verification mode, the Receiver Operating Characteristic (ROC) curve and equal error rate (EER) are used to evaluate the performance of the proposed method. The ROC curve is a False Match Rate (FMR) versus False NonMatch Rate (FNMR) curve [14] , [16] [17] , which measures the accuracy of matching process and shows the overall performance of a system. The FMR is the probability of accepting an imposter as an authorized subject and the FNMR is the probability of an authorized subject being incorrectly rejected. Points on this curve denote all possible system operating states in The smaller the EER is, the better the algorithm.
The verification results are shown in Fig. 12 and Table 1 . Fig. 12 is the ROC curve of the proposed method on the CASIA Iris Database. Points on this curve denote all possible system operating states in different tradeoffs. To exhibit the possible operating states more clearly, the horizontal axis of Fig. 12 is spread out using the logarithmic scale. The EER is only 1.59 %. These results are quite encouraging and indicate the high performance of the proposed method. Table 1 lists three typical operating states of the proposed method. The experimental results demonstrate that the proposed iris representation is effective and local variations can well represent the differences between irises. In identification mode, the algorithm is measured by Correct Recognition Rate (CRR), the ratio of the number of samples being correctly classified to the total number of test samples. From all 2255 Iris images, this algorithm was able to correctly locate the center and radius of 2169 exemplars (96.18 %) with a very low rate of failure (only 86 exemplars). Analyzing the images where the algorithm failed, we found out that most of them come from irises with high degree of eyelash overlapping and eyelids covering part of the iris. Eyelash is not a new problem in iris recognition research, Kong and Zhang [12] presented a study on how to detect eyelashes within an iris picture. The above experiments were performed in Matlab 6.5 on a 1700-MHz PC with 512 M RAM.
A comparison between our method and some previous works is shown in Table 2 . From the results, we can find that Daugman's and Ma's methods has the best performance, our method is better than methods described in [2] , [19] and [24] respectively. Fig. 13 and Fig. 14 . In addition, the system can announce if the captured image should be rejected if the illumination affected the pupil size (narrowed it), and request recapturing the image as shown in Fig. 15 . Table 2 Comparison between our method and some previous works Methods Correct Recognition Rate (%) Equal Error Rate (%) Poursaberi [19] 95.71 -Boles [2] 92.64 8.13 Daugman [7] 100 0.08 Ma [14] 100 0.07 Proposed 96.18 1.59 Ma [15] 99.19 0.57 Wildes [24] -1.76
CONCLUSIONS
With the increasing emphasis on security, automated personal identification based on biometrics has been an active topic in pattern recognition. Recently, iris recognition has received increasing attention due to its high reliability. In this paper, an image enhancement algorithm was applied on the captured image before applying any process in order to get more accurate image feature results. In addition, we developed a new iris recognition method, which analyzes local variations to characterize the details of the iris. The method first constructs a set of 1-D Feature Selection Vector (FSV) that containing the majority of local variations of the iris, and then calculates Pearson's product-moment correlation coefficient between input FSV and FSV's in database. On the CASIA Iris Database of 2255 images from 213 different subjects, the proposed method achieves encouraging results.
