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ABSTRACT
The dynamical relationship between magnetic storms and magnetospheric substorms presents one of the most controversial
problems of contemporary geospace research. Here, we tackle this issue by applying a causal inference approach to two
corresponding indices in conjunction with several relevant solar wind variables. We demonstrate that the vertical component of
the interplanetary magnetic field is the strongest and common driver of both, storms and substorms, and explains their the
previously reported association. These results hold during both solar maximum and minimum phases and suggest that, at least
based on the analyzed indices, there is no statistical evidence for a direct or indirect dependency between substorms and
storms. A physical mechanism by which substorms drive storms or vice versa is, therefore, unlikely.
The identification of spurious associations and potentially causal relationships is key to an improved process-based
understanding of various geoscientific processes. Specifically in magnetospheric physics, the understanding of the relationship
between magnetic storms and magnetospheric substorms as a part of the solar wind–magnetosphere system is of paramount
importance for the development of numerical simulation models of the magnetosphere1. In particular, the existence and
directionality of the storm – substorm interaction is one of the most controversial aspects of magnetospheric dynamics2. The
original concept of storms being the cumulative result of successive substorms put forward by Akasofu in 19613 has been
disputed in subsequent analyses2, 4, 5. While several model-based studies have shown a distinct impact of substorm injections on
the storm-time ring current enhancement6–8, other studies have suggested that the ring current buildup could in principle be
directly driven by the solar wind electric field9, 10. In this case, magnetospheric substorms do not drive magnetic storms and the
two phenomena are independent and share a common cause–the southward interplanetary magnetic field (IMF) driver11.
Recent work (see for instance the review by Balasis et al.12) points to a considerable importance of entropy-based measures
for identifying and quantifying linear and nonlinear interdependencies between different geophysical variables, variability at
different scales, and other characteristics. Time series analyses based on information-theoretic measures have been used to shed
light on the storm-substorm interaction13 and the solar wind drivers of the outer radiation belt14 through the general perspective
of quantifying information transfer, including linear and nonlinear mechanisms. In particular, DeMichelis et al.13 applied a
bivariate transfer entropy15 (bivTE) analysis to the geomagnetic activity indices AL and SYM-H. SYM-H is the high-resolution
(1-min) version of the hourly Disturbance storm-time (Dst) index, which is used as a proxy of magnetospheric ring current
strength and, thus, as a measure of magnetic storm intensity. AL belongs to the set of the 1-min Auroral Electrojet indices
(AE, AL, AU and AO) and is used to determine the onset of the substorm growth phase16. DeMichelis et al. suggested that
information flow from AL to SYM-H dominates in the case of small geomagnetic disturbances, while the reverse situation is
observed in presence of strong geomagnetic disturbances.
However, bivariate measures such as mutual information (MI) or bivTE do not allow to exclude the very frequent influence
of other variables which can act as common drivers rendering MI and bivTE associations spurious. Multivariate extensions
of TE, on the other hand, are severely limited because their estimators don’t work well in high dimensions17. In the present
study, we contrast bivariate measures with a directional, multivariate information-theoretic causality measure based on low-
dimensionally estimated graphical models17, 18. This multivariate measure for the influence of a subprocess X of a system on
another subprocess Y is called information transfer to Y (ITY) and allows for more powerful tests on the absence or potential
presence of a causal relationship, which is crucial for developing a better “mechanistic” understanding of the governing
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processes.
Here, we investigate time series of various solar wind parameters including the IMF’s magnitude B and vertical component
BZ , its velocity VSW and dynamic pressure Pdyn as well as the AL and SYM-H indices. We consider data from 2001 and 2008,
near a solar activity maximum and minimum, respectively. Our goal is to clarify whether substorm activity could causally drive
storm dynamics or – on the contrary – whether solar wind variables can explain the statistical associations between storm and
substorm activity.
Results
We begin by investigating bivariate MI and bivTE lag functions of all considered solar variables with AL and SYM-H, including
the interaction between these two (gray and black markers in Fig. 1). We restrict the maximum time delay to τmax = 6×20 min.
MI lag functions show large values for all possible driver variables in both years. Consider panels BZ → AL in both years:
Here the peak of the MI lag function is shifted compared to bivTE. Such an effect can arise from strong autocorrelations as
studied in Ref.22. The bivariate TE has sharper peaks with BZ clearly being the strongest driver of both AL and SYM-H, and all
other drivers are comparably weak (except for auto-dependencies). The reason for this behavior is that some MI values are
‘inflated’, again, due to strong autocorrelations18, especially Vsw is strongly auto-dependent. This makes MI values and the peak
of MI lag functions hard to interpret.
The interactions AL→ SYM-H and SYM-H→AL have been studied in Ref.13 where a relationship from substorms towards
storms was found with a binning estimator of bivTE. Here we reproduce these results with a nearest-neighbor estimator19, 20.
The other direction, from storms to substorms, is not very significant here. Note that values at lag τ = 0 min cannot be
interpreted in a directional sense in our analysis.
Next, we use a causal discovery algorithm17 to estimate the preliminary parents, i.e., potential causal drivers, for the
multivariate ITY. Table 1 shows iteration steps with the selected parents and the conditional mutual information (CMI) values
and significance of the AL→ SYM-H and SYM-H→ AL links in each step. The algorithm described in Ref.17 was run with
maximum lag τmax = 6×20 min as before, and we assess significance at the 95% level (for further details see Methods). The
obtained parents of SYM-H for 2001 and 2008 are very similar except for some differences in the lags. The AL→ SYM-H link
becomes non-significant using the condition set (SYM−H(t−1), BZ(t−2), Pdyn(t−1), Vsw(t−2)) in 2001 and with only a
different lag in BZ for 2008. This implies that these solar drivers can explain the spurious link AL→ SYM-H at a lag of 20 min.
Note that this set is only a sufficient explanatory set and other drivers might also induce this spurious association. Also the
much weaker link SYM-H→ AL becomes non-significant after including few solar drivers (BZ , Vsw at different lags in both
years, in 2001 also B).
The ITY estimates with these parents are shown in Fig. 1 (blue markers). ITY now accounts for autocorrelation in the
driven variable (like bivTE), but additionally for the influence of the other parents as common drivers or indirect mediators23.
Now the ITY lag functions are peaked only at a few selected lags: the strongest causal influence to both AL and SYM-H comes
from their respective past lags, but the second strongest driver is BZ which drives AL at lag 20 min and SYM-H at lag 40
min in both years (in 2008 a lag of 20 min is also significant for SYM-H). Note that BZ occurs twice at different lags in the
ITY conditions of SYM-H in 2008 and of AL in 2001 and 2008. Their two ITY values are, therefore, smaller because the
information is shared among both lags. In Fig. 2 we visualize the significant drivers of AL and SYM-H in a process graph as in
Supplementary Fig. S2.
Discussion
DeMichelis et al.13 investigated the transfer of information between substorms and storms by means of a bivariate transfer
entropy analysis of AL and SYM-H time series from 1981 (near solar maximum). They found a significant information flow
from substorms to storms attaining its maximum with a typical time delay of about 1 h and suggested that the direction of
information flow between substorms and storms depends on the global magnetospheric activity level. Our analysis goes beyond
the study of Ref.13 by utilizing a directional, multivariate information-theoretic causality measure that simultaneously takes
into account solar wind variables and geomagnetic indices data, allowing for more powerful statistical tests on the absence or
potential presence of a causal relationship between substorms and storms.
Our major results can be summarized as follows: The main drivers of substorms as measured by AL are BZ and VSW . These
also drive storms as measured by SYM-H. This is consistent with the fact that the energy transfer from the solar wind to the
magnetosphere is proportional to BZ and VSW . Pdyn and especially B are less relevant for both storms and substorms. Regarding
time lags, the AL index first responds to BZ (lag 20–40 min), while the lags with the weaker other drivers are varying between
the different years. The SYM-H index also first responds to BZ (lag 20–40 min) and Pdyn (20 min), then to VSW (40 min) and
rather weakly with non-robust lags to B (see Supplementary Figs. S3,S4). Since we find these drivers to be very similar during
the near solar maximum (2001) and minimum (2008) years for both storms and substorms, we conclude that these directed
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Figure 1. Lag functions of information-transfer measures (see Methods) for a year with strong (left) and weak solar activity
(right). The lag functions were estimated with nearest-neighbor CMI estimation parameter k = 5019, 20. For example, the panel
BZ → AL shows the lag function I(BZ,t−τ ;ALt | . . .) of MI (Eq. (1), gray), bivTE excluding the past lag of AL (Eq. (2), black),
and the multivariate ITY (Eq. (3), blue) conditioning out the influence also of other variables with the parentsP given in
Tab. 1. All (C)MI values have been rescaled to the (partial) correlation scale via I→√1− e−2I ∈ [0,1]21. For ITY, the solid
line marks whether values are significant (line below dots) or not (line above dots). Significance with a computationally
expensive block shuffle test was only assessed for ITY. MI and bivTE are clearly significant for a large range of lags.
Confidence intervals (errorbars, mostly smaller than the dots) were estimated using bootstrap resampling involving only
estimated nearest-neighbor statistics with 200 samples. MI and bivTE with their broad peaks clearly provide no precise
information about relevant drivers and coupling delays. On the other hand, ITY features large values only at few selected lags.
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Parents of SYM-H in 2001 (k = 50)
Parent (τ [20 min.]) IPar→SYM−H IAL→SYM−H p-value
No conds. 0.1634 < 10−2
SYM-H (-1) 2.2092 0.0353 < 10−2
+ BZ (-2) 0.0572 0.0089 < 10−2
+ Pdyn (-1) 0.0164 0.0022 < 10−2
+ Vsw (-2) 0.0094 0.0010 0.635
Parents of SYM-H in 2008 (k = 50)
Parent (τ [20 min.]) IPar→SYM−H IAL→SYM−H p-value
No conds. 0.1876 < 10−2
SYM-H (-1) 1.9099 0.0253 < 10−2
+ BZ (-1) 0.0569 0.0126 < 10−2
+ Pdyn (-1) 0.0161 0.0041 < 10−2
+ Vsw (-2) 0.0127 0.0015 0.335
+ BZ (-2) 0.0064
+ B (-3) 0.0034
Parents of AL in 2001 (k = 50)
Parent (τ [20 min.]) IPar→AL ISYM−H→AL p-value
No conds. 0.1388 < 10−2
AL (-1) 1.1426 0.0094 < 10−2
+ BZ (-1) 0.0901 0.0059 < 10−2
+ AL (-3) 0.0159 0.0056 < 10−2
+ Vsw (-1) 0.0188 0.0034 0.035
+ B (-3) 0.0057 0.0030 0.070
+ BZ (-2) 0.0077
+ Pdyn (-1) 0.0034
Parents of AL in 2008 (k = 50)
Parent (τ [20 min.]) IPar→AL ISYM−H→AL p-value
No conds. 0.1651 < 10−2
AL (-1) 1.0954 0.0088 < 10−2
+ BZ (-1) 0.0752 0.0078 < 10−2
+ Vsw (-4) 0.0372 0.0015 0.315
+ Pdyn (-6) 0.0082
+ BZ (-3) 0.0035
Table 1. Steps of the causal discovery algorithm (see Methods) for AL and SYM-H for the years 2001 and 2008. The first
column lists the iteratively selected conditions. In each step the variable and lag with the highest CMI value (second column) in
the preceding step is chosen. The third column gives the CMI value for the substorm – storm link using the conditions up to
this step and the last column its p-value. The p-values are computed from a block-shuffle ensemble of 200 surrogates (see
Methods). The storm – substorm link vanishes in both years with a p-value larger than 0.05 after few solar drivers have been
taken into account. The full list of parents in the first column is then used in a second step to estimate ITY (see lag functions in
Fig. 1 and graphs in Fig. 2). The nearest-neighbor parameter was set to k = 50, the analysis with very similar results for
k = 100 and another substorm index (AE) is shown in Supplementary Figs. S3,S4 and Tabs. S2,S3. Here all CMI values are
measured in nats and are not rescaled to the partial correlation scale as in the other figures.
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Figure 2. Graphs based on significant ITY values at the 95% level in Fig. 1 for 2001 (left) and 2008 (right). Edges correspond
to directional lagged links, and the labels indicate their lags. If more than one lag is significant, they are listed in the order of
their strength. The edge color and width indicate the value at the lag with the largest ITY. The node color depicts the strength of
the lag-1 auto-dependency for AL and SYM-H. Note that the weak ITY value in BZ → SYM−H is likely due to BZ occurring
with two neighboring lags in the parents of SYM−H, which reduces the information transfer of either of them. In
Supplementary Fig. S4 we show the robustness of these results using a different CMI estimation parameter and another
substorm index.
information transfers are rather independent of the activity level and constitute robust interrelationships between solar wind
parameters and dynamic processes in the magnetosphere.
Most importantly, our iterative causal discovery algorithm analysis suggests that mainly BZ , and to a lesser degree VSW and
Pdyn are sufficient to explain the previously found link AL→ SYM-H13. These results are also verified by applying the same
tools to an AE - SYM-H analysis and for other estimation parameters (see Supplementary Figs. S3,S4 and Tabs. S2,S3). Thus,
we find that there is no direct or indirect transfer of information AL→ SYM-H or SYM-H→ AL. Note that the presence of
significant links in our analysis can be called causal only with respect to the included set of variables. Non-observed variables
can still be the cause of a link here. What is more certain is non-causality: if there exists no statistical evidence for a dependency
between two variables, a physical mechanism between the two is unlikely.
Although some studies24, 25, based on in-situ observations, have shown that the contribution of ion injections to the ring
current energy gain is substantial, our results refute the role of substorms in the enhancement of the storm-time ring current
through accumulative ion injections during consecutive substorms. A possible reason for the absence of information transfer
from AL→ SYM-H might be the possibility that not all ion injections to the storm-time ring current are reflected in the AL
variations. A recent study26 showed that small-scale injections are not captured by AL. Another study27 showed that low- and
high-energy protons vary in quite different ways on storm-time timescales and accordingly suggested that the relation between
ion injections and ring current growth may be more complicated than previously perceived.
Nevertheless, the non-significance of direct or indirect dependencies between the commonly used AL and SYM-H indices
leads us to the conclusion that there exists no physical mechanism by which perturbations in substorms are transported to storms
or vice versa. However, their non-significance may have several other reasons: Firstly, the information measure might not
capture the dependency. We should note that our information-theoretic approach allows to take into account almost any type of
nonlinear relationship, both in excluding it as a common driver, and also in detecting it. The price for this “universality” is lower
statistical power, which means that weaker dependencies might not be detected. However, here we have a very large sample size
leading us to the conclusion that if there is a dependency, it must be very weak. Also, our results are robust when using other
estimation parameters (see Supplementary Figs. S3,S4 and Tabs. S2,S3). Secondly, we analyzed the whole years 2001 and 2008
as two extremes of solar activity to obtain a sufficiently large sample size. Possibly, a causal relationship is present only during
shorter periods, which would be difficult to assess given too short sample sizes and the length of characteristic time scales of
the processes. Thirdly, the physical mechanism might be present mostly during the missing values excluded in the analysis. If
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satellite failures are indeed strongly related with the hypothesized mechanism, this would imply a non-avoidable selection
bias in our analysis. Lastly, the indices might not be good proxies of substorms or storms or be contaminated by measurement
noise. Here we tested two kinds of indices for substorms (AL and AE) and got robust results. In light of these qualifications, we
conclude that a direct or indirect physical mechanism by which substorms drive storms or vice versa is unlikely.
Conclusions
Our analysis demonstrates the great potential of combining a causal discovery algorithm with a multivariate and lag-specific
extension of transfer entropy for tackling contemporary research questions in magnetospheric physics, such as the storm-
substorm relationship, which is one of the most controversial topics of magnetospheric dynamics and solar-terrestrial coupling.
Further analyses using a causal pathway-analysis23, 28 can shed light on the interaction mechanism among the solar drivers and
the magnetosphere. The obtained causal drivers, on the other hand, can also be relevant for optimal prediction schemes29. We
expect that our results will contribute to a better understanding of the dynamic processes related to the coupled solar wind -
magnetosphere - ionosphere system by fostering a paradigm shift in our perception of the storm-substorm relationship. They
may also have a direct impact on magnetosphere modeling and, consequently, space weather forecasting efforts.
Methods
Data
The present study is focused on two years (2001 and 2008) of data on solar wind parameters and geomagnetic activity indices
(downloaded from http://omniweb.gsfc.nasa.gov/form/omni min.html). As possible solar driving factors we include only
those quantities with at least a measurable statistical dependency (mutual information) with either AL or SYM-H. These
are B, BZ , VSW , and Pdyn. The original one-minutely data were aggregated to a 20-minute time resolution by averaging over
non-overlapping 20-minute blocks. This resolution was selected based on iterative tests to obtain a compromise between
resolving time lags and still keeping the computational load and multiple testing problems low. Additionally, DeMichelis et
al.13 found, on average, a net information flow from AL to SYM-H attaining its maximum at a typical time delay of about 1h
which is well resolved with our chosen time resolution.
As solar wind time series inevitably contain missing values due to satellite failures, in the aggregation we masked samples
for 20 min periods with more than 50% missing values (Supplementary Fig. S1). We also accounted for masked samples in the
lagged analyses (up to τmax = 6×20 min) to avoid a selection bias. For the solar maximum year of 2001 this leads to 18,384
non-masked 20-min samples and for the solar minimum year of 2008 to 17,893 samples instead of about 26,000 samples for
the whole year. No further pre-processing was applied. Supplementary Fig. S1 shows the corresponding time series.
Information-theoretic causality analysis
This study aims to shed light on the possible existence of a driver-response relationship between storms and substorms, which
is a reflection of the dynamic processes within the coupled solar wind–magnetosphere–ionosphere system. Because there has
been accumulating evidence that the involved interrelations are of a nonlinear nature30–36 and very long data series are available,
we employ a non-parametric (model-free) approach here. Information theory provides a genuine framework for the model-free
study of couplings among time series. Here we invoke three information-theoretic measures with increasing power to detect
spurious dependencies due to autocorrelation, common drivers or indirect relationships.
The first and simplest association measure applying information theory to time series is the lagged (cross-)mutual informa-
tion21 given by
IMIXY (τ) = I(Xt−τ ;Yt) = H(Yt)−H(Yt | Xt−τ) , (1)
using Shannon entropies H =−∫ p(x) ln p(x)dx with the natural logarithm. All information measures are here studied in the
corresponding units of nats. For τ > 0, MI measures the information in the past of X that is contained in the present of Y . The
weaknesses of MI as a measure of information transfer have been discussed early on, most notably by Schreiber15. A first step
to arrive at a directional notion of information transfer is to exclude information from the past of Y . Implementing this idea,
Schreiber introduced the transfer entropy (TE)15 between two variables, which is the information-theoretic analogue of Granger
causality and can be defined in a lag-specific variant as
IbivTEX→Y (τ) = I(Xt−τ ;Yt | Yt−1) (2)
based on the conditional mutual information.
Notably, bivTE can yield spurious results if more than two processes are interacting: For the interaction example in
Supplementary Fig. S2(b) both the MI I(Xt−1;Yt) and the TE I(Xt−1;Yt |Yt−1) are larger than zero due to the common driver Z
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even though no direct or indirect physical mechanism exists by which X drives Y or vice versa. The detailed time-resolved
graph in Supplementary Fig. S2(a) shows that, Xt−1 and Yt are not independent given only the past of Y or, on the other hand,
only the common driver Zt−2 as a condition. Rather, both conditions need to be included to exclude all causal paths connecting
the two and unveil the spurious dependency (see Ref.23 for a definition of causal paths).
These subtle interactions can be captured with the concept of a time series graph37, 38 as shown in Supplementary Fig. S2(a),
originating from the theory of graphical models. As further defined in Ref.23, each node in a time series graph represents a
subprocess at a certain time. Past nodes at t ′ < t have a link towards a subprocess at time t if and only if they are not independent
conditionally on the past of the whole process, which implies a lag-specific Granger causality with respect to the measured
process. In this graph the parentsP• of a variable are given by all nodes with an arrow towards it (blue boxes in Supplementary
Fig. S2(a)).
While these parents could be estimated by testing the CMI between each Xt−τ and Yt conditional on all other lagged
variables, this approach, similar to multivariate or conditional TE, does not work well due to its high dimensionality17 leading
to weak statistical power and many false positives.
In Ref.17 an efficient algorithm has been introduced for the estimation of the parents of a variable Y . The original idea is to
successively test for conditional independence between Yt and each possible past driver (including the past of Y ) conditioned
on iteratively more conditions and testing all combinations of conditions. Thereby, the dimension stays as low as possible in
every iteration step which helps to alleviate high dimensionality in estimating CMIs. However this comes at a considerable
computational cost which is extremely high in our case due to the large sample size of order O(105). Therefore, here we add
only the most relevant condition with the highest CMI in the previous step (setting ni = 1 in the causal discovery algorithm).
The drawback is that the algorithm now might still contain non-causal spurious drivers23, 29, which necessitates a second step:
the preliminary set of parents is used to estimate the information transfer to Y (ITY)18 for all lagged variables Xt−τ (including
the parents)
IITYX→Y (τ) = I(Xt−τ ;Yt |PYt ) , (3)
which will be zero if and only if Xt−τ and Yt are independent conditionally onPYt .
Here we use an advanced nearest-neighbor estimator19, 20 of CMI that is most suitable for variables with a continuous range
of values. This estimator has as a parameter the number of nearest-neighbors k which determines the size of hyper-cubes
around each (high-dimensional) sample point and, therefore, can be viewed as a density smoothing parameter (although it
is data-adaptive unlike fixed-bandwidth estimators). For large k, the underlying dependencies are strongly smoothed. We
tested different values of k to verify the robustness of our results. Larger k have larger bias and are more computationally
expensive, but have smaller variance, which is more important for significance testing. Note that the estimated CMI values
can be slightly negative while CMI is a non-negative quantity. In Figs. 1,2,S3,S4 the (C)MI values have been rescaled to the
(partial) correlation scale via I→√1− e−2I ∈ [0,1]21. In the tables, on the other hand, the CMI values are given in nats.
Unfortunately, no analytical results exist on the finite-sample distribution of this estimator under the null hypothesis of
conditional independence. For significance testing, either a fixed threshold or shuffle surrogates are, therefore, the only choice
here. Surrogate tests are especially helpful for proper significance tests because they adapt to the bias for higher-dimensional
CMIs. In Ref.17 a shuffle test has been used, but for strongly autocorrelated time series, as in the present case, this test is
too weak. Therefore, we use a block-shuffle surrogate test here following Ref.39 and Ref.40. An ensemble of M values of
I(X∗t−τ ;Yt |Z) is generated where X∗t−τ is a block-shuffled sample of Xt−τ , i.e., with blocks of the original time series permuted.
As an optimal block-length we use the approach described in Ref.39 and Ref.40 for non-overlapping blocks. The optimal
block-length (Eq. (6) in Ref.40) involves the decay rate of the envelope of the autocorrelation function γ(τ). The latter is
estimated up to a maximum delay of 5% of the (non-masked) samples and the envelope was estimated using the Hilbert
transform. Then a function Cφ τ is fitted to the envelope with constant C to obtain the decay rate φ . Finally, the CMI values are
sorted and a p-value is obtained as the fraction of surrogates with CMI greater or equal than the estimated CMI value. We use
an ensemble of 200 surrogates. Confidence intervals (errorbars in figures) were estimated using bootstrap resampling involving
only estimated nearest-neighbor statistics with 200 samples.
The time series graph in Supplementary Fig. S2(a) closely depicts the potentially causal interactions found in this study
with X standing for AL, Z for BZ , and Y for SYM-H. The causal information flow along directed links in this graph can well
explain the spurious ‘significant’ MI and bivTE values found in Ref.13. Also the small bivTE value in the other direction,
SYM-H→ AL, can be explained by these solar drivers.
Software availability
Software is available online under https://github.com/jakobrunge/tigramite.
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Figure S1. Time series for 2001 (left) and 2008 (right). Time points with missing values in any of the variables are excluded
from the analysis, taking lags into account. Clearly, there is much less variability in all variables during the solar minimum year
2008.
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Figure S2. Example of causal interactions in a three-variable process. (a) Time series graph which encodes the
spatio-temporal dependencies. The set of parentsPYt (blue boxes) separates Yt from the past of the whole process X
−
t \PYt ,
which implies conditional independence (Markov property) and is used in the algorithm17 to estimate the graph. (b) Process
graph, which aggregates the information in the time series graph for better visualization (labels denote the lags, link and node
colors denote the cross- and auto-coupling strength).
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Figure S3. Lag functions as in Fig. 1, but for additional parameters: year 2001 (a-d) and 2008 (e-h); nearest-neighbor CMI
estimation parameter k = 50 (a,c,e,g) and k = 100 (b,d,f,h) resulting in a stronger smoothing of the densities; substorm index
AE (a,b,e,f) and AL (c,d,g,h).
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Figure S4. As in Fig. 2, but for additional parameters: year 2001 (a-d) and 2008 (e-h); nearest-neighbor CMI estimation
parameter k = 50 (a,c,e,g) and k = 100 (b,d,f,h) resulting in a stronger smoothing of the densities; substorm index AE (a,b,e,f)
and AL (c,d,g,h).
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Parents of SYM-H in 2001 (k = 100)
Parent (τ [20 min.]) IPar→SYM−H [nats] IAL→SYM−H [nats] p-value
No conds. 0.1569 < 10−2
SYM-H (-1) 2.2162 0.0336 < 10−2
+ BZ (-2) 0.0479 0.0069 < 10−2
+ Pdyn (-1) 0.0126 0.0018 < 10−2
+ Vsw (-2) 0.0077 0.0010 0.145
+ BZ (-1) 0.0016
Parents of SYM-H in 2008 (k = 100)
Parent (τ [20 min.]) IPar→SYM−H [nats] IAL→SYM−H [nats] p-value
No conds. 0.1826 < 10−2
SYM-H (-1) 1.9224 0.0280 < 10−2
+ BZ (-1) 0.0502 0.0113 < 10−2
+ Pdyn (-1) 0.0132 0.0041 < 10−2
+ Vsw (-2) 0.0110 0.0019 < 10−2
+ BZ (-2) 0.0055 0.0001 0.880
+ B (-6) 0.0023
Parents of AL in 2001 (k = 100)
Parent (τ [20 min.]) IPar→AL [nats] ISYM−H→AL [nats] p-value
No conds. 0.1330 < 10−2
AL (-1) 1.1489 0.0079 < 10−2
+ BZ (-1) 0.0865 0.0052 < 10−2
+ AL (-4) 0.0125 0.0051 < 10−2
+ Vsw (-6) 0.0136 0.0025 0.035
+ BZ (-2) 0.0078 0.0018 0.060
+ B (-1) 0.0045
+ Pdyn (-1) 0.0026
Parents of AL in 2008 (k = 100)
Parent (τ [20 min.]) IPar→AL [nats] ISYM−H→AL [nats] p-value
No conds. 0.1599 < 10−2
AL (-1) 1.1013 0.0087 < 10−2
+ BZ (-1) 0.0723 0.0073 < 10−2
+ Vsw (-1) 0.0372 0.0005 0.605
+ Pdyn (-4) 0.0058
+ BZ (-3) 0.0038
+ BZ (-2) 0.0013
Table S1. As in Tab. 1, but for a nearest-neighbor CMI estimation parameter k = 100, i.e., with a stronger smoothing of the
densities.
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Parents of SYM-H in 2001 (k = 50)
Parent (τ [20 min.]) IPar→SYM−H IAE→SYM−H p-value
No conds. 0.1527 < 10−2
SYM-H (-1) 2.2092 0.0395 < 10−2
+ BZ (-2) 0.0571 0.0100 < 10−2
+ Pdyn (-1) 0.0164 0.0032 < 10−2
+ Vsw (-2) 0.0094 0.0016 0.405
Parents of SYM-H in 2008 (k = 50)
Parent (τ [20 min.]) IPar→SYM−H IAE→SYM−H p-value
No conds. 0.2003 < 10−2
SYM-H (-1) 1.9099 0.0355 < 10−2
+ BZ (-1) 0.0569 0.0159 < 10−2
+ Pdyn (-1) 0.0162 0.0059 < 10−2
+ Vsw (-2) 0.0127 0.0027 0.075
+ BZ (-2) 0.0064
+ B (-3) 0.0034
Parents of AE in 2001 (k = 50)
Parent (τ [20 min.]) IPar→AE ISYM−H→AE p-value
No conds. 0.1281 < 10−2
AE (-1) 1.2574 0.0074 < 10−2
+ BZ (-1) 0.1088 0.0074 < 10−2
+ BZ (-3) 0.0093 0.0050 < 10−2
+ B (-2) 0.0085 0.0045 0.015
+ Vsw (-6) 0.0177 0.0036 0.030
+ SYM-H (-1) 0.0036
Parents of AE in 2008 (k = 50)
Parent (τ [20 min.]) IPar→AE ISYM−H→AE p-value
No conds. 0.1706 < 10−2
AE (-1) 1.1705 0.0032 < 10−2
+ BZ (-1) 0.0841 0.0068 < 10−2
+ Vsw (-4) 0.0426 0.0021 0.350
+ B (-1) 0.0102
+ Pdyn (-5) 0.0050
Table S2. As in Tab. S1, but for another substorm index (AE) and k = 50.
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Parents of SYM-H in 2001 (k = 100)
Parent (τ [20 min.]) IPar→SYM−H IAE→SYM−H p-value
No conds. 0.1469 < 10−2
SYM-H (-1) 2.2162 0.0382 < 10−2
+ BZ (-2) 0.0479 0.0079 < 10−2
+ Pdyn (-1) 0.0125 0.0024 < 10−2
+ Vsw (-2) 0.0077 0.0012 0.125
+ BZ (-1) 0.0016
Parents of SYM-H in 2008 (k = 100)
Parent (τ [20 min.]) IPar→SYM−H IAE→SYM−H p-value
No conds. 0.1973 < 10−2
SYM-H (-1) 1.9225 0.0361 < 10−2
+ BZ (-1) 0.0502 0.0134 < 10−2
+ AE (-1) 0.0134 0.0134 < 10−2
+ Vsw (-4) 0.0087 0.0134 < 10−2
+ Pdyn (-1) 0.0063 0.0134 < 10−2
+ BZ (-2) 0.0034 0.0134 < 10−2
+ B (-6) 0.0020
Parents of AE in 2001 (k = 100)
Parent (τ [20 min.]) IPar→AE ISYM−H→AE p-value
No conds. 0.1205 < 10−2
AE (-1) 1.2673 0.0067 < 10−2
+ BZ (-1) 0.1056 0.0060 < 10−2
+ B (-1) 0.0102 0.0045 < 10−2
+ Vsw (-6) 0.0174 0.0026 0.080
Parents of AE in 2008 (k = 100)
Parent (τ [20 min.]) IPar→AE ISYM−H→AE p-value
No conds. 0.1684 < 10−2
AE (-1) 1.1764 0.0024 0.010
+ BZ (-1) 0.0811 0.0067 < 10−2
+ Vsw (-6) 0.0404 0.0014 0.315
+ B (-1) 0.0089
+ Pdyn (-6) 0.0043
+ BZ (-3) 0.0028
+ BZ (-2) 0.0013
Table S3. As in Tab. S1, but for another substorm index (AE) and k = 100.
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