Abstract-As Machine Learning (ML) becomes pervasive in various real world systems, the need for models to be interpretable or explainable has increased. We focus on interpretability, noting that models often need to be constrained in size for them to be considered understandable, e.g., a decision tree of depth 5 is easier to interpret than one of depth 50. This suggests a trade-off between interpretability and accuracy. We propose a technique to minimize this tradeoff. Our strategy is to first learn a powerful, possibly black-box, probabilistic model on the data, which we refer to as the oracle. We use this to adaptively sample the training dataset to present data to our model of interest to learn from. Determining the sampling strategy is formulated as an optimization problem that, independent of the dimensionality of the data, uses only seven variables. We empirically show that this often significantly increases the accuracy of our model. Our technique is model agnostic -in that, both the interpretable model and the oracle might come from any model family. Results using multiple real world datasets, using Linear Probability Models and Decision Trees as interpretable models, and Gradient Boosted Model and Random Forest as oracles are presented. Additionally, we discuss an interesting example of using a sentence-embedding based text classifier as an oracle to improve the accuracy of a term-frequency based bag-of-words linear classifier.
I. INTRODUCTION
In recent years, Machine Learning (ML) models have become increasingly pervasive in various real world systems. In many of these applications such as movie and product recommendations, it is sufficient that the ML model is accurate. However, there is a growing emphasis on models to be interpretable or explainable as well, in domains where the cost of being wrong is prohibitively high, e.g., medicine and healthcare [11] , [63] , defence applications [21] , law enforcement [3] , [29] , banking [12] . It is expected that soon model transparency would be mandated by law within systems involving digital interactions [20] .
Contemporary research in this area has adopted two broad approaches: 1) Interpretability: this area looks at building models that are considered easy to understand as-is, e.g., rule lists [2] , [31] , decision trees [9] , [46] , [47] , sparse linear models [63] , decision sets [28] , pairwise interaction models that may be linear [35] or additive [37] . 2) Explainability: this area looks at techniques that may be used to understand the workings of models that do not naturally lend themselves to a simple interpretation, e.g., locally interpretable models such as LIME, Anchors [51] , [52] , visual explanations for Convolutional Neural Networks such as Grad-CAM [55] , influence functions [27] . We focus on interpretablity in this work; specifically, in improving the accuracy of the existing vast majority of models that are considered interpretable, e.g., linear models, rules.
Interpretable models are preferably small in size: this is anecdotally seen in how a linear model with 10 terms may be preferred over one with 100 terms, or in how a decision tree (DT) of depth = 5 is easier to understand than one of depth = 50. This property is variously acknowledged in the area of interpretability: [22] refers to this as low explanation complexity, this is seen as a form of simulability in [36] , and is often listed as a desirable property in interpretable model representations [2] , [28] , [51] . The preference for small-sized models points to an obvious problem: since size is usually inversely proportional to model bias, such a model often trades accuracy for interpretability.
We propose a novel adaptive sampling technique to minimize this trade-off. We first learn a highly accurate, possibly black-box, probabilistic model on our training data. We refer to a model as "probabilistic" if it can produce a probability distribution over labels during prediction: p(y i |x), ∀y i ∈ {1, 2, ..., C}
Here, {1, 2, ..., C} is the set of labels. The probabilities p(y i |x) are commonly construed as confidences of predicting labels y i for instance x.
We refer to this model as our oracle. There are no size constraints imposed on the oracle.
Next, we try to incorporate the oracle's understanding of the data/input space into our interpretable model. The mechanism to do so is via adaptive sampling: we let the oracle suggest data for the interpretable model training algorithm to learn from. Figure 1 compares a standard workflow (top) to our model building workflow (bottom). In the standard setup, a model training algorithm, A, accepts training data and produces a model that minimizes some pre-defined error metric. Our workflow adds two new components -the adaptive sampling technique, B, and an oracle, C. The oracle provides information to the sampling technique, that enables it to identify the "best" sample from the training data for input to algorithm A. Here, the "best" sample is the one that leads A to produce a model with the lowest error (measured on a heldout dataset). Determining this sample is an iterative process; at each iteration, B modifies the sample based on the current error of the model that A learns. The information from the oracle is conveyed to the sampling technique only once.
Our technique is model agnostic: since we assume no analytic/functional form for either the oracle or the interpretable model, they may come from different arbitrary model families. Figure 2 provides a quick demonstration of our technique on a toy dataset. [9] decision tree of depth = 5 learns from the data; this has F1 score = 0.64. Finally, the bottom-right panel shows what a CART decision tree of depth = 5 learns, when we supply the GBM as an oracle to our technique. The F1 score improves significantly to 0.74.
Our adaptive sampling technique is an extension of the one discussed in [19] . For convenience, we refer to the latter as a being a density tree based approach -this is reviewed in a later section. Our extension is non-trivial since we change critical aspects of the data density representation -using uncertainty information instead of explicit class boundary informationthat the sampling technique relies on. This enables to use an arbitrary oracle while performing better on average compared to the density tree approach.
We note, as in [19] , that there is no standard definition of "model size" across model families. Even for a specific model family, there might be different notions of size, e.g., for Random Forests (RF), both the number of trees and the maximum/average depth across trees may be seen as representing the size of a RF model. Often there are conventionally accepted notions of sizes, e.g., the depth of a DT, number of non-zero terms in a linear model. However, in such cases too, their preferred values may be subjective: some might consider DTs only up to a depth = 10 interpretable, while others might find depth = 15 to be a reasonable limit. Irrespective of such variances, as long as a specific notion of model size is inversely proportional to model bias, the discussion here applies. Referring to this general notion, we say most interpretable models are preferably small.
Our key contribution in this paper is to provide a modelagnostic and practically effective technique to use an oracle to improve the accuracy of small interpretable models. Since our work extends the density tree based approach, we list our specific contributions relative to it:
1) The ability to pick any oracle makes our technique flexible in terms of: a) The oracle may be arbitrarily powerful, e.g., we may choose between using a linear Support Vector Machine (SVM) or a Deep Neural Network (DNN) based on how accurate we want the oracle to be. We show that we outperform the density tree based approach on an average. Other concerns also might dictate the choice of an oracle, e.g., pre-trained models readily available, hardware resources and libraries, etc. b) Data representation to use -the oracle and the small model might represent the data with different features. We look at an example later. 2) Faster run-times on average. Our technique may be used for improving the accuracy of any small model, and not exclusively interpretable models. The discussion here centres around interpretability since this is where we see a need for using small models.
The only work we are aware of that discusses model improvement in the small size regime, using adaptive sampling as a mechanism, is [19] . Using sampling as a strategy to improve model accuracy, in general, has been studied in the areas of active learning [56] and core-set identification [4] , [41] although they focus on different problems. The term "oracle" is commonly used in active learning to indicate a source of correct label assignments; typically a human labeler. Our work also bears resemblance to transfer learning [42] , [62] in that there is transfer of domain knowledge from the oracle to the interpretable model. However, it differs from techniques in the area in two key respects: 1) Transfer learning techniques usually make some assumptions about the learning problem, e.g., the model family, such as Boolean concepts in [61] or Markov Logic Networks in [39] , the learning framework, such as Reinforcement Learning in [15] , [45] , [59] . 2) Although instance-based transfer learning looks at instance re-weighting, sampling etc., they typically study how to deal with change in data distributions available to different models [16] , [23] , [34] . The layout of the remaining paper is as follows: we begin by discussing our methodology in detail next, in Section II. Section III presents our experiments on multiple realworld datasets that validate the effectiveness of our technique. Finally, we conclude with our thoughts around future work in Section IV.
II. METHODOLOGY
We describe our methodology in this section. We begin by reviewing the core ideas of the density tree based approach since our technique builds on it.
A. Review: Density Tree Based Adaptive Sampling
Reference [19] begins by asking why should we expect to be able to improve the accuracy of a small model at all? The answer is that models are not always optimal for a given size. All training algorithms make heuristic choices to make learning tractable, e.g., local search based techniques such as RMSProp [65] and Adam [26] for learning neural networks, one-step look-ahead in the CART algorithm for learning DTs, . This creates a gap between the representational and effective capacities of models; ideally a DT learning algorithm constrained to learn trees of up to depth = 5 should be able to produce full binary trees with 2 5 = 32 leaves if needed (for ex, in the bottom-left panel of Fig 2) , but this is rarely seen in practice. Allowing the model to grow to an arbitrary size works around this issue; we may eventually end up with a DT of depth = 10 and 32 leaves that solves our problem. The possibility of decreasing this gap gives us an opportunity to improve small model accuracy. Selecting examples (from a larger training dataset) to focus the training algorithm on regions of the input space that most impact learning, is one mechanism to decrease the gap.
The authors formulate the problem of finding the best sample to learn from as one of determining an optimal sampling distribution over the training dataset. As a practically tractable approach, they first construct a DT on the data, with no depth restriction; information about the input space encoded in the tree structure is then used to determine this distribution. This tree is known as a density tree. Their key observation is that a DT tends to create leaves of small volume around class boundaries. This is seen in Figure 3 where a rectangle represents a leaf. We note that most small rectangles are indeed located around class boundaries. Since we intend to solve a classification Fig. 3 . Fragmentation of input space by decision tree. Source: [19] .
problem, our interpretable model at least needs to know where the class boundaries are, and therefore, which points define these boundaries. These are now easily identifiable by locating leaves with small volumes. The model might additionally require points not near the class boundaries; since these are hard to characterize, a mechanism is setup to enable the interpretable model to select the following kinds of points: (a) points that define the class boundaries (b) optionally, points elsewhere in the input space. The purpose of categorizing points in this manner is that it is now easier for the model to choose points that it most likely needs -the boundary points. This fact need not be discovered ab initio while searching for the optimal distribution, thus significantly shrinking the parameter search space.
The mechanism to select points is realized by defining a "depth sampling distribution" over the depths of the density tree. . Sampling using an IBMM from different levels in a density tree. Source: [19] .
See Figure 4 . The sampling technique samples a value of the density tree depth from the current distribution, and then samples points from nodes at this depth, where a preference is given to leaves with small volumes (at the leaf level this implies we get more points near class boundaries). In a way, the different tree levels represent different amounts of information about the class distribution, ranging from no information at the root, to complete information at the leaves; and the sampling technique allows the interpretable model to select points at relevant information levels, by learning the parameters of the depth distribution.
The distribution family used is a Infinite Beta Mixture Model (IBMM) -a variation of the relatively popular Infinite Gaussian Mixture Model (IGMM) [49] . This allows for representing a wide variety of distributions with a fixed number of parameters.
This technique turns out to be highly effective, as is indicated by results in [19] .
B. Proposed Extension
It is interesting to observe the depth distributions that are eventually learned. This is concisely visualized in Figure 5 for different datasets; the x-axis shows density tree depths normalized to lie within [0, 1] (so IBMMs over density trees of various heights may be compared). The curve for a specific dataset is plotted in the following manner:
1) Interpretable models for a range of sizes are built for the dataset. Let's say the sizes are k ∈ {1, 2, ..., K}. For a size k, we assume the relative improvement -using a density tree compared to not using it -seen is ∆ k . 2) n k points are sampled from the IBMM corresponding to the model of size k, where n k ∝ ∆ k . Points sampled thus, across the K sizes, are pooled together. 3) A Kernel Density Estimator (KDE) is fit to this sample and plotted. The weighting wrt ∆ k is performed so the KDE plot predominantly reflects the IBMMs where the greatest improvements are seen.
We observe that most of the sampling either occurs near the root or near the leaves. The authors point out that this pattern is fairly consistent across their other experiments. The reason hypothesized is since the intermediate tree levels are noisy wrt to information content -the class boundaries have not been fully discovered yet, but we have moved away from the original distribution -the interpretable model avoids sampling here.
Given that the density tree is apparently primarily useful at the leaf-level (the root level has the original data as-is), we ask if there is a different way to encode the information of class boundaries.
Obviously, all classifiers implicitly possess this information for classification to work; the non-trivial aspect is to be able to make this information explicit -as in leaves with small volumes in density trees.
Here, we consider probabilistic classifiers. Since they provide confidence of prediction, one way to identify points near class boundaries is to measure how diffuse the confidences are across different labels. Such a metric is known as uncertainty and has been studied in the active learning community [32] , [53] , [56] . See Figure 6 for intuition. We use a dataset similar to the one used in Figure 3 , learn a SVM with a Radial Basis Function (RBF) kernel on it, and show the uncertainty values across the input space. Between the visualizations in Figures  3 and 6 , we see that leaves with low volumes and high uncertainties respectively indicate approximately the same regions.
This is the key insight behind our extension: we replace the density tree with an arbitrary probabilistic classifier, with the explicit leaf level class boundary information being substituted by uncertainty scores. The value of our work is in showing this substitution is indeed effective.
The remnant of the sampling problem stays the same: while we believe the boundary points are more likely to be used for learning, it is hard to characterize additional non-boundary points that may be required. So, we use a IBMM to represent a distribution over the uncertainty values of points in the training dataset. Learning the parameters of this distribution is formulated as an optimization problem. Note the subtle difference in the role of the IBMM: in the density tree based approach, it represents different depths, and thus different amounts of information about class boundaries; here, the IBMM is over the uncertainty scores, which already represent the complete information from the oracle.
C. Algorithm Details
We now go into additional details around the high level ideas presented in the previous section.
1) Measuring Uncertainty:
We begin with the uncertainty metric since our technique critically depends on it. Some popular metrics used to measure uncertainty are:
1) Least confident: we look at the confidence of the most probable class alone. Given a model M and an instance x, the uncertainty u M (x) is measured as:
where we have C classes, and M (y i |x) is the probability score 1 produced by the model. 2) Entropy: this is the standard entropy measure:
3) Margin: difference of the top two probabilities. Introduced in [53] . See Algorithm 1.
Note that all the metrics u M (x) ∈ [0, 1]. Also, all our oracles are calibrated with a sigmoid [44] .
We use the margin uncertainty metric. We do not use the least confident metric since it ignores confidence distribution across labels. While entropy is quite popular, we do not use it since it reaches its maximum for only points for which the classifier must be uncertain about all labels; for datasets with many labels (one of our experiments uses a dataset with 26 labels -see Table I ) we might never reach this maximum; also we want to highly penalize points with 2 ambiguous labels too.
There is no best uncertainty metric in general, and the choice is usually application specific [54] , [56] . We note that only the margin metric reaches peak uncertainty scores at the 2-label boundaries.
2) Sampling from the Oracle: As mentioned before we use a IBMM to represent the probabiity density function (pdf) over uncertainties. Our reasons to use it are:
1) It can represent an arbitrary pdf. This is important since we want to discover the optimal pdf over uncertainties. It seems natural to assume that we exclusively require data points with high uncertainty, but our experiments show this is not optimal. 2) Uses a fixed set of parameters to represent arbitrary pdfs. This is convenient since most optimizers support parameter spaces of fixed size. Contrast this representation with Gaussian Mixture Models (GMM) where the parameter space is conditional: number of mixture components decide the total number of parameters. The number of components in the IBMM are represented using a Dirichlet Process (DP). The DP is characterized by a concentration parameter α, which determines both the number of components (also known as partitions or clusters) and association of a data point to a specific component. The parameters for these components are drawn from prior distributions; the parameters of these prior distributions comprise our (fixed set of) variables.
Since u M (x) ∈ [0, 1] we need mixture components that are also constrained within [0, 1]; so the Beta components in the IBMM fit our purpose well. This is a univariate distribution since the only random variable is the uncertainty score.
This is how we sample N points from the oracle: 1) Determine partitioning over the N points induced by the DP . We use Blackwell-MacQueen sampling [7] for this. Let's assume this step produces k partitions {c 1 , c 2 , ..., c k } and quantities n i ∈ N where k i=1 n i = N . Here, n i denotes the number of points that belong to partition c i . 2) We determine the Beta(A i , B i ) component for each c i . We assume the priors for these Beta are also represented by Beta distributions: A i ∼ Beta(a, b) and B i ∼ Beta(a , b ). Thus we have two prior Beta distributions associated with our IBMM. 3) Repeat for each c i : for each instance x j in our training dataset, we fetch the uncertainty score,
We scale these probabilities to sum to 1. Then use these probabilities as sampling probabilities in the training dataset to sample n i points. The parameters for the IBMM are collectively denoted by Ψ = {α, a, b, a , b }.
This procedure is summarized in Algorithm 2.
3) Learning an Interpretable Model using an Oracle: We tie together the various individual pieces in this section. Before we proceed, we mention the parameters we use in addition to the IBMM parameters: 1) N s ∈ N, sample size. The sample size, obviously, might have a significant effect on training the interpretable Algorithm 2: Sample based on uncertainties
1] -proportion of the sample from the original distribution. Given a value for N s , we sample (1−p o )N s points using the oracle and p o N s points from our training data (X train , y train ). The latter sample is stratified wrt y train . We use this parameter since, as in [19] , we expect the original distribution to be optimal to learn from at some model sizes; this parameter allows for that possibility. The total set of parameters is denoted by Φ = {N s , p o , Ψ}, where Ψ = {α, a, b, a , b } are the IBMM parameters.
Our sampling technique is presented as Algorithm 3. We begin by creating the 3 stratified splits of our dataset (X train , y train ), (X val , y val ), (X test , y test ). We train our oracle, M O , on (X train , y train ) and obtain uncertainty scores for all points in X train . Now, we begin to learn the optimal parameters, Φ * , as an iterative process, with an optimization budget of T iterations. At each iteration t, based on our current parameters Φ t , we create a sample (X t , y t ) to learn our intepretable model, M t . Our objective function is accuracy(), which produces a prediction accuracy score, s t , over the validation set (X val , y val ). The history of scores and parameters obtained so far is passed as input to the optimizer, suggest(), which generates parameters for the next iteration, Φ t+1 .
The optimal parameters, Φ * , are defined as the ones in the iteration where M t achieved the highest score (across the T iterations) on the validation set. The final model is trained with Φ * and its accuracy on the test set, (X test , y test ), is reported. We use a Bayesian Optimizer (BO) to implement suggest() since it fulfills the following desiderata for our problem 2 :
1) It should be ale to optimize a black-box function. Our objective function is accuracy(), but this uses M t , which is purposefully kept unspecified since we want our technique to be model-agnostic. 2) It must be resilient to noisy evaluations of the objective function. The noise might come from the fact that we use a sample (X t , y t ) to train on, or train() itself might possess an element of stochasticity, e.g., if it uses Stochastic Gradient Descent (SGD) as part of the training step. 3) It should minimize calls to train(); this is clearly desirable since learning M t are expensive.
Over multiple iterations, BOs build their own model of the response surface (here, accuracy score s) as a function of the optimization variables (here, Φ). This enables them to work with black-box objective functions. Since they explicitly quantify the robustness of the response surface model, by using appropriate representations such as Gaussian Processes (GP) or KDEs, they can handle reasonable amounts of noise. The response surface model allows BOs to balance exploitation and exploration to make well-informed choices about what point in the optimization space to next evaluate the objective function on -making it conservative in its calls to train(). See Reference [10] for details.
Among various BO algorithms available, e.g., [6] , [24] , [30] , [33] , [38] , [48] , [57] , [58] , [64] , we use the Tree Structured Parzen Estimator (TPE) [6] (as implemented in the hyperopt package [5] ), since its runtime is linear in its input (history of suggested parameters and objective function values), and it has a mature library. This concludes the description of our methodology. We discuss our experiments next.
III. EXPERIMENTS
We perform two sets of experiments to validate our approach. These are described in this section.
A. Multiple Oracles on Real Datasets
We use multiple real world datasets to perform classification on, to assess the practical effectiveness of our technique. Our datasets are obtained from the LIBSVM [14] website and are listed in Table I . We have intentionally used the same datasets (and interpretable models) as in [19] for convenient comparison of results.
The following model families are used to learn interpretable models: 1) Linear Probability Model (LPM): This is a linear classifier. Our notion of size is the number of non-zero terms in the model, i.e., features from the original data with non-zero coefficients. For more than two classes, we construct one-vs-rest (ovr) models. The Least Angle Regression [18] algorithm is used to learn the LPMs, since it grows the models one term at a time, allowing us to conveniently enforce the size constraint. For a dataset, the LPM model sizes tried out are {1, 2, .., min(d, 15)} where d is the dimensionality of the dataset. 2) DT: We consider the tree depth as its size. We use the implementation of CART in the scikit-learn library [43] . Unlike the LPM model, note that DTs don't allow you to enforce an exact depth, but only a maximum depth. This implies, occasionally, we don't have models for the exact specified size -this shows up as missing values in the results table for DTs in Table IV . If the best performing DT (no size constraints) for a dataset has depth depth opt , then we construct DTs of sizes {1, 2, ..., depth opt } for it.
The following model families are used to learn oracles: 1) Random Forests (RF): we use the implmentation provided in scikit-learn. 2) Gradient Boosted Model (GBM): we use the LightGBM implementation [25] .
The BO solves a constrained optimization problem, so we set the parameters to these ranges:
The lower bound ensures that we have statistically significant results. The upper bound is set to a reasonably large value. 3) {a, b, a , b }: Each of these parameters are allowed a range [0.1, 10] to admit various shapes for the Beta distributions. 4) α: For a DP, α ∈ R + . We use a lower bound of 0.1. We estimate the upper bound using the following property: for a DP describing N points, the expected number of components is O(αH N ), where H N is the N th harmonic sum [60] . Setting the expected number of Beta components to a high number (we use 60; from Figure 9 we see this much more than what we need), we compute the upper bound of α to be 60/H 1000 (we use the lower bound of N s for H N since we are interested in the upper bound for α, and α ∝ 1/H N ).
The optimization budget, T , was set to 3000 when the interpretable model is DT. For LPM, for 2-class problems, T = 3000, but for higher number of classes we decrease the budget to T = 1000, to account for the increase in run time (more models because of ovr). [19] used identical budgets so our results are comparable.
For the experiments with DT and LPM At each model size, we record the percentage relative improvement in the F 1 score on (X test , y test ) compared to the baseline of training with the original distribution. This score is calculated as:
Since we can never perform worse than training on the original distribution, the lowest improvement we report is 0%.
The results of the LPM experiments are shown in Table II . The oracle based scores are indicated against the original density tree based scores from [19] for easy comparison. The highest scores for a dataset and model size combination is highlighted -if this score is obtained using the density tree based approach, we highlight it in red, else in green, for the relevant oracle. The F1 scores of the oracles are mentioned in the oracle type column. We also compute a RMSE score using the δF 1 from the density tree and the higher of the oracle scores, to indicate how much the scores from each of these approaches vary.
We observe that the oracles outperform the density tree scores most of the time (visually: more green highlights than red) -88.77% of the time to be precise. RM SE = 21.26 for this experiment, which implies that in addition to doing better often, the oracle based runs do better by a wide margin. The improvements for various model sizes, when using a RF, are also visually depicted in Figure 8 . The model sizes are standardized to be ∈ [0, 1].
We plot the IBMMs learnt for various model sizes using a KDE, similar to Figure 5 , where the IBMMs for different model sizes are weighted by the relative improvements. As mentioned before, its notable that its not just data instances with high uncertainty scores that contribute to the optimal training sample.
In the density tree based approach, we needed to sample from the density tree at each iteration. Here, in contrast, the oracle may be queried for the uncertainty scores only once, which are then reused within the optimization loop. We expect this to be faster. Table III shows the improvements in LPM running times compared to density tree approach. If the density tree approach takes t d seconds to run, and the RF oracle based approach takes t o seconds, the number reported is t d /t o . We note that barring 4 of 53 instances (all for cod-rna), the oracle based approach is indeed faster. cod-rna is the smallest dataset we have -with 8 features -the speedups of the current approach are possibly only visible from slightly larger sizes onward.
We present the results with the DT interpretable model in the Appendix (Table IV) in the interest of space. We note that the density tree based approach does better relative to LPMs, with the oracle based approaches doing better only 63.5% of the time. However, the RM SE = 9.33 is not as high, which implies the density tree approach probably doesn't do substantially better on an average.
B. Text Classification
We look at an interesting application of our technique in this section. Our previous experiments looked at cases where the data, specifically the feature vector representation, was identical for the oracle and the interpretable model. This is also what Algorithm 3 implicitly assumes. Here, we explore the possibility of going a step further and changing the feature vectors between the oracle and the interpretable model. We consider the task of document classification, where our 'raw data' comprises of text documents from the ag-news dataset [66] . However, the feature vectors used by the models are different: 1) Oracle: Documents are converted to Universal Sentence Encoder Embeddings [13] . The oracle model is a RF built on these embeddings. 2) Interpretable model: We use a bag-of-words (BoW) feature vector, using term frequencies (tf) as feature values. A LPM model of size = 5 is used as the classifier. We use 2 (of 4) labels from the dataset. The accuracy on our task is measured with the F1 score. Figure 10 shows the improvements we obtain at various sizes of the dataset, with a LPM of size = 5. Clearly, the USE embeddings influence the effectiveness of the simpler tf based BoW representation. We believe this is a particular powerful and exciting application of our technique since: 1) Embeddings are an active and impactful area of research today [1] , [8] , [13] , [17] , [40] , and our technique allows interpretable models to benefit from them even if they may not directly use them. 2) This can be extended to more general applications.
For ex, in the case of image classification, we might use a Convolutional Neural Network (CNN) as our oracle, which would provide uncertainty scores to an interpretable model that uses superpixels [50] for image representation.
IV. CONCLUSION AND FUTURE WORK
In this work, we have demonstrated a practical technique for using an oracle -a powerful but possibly black-box model -to improve the predictive accuracy of a small-sized interpretable model. The ability to use an arbitrary oracle opens up a wide range of possibilities; we see this in the context of text classification, where we use sentence embeddings, a relatively recent technique, to improve a classifier based on the ubiquitous tf based BoW representation. The key element of our solution is density discovery, which typically requires solving for at least O(d) variables, where d is the dimensionality of the data; but we show that using uncertainty information from the oracle is a feasible proxy for richer density information, that enables us to use a fixed number of only seven variables.
The discussion here also suggests some interesting directions for further research:
1) Is there a way to quantify the upper bound of the improvement attainable by changing the distribution of the input data? At what point can we declare a model to be "density-optimal", i.e., its accuracy cannot be decidedly increased further by changing input density? 2) What is a good way to characterize the conditions in which changing feature vectors would work (as in the text classification example in Section III-B)? This is clearly a powerful application, but its also easy to think of pathological examples: if f : X → X represents the mapping between the oracle feature vectors to the interpretable model feature vectors, and |X | |X |, clearly much of the uncertainty information is useless since it cannot distinguish between feature vectors in X well enough.
We had initially mentioned that we might expect to improve small model accuracy by decreasing the gap between representational and effective capacities; this might be obvious in hindsight, but the true value of our work is to provide a practical method to do so. 
