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ABSTRACT 
A new variational ARMA power spectral estimation procedure is proposed which involves a rational 
modeling for the square of the spectral envelope. 
The non linear problem of solving the Lagrange multipliers which appears in any variational pro-
cedure is translated into an eigenanalysis one since the autocorrelation "causal image" must be a 
minimum phase sequence in a general case. 
1. INTRODUCCION 
Los procedimientos variacionales en andli-
sis espectral llevan a cabo la minimizaci6n (o 
maximizaci6n) de una funci6n objetivo que de-
pende del estimador S(w) y que suele tener la 
forma fFESCw~dw. Esta optimizaci6n es llevada a 
cabo bajo ciertas restricciones que frecuente-
mente2son obtenidas del periodograma P(w) 
IX ( w) I IN (don de X ( w) e s 1 a D • F • T. de 1 os d at os 
y N el numero de ellos) y tienen la forma (1). 
IIT G(S(w))exp(jmw)dw 2 rr - IT 
1 IIT G(P(w))exp(jmw)dw 2IT - IT 
(l) 
lmi <Q 
En (1), pueden igualmente ser utilizadas varia -
ciones del periodograma. Las restricciones mas 
utilizadas son las que resultan de considerar 
G(. F~.I es decir, las correlaciones estimadas 
segun el estimador polarizado. 
Es importante notar que el estimador final 
S(w) dependera no s6lo de las restricciones 
sino tambien de la funci6n objetivo. Esto sig-
nifica que la elecci6n restricciones-funci6n 
objetivo no puede ser arbitraria para un modelo 
espectral dado. 
A modo de ej emplo, veamos que resulta de 
1 
considerar la entrop1a -- flog S(w)dw coma ob-
21! 
jetivo y coma restricciones las de correlaci6n 
y cepstrum (2). 
Clog(S(w)) ejnwdw c(n); In I<P (2-a) 
2 IT n~O 
1 rs (w) ejrnw dw r(m); I m I<Q (2-b) 
2 IT 
-IT n~O 
Si se forma el Lagrangiano y se iguala su deri-
vada a cera ~e obtiene (3), un modelo ARMA para 
S (w). 
S(w) 
p 
1+ L A exp(-jnw) 
n~JP n 
n~O 
Q 
L 13 exp(-jnw) 
n~JQn 
(3) 
De igual forma se puede comprobar Uicilmente 
que si la entropia es el objetivo, se obtiene 
un modelo MA para S(w) si se consideran las 
restricciones de cepstrum (2-a) y un modelo AR 
-al considerar las de correlac{~n (2-b) • . 
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Asi pues, variando funci6n 
restricciones, se pueden obtener 
modelos espectrales, un ejemplo de 
es el siguiente. 
2. EL METODO PROPUESTO 
En primer lugar se define 
0(S(w)) segun (4). 
0(S(w)) ~ S(w)+jH{S(w)} 
objetivo y 
diferentes 
los cuales 
una funci6n 
( 4) 
donde j indica unidad imaginaria y H {.} es la 
transformada de Hilbert. 
Debe notarse que I (0(S(w) )) I es la envol-
vente espectral y que la Transformada inversa 
de Four i er de 0 ( S ( w) ) e s dos v e c e s 1 a " image n 
causal" de la autocorrelaci6n segun la defini-
ci6n de Cadzow /1/ . Con 0(.) asi definida, se 
puede formular un problema variacional consis-
tente en la maximizaci6n de (5) 
r iT log 
) -IT 
sujeto a las 
2 
I0Cw)l dw 
restricciones 
2 · nw log i0Cw) I eJ dw ~ J
'JT . 
-IT 
( 6) 
21T 
1 rYogEP O EwFHH O {PEwF}Fejnwdw~ s EnF 
21T J_ IT 
2 IT 
1 
2 1T 
riT 2 j mw I0Cw)le dw~ 
J_'JT 
In I<P 
nio 
JEp O EwFHH O {PEwF}Fejmwdw~MEmF 
- IT I m! <Q 
(5) 
(6-a) 
( 6-b) 
Donde P(w) 
incluye en 
tivo. 
es el periodograma y s (O) 
las restricciones al ser el 
no se 
obje-
Lo anterior da lugar 2a (7), 
modelo racional parai0Cw) 1 
l 0(w) l 2 
p 
1+ E A exp(jnw) 
n~JPn 
n~O 
Q 
E Bn exp(jnw) 
n~JQ 
es decir, un 
(7) 
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El problema es encontrar los multiplica-
dores de Lagrange A y 13 tales que se veri-
fiquen las restriccPones. nEste problema es no 
lineal, y alguna suposici6n se debera hacer 
para evitar una soluci6n de tipo iterative. 
3, PROCESOS REGULARES Y DE ESPECTRO ACOTADO 
( 7[ 
se puede demostrar que si L nlog ls(w) [dw< 
(condici6n de Paley-Wiener para sefiales dis-
cretas) y S(w) esta acotada, entonce s 
JTI log I 0(w) J 2 dw("' , y entonces puede escri-
-7fb i r s e ( 8 ) 
E(z) 2 
N-(z) N+(z) 
r 
D- ( z) D + ( z) 
(8) 
Donde se verifica que E(z)Jz=ejw= l 0(w)l 2 y 
N+(z) 
quer----- es dos veces la transformada -z de la 
D+(z) 
"imagen causal" de la autocorrelaci6n y cumple 
que es una £unci6n racional de fase minima. 
Las consideraciones anteriores dan lugar al 
siguiente resultado, valido cuando S(w) es aco-
tado y se verifica la condici6n de Paley-Wie-
ner : 
- R(z) (R(z) 1 _ jw=S(w)), puede descomponerse 
en el produtt~ de una funci6n de fase minima 
par la correspondiente de fase maxima y a su 
vez admite la descomposici6n en suma de una 
funci6n de fase minima (transformada -z de la 
i amgen causal) m!is otra de fase maxima (co-
rrespondiente a la imagen anticausal). 
4. OBTENCION DE LOS MULTIPLICADORES DE LAGRANGE 
El problema de obtener los multiplicadores 
que cumplen con las restr~ccionesI ode forma 
equivalente, la ganancia r y los coeficientes 
de los polinomios N(z) y D(z) es altamente no 
lineal si se intenta resolver directamente a 
partir de las restricciones. 
El metodo de obtenci6n de An y Bn en (7) es 
similar al propuesto por Musicus y Kabel /2/ en 
otro contexto. Se basa en el resultado ante-
riormente citado de que si S(w)< oo y se verifi-
ca la condici6n de Paley-Wiener entonces 
N+(z) 
debe ser una funci6n racional de fase 
D+(z) minima. 
Asi pues, en la situaci6n del apartado an-
terior y suponiendo grados P y Q para N+(z) y 
D+(z) respectivamente, se pueden escribir las 
ec, (9) y (10) . 
N+(z) 
-n 1+ l: g(n) z 
D+(z) n=1 
( 9) 
N+(z) 
p 
1+ l: -n a z 
n=1 n 
(10) 
D+(z) 
Q 
-n 1+ l: b z 
n=1 n 
Multiplicando (9) por D+(z) e identificando 
potencias de z, puede escribirse la siguiente 
ecuaci6n matricial (11). 
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'; 1 ~~ ~] g ( 1 ) 1 b1 g~PF .... 1° (11) ap bQ 
En forma simplificada ~ = G b. 
= 
Puesto que g(n) debe ser una secuencia de 
fase minima (la "imagen causal" normalizada al 
valor en cera), puede obtenerse a partir de la 
parte causal de su cepstrum (s( , )) segfin la re-
cursi6n (12) propuesta por Oppenheim /3/. 
g( 0) = 
n 
g(n) l: k s( k) g ( n-k) ; n = 1 • 2 ' .. • (12 ) 
n k=1 
La ecuaci6n (8) puede ser reescrita en la 
forma ( 13) 
2 
N:_( z) 
r N "!;.( z) (13) 
D:::.(z) 
De nuevo, igualando potencias de z, se obtiene 
(14) 
donde ~ es la siguiente mat r iz (Toeplitz y si-
metrica). ["'' 0 ( 1) ·~Q '] 0(1) 0(0) 0 0(1) 0 (Q) 0(1) 0(0) 
Las ecuaciones (11) y (14) dan coma 
resultado (15) 
2 b 
r 
Asi, el problema no lineal inicial se 
vertido en un problema de autovalores 
vectores. Puede demostrarse (ver /3/) 
(15) 
ha con-
y auto-
que la 
1 1 
adecuada elecci6n para--2 es-- =>- · 2 max' donde 
\ r r 
Amax es el autovalor maxima de ~J N GT G. 
Una vez que r 2 , ay b han sido calculados, 
el espectro puede serobtenido segfin (16) 
S(w) = Re l0(w) I (16) 
COMENTARIOS Y CONCLUSIONES 
Se ha presentado un nuevo metodo variacio-
nal de analisis espectral. En general, dichos 
metodos llevan a cabo identificaciones de se-
cuencias de primer orden . El metodo propuesto 
puede considerarse una generalizaci6n de los 
anteriores pues las identificaciones son de 
segundo orden. 
Es importante notar los siguientes puntos: 
- La funci6n objetivo (log r 2 ) esta relacionada 
con el valor de correlaci6n extrapolado en 
cera (R(O)=r); por tanto, este metodo intenta 
m~ximizar la potencia del proceso. 
La funci6n objetivo depende de la envolvente 
espectral. 
- Las restricciones s (.) son equivalentes a 
restricciones de correlaci6n. 
- El espectro S(w) es dos veces 
de 0(w), sin embargo no est~ 
positividad. 
la parte real 
asegurada la 
- La caracterl.stica principal de este proce-
dimiento es su alta resoluci6n y capacidad 
para distinguir sinusoides en ruido. 
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