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Negli ultimi anni, complice la rapida evoluzione degli elaboratori e dei
sensori, spinta dal mercato smartphone, una tecnologia si sta sviluppando e
si sta diffondendo rapidamente. Si tratta di quella relativa agli unmanned
vehicles (UV), i veicoli senza pilota, spesso nel linguaggio comune chiamati
“droni”. Questi particolari veicoli sono dotati della tecnologia adatta per
svolgere in relativa autonomia particolari mansioni, senza la necessità della
presenza di un pilota a bordo. In questa Tesi magistrale si descrivono breve-
mente le diverse categorie di UV e l’attuale livello di autonomia raggiunta
nello svolgimento di alcune funzioni, grazie a tecnologie quali i linguaggi ad
agenti, di cui si presentano anche alcune significative applicazioni allo stato
dell’arte. Per rendere più efficaci eventuali nuove funzionalità, fornendo una
metodologia di sviluppo, atta ad aumentare il grado di astrazione, viene pro-
posto un approccio architetturale a tre livelli. In particolare, viene appro-
fondito il secondo livello, presentando l’implementazione di una funzionalità,
l’autolocalizzazione spaziale, utile ad un sistema di terzo livello per arric-
chire la propria conoscenza dell’ambiente, al fine di raggiungere la massima
autonomia nel controllo del mezzo. Questa prima esperienza ha consentito
di approfondire le necessità in termini di hardware e software, al fine di poter
effettuare una scelta mirata per l’ottimizzazione dei risultati ed un eventuale
porting onboard, nella prospettiva di svincolare il mezzo da eventuali collega-
menti con una stazione di terra, fino ad ora necessaria per eseguire le attività
più complesse. Un interessante caso di studio consente di verificare la bontà
del modello proposto e i risultati raggiunti nell’autolocalizzazione. In con-
clusione, si propongono ulteriori sviluppi che potranno fornire gli strumenti
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Chapter 1
Introduzione
In questi giorni una emergente categoria di veicoli tecnologici sta facendo
parlare molto di sé. Si tratta degli Unmanned Vehicles (UV), i veicoli senza
pilota. Questa tipologia di veicoli riempie le prime pagine dei giornali di
cronaca e delle riviste specializzate per le possibilità ed i rischi che portano.
Infatti, si tratta di veicoli dove la presenza di un operatore è sempre più
superflua, acquisendo indipendenza mano a mano che la tecnologia migliora
e i costi si riducono. Proprio l’autonomia di questi veicoli è un punto car-
dine di questa Tesi magistrale. Nel capitolo 2 verrà prima di tutto effettuata
una rapida introduzione selle tipologie di UV, sulla loro suddivisione basata
sull’applicazione finale e i loro impieghi allo stato attuale, con riferimento an-
che alle normative italiane sugli UAV, così come regolamentate dall’ENAC,
categoria di maggior successo e tema centrale in questa Tesi.
Nel capitolo 3 si discuterà invece della necessità di autonomia di questi sis-
temi e dei compiti che possono essere portati a termine qualora si riesca ad
arrivare ad un buon grado di autonomia. Si presenteranno, inoltre, alcune
ricerche allo stato dell’arte dove l’uso di linguaggi ad agenti è stato proposto
per tentare di modellare questi sistemi.
Il capitolo 4 introdurrà un’architettura a tre livelli con la quale strutturare un
sistema autonomo, mostrando come siano necessarie infrastrutture di base
al fine di semplificare il lavoro di scrittura di algoritmi autonomi. I singoli
livelli verranno descritti separatamente, in particolare il secondo livello, che
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si prefigge il compito di operare da mediatore fra il più basso livello macchina
e il più alto livello gestionale.
L’intero capitolo 5 sarà invece dedicato a quegli algoritmi presenti in let-
teratura atti a consentire la autolocalizzazione online di una telecamera in
un ambiente conosciuto e il mapping 3D della scena ripresa. Si descriver-
anno i processi matematici e le implementazioni pratiche di questi algoritmi,
motivando cosi le ragioni della scelta di una particolare implementazione su
tutte. Si descriveranno, infine, le modifiche apportate allo scopo di renderla
compatibile con l’architettura hardware e la piattaforma software utilizzate.
Nel capitolo 6 si presenteranno e discuteranno i risultati ottenuti in questo
lavoro di Tesi magistrale, in particolare la capacità di autolocalizzare fornita
al UV, sulla base delle informazioni acquisite dalla telecamera. Verrà dap-
prima descritta la piattaforma hardware usata per lo sviluppo, introducendo
brevi quanto necessarie descrizioni della sensoristica montata a bordo. Suc-
cessivamente saranno analizzate le diverse librerie software utilizzate nello
sviluppo di tutte le sottoparti che hanno permesso un efficiente ed efficace
utilizzo del hardware a disposizione. Al termine, saranno discussi esperi-
menti, con particolare attenzione ad alcuni dei parametri più importanti, e
i risultati ottenuti saranno presentati in veste grafica per una più semplice
comprensione ed analisi.
Infine, nel capitolo 7 saranno tratte alcune conclusioni sul lavoro svolto se-
guite da alcune considerazioni sviluppi.
Chapter 2
I veicoli autonomi
Un veicolo autonomo, o unmanned vehicle (UV) in lingua anglosassone,
è per definizione un veicolo senza persona a bordo capace di svolgere compiti
più o meno complessi in autonomia. Esso può essere a pilotaggio remoto,
come spesso accade, o completamente autonomo. Soprattutto è sulla com-
pleta autonomia che molta della ricerca e dello sviluppo si sta concentrando.
La continua miniaturizzazione della sensoristica e la disponibilità di elabo-
ratori sempre più potenti e parsimoniosi, con complice la forte spinta data
dal boom economico degli smartphone, stanno dando a progettisti e svilup-
patori la possibilità di integrare sempre più funzionalità sgravandole dagli
operatori umani. I sistemi di controllo diventano sempre più precisi, facil-
itando il pilotaggio. L’integrazione con il GPS permette una localizzazione
globale e spesso anche la possibilità di decidere percorsi a priori che il vei-
colo deve solo seguire. Telecamere, sia a colori che all’infrarosso, o di altro
genere, montate su gimball permettono di acquisire immagini sull’ambiente
circostante tutt’intorno al veicolo per una successiva analisi a terra. Ter-
mometri, barometri ed anemometri invece sono atti ad effettuare misurazioni
utili alle previsioni del tempo. C’è chi pensa di montare addirittura sistemi
di trasmissione dati avanzati a bordo di questi veicoli per portare tecnologie
come Internet in territori ancora difficilmente raggiunti (Facebook e Google
come primi pionieri, ma altri seguiranno se la sperimentazione dovesse rive-
larsi proficua). E perché no, magari in futuro saranno usati per consegnarci
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la corrispondenza fino a casa [1]. Solitamente questi veicoli hanno sigle dif-
ferenti in base all’ambiente nel quale sono chiamati a lavorare. Abbiamo
dunque unmanned ground vehicle quando operano su terra, unmanned sur-
face/undersea vehicle quando fiumi, laghi, mari ed oceani sono i principali
oggetti di esplorazione ed i famosissimi, almeno per la cronaca, unmanned
aerial vehicle che operano in aria nei più disparati settori economico/militari.
Esistono anche gli unmanned space vehicle, ma su questi non ci soffermeremo
più di tanto in quanto si tratta di comuni satelliti che a centinaia circondano
il nostro pianeta, o sono diretti verso altri pianeti, a fini sia scientifici, che
commerciali, che militari. Citeremo solo qualche piccola evoluzione in questo
settore.
Procediamo analizzandoli uno ad uno per chiarire le idee su questi numerosi
veicoli destinati a dominare sempre più le quotidiane attività giornaliere.
2.1 Unmanned Ground Vehicle - UGV
Gli unmanned groud vehicle sono veicoli che si trovano ad operare solo su
terra. Ne troviamo di tutte le dimensioni, ad esempio fan parte di questa cat-
egoria i piccoli robot teleguidati, mezzi come quelli usati per il disinnesco di
bombe da parte di forze di polizia ed artificieri. Nel settore militare si stanno
sviluppando anche veri e propri UV antimina, capaci di scansionare autono-
mamente una porzione di territorio precedentemente definito in remoto su
un computer. Una volta trovata una mina poi si può tentare di rimuoverla
o addirittura farla brillare insieme al veicolo se quest’ultimo è relativamente
economico o costruttivamente semplice da riparare. Ultimamente si stanno
realizzando robot UGV per il supporto tattico alla fanteria, ad esempio per
il trasporto di attrezzatura sul campo, come il progetto BigDog [2] realizzato
dalla Boston Dynamics, recentemente acquisita da Google, all’interno di un
progetto DARPA. Esistono anche mezzi armati capaci di affrontare il campo
di battaglia, come il Gladiator dell’esercito americano, che possono sostituire
completamente la forza umana con mezzi armati capaci di affrontare il campo
di battaglia come il Gladiator dell’esercito americano [3].
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Figure 2.1: Il BigDog della Boston Dynamics è capace di affrontare alture e
terreni sconnessi senza problemi.
Figure 2.2: Gladiator, uno degli UGV a disposizione dell’esercito americano.
Fanno parte di questa categoria anche le autonomous cars, auto a guida
autonoma largamente studiate in questi anni sia dalle università che dalle
aziende private. Vi è per esempio la vettura che ha percorso in modo com-
pletamente autonomo 13000 km, da Parma a Shanghai [4], realizzata dal
VisLab [5] dell’Università di Parma. E’ un settore dove anche grandi aziende
stanno investendo molte risorse, come Google, che sembra avere uno dei pro-
getti più maturi dopo più di 700000 miglia percorse (più di un milione di
chilometri), tant’è che ha realizzato una propria autovettura priva di sterzo
e pedali ed inizierà un programma sperimentale su strada con più di cento
veicoli [6].
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Figure 2.3: I veicoli autonomi del domani secondo Google. A breve inizierà
una sperimentazione con più di cento di questi veicoli per le strade.
A seguire troviamo altre case automobilistiche [7, 8] come Mercedes [9,
10], BMW [11, 12], Audi [13], Ford [14], Nissan [15], Toyota, Lexus [16, 17],
Volkswagen [18, 19], Volvo [20], ecc ... che vedono in questi veicoli un
prossimo mercato, oltre alla possibilità di studiare nuovi sistemi di assis-
tenza alla guida.
Aziende come Intel cominciano a preparasi alla nascita di questi nuovi mer-
cati con tecnologie apposite come quelle appena presentate [21]. Ci sono
ancora molti problemi legali da risolvere prima che queste automobili au-
tonome possano cominciare ad essere commercializzate, ma sono molti i paesi
che hanno cominciato a rivedere il loro codice per prepararsi al giorno in cui
i produttori inseriranno a listino i primi modelli [22].
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2.2 Unmanned Surface/Undersea Vehicle - USV/UUV
Quando i nostri veicoli autonomi sono chiamati ad operare sulla super-
ficie dell’acqua vengono denominati unmanned sea/surface vehicle, o sem-
plicemente USV. Sono invece detti unmanned undersea/underwater vehicle,
UUV, se operano sotto la superficie. Questi veicoli possono essere utilizzati
per abbattere molto i costi sullo studio dei mari, come lo studio delle correnti,
le composizioni chimiche, le maree, gli tsunami. Sono utili anche in caso di
disastri per effettuare il monitoraggio della zona, ad esempio la diffusione di
una chiazza di petrolio in un incidente navale. Possono essere adoperati an-
che per ricognizioni marine al fine, per esempio, di effettuare stime sui danni
e sulla pericolosità per l’ambiente di scavi marini, ma anche per raccogliere
informazioni utili alla preparazione di un piano per l’invio di sommozzatori in
presenza di relitti. Possono essere utilizzati anche per effettuare ricognizioni
a seguito di incidenti aerei, come avvenuto dopo l’incidente dell’Air France
Flight 447, dove è stato impiegato un AUV Abyss, un UUV realizzato dalla
Hydroid [23], per effettuare ricognizioni sottomarine.
Figure 2.4: Abyss nel suo ambiente naturale.
Anche in questo caso le dimensioni possono variare molto, da piccoli radio-
comandi atti a raccogliere dati scientifici autonomamente e a basso costo, a
vere e proprie barche dotate di maggior autonomia, braccia meccaniche, radar
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e potenti motori. (Si vedano ad esempio i veicoli realizzati dalla SeaRobotics
[24]). Di recente la Rolls Royce ha annunciato di voler sviluppare navi cargo
controllate da remoto [25]. Iniziativa probabilmente collegata al recente fi-
nanziamento di 3.5 milioni di Euro da parte dell’Unione Europea di un pro-
getto chiamato Maritime Unmanned Navigation through Intelligence in Net-
works [26], il cui scopo è proprio quello di sviluppare e verificare il concept di
una nave completamente autonoma, guidata cioè dai sistemi on-board instal-
lati sulla nave e controllata da un operatore remoto da una stazione di terra.
Il progetto si prefigge l’obiettivo di realizzare navi prive di equipaggio con
lo stesso livello di sicurezza delle attuali navi con equipaggio, ma l’assenza
di quest’ultimi permetterebbe di abbassare i costi di gestione della flotta,
permettendo la costruzione di navi più leggere, più economiche e capienti.
Ovviamente, come per le controparti stradali, le normative attuali non per-
metterebbero ancora a queste navi di poter navigare, ma probabilmente per
quando cominceranno le prime sperimentazioni qualcosa sarà già cambiato.
Figure 2.5: Concept della nave senza equipaggio proposta dalla Rolls Royce.
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2.3 Unmanned Space Vehicle - USV
Gli Unmanned space vehicle chiamati anche unmanned spacecraft, sono
probabilmente la categoria più antica di veicoli autonomi. Rientrano in
questa categoria infatti tutti i satelliti che orbitano intorno alla terra, a par-
tire quindi dal primo satellite mandato nello spazio, lo Sputnik 1 del 1957.
Da allora in questo settore abbiamo fatto molti progressi. Oggi se da una
parte ci sono ancora progetti di un certo spessore economico come il Boeing
X-37 [27], ci sono anche progetti che cercano di realizzare satelliti relativa-
mente economici e facili da programmare come CubeSat, che permette di
predisporre una semplice piattaforma per effettuare ricerca nello spazio, a
patto di trovare un passaggio [28, 29].
Figure 2.6: Uno dei CubeSat dell’Università di Tokyo.
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2.4 Unmanned Aerial Vehicle - UAV
Gli unmanned aerial vehicle, volgarmente detti droni, termine però che
sempre più viene criticato dagli esperti del settore perché riduttivo nei con-
fronti di ciò che queste macchine possono fare, sono quei veicoli autonomi
che operano in aria. Sono utilizzati in una variegata gamma di applicazioni.
Ad esempio nel settore militare, veicoli avanzati come il Predator, il Reaper
o il Global Hawk, svolgono una grandissima varietà di missioni, fra cui ric-
ognizione, spionaggio e bombardamenti. Questi veicoli vengono spesso men-
zionati con la sigla di UCAV, ovvero unmanned combat aerial vehicle, o RPA,
remotely piloted aircraft, aeromobili a pilotaggio remoto, in quanto ad oggi
ancora necessitano una stazione esterna che controlli il mezzo.
Figure 2.7: Il Boeing Phantom Ray alla sua presentazione ufficiale.
Complice la miniaturizzazione dei sensori e la riduzione dei costi, spinti
dall’evoluzione del settore smartphone, anche il settore civile vede un uso
sempre più massiccio di questo tipo di veicoli. L’evoluzione dei motori elet-
trici, diventati piccoli, efficienti e facili da utilizzare grazie all’elettronica
di controllo (ESC: Electronic speed control [30]), ha rivoluzionato il mondo
del radiomodellismo, portando vantaggi nella costruzione di piccoli UAV ef-
ficienti, spesso chiamati MAV, Micro Aerial Vehicle. Inoltre la continua
evoluzione di queste componenti fondamentali per il controllo e l’automatizzazione
permette alle applicazioni civili di avere una crescita continua. Questa tipolo-
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gia di veicoli è spesso usata per attività come il monitoraggio ambientale, la si-
curezza, ma anche utilizzati nel settore agricolo per massimizzare l’efficienza,
in fasi come la semina e la distribuzione di fertilizzante, abbattendo i costi.
Molti altri settori potenziali sono ad oggi ancora inesplorati, per limiti di
natura tecnologica o burocratica. Hollywood e CNN ad esempio pressano
la FAA per avere un regolamento certo e con la possibilità di usare agevol-
mente questi veicoli [31, 32]. Solitamente in campo civile si usano mezzi molto
semplici da controllare e relativamente poco costosi come i multicopteri. I
multicopteri sono infatti piccoli veicoli aerei, dotati di più eliche, dalle tre
alle otto solitamente. Sono molto diffuse le configurazioni a quattro eliche
per la loro semplicità e il loro costo basso, ottime per volare in indoor o sor-
volare a bassa quota spazi pubblici. Sono meccanicamente più semplici di un
elicottero anche se meno efficienti. In piccole dimensioni la semplicità mecca-
nica permette di compensare appieno la minore efficienza. In futuro attività
come search&reascue, in caso di incidenti in aree inaccessibili, il monitor-
aggio ambientale, la costruzione di mappe tridimensionali, potranno essere
svolte in modo autonomo da queste macchine avanzate. Già oggi vengono
utilizzati in ambito giornalistico o da parte delle forze dell’ordine per avere
informazioni tattiche in tempo reale quando chiamati ad affrontare situazioni
difficili. Molti centri di ricerca, come il DLR German Aerospace Center, sper-
imentano l’inserimento di braccia robotiche per manipolare l’ambiente cir-
costante [33]. L’ETH ha mostrato come uno sciame di quadricopteri possa
essere usato per la costruzione di strutture complesse [34], grazie ad una
corretta coordinazione e suddivisione del lavoro. C’è una grande varietà di
applicazioni che si possono svolgere con questi veicoli. Servono quindi avan-
zamenti software importanti per realizzare applicazioni complesse, serve un
modello ingegneristico con il quale progettarli.
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Figure 2.8: DJI Phantom Vision, un prodotto commerciale di gran successo.
Figure 2.9: Alcuni prodotti della gamma AscTec, molto apprezzati in ambito
di ricerca.
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2.4.1 Regolamentazione italiana ENAC per gli APR
In Italia gli UAV sono chiamati APR, Aeromobili a pilotaggio remoto.
A cercare di regolamentare l’uso di questi veicoli, che, per quanto utili, pos-
sono rischiare di risultare anche molto pericolosi (ad esempio violando lo
spazio aereo di un veicolo da trasporto civile o perdendo il controllo rischi-
ando di ferire o danneggiare persone o cose a terra), ci penserà l’ENAC,
Ente Nazionale per l’Aviazione Civile. Un documento pubblicato dall’ENAC
e disponibile sul portale ufficiale contiene indicazioni specifiche sulle autor-
izzazioni necessarie per i piloti, sull’equipaggiamento, sulle certificazioni da
ottenere prima del volo. L’Italia è dunque uno dei primi paesi ad adottare
una normativa ufficiale sul tema, dimostrando un’ottica lungimirante per
evitare di arrivare in un secondo momento impreparati e di dover gestire la
situazione quando ormai troppo tardi.
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Chapter 3
I sistemi autonomi
Sia nel settore civile che in quello militare la ricerca punta soprattutto
alla realizzazione di veicoli che per svolgere il loro compito richiedano sempre
meno l’intervento dell’operatore. Inizialmente i sistemi a bordo si occupa-
vano semplicemente di semplificare il controllo, evolvendosi poi in sistemi
capaci di svolgere funzioni avanzate come mantenere la posizione a fronte di
forze di disturbo, seguire percorsi prestabiliti o acquisire i dati nel momento
opportuno. Ma si cerca ancora più autonomia, sistemi che possano pren-
dere vere e proprie decisioni basandosi sulla loro conoscenza a priori. Quale
percorso è meglio seguire, quale azione è meglio effettuare. Quali degli obbi-
ettivi prefissati ha maggior priorità e quale può essere scartato. L’intervento
dell’operatore si pone pian piano su un livello sempre più astratto, la cui
unica funzione è dare indicazioni, una conoscenza di base ed assistere al
compimento degli obbiettivi come una figura passiva. Per ottenere questi
risultati manca ancora molto lavoro da fare, ma una prima proposta è quella
di usare i linguaggi ad agenti che offrono un modello concettuale molto vicino
al risultato desiderato.
15
16 CHAPTER 3. I SISTEMI AUTONOMI
3.1 Linguaggi ad agenti e sistemi di veicoli
autonomi
Cos’è un agente? Un agente è una entità autonoma che incapsula il con-
trollo. Tutto ciò che può essere scambiato da un agente sono solo dati come
conoscenza ed informazioni. La loro autonomia si traduce quindi in una pro-
attività, cioè la capacità di modificare l’ambiente di propria iniziativa e non
solo come reazione ad un cambiamento. Per poter far ciò gli agenti devono
possedere una conoscenza dell’ambiente che li circonda, del contesto in cui
si trovano ad agire. Devono cioè possedere una propria rappresentazione del
mondo. Ma in un mondo non statico ma dinamico gli agenti hanno la ne-
cessità di dover percepire eventuali cambiamenti nel mondo, soprattutto per
sapere quali azioni possono eseguire o conoscere se le proprie azioni hanno
portato gli effetti desiderati. La componente reattiva non viene quindi meno
negli agenti, che possono divenire per scelta anche puramente reattivi. Qual-
siasi sia però il comportamento di un agente alla fine le sue azioni porteranno
sempre ad un cambiamento intorno a se. Sia che le sue azioni vadano ad in-
fluenzare altri agenti, sia che vadano a modificare l’ambiente. L’autonomia
di controllo potrebbe permettergli di avere una sorta di intelligenza che li
aiuterebbe a governarsi, ma essa non è necessaria alla loro autonomia. Poiché
un agente incapsula il controllo, esso può agli estremi divenire anche mobile
se il suo controllo può in qualche modo essere indipendente dall’ambiente.
Possedere un autonomia permette inoltre ad un agente di migliorarsi, im-
parando ed acquisendo nuove capacità. Possono addirittura, secondo una
definizione più forte di agente, avere componenti mentali come idee, desideri,
intenzioni, conoscenza [35]. Essi sono, in ultima analisi, interattivi, sociali,
pro-attivi e reattivi. Sono caratterizzati da una conoscenza dell’ambiente e
del contesto. Possono avere obbiettivi o compiti da completare. Possono
essere intelligenti o mobili. Essi vivono in società composte da altri agenti,
dette MAS, dove interagiscono tra loro tramite comunicazione e modificano
l’ambiente con le loro azioni. Un sistema multi-agente è un insieme di agenti,
dotati ciascuno della propria autonomia, che collaborano tramite scambio di
informazioni. Infatti un sistema a singolo agente non esiste in principio.
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Da un punto di vista filosofico infatti l’autonomia ha senso solo se un in-
dividuo è immerso in una società e nel caso degli agenti quindi un MAS.
All’interno di esso questi agenti autonomi comunicano tramite scambio di
dati, modificano il mondo tramite azioni e sono sensibili a queste variazioni
tramite le percezioni. L’interazione di queste singole entità, che potrebbero
avere comportamenti anche semplici, fa emergere nel sistema il comporta-
mento desiderato. Senza che le singole entità siano per forza a conoscenza
dell’obbiettivo comune del sistema.
3.1.1 Esempi di applicazione di MAS ad Unmanned Sys-
tems
Prima di mostrare le applicazioni svolte in quest’ambito è giusto fare una
precisazione. Ad oggi molti unmanned vehicle come detto precedentemente
non sono degli autonomous vehicle ma possono anche essere dei semplici re-
mote piloted vehicle. In questi casi il sistema svolge il cosiddetto compito di
copilot, semplificando all’utilizzatore l’esecuzione di certe azioni ponendosi
come intermediario. Inoltre soprattutto a livello civile quando questi veicoli
sono piccoli e non dispongono di sufficiente capacità computazionale hanno
a bordo una ridotta logica di controllo, il copilot per l’appunto od una sua
versione più semplice, affidando poi ad una stazione a terra (GS) le funzion-
alità più avanzate. Ad esempio per i droni commerciali, quando si imposta
una rotta da seguire la stazione a terra si occupa di tracciare un percorso
fra i punti inseriti e di calcolarne tutti i parametri. In seguito invia al drone
solo lo specifico vettore da seguire per giungere al punto successivo della
rotta. Quindi si potranno avere sistemi multi-agente dove gli agenti saranno
caricati direttamente sugli UV o sistemi multi-agente caricati sulla GS che
avrà il compito poi di guidare gli UV. In [36] Magnusson, Lande’n e Doherty
utilizzando il framework JADE per la costruzione di una simulazione, nella
quale gli UAV effettuavano le azioni e comunicavano fra loro tramite azioni di
comunicazione standardizzate, come FIPA ACL speech acts, hanno simulato
la possibilità di realizzare un sistema multi-agente dove ogni agente giace su
un UAV. Ognuno di esso ha la possibilità di pianificare le comunicazioni da
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effettuare con altri agenti, le azioni da eseguire ed un piano per recuperare in
caso di imprevisti come ad esempio un problema nelle comunicazioni. Questi
agenti, fanno uso di tecnologie di theorem proving per pianificare ed eseguire
le proprie azioni. Essi infatti si affidano ad una estensione delle Temporal
Action Logic. Tramite un deduction theorem prover automatizzato genera e
revisiona un piano in linea con l’ambiente circostante che è poi eseguito da
un algoritmo STNU che dispacci le azioni in accordo ai vincoli temporali.
Infine queste dispacci delle azioni vengono presi dalla piattaforma JADE che
le esegue sulla piattaforma fisica del robot (simulato) in questo caso. Nello
scenario proposto hanno dimostrato la flessibilità con cui un UAV incaricato
di scannerizzare una cella in cerca di persone, a seguito di una perdita di
connessione con il controllo a terra ha rapidamente riformulato il piano per
appoggiarsi ad un secondo UAV che facesse da tramite per lo scambio di
messaggi. In [37] si discute l’idea di come realizzare un UAVICS (UAV In-
telligence Control System) introducendo il concetto di MAS nel suo design,
che viene poi chiamato UAVTICS (UAV Team Intelligence Control System).
In particolare provano a costruire la struttura del MAS e i gli agenti che ne
faranno parte. Ad esempio il Launch Control Agent che si occupa delle azioni
di preconfigurazione e decollo degli apparecchi, il Command and Surveillance
Center Agent (CS-A) composto a sua volta da altri quattro agenti e che in-
sieme supervisionano il corretto svolgimento della missione da parte del team
di UAV. Il Communication Module Agent che deve occuparsi della comuni-
cazione fra il UAVT Agent e il CS-A. UAVT Agent che rappresenta l’agente
che si occupa del team di UAV e che è realmente composto da un insieme di
Single Unmanned Air Vehicle Agent.
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 Research on the UAVTICS Based on Multi-agent 75 
mission date; Communication Management Agent(CM-A): its function is 
mainly about managing the information from the superior, neighbor unit. 
z UAVT Agent (UT-A). The agent is composed of some single UAV agents. 
Every single agent communicates and cooperates with each other according to 
some stated rules, and keeps the real-time connection with Communication 
Management Agent. UT-A is the direct unit to carry out the mission, it carry 
out its work according to the pre-bonded date and make decisions accord-
ingly. Its decision level is lower than MrP-A’s in LSC-A.  
z Communication Module Agent (CM-A). This unit is mainly composed of 
secondary planet and signal receiving station on the ground. Its job is the 
communication between CS-A and UT-A.  
 
Fig. 1. The UAVTICS model based on MAS 
3   The Communication and Cooperation Rule of UAVTICS 
Excepting for the voice communication between the human-machine integration 
Agent, FIPA ACL format (an Agent communication language in intelligence physical 
fund organization) is used widely by the information transmitted in date form. The 
content and ontology of FIPA ACL message uses XML (eXtensible Markup Lan-
guage) code. Communication among the Agents obeys FIPA communication [2]. The 
agent in CS-A communication though LAN; different kinds of wireless and lineate 
method is used among CS-A, LC-A and superior command system; CS-A connects 
with ground station of secondary planet and communicate with UAVT through the 
secondary planet date-line.  
Del CS-A viene descritta l’architettura del suo Fly-Control Agent, pen-
sata con l’idea principale di seguire un “approccio di integrazione uomo-
macchina”. Anche l’architettura del Single Unmanned Air Vehicle Agent
viene trat ata. In questo caso si è scelto di mantenere un architettura ispi-
rata al modello BDI.
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stores the date of faith aggregate for the display and decision; Tele-memory stores 
date and cyclostyle of Tele-message; Know-memory stores the preparative knowledge 
of IMA as arithmetic, consequence rules, communication knowledge. XML format is 
used in all the three above.  
5   Structure Design of Unmanned Air Vehicle Team Agent 
Because of the complexity of the aerial warfare circumstance, it is insufficient in 
actual combat with a single Unmanned Air Vehicle executing mission. Building an 
Unmanned Air Vehicle Team is essential. We construct a multi-agent system which 
can accomplish its mission by cooperating with every sub-agent. Firstly a single Un-
manned Air Vehicle Agent’s structure is given.  
5.1   Structure Design of Single Unmanned Air Vehicle Agent 
When we select method of Agent structure design, structure BDI was taken i to ac-
count. Because structure BDI use  observe-think-act executing manner, which can 
obviously express Agent’s Beliefs, Desires, Intentions and Programming. Further-
more structure BDI has perfect theory, flexibility and response. So we design the 
structure of single Unmanned Air Vehicle Agent based on the BDI. 
The structure of single Agent was shown as Fig.3: 
 
Fig. 3. The structure of single Agent 
In the model BDI=( R,K,G,P,E,IP,OP,T,F,ILA,OLA,E). 
Thereinto: 
z R,K,G,P,E are abstract databases, they can be gauged by different mission. 
z Reasoning(R) shows the reasoning and decision-making course of Unmanned 
Air Vehicle. During this course, Unmanned Air Vehicle makes decisions ac-
cording to the information of its own, information offered by other Unmanned 
Air Vehicles and existing knowledge storage. 
z Knowledge storage (K) is the finite set of database, which corresponds with 
the Beliefs of BDI. It shows the war field circumstance and the information of 
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Inoltre viene spiegato come all’interno del team solo un agent ricopre il
ruolo di leader (lead plane agent) e gli altri sono solo compagni (wing plane
agent). Di questi è il leader che si occupa di comunicare con il CS-A ed
ha il compito di decidere quando attaccare. Tutti gli altri agenti insieme
al leader si limitano a scambiare le informazioni ottenute tramite i sensori
sull’ambiente circostante e le distribuiscono in broadcast. In [38] si prova
a comprendere quali siano i problemi nella realizzazione di un vero e pro-
prio surrogato del pilota tramite agente BDI, implementato in JACK, in
modo da ottenere una completa autonomia e non aver più quindi bisogno
di affiancare ad un UAV una stazione a terra per il supporto alle decisioni.
Questo permetterebbe di ridurre la presenza dell’uomo salvo condizioni in
cui strettamente necessario, inoltre può portare in futuro ad una semplice
implementazione di team di UAV completamente autonomi. Nelle simu-
lazioni si è verificata la capacità di un team di dialogare correttamente e si
sono verificati i corretti comportamenti. Tramite una prova reale si è di-
mostrata inoltre la capacità del veicolo di gestire il proprio volo in modo
sicuro e autonomo, terminando la missione in caso di necessità. Questo sis-
tema in futuro potrebbe prevedere la possibilità di applicazione di tecniche
di volo avanzate difficilmente ottenibili tramite sistemi di controllo standard,
ad esempio nel volo di un aliante che deve prendere in considerazione costi
e benefici di diverse rotte in base alla conformazione del terreno. [39] in-
troduce l’idea di un framework, che viene chiamato UAVAS, per descrivere
il comportamento intelligente degli UAV tramite agenti specificati con Ja-
son/AgentSpeak. Questo framework verrà esteso per creare una analogia in
cui un agente Jason viene visto come un umano seduto all’interno del cockpit
di un classico veicolo pilotato. Nell’astrazione creata questo modello viene
realizzato:
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4
Fig. 1. PRY system, used for 3D spatial maneuverings.
that makes an analogy where Jason Agents are seen like human people inside
a manned aerial vehicle. More specifically, while an manned aerial vehicle is
tripulated by humans that controls the manned aerial vehicle through control
panel commands and communicates with each other or with remote personal, in
an analogous conception, an UAV is “tripulated” by Jason Agents that operates
the UAV by means of a action protocol and communicates with each other or
with remote systems. In this abstraction, the following modelings are created:
Table 1. UAVAS modeling abstractions.
UAVAS Model Manned Aerial Vehicle
UAV Agents models Aerial Vehicle Tripulation
AgentSpeak .ASL File models Crew Intelligence and Flight Plans
Action Protocol models Aerial Vehicle’s Commands
Agent’s Environment models Pilot Cabin
UAV models Manned Aerial Vehicle
The UAV Agents inherit the architecture implementation from Jason
Agents and so provided with an API to receive perceptions, execute actions,
send messages, and reason about plans in UAV’s context. The UAV Agents
are within a Jason MAS and can interact with each other in order to transmite
relevant informations, as we can analogously see in manned aerial vehicles when
pilots, co-pilots and commissioners interacts and talks with each other. Jason
Agent’s intelligent behaviors are developed through AgentSpeak AOP language
in .ASL Files, being the abstractions for manned aerial vehicle’s Tripulation
Intelligence and Flight Plans. Also, in the manned aerial vehicle, a set of
Aerial Vehicle’s Commands and controllers (i.e. ailerons, elevator, rudder)
is available to do general maneuverings and flight managements. In the model,
Il modello concettuale di questo framework può essere riassunto dalla
seguente figura:
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Fig. 2. UAVAS model abstractive design.
– rollhValuei – When an Agent executes this action, the UAV is requested
to configure the inclination/ailerons to the specified argument Value;
– yawhValuei – When an Agent executes this action, the UAV is requested to
configure the tail/rudder to the specified argument Value;
– acceleratorhValuei – When an Agent executes this action, the UAV is
requested to configure the collective/accelerator to the specified argument
Value;
– moveTohPi – When an Agent executes this action, the UAV is requested
to move to the given geographic point P, clearing any previous geographic
points and canceling patrol mode;
– doPatrolhPListi – When an Agent executes this action, the UAV is re-
quested to cyclically patrol the geographic points in the given list PList;
– goHome – When an Agent executes this action, the UAV is requested to move
to its initial position (when the system has booted);
– setHomehPi – When an Agent executes this action, the UAV is requested to
override its initial position, assuming the given geographic point P as the
new one;
– addWayPointhPi – Internally, an UAV has a FIFO list of geographic points
to be achieved in an orderly manner. When an Agent executes this action,
the UAV is requested to add a new geographic point P in this internal list;
– requesthdestinatary,logicExpressioni – When an Agent executes this
action, the UAV is requested to perform a request to another UAV, about
to bring to true the logic expression parameter;
Il firmware dell’UAV è direttamente connesso all’agent tramite un collega-
mento asincrono detto UART (Universal Asynchronous Receiver/transmitter).
Una serie di classi intermedie trasf rma le azioni dell’agente in valori inter-
pretabili dall’UAV. Un semplice decollo, simulato all’interno del simulatore








In [40] si mettono a confronto due approcci diversi con il quale applicare
tecnologie agent-based per il controllo di un sistema di UAV, entrambe im-
plementate in JACK [41]. In uno si applica un approccio standard in cui
si aggiunge un livello sul sistema di controllo di volo, che girerà su una pi-












RC  Pilot 
Figure 1: Avatar UAV Flight Path: At Alpha 2 the
AUC (Autonomous UAV Controller) selects one of
the alternate waypoints based on the local wind con-
ditions. Failure of the AUC will result in the aircraft
flying to the decision point and then returning home
was flown to test wind conditions and aircraft visibility.
Then the team proceeded to setup the Avatar with way-
point data and conduct a ‘walk around’ test. This involved,
essentially, switching on the FCS and JACK agent system,
carrying the UAV around the flight course, traversing the
waypoints the UAV is expected to intercept during its flight,
and monitoring the FCS and JACK agent behaviour from
the GCS. This testing method can be likened to hardware-
in-the-loop testing, and might also be considered as a very
low speed, low altitude flight test.
After testing was completed and minor configuration is-
sues rectified, the flight test program was conducted. The
same test was conducted two times: firstly with the iPAQ
(housing the agent) on-board the plane (ie. directly con-
nected to the FCS), and secondly with the iPAQ off-board
and connected to the GCS (ie. communicating with the
FCS over the GCS wireless link). The purpose behind the
off-board test was simply to see if the agent platform can, in
fact, operate off-board, thus allowing possibilities for more
powerful processor platforms not restricted by size or power
supply. Although the vision for the project is for the agent
and FCS sub-systems to be both on-board the Avatar and
have no dependance on radio communications to operate,
investigating the off-board configuration was still useful.
The UAV was hand launched and manually piloted to
a stable altitude and attitude by an expert radio-control
(RC) pilot. It was then switched over to ‘UAV mode’, and
proceeded to autonomously intercept the waypoints. All
flight trials were safely and successfully conducted and an
examination of the flight logs indicated that the agent had
made the correct decisions at the correct times based on the
data it received from the FCS.
Figure 2 shows some pictures taken during the test flight.
4. AGENT DESIGNS
4.1 Overview
The ultimate aim of our agent-based system is to achieve
robustness and efficiency, but also for the design to be intu-
Figure 2: The Codarra Avatar during its test flight
in Greytown, Melbourne, Australia, 5 - 7 July, 2004.
itive for designers and domain experts.
Two designs addressing the same mission parameters were
concurrently developed. The “control systems approach”
(§4.3) was developed to exhibit a simple, bottom-up, purpose
built design, and as a means to compare to the “cognitive
approach” (§4.4), which is a more sophisticated, top-down
design, and was the system eventually used for the flight
trials. In both designs, the agent-based mission manage-
ment system sits on top of the control hierarchy, as will be
described in the next section.
4.2 The Agent-FCS System Architecture
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Trajectory 
Management 
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Figure 3: Agent - FCS Architectural design
Figure 3 [17] illustrates the system, and the respective hi-
erarchical positions of the agent and FCS sub-systems within
it. The FCS provides data about the state of the environ-
ment and the platform at 1 Hz. This data set includes GPS
positioning data, control deflections, and aircraft state pa-
rameters. The FCS accepts many commands that provide
the capacity to control the aircraft through waypoint setting
or by interacting directly with the control surfaces. For the
first trial only the waypoint commands were used. An inter-
face was provided for the JACK agent to access data from
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In questa implementazione l’agente ha una struttura semplice e minimal-
ista che si rifà ad una struttura feed-back control loop. In tal modo si ottiene
una impl mentazione robusta ed efficiente anche se non abbastanza flessibile
da poter gestire più compiti a parte quelli che richiedo una singola decisione
o azione da parte dell’agente.
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the FCS. The agent was written in JACK, and hence oper-
ates inside a JACK Kernel that runs asynchronously with
respect to the interface. This presented many synchronisa-
tion and integration issues.
4.3 Design 1: A Control Systems Approach
The first design that was implemented and tested in sim-
ulation was a simple, straight control-path design. The de-
sign’s main premise is simplicity and minimalism, and fol-
lows a traditional feed-back control loop structure.
A brief description of the main design elements follows.
A diagram of this design (consisting of JACK constructs) is
shown in Figure 4.
Data triggered control mechanism As soon as data is
presented to the agent in the form of packets, a linear
control sequence is triggered. This sequence consists
of, firstly, acquiring the data and putting it into the
relevant JACK belief sets. Then, depending on the
current situation (eg. intercepted a waypoint, reached
a goal waypoint, etc.), actions are taken, which consist
of either setting a new waypoint based on stored data,
or performing calculations which will be later used to
set waypoints.
Synchronous processing As there is a single, linear thread
of control, complications and problems associated with
asynchronous control are eliminated. However, for
more complicated missions, asynchronous designs may
be required from an implementation perspective, and
desirable from a design perspective.
No unnecessary constructs As mentioned, the objective
of this particular design is simplicity, and as a result
many unnecessary modules were removed. Superfluous
elements in a software system, in particular a real-time
control system, are generally undesirable and should
be avoided to ensure robustness and efficiency.
Immediate response Due to the simplicity of the design,
which posts the minimal number of events and employs
the minimal number of plans, cycle time is very short
and hence results in a more reactive system.
This design is very efficient and robust for the purpose
it was intended for. However, it is not flexible enough to
handle different tasks outside of singular-decision type tasks
(ie. tasks which only require one decision or action from
the agent). This is obviously not ideal if a flexible, multi-
purpose system is desired. However, according to the min-
imalist philosophy of robotics championed by researchers
such as Brooks [5, 6], simple and purpose-built designs can
sometimes be more effective, robust and consequently more
powerful.
4.4 Design 2: ACognitiveModellingApproach
The BDI language, JACK, already provides programming
level constructs (belief, plan, event, capability) that map in-
tuitively, if not entirely reliably, to everyday notions those
constructs that are used by pilots to describe their mission
control decision-making. A further architectural design layer
was added that partitions the autonomous mission control
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Figure 4: A Control System Design approach for
the JACK AUC agent system. The main control
loop triggers the FCSDataUpdate event, which starts
the simple, linear control process of acquiring data
and performing appropriate actions depending on
the UAV’s situation.
ements of Boyd’s OODA loop model 2, a model widely used
in the military and is being adopted by businesses to model
competitive activity. Each module reflects a human-oriented
process. The model consists of four modules: Observe, Ori-
ent, Decide and Act, which are iteratively executed to per-
form the desired control.
A detailed explanation of the functioning of these modules
is beyond the scope of this paper but briefly the four primary
modules are:
Observe Process the data arriving from the flight control
system. Perform axes and units transformations, filter
data searching for important events and relationships,
trigger events, assert beliefs. The result of observation
is an updated set of beliefs about the world and events
to respond to.
Orient Process beliefs and observation events in the con-
text of current intentions, mission goals, and beliefs.
Construct assessments—reasoned context sensitive be-
liefs about the state of the world in the context of the
current mission.
Decide From the assessments (and if necessary the obser-
vations) decide upon a course of action. The aim is to
reason about appropriate actions from the more ab-
stract view of the world provided by the assessments
but the option to access the observations remains. A
decision about an appropriate course of action might
be considered to be the mission-level characterisation
of the agents intent. An intent which is accorded detail
in the following step.
2Sometimes the software modules are described synony-
mously as situation awareness, situation assessment, tactical
selection, and standard operating procedures
23
L’altra implementazione invece realizza un controllo autonomo ispirato
ad un modello decisionale umano (nello specifico basato su OODA, observe-
orient-decide-act). Questa modellazione permette di avere un sistema scal-
abile ed estendibile. Basta infatti modificare le giuste fasi aggiungendo le
funzionalità richieste senza dover stravolgere la struttura. Inoltre questa
modellazione permette un effettiva collaborazione in caso si abbiano team
di UAV. Ad semp o il m dulo ORIENT di un agente può rappresentare un
ingresso per il modulo OBSERVE di tutti gli altri.
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Act Invoke the tactics that fly the aircraft. These plans
provide the detailed pre-scripted recipes for achieving
the desired mission.
Figure 5 graphically represents the architecture as it was
implemented for the first round of flight-trials. The choice
of architecture has the following properties:
Human Cognitive Model Based Architecture An ar-
chitecture based on a human cognitive model allows
the developer to leverage the folk-psychological famil-
iarity and intuitiveness. It seems obvious where future
functionality will reside and how the system integra-
tion will be performed. The design is simplified, al-
though possibly at the expense of run-time complexity.
Asynchronous processing The software provides asyn-
chronous processing between the modules in the OODA
loop. The decision was taken because: of the modu-
lar nature of the OODA components; the data-driven
nature of the design; and the potentially different tem-
poral scales involved in the four OODA components.
Generation of abstract world state The design features
an orient or situation awareness phase that generates
a more abstract representation of the world state from
the sensory data. This abstract world state simplifies
decisions about tactics but requires that care is taken
with the design.
Belief Triggered The design is largely data driven. In
JACK terms it would be more accurate to describe the
design as belief triggered. That is the belief data base
causes the execution of most of the agent processing.
4.5 Discussion
It is noteworthy that the concepts and ideas for the con-
trol of UAVs presented in this paper are equally applicable
to other unmanned vehicles, such as unmanned ground vehi-
cles (UGVs) (eg. [3]) and autonomous underwater vehicles
(AUVs) (eg. [7]).
The first design, inspired by a minimalist control systems
approach, illustrates there may exist a simple and straight-
forward solution for many problems. The use of complex
representations can, in many cases, be avoided and the sys-
tem can consist of reactive, purpose-built elements. For the
first design, the system only performs the task of navigat-
ing to a specific location and deciding on which direction to
travel to. However, even small changes to the system can
require a significant overhaul of the design and implemen-
tation. For example, if the UAV was required to navigate
a shortest path (ie. path planning), then different modules
for waypoint generation and command assignment, for ex-
ample, would have to be developed. In such a case, the
purpose-built nature of the original design may not be able
to accommodate the new features/extensions and a com-
pletely new design may have to be developed.
The second design was inspired by human surrogacy, which
is a notion that proposes that vehicle control systems can
act, sense, behave and decide the way humans nominally do.
The advantage of this design, based on the OODA loop, is
that subtasks (ie. Observe, Orient, Decide, Act) are delin-
eated by modules, and conform to good software engineering
Data from Flight Control System 
OBSERVE (Situation Awareness) 
ORIENT (Situation Assessment) 
DECIDE (Tactics Selection) 
Beliefs about Situation 
Beliefs about Assessed Situation 
ACT (Tactics Implementation) 
Course of Action 
Commands to Flight Control System 
Position 
Signal Strength 
Speed (wind and ground speed) 
Altitude 
Waypoint proximity 
Weather  monitoring 
. . . 
Select a Waypoint 
Declare an Emergency 
. . . 
. . . 
Fly to Waypoint 
Return to Base 
Set Speed 
. . . 
Figure 5: Cognitive Modelling (OODA) design ap-
proach for the autonomous UAV controller. The
four primary modules implement a data-driven com-
putational implementation of Boyd’s OODA loop
model of command decision making superimposed
on the BDI language constructs of JACK.
principles of strong cohesion, encapsulation, and low cou-
pling. Moreover, the framework allows for extensibility and
scalability. Depending on different tasks or missions, the
modules can be modified to suit. Using the path planning
example mentioned earlier, the OODA loop would be modi-
fied in the Decide and Act modules by adding the capability
of generating and issuing waypoints to the FCS, rather than
deciding upon predetermined waypoints as was the require-
ment in this first test flight.
In addition to flexibility, the OODA loop approach allows
for effective team cooperation. Multiple UAVs forming a
collective, or team, can all individually run OODA loops
that interact via module interfaces. For instance, the orient
module of an agent can be observed by one or more other
agents, and the action of other agents can in turn influence
the decision of the agent.
Further details of the lessons learned from the software
design exercise are available in a forthcoming report [13].
5. RELATEDWORK
This work borrows heavily from the experiences of de-
veloping agents for simulation described in §2.2, and from
the general state of UAV controller design particularly those
with a cognitive component, some of which are mentioned
in §2.1. The DyKnow framework by Doherty and Heintz
[10], for example, is essentially a signal-to-symbol trans-
former that, amongst other features, continually monitors
perceived signals and creates higher-level cognitive objects
that are relationally linked to each other. These abstract
objects are continually updated in real-time by maintenance
of predefined hypotheses that are defined by a domain ex-
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In [42] si prende invece in esame l’uso di Unmanned Groud Vehicle sim-
ulati i un caso di pursuit-evasion war game. In questa simulazione due
agenti collaborano per la cattura di un nemico. Viene realizzato per il caso
un modello di sistema multiagente basato su una rete di Petri ad oggetti.
Anche in questo caso si tratta di agenti BDI e tramite l’uso delle reti di Petri
ad oggetti è possibile fare un analisi formale del modello così da poter ver-
ificare le proprietà di questo. Ad esempio il modello astratto di un singolo
agente UGV è descritto dalla seguente rete di Petri.
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2. A Novel Object-Oriented Petri nets
Petri nets are a graphical and mathematical modeling
tool applicable to many systems that exhibit concurrency
and synchronization [9]. The ordinary Petri nets easily lead
to the so-called state-explosion. In order to solve the com-
plexity and state-explosion, a novel Object-Oriented Petri
nets (OPN) are set up. OPN can tersely and independently
represent all kinds of resources in a complex system, in-
crease the flexibility of the model. In the OPN model, a
system is composed of mutually objects and their intercon-
nection relations.
Definition 1 OPN is a 2-tuple, OPN = (O,Gate), where
O is a finite set of physical objects in the system, O =
{O1, O2, . . . , Oi}; Gate is a finite set of special places and
represents message passing channels among physical ob-
jects.
Definition 2 Oi is a 7-tuple, Oi = (P, T, IT,OT, F,
E,C), where P is a finite set of places in the system,
P = {p1, p2, . . . , pj}; T is a finite set of transitions,
T = {t1, t2, . . . , tk}; IT (Input Transition) and OT (Out-
put Transition) are sets of input and output interface transi-
tion, IT = {it1, it2, . . . , itl}, OT = {ot1, ot2, . . . , otm};
F ⊆ (P T ) !(T P ) !(P IT ) !(IT P ) !(OT
P )
!
(P OT ) is the input and output relationships be-
tween transitions and places; E : F → (ID,CDS) is ex-
pression functions in the arcs, ID is the identification of
the arc and CDS is a complicated data structure; C(P )
is a set of color associated with the places P , C(P ) =
{cp1, cp2, . . . , cpj}.
In the OPN model, some concepts of CPN [6] are em-
ployed and behavioral semantics does not violate the se-
mantics of CPN formalism. IT and OT are interface arcs
in OPN that are the interfaces of an object interacting with
the external environment or other objects.
3. Multi-agent Systems Model for UGVs
UGV agent adopts hybrid control policy which contains
logic level and continuous level. The logic level consists of
discrete mode sequences which describe the discrete states,
and the discrete events switch the UGV agent from one
mode to another. The discrete modes and events correspond
to the places and transitions in OPN, respectively. The con-
tinuous level describes the dynamic evolution in modes.
Definition 3 Multi-agent systems model for UGVs is de-
fined as MASM = (SupA, UGVA), where SupA is the su-
pervisor agent; UGV A = {UGV Ai, i = 1, . . . , I, I ∈
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Figure 1. The UGV agent formal model
UGV agent is defined as UGV Ai = (ID,AS), where
ID is the identifier of the UGV Ai; AS (Agent Structure)
based on BDI model defines the interfaces and internal im-
plementation of a UGV agent, AS = {Pk, Pg, Pp, Oi}. Pk
represents the Beliefs in BDI model. In practical terms, Pk
describes the knowledge of the battlefield environment and
other UGV agents. For agent implementation, the Beliefs
of an agent can be regarded as simple variables and data
structures or, complex systems (such as knowledge bases)
based on the practical scene. Pg represents the Desires
in BDI model and describes some UGV’s final states (e.g.
sweeping search, attack, convoy) and establishes the oper-
ation. The Desires of a UGV agent represent its motiva-
tion and are the main goal for the agent’s actions. The De-
sires may be represented as a value of a variable, a record
structure, or a symbolic expression in some logic. Pp rep-
resents the UGV agent’s Intentions. Pp is a list of plans and
describes the actions achieving the goal values of a UGV
agent. The tuples IT,OT in Oi represents the interfaces,
UGV Ai.Interface = {(t1, t2)|t1 ∈ IT, t2 ∈ OT}, and
the interfaces allow a UGV agent to interact with other ones
and the environment. The internal implementation of UGV
agent is described by the other tuples in Oi.
The UGV agent formal model is shown in Fig. 1 and it
is only an abstract model. According to the corresponding
mission, the goal and plan places can be refined into a mode
sequence of objectives, which is guaranteed to achieve the
objectives.
The UGV Agents communicate with other ones by mes-
sage passing, which follows speech act theory and uses
complex protocols to negotiate [14], e.g., the FIPA agent
communication language(ACL) and KQML. Communica-
tion is the basis for interaction and organization without
which agents would be unable to cooperate, coordinate, or
sense changes in their environment.
The supervisor agent SupA enhances global coordina-
tion and supervision of all the UGV agents, and can com-
municate with each UGV agent and dispatch the mission to
the UGV agents.
The supervisor agent is defined as SupA =
(ILP,Gate,KBP, T, F,Role), where ILP is the In-
telligent Linking Place denoted by double ellipse, assigns
the mission to the UGV agent; Gate is the tuple in OPN and
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La comunicazione fra agenti è all base per la coordinazione e la coop-
erazione e per sentire i cambiamenti ambientali. Gli agenti per comunicare
hanno a disposizione un supervisor che coordina l’azione di ricerca del nemico.
Un nemico si considera catturato nelle seguenti condizioni:
Table 1. Summary of modes and control poli-
cies
Mode Description Control policy
q1 SearchTarget v = K1,ω = K11
q2 ApproachTarget v = K2ρ1,ω = 0
q3 LockOnAttack v = K3ρ1cos(αp αi),ω =
K31(αp αi)
q4 JoinPursuit v = K4ρ2cos(α1 α2),ω =
K41(α1 α2)






Figure 3. UGV agents capture conditions
where (x, y) is its coordinate, and α is heading.
Specifying the control policy u = [v,ω] will suffice to
place the UGV arbitrarily in the environment. In order to
achieve the mission, the UGV agent contains five discrete
modes shown in Table 1[3].
The discrete events of the UGV agent are: e1: search,
e2: target detected by team member, e3: target in sight, e4:
target close enough for attack, and e5: return to base. Other
details of this scenario may be found in [3].
For UGV agent implementation, we must regulate the
control policy to ensure its stability. The mission is ad-
judged a success when the capture conditions depicted in
Fig. 3.
5.2 Multi-agent Systems Model for UGV
Team
According to section 5.1, the UGV agent contains five
modes and some events trigger the switch of modes. The
modes and events are mapping into places denoted by
dashed ellipse circles and transitions of OPN, respectively.
The supervisor agent dispatches the target information and
initial mission to UGV agents and coordinates UGV agent
at the global level. The UGV agent receives the mission
from the supervisor agent, then generates a goal set, and
finally generates a complete sequence of modes to the ob-
























































Figure 4. Multi-agent systems model for UGV
team
agents is depicted in Fig. 4, where UGV agent 2 first de-
tects the target and then inform the UGV agent 1.
5.3. Analysis of Multi-agent Systems Model
A significant advantage provided by OPN is that the ver-
ification and validation of the MASM can be accomplished
before implementation, and help ensure a correct design
(such as liveness, deadlock freeness, boundness and con-
currency) with respect to the original specification to en-
able software engineers to develop reliable and trustworthy
UGVs systems.
In this paper, we analyze liveness, boundness and reach-
ability of MASM for UGV, which are generally required
behavioral properties [4]. To verify the correctness of MAS
model, we use a Petri nets tool, called INA (Integrated Net
Analyzer) [11], to automatically analyze the properties of
MASM. With the MASM for UGVs in Fig. 2 as input of
the INA tool, the automated analysis shows that the MASM
for UGVs is boundness and live, the number of reachability
states is 44. The liveness of the MASM ensure that UGV
agents can correctly interact. The properties analysis can
help eliminate human errors in the design process, and ver-
ify some key behaviors for the MASM to perform as ex-
pected, and increase confidence in the MAS design process.
5.4 Simulations
According to section 4, we can construct control policies
in Table 1 to preserve the stability of UGV agents, then the
UGV agents and the target are developed to operate in a
simulation environment in terms of the MASM.
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Gli agenti hanno a disposizione cinque azioni discrete che caratterizzano
le seguenti azioni che possono effettuare per completare la missione e sono:
• e1: icerca
• e2: obbiettivo trovato da un membro del team
• e3: obbiettivo in vista
• e4: obbiettivo abbastanza vicino per un attacco
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• e5: ritorno alla base
Date queste azioni il modello in cui l’agente due è il primo a prendere contatto
con il nemico ed informa l’agente uno è quello che segue.
Table 1. Summary of modes and control poli-
cies
Mode Description Control policy
q1 SearchTarget v = K1,ω = K11
q2 ApproachTarget v = K2ρ1,ω = 0
q3 LockOnAttack v = K3ρ1cos(αp αi),ω =
K31(αp αi)
q4 JoinPursuit v = K4ρ2cos(α1 α2),ω =
K41(α1 α2)
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judged a success when the capture conditions depicted in
Fig. 3.
5.2 Multi-agent Systems Model for UGV
Team
According to section 5.1, the UGV agent contains five
modes and some events trigger the switch of modes. The
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5.3. Analysis of Multi-agent Systems Model
A significant advantage provided by OPN is that the ver-
ification and validation of the MASM can be accomplished
before implementation, and help ensure a correct design
(such as liveness, deadlock freeness, boundness and con-
currency) with respect to the original specification to en-
able software engineers to develop reliable and trustworthy
UGVs systems.
In this paper, we analyze liveness, boundness and reach-
ability of MASM for UGV, which are generally required
behavioral properties [4]. To verify the correctness of MAS
model, we use a Petri nets tool, called INA (Integrated Net
Analyzer) [11], to automatically analyze the properties of
MASM. With the MASM for UGVs in Fig. 2 as input of
the INA tool, the automated analysis shows that the MASM
for UGVs is boundness and live, the number of reachability
states is 44. The liveness of the MASM ensure that UGV
agents can correctly interact. The properties analysis can
help eliminate human errors in the design process, and ver-
ify some key behaviors for the MASM to perform as ex-
pected, and increase confidence in the MAS design process.
5.4 Simulations
According to section 4, we can construct control policies
in Table 1 to preserve the stability of UGV agents, then the
UGV agents and the target are developed to operate in a
simulation environment in terms of the MASM.
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Tramite l’utilizzo di INA, Integrated Net Analyzer, le proprietà del mod-
ello sono state automaticamente analizzate. Il modello è boundness e live,
inoltre il numero di stati raggiungibili è quarantaquattro. Nella simulazione
a partire dalle peggiori condizioni iniziali.









Figure 5. Worst-case initial configuration for
the UGV team
In the simulation scenario, we begin by considering the
worst-case initial configuration for the UGV team where
they are located as far away as possible from the target [3].
The configuration scenario is shown in Fig. 5. If the lo-
cation of the UGV agents and target satisfies the capture
conditions depicted in Fig. 3, the mission is accomplished
and then the UGV agents return to base. When the UGV
agents capture the target, Fig. 6 depicts the paths of all enti-
ties where the triangles and circles represent the initial and
final location, respectively. UGV agent 2 firstly detects the
target at 5s, and then informs UGV agent 1 to pursuit. When
the mission is accomplished, UGV agents will return to the
base and Fig. 6(b) shows the trajectories. Fig. 7 and Fig. 8
depict the trajectories of all entities in X and Y coordinate
with time.
6. Conclusions
Unmanned ground vehicles are complex hybrid systems.
Multi-agent systems are regarded as the most promising
technology to develop complex systems. In this paper,
multi-agent systems model for UGVs based on Object-
Oriented Petri nets is presented. MASM regards the hy-
brid systems as discrete event systems in which the contin-
uous dynamical behaviors are embedded. MASM can not
only describe the static and dynamic semantics of UGVs,
but also analyze the properties of UGVs, such as deadlock
and boundness. Finally, MASM is applied to the modeling
and development of unmanned ground vehicles engaged in
a pursuit-evasion war game. The simulation results show
MASM is effective for development of UGVs.
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Figure 6. UGV agents and target paths
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Il sistema è riuscito a completare il suo obbiettivo e tornare poi alla base.
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Chapter 4
Architettura a livelli
Nella ricerca continua per l’autonomia totale degli Unmanned Vehicle,
bisogna porre attenzione a non dimenticarsi di astrarre correttamente i con-
cetti, altrimenti si corre il rischio di ammassare insieme funzionalità troppo
differenti fra loro, rendendo difficile l’evoluzione e la manutenzione del codice.
Mantenere in un unico concetto idee diverse, come il controllo di un motore
o la pianificazione del prossimo checkpoint da raggiungere, può portare allo
sviluppo di un sistema molto complesso. Si corre inoltre il rischio di ritrovarsi
a implementare più volte e, probabilmente in modalità differenti, lo stesso
tipo di azioni o azioni molto simili fra loro. Per tale motivo in questa Tesi
proponiamo una suddivisione a livelli dei compiti, che può essere usata come
linea guida nello sviluppo di un sistema autonomo. Inoltre un’architettura
a livelli permette di dividere i compiti fra diversi specialisti, che non solo
possono quindi specializzarsi prescindendo dalle specifiche del sistema, ma
possono coordinarsi nel lavoro in termini di interfacce e comportamenti at-
tesi, parallelizzando il lavoro e riducendo quindi tempi e costi di sviluppo. In
particolare il livello alto, il terzo livello, può cominciare a lavorare su algoritmi
per lo sviluppo di comportamenti autonomi ipotizzando quali funzionalità ha
"necessità" di riceve dai livelli più bassi, guidando quindi lo sviluppo in modo
goal oriented. In attesa che queste funzionalità vengano implementate, gli
sviluppatori possono comunque cominciare a studiare e verificare i risultati
dei propri algoritmi tramite simulatori, riproducendo i comportamenti at-
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tesi in modo fittizio. Ogni livello può dialogare con tutti i livelli sottostanti,
ma un’implementazione ben sviluppata dovrebbe sollecitare lo sviluppatore
a non scendere oltre il livello sottostante, perché in questo sono presenti tutte
le funzionalità di cui può aver bisogno.
Terzo livello – Livello Autonomo
Secondo livello – Livello Dati
Primo livello – Livello Macchina
Unmanned Vehicle
Figure 4.1: Rappresentazione grafica di una architettura a livelli
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4.1 Primo livello - Livello Macchina, inter-
azione con il mezzo
Il primo livello è il livello più basso, qui è dove il codice è molto più con-
dizionato dal hardware su cui si troverà a funzionare. Bisogna implementare
tutto il codice di controllo del mezzo affinché questo possa essere utilizzato
correttamente. Deve presentare all’utente una semplice interfaccia per inter-
agire, dalla quale impartire i comandi base di azionamento degli attuatori e
semplificare la lettura dei suoi sensori di bordo. Dettagli come tensioni opera-
tive, frequenze di clock, tempi di attesa, devono essere nascosti all’utilizzatore
che deve poter vedere la periferica come un dispositivo generale di una certa
categoria di componenti, quindi con un determinato comportamento atteso.
Nel mondo dell’openSource vi sono piattaforme molto avanzate che potreb-
bero tranquillamente adempiere ai compiti previsti da questo livello, con la
necessità forse di qualche piccola modifica. Per i MAV, Micro Air Vehicle,
in particolare due piattaforme openSource spiccano su tutte le altre, [43] e
OpenPilot [44]. Ve ne sono però tante altre come consultabile dalla pratica
tabella realizzata su oddcopter.com [45]. Queste piattaforme offrono tutto il
necessario, per realizzare economici UAV artigianali. La recente integrazione
di queste unità con embedded PC permetterà di sviluppare le interfacce di
basso livello in modo via via più agevole, aprendo le porte a molto del soft-
ware già realizzato per le soluzioni desktop.
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Figure 4.2: Esempio di alcune componenti di basso livello a cui si accede in
questo livello.
4.2 Secondo livello - Livello Dati, elaborazione
dati
Il secondo livello ha il compito di trattare i dati forniti dal primo livello
per consegnare al terzo livello, o all’utente, informazioni utili per prendere
decisioni. Inoltre offre un’interfaccia per eseguire azioni di alto livello, svin-
colando dalla necessità di conoscere come effettuare quelle date azioni su
differenti tipologie di veicoli, aerei piuttosto che marittimi. Molto oggi è già
disponibile, come la navigazione per waypoint, l’esecuzione di decollo e atter-
raggio e il return to home in caso di difficoltà. Questo ha già aperto le porte
del mondo degli Unmanned Vehicle ad una comunità molto più vasta, fatta
non solo di professionisti e ricercatori, ma anche di amatori e nuove leve. An-
che i piloti più inesperti possono affidarsi al supporto di queste funzionalità
per svolgere in sicurezza le azioni più complesse. Ad oggi infatti quasi tutte
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le unità di controllo che offrono questo genere di assistenza di alto livello
vengono chiamate anche copilot, proprio ad evidenziare l’aiuto che danno
al pilota nel controllo del mezzo. La già citata piattaforma ArduPilot of-
fre uno dei più vasti campionari di funzionalità, molte per UAV, ma alcune
disponibili anche per UGV,USV,UUV. Tra i supporti implementati quelli di
maggior rilievo risultano: Gyro Stabilization, che aiuta a mantenere il mezzo
in assetto stabile, Self Leveling, che mantiene il multicoptero in posizione
orizzontale quando non soggetto a comandi di pitch o roll, "Care Free", per
pilotare il multicoptero come se puntasse nella direzione originale anche se
l’orientamento è cambiato, Altitude Hold, per mantenere in modo autonomo
una predeterminata quota dal suolo, Position Hold, per stazionare in una pre-
determinata posizione, Return Home, per riportare il mezzo autonomamente
alla posizione di decollo e Waypoint Navigation, che permette di definire un
piano di volo che il mezzo autonomamente seguirà.
Figure 4.3: L’ultimo prodotto della 3DRobotics, la APM 2.6, che integra a
bordo il software di controllo ArduPilot
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4.3 Terzo livello - Livello Autonomo, formu-
lazione strategie autonome
Il terzo livello è quello che partendo dalle informazioni messe a dispo-
sizione dal secondo livello può, tramite algoritmi di intelligenza artificiale,
effettuare compiti di task resolution o problem solving. Fanno parte di questa
categoria di problemi ad esempio la scelta del percorso migliore fra diverse
opzioni disponibili, calcolato tenendo in considerazione correnti d’aria o even-
tuali imprevisti avvenuti durante il corso della missione, la gestione di risorse
limitate e condivise fra i diversi mezzi, come ad esempio un limitato numero di
batterie che i mezzi possono automaticamente sostituire, la creazione di piani
di lavoro per riuscire a portare a termine tutti i task nel miglior modo possi-
bile, come il porre il mattone dopo aver steso il calcestruzzo nella costruzione
di un edificio al fine di evitarne il crollo e quindi il conseguente fallimento
dell’intero piano. Questi sono solo esempi della tipologia di problemi che
questo livello ha l’obbiettivo di trattare e risolvere. Sono compiti dove i det-
tagli sul mezzo e il suo controllo sono superflui, dove si desiderano interazioni
avanzate come i comandi “dirigiti verso una posizione P”, “abbassati”, “af-
ferra l’elemento E” (senza neanche dovere descrivere dove l’elemento E possa
trovarsi o com’è fatto), ecc.. messe a disposizione dal secondo livello o ad-
dirittura dal terzo livello stesso, creando azioni complesse come composizione
di azioni già di per sè elaborate. Lo sviluppatore dovrebbe in questo livello es-
sere libero e non costretto di seguire la particolare tecnologia implementativa,
o un determinato paradigma, più adatto al risultato finale da raggiungere.
Ad esempio come mostrato in precedenza comportamenti autonomi possono
essere facili da modellare con sistemi multi-agente, soprattutto se azioni com-
plesse possono considerarsi come conoscenza di base. Molte più applicazioni
diventano possibili quando una moltitudine di veicoli può essere utilizzata fi-
dandosi della sua capacità di coordinarsi e autonomamente portare a termine
l’insieme di compiti assegnato alla squadra.
Chapter 5
Autolocalizzazione
In questo capitolo analizzeremo i principali algoritmi di autolocalizzazione,
partendo dal più generico SLAM per passare poi ai Visual SLAM, basati su
un’autolocalizzazione visiva. In seguito presenteremo nel dettaglio il PTAM,
l’algoritmo scelto per l’implementazione di questa Tesi.
5.1 SLAM
Il termine SLAM sta per Simultaneous Localizzation and Mapping ed in-
dica l’insieme di tecniche atte a permettere a robot e veicoli autonomi la
creazione di una mappa di un ambiente sconosciuto o l’aggiornamento di
una in possesso e nello stesso tempo tenere traccia della propria posizione
all’interno di quell’ambiente. I due aspetti del problema, la localizzazione e
il mapping, possono essere mappati su due processi separati, e la continua
iterazione permette, grazie ai risultati ottenuti da uno, di migliorare i risul-
tati ottenuti dall’altro al passo successivo. Il mapping deve essere in grado
di correlare le informazioni che arrivano dai suoi sensori con le informazioni
già in suo possesso e costruire un modello consistente dell’ambiente. La
localizzazione cerca invece di posizionarci all’interno di questa mappa e pos-
sibilmente di darci anche informazioni sull’assetto. I due problemi, come in-
tuibile, sono strettamente correlati e le soluzioni possono migliorare in modo
incrementale solo tramite un’interazione costante. I primi riferimenti storici
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a questo tipo di problema risalgono al 1986 quando esso è stato presentato
all’IEEE Robotics and Automation Conference di San Francisco. Già negli
anni successivi una serie di paper fondamentali [46, 47] ha stabilito la base
statistica per descrivere le relazioni fra i landmark e l’elaborazione delle in-
certezze geometriche. Un elemento chiave di questi lavori è stato evidenziare
che deve esserci un alto grado di correlazione fra le stime delle posizioni dei
diversi landmark nella mappa. La correlazione tende poi a crescere mano
a mano che successive osservazioni vengono effettuate. Il paper [48] mostra
come un robot che si muove in un ambiente sconosciuto, effettuando os-
servazioni dei landmark relative alla sua posizione, ottiene una stima delle
posizioni di questi landmark che sono necessariamente tutte correlate a causa
dell’errore comune nella valutazione della posizione del veicolo. Una soluzione
consistente del problema di localizzazione e mapping richiede uno stato com-
posto dalla posa del veicolo e dalle posizioni dei landmark, da aggiornare
ad ogni osservazione. Questo richiede di mantenere un vettore di stato, con
dimensione pari al numero di landmark della mappa, che richiede un costo
computazionale di aggiornamento pari al quadrato del numero dei landmark.
Questo lavoro non ha però guardato alla convergenza delle proprietà della
mappa in situazioni stazionarie. All’epoca, è stato assunto che l’errore sti-
mato non sarebbe mai confluito, ma anzi avrebbe esibito un comportamento
casuale nella sua crescita illimitata. Dato il costo computazionale elevato e
senza conoscere il comportamento convergente della mappa, la ricerca grad-
ualmente si è concentrata solo su approssimazioni del problema finché non
si è giunti ad uno stop total. Eventuali lavori si concentravano sul problema
della localizzazione o del mapping separatamente. Quando è stato compreso
che la combinazione della localizzazione con il mapping, formulati come un
singolo problema di stima, convergeva la ricerca ha trovato nuova linfa. É
stato riscontrato che la correlazione fra i landmark, che molti ricercatori
avevano cercato di minimizzare, era il punto critico del problema, e che al
contrario più questa correlazione cresceva, migliore era la soluzione. Ufficial-
mente l’acronimo SLAM è stato coniato nel paper [49] presentato nel 1995
all’International Symposium on Robotics Research, dove si descrive anche la
struttura del problema e la convergenza dei risultati. Da qui in poi i lavori si
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sono concentrati molto sull’incrementare l’efficienza computazionale e risol-
vere i problemi legati all’associazione dei dati e al "loop closure", riconoscere
percorsi chiusi. Nel 1999 all’International Symposium on Robotics Research
(ISRR’99) si è svolto un importante meeting, dove si è tenuta la prima ses-
sione dedicata allo SLAM. Nel 2000 il IEEE ICRA Workshop on SLAM ha
attratto quindici ricercatori, che si sono concentrati su problemi come la com-
plessità computazionale, l’associazione dei dati e le sfide implementative. Nel
2002 all’ICRA i ricercatori erano già divenuti 150, ed avevano portato tanti
sviluppi interessanti ed applicazioni. Ancora oggi l’interesse verso gli algo-
ritmi SLAM vede una crescita esponenziale, probabilmente dovuta anche alla
diffusione di robot e mezzi autonomi a costi sempre più accessibili e dotati
di sensori sempre più avanzati.
Se da un punto di vista teorico il problema dello SLAM si può dire risolto,
non mancano le complicazioni da un punto di vista implementativo. Alla
complessità aggiunta dal movimento del veicolo vi è infatti da sommare an-
che l’incertezza dei dati generati dai nostri sensori che non hanno una accu-
ratezza assoluta e possono essere anche imprecisi. Lo stesso ambiente inoltre
può generare errori o può avere variazioni dinamiche. Tutte queste vari-
abili possono incrementare l’errore e l’inaccuratezza del nostro mapping e
della nostra localizzazione. Ci sono varie tecniche fortunatamente che pos-
sono essere messe in campo per compensare l’errore, come riconoscere delle
caratteristiche già osservate e rimodellare la mappa per far si che due carat-
teristiche diventino di fatto una. Tecniche statistiche sono usate in SLAM,
come il filtro di Kalman o filtri particellari. Permettono di avere una stima
sulla probabilità a posteriori della posa e dei parametri della mappa. Im-
maginiamo di avere un veicolo autonomo capace di muoversi per l’ambiente
e tramite un sensore leggere la posizione dei landmark.
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xk rappresenta la posizione e direzione del veicolo, uk il vettore applicato
al tempo k-1 per guidare il veicolo allo stato xk. mi è la posizione reale
del landmark i-esimo ed infine zik rappresenta l’osservazione effettuata dal
veicolo sulla posizione del landmark i-esimo al tempo k. Com’è possibile
vedere gran parte dell’errore nel posizionamento è dovuto all’errore nella
lettura delle posizioni dei landmark, probabilmente a causa di una incertezza
costante nel sensore. Affidandosi a questa sola informazione si tenderebbe
a divergere. Nel Probabilistic SLAM, ad ogni istante k ci viene richiesto di
calcolare la distribuzione di probabilità della seguente:
Questa distribuzione di probabilità descrive la densità di probabilità a
posteriori delle posizioni dei landmark e dello stato del veicolo all’istante k,
date le osservazioni precedenti, i comandi impartiti e lo stato iniziale. Una
soluzione iterativa è ottenibile data la distribuzione per un istante temporale
k-1, un controllo uk ed una osservazione zk computando tramite il teorema
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di Bayes. Per effettuare questa computazione è richiesto però la definizione
di uno modello di movimento e un modello di osservazione che descrivano gli
effetti di un controllo sul veicolo e l’osservazione dei landmark. Questi sono
descritti come segue:
Figure 5.1: Observation model
Figure 5.2: Motion model
L’algoritmo SLAM è implementato tramite una sequenza ricorsiva a due
passaggi con predizione della posizione e correzione della misura, date da:
Vale la pena notare che per realizzare la mappa bisogna ora calcolare
la densità condizionale . Questo assume che la po-
sizione del veicolo xk sia conosciuta (o perlomeno deterministica) in tutti
gli istanti temporali k, soggetti alla conoscenza della posizione iniziale. Una
mappa m è costruita fondendo le osservazioni da diverse posizioni. Vicev-
ersa la localizzazione richiede di calcolare la distribuzione di probabilità
e questo assume la conoscenza esatta della posizione dei
landmark. L’ "Observation model" mostra evidentemente che la probabilità
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a posteriori dei landmark e dello stato del veicolo non può essere calcolata
tramite la suddivisione dei problemi.
Il problema SLAM ha però una struttura più complessa di quella ipotiz-
zabile dalle sole equazioni. Riferendosi alla figura infatti si può notare come
l’errore tra la posizione esatta del landmark e quella stimata è comune fra
i landmark ed è dovuta alla sorgente. Questo implica che gli errori nelle
posizioni stimate dei landmark sono molto correlati. Praticamente questo
significa che la posizione fra due landmark può essere conosciuta con grande
precisione, anche se la posizione del singolo è piuttosto incerta. Inoltre la
correlazione fra le stime sui landmark aumenta in modo monotono ad ogni
osservazione, aumentando di fatto la conoscenza sulle loro posizioni relative.
Mano a mano che il veicolo effettua osservazioni sul mondo arricchisce la
sua conoscenza dello stesso e rafforza le correlazioni fra i punti, creandone di
nuove fintanto che nuovi landmark vengono aggiunti fino a raggiungere una
vera e propria rete immaginabile come la figura sottostante.
Ad ogni osservazione lo spessore del collegamento aumenta, l’effetto mag-
giore si ha sui vicini, soprattutto se già molto correlati, e diminuisce se ci si
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allontana dal vicinato. Durante la costruzione della mappa anche la localiz-
zazione del veicolo migliora e teoricamente il limite è la capacità di autolo-
calizzarsi in modo accurato su una mappa costruita come se fosse stata data
come conoscenza pregressa. Resta da definire quale implementazione usare
come "observation model" e come "motion model" per ottenere un efficiente
e consistente calcolo delle distribuzioni a priori e posteriori della "Time Up-
date" e della "Measurament Update". Le più importanti sono EKF-SLAM
e FastSLAM, anche se ovviamente non sono le uniche. EKF-SLAM prevede
l’utilizzo di un modello stato-spazio con l’aggiunta di rumore Gaussiano,
portando all’utilizzo di un filtro di Kalman esteso per risolvere il problema
SLAM. FastSlam invece descrive il "motion model" come un insieme di cam-
pioni di una più generale distribuzione di probabilità non Gaussiana. Questo
porta all’uso di un filtro particellare di Rao-Blackwellised per risolvere il
problema. Non ci soffermeremo però su questi dettagli implementativi in
quanto non è lo scopo di questa Tesi.
Bundle adjustment
Il bundle adjustment è un algoritmo che permette di stimare, da un in-
sieme di immagini, una ricostruzione proiettiva o affine [50]. Consideriamo
che da ogni immagine estraiamo dei punti xij. Ciò che vogliamo ottenere
è la matrice Pi che trasforma i punti dello spazio Xj in punti immagine.
Purtroppo le misurazioni di questi punti sono affette da rumore e la relazione
xij = PiXj non è completamente soddisfatta. Vogliamo quindi stimare solo
la matrice di proiezione Ṕi che minimizza la distanza fra i punti riproiettati
e quelli effettivamente misurati. Per effettuare questa stima bisogna quindi
minimizzare l’errore di riproiezione tramite un processo iterativo.
min ∑d(ṔiX́j,xij)2
Questo in pratica è il bundle adjustment. Si tratta di correggere un fas-
cio di raggi fra il centro della camera ed un insieme di punti tridimensionali.
Questo algoritmo ha il pregio di fornire anche valori di covarianza per ogni
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misurazione. Il problema è che richiede una buona inizializzazione e rischia
di diventare un problema di minimizzazione estremamente pesante.
5.1.1 Vision-based SLAM
Il V-SLAM è una categoria di implementazioni dello SLAM dove il sen-
sore per monitorare l’ambiente circostante è la camera. Da questa se ne cerca
di ricavare informazioni sull’ambiente circostante. Si possono utilizzare una o
più camere e mettere in campo diverse tecniche per il riconoscimento della po-
sizione dei landmark dell’ambiente. Da tecniche SfM, structure from motion,
che cercano di calcolarla analizzando le trasformazioni avvenute all’ambiente
a seguito di un movimento, fino all’utilizzo di sistemi di fotocamera stereo
preventivamente calibrati. Recentemente si usano anche camere RGBD che
aggiungono ai tre parametri RGB per ogni pixel, che rappresentano il colore
(Red, Green, Blue), un quarto parametro D (Depth) a rappresentare la pro-
fondità del pixel. In [51] viene presentata una implementazione dell’allora
(2005) novello algoritmo. In questo paper si utilizza la telecamera per creare,
e tracciare landmark nell’ambiente e se ne dimostra la solidità a variazioni
ambientali, come un cambio di luce, e il ridotto costo implementativo. Inoltre
i dati ottenuti dalla(e) telecamera(e) sono fusi con il sistema odometrico del
veicolo, ed è stata realizzata una struttura a due livelli, un front-end e un
back-end.
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Figure 5.3: Architettura proposta da Karlsson & Co. nel loro paper sul
vSLAM.
Nel 2007 Davison & Co. presentano nel loro paper [52] una implemen-
tazione di V-SLAM dove la telecamera viene usata per generare una mappa
tridimensionale probabilistica in real-time tramite un flusso video di 30 fps.
Il tutto senza sfruttare architetture multi-core e con tempi medi di 19ms per
elaborare un frame su un Intel Pentium M a 1.6 GHz.
5.2 PTAM
Il PTAM, Parallel Tracking and Mapping, è un algoritmo SLAM basto su
keyframe, presentato la prima volta in [53]. E’ stato uno dei primi algoritmi di
Monocular SLAM ad effettuare un tracking della camera senza nessun map-
ping disponibile come prerequisito. Può effettuare il tracking di una camera
in un ambiente completamente sconosciuto, dove non vi è conoscenza degli
oggetti che lo riempiono, e nel frattempo crearsi internamente una mappa di
quest’ultimo. Si prefigge lo scopo di riuscire a creare una mappa in modo
rapido, preciso ed accurato, aggiornandola mano a mano che nuove scene
vengono presentate. Per adempiere al compito si è prefissato il vincolo che le
ambientazioni fosserò però statiche e piccole. La metodica applicata si può
suddividere nei seguenti punti:
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• suddividere il tracking e il mapping in due processi paralleli e separati,
così che il tracking non sia più probabilisticamente correlato al mapping
e possa usare qualsiasi metodo robusto si voglia
• realizzare il mapping tramite l’acquisizione di keyframe, che non devono
più essere la totalità dei frame acquisiti ma solo frame importanti,
scene significative, che vengono processate con tecniche batch come il
bundle adjustment, grazie alla non necessità di rispettare stretti vincoli
temporali dovuti al tracking
• la mappa è inizializzata da un’alta densità di punti, acqusiti da una
coppia di immagini stereo
• nuovi punti sono aggiunti con una ricerca epipolare
• si cerca di inserire nella mappa migliaia di questi punti
Descriveremo i due processi, tracking e mapping, separatamente e alcune
considerazioni generali sull’algortimo tratte dalla nostra esperienza.
Tracking
Il tracking in PTAM è effettuato su tutti i frame acquisiti dalla camera, e
si basa su una procedura a due stadi, dando come prerequisito l’esistenza di
una mappa dell’ambiente in memoria (generata dall’inizializzazione stereo).
Il primo stadio consiste nell’effettuare una prima considerazione sul cambio
della posa della camera utilizzando un modello di decadimento della veloc-
ità simile al modello di velocità con costanti alfa-beta. Sulla base di questo
cambiamento i punti della mappa sono riproiettati sull’immagine. Un piccolo
numero di grossolane caratteristiche viene poi cercato, con un raffinamento al
subpixel, sul livello più alto della piramide generata dall’immagine. Piramide
composta da quattro livelli dove ognuno ha risoluzione dimezzata rispetto al
precedente livello. Sulla base di questa ricerca la posa è aggiornata. In se-
guito un più alto numero di punti è riproiettato e cercato nell’immagine più
dettagliata, utilizzando un raffinamento subpixel stavolta solo per un sottoin-
sieme di questi punti. Alla fine da queste due ricerche la posa viene ricalcolata
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tenendo in considerazione tutte le corrispondenze. Il modello utilizzato per
la proiezione dei punti è il FOV-model presentato da Devernay e Faugeras
[54]. É un sistema di calibrazione molto efficiente e prestazionale, se parag-
onato ad altri modelli, che permette di correggere le distorsioni dell’ottica
con un buon risultato basandosi su soli cinque parametri. Due per indicare
la lunghezza focale, due per il punto principale ed uno ad indicare la distor-
sione radiale. L’aggiornamento della posa viene calcolando iterativamente
cercando di minimizzare una robusta funzione obbiettivo della riproiezione
dell’errore:
Dove µ rappresenta un vettore di sei elementi, utilizzato come parametri
della funzione esponenziale exp(µ) che sostituisce la matrice M 4x4 nel calcolo
della nuova matrice Ecw ( usata per la trasformazione dei punti da coordinate
immagini a coordinate camera).
ej rappresenta il vettore di errore di riproiezione ed è calcolato tramite:
Infine Obj(.,σT ) è la funzione obbiettivo bipeso con σT che rappresenta
una robusta stima della valore della derivazione standard della distribuzione
derivato da tutti i residui. CamProj() è la funzione che proietta i punti
dalla camera all’immagine e può essere definita come segue: ( ui , vi )T =
CamProj ( Ecwpiw). Come detto sopra si utilizza una funzione di proiezione
per camere pin-hole con il supporto di lenti che esibiscono una distorsione
radiale a barile. La funzione diviene:
46 CHAPTER 5. AUTOLOCALIZZAZIONE
(fu , fv) sono i parametri della lunghezza focale, (u0, v0) quelli del punto
principale e ω è la distorsione radiale. La qualità del tracking è determinata
da due soglie, calcolate con il rapporto fra le caratteristiche correttamente
osservate e le totali. Dopo essere scesi sotto la prima soglia il tracking viene
considerato scadente e non vengono generati keyframe da consegnare al map-
ping perché considerati poco affidabili, anche se il tracking continua. Se il
valore calcolato continua a scendere e va oltre una seconda soglia allora il
tracking si considera perso e bisogna procedere ad una fase di recupero.
Nell’implementazione concreta dell’algoritmo per evitare jitter il tracking a
due stadi viene temporaneamente disabilitato qualora si considerasse la cam-
era quasi stazionaria. Disattivando la modalità più grossolana e lasciando
attiva solo quella basata sull’immagine a piena risoluzione si risparmia una
parte di calcoli portando vantaggi alla stabilità del sistema.
5.2. PTAM 47
Mapping
Il mapping può essere suddiviso in due fasi, una è l’inizializzazione che
viene effettuata tramite una coppia di immagini stereo e l’altra riguarda
l’aggiornamento della mappa durante il normale utilizzo. L’intera struttura
può essere descritta dalla figura sottostante:
Figure 5.4: Struttura schematica del mapping del PTAM.
Per l’inizializzazione stereo si richiede la collaborazione dell’utente. Dopo
la pressione di un comando sulla tastiera inizia la fase di acquisizione e la
prima immagine acquisita viene salvata come keyframe. Vengono disegnate
a monitor 1000 linee sulla base di caratteristiche rivelate tramite l’algoritmo
FAST per aiutare l’utente. Esso deve lentamente traslare la camera, e legger-
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mente ruotarla. Infine una seconda pressione permette di salvare un secondo
keyframe e terminare l’operazione. Dalla traslazione delle caratteristiche
tracciate l’algoritmo stereo a cinque punti e RANSAC possono stimare la
matrice essenziale e triangolare la mappa base. Un bundle adjustment [55]
viene infine effettuato per completare l’operazione. Dopo l’inizializzazione
inizia la vera e propria fase di arricchimento della mappa. Nuovi keyframe
vengono aggiunti in memoria a patto di rispettare dei vincoli inseriti per
evitare una sovrabbondanza di informazioni ridondanti. Il tracking deve es-
sere di buona qualità, il nuovo keyframe non può essere acquisito prima di
altri venti frame rispetto all’ultimo keyframe acquisito e la distanza dal punto
più vicino già presente in mappa deve super una soglia prestabilita. Se tutte
queste condizioni sono rispettate un nuovo keyframe è aggiunto in memoria.
Ovviamente questo keyframe porta con sé le informazioni già calcolate dal
tracker quindi il mapper cerca quelle caratteristiche sfuggite effettuando la
riproiezione dei punti ed aggiornando le misurazioni. Il tracker ha anche già
trovato i punti significativi nell’immagine grazie all’algoritmo FAST, in tutti
i livelli della piramide di immagini. In fase di mapping viene quindi eseguita
una soppressione dei non massimi tramite l’algoritmo di Shi-Tomasi [56].
Aggiungere nuovi punti alla mappa richiede però informazioni non ricavabili
tramite un solo keyframe. Queste informazioni vengono calcolate eseguendo
una triangolazione con il keyframe più vicino disponibile in memoria. Le cor-
rispondenze fra i due keyframe sono stabilite usando una ricerca epipolare
fra le caratteristiche dei due keyframe allo stesso livello della piramide di im-
magini. Per ottimizzare la ricerca ed evitare che stalli in una ricerca infinita
vengono usate delle euristiche: si fanno ipotesi iniziali sulla possibile profon-
dità in cui cercare il nuovo punto candidato, sulla base della distribuzione
della profondità dei punti in memoria nel nuovo keyframe. Se un match viene
trovato il punto candidato può divenire a tutti gli effetti un nuovo punto della
mappa. Quando non vi sono nuovi keyframe da aggiungere, si raffinano le
informazioni in proprio possesso effettuando operazioni di bundle adjustment
fra i keyframe in memoria, dove si minimizza una robusta funzione obiettivo.
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Poiché si tratta di un’operazione che non scala bene con il numero di
keyframe in memoria (O(N3)), si è deciso di suddividerla in due operazioni,
una locale ed una globale. La differenza principale è che l’operazione di
bundle adjustment locale avviene solo sugli ultimi sette keyframe acquisiti.
Quando tutte le operazioni locali sono concluse si procede poi ad un bundle
adjustment globale. In ogni caso, che si stia calcolando il bundle adjustment
locale o globale, all’arrivo di un nuovo keyframe il lavoro viene interroto per
poter computare i nuovi punti da aggiungere alla mappa. Invece se tutte
le operazioni di bundle adjustment sono portate a termine, avendo tempo
libero a disposizione il mapper comincia a rielaborare i vecchi keyframe alla
ricerca di nuove caratteristiche da mappare e aggiungere. Come attività meno
prioritaria vi è invece il ricalcolo delle caratteristiche dei punti considerati
outlier, perché giacevano nella zona a peso zero dello stimatore di Tukey. Se
comunque, nella fase di ricalcolo, dovessero essere riconfermati come outlier
verrebbero definitivamente esclusi, in caso contrario verranno aggiunti alla
mappa.
Considerazioni personali
Abbiamo compilato ed eseguito l’algoritmo sotto ambiente Windows, ed
è stato utilizzato con una videocamera non in grado di generare un flusso
video con un frame rate superiore o uguale a 30 fps. Questo è uno dei req-
uisiti minimi consigliati dagli sviluppatori. Ciò nonostante grazie ad uno
specifico fix per Windows, proposto anche agli sviluppatori principali sulla
pagina GitHub del progetto, e con la calibrazione dei parametri al fine di
sfruttare la maggior potenza offerta dalla macchina da noi usata rispetto a
quella usata in [53] siamo riusciti a migliorarne leggermente le prestazioni,
anche se distanti da quelle viste nei video allegati. Un grande miglioramento
si è invece avuto dalla sostituzione degli stimatori del bundle adjustment e
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del tracker da Tukey a Cauchy. Una diversa implementazione di PTAM è
disponibile openSource, si tratta di una implementazione dall’Autonoumus
System Lab dell’ETH e disponibile sulla pagina GitHub al seguente indi-
rizzo: https://github.com/ethz-asl/ethzasl_ptam. Questa versione è stata
modificata, per essere compatibile con ROS, ed avere prestazioni migliori
su macchine più deboli. Viene dichiarata anche una maggior robustezza in
outdoor [57, 58, 59]. Questa è ottenuta dall’integrazione dei dati ottenuti
dal PTAM con quelli ottenuti dall’IMU. Il nostro obbiettivo è però diverso,
vogliamo rafforzare le informazioni ottenute dall’autolocalizzazione visiva fino
a renderle affidabili quanto, se non di più, quelle ottenute dall’IMU.
Chapter 6
Caso di studio
In questa Tesi ci siamo prefissi l’obbiettivo di preparare un infrastrut-
tura hardware/software per la sperimentazione di algoritmi di autolocal-
izzazione su UAV, il PTAM è l’algoritmo scelto nello specifico per questa
Tesi. L’obbiettivo era di sperimentare la robustezza e l’accuratezza di questo
algoritmo in outdoor, per capirne le debolezze e guidare uno sviluppo fu-
turo. Questa Tesi vuol far infatti da apri pista a nuove tesi atte a sviluppare
funzionalità avanzate su Unmanned Vehicle. Inizialmente si è ipotizzato di
dotarsi di un MAV su cui effettuare il lavoro. É stata quinti eseguita una
ricerca di mercato per conoscere i costi di questi veicoli, le loro possibilità di
utilizzo ed eventuali sviluppi futuri. Ciò che è stato subito evidente è che vi è
un mercato stratificato a livelli. Al livello più basso troviamo piattaforme con
prezzi variabili dai 30 ai 500 euro. Anche se chiamati "droni" spesso si tratta
di semplici radiocomandi, dove solo i modelli più costosi offrono qualche
funzionalità già integrata. Lasciano però difficilmente spazio alla modifica.
Fa eccezione il Parrot della AR.Drone, che dispone di un pratico SDK che
permette di interagire con il veicolo tramite WIFI ed ha a disposizione una
telecamera HD 720p con obbiettivo grandangolare capace di acquisire video
a 30 FPS codificati in H264, una telecamera VGA da 60 FPS puntata verso
il suolo, giroscopio, accelerometro, magnetometro, barometro e sensori ad ul-
trasuoni, processore ARM 32bit ad 1 GHz, 1GB di RAM e sistema operativo
Linux 2.6.32. Oltre questa fascia vi è poi una fascia più professionale, dove
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vi sono i primi dispositivi pensati per usi più avanzati come riprese amato-
riali. Questi dispositivi possono facilmente superare il migliaio di euro ma
offrono una gamma di funzionalità completa che li rende pertanto dei veri
e propri UAV. Ci sono molti produttori in questo fascia di mercato, i quali
usano piattaforme sia aperte che non, a volte fra i prodotti a listino della
stessa azienda. É bene porre attenzione quindi oltre alle caratteristiche del
mezzo anche al Flight Controller installato nel caso si voglia poter accedere
anche al suo codice. Il più delle volte questo non è però necessario grazie alle
interfacce verso l’esterno già implementate o ai software forniti in bundle che
fungono da middleware fra il proprio codice e la piattaforma. Inoltre vi è
sempre la possibilità di installare in modo artigianale embedded PC a bordo
per arricchire la gamma di funzionalità archiviabili. Infine vi sono i prodotti
professionali più avanzati che partono da qualche migliaio di euro fino ad
arrivare a decine se non anche centinaia di migliaia di euro. Si tratta di dis-
positivi estremamente avanzati, dotati di telai in fibra di carbonio e CFRP,
che gli conferiscono grande resistenza e basso peso. Con eliche perfettamente
calibrate per ridurre le vibrazioni ed aumentare l’autonomia. Questi infatti
sono capaci di restare in volo per tempi prolungati, a volte fino a mezz’ora
nelle giuste condizioni. Anche i Flight Controller sono molto più avanzati,
dando a questi mezzi la capacità di rimane stabili anche in condizioni di forte
vento, e di eseguire manovre avanzate con semplici comandi. Vengono usati
solitamente per riprese aree professionali o altri scopi avanzati. I multirotori
per ragioni tecniche tendono a non essere molto grandi, questi mezzi infatti
peccano di efficienza se paragonati agli elicotteri. Difficilmente si va oltre
soluzioni a dodici eliche (anche se recentemente è stato presentato e-Volo
VC200, un veicolo per il trasporto umano realizzato tramite l’utilizzo di 18
eliche [60]), perché la semplicità meccanica a questo punto non ripaga la
perdita di efficienza. Anche l’autonomia è per ora fortemente limitata dalla
capacità delle batterie. L’utilizzo di più motori è un problema per questi
veicoli, perché richiedono molta energia per essere azionati. Una piattaforma
che poteva rispondere ai nostri requisiti è realizzata dalla tedesca AscTec, ma
il costo superava facilmente i 7000 euro. Inoltre non avendo l’esperienza per
pilotare uno di questi mezzi, né tanto meno le conoscenze tecniche adeguate
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per intervenire in caso di guasti, abbiamo optato per richiedere la collab-
orazione della vicina facoltà di Ingegneria Aerospaziale di Forlì, che vanta
uno staff preparato ed esperto oltre che un vasto campionario di mezzi. La
facoltà di Ingegneria Aerospaziale di Forlì ha messo a nostra disposizione un
UAV molto avanzato, una piattaforma DJI S800 Evo. Su questa piattaforma
è stata aggiunta una struttura artigianale atta a sostenere un nuovo hard-
ware, aggiunto per rispondere ai requisiti minimi necessari per effettuare
le prime sperimentazioni. Da queste è stato possibile trarre considerazioni
sulle difficoltà tecniche affrontabili e sulle soluzioni percorribili per poten-
ziare questo primo lavoro. Questa può quindi essere considerata anche come
una base di partenza per chiunque voglia realizzarsi un UAV in casa par-
tendo da una comune piattaforma multirotore (o perché no, anche altre pi-
attaforme) disponibile in commercio o autonomamente realizzata. Su questa
piattaforma abbiamo riadattato molto dell’hardware a nostra disposizione,
fra cui l’embedded PC, la telecamera e l’antenna WiFi per la trasmissione
dei dati. L’algoritmo scelto come detto è il PTAM. Questo perché il codice
distribuito in openSource rappresenta un buon punto di inizio per i lavori
futuri. Ci ha permesso infatti di tralasciare per il momento gli aspetti più
puramente implementativi e di concentrarci sulla modellazione del problema.
6.1 Piattaforma UAV
La piattaforma UAV utilizzata, come anticipato è un DJI S800 EVO, re-
alizzato dalla DJI Innovations. E’ un esacoptero, cioè un multicoptero con sei
eliche, a coppia di due controrotanti. Queste sono disposte in configurazione
esagonale. La DJI Innovations è un azienda del settore UAS (unmanned
aerial systems) con base a Shenzen, Cina, che produce piattaforme commer-
ciali sia per amatori che per esperti, come specificamente evidenziato dal loro
portale web. Il DJI S800 EVO è in particolare una piattaforma per esperti,
essa infatti è costituita da un frame molto semplice, leggero e resistente real-
izzato in CFRP (Carbon Fiber Renforced Plastic). Le eliche dei motori sono
ripiegabili, e sono della misura 15 x 5.2 pollici. Esse sono nell’ancora più
pregiata fibra di carbonio così da essere molto leggere, pesano solo 13g l’una,
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e resistenti. Inoltre queste eliche sono bilanciate dallo stesso produttore per
ridurre al massimo le vibrazioni ed incrementare l’efficienza. I sei motori
sono dei brushless outrunner con statore di dimensioni 41 x 14 mm, un KV
di 400rpm/V. Hanno una potenza di 500W e pesano ognuno 158g.
Figure 6.1: Il DJI S800 Evo è uno dei più avanzati prodotti presenti nel
listino professionisti della DJI con un costo del solo frame, privo quindi di
Flight Controllers o gimball per la camera, che si avvicina ai 3000 euro.
6.1.1 Dati inerziali
I dati inerziali utilizzati per il paragone con quelli ottenuti dall’algoritmo
di autolocalizzazione provengono, non dal controller di volo che pilota il
mezzo, ma da una seconda piattaforma realizzata dalla facoltà di Ingegneria
Aerospaziale di Forlì su base Arduino Due. Arduino Due è una piattaforma
di prototipizzazione rapida dotata di processore ARM a 32bit con 84MHz
di frequenza di clock, 96KB di SRAM e 512 KB di Flash per il codice. E’
dotata di 54 pin digitali di I/O, di cui 12 capaci di rilasciare anche un segnale
PWM in uscita, 12 pin analogici di ingresso e due di uscita, dotati di DAC.
Su questa piattaforma sono stati montati un sensore inerziale a dieci gradi
di libertà, accelerometro, giroscopio, magnetometro, barometro ed una IMU
con gli stessi gradi di libertà. É connessa poi ad una unità GPS esterna il
cui ricevitore è montato su una torre rialzata, per prevenire disturbi elettro-
magnetici da parte della scheda o dell’embedded PC e per massimizzare la
ricezione del segnale satellitare.
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Figure 6.2: La piattaforma sviluppata su Arduino dalla facoltà di Ingegneria
di Forlì completa e montata sul frame. In primo piano si può notare il grande
dissipatore che mantiene stabile la temperatura della MEMS IMU (Inertial
Measurement Units). Dietro di essa si nota invece un MEMS Inertial Sensors
a 10DOF (Degrees of Freedom), 3 per l’accelerometro, 3 per il giroscopio, 3
per il magnetometro ed uno per il barometro.
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Figure 6.3: Nell’immagini soprastanti è presente il modulo che si occupa del
collegamento della gestione del sistema GPS (Global Positioning System) e
la sua antenna.
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6.1.2 Embedded PC
Come embedded PC è stata usata una soluzione già disponibile che è
stata poi modificata per lo scopo. Si tratta del Optris PI Lightweight, una
soluzione pensata per effettuare riprese ad infrarossi su UAV al fine di mis-
urare le temperature a distanza. Questa soluzione è composta da un embed-
ded PC e una telecamera termica. Il PC è una macchina dotata di processore
Intel Atom Z530 ad 1.6 GHz. 512 MB di RAM DD2 a 533MHz e 2 GB di
memoria SSD. Per collegarsi a questa unità vi sono 2 porte USB, una porta
Mini-USB ed una connesione Ethernet. Sopra questo PC gira una copia au-
torizzata di Microsoft Windows XP Professional, leggermente modificato per
ridurre l’impatto prestazionale. Le poche modifiche effettuate a questa unità
riguardano il comparto software. Tutta la suite di programmi preinstallati
per la gestione della telecamera termica sono stati disattivati, mentre sono
stati installati quei software necessari all’utilizzo delle periferiche connesse.
Quindi i driver di Arduino Due, i driver per il dongle Wifi USB della Net-
Gear e il software Matrix Vision mvIMPACT per la gestione della telecam-
era. Per interagire con il PC basta connetterlo ad una rete locale, o tramite
Ethernet o tramite Wifi, e connettersi al servizio di desktop remoto offerto
dall’applicazione UltraVNC Server. Tramite quest’ultimo si possono anche
trasferire i file comodamente con poche azioni. Si è evitato quindi di instal-
lare un IDE su questo PC e tutto il software è stato realizzato su una seconda
macchina. Basta poi trasferire l’eseguibile e le DLL connesse alle librerie us-
ate per poterlo lanciare da remoto. Ciò ha causato qualche imprevisto poiché,
a volte, librerie dichiarate compatibili a Windows XP richiedevano come pre-
requisito la presenza di altre librerie, non installabili a causa della criticità di
memoria a disposizione. Altre volte le librerie semplicemente non riuscivano
a girare correttamente a causa della potenza elaborativa (questo si vedrà so-
prattutto nel capitolo dedicato alla telecamera, quando, per ridurre la banda
necessaria, delle librerie di compressione sono state messe in campo). Erano
necessari più tentativi quindi prima di raggiungere il risultato finale.
58 CHAPTER 6. CASO DI STUDIO
Figure 6.4: L’embedded PC della Optris installato nella sua sede
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6.1.3 Trasmissione Dati
Il DJI S800 Evo monta una radiotrasmittente per comunicare con il radio-
comando, ma non è adatto alla trasmissione dei dati a noi necessari. Per ap-
plicazioni FPV la facoltà di Forlì utilizza un modulo apposito per la trasmis-
sione di video analogico. Ma anche questo non poteva essere utilizzato per
diverse ragioni. Sia l’embedded PC che la telecamera non dispongono di una
uscita video analogica, avrebbero richiesto quindi l’installazione di ulteriori
dispositivi, non a nostra disposizione. Inoltre restava la necessità di inviare i
dati dell’unità inerziale correlati ai frame immagine acquisiti dalla telecam-
era. La scelta è stata quella di installare una antenna WiFi sull’embedded
PC tramite dongle USB. Si è utilizzata una NetGear N150 già a disposizione.
Un adattatore di fascia bassa ma che supporta il protocollo 802.11 b/g/n.
Sul computer remoto invece, trattandosi di un notebook e quindi già dotato
di antenna WiFi integrata, non è stato installato altro hardware.
Creando connessioni ad hoc la banda risulta però limitata a soli 11MBits/sec.
Non sufficienti a tenere un flusso video/dati costante. Utilizzando un software
openSource chiamato VirtualRouter è stato possibile superare agevolmente
questo problema. Questo infatti trasforma il proprio computer in un router,
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che appare così a tutti gli altri dispositivi come un’infrastruttura. In questo
modo è stato possibile avere una connessione fra l’embedded PC e il notebook
di 65/72 MBits/sec. Stranamente pur provando a settare manualmente molti
parametri, sia sull’hardware installato sull’embedded PC, sia sul notebook,
non si è riusciti ad ottenere connessioni superiori a questa velocità anche
se l’adattatore USB può raggiungere una velocità teorica di 150MBits/sec e
l’antenna installata nel notebook supporta i protocolli 802.11 b/g/n/ac. In
futuro, verranno effettuate ulteriori prove, anche con hardware differente per
cercare di scoprire se si trattasse di un problema di natura fisica o meno.
Da un punto di vista software la trasmissione è uno degli aspetti che ha
richiesto il maggior lavoro. Per la natura dell’applicazione la scelta è stata
di affidarsi all’uso del protocollo UDP per la trasmissione dei dati. Di fatto
è una connessione punto-punto fra due dispositivi, ma che muovendosi pos-
sono essere soggetti a perdita di dati. Una trasmissione TCP pur risultando
per sua natura più affidabile, rischia di divenire troppo inefficiente per via
delle politiche di gestione della congestione già implementate. La perdita
dati non è trascurabile, per un buon funzionamento degli algoritmi di au-
tolocalizzazione le immagini non devono essere compromesse, ed è d’aiuto
se persino il flusso di immagini non è compromesso. Purtroppo come ev-
idenziato da test effettuati con irperf, il tasso di errore sulla trasmissione
dati via WIFI risulta piuttosto alto. Un errore quasi del 7% con i due ap-
parecchi uno a fianco all’altro e ben del 13% con gli apparecchi poco più
distanti. Le prime prove hanno poi confermato questi valori, mostrando a
monitor casuali ma frequenti immagini molto compromesse quando la di-
mensione dei pacchetti era settata al massimo dei 65KB disponibili, o la
totalità delle immagini con delle leggere compromissioni quando si usavano
pacchetti dati più piccoli, con dimensioni fra i 512 Byte e il KByte così come
consigliato da alcuni esperti. Bisognava introdurre quindi un algoritmo di
reinvio dati a fronte di perdite. Ma questa necessità richiedeva una profonda
rivisitazione dell’architettura software realizzata, con il rischio di passare più
tempo nell’implementazione di un dettaglio tecnico che nella risoluzione del
problema. Si è dato un occhio alla disponibilità di protocolli di livello ap-
plicativo nel mondo openSource alla ricerca di un’implementazione concreta
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del Reliable-UDP, un UDP arricchito cioè di quelle funzionalità di affidabilità
tipiche del TCP. UDT, UDP-based Data Transfer è stata la scelta finale. Si
tratta di un’implementazione openSource a cura del Dr. Yunhong Gu e del
Dr. Robert L. Grossman. Questa libreria permette di avere connessioni affid-
abili UDP, gestite come fossero connessioni TCP, svincolando dal problema
di dover gestire i vari destinatari manualmente, anche se in questa fase di
sviluppo del progetto non è ancora necessario. Inoltre si può scegliere di far
apparire la trasmissione come fosse uno stream oltre che come uno scambio
di pacchetti, ma questa soluzione non è stata usata. Molto utile però la pos-
sibilità, realizzabile grazie ad un semplice flag, di attivare anche la consegna
ordinata dei datagrammi, rimuovendo la preoccupazione di dovere gestire i
pacchetti ricevuti dall’utente finale. Questa libreria è appositamente pensata
per cercare di massimizzare l’utilizzo di bandwith disponibile, infatti è usata
in molte applicazioni di supercomputing. Questo da una certa garanzia sulla
possibilità di sfruttare a pieno il nostro collegamento WIFI. Infatti i numeri
non sono a nostro favore, la telecamera genera un flusso di dati variabile fra
35 MB/sec e i 48 MB/sec se usata a pieno potenziale. Considerando l’alto
tasso di errore della rete e una certa difficoltà ad usare più di 40MB/sec,
questo dato rischia di diventare molto problematico. É per questo è stato
deciso di mettere in campo una compressione dei dati video per ovviare al
problema. Ma ne discuteremo nel dettaglio nei sotto paragrafi dedicati nel
capitolo della telecamera.
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Figure 6.5: Il ricevitore wifi Netgear N150 collegato ad un hub Thrust.
Tramite l’utilizzo del hub è stato possibile ampliare il numero di porte USB a
disposizione e al contempo posizionare esternamente all’infrastruttura metal-
lica l’antenna WiFi per una miglior ricezione del segnale.
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6.1.4 Telecamera
La telecamera utilizzata è una Matrix Vision Bluefox USB2.0 121 G/C. Si
tratta di una telecamera industriale con sensore CCD a risoluzione di 1024
x 768 pixels. La telecamera offre un’interfaccia USB 2.0 e tramite i suoi
driver e il suo SDK chiamato MV IMPACT è possibile comandarla e con-
figurare tutti i suoi parametri. Inoltre dispone anche di una porta D-Sub a
9 pin attraverso la quale può essere connessa a device esterni per pilotare
l’acquisizione delle immagini o per fare in modo che sia la telecamera a pi-
lotare questi device. Proprio questa seconda opzione è risultata comoda ai
fine della Tesi. Utilizzando il trigger out della telecamera connesso ad un
trigger in sulla piattaforma Arduino, si potevano acquisire i dati di assetto
in correlazione ai frame della telecamera. Essa infatti è la componente più
lenta del sistema, con un frame rate massimo dichiarato di 39 fps ma che in
condizioni reali si assesta fra gli 11 e i 18 fps a piena risoluzione. Questo ha
permesso di pilotare l’IMU e il GPS con tranquillità. Tramite un supporto
metallico è stata montata in posizione verticale, con l’obbiettivo puntato
verso il basso. Attualmente questa scelta è preferibile per la sperimentazione
sugli algoritmi di autolocalizzazione. Una volta raggiunta la piena maturità
del sistema si potrà ipotizzare un montaggio su gimball per permettere una
visione libera dell’ambiente sottostante il multirotore. L’acquisizione di im-
magini può essere effettuata dal codice grazie all’accesso al buffer immagine
che risulta disponibile sempre tramite le API messe a disposizione dal SDK.
Il formato immagine di destinazione è configurabile fra varie opzioni a dispo-
sizione fra cui citiamo le due da noi utilizzate, RGB888 e Mono8. RGB888
permette di avere i dati impacchettati in 24bit per pixel, 8 per ogni compo-
nente colore (rosso, verde, blu). Mono8 invece restituisce un frame immagine
in scala di grigi dove la profondità di un pixel è definita da 8 bit. Tutti i
formati disponibili sono però non compressi. Si hanno quindi immagini da
787 KB l’una quando si effettuano acquisizioni in scala di grigi, che diven-
gono circa 2,4 MB se prese a colori. Un flusso di immagini di questo peso è
ingestibile per la connessione WIFI installata sul nostro UAV. Infatti con un
frame teoricamente variabile fra 15 e 20 frame per secondo, la banda richiesta
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solo per il flusso video ammonta ad un valore variabile fra 36 e 48 MB/sec,
cioé 288-384 Mbit/sec. Molto maggiore della nostra portata teorica di 72
Mbit/sec. La soluzione è stata comprimere queste immagini al fine di ridurre
lo streaming. Infatti senza nessuna compressione video il flusso dati fin dalle
prime fasi mostrava un forte ritardo. Rapidamente accumulava ben 30 sec-
ondi di ritardo che poi cominciavano inesorabilmente a salire mano a mano
che la trasmissione continuava. Saturato il buffer lato mittente il frame rate
del video crollava ad un frame ogni trenta o più secondi. Di seguito sono pre-
sentate tre possibili opzioni di compressione implementate nel codice. Questi
sono stati inseriti in ordine inverso a quello presentato, questo perché nelle
prime fasi implementative a causa di limiti prestazionali dell’embedded PC,
in mancanza di ottimizzazioni del codice, o semplicemente per problemi di
compatibilità software, è stata necessaria la ricerca di soluzioni alternative
mentre una delle scelte veniva temporaneamente accantonata per trovare una
soluzione.
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Figure 6.6: La telecamera Matrix Vision BlueFox nella sua installazione sulla
piattaforma. In futuro l’installazione di dampener ball permetterà di ridurre
ulteriormente le poche vibrazioni ancora presenti. Le eliche ben calibrate
di fabbrica aiutano ma le vibrazioni sono sempre presenti in questo tipo di
veicoli.
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Snappy
Snappy [61] è una libreria openSource per la compressione/decompressione
dei dati. L’obbiettivo di questa libreria non è raggiungere alti livelli di com-
pressione dati ma avere una buona velocità a fronte di un guadagno ra-
gionevole. In ordine cronologico è stata una delle ultime scelte ad essere
implementata, ma è stato necessario aggiungerla per le grandi problematiche
che le altre opzioni presentavano. L’installazione di Snappy in Windows è
particolarmente semplice, ancor di più se si utilizza Visual Studio come IDE
di sviluppo. In quest’ultimo caso basta una istruzione al packet manager
per ritrovarsi Snappy perfettamente integrato nel progetto. Le API per il




L’utilizzo di questo algoritmo di compressione non causa nessun significativo
rallentamento al software, ma permette di dimezzare la dimensione dei dati di
una immagine in scala di grigi, mentre per le immagini a colori la riduzione
varia fra da un 30 al 40%. Utilizzando questo algoritmo di compressione
il ritardo della trasmissione si è ridotto a soli 11 secondi. Scegliendo di
abbassare la risoluzione ad un ragionevole valore di 640x480 si sono potuti
cominciare a fare i primi esperimenti di comunicazione remota per periodi
di tempo medio-lunghi. Ma si sentiva la necessità di guadagnare ancora
qualcosina perché in movimento il flusso video tendeva facilmente a bloccarsi,
probabilmente per un innalzamento del rate di perdita dei pacchetti UDP.
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Opencv - PNG
OpenCV [62] è una libreria openSource per la computer vision e il machine
learning, utilizzabile grazie alla licenza BSD che vanta più di 47mila persone
coinvolte nel suo sviluppo e grandi compagnie come Google, Yahoo, Mi-
crosoft, Intel, IBM, Sony, Honda, Toyota. Utilizzare OpenCV per effettuare
la compressione di immagini è una delle prime soluzioni ipotizzate, complice
la personale formazione precedente acquisita su questa libreria. Problemi
di compatibilità delle librerie DLL hanno però rimandato l’implementazione
di questa funzionalità. Infatti fino alla versione 2.4.8 di OpenCV, le DLL
per Windows XP erano compromesse. Esse richiedevano una chiamata di
sistema a 64 bit inserita sui sistemi operativi Windows solo a partire da
Vista. Questo rendeva praticamente inutilizzabile la funzione di encoding
delle immagini su Windows XP. Fortunatamente a breve vi è stato il rilascio
della versione 2.4.9 che ha risolto questo problema. L’uso di un encoding di
immagini ha permesso di guadagnare molto in termini di banda utilizzata.
Infatti la riduzione di memoria sia in scala di grigi che a colori si assesta soli-
tamente su un 75%. Inoltre essendo PNG un formato lossless l’immagine che
ne si riottiene a destinazione è perfettamente identica all’originale. Il flusso
dati con l’uso di questa compressione è diventato costante con ritardi che nei
casi peggiori arrivano nell’ordine dei 2-3 secondi. Durante l’implementazione
di questo sistema di compressione era stata iniziata l’implementazione anche
della compressione descritta nel prossimo paragrafo, ma si è poi deciso di
accantonarla a seguito degli ottimi risultati ottenuti. Con l’arrivo della sta-
gione calda, le componenti di fascia bassa come l’antenna WIFI privi di un
flusso d’aria adatto a raffreddarli hanno visto in alcune occasioni di molto ri-
dotte le proprie prestazioni costringendo a riprendere lo sviluppo dell’ultimo
algoritmo di compressione.
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FFMpeg - H264
FFMpeg [63] è un framework per l’elaborazione di media video. Permette
di codificarli e decodificarli in quasi tutti i codec disponibili. Il suo utilizzo
non è semplice e la documentazione risulta a volte carente sull’aspetto del
codice, ma fra i forum si trova una buona quantità di materiale e di esperti
pronti ad aiutare. Tramite questo framework si convertono le immagini ot-
tenute dalla camera in un flusso video codificato con il codec H264. Le opzioni
di compressione sono state settate per cercare una compressione meno spinta
possibile e nel tentativo di ridurre la latenza (preset: veryfast, tune: zerola-
tency). Inizialmente si è tentato di ottenere un flusso lossless con l’opzione
qp: 0 passata fra i parametri di configurazione, ma questo porta la latenza ad
aumentare molto. Si introduce infatti un ritardo superiore ai venti secondi,
a causa del debole processore disponibile sulla piattaforma embedded. La
scelta al momento è stata quella di lasciare questo parametro di default ed
avere un “gop” nullo per avere solo i-frames, sufficienti a ricreare l’immagine,
senza p-frames o b-frames. Questo perché ogni qual volta un nuovo desti-
natario si sottoscrive al UAV ha bisogno di un i-frame per iniziare il video e se
questo non è disponibile la libreria si blocca. Attualmente l’implementazione
di questa funzionalità ha incontrato difficoltà che si cercherà di risolvere in
seguito. Così facendo, grazie ad un intelligente utilizzo della compressione
lossy la riduzione si assesta a valori sempre superiori al 90% con qualsiasi for-
mato immagine. Questo garantisce un video praticamente costante e quasi
in real-time. L’implementazione di questo algoritmo potrà tornare sicura-
mente molto più comoda in caso di sostituzione della camera con modelli a
risoluzione maggiore o con frame rate superiori.
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6.2 Architettura Hardware


























Tutti i dispositivi hardware presenti sulla struttura traggono la loro ener-
gia da una batteria a tre celle al litio. Delle prove a regime hanno mostrato
che questa soluzione permette una autonomia variabile fra i 10 e 15 minuti.
Non ancora tantissimi, ma si tratta di un compromesso scelto per non au-
mentare troppo il peso con batterie a più celle sapendo che si tratta di
una configurazione di prova per effettuare le prime sperimentazioni. Inoltre
l’architettura Intel Atom se pur parsimoniosa nei consumi non è capace di
battere le Architetture ARM. A pieno carico l’efficienza complessiva del sis-
tema è battuta anche dalla sua cugina più esosa, l’Intel i3. Questo quindi ci
fa sperare che un cambio di hardware possa giovare al sistema già con questa
tipologia di batteria, incrementando la potenza computazionale e la durata
in un colpo solo. Si è comunque ipotizzata la possibilità di inserire un circuito
di controllo alla batteria per poi effettuare una lettura da Arduino. Questi
dati verrebbero poi trasmessi a terra all’operatore, e se il livello di carica
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scendesse troppo, si potrebbe far scattare anche un allarme sonoro per avvis-
are il personale a terra dell’esaurimento della batteria. E’ un’informazione
molto importante perché batterie troppo scariche posso far nascere principi
di incendio con possibili gravi risvolti per la sicurezza del mezzo e del person-
ale operante lo stesso. La piattaforma inerziale Arduino e il ricevitore WiFi
della NetGear sono connessi all’embedde PC tramite un HUB della Thrust,
connesso alla porta USB della sezione posteriore. La telecamera è invece
connessa direttamente alla sezione frontale sempre tramite connessione USB.
Un evento curioso è stato scoprire che la piattaforma Arduino ha evidenziato
comportamenti strani con l’embedded PC. Il collegamento viene riconosciuto
solo dalla porta posteriore del PC e, soprattutto, se il dispositivo viene con-
nesso a PC spento preclude un regolare avvio di quest’ultimo. La procedura
corretta d’avvio consiste quindi nell’accendere l’embedded PC, attendere la
sua connessione automatica alla Ground Station e solo allora connettere il
dispositivo Arduino. Il bootloader del PC Optris, come impostazione di fab-
brica, cerca prima un dispositivo di archiviazione USB e solo in seguito avvia
la sua partizione interna, questo per semplificare il ripristino del disposi-
tivo tramite la chiave USB inclusa nella confezione. Arduino probabilmente
veniva scambiato per una pendrive interrompendo quindi il regolare avvio dal
SSD interno. Anche se questa è solo una teoria, perché l’assenza di un out-
put video ci ha impedito di verificare. Potrebbe anche non trattarsi di questo
dato che era possibile illuminare tutti i led del PC stesso semplicemente con-
nettendolo tramite USB ad un Arduino alimentato, pur scollegando fisica-
mente l’alimentazione del PC. Questo insieme al problema di riconoscimento
delle porte restano tuttora inconvenienti sui quali continuiamo ad investi-
gare. Il collegamento tra la telecamera BlueFox e la piattaforma Arduino,
per trasportare il trigger di acquisizione, è realizzato tramite una connessione
fisica fra i pin 7 e 2 della porta D-Sub della telecamera e due piedini digitali
della piattaforma Arduino, programmati via software per la ricezione di un
trigger. Arduino offre la possibilità di alimentare a 3,3V queste porte e di
attivare tramite software una resistenza da 20KΩ sgravandoci dal compito di
implementare un circuito elettrico di alimentazione. Non c’è molto da dire
sulla GroundStation. Consiste in un notebook Apple MacBook Pro Retina
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15́’ dotato di processore Intel Core i7, quad-core 2.3GHz con Turbo Boost
fino a 3.5GHz. 16GB 1600MHz DDR3L SDRAM, 512GB PCIe-based Flash
Storage ed antenna WiFI 802.11 b/g/n/ac. L’autonomia media di questa
macchina supera le 8 ore con il sistema operativo originale, ma scende a 4
ore in Windows 7. Permette comunque di avere un tempo di utilizzo vicino
alle due ore quando usata a pieno carico e con la luminosità del monitor
impostata al massimo, visibile anche in giornate di pieno sole. Si consiglia
però l’utilizzo in futuro di apparecchi professionali pensati per il volo in FPV
(first person view), dotati di schermo antiriflesso e maggiore autonomia delle
batterie.
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Figure 6.7: Nell’immagine si può vedere come appare la piattaforma una
volta montata. Questa si connette poi al frame con i motori tramite sei
semplici clip.
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6.3 Architettura Software
Entrambi i software sono stati realizzati con un occhio particolare al par-
allelismo, implementando quindi un’architettura multi-thread. Infatti anche
se l’attuale embedded PC utilizzato monta un processore single-core, un Intel
Atom come descritto precedentemente, che non risulta essere un’architettura
hardware specificatamente pensata per il multi-threading, questo approccio
ci garantisce che qualora dovessimo sostituire l’hardware utilizzato con del
nuovo più performante riusciremmo subito a sfruttarne a pieno il potenziale.







Il lavoro principale è svolto da quattro thread: Acquire, Send, Accept
e Listen. Il thread Acquire condivide con il thread Send una ”concurrent
bounded queue”, una lista concorrente limitata. Inoltre Send condivide con
Accept e Listen anche un “concurrent vector”, un vettore concorrente.
Il thread acquire ha il compito di acquisire le informazioni, correlarle ed
impacchettarle per la trasmissione. Ciclicamente interroga quindi i due dis-
positivi principali per raccogliere i dati da loro accumulati e poi trattarli. Il
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L’acquisizione dei dati da parte di Arduino è un’operazione bloccante,
sbloccata solo dall’acquisizione di un’immagine da parte della BlueFox. Il
trigger out della MatrixVision Bluefox è un parametro pilotabile da codice,
ed è stato implementato in modo tale che quando una richiesta di acquisizione
è stata completata il trigger generi un segnale di discesa che fa attivare la












Ora abbiamo la certezza che la piattaforma Arduino raccoglierà i dati e li
renderà disponibili in un tempo prossimo, quasi istantaneo, all’acquisizione
dell’immagine. Una richiesta di acquisizione potrebbe però consegnare una
risposta negativa, non è infatti assicurato che ogni richiesta di acquisizione
immagine si completi con successo. Per non creare del delay rispetto alla
raccolta dei dati inerziali si è scelto di valutare la richiesta solo nell’istante
successivo alla ricezione dei dati da Arduino. Se la richiesta immagine dovesse
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presentare un esito negativo basterebbe scartare i dati e proseguire. La fre-
quenza della telecamera è decisamente inferiore alla frequenza massima a cui
può acquisire l’IMU su Arduino, questo quindi ci da ampio margine e ci per-
mette di poter avere qualche lettura spuria. Nella pratica però questo genere
di situazione non si è verificato neanche una volta. I frame immagine con-
segnati dalla BlueFox sono sempre risultati corretti. La connessione USB di
Arduino con il PC simula la connessione seriale UART. Il sistema operativo
Windows XP mette a disposizione una libreria per effettuare trasmissioni di
dati seriali. Ma a differenza della libreria introdotta da Windows 7 in avanti,
risulta ancora una libreria di basso livello. Per nascondere questi dettagli
tecnici all’interno del core del programma è stata preparata una classe seri-
ale che inizializza il collegamento, per la piattaforma specifica a 115200baud,
8 bit per byte, un bit di stop e nessun bit di parità. Inoltre in questa classe
sono state sviluppate comode funzionalità come la verifica della connessione,
la lettura bloccante di linee di testo e, in previsione futura, la scrittura di
quest’ultima. Una seconda classe a far da decoratrice a questa si occupa
invece di ricevere la stringa dei dati, suddividerla e preparare un elemento
di tipo FrameData che altro non è che una struttura dati da noi pensata
per passare agevolmente i dati fra i vari processi, occupandosi anche di de
allocarsi automaticamente quando il suo contenuto non è più utilizzato da
nessuno. La stringa dati consegnata da Arduino al nostro embedded PC è
strutturata come segue:






Timestamp è un parametro interno ad Arduino ed è stato utilizzato in
fase di debug, rappresenta il tick del suo clock interno. Delay invece indica
il tempo in microsecondi passato fra il fronte di discesa e la preparazione dei
dati. Questo perché se per qualche ragione questo tempo dovesse risultare
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troppo elevato (dai 100 millisecondi in su) si opterebbe per scartare i dati
in quanto non ben sincronizzati con l’immagine. Roll, pitch e yaw sono
gli angoli di assetto misurati dal magnetometro. Questi variano sulla base
del nord magnetico, non dipendono quindi dall’inizializzazione del sistema
ma dalla sua posizione nello spazio. Infine gli ultimi parametri sono infor-
mazioni ottenute dal GPS. Quality è un flag che può variare da 0 a 2 ed indica
l’affidabilità dei dati visualizzati. Il parametro successivo porta il conteggio
del numero di satelliti connessi. Per un volo in sicurezza questo parametro
è consigliato superiore o uguale a sette. Gli ultimi tre rappresentano le ben
note informazioni di latitudine, longitudine ed assetto. Questi parametri sono
trasferiti come stringa di caratteri, ognuno di essi è separato dal successivo
dal carattere speciale “|” e la stringa termina grazie al terminatore \n. Come
detto questa stringa viene suddivisa e viene inizializzata, con i valori letti,
una struttura dati a noi più congeniale. A questo punto come anticipato
procediamo con il verificare se la risposta alla richiesta di cattura immagine
è andata a buon fine. Se cosi dovesse essere, passiamo il puntatore al buffer
immagine ad una unità di preparazione del frame immagine per spedirlo.
Sulla base dei parametri d’avvio verrà selezionata una modalità di compres-
sione fra le quattro implementate: nessuna, Snappy, PNG tramite OpenCV
o H264 tramite ffMpeg. I parametri di compressione sono settati all’avvio
sulla base dei parametri scelti di risoluzione e numero dei canali. Difficoltà
tecniche legate ad ffMpeg impediscono purtroppo per ora di usufruire di un
cambio di risoluzione dinamico così come implementato nelle prime release.
Non sono mancate le difficoltà tecniche per far sì che il tutto funzionasse
correttamente. OpenCV ha avuto problemi con le librerie DLL rilasciate
nella versione 2.4.8, mentre ffMpeg ha sempre dimostrato una richiesta di
risorse tale da non riuscire a giustificare il suo utilizzo fino alle ultime fasi
quando varie ottimizzazioni hanno permesso al tutto di funzionare in armo-
nia, se pur con il settaggio di compressione meno spinto. Una volta ottenuta
l’immagine compressa viene inserita nella struttura Frame e il tutto viene
inserito nella coda. La coda, concorrenziale e limitata è stata implementata
anch’essa a mano. Nella libreria Windows, infatti, la coda concorrente è im-
plementata solo da Windows 8, così come molte altre astrazioni riguardanti il
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parallelismo. La limitazione al numero di elementi è arrivata in una seguente
fase. Durante le prove si è verificato infatti che qualora il segnale dovesse
indebolirsi troppo e la trasmissione dovesse cominciare a rallentare allora si
correrebbe il rischio di improvvisi shutdown dell’applicazione. Alla fine si
è scoperto che la causa era data dalla congiunzione di poca RAM e file di
paging disattivato di default. Con soli 512 MB di RAM a disposizione, di cui
più della metà occupata dal sistema operativo, era facile che con il crescere
di immagini in coda, in attesa di essere inviate, si saturasse rapidamente la
memoria RAM comportando un blocco totale. Avere questo limite sulla coda
ha giovato enormemente la stabilità del sistema.
I dati inseriti in coda vengono prelevati dal thred Sender, che non deve far al-
tro che spedirli a tutti gli utenti registrati tramite la libreria UDT. Gli utenti
sono disponibili in un vettore di UDTSOCKET, che rappresentano le ses-
sioni, in modo molto similare alle sessioni TCP. I dati di ogni singolo Frame
sono inviati tramite due datagrammi. Il primo specifica al destinatario che il
prossimo datagramma che sta per ricevere è di tipo dato, questo perché il sis-
tema sull’UAV può anche inviare altre informazioni al sistema a terra, come
la segnalazione che il sistema è in fase di shutdown. Il primo datagramma
porta con sé anche le informazioni ottenute da Arduino, più un parametro
che indica la dimensione del immagine allegata. Il secondo datagramma che
viene inviato trasporta proprio i dati di questa immagine. Accept e Listen
intervengono più di rado e non impattano quasi per nulla sulle prestazioni del
sistema. Il primo Accept si occupa di accettare nuove connessioni da parte di
nuovi utenti, creare le connessioni ed aggiornare il vettore in modo tale che
anche Send e Listen siano al corrente dei nuovi utenti collegati. Queste nuove
conenssioni si creano inviando un messaggio di SUBSCRIBE al MAV e at-
tendendo poi la ricezione dei dati. Listen invece ascolta in ingresso la socket
del MAV in attesa di comandi specifici. Ad esempio un utente può segnalare
l’intenzione di abbandonare la sessione con un messaggio di UNSUBSCRIBE.
Si può richiedere anche lo shutdown del servizio tramite messaggio STOP.
Tutti i thread e le risorse sono create da un thread principale, in caso di
necessità quindi per aggiungere nuove funzionalità basta semplicemente affi-
ancare nuovi thread e collegarli alle risorse già presenti. Come detto anche
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il software, che gira sulla Ground Station, è stato sviluppato a thread per
sfruttare a pieno la potenza della macchina su cui girava. La struttura del

















I vari thread si scambiano i dati ancora una volta attraverso l’uso di “con-
current bounded queue”, ma stavolta potendo disporre della libreria .NET
4 la coda concorrente limitata è solo una decorazione della coda concor-
rente messa a disposizione dalla libreria .NET. All’avvio il sistema chiede
all’utente l’indirizzo IP del dispositivo al quale intende connettersi grazie
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ad un’interfaccia grafica realizzata tramite la libreria Qt5. Se l’indirizzo IP
è corretto e il sistema si è connesso correttamente al veicolo allora l’intero
sistema si avvia.
La successiva schermata presenta all’utente le informazioni principali per
il controllo del mezzo e le immagini acquisite dalla telecamera di bordo. Nel
frattempo in background i singoli thread cominciano a svolgere le loro man-
sioni specifiche. Receive è direttamente connesso all’ascolto dei dati in arrivo
dal MAV. Questi dati vengono salvati nella stessa struttura dati usata dal
software sul UAV e vengono passati al thread Decode. Questo thread ha
ora il compito di trasformare questi dati e creare una nuova struttura dati
più adatta a raccogliere le nuove informazioni che l’elaborazione fornirà. In-
oltre facendo riferimento ad un flag presente in FrameData potrà conoscere
il protocollo di compressione usato e quindi attuare una procedura inversa
con il quale decodificare l’immagine da consegnare ai thread successivi. Qui
ffMpeg ha a disposizione un’architettura hardware molto più potente che gli
permette di ottenere decodifiche dei dati praticamente immediate. Questi
dati vengono passati al thread PTAM, che esegue al suo inteno una versione
modificata di PTAM, fatta a posta per poter ricevere e trattare dati forniti in
ingresso da terzi, anziché cercare un dispositivo di acquisizione dal quale auto-
maticamente cercare di ricavare i dati. Ad ogni elaborazione PTAM aggiorna
le sue informazioni sulla localizzazione della camera rispetto all’origine e al
piano origine da lui selezionato ed aggiorna una mappa interna dell’ambiente,
arricchendola qualora possibile con nuovi punti. Le informazioni di localiz-
zazione, il numero di frame e di keyframe e il tempo di calcolo utilizzato per
80 CHAPTER 6. CASO DI STUDIO
il tracking della scena vengono salvati nella struttura dati che viene poi pas-
sata al thread View. View preleva da questa struttura dati le informazioni
più utili all’utente, quindi immagini e assetto, misurato dalla piattaforma
inerziale di bordo, e le mostra all’utente in una semplice interfaccia grafica.
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6.4 Esperimenti
In questa sezione verranno descritti gli esperimenti e i parametri valutati
durante lo sviluppo di questa Tesi.
6.4.1 Parametri di valutazione
Per studiare il comportamento del PTAM tre parametri principali sono
stati valutati, la precisione e l’accuratezza, le prestazioni e la robustezza del
sistema. Di seguito sono descritti nel dettaglio.
Precisione e accuratezza
Uno dei parametri più importanti ma anche tra i più difficili da stimare
è la precisione e l’accuratezza. La prima misura, la precisione, permette
di valutare la dispersione dei dati raccolti. Questa infatti se dovesse essere
troppo alta renderebbe le letture effettuate dal sistema difficilmente utiliz-
zabili. L’accuratezza invece calcola la distanza fra le misurazioni effettuate
e la verità, che nel nostro caso, in assenza di un sistema di motion track-
ing esterno, che avrebbe garantito un’accuratezza superiore, è data dai dati
registrati dall’IMU e dal GPS, precedentemente calibrati.
Robustezza
La robustezza del sistema rappresenta la sua capacità di resistere a con-
dizioni estreme. Questo genere di condizioni può essere rappresentato da
cambi di luce, offuscamenti temporanei dell’ottica o forti accelerazioni. A
mettere in crisi questo tipo di algoritmi possono essere anche situazioni in
cui l’ambiente si presenta troppo omogeneo o non sufficientemente statico.
Prestazioni
Il frame rate della telecamera non era tanto elevato da dover mettere in
crisi l’algoritmo, ciò nonostante abbiamo salvato parametri come il tempo
impiegato per effettuare il tracking fondamentale per capire quanto margine
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abbiamo a disposizione se volessimo utilizzare telecamere più veloci. Inoltre il
numero di punti generati sulla mappa e il numero di keyframe salvati sono al-
tri due parametri prestazionali importanti. A differenza dell’implementazione
per ROS questa implementazione non è limitata e dovrebbe essere capace di
acquisire nel tempo un numero realmente elevato di questi due fattori. Aiu-
tando quindi la robustezza del sistema a ritrovarsi in ambienti già visitati.
6.4.2 Descrizione Esperimenti
Le prove erano state strutturate e programmate come descritto di seguito.
• Prova di laboratorio per verificare la robustezza del sistema: queste
prove servono a verificare che il sistema parta e funzioni correttamente
prima di procedere in fasi più avanzate del lavoro.
• Prove all’aperto in percorsi aperto: in queste prove possiamo verificare
la capacità del sistema di riconoscere la corretta traiettoria dai dati
acquisiti dall’ottica, e di misurare il drift che si accumula.
• Prove all’aperto di percorsi chiusi: per verificare la capacità del sistema
di riconoscere i loop e riaggregare i dati.
Queste erano le prove previste, purtroppo durante le prove di laboratorio
si è evidenziata una debolezza del sistema. Il lavoro si è quindi concentrato
sul cercare la risoluzione di questi problemi laddove possibile o tanto meno




Prima di esporre i risultati è bene precisare che le diverse analisi ef-
fettuate hanno confermato la fonte dei problemi riscontrati. L’utilizzo di
Windows come sistema operativo ha impattato sulle prestazioni di calcolo.
Molte delle librerie utilizzate dal PTAM dichiarano già nelle specifiche bug
e cali di prestazione sulle piattaforme Windows noti ma ancora non risolti.
La nostra è stata una scelta obbligata dalla piattaforma di calcolo embed-
ded a nostra disposizione, che facendo parte di un prodotto commerciale non
potevamo modificare oltre certi limiti. In futuro, se si dovesse decidere di
acquistare una piattaforma di calcolo embedded scorrelata da altri prodotti
commerciali si potrebbe agevolmente portare l’intero codice di sistema sotto
una distribuzione Linux per poter sfruttare a pieno le librerie di calcolo. Un
altro punto critico è stato invece rappresentato dalla telecamera a nostra dis-
posizione. Pur trattandosi di un prodotto industriale è pensato per impieghi
molto specifici. Un frame rate di almeno 30fps è uno dei requisiti minimi per
uno stabile funzionamento del PTAM. Grazie alla riduzione della risoluzione
fino a 640x480, nelle giornate soleggiate potevamo, insieme alla riduzione dei
tempi di esposizione ottenere valori molto vicini a questo requisito. Abbiamo
però compreso che il tempo di esposizione fisso, regolabile manualmente da
codice, non ci ha aiutato nell’acquisire immagini con una qualità adeguata.
Infatti, pur ponendo molta attenzione alla scelta dei tempi di esposizione
adeguati, ci si ritrovava all’esterno con condizioni di meteo che seppur poco
variabili portavano all’acquisizione di immagini a volte troppo scure e a volte
troppo sovraesposte. Ciò nonostante si sono ottenuti risultati incoraggianti
che fanno ben sperare per i prossimi sviluppi. Soprattutto dagli esperimenti
ottenuti con le prime modifiche al sistema. Prima di procedere ai risultati
bisogna anche descrivere la correlazione fra i dati ottenuti dai due sistemi di
acquisizione, l’IMU e la telecamera. La piattaforma inerziale è posizionata
in modo tale che gli assi x e y formino un piano parallelo al suolo, con l’asse
x che punta in avanti, l’asse y verso sinistra e l’asse z direzionato verso l’alto.
La scelta deriva dal fatto che la telecamera è posta frontalmente in posizione
verticale con la lente puntata verso il suolo e la parte alta della stessa è in
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direzione concorde all’asse x dell’IMU. PTAM genera un sistema di tre assi
ortogonali con l’asse z solidale all’asse della telecamera e direzionato verso
la vista. L’asse x punta verso la destra della telecamera e l’asse y verso il
basso. Utilizzando i simboli x, y e z per indicare gli assi dell’IMU e i simboli
x’, y’, z’ per indicare gli assi del PTAM abbiamo che x = -y’, y = -x’ e z
= -z’. Sapendo che per roll si intendono le rotazioni sull’asse x, pitch quelle
sull’asse y e yaw quelle sull’asse z abbiamo che il roll dell’IMU è correlato
a pitch del PTAM, il pitch è correlato a roll e lo yaw è correlato allo yaw.
Abbiamo poi trattato i dati per far coincidere lo stato iniziale dell’assetto a
(Roll: 0◦, Pitch: 0◦, Yaw: 0◦). In questo modo abbiamo messo in diretta
correlazione le rotazioni effettivamente misurate nelle fasi in cui l’algoritmo
PTAM è in esecuzione.
Precisione e accuratezza
La poca robustezza alle scene outdoor ha impedito di effettuare test ap-
profonditi sull’accuratezza dell’assetto in outdoor. In indoor siamo riusciti,
se pur a fatica, le condizioni di scarsa illuminazione portavano un calo del
frame rate della BlueFox fin sotto i 15 frame per secondo, ad ottenere dei
dati di assetto da confrontare con le informazioni forniteci dalla piattaforma
inerziale. Di seguito riportiamo a titolo d’esempio la rappresentazione grafica
dei dati ottenuti da una delle sessioni di laboratorio.
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Com’è possibile vedere l’algoritmo, nonostante le difficoltà di natura tec-
nica, descritte nel dettaglio nella prossima sezione, riesce con un buon grado
di accuratezza e precisione a seguire i cambi di assetto della telecamera ripro-
ducendo abbastanza fedelmente i dati letti dall’unità inerziale. Effettuando
una misurazione dell’errore, calcolato come differenza fra l’assetto misurato
dal PTAM e l’assetto misurato dall’unità inerziale, si ottiene che in tutte e tre
le prove l’errore medio non è molto elevato e che in particolare la deviazione
standard rimane bassa. E’ curioso inoltre notare l’andamento costruttivo
della mappa, è infatti quasi possibile evidenziare gli istanti in cui operazioni
di local o global bundle adjustment vengono effettuate, migliorando di con-
seguenza l’informazione sulla localizzazione della camera.
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L’errore medio è inferiore ad un grado per tutti e tre gli assi, con una
deviazione standard che rimane molto contenuta. Una sessione all’aperto,
a seguito di alcuni miglioramenti apportati che desciveremo nella sezione
dedicata alla robustezza, ci ha comunque permesso di provare la capacità
dell’algoritmo di riconoscere il pattern del percorso. Come si può vedere dal
grafico sottostante la passeggiata nel piazzale frontale all’edificio dell’inquadratura
è stata correttamente riconosciuta e riportata. Purtroppo a terra non è stato
possibile utilizzare il GPS, quindi non è stato possibile misurare con esattezza
l’errore.
Prestazioni
Sul sistema operativo Windows sono da segnalare inspiegabili frame rate
occasionali, come segnalato anche dagli autori originali, che possono minare
leggermente l’esperienza utente, senza compromettere in modo grave la com-
putazione. A parte questa nota però non vi sono particolari importanti da
riscontrare. L’applicazione ha un tempo di tracking medio che si assesta fra
i 4 e 5 millisecondi. Nelle sperimentazioni più proficue abbiamo gestito nuv-
ole con più di 4000 punti e quasi 200 keyframe in memoria senza soffrire di
particolari problematiche legate all’hardware. Paradossalmente in outdoor
abbiamo raccolto meno punti rispetto alle sperimentazioni originali di [53] in
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indoor, questo grazie alle modifiche apportate descritte nella sezione dedicata
alla robustezza.
Figure 6.8: Rappresentazione grafica che mostra tramite colonne il numero
di punti acquisiti e tramite linea il numero di keyframe durante una delle
sessioni più lunghe all’aperto.
Figure 6.9: Da questo grafico se ne evince come, a meno di picchi sporadici, il
tempo di elaborazione del tracking si mantenga pressapoco costante intorno
ai 5000 microsecondo, cioè soli 5 millisecondi. Molto inferiori agli almeno 30
millisecondi che un frame rate a 30 frame per secondo metterebbe a dispo-
sizione.
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Questo ha avuto un duplice vantaggio, perché permetterà al sistema di
girare su macchine meno potenti, senza però dover attuare politiche forti di
limitazione come svolto nell’implementazione ROS (dove vi è un limite al nu-
mero di keyframe salvato in memoria). Per ora abbiamo lasciato l’algoritmo
PTAM libero di accumulare le informazioni di cui necessitava senza limiti per
poi valutare le risorse necessarie una volta ottenuti i risultati di affidabilità
desiderati.
Robustezza
Questa è stata una delle caratteristiche più critiche della sperimentazione.
Dalle sperimentazioni sono emersi diversi punti critici che richiederanno ul-
teriori approfonditi sviluppi. Se il sistema si mostra resistente ai disturbi
temporanei, si è dimostrato meno robusto a cambi di luminosità ambien-
tale più lenti. Questo non è un problema dell’algoritmo, ma della configu-
razione del nostro sistema. La Bluefox permette di settare il parametro del
tempo di esposizione in modo completamente manuale attraverso il codice.
Se per certe applicazioni questo è l’ideale, nel nostro caso ha rappresentato
un ostacolo. Semplici variazioni di meteo infatti cambiavano di molto la
qualità delle immagini ottenute dalla telecamera. L’aumento dell’intensità
luminosa ci portava ad acquisire immagini sovraesposte, al punto di satu-
rare ampie porzioni dell’ambiente rappresentate completamente in bianco.
L’ombra portata dalle nuvole di passaggio generava invece una situazione
completamente opposta e altrettanto negativa. Le zone d’ombra ora appari-
vano molto scure, con tonalità degli ambienti non abbastanza contrastate.
Per quanto riguarda l’algoritmo si sono notate invece criticità sugli ambi-
enti omogenei. Ad esempio prati, pavimentazioni, asfalti. Questi ambienti
portano con se un elevatissimo numero di dettagli ma con poco contenuto
informativo. Spesso infatti porzioni di scena nuove venivano riconosciute dal
PTAM come aree già esplorate, spingendo quindi per un riposizionamento
all’interno della mappa virtuale interna completamente errato. Per cercare di
limitare questo problema una modifica del sistema di mapping è stata imple-
mentata. Si è scelto di escludere dal mapping il livello più dettagliato della
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piramide di immagini del keyframe elaborato dal mapper. Questo livello, il
livello zero, contiene l’immagine alla sua risoluzione originale. Su questa im-
magine il mapper può cercare molti punti significativi da etichettare e salvare
in memoria. Gran parte di questi punti significativi riconosciuti sono però
dettagli molto fini come fili d’erba, trame specifiche delle mattonelle e via via
dicendo. Questi dettagli però tendono a ripetersi in più aree in modo quasi
identico. Escludendo dal mapping il livello zero della piramide si ottiene
quindi l’esclusione dalla mappa di tutti questi punti, con un duplice effetto.
Da una parte rafforziamo il tracking, il tracker quando proietterà la mappa
non dovrà cercare punti troppo dettagliati nell’ambiente, che rischiano di
confonderlo. Al tempo stesso si risparmia tempo di calcolo e memoria. So-
prattutto quest’ultima viene ridotta di molto, poiché è proprio il livello zero
quello che genera la maggior mole di informazioni. Vi è poi un altro trick
che può essere utilizzato per ottenere risultati leggermente migliori, soprat-
tutto in quelle ambientazioni che presentano grandi dettagli che tendono a
ripetersi, come le facciate di un edificio. Il tracking come descritto nel capitolo
cinque è diviso in due fasi. Una di aggiornamento della posa più grossolana
ed una fine. E proprio la prima può compromettere leggermente il lavoro del
tracker. Ampie scene simili che si ripetono possono essere confuse quando
si fa una ricerca delle patch al livello più alto della piramide, il quarto liv-
ello, dove l’immagine ha una risoluzione otto volte inferiore. Nel nostro caso,
poiché avevamo settato la camera a 640x480 si tratta quindi di immagini a
80x60. Se si è in questo genere di ambienti e si nota una certa confusione
da parte del tracker, è bene allora disattivare il tracking grossolano (“coarse
tracking”). Si noterà un notevole miglioramento. Infine, ma non per questo
meno importanti, ci sono le modifiche apportate al sistema di aquisizione di
nuovi keyframe da parte del mapper. Gli attuali parametri prevedono che
un nuovo keyframe sia passato al mapper se sono passati almeno venti frame
dall’ultimo keyframe, se la qualità del tracking è buona, se il mapper non
è già sovraccarico di keyframe e soprattutto se il mapper ha bisogno di un
nuovo keyframe. Ma quando il mapper ha bisogno di un nuovo keyframe?
Stando all’attuale implementazione quando la distanza è superiore ad una
soglia impostata fra i parametri di configurazione del sistema. Il parametro
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sulla distanza e il parametro sulla qualità del tracking si sono rivelati due as-
petti delicati in condizioni outdoor. Due nuovi parametri sono stati aggiunti
per sensibilizzare il mapper al contesto, intervenendo in nuove situazioni di
criticità per cercare di prevenire la perdita del tracking. Il parametro as-
sociato alla qualità del tracking suddiviso nelle categorie buono, scadente,
male è stato ritenuto troppo netto. Esso infatti non aiuta a comprendere
come la scena si sta evolvendo. E’ stata introdotta una fascia di transizione
fra il livello buono, dal quale si effettua ancora il mapping, e il livello sca-
dente, dove il mapping viene disattivato. Quando ci si trova in questa fascia,
definibile con un parametro di tolleranza, da noi impostato al 1%, si forza il
tracker a generare un keyframe e consegnarlo al mapper, nel tentativo di raf-
forzare una situazione che rischia di divenire scadente, e che quindi potrebbe
portarci in seguito a perdere le nostre tracce. Questo ha aiutato particolar-
mente, infatti dopo la rimozione del livello più dettagliato dal mapping le
mappe generate contengono molti meno punti. Processare keyframe in più
per non trasformare il vantaggio dell’eliminazione dei dettagli in uno svantag-
gio è stata una azione fondamentale per irrobustire l’algoritmo. La seconda
modifica invece cerca di effettuare una valutazione sull’aspetto che la mappa
presenta all’utente. La vista della camera viene suddivisa in quattro quad-
ranti. A questo punto se uno dei quadranti dovesse risultare completamente
privo di punti si forza il mapper ad elaborare un nuovo keyframe. L’idea
dietro questa soluzione è che se la telecamera comincia a muoversi, uno o
più dei quattro quadranti in breve tempo si svuoterà. Riconosciuta questo
stato, si può intervenire per mitigare le possibili problematiche del movi-
mento della telecamera. Una modifica non effettuata potrebbe addirittura
prevedere dei livelli di tolleranza locali come quelli applicati a livello globale
alla mappa, per intervenire ancor prima che un quadrante sia completamente
sgombro e quindi in una situazione più critica. Queste due modifiche hanno
irrobustito molto il comportamento in outdoor del PTAM, senza però ren-
derlo comunque perfetto, a causa delle problematiche hardware di cui già
ampiamente discusso. Si ritiene comunque ipotizzabile che la sostituzione
del features detector possa portare dei vantaggi anche in presenza di immag-
ini di qualità non per forza elevate.
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Chapter 7
Conclusioni
In questa Tesi è stata realizzata una piattaforma hardware concepita ap-
positamente per essere impiegata su un Micro Aerial Vehicle (MAV), un
esacoptero della DJI. Diverse componenti hardware a nostra disposizione
sono stati fisicamente interconnesse e successivamente fissate su una infras-
truttura metallica. Per coordinare e gestire tutte le periferiche sono stati im-
plementati in C++ diversi moduli software, utilizzati per realizzare un’infrastruttura
capace di acquisire i dati, inviarli dalla piattaforma connessa al MAV ad un
computer remoto il quale, dopo averli elaborati, visualizza i più significativi
all’utente finale. Durante questo lavoro si sono incontrate, ed affrontate, nu-
mero difficoltà tecniche e le soluzioni sviluppate hanno permesso di ottenere
una trasmissione di video e informazioni d’assetto tramite trasmissione Wifi
e con un ridotto lag. Utilizzando questa piattaforma abbiamo svolto esper-
imenti di laboratorio sull’algoritmo di autolocalizzazione PTAM, opportu-
namente modificato per aumentarne la robustezza nell’utilizzo in outdoor.
I test eseguiti hanno fornito risultati incoraggianti sulla capacità di autolo-
calizzazione spaziale evidenziando, tuttavia, i limiti dell’hardware a nostra
disposizione. D’altra parte, ciò ha consentito di comprendere le caratteris-
tiche fondamentali per la futura selezione di nuove periferiche da acquisire per
potenziare la piattaforma. Questo è il primo lavoro che si prefigge l’obbiettivo
di sviluppare le funzionalità necessarie per garantire ad un veicolo autonomo
la possibilità di completare compiti, con un livello di complessità superiore a
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quanto effettuato fino ad oggi, con il minimo intervento umano. La capacità
di conoscere la propria posizione nello spazio consente di acquisire infor-
mazioni nuove, progressivamente durante l’esplorazione, e ciò rappresenta
uno dei requisiti fondamentali che questo genere di veicoli deve possedere.
L’attuale implementazione con le modifiche effettuate ha consentito in parte
di superare le limitazioni dell’hardware e ci ha permesso di ottenere buoni
risultati. L’approccio che prevede le due fasi iterative di localizzazione della
posizione ed il mapping dell’ambiente (noto come SLAM) è stato ampiamente
definito nella sua formulazione teorica. Le difficoltà, come spesso avviene,
sorgono durante l’applicazione reale e sono legati all’hardware utilizzato e
alla divergenza dall’idealità dei dati acquisiti, che richiede elevata potenza
di calcolo. Se fino ad ora si sono usate principalmente stazioni di terra
per l’elaborazione del flusso di immagini, lo sviluppo di nuove architetture
embedded ha finalmente fornito strumenti più potenti ed a basso consumo
energetico in grado di rappresentare un’alternativa verso la completa indipen-
denza e autonomia. Ora è nostro compito saperle sfruttare.
7.1 Considerazioni e proposte sulle piattaforme
di calcolo
L’esperienza di questa Tesi ha permesso di maturare molta conoscenza
sulle necessità hardware e software utili allo sviluppo di questo tipo di ap-
plicazioni. Diversi sviluppi possono essere proposti che partendo da quanto
ottenuto in questa Tesi possano mirare a migliorare l’esperienza finale. Nuovi
lavori possono provare a sostituire il PC embedded utilizzato con uno com-
pletamente nuovo. In questi anni, sull’onda del Raspberry PI, molte nuove
piattaforme di embedded PC si sono sviluppate. Il termine corretto con
cui chiamarli è single-board computers ed è un mercato in forte espansione,
come si può vedere dalla lista aggiornata presente su Wikipedia [64]. Re-
centemente, molte di queste hanno cominciato ad evolversi per presentare
hardware adatto all’impiego sugli UAV, in particolare sui MAV. E’ il caso ad
esempio di Navio [65], uno shield per Raspberry che permette di utilizzarlo
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facilmente come autopilot. Vi sono poi le potenti unità Odroid, azienda sud-
coreana, che produce SBPC molto potenti ma al contempo economiche [66],
già usate in molti esperimenti di computer vision on board su MAV. Usando
una di queste piattaforme pensata appositamente per dialogare con un Flight
Controller si potrebbero implementare una serie di applicazioni (ad esempio,
sistemi di obstacle detection, indoor/outdoor autonoumus exploration) che
grazie alle informazioni ottenute da un algoritmo di V-SLAM guidi il mezzo
di conseguenza. Da evitare possibilmente ogni soluzione basata su Windows.
Questo infatti se pur essendo un ottimo sistema operativo per PC domestici
non è adatto a scopi di ricerca e sviluppo. Molte delle librerie openSource
vengono infatti principalmente sviluppate prima in Linux e poi portate su
altri sistemi operativi, ma non sempre con buoni risultati. Il PTAM inoltre
crea un mapping dell’ambiente. Questo mapping è riutilizabile per effettuare
una ricostruzione tridimensionale, se pur grossolana dell’ambiente, che può
divenire però una ricostruzione dettagliata mettendo in campo più di un
MAV, coordinati da una logica, implementata per esempio con un linguag-
gio ad agenti, che occuperebbe il terzo livello dell’architettura proposta. Il
PTAM è inoltre un algoritmo che stato sviluppato agli inizi della diffusione
dei sistemi multi-core. Una ristrutturazione del sistema, realizzato seguendo
un’attenta metodica di Ingegneria dei Sistemi Software, potrebbe portare
giovamenti sull’efficienza complessiva del sistema massimizzando l’uso delle
risorse.
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