Measure-valued solutions and the phenomenon of blow-down in logarithmic diffusion  by Vázquez, Juan Luis
J. Math. Anal. Appl. 352 (2009) 515–547
www.elsevier.com/locate/jmaa
Measure-valued solutions and the phenomenon of blow-down
in logarithmic diffusion
Juan Luis Vázquez
Universidad Autónoma de Madrid, Departamento de Matematicas, Cantoblanco, 28049 Madrid, Spain
Received 15 May 2008
Available online 28 June 2008
Submitted by V. Radulescu
Abstract
The existence of solutions of elliptic and parabolic equations with data a measure has always been quite important for the
general theory, a prominent example being the fundamental solutions of the linear theory. In nonlinear equations the existence of
such solutions may find special obstacles, that can be either essential, or otherwise they may lead to more general concepts of
solution. We give a particular review of results in the field of nonlinear diffusion.
As a new contribution, we study in detail the case of logarithmic diffusion, associated with Ricci flow in the plane, where we can
prove existence of measure-valued solutions. The surprising thing is that these solutions become classical after a finite time. In that
general setting, the standard concept of weak solution is not adequate, but we can solve the initial-value problem for the logarithmic
diffusion equation in the plane with bounded nonnegative measures as initial data in a suitable class of measure solutions. We prove
that the problem is well-posed. The phenomenon of blow-down in finite time is precisely described: initial point masses diffuse
into the medium and eventually disappear after a finite time Ti = Mi/4π .
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
The existence of solutions of elliptic and parabolic equations with data a measure has always been quite important
for the general theory. In order to fix ideas, in the elliptic case we are thinking of equations of the form Lu = f posed
in a domain Ω ⊂RN , N  1, so that u = u(x), x ∈ Ω , L is a (linear or nonlinear) elliptic operator, and the right-hand
side f is a Radon or Borel measure, while in standard theory it is a Lebesgue integrable function (in some Lp space).
If Ω is not the whole space boundary conditions have to be assumed. In the case of parabolic equations we think of
equations of the form ∂tu−Lu = f with initial data u(x,0) = μ, and then we assume that either f or μ, or both, are
measures. Appropriate boundary conditions must be given, that can also be assumed to be measures, but we will not
cover such possibility here. Starting with this basic situation, a multiplicity of generalizations has been considered.
The original interest in the existence of solutions with measures as data does not come from itself, but rather from
the fact that much of the linear theory for such equations is based on the existence and properties of the so-called
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time in the evolution case). Linearity allows then to represent general solutions in “good classes” in terms of the
fundamental solutions or Green functions. The functional analysis aspect of the ensuing theory is tied to the concept
of solution in the sense of distributions, as described for instance in Hörmander’s books [35,36]. The importance of this
view extends in natural way to probability and physics, wherefrom important intuitions are derived and applications
exist and are natural.
The last decades have seen an enormous progress in the consideration of nonlinear partial differential equations.
The lack of the linear representation formulas has been one of the main problems in developing a systematic the-
ories for such equations, and in a sense it deprives the fundamental solutions from playing a similar role as in the
linear theory. On the other hand, maybe because of this lack of systematic representation, the theories show an enor-
mous variety of interesting phenomena typical of nonlinear problems, like non-existence, non-uniqueness, blow-up,
extinction, limited regularity, and so on.
1.1. Three existence scenarios in nonlinear equations
Even if they do not seem to play such a key role in the theory, solutions with measure data represent important
situations in the applications that originate the nonlinear models, so the study of such solutions has attracted a large
attention. However, the question of existence may find special obstacles, that can be either essential, so that no solution
exists in certain cases, or otherwise they may lead to more general concepts of solution that make way for existence of
new objects in other cases. Summing up, we may say that there are three situations to be considered in the extension
of “standard theories” to treat measure data: (i) simple extension; (ii) non-existence of solutions, and (iii) existence of
a new class of solutions.
We have been interested in the particular forms of these three scenarios in our studies of nonlinear diffusion
equations, focusing on the model equation
∂tu = div
(|u|m−1∇u) (1.1)
with variable parameter m (thus including the classical heat equation, HE, for m = 1, the porous medium equation,
PME, for m> 1 and the fast diffusion equation, FDE, for m< 1), see the books [21,65] for general references. These
evolution studies are closely related to the properties of nonlinear elliptic equations of the form
−v +B(v) = f. (1.2)
Indeed, such a connection is a well-known fact in the theory of Eq. (1.1) via the semigroup existence theory based on
implicit discretization in time and the use of the Crandall–Liggett semigroup generation theorem [20] that works in
the natural space L1(Ω) for equations of the form (1.1), hence the natural interest in the extension to treat measures
as data. Note that the standard implicit time discretization step for (1.1) is
uk − uk−1
h
= div(|uk|m−1∇uk) (1.3)
where uk is the approximation to u(·, tk) and tk − tk−1 = h > 0. This iterative relation can be written in the form (1.2)
after setting
f = 1
h
uk−1, v = 1
m
|uk|m−1uk, B(v) = c|v|p−1v,
with p = 1/m and c = m1/m/h (here, we assume that m> 0 for simplicity; see below full detail on the case m = 0).
Similar results should apply to other related equations of the nonlinear diffusion family, and their corresponding
elliptic counterparts, though the detailed study has not been done in most cases. The similarity is striking for the
so-called p-Laplacian evolution equation
ut = ∇ ·
(|∇u|p−2∇u) (1.4)
for variable p > 1. Partial results on the present issues are given in [65], and the formal and actual similarity of both
equations, (1.1) and (1.4), is examined in [37].
The following is an outline of the conclusions that we can draw from the studies already done regarding the
extension of the theory to include data as measures:
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measures exist and are more regular than the data inside the domain of definition, according to different variants
of the DeGiorgi–Nash–Moser local regularity theory, cf. the classical references [25,44–46], or Di Benedetto’s
monograph on nonlinear equations [26]. In the case of evolution equations this property can be seen as an effect
of instant regularization and takes various forms that are studied in [65] for Eqs. (1.1) with the name of smoothing
effects. As a consequence, the solutions with measure data can be seen as variants of the more standard theory.
Thus, the Cauchy problem for Eq. (1.1) with initial data a Radon measure admits continuous weak solutions if
m > mc = (N − 2)/N , N  2,1 thus extending in a grand manner what was known for the heat equation. We
may say that this situation happens whenever the problem admits good a priori estimates, uniform for a suitable
family of approximations of the data.
(ii) In the second situation that can be encountered, solutions do not exist, at least in traditionally accepted forms,
because of some incompatibility of the data, the nonlinearity and the differential operator. This is for instance the
case found in the Brezis–Lieb study of the Thomas–Fermi described below. A main problem is then to decide
whether there is an object that can obtained as limit of suitable approximations, and how to characterize it. In
some cases such an object does not exist; relevant simple instances of this incompatibility are the example of
Brezis and Cabré [12] for elliptic equations, and Baras and Cohen [5] for reaction diffusion equations involving
Hardy potentials, in both of which the approximate solutions blow up everywhere. A different incompatibility
arises in our paper [64] for very fast diffusion, where on the contrary the approximate solutions disappear by
becoming identically zero in the limit, thus losing any relation with the prescribed initial data. In other cases
the limit object exists but is not unique, i.e., it depends on the approximation process. We will briefly review in
Section 2 some of these difficulties in the nonlinear elliptic and parabolic problems under study.
(iii) Finally, the limit object may exist as a unique candidate and we are then led to study it. There is a situation that
deserves attention because of its peculiarity. It goes as follows: solutions of evolution problems exist in the very
generalized way of limit solutions for a certain time without showing any regularization into better behaviour,
and then they become more regular, even smooth, and continue to exist for a certain time (or for all time) in the
sense of more traditional theory. We have found a phenomenon of this type in the study of fast diffusion equations
of the form (1.1) with 0 < m < mc (very fast diffusion, in dimensions N  3). It is described in our book [65],
where we have given it the name blow-down or delayed regularization. Note that the blow-down phenomenon is
defined in a very general way as temporary lack of regularity in terms of any functional spaces suitable for the
problem; the case presented in Chapter 6 of [65] did not originate from measure data, but from integrable initial
data having a point singularity at say x = 0 of the form u0(x) ∼ A|x|−γ , and that form conserved temporarily.
1.2. Planar logarithmic diffusion, measure-valued solutions and blow-down
Subsequently, we have found [67] a quite interesting example of situation (iii) that combines measure-valued
solutions and blow-down, and we want to focus our attention in that example in order to make a definite mathematical
contribution. It arises in the study of the logarithmic diffusion in two dimensions,
∂tu =  log(u) = div(∇u/u) (1.5)
which is the special case m = 0 in (1.1); we assume u  0. This equation is popular in the literature because of its
connection with Ricci flow for surfaces as proposed by Hamilton, cf. [31] and Chapter 8 of [65]. This case is also
relevant because it represents an important transition value in the behaviour of the solutions of the fast diffusion
equation. Actually, transition values for Eq. (1.1) in N space dimensions are m = (N − 2)/N , m = (N − 2)/(N + 2)
and m = 0; in the case N = 2 these “critical” values coincide and the equation has a number of special properties, like
having a larger symmetry group, cf. [68].
We will devote the major part of the paper to report on the properties of solutions with measure data for this equation
posed in the plane x ∈R2, that we will refer to as the PLDE. In our paper [67] we have considered this equation with
initial data a Radon measure u(0) ∈ M+(R2) where M+(R2) is the space of nonnegative Radon measures. Assuming
moreover that u(0) consists of a regular part (w.r.t. Lebesgue measure) plus a number of isolated delta masses, it was
1 If N = 1 take m> 0, or even m> −1 if we assume that u 0.
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natural approximations a well-defined limit u ∈ C([0, T ] : M+(R2)). What is peculiar of the present phenomenon is
that u(·, t) contains2 an atomic part for some times t > 0; more precisely, there is a point mass Mi(t) located at any of
the original point singularities, say, x = xi , that shrinks in time at a constant speed M ′i (t) = −4π until it is completely
consumed, i.e., there is blow-down in finite time. Besides, it is proved that u is a standard type of weak solution away
from the singularities; however, these stay in the same place over a finite time, and the equation is not satisfied on
them in an obvious way.
New results. Starting in Section 3 of the present article, we will be perform a technical study of the problem of the
evolution of Radon measures for the PLDE, thus completing the presentation of blow-down we have just mentioned.
Our main contribution to existence is that, thanks to new a priori estimates, we can tackle any nonnegative Radon
measure as initial data without the restrictions placed before. In particular, we show that when the initial measure is
non-atomic then the solution is classical, i.e., we are in the instantaneous regularization situation, (i) above. Developing
the ideas of [67], we define a concept of measure-valued solution and show that the problem is well-posed in this
generalized class for general nonnegative Radon measures as initial data. The phenomenon of blow-down in finite time
is precisely described: initial point masses of mass Mi located at points xi diffuse into the medium at a constant rate
without moving, and eventually disappear after a finite time Ti = Mi/4π . The study of uniqueness of the constructed
measure solutions is very complicated and occupies Sections 7 to 9.
The effort to understand the proper concept of measure solution is still work in progress, and further work is needed
if we want to apply it efficiently to other equations and systems. We contribute in Section 11 an analysis of alternative
formulations that can be useful in such extensions. In Section 12 we propose a number of related equations and
problems to be considered. Finally, in Section 13 we make a partial examination of other concepts of measure-valued
solutions that have appeared in the literature.
In describing the results it will be convenient to think of any nonnegative solution of the nonlinear diffusion process
as the evolution in time of a mass distribution represented by u(·, t) at time t  0.3 When we look at the form of the
solutions, and their mass and flux, we can interpret the result as a process whereby the point masses act as mass
sources and trickle down gradually into the surrounding medium at a fixed rate until they disappear in a finite time.
Describing this phenomenon in a precise way is our main objective.
2. Preliminaries
Before we tackle the very technical issues of measure-valued solutions for logarithmic diffusion, we will devote
some space to a more general presentation of the problems for measure solutions that have served as historical moti-
vation.
2.1. Obstacles to existence in elliptic equations
Let us describe one such obstacle that is found in the theory of semilinear elliptic equations. It arose with the study
conducted by Brezis and Lieb [14] of the Thomas–Fermi model for the electron density of large atoms. Minimization
of the Thomas–Fermi energy of a system of nuclei with charges zk at locations xk which leads (in its simple but
representative form) to the equation
−v +B(v) = f (2.1)
where v  0 is the electron density and f represents the charge in the nuclei. In the example B stands for a nonde-
creasing function, we can take a power function in first approximation. If we assume that f ∈ L1(Ω) (the nuclei are
“smeared”), then the semilinear elliptic problem was solved by Brezis and Strauss [17] when Ω is a bounded subset
of RN , obtaining a weak solution v ∈ W 1,10 (Ω). The result is extended by Bénilan, Brezis and Crandall [9] when Ω
is the whole space.
2 We will often write u(t) instead of u(·, t) when the context is clear and only the t dependence is stressed.
3 This is done for convenience: there would be no problem in thinking of a heat distribution.
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which case f becomes
∑
k zkδ(x − xk) where δ stands for the delta function. The question is then to find a theory
of existence and uniqueness of a weak solution for such problem. Existence seemed to pose no problem after finding
suitable estimates on the approximate problems with smoothed f . It came as a surprise that in dimensions N  3 the
problem (1.2) could not be solved if B(v) = cup for u > 0 and the power is large, more precisely, for p N/(N −2).
The obstruction is local and relies on the incompatibility between the two assertions inherent in the estimates that
provide the existence theory:
(i) the fact that v(x) ∼ zkδ(x − xk) near xk (with an L1 perturbation that is locally small), so that v(x) ≈
zkE(x − xk) where E is the fundamental solution of the Laplacian in RN , hence v(x) ≈ ck|x − xk|n−2; and
(ii) the fat that B(v) ∈ L1(RN).
The conclusion is immediate for p > N/(N − 2). The case p = N/(N − 2) is obtained as a limit. An updated
version of this problem is contained in Bénilan–Brezis’ paper [8], circulated and studied for years before being pub-
lished.
2.2. Elliptic equation with exponential nonlinearity
Solving the elliptic equation (2.1) presents two difficulties in the important case where the nonlinearity is exponen-
tial, like B(v) = cev with c > 0. Note that this equation is directly related to logarithmic diffusion through implicit
discretization. Indeed, if we take Eq. (1.5) and try to approximate the solutions by a discrete time scheme with step h
we get (uk − uk−1)/k =  log(uk), i.e.,
−hvk + uk = uk−1, (2.2)
where vk = log(uk) so that uk = evk , hence (2.1) with B(v) = cev , c = 1/h and f = (1/h)uk−1. This underlines the
interest in examining the elliptic exponential equation in our context. Note that B(v) > 0 for all v ∈R.
There appear two special problems: one of them appears when Ω = RN and is related to the behaviour of the
solutions at infinity and has nothing to do with regularity issues. Indeed, paper [9] does not contain the analysis of the
cases where B takes on only positive (or only negative) values, as is the case here, even when f is integrable. Such
situation was first studied by Crandall and Evans in [19] in dimension N = 1, and extended to N = 2 in [61], where it
is also shown that the problem has no solution for N  3.
A second difficulty arises with the presence of one or several Dirac deltas in the right-hand side. The difficulty
of solving the elliptic problem for such data, is addressed in our paper [62], which studies the semi-linear equation
−v + B(v) = f in R2, where B is a continuous, increasing, real function with B(−∞) = 0 and f is a bounded
Radon measure with regular plus atomic components. It shows the existence of a weak solution, which is unique in the
appropriate class, provided that each of the point masses contained in f does not exceed some critical value defined
in terms of the exponential growth of B(v) as v → ∞. This condition is shown to be necessary for the existence of
solutions, even locally. In the case of the exponential nonlinearity of equation with h = 1 and B(v) = ev , this critical
value is precisely 4π . It is then immediate that the critical value for h 
= 1 should be 4πh.
Such a study has been recently extended by Brezis, Marcus and Ponce [15,16] into a complete theory of admissible
measures for semilinear elliptic equations of the form (1.2). Actually, the presentation and discussion of their results
at the Gaeta Conference in honor of Haim Brezis [69] was one of the motivations for me to continue the study of such
topic in the parabolic case.
Paper [62] also explains what happens when data are supercritical, and that explanation is illuminating of what
will follow in the evolution case. Here is the contents of Theorem 3 of [62], adapted to our purposes using also the
notations of [15] and the behaviour at infinity from [61]. Let h > 0, and suppose that we want to solve equation
−hv + ev = f, (2.3)
in R2. Given a Radon measure f ∈ M(R2) with decomposition
f = f0 +
∑
Miδ(x − xi), (2.4)
i
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i Miδ(x − xi) is the atomic part, we define the reduced measure with respect to problem as
fred = f0 +
∑
i
M ′i δ(x − xi), M ′i = min{Mi,4πh}. (2.5)
We say that f is admissible or subcritical if fred = f .4
Theorem 2.1. Under the above assumptions,
(i) if f is subcritical and we perform a standard regularization of f by a sequence of smooth functions fk ∈ L1(R2)
and obtain the solutions vk of Eq. (2.3) with such data, then, as k → ∞, vk tends in L1loc(R2) to a solution of the
problem with v ∈ W 1,1loc (R2) and |∇v| ∈ M2(R2),5 and uk = evk converges to u = ev in L1loc(R2).
(ii) If on the contrary f 
= fred, then vk tends in L1loc(R2) to a solution of the reduced problem
−hv + ev = fred, (2.6)
with similar regularity for w and u = ew , and uk = evk converges to the sum ev + (f − fred) in the weak sense of
measures. Finally,∫
R2
ev dx =
∫
R2
fred dx − 4πh. (2.7)
Note that the last term −4πh represents the loss of mass at infinity. In the homogeneous Neumann problem posed
on a bounded domain Ω the result is similar but such term does not appear.
This result allows to perform the iteration steps of the IDS to solve the evolution problem for logarithmic diffusion,
by constructing the cascade of approximations. We see that on the one hand, 4πh units of mass are lost at infinity
per time step, on the other hand the regular part of uk gets 4πh times the number of supercritical point masses from
uk−1 as a transfer from those point masses. Part (ii) of the theorem also says that the excess of mass at any Dirac mass
location, uk−1 − uk−1,red, is not diffused by the elliptic equation in the corresponding time step, but passes from uk−1
directly to uk as a Dirac mass.
We can use this result to solve the evolution problem, i.e., the logarithmic diffusion, and critical masses are a key to
explain blow-down of a Dirac mass, that should happen after M/4πh iterations in view of the definition of fred. But
the study of the convergence of the approximation scheme is a nontrivial problem that will be performed elsewhere.
In Sections 3 and ff. we will use direct evolution methods.
2.3. Parabolic case. Non-existence results with measures
The mathematical theory of the fast diffusion equation admits significant novelties once we cross the line m = mc
downwards. Thus, concerning the basic problem of optimal space for existence, Brezis and Friedman proved in [13]
that there can be no solution of the equation if mmc , mc = (N − 2)/N , when the initial data is a Dirac mass, and
the reason is a kind of incompatibility like the one described in the elliptic case. Subsequently, Pierre [51] extended
the non-existence result to measures supported in sets of small capacity if m<mc .
There is a related evolution equation where the existence of solutions with measure data may pose a problem,
namely
∂tu = u−B(u), B(u) = c|u|p−1u. (2.8)
Actually, only the growth of B as |u| → ∞ is important. The existence of solutions with Dirac deltas as initial data
was also studied in [13] and they found the restriction p  1 + (2/N). The more general case ∂tu = um − B(u) is
studied by Kamin, Peletier and the author in [40], the restriction is found to be p m+ (2/N), which is explained in
terms of existence or non-existence of suitable self-similar solutions.
4 Since the total mass is bounded, only a finite number of point masses are modified from Mi to a smaller M ′i = 4πh.5 M2(R2) is the Marcinkiewicz of weak Lebesgue space that was introduced in [9] to characterize uniqueness of solutions in the whole plane.
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the FDE, and this is related to the property of the FDE of admitting local estimates, valid on a compact interior subset
of the domain independent on conditions on the boundary or outside of that subset, cf. [32,65]. Such estimates allow
for the possibility of solving the Cauchy problem for data u(0) in the space of nonnegative Borel measures, that are not
supposed to be locally finite. Chasseigne and the author have studied this problem in [18] and have shown that it does
not admit a distributional solution unless u(0) is a locally finite measure. But we were also able to show existence of
an extended continuous solution. This concept means that u is a continuous function with values in R+ =R+ ∪{+∞}
and u is a weak solution on the open set {u < ∞}. Moreover, the problem is shown to be well-posed in a suitable
class of such generalized solutions, where a restriction on the movement of the singular sets, otherwise there is no
uniqueness. Multiplicity of solutions is one of the standard difficulties encountered in generalizations of the concept
of solutions to include measures as admissible values.
2.4. More on regularization and blow-down in fast diffusion
The general concept of blow-down for evolution equations has been presented in [65,67] as follows. We consider
an evolution process governed by a nonlinear parabolic equation. We assume that solutions can be constructed starting
from initial data in some appropriate functional space X (e.g., an Lp space, a Sobolev space, or a similar space of
functions with distributional derivatives). Let one such solution be defined in some generalized sense, so that for
every t in the existence interval, 0 < t < T , u(·, t) belongs to X. Then, after a certain time t1 ∈ (0, T ), this generalized
solution becomes more regular (for instance, bounded, continuous or smooth) and continues to be so for some time
interval. A suitable name for this unusual phenomenon is blow-down in finite time; it can also be called delayed
regularization. It is just the opposite of the much studied phenomenon of blow-up in finite time, described, e.g., in
[6,29,55].
We are interested here in blow-down after a finite positive time. Such a phenomenon does not happen for the heat
equation (i.e., Eq. (1.1) with m = 1), nor in the porous medium range, m > 1, and is restricted to some parameter
values of the fast diffusion range, m< 1. Indeed, we have to go to the so-called subcritical range of the FDE, m<mc,
to find the first example: a severe form of blow-down called complete quenching, where the solution just disappears
after a finite time, in the sense that there exists a time te > 0 such that
lim
t↗te
u(x, t) = 0 (2.9)
for every x ∈ Ω . Complete quenching is usually called extinction in finite time, and it is a reasonably well-researched
subject in Nonlinear Reaction Diffusion, cf. [42], or [65]. It can be seen as an extreme form of blow-down. There are
even situations where solutions disappear instantaneously, called instantaneous extinction, cf. [64]. This happens for
initial data in L1(RN) for m 0 in dimensions N  3, for m< 0 in dimension N = 2, and for m−1 if N = 1. The
result extends to initial data u0 ∈ Lp(RN), 1 p <N(1 −m)/2 for m< 0, cf. the account in [65].
We will focus here on the situation in which the solutions become bounded and smooth but do not disappear. This is
the proper form of blow-down for us. A phenomenon of proper delayed regularization has been described in Chapter 6
of [65] for Eq. (1.1) in the fast diffusion range, more precisely for 0 < m < mc = (N − 2)/N in dimensions N  3.
The result says that when the initial data belong to the space Mp∗(RN) + L∞(RN) and p∗ = N(1 − m)/2 > 1 is
the critical exponent,6 then there is a time T = T (u0) such that the solution of the Cauchy problem is unbounded for
0 < t < T and bounded and smooth for t > T . Examples of solutions with a singularity at the origin of the form
u0(x) ∼ C|x|−2/(1−m) (2.10)
such that u0(x) ∼ c > 0 as x → ∞ show that the regularization time can be finite and positive, and the solution
nontrivial and smooth after that time. The solutions in that example are integrable across the singularity, and they are
in fact weak solutions in the usual sense.
6 Mp(Rd ) denotes the Marcinkiewicz or Lp,∞(Rd ) space with exponent p ∈ (1,∞).
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The rest of this paper is devoted to studying the existence and uniqueness of suitable generalized solutions of the
planar logarithmic equation (1.5). As announced, we will show a form of delayed regularization that is quite different
from the one just described.
The evolution according to the PLDE flow of an initial distribution represented by an L1-function (i.e., a density
in measure theoretic terms) is well known and is described in detail in [65, Chapter 8]. The present paper studies the
case where the initial mass distribution u0 can be any nonnegative Radon measure and in particular it contains one or
several point masses (i.e., Dirac deltas). An existence theory of solutions of the PLDE having measures as initial data
was started in our previous paper [67], which is a convenient reference for previous results to be used or mentioned in
the sequel. The paper considers the case of data which are singular measures whose singular part is atomic, i.e., the
sum of Dirac deltas. It introduces the new concept of measure solution, which seems natural for this problem and was
proposed to account for the type of limit solutions that we find in the limit of approximations with smooth data. In
that concept there are a number of points at which the equation is not satisfied in the standard weak sense, since they
are the locations of the point masses of the initial data which, as we have already said, continue to be point masses for
some time.
3.1. Two settings for the study of logarithmic diffusion
Our study of the existence and uniqueness of suitable generalized solutions is performed for two forms of the
equation. This is convenient since they contain not only different results but also different levels of difficulty. The first
form is
∂tu =  log(c + u), c > 0, (3.1)
posed in the plane, i.e., for x ∈R2, and for some time interval 0 < t < T . We will refer to this equation in the plane as
the PLDE-c. Note that the change of variables u = cu˜(x, t/c) allows us to reduce the equation with constant c > 0 to
c = 1. The limit case c = 0
∂tu =  log(u) (3.2)
is not equivalent and is mathematically more peculiar due to the singularity of the diffusion coefficient at u = 0; it
is simply referred as the planar logarithmic diffusion equation, PLDE for short. This equation appears in diffusion
and also in geometry, where it is called two-dimensional Ricci flow. Here we will take as initial data any nonnegative
Radon measure
u(x,0) = μ(x), μ ∈ M+
(
R
2). (3.3)
The change of variables u˜(x, t) = u(x, t) + c transforms a solution u of the PLDE-c into a solutions u˜ of the plain
PLDE, but then class of initial data changes since the total mass of u˜ becomes infinite. Therefore, we have to study
two models, c = 0 and c = 1, which are different as long as we restrict our attention to bounded measures. We point
out that all the solutions and data discussed in this paper are nonnegative. This is an essential requirement when c = 0
and a matter of convenience when c > 0.
The difference between the models, and in their properties, can be explained in terms of diffusion. If we write
both equations in the form ∂tu = ∇(D(u)∇u), then the PLDE has diffusivity D(u) = 1/u which is degenerate at
u = ∞ and singular at u = 0. This last feature does not happen for PLDE-c, which has diffusivity D(u) = 1/(c + u).
Of course, both diffusivities are similarly degenerate as u → ∞. The above difference is reflected in the behaviour
of even classical solutions with positive, bounded and integrable data. Indeed, solutions of the problem with c > 0
exist and are positive globally in time, just as in the classical heat equation theory; moreover, the total mass (i.e., the
integral
∫
R2 u(x, t) dx) is conserved in time. Such conservation fails for the PLDE with c = 0, because of the very
singular diffusivity. As a consequence of the high diffusivity of the PLDE, any solution with integrable initial data u0
of mass
∫
u0 dx = M > 0 vanishes in a time that in the largest case amounts to T = M/4π (there are solutions that
extinguish even faster). The phenomenon is called extinction in finite time. We refer the reader to [22, Chapter 8] or
[65, Chapter 8] for details on the L1-theory of the Cauchy problem for this equation.
The purpose of the present work is to contribute to the study of what happens to solutions with high intensities,
u → ∞, for which the diffusivity D(u) → 0. The main difficulty lies in treating measures as initial data. In [67] we
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masses to regular initial data, and we have described the phenomenon of finite time blow-down. After a positive time
the solution becomes regular up to the eventual extinction time (case c = 0), or for all time if it is defined globally in
time (case c > 0). This strange evolution of point masses is an effect that happens precisely in two space dimensions
and was first described in that paper.
3.2. Statement of results
In the present paper we complete the investigation by establishing well-posedness of the initial value problem for
the planar logarithmic diffusion flow when we consider as initial data a general nonnegative Radon measure, as stated
in (3.3). All our solutions are limit solutions in the sense that they can be obtained as limits of smooth solutions of
regularized problems. In particular, we will show that the concept of measure solution is needed if and only if the
initial measure μ has an atomic part.
Let us fix some convenient notations. We write the space-time domains as QT = R2 × (0, T ), Q = R2 × (0,∞).
A Dirac mass Miδ(x − xi) is often referred to as a point mass, and xi as its location. BR = BR(x0) denotes the open
ball of radius R centered at some point x0 ∈R2, and BR is the closed ball of the same radius. In many arguments we
may assume the balls centered at x0 = 0 without loss of generality. When a function f (x) is radially symmetric we
simply write f = f (r) with r = |x| unless a confusion is to be feared, and we often say radial function instead of
radially symmetric function. We write u(t) instead of u(x, t) when only the dependence on t is to be stressed. Bear
please in mind that for measure solutions u(t) will be a Radon measure, not necessarily a function. By (·)+ we denote
the positive part of a function or a measure; sign+(s) is the function with value 1 for s > 0, and value 0 for s  0. The
set of continuous functions with compact support is denoted by Cc(R2). Convergence of measures taking the functions
in this set as test functions is a type of weak convergence called vague convergence in the literature. The technical
notation is σ(M(RN),Cc(RN)). We reserve the name weak convergence for σ(M(RN),Cb(RN)) where Cb means
continuous and bounded.
3.2.1. Non-atomic initial measures
Our first extension concerns the case where the initial data are given by a Radon measure without atomic part,
though possibly containing a nontrivial singular part, μ = μs +μab , where μs is singular non-atomic and dμab(x) =
f (x)dx, f ∈ L1(R2). In this simpler case, we show that there is no need of the concept of measure solution. We
formulate first the existence and uniqueness result for the non-singular equation PLDE-c with c > 0.
Theorem 3.1. Given μ a nonnegative and non-atomic Radon measure on R2, μ 
= 0, there exists a nonnegative weak
solution u of the Cauchy problem (3.1)–(3.3) with c > 0 defined in Q, and it is bounded for t  τ > 0; the measure μ
is taken as initial trace in the sense of weak convergence in M(R2). Moreover, the solution is positive and C∞-smooth
in Q, and it conserves mass, i.e.,∫
R2
u(x, t) dx =
∫
R2
dμ(x) := M (3.4)
holds for all t > 0. Such a solution can be obtained as limit of the solutions obtained by approximations of the initial
data with smooth functions.
We deal next with the case c = 0, where we have to take into account the loss of mass as |x| → ∞, described for
instance in [65, Chapter 8].
Theorem 3.2. Under the stated conditions on μ, there exists a nonnegative weak solution u of the Cauchy problem
(3.2)–(3.3) defined in QT with T = M/4π that is bounded for t  τ > 0; the measure μ is taken as initial trace in the
sense of weak convergence in M(R2). Moreover, the solution is positive and smooth in QT , bounded for t  τ > 0,
and the total mass evolves in the form∫
R2
u(x, t) dx = M − 4πt (3.5)
for all 0 < t < T , so that the solution vanishes identically at t = T . This mass law identifies the solution as the
maximal solution among all possible weak solutions of the Cauchy problem with the same data.
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to the limit. The main new technical point used in establishing the existence of solution with a measure as initial data
is an improved version of the weak local smoothing effect introduced in [67] to control the behaviour of the solutions
away from the point masses. Two such estimates are proved in Theorems 5.1 and 5.2. The improved version is then
used to control not only integrable data, but also diffuse measures. Indeed, we need to tackle the places where the
initial measure is singular non-atomic. Such a control can be obtained in a local way even in regions where there are
small initial masses, on the condition of working away from t = 0, i.e., for t  τ > 0. This tool is also valid for the
more general initial situation including atomic masses to be discussed below.
The solutions we construct enjoy the most typical properties of the parabolic theory. The following sums up the
stability of the generated flow. Note that in the case c = 0 we accept by convention that the solution is continued as
identically zero after the extinction time.
Theorem 3.3. Solutions with the properties stated in Theorems 3.1 and 3.2 are unique and the Maximum Principle
holds. The maps St : u0 → u(t), t  0, generate a semigroup in the space M∗+(R2) of positive non-atomic measures
which is T -contractive in the following sense: when u1 and u2 are solutions corresponding to data μ1,μ2 ( for the
same equation) we have for all t in the domain of definition of the two solutions∥∥(u1(t)− u2(t))+∥∥ ∥∥(μ1 −μ2)+∥∥ (3.6)
with norms in M+(R2).
Actually, the uniqueness result holds for a more general class of weak or distributional solutions, identified more
precisely in Sections 7 and 8. Let us recall that strong uniqueness results are useful for identification purposes. On
the other hand, these theorems extend the known results when the initial measure is given by an integrable function
dμ = f (x)dx, which are described in detail in [65] where references to the literature are given. More precisely, it was
proved that a semigroup of L1-contractions is generated in L1+(R2) (if we admit u ≡ 0 as the definition of solution
for t  T , the extinction time). Let us mention the two main features discovered in those works (for the case c = 0)
that strongly depart from other cases of fast diffusion equations. One is the non-uniqueness of solutions of the initial-
value problem, since an infinite amount of smooth solutions exist for the same initial data corresponding to different
flux conditions at infinity; the second is the fact even the maximal solution fails to satisfy the conservation of mass that
is satisfied by the heat equation and for most nonlinear diffusion equations, for instance for the equation with c > 0.
3.2.2. General initial measures. Measure solutions
We address next the case of a general nonnegative measure μ as initial data, where the concept of measure solution
is needed. In order to formulate our result we have to separate the atomic part of μ from the rest of the measure
μ(x) =
∞∑
i=1
Miδ(x − xi)+μ0(x) (3.7)
where the xi , i = 1,2, . . . , form a possibly infinite collection of (different) points in the plane, and we have ordered
the masses M1 M2  · · · > 0. If we have infinitely many masses, then Mi → 0 as i → ∞. Besides, μ0 contains a
singular non-atomic part μs and an absolutely continuous part μab, so that μ0 = μs + μab , dμab(x) = f (x)dx and
f ∈ L1(R2). We think of μ as a mass distribution with total mass given by
M = M0 +
∞∑
i=1
Mi where M0 = μ0
(
R
2). (3.8)
We also use the notation Q∗,T = QT \⋃∞i=1 Li , where Li = ({xi} × (0, Ti]), where the times Ti = Mi/4π are the
lifetimes of the point masses, i = 1,2, . . . . Clearly, Q∗,T is an open set in QT . When T = ∞ we write Q∗.
This is our general existence result for measure-valued solutions in the case c > 0.
Theorem 3.4. For every μ ∈ M+(R2) as in (3.7) there exists a limit solution u of the Cauchy problem (3.2)–(3.3)
with c > 0 and it is defined in Q =R2 × (0,∞).
J.L. Vázquez / J. Math. Anal. Appl. 352 (2009) 515–547 525More precisely, the solution is continuous into the space of Radon measures, u ∈ C((0,∞) : M+(R2)), and it has
two components, singular and regular. The singular part amounts to a collection of (shrinking in time) point masses
concentrated at the points x = xi , with precise form
using(x, t) =
∑
i
(Mi − 4πt)+δ(x − xi). (3.9)
The regular part can be described as follows:
(i) When restricted to the subdomain Q∗, u is a smooth solution of the equation.
(ii) At every time t > 0 the total mass of the regular part is the result of adding to M0 the inflow coming from the
point masses, at a rate of 4π per unit time at each remaining point mass, see (6.1).
(iii) The measure μ is taken as initial trace in the sense of weak convergence in M(R2).
(iv) Up to the time that each point mass disappears, there is a singular behaviour near the mass location of the form
log
(
u(x, t)
)
 (2 − ε)∣∣log |x − xi |∣∣, (3.10)
while later on the solution is smooth around that point.
In the case of a non-atomic initial measure, we recover the smooth solutions of Theorem 3.1.
The set S = (R2 × (0,∞)) \Q∗ is called the singular set of the solution. It is a closed set formed by the union of
all the segments Li = {xi} × (0, Ti]. The next result concerns existence when c = 0. It is the most elaborate existence
result.
Theorem 3.5. For every μ ∈ M+(R2) as in (3.7) there exists at least a limit solution u of the Cauchy problem
(3.2)–(3.3) with c = 0 defined for x ∈R2 in the time interval 0 < t < T with T = M/2π .
More precisely, the solution we construct is continuous into the space of Radon measures, u ∈ C((0, T ] : M+(R2)),
and it has two components, singular and regular. The singular part amounts to a collection of (shrinking in time) point
masses concentrated at the points x = xi , with precise form
using(x, t) =
∑
i
(Mi − 4πt)+δ(x − xi). (3.11)
The regular part can be described as follows:
(i) When restricted to the subdomain Q∗,T , u is a smooth solution of the equation and vanishes identically
at t = T .
(ii) At every time t ∈ (0, T ) the total mass of the regular part is the result of adding to M0 the inflow coming
from the point masses and subtracting the outflow at infinity. See precisely formula below.
(iii), (iv) As in Theorem (3.4).
In the case of a non-atomic initial measure, we recover the smooth solutions of Theorem 3.2.
In this case the singular set is S =R2 × (0, T ) \Q∗,T .
The mass condition of item (ii) has the following precise form already analyzed in [67]: the total mass of the regular
component is given in any time interval Tk+1  t < Tk by∫
x 
=xi
ureg(x, t) dx = M0 +
∞∑
i=k+1
Mi + 4π(k − 1)t. (3.12)
Here we count the complete transfer of mass of the locations xk+1, . . . , plus the still ongoing transfer of the masses
located at x1, . . . , xk (at the rate of 4πt units per unit time and per mass location), minus the sink at infinity, amounting
to −4πt . In the last interval T1 < t < T , using has disappeared and we have by the same reasons∫
2
u(x, t) dx =
∫
2
ureg(x, t) dx = M − 4πt. (3.13)
R R
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be characterized in a number of other less immediate forms, like conditions of decay at infinity. It plays the same role
here. We will return to this issue when discussing uniqueness.
We recall that the extension of the existence results for integrable data to the case of measures as initial data has
been done in [67] in the particular case where the non-atomic part of the measure is an integrable function, as we have
already mentioned. In that case, the initial Dirac masses persist in time as described in the theorem above, and thus
the concept of measure solution is needed.7
We point out that the measure solution described in the theorems is smooth on the non-singular set and tends to
infinity as we approach the singular set. Therefore, it can be considered as an extended continuous solution in the sense
introduced in [18] in the study of fast diffusion equations for mc < m < 1 posed in RN with (N − 2)/N < m < 1,
N  1. Indeed, the planar logarithmic diffusion is the limit case when N = 2 and m = mc . There is a marked difference
however, since the singularities of [18] persist for all times 0 < t < ∞, while the present ones disappear in a finite
time (blow-down).8 On the other hand the singularities in [18] take the form of locally unbounded Borel measures,
while here they are bounded Radon measures.
There is a difference worth mentioning between the case of general measures treated here and the case μs = 0
treated in [67]. In the latter case, the solution is continuous from [0, T ) into M+(R2). This is still true here for
positive times but cannot be true at t = 0 if μs 
= 0 since this measure regularizes immediately, which implies that
u(t)−μ cannot tend to zero as t → 0 in measure norm. We therefore need to state the initial data in the sense of weak
convergence.
The following sums up the uniqueness and stability of the generated flow and generalizes Theorem 3.3.
Theorem 3.6. Uniqueness happens for the solutions with the properties of Theorem 3.4. In the case of Theorem 3.5
the maximality condition in the form of the mass law is needed to ensure uniqueness. The Maximum Principle holds
for the solutions of these theorems. Moreover, when u1 and u2 are solutions corresponding to data μ1,μ2 (for the
same equation) we have for all t in the domain of definition of the two solutions∥∥(u1(t)− u2(t))+∥∥ ∥∥(μ1 −μ2)+∥∥ (3.14)
with norms in M+(R2). For both equations the family of solutions we have described generates a semigroup of
contractions in the positive half-space of the space of Radon measures M(R2). The semigroup is mass-preserving
if c > 0.
A semigroup St defined in a functional space X is called regularizing if the orbit u(t) = Stu0 belongs to a “more
regular” functional space than the initial data u(0) = u0. The above results show that the semigroups generated by the
logarithmic diffusion equations are not regularizing in M+(R2), but they are so when restricted to the subspace of
non-atomic measures M∗+(R2). However, Theorems 3.4 and 3.5 say that the corresponding semigroups are eventually
regularizing.
Organization of the proofs. The new local estimate, on which existence is based, is proved in Section 5, after we
present the symmetrization results needed for comparison purposes in Section 4. Section 6 contains the proof of Theo-
rems 3.4 and 3.5. Uniqueness of weak solutions when the initial data are diffuse measures is discussed in Section 7 for
c > 0 and Section 8 for c = 0. The case of general measures and Theorem 3.3 are contained in Section 9: uniqueness,
stability and initial traces are discussed. Section 10 contains a list of useful properties of measure solutions.
The correct interpretation of the obtained solutions has been a constant preoccupation of the author. In an effort to
understand the meaning of measure solutions we propose in Section 11 two alternative formulations: an alternative
formulation consists in explaining the origin of the measures in the form of a forcing term in the equation, the other
one sees them as extended weak solutions. A further section contains additional information on the problem and its
variants.
7 Special attention is given in the paper to the singular equation with c = 0, which is presented in full detail; the case c > 0 is presented and
discussed in less detail.
8 The time is proportional to the respective mass.
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Let us recall some results from the theory of Schwartz symmetrization and its application to parabolic equations.
Since the main concepts can be consulted in the abundant literature like [1,4,57,58,65], we make only a brief mention.
We need several concepts, like the symmetrization Ω∗ of a bounded domain Ω , which is the ball BR(0) with the same
Lebesgue measure as Ω ; the symmetric rearrangement of a Lebesgue integrable function f defined in Ω , that we
denote by f ∗ and is defined in Ω∗: it is a radially symmetric function, non-increasing with respect to |x| and having
level sets with the same measure as those of f ; and the concept of rearranged function, such that f = f ∗. We recall
the equality of Lp norms between f and f ∗.
We will be using the application of this theory for nonlinear parabolic equations developed in [60,63] (see [1,4] for
alternative approaches) for comparison purposes. Thus, we can compare a solution u(x, t) with integrable initial data
u0(x) with the solution v(x, t) with radially symmetric data v0(x) = v0(r), r = |x|. A main tool in the comparison is
the relation  defined between integrable nonnegative and radial functions as follows: for every two such functions
f,g ∈ L1loc(Rn) we say that f is more concentrated than g, f  g, if for every R > 0,∫
BR(0)
f (x) dx 
∫
BR(0)
g(x) dx, (4.1)
i.e.,
∫ R
0 f (r)r
n−1 dr 
∫ R
0 g(r)r
n−1 dr. The partial order relationship  is called comparison of mass concentrations.
We can also write f  g in the form g ≺ f , to mean that g is less concentrated than f . A similar definition applies
to radially symmetric and locally integrable functions defined in a ball B = BR(0), and even for radially symmetric
Radon measures.
Let us now consider the equation,
ut = ϕ(u)+ f, (4.2)
where ϕ is an increasing real function, so that the equation can be degenerate parabolic (if ϕ′(u) = 0 somewhere) or
singular parabolic (if ϕ′(u) = ∞ somewhere). We assume that f is integrable in QT = Rn × (0, T ). In this context,
a natural concept of solution is the mild solution produced by the implicit time discretization of the equation and
passage to the limit, cf. [20,66]. For the equations of our paper with L1 data, it coincides with the standard solution
because of uniqueness. The following result is taken from our paper [63].
Theorem 4.1. Let u be the mild solution of Eq. (4.2) posed in QT with integrable initial data u0, nonlinearity ϕ
and right-hand term f ∈ L1(QT ). Let v the solution of a similar problem with radially symmetric data v0(r)  0,
nonlinearity ψ , and right-hand side g(r, t) 0. Assume moreover that
(i) u∗0 ≺ v0,
(ii) ψ ≺ ϕ and ϕ(0) = ψ(0) = 0,
(iii) f ∗(·, t) ≺ g(·, t) for every t  0.
Then, for every t  0 we have the relation u∗(·, t) ≺ v(·, t). In particular, for every p ∈ [1,∞] there is comparison of
Lp norms,∥∥u(·, t)∥∥
p

∥∥v(·, t)∥∥
p
. (4.3)
The comparison of the nonlinearities is as follows: we say that ψ ≺ ϕ if ψ ′(u) φ′(u) for every u in the range of
definition of the solutions. Note that in the application to our problem we use classical solutions as approximations
and the result will be applied to them. The result will hold in the limit for the measure solutions. We will carefully
point out these extensions.
In the proof of the main local estimate of Theorem 5.1 we will need a further development of the theory, the so-
called symmetrization with weights, that has been developed recently in a paper with Reyes [52], and was already
used in our context in [67]. We will recall it at the moment that it is used.
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We consider the class of smooth solutions u(x, t) of the PLDE with initial data defined in a cylinder of the form
Q = BR × (0, T1) where, without loss of generality, we assume that BR is the ball BR(0) ⊂R2 and T1 > 0. We want
to obtain some uniform local estimate on all such solutions for positive times in terms of the initial mass
∫
u0(x) dx,
by restricting attention, as usual in such questions, to a smaller ball B ′ = BR′(0) with R′ < R. In the case where the
data are integrable, we have obtained in [67, Theorem 3], a uniform bound of the form
0 < u(x, t) F(t), in Q′ = B ′ × (0, T1)
where the finite function F depends on the initial data not only through the L1-norm but also through its distribution
function.9 On the other hand, it was shown later in that reference that how to use this result to solve the initial value
problem with Dirac masses as initial data in the sense of limit solutions; the corresponding solutions have a measure
part that stays as such for a certain time that depends on the initial Dirac mass. Therefore, we cannot hope to obtain
the a uniform bound we are interested in, depending only on the mass contained in BR at t = 0. Taking into account
the existence of solutions with initial Dirac masses, we may still hope for some uniform local bound if we are willing
to wait for the solution to undergo blow-down. Actually, such conjecture is true. Here is a first result on delayed
regularity, valid for global solutions.
Theorem 5.1. Let u(x, t) 0 be obtained as limit of classical solutions of the PLDE defined in Q =R2 × (0, T ) and
let u take as initial data the bounded measure
μ(x) = μsing(x)+μab(x), dμab(x) = f (x)dx (5.1)
where μab is the absolutely continuous part of μ, so that f ∈ L1(R2), and μsing is the singular part. Let
μsing(R2)Ms . Then, u(t) is bounded for every t1 > T1 = Ms/4π . More precisely, we have
0 < u(x, t)K for (x, t) ∈ Q′ =R2 × [t1, T ), (5.2)
where the uniform bound K depends only on Ms , t1 and the distribution function of f .
Proof. We assume that u(x, t) is defined for all x ∈ R2 and 0 < t < T1, but we do not assume that the initial data is
radially symmetric. If we take the equation with c = 0, we may assume without loss of generality that u is the maximal
solution corresponding to those data, as constructed for instance in [27]. Actually, there is no lack of generality in
taking the equation with c = 1. We argue on suitable approximations of the initial data and solutions by positive C∞
functions; this is justified as long as the obtained bounds do not depend on the details of the approximation. Therefore,
we assume since now that μ = u0 is smooth and so is u.
The argument is based on using the theory of radial symmetrization mentioned above. For comparison purposes
we take as the most concentrated initial element in the class of initial data that we are considering the measure
v0(x) = Msδ(x)+ g(r), (5.3)
where g(r) is the symmetrization of the regular component f of μ. Theorem 4.1 implies comparison of the Lp norms
of u(t) and v(t) and this allows to conclude that for every t > 0 we have ‖u(t)‖∞  ‖v(t)‖∞. Now, Theorem 4 of [67]
deals precisely with the situation of solution v as a limit of classical solutions and asserts that the initial mass stays (as
a point mass) though with decreasing intensity Ms − 4πt , during the precise time interval 0 t  Ts = Ms/4π , after
which v becomes bounded. The analysis of the proof by reducing it to a one-dimensional problem shows that the L∞
bound only depends on Ms and g and t1 > T1.
If we want to act on the PLDE (with c = 0) we have to be careful in the justification of the use of symmetrization
for the class of maximal solutions of the PLDE. The simplest way is by approximation, raising the initial data by an
ε > 0 so that the problem is the PLDE-ε, that is no more degenerate, and we get solutions vε  ε. The theory applies
to the functions v˜ε = vε − ε that satisfy the non-degenerate equation v˜t =  log(v˜ + ε). Afterwards, we let ε → 0
and it is known that the maximal solutions are obtained in this way, cf. [27]. Similar arguments have been used in the
literature, cf. for instance [65, pp. 42–43].
9 This is why it is called a weak smoothing effect.
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cannot be expected for t < Ts . 
The delayed-boundedness effect admits also a local formulation, which is a much stronger estimate since it applies
to local solutions (i.e., solutions defined in a bounded cylinder of space-time). Here is the version that we will need
below.
Theorem 5.2. Let u(x, t) > 0 be a smooth solution of the PLDE defined in Q = BR × (0, T ) with initial data
u0 ∈ L1(BR) and let
∫
Br
u0(x)dx  M . Then for every R′ < R and every time interval I ′ = [t1, T ) such that
M/4π < t1 < T , we have
0 < u(x, t)K for (x, t) ∈ Q′ = B ′ × I ′, (5.4)
and the uniform bound K depends only on M , R, R′, t1, T .
Proof. We divide the proof into three parts. The argument follows the outline of the proof of the local weak estimate,
Theorem 3, of [67]. We repeat here the starting steps of the argument for completeness and then stress the different
way the proof concludes under our modified assumptions. This is reflected in the arguments of parts II and III.
Part I. We begin with introducing a suitable comparison function u2, considering then the quotient w = u/u2. If we
shrink the space ball to radius R∗ = R− ε ≈ R, w has nice boundary conditions. We then examine the equation for w,
and then for a variation of it called z. For simplicity we write R but mean R∗ in the sequel.
The detailed process is as follows: we take a radial function u2(r, t) with the following properties: it is a radially
symmetric solution of the PLDE defined in BR(0) × (0,∞), it is smooth and positive, it is increasing in the radial
direction and has blow-up, u2 = +∞, on the lateral boundary Σ = ∂BR × (0, T ). We can take a solution of the form
u2(r, t) = (t + 1)ρ(r), r = |x|, (5.5)
where ρ is the solution of a nonlinear elliptic problem. The existence of such solutions is proved in Appendix A.4
of [67]. We will use the further property that the profile ρ behaves at |x| → R like
ρ(r) ∼ 2
(R − r)2 . (5.6)
We now take the quotient w = u/u2. By virtue of the equations satisfied by u and u2, we have
u2∂tw + (w − 1)∂tu2 =  logw. (5.7)
In view of the behaviour of ρ, we know that w  1 near the lateral boundary Σ . Actually, w → 0 there.
Now, we introduce the function z = sup{w,1} − 1 = (w − 1)+ and multiply equation (5.7) by p(logw), where
p(s) is a monotone, C1 and bounded function approximating sign+(s). We have the weak derivative formula
zt = wt sign+(w − 1). The second term of the previous equation produces z∂tu2 that is positive since ∂tu2 =
ρ(r) > 0. In order to tackle the term with the Laplacian we consider the primitive j of p (j ′ = p, j (0) = 0),
and use Kato’s inequality, j(f )  j ′(f )f , which is valid for convex real functions j and implies in the limit
(f+) sign+(f )f ; we use this inequality with f = logw. Note that (logw)+ = log(1 + z) and
sign+
(
log(w)
)= sign+(w − 1).
With all this, we get
u2 ∂t z log(1 + z)− z∂tu2  log(1 + z). (5.8)
Inequality (5.8) describes our function z as a nonnegative subsolution of a PLDE in QR but for the presence of the
weight u2 and the addition of a constant c = 1 to the argument in the right-hand side. Note also that z takes the value
zero on the lateral boundary in a continuous way. Notice also the level z = 0 is no more a degenerate level for the new
diffusion equation (indeed,  log(1 + z) = ∇ · ((1 + z)−1∇z)).
Part II. Radial data. We now continue under the simplifying hypothesis that u(x, t) is radially symmetric for every
0 t < T .
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theorems are better known. For that purpose, we have introduced in [67] a stretching of variables that is taken from
the study of symmetrization with weights in paper [52]: if x = (r, θ) in standard polar coordinates, we take new polar
coordinates y = (s, θ) such that ρ(r)r dr = s ds for 0 < r < R. This is a kind of mass change, as we will explain in
more detail below. Using estimate (5.6) as r → R, we have s → ∞ with the estimate
s(r) ∼ (R − r)−1/2
as r → R. Note also that s(r)/r → (ρ(0))1/2 > 0 as r → 0. In this way we define a bijective map x → y = T (x) from
BR(0) onto R2. Changing the time variable into τ = log(t + 1) and expressing z as a function (s, τ ), z(r, t) = Z(s, τ )
we have
∂τZ 
t + 1
u2r
∂
∂r
(
r
∂
∂r
(
log(1 + z)))= ∂
s∂s
(
a(s)s
∂
∂s
(
log(1 +Z))). (5.9)
The new coefficient is given by a(s) = r2ρ(r)/s2. As r → R we have
a(s) ∼ (R − r)−1 → ∞.
We conclude that a(s) c for all s ∈R+.
(ii) We can now apply the standard symmetrization for parabolic equations, cf. for instance [1,63]. It allows to
compare z with the solution of the equation
∂τZ = cy
(
log(1 +Z)) (5.10)
taking as initial data the spherical symmetrization of Z(y,0) = Z(s, θ,0) = z(x,0). Let us call this solution Z(y, t).
In the proof of Theorem 3 of [67] the argument went on to point out that function Z(y,0) belongs to L1(R2) since
we have dy = s ds dθ = ρ(r)r dr dθ = ρ(r) dx, hence∫
R2
Z(y,0) dy =
∫
BR(0)
(
w(x,0)− 1)+ρ(r) dx =
∫
BR(0)
(
u(x,0)− u2(r,0)
)
+ dx  C.
Then, we use the weak smoothing effect for solutions in the whole space with L1-data proved in [65] that shows that
Z(·, τ ) ∈ L∞(R2) for all t > 0 with a bound that depends on the distribution function of Z(y,0).
(iii) However, in the present situation we want to obtain a bound that holds for all solutions in terms of only the
information on the initial data that we have listed. In particular, we have no control on the approximations to the
singular part μsing of the initial measure μ. The only option left for us for the comparison argument to be valid is
to concentrate all that measure as a Dirac mass, Mδ(x), the worst case. Therefore, the function Z that has to be
considered as universal comparison function is the solution of Eq. (5.10) with initial data
Z(x,0) = Mδ(x). (5.11)
We can now apply the theory developed in [67], specifically Theorems 9 and 12, to conclude that Z(x, t) is a measure
solution, which contains a singular part Zs(x, t) = (M − 4πt)+δ(x), and a regular part Zreg(x, t) that is a classical
solution for x 
= 0. Moreover, after T∗ = M/4π the solution becomes bounded with a bound FZ(t) that does increase
in time. Using the comparison result of Theorem 4.1, we conclude that for t > T∗∥∥z(t)∥∥∞  FZ(t) < ∞.
Next, we undo the transformations to obtain a bound for u for t > t1 > T∗:
u(r, t) u2(r, t)
(
1 + z(x, t)) u2(r, t)(1 + FZ(t1))= ρ(r)(1 + t)(1 + FZ(t1)). (5.12)
This means that u is uniformly bounded in sets of the form Q′ with a bound as stated in the theorem.
Part III. General nonradial data. If u is not radial, a modification of the last argument is needed in the form a new
symmetrization argument, just as in [67]. The theory of symmetrization for elliptic and parabolic equations which
have weights like the factor ρ(r) in (5.8) has been developed recently in a paper with Reyes [52], where the equation
is written as
ρ(x)∂tu = Lϕ(u)+ g(x, t).
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The equation can be replaced by an inequality like in (5.8), where g = 0 and ϕ(s) = log(s).
The application of the technique of symmetrization with respect to the measure ρ of [52] uses the a transformation
y = T (x) exactly as described in the previous step. Using polar coordinates, in order to conserve the elements of
volume, which are given by dy = sds dθ and dx = rdr dθ , the function s(r) is defined by the ODE
s
ds
dr
= ρ(r)r, (5.13)
plus the initial condition s(0) = 0. This is what we did in part II above. The possibility of applying symmetrization to
nonradial solutions is subject to the extra condition
ds
dr
Kρ1/2 (5.14)
for a certain constant K > 0. This is true in our case since s′(r) = ρ(r)r/s(r), in view of the known behaviour of ρ(r)
and s(r) for r ≈ 0 and r → R.
Under all those assumptions, we can use the symmetrization theory of [52] to compare our function z(x, t), subso-
lution of u2zt =  log(1 + z) that vanishes on the boundary of its domain BR(0), with the solution u¯ of the Cauchy
problem{
∂t u¯ = Cy
(
log(1 + u¯)),
u¯(y,0) = z∗0,μ,
(5.15)
posed in Ω∗μ = R2 as spatial domain for the variable y; here, z∗0,μ is the μ-symmetrization of z0. The constant C is
specified in that paper but is unimportant here. Since∫
R2
z∗0,μ(y) dy =
∫
BR(0)
z0(x)ρ(x) dx < ∞
(note that z0 vanishes in a neighbourhood of the boundary), the μ-symmetrization of z0 is integrable in R2.
The end is similar to part II. The symmetrization comparison ensures that z(x, t) is also bounded for t > T∗. 
6. Existence proofs
We proceed now with the existence proofs of Theorems 3.4 and 3.5, which implies as particular cases the existence
parts of Theorems 3.1 and 3.2. Before starting, let us recall an observation already made in [67] about the precise
statement of the conservation of mass at all times t ∈ (0, T ). In the case c = 0, we have already stated the mass
balance after Theorem 3.5 (formulas (3.12) and (3.13)) since it is used for the identification of the solution. The
situation is a bit simpler for c > 0 since there is no loss of mass at infinity, so that T = ∞ and the regular part of the
solution has mass∫
x 
=xi
ureg(x, t) dx = M0 +
∞∑
i=k+1
Mi + 4πkt, (6.1)
with notations as before. The general outline of the existence proof is the same for both theorems and follows the plan
of the proof of Theorem 12 of [67], but it has to take into account the presence of singular non-atomic measures. We
give first the details in the more difficult case c = 0.
Proof of Theorem 3.5. Existence. (i) Approximation. We can solve the approximate problems with data u0ε approx-
imating μ in the form
u0ε(x) =
∑
i
Mi ϕε(x − xi)+ gε(x)+ fε(x), (6.2)
where ϕε is a mollification of the Dirac delta, gε is a smoothed version of μs , and fε is a smoothed version of f .
We may do this so that
∫
2 u0ε(x) dx = M . Existence and uniqueness of a maximal solution uε to every approximateR
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mass formula∫
uε(x, t) dx =
∫
uε(x,0) dx − 4πt = M − 4πt (6.3)
holds and implies that we have a bounded family in C([0, T ) : L1(R2)). The whole family vanishes identically at
t = T and not before.
We can pass to the limit in this family as ε → 0 at least in weak topologies so that, possibly along a subsequence,
that we call εk , we get a limit
u(x, t) = lim
εk→0
uε(x, t). (6.4)
This limit is a bounded measure in R2 × (0, T ′) for every T ′ > 0. It has better regularity properties that we describe
next.
(ii) Uniform local bound. The new local boundedness estimates of Section 5 are the key tool that allows to con-
trol the sequence uεk away from the point mass locations. We proceed as follows: we first take a small time τ > 0
and let δ = 2πτ . Even if there are infinitely many different point masses Mi , there exists an n = n(δ) such that∑∞
n+1 Mi < δ/2. We put Sn = {x1, . . . , xn} which is a finite set. Note that when there are finitely many initial point
masses, for τ small Sn is the set of their locations that does not depend on τ .
We want to obtain a uniform upper bound for the sequence uεk away from the set Sn for positive times t  τ > 0.
This is the argument: for every point x′ /∈ Sn we have a small ball B2r (x′) disjoint with Sn where the mass of μ is
smaller than δ; r depends on δ, x′ and on μ. Next, for ε small enough, the same bound holds for με in Br(x′). We
now use Theorem 5.2 to conclude that all the sequence uεk is uniformly bounded in Br(x′) × (τ,∞) for τ = δ/2π .
By a finite covering argument the same is true in the set B × (τ,∞) when B is any closed ball in R2 \ Sn and with the
same τ as before. We can replace the closed ball by any compact region in R2 \ Sn.
(iii) Regular nontrivial limit. Since the bound is uniform in ε, in x ∈ B and in t  τ > 0, it follows that uεk
converges to a locally bounded function in the whole set Q∗,T . From standard arguments in quasilinear parabolic
equations, we conclude that the limit u is a classical solution of the PLDE in Q∗,T as long we can ensure that it does
not vanish identically. Of course, we know that the whole sequence vanishes identically for t  T = M/4π . We have
to ensure that the limit does not vanish identically in Q∗,T or in some substrip t1 < t < t2 of it.
The bad situation does not happen when the initial data are integrable, cf. [65]. We have shown in [67] how the bad
situation is eliminated when the diffuse measure μs = 0. A standard comparison argument allows to conclude that
the limit of the uεk in our construction does not vanish initially when either the atomic part or the regular part do not
vanish.
It remains to discuss what happens when μ = μs is purely singular non-atomic. By comparison, it is sufficient to
prove it when μs has compact support. In that case we know that for every t > 0 there exists a uniform upper bound
K(t) for the sequence uεk in L∞(R2). Moreover, known theory reported in [67] implies that the amount of mass in an
external region {x: |x| >R} is smaller than δ if R is large and t < t0 is small, uniformly in εk (we may use as barriers
some of the large solutions constructed in [67]). We conclude that the limit measure u(t) is a bounded function and
has positive mass in the ball of radius R, hence it is not trivial for all small times 0 < t < t0.
As a conclusion of this step, we know that given any τ > 0 the limit u is a regular solution of the PLDE for
τ  t < t0 but for possible isolated singularities located at a finite number of points, x1, . . . , xn (note that n decreases
with increasing τ due to the form of the local estimate of Theorem 5.2). We are thus for positive times t  τ > 0
in the situation of the paper [67] where no singular non-atomic measure was present. It is therefore natural that the
arguments explained there to tackle the rest of the proof of existence, namely, the behaviour at the singularities and
the mass control, work in the same way. This also eliminates the limitation of the argument to an initial time interval,
since for t  τ we are in the situation of paper [67] where the continuation argument is explained.
(iv) Behaviour near the point masses. Let us briefly report on how the end of the existence proof is done, con-
centrating at the time on some interesting details. First, we want to bound the sequence uεk from below and above in
the neighbourhood of any mass point, say, x1, as long as the singularity stays. A bound from below is provided by
the solutions constructed in [67] where the case ms = 0 is treated. The conclusion is that for all of them there is a
behaviour of the form
lim inf logu(x, t)/
(
log |x − xi |
)
 2, (6.5)|x−xi |→0
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estimate holds in our situation too as we show next. By taking as origin of time a small τ1 > 0 we may assume
that the regular part is not trivial. Then we use comparison with the simple case where μ consists of only a mass
μ = M1δ(x−x1) plus a regular bounded part in L1(R2). Even this regular part can be considered radial (by decreasing
the data we get a subsolution). Such radial case is reduced in [67] to a one-dimensional problem and the flux value
r∂r log(u(r, t)) → −2 is derived for such solutions; that this, (6.5) is immediate.
A bound from above is not so explicit. Indeed, we have proved in [67] that a similar bound holds from above
(but for a multiplicative constant close to 1) in a neighbourhood of x1 when μ − M1δ(x − x1) is a bounded function
near x1. In the case when this is not true, all that was possible to say is that the amount of mass in a small enough ball
Br1(x1) amounts to (M1 − 4πt)+ with an error that goes to zero with the radius of the ball. That implies that the limit
u has to contain a point mass of the precise form (M1 − 4πt)+δ(x − x1) located at x = x1. The same happens at every
point xi , i = 2, . . . .
(v) We can now make a calculation of the mass available for the regular part. As we have already recalled, there is
an argument in [67, Theorem 12], to prove that the mass contained in a neighbourhood of infinity is uniformly small.
In other words, given ε > 0 there is a R = Rε large enough so that the mass of all solutions uε , k large, contained in
the exterior of the ball, ΩR = {x: |x|  R}, is less than ε in the any initial time interval 0 < t < Tn. That argument
works in the present situation. Taking into account the mass rule
∫
R2 uε(x, t) dx = M − 4πt , the estimate of the mass
of uε in the remaining set Gε = BR(0)−⋃i Bε(xi) is then∫
Gε
uε(x, t) dx = M0 + 4π(n− 1)t +O(ε),
where O(ε) is estimated above by (n + 1)ε. Since this mass lies in a bounded set and does not concentrate near the
boundaries, we get in the limit the same expression for u. Letting ε → 0, we get the conclusion∫
G
u(x, t) dx = M0 + 4π(n− 1)t, (6.6)
in the interval 0  t  Tn. Note that at this moment the mass of the regular part of u has increased if n > 1, or has
been kept constant if n = 1.
(vi) At every time t = Tn = Mn/4π , the point mass located at xn is exhausted and the solution passes to be regular
in a neighbourhood of that point for all later times. Note that even if there are infinitely many point masses and xn is
an accumulation point of the rest of the family {xi}, since ∑Mi < ∞ all neighbouring xnk → xn, nk → ∞ must have
disappeared well before Tn.
(vii) Let us now examine the question of continuity. The C∞ regularity and positivity of ureg in Q∗,T is rather
standard. On the other hand, every singular point (x¯, t¯ ) ∈ S we have x¯ = xi for some i and 0 < t¯  Ti the lower
bound (6.5) shows that u(x, t) tends to ∞ along any sequence that converges to (x¯, t¯). We could be worried about the
end-points t¯ = Ti < T , where u would cease to be extended continuous if the profile u(·, Ti) happens to be bounded
near xi . But it is not, since the lower bound (6.5) holds also for t = Ti because the regular part of the solution does
not know until this time passes whether of not the singularity persists or not (this is a consequence of the uniqueness
result of [67]). Therefore, we get an extended continuous solution of the equation.
(viii) We still have to prove that the initial data are taken in the weak sense, but this is better done first for the PLDE
with c > 0. We will then return to this equation. 
The way in which the transfer of mass occurs between the point masses and the surrounding medium has been
examined more closely in Proposition 3 of [67] and refer the reader to it.
Proof of Theorem 3.4. We will comment on the differences with the previous outline
(i) Approximation. With the same type of approximation, we now have a unique smooth solution uε to every
approximate problem with ε > 0 is standard, and these solutions are positive and classical for all t > 0. The mass
formula∫
uε(x, t) dx =
∫
uε(x,0) dx = M (6.7)
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limk→∞ uε(x, t).
(ii) Uniform local bound. There is no difference.
(iii) Regular nontrivial limit. As before, it follows that uε converges to a locally bounded function in the whole
set Q∗. The limit u is a classical solution of the PLDE in Q∗ as long we can ensure that it does not vanish identically
at some time. But in our non-degenerate situation we have conservation of mass so the argument offers no problem.
We conclude again that given any τ > 0 the limit u is a regular solution of the PLDE for t  τ but for possible
isolated singularities located at a finite number of points, x1, . . . , xn.
(iv) Behaviour near the point masses. There is no essential novelty.
(v) Mass available for the regular part. The calculation uses again the fact that the mass contained in a neighbour-
hood of infinity is uniformly small. This is now easier since the equation is non-singular at u = 0. Remember that now
the approximations lose no mass at infinity and this also is reflected in the limit.
(vi), (vii) No essential novelty.
(vii) Initial behaviour. We begin with proving that the initial data are taken in the vague sense of convergence of
measures, i.e., that for every ϕ ∈ Cc(R2) there holds
lim
t→0
∫
R2
u(x, t)ϕ(x) dx −
∫
R2
ϕ(x)dμ(x) = 0.
Suppose that ϕ is C2. Since the solutions uε are classical with smooth data we have∫
R2
uε(x,0)ϕ(x) dx −
∫
R2
uε(x, t)ϕ(x) dx =
t∫
0
∫
R2
log(c + uε)ϕ dx dt.
Note that the left-hand side converges to the desired expression. Hence, we need to show that the right-hand side is
small as t → 0. This is trivial since the sequence uε is uniformly bounded in L∞(0, T : L1(R2)) and there is a constant
C > 0 only depending on c such that
log(c + u) C(1 + u) for all u > 0.
Therefore, the right-hand side is O(t) uniformly in ε. This proves the limit for the class of test functions, in particular
in the sense of distributions.
To pass from ϕ ∈ C2 to ϕ ∈ C0 we use density and the fact that u ∈ L∞(0, T : L1(R2).
Passing from vague to weak convergence is immediate if we can make sure that the family {u(t): 0 < t < t0} is
tight, i.e.,
∫
|x|R u(x, t) dx is small enough uniformly in t if R is large enough. This behaviour at infinity has been
analyzed in point (v) above. We conclude that the initial trace is taken in the sense of weak convergence.
The proof of Theorem 3.4 is thus complete. 
End of proof of Theorem 3.5. Initial behaviour. Given μ we construct the approximations uε and pass to the limit u
along a subsequence εk . We also construct the solutions uε,c of the PLDE-c with same initial data and constant c > 0.
It is easy to see that vε,c is a classical solution of the PLDE with data uε(x,0) + c. The Maximum Principle implies
that uε(x, t)  vε,c and in fact vε,c converges monotonically to uε(x, t) as ε → ∞. Monotonicity implies that the
convergence takes place in L1loc(R
2) for every t > 0. Passing to the limit (possibly along subsequences) ε → 0 we
have u(x, t) uc(x, t)+ c in QT .
We now use the result about initial behaviour for the PLDE-c to see that for every c > 0
lim sup
t→0
∫
R2
u(x, t)ϕ(x) dx  lim sup
t→0
∫
R2
(
uc(x, t)+ c
)
ϕ(x)dx =
∫
R2
ϕ(x)dμ(x)+ c
∫
R2
ϕ dx,
so that letting c → 0 we get
lim sup
t→0
∫
R2
u(x, t)ϕ(x) dx 
∫
R2
ϕ(x)dμ(x). (6.8)
Hence, the trace of u is less than μ. The mass estimate tells us that it must be equal. 
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In the next sections we address the question of uniqueness of the obtained generalized solution. Indeed, it may
happen in principle that other methods of approximation give a reasonable limit solution that is not the one obtained
here. Moreover, it might even happen that different subsequences in the present approximation method lead to different
limit solutions. We want to make sure that such cases do not occur.
The uniqueness of generalized solutions is a well established result in the theory of weak solutions with L1 initial
data for the equation with c > 0 and for many more equations of the form ∂tu = ϕ(u) with monotone ϕ. Actually,
the fact that the so-called mild solutions build up a semigroup contractions in L1(RN) is a rather standard result of the
nonlinear diffusion theory [7,10,11].10 In the case c = 0 the equation is singular enough for uniqueness of solutions of
the Cauchy problem to be lost (even for bounded smooth solutions), but we still have uniqueness of maximal solutions,
cf. [65].
Our plan for the uniqueness and continuous dependence questions of this paper is as follows: we first prove unique-
ness for the case of non-atomic measures for the equation with c > 0; this is the uniqueness that corresponds to
Theorem 3.1. Then, we can pass to the limit c → 0 to get uniqueness for non-atomic measures and c = 0, as stated
in Theorem 3.2. Continuous dependence is also settled. The case of measures with atomic part has completely new
arguments that justify a new section.
7.1. A strong version of the uniqueness result
We consider the logarithmic diffusion equation (3.1) with c > 0 and assume that the initial data is given by a
nonnegative measure with no atomic component and prove the uniqueness result of Theorem 3.1. In this case we
may apply Pierre’s remarkable uniqueness result described in Theorem 1 of [50]. The result holds for nonnegative
solutions u ∈ L1(QT ) which are uniformly bounded for t  τ > 0 and satisfy an equation of the form ∂tu = ϕ(u)
in the sense of distributions in QT = RN × (0, T ) with N  1. The real function ϕ is assumed to be nondecreas-
ing, locally Lipschitz continuous and is normalized with ϕ(0) = 0 for convenience. The initial data are taken is the
sense of distributional initial traces in RN , which in the present situation is equivalent to the vague convergence
σ(M(RN),Cc(RN)). Moreover, in dimensions N = 1,2 the extra condition ϕ(u) ∈ L1(QT ) is assumed.
In order to state the more general situation we find it convenient to introduce a suitable concept of solution.
Definition 1. A good distributional solution of Eq. (3.1) in QT is a nonnegative function u ∈ L1(QT ) such that
u ∈ L∞(R2 × (τ, T )) for every 0 < τ < T and it is a distributional solution of the equation in QT . Moreover, we
require that it must take an initial trace μ, which is a nonnegative Radon measure without atomic part. Precisely, what
we say about the initial behaviour is that
lim
t→0
∫
u(x, t)ϕ(x) dx =
∫
ϕ(x)dμ(x) (7.1)
for every continuous and nonnegative test function ϕ(x) which has compact support. Here, limit means essential limit
as t → 0. Notice that all these conditions are satisfied by the solutions stated in Theorem 3.1.
Theorem 7.1. Good distributional solutions of Eq. (3.1) are uniquely determined by their initial trace.
We recall that Pierre’s result is based on using the dual equation
∂tU + ϕ(−U) = 0,
which holds for the Newtonian potential of u, i.e., a function U such that −xU(x, t) = u(x, t) for every fixed t .
In dimensions N = 1,2, the definition of potential has to be modified to αU(t) − U(t) = u(t) for some α > 0
(see [50, p. 181]). This ends the uniqueness part.
10 This question is studied in some detail in the book [66].
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imum Principle have no problems, since they hold for the approximating solutions uε . It is also immediate that the
good solutions form a semigroup.
Almost monotonicity in c. We also observe that for 0 < c1 < c2 we can transform a classical solution u2 of the
PLDE with c = c2 and initial data h(x) into a classical solution of the PLDE with c = c1 by putting u¯1(x, t) =
u2(x, t) + c2 − c1. Of course, this raises the initial data to h(x) + c2 − c1, that ceases to be integrable if h was. But
a classical comparison holds and implies that if u1(x, t) is the solution of PLDE with c = c1 and data h(x), then
u1(x, t) u¯1(x, t), i.e.,
u1(x, t)+ c1  u2(x, t)+ c2. (7.2)
This relation holds in the limit for weak solutions and will be used in the next subsection.
8. Uniqueness for non-atomic data. Equation with c= 0
The result of [50] cannot be applied in this case since the nonlinearity ϕ(u) = log(u) is not even continuous at
u = 0. Moreover, we cannot expect that log(u) ∈ L1(QT ). We will first show that there exists a maximal solution;
uniqueness follows then by a precise calculation of the total mass.
1. Construction of the candidate to maximal solution. We solve the equation ϕ(u) = log(u + c) with c > 0 and same
initial data μ, which is assumed to be a nonnegative, non-atomic and finite measure. Using the previous subsection
we produce a well-defined solution uc(x, t). This is equivalent to solve the equation with ϕ(v) = log(v) but with
data vc(0) = μ + c (note that this solution is not integrable in space for any time t > 0 since vc(t) c everywhere)
and putting vc = uc + c. The construction method shows that this solution bounds above the solution U we have
constructed in previous sections for the PLDE with data μ (argument: the classical Maximum Principle applies to the
smooth approximations). The family vc is non-increasing as c decreases to zero, so in the limit we get a function
u˜ = lim
t→0vc(x, t)U(x, t) > 0.
The initial data of u˜ must be μ since they are sandwiched between μ + c and μ. Besides, for 0 < t < T we easily
check that u˜ is a smooth solution since it is bounded above and also below away from zero. We now check the formula
for the evolution of the total mass to conclude that u˜ = U in QT . We will give more details of this kind of argument
later when we treat the general case.
2. Maximality. We now consider the comparison of this candidate to maximal solution with a solution in a more
general class.
Definition 2. A good weak solution of Eq. (3.2) in QT with initial data μ as a function u ∈ L1(QT ) which is bounded
for T > t > τ for any τ > 0, satisfies the regularity assumptions ut , logu ∈ L1loc(QT ), is a weak solution of the
equation in QT , and takes the initial data μ in the weak sense of initial trace.
Theorem 8.1. Let μ be a nonnegative, non-atomic and nontrivial Radon measure with mass M > 0 and let
0 < T <M/4π . The constructed solution is maximal in the class of good weak solutions. It is uniquely characterized
by the mass law
∫
R2 u(x, t) dx = M − 4πt for all 0 < t < T .
Proof. (i) let u be a good weak solution as in the definition and take a sequence τn → 0 and the bounded weak
solutions un(x, t) = u(x, t + τn). We apply the previous construction and comparison result to such a sequence. We
first find solutions uc,n of equation PLDE-c and initial data u(x, τn). As before, we put vc,n = uc,n + c and check that
vc,n(x, t) un(x, t) = u(x, t + τn) (8.1)
holds for all t > 0 and all n > 1 by classical arguments of the weak theory.
(ii) We now let n → ∞, τn → 0; the continuous dependence of [50] (see Lemma 3 and Theorem 4) implies that
lim uc,n(x, t) = uc(x, t) in L1(QT )n→∞
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in (8.1). By the result on almost monotonicity, the sequence uc + c is monotone non-increasing in c, hence there exists
the limit
u˜(x, t) := lim
c→0uc(x, t) u(x, t), (8.2)
in L1loc(Q). We also conclude very easily that u˜ is weak solution of (3.2), that it is bounded for t  τ > 0 and that its
initial trace is precisely μ (its initial trace is sandwiched between μ and μ+ c for every c > 0). We conclude that the
function u˜ obtained by this approximation process is a solution of the problem in the same class and with the same
data. Formula (8.2) says that it is the maximal solution.
(iii) Mass control and uniqueness. An argument about mass control implies that the weak solution with the stated
properties is actually unique. Indeed, for all t > 0 the solutions are classical and the concept of maximal solution is
associated to a mass decrease of the form M ′(t) = −4π a long as the solution does not vanish, hence for 0 < τ < t < T
we have M(t) = M(τ) − 4π(t − τ). Such a law was precisely studied in paper [53]. We only need to impose the
condition M(τ) → M as τ → 0 to conclude that
M(t) = M − 4πt
for 0 < t < T <M/4π . Since the solutions are ordered, any other solution that has this mass is therefore equal to the
maximal. This concludes the proof of uniqueness. 
9. Uniqueness and stability for general measures
Uniqueness of measure solutions has been proved in [67] in the case of a mass without diffuse component, μs = 0,
and for c = 0 (for maximal solutions), and the proof extends immediately to c > 0. The main idea is to construct some
so-called large solutions11 that are super-solutions for all other possible solutions, and then pass to the limit to obtain a
maximal measure solution. Knowing the exact mass of the constructed solutions at all times implies then uniqueness.
We do not have such construction available in the situation when diffuse measures are also present. The proof that
follows is unfortunately long and relies on repeated constructions, comparisons and limits.
9.1. Study for the equation with c > 0
The main idea is now to construct a minimal measure solution (instead of the previous maximal solution) and then
prove that any other solution is the same by using again the mass argument. This work is in turn divided into two
parts: first, we compare an arbitrary measure solution U with a continuous weak solution U that takes the same initial
data but without the atomic component. As we have recalled, such a solution is unique. This first comparison result is
then used in a second argument to get uniqueness of the measure solution. In this case, we take the concept of good
measure solution of (3.1) from the main properties of the solutions of Theorem 3.4. Let us fix some notation: we will
write
μ = P(μ)+
∑
i
Miδ(x − xi),
where P(μ) denotes the non-atomic component of μ; it has mass M0 = M −∑i Mi .
Definition 3. A good measure solution of Eq. (3.1) in QT is a continuous map U : (0, T ) → M+(R2)) such that for
every t > 0 the measure U(t) has two components, singular and regular. Moreover, the support of the singular part is
the union of a finite or countable collection of lines of the form Li = {xi} × (0, ti], 0 < ti  T , such that at any time
t > 0 the number of points xi with ti > t is finite. On the remaining open set Q∗(U) ⊂ QT the function U is a smooth
and positive solution of the equation. We also assume that the singular part is a collection of Dirac deltas supported
on the lines Li with the form∑
i
Mi(t)δ(x − xi), with Mi(t) → Mi as t → 0.
Finally, we assume that Ureg(t) converges to P(μ) as t → 0 in the vague sense.
11 Such large solutions are defined to be infinity in a small ball around every Dirac mass location.
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function Vs(t) = U(t + s) is a measure solution with initial data U(s), which is a non-diffuse measure and has a finite
number of singular points. Applying the uniqueness result of that paper, we conclude that such a solution is uniquely
defined as a limit solution (from smooth approximations) and that solutions for different measures obey the standard
comparison theorem in terms of their initial data. Moreover, we derive the following consequences:
– The total mass
∫
R2 dU(t) = Mtot(t) is constant; and by our assumptions have Mtot(t) = M :=
∫
R2 dμ.
– The point masses are variable Dirac deltas of the precise form (Mi − 4πt)+δ(x − xi) for some Mi > 0 and all
0 < t < T : moreover, by general measure theoretical results then we necessarily have Mi(0+) Mi . We have
explicitly required that Mi(0+) = Mi .
– The mass of the regular part, Mreg(t), increases at every time by the amount that flows in from the singular points,
as explained in the formulas at the beginning of Section 6 that we do not repeat here.
– Note that for s > 0 the measure P(U(s)) is just the regular part of U(s). As a consequence of the preceding
paragraphs and the initial trace we get: as s → 0, P(U(s)) converges in the vague sense of measures to P(μ).
Proposition 9.1. Let U be a good measure solution of Eq. (3.1) in QT and let it have initial data μ. Let U be the
unique good weak solution that takes as initial the non-atomic measure μ0 = P(μ), where P(μ) denotes the non-
atomic measure obtained from μ by eliminating the atomic part. Then,
U(x, t)U(x, t). (9.1)
Proof. (i) We assume that U has mass M and lives for a certain time T > 0. According to our assumptions, for every
0 < s < T the function Us(x, t) = U(x, t + s) is a measure solution with initial data U(x, s). This data is a measure
without diffuse component. Therefore, if we consider the solution us(x, t) of Eq. (3.1) with initial data
us(·,0) = P
(
U(·, s))
(which is an integrable function without singular measure), then we know that us is a positive and smooth solution,
and by the already established comparison theorems we have
us(x, t)Us(x, t) = U(x, t + s) ∀t > s. (9.2)
(ii) We now consider 0 < s1 < s2. We already know that us1(x, s2 − s1)U(x, s2). Since us1 is a continuous weak
solution, it also follows that
us1(x, s2 − s1) P
(
U(x, s2)
)= us2(x,0).
Uniqueness and comparison for weak solutions now means that
us1(x, t + s2 − s1) us2(x, t) ∀t > 0.
It is better to write vs(x, t) = us(x, t − s) which is defined only for t > s. In terms of these functions, the last
comparison reads
vs1(x, t) vs2(x, t) ∀t > s2 > s1.
This monotonicity property allows us to pass to the limit as s → 0 to get
U(x, t) = lim
s→0vs(x, t), (9.3)
and this is well defined and bounded for all t > 0 and U(x, t)  0. It is also immediate that U(x, t)  U(x, t) for
almost all x ∈R2 and all t > 0.
(iii) The continuity part in [50] now proves that U is the unique good weak solution with initial data P(μ). This
concludes the proof. 
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Proof. We take a given measure solution U with initial data μ and construct an approximation from below that gives
a lower bound candidate.
(i) The first step is to compare the solution U with the function uτ constructed as follows: in the interval 0 < t  τ
we solve the problem with initial data μ0 = P(μ) (this is the function U constructed in the previous proposition). In
this way at t = τ we have a bounded function uτ (x, τ ) = U(τ). We add to this function the precise amount of point
masses that U has at this moment to form
v(x) = U(x, τ)+
∑
i
(Mi − 4πτ)+δ(x − xi). (9.4)
Note that v does not have a singular non-atomic part and the sum has now finitely many terms, say n terms. We define
uτ for t > τ by solving the equation with this v as initial data. In that case we have a measure solution as in [67]. The
mass of the solution for 0 < t < τ is M0, while for t > τ it is M − 4πnτ . The point masses have extinction times
Ti = Mi/4π just as those of U .
(ii) Let us prove that the family uτ increases as τ ↘ 0. Indeed, if 0 < τ1 < τ2 and we put ui = uτi , then u1 = u2 for
0 < t < τ1. Since we modify upwards the data of u1 at t = τ1 and u2 at t = τ2, and the Maximum Principle holds in
the conditions of Theorem 10.3 of [67] we have u1  u2 for τ1 < t < τ2. We need to be careful in the comparison at
t = τ2. It follows from the previous inequality that the regular part of u1 is no less than the regular part of the modified
data of u2, which can be described as u2(x, τ2−). As for the singular part, it is atomic in both cases and given exactly
by the sum
∑
i (Mi − 4πτ2)+δ(x − xi). Comparison for t > τ2 is now immediate from paper [67]. We conclude that
u1(t) u2(t) as measures for all t > 0.
(iii) Comparison of uτ and U : in the first time interval 0 < t < τ we use Proposition 9.1 on the difference to
conclude that uτ  U in R2 × (0, τ ). Therefore, we have v(x)  U(x, τ) (as measures in R2). The uniqueness
and comparison of measure solutions proved in [67] implies first that U(x, t) is the measure solution defined in
R
2 × (τ,∞) with initial data U(x, τ) at t = τ (meaning that we just shift the origin of time), and then that
uτ (x, t)U(x, t) in R2 × (τ,∞).
(v) We now pass to the monotone limit τ → 0 to obtain a function u(x, t) that is bounded above by U(x, t) and
solves the planar logarithmic diffusion equation. The comparison of global masses at every t > 0 shows that u must
coincide with U . Indeed, the mass of uτ is
Mτ = μ0
(
R
2)+∑
i
(Mi − 4πτ)+
which is constant for t  τ and tends to M as τ → 0. It follows that ∫ u(x, t) dx = M for all t > 0.
(vi) Finally, we observe that the construction of u depends only on the information contained in μ. 
9.2. Uniqueness for general mass and c = 0
It is very similar, only the problem of loss of mass at infinity can create non-uniqueness. This is controlled if we
require that the total mass of U(t) decreases in time at the exact rate −4π per unit time. We leave the long but easy
details to the careful reader.
9.3. Stability. Proof of Theorem 3.6
It follows closely Theorem 15 of [67] and what has been said above for non-atomic masses. We leave the details to
the reader.
10. Some properties of the solutions
We derive in this section some additional properties of the constructed solutions. We want to know more about the
constructed solutions, specially near the singular points. Actually, since these solutions are obtained as limits, they
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for the case c = 0 and reads ∂tu u/t , cf. [11]. Using the equation this is equivalent to saying that
u u
2
t
+ |∇u|
2
u
. (10.1)
In the interpretation of log-diffusion equation as Ricci flow for surfaces the metric is described by ds2 = udr2, where
dr2 = dx2 + dy2, and the Gauss curvature is given by K = −ut/2u. The homogeneity estimate implies that
tK −C
which means that these surfaces have a bound on the curvature of the type I. We also have 2K dA = ut dx dy, where
dA is the area element.
The PLDE-c with c > 0 corresponds to surfaces that are conformally equivalent to the plane R2. After converting
the solution into the PLDE as explained in the introduction, it translates into
∂tu
u+ c
t
, u (u+ c)
2
t
+ |∇u|
2
u+ c . (10.2)
10.1. Behaviour near a point singularity
We have already mentioned the behaviour of the approximations near one of the point singularities, i.e., the sin-
gularity at x1 that stays singular during the time interval 0 t  T1 = M1/4π . In order to make this behaviour more
precise, we assume that the initial data is a measure μ with an atomic component M1δ(x − x1) at the point x1, and we
assume that μ1 = μ − M1δ(x − x1) vanishes in a neighbourhood of this point mass, i.e., for |x − x1| < R1 for some
R1 > 0. Then, we have the following local description of the behaviour of the solution near x1.
Lemma 10.1. For a limit solution like above, for r = |x − x1| small enough and for 0 < τ  t  T1 we have
2(t − τ)
r2(log(r/R0))2
 u(x, t) 2t
r2(log(r/R1))2
, (10.3)
where R0 is suitable constant that depends on τ . Consequently,
lim
r→0 r
2(log(r))2u(x, t) = 2t for 0 < t  T1. (10.4)
Proof. The proof of the estimate from above repeats the upper bound obtained in paper [67] with a maximal so-
lution of the form U1 = 2r−2(log(r/R1))−2. The idea is that this is an explicit solution in the domain Q′1 ={0 < |x| < R1} × (0,∞). The fact that it is a supersolution even near x = 0 is proved by showing that it is the limit
of large solutions defined in Q′ε = {ε < |x| < R1} × (0,∞) with value u = ∞ at |x| = ε, t > 0. See Sections 10.2
and 10.3 of [67].
In order to obtain a bound from below, we observe that u(x, t)  c(t) > 0 in a ball Br(0), consider the domain
Q′2 = Br(0) × (τ, T1) and take as subsolution the similar expression U2 = 2r−2(log(r/R))−2 for some small R > 0.
By continuity we conclude that uU2 on the parabolic boundary of Q′2 if R is small enough. It then follows uU2
in Q′2. The stated result from below follows. 
Using comparison. it is clear that the lower bound is true without the extra assumption on the initial measure. We
also have a gradient bound.
Lemma 10.2. Under the same assumptions on u we have
∇ log(c + u) ∼ −2
r
n1(x) (10.5)
where n1(x) = (x − x1)/|x − x1|.
J.L. Vázquez / J. Math. Anal. Appl. 352 (2009) 515–547 541Proof. In order to obtain the gradient estimate we perform the scaling
Uk(x, t) = k2u(kx, t).
The Uk are still solutions of the same equation, that have initial data M1δ(x) in balls of increasing radius Bδ0/k(0) as
k → 0. The previous estimates show that for |x| ∼ 1 we have
Uk(x, t) ∼ C(t)log(k)2 , log(Uk) ∼ −2 log log(1/k).
There is a local argument on the linearized equation satisfied by v = log(Uk). This completes the proof. 
Obviously, the same estimates apply near every one of the point masses xi .
11. Alternative formulations
In an effort to understand the meaning of measure solutions we propose an alternative formulation that consists in
explaining its origin in the form of a forcing term in the equation. We then we interpret our measure solutions in the
framework of weak solutions of a special type.
11.1. Forcing-term formulation
Specifically, in a first step we consider the measure solution of Eq. (3.1) with initial data μ as in (3.3), where
μ = μat +μ0. We will prove that v = ureg is a generalized solution of the complete equation
∂tv = ϕ(v)+ ν (11.1)
where ϕ(v) := log(c + v) and ν is a certain measure in QT induced by the atomic part of the original initial data μ,
and we take as initial data for (11.1) the non-atomic part of μ, called μ0. The definition of weak solution for this
problem is the following: v and ϕ(v) ∈ L1(QT ) and∫ ∫
QT
(v∂t ζ + ϕ(v)ζ)dx dt +
∫ ∫
QT
ζ dν = 0 (11.2)
for all ζ smooth and positive test functions with compact support. The initial data v(x,0) = μ0 are taken in the weak
sense of measures. The idea behind this formulation is the famous Duhamel’s principle. We have
Theorem 11.1. Let u be the measure solution constructed in Theorem 3.4. Then v = ureg is a weak solution of the
equation ∂tv = ϕ(v)+ ν with initial data μ0. The measure ν is defined as
dν =
∑
i
δ(x − xi) ◦ f (t) (11.3)
where f (t) = χ(0,Ti )(t) and Ti = Mi/4π.
Proof of Theorem 11.1. (i) We assume moreover that μ0 vanishes in a neighbourhood of each of the point mass
locations, which we assume to be finitely many in number, x1, x2, . . . , xn. We readily observe that when the test
function ζ vanishes in a neighbourhood of the points xi the result we want to prove is immediate since u is a smooth
solution of the support of ζ , i.e., where the integrals have to be computed. The problem is thus reduced to testing small
neighbourhoods of each and every one of the points xi and checking that the desired equality holds. We need the local
description of the behaviour of the solutions we are considering in this paragraph as obtained in the previous section.
Take now the test function ζ as in the theorem statement that vanishes also away from a small neighbourhood of xi
(uniformly for all t) we may assume to simplify matters that there is only one point mass. We may also assume that
it is located at x1 = 0. Besides, we take a smooth cutoff function ρ(|x|) that vanishes in a neighbourhood B1/2(0) of
x = 0 and ρ(|x|) = 1 for |x| 1; put then ρn(x) = ρ(nx). Since u = ureg is a smooth solution of the equation in Q∗
we have∫ ∫ {
u∂t ζρn + ϕ(u)(ζρn)
}
dx dt = 0.QT
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QT
ρnu∂t ζ dx dt +
∫ ∫
QT
ρnϕ(u)(ζ)dx dt,
∫ ∫
QT
ϕ(u)(∇ζ · ∇ρn)dx dt −
∫ ∫
QT
ζ
(∇ϕ(u) · ∇ρn)dx dt = 0.
We now take the limit as n → ∞. In view of our estimates on u the previous to last integral goes to zero and the last
one converges to 4π
∫
ζ(0, t) dt thanks to the lemma. Since the limit of the two first two integrals has no problem,
putting v = ureg we conclude that
∫ ∫
QTi
(
v ∂t ζ + ϕ(u)ζ
)
dx dt + 4π
Ti∫
0
ζ(0, t) dt = 0. (11.4)
The proof of this case is essentially complete.
(ii) For general initial data we use continuous dependence that is true for the classical approximations, and pass
to the limit. Indeed, if our constructed solution u(x, t) corresponding to data μ is obtained as the limit of a sequence
uεn(x, t) for some εn → 0, we consider the same problem with initial data μk with the properties stated in the begin-
ning of part (i) and μk → μ in the norm of M(R2). We get sequences of doubly approximate solutions uεn,k . Fixing k
and along a further subsequence ε′n there is convergence to a limit solution uk , which is a measure solution to which
the theorem applies, as proved in part (i); hence, it is a solution of the alternative formulation (11.4). We now take a
sequence kj → 0, and by a diagonal process we can take the same ε′n for all j . We have by classical theory∥∥uε′n,k(t)− uε′n(t)∥∥1  ∥∥uε′n,k(0)− uε′n(0)∥∥1
for all t > 0. Since this also holds in the limit ε′n → 0, the sequence uk converges to u in L∞([0,∞) : M(R2)). This
implies that formula (11.4) holds for u. 
11.2. The concept of weak measure solution
We can incorporate the term 4π
∫ Ti
0 ζ(0, t) dt of formula (11.4) into the first term of the equality by extending the
regular part v back into the measure solution u and accepting that the singular part using = u− ureg is a purely atomic
measure w.r.t the space variable and has as weak time derivative
∂tusing = −
∑
i
δ(x − xi) ◦ χ(0,Ti )(t)
with Ti = Mi/4π, i.e., minus the measure ν defined in (11.3). We then have∫ ∫
QTi
(
u∂t ζ + ϕ(u)ζ
)
dx dt = 0 (11.5)
for all ζ test functions with compact support. In this way the measure solution can be understood as a type of weak
solution. In view of our present results, we suggest to call weak measure solution a solution as in Theorem 3.5 such
Theorem 11.1 is also true. A less restrictive definition of weak measure solution seems desirable, but it should be tied
to a good uniqueness theorem.
12. Some extensions
The theory developed in this paper admits a number of extensions in different directions. In the sequel we outline
some of them.
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I. One interesting aspect is the theory of solutions with more general initial data. In line with the standard fast
diffusion theory, we may think of μ being a locally bounded Radon measure with infinite total mass, and also a
Borel measure with some sets of locally infinite mass.
II. Another direction, already mentioned in [67] is the construction of non-maximal solutions. This refers to solutions
with other flux rates at infinity. We will leave the subject at this point, see also [65, Chapter 8].
12.2. The Neumann problem
The existence and uniqueness results for the Cauchy problem can be extended to other initial-and-boundary-value
problems. One of the most natural settings is the homogeneous Neumann problem posed in a bounded domain Ω ⊂R2
with boundary conditions
∂ log(c + u)
∂n
= 0 on ∂Ω. (12.1)
Some results are easier to explain in this setting. Thus, when Ω is a ball BR(0) there is an explicit solution for the
problem with initial data a Dirac delta, μ(x) = Mδ(x), at the origin, and it is given by the formula
uM(x, t) = 2t
r2(log(r/eR))2
, r = |x| ∈ (0,R), (12.2)
valid for 0 < t < T = M/4π , with a smooth continuation for later times converging to the average as t → ∞. Note
the minimum is attained at the boundary and grows in time like umin(t) = R−2t . In the limit R → ∞ we get the
strange situation of non-existence of weak solution for the Cauchy problem with a pure Dirac delta. Note also that the
difference of the solutions for two different radii is
u1 − u2 ∼ Ct
r2| log(r)|3 as r → 0,
which indicates the type of errors that solutions commit at the singularities. On the other hand, the error of log(ui)
goes to zero as
log(u1)− log(u2) ∼ C| log(r)|2 as r → 0.
12.3. Singular dynamics. Other equations
The description of a measure solution proceeds at two levels. One of them explains what happens to the point
masses as they shrink in size until they blow-down. The second one is concerned with the regular part of the solution
that received the inflow from those masses as a kind of anomalous boundary condition but is otherwise unaffected by
them.
It would be interesting to generalize these results to other equations. As a first example let us consider the equations
of the form
∂tu = a log(u)+ b(t)u, (12.3)
with a > 0 and b(t) a real function. A simple change of variables allows us to go back into Eq. (3.2) so that we
can translate the above results and conclude that there exists a measure solution for data of the form (3.3)–(3.7). In
particular, we conclude that the size of each point mass Mi(t) 0 evolves according to the equation
dMi
dt
= −4πa + b(t)Mi as long as Mi > 0. (12.4)
As a further example we can also consider the equation
∂tu =  log(u)+ c(t), (12.5)
that can be reduced to the standard (3.2) by means of the change v(x, t) = u(x, t) − C(t), where C(t) = ∫ t0 c(s) ds.
The reader is asked to formulate the corresponding existence result that is derived from Theorem 3.5. Check that the
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minor extra work. The extension to other types of equations of this nontrivial dynamics of the singular set is an open
problem.
12.4. Some cases of non-existence
We will be interested in understanding the existence with measures for more general equations like
∂tu =  log(u)− bup. (12.6)
We can prove that when p > 1 no solutions with Dirac masses exist. It is interpreted in the sense of initial layer of
discontinuity. For similar non-existence results see [64,65]. Again, we leave this subject as a proposal.
13. Other measure-valued solutions in the literature
Measure-valued or Young measure solutions. In 1985 R. Di Perna introduced the concept of measure-valued solution
in the study of conservation laws in one space dimension:
∂tu+ ∂xf (u) = 0, f :Rn →Rn, u(x,0) = u0(x), (13.1)
and the analysis of limits of solutions uε to associated diffusive and dispersive systems, e.g.,
∂tu+ ∂xf (u) = ε∂2xu, ∂tu+ ∂xf (u) = ε∂3xu, uε(x,0) = u0(x),
as the perturbation parameter ε vanishes. The notion of measure-valued solution served as a generalization of the
standard notion of distributional solution of the conservation law and provided a framework for the study of singular
limits. The difficulty in the limit lies in that fact that even for bounded data, there is poor control of the derivatives
of the sequence of solutions uε due to the inherent presence of high oscillations, so that the convergence of uε
can be assured only in weak topologies. In Eq. (13.1) above the question is to identify the limit of f (uε). By the
Young-measures technique [3,59], a measure-valued function ν(x, t) is associated with a sequence uεn convergent to
a function u(x, t) weakly-star in L∞. Then, the div-curl lemma and the Murat–Tartar relation theorem are applied
to show that the support of the measure ν(x, t) reduces to a point: ν(x, t) = δu(x,t). This improves the weak-star
convergence uεn → u to strong convergence and turns the measure-valued solution into a weak one. So in principle
this use of the term measure-valued solutions does not have a direct relation with the study we have described above.
However, a number of similarities can be observed.
Work on Young measure solutions for conservation laws has been very active since then, see [47] among many
references. The method has had a great success in the study of many nonlinear equations of continuous media with
high oscillations. The good conclusions described above is not always possible and measure solutions offer a variety
of difficulties. Thus, Di Perna and Majda [23] introduce a new concept of measure-valued solution for the 3-D incom-
pressible Euler equations. They show in particular that a sequence of Leray–Hopf weak solutions of the Navier–Stokes
equations converges in the high Reynolds number limit to a measure-valued solution of 3-D Euler defined for all pos-
itive times. Here are some further examples: measure solutions for backward-forward heat equations are studied by
Slemrod [56], measure solutions of the steady Boltzmann equation by Arkeryd, Cercignani and Illner [2]. Illner and
Wick [38] study statistical and measure-valued solutions of differential equations. Giannoulis [30] considers Young-
measure solutions to a generalized Benjamin–Bona–Mahony equation, (1 − a∂2x )∂tu + ∂x[b∂2xu + f (u)] = 0. A text
containing a detailed presentation is [43].
In material science the study of the temporal evolution of microstructure imposes spatially highly oscillatory initial
conditions. We may assume that starting from oscillating sequence of initial data vno we can construct a nice evolution
semigroup vn(t) = Stvno for the microscopic problem. If ν is a suitable macroscopic object associated with the se-
quence vno, then we want to pass to the limit and associate we may associate with vn(t) the macroscopic object μ(t).
The major question is whether μ(t) can be obtained directly from ν without referring to vn. Two tasks are to construct
a suitable limit semigroup Σt such that μ(t) = Σtν and to characterize the limit solutions in an intrinsic functional
way as solutions of a macroscopic equation in some way. Formulated in this general way we can see a similarity with
our setting.
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defined in the literature simply by putting Young measures into the respective partial differential equations. In some
cases such definitions are not satisfactorily selective, i.e. they admit many mv-solutions apparently without any phys-
ical sense. Further selection criteria are needed to ensure the existence of a physically sound unique solution. Again,
this is a general problem that we had to face in our analysis.
Measures generated by evolution. A closer relationship with our measure solutions is provided by evolution equations
of the nonlinear diffusion–reaction family that produce blow-up in a finite time: u(x, t) is a classical solution of
the evolution problem for 0 < t < T in some space domain Ω , and u(xn, tn) → ∞ for some sequences xn ∈ Ω
and tn → T , where T is the finite blow-up time. In the case of reaction diffusion equations there is a well-defined
approximation method to produce approximate solutions un that do not blow up and are continued for all 0 < t < ∞.
In the monotone limit
lim
n
un(x, t) = U(x, t) (13.2)
a global object is obtained that coincides with u for 0 < t < T and whose behaviour for t  T has to be described.
This kind of limit solution is called proper solution in [28]. It may happen that it is only singular at t = T and
becomes smooth later on (so-called peaking solution), but it may be singular for all t > T . This is what happens in the
interesting model called chemotaxis, i.e., the motion of organisms induced by high concentrations of a chemical that
they secrete. Let us consider the Keller–Segel model system [39,41]
∂tu = u− a∇ · (u∇v), ut −v = u− bv, (13.3)
posed in dimension N = 2, and let us take nonnegative, integrable and radially symmetric data, as in [33]. Then the
following blow-up phenomenon happens: if the mass of the initial data is at least 8π , then the solution blows up at
x = 0 in finite time, and actually the mass distribution represented by u(t) develops a Dirac delta singularity at x = 0
when t = T (called chemotactic collapse). For later times a measure-valued solution is generated with a the Dirac
mass at the origin. See [24] where the second equation is simplified and the critical mass is determined as 8π/a.
The formation of singularities in the form of Dirac masses and the evolution after blow-up are still poorly understood
in the nonradial case. The formal parallels between chemotaxis and logarithmic diffusion have been noticed but not
explained; they are worth exploring. The situation is very different in dimensions 3 or more, cf. [34].
We finally refer to some work of Perthame et al. on equations of interest in mathematical biology that produce
Dirac masses in the evolution, like [48,49].
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