In this paper we investigate the domain of convergence of the Adomian series solution based on the computational results for several examples. We demonstrate how the domain of convergence can be extended by introducing a parameter c in the definition of the zeroth-order and firstorder solution components u 0 and u 1 . Furthermore we generalize the concept of the convergence parameter c from a two-term partition of the initial condition to a multiple-term partition with the design of expanding the domain of convergence of the Adomian series solutions for nonlinear differential equations.
INTRODUCTION
We develop a new framework for adjusting or expanding the effective region of convergence of the Adomian decomposition solution for nonlinear ordinary differential equations. This new approach is based on the notion of convergence parameter [1] and adapting the Wazwaz modified recursion scheme [2, 3] , but instead of the purpose for suppressing the occasional phenomenon of a rapidly damped oscillating convergence for the Adomian decomposition series solution as originally proposed by Wazwaz [2] , the parametrized modified recursion scheme is introduced for the purpose of expanding the effective region of convergence for the Adomian decomposition series as an important goal in its own right.
First we describe the procedure of the Adomian decomposition method (ADM) for solving nonlinear differential equations [4] [5] [6] [7] [8] [9] [10] [11] [12] , and then compare the Adomian recursion scheme with the Wazwaz modified recursion scheme. We shall use the first-order nonlinear ordinary differential equation as the vehicle to illustrate our new approach on how we can adjust or expand the region of convergence for the Adomian decomposition series solution, (1) where the functions α, g and f are analytical.
First consider the ADM. We rewrite Eq. (1) in the usual operator-theoretic notation of Adomian: 
For convenience, we define the γ function [13] : γ = Φ + L −1 g, then
In the ADM, the solution u(t) is represented by a decomposition series . We remark that the convergence of the Adomian series has already been proven by several investigators [13] [14] [15] [16] . For example, Abdelrazec and Pelinovsky [16] have published a rigorous proof of convergence for the ADM under the aegis of the Cauchy-Kovalevskaya theorem. In point of fact the Adomian decomposition series is found to be a computationally advantageous rearrangement of the Banach-space analog of the Taylor expansion series about the initial solution component function. Furthermore convergence of the ADM is not limited to cases when only the fixed-point theorem applies, which is far too restrictive for most physical applications.
L Lu L g L Ru L Nu
The definitional formula for the Adomian polynomials was first published in 1983 [17] : (7) where (8) The first six Adomian polynomials for Nu = f (t, u(t)) are
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Different algorithms for the Adomian polynomials have been developed by Rach [13, 18] , Adomian and Rach [19] , Wazwaz [20] , Abdelwahid [21] and several others [22] [23] [24] [25] . Recently new algorithms and subroutines in MATHEMATICA for fast generation of the Adomian polynomials to high orders have been developed by Duan [1, 26, 27] .
From Eqs. (4)- (6) the solution components are determined by the Adomian recursion scheme:
Next we consider the Wazwaz modified recursion scheme in the ADM. In the Wazwaz modified decomposition, the solution u(t) is also represented by the Adomian decomposition series , but where the solution components are instead determined by the modified recursion scheme of Wazwaz [2] : where Wazwaz has offered a useful partition γ (t) = γ 0 (t) + γ 1 (t) for cases suppressing the occasional phenomenon of damped oscillating or noisy convergence for inhomogeneous equations [28, 29] . Thus we have determined the solution in the form of a different decomposition series by using a different recursion scheme. Of course the sum of the two distinct decomposition series, which differ only in the formulas of their respective solution components, both equal the exact solution u * (t) as designed.
is aimed at L −1 g for the non-homogeneous equation, when a noisy convergence is anticipated. In the Wazwaz-El-Sayed modified recursion scheme [3] , the Taylor expansion of γ (t) about t 0 is used to facilitate the calculation of integrals.
In the next section, we introduce the parametrized recursion scheme. In Section 3 we investigate the choice of the parameter c in the parametrized recursion scheme and its impact on the domain of convergence for three nonlinear examples. Section 4 summarizes our findings.
PARAMETRIZED RECURSION SCHEME
We generalize the concept of convergence parameter proposed in [1] . We introduce a parameter c and partition the initial value C 0 as two parts:
Then we distribute the components C 0 − c and c of C 0 in u 0 and u 1 , respectively, thus obtaining the parametrized modified recursion scheme:
The convergence parameter c is designed to be varied so as to expand the effective region of convergence of the Adomian decomposition series. We seek to determine an appropriate choice and preferably an optimal choice of the convergence parameter c.
For complicated nonlinearities, the choice in (11)- (13) will greatly simplify operations, i.e. leading to simple-to-integrate series. In this case, corresponding to the two-term partition (14) of the initial value C 0 , we obtain the parametrized modified recursion scheme
We also consider different multiple-term partitions of the initial value C 0 , containing an embedded parameter c, in order to expand the effective region of convergence even further, when it is needed. For example, corresponding to a parametrized three-term partition 
where c 0 = C 0 − c and where, for example, we suppose a geometric sequence such as c n = c /2 n for n ≥ 1, the parametrized modified recursion scheme then becomes (27) 
In effect we have distributed the correction over the sequence of solution components.
THE EFFECTIVE REGION OF CONVERGENCE
In the following examples the parametrized recursion scheme with an embedded parameter c is used. In the case of c = 0 the usual recursion scheme is obtained. We first solve a specific Riccati equation, then a nonlinear differential equation with a negative power non-linearity and the Lane-Emden equation.
Example 1. Consider the Riccati equation
The exact solution is (30) Applying the integral operator L −1 = ∫ t 0 (·)dt to both sides of Eq. (29) yields
Next we decompose the solution and the nonlinearity where the Adomian polynomials A n are
Applying the parametrized recursion scheme (15)- (17) (32) we calculate the parametrized solution components
The n-term parametrized approximation is For example,
In the case of c = 0, the solution components are computed to be u n = (−t) n and the decomposition solution is (33) which has a domain of convergence of −1 < t < 1.
In order to see the effect of varying the value of c on the domain of convergence, in Fig. 1 we plot the curves of the exact solution u * (t) and the 13-term modified Adomian approximations φ 13 (t; c) for c = 0, 0.2, 0.3, 0.4, and in Fig. 2 the curves of the exact solution u * (t) and the 26-term modified Adomian approximations φ 26 (t; c) for c = 0, 0.2, 0.3, 0.4. We see that for the three values of c, 0.2, 0.3 and 0.4, the modified decomposition solutions have a larger domain of convergence than for c = 0. We find that as c < 0 the domain of convergence narrows. For our parametrized approximation φ 26 (t; c), the optimal value of c is near 0.3.
Further we have checked the maxima M n of u n (t; 0.3) on the interval −0.9 ≤ t ≤ 2 and have found that M n < 0.92 n for all n = 1, 2, ..., 25.
Next, for the three-term partition of the initial value 
we consider the new parametrized recursion scheme (35) We find that the results can now be improved by increasing the parameter c further. In Fig. 3 we plot the exact solution u * (t) and the 13-term new modified where c < 1, and then from the parametrized recursion scheme (37) we obtain the parametrized solution components (38) In this case the decomposition solution has an easily calculated interval of convergence As c → 1 − , then the domain of convergence approaches (−1, +∞). In this particular example, we have expanded the domain of convergence of the decomposition series to incorporate the entire domain of definition for this solution. 
Then we calculate the parametrized solution components in succession
The n-term modified Adomian approximation parametrized by c is where φ n (t; 0) is the usual n-term Adomian approximation, which is equivalent with the n-term Taylor approximation for this particular example. For example, φ n (t; 0) has a domain of convergence −1 ≤ t ≤ 1 as n → ∞. In Fig. 4 we plot the exact solution u * (t) and the 8-term modified 
The exact solution is 
We obtain
In Fig. 9 we plot the exact solution u * (t) and the 10-term new modified Adomian approximations φ − 10 (t; c) for c = 0, 0.2, 0.4. We find that the curve of φ − 10 (t; 0.2) is improved significantly compared with that of φ 10 (t; 0.2). If we partition the initial value as (49) and apply the corresponding recursion scheme
we obtain the parametrized solution components
We denote by φ ∼ n (t; c) the n-term approximation from this scheme. In Fig. 10 we plot the exact solution u * (t) and the 10-term modified Adomian Finally, we mention that solution continuation and convergence acceleration techniques, such as analytic continuation [32, 33] , the diagonal Padé approximants [7, 10, [34] [35] [36] [37] [38] , Euler's transformation [6] , the iterated Shanks transform [7] , Adomian's asymptotic decomposition method [5, 7, 39, 40] , numeric methods based on the ADM and the Rach-Adomian-Meyers modified decomposition method (MDM) [32, 33, 41, 42] , and so on, can also be used to accelerate the rate of convergence and expand the effective region of convergence.
CONCLUSION
We have introduced the parametrized recursion scheme in the ADM, which presents a novel approach to embed a parameter in the Adomian solution series so as to modify the solution's convergence properties. We have investigated three examples of nonlinear differential equations to demonstrate how to practically expand the region of convergence for the Adomian decomposition series solution of nonlinear ordinary differential equations.
Essentially the domain of convergence is extended by adjusting the solution components u 0 and u 1 with the convergence parameter c in a modified recursion scheme using a two-term partition of the initial value, which in effect modifies the resulting formulas for the following solution components u 2 , u 3 , …. Thus we have changed the solution components of the Adomian decomposition series from the parametrized solution components We remark that the sum of the Adomian series solution is of course unique by the Cauchy-Kovalevskaya theorem, however the decomposition of the solution is nonunique and this allows us the freedom to design new, alternate algorithms for computational advantage, including expanding the region of convergence. Thus we have demonstrated that we are able to expand or contract the effective domain of convergence of the approximations of the Adomian decomposition series by varying the convergence parameter c as well as to suppress or induce the phenomenon of oscillatory or noisy convergence. This new approach is simple in formulation and easy to implement in symbolic software such as MATHEMATICA, etc. In the calculation of our solutions, the fast algorithms for generation of the Adomian polynomials by Duan [1, 26, 27] guarantee the efficiency of our programming.
