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Introduzione
Oggetto di studio di questa tesi sono le proprieta` strutturali e dinamiche di fasi
condensate di 4,4’-dieptilazossibenzene (HAB), una molecola capace di dare fasi
liquido-cristalline.
Lo studio di queste proprieta` e` realizzato col metodo di simulazione indicato come
dinamica molecolare che sara` descritto diffusamente nel seguito. L’ingrediente fon-
damentale per poter simulare un sistema con la dinamica molecolare e` il potenziale
che descrive le interazioni tra le molecole. La qualita` del campo di forze utilizzato
condiziona i risultati della simulazione e questo e` particolarmente evidente nel caso
di sistemi liquidi cristallini. Per questi ultimi infatti, la stabilita` della fase e` inti-
mamente connessa alle caratteristiche molecolari che a loro volta derivano da una
complessa interazione tra effetti energetici (come le interazioni molecolari: forze di
tipo elettrostatico, dispersivo e induttivo) ed entropici (distribuzioni conformazion-
ali, posizionali e orientazionali). Il bilancio tra questi termini e` molto critico e anche
piccole variazioni della struttura molecolare possono alterare questo delicato equi-
librio modificando in modo significativo il diagramma di fase del sistema [1, 2, 3]. E’
tramite il campo di forze che le interazioni microscopiche vengono introdotte nella
simulazione e che l’identita` chimica della molecola trova una corrispondenza con le
osservabili macroscopiche. Dato che l’ equilibrio che governa le proprieta` dei sistemi
mesogeni e` cos`ı delicato, e` necessario allora utilizzare modelli cuciti su misura per
la molecola target.
In linea di principio, simulazioni di dinamica molecolare ab initio, come ad esempio
il metodo Car-Parrinello [4], sono in grado di risolvere l’equazione di Schro¨dinger e
di calcolare il potenziale passo dopo passo. Tuttavia, allo stato attuale la sua im-
plementazione per sistemi dove le forze dispersive sono importanti e` problematico.
Inoltre, dal punto di vista computazionale, questo metodo puo` trattare solo sistemi
aventi un numero contenuto di molecole (poche decine) e per un tempo piuttosto
breve, alcune decine di ps, mentre per l’osservazione della dinamica di una fase liq-
uido cristallina la scala temporale richiesta e` molto piu´ ampia (almeno dell’ordine
dei ns).
Una fase liquido cristallina (LC) presenta proprieta` strutturali intermedie tra
quelle di una fase solida e di una fase liquida. Nei liquidi il fattore entropico e`
dominante e da un punto di vista termodinamico le forze intermolecolari non sono
iv
sufficienti a costringere le molecole in un reticolo. Esse rimangono libere di muoversi
e di ruotare originando una fase perfettamente disordinata, priva sia di ordine po-
sizionale che orientazionale. Nei cristalli, al contrario, le molecole sono disposte ai
nodi di un reticolo, e ne risulta una fase dotata sia di ordine posizionale che orien-
tazionale.
I cristalli-liquidi hanno proprieta` intermedie che li associano sia ai liquidi che ai
solidi, come il nome stesso indica . Essi sono caratterizzati dalla presenza di un or-
dine orientazionale a lungo raggio (come i solidi) e dall’assenza o riduzione di ordine
posizionale (come i liquidi). Nelle fasi LC, pertanto, un asse molecolare punta lungo
una direzione preferenziale detta direttore e indicata con nˆ.
L’ordine orientazionale e` descritto tramite una funzione di distribuzione orientazionale
normalizzata f(Ω) tale che f(Ω)dΩ corrisponda alla probabilita` che una qualsiasi
molecola abbia orientazione Ω (dove Ω indica la terna di angoli che specifica l’ori-
entazione della molecola).
f(Ω) puo` essere determinata scattando un’istantanea del sistema e determinando
Ω per un gran numero di molecole o seguendo una sola molecola e studiando come
varia la sua orientazione nel tempo.
Se le direzioni perpendicolari al direttore sono equivalenti si dice che il sistema e`
uniassiale: essendo sufficiente seguire l’angolo θ che l’asse molecolare forma con il
direttore, la funzione di distribuzione f(Ω) si riduce a f(θ). In caso contrario, il
sistema e` detto biassiale e per descriverne l’ordine orientazionale si dovra` usare una
funzione di distribuzione orientazionale f(θ, φ) che dipendera` anche dall’angolo az-
imutale φ.
La transizione di fase dallo stato solido o liquido allo stato LC puo` essere indotta o
dalla temperatura o dal solvente. Nel primo caso si parla di cristalli termotropici:
essi danno vita a fasi mesogene formate esclusivamente dalla molecola in questione e
l’unico parametro che ne determina la presenza e` la temperatura T. Le loro proprieta`
sono dovute essenzialmente alla forma che hanno le molecole. Nel secondo caso si
parla, invece, di cristalli liotropici: i parametri cruciali sono T, la concentrazione e
la natura del solvente. Essi sono costituiti da molecole in cui le diverse parti hanno
solubilita` molto diverse, ad esempio una testa polare e una o piu´ code apolari. Gli
esempi piu´ tipici sono i saponi e i fosfolipidi che danno vita a strutture ordinate sia
in solventi polari che apolari. Nel primo caso le molecole tendono a rivolgere la testa
verso il solvente e ad avvicinare tra loro le code, escludendo il solvente. Nel secondo
caso, invece, le interazioni dipolo-dipolo si verificano tra le teste polari, mentre le
le code idrofobe si rivolgono verso il solvente: l’interazione soluto-solvente e` dovuta
essenzialmente alle forze di dispersione.
L’HAB e` un cristallo di tipo termotropico e pertanto ci occuperemo solo di questi
ultimi. I principali tipi di mesogeni che danno vita a fasi di questo tipo sono molecole
a bacchetta (calamitiche, caratterizzate da un asse molto piu´ lungo degli altri due) e
molecole a disco (discotiche, caratterizzate da un asse molto piu´ corto degli altri due).
I mesogeni calamitici solitamente possiedono un nucleo rigido di tipo aromatico (det-
to core), al quale sono legate una o piu´ catene alchiliche: l’HAB appartiene a questa
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categoria. All’interno della moltitudine di fasi mostrata dai mesogeni calamitici
[5, 6], per l’HAB e` stata evidenziata l’esistenza di due fasi liquido cristalline: la
nematica e la smettica.
Le fasi LC termotropiche, nematica e smettica, che sono formate da molecole
anisotrope, sono entrambe caratterizzate da ordine orientazionale a lungo raggio.
Per quanto riguarda invece l’ordine posizionale, la fase nematica ne e` completa-
mente priva mentre quella smettica possiede ordine traslazionale in almeno una
dimensione. In questa fase infatti, le molecole giacciono in ben definiti strati, ma
la posizione media dei centri molecolari nel piano perpendicolare alla direzione di
stratificazione e` totalmente casuale.
Generalmente si osserva che la formazione di cristalli liquidi e` favorita da lunghe
catene alchiliche, dalla linearita` dei gruppi che legano tra loro le unita` aromatiche
e dalla polarizzabilita` del nucleo. Unita` terminali polari facilitano la formazione di
fasi LC a causa delle interazioni elettrostatiche tra due coppie di molecole. A questo
proposito sostituenti sugli anelli aromatici sono usati per controllare l’impaccamento
delle molecole: questi gruppi, infatti, possono aumentare la polarizzabilita` moleco-
lare e favorire l’organizzazione intermolecolare oppure, al contrario, destabilizzare la
fase liquido cristallina abbassando la temperatura di transizione nematico-isotropo
se l’ingombro sterico laterale impedisce un adeguato ed efficiente impaccamento.
La fase nematica e` la piu´ semplice fase LC: le molecole non hanno ordine traslazionale
a lungo raggio, come nel liquido, ma hanno ordine orientazionale a lungo raggio (c’e`
un direttore). L’ordine presente e` determinato attraverso il parametro orientazionale
P2 che per queste fasi assume valori compresi tra 0.4 e 0.7.
Esistono diversi tipi di fasi smettiche, ad esempio la fase smettica A e quella C.
Queste ultime, sono caratterizzate anche da una stratificazione, cioe` da un ordine
traslazionale unidimensionale. All’interno di ogni strato, pero`, la disposizione delle
molecole e` completamente casuale. Qualitativamente lo strato della fase smettica
puo` essere visto come un liquido bidimensionale.
Nella fase smettica A l’asse lungo molecolare e il direttore sono normali ai piani;
nella fase smettica C essi sono inclinati rispetto allo strato.
Questo lavoro di tesi si e` articolato in due fasi principali: la costruzione di un
potenziale modello (atomistico) tramite calcoli ab initio e il suo utilizzo in simu-
lazioni MD.
Il potenziale e` stato costruito attraverso un’operazione di fit di energie di interazione
intermolecolari e intramolecolari. Le prime sono state ottenute attraverso il campi-
onamento di numerose (1300) geometrie di un dimero di 4,4’-dimetilazossibenzene:
considerate infatti le elevate dimensioni molecolari dell’HAB e quindi l’ingente cos-
to computazionale abbiamo deciso di determinare i parametri di interazione inter-
molecolari sito-sito in due passi successivi. In un primo momento abbiamo deter-
minato quelli della zona centrale dell’HAB (cioe` quelli dei siti presenti nel core)
e solo successivamente quelli rimanenti di catena, con particolari accorgimenti che
vi
avremo modo di analizzare. Il campionamento e` stato condotto con il metodo FRM
(Metodo di Frammentazione e Ricostruzione ) [7]: il core e` stato opportunamente
frammentato e le energie di interazione dei frammenti combinate in modo da ripro-
durre l’energia di interazione dell’intero dimero (ovvero l’energia core-core). Il set
di energie di interazione ottenute e` stato sottoposto ad un’operazione di fit per la
determinazione dei parametri di interazione intermolecolari.
Per quanto riguarda la parte intramolecolare del potenziale, abbiamo campionato
le energie del 4,4’-dibutilazossibenzene in diverse conformazioni e sottoposto anche
questo set ad un’operazione di fit.
Una volta completata la prima fase del lavoro, per procedere con le simulazioni
MD abbiamo costruito ed equilibrato un sistema contenente 432 molecole di HAB,
interagenti le une con le altre tramite il campo di forze descritto dal potenziale
modello creato. Il sistema equilibrato ottenuto e` stato utilizzato per eseguire tre
simulazioni a temperature diverse. La caratterizzazione di questi tre diversi sistemi
ha mostrato come il potenziale riesca a prevedere per l’HAB l’esistenza di una fase
isotropa, una smettica e una nematica.
Nel Capitolo 1 ci occupiamo della teoria delle forze intermolecolari e nei due
capitoli successivi della sua applicazione all’HAB: nel Capitolo 2 si trovano rac-
colte le indagini preliminari condotte sull’HAB e nel Capitolo 3 ci occupiamo della
costruzione della parte intermolecolare del potenziale.
Nel Capitolo 4 ci dedichiamo invece alla teoria della forze intramolecolari e nel Capi-
tolo 5 alla sua applicazione.
Nel Capitolo 6 , infine, affrontiamo la teoria delle simulazioni MD e nel Capitolo 7
i risultati delle simulazioni di produzione.
Capitolo 1
Teoria delle forze intermolecolari
Classicamente le forme di interazione intermolecolare sono di due tipi: le inter-
azioni elettrostatiche tra molecole con momento di multipolo permanente (forze ori-
entazionali) e le interazioni tra il momento permanente di una molecola e il momento
indotto su un’altra molecola dalla prima (forze di induzione). La fisica classica non
riesce a spiegare le forze attrattive tra molecole neutre prive di momento elettrico
(ad esempio le forze attrattive presenti nei gas nobili) cos`ı come non riesce a spiegare
la natura repulsiva delle forze a piccole distanze.
Per una trattazione adeguata occorre ricorrere ad un approccio quanto meccani-
co [8, 9]. In linea di principio risolvere il problema dell’interazione intermolecolare
corrisponde a risolvere l’equazione di Schro¨dinger indipendente dal tempo
HˆΨ = EΨ (1.1)
per il sistema costituito da tutte le molecole interagenti dove
Hˆ = −
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(1.2)
Esso e` l’operatore Hamiltoniano per l’insieme dei nuclei e degli elettroni del sistema,
descritti dai vettori di posizione R e r , rispettivamente; tiene conto dell’energia
cinetica dei nuclei e degli elettroni e del potenziale di interazione nucleo-elettrone,
elettrone-elettrone e nucleo-nucleo.
Dal momento che i nuclei sono molto piu´ pesanti degli elettroni e che quindi si
muovono molto piu´ lentamente, si puo` dire in prima approssimazione che gli elettroni
si muovono nel campo dei nuclei fissi (approssimazione di Born-Oppenheimer). Con
quest’approssimazione il secondo termine di 1.2, l’energia cinetica dei nuclei, puo`
essere trascurato nell’Hamiltoniano elettronico, e l’ultimo termine, la repulsione tra
i nuclei, diventa un termine costante (che andra` sommato agli autovalori trovati).
L’Hamiltoniano elettronico che descrive il moto di N elettroni nel campo di M cariche
puntuali assume allora la forma seguente:
Hˆel = −
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L’equazione di Schro¨dinger con l’Hamiltoniano elettronico,
Hˆelψel = Eelψel (1.4)
ha come soluzione la funzione ψel(r ; R ) che descrive il moto degli elettroni. Essa
dipende esplicitamente dalle coordinate elettroniche e parametricamente dalle coor-
dinate nucleari. Anche l’energia elettronica, Eel(R), dipende in modo parametrico
dalle coordinate nucleari.
Una volta risolto il problema elettronico e` possibile risolvere il moto dei nuclei facen-
do le stesse assunzioni. Dato che gli elettroni si muovono molto piu´ velocemente dei
nuclei, e` ragionevole sostituire nella 1.2 le coordinate elettroniche con le loro medie
pesate sulla funzione d’onda elettronica. Questo genera un Hamiltoniano nucleare
per il moto dei nuclei nel campo medio degli elettroni
Hˆnuc = −
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La funzione energia elettronica, Eel(R), costituisce il potenziale per il moto nucleare
e viene costruita risolvendo l’equazione di Schro¨dinger elettronica per diversi valori
delle coordinate nucleari. Essa rappresenta la superficie di energia potenziale (PES)
sulla quale, nell’approssimazione di Born-Oppenheimer, si muovono i nuclei.
Le soluzioni dell’equazione nucleare di Schro¨dinger
Hˆnucφnucl(R) = Eφnucl(R) (1.6)
descrivono la vibrazione, la rotazione e la traslazione della molecola e l’energia E,
che e` l’approssimazione dell’energia totale di 1.1, include l’energia elettronica, vi-
brazionale, rotazionale e traslazionale. La funzione d’onda totale di 1.1 e` ricostruita
come:
Ψ(r,R) = ψel(r;R)φnuc(R) (1.7)
cioe` l’approssimazione ci ha permesso di fattorizzare la funzione d’onda totale.
L’energia che abbiamo indicato con Eel(R), per un sistema composto da due
molecole (es R e S), rappresenta la superficie di energia potenziale elettronica del
dimero e puo` essere espressa come:
Eel(R) = Eel(CM,Ω, rr, rs) (1.8)
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dove CM,Ω, rr, rs sono il vettore di separazione dei centri di massa, il vettore che
da` l’orientazione relativa delle due molecole (tramite gli angoli di Eulero α, β, e γ)
e le coordinate interne delle molecole R e S, rispettivamente. Questa energia puo`
essere approssimata come somma di due contributi disaccoppiati, uno inter e uno
intramolecolare:
Eel(CM,Ω, rr, rs) = Einter(CM,Ω) + [Eintra(rr) + Eintra(rs)] (1.9)
Studiamo ora l’energia di interazione intermolecolare di due molecole rigide per
l’avvicinamento lungo la coordinata di separazione dei centri di massa CM (man-
tenendo Ω costante). A seconda del valore di CM predominano diversi tipi di
interazione:
1. nel range di piccole distanze il potenziale ha natura fortemente repulsiva: qui
gli atomi o le molecole interagenti sono sottoposti ad una forte sovrapposizione
dei loro gusci elettronici con conseguente predominio delle energie di scambio
e di interazione Coulombiana;
2. nel range di medie distanze, dove solitamente si trova il minimo della buca del
potenziale di interazione, coesistono forze attrattive e repulsive.
L’entita` delle interazioni e` molto minore dell’energia posseduta dalle molecole
e si puo` applicare un trattamento perturbativo. L’interazione di scambio
elettronico, pero`, che e` conseguenza dell’antisimmetria della funzione d’onda
totale, e` ancora grande.
3. nel range di grandi distanze gli effetti di scambio possono finalmente essere
trascurati. Usando la teoria perturbativa la correzione dell’energia al secon-
do ordine produce contributi dispersivi e induttivi mentre le correzioni agli
ordini superiori prevedono anche termini misti di accoppiamento induttivo-
dispersivo.
Einter(CM) = E
(1)
el +
∞∑
n=2
[E
(n)
ind + E
(n)
disp] +
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n=3
E
(n)
ind.disp (1.10)
Il termine di interazione elettrostatica puo` essere espanso asintoticamente in
una serie multipolare.
Aumentando ancora la distanza l’interazione elettrostatica puo` essere approssi-
mata con il primo termine non nullo dell’espansione multipolare.
Per determinare l’energia di interazione quantomeccanica ci sono due approcci pos-
sibili: l’approccio perturbativo e l’approccio supermolecolare.
1.1 Teoria perturbativa
Consideriamo brevemente l’approccio piu´ semplice della teoria perturbativa ovvero
la teoria PT (Perturbation Theory) nell’approssimazione di polarizzazione [10, 9,
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11, 12].
In tale approssimazione, dati due sistemi isolati R e S, si utilizzano i prodotti di
un’autofunzione di R e di una di S come base per le autofunzioni del sistema R+S,
trascurando il fatto che tali prodotti non soddisfano il requisito di antisimmetria:
scambiando una coordinata elettronica di R con una di S la funzione d’onda totale
non cambia di segno. Si tiene conto dunque solo parzialmente dei contributi di
scambio e di sovrapposizione.
L’equazione di Schro¨dinger da risolvere per il sistema totale (R+S) e`:
HˆΨa = EaΨa (1.11)
dove Ψa rappresenta la funzione d’onda del sistema (R+S) nello stato a.
Considerando l’energia di interazione intermolecolare V nella regione di medio e
lungo raggio come il perturbatore, Hˆ puo` essere espresso come
Hˆ = Hˆ0 + λV (1.12)
in cui e` stato inserito il parametro λ (per λ =0 Hˆ0 = Hˆ) e in cui Hˆ0 e` l’Hamiltoniano
imperturbato del sistema totale (R+S):
Hˆ0 = HˆR + HˆS (1.13)
In modo analogo la funzione d’onda e l’energia del sistema imperturbato possono
essere espresse rispettivamente come:
Ψ0a = ψ
R
a ψ˙
S
a (1.14)
E0a = E
R
a + E
S
a (1.15)
dove ψRa e ψ
S
a sono autofunzioni dell’equazione di Scro¨dinger
ˆHR(S)ψR(S)a = E
R(S)
a ψ
R(S)
a
per il sistema isolato.
Tenendo conto della 1.12 la 1.11 puo` essere riscritta come:
(Hˆ0 + λVˆ )Ψa = EaΨa (1.16)
Sviluppando l’energia e la funzione d’onda in serie di Taylor in λ e separando i vari
ordini si trovano le espressioni delle correzioni all’energia ai vari ordini.
Supponiamo di essere interessati allo stato fondamentale, a = 0, la correzione al
primo ordine sara`:
E
(1)
0,el =< Ψ
0
0|Vˆ |Ψ00 >=< ψR0 ψS0 |Vˆ |ψR0 ψS0 > (1.17)
Questa correzione rappresenta l’energia elettrostatica: e` additiva a coppie, deriva
dall’interazione delle distribuzioni permanenti di carica dei due sistemi R e S e come
nel caso classico puo` essere espansa in contributi multipolari.
1.1. TEORIA PERTURBATIVA 5
La correzione al secondo ordine, invece, e` piu´ complessa ed e` formata da due
contributi distinti, quello di induzione e quello di dispersione.
E
(2)
0,ind =
∑
i6=0
| < ψR0 ψS0 |Vˆ |ψRi ψS0 > |2
ER0 − ERi
+
∑
j 6=0
| < ψR0 ψS0 |Vˆ |ψR0 ψSj > |2
ES0 − ESj
(1.18)
E
(2)
0,disp =
∑
i6=0
∑
j 6=0
| < ψR0 ψS0 |Vˆ |ψRi ψSj > |2
ER0 + E
S
0 − ERi − ESj
(1.19)
dove le ψ
R(S)
i(j) sono le i(j)-esime autofunzioni dell’Hamiltoniano imperturbato Hˆ
R(S)
con autovalori E
R(S)
i(j) .
Il contributo induttivo, anche detto di polarizzazione, comprende due termini: il
primo tiene conto dell’effetto di polarizzazione indotta dal sistema R sul sistema S
e il secondo della polarizzazione reciproca indotta da S su R. Questo contributo ha
una sua controparte classica come avviene per l’energia di interazione elettrostatica,
ma a differenza di quanto accade per questa, non e` additivo a coppie , e` sempre
negativo ed e` pertanto un’interazione stabilizzante.
Non e` additivo a coppie nemmeno il contributo dispersivo. Quest’ultimo e` un’inter-
azione stabilizzante (contributo sempre attrattivo) che non ha controparte classica e
che deriva dall’accoppiamento delle fluttuazioni istantanee nella densita` elettronica.
Si puo` osservare che, prendendo Ĥ0 come Hamiltoniano di Hartree-Fock e la fun-
zione d’onda imperturbata ψRo ψ
S
0 come il determinante HF, l’energia di induzione
coinvolge stati singolarmente eccitati, mentre la dispersione include determinanti
doppiamente eccitati. Per avere una buona descrizione degli effetti di dispersione,
allora, si dovra` andare oltre l’approssimazione monodeterminante fino ad includere
nella funzione d’onda del sistema per lo meno anche i termini di doppia eccitazione:
Ψ0 = |0 > +|S > +|D > (1.20)
Questo significa riuscire a descrivere, o almeno recuperare seppure in parte, la
correlazione elettronica di cui l’approssimazione monodeterminantale non riesce
a tenere conto (la funzione d’onda monodeterminantale infatti riesce a descrivere
correttamente la buca di correlazione di Fermi, ma non quella di Coulomb).
I termini correttivi di ordine superiore al secondo non hanno un significato fisico
immediato e coinvolgono accoppiamenti tra contributi elettrostatici, di induzione e
di dispersione.
In generale si puo` dire che se A e B sono specie cariche o possiedono un forte momento
di dipolo i contributi predominanti sono quello elettrostatico e quello induttivo, in
caso contrario dominano le interazioni di dispersione.
L’inconveniente della teoria perturbativa nell’approssimazione di polarizzazione
e` che si trascurano le interazioni dovute all’antisimmetria della funzione d’onda to-
tale del sistema. L’entita` di queste interazioni (dette di scambio, sono termini che
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coinvolgono l’operatore Aˆ di antisimmetrizzazione tra le coordinate elettroniche delle
due molecole ), invece, e` tutt’altro che trascurabile, soprattutto a breve distanza.
Una teoria che ne tiene esplicitamente e` la SAPT (Symmetry Adapted Perturbation
Theory), sviluppata da Szalewicz, Jeziorski e al [13, 14]. In questa teoria l’ener-
gia viene corretta gia` al primo ordine con l’ interazione di scambio che, essendo
proporzionale alla sovrapposizione degli orbitali tra i due sistemi, ha decadimento
esponenziale. Al secondo ordine si trovano accoppiamenti tra l’energia di scambio e
di induzione e tra quella di scambio e di dispersione.
Il pregio della SAPT e` di permettere una separazione dell’energia in vari contributi
aventi un chiaro significato fisico, il difetto e` che, oltre ad essere computazionalmente
molto costosa, e` molto complessa da un punto di vista concettuale e sinora e` stata
applicata solo allo studio di sistemi di dimensioni ridotte.
Pertanto, per questo lavoro di tesi abbiamo preferito calcolare le interazioni inter-
molecolari utilizzando l’approccio supermolecolare che andiamo ora ad esaminare.
1.2 Approccio supermolecolare
Dati due sistemi distinti R e S nello stato fondamentale si considera il loro insieme
come una supermolecola e la si indica con RS. L’energia di interazione sara` definita
come la differenza tra l’energia della supermolecola e l’energia dei sistemi isolati R
e S.
Eint = E
RS
0 − (ER0 + ES0 ) (1.21)
L’approccio supermolecolare ha il vantaggio di non presentare problemi di conver-
genza, di conteggiare correttamente gli effetti di scambio e di repulsione, di essere
facile da implementare al calcolatore e semplice dal punto di vista teorico. Sebbene
esso non permetta di separare in modo netto i vari contributi (elettrostatico, di
scambio, di dispersione e di induzione) che contribuiscono all’energia intermoleco-
lare totale e lo sforzo computazionale sia consistente, dato che bisogna effettuare il
calcolo dell’energia sia sul sistema isolato R, che su quello isolato S che sul supersis-
tema RS, i veri inconvenienti del metodo sono essenzialmente due: la size extensivity
e il cosiddetto BSSE (Basis Set Superposition Error).
Consideriamo il sistema RS in cui le due molecole sono poste a distanza infinita,
cos`ı da poter trascurare gli effetti legati all’indistinguibilita` degli elettroni e le in-
terazioni descritte da Vˆ RS. L’energia totale del supersistema RS dovra` risultare
semplicemente pari alla somma delle energie dei sistemi isolati R e S. Cio` non ac-
cade sempre perche´ non tutti i metodi di calcolo sono size-extensive, cioe` non tutti
sono capaci di fornire risultati che scalino linearmente con la dimensione del sistema.
I metodi CI con troncamento dell’espansione, ad esempio, non sono size extensive e
quindi recupereranno l’energia di correlazione, una proprieta` estensiva, in quantita`
sempre minore al crescere delle dimensioni del sistema. Per aggirare questo proble-
ma basta scegliere di usare un metodo che sia size-extensive, come i metodi MPn o
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il Coupled Cluster.
Il problema del BSSE invece, non dipende dal metodo utilizzato, ma dalla base
scelta. Per calcolare l’energia del sistema isolato S useremo una base, s, di funzioni
centrate attorno agli atomi di S stesso e, in modo analogo, per calcolare l’energia di
R useremo una base, r, di funzioni centrate attorno agli atomi di R. Per il supersis-
tema RS, invece, useremo una base del tipo r+s, cioe` contenente funzioni centrate
sia sugli atomi della molecola R che su quelli della molecola S. Se le due molecole
R e S sono vicine, e` possibile che le funzioni di base centrate attorno a R aiutino
a migliorare la descrizione della densita` elettronica attorno a S e viceversa. Questo
significa che, essendo il sistema RS descritto da una base piu´ estesa di quella dei sot-
tosistemi isolati, per il principio variazionale la sua energia risultera` artificialmente
piu´ bassa rispetto alla somma delle energie di R e S.
A causa del BSSE si sovrastimera` l’energia di interazione in modo diverso a seconda
della geometria del sistema RS. Dato che l’energia l’interazione e` calcolata come dif-
ferenza di numeri molto grandi (le energie elettroniche ERS0 , E
R
0 , E
S
0 sono dell’ordine
di 103-105 kJ/mol, le energie di interazione invece sono tipicamente inferiori a 50
kJ/mol) e` essenziale una grande accuratezza nei calcoli ed e` bene fare in modo che
gli errori siano costanti e si compensino tra di loro. Per correggere il BSSE e` stato
proposto il metodo counterpoise [15] che prevede di utilizzare anche per il computo
delle energie dei singoli sistemi R e S la base allargata (r+s), aumentando lo sforzo
computazionale. In questo lavoro di tesi tutte le energie di interazione intermoleco-
lare sono state corrette in questo modo.
Con la correzione counterpoise si avra` che:
Eccint = E
RS
0,r+s − ER0,r+s − ES0,r+s (1.22)
e la correzione dovuta al metodo counterpoise risulta essere:
∆Eint,CP = E
R
0,r+s + E
S
0,r+s − ER0,r − ES0,s (1.23)
Abbiamo visto che in mancanza di interazioni elettrostatiche che coinvolgono
cariche e dipoli, le forze piu´ importanti a medio raggio sono quelle dispersive. Dal
momento che questo tipo di energia si origina dall’interazione tra determinanti di
Slater di doppia eccitazione, si puo` ragionevolmente pensare che per descrivere cor-
rettamente queste interazioni sia necessario introdurre la correlazione elettronica.
Per calcolare l’energia di interazione intermolecolare allora i metodi HF sono da
escludere ed e` necessario rivolgersi ad una tecnica post-HF. Un nutrito gruppo di
lavori sul benzene [16, 17, 18, 19, 20, 21, 22] conferma quanto detto: i metodi corre-
lati come MP2 e CCSD mostrano correttamente che l’interazione tra due molecole
di benzene e` fortemente repulsiva a breve distanza per poi diventare attrattiva a
distanza intermedia e ricadere a zero a distanza infinita. A livello HF, invece, l’in-
terazione risulta sempre repulsiva e decade a zero per grandi distanze. Cio` e` assurdo
perche´ equivale a dire che il benzene e` un gas a qualsiasi temperatura pressione.
In linea teorica sarebbe possibile usare un metodo DFT, ma fino ad ora non e` stato
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messo a punto nessun funzionale capace di calcolare accuratamente le interazioni
dispersive (quelli presenti non riescono a calcolare bene le interazioni tra le nubi
pi). Rimangono nella rosa della scelta i metodi correlati come MPn e i metodi CC
(altissimo costo computazionale). Per questo lavoro di tesi e` stato scelto l’approccio
della supermolecola con un metodo MP2.
1.3 FRM
Per costruire dei potenziali realistici da utilizzare nelle simulazioni computazionali
si possono seguire due strade differenti .
La prima, empirica o a posteriori, sfrutta un database di risultati sperimentali per
ricavare i parametri della funzione che rappresenta il potenziale. Attraverso calcoli
ab initio si ricava un set iniziale di parametri che viene poi modificato iterativamente
fino a che la simulazione non riproduce i valori sperimentali di alcune proprieta` (ad
esempio la densita`).
La seconda, a priori, e` basata esclusivamente su calcoli ab initio: essa permette
di ricostruire la superficie di energia potenziale (PES) dell’interazione di una coppia
di molecole (un dimero) campionando l’energia per un gran numero di configurazioni
e analizzando il set di dati ottenuto con un potenziale modello. Questa via quanto
meccanica ha pertanto due grandi pregi: e` un metodo sensibile alla specifica identita`
molecolare e puo` essere usato anche quando non ci siano abbastanza dati sperimen-
tali o quando si vogliano condurre previsioni.
Quest’ultimo approccio e` l’ideale in tutti quei casi in cui la trasferibilita` dei parametri
di interazione atomo-atomo sia molto critica e si renda necessaria la costruzione ex
novo del potenziale per la specifica molecola di interesse. Questo e` tanto piu´ vero per
lo studio delle mesofasi dove la stabilita` della fase dipende in modo sensibile da un
bilancio tra fattori energetici (come l’interazione molecolare: forze elettrostatiche,
dispersive e induttive) ed entropici (come distribuzioni posizionali, orientazionali
e conformazionali). In questi casi e` fondamentale che nel potenziale vengano in-
trodotte tutte le specifiche che caratterizzano le interazioni microscopiche e l’iden-
tita` chimica della molecola.
In sintesi, dato che piccole differenze nella struttura molecolare possono produrre
grandi variazioni nelle proprieta` molecolari, e` essenziale avere un potenziale cuci-
to su misura e rinunciare ad utilizzarne altri gia` pronti invocando il principio di
trasferibilita`. Sfortunatamente la via quanto meccanica e` adatta solo per molecole
di piccole e medie dimensioni ed e` improponibile per molecole piu´ grandi a causa
dell’ingente costo computazionale.
Per aggirare il problema e` stato implementato a Pisa il Metodo di Frammentazione
Ricostruzione (FRM), sfruttando un vecchio suggerimento di Claverie [23] che pro-
pose di esprimere l’energia di interazione intermolecolare come somma di interazioni
atomo-atomo.
L’idea alla base del metodo FRM [24, 25] e` quella di scomporre le molecole in
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frammenti piu´ piccoli e di poter ricostruire con una buona accuratezza l’energia di
interazione del dimero a partire dalla somma dei contributi delle interazioni fram-
mento - frammento (a patto che i frammenti vengano scelti in modo oculato).
Il primo passo dell’FRM consiste nel decomporre la molecola in frammenti tagliando
lungo i legami. Il criterio guida per la scelta dello schema di frammentazione e` che
la densita` di stato elettronico fondamentale attorno ad ogni atomo nel frammento
sia la piu´ vicina possibile a quella attorno al solito atomo nella molecola intera.
La valenza dei risultanti frammenti viene saturata con atomi o con piccoli gruppi
chiamati ’intruders’.
Supponiamo, ad esempio, di aver frammentato la molecola AB nei due frammenti
A e B e di aver saturato ogni frammento con un idrogeno:
A− B = (AHa) + (HbB)−Ha −Hb (1.24)
L’energia di interazione intermolecolare viene espressa come somma di contributi di
coppie di frammenti; gli atomi intruders vengono eliminati al momento di ricostruire
la molecola e la loro energia sottratta in modo da recuperare l’ energia totale di
interazione del dimero iniziale.
Si puo` allora scrivere l’interazione della molecola AB con una generica molecola X
come:
E(A− B · · ·X) = E((AHa +HbB −Ha −Hb) · · ·X) = (1.25)
= E(AHa · · ·X) + E(HbB · · ·X)− E(Ha · · ·X)− E(Hb · · ·X) (1.26)
e se anche la molecola X puo` essere frammentata l’interazione tra AB e X potra`
essere ricostruita in termini di interazioni tra tutte le possibili coppie di frammenti
nelle quali ogni molecola puo` essere decomposta. Nel caso specifico in cui X sia
ancora una molecola di tipo AB (indichiamola con AB’), l’energia di interazione del
dimero sara` pari a:
E(A−B · · ·A− B′) = E((AHa +HbB −Ha −Hb) · · · (AH ′a +HbB′ −H ′a −H ′b)) =
= E(AHa · · ·AH ′a) + E(AHa · · ·HbB′)− E(AHa · · ·H ′a)− E(AHa · · ·H ′b) +
+E(HbB · · ·AH ′a) + E(HbB · · ·HbB′)− E(HbB · · ·H ′a)− E(HbB · · ·H ′b) +
−E(Ha · · ·AH ′a)− E(Ha · · ·HbB′) + E(Ha · · ·H ′a) + E(Ha · · ·H ′b) +
−E(Hb · · ·AH ′a)− E(Hb · · ·HbB′) + E(Hb · · ·H ′a) + E(Hb · · ·H ′b)
Questo e` il modo in cui si procedeva nella versione originale del metodo [24]: i
contributi negativi di Ha e Hb venivano considerati separatamente. Successivamente
[26], si e` preferito adottare un approccio piu´ razionale considerando la molecola AB
come composta da:
AB = AHa +HbB −HaHb (1.27)
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E(A−B · · ·A− B′) = E((AHa +HbB −HaHb) · · · (AH ′a +HbB′ −HaH ′b)) =
= E(AHa · · ·AH ′a) + E(AHa · · ·HbB′)− E(AHa · · ·HaH ′b) +
+E(HbB · · ·AH ′a) + E(HbB · · ·HbB′)− E(HbB · · ·HaH ′b) +
−E(HaHb · · ·AH ′a)− E(HaHb · · ·HbB′) + E(HaHb · · ·HaH ′b)
e sottrarre quindi, non i contributi dei singoli idrogeni, ma il contributo totale di una
molecola H2 in cui la distanza tra gli atomi e` quella dettata dalla geometria e dalla
disposizione dei frammenti. Sebbene la differenza nei valori di energia calcolata nei
due approcci sia molto piccola, il secondo approccio e` preferibile concettualmente
sia perche´ in questo modo si parla sensatamente di molecola di idrogeno interagente
con altri frammenti e non piu´ di un singolo atomo H, sia perche´ cos`ı facendo per
ogni legame σ introdotto artificialmente viene sottratto il contributo derivante da un
altro legame σ. In pratica si introduce l’ipotesi di additivita` non solo delle energie
dei singoli atomi, ma anche il concetto piu´ realistico di additivita` tra legami dello
stesso tipo.
Il maggior vantaggio dell’approccio FRM sta, in sintesi, nella possibilita` di con-
durre calcoli, piuttosto che sulla molecola intera, su frammenti di dimensioni notevol-
mente piu´ piccole: questo permette di includere effetti di correlazione elettronica e
ottenere una buona stima dell’energia dispersiva, fondamentale per la descrizione
delle mesofasi.
Il metodo FRM e` gia` stato applicato con successo allo studio del 4-ciano, 4’- npen-
tilbifenile [27, 26, 28, 29], del 4-ciano, 4’-pentiloxybifenile [30] e dei polifenili [31,
25].
1.4 Modelli per il potenziale intermolecolare
Scelto lo schema di frammentazione e completato il campionamento di svariate con-
figurazioni del dimero, il set delle energie risultanti viene analizzato con una funzione
modello per il potenziale U(R,Ω) adatta a condurre delle simulazioni. I parametri
P delle funzioni intermolecolari che caratterizzano il modello scelto sono ottenuti
tramite una procedura di fitting ai minimi quadrati attraverso la minimizzazione del
funzionale:
I inter =
∑Ngeom
k=1 wk(E
FRM
k − Uk(P))2∑Ngeom
k=1 wk
(1.28)
dove Ngeom e` il numero di geometrie considerate e wk e` il peso assegnato alla ge-
ometria k=[R,Ω]. La scelta della forma del funzionale U(R,Ω) e` guidata da un
compromesso tra accuratezza del modello e costo computazionale.
I modelli solitamente impiegati si riconducono a due categorie principali: quelli
nei quali non tutti i singoli atomi corrispondono a siti di interazione , detti coarse
grained, e quelli in cui tutti gli atomi interagiscono, Full Atomic (FA).
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Nei modelli atomistici FA, la molecola e` rappresentata dall’ insieme dei siti di
interazione puntiformi, che coincidono con gli atomi, e l’energia totale, sia inter
che intramolecolare, dipende dalle posizioni relative dei vari siti che compongono il
sistema considerato. Il livello di complessita` e` elevato e permette di tenere conto
della flessibilita` molecolare considerando l’energia del sistema come somma di due
contributi disaccoppiati:
E(R,Ω, rM, rN) = E
inter(R,Ω) + [E intra(rM) + E
intra(rN)] (1.29)
dove, come sempre, rM e rN sono le coordinate interne delle molecole M e N, rispet-
tivamente. Il termine Einter dipende solo da R e Ω e non dalle coordinate interne
perche´ con il metodo FRM la geometria delle molecole costituenti il dimero e` man-
tenuta rigida nel computo dell’energia di interazione. Per questa parte la funzione
modello, U , solitamente e` espressa come somma di contributi di coppia:
U(R,Ω) =
NN∑
i
NM∑
j
uij (rij ) (1.30)
dove NM e NN sono il numero dei siti di interazione delle molecole N ed M. uij(rij)
e` il contributo all’energia intermolecolare della configurazione (R,Ω) del dimero
nella quale i siti i, j si trovano alla distanza rij. La funzione sito sito uij(rij) per
una coppia di siti interagenti e` il potenziale 12-6 di Lennard-Jones al quale viene
sommato un contributo per interazione carica-carica.
uij = u
LJ
ij + u
Coul
ij = 4ij
(σij
rij
)12
−
(
σij
rij
)6+ qiqj
rij
(1.31)
dove
ij =
√
ij σij =
σi + σj
2
(1.32)
I modelli Full Atomistic (FA) permettono di ottenere un potenziale molto accura-
to che, pero`, non sempre puo` essere implementato nelle simulazioni con un costo
computazionale ragionevole.
Vediamo ora i modelli coarse grained che, a loro volta, possono essere suddivisi
in due tipologie: ad uno o a piu` siti di interazione.
I modelli coarse grained ad un solo sito di interazione descrivono la molecola come
un’unica figura piana o solida di forma piu´ o meno regolare ( ad esempio dischi, cilin-
dri, ellissoidi). Essi hanno lo svantaggio di non tenere in considerazione le proprieta`
legate alla geometria interna della molecola e conseguentemente non possono essere
usati per prevedere le proprieta` di una molecola specifica. D’altra parte essi presen-
tano il vantaggio, trascurando i moti interni della molecola che spesso avvengono su
scale temporali molto piu´ ristrette, di poter impiegare in simulazione time-step piu´
elevati. Questo fatto, unito al minor numero di calcoli da effettuare per valutare le
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forze interagenti tra le coppie di molecole, permette di condurre simulazioni su un
numero elevato di molecole e quindi di osservare transizioni di fase e determinare
generici diagrammi di fase. Questi modelli possono essere isotropi (valutano l’en-
ergia di interazione isotropa di una coppia di molecole modellizzate come sfere: il
potenziale di interazione Lennard-Jones 12-6 dipende solo dalla distanza dei cen-
tri di massa, E(R )) o anisotropi (il modello perde la simmetria sferica cos`ı che il
potenziale di interazione, gia` dipendente dalla distanza dei centri di massa, dipen-
da ora anche dalla direzione di avvicinamento: E(R,Ω)). Tra i modelli anisotropi
rientrano i modelli Gay-Berne (GB) [32, 3, 33], gli sferocilindri [34] e le funzioni s
[35, 36, 37, 38].
Tra i modelli a piu´ siti rientrano invece i modelli United Atom e quelli ibridi.
Il modello UA puo` essere visto come una semplificazione dell’FA ottenuto rag-
gruppando insieme degli atomi in un unico sito di interazione in tutti quei casi in
cui si ritiene che il comportamento individuale di alcuni atomi non sia cruciale per
le proprieta` da investigare. L’approccio UA permette sia di rimuovere alcune (alte)
frequenze vibrazionali che possono limitare il tempo di integrazione nelle simulazioni
di dinamica molecolare sia di risparmiare tempo computazionale. Un esempio tipico
di modello UA e` quello di considerare in una molecola ogni singolo gruppo CH2 come
un unico sito di interazione con parametri di force-field che tengono, pero`, conto del-
la presenza degli atomi di idrogeno. Nell’approssimazione UA gli atomi coinvolti nel
raggruppamento sono considerati come un solo punto con la conseguenza che, se i
movimenti traslazionali rispetto al resto della molecola sono ancora in qualche modo
tenuti in considerazione, i movimenti relativi degli atomi del gruppo sono persi irri-
mediabilmente. In altre parole, un oggetto tridimensionale descritto da 6 coordinate
viene trasformato in un punto descritto da tre coordinate.
Nei modelli ibridi, infine, alcuni frammenti della molecola vengono modellizzati
con siti anisotropi, e altri con siti Lennard-Jones [39, 40].
Capitolo 2
HAB: studio preliminare e
frammentazione
αβ
ϕ
ϕ
α
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Figura 2.1: HAB (4,4’-dieptilazossibenzene): in azzurro sono indicati gli atomi di carbonio, in
grigio gli idrogeni, in verde gli atomi di azoto e in rosso l’ossigeno
La prima fase di questo lavoro di tesi ci ha visto impegnati in una serie di
indagini preliminari su una molecola isolata di 4,4’-dieptilazossibenzene, HAB, per
capirne le piu´ importanti caratteristiche strutturali. Dato che il nostro obiettivo e`
la costruzione di un potenziale con il metodo della frammentazione, e` fondamentale
sapere se la molecola si presta ad essere suddivisa in frammenti o meno. Principal-
mente i punti da chiarire sono tre.
Il primo riguarda la posizione dell’ossigeno: sarebbe utile sapere se e` localizzato su
uno dei due atomi di azoto o se si trova invece a ponte tra entrambi e anche se si
trova in posizione cis o trans rispetto all’anello legato all’azoto in posizione β (anello
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che indicheremo piu´ brevemente con β).
Il secondo riguarda la presenza o meno di coniugazione sui due legami N-C aromati-
co e il terzo la distribuzione di carica elettronica. Dal momento che tutti questi
interrogativi riguardano la zona del ponte azossi, ci e` sembrato ragionevole poter
semplificare l’analisi studiando non la molecola intera HAB, ma un altro omologo
della serie 4,4’-alchilazossibenzene: il 4,4’-dimetilazossibenzene (che noi indicheremo
piu´ brevemente con la sigla MAB). Questa decisione e` basata sul fatto che accor-
ciare le catene laterali da sette atomi di carbonio ad un solo gruppo metilico non
altera in modo significativo la geometria della parte centrale della molecola, quella
di interesse.
2.1 Analisi conformazionale
Abbiamo ricavato le informazioni strutturali necessarie a chiarire i punti esposti so-
pra con alcuni calcoli DFT/B3LYP eseguiti con il set di base cc-pvdz (tutti i calcoli
QM sono stati eseguiti con Gaussian 03-Revision B.01[41] ). Tre diverse ottimiz-
zazioni di geometria sono state eseguite a questo scopo sul una molecola di MAB:
la prima partendo da una conformazione trans (i due anelli sono in trans rispetto al
doppio legame azoto azoto), la seconda dalla conformazione cis con l’angolo diedro
tra i due anelli vincolato a 180◦ e la terza dalla stessa conformazione cis non vinco-
lata.
Il minimo risultante dalla prima ottimizzazione e` ancora una conformazione trans: la
struttura della molecola e` sostanzialmente planare, l’ossigeno e` ben localizzato sull’
azoto α e in posizione cis rispetto all’anello β. La seconda ottimizzazione, invece,
mostra una conformazione cis ad energia superiore della precedente (67.04 kJ/mol).
Nel terzo caso, analogo al precedente, ma privo del vincolo che blocca gli anelli in
posizione trans, otteniamo un nuovo minimo locale, ancora in conformazione cis
(64.55 kJ/mol).
Questi dati ci suggeriscono che la conformazione di minima energia in assoluto e` quel-
la trans e che esiste una barriera di attivazione per l’interconversione tra le forme
trans-cis che impedisce una facile transizione tra i due minimi. Questa barriera sara`
necessariamente maggiore della differenza delle energie dei minimi: dati sperimentali
di letteratura [42] trattanti l’isomerizzazione termica e fotochimica dell’azossiben-
zene stimano la barriera di attivazione da cis a a trans a circa 105 kJ/mol.
Sempre in letteratura si trova conferma che i composti del tipo XN(O)NY, come
l’HAB, possono avere sia struttura trans che cis (riferita alla posizione relativa del
gruppo X rispetto a quello Y) e che la forma trans, diminuendo la repulsione sterica
che si realizza nella conformazione cis, e` quella generalmente piu´ stabile [43]. Dato
che a temperatura ambiente KBT e` dell’ordine di 2.5 kJ/mol e` ragionevole supporre
che tutte le molecole, nell’intorno di 300K, si troveranno in questa conformazione e
possiamo restringere il campo di analisi alla forma trans.
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Conformazione ̂CβNβNαCα E (kJ/mol)
Trans 179.9 0.0
Cis vincolata 0.0 67.04
Cis non vincolata 16.7 64.55
Tabella 2.1: Energie delle conformazioni trans, cis vincolata e cis
Cβ
Nβ
Nα
αC
Cβ
Nβ
Nα Cα
Figura 2.2: 4,4’-dimetilazossibenzene, a sinistra conformazione trans, a destra conformazione cis
vincolata
2.2 Analisi della struttura trans
La geometria di minimo ricavata con l’ottimizzazione DFT e` rappresentata in figura
2.2 e ci fornisce alcune informazioni utili. Per semplicita` indicheremo l’azoto in
posizione α all’ossigeno con la sigla Nα, ci riferiremo all’anello legato a quest’ultimo
come all’anello α e al carbonio dell’anello legato all’azoto con Cα. In modo analogo
useremo anche le sigle Nβ, Cβ e il termine anello β.
Nella struttura trans l’ossigeno giace nel piano del vicino anello aromatico e
del doppio legame azoto azoto ed e` ben localizzato su uno dei due atomi di azoto,
quello α. Una sua migrazione sull’ azoto β e` impensabile: la reazione che converte
XNα(O)NβY in XNαNβ(O)Y attraverso un composto ciclico in cui l’ossigeno e` a
ponte tra i due atomi di azoto coinvolge tre equilibri e due stati di transizione, ma
gia` solo l’energia di attivazione al primo stadio di transizione e` stata stimata da
calcoli DFT [43] intorno a 300 kJ/mol.
L’angolo compreso tra O, Nα e Cα e` di circa 117
◦, mentre quello tra O, Nα e Nβ
e` di circa 128◦. Questa diversita` di valori causa all’Nα una modesta deviazione dalla
geometria trigonale planare e ci fa pensare alla presenza di un legame a idrogeno
intramolecolare tra l’ossigeno e il piu´ vicino atomo di idrogeno dell’adiacente anello
α: i due atomi distano nello spazio di 2.32 A˚, distanza alla quale e` ancora possibile
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4,4’-dimetilazossibenzene
Legame (A˚)
O-Nα 1.25
Nα-Nβ 1.28
Nα-Cα 1.47
Nβ-Cβ 1.40
Angoli ( ◦)̂CaNαO 116.93̂ONαNβ 127.98
Carica Mulliken u. a.
O -0.315
Nα 0.07
Nβ -0.22
Cβ 0.133
Cα 0.045
(CH3Ph-)α 0.301
(CH3Ph-)β 0.163
Tabella 2.2: Dati strutturali dell’4,4’-dimetilazossibenzene
l’instaurarsi del legame. D’altra parte, l’ossigeno dista soli 2.12 A˚ dal piu´ vicino
idrogeno del’anello β ed e` quindi probabile che anche in questo caso si instauri un
debole legame ad idrogeno intramolecolare.
Per la zona del ponte azossi si possono scrivere due strutture di risonanza zwit-
terioniche: in una la carica negativa e` localizzata sull’ossigeno, nell’altra sull’azoto
β. I composti come il 4,4’-dimetilazossibenzene di formula generale XN(O)NY sono
infatti classificati come 1,3 dipoli e i valori delle cariche di Mulliken trovati con l’ot-
timizzazione confermano la previsione fatta sulla base delle strutture di risonanza.
Il gruppo N-N-O, inoltre, risulta assai stabile dato che le distanze O-N e N-N hanno
valori vicini a quelli di doppi legami. Altro particolare da notare e` che il legame
Nα-Cα e` lungo 1.47 A˚, mentre quello tra Nβ e Cβ e` di soli 1.40 A˚. Dato che valori
tipici per la distanza di legame azoto-carbonio (sp3) [44] sono dell’ordine di 1.49 A˚ e
che quelli per un legame aromatico carbonio - azoto sono di circa 1.37 A˚, entrambi i
legami, qui, avranno un ordine di legame maggiore di uno. Per l’anello β possiamo
scrivere delle strutture di risonanza che delocalizzano la carica negativa dall’azoto β
su uno dei carboni aromatici: dato che cos`ı facendo si rompe l’aromaticita` dell’anello
queste strutture peseranno molto poco, ma il loro peso non e` trascurabile perche´
sono numerose.
Per l’anello α, tentare di scrivere delle formule di risonanza che delocalizzano un
doppietto elettronico dell’anello sul legame Cα-Nα per sopperire alla deficienza elet-
tronica di quest’ultimo, significa oltre a rompere l’aromaticita` anche dare vita a
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delle strutture tetrapolari: esse peseranno ancor meno delle precedenti.
Pertanto, mentre sul legame N-Cβ possiamo riconoscere un effetto mesomerico sep-
pur minimo, per il legame C-Nα parliamo piuttosto di effetto induttivo: l’azoto α,
carico positivamente,richiamera` elettroni dall’anello α (che acquisira` carica positi-
va).
In sintesi sembra esserci un effetto di richiamo di carica induttivo piu´ forte sull’anel-
lo α e un effetto mesomerico solo per il legame β che risultera` quindi maggiormente
coniugato.
2.3 Analisi dei frammenti A e B
Dato che il nostro scopo e` quello di creare un potenziale di interazione intermoleco-
lare sfruttando il metodo della frammentazione (nella quale l’operazione di taglio
coinvolge solo legami σ), una volta accertate le caratteristiche geometriche della
molecola abbiamo analizzato dei suoi possibili frammenti.
Dobbiamo rispondere ad una domanda: e` possibile frammentare la molecola o la
presenza di parziale coniugazione tra gli atomi di azoto e gli anelli rende questo
approccio poco accurato? Il metodo FRM e` tanto piu´ valido quanto piu´ la densita`
di stato elettronico fondamentale attorno agli atomi coinvolti nel frammento e` simile
a quella attorno al solito atomo nella molecola intera: tagliando la molecola lungo
legami N-Car parzialmente coniugati si rischia di non riuscire a ricostruire corretta-
mente la reale energia di interazione intermolecolare.
I due frammenti indagati sono quello ottenuto tagliando via l’anello β e sostituen-
dolo con un gruppo metilico (frammento A) e quello analogo ottenuto eliminando
l’anello opposto (frammento B).
Un calcolo di ottimizzazione DFT/B3LYP, sempre con la base cc-pvDz in mo-
do da poter confrontare i dati con quelli strutturali della molecola intera 4,4’-
dimetilazossibenzene, ha fornito i valori delle distanze di legame, cariche e angoli per
i due frammenti. Analizzando questi valori, riportati in tabella 2.3, si osserva che
la geometria rimane pressoche` inalterata in entrambi i frammenti. Solo le cariche
subiscono un leggero riarrangiamento: la carica positiva sull’ Nα nel frammento B
aumenta per la soppressione dell’effetto induttivo a carico dell’anello α.
2.4 Controllo della base
Per essere sicuri che la base cc-pvDz usata sia sufficiente per la descrizione realistica
della molecola e per accertarci quindi che i valori delle distanze di legame, angoli
e cariche non dipendano in modo sensibile dalla base, abbiamo ripetuto l’ottimiz-
zazione della geometria dell’MAB usando altri due set, piu´ ampi del cc-pvDz.
Le basi a confronto sono:
1. la base cc-pvDz (correlation polarized consistent double zeta): gli orbitali
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(a) (b)
Figura 2.3: Frammenti indagati: (a) Frammento A; (b) Frammento B
4,4’-dimetilazossibenzene Frammento A Frammento B
Legame r (A˚)
O-Nα 1.25 1.25 1.25
Nα-Nβ 1.28 1.27 1.28
Nα-Cα 1.47 1.47 1.48
Nβ-Cβ 1.40 1.45 1.40
Angolo (◦)̂CαNαO 116.9 117.7 115.6̂ONαNβ 127.9 128.9 129.6̂CαNαNβ 115.1 112.0 114.7
Carica Mulliken u. a.
O -0.315 -0.323 -0.325
Nα 0.070 0.064 0.115
Nβ -0.220 -0.214 -0.217
Cβ 0.133 0.073 0.030
Cα 0.045 0.132 0.116
(CH3Ph-)α 0.301 0.306 -
(CH3Ph-)β 0.163 - 0.151
(CH3-)α - - 0.275
(CH3-)β - 0.172 -
Tabella 2.3: Confronto dei dati strutturali di 4,4’-dimetilazossibenzene, frammento A e
frammento B
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atomici usati per l’idrogeno sono l’1s, il 2s, e il 2p e per gli atomi pesanti l’ 1s,
il 2s, il 2p, il 3s, il 3p e il 3d (quindi tre funzioni di tipo s, due di tipo p e una
di tipo d): la base comprende pertanto delle funzioni di polarizzazione, le p
sugli idrogeni e le d sugli atomi pesanti. La base e` double zeta per gli orbitali
di valenza.
2. la base 6-31+G(2d,p) [45], base derivata dalla 6-31G: si usa una contrazione
di 6 funzioni gaussiane per descrivere l’orbitale atomico di guscio interno e due
set di funzioni di base per descrivere ogni orbitale del guscio di valenza. A
queste si aggiungono delle funzioni diffuse: due set di funzioni d sugli atomi
pesanti e un set di funzioni p sugli idrogeni.
3. la base cc-pvTz, analoga alla precedente ma triple zeta per gli orbitali di
valenza: gli idrogeni sono descritti da tre funzioni di tipo s, due di tipo p e
una funzione di tipo d (orbitali atomici: 1s, 2s, 2p, 3s, 3p, 3d) mentre C, N
e O sono descritti da quattro funzioni di tipo s, tre funzioni di tipo p, due di
tipo d e una di tipo f (1s, 2s, 2p, 3s, 3p, 3d, 4s, 4p, 4d, 4f).
B3LYP-ccpvDz B3LYP-ccpvTz 6-31+G(2d,p)
Legame (A˚)
O-Nα 1.25 1.25 1.26
Nα-Nβ 1.28 1.27 1.28
Nα-Cα 1.47 1.46 1.46
Nβ-Cβ 1.40 1.39 1.40
Carica di Mulliken (u.a.)
O -0.315 -0.38 -0.159
Nα 0.072 0.28 0.330
Nβ -0.220 -0.23 -0.285
Carica NBO (u. a.)
O -0.471 - -0.479
Nα 0.307 - 0.288
Nβ -0.306 - -0.260
Tabella 2.4: Confronto dei valori di cariche e lunghezze di legame ottenuti con basi diverse
Analizzando i risultati si vede che i valori delle distanze di legame rimangono pres-
soche` costanti al variare della base, mentre le cariche di Mulliken si modificano in
modo radicale. Dato, pero`, che queste cariche hanno scarso significato fisico e che
il loro valore e` strettamente dipendente dalla base usata per il calcolo per il mo-
do stesso in cui esse vengono costruite, abbiamo confrontato tra loro i valori delle
cariche NBO: esse sembrano essere piu´ stabili e poco influenzate dal tipo di base
utilizzata. La nostra scelta, allora, ricade sulla base cc-pvDz, quella con cui abbiamo
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gia` condotto i calcoli, che si dimostra essere sufficiente per una descrizione accurata
del sistema in esame.
2.5 Analisi dei potenziali torsionali
Basandoci su alcuni dati strutturali abbiamo precedentemente attribuito un maggior
grado di coniugazione al legame Nβ-Cβ rispetto a quello Nα-Cα. Questa e`, pero`, solo
una conclusione qualitativa: per capire meglio l’entita` della coniugazione lungo i due
legami abbiamo effettuato anche un’analisi del potenziale torsionale. Dato che la
rotazione attorno ad un legame diventa tanto piu´ difficile quanto piu´ aumenta l’or-
dine del legame stesso, abbiamo pensato di poter stimare il grado di coniugazione
dei due legami azoto-carbonio aromatico confrontando i loro profili torsionali e le
altezze delle barriere.
Indichiamo con ΦA l’angolo diedro ̂NβNαCC e con ΦB il diedro ̂CCNβNα: i poten-
ziali torsionali sono stati ottenuti ottimizzando la molecola target con ΦA (ΦB)
vincolati a variare nel range 0◦-180◦ a passi di 15◦.
Cio` che colpisce immediatamente (figura 2.4) e` che le due curve sono inaspettata-
mente simili. Dal momento che la lunghezza di legame Nβ-Cβ e` di 1.40 A˚, mentre
quella di Nα-Cα e` di 1.46 A˚, a causa della presunta differenza di ordine di legame
tra i due, ci aspettavamo che la barriera del potenziale torsionale di ΦB fosse molto
piu´ alta di quella di ΦA. Questo non accade.
Per avere un’idea dell’ordine di grandezza delle energie coinvolte in una rotazione
attorno ad un vero legame coniugato, abbiamo campionato anche il potenziale tor-
sionale della rotazione attorno al legame centrale carbonio carbonio del butadiene.
Come previsto quest’ultima curva coinvolge energie superiori a quelle in gioco nella
rotazione di ΦA e ΦB (figura 2.5). Questo confronto, comunque, e` poco piu´ che una
curiosita` dato che per al profilo torsionale energetico ΦA(B) non contribuisce solo
dalla rottura del legame pi, ma anche da altri fattori (effetti sterici e presenza di
eventuali legami a idrogeno).
Le uniche conclusioni che possiamo trarre sono che, dato il piu´ basso profilo delle
curve ΦA e ΦB rispetto a quella del butadiene, la coniugazione e` solo parziale e che,
vista la somiglianza dei due profili, gli effetti di coniugazione e di eventuali legami
ad idrogeno finiscono per dare contributi totali simili sui due legami.
Dall’analisi del grafico 2.6, riferito alla rotazione di ΦB, possiamo ricavare delle
informazioni ulteriori:
1. l’angolo diedro ΦA rimane pressoche` costante al variare di ΦB suggerendo che
i due angoli indagati, ΦAe ΦB, non sono correlati;
2. sono costanti anche la distanza tra l’azoto α e il suo carbonio aromatico e
l’angolo ̂ONαCα: non c’e` motivo per cui debbano dipendere dalla rotazione di
ΦA;
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Figura 2.4: Potenziale torsionale dei diedri ΦA e ΦB
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Figura 2.5: Potenziale torsionale dei diedri ΦA e ΦB confrontato con quello del butadiene
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Figura 2.6: Dati riferiti alla rotazione dell’angolo diedro ΦB : nel primo riquadro l’andamento del
diedro ΦA, nel secondo la distanza Nα-Cα, nel terzo il legame Nβ-Cβ e nel quarto l’angolo ONαCα
3. il legame tra l’azoto β e il suo carbonio aromatico, invece, mano a mano che
l’angolo aumenta, si allunga passando da 1.40 A˚a 1.43 A˚, testimoniando la
perdita della coniugazione.
In modo analogo il grafico riferito alla rotazione di ΦA mette in evidenza che:
1. la distanza Nα-Cα rimane costante (variazioni sulla terza cifra decimale) ad un
valore molto vicino a quello di un legame singolo al variare dell’angolo diedro:
questo significa che la coniugazione presente sul legame e` pressoche` nulla, o
comunque decisamente inferiore a quella presente sull’altro legame Cβ-Nβ;
2. sia la distanza Nβ-Cβ che l’angolo CCβNβ rimangono costanti, confermando
ancora una volta il disaccoppiamento degli angoli ΦA e ΦB.
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Figura 2.7: Dati riferiti alla rotazione dell’angolo diedro ΦA: nel primo riquadro l’andamento
della lunghezza del legame C-Nα, nel secondo quella del legame C-Nβ e nel terzo l’angolo NβCβC
2.6 Frammentazione
A questo punto dovremmo procedere alla ricerca di un adeguato schema di frammen-
tazione per l’HAB, quindi al campionamento di sufficienti configurazioni del dimero
e al fitting delle energie trovate in modo da ricavare i parametri di un potenziale
modello, che possa essere usato per condurre simulazioni di dinamica molecolare.
Dato che effettuare tutto il campionamento sull’HAB sarebbe comunque molto dis-
pendioso da un punto di vista computazionale a causa delle notevoli dimensioni
molecolari, abbiamo scelto di campionare al posto dell’HAB il dimero MAB. Questa
nostra decisione si basa su una duplice ipotesi: che i parametri trovati per i siti dell’
MAB siano validi anche per gli stessi siti nell’HAB, senza significative differenze, e
che i parametri di catena mancanti possano essere ricavati per altra via. Tra le due
supposizioni, la piu´ rischiosa e` la seconda perche´ basata sull’ipotesi di trasferibilita`
dei parametri di catena. Quest’ultima e` un fattore molto critico a meno di non
avere a disposizione parametri di catena riferiti ad un omologo: ad esempio, in uno
studio precedente [46] parametri di catena riferiti al 4-ciano,4’-npentilbifenile (5CB)
sono stati trasferiti con successo ai gruppi metilenici inseriti all’interno della catena
alchilica (ottenendo il 6CB, il 7CB e l’8CB).
Nel nostro caso non ci sono dati di letteratura riguardanti i parametri di nessun altro
omologo della serie 4,4’-alchilazossibenzene, ma siamo comunque fiduciosi di poter
ottenere risultati soddisfacenti anche usando parametri riferiti a catene alchiliche
in contesti, se non proprio uguali, comunque molto simili. Procediamo dunque alla
ricerca di uno schema di frammentazione per l’MAB.
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Figura 2.8: Frammenti ottenuti con il primo schema di taglio: a sinistra il frammento B, a destra
il toluene originato dall’anello α saturato con un idrogeno
2.6.1 Dettagli computazionali
In tutti i calcoli per la determinazione dell’energia di interazione di dimeri la geome-
tria dell’MAB e` congelata a quella ottenuta con l’ottimizzazione DFT B3LYP/ccpvdz.
La base usata in tutti i calcoli seguenti e` la 6-31 G∗, base proposta originalmente
da Hobza [19]. Essa e` il set di base split-valence 6-31G a cui sono state aggiunte
delle funzioni di polarizzazione di tipo d sugli atomi di carbonio, azoto e ossigeno.
L’esponente di queste funzioni di tipo gaussiano vale 0.25 anziche` 0.7-0.9 in mo-
do da descrivere meglio la polarizzabilita` molecolare. La scelta della combinazione
metodo-base e` stata guidata dai risultati positivi riscontrati in studi precedenti
[24, 47].
2.6.2 Schemi di frammentazione
Come primo tentativo di frammentazione (figura 2.8) abbiamo pensato di tagliare
lungo il legame Nα- Cα. Abbiamo saturato il frammento B ottenuto con un metile
e frammento uscente con un atomo di idrogeno, cos`ı da ottenere una molecola di
toluene. In questo modo si origina come frammento fittizio una molecola di metano.
La scelta degli atomi e dei gruppi ’intruders’ e` stata guidata dalla necessita` di inserire
gruppi piccoli, per non appesantire il calcolo e vanificare la procedura di snellimento
FRM, e dal tentativo di riprodurre nel frammento la solita distribuzione di carica
che si osserva nella molecola intera.
Dal confronto della geometria del frammento B con quella dell’intero MAB si
nota che la scelta dell’idrogeno come ’intruso’ e` legittima: le distanze di legame non
si modificano in modo significativo e anche le cariche sugli atomi del ponte azossi
sono molto simili in entrambi i contesti. Questo fa pensare che il frammento ripro-
duca bene l’intorno chimico che quegli atomi sperimentano nella molecola intera.
Per quanto riguarda l’altro frammento la situazione e` diversa: nel toluene abbiamo
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4,4’-dimetilazossibenzene Frammento B
Legame (A˚)
O-Nα 1.25 1.25
Nα-Nβ 1.28 1.28
Nα-Cα 1.47 1.48
Nβ-Cβ 1.40 1.40
Angolo ( ◦)
ĈaNαO 116.9 115.6̂ONαNβ 127.9 129.6
Carica Mulliken ( u. a.)
O -0.315 -0.325
Nα 0.07 0.115
Nβ -0.22 -0.217
Cβ 0.133 0.30
Cα 0.045 -
(CH3Ph-)α 0.301 -
(CH3)α - 0.275
Tabella 2.5: Confronto dei dati strutturali tra 4,4’-dimetilazossibenzene e il frammento B
una distribuzione di carica circa omogenea nel senso che non sono presenti ne` atomi
elettronattrattori ne` atomi elettrondonatori, nell’MAB, invece, l’anello α e` legato ad
un atomo di azoto, legato a sua volta ad un atomo di ossigeno: il richiamo di carica
complessivo fa s`ı che l’anello acquisti una una carica positiva totale di +0.261 u.a. .
Con questo schema di frammentazione abbiamo campionato le energie di alcune con-
figurazioni di dimeri: geometrie parallele faccia-faccia e antiparallele faccia-faccia per
diversi valori della distanza di separazione R.
Il secondo schema di frammentazione tentato, invece, e` uno schema a tre fram-
menti: questa volta abbiamo tagliato la molecola in corrispondenza di entrambi i
legami N-Cα(β) e abbiamo saturato i due frammenti benzilici ottenuti con atomi di
idrogeno. Al frammento centrale, contenente il ponte azossi, abbiamo aggiunto due
gruppi metilici. Cos`ı facendo, i frammenti intruders fittizi che si formano sono non
piu´ una, ma due molecole di metano.
Anche in questo caso confrontiamo i valori relativi a angoli, lunghezze di legame e
cariche dell’ MAB con quelle dei frammenti.
La situazione e` molto simile al caso precedente: sia per quanto riguarda le distanze
di legame che per quanto riguarda le cariche, gli atomi del ponte azossi si trovano
nel frammento nelle medesime condizioni sperimentate nella molecola intera, mentre
continua ad esserci un minore accordo tra la situazione degli anelli nei frammenti
(ovviamente neutri) e nell’ MAB (carichi positivamente).
Una volta completata l’operazione di taglio abbiamo proseguito, come nel caso prece-
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Figura 2.9: Configurazioni campionate con il metodo FRM: a sinistra la configurazione
Antiparallela Faccia-Faccia, a destra la Parallela Faccia-Faccia
dente, campionando l’energia di interazione molecolare per le stesse configurazioni
Figura 2.10: Frammenti ottenuti con il secondo schema di taglio
parallele e antiparallele del dimero in modo da poter poi operare un confronto sulla
bonta` dei due schemi di frammentazione.
Per cercare di migliorare l’accordo tra la situazione dell’anello nel frammento
toluenico e la molecola intera abbiamo provato anche un terzo schema di frammen-
tazione: la posizione dei punti di taglio e` identica alla frammentazione precedente,
ma questa volta abbiamo scelto per saturare i due benzili con gruppi NH2-. Questi
ultimi sono gruppi elettronattrattori per effetto induttivo e permettono di creare sul-
l’anello una densita` di carica positiva, cos`ı come avveniva nella molecola originale.
Gli inconvenienti di questo schema di taglio sono essenzialmente due. Il primo e` che,
rispetto al primo e al secondo modello di frammentazione, i frammenti intruders sono
leggermente piu´ grandi (metilammina contro metano) e il calcolo potrebbe risultare
rallentato, seppur di poco. Il secondo e` che, cos`ı come accade nel secondo schema di
taglio, abbiamo non due, ma tre frammenti e questo potrebbe rendere piu´ difficile
la ricostruzione dell’energia di interazione del dimero. E’ infatti ragionevole pensare
che tanto meno frammentiamo la molecola e tanto meglio riusciamo a mimarne le
caratteristiche strutturali originarie. Dall’analisi dei soliti dati strutturali vediamo
che la situazione non e` migliorata molto: il gruppo NH2- richiama densita` elettroni-
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4,4’-dimetilazossibenzene Azoxymetano
Legame r (A˚)
O-Nα 1.25 1.25
Nα-Nβ 1.28 1.27
Nα-Cα 1.47 1.48
Nβ-Cβ 1.40 1.45
Angolo (◦)̂CaNαO 116.9 116.75̂ONαNβ 127.9 127.3
Carica Mulliken (u.a.)
O -0.315 -0.337
Nα 0.07 0.112
Nβ -0.22 -0.217
Cβ 0.133 0.064
Cα 0.045 0.115
(CH3Ph-)α 0.301 -
(CH3Ph-)β 0.163 -
(CH3)α - 0.278
(CH3)β - 0.164
Carica NBO (u.a.)
O -0.471 -0.469
Nα 0.307 0.292
Nβ -0.305 -0.282
Cβ 0.109 -0.469
Cα 0.111 -0.425
(CH3Ph-)α 0.261 -
(CH3Ph-)β 0.842 -
(CH3)α - 0.27
(CH3)β - 0.19
Tabella 2.6: Confronto dei dati strutturali tra 4,4’-dimetilazossibenzene e azossimetano
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Figura 2.11: Terzo schema di frammentazione: azossimetano e benzilammina
4,4’-dimetilazossibenzene Benzilammina
Carica Mulliken u.a.
Nα 0.07 -0.181
Nβ -0.22 -0.181
(CH3Ph-)α 0.301 0.014
(CH3Ph-)β 0.163 0.014
Tabella 2.7: Confronto dei dati strutturali tra 4,4’-dimetilazossibenzene e benzilammina
ca dall’anello induttivamente, ma a causa dell’effetto di delocalizzazione mesomerica
degli elettroni la carica effettiva sull’anello e` comunque molto vicina a zero.
Ricapitolando, il primo schema di frammentazione origina due soli frammenti:
il frammento α e una molecola di toluene; il secondo metodo scinde l’MAB in due
molecole di toluene e in una di azossimetano; la terza strategia individua sempre un
azossimetano insieme, questa volta, a due benzilammine.
Ci e` sembrato conveniente provare anche una quarta frammentazione che si re-
lazionasse alla prima cos`ı come la seconda si rapporta alla terza. Questa quarta
strategia prevede dunque due soli frammenti, ma anziche` tagliare il legame Nα-Cα
taglia lungo quello Nβ-Cβ e satura il frammento contenente il ponte azossi (fram-
mento che abbiamo precedentemente incontrato e indicato con A) con un gruppo
metilico e l’anello con un gruppo NH2-. Il frammento intruder che si origina e` una
molecola di metilammina. Questo schema di frammentazione ha il pregio di tagliare
isolando non l’anello α, ma quello β che tra i due e` quello con carica piu´ vicina a ze-
ro, come abbiamo visto in tabella 2.6: adesso il frammento riesce bene a riprodurre
la densita` di carica elettronica che la zona dell’anello β sperimenta nella molecola
intera.
C’e` anche un altro vantaggio: contrariamente a quanto accade nel terzo schema (due
benzilammine e un azossimetano), qui si riesce a diversificare il contesto in cui si
trovano i due anelli che nella molecola intera e` tutt’altro che simmetrico.
Dal confronto dei dati raccolti (tabella 2.9), risulta chiaro che l’ultimo schema
di frammentazione e` anche il migliore: a parte il caso della configurazione P3.5,
in tutti gli altri casi campionati essa commette l’errore minore nella ricostruzione
dell’energia di interazione a partire dai contributi dei frammenti rispetto a tutte le
altre strategie.
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4,4’-dimetilazossibenzene Frammento A
Legame (A˚)
O-Nα 1.25 1.25
Nα-Nβ 1.28 1.27
Nα-Cα 1.47 1.47
Angolo (◦)̂CaNβO 116.9 117.7̂ONαNβ 127.9 125.9
Carica Mulliken (u.a.)
O -0.315 -0.323
Nβ -0.22 -0.214
(CH3Ph-)α 0.301 0.300
Tabella 2.8: Confronto dei dati strutturali tra 4,4’-dimetilazossibenzene e Frammento A
Figura 2.12: Quarto schema di frammentazione
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Schema 1: Energie (kJ/mol) Schema 2: Energie (kJ/mol)
Configurazione MP2 FRM FRM - MP2 FRM FRM - MP2
P 3.5 -18.179 -20.334 -2.155 -18.393 -0.214
P 5.0 -12.226 -13.125 -0.899 -12.890 -0.664
P 6.0 -3.979 -4.494 -0.515 -4.447 -0.468
AP 3.5 -48.630 -53.735 -5.105 -52.911 -4.281
AP 5.0 -13.083 -14.129 -1.046 -13.983 -0.900
AP 6.0 -4.326 -5.025 -0.699 -5.054 -0.728
AP 6.0 -4.326 -5.025 -0.699 -5.054 -0.728
Schema 3: Energie (kJ/mol) Schema 4: Energie (kJ/mol)
Configurazione MP2 FRM FRM - MP2 FRM FRM - MP2
P 3.3 19.221 19.723 0.502 21.225 2.004
P 3.5 -18.179 -18.029 0.150 -16.615 1.564
P 5.0 -12.226 -12.832 -0.606 -12.004 0.222
P 6.0 -3.979 -4.485 -0.506 -3.800 0.179
AP 3.0 23.071 15.930 -7.141 24.075 1.004
AP 3.2 -27.451 -33.150 -5.700 - -
AP 3.5 -48.630 -52.620 -3.990 -48.413 0.217
AP 5.0 -13.083 -14.351 -1.268 -13.351 -0.268
AP 6.0 -4.326 -5.368 -1.042 -4.795 -0.469
Tabella 2.9: Confronto dei dati ottenuti con i vari schemi di frammentazione: le configurazioni
di dimeri campionate sono del tipo parallelo faccia-faccia (P) e antiparallelo faccia faccia (AP)
2.6. FRAMMENTAZIONE 31
-20
0
20
40
60
80
(P
) E
ne
rgi
a: 
kJ
/m
ol FRM1
FRM2
FRM3
FRM4
3 3.2 3.4 3.6 3.8 4 4.2 4.4 4.6 4.8 5 5.2 5.4 5.6 5.8 6
R (A)
-60
-40
-20
0
20
(A
P)
 E
ne
rgi
a: 
kJ
/m
ol
Figura 2.13: Energie di interazione del dimero in conformazione Parallela (P) e Antiparallela
(AP): confronto dei dati ottenuti con i vari schemi di frammentazione. I punti (in nero) indicano
l’energia calcolata in modo diretto senza frammentazione e la linea tratteggiata e` solo un accorgi-
mento grafico per visualizzare la forma della curva. Si noti che qui, cos`ı pure come in tutti i grafici
a venire riferiti a geometrie del dimero, per Energia si intende la differenza tra l’energia del dimero
e quelle delle due singole molecole poste a distanza infinita.
Contrariamente a quanto ci aspettavamo, invece, il primo schema, a due soli fram-
menti, non si rivela piu´ efficace del terzo, anzi, accade il contrario e non si osservano
grandi differenze tra la seconda e la terza frammentazione.
A questo punto la logica pretenderebbe un quinto tentativo: un taglio a tre fram-
menti con il ponte centrale azossi saturato con due metili e i due anelli saturati
in modo diverso. All’anello β potremmo legare un gruppo NH2- e all’anello α un
gruppo piu` elettronattrattore (ad esempio un ossigeno o un gruppo CN−) in modo
da mantenere diversi i contesti dei due frammenti e creare sul secondo una densita`
di carica elettronica piu´ positiva di quella che si ha sul primo. D’altra parte questo
significherebbe anche appesantire il conto e visti i gia` buoni risultati ottenuti (errori
sempre sotto il 5% a parte la configurazione P3.5) e considerato che una frammen-
tazione a tre non determina un cos`ı grande miglioramento (si confronti lo schema
2 con il 3) non e` conveniente e la nostra scelta ricade sul quarto schema di fram-
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Figura 2.14: Schema di frammentazione scelto
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mentazione. Nel campionamento preliminare condotto fino a qui abbiamo usata la
base 6-31G* modificata per l’esponente delle funzioni di tipo d sugli atomi pesanti.
In teoria potrebbe essere utile inserire delle funzioni di polarizzazione anche sug-
li idrogeni, ma un rapido ricampionamento di alcune configurazioni esaminate del
dimero con la base cc-pvDz ha mostrato che la ricostruzione dell’energia subisce solo
un lieve miglioramento (pochi centesimi di kJ/mol) mentre il tempo necessario al
calcolo quadruplica. In vista del gran numero di configurazioni necessarie a dare una
significativa rappresentazione della superficie di energia potenziale sei dimensionale
(PES(α, β, γ, x, y, z)) del dimero, e` necessario scendere ad un compromesso tra accu-
ratezza e costo computazionale: scegliamo pertanto di condurre il campionamento
con un metodo MP2 e con il set di base polarizzato con cui abbiamo cominciato, il
6-31G*.
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Capitolo 3
Campionamento PES(R, Ω)
Una volta scelto lo schema di frammentazione, abbiamo utilizzato il metodo FRM
per campionare l’energia di svariate configurazioni del dimero MAB con il metodo
FRM.
y
α
z
x
β
Figura 3.1: MAB, sistema di riferimento
Le molte configurazioni studiate vengono tutte realizzate partendo da una ge-
ometria in cui le due molecole sono sovrapposte. La prima molecola rimane sempre
ferma nella spazio mentre alla seconda si assegnano spostamenti lungo x, y o z e, o
rotazioni lungo α o β (secondo gli angoli di Eulero α, β e γ) in modo da ottenere
la geometria finale desiderata. In figura 3.1 sono rappresentate le due molecole di
MAB sovrapposte e il sistema di riferimento: l’origine e` localizzata sull’Nα e l’asse z
e` l’asse passante per tale azoto e il C aromatico dell’anello α legato al gruppo CH3.
α e` l’angolo che definisce la rotazione attorno all’asse z e β definisce quella attorno
a y.
Le configurazioni campionate sono del tipo:
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(a) (b)
(c) (d)
Figura 3.2: Geometrie (a) Parallela Faccia-Faccia (PFF), (b) Antiparallela Faccia-Faccia (AFF),
(c) Parallela Bordo-Bordo, (d) Antiparallela Bordo-Bordo
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(a) (b)
(c) (d)
(e)
Figura 3.3: Geometrie (a) Parallela Faccia-Bordo (PSF, assumere il sistema di riferimento fissato
sulla molecola retrostante, quella avente il piano molecolare coincidente con il piano del foglio), (b)
Parallela Sfalsata (PSF), (c) Croce Faccia-Faccia (CFF), (d) Croce Faccia-Bordo (CSF, il sistema
di riferimento va considerato centrato sull’azoto α della molecola retrostante, quella che giace nel
piano del foglio), (e) T (TSh)
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1. Parallela Faccia-Faccia (PFF), fig 3.2a: questa geometria si realizza semplice-
mente allontanando la seconda molecola di MAB dalla prima lungo la coordi-
nata y (positiva o negativa, la situazione e` identica). I due piani molecolari
rimangano pertanto paralleli e affacciati l’uno sull’altro. Oltre alle geome-
trie ottenute per diversi valori della coordinata y, abbiamo studiato anche le
configurazioni vicinali che si ottengono aggiungendo un secondo spostamento
della molecola mobile anche lungo la coordinata x o lungo quella z. A causa
della presenza dell’ossigeno che abbassa la simmetria dell’MAB, il movimento
della seconda molecola lungo l’asse positivo delle x e` diverso da quello lungo
lo stesso asse, ma condotto in direzione opposta. Questo significa che abbiamo
dovuto studiato le diverse combinazioni di movimenti xy, −xy, zy e −zy. La
buca piu´ profonda possiede una σ di circa 3 A˚ ed e` dell’ordine di -50 kJ/mol;
essa viene raggiunta, non nella configurazione perfettamente interfacciata, ma
quando le due molecole sono leggermente sfalsate lungo x o lungo y (vedi figu-
ra 3.4).
Per alcuni valori della distanza di separazione y che abbiamo ritenuto significa-
tivi (in quanto nell’intorno della distanza del minimo della buca di interazione)
abbiamo campionato anche quelle configurazioni (PFFyβ) in cui la seconda
molecola, parallela alla prima e a questa interfacciata, ruota attorno a y in
step di 30◦.
2. Antiparallela Faccia-Faccia (AFF), fig 3.2b: abbiamo ruotato la seconda moleco-
la di 180◦ attorno a y (β=180◦). Cos`ı facendo i due ’assi molecolari’, considerati
coincidenti con l’asse z, rimangono circa allineati e gli ossigeni puntano in di-
rezioni opposte. Le combinazioni di movimenti studiate in questo caso sono
la xy, la −xy, la zy e la −zy, come in precedenza. L’interazione del dimero
e` massima ad una distanza di separazione dei piani di circa 3.3 A˚(vedi figura
3.4) con una buca dell’ordine di -60 kJ/mol e una σ di circa 3 A˚. La situazione
e` quindi molto simile al caso PFF, ma leggermente piu´ favorita.
3. Parallela Bordo Bordo (o Side-Side, PSS), fig 3.2c: per realizzarla la seconda
molecola viene mossa lungo x in modo da affiancarsi alla prima. Anche in
questo caso il movimento lungo x va distinto da quello lungo −x e incrociato
con i possibili valori di un secondo shift, sia positivo che negativo, lungo z. Il
caso del cambiamento congiunto di x con y non viene studiato perche´ ricade
nel precedente studio della configurazione PFF.
L’energia di interazione e` decisamente minore rispetto ai casi PFF e AFF: la
buca piu` profonda non scende sotto i -13 kJ/mol. Cio` e` comprensibile visto che
nella configurazione side-side l’interazione delle nubi pi che prima si trovavano
affacciate e` ora quasi nulla. Va notato inoltre che la σ e` molto maggiore
rispetto al caso PFF o AFF essendo intorno ai 6.5 A˚(vedi figura 3.8).
4. Antiparallela Bordo Bordo (o Side-Side, ASS), fig 3.2d: partendo dalla config-
urazione Antiparallela Faccia Faccia alla seconda molecola viene aggiunto uno
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shift lungo l’asse x cos`ı da posizionarla fianco a fianco alla prima. Abbiamo
studiato i movimenti incrociati zx, −zx, yx, −yx. In tutte queste config-
urazioni i due atomi di ossigeno si trovano a puntare in direzioni opposte.
Esiste anche un’altra geometria di tipo ASS: quella ottenuta con uno shift
sull’asse delle x negativo che posiziona i due atomi di ossigeno al centro dello
spazio compreso tra gli scheletri aromatici delle due molecole. Non l’abbiamo
campionata perche´ in gran parte l’avevamo gia` realizzata con lo studio delle
varie combinazioni dell’AFF.
Cos`ı come accade nel caso PSS, anche qui le energie di interazione sono molto
minori a quelle ottenute nelle geometrie Faccia-Faccia: le buche piu´ profonde
non scendono mai sotto i -15 kJ/mol (vedi figura 3.8). Per quanto riguarda il
parametro σ (7 A˚), cos`ı come AFF e PFF avevano il solito ordine di grandezza,
cos`ı accade anche per il PSS e l’ASS.
5. Parallela Bordo Faccia (o Side-Face, PSF), fig 3.3a: questa configurazione
si realizza partendo dalla PFF e facendo ruotare la seconda molecola di 90◦
attorno a z (α=90◦). Si ottiene una geometria in cui i due assi molecolari
sono ancora paralleli e i piani molecolari formano tra loro un angolo retto.
Le combinazioni studiate sono state quelle di spostamenti lungo xy, −xy, zy,
−zy, x − y, −x − y, z − y e −z − y. Le buche delle geometrie piu´ favorevoli
all’instaurarsi delle interazioni in questo caso si aggirano sui -15 kJ/mol e
possiedono delle σ intorno ai 6.2 A˚(vedi figura 3.7).
6. Parallela Sfalsata (SFA), fig 3.3b: questa configurazione viene realizzata impo-
nendo per la seconda molecola α pari a 180◦. I due piani molecolari rimangono
paralleli, i due azoti α sono sovrapposti tra loro cosc`ome i carboni aromatici α.
Gli atomi di ossigeno, invece, puntano in direzioni opposte. Le combinazioni
di spostamenti indagate sono xy, −xy, zy e −zy: il minimo delle buca piu´
attrattiva oltrepassa i -40 kJ/mol e si realizza per una distanza di separazione
dei piani di 2 A˚(vedi figura 3.4). Il parametro σ vale circa 3 A˚ed e` simile a
quello trovato in PFF e AFF.
7. Croce Faccia-Faccia (o Cross Face-Face CFF), fig 3.3c : per realizzarla la
seconda molecola ruota di 90◦ attorno a y. Abbiamo studiato i movimenti
incrociati lungo xy, −xy, zy e −zy. La configurazione CFF si rivela essere
una geometria favorevole all’interazione dato che le buche arrivano anche a -40
kJ/mol (vedi figura 3.4). Il dato non e` sorprendente: in questa configurazione,
essendo gli anelli aromatici affacciati l’uno sull’altro, si recupera quell’inter-
azione delle nubi pi che faceva scendere la buca del potenziale di PFF e AFF
sotto i -50 kJ/mol. La buca possiede un σ di circa 3 A˚.
8. Croce Lato-Faccia (o Cross Side-Face), 3.3d: questa configurazione si ottiene
in modo immediato partendo dalla CFF e aggiungendo una rotazione della
seconda molecola attorno a z. In questo modo i due piani molecolari formano
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tra di loro un angolo retto e gli assi molecolari sono disposti a croce. Abbiamo
campionato dei punti appartenenti alle griglie xy, −xy, x − y, −x − y, xz,
−xz, x − z e −x − z. Questa configurazione e` molto meno favorevole della
precedente infatti le buche non scendono mai oltre i -15 kJ/mol. σ e` dell’ordine
di 5 A˚(vedi figura 3.7).
9. Forma a T (o T-shape, T), 3.3e: per realizzare una T e` sufficiente partire da
una configurazione AFF in cui i due piani siano distanziati per lo meno di 6
A˚, circa la meta` della lunghezza della molecola, e ruotare la seconda molecola
attorno all’ asse x. In questo modo si realizza una disposizione spaziale nella
quale i piani e gli assi molecolari formano un angolo di 90◦ e le due molecole
sono disposte in modo che il gruppo terminale metilico di una si affacci sul
piano della seconda. Abbiamo campionato alcune geometrie realizzate con
movimenti sincroni lungo yz, y − z, xy e −xy. Le interazioni sono molto
deboli e le buche piu´ profonde non riescono a superare i -10kJ/mol (vedi figura
3.8). Notiamo infine che questa conformazione ha la σ piu´ elevata tra tutte le
geometrie campionate raggiungendo un valore di circa 8.5 A˚.
I dati ricavati con questo campionamento possono essere sfruttati per fare alcune
considerazioni. Innanzitutto le configurazioni del dimero con le buche piu´ profonde
sono la Parallela Faccia-Faccia, l’Antiparallela Faccia-Faccia, la Parallela Sfalsata e
la Cross Faccia-Faccia, ovvero tutte quelle in cui gli anelli aromatici sono affacciati
l’uno sull’altro e l’energia di interazione delle nubi pi contribuisce in modo significa-
tivo all’energia totale di interazione. In figura 3.4 abbiamo riportato per ognuna
di queste configurazioni la curva con la buca piu´ profonda tra tutte le curve xy
campionate. Come abbiamo gia` fatto notare, il minimo viene raggiunto in PFF per
r = y = 3.5 A˚ quando alla seconda molecola viene assegnato un shift lungo x di
2.0 A˚. In AFF, invece, si ha il minimo per circa il solito valore di y, ma senza shift
nella direzione x. Questo dipende dal fatto che nella configurazione PFF oltre alla
sovrapposizione degli anelli aromatici che gioca un ruolo cos`ı favorevole sulla pro-
fondita` della buca, si realizza anche la sovrapposizione tra gli atomi di ossigeno delle
due molecole: l’effetto di repulsione elettrostatica tra i loro lone-pairs fa dunque s`ı
che il minimo venga raggiunto non tanto per una perfetta sovrapposzione, ma in
una geometria leggermente sfalsata lungo l’asse x.
Curve quasi altrettanto profonde sono quelle del CFF e del Parallelo Sfalsato: i
minimi si aggirano sui -40 kJ/mol e si realizzano per valori di x nulli (nel CFF dove
gli ossigeni puntano in direzioni diverse e non c’e` repulsione sterica) o quasi (x = 2
A˚ nel parallelo sfalsato).
La situazione e` analoga alla precedente se anziche` esaminare le curve xy anal-
izziamo quelle zy: nei grafici 3.6 e 3.5 si vede che il minimo delle buche cade sempre
tra i 3 e i 3.5 A˚ e che la buca e` intorno ai -50 kJ/mol.
Il potenziale risulta essere per il CFF(figura 3.5), per il PFF e per lo Sfalsato
(figura 3.6) molto simmetrico per shift nelle direzioni positive e negative sia di x
che di z: questo suggerisce che l’interazione degli ossigeni, interazione che rendeva
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Figura 3.4: Configurazioni PFF, AFF, CFF e SFA: per ognuna di queste e` rappresentata la
curva con il minimo piu´ profondo. I simboli indicano i punti FRM mentre le linee tratteggiate di
interpolazione sono solo un accorgimento grafico per aiutare la visualizzazione della forma delle
curve
i due shift non equivalenti, pesi poco rispetto agli altri termini che contribuiscono
all’energia totale di interazione. Per l’AFF (figura 3.5) la somiglianza delle stesse
curve, ma con segni opposti, e` ancora spiccata, ma minore del PFF.
Buche molto meno profonde sono quelle delle configurazioni Parallelo Lato-Faccia
e Cross Lato-Faccia (figura 3.7) nelle quali si perde l’interazione delle nubi pi degli
anelli aromatici che sono ora disposti a 90◦ l’uno rispetto all’altro: i minimi non
scendono mai sotto i -20 kJ/mol. Anche qui il potenziale e` molto simmetrico: la
simmetria e` presente sia per shift positivi-negativi della stessa coordinata (curva
rossa e blu) che per shift di coordinate diverse (curva rossa e nera).
Le buche di interazione sono ancora meno attrattive nelle curve delle configurazioni
a T, Antiparallela Lato-Lato e Parallela Lato-Lato (figura 3.8).
Per quanto riguarda il parametro σ possiamo notare che ne sono presenti tre
diversi tipi: le configurazioni PFF, AFF, SFA e CFF possiedono una σ di circa 3
A˚, il PSS e l’ASS intorno a 6.5 A˚ e la T oltre gli 8 A˚. σ da` una misura di quanto
le molecole possano avvicinarsi tra loro e quindi ne risulta la caratterizzazione del-
l’MAB come una molecola a simmetria anisotropa. Analizziamo i tre diversi casi.
Nel PFF, l’AFF, lo SFA e il CFF, geometrie che hanno circa il solito valore di σ i due
piani molecolari sono sempre paralleli e questo consente un avvicinamento maggiore
rispetto a quello delle altre configurazioni. Piccole differenze di valori sono da im-
putarsi alla maggiore o minore sovrapposizione degli anelli e all’effetto di repulsione
elettrostatica degli ossigeni: σCFF ' σSFA ' σAFF < σPFF .
Si realizza invece un σ di circa 6 A˚ nelle configurazioni PSS e ASS, cioe` avvicinan-
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Figura 3.5: Simmetria del potenziale delle configurazioni AFF e CFF per shift positivi e negativi
lungo z
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Figura 3.6: Simmetria del potenziale delle configurazioni PFF e SFA per shift positivi e negativi
lungo z
43
2.5 3 3.5 4 4.5 5 5.5 6 6.5 7 7.5
r (Ao )
r (Ao )
-60
-50
-40
-30
-20
-10
0
10
20
Energia (kJ/mol)
En
er
gi
a 
(kJ
/m
ol)
PSF, x=2Ao
PSF, x=2Ao
PSF, x=2Ao , y=-y
PSF, x=2Ao , y=-y
PSF, x=-2Ao , y=-y
PSF, x=-2Ao , y=-y
CSF, y=0Ao
CSF, y=0Ao
Figura 3.7: Configurazioni PSF e CSF: sono rappresentate le curve con le buche piu` attrattive.
do le due molecole Bordo Bordo: ovviamente in questo caso la minima distanza di
separazione sara` maggiore rispetto al caso precedente.
Le geometrie CSF e PSF nelle quali l’avvicinamento e` di tipo Bordo-Faccia rappre-
sentano un caso intermedio tra i due appena analizzati e il valore di σ si aggira sui
5 A˚ (σFF < σSF < σSS).
Ancora maggiore e` la distanza di massimo avvicinamento ottenuta nella configu-
razione T. Dato che l’avvicinamento lungo le tre direzioni spaziali ci fornisce tre
diversi valori di σ, possiamo schematizzare qualitativamente l’MAB con un paral-
lelepipedo: la prima distanza di contatto trovata ci da` indicazione dello spessore, il
secondo della larghezza e il terzo dell’altezza.
Per quanto riguarda infine le geometrie PFFyβ, cioe` quelle ottenute ruotando
la seconda molecola attorno a y, vediamo in figura 3.9 l’andamento dell’energia di
interazione in funzione di β. La curva, data la simmetria, e` stata campionata solo
per valori dell’angolo compresi tra 0◦ e 180◦. L’energia di interazione e` massima
per 30◦ e 180◦: cioe` per quelle configurazioni in cui si raggiunge la maggior sovrap-
posizione degli anelli aromatici e contemporaneamente la minima repulsione sterica
tra gli ossigeni.
In vista delle simulazioni di dinamica molecolare che condurremo sul 4,4’- diep-
tilazossibenzene, ottenuto dal MAB tramite allungamento della catena, possiamo
prevedere sulla base di quanto appena visto che nel bulk predomineranno forze che
favoriscono strutture ordinate. Ci aspettiamo, cioe`, situazioni in cui le molecole
siano allineate e impilate le une sulle altre realizzando la massima sovrapposizione
possibile degli anelli aromatici.
In totale abbiamo campionato piu´ di 1300 geometrie che dovranno ora essere
sottoposte ad una procedura di fitting con un’opportuna funzione modello per il
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potenziale.
3.1 MAB: il modello
Schematizziamo la nostra molecola target tramite un approccio FA/UA: per i due
anelli aromatici e per la zona del ponte azossi facciamo corrispondere ad ogni atomo
un sito di interazione, ma raggruppiamo i gruppi metilici terminali in due soli siti.
Inoltre, dal momento che ogni sito di interazione sara` caratterizzato da dei parametri
numerici, dato che attorno ai legami carbonio aromatico - azoto c’e` possibilita` di
rotazione e considerata la simmetria della molecola, imponiamo l’uguaglianza di
alcuni siti riducendo il numero dei diversi siti indipendenti di interazione.
I siti di interazione sono individuati da delle etichette: O per l’ossigeno, NO per
l’azoto in posizione α all’ossigeno e N per l’azoto in posizione β. Per l’anello β il
gruppo metilico e` stato indicato con Cp1, i carboni aromatici con C1, C2, C3, e C4
(ci sono due siti sia di tipo C2 che di tipo C3 per considerazioni di simmetria) e gli
idrogeni dell’anello con H2 e H3 (due siti di ciascun tipo). Nell’anello α, invece, i
carboni aromatici sono indicati con: Cn4, Cn3, Cn2, Cn1, gli idrogeni con le etichette
corrispondenti a quella del carbonio al quale sono legati, Hn3 e Hn2, e il gruppo
metilico terminale viene indicato con Cc1. I siti totali di interazione sono pertanto
25 e il modello ottenuto e` rappresentato in figura 3.10.
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Figura 3.9: Configurazione PFFyβ
3.2 MAB: fitting
Una volta scelto il modello per l’MAB da adottare in simulazione procediamo con
la procedura di fitting.
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Figura 3.10: Modello UA utilizzato per il 4-4’-dimetilazossibenzene
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L’energia intermolecolare del dimero puo` essere scritta come
U(R,Ω) =
N∑
i
N∑
j
uij (rij , parametri) (3.1)
dove N e` il numero di siti della molecola, i l’indice che corre sulla prima moleco-
la e j l’indice che corre sui siti di interazione della seconda molecola. Le funzioni
uij dipendono dalla distanza e da un insieme di parametri che sono caratteristici
dalla coppia i, j di siti di interazione. Come abbiamo visto, a brevi distanze le in-
terazioni repulsive dovute allo scambio sono dominanti, mentre a distanze maggiori
prevalgono le forze attrattive dovute alla dispersione; il potenziale u(rij), percio`,
sara` una funzione che tendera` ad assumere valori molto grandi per piccole distanze,
per poi scendere bruscamente fino ad un certo valore di rij (distanza intermolecolare
sito-sito), e tendere poi asintoticamente a zero per grandi distanze. Tra le diverse
espressioni possibili per il potenziale di interazione atomo-atomo noi usiamo il poten-
ziale di Lennard-Jones al quale viene sommato un contributo per interazione carica
carica:
uij(rij) = u
LJ
ij + u
Coul
ij = 4ij
(σij
rij
)12
−
(
σij
rij
)6 + qiqj
rij
(3.2)
dove i parametri di coppia sono calcolati come combinazioni dei parametri di sito:
ij =
√
ij σij =
σi + σj
2
(3.3)
σij rappresenta la distanza tra gli atomi i e j in corrispondenza della quale il poten-
ziale si annulla, mentre ij e` la profondita` della buca, ossia il minimo di u
LJ(rij) e`
uguale a -ij. La funzione assume tale valore in corrispondenza di rij = 2
1
6σij.
Il principale vantaggio del potenziale di Lennard-Jones e` la sua semplicita`, an-
che dal punto di vista computazionale, sebbene esso risulti scarsamente flessibile,
a causa della presenza di due soli parametri per ogni sito. Il termine inversamente
proporzionale alla sesta potenza della distanza ha un certo significato fisico, perche´
le forze di dispersione, che dipendono essenzialmente dall’interazione tra dipoli in-
dotti, decadono asintoticamente in modo proporzionale a r−6, dove r e` la distanza
tra le molecole. Il termine proporzionale a r−12, al contrario, deve essere considerato
come un espediente escogitato allo scopo di far tendere la funzione all’infinito per
brevi distanze con una pendenza ragionevole.
Abbiamo gia` visto che la procedura di fitting consiste nella minimizzazione del
funzionale:
I inter =
∑Ngeom
k=1 wk(E
FRM
k − Uk(P ))2∑Ngeom
k=1 wk
(3.4)
dove Ngeom e` il numero di geometrie campionate e wk e` il peso assegnato alla ge-
ometria k-esima. Tale peso lo abbiamo scelto di tipo boltzmaniano, wk = e
(−AEk),
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Sito (kJ/mol) σ (A˚) q (e−) Sito (kJ/mol) σ (A˚) q (e−)
Cp1 0.6824 3.8473 -0.0114 O 1.3631 2.8025 -0.3147
C1 1.8447 3.1314 0.2898 Cn4 0.1569 3.6635 -0.0282
C2 0.1113 3.4735 -0.1121 Cn3 0.0355 3.7421 -0.0475
C3 0.4133 3.5085 -0.0840 Cn2 1.1472 3.3177 -0.0412
C4 1.6991 2.0018 -0.1308 Cn1 1.7196 2.0019 -0.1090
H2 0.0209 2.3795 -0.0197 Hn3 0.0209 2.4483 0.0316
H3 0.0209 2.3923 0.1347 Hn2 0.0209 2.5883 0.1106
N 0.8452 3.1549 -0.2183 Cc1 0.0209 3.9537 0.0242
NO 3.3777 2.3344 0.5540
Tabella 3.1: Core (MAB), parametri intermolecolari ottimizzati
con A pari a 0.4 mol/kJ, valore che permette di pesare maggiormente le geometrie
del ramo attrattivo senza, pero`, diminuire troppo il peso relativo del ramo repulsivo.
Infatti, tanto piu´ A tende a 0 e tanto piu´ geometrie attrattive e repulsive hanno pesi
identici e tanto piu´ A cresce e tanto piu´ aumenta il peso relativo delle configurazioni
attrattive.
Precisiamo infine che il programma che esegue il fitting, pur non tenendo conto del
vincolo di elettroneutralita` molecolare, ha fornito delle cariche qi la cui somma era
molto vicino a zero, dimostrando l’affidabilita` dei parametri elettrostatici trovati.
Questo primo set e` stato poi minimamente modificato in modo da recuperare l’elet-
troneutralita`. Il set finale di parametri, che ha una deviazione standard di circa
0.420 kJ/mol, e` mostrato in tabella 3.1.
3.3 Controllo del set di parametri
Facciamo notare che, avendo scelto come funzione modello il potenziale Lennard-
Jones 6-12, un campionamento efficace avrebbe dovuto campionare molte piu´ ge-
ometrie intorno alla regione del minimo che non a distanze molto piccole o molto
grandi: questo per la natura stessa del potenziale che si sa a priori dover tendere
a ∞ per piccole distanze di separazione e a 0 per distanze ∞. Conseguentemente,
per evitare di campionare troppo le regioni a basso interesse e indirizzare la scelta
intorno alla buca, abbiamo scelto le geometrie sulla base di una predizione OPLS.
Abbiamo usato i parametri di interazione intramolecolari trovati in lavori di letter-
atura sul benzene e sui suoi derivati [48, 49] invocando il principio di trasferibilita` per
creare un potenziale modello che ci fornisse una stima dell’energia di interazione del-
la geometria in esame. Il processo di campionamento e` stato snellito implementando
un programma che, ricevendo in input tutte le combinazioni volute di spostamenti,
calcola l’energia di interazione OPLS per ogni configurazione e inserisce quella ge-
ometria nella lista delle campionabili se l’energia e`, per la zona repulsiva, inferiore
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agli 80 kJ/mol e se, a grande distanza, e` per lo meno inferiore a qualche kJ/mol.
Allora, potendo ricreare qualsiasi curva campionata anche con il potenziale OPLS,
oltre a controllare l’accordo tra i dati diretti FRM e quelli ricreati dal nostro poten-
ziale modello, abbiamo anche osservato come questi primi due set si rapportino al set
di dati OPLS. Si nota dai grafici 3.11 - 3.14 che la curva creata dai nostri parametri
di interazione e` sempre in buon accordo con i punti diretti FRM e che nella maggior
parte dei casi la curva interpola perfettamente tali punti. Si vede inoltre che questa
curva e` anche migliore di quella costruita con i parametri OPLS. Questo fatto non
e` sorprendente e conferma che, per come vengono costruiti, i parametri OPLS sono
molto meno attinenti alla specifica realta` molecolare di quanto non siano invece i
parametri ricavati ad hoc con il metodo FRM. Ad onor del vero va comunque detto
che il set OPLS e` ottenuto con un approccio empirico, tarato in modo da ripro-
durre proprieta` macroscopiche: conseguentemente i parametri OPLS non esprimono
un’interazione a due corpi, ma un potenziale ’efficace’ a molti-corpi. Dato che noi
abbiamo campionato proprio solo energie di interazione di un dimero, e` naturale che
il set OPLS dia in questa sede risultati peggiori del nostro.
Abbiamo controllato la bonta` del set di parametri ottenuto anche in un altro modo.
Abbiamo campionato una miscellanea di configurazioni che comprende geometrie
nelle quali la posizione reciproca delle due molecole non e` ascrivibile come in prece-
denza ad una chiara categoria come PFF o AFF, etc. Abbiamo cercato, cioe`, di
campionare geometrie nuove che non erano state introdotte nel data-base utilizzato
per il fitting.
Confrontando le energie FRM con quelle previste dal nostro potenziale modello,
si nota subito un buon accordo con un errore generalmente inferiore ai 5 kJ/mol.
Questo significa che il campionamento e` stato efficace e ben distribuito: il potenziale
generato, infatti, riesce a prevedere in modo piu´ che soddisfacente il dato reale di
energia di interazione anche per configurazioni abbastanza diverse da quelle usate
per la sua stessa parametrizzazione. La standard deviation per l’energia di questo
gruppo di configurazioni e` di 1.36 kJ/mol (tabella 3.3).
3.4 Dall’ MAB al BAB
Il nostro scopo, non va dimenticato, e` quello di condurre delle simulazioni di dinam-
ica molecolare sull’HAB. Per farlo e` necessario avere a disposizione i parametri di
tutti i siti di interazione: tutti quelli dell’ MAB (dal momento che esso costituisce
il cuore dell’HAB verra` indicato anche come core) piu´ altri 10 siti di tipo CH2 e
due siti di tipo CH3. Avendo a disposizione un mini data-base di energie di inter-
azione riferite al 4,4’-dibutilazossibenzene, BAB, ci e` sembrato sensato procedere in
direzione dell’HAB in due step: prima allungare ogni catena con altri tre gruppi
alchilici ottenendo il BAB e poi completare l’estensione aggiungendo i tre gruppi
mancanti. Avendo gia` ricavato i 75 parametri dei siti centrali con il fitting appena
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Sito (kJ/mol) σ (A˚) q (e−) Sito (kJ/mol) σ (A˚) q (e−)
Cp1 0.71 3.80 0.115 O 0.71 2.96 -0.470
C1 0.29 3.55 0.090 Cn4 0.29 3.55 -0.115
C2 0.29 3.55 -0.115 Cn3 0.29 3.55 -0.115
C3 0.29 3.55 -0.115 Cn2 0.29 3.55 -0.115
C4 0.29 3.55 -0.115 Cn1 0.29 3.55 0.100
H2 0.12 2.42 0.115 Hn3 0.12 2.42 0.115
H3 0.12 2.42 0.115 Hn2 0.12 2.42 0.115
N 0.71 3.25 -0.370 Cc1 0.71 3.80 0.115
NO 0.50 2.96 0.650
Tabella 3.2: Core, parametri intermolecolari OPLS
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Figura 3.11: AFF, curve monodimensionali per uno shift lungo z pari a 0 , 2, 3.5, 6 A˚. Con i
simboli sono rappresentati i punti FRM, con le linee tratteggiate le curve di energia OPLS e con
le linee continue le curve generate dal nostro fitting intermolecolare
50 3. CAMPIONAMENTO PES(R, Ω)
2.5 3 3.5 4 4.5 5 5.5 6 6.5 7 7.5
r (Ao )
r (Ao )
-60
-50
-40
-30
-20
-10
0
10
20
Energia (kJ/mol)
En
er
gi
a 
(kJ
/m
ol)
PFF, z=2Ao
PFF, z=2Ao
PFF, z=3.5Ao
PFF, z=3.5Ao
PFF, z=5Ao
PFF, z=5Ao
PFF, z=7.5Ao
PFF, z=7.5Ao
Figura 3.12: PFF, con i simboli sono rappresentati i punti FRM, con le linee tratteggiate le
curve OPLS e con le linee continue le curve generate con i parametri del nostro fitting
2.5 3 3.5 4 4.5 5 5.5 6 6.5 7
r (Ao )
r (Ao )
-60
-50
-40
-30
-20
-10
0
10
20
Energia (kJ/mol)
En
er
gi
a 
(kJ
/m
ol)
CFF, x=2Ao
CFF, x=2Ao
CFF, x=3Ao
CFF, x=3Ao
CFF, x=5Ao
CFF, x=5Ao
CFF, x=7Ao
CFF, x=7Ao
Figura 3.13: CFF, con i simboli sono rappresentati i punti FRM, con le linee tratteggiate le
curve OPLS e con le linee continue le curve generate con i parametri del nostro fitting
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Figura 3.14: PSS, con i simboli sono rappresentati i punti FRM, con le linee tratteggiate le curve
OPLS e con le linee continue le curve generate con i parametri del nostro fitting
x y z α β γ EPotgen(kJ/mol) EFRM (kJ/mol) ∆ E(kJ/mol)
2.6 3.0 0.0 27 79 202 -35.739 -31.815 -3.924
3.2 3.0 0.0 16 25 0 -33.731 -28.083 -5.648
5.1 3.0 0.0 275 28 142 -23.041 -14.108 -8.933
5.2 2.0 0.0 30 25 40 -22.552 -22.756 0.204
0.0 3.2 0.0 0 45 0 -43.375 -42.706 0.669
0.0 3.2 2.0 0 70 0 -38.258 -40.514 -2.283
0.0 3.2 1.9 8 45 5 -37.329 -37.129 -0.200
0.0 3.3 3 5 85 10 -35.581 -36.915 1.334
0.0 3.4 4.0 18 30 0 -28.539 -22.953 -5.586
0.0 3.6 0.0 15 70 0 -32.443 -31.535 -0.900
0.0 3.7 7.0 15 0 0 -29.137 -29.150 0.013
0.0 3.9 0.0 35 160 13 -32.991 -32.116 -0.875
0.0 4.4 0.0 330 55 0 -21.585 -15.702 -5.883
0.0 4.5 0.0 18 13 243 -22.594 -19.752 -2.842
0.0 5.1 4.0 35 3 5 -25.652 -17.192 -8.460
0.0 5.4 0.0 45 0 0 -21.025 -16.824 -4.201
Tabella 3.3: Miscellanea: confronto tra i valori di energia di interazione FRM e quelli previsti
dal potenziale modello per alcune configurazioni non incluse nel date-base delle 1300 geometrie
usate per il fitting
52 3. CAMPIONAMENTO PES(R, Ω)
5CB
 (kJ/mol) σ (A˚) ξ q (e−)
CH3 0.0209 4.3391 1.1766 -0.013
CH2 0.8326 4.0572 0.8854 0.000
5OCB
 (kJ/mol) σ (A˚) ξ q (e−)
CH3 0.3971 4.0634 1.2065 0.012
CH2 0.5384 3.7637 0.9478 0.00
Tabella 3.4: Parametri di catena del 5CB e del 5OCB
visto, per determinare in modo completo il potenziale del BAB basta trovare i 4
parametri di catena CH2 , σCH2 , CH3 , σCH3 .
Un modo sensato di ricavarli ci e` sembrato quello di assegnare a questi gruppi
metilici e metilenici parametri trovati in lavori precedenti, tal quali. Le possibili
scelte ricadevano sui parametri del 4-ciano,4’-pentossibifenile (5OCB) [30] e su quelli
del 4-ciano,4’-npentilbifenile (5CB) [26]. Nel primo caso una catena di cinque atomi
di carbonio e` legata ad un atomo di ossigeno, a sua volta legato ad un bifenile avente
un sostituente CN; nel secondo caso, invece, la catena e` direttamente legata all’
anello aromatico del bifenile. Tra i due il 5CB riflette meglio la situazione del BAB:
in entrambi la catena e` legata ad un anello aromatico e per questo ci aspettiamo che
la ricostruzione dei parametri di catena tramite quelli del 5CB dia risultati migliori di
quelli ottenibili, ad esempio, con l’uso dei parametri del 5OCB. I due set di parametri
sono riportati in tabella 3.4 e si nota che oltre a , σ e q compare un quarto parametro
ξ: quest’ultimo permette di usare una forma leggermente modificata del potenziale
LJ 6-12 in modo da migliorare la descrizione della forma della buca, seppur di poco
[24, 50]. Sottolineiamo inoltre che questi parametri non si applicano ai due gruppi
metilici terminali dell’MAB, gruppi che diventano siti metilenici nel BAB, i cui
parametri rimangono quelli trovati con la procedura di fitting.
I parametri mancanti, pero`, possono essere ricavati anche per altra via. Consid-
eriamo per un attimo l’energia di interazione di un dimero di BAB. Essa puo` essere
approssimativamente scomposta in tre contributi:
E(BAB·BAB) = E(core·core) + E(core·catena) + E(catena·catena) (3.5)
I parametri del core ottenuti con il fitting e riportati in tabella 3.1 descrivono comple-
tamente il primo di questi termini, solo parzialmente il secondo (grazie alla presenza
dell’interazione core-CH3) e per nulla il terzo. I quattro parametri mancanti, allora,
definiranno l’interazione catena-catena e contribuiranno a quella core-catena.
Noi li abbiamo ricavati operando un secondo fitting sulle configurazioni di BAB
che avevamo a disposizione: alcune Antiparallele Faccia-Faccia, Parallele Faccia-
Faccia, Parallele Lato-Lato, Croce Faccia-Faccia, T e Coda-Coda (in totale una
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Sito  (kJ/mol) σ (A˚) q (e−)
CH3 0.0627 4.3739 0.00
CH2 0.2916 3.6809 0.00
Tabella 3.5: Parametri dei CH2 e CH3 di catena ottenuti tramite un’operazione di fitting su
alcune configurazioni di BAB
cinquantina di configurazioni). Cos`ı facendo abbiamo ottenuto un secondo set di
parametri.
A ben vedere, pero`, questa seconda operazione di fitting e` piuttosto problematica.
Essa e` lecita solo se si verificano due condizioni:
- se nelle configurazioni usate per quest’ultimo fitting i core dei due BAB sono dis-
posti come in una delle 1300 geometrie del data-base per il fitting del MAB
- e se la geometria in cui si trovano i core e` una geometria la cui energia viene molto
ben riprodotta dal potenziale parametrizzato del MAB.
Solo in questo modo l’interazione core-core della 3.5 e` perfettamente descritta dai
parametri fissati del core e le interazioni rimanenti dai parametri di catena. Se, in-
vece, le geometrie usate nel secondo fitting sono solo simili a quelle usate per ricavare
l’interazione core-core e c’e` uno scarso accordo tra l’energia di interazione FRM e
quella del modello, accadra` che il secondo fitting cerchera` di correggere l’errore nella
riproduzione dell’interazione core-core attraverso i parametri di catena (per inciso va
notato che per certe geometrie l’energia di interazione core-core e` molto maggiore
di quella core-catena per cui anche piccoli errori percentuali sulla prima possono
risultare grandi se riferiti alla seconda). Questi ultimi contribuiranno ora non solo
agli ultimi due termini della 3.5, come e` giusto che sia, ma anche al primo.
Le configurazioni gia` usate nel primo fitting, ben riprodotte dal potenziale modello
che sono in comune con il secondo data-base sono solamente le Parallele Faccia-
Faccia e le Parallele Bordo Bordo. Effettuando il fitting solo con questo set e asseg-
nando carica zero ai gruppi mancanti per mantenere il vincolo di elettroneutralita`
abbiamo ricavato il terzo set di parametri riportato in tabella 3.5.
Tra i vari set di parametri trovati abbiamo infine scelto quest’ultimo: questo set
infatti e` omogeneo con il set di parametri del core avendo ξ unitari e dovrebbe essere
migliore degli altri perche´ ricavato da proprieta` riferite alla stessa molecola target.
Nei grafici 3.15 sono riportate alcune curve ricreate con i parametri intermoleco-
lari trovati insieme ai corrispondenti punti FRM. Si osserva che l’accordo curva punto
e` molto buono sia nella geometria PFF, che in quella PSS che in quella CFF, ma
peggiora sensibilmente nell’AFF. A questo proposito possiamo osservare due cose.
La prima e` che, piu´ dell’accordo curva-punti nelle geometrie PFF e PSS, e` interes-
sante la concordanza nel caso CFF dato che le prime due geometrie sono parte del
database del fitting mentre la terza no. Per il CFF la curva acquisisce il significato
di una predizione.
La seconda e` il mancato accordo nella geometria AFF: il nostro potenziale prevede
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una buca piu´ profonda e una σ piu´ piccola di quella reale. La sbagliata previsione
del fondo buca insieme all’errore sul parametro σ potrebbero creare problemi in fase
di simulazione favorendo piu´ di quanto non avvenga realmente strutture molto ordi-
nate e impaccate di tipo AFF. Comunque sia questo mancato accordo era in minima
parte previsto dato che i parametri dei siti di interazione del core sono sempre quelli
trovati con il fitting del MAB e che, come abbiamo gia` visto, tra tutte le curve di
interazione MAB-MAB le uniche non riprodotte in modo molto soddisfacente sono
proprio quelle di configurazioni AFF.
Un ultimo controllo lo abbiamo effettuato sulle geometrie di tipo End-End e di
tipo T. Nelle prime le due molecole interagiscono essenzialmente tramite le catene,
mentre nelle seconde viene studiato il movimento di una catena che spazza con
un’estremita` il piano molecolare dell’altro BAB. Il buon accordo dell’energia FRM
con quella prevista dal potenziale modello nella curva End-End di 3.17 ci permette di
dire che i parametri trovati con i due fitting riescono bene a riprodurre e prevedere,
non solo l’interazione core-core (come si vede dalle curve riferite alla conformazione
Cross o a quella Parallela Faccia-Faccia), ma anche le interazioni di catena. Infine,
sempre in figura 3.17 si osserva che per configurazioni di tipo T si ha un peggior
accordo punto-curva, con conseguente peggior accordo dell’interazione core-catena
prevista dal modello con quella reale.
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Figura 3.15: BAB, punti FRM e curve costruite utilizzando il set di parametri del core piu`
parametri di catena trovati con un secondo fitting sulle configurazioni PFF e PSS
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(a)
(b)
Figura 3.16: BAB,geometrie (a) End-End (EE), (b) T (T)
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Figura 3.17: BAB, geometrie End-End e Tshape, punti FRM e curve costruite utilizzando il set
di parametri del core piu` parametri di catena trovati con un secondo fitting sulle configurazioni
PFF e PSS
Capitolo 4
Teoria delle forze intramolecolari
4.1 Approccio quanto-meccanico
4.1.1 Born Oppenheimer molecolare: molecola isolata
Riprendiamo brevemente l’approssimazione di Born-Oppenheimer che abbiamo gia`
incontrato nel Capitolo 2.
Abbiamo visto che si puo` giungere alle soluzioni dell’equazione di Schro¨dinger moleco-
lare
HˆΨ = EΨ (4.1)
attraverso la fattorizzazione
Ψ(r,R) = ψel(r;R)Φnuc(R) (4.2)
nella quale la ψel e` ricavata risolvendo l’equazione di Schro¨dinger in cui Hˆ e` l’Hamil-
toniano elettronico e Φnuc e` ricavata risolvendo quella nucleare. Concentriamoci su
quest’ultima:
Hˆnucφnucl(R) = Eφnucl(R) (4.3)
L’Hamiltoniano nucleare e` somma di un termine cinetico e di un termine di energia
potenziale ottenuto risolvendo l’equazione elettronica.
Analizziamo il termine cinetico che dipende dalle posizioni di tutti i nuclei presenti.
Utilizzando le coordinate cartesiane (CC) tale operatore sara`:
Tˆ = − h
2
8pi2
3N∑
i=1
1
mi
∂2
∂x2i
(4.4)
o in forma piu´ compatta:
Tˆ = − h
2
8pi2
∇†M∇ (4.5)
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dove M e` una matrice quadrata, diagonale, di ordine 3N, il cui i-esimo elemento
diagonale e` la massa del nucleo a cui appartiene la coordinata i.
Dato che una generica geometria molecolare e` detta di equilibrio se si realizza la
seguente condizione:
∂U
∂xi
= 0 ∀xi (4.6)
riferendo ogni generica geometria g a quella di equilibrio, eq, possiamo indicare
l’operatore energia cinetica tramite il vettore δx, vettore delle coordinate cartesiane
scalate per il valore xeqi :
Tˆ = − h
2
8pi2
3N∑
i=1
1
mi
∂2
∂(xi − xeqi )2
(4.7)
xeqi e` un valore costante e la 4.4 e la 4.7 sono equivalenti.
Sfruttando δx possiamo definire anche le coordinate scalate (Mass Weighted Coor-
dinates - MWC), indicate con il vettore δq, nel modo seguente:
δq = M1/2δx (4.8)
L’operatore energia cinetica assume un’espressione ancora piu´ semplice:
Tˆ = − h
2
8pi2
∇†MWC∇MWC (4.9)
Per quanto riguarda l’operatore energia potenziale, supponendo condizioni di tem-
peratura vicine alla temperatura ambiente e assenza di campi elettromagnetici, si
puo` ipotizzare che la molecola si trovi nello stato elettronico fondamentale. Vale
dunque l’approssimazione di stato stazionario e si puo` assumere che gli atomi osciller-
anno attorno alle loro posizioni di equilibrio. In ragione di cio` possiamo espandere
l’energia potenziale attorno a queste posizioni ottenendo:
Uˆ ' Uˆ(qeq) +
3N∑
i=1
∂Uˆ
∂qi

q=qeq
(qi − qeqi ) +
+
1
2
3N∑
i=1
3N∑
j=1
∂2Uˆ
∂qi∂qj

q=qeq
(qi − qeqi )(qj − qeqj ) (4.10)
dove qeq indica il vettore delle coordinate MWC corrispondente alla geometria di
equilibrio.
Dato che lo zero del potenziale puo` essere scelto in modo arbitrario, possiamo porre
il termine di ordine zero nullo e visto che il termine lineare e` anch’esso nullo, avendo
arrestato lo sviluppo al secondo ordine, sopravvive solo il termine di ordine due.
Indichiamo gli elementi della matrice Hessiana rispetto alle MWC nel seguente modo:
HMWCij =
∂2Uˆ
∂qi∂qj

q=qeq
(4.11)
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La matrice HMWC e` simmetrica e nel punto di equilibrio deve essere definita positiva
(altrimenti l’energia potenziale potrebbe abbassarsi per un opportuno cambio della
geometria).
Tenendo conto dei termini nulli si ottiene allora:
Uˆ =
1
2
δq†HMWC δq (4.12)
dove abbiamo posto δq = q− qeq.
4.1.2 Sistemi di coordinate
Possiamo diagonalizzare la matrice HMWC (simmetrica e reale, pertanto hermitiana)
usando una matrice unitaria C
C†HMWCC = Λ (4.13)
HMWC = CΛC† (4.14)
Conseguentemente, per l’operatore energia potenziale avremo che
Uˆ =
1
2
δq†HMWC δq =
1
2
δq†CΛC†δq (4.15)
e chiamando
δQ = C†δq (4.16)
il vettore delle coordinate normali, ci riconduciamo alla semplice espressione
Uˆ =
1
2
3N∑
i=1
λiδQ
2
i (4.17)
che in forma matriciale diventa
Uˆ =
1
2
δQ†ΛδQ (4.18)
Tenuto conto che gli autovalori λi corrispondenti alla traslazione e rotazione della
molecola come blocco rigido sono nulli (6 nel caso di molecole non lineari e 5 per
quelle lineari), si puo` scrivere, supponendo che la molecola non sia lineare:
Uˆ =
1
2
3N−6∑
i=1
λiδQ
2
i (4.19)
Le 3N-6 coordinate rimaste sono coordinate normali che descrivono pure vibrazioni
della molecola e le possiamo indicare come coordinate vibrazionali. Lo stato vi-
brazionale della molecola e` descritto dalla funzione d’onda Φ della 4.3 che e` fun-
zione delle coordinate vibrazionali δQ1,....,δQs dove s=3N-6 o 3N-5 a seconda che la
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molecola sia lineare o meno.
Esprimendo anche l’operatore di energia cinetica in termini di coordinate normali si
ottiene
Tˆ = − h
2
8pi2
∇†MWC∇MWC = −
h2
8pi2
∇†NCCC†∇NC = −
h2
8pi2
∇†NC∇NC (4.20)
e l’operatore Hamiltoniano della 4.3, somma dell’operatore cinetico e potenziale, puo`
essere scritto come:
Hˆnuc = − h
2
8pi2
∇†NC∇NC +
1
2
δQ†ΛδQ =
s∑
i
− h
2
8pi2
∂2
∂Q2i
+
1
2
λiδQ
2
i =
s∑
i
Hˆi (4.21)
Dato che Hˆnuc e` somma di termini ognuno dei quali coinvolge solo una delle coordi-
nate normali, Φ puo` essere fattorizzata in:
Φnuc(δQ1, ..., δQs) = φ(δQ1)φ(δQ2)...φ(δQs) (4.22)
dove le funzioni φ(δQi) sono soluzioni delle equazioni:
Hˆnuc,iφ(δQi) = Eiφ(δQi) i = 1, 2..., s (4.23)
L’energia dello stato descritto dalla funzione d’onda e` la somma delle energie Ei
appartenenti alle varie φ(δQi):
E = E1 + E2 + ...+ Es (4.24)
Come abbiamo visto, tutti i λi devono essere positivi e quindi li possiamo esprimere
anche come
λi = (2piνi)
2 (4.25)
Si puo` riscrivere la 4.23 come
d2φ
dδQ2
+ (i − α2i δQ2)φ = 0 (4.26)
con
αi = 4pi
2νi/h i = 8pi
2Ei/h
2 (4.27)
L’equazione sopra e` la forma standard dell’equazione di Schro¨dinger di un oscilla-
tore armonico. Le soluzioni sono caratterizzate da un numero quantico ν che puo`
assumere un qualunque valore intero positivo. Per un dato ν l’energia sara`:
E(ν) = (v +
1
2
)hν (4.28)
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dove ν e` la frequenza dell’oscillatore armonico. La corrispondente funzione ψν(δQ)
e`
φν(δQ) = Nvexp(−1
2
αδQ2)Hv(
√
αδQ) (4.29)
dove Nv e` un fattore di normalizzazione e Hv e` un polinomio.
In sintesi, l’utilizzo delle coordinate normali ci ha permesso di semplificare la risoluzione
della 4.3 trattando s oscillatori armonici indipendenti.
Riassumiamo brevemente i risultati ottenuti fino a qui. Indicando con HCC la
matrice Hessiana in coordinate cartesiane avremo che essa e` uguale a:
HCC = M
1
2HMWCM
1
2 (4.30)
Per cui:
HMWC = M−
1
2HCCM−
1
2 (4.31)
Per passare dalle coordinate normali alle coordinate cartesiane e viceversa si usano
le seguenti relazioni:
δx = M−
1
2CδQ δQ = C†M
1
2 δx (4.32)
e le possiamo usare per convertire la matrice Hessiana:
HNC = Λ = C†M−
1
2HCCM−
1
2C HCC = M
1
2CHNCC†M
1
2 (4.33)
Si ha inoltre :
∂xi
∂Qk
= M
− 1
2
ii Cik
∂Qk
∂xi
= M
1
2
iiCik (4.34)
Consideriamo i gradienti nei due sistemi di coordinate: per passare dalle coordinate
cartesiane a quelle normali si ha
UCCi =
∂U
∂xi
=
∑
k
∂U
∂Qk
∂Qk
∂xi
=
∑
k
U ′kM
1
2
iiCik =
∑
k
M
1
2
iiCikU
′
k (4.35)
che in forma matriciale diventa:
U′CC = M
1/2CU′NC (4.36)
e per passare da quelle normali alle cartesiane
UNCk =
∂U
∂Qk
=
∑
i
∂U
∂xi
∂xi
∂Qk
=
∑
i
U ′iM
−1/2
ii Cik =
∑
i
C˜kiM
− 1
2
ii U
′
i (4.37)
che in forma matriciale diventa
U′NC = C
†M1/2U′CC (4.38)
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4.1.3 RIC: coordinate interne ridondanti
Spesso conviene esprimere la geometria molecolare usando come coordinate le dis-
tanze di legame tra coppie di atomi, gli angoli di legame tra terne di atomi e angoli
diedri tra quaterne di atomi, cioe` sfruttando le coordinate interne Dato che nel
caso di sistemi in cui compaiano cicli, o atomi legati a piu´ di altri due atomi dis-
tinti, queste coordinate sono piu´ dei 3N-6 gradi di liberta` interni, esse vengono
generalmente indicate come coordinate interne ridondanti (RIC, Redundant Inter-
nal Coordinate). Per spostamenti infinitesimi rispetto alla geometria di equilibrio,
le RIC, che indichiamo con ξ, sono collegate alle coordinate cartesiane nucleari, x,
attraverso una trasformazione non invertibile:
δξ = Bδx (4.39)
dove δξ e δx sono vettori colonna e B e` la matrice rettangolare di Wilson i cui
elementi sono
Bµi =
∂ξµ
∂xi
(4.40)
Il numero di righe della matrice e` uguale al numero delle RIC e il numero delle
colonne e` uguale a 3N.
Sfruttando la 4.32 e la 4.39 si trova:
δξ = BM−
1
2CδQ = TδQ (4.41)
dove la matrice T e` definita come:
Tµk =
∂ξµ
∂Qk
(4.42)
Le RIC possono allora essere espresse in termini delle coordinate normali e l’in-
clusione o meno dei modi traslazionali e rotazionali e` ininfluente dal momento che
lasciano le RIC inalterate.
4.2 Potenziale intramolecolare
4.2.1 Potenziale modello
Abbiamo gia` visto che ci sono vari tipi di potenziale modello che possono essere usati
in simulazione: modelli in cui tutti gli atomi sono siti di interazione, modelli a singolo
sito di interazione e modelli multisito in cui solo alcuni atomi vengono raggruppati in
un unico sito. Abbiamo anche visto che i modelli multisito, contrariamente a quello
che accade con i modelli a sito unico, tengono conto della flessibilita` molecolare: per
i modelli a singolo sito l’energia potenziale di un dimero si riduce a
U(R,Ω, rM, rN) = U
inter(R,Ω) (4.43)
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ma per quelli a piu´ siti bisogna tener conto anche del contributo del potenziale
interno
U(R,Ω, rM, rN) = U
inter(R,Ω, rM, rN) + [U
intra(rM) + U
intra(rN)] (4.44)
Cos`ı come nel capitolo precedente ci siamo occupati del termine intermolecolare
ricavandolo da informazioni quanto-meccaniche, adesso ci occupiamo dei termini
intramolecolari. In pratica, sempre sfruttando informazioni quanto meccaniche, cer-
chiamo quel potenziale modello V , parametrizzato, che sia il piu´ vicino possibile a
U intra. Dato che l’energia potenziale di una molecola al variare delle posizioni rel-
ative dei nuclei atomici e` solitamente espressa in funzione delle coordinate interne
ridondanti, V viene espresso in funzione delle RIC:
V (ξ¯) =
NRIC∑
ξ=1
Vξ(ξ) (4.45)
con Vξ combinazione lineare di funzioni fa(ξ):
Vξ(ξ) =
Nfunzioni∑
a=1
pafa(ξ) (4.46)
Per poter confrontare tra loro U e V e` necessario che entrambi, cos`ı come le loro
derivate prime e seconde, vengano espressi nel solito set di coordinate. Dato che
U viene calcolato rispetto alle coordinati normali e che V e` per comodita` scritto
in funzione delle RIC, e` necessario convertire il secondo da V
′(′′)
RIC a V
′(′′)
NC . Vediamo
dunque come si trasformano gradienti ed Hessiani.
Data una geometria, i gradienti
V ′k =
Nfunzioni∑
a=1
pa
(
∂fa
∂Qk
)
=
Nfunzioni∑
a=1
paf
′
ak (4.47)
possono essere calcolati usando le derivate delle funzioni di base rispetto alle RIC,
cioe`, sfruttando la 4.42,(
∂fa
∂Qk
)
=
NRIC∑
µ=1
(
∂fa
∂ξµ
)(
∂ξµ
∂Qk
)
=
NRIC∑
µ=1
(
∂fa
∂ξµ
)
Tµk (4.48)
o in forma matriciale
f ′a(NC) = T˜f
′
a(RIC) (4.49)
Le derivate seconde, invece, sono un po’ piu´ complicate da calcolare:
V ′′kl =
Nfunzioni∑
a=1
pa
(
∂2fa
∂Qk∂Ql
)
(4.50)
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e(
∂2fa
∂Qk∂Ql
)
=
∂
(
∂fa
∂Qk
)
∂Ql
=
∂(
∑NRIC
µ=1
(
∂fa
∂ξµ
)
Tµk)
∂Ql
=
NRIC∑
ν=1
∑NRIC
µ=1
(
∂fa
∂ξµ
)
Tµk
∂ξν
(
∂ξν
∂Ql
)
=
=
NRIC∑
µν=1
Tµk
(
∂2fa
∂ξµ∂ξν
)
Tνl +
NRIC∑
µν=1
(
∂fa
∂ξµ
)(
∂Tµk
∂ξν
)
Tνl (4.51)
4.2.2 Coordinate rigide e flessibili
In condizioni di temperatura ambiente e in assenza di radiazioni si osserva che la
maggior parte delle RIC non si discosta molto dal valore di equilibrio, per cui vale
l’approssimazione armonica e il potenziale puo` essere espanso attorno a tale po-
sizione: ponendo il minimo uguale a zero, il primo termine che risulta e` quello al
secondo ordine. Di solito queste coordinate, definite rigide, corrispondono a stretch-
ing e bending di angoli e di alcuni diedri, come quelli che guidano la planarita` degli
anelli aromatici. La forma delle funzioni Vξ(ξ) della 4.46 adottata nel modello e`
dunque per queste RIC:
• per lo stretching dei legami ponendo ξ = rξ, fa(ξ) = 12(rξ − r0µ)2 e pa = ksξ si
ricava
V strechξ =
1
2
ksξ(rξ − r0ξ)2 (4.52)
e
V stretch =
Nbonds∑
ξ=1
V stretchξ (4.53)
• per il bending degli angoli usando ξ = θξ, fa(ξ) = 12(θξ−θ0ξ )2 e pa = kbξ si trova
V bendξ =
1
2
kbξ(θξ − θ0ξ )2 (4.54)
e
V bend =
Nangles∑
ξ=1
V bendξ (4.55)
• e per il bending dei diedri rigidi da ξ = φξ, fa(ξ) = 12(φξ − φ0ξ)2 e pa = ktξ si
giunge a
V Rtorsξ =
1
2
ktξ(φξ − φ0ξ)2 (4.56)
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e
V Rtors =
NRdiedri∑
ξ=1
V Rtorsξ (4.57)
Le coordinate flessibili, invece, sono coordinate al variare delle quali il potenziale
puo` assumere piu´ massimi e minimi anche a temperatura ambiente perche´ l’ener-
gia potenziale interna posseduta dalla molecola e` sufficiente a superare le barriere
torsionali: in questi casi, in genere si tratta di angoli diedri che possono effettuare
rotazioni complete, l’approssimazione armonica non e` sufficiente. Solitamente il
potenziale relativo a queste coordinate e` espanso in serie di coseni: nel modello
avremo ξ = δξ, fa(ξ) = [1 + cos(n
ξ
jδξ − γµj ] e pa = kdjξ, quindi
V Ftorsξ = k
d
aξ[1 + cos(n
ξ
aδξ − γξa)] (4.58)
e
V Ftors =
NFdiedri∑
ξ=1
Ncos∑
a=1
V Ftorsξ (4.59)
Dove il potenziale e` espresso come somma di funzioni periodiche.
Un generico potenziale intramolecolare puo` assumere allora la seguente forma:
Vintra = V (ξˆ) = V
stretch + V bend + V Rtors + V Ftors (4.60)
Quello che rimane da determinare sono i parametri pa.
4.2.3 I parametri ottimali del Force-Field
I migliori parametri pa da inserire nel potenziale modello, V , per rappresentare il
moto molecolare interno sono ottenuti minimizzando la seguente funzione rispetto
ai parametri stessi:
I =
Ng∑
g=0
Ig (4.61)
dove g sono tutte le geometrie campionate e dove
Ig = Wg[Ug − Vg]2 +
3N−6∑
K=1
W ′Kg
3N − 6[U
′
Kg − V ′Kg]2 +
+
3N−6∑
L
3N−6∑
K≥L
2W ′′KLg
(3N − 6)(3N − 5) [U
′′
KLg − V ′′KLg]2 (4.62)
Gli indici K e L corrono sulle coordinate normali e includono tutti i modi eccetto
quelli rotazionali e traslazionali. Ug e` l’energia potenziale della 4.19 ottenuta con un
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calcolo quanto meccanico. U ′Kg e U
′′
KLg sono il gradiente e l’Hessiano della geometria
g rispetto alle coordinate normali. V, V ′ e V ′′ sono le quantita` modello corrispondenti
calcolate partire dall’espressione 4.46. Le costanti W, W’ e W” pesano i vari termini
di ogni geometria. L’energia, il gradiente e l’Hessiano sono normalizzati in modo da
tenere conto dei diversi numeri di termini e rendere i pesi indipendenti dal numero
di atomi nella molecola.
Come mostrato nell’equazione 4.46, il potenziale V e` lineare nei parametri pa,
cos`ı la minimizzazione ai minimi quadrati del funzionale scritto sopra puo` essere
espressa come
Nfunzioni∑
a
Npunti∑
s
αbsWsαaspa =
Npunti∑
s
αbsWsβs (4.63)
dove l’indice s corre sulle collezioni [g], [Kg], [KLg] definiti nell’equazione 4.62 per
energia, gradiente ed Hessiani, rispettivamente. Vediamo brevemente in che modo
si giunga alla 4.63 partendo dalla 4.62 che riscriviamo nel modo seguente:
Ig =
∑
s
Ws(U
∗
s − V ∗s )2 (4.64)
dove, a seconda del termine:
s indica g, Kg oppure KLg,
U∗ indica l’energia potenziale tal quale o il gradiente o l’Hessiana,
V ∗ indica il potenziale modello, la sua derivata prima o seconda e
Ws corrisponde a Ws o
W ′s
3N−6
o 2W
′′
s
(3N−6)(3N−5)
.
∂I
∂pb
= 2
∑
s
Ws(U
∗
s − V ∗s )
∂V ∗s
∂pb
= 0 (4.65)
∑
s
WsU
∗
s
∂V ∗s
∂pb
−∑
s
WsV
∗
s
∂V ∗s
∂pb
= 0 (4.66)
∑
s
WsV
∗
s
∂V ∗s
∂pb
=
∑
s
WsU
∗
s
∂V ∗s
∂pb
(4.67)
dato che
Vs =
∑
a
pasfas (4.68)
allora
∂Vs
∂pbs
= fbs (4.69)
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e si puo` scrivere
∑
s
Ws
(∑
a
pasfas
)∗
f ∗bs =
∑
s
WsU
∗
s f
∗
bs (4.70)
∑
s
∑
a
f ∗bsWsf
∗
aspas =
∑
s
∑
a
f ∗bsWsU
∗
s (4.71)
Cos`ı, definendo:
A = f∗Wf˜∗ (4.72)
b = f∗WU∗ (4.73)
la minimizzazione della 4.62 equivale alla risoluzione di un’equazione lineare nella
forma
Ap = b (4.74)
dove A e` una matrice simmetrica. In generale il set f puo` non essere linearmente
indipendente. Questo conduce ad una matrice singolare Ae il sistema lineare non
puo` essere risolto tramite l’inversione diretta della matrice A . Puo`, pero`, essere
usata una tecnica matematica detta Singolar Value Decomposition [51]: quest’ultima
viene usata per matrici simmetriche e permette di risolvere il sistema ricavando i
parametri pa, ovvero le costanti k.
4.2.4 Modelli United Atom
Rimane ora da affrontare un’ulteriore precisazione. Abbiamo gia` parlato nel Capitolo
2 dei modelli United Atom, appartenenti alla categoria dei modelli con piu´ siti di
interazione, nei quali per lo meno due atomi vengono raggruppati in un unico sito
di interazione detto UA. La massa del sito UA puo` essere definita come la somma
delle masse degli atomi raggruppati; per quanto riguarda la sua posizione, invece,
nel caso in cui un solo atomo sia legato al resto della molecola la scelta naturale per
la posizione e` quell’atomo stesso, ma nulla vieta di scegliere, ad esempio, il centro
di massa del gruppo UA alla geometria di equilibrio.
Il problema maggiore dell’applicazione dell’approccio UA nell’ambito del calcolo
delle forze intramolecolari, a parte il fatto che esso non permette un trattamento
esatto e che le frequenze vibrazionali ricavate sono pertanto diverse rispetto a quelle
che si ottenute con un modello Full Atomic, consiste nella trasformazione del vettore
gradiente e della matrice Hessiana dell’equazione 4.63. Consideriamo per semplicita`
il caso di un singolo sito UA che raggruppi NUA atomi. Usiamo in questa sezione gli
indici µ, ν per le coordinate cartesiane riferite agli atomi contenuti nel sito UA e gli
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indici a e b per quelli considerati esplicitamente. Per semplicita` supponiamo che solo
un atomo del gruppo UA abbia un legame con il resto della molecola. L’espansione
al primo ordine attorno una data geometria da`:
U (1) =
∑
a
x,y,z∑
s
U ′asδtas +
∑
µ
x,y,z∑
s
U ′µsδtµs (4.75)
dove tas rappresenta la s-esima componente delle coordinate cartesiane dell’atomo
a. Il nuovo vettore gradiente degli united atom per la geometria data e` trasformato
in accordo alla semplice espressione
U ′Us =
∑
µ
U ′µs (s = x, y, z) (4.76)
dove U ′U rappresenta il gradiente dell’energia rispetto agli spostamenti UA. Questa
espressione e` consistente con l’ipotesi che il sito UA rappresenti un blocco di atomi
la cui posizione reciproca e` fissata: δUs = δtµs(µ = 1, ..., NUA). Si noti che in questo
modo si tiene conto della traslazione del sito UA che coincide con la medesima e
simultanea traslazione di ogni atomo che lo compone, ma non della rotazione attorno
all’asse che collega il sito UA alla molecola.
Al secondo ordine abbiamo:
U (2) =
1
2
∑
ab
x,y,z∑
sr
U ′′as,brδtasδtbr +
1
2
∑
µν
x,y,z∑
sr
U ′′µs,νrδtµsδtνr +
+
∑
aµ
x,y,z∑
sr
U ′′as,µrδtasδtµr (4.77)
Definendo la matrice Hessiana UA come:
U ′′Us,Ur =
∑
µ,ν
U ′′µs,νr (4.78)
U ′′as,Ur =
∑
µ
U ′′as,µr (4.79)
L’espressione dell’energia diventa:
U (2) =
1
2
∑
ab
∑
rs
U ′′as,brδtasδtbr +
1
2
∑
sr
U ′′Us,UrδtUsδtUr +
+
1
2
∑
a
∑
rs
U ′′as,UrδtasδtUr = δ˜tU
′′δt (4.80)
Questa trasformazione della matrice Hessiana conserva gli stessi tre autovalori nulli
dovuti alle traslazioni della molecola priva di United Atom. La matrice non e` piu` in-
variante per rotazioni, ma quasi, dato che gli autovalori corrispondenti alle rotazioni
sono assai piccoli.
Capitolo 5
HAB: potenziale intramolecolare
A differenza di quanto abbiamo fatto per il potenziale intermolecolare, dove per
motivi di risparmio computazionale siamo passati attraverso il campionamento delle
configurazioni dell’MAB, in questa sezione ricaviamo il potenziale intramolecolare
partendo direttamente dal BAB.
I parametri del potenziale intramolecolare vengono ricavati, cos`ı come quelli
intermolecolari, tramite una minimizzazione ai minimi quadrati. La funzione di
merito da minimizzare che abbiamo gia` visto nel capitolo precedente e`:
IIntra =
Ng∑
g=0
Ig (5.1)
dove g sono tutte le geometrie campionate e Ig e` definita dall 4.62. Quando g = 0,
geometria di minimo, nella 4.62 sopravvive solo il termine della derivata seconda. In
questa geometria la matrice Hessiana, U ′′, e` diagonale: l’elemento LK con L 6= K di
U ′′ e` pertanto nullo, ma non si puo` dire altrettanto di quello del potenziale modello.
Questo significa che per k=0 sopravvivono tutti i termini delle sommatorie su K e
L. I termini diagonali e non diagonali, pero` , nel fitting, possono avere importanza
diversa a seconda del peso che viene loro assegnato.
Noi abbiamo scelto di assegnare un peso di 0.05 A˚4 agli elementi diagonali della
matrice Hessiana e 0.025 A˚4 agli elementi non diagonali in modo da ottenere sia una
buona riproduzione della frequenza che del moto vibrazionale.
Quando la geometria non e` quella di equilibrio, g 6= 0, sopravvivono tutti i
termini della 4.62: quello dell’energia, quello della derivata prima e quello della
matrice Hessiana. Scegliamo, pero`, di porre i pesi del termine della derivata prima
e della derivata seconda nulli.
Tenuto conto dei pesi scelti, il funzionale 4.62 si riduce alla seguente forma:
I =
Ngeom∑
g=0
Wg[Ug − Vg]2 +
3N−6∑
L
∑
K≥L
2W ′′KL0
(3N − 6)(3N − 5) [U
′′
KL0 − V ′′KL0] (5.2)
Con la scelta di questi pesi abbiamo ridotto notevolmente il numero di termini da
tenere in considerazione: quelli rimasti, tuttavia, sono sufficienti a garantire un buon
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fitting del funzionale e quindi una buona descrizione del sistema. Abbiamo infatti
visto che per le coordinate rigide e` valida l’approssimazione armonica: per carat-
terizzare l’andamento dell’energia in funzione di r, θ o φ e` sufficiente conoscere il
valore di tale coordinata interna nella geometria di equilibrio e la derivata secon-
da dell’energia potenziale, U ′′ che indica l’ampiezza della buca dell’energia. Una
torsione propria, invece, puo` avere piu´ massimi e minimi: la sola U ′′ non permette
la ricostruzione del profilo energetico che puo`, pero`, essere ottenuto utilizzando nel
fitting le energie torsionali delle geometrie g campionate variando il diedro della
torsione propria di interesse. a passi di 30◦. In altre parole abbiamo eseguito delle
ottimizzazioni vincolate a livello DFT B3LYP con base cc-pvDz nelle quali il diedro
in questione e` stato vincolato ad assumere di volta in volta il valore di 0◦, 30◦...e cos`ı
via. In questi casi, l’energia calcolata viene attribuita solo alle coordinate flessibili
a cui essa e` associata, trascurando le variazioni che subiscono le coordinate vicine.
Questo significa che la differenza di energia tra la geometria g = 0 e una generica
geometria i in cui un angolo diedro δ e` vincolato ad assumere un valore specifico
e` attribuita solamente e interamente alla coordinata δ. In altre parole si assume il
disaccoppiamento delle altre coordinate e che tutte le RIC nella geometria i diverse
da δ siano ancora identiche al valore assunto nella geometria di minimo. Per l’en-
ergia delle configurazioni g abbiamo usato due set di pesi: un peso di 0.0076 per
le configurazioni con energia vicina a quella della geometria di minimo e un peso
di 0.0019 per tutte le altre in modo da ottenere una riproduzione, la piu´ accurata
possibile, delle configurazioni piu´ probabilmente popolate.
Ricordiamo ancora che il potenziale modello V , funzione delle RIC, e` espresso
come una somma di contributi indipendenti
Vg(ξ¯) =
NRIC∑
ξ=1
Vgξ(ξ) = V
stretch
g (r¯) + V
bend
g (θ¯) + V
Rtors
g (φ¯) + V
Ftors
g (δ¯) (5.3)
i cui singoli termini sono stati definiti nelle 4.52-4.59. I valori r0, θ0 e φ0 in funzione
dei quali sono espressi i singoli termini sono i valori delle RIC nella geometria di
equilibrio ricavati da un’ottimizzazione di geometria a livello DFT, B3LYP con base
cc-pvDz. Dato che abbiamo bloccato le coordinate rigide al valore che esse assunto
nella geometria di minimo, il contributo dei termini V stretchg (r¯), V
bend
g (θ¯), V
Rtors
g (φ¯)
alla 5.3 e` nullo: le costanti vengono ricavate in modo immediato in quanto esse sono
gli elementi della matrice Hessiana. Ecco quindi che in assenza di coordinate flessibili
non sarebbe necessario campionare nessuna geometria g e per il fitting sarebbero
sufficienti le informazioni contenute nella geometria di minimo.
5.1 BAB: Coordinate rigide e flessibili
Abbiamo gia` visto nel capitolo precedente come le coordinate possano essere suddi-
vise in coordinate rigide e flessibili.
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Figura 5.1: 4,4’-dibutilazossibenzene (BAB), modello UA
In figura 5.1 e` rappresentato il modello united atoms per il BAB. Consideriamo
prima le coordinate rigide, quelle per le quali e` valida l’approssimazione armonica:
distanze di legame e alcuni angoli.
Per quanto riguarda i legami (termine V stretch(r¯) di 5.3), tenuto conto di eventuali
equivalenze, abbiamo in ogni anello un legame di tipo CH2-Ca (Ca sta per carbonio
aromatico), tre diversi legami di tipo Ca-Ca e due diversi legami Ha-Ca. Nella zona
del ponte azossi individuiamo un legame di tipo Ca-N, N-NO, NO-O e NO-Ca, mentre
nella zona delle catene troviamo un legame CH2-CH3 e due di tipo CH2-CH2 per
parte.
Per quanto riguarda gli angoli rigidi (termine V bend(θ¯) di 5.3), invece, sono presenti,
per ogni anello, un angolo di tipo ̂CH2CaCa, uno di tipo ̂CH2CH2Ca, quattro di
tipo ̂CaCaCa, quattro di tipo ̂CaCaHa e uno di tipo ̂CaCaN(O). In piu` l’anello β
possiede anche un angolo di tipo ̂CaNNO e l’anello α uno di tipo ̂CaNOO e uno di
tipo ̂NNOCa. Nella zona del ponte azossi si individua poi un angolo di tipo ̂NNOO.
Tra le coordinate rigide annoveriamo anche gli angoli diedri ̂CaNNoO e ̂CaNNoCa e
quelli che regolano la planarita` dell’anello. Questi ultimi sono: un angolo diedro
di tipo ̂CH2CaCaCa, uno di tipo ̂CH2CaCaHa, tre di tipo ̂CaCaCaCa, quattrôCaCaCaHa, un ̂HaCaCaH, un ̂CaCaCaN(O) e uno ̂HaCaCaN(O). Tutti insieme questi
angoli diedri costituiscono il termine V Rtors(φ¯) di 5.3.
Per quanto riguarda le coordinate flessibili, i modelli in figura 5.1 e 5.2 mostrano
che esse comprendono gli angoli diedri:
• ̂C3C4NNO (δ1), che rappresenta l’angolo formato tra il piano dell’anello aro-
matico legato all’Nβ e il piano contenente il ponte azossi;
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• ̂NNOCn4Cn3 (δ2), analogo a δ1, ma riferito all’anello α;
• ̂Cn2Cn1Cc1Cc2 (δ3), l’angolo formato tra il piano dell’anello aromatico α e il
piano contenente i primi due atomi della catena alchilica;
• ̂Cn1Cc1Cc2Cc2 (δ4), angolo compreso tra il piano contenente l’anello α e il
primo carbonio alchilico e il piano contenente il secondo e il terzo carbonio
della catena;
• ̂C2C1Cp1Cp2 (δ5), e` il corrispondente di δ3, ma riferito alla catena dell’anello
β;
• ̂C1Cp1Cp2Cp2 (δ6) e` l’analogo di δ4 riferito alla catena β.
Tutti questi angoli non sono vincolati a subire piccole oscillazioni come accade in-
vece per quelli interni agli anelli aromatici o agli angoli della zona del ponte azossi:
essi possono assumere un qualunque valore tra 0◦ e 360◦ senza che l’energia interna
subisca grandi variazioni .
Infine, sono coordinate flessibili (termine V Ftorsg (δ¯) di 5.3) anche gli angoli diedrîCc1Cc2Cc2Cc3 (δ7) e ̂Cp1Cp2Cp2Cp3 (δ8), che si riferiscono alla rotazione attorno ad
un legame carbonio - carbonio simile a quella che avviene attorno al legame C2-C3
del butano.
In figura 5.2 sono rappresentati i profili torsionali per gli angoli diedri δ1-δ8. Abbi-
amo gia` avuto modo di osservare che nella geometria di equilibrio δ1 e δ2 valgono 0
◦,
determinando la coplanarita` del ponte azossi e degli anelli aromatici, e le barriere
torsionali per passare da un minimo all’altro sono dell’ordine di decine di kJ/mol.
δ3(δ5), invece, assume il valore di 90
◦: questo e` l’angolo che permette di minimiz-
zare la repulsione sterica tra gli atomi della catena e l’anello aromatico α(β). La
sua barriera torsionale e` molto piu´ contenuta rispetto al caso precedente, essa non
oltrepassa mai i 6 kJ/mol e cio` significa che a temperatura ambiente la molecola
possiede energia sufficiente a popolare tutte le possibili conformazioni. Infine, δ4(δ6)
hanno un minimo assoluto a 180◦ e uno relativo a 60◦ con ingenti barriere torsionali
(come nel caso di δ1) che si originano passando da una configurazione trans (in cui
il terzo sito della catena e` in trans al sito Cn1 rispetto al legame Cc1-Cc2) ad una cis
(in cui il terzo sito della catena e` sovrapposto al sito Cn1).
5.2 Fitting
Le coordinate flessibili costituiscono le RIC δξ della 4.58, 4.59: il fitting permettera`
di ricavare le costanti kdaξ dove, lo ricordiamo, l’indice a corre sulle funzioni coseno
che contribuiscono alla sommatoria e ξ corre sui diedri flessibili. Noi abbiamo de-
scritto il termine V Ftors(δ¯) relativo a δ1, δ2, δ3 e δ5 con quattro contributi (n= 0, 2,
4, 6): la funzione che esprime l’andamento dell’energia al variare dell’angolo deve
fornire un profilo simmetrico rispetto a 0◦ e 90◦ e periodico di periodo 180◦, di
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Figura 5.2: BAB - torsioni proprie, i simboli indicano i punti campionati, le linee tratteggiate
sono le curve ricreate dal potenziale modello V parametrizzato tramite il fitting
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conseguenza nella sommatoria 4.59 devono comparire solo termini di indice pari e
i fattori di fase γξa devono essere posti uguali a zero. I termini relativi a δ4 e δ6,
invece, li abbiamo descritti con i termini n = 0, 1, 2, 3 e 4.
Per quanto riguarda gli angoli diedri ̂Cc1Cc2Cc2Cc3 (δ7) e ̂Cp1Cp2Cp2Cp3 (δ8), an-
ch’essi appartenenti alle coordinate flessibili, invece, non abbiamo campionato il
profilo dell’energia in funzione dell’angolo: abbiamo assunto che tale profilo tor-
sionale sia energeticamente molto simile a quello che si trova per il butano stesso.
Conseguentemente abbiamo usato le costanti kd per uno sviluppo con n = 0, 1, 2,
3, 4, 5, 6 presenti in letteratura [52] riguardanti proprio uno studio del butano mod-
ellizzato UA. Per queste due coordinate interne, pertanto, non abbiamo effettuato
nessun tipo di fitting.
Il fitting e` stato condotto con il programma JOYCE [52]: in input vengono fornite
le geometrie g campionate (compresa quella di minimo) con la specifica di quale
angolo diedro sia vincolato, l’elenco dei siti di interazione (e quali atomi formano gli
united atoms) con la loro etichetta, la carica, la massa e i parametri di interazione
Lennard-Jones σ,  e ξ ricavati dal fitting intermolecolare, la geometria molecolare
e l’elenco delle dipendenze, cioe` quali coordinate interne sono da considerarsi uguali
tra di loro.
I parametri trovati con il fitting (standard deviation 14.375·10−2 kJ/mol, massi-
mo errore sull’energia 1.7 kJ/mol)) sono riportati nelle tabelle 5.1-5.4: il potenziale
intramolecolare V cos`ı ottenuto riproduce in modo ottimale i profili torsionali degli
angoli diedri δ1-δ6 campionati (fig 5.2) e si nota che l’assunzione fatta sul profilo
torsionale di δ7, δ8 e` esatta (ricalcano infatti la forma di δ4, δ6).
5.3 Dal BAB all’HAB
A questo punto abbiamo a disposizione tutti di parametri intra e intermolecolari
del BAB. Per passare dal BAB all’HAB bisogna allungare le catene con altri due
gruppi metilenici e con un gruppo metilico per parte: questo passaggio, pero`, non
comporta la ricerca di nessun nuovo parametro intermolecolare. Infatti stiamo solo
aggiungendo siti equivalenti ai gruppi CH2 e CH3 gia` presenti nel BAB: in particolare
aggiungiamo due siti di tipo Cp2, due di tipo Cc2, uno di tipo Cp3 e uno di tipo Cc3.
Essendo i parametri intermolecolari gia` completi, possiamo passare subito alla parte
intramolecolare. Nemmeno in questo caso c’e` bisogno di un ulteriore fitting perche´
supponiamo che l’allungamento della catena non modifichi sensibilmente i profili
torsionali gia` campionati, ne` tantomeno quelli rigidi. Tutte le specifiche trovate
per il BAB restano valide per l’HAB eccezion fatta, ovviamente, per la geometria
ottimizzata (che viene calcolata ancora a livello DFT/B3LYP con base cc-pvDz) e
per la presenza di alcuni nuovi angoli diedri (sono infatti gia` presenti sia i legami di
tipi CH2-CH2 che quelli CH2-CH3, e` sufficiente modificarne il numero). Per questi
ultimi non e` valida l’approssimazione armonica e li sviluppiamo in serie di coseni
come i diedri δ1-δ6; essi sono due diedri di tipo ̂Cp2Cp2Cp2Cp2 (δ9, δ10), uno di tipo
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Stretching
Legame r0 (A˚) k
s (kJ/(molA˚2)
Cp1-C1 1.511 2699.34
C1-C2 1.403 2766.76
C2-C3 1.392 3377.74
C3-C4 1.415 3083.65
C2-H2 1.093 3368.74
C3-H3 1.087 3368.74
C4-N 1.400 2841.75
N-NO 1.281 4124.60
NO-O 1.254 3960.55
NOCn4 1.467 1925.03
Cn4-Cn3 1.397 3083.65
Cn3-Cn2 1.394 3377.74
Cn2-Cn1 1.405 2766.76
Cn3-Hn3 1.088 3368.74
Cn2-Hn2 1.093 3368.74
Cn1-Cc1 1.512 2699.34
Cp3-Cp2 1.530 2644.66
C
p1-Cp2 1.541 2308.40
C
p2-Cp2 1.532 2308.40
C
c1-Cc2 1.541 2308.40
C
c2-Cc2 1.532 2308.40
C
c2-Cc3 1.530 2644.66
Tabella 5.1: BAB, Parametri ottimizzati di stretching
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Bending
Angolo θ0 (
◦) kb (kJ/(mol·rad2)̂Cp1C1C2 121.2 896.72̂C1Cp1Cp2 113.2 760.65̂C2C1C2 117.7 449.50̂C1C2C3 122.3 434.16̂C2C3C4 119.6 968.79̂C3C4C3 118.1 245.21̂C1C2H2̂C3C2H2̂C2C3H3̂C4C3H3
 120.0 317.54̂C3C4N 129.1 431.02̂C4NNO 121.2 785.25̂NNOO 128.0 705.27̂NNOCn4 115.1 103.61̂Cn4NOO 116.9 757.09̂NOCn4Cn3 121.4 666.54̂Cn3Cn4Cn3 121.0 245.22̂Cn4Cn3Cn2 119.0 968.79̂Cn2Cn1Cn2 121.5 434.16̂Cn1Cn2Hn2̂Cn3Cn2Hn2̂Cn2Cn3Hn3̂Cn4Cn3Hn3
 120.0 317.54̂Cc1Cn1Cn2 120.9 896.72̂Cn1Cc1Cc2 113.1 760.65̂Cp3Cp2Cp1 113.2 836.94̂Cp1Cp2Cp2 113.3 836.94̂Cc1Cc2Cc2 113.2 836.94̂Cc2Cc2Cc3 113.1 836.94
Tabella 5.2: BAB, Parametri ottimizzati di bending
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Angolo diedro armonico
Angolo diedro φ0 (
◦) kt (kJ/(mol·rad2)̂Cp1C1C2C3 180.0 100.38̂Cp1C1C2H2 0.0 59.05̂C2C1C2C3̂C1C2C3C4̂C2C3C4C3
 0.0 87.538̂C2C1C2H2̂C1C2C3H3̂C4C3C2H2̂C3C4C3H3
 180 65.37̂H2C2C3H3 0.0 36.16̂C2C3C4N 180.0 30.18̂H3C3C4N 0.0 59.22̂C4NNoO 0.0 222.53̂C4NNoCn4 -180.0 248.66̂Cn2Cn3Cn4No -180.0 189.08̂Hn3Cn3Cn4No 0.0 59.22̂Cn2Cn1Cn2Cn3̂Cn1Cn2Cn3Cn4̂Cn2Cn3Cn4Cn3
 0.0 87.54̂Cn2Cn1Cn2Hn2̂Cn1Cn2Cn3Hn3̂Cn4Cn3Cn2Hn2̂Cn3Cn4Cn3Hn3
 180 65.375̂Hn3Cn3Cn2Hn2 0.0 36.16̂Cn3Cn2Cn1Cc1 180 100.38̂Hn2Cn2Cn1Cc1 0.0 59.05
Tabella 5.3: BAB, Parametri ottimizzati per le torsioni armoniche
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Torsioni proprie
Angolo diedro n kd (kJ/mol) Angolo diedro n kd (kJ/mol)̂C3C4NNO (δ1) 0 0.998 ̂(O)NNOCn4Cn3 (δ2) 0 1.997
2 -5.739 2 -3.205
4 0.174 4 0.502
6 -0.047 6 -0.025̂Cn2Cn1Cc1Cc2 (δ3) 0 1.997 ̂C2C1Cp1Cp2 (δ5) 0 1.997
2 1.358 2 1.358
4 -0.325 4 -0.325
6 -0.099 6 -0.099̂C1Cp1Cp2Cp2 (δ6) 0 0.998 ̂Cn1Cc1Cc2Cc2 (δ4) 0 0.998
1 3.657 1 3.657
2 1.995 2 1.995
3 7.504 3 7.504
4 -0.263 4 -0.263̂Cp3Cp2Cp2Cp1 (δ7) 0 -2.106 ̂Cc3Cc2Cc2Cc1 (δ8) 0 -2.106
1 4.330 1 4.330
2 1.738 2 1.738
3 7.520 3 7.520
4 0.126 4 0.126
5 0.172 5 0.172
6 0.241 6 0.241
Tabella 5.4: BAB, Parametri ottimizzati per le torsioni flessibili
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Interazioni Cp2 · · · Ca
Coppia/di siti σ(A˚) (kJ/mol)
C∗∗∗p2 · · · Ca 3.30 0.69
C∗∗p2 · · · Ca 3.56 0.69
C∗p2 · · · Ca 3.56 0.69
Cp3 · · · Ca 3.56 0.69
Interazioni Cp1p2 · · · Cp3(p2)
Cp3 · · · Cp1p2 4.34 0.021
Interazioni Cp1p2 · · · H2
Cp1p2 · · · H2 4.80 0.004
Tabella 5.5: Con C∗∗∗p2 indichiamo il terzo carbonio di tipo Cp2 partendo dal Cp3 della catena,
con C∗∗p2 il secondo e con C
∗
p2 il primo. Con C
p1
p2 indichiamo il Cp2 legato al Cp1. Notare che esistono
parametri identici per le coppie di siti della catena dell’anello α.
̂Cp2Cp2Cp2Cp3 (δ11), due di tipo ̂Cc2Cc2Cc2Cc2 (δ12, δ13) e uno di tipo ̂Cc2Cc2Cc2Cc3
(δ14). Poiche` il loro profilo torsionale e` identico a quello di δ4 e δ6 per tutti e sei
diedri abbiamo usato le costanti di letteratura kd gia` viste per δ4 e δ6.
Per evitare che le catene alchiliche si arricciolino innaturalmente su loro stesse in-
troduciamo anche dei parametri [53] di interazione di coppia  e σ tra i carboni
aromatici dell’anello e i gruppi CHp2/3(c2/3) della catena distanti per lo meno 4 lega-
mi (interazioni 1-5).
Introduciamo una correzione analoga all’interno della catena stessa per l’interazione
dei CHp2p1(c1)(c2) CHp3(c3) distanti 5 legami (interazioni 1-6).
Infine, inseriamo una coppia di parametri di interazione anche tra gli idrogeni H2(n2)
degli anelli e il gruppo Cp2(c2) legato al Cp1(c1) per aiutare la catena a stare a 90
◦
rispetto al piano molecolare, accorgimento gia` usato in lavori precedenti [50].
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Capitolo 6
Teoria delle simulazioni MD
6.1 Equazioni del moto
Le simulazioni di dinamica molecolare costituiscono una tecnica utile per il calcolo
di proprieta` d’equilibrio di un sistema a piu´ corpi. L’approccio che noi utilizziamo
e` di tipo classico in quanto il moto nucleare delle particelle costituenti il sistema e`
descritto dalle leggi della meccanica classica.
Consideriamo un sistema costituito da α molecole, ognuna formata da M siti di
interazione: la sua evoluzione nel tempo sara` governata dalle equazioni di Newton:
mir¨iξ = −∇iξV (r11, ..., rMα) (6.1)
per ogni i e ξ. L’indice i corre sui siti di interazione e l’indice ξ sulle molecole; mi
e` la massa dell’i-esimo sito, riξ e` il vettore posizione dell’i-esimo sito sulla ξ-esima
molecola e V (r11, ..., rMα) e` l’energia potenziale di interazione tra tutti gli Mα siti.
L’insieme delle 6.1 costituisce un sistema di Mα equazioni differenziali lineari del
secondo ordine, tra di loro accoppiate.
Computazionalmente non e` possibile implementare un metodo che conduca l’oper-
azione di integrazione in modo esatto: tutti i metodi usano infatti delle differenze
finite per approssimare il valore dell’integrale.
Esistono numerosi algoritmi che permettono la risoluzione del sistema di equazioni
di tipo 6.1: il programma MOSCITO [54] che abbiamo usato impiega l’algoritmo di
Verlet [55, 56] nella versione leapfrog.
Espandendo in serie di Taylor la velocita` di una particella al variare del tempo fino
al secondo ordine e sfruttando la 6.1 si trova la seguente espressione:
r˙iξ
(
t+
∆t
2
)
= r˙iξ
(
t− ∆t
2
)
− 1
mi
∇iξV (r11, ..., rMα)∆t + O(∆t3) (6.2)
Risulta chiaro che per conoscere la velocita` della particella i all’istante t + ∆t
2
e`
necessario conoscere le posizioni di tutte le particelle nell’istante t e la velocita` della
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particella i stessa all’istante t− ∆t
2
.
Quest’equazione insieme a:
riξ(t + ∆t) = riξ(t) + r˙iξ
(
t +
∆
2
)
∆t + O(∆t3) (6.3)
permette l’implementazione dell’algoritmo. Computazionalmente, fissate le con-
dizioni iniziali, riξ(0) e r˙iξ(−∆t2 ) per ciascuna particella, si implementano le equazioni
di velocita` 6.2 che permettono di ricavare le velocita` alla meta` del passo successivo,
r˙iξ(t+
∆
2
). Dalle velocita` r˙iξ(t+
∆
2
) si ricavano poi le posizioni riξ(t+∆t) applicando
la 6.3 e cos`ı via...
La velocita` corrente ad ogni step puo` essere ricalcolata come:
r˙iξ(t) =
1
2
(
r˙iξ
(
t+
∆t
2
)
+ r˙iξ
(
t− ∆t
2
))
(6.4)
cos`ı che ad ogni passo si possa calcolare anche l’energia cinetica.
Lo svantaggio principale di questo algoritmo e` che non e` possibile calcolare in mo-
do rigoroso l’energia totale dato che l’energia potenziale, funzione delle posizioni, e
quella cinetica, funzione delle velocita`, sono calcolate in istanti diversi. Tuttavia, gli
errori nel calcolo delle posizioni e delle velocita` delle particelle sono entrambi del-
l’ordine O(∆t3)e sono confrontabili. L’algoritmo gode della proprieta` di reversibilita`
microscopica, ossia le equazioni sono simmetriche rispetto all’inversione del tempo.
In una simulazione di dinamica molecolare, uno dei parametri piu´ importanti e`
il tempo di integrazione, ∆t, impiegato. Al decrescere di questo parametro aumenta
l’accuratezza della simulazione ma anche il costo computazionale. Esso dovrebbe
essere scelto in modo tale da risultare:
∆t ν−1max (6.5)
dove νmax e` la piu´ alta frequenza vibrazionale del sistema in esame. Se alcuni modi
vibrazionali presentano frequenze molto piu´ alte di quelle di tutti gli altri modi e
risultano debolmente accoppiati con essi, conviene trattarli separatamente. Questo
e` quanto tipicamente accade ai modi di stretching: per evitare di dover usare un
tempo di integrazione troppo piccolo abbiamo vincolato le distanze di legame al
valore assunto nella geometria di equilibrio.
Il programma MOSCITO usa l’algoritmo SHAKE, sviluppato da Ryckaert e al. [57].
Questo algoritmo si basa sulla risoluzione iterativa dei moltiplicatori di Lagrange im-
posti sulle distanze di legame che si vogliono mantenere costanti. La procedura puo`
essere iterata fino a che i vincoli non sono soddisfatti sotto una soglia di tolleranza.
6.2 Temperatura e pressione
Esistono vari tipi di insiemi statistici tra i quali il sistema microcanonico NVE,
quello canonico NVT e quello isotermo-isobaro NPT. Nel primo tipo di insieme,
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quello NVE, sono assegnati il numero di molecole N , il volume V della scatola e
l’energia totale E del sistema. Questo e` il piu´ facile insieme da riprodurre con una
simulazione MD dato che per un sistema non soggetto a campi esterni l’energia
totale e` una costante del moto. La temperatura T , invece, e` una funzione del tempo
e fluttua attorno ad un valore medio < T >. La funzione T (t) assume la seguente
forma:
T (t) =
2
kB(3Mα−Nc − 3)
M∑
i=1
α∑
ξ=1
1
2
mi|viξ(t)|2 (6.6)
dove α e` il numero di molecole, M il numero di siti di interazione per ciascuna
molecola, Nc il numero di vincoli presenti nel sistema, mi e` la massa dell’i-esimo
sito di interazione e viξ(t) e` la velocita` dell’i-esimo sito di interazione della ξ-esima
molecola. Nell’insieme canonico NVT sono invece fissate il numero di molecole, il
volume V della scatola e al posto dell’energia la temperatura T . Esistono numerosi
metodi per realizzare simulazioni di dinamica molecolare nell’insieme canonico, uno
di questi e` la tecnica del weak coupling di Berendsen. Questo approccio prevede che le
equazioni del moto siano modificate affinche´ il sistema risponda con un rilassamento
al primo ordine in direzione della temperatura prefissata T0:
dT (t)
dt
=
1
τT
(T0 − T (t)) (6.7)
Per controllare la temperatura, bisogna percio` riscalare le velocita` di ogni sito di
interazione ad ogni passo di un fattore sT (tn):
sT (tn) =
(
1 +KT ∆t
(
T0
T (tn)
− 1
)) 1
2
(6.8)
La costante KT determina l’accoppiamento del sistema con il bagno termico e risulta
collegato a τT dalla relazione
KT =
2cdfv
kBτT
(6.9)
dove cdfv e` la capacita` termica per grado di liberta` che non e` nota con precisione a
priori, tuttavia essa dovrebbe essere vicina a kB
2
. La scelta di KT e` il risultato di
un compromesso tra due esigenze: se viene posta uguale a zero si rimuove l’accop-
piamento e si ha, in pratica, un sistema NV E. Se invece poniamo KT =
1
∆t
tutte le
velocita` vengono riscalate completamente per ottenere la temperatura di riferimento
T0. Quest’ultima scelta provochera`, pero`, forti distorsioni dalla traiettoria, dando
luogo ad un sistema isocinetico. Conviene allora scegliere un valore intermedio di
KT .
84 6. TEORIA DELLE SIMULAZIONI MD
In molti casi conviene tuttavia lavorare nell’insieme NPT , o insieme isotermo-
isobaro. Lo schema di Berendsen per la pressione e` analogo a quello per la temper-
atura. Si ha:
P (t)
dt
=
1
τP
(P0 − P (t)) (6.10)
dove P0 e` la pressione di riferimento. Ad ogni passo le dimensioni della scatola e i
centri di massa delle molecole vengono riscalati di un fattore sP :
sp = (1 +KP∆t(P (tn)− P0))
1
3 (6.11)
La costante KP e` collegata alla τp dalla relazione:
KP =
ξT
τP
(6.12)
dove ξT e` la compressibilita` isoterma del sistema. Come prima, porre KP = 0 can-
cellera` completamente l’accoppiamento, ma, a differenza del caso della temperatura,
un valore di KP troppo elevato distruggera` il sistema. Si verra` a creare una sovrap-
posizione tra i siti di interazione appartenenti a ciascuna molecola, il che dara` luogo
a ingenti forze repulsive, che, oltre a creare problemi di ordine numerico, rendono
impossibile a SHAKE soddisfare i vincoli richiesti. Inoltre, poiche` la definizione di
pressione dipende dall’energia cinetica, l’accoppiamento al barostato non dovrebbe
essere piu´ intenso di quello con il termostato, per cui si deve avere:
τT ≤ τP (6.13)
6.3 Interazioni a corto e lungo raggio
A causa dell’elevato costo computazionale, in una simulazione di dinamica moleco-
lare si utilizza di solito un numero di molecole che va da alcune decine ad alcune
migliaia. Necessariamente, essendo il numero cos`ı piccolo, gli effetti dovuti alle
pareti della scatola di simulazione non sono trascurabili e possono avere conseguen-
ze imprevedibili sulle proprieta` di sistema. Per superare queste difficolta` di solito si
introducono delle condizioni periodiche al contorno: la cella centrale viene replicata
nello spazio un numero infinito di volte in tutte le direzioni: cos`ı facendo e` come se
il sistema non avesse pareti.
Conviene suddividere le interazioni intermolecolari in interazioni a corto e a lungo
raggio; nel caso delle interazioni a corto raggio come quelle di Lennard-Jones, si
definisce una distanza Rc oltre la quale si considerano trascurabili le interazioni.
Per evitare ad ogni step di dover calcolare le distanze tra tutti i siti di interazione
appartenenti a tutte le molecole, si utilizza una lista contenente le posizioni delle
particelle piu´ vicine. Durante la simulazione per ogni sito di interazione i della cella
6.4. CARATTERIZZAZIONE DI UNA FASE LC 85
centrale il programma prende nota delle posizioni di tutti i siti appartenenti ad altre
molecole che non distano piu´ di un valore fissato Rnl. (tipicamente Rnl > Rc)
Nei singoli step, allora, il programma calcola solo la distanza con i siti presenti
nella lista di i e per quelle che risultano minori di Rc calcola anche la forza. Dopo
un certo numero di passi, ovviamente, la lista viene aggiornata.
Per le interazioni a corto raggio, e` bene fare in modo che ciascuna particella della
scatola centrale non interagisca con piu´ di un’immagine di ciascun’altra particella.
la convenzione della minima immagine consiste nel proiettare per ogni particella i
tutte le altre particelle in una cella al cui centro si trova i, considerando solo le
distanze tra i e queste repliche. Di conseguenza, se si ha una scatola cubica di lato
L, questa convenzione impone la seguente restrizione sulla scelta di Rc:
Rc ≤ L
2
(6.14)
Caso diverso e` quello delle interazioni elettrostatiche che decadono molto piu´
lentamente delle interazioni Lennard-Jones. Per risolvere i problemi dovuti alla
lenta convergenza della somma si ricorre al metodo di Ewald [58].
6.4 Caratterizzazione di una fase LC
6.4.1 Distribuzioni molecolari
Da un punto di vista microsopico, le varie mesofasi possono essere descritte in termini
di proprieta` di funzioni di distribuzione molecolare. Per i = 1, N , sia Ri la posizione
del centro di massa e Ωi l’orientazione della molecola i-esima rispetto alle coordinate
del sistema di laboratorio (in generale Ω = α, β, γ, ma se la molecola e` lineare sono
sufficienti i due angoli α e β) . Supponiamo di identificare il direttore nˆ con uno
degli assi delle coordinate, per esempio z.
Si definisce funzione di distribuzione di singola particella:
P (1)(R1,Ω1) =
N
QN
∫
e−βHdRN−1dΩN−1dPNRdP
N
Ω = P(R,Ω) (6.15)
dove H e` l’Hamiltoniano del sistema, β = 1/KBT , QN e` la funzione di partizione
canonica per N molecole e PR e PΩ sono i momenti coniugati di R e Ω. L’integrazione
dei momenti si estende su tutte le N molecole e quella della parte configurazionale
solo a N-1.
6.4.2 Ordine posizionale unidimensionale
Nei liquidi smettici le molecole sono stratificate in piani e all’interno di questi pi-
ani c’e` un completo disordine posizionale dei centri di massa: sussiste un ordine
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posizionale unidimensionale (lungo z). In queste condizioni la P (1)(R,Ω) diventa
P (R) =
∫
P(1)(R,Ω)dΩ =
N
ZN
∫
e−βUdRN−1dΩ (6.16)
Quando questo ordine e` perfetto la funzione di distribuzione P (R) → P(z ) consiste
in una serie di funzioni delta di Dirac separate dalla distanza di reticolo d. Tanto
meno precisa e` la stratificazione e tanto piu´ si allargheranno i picchi. Nel limite di
assenza di ordine posizionale la distribuzione diventa piatta.
Per un sistema di tipo Smettico A la funzione P (z) diventa periodica:
P (z) = P (z + d) (6.17)
Si puo` dunque considerare la P (z) nell’intervallo 0 ≤ z ≤ d ed espanderla in serie
di Fourier come ogni altra funzione periodica. Dato che la funzione di distribuzione
P (z) e` pari, e` sufficiente considerare una base di coseni, funzioni che hanno la
corretta simmetria,
P (z) =
∑
m
pmcos(2pimz/d) (6.18)
Il coefficiente pq puo` essere ottenuto moltiplicando ambo i membri dell’equazione
per cos(2piqz/d) e integrando∫ d
o
dzP (z)cos(2piqz/d) =
∑
m
pm
∫ d
0
dzcos(2pimz/d)cos(2piqz/d) =
= pqd(δq0δ0m + δqm)/2 (6.19)
sfruttando l’ortogonalita` delle funzioni coseno. Si trova pertanto che:
p0 = d
−1
∫ d
0
dzP (z) (6.20)
e
pq = (2/d)
∫ d
0
dzP (z)cos(2piqz/d) = (2/d) 〈cos(2piqz/d)〉 ; q > 0 (6.21)
Questo implica che i coefficienti pm sono medie posizionali dei fattori di Fourier.
Le medie
τm = 〈cos(2pimz/d)〉 (6.22)
rappresentano dunque un set di parametri di ordine posizionale. Noi siamo general-
mente interessati al parametro d’ordine τ1,
< τ1 >=< cos(2piz/d) > (6.23)
dove con z si indica la proiezione del baricentro della molecola sul direttore e d e` la
distanza intrastrato. Per calcolarlo e` necessario conoscere la spaziatura d tra i vari
strati, cosa che se si conosce solo al termine della simulazione stessa. Senza conoscere
a priori la distanza d e` possibile massimizzare < τ > rispetto a d, dal momento che
questo assicura che la periodicita` nella funzione da mediare sia identica a quella
nella funzione di distribuzione traslazionale.
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6.4.3 Ordine orientazionale
Quando la molecola e` rigida e il sistema uniforme sono rilevanti solo i gradi di liberta`
orientazionali. Nella fase nematica l’ordine posizionale e` assente e si puo` riscrivere
la 6.15 come ∫
P (1)(R,Ω)dr = P(Ω) = ρf˜(Ω) (6.24)
dove ρ e` la densita` numerica delle molecole e f˜(Ω) e` la funzione di distribuzione
orientazionale normalizzata,∫
dΩf˜(Ω) =
∫ 1
−1
dcosθ
∫ 2pi
0
dφ
∫ 2pi
0
dψf˜(θ, φ, ψ) = 1 (6.25)
La f˜(Ω) puo` essere espansa in termini delle matrici di rotazione di Wigner o
armoniche sferiche generalizzate DLmn(Ω)
f˜(Ω) =
∑
Lmn
fLmnD
L
Lmn(Ω) (6.26)
con
fLmn =
2L+ 1
8pi2
〈
DL∗mn
〉
=
∫
dΩf˜(Ω)DL∗mn (6.27)
dove i fattori (2L+ 1)/8pi2 provengono dalle relazioni di ortogonalita` delle DLmn.
I bracket indicano una media sulle orientazioni Ω pesate con f˜(Ω).
Le DLmn definiscono completamente la f˜(Ω) e giocano un ruolo importante per la
definizione del parametro d’ordine.
6.4.4 Molecole cilindriche in fase uniassiale
Nelle mesofasi uniassiali (ad esempio nematiche e smettiche A) possiamo assumere
che il sistema goda di simmetria cilindrica. In media statistica, l’asse delle molecole
coincidera` con il direttore e la distribuzione orientazionale delle molecole dipendera`
solo dall’angolo β,
f˜(α, β, γ) → f˜(β) (6.28)
con la condizione di normalizzazione∫
dβsinβf˜(β) = 1 (6.29)
Se inoltre le molecole non distinguono tra la testa e la coda si verifica anche che
f˜(β) = f˜(pi − β). Per un sistema nematico questo corrisponde a trovare speri-
mentalmente che, ruotando il campione sottosopra, nessuna proprieta` osservabile
cambia.
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Nel caso di molecole cilindriche in fase uniassiale le matrici di rotazione di Wigner
viste nella 6.26 si riducono ad un set di funzioni di base ortogonali quando integrate
in sinβdβ, i polinomi di Legendre. La funzione f˜(β) potra` quindi essere espansa in
termini di questi polinomi di Legendre, PL(cosβ):
f˜(β) =
∞∑
L=0
pLPL(cosβ) (6.30)
Ricordiamo che per i polinomi di Legendre PL(cosβ) vale:∫
dβsinβPL(cosβ)PN(cosβ) =
(
2
2L+ 1
)
δLN (6.31)
I primi polinomi di Legendre sono:
P0(cosβ) = 1 (6.32)
P1(cosβ) = cosβ (6.33)
P2(cosβ) = (3cos
2β − 1)/2 (6.34)
P3(cosβ) = (5cos
3β − 3cosβ)/2) (6.35)
P4(cosβ) = (35cos
4β − 30cos2β + 3)/8 (6.36)
Notiamo che i polinomi di Legendre sono funzioni dispari di cosβ se l’ordine L e`
dispari, pari se L e` pari. Questo significa che se vogliamo espandere la funzione
P (β), pari, in termini di PL(cosβ) basta usare i termini pari: il J-esimo coefficiente
dell’espansione puo` essere facilmente ottenuto sfruttando l’ortogonalita` del set di
base. Moltiplicando entrambi i membri della 6.30 per PJ(cosβ) e integrando su
sinβdβ si ottiene∫ ∞
0
dβf˜(β)PJ(cosβ) =
∞∑
L=0
∫ pi
o
dβsinβPL(cosβ)PJ(cosβ)) (6.37)
e conseguentemente
pJ =
(2J + 1)
2
〈PJ〉 (6.38)
dove
〈PJ〉 =
∫ ∞
0
dβf˜(β)PJ(cosβ) (6.39)
6.4. CARATTERIZZAZIONE DI UNA FASE LC 89
Si osserva che la conoscenza del set (infinito) di 〈PJ〉 definisce in modo completo la
distribuzione f˜(β) e che i polinomi di Legendre medi 〈PJ〉 rappresentano un set di
parametri che misurano l’ordine orientazionale.
Generalmente l’ordine orientazionale in un sistema di oggetti cilindrici che formano
una mesofase a simmetria complessiva cilindrica viene espresso tramite il parametro:
P2 =< P2(uˆi · nˆ) >=< P2(cosβ) >= 1
N
N∑
i=1
P2(ui · nˆ) =
=
〈
3
2
cos2θ − 1
2
〉
= Szz = S (6.40)
(per ipotesi nˆ e` diretto lungo z; solo in questo caso β e` uguale a θ, l’angolo formato
dall’asse molecolare con il direttore). N e` il numero di molecole del sistema, ui e` un
versore che descrive l’orientazione della particella in un sistema di riferimento fisso
(per esempio allineato lungo l’asse molecolare). La denominazione P2 e` equivalente
a Szz o S.
Per trovare S e` necessario conoscere il direttore. Per trovare quest’ultimo si ricorre
alla diagonalizzazione della matrice di Saupe. Ricordiamo la definizione di tensore
d’inerzia per un sistema di N punti materiali:
I =
N∑
i=1
mi
 (y
2
i + z
2
i ) −xiyi −xizi
−xiyi (x2i + z2i ) −yizi
−xizi −yizi (x2i + y2i )
 (6.41)
Il tensore d’inerzia e` reale e simmetrico, puo` essere diagonalizzato con una trasfor-
mazione ortogonale e i suoi autovalori sono reali. Gli autovettori, tra loro ortogonali,
si chiamano assi principali d’inerzia e, se imponiamo la condizione di normaliz-
zazione, risultano definiti a meno del segno, mentre gli autovalori corrispondenti
sono i momenti principali d’inerzia. In un cristallo liquido calamitico, tipicamente,
un momento d’inerzia (quello corrispondente all’asse lungo) e` molto piu´ piccolo degli
altri due; se indichiamo con u = (ux, uy, uz) l’autovettore normalizzato corrispon-
dente a tale autovalore, possiamo definire la matrice di ordinamento di Saupe Q i
cui elementi sono
Qab =
〈
1
2
(3uaub − δab)
〉
(6.42)
dove con < ... > indichiamo la media su tutte le molecole del sistema e u (a = x, y, z)
e` l’autovettore corrispondente all’asse principale di inerzia.
Q =
3
2
 < u
2
x > −13 < uxuy > < uxuz >
< uxuy > < u
2
y > −13 < uyuz >
< uxuz > < uyuz > < u
2
z > −13
 (6.43)
La matrice di Saupe e` anch’essa simmetrica e ha traccia nulla; puo` essere diagonaliz-
zata da una matrice ortogonale e la somma dei suoi autovalori e` zero. Il parametro
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d’ordine S corrisponde all’autovalore piu´ grande, mentre l’autovettore corrispon-
dente, normalizzato, e` il direttore nˆ. Esso e` nullo quando gli assi molecolari sono
distribuiti casualmente rispetto agli assi di laboratorio, mesofase isotropa, e diventa
uno quando un asse e` allineato lungo il direttore.
Altri parametri d’ordine orientazionali interessanti sono il P1 e il P4:
P1 = 〈cos(θ)〉 ;P4 =
〈
1
8
(35cos4(θ)− 30cos2(θ) + 3)
〉
(6.44)
che possono essere ottenuti mediando su tutte le molecole il primo o il quarto poli-
nomio di Legendre. Si noti ancora una volta che β coincide con θ solo se il direttore
e` allineato con z e che con θ si definisce l’angolo compreso tra l’asse molecolare e nˆ.
6.4.5 Funzione di distribuzione radiale
Si definisce ρ
(n)
N (r1...rn)dr1...drn la probabilita` di trovare simultaneamente una par-
ticella in un volume dr1 intorno a r1, un’altra particella in un volume dr2 attorno
a r2 e cos`ı via fino alla particella n-esima, senza tenere conto della posizione delle
rimanenti (N-n) particelle. Essa altro non e` che la P (N)(rN). La posizione delle
particelle e` localizzata nel centro di massa. La normalizzazione di ρnN e`∫
ρnN(r
n)drn =
N!
(N− n)! (6.45)
La funzione di distribuzione radiale si esprime in termini della ρnN come:
g
(n)
N (r
n) =
ρ
(n)
N∏n
i=1 ρ
(1)
N (ri)
(6.46)
Per un sistema omogeneo le densita` di singola particella sono tutte uguali tra loro e
si ha
ρ
(n)
N (r
n) = ρng
(n)
N (r
n) (6.47)
Particolarmente significativa e` la g(r1, r2), funzione di distribuzione radiale di cop-
pia. Integrandola si ottiene infatti
ρ
∫
g(2)(r12 )dr12 = 4piρ
∫ ∞
0
g (2 )(r12 )r
2
12dr12 = N − 1 (6.48)
La g(r) puo` quindi essere considerata, quando integrata, come una funzione che
conta quante particelle sono comprese in una sfera di raggio |r1 − r2|, considerando
come origine una qualsiasi particella. Computazionalmente essa viene calcolata
come:
g(r) =
1
ρN
〈∑
i
∑
j≥i
δ(r − rij)
〉
(6.49)
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6.4.6 Funzione di distribuzione parallela e perpendicolare
Nel caso di cristalli liquidi uniassiali e` possibile definire una funzione di distribuzione
il cui argomento e` la proiezione della distanza rij sul direttore o in direzione perpen-
dicolare ad esso. Nel primo caso si ottiene la funzione g(r‖) e nel secondo la funzione
g(r⊥). La prima e` la piu´ importante perche´ permette di distinguere con chiarezza
una fase smettica da una nematica o isotropa: in virtu´ dell’ordine posizionale a lun-
go raggio lungo il direttore la g(r‖) e` costituita da una serie di picchi che si ripetono
all’infinito e la distanza tra due picchi consecutivi equivale alla distanza media tra
due strati successivi. Questa funzione puo` essere definita, indicando con ρ la densita`
a singola particella, come:
g(r‖) =
1
ρN
<
∑
i
∑
j>i
δ(r − nˆ · rij) > (6.50)
e fornisce risultati simili a quelli della densita` lungo il direttore. Con questa funzione
si ha la possibilita` di visualizzare la presenza di strati nel campione sotto esame e
quindi determinare la presenza o meno di fasi solide o mesofasi smettiche.
La g(r⊥) e` definita come:
g(r⊥) =
1
ρN
<
∑
i
∑
j>i
δ(r −
√
r2ij − nˆ · rij) > (6.51)
e fornisce una stima della distribuzione delle particelle lungo la direzione perpendi-
colare al direttore.
6.5 Proprieta` dinamiche
La dinamica traslazionale puo` essere analizzata in termini dello spostamento quadrati-
co medio del centro di massa definito come:
< |r(t)− r(0)|2 > (6.52)
e delle funzioni di autocorrelazione della velocita`
Z(t) =
1
3
< v(t) · v(0) > (6.53)
Quest’ultima puo` essere usata per calcolare il coefficiente di diffusione traslazione
(D) come:
D =
∫ ∞
0
Z(t)dt (6.54)
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Capitolo 7
Simulazioni MD
7.1 Dettagli computazionali e operazioni prelim-
inari
Le simulazioni di dinamica molecolare sono state condotte nelle condizioni che an-
diamo ora ad analizzare.
Le interazioni a corto raggio sono state troncate per distanze superiori a Rc = 10A˚,
mentre le interazioni elettrostatiche sono state calcolate tramite il metodo della som-
ma di Ewald, utilizzando un parametro di convergenza α di 5.36/(2Rc). Il raggio
della lista di primi vicini di Verlet, Rnl, e` stato posto pari a 12 A˚.
Per la scelta del tempo di integrazione (dt), abbiamo eseguito alcune prove di
conservazione dell’energia nell’insieme NVE, su un sistema di 196 molecole a densita`
circa 0.9 g/cm3. Tali prove sono state condotte a 500 K, temperatura sensibilmente
maggiore di quelle che abbiamo intenzione di utilizzare per le simulazioni: per un
tempo di integrazione di 2 ns si ottiene una fluttuazione dell’energia totale di 0.2885
kJ/mol su 140.2 kJ/mol.
Le simulazioni di equilibratura e produzione, invece, sono state condotte nell’in-
sieme NPT, con P=1 atm. Per mantenere costanti la temperatura e la pressione
abbiamo usato lo schema di Berendsen utilizzando tempi di rilassamento di 0.5 ps
per la temperatura e di 1.09 ps per la pressione. I valori scelti sono stati tarati in
predecenti lavori su composti LC [28, 29].
A questo punto abbiamo creato un piccolo sistema composto da 64 molecole i cui
parametri intermolecolari sono stati azzerati per ottenere un sistema gassoso. Prima
di iniziare il lavoro di simulazione di produzione abbiamo infatti voluto effettuare
un ulteriore controllo dell’affidabilita` del potenziale intramolecolare ricavato. Dopo
aver equilibrato questo sistema abbiamo condotto due brevi simulazioni su sistemi
gassosi a 300 e 500 K. Quello che abbiamo voluto osservare e` stata la dipendenza
dalla temperatura della distribuzione degli angoli diedri flessibili δ1 − δ14. Dato che
aumentando la temperatura aumenta anche l’energia a disposizione delle molecole,
via via possono popolarsi anche le conformazioni che non sono di minimo. Ci as-
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Figura 7.1: Controllo della bonta` del potenziale intramolecolare attraverso l’analisi delle
distribuzioni di alcuni angoli diedri flessibili a due diverse temperature
pettiamo pertanto che passando da 300 K a 500 K i profili delle distribuzioni e in
particolare i picchi si abbassino (l’area totale sottesa dalla curva ovviamente rimane
costante). Questo e` quanto effettivamente accade, come si vede dalla figura 7.1.
Il controllo e` stato effettuato anche per un altro motivo: allungando la catena dal
BAB all’HAB, abbiamo introdotto nel potenziale anche dei parametri di interazione
sito-sito tra carboni di catena e carboni (di catena e anello) e idrogeni degli anelli
aromatici per evitare che la catena si ripieghi su se stessa. Il risultato di questa op-
erazione e` che il potenziale torsionale non dipende piu´ solo da V (δ), come accadeva
per il BAB, ma e` influenzato anche dall’azione di questi parametri. E’ necessario
allora controllare che la distribuzione degli angoli diedri nell’HAB sia simile a quella
trovata per il BAB e che i parametri di interazione intramolecolare introdotti non
inducano un’innaturale preferenza della catena a popolare conformazioni diverse da
quelle del BAB. Dalla figura 7.1 si nota che cio` non accade: il profilo delle curve
e` in tutti i casi simile a quello visto per il BAB (figura5.2): δ1 e δ2 continuano a
prediligere 0 e 180◦, gli angoli diedri tra gli anelli e la catena hanno ancora un picco
a 90◦ e quelli di catena a 60 e 180◦.
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7.2 Costruzione del sistema ed equilibratura
Il passo successivo e` stato la creazione del sistema iniziale: lo abbiamo ottenuto
replicando la molecola HAB, nella sua geometria di minimo, ai nodi di un retico-
lo cubico semplice. La scelta del numero di molecole, N , costituenti il sistema e`
stata particolarmente critica. Da una parte il tempo computazionale aumenta con
la dimensione del sistema, dall’altra c’e` la necessita` di avere sistemi con un nutrito
numero di particelle per ottenere dei risultati rappresentativi di un sistema macro-
scopico. Idealmente si dovrebbe controllare la dipendenza dei risultati ottenuti da
N , ma esigenze pratiche costringono a scegliere un singolo N . Bisogna anche tener
presente che l’HAB e` una molecola dalla forma molto allungata (circa 26 A˚): la
stessa logica suggerisce che condurre la simulazione su un sistema totale (visualiz-
zabile come una scatola) a forma di parallelepipedo favorirebbe in modo naturale
sistemi ordinati. L’esigenza fondamentale allora e` che ognuno dei tre assi sia lungo
abbastanza da contenere un numero di molecole non troppo piccolo, almeno 6, cos`ı
da evitare ordinamenti orientazionali indotti da una forma troppo allungata della
scatola di simulazione. Considerate le dimensioni molecolari realizzare una scatola
cubica significa usare per lo meno 400 molecole di HAB, in modo da poterne disporre
molte di piu´ lungo x e y che non lungo z.
In sintesi, cercando un compromesso tra queste tre diverse esigenze abbiamo opta-
to per un sistema composto da 432 molecole, ottenuto replicando una molecola di
HAB 6 volte lungo l’asse z, 8 volte lungo l’asse x e 9 volte lungo l’asse y. Da questo
sistema di partenza sono state effettuate due simulazioni, una alla temperatura di
250 K e l’altra alla temperatura di 500 K.
Il sistema a 250 K, per come l’abbiamo costruito e per la bassa temperatura, e` un
cristallo dal reticolo cubico semplice. Aumentando T ed permettendo ogni volta al
sistema di equilibrarsi abbiamo osservato una graduale perdita della struttura reti-
colare. Purtroppo non e` stato possibile osservare la completa fusione, in quanto le
risorse computazionali non permettono ad oggi di superare il centinaio di ns. Questo
limite della simulazione MD di tipo temporale e` gia` stato riscontrato per altri lavori
[50, 28].
Da una prima analisi del P2 nella simulazione a 350 K, figura 7.2, risulta che il
sistema e` dotato di un forte ordine orientazionale a lungo raggio e il parametro τ
segnala anche la presenza di ordine posizionale lungo z. Possiamo quindi supporre
che il sistema sia smettico.
L’altra copia del sistema e` stata invece lentamente raffreddata da una fase isotropa
a 500 K e abbiamo scelto di analizzare il sistema a 420 e a 380 K. In questo caso
le equilibrature sono state di 10 ns per il sistema a 420K e di 17 ns per quello a
380K. Sempre in figura 7.2 si nota che il sistema a 420 K possiede un valore basso
sia del parametro P2 che del τ : cio` indica l’assenza sia di ordine posizionale che
orientazionale, la fase e` pertanto di tipo isotropo. A 380 K, osserviamo una crescita
del P2 dal valore 0.2 fino a circa 0.5. Questo dato insieme ad un τ ancora molto
basso, ci fa pensare che il sistema possa essere di tipo nematico: dotato di ordine
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Figura 7.2: Equilibrature
orientazionale a lungo raggio, ma privo di ordine traslazionale.
Vale la pena notare che il nostro potenziale sembra permettere l’identificazione di
ben tre fasi diverse (isotropa, nematica e smettica: quelle che realmente esistono per
l’HAB, oltre al sistema gassoso e cristallino). Purtroppo solo una delle tre fasi, quella
isotropa, si trova nel range di esistenza sperimentale: dati di letteratura [59] ripor-
tano infatti le temperature di transizione, Tcristallo−smettico 307.1 K, Tsmettico−nematico
326.8 K e Tnematico−isotropo 343.5 K. Questa discrepanza complica eventuali confronti
tra i nostri dati di simulazione e quelli sperimentali. Vedremo nella prossima sezione
come affrontare questo problema.
Notiamo inoltre che il nostro modello permette di riosservare il riordino spontaneo
del sistema HAB e quindi il passaggio da un sistema di tipo isotropo ad uno di tipo
nematico.
7.3 Analisi delle traiettorie
Terminata la fase di equilibratura abbiamo condotto simulazioni di produzione per
ciascuna delle tre temperature della durata di circa 6 ns. In questa sezione ci oc-
cupiamo della caratterizzazione dei tre sistemi in esame: quello alla temperatura di
420 K, quello a 380 K e l’altro a 350 K. Dall’analisi complessiva di alcuni parametri
e funzioni risulta che questi sistemi sono rispettivamente di tipo isotropo, nematico
e smettico. Vediamo ora nello specifico le caratteristiche di ognuno.
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T T ∗ d(exp[59]) (g/cm3) d(MD) (g/cm3) errore %
350 0.972 0.960 0.963 (± 0.0019) 0.3
380 0.974 0.940 0.911 (± 0.0035) - 3.1
420 1.07 0.916 0.869 (± 0.0030) - 5
Tabella 7.1: Densita` sperimentali e MD a temperature corrispondenti
7.3.1 Osservabili termodinamiche
Dati di letteratura [59] permettono di calcolare la densita` delle diverse fasi, isotropa,
nematica e smettica, nell’intorno delle temperature di transizione tramite le seguenti
relazioni:
ρiso(T ) = ρ0(1− α(T − T0)) ; ρnema(sme)(T ) = ρ0(1− α(T − T0) + ∆ρ/ρ) (7.1)
dove α e` il coefficiente di espansione termica (α = 1/Vn(∆V/∆T )) della fase in
questione, T0 e` la temperatura di transizione, ρ0 e ∆ρ sono altri parametri tipici del
sistema.
Per quanto riguarda il sistema a 420 K, il valore della densita` simulata (0.87 g/cm3)
e` in ottimo accordo con quello sperimentale (0.854 g/cm3) alla stessa temperatura.
Per le altre due temperature, per le quali abbiamo supposto che il sistema sia di tipo
smettico (350 K) e nematico (380 K), l’errore sale a circa il 5%. Questa discrepanza
puo` essere imputata al fatto che, non esistendo in natura una fase nematica a 380
K e una smettica a 350 K, per avere valori di densita` da confrontare con i nostri,
abbiamo dovuto estrapolare i dati sperimentali relativi alle due fasi ben oltre le
temperature di transizione. A ben vedere, pero`, i dati cos`ı ottenuti non avrebbero
significato fisico perche´ calcolati con parametri caratteristici di una fase nel range
di temperatura di un’altra.
Definendo la temperatura corrispondente, T ∗, come T/Ttransizione, e ipotizzando che
per il nostro HAB la transizione smettico-nematico avvenga a 360 K e quella ne-
matico isotropo a 390 K, possiamo fare un confronto di densita` a temperature cor-
rispondenti. I valori cos`ı ottenuti sono riportati in tabella 7.1. L’accordo dei valori
di densita` migliora per entrambi i sistemi, e possiamo quindi ipotizzare che il nostro
sistema smettico corrisponda qualitativamente ad una fase smettica reale a 318 K e
che la fase nematica MD abbia le solite caratteristiche di un sistema a 335 K.
Se, pero` facciamo un confronto analogo anche sul sistema isotropo, l’accordo anziche`
migliorare, peggiora. Questo sembrerebbe indicare che il nostro potenziale non sia
troppo attrattivo per tutte e tre le fasi: la sovrastima della densita` nella fase ne-
matica e smettica puo` essere imputata ad un maggior potere orientante che induce
un impaccamento piu´ compatto.
Con i dati in nostro possesso possiamo infine condurre una stima del ∆H (420K)vap :
∆H(420K)vap ' RT − U interliq = 97kJ/mol (7.2)
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Figura 7.3: Andamento nel tempo del parametro τ e funzioni di distribuzione di probabilita`
lungo x, y e z per i sistemi alle tre diverse temperature
Questo valore da` un’idea dell’energia necessaria a rompere le forze coesive presenti
nel liquido e passare allo stato gassoso. L’ordine di grandezza del valore trovato e` in
linea con quelli di letteratura riferiti ad altri cristalli liquidi ([60] per il 4-ciano,4’-
pentilossibifenile 117 kJ/mol e 125 kJ/mol per il 4-ciano,4’-octilossibifenile).
7.3.2 Ordine posizionale
L’analisi del parametro τ (figura 7.3) mostra in modo immediato che, per quanto
riguarda l’ordine posizionale, siamo in presenza di due diverse tipologie di sistemi.
In un caso, 380 e 420 K, il valore di τ e` molto basso, circa 0,2 e nell’altro, 350
K, il parametro e` quasi unitario. Abbiamo visto nel capitolo precedente che tale
parametro e` calcolato come la media pesata sulla funzione di distribuzione P (z) del
cos(2piz/d), con d spaziatura smettica. Sia una fase isotropa che una fase nematica
sono prive di ordine posizionale e la funzione di distribuzione P (z) e` costante, di
conseguenza τ avra` un valore prossimo allo 0. In una fase smettica, invece, la
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Figura 7.4: g(r) calcolata sui centri di massa, g(r⊥) e g(rX−X) sito sito per il sistema a 420 K
presenza di una stratificazione (ordine traslazione unidimensionale), e quindi di una
funzione di distribuzione di probabilita` non costante, fa s`ı che il valore di τ sia
diverso da zero, in genere circa 0.8.
Questo primo parametro ci permette allora di dire che ne` il sistema a 420 K, ne`
quello a 380 K presentano ordine posizionale, ma quello a 350 K s`ı. Quest’ultimo
possiede ordine traslazionale lungo z, ma non lungo x e y, e lo possiamo identificare
come un sistema smettico. I valori di τ trovati per questo sistema sono concordi
con quelli riportati in letteratura [61] che mostrano come lontano dalla transizione il
sistema smettico abbia un parametro molto alto, superiore allo 0.7. Sempre in figura
7.3 sono riportate proprio le funzioni P (r) che indicano la probabilita` di trovare una
particella lungo la direzione r. Il sistema a 380 K e quello a 420 K sono isotropi
posizionalmente: non c’e` differenza tra la P (x), la P (y) e la P (z). Il sistema a 350
K, invece, ha ancora una distribuzione di probabilita` piatta sia lungo x che lungo y,
ma presenta una P (z) con una struttura fatta di picchi e vuoti. Questi addensamenti
indicano proprio gli strati del sistema nematico. La distanza tra i massimi di P (z)
indica una separazione di circa 25 A˚ tra gli strati.
7.3.3 Funzioni di correlazioni di coppia: G(r)
Andiamo ora ad analizzare le funzioni di correlazione posizionali di coppia g(r)
(figure 7.4-7.6).
La g(r) del sistema a 420 K presenta un primo picco intorno a 5 A˚ e tende
asintoticamente a 1, valore che indica la raggiunta indipendenza statistica delle
particelle: per cos`ı grandi distanze la probabilita` di avere la particella 1 in r1 non
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Figura 7.5: g(r) calcolata sui centri di massa, g(r⊥) e g(rX−X) sito sito per il sistema a 380 K
ha piu´ alcuna influenza sulla probabilita` di trovare una particella 2 in r2
La g(r) del sistema a 380 K ha una forma molto simile con l’unica differenza di
avere il picco piu´ pronunciato, indice di un ordine maggiore a corto raggio. Sebbene
la sola analisi di questa funzione non ci permetta di distinguere fasi isotrope da
nematiche, e quindi nello specifico non ci permetta di caratterizzare i due sistemi
a 420 K e a 380 K, essa evidenzia la forte differenza di struttura che si trova nel
sistema a 350 K rispetto agli altri due.
A 350 K osserviamo una forma strutturata della g(r) che a corto raggio ricorda quella
di un cristallo. Il primo picco e` ancora centrato intorno ai 5 A˚ e la sua posizione
indica che nello strato le molecole di HAB saranno probabilmente disposte Faccia-
Faccia. Infatti, abbiamo gia` visto che per l’MAB i valori piu´ piccoli di σ sono
circa 3 A˚. Dal momento che per l’HAB le distanze di contatto saranno simili o al
limite maggiori di quelle dell’MAB per il maggiore ingombro e repulsione sterica
tra le catene, possiamo imputare il primo picco alla presenza di due molecole che
interagiscono faccia faccia. In ragione del fatto che la distanza tra strati diversi e` di
circa 25 A˚ (come si osserva in figura 7.3) possiamo dedurre che i picchi successivi sono
comunque tutti riferiti a shell di vicini che si trovano nel solito strato. All’aumentare
di r i picchi si abbassano e si allargano e la funzione tende nuovamente ad appiattirsi
al valore unitario.
Il fatto che il solito picco a 5 A˚ compaia anche nei sistemi a 420 e 380 K significa che
anche in queste fasi e` presente una qualche struttura ordinata a corto raggio. Quello
che distingue questi due sistemi da quello smettico a 350 K e` l’ordine a piu´ lungo
raggio che viene perso nel primo caso (destrutturazione del picco) e mantenuto (per
maggiori distanze, ovviamente sempre contenute) nel secondo.
7.3. ANALISI DELLE TRAIETTORIE 101
 
1
2
3
4
5
6
g(r)
g(r
)
 
1
2
3
4
5
g(rperp)
g(r
pe
rp
)
0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30
r (Ao )
r (Ao )
 
1
2
3
4
5
g rX-X)
g(r
X-
X
)
g(rO-O)
g(rO-O)
g(rO-C1)
g(rO-C1)
g(rC1-C1)
g(rC1-C1)
Figura 7.6: g(r) calcolata sui centri di massa, g(r⊥) e g(rX−X) sito sito per il sistema a 350 K
In molecole grandi come l’HAB funzioni di distribuzione sito-sito possono fornire
piu´ informazioni rispetto a quelle relative al centro di massa. Possiamo allora definire
delle funzioni di correlazione g(rX−X) in cui la distanza si riferisce ad una coppia di
atomi e non ai centri di massa. Abbiamo scelto le coppie O-O, O-C1 e C1-C1 (figure
7.4-7.6).
Quest’analisi e` interessante anche per la fase isotropa: qui la g(rO−O) mostra un
picco a circa 3 A˚ e altri due, meno evidenti, a 5 A˚ e 7.5 A˚. La funzione g(rO−O)
rappresenta la densita` di probabilita` di trovare due atomi di ossigeno ad una certa
distanza: la posizione del primo picco e` molto curiosa perche´ indica che gli atomi di
ossigeno, seppur carichi negativamente, riescono ad avvicinarsi piu´ dei centri di mas-
sa. Avevamo visto come nelle configurazioni di tipo Faccia-Faccia il dimero MAB
raggiungesse la massima interazione per r uguale a 3.3 A˚, distanza alla quale, quin-
di, la repulsione elettrostatica dei doppietti elettronici degli ossigeni viene piu´ che
controbilanciata dalle interazioni dispersive degli anelli. Nell’HAB i centri di massa
si avvicineranno di meno a causa dell’ingombro sterico delle catene (gia` passando
dall’MAB al BAB la distanza di fondo buca passa da 3.3 a 5.5). In altre parole
e` ragionevole e possibile che gli atomi di ossigeno si avvicinino di piu´ dei centri di
massa.
La g(rO−C1) e la g(rC1−C1) della fase isotropa hanno picchi molto meno marcati della
g(rO−O) e non ci forniscono molte informazioni .
Per il sistema a 380 K la situazione, seppur accentuata, e` del tutto analoga a
quella appena vista, mentre per la fase smettica il quadro e` piu´ articolato. Tutte e
tre le g(r) sito-sito sono molto piu´ strutturate.
La curva della g(rO−O) ha ancora tre picchi marcati, sempre a 3 A˚, 5 A˚ e 7.5 A˚, ma
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ora molto piu´ alti e stretti a testimoniare l’ordine maggiore. Come abbiamo fatto
notare poco sopra a proposito dei picchi della g(r), anche qui i picchi si riferiscono a
shell di vicini intrastrato. Molto qualitativamente possiamo dire che il primo picco
si trova ad un valore di r compatibile per primi vicini in configurazioni Parallele
Faccia-Faccia, il secondo potrebbe essere attribuito a configurazioni Antiparallele
Faccia-Faccia e il terzo riferito alla distanza Bordo-Bordo tra due HAB.
Possiamo infine notare che la g(rC1−C1) ha la solita forma della g(r) del centro di
massa: questo indica che le molecole sono sensibilmente allineate con il direttore nˆ
e che il sistema a 350 K e` dotato di un ordine orientazionale molto pronunciato.
7.3.4 Ordine orientazionale
Per quanto riguarda l’ordine orientazionale abbiamo indagato i parametri P1, P2 e
P4 a la funzione G2(r).
In figura 7.7 osserviamo che il sistema alla temperatura di 420 K possiede un P2
di circa 0.2. Il P2 misura il grado di allineamento orientazionale delle molecole:
tanto piu´ il sistema e` isotropo, tanto piu´ la distribuzione orientazionale diventa
uniforme e tanto piu´ il valore del parametro si avvicina a zero. Nel limite di una
fase perfettamente isotropa il P2 fluttua intorno a 0. L’entita` delle fluttuazioni scala
come N−
1
2 e questo spiega il valore ottenuto. Diminuendo le dimensioni del sistema,
dato che tale parametro ha natura statistica, si osserveranno deviazioni positive dal
valore ideale. Dato che il nostro sistema e` composto da ’sole’ 400 molecole il P2 non
riesce a scendere sotto la soglia di 0.2, ma la fase puo` essere considerata isotropa e
priva di un’orientazione preferenziale.
Il P2 sale a 380 K a 0.5, valore tipico per una fase nematica, e a 350 K vale 0.9.
Questo valore cos`ı elevato indica ancora una volta la presenza di un potenziale molto
orientante, come abbiamo gia` avuto modo di far notare.
Oltre al P2 possiamo definire due parametri analoghi, ma calcolati scegliendo
come angolo quello compreso tra il direttore e un asse di catena o di core al pos-
to dell’asse molecolare (figura 7.8). Questi possono essere utili per un eventuale
confronto con analoghi parametri sperimentali (esperimenti NMR) e per seguire in
modo piu´ dettagliato un eventuale riordino di fase.
Abbiamo scelto l’asse passante tra il carbonio Cc1 e il gruppo metilico Cc3 come asse
di catena (la situazione sarebbe stata identica se avessimo scelto gruppi analoghi,
ma sulla catena β) e l’asse passante tra C1 e Cn1 come asse di core.
Per il sistema isotropo anche questi altri due parametri sono molto bassi, con valori
compresi tra 0.1 e 0.2: per la catena e` presente un disordine orientazionale comple-
to, ma per il core osserviamo dei valori di P2 leggermente superiori. La deviazione
complessiva da una perfetta isotropia e` pertanto imputabile, oltre a effetti statistici
dovuti al basso numero di molecole, ad un minimo allineamento dei core, indice di
come il nostro potenziale fortemente attrattivo sia pronto ad indirizzare il sistema
verso una fase piu´ ordinata. Basta infatti abbassare la temperatura da 420 K a 380
K perche´ si possa osservare questo riordino nell’allineamento dei core. Dati di letter-
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Figura 7.7: Densita` e parametri d’ordine posizionale per i tre diversi sistemi
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un asse di core o un asse di catena per i diversi sistemi
104 7. SIMULAZIONI MD
420 K 380 K 350 K
valore fluttuazione valore fluttuazione valore fluttuazione
P1 0.004 ± 0.0292 0.0 ± 0.0120 0.971 ± 0.0020
P2 0.096 ± 0.0415 0.553 ± 0.0633 0.927 ± 0.0062
P4 0.012 ± 0.0223 0.185 ± 0.0620 0.778 ± 0.167
Tabella 7.2: Parametri orientazionali nella fase smettica (350 K), nematica (380 K) e isotropa
(420 k)
atura [62] riportano per il P2 di core (essendo il composto deuterato solo nella parte
centrale) un valore di 0.58 alla temperatura ridotta, T∗, 0.97. Nel nostro caso il P2
vale, come abbiamo visto, circa 0.5 e il P2 di core circa 0.54, quindi in buon accordo
con il valore sperimentale. Scendendo a 350 K il sistema si stratifica e seppur in
misura minore aumenta contemporaneamente anche l’allineamento delle catene.
Altri parametri che misurano l’ordine orientazionale sono il P1 e il P4.
Il P1 non ci permette di distinguere la fase isotropa da quella nematica (come si
vede in figura 7.7) dato che in entrambi casi il suo valore e` molto basso, ma per-
mette di identificare la presenza di una fase smettica. Definiamo per un attimo un
approssimativo asse molecolare che vada dall’ anello β all’anello α e indichiamo la
disposizione molecolare in cui l’asse punta verso z positivo con up e la geometria
opposta con dowm. Il P1 della fase isotropa e` circa nullo perche´ non c’e` ordine
orientazionale; nella fase nematica, invece, pur essendoci tale ordine, il parametro
continua ad avere un valore molto basso perche´ le molecole sono evidentemente
orientate per meta` up e per meta` down. Questo significa che se consideriamo un
vettore di polarizzazione orientato verso l’ossigeno non osserveremo polarizzazione
totale. Nella fase smettica, invece, il P1 e` unitario: avremo quindi un’orientazione
preferenziale delle molecole, o tutte up o tutte down. Dato pero` che la dinamica del
sistema e` piuttosto lenta, questa situazione dipende, piu´ che da una tendenza del
sistema ad un’orientazione concorde, da un tempo insufficiente di simulazione che
non permette alle molecole di capovolgersi testa-coda.
Possiamo analizzare anche una funzione che fornisce una stima della corre-
lazione orientazionale in funzione della distanza tra due molecole. In generale queste
funzioni sono definite come:
Gn(r) =< Pn[u1 · u2](r) > (7.3)
dove u1 e u2 sono i versori corispondenti all’asse lungo di due molecole i cui centri
di massa si trovano a distanza r e Pn e` il polinomio di Legendre di grado n. Noi ci
limitiamo a considerare la G2(r): essa tende asintoticamente a < P2 >
2.
Osserviamo in figura 7.9 che la G2 del sistema a 420 K ha un picco a 6 A˚ e tende a
zero in modo asintotico individuando una fase isotropa. Quella del sistema a 380 K
ha un picco piu´ alto a 5.3 A˚ e tende asintoticamente al valore 0.3 in accordo con il
quadrato del valore riportato in tabella 7.2. Infine, il sistema a 350 K presenta un
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Figura 7.9: G2(r) per i tre diversi sistemi
picco a 6 A˚ e tende al valore 0.9 per grandi distanze. In tutti e tre i casi i picchi
sono in corrispondenza di quelli della g(r): questo ci permette di dire che in tutti e
tre i casi e` presente un allineamento locale.
7.4 Caratterizzazione di catena
L’effetto della temperatura (e quindi del tipo di fase) sulla struttura delle catene
alchiliche puo` essere studiato osservandone l’elongazione, la distribuzione degli an-
goli diedri flessibili e la conformazione.
In figura 7.10 vediamo che l’elongazione della catena, L, definita come la proiezione
del segmento Cn1-Cc3 sull’asse lungo di inerzia, aumenta al diminuire della temper-
atura: aumentando T, aumenta l’energia a disposizione delle molecole che possono
popolare anche conformazioni meno favorite di quella di minimo (conformazione
trans) diminuendo l’L medio di catena.
A 350K L vale circa 6.3 A˚, valore molto vicino a quello di una conformazione trans
per tutti gli angoli diedri δ4, δ7, δ12, δ13 e δ14. A 380 K L scende a 5.5 A˚ e a 5 A˚ a 420
K. Risultati analoghi si ottengono se definiamo L come la proiezione del segmento
C1-Cp3 sull’asse lungo d’inerzia: in questo caso gli angoli diedri coinvolti sono δ6, δ8,
δ9, δ10 e δ11. Possiamo anche andare ad osservare le distribuzioni degli angoli diedri
flessibili δ1 -δ14. La prima cosa che balza agli occhi osservando le figure 7.12-7.14
e` che le distribuzioni sono molto simili per tutte e tre le temperature. La massima
distribuzione percentuale per δ1 e δ2 e` a 0 e 180
◦. Questo risultati sono coerenti con
i profili torsionali visti in figura 5.2: 0 e 180◦ minimizzano l’energia mentre a 90◦
l’energia intramolecolare e` massima.
δ3 e δ5, invece, hanno una distribuzione percentuale di conformazioni molto piu´ mor-
bida e con un picco a 90◦: sempre in figura 5.2 abbiamo visto che questo e` l’angolo
di minima energia e il suo valore indica che la catena non e` coplanare agli anelli
aromatici e al ponte azossi.
Infine, gli angoli diedri delle catene (δ7-δ14) hanno tutti la stessa forma di dis-
tribuzione conformazionale, molto piatta e con un picco a 180◦ che corrisponde
ad una conformazione trans.
Unica differenza tra queste curve per i tre sistemi a diverse temperature e` che diminu-
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Figura 7.10: Elongazione di catena per i tre diversi sistemi in funzione del tempo
Conformazione 350K 380K 420K
ttttt 11.13% 7.10% 4.31%
ggggg 0.45% 0.76% 0.98%
Tabella 7.3: Distribuzione percentuale in funzione del tempo delle conformazioni degli angoli di
catena
endo T aumenta l’altezza di tutti i picchi (quindi si privilegiano ancor maggiormente
le conformazioni di minimo).
Per ultima possiamo analizzare la distribuzione temporale delle conformazioni dei
cinque angoli diedri di catena: δ4, δ7, δ12, δ13 e δ14. Indichiamo la geometria interna
di catena risultante con una sigla a cinque lettere: ogni lettera corrisponde ad un
diedro ed e` t se il diedro in questione si trova nell’intorno di 180◦, g altrimenti.
Dalla tabella 7.3 e dalla figura 7.11 risulta confermato quanto trovato poco sopra:
percentualmente tutti e tre i sistemi trascorrono una quantita` maggiore di tempo
nella conformazione all − trans (ttttt) e pochissimo tempo in quella all − gauche
(ggggg).
7.4. CARATTERIZZAZIONE DI CATENA 107
0 1 2 3 4 5 6 7
tempo (ns)
0
5
10
15
20
Fr
eq
ue
nz
a 
%
420 K
380 K
350 K
Figura 7.11: Evoluzione temporale delle popolazioni delle conformazioni all − trans (linee
continue) e all− gauche (linee tratteggiate)
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Figura 7.12: Distribuzione percentuale degli angoli diedri δ1 e δ2
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Figura 7.13: Distribuzione percentuale degli angoli diedri δ3 e δ5
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Figura 7.14: Distribuzione percentuale di alcuni angoli diedri di catena
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7.5 Coefficienti di diffusione
Concludiamo questa nostra indagine con l’analisi della diffusione nei tre sistemi.
Dato che:
D = lim
t→∞
1
6t
〈
|r(t)− r(0)|2
〉
(7.4)
il coefficiente diffusivo puo` essere determinato come la meta` della pendenza dello
spostamento quadratico medio (MSD) in funzione del tempo:〈
|r(t)− r(0)|2
〉
= 2Dt (7.5)
per t sufficientemente lunghi da rendere lineare nel tempo la funzione MSD, cioe`
quando vale la 7.5.
Le traiettorie a disposizione per la determinazione di questa proprieta` dinamica sono
di circa 5 ns: abbiamo scelto una correlazione di 4 ns che costituisce un compromesso
accettabile tra la necessita` di correlare per tempi molto lunghi in modo da avere dei
valori rappresentativi di D e quella di mantenere la correlazione su tempi contenuti
data la limitata lunghezza della traiettoria in produzione.
La qualita` statistica dei risultati diminuisce al crescere di t perche` la media viene
calcolata su un numero minore di stati iniziali.
In figura 7.15 e` riportato in scala logaritmica l’andamento temporale dell’MSD per
i tre diversi sistemi.
Possiamo notare tra i 7 e i 20 ps un cambio di pendenza nella curva dell’MSD, che
puo` essere messa in connessione con la presenza di un regime subsdiffusivo, come
recentemente osservato per altri liquidi cristallini (4-ciano-4’-esilbifenile [63]).
Per il sistema a 420 K oltre all’MSD mediato sui tre assi cartesiani abbiamo
calcolato sia l’MSD lungo la direzione dell’asse molecolare che il valore ottenuto
mediando l’MSD lungo altre due direzioni perpendicolari. I valori di D sono stati
ottenuti dalla pendenza di 〈|r(t)− r(0)|2〉 nella zona del regime lineare e sono ri-
portati in tabella 7.4. Si ottengono risultati identici, entro l’errore statistico, se
calcoliamo l’integrale della funzione di autocorrelazione delle velocita`. Nel limite
di una completa isotropia spaziale i valori di D isotropo, parallelo e perpendico-
lare all’asse molecolare dovrebbero essere identici: non lo sono perche´ la traiettoria
prodotta non e` sufficientemente lunga per ottenere una correlazione statisticamente
affidabile che si protragga per qualche altro ns nel regime lineare.
Sempre in tabella 7.4 abbiamo riportato anche i coefficienti diffusivi dell’HAB di
letteratura [61] ricavati con un fitting di dati sperimentali con la legge di Arrhenius
D = D∗e−Ea/RT : si nota un accordo abbastanza buono tra i due valori.
Passando da 420 K a 380 K il quadro si modifica. Poiche` a questa temperatura
la fase e` stata caratterizzata come nematica, oltre all’MSD mediato lungo le tre
direzioni cartesiane, abbiamo calcolato l’MSD proiettato lungo il direttore e quello
perpendicolare ad esso. Il coefficiente diffusivo isotropo e` notevolmente piu´ basso
rispetto a quello della fase a 420 K, come potevamo ragionevolmente aspettarci dato
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l’abbassamento della temperatura. Facendo un confronto con i dati di letteratura
troviamo un ottimo accordo con il valore predetto dall’estrapolazione. Possiamo an-
che calcolare 〈Dx,y,z〉 come media aritmetica o geometrica dei D‖ e D⊥: in entrambi
i casi si ottiene 3.4 ·10−10 m2/s.
I valori di D‖ e D⊥ risultano invece abbastanza sorprendenti: contrariamente a
quanto atteso per una fase nematica, il coefficiente parallelo indica una diffusione
piu` lenta del perpendicolare. Purtroppo una spiegazione di questa sorprendente
anomalia puo` essere ottenuta, come per il sistema isotropo, solo allungando la fines-
tra di correlazione e di conseguenza la traiettoria. Indagini in questo senso sono
infatti tutt’ora in corso.
Per quanto riguarda infine il sistema a 350 K, abbiamo trovato dei valori per i
coefficienti di diffusione pari a 0.024 ·10−10 m2/s per il 〈Dx,y,z〉 e 0.032 e 0.02 ·10−10
m2/s rispettivamente per il D‖ e D⊥ al direttore. Questi valori sono, come ci aspet-
tavamo, sensibilmente inferiori a quelli riscontrati nel sistema isotropo e cio` indica
che la fase gode di una mobilita` molto ridotta. Questo risultato non ci sorprende
perche` i dati sperimentali indicano una dinamica piu´ lenta nella fase smettica. Dalla
figura 7.4, osserviamo che in circa un nanosecondo lo spostamento quadratico medio
e` di nemmeno 1 A˚2/ps, questo significa che piu´ che una vera e propria diffusione
siamo in presenza di oscillazioni lungo la direzione del direttore. La diffusione e` co-
munque leggermente maggiore lungo nˆ che non nella direzione perpendicolare: data
la spiccata stratificazione il movimento di oscillazione delle molecole longitudinal-
mente e` favorito dalla netta separazione degli strati. I valori ottenuti sono minori
di circa un ordine di grandezza rispetto a quelli riportati in letteratura per i quali
la fase smettica a 317 K (che e` circa la temperatura da scegliere se vogliamo fare
ancora una volta un confronto a temperature corrispondenti) 0.44·10−10m2/s per
il D‖ e 0.29·10−10m2/s per il D⊥[61]. Questa discrepanza potrebbe dipendere dal
potenziale troppo attrattivo che rallenta la dinamica del sistema quando la maggior
parte delle molecole si trovano allineate ed impaccate.
Notiamo i nostri coefficienti di diffusione sono stati ottenuti modificando la
MSD =
〈
|r(t)− r(0)|2
〉
(7.6)
in
MSDrel =
〈
|(r(t)−R(t))− (r(0)−R(0))|2
〉
(7.7)
dove R indica il centro di massa dello strato. Quello che osserviamo e` allora lo
spostamento quadratico medio delle singole molecole rispetto al centro di massa dello
strato di appartenenza. Senza questo accorgimento si ottengono dei coefficienti di
diffusione addirittura maggiori di quelli della fase isotropa. Cio` potrebbe indicare la
presenza di un moto collettivo di tutti gli strati che compiono una sorta di movimento
a fisarmonica: sono tuttora in corso delle indagini per approfondire questo punto.
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Figura 7.15: Spostamento quadratico medio in funzione del tempo per i tre diversi sistemi Per
il sistema isotropo l’MSD parallelo e perpendicolare sono riferiti all’asse molecolare. Per le fasi a
350K e 380K, invece, i termini sono riferiti alla direzione del direttore.
420 K 380 K 350 K
D (10−10 m2/s) MD exp[61] MD exp[61] MD exp[61]
< Dx,y,z > 7.3 ± 0.6 9.60 3.5 ± 0.5 3.68 0.024±0.016 -
D‖ 7.4 ± 0.6 - 3.0± 0.4 - 0.032 ±0.019 -
< D⊥ > 4.8 ± 0.4 - 3.6±0.5 - 0.020±0.013 -
Tabella 7.4: Coefficienti diffusivi di simulazione (MD) e di letteratura nei tre sistemi. Per il
sistema isotropo D‖ e < D⊥ > sono riferiti all’asse molecolare e alla media degli assi perpendicolari
a questo. Per le fasi a 350K e 380K, invece, i termini parallelo e perpendicolare sono riferiti alla
direzione del direttore.
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7.6 Conclusioni
Alla luce dell’analisi condotta possiamo trarre alcune riflessioni conclusive:
1. per quanto riguarda il diagramma di fase osserviamo innanzitutto che il nos-
tro potenziale, ricavato con il metodo FRM, ha la capacita` di prevedere per
il sistema le stesse fasi che nella realta` l’HAB possiede, in particolare una
fase smettica e una nematica, oltre alla fase cristallina ed al liquido isotropo.
Le temperature di transizione ottenute, pero`, sono sovrastimate di circa 30◦
rispetto a quelle riportate in letteratura e questo rende difficile condurre con-
fronti diretti con i dati sperimentali.
2. la stabilita` termodinamica delle fasi ottenute puo` essere dimostrata, a rigore,
solo da calcoli di energia libera. Tuttavia siamo riusciti a osservare la tran-
sizione spontanea isotropo-nematico, oltre a quella nematico-isotropo ottenuta
per riscaldamento. Questo risultato e` particolarmente significativo perche´ di-
mostra che sono possibili transizioni dirette e inverse tra fasi simulate. A sua
volta, questa reversibilia` prova che la simulazione riesce ad esplorare comple-
tamente lo spazio delle fasi. In altri termini non ci sono ’colli di bottiglia’ che
separano regioni diverse dello spazio delle fasi, per cui le varie fasi ottenute
possono essere ritenute termodinamicamente stabili.
3. le fasi ottenute sono state caratterizzate in particolare confrontando i valori
calcolati di densita`, ∆H420Kvap , parametro d’ordine orientazionale P2 e parametro
d’ordine smettico τ con i valori sperimentali. L’accordo ottenuto e` incorag-
giante e si estende anche alle proprieta` dinamiche, in particolare, ai coefficienti
di diffusione traslazionali.
4. le discrepanze riscontrate nei valori delle temperature di transizione ci fanno,
pero`, ipotizzare che la strada seguita per la determinazione del potenziale pos-
sa essere migliorata. Abbiamo gia` fatto notare che il nostro potenziale mal
riproduceva le configurazioni Antiparallele Faccia-Faccia del BAB. Il manca-
to accordo delle Ttrans ci induce a pensare che il potenziale sia effettivamente
troppo attrattivo e che favorisca troppo strutture ordinate: la fase smettica
risultante e` talmente stabile che la struttura a strati resiste per ben 30 K oltre
la TS−N sperimentale. Cio` suggerisce che l’ipotesi fatta in origine, quella di
poter campionare solo le geometrie del core e ricavare i parametri di catena in
un secondo momento, non sia il miglior metodo percorribile.
Un’alternativa futura potrebbe essere quella di un campionamento diretto sul-
l’HAB, cos`ı da ottenere parametri che tengano conto in modo corretto sia
dell’interazione core-core che di quella core-catena e catena-catena simultane-
amente. Buoni risultati con un minor tempo computazionale potrebbero anche
essere ottenuti studiando l’omologo inferiore BAB: i parametri dei rimanenti
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sei gruppi alchilici potrebbero essere semplicemente ottenuti replicando quelli
gia` trovati di catena, come gia` stato fatto nello studio del 5CB, 6CB e omologhi
[46].
Questo approccio dovrebbe portare ad una migliore riproduzione delle inter-
azioni intermolecolari e presumibilmente ad un migliore accordo con le tem-
perature di transizione sperimentali. Una volta ottenuto quest’ultimo tutti i
confronti con dati di letteratura sarebbero piu´ immediati e significativi.
Tra gli argomenti destinati ad un approfondimento nel prossimo futuro possi-
amo citare:
a) l’analisi della dinamica collettiva (viscosita` etc...) in particolare per il sis-
tema smettico (che e` stata accennata nel paragrafo della diffusione) e i co-
efficienti di diffusione rotazionali. La diffusione rotazionale presenta notevoli
difficolta` per lo studio sperimentale ed e` collegata alla viscosita` rotazionale.
Quest’ultima proprieta` e` di grande interesse anche per gli aspetti applicativi
di questi materiali, in particolare nei display a LC (LCD).
b) la relazione tra la struttura (elongazione) delle catene alchiliche e le tran-
sizioni da fasi isotrope a ordinate e viceversa. Vogliamo chiarire l’eventuale il
rapporto di causa effetto tra il riordino di una fase e la struttura delle catene
alchiliche.
c) studio della diffusione di soluti semplici, come i gas rari, nelle fasi liquido
cristalline dell’HAB per osservare la loro distribuzione preferenziale nel sistema
e contribuire all’interpretazione di dati di spettroscopia NMR [59].
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