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Fixed-Point Proximity Minimization:
A Theoretical Review and Numerical Study
Daniel Weddle and Jianfeng Guo
1 Introduction
With the rapid development of computer science and image processing technology, digital
images are widely employed in such areas as image segmentation, medical image reconstruc-
tion, signal processing, and pattern recognition. Noise inevitably affects images during their
formation or transportation; hence, image denoising is a key issue in image processing. One
prominent mathematical model for image denoising is the Rudin-Osher-Fatemi (ROF) to-
tal variation (TV) model (Rudin et al., 1992). However, the TV norm used in the ROF
model is nondifferentiable, which complicates developing algorithms to solve the model since
gradient descent cannot be used. Many optimization algorithms have been successfully de-
veloped to solve the nondifferentiable ROF model, one of which is the fixed-point proximity
algorithm proposed by Micchelli et al. in the 2011 paper “Proximity Algorithms for Image
Models: Denoising.” Before detailing their image denoising algorithm, the authors pre-
sented a “fixed-point proximity” approach to a specific type of minimization problem—one
that image denoising could be framed as, but that was not tethered to any single application.
The first portion of our study—a theoretical review—centers on the 2011 paper by Mic-
chelli et al. and is written in an effort to make this specific, technical pocket of an exciting
field more accessible to undergraduates and to scholars from other subfields. Mathematics
majors will benefit from closely following the proofs in the first half of our study. The second
portion of this paper, the image denoising application, also follows what was put forth in the
2011 paper by Micchelli et al., and we again take care to promote understanding by spec-
ifying the connections between the theoretical minimization framework of the fixed-point
proximity approach and the denoising algorithm, which we implement in MATLAB. With
these components in place, we finish by supplying our own numerical study on convergence
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and divergence when one of the parameters is allowed to take on values beyond the range in
which convergence is guaranteed.
We divide this paper into seven sections. Section 2 introduces the minimization problem
at hand and discusses different solution methods depending on the specifications of the
problem, leading up to the fixed-point proximity approach. Section 3 briefly covers some
mathematical topics fundamental for this paper. In section 4, we review the fixed-point
proximity approach for minimization. Section 5 shows how the approach is used for image
denoising and conducts an experiment regarding convergence of the denoising algorithm
beyond a certain parameter bound. Section 6 notes other applications for the fixed-point
proximity approach, and we offer a conclusion in section 7.
2 Background
In a general setting, the relevant minimization problem is min{f(u)+g(Bu)}, where u ∈ Rn,
B is an m×n matrix, and f : Rn → R and g : Rm → R are convex, possibly non-differentiable
functions (Q. Li et al., 2015; Z. Li et al., 2019).
When n is small and f, g are both differentiable, it makes sense to simply solve the
minimization problem by classical calculus methods: take the gradient of the sum of functions
and set the result equal to zero, then solve that equation for the minimizer (remembering that
the function is convex, which implies that the result is indeed a minimum, not a maximum).
However, if the dimension n of the vector u is high (i.e. f and g are functions of many
variables), it may become impractical to use this method. Instead, iterative methods such
as gradient descent could be used to find at least an approximate solution. We present one
simple version of gradient descent below:
• Let w(u) = f(u) + g(Bu)
• Initialize u to 0 ∈ Rn (or some other vector).
• Calculate ∇w at u (by computer); call it l.
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• Choose a new u as follows: u ← u − sl, where s > 0 is a parameter that controls the
distance traveled in the opposite direction of l. An overly simple (slow) choice for s is
1
n
, where n is the number of the current iteration (starting at 1).
• Repeat the last two steps until a set stopping criterion (perhaps a certain number of
iterations). If the latest two values of u are close (which can be measured by a norm),
the method succeeded and the last u is the approximation of the minimizing vector u∗.
Intuitively (at least for u ∈ R2), the method can be thought of as stepping down toward
the minimum at each iteration: since the gradient vector l always points in the direction of
steepest ascent, the negative gradient vector −l will point in the direction of steepest descent.
The factor s controls how fast the algorithm progresses toward the minimizing point and
how far the algorithm may or may not overshoot the minimizing point once it arrives in its
vicinity.
We see, then, that iterative methods provide approximate solutions and are useful when
the sheer number of variables (i.e. dimension of u) creates difficulty for computation; more-
over, once properly set up, they are not analytical (a computer can iterate to find the
solution). Another roadblock to minimization, however, arises when one or both of f and g
are nondifferentiable. In that case, the gradient information cannot be used. A number of
approaches have been developed to deal with this scenario. It was in the context of image
denoising, which will be discussed toward the latter portion of this paper, that the fixed-
point proximity approach was described in the 2011 paper by Micchelli et al. The specific
minimization problem at hand was the Rudin-Osher-Fatemi total variation model for de-
noising images. However, the authors developed the approach in generality, demonstrating





‖u− x‖22 + (φ ◦B)(u) : u ∈ Rd
}
(1)
where φ : Rm → R is convex, x ∈ Rd is given and B is a given m×d matrix. The goal of this
problem is to find the vector u∗ that minimizes the expression. We will follow this general
derivation, since it is at the core of understanding the method.
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3 Preparation
3.1 Convexity
In this study, we are only considering convex optimization. Convex sets are those whose
points are all connectable by line segments without the segments leaving the set at any
point; similarly, convex functions on R1 and R2 are those whose points can be connected by
line segments without any points on the segments falling beneath the corresponding function
values (see Figure 1). Beyond R1 and R2, a set of elements in Rn is convex if, for any two
Figure 1: Convex vs. Non-convex Functions
elements u and v and all α ∈ [0, 1], αu + (1 − α)v is contained in the set. Suppose there
exists a convex subset of Rn, C. A function f : C → R is convex if, for any elements u and
v and all α ∈ [0, 1], f(αu+ (1− α)v) ≤ αf(u) + (1− α)f(v).
4




Calculating the magnitude of familiar vectors in R2 and R3 is really a special case of using
norms (specifically, using the l2 norm). The l2 and l1 norms are involved in our discussion,
and the vectors we will see have far higher dimensions (e.g., R65536). For a vector v ∈ Rn,
we have


















(for p ≥ 1).
3.3 Proximity Operator
The “proximity” part of the fixed-point proximity approach is seen in the proximity operator,
written here exactly as found in the paper (Micchelli et al., 2011) on page 4:
Definition 3.1. Let ψ be a real-valued convex function on Rd. The proximity operator of ψ





‖u− x‖22 + ψ(u) : u ∈ Rd
}
. (2)
In this definition, x is a fixed vector, and “argmin” indicates not the minimum value itself
but the particular vector u, denoted u∗, that produces the minimum value when used in the
bracketed expression. Following the helpful description by Parikh and Boyd in section 1.2 of
their 2014 monograph “Proximal Algorithms,” we note that the proximity operator of the
function ψ evaluated at x delivers the vector u∗ that “compromises” between minimizing ψ
and minimizing the difference between u and x.
Naturally, we do not know the mapping of the proximity operator directly for all func-
tions. However, for some functions, we do know the mapping, that is, a formula providing
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the value of the proximity operator for any given vector input x: such is the case with the
absolute value function (| · |), the norm ‖ · ‖1, and the norm ‖ · ‖2.
3.4 Subdifferential
It would be useful to have an operator like the gradient that deals not only with points in
differentiable intervals of a function, but also with points at which the function is nondiffer-
entiable. For convex functions, the subdifferential provides this tool. Here is the definition
as provided by Micchelli et al. on page 4:
Definition 3.2. Let ψ be a real-valued convex function on Rd. The subdifferential of ψ at
x ∈ Rd is defined by
∂ψ(x) =
{
y : y ∈ Rd and ψ(z) ≥ ψ(x) + 〈y, z − x〉 for all z ∈ Rd
}
. (3)
For notational clarity, we remark that 〈·, ·〉 is used to denote the inner product of two
vectors, often referred to as the “dot product.” An equivalent expression in the use above
would be y>(z − x), i.e., y transposed multiplied by the difference between z and x.
In intervals on which the function is differentiable, the subdifferential at a point is simply
the gradient evaluated at that point. On the other hand, at a nondifferentiable point, the
subdifferential is a set of vectors. As with the proximity operator, the subdifferential of the
function | · |, the norm ‖ · ‖1, and the norm ‖ · ‖2 are known.
3.5 Relevant Relationships and Mappings
The proximity operator finds the minimizing value of a variable in an expression. The
subdifferential is similar to the gradient. Therefore, it is not surprising that a relationship
exists between the proximity operator and the subdifferential, stated (as found in the paper
by Micchelli et al. on page 5) as follows:
Given that ψ : Rd → R is convex and x ∈ Rd,
y ∈ ∂ψ(x) if and only if x = proxψ(x+ y). (4)
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Proof. As with other proofs in this study, the reasoning in the paper (Micchelli et al., 2011)
is followed fairly closely, but extra details and intermediate steps are provided. A key point
will be the use of the Fermat Rule: given a convex function f : Rd → R, u∗ ∈ Rd is a
minimizer of f if and only if 0 ∈ ∂f(u∗).
Note that
y ∈ ∂ψ(x)
⇔ 0 ∈ x− x− y + ∂ψ(x)
⇔ 0 ∈ x− (x+ y) + ∂ψ(x).
Next, define a function f(u) := 1
2
‖u − (x + y)‖22 + ψ(u), u ∈ Rd. Since the first term is
differentiable, ∂f(x) (where x is a fixed vector) is the sum of the gradient of the first term
evaluated at x and the subdifferential of the second term evaluated at x. Rewriting the first










(u1 − (x1 + y1))2 + (u2 − (x2 + y2))2 + ...+ (ud − (xd + yd))2
)
.
The gradient of the first term is the vector whose components are made up of the partial
derivatives with respect to u1, u2, u3, ..., ud, so it becomes
1
2
(2)(u1 − (x1 + y1)
1
2




(2)(ud − (xd + yd)

= u− (x+ y),
which means the gradient of the first term evaluated at x is x− (x+ y). In all, we have
∂f(x) = x− (x+ y) + ∂ψ(x).
Combined with the equivalences we developed at the start, this allows us to make the im-
portant statement
y ∈ ∂ψ(x)⇔ 0 ∈ ∂f(x).
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‖u− (x+ y)‖22 + ψ(u), u ∈ Rd
}
= proxψ(x+ y)
and the proof is complete.
A useful statement equivalent to (4), mentioned by Micchelli et al. on page 5, is
v ∈ w − ∂ψ(v) if and only if v = proxψ(w). (5)
One more necessary relationship, written here as mentioned by Micchelli et al. on page 6, is
the chain rule for subdifferentials of convex functions:
∂(φ ◦B) = B> ◦ (∂φ) ◦B. (6)
The following mappings, found in the paper by Micchelli et al. on page 4 (with minor
parameter modifications added here), particularly the proximity maps, are important for the
denoising application discussed later.
• The subdifferential of the absolute value function on R (multiplied by µ
λ
, where µ, λ > 0)















] x = 0.
This subdifferential is used when proving the proximity map for the absolute value.
• The proximity operator of the absolute value function on R (multiplied by µ
λ
, where










• The proximity operator of the norm ‖·‖1 (multiplied by µλ , where µ, λ > 0) will become
very important in a later section for solving a denoising problem. Here is the mapping
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4 Developing the Fixed-Point Proximity Approach
In this section, we present a partly abbreviated, partly expanded version of material in
section 3 of the 2011 paper by Micchelli et al. that carefully builds the fixed-point proximity
method for solving the problem (1).
A fixed-point of an operator is a vector for which the operator, when applied to that
vector, returns the same vector. In R1, an example is f(x) := x2, which has a fixed point
x = 1 since f(1) = 1. Suppose we have an operator H : Rm → Rm. Then a fixed-point
problem involves finding a vector v such that v = Hv. Problems such as these make use of
sequences to converge to the fixed-point v.
Since we know the proximity maps of certain functions, such as the norm ‖ ·‖1, the fixed-
point proximity approach tackles problems involving the proximity operator of certain types
of more complicated functions—in particular, a function that is a composition of a linear
transformation with a (convex) function whose proximity map is known (Micchelli et al.,
page 5)—by rewriting them in terms of known proximity maps. Returning to the problem
(1) presented in the paper (Micchelli et al., 2011), we note that, if posed in terms of finding





‖u− x‖22 + (φ ◦B)(u) : u ∈ Rd
}
which is exactly proxφ◦Bx. Unfortunately, we have no mapping for proxφ◦Bx. Suppose, how-
ever, that the mapping for proxφ(x) is known. Here the “fixed-point” part of the approach’s
name becomes significant: using the relationship between the proximity operator of a func-
tion and its subdifferential (4) and the chain rule for the subdifferential of a composition (6),
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the problem with an unknown proximity map can be transformed into a fixed-point problem
involving only the simpler, known map.
Following the line of reasoning Micchelli et al. present on page 6, we first utilize the
relationship found in (5) by letting v = proxφ◦Bx and w = x:
proxφ◦Bx ∈ x− ∂(φ ◦B)(proxφ◦Bx). (7)
Next, we use the chain rule (6) to obtain
proxφ◦Bx ∈ x−B>∂φ(Bproxφ◦Bx). (8)
Even though, so far, we have not seen any direct link between proxφ◦B and proxφ appear—
which is the eventual goal—what we have found (due to the chain rule) is a connection
between proxφ◦B and ∂φ. The known connection between ∂φ and proxφ can finish bridging
the gap (though the promised fixed-point problem will be involved).
At this point, Micchelli et al. define two items that are used throughout the rest of the
paper. First, they define a transformation A : Rm → Rm as
Ay := Bx+ (I − λBB>)y, (9)
for y ∈ Rm and where x is a particular vector in Rd and I is the identity matrix of appropriate
dimensions.
The transformation A is then used in the definition of an operator H : Rm → Rm:
H := (I − prox 1
λ
φ) ◦ A. (10)
For sake of clarity at this point, note the expansion that can occur once we apply H to
some vector y ∈ Rm:
Hy = (I − prox 1
λ
φ)Ay
= (I − prox 1
λ
φ)(Bx+ (I − λBB>)y)
= Bx+ (I − λBB>)y − prox 1
λ
φ(Bx+ (I − λBB>)y).
The operator H is the one for which we will find a fixed-point v ∈ Rm (so that v = Hv).
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Now the paper by Micchelli et al. takes the first major step toward arriving at a solution.
On page 6 it claims that, given λ > 0, proxφ◦Bx = x − λB>v if and only if v ∈ Rm is a
fixed-point of H. The only proximity map involved in H is prox 1
λ
φ, so the goal of finding
a connection between proxφ◦B and proxφ is achieved: the only unknown needed to compute
proxφ◦B is v, and v is found by (in part) using proxφ.
The paper presents its theorem using “if and only if.” Instead, we first propose and prove
that H possesses a fixed-point (the proposition which Micchelli et al. claim later on page 7).
Then, we will assume v is a fixed-point of H and state and prove that proxφ◦Bx = x−λB>v.
Proposition 4.1. Let φ : Rm → R be convex, let B be an m× d matrix, let x ∈ Rd, and let
λ > 0. Then H defined in (10) has a fixed-point.
Proof. Inclusion (8) implies that















(Bproxφ◦Bx) such that proxφ◦Bx = x− λB>v.















The relationship between the proximity operator and subdifferential found in (4) implies
Bx− λBB>v = prox 1
λ
φ(Bx− λBB>v + v)
⇔ Bx− λBB>v + v = prox 1
λ
φ(Bx− λBB>v + v) + v
⇔ Bx+ (I − λBB>)v = prox 1
λ
φ(Bx+ (I − λBB>)v) + v
⇔ v = Bx+ (I − λBB>)v − prox 1
λ
φ(Bx+ (I − λBB>)v)
⇔ v = (I − prox 1
λ
φ)(Bx+ (I − λBB>)v)
⇔ v = ((I − prox 1
λ
φ) ◦ A)(v)
⇔ v = Hv.
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That is, v is a fixed-point of H. Therefore, H has a fixed-point.
As mentioned above, the next proposition originates from Theorem 3.1 of Micchelli et al.,
but constitutes the “if” part of what their paper presented as “if and only if.”
Proposition 4.2. Let φ : Rm → R be convex, let B be an m× d matrix, let x ∈ Rd, and let
λ > 0. If v ∈ Rm is a fixed-point of H defined in (10), then
proxφ◦B(x) = x− λB>v. (11)
Proof. We start by assuming v is a fixed-point of H, that is, v = Hv:
v = (I − prox 1
λ
φ)(Bx+ (I − λBB>)v)
= Bx+ (I − λBB>)v − prox 1
λ
φ(Bx+ (I − λBB>)v).
This is equivalent to
Bx+ (I − λBB>)v = prox 1
λ
φ(Bx+ (I − λBB>)v) + v
⇔ Bx− λBB>v + v = prox 1
λ
φ(Bx+ (I − λBB>)v) + v
⇔ Bx− λBB>v = prox 1
λ
φ(Bx− λBB>v + v).








Factoring out B in the inner expression and pre-multiplying both sides of the inclusion by
λB> produces
λB>v ∈ B>∂(φ)(B(x− λB>v)).
Using the chain rule (6), we obtain
λB>v ∈ ∂(φ ◦B)(x− λB>v).
Using the relationship (4) once more gives
x− λB>v = proxφ◦B(x− λB>v + λB>v)
⇔ proxφ◦B(x) = x− λB>v,
so the proof is complete.
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Proposition 4.2 allows us to break down the hard general problem form (1) into a fixed-
point problem whose solution is attainable through use of a known proximity map (we started
by assuming that we know the map for proxφ). Now that we have a plan for solving the
overall problem, we shift attention to solving this fixed-point problem.
Picard iteration is a method for finding fixed-points. Given an operator P : Rm → Rm,
Picard iteration begins with an initial vector v0 and applies P to it to obtain a vector v1.
P is then applied to v1 to obtain v2 and so forth, as many times as needed. The sequence
formed by v0, v1, v2, ..., vk, vk+1, ..., where vk+1 := Pvk, may or may not converge. The result
depends on the properties of the operator P and possibly on what initial vector starts off
the sequence. Clearly, if the sequence does converge, its entries approach a fixed-point of P
since, for sufficiently large k, the k + 1 entry would be only marginally different from the k
entry, so that vk ≈ vk+1 = Pvk.
Rather than treat the fixed-point convergence proofs extensively, we will state the result
from the paper (Micchelli et al., 2011). In order to make sense of the result, however, a few
definitions are necessary first.
As Micchelli et al. indicate on page 7, a function φ : Rm → R has Lipschitz continuity if
|φ(u)− φ(v)| ≤ K‖u− v‖ ∀u, v ∈ Rm and for some K.
The number K is called the Lipschitz constant, and the smallest K for which the inequality
holds is denoted Lipφ.
The dual norm was mentioned in the paper (Micchelli et al.) on page 3. Given a certain
norm ‖ · ‖, the dual norm ‖ · ‖∗ of a vector y is
‖y‖∗ := max{|〈x, y〉| : ‖x‖ = 1}.
In the denoising application in a later section, we will use the fact that the dual norm of
‖z‖1, z ∈ Rn, is ‖z‖∞ := max|zi|, i = 1, 2, 3, ..., n.
The operator H may be modified slightly to become the κ-averaged operator Hκ, defined
as κI + (1− κ)H, where κ may be selected from [0, 1) (see Micchelli et al., page 10).
13
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With these definitions in place, we present below Theorem 3.11 (only very slightly
rephrased) from Micchelli et al. regarding guarantee of Picard convergence under certain
conditions:
Proposition 4.3. Let φ be a Lipschitz continuous convex function and let B be an m × d
matrix such that ‖I − λBB>‖2 ≤ 1. Then for any initial vector in the set Cφ := {z : z ∈
Rm, ‖z‖∗ ≤ 1λLipφ} and any κ ∈ (0, 1), the Picard sequence defined as vk+1 := Hκvk converges
to a fixed-point of the operator H defined in (10).
Please see the work by Micchelli et al. for the background and proof of this proposition.
Remark. The proposition above only guarantees convergence for κ strictly between 0 and 1.
The paper by Micchelli et al. also proves convergence for κ = 0 for the stricter condition
‖I − λBB>‖2 < 1. Instead, we will find it useful in a later section to note that convergence
is also guaranteed for κ = 0 when using the condition λ < 2‖BB>‖2 .
We have now seen the core of the fixed-point proximity approach to solving the mini-
mization problem (1). To summarize:
• By the definition of the proximity operator, the solution (i.e., the minimizing value u∗
of the variable u ∈ Rd) is proxφ◦B(x).
• This mapping is unknown, but the mapping for proxφ(x) is known.
• The relationship (4) between the proximity operator and subdifferential, along with
the subdifferential chain rule, allows the problem of finding proxφ◦B(x) to be broken
down into the problem of finding a fixed-point for the operator H, which, as regards
proximity maps, only depends on the known map prox 1
λ
φ(x).
• In particular, when φ is Lipschitz continuous, the fixed-point problem can be solved
using Picard iteration of Hκ with guaranteed convergence when κ ∈ (0, 1), B and λ
satisfy ‖I − λBB>‖2 ≤ 1, and the initial vector v0 is chosen from within the set Cφ
defined in Proposition 4.3.
14
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• Finally, the original problem is solved by wielding the fixed-point v according to Propo-
sition 4.2: u∗ = proxφ◦B(x) = x− λB>v.
5 Application: Denoising
5.1 Introduction to Image Denoising
Although image denoising might sound unfamiliar to many, we enjoy its applications daily.
A familiar example of noise, unwanted distortion, is static on a radio. Image noise is similar
in that it detracts from the representation of the subject of the image. It can be slight or
extreme; its causes are varied. See Figure 2 for an example of Gaussian noise in an image.
Image denoising seeks to recreate as accurate a representation as possible.
Looking at an image probably most often produces more thoughts of art than of math, but
even the most splendid images are inseparable from mathematics when they are represented
digitally. In this context, images are dealt with in terms of matrices. For a grayscale
image, each entry of the matrix is a number ranging from 0, representing a completely
black pixel, to 255, representing a completely white pixel (see pages 505-506 of Numerical
Analysis, Sauer, 2012). Thinking of an image as a matrix is not intuitively difficult since
we are used to viewing rectangular photos. However, we will find it helpful to take this
numerical representation another step by building a vector from the matrix components.
During denoising calculations, this vector becomes the relevant representation of the image.
It is constructed by appending each column of the matrix beneath the previous one: the first
column of the matrix at the beginning (top) of the vector, the second column following, and
so on down to the last column of the matrix placed at the end of the vector, creating one
long column vector. Thus, an image represented by a 256 × 256 matrix could, in turn, be
represented by a vector in R65536. In the interest of clarity, here is a much smaller, specific
(but unrealistic) example:
15
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(a) Original Monarch Image (b) Noisy Monarch Image
Figure 2: Original and Noisy Image Comparison






Then the vector representation in R9 would be x = [1 4 7 2 5 8 3 6 9]>. As just noted,
of course, we treat x as a column vector; we simply write it here as a row vector transposed
(with the ‘>’ symbol) because this is customary to avoid wasting vertical space.
5.2 Fitting the Denoising Model Into the Form of Problem (1)
Suppose we are presented with a noisy image represented digitally by a matrix of dimension
N ×N . The ROF total-variation denoising model (named after Rudin, Osher, and Fatemi)
takes the vector x ∈ RN2 , which represents the matrix information as described above,
and declares that the denoised image is the vector u∗ ∈ RN2 that minimizes a particular
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Here, µ is a fixed parameter, and ‖u‖TV is the total-variation norm of the vector u. In fact,
there is more than one definition of the TV norm: the anisotropic and the isotropic. We will
use the anisotropic version, described by Micchelli et al. on pages 12-13 and abbreviated as
“ATV.” The total-variation norm provides a measurement of the degree to which adjacent
components of the matrix (represented in vector form by the vector u) are close to each
other in value. Thus, a smaller value for ATV corresponds to an image with less abrupt light
intensity changes from pixel to pixel.
To present the formula for ATV, we first need to define an N ×N matrix D, observe the












The definition of the Kronecker product is easily found and here omitted. The following
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.
Given this preparation, we are ready for the anisotropic total-variation norm definition,
as found on page 13 of the paper by Micchelli et al.:
‖u‖ATV = ‖Bu‖1, u ∈ RN
2
.
Observe that the process of multiplying by the matrix B results in a vector whose com-
ponents are measures of the differences between relevant components’ values. Taking the
norm ‖ · ‖1 delivers a single value representing the entire variation between components (by
summing the absolute values of those differences).
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With the total-variation definition in place, it is simple to see how the ROF model fits










or, in proximity operator notation, proxµ‖·‖1◦B(x). Recall from the preparation section that
the proximity operator of a function f evaluated a vector x delivers a vector result u∗
that strikes a balance between minimizing the the function f and minimizing the difference
between u and x. The image denoising case, then, makes sense: we are finding a vector (image
information) u∗ that remains fairly close to the given noisy image x while also delivering a
low total-variation, which means fewer of the sudden pixel value changes that we encounter
visually as noise.
Next, we verify that the conditions for using the fixed-point proximity method apply.
First, we note that the norm ‖ · ‖1 is convex, so φ := µ‖ · ‖1 is convex.
Second, we ascertain that φ is Lipschitz continuous—and that its Lipschitz constant Lipφ
is µ, which will be used in the next step.
Proof. φ := µ‖z‖1, z ∈ R2N
2
. We need to show that there exists K ∈ R, and find the smallest
such K, such that |φ(u)− φ(v)| ≤ K‖u− v‖ holds for all u, v ∈ R2N2 . A general property is
|‖x‖1 − ‖y‖1| ≤ ‖x− y‖1, so we let x = µu, y = µv to obtain
|‖µu‖1 − ‖µv‖1| ≤ ‖µu− µv‖1
⇔ |µ‖u‖1 − µ‖v‖1| ≤ µ‖u− v‖1
⇔ |φ(u)− φ(v)| ≤ µ‖u− v‖1.
Therefore, K = µ satisfies the inequality, meaning φ is Lipschitz continuous. In fact, µ is
also the smallest K that does so for all u, v ∈ R2N2 (if we suppose that the inequality holds
for some K = µ − ε0, where 0 < ε0 < µ, then we obtain a contradiction by considering
u = 2v, v 6= 0). Consequently, Lipφ = µ.
Third, we show that, in this specific circumstance,
Cφ =
{
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Proof. We recall from the last section the general definition Cφ := {z : z ∈ Rm, ‖z‖∗ ≤
1
λ
Lipφ}. Having just found Lipφ to be µ, and knowing m = 2N2, we can specify the set as






Since we found the Lipschitz constant in the context of the norm ‖z‖1, the dual norm is
‖z‖∗ = ‖z‖∞ = max|zi|, 1, 2, 3, ..., 2N2, allowing us to conclude





∀ i = 1, 2, 3, ..., 2N2}
or simply Cφ =
{














to ensure that a sufficient condition for guaranteeing convergence, ‖I−λBB>‖2 ≤
1, is satisfied. See Micchelli et al., pages 13-14, for a sketch of a proof that selecting from




is sufficient for convergence (but we remark that a slight
error appears to exist in the proof of Lemma 4.3 in Micchelli et al.—namely that the proof
can only support ‖I − λBB>‖2 ≤ 1, not strictly less than 1—rendering Lemma 4.3 useful
only for κ ∈ (0, 1), not κ = 0). Indeed, with κ strictly between 0 and 1, λ does not have
to be strictly less than its upper bound. However, if we choose κ = 0, we impose the
requirement 0 < λ < 2‖BB>‖2 , which with the particular B in this scenario is equivalent to




, in order to guarantee convergence. In the next sections we do choose
κ = 0, so we view




as the range of λ for guaranteed convergence.
5.3 Denoising Process Start-to-Finish
We now summarize the entire process of solving the ROF Model with the fixed-point prox-
imity approach for ATV developed in the work by Micchelli et al.
19
Weddle and Guo: Fixed-Point Proximity: A Theoretical Review and Numerical Study
Published by ODU Digital Commons, 2021
1. Basic problem structure:
(a) A is an N ×N matrix representing an image containing noise we wish to remove.
(b) x is the vector in RN2 whose components come from the columns of A working
from column 1 to column N . The vector x is the practical representation of the
noisy image for image denoising purposes.









where µ is the positive regularization parameter.






‖u− x‖22 + (φ ◦B)(u) : u ∈ Rd
}
= proxφ◦Bx :
(a) Let φ := µ‖z‖1 where z ∈ R2N
2
, µ > 0.












(c) According to the anisotropic total variation definition, we have
µ‖ · ‖ATV := φ ◦B so that
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3. Definitions to set up fixed-point iteration:
(a) H : R2N2 → R2N2 is the operator defined as
Hv := (I − prox 1
λ
φ)(Bx+ (I − λBB>)v).
(b) λ is a parameter such that





(c) For κ ∈ [0, 1), the operator Hκ is defined as
Hκ := κI + (1− κ)H.
4. Finding u∗ using the fixed-point problem v = Hκv:







(Micchelli et al. pick v0 = 0 on p. 14).
(b) Use Picard iteration with operator Hκ. For k = 0, 1, 2, ... up to some arbitrarily
large number of iterations (or when within a tolerance criterion), iterate
vk+1 = κvk + (1− κ)(I − prox 1
λ
φ)(Bx+ (I − λBB>)vk)
which is written more explicitly as
vk+1 = κvk + (1− κ)(I − proxµ
λ
‖·‖1)(Bx+ (I − λBB
>)vk).
(c) Once the iterations have converged with whatever tolerance is needed, declare the
result of the most recent iteration to be vfp (as an approximation of the fixed-point
of H).
(d) Find u∗ = proxφ◦B(x) = x− λB>vfp.
5. u∗ is the vector representing the denoised image. The vector u∗ can be converted back
into a matrix when needed, using the reverse of the process by which the vector x was
created from the matrix A.
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5.4 Visual Results from Basic Denoising Implementation
To demonstrate the denoising algorithm results, we present an image we name “Bellflower”
of dimension 724 × 724 (Figure 3). Originally, the image was 724 × 1086, but we trimmed
the image to make it square so that the algorithm discussed above could be used. We
added Gaussian noise with mean 0 at level σ = 20 in MATLAB and ran the algorithm with
λ = 0.25, κ = 0, µ = 13, starting with v0 = 0 ∈ R2N
2
and stopping after 100 iterations.
The results are shown in Figure 4 parts (a) and (c). Note that µ affects how smooth the
image appears (see pages 20-21 in Micchelli et al.), since it controls how much weight, or
importance, is assigned to minimizing the TV norm as compared to minimizing the difference
between the noisy image and the denoised image.
Figure 3: “Bellflower” Original
When we increase the noise level to σ = 30, the algorithm does not deliver a denoised
image quite as close to the original because there is more noise to deal with. However, with
an increase of µ to 27, we succeed in delivering a fairly good result despite the higher noise
concentration. See Figure 4 parts (b) and (d).
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(a) “Bellflower” Image with Gaussian Noise ∼
N(0, 400)
(b) “Bellflower” Image with Gaussian Noise ∼
N(0, 900)
(c) Denoised Result (d) Denoised Result
Figure 4: Denoising Results
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5.5 Experiments with Convergence
The parameter λ range




set forth as part of sufficient conditions for convergence in the paper by Micchelli et al.
invites investigation. The convergence is guaranteed for this range, but what happens when
λ is selected beyond the upper bound of this range?
To address this question, we first use the well-known “Cameraman” image of size 256×256
(see Figure 5 for normal, convergent “Cameraman” denoising results using 500 iterations).
At this N = 256, the upper bound of λ is approximately 0.250009. In order to assess
divergence or convergence, we plot graphs of iteration number versus relative difference
between successive iteration values. The relative difference between vk and vk−1 used in our
plots is computed as ‖vk−vk−1‖2‖vk‖2 . If the Picard sequence converges toward a fixed-point, we
will see the relative difference converge toward zero (so that successive iterates in the Picard
sequence are approximately the same). Otherwise, the Picard sequence diverges. In our
entire experiment, we set κ = 0 and v0 = 0 ∈ R2N
2
. We also use a single noisy version of the
image as the subject to denoise. Under these constant conditions, we observe what happens
when various values of λ and µ are chosen.
As an isolated example, setting λ to 0.3—approximately 0.05 greater than the upper
bound of the range sufficient for convergence—corresponds with clear divergence (we set
µ = 13 here). Figure 6 demonstrates what “Cameraman” looks like after 500 iterations
when the algorithm is not convergent.
We concentrate on values of λ within 0.05 above the 0.250009 approximate bound. In
particular, we test λ = 0.257, λ = 0.254, λ = 0.252, and λ = 0.251. We pair each of these
values of λ in turn with µ = 13 (the value we would normally choose for “Cameraman”),
µ = 15, µ = 20, and µ = 30. Note that we would not normally use values of µ as large as
20 or 30 for “Cameraman” since doing so results in a denoised image that is too smooth,
lacking enough visual detail; however, the implications found using these large values turn
out to be significant.
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(a) Original “Cameraman” (b) Gaussian noise at level σ = 20
(c) Denoised using µ = 13, λ = 0.25
Figure 5: “Cameraman” image denoising when convergent
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Figure 6: Image resulting from divergent algorithm (λ = 0.3)
Below are plots of the relative difference beginning at 10 iterations and continuing up to
500 iterations. Each separate graph collects the results of using one particular value of µ with
each of the λ values under consideration as well as the theoretically guaranteed convergent
situation λ = 0.25. The plots show that in many cases, the relative difference begins in
a pattern of converging toward 0 but then diverges. We also present a table detailing the
iteration numbers after which the relative difference diverges. For those situations in which
the relative difference still appears convergent to 0 even when 20000 iterations are run, we
place a ‘-’ character in the table entry. Note that we expect this to always happen for
λ = 0.25 since it is within the bounds for theoretically guaranteed convergence.
As seen in the table for “Cameraman,” the λ values delivered mixed results when paired
with µ = 13 or µ = 15:
• λ = 0.257 and λ = 0.254 with µ = 13 both diverge well before 100 iterations.
• λ = 0.252 and λ = 0.251 with µ = 13 appear convergent even to 20000 iterations.
• λ = 0.257, λ = 0.254, and λ = 0.252 with µ = 15 all begin divergence before 200
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= 13 = 0.257
= 13 = 0.254
= 13 = 0.252
= 13 = 0.251
= 13 = 0.25
(a)






















= 15 = 0.257
= 15 = 0.254
= 15 = 0.252
= 15 = 0.251
= 15 = 0.25
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= 20 = 0.257
= 20 = 0.254
= 20 = 0.252
= 20 = 0.251
= 20 = 0.25
(c)




















= 30 = 0.257
= 30 = 0.254
= 30 = 0.252
= 30 = 0.251
= 30 = 0.25
(d)
Figure 7: “Cameraman” Relative Difference Convergence/Divergence
λ
µ
13 15 20 30
0.257 33 27 17 15
0.254 71 53 33 27
0.252 - 171 93 55
0.251 - - 263 193
0.250 - - - -
Table 1: Iterations after which “Cameraman” diverges
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iterations, while λ = 0.251 with µ = 15 is convergent even to 20000 iterations.
Once we increase µ to 20 or 30, however, the “Cameraman” results all show divergence
(except, of course, for the guaranteed convergence that occurs with λ = 0.25).
The columns of the chart demonstrate a pattern of λ values closer to the approximate
bound 0.250009 yielding either more iterations before divergence begins or, in some cases,
no apparent divergence at all. We emphasize the word apparent here since it is possible that
the relative difference values diverge after 20000 iterations. From examining the rows of the
chart, we see that when divergence occurs, it happens more quickly for larger values of µ
as we hold λ constant. Moreover, when apparent convergence occurs for a specific value of
λ and µ in the chart, sufficiently increasing the value of µ leads to divergence—except, of
course, for λ = 0.25, where convergence is guaranteed irrespective of the value of µ.
Now we present the results of the same experiment just performed on “Cameraman”
using four other images:
• A portion (256× 256) of the “Bellflower” image already introduced above;
• An image (256× 256) derived from one in the National Oceanic and Atmospheric Ad-
ministration (NOAA) photo library, which we name “Theodolite” after the instrument
in the photo;
• An image containing MRI information (128× 128) found among MATLAB’s example
images;
• An image (256× 256) which we name “Airplane” also derived from one among MAT-
LAB’s example images.
These images are shown in Figure 8, and—as a matter of interest—one noisy version and
denoising result have been shown for each image in Figures 9 and 10. The main focus here,
however, is not on the visual denoising result but on the convergence analysis.
The patterns we observed for “Cameraman” also generally hold for these four images. The
“MRI” table shows a few exceptions: for λ = 0.257 and λ = 0.254, instead of the beginning-
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(a) “Bellflower” (b) “Theodolite”
(c) “MRI” (d) “Airplane”
Figure 8: Images used in convergence/divergence experiment
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(a) “Bellflower” Noisy (b) “Theodolite” Noisy
(c) “Bellflower” denoised with λ = 0.25, µ = 15 (d) “Theodolite” denoised with λ = 0.25, µ = 13
Figure 9: Sample denoising results
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(a) “MRI” Noisy (b) “Airplane” Noisy
(c) “MRI” denoised with λ = 0.25, µ = 13 (d) “Airplane” denoised with λ = 0.25, µ = 15
Figure 10: Sample denoising results
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= 15 = 0.257
= 15 = 0.254
= 15 = 0.252
= 15 = 0.251
= 15 = 0.25
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= 20 = 0.257
= 20 = 0.254
= 20 = 0.252
= 20 = 0.251
= 20 = 0.25
(c)



















= 30 = 0.257
= 30 = 0.254
= 30 = 0.252
= 30 = 0.251
= 30 = 0.25
(d)
Figure 11: “Bellflower” Relative Difference Convergence/Divergence
λ
µ
13 15 20 30
0.257 157 53 23 19
0.254 - 281 49 35
0.252 - - 199 67
0.251 - - - 143
0.250 - - - -
Table 2: Iterations after which“Bellflower” diverges
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= 20 = 0.257
= 20 = 0.254
= 20 = 0.252
= 20 = 0.251
= 20 = 0.25
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= 30 = 0.257
= 30 = 0.254
= 30 = 0.252
= 30 = 0.251
= 30 = 0.25
(d)
Figure 12: “Theodolite” Relative Difference Convergence/Divergence
λ
µ
13 15 20 30
0.257 85 37 21 17
0.254 - 91 41 33
0.252 - - 109 67
0.251 - - 329 159
0.250 - - - -
Table 3: Iterations after which “Theodolite” diverges
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= 20 = 0.257
= 20 = 0.254
= 20 = 0.252
= 20 = 0.251
= 20 = 0.25
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= 30 = 0.257
= 30 = 0.254
= 30 = 0.252
= 30 = 0.251
= 30 = 0.25
(d)
Figure 13: “MRI” Relative Difference Convergence/Divergence
λ
µ
13 15 20 30
0.257 15 15 17 19
0.254 31 27 27 35
0.252 95 71 57 63
0.251 - 213 145 141
0.250 - - - -
Table 4: Iterations after which “MRI” diverges
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= 15 = 0.257
= 15 = 0.254
= 15 = 0.252
= 15 = 0.251
= 15 = 0.25
(b)























= 20 = 0.257
= 20 = 0.254
= 20 = 0.252
= 20 = 0.251
= 20 = 0.25
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= 30 = 0.257
= 30 = 0.254
= 30 = 0.252
= 30 = 0.251
= 30 = 0.25
(d)
Figure 14: “Airplane” Relative Difference Convergence/Divergence
λ
µ
13 15 20 30
0.257 83 39 19 15
0.254 - 147 45 27
0.252 - - 231 67
0.251 - - - 213
0.250 - - - -
Table 5: Iterations after which “Airplane” diverges
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of-divergence iteration numbers consistently decreasing with increasing µ, they stay constant
and even increase. Likewise, the iteration number for λ = 0.252, µ = 30 surprises us by
being higher than the one corresponding to λ = 0.252, µ = 20. We view these as fairly minor
deviations; in general, it appears that increasing the value of µ hastens divergence. Even in
the “MRI” table, the pattern of columns remains the same: decreasing λ values do correspond
with increasing iterations-before-divergence (or even possibly convergent situations).
We hypothesize that, in addition to the λ range constituting a sufficient condition for
convergence, it may well act as a necessary condition—in particular, even such cases as
µ = 13, λ = 0.251 may still correspond with divergence if we run enough iterations. In any
case, we know that all four values of λ chosen beyond the bound for guaranteed convergence
correspond with divergence when paired with the large value µ = 30. On the other hand, if
convergence is possible beyond the λ upper bound and some of the ‘-’ entries in the tables
do, in fact, correspond with convergence, it seems that for values of λ greater than the
theoretical bound, µ not only affects how quickly we see divergence, but also whether the
algorithm converges or diverges at all. This is surprising since Proposition 4.4 of Micchelli
et al. (which guarantees convergence if several conditions, including the λ range specified
earlier, are satisfied) does not involve a restriction on µ other than that it be positive. Thus
it may be that moving beyond the λ bound for guaranteed convergence set out in the paper
by Micchelli et al. introduces µ as a factor in convergence or divergence.
From a practical standpoint, even λ values that correspond with eventual divergence—
ones that do not diverge until after at least 100 iterations, for example—can still be used
with the algorithm if a stopping condition is imposed when the neighboring iterations are
sufficiently close. Nevertheless, the graphs demonstrate that λ = 0.25, the value within the
guaranteed convergence range, converges faster than any of the other choices, so there is
little motivation to use values beyond 0.25.
For any given image—“Cameraman,” for example—our experiment used a single noisy
version to run the algorithm on. However, note that this single noisy version is randomly
generated (by MATLAB’s “imnoise” function, in this case), so if different noisy versions of
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the same image are used, the results—iteration numbers in the table and even the decision
to place a ‘-’ in a table entry—may be substantially different in some cases. This is an
interesting phenomenon we did not anticipate.
6 Fixed-Point Proximity Approach Elsewhere
Image noise removal is not the sole application for a fixed-point proximity optimization
method. Indeed, papers involving fixed-point proximity methods have been published in such
image processing areas as image deblurring and image inpainting. Approaching problems
from a fixed-point proximity standpoint has been useful in medical imaging applications.
See, for example, the 2012 work by Krol et al., “Preconditioned Alternating Projection
Algorithms for Maximum a Posteriori ECT Reconstruction.”
The general minimization problem (mentioned in the introduction) of form min{f(u) +
g(Bu)} has uses in machine learning: the 2019 paper by Z. Li et al. demonstrates how
such problems as l1-SVM (support vector machine) classification and l1-SVM regression can
be framed in this way. The paper goes on to present a “two-step” fixed-point proximity
approach for the general problem, the specifics of which are more complicated than in the
image denoising paper by Micchelli et al. Connections between the fixed-point proximity
approach of the paper by Micchelli et al. and the findings within the short book chapter “On
Sparsity Inducing Regularization Methods for Machine Learning” (Argyriou et al., 2013) are
also apparent.
7 Conclusion
This study accomplishes two things: first, it expounds on the development of—and an
application of—an important method for solving minimization problems, doing so in a way
that should be helpful to students and to scholars seeking an entry to this topic; second, it
explores what occurs when the parameter λ is pushed beyond the existing guaranteed bounds
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for convergence in the image denoising application. Our numerical experiment suggests that
either the bound on λ for guaranteed convergence is a not only sufficient but also necessary
condition or µ is a factor in the convergence/divergence of the iterative algorithm once the
bound on λ is surpassed. If the former case is true, µ can certainly have a dramatic effect
on how soon we see the divergence.
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