Recently, multicast routing protocols become increasingly important aspect in Mobile Ad hoc Networks (MANETs), as they effectively manage group communications. Meanwhile, multimedia and real-time applications are becoming essential need for users of MANET. Thus it is necessary to design efficient and effective Quality of Service (QoS) multicast routing strategies. In this paper, we address the scalability problem of multicast routing protocols to support QoS over MANETs. In particular, we introduce a Position-Based QoS Multicast Routing Protocol (PBQMRP). Basically, the protocol based on dividing the network area into virtual hexagonal cells. Then, the location information is exploited to perform efficient and scalable route discovery. In comparison with other existing QoS multicast routing protocols, PBQMRP incurs less control packets by eliminating network flooding behavior. Through simulation, the efficiency and scalability of PBQMRP are evaluated and compared with the well-known On-Demand Multicast Routing Protocol (ODMRP). Simulation results justify that our protocol has better performance, less control overhead and higher scalability.
Introduction
MANET is composed of collection of mobile nodes that communicate with each other over wireless links. The most important features of these networks include being self-organizing, self-configuring, self-administering, as well as dynamic topology and multi-hop routing [1] . In MANETs, each node acts as a host or a router at any time. Nodes intercommunicate through single-hop and multi-hop paths to forward packets to each other, which require cooperation between nodes to relay packets to their targets. MANETs face several challenges that have to be addressed including dynamic topology changes, lack of infrastructure, bandwidth constraint and limited resources. These features make working in MANET more complex than their wired counterpart [2] .
MANETs are considered for many applications that involve point-to-multipoint or multipoint-to-multipoint communication patterns, where robustness and reliability are important aspects. Disaster recovery, search and rescue efforts, military battlefields, temporary offices and multi-party gaming are common examples of these applications [3] . As a consequence, multicast communication is emerged to support and facilitate effective and collaborative communication among groups of users with the same interest. Multicasting is defined as a scheme for delivering the same data from a source to a group of destinations. This is efficient in saving the bandwidth and improving the scalability, which are essential issues in MANETs [4] [5] . Also, multicasting reduces transmission overhead both on the source as well as on the network nodes and speeds up information delivery at the receiving nodes.
Similar to unicast routing protocols, multicast routing protocols could be classified as either topological-based routing or geographical-based routing. Topological-based protocols are further classified into two main groups according to path distribution among multicast session members; namely, mesh-based and tree-based. While tree-based protocols construct multicast tree over the multicast members and provide efficient data forwarding, mesh-based protocols provide redundant paths to recover broken routes and they have better robustness against topology changes.
Geographic-based routing is recently attracting more and more researchers [6] . This is due to the availability of small-size, inexpensive and low-power Global Positioning System (GPS) receivers. Using GPS receivers, each node knows its own physical location; i.e., its precise geographic coordinates. The motivation behind using this kind of routing is that it eliminates the need to maintain routing information, which improves robustness and scalability in MANETs routing [7] .
Nowadays, QoS multicast routing over MANETs has received more attention. However, this is a challenging task because supporting QoS for multicast protocols has to be designed in a different way to that for unicast protocols. The difference is that, in unicast QoS protocols the resource reservation is done between a source and a destination. While multicast QoS routing protocols should provide suitable QoS paths to all destinations of the multicast group. Also, the heterogeneous nature of paths to the destinations adds extra challenges to the design of QoS multicasting protocols. Moreover, the centralized design of the Medium Access Layer (MAC) and limited resources make it more difficult to guarantee QoS in this type of networks.
For the aforementioned reasons, it is not a trivial task to design a scalable QoS multicast routing protocol for MANETs. In this paper, we exploit the location information of the mobile nodes to create stable network structure. Then, this structure is utilized to perform efficient QoS routing. Basically, the whole network is partitioned into several hexagonal cells and a cell leader node and a backup node are elected in each cell. To further reduce the number of transmissions, we divide the multicast members into several sub-groups based on their geographic position.
The novelty of the work lies in the combination of QoS multicast and position-based routing. This will lead to scalable performance, effective routing, and reasonable control overhead. This is achieved by applying the following strategies: (a) Adaptive cluster management with response to topology updates; (b) Efficient and non-duplicate forwarding of packets between clusters; (c) Hierarchical construction algorithm for multicast members to improve scalability; and (d) Position-based routing to discover QoS routes between the source and multicast group members.
The effectiveness of the proposed approach has been examined through extensive simulations. A wide range of scenarios have been studied by varying the nodes density, multicast group size and bandwidth requirements.
The rest of the paper is organized as follows: In the consequent section, we discuss some related works. Section 3, presents detailed description of our proposed protocol. Section 4 shows our simulation and provides discussion of the observed results. Finally, conclusions and future research directions are drawn in section 5.
Related Work
Over the past few years, several QoS multicast routing protocols have been proposed for Ad hoc networks such as [3] [8] . Recent surveys that study the up-to-date QoS multicast routing protocols are presented in [9] [10] . In recent years, position-based routing over MANETs gains increasing attention from the research community. This focus from researchers is to achieve stability, reliability and reduced communication cost as well as improve data delivery ratio. To the best of our knowledge, few works have been proposed in QoS position-based multicasting such as [4] [11] . However, our protocol outperforms the existing schemes in terms of scalability (network size and multicast members) as well as control packets reduction. In this section we will discuss some of the schemes that are directly related to our work.
In [11] , a cluster-based QoS multicast routing protocol has been proposed. This protocol partitions the network into square clusters and the nearest node to cluster center is elected as a cluster-head. A gateway node is selected between the adjacent clusters to rely the packets when the adjacent cluster-head nodes are out of the effective transmission range. The source node starts the multicast session by sending PROPE packet to the cluster-head. The gateway forwards this packet to the proper neighbor cluster until the destination or intermediate node with valid route to the destination is reached. The destination or the intermediate node selects the optimal route using best predecessor replacement strategy [12] , where each node chooses the next best predecessor that satisfies the QoS constrains (delay, cost). When the source receives the ACK reply packet, it starts data transmission. This protocol only uses cluster-head, source, gateway and destination nodes in routing. However, only the gateway is responsible for packet forwarding. Thus, the gateway selection becomes the key point of this protocol. Also, the paper did not discuss the network structure and maintenance, which perhaps produce significant traffic. Another drawback appears when the network is sparse, in this case the gateway nodes may fail to reach the neighbor cluster-head and then the route cannot be established. Additionally, using PROPE packets in multicast routing requires maintaining the local state at each node, which increases the contention at the wireless medium.
In [4] , a Hypercube-based Virtual Dynamic Back-bone (HVDB) model for QoS-aware multicast communication is proposed. The clusters are formed using mobility prediction and location-based technique used in [13] . The structure is abstracted into three tiers: mobile node (MN), hypercube tier (HT) and mesh tier (MT). The network area is partitioned into overlapped circular shape and a cluster-head (CH) is elected for each circle. The CH is mapped to a hypercube node at the HT tier. Each hypercube is mapped as one mesh node at the mesh tier. The nodes periodically send the local memberships to its CH. Each CH periodically sends the group memberships to all CHs within the hypercube and one of the CHs periodically broadcasts the membership to all clusters in the network.
When a node has data to send data to group members, it sends the data to its CH. Then, the CH checks the summarized membership to determine the hypercubes that maintains the members of this group. The logical locations of these hypercubes are used to compute a multicast tree and the information about the multicast tree is encapsulated into the messages. A location-based unicast protocol is used to send the packets between hypercubes. When the packet enters a hypercube, it is forwarded to those hypercube nodes that contain the group members. HVDB protocol provides fault tolerance property and scalability. However, it suffers from high communication overhead due to the periodic messages in the three tiers. Also, the overlapping circles bring extra overhead for the cluster-heads. Another drawback is the mapping between the tiers and selection of border and inner cluster-heads which increases the overhead.
Recent research has shown that geographical routing significantly improves the performance of Ad hoc routing protocols [14] . Based on this view, a new routing protocol has been designed to exploit the location information to eliminate flooding and simplify the routing strategy. The proposed protocol tries to overcome some of the problems of the existing schemes along with enhancing the scalability and reducing the control overhead. The details of this protocol are presented in the following section.
Proposed Work
This section discusses the proposed Position-Based QoS Multicast Routing Protocol (PBQMRP) in detail. We first give an overview of the proposed protocol. Then, the network clustering strategy and network maintenance are described. Next, we explain the location service and multicast tree formation. Finally, our position-based route discovery mechanism, route reply, data delivery and the route maintenance mechanism are introduced.
Protocol overview
PBQMRP is a source-tree multicast routing protocol proposed to provide scalable QoS multicast routing over MANETs. PBQMRP aims to be implemented in large networks with large number of multicast members. To achieve this, virtual clustering strategy has been introduced. This strategy based on partitioning the network into hexagonal cells. Each cell has a Cell Leader (CL) node elected to maintain information about all the nodes in its cell till they join a new cell. Also each cell has Cell Leader Backup (CLB) node to replace the CL node when it fails or leaves the cell.
When a source node wants to send data packets to a particular multicast group, the cluster structure is efficiently used to gather information about the subscribing nodes and provide the source node with this information. After that, the source partitions the group members into manageable sub-groups. In each of these sub-groups, one of the group members is selected to be a coordinator. Later, the source and the coordinators co-operate to search for QoS routes to all destinations. PBQMRP reduces the number of nodes participating in forwarding route discovery packets through using Restricted Directional Flooding (RDF) based on nodes' position information. Using this mechanism eliminates broadcast storm and efficiently utilizes the network resources.
The protocol operation is divided into multiple phases. These phases include network construction, network maintenance, location service, multicast group partitioning, routing discovery and maintenance as well as data transmission. For convenient presentation, Table 1 presents a summary of different phases of PBQMRP. 
Network construction
This section presents the network construction phase in detail. The main objective of building this virtual backbone is to maintain stable network structure on which our protocol can perform efficient routing and can cope with an increasing number of nodes; having a more scalable routing protocol.
Virtual architecture formation
Since MANETs must operate in a physical geometric space, they naturally need to exploit location information. In our approach, we assume that the mobile nodes in the network can find their own locations using a GPS receiver or any GPS-free techniques. We also assume that the routing area is a two-dimensional plane and each node previously knows the borders of the routing area.
In our structure, the mobile nodes are distributed randomly in the network area and the network is defined by the coordinates (0, 0) to (X max , Y max ). The clustering strategy starts by dividing the network area into disjoint, adjacent, fixed-size and regular hexagonal cells, which results in a fixed and scalable structure. There are two main reasons behind considering hexagonal gridding in our scheme. First, considering the hexagonal, square and triangle cell shapes, and assuming the transmission range (R) as the maximum distance among the cell's nodes, the area covered by the hexagonal (0.6495*R 2 ) is larger than that covered by the triangle (0.433*R 2 ) and the square (0.5*R 2 ). Larger cell area means less number of CL nodes; i.e., less overhead due to CL movement, failure and electing new CLs. Moreover, larger area means that the hexagonal cell shape covers more area in a single transmission, which increases the number of nodes that are affiliated with the leader of each cell. This would reduce the communication overhead and improve the propagation delay in performing location discovery. Second, the hexagonal cell offers six directions of transmission with the same distance between the centers of the neighbor cells. On the other hand, square and triangle shapes have larger number of neighbors (8 for square shape and 12 for triangle shape), but the distance between the centers of the neighbor cells are different. This may result in differences in packet propagation to different neighbor cells.
Let us denote L as the side length of hexagonal cell. The value of L is chosen as L= to guarantee that each two nodes located anywhere in the same cell can communicate with each other directly. The reason behind this assumption is to compromise between the overhead of network maintenance (overhead between cells) and the location service overhead (overhead inside each cell), especially when the network is large and the number of nodes is high. Considering other cell sizes will be one of the issues that should be studied in our future work. We believe that using large number of small cells would reduce overhead inside the cells (nodes will be reachable within 1-hop of each other), however small cells would make the broadcast go through the neighbor cells and will increase the delay to reach different CLs during location service.
On the other hand, using small number of large cells results in increasing the overhead of communication inside each cell. This is since nodes will not be reachable within 1-hop; i.e., each node is requested to rebroadcast the packets it receives. However, reducing the number of cells means less number of election processes and hence the number of election control packets will be reduced. Moreover, smaller number of cells may results in reducing the communication overhead and propagation delay during location service. Also, in case of high mobility, the location update packets will increase and probability of the boundary crossing will increase as well. Using large cell size effectively reduces the overhead of triggering this kind of packets. Therefore, each cell takes its Cell_ID from the two virtual perpendicular lines crossing each other inside that cell. From this, the identity of the cell is known and the identifiers of the 6-neighboring cells will be known accordingly. This enables the CL node to communicate with its 6-neighboring cells. The relation between the cell and its neighboring cells are shown in Fig. 1-(b) .
In PBQMRP, for a given cell size, the position of each cell is fixed. Therefore, each mobile node is a member of only one cell at any time. Given the current location coordinates of a node, there is a way for mapping the node location to the cell in which it is located currently. We have developed a self mapping algorithm to manage the node movement. The detail of this algorithm will be published in a separate paper. 
Cluster leader selection
In PBQMRP, the mobile nodes are selected to play different roles in the network according to a certain criteria. Some of the most-valued nodes among all nodes in the network are selected to form the virtual backbone in order to perform management functions to keep the network structure stable as possible. Also, these nodes maintain information about each node under their responsibility until it joins a new cell. These nodes are called CL nodes. Beside the selected CL nodes, CLB nodes are selected in each cell to avoid single point of failure and avoid executing frequent election operations.
Since the elected leader should be the most-valued node among all nodes in a specific cell [15] , the following metrics are taken into consideration upon leader selection: the distance of the node from the cell center, residual energy, computational power, available memory and mobility speed. Each of these metrics is assigned a weighting factor. We believe that considering these metrics may aid in performing fair election. Details about the election process are found in [16] . Each elected CL declares its leadership to the nodes inside the cell and to the CL nodes of the 6-neighboring cells rather than flooding it to all the CLs in the network. This will reduce the number of control packets and the overhead produced from maintaining information about the global network. Then, nodes inside the cell reply by sending their current location and the multicast groups they are interested to join. We assume that all nodes are aware of the existing multicast groups. Since capabilities of the mobile nodes can change over time, the CL periodically declares its leadership to nodes inside its cell.
By the end of the network construction phase, each node maintains only the identity of the cell where it resides along with the identity of both the CL and CLB nodes of that cell. However, each CL maintains information about the identities and positions of the nodes residing in its cell, the membership of these nodes in different multicast groups in addition to information about the 6-neighbor cells (including Cell_ID and CL_ID).
Nodes communication and network maintenance
In this section, the required communications among nodes are described to ensure the maintenance of the network structure. The proposed protocol provides efficient solutions to nodes' mobility and failure to maintain a stable structure.
Communication inside the cell
The communication between all nodes inside a particular cell is done within only 1-hop communication (cell broadcast). This is because the side length of the cell is chosen to enable every two nodes inside the cell to communicate directly. Any node in the neighbor cells upon receiving packets destined to nodes inside another cell will drop it without any further processing. This mechanism significantly reduces the traffic of control packets.
Communication between neighboring cells
By using the information stored in the CL node about nodes in its cell and the location information about the neighbor CLs, the CL can communicate with the neighbor cells within at most 3-hop communication as follows. If the neighbor CL is within the transmission range of the sending CL, they can communicate directly and the packet will reach its destination in only 1-hop. Otherwise, the sending CL will send the packet to its 1-hop neighbors. If the destination CL is reachable directly, then the communication needs only 2-hops from the original CL. Otherwise, the packet is forwarded another hop to reach the destination using RDF; i.e., only 3-hops from the original CL, which is the worst case. In RDF, the node resends the packet only if it is closer to the destination than its previous hop. Using RDF eliminates flooding the network and restricts packet forwarding to the nodes in the way to the anticipated destination.
Ordinary nodes movement within its cell
To handle node movement, ordinary nodes in each cell send a packet to inform the CL about their current location only when their distance from the last known position is larger than or equal to a predefined threshold distance (D_th). Since these packets are not sent periodically, the processing and packet overheads are significantly reduced.
Ordinary node movement between cells
When an ordinary node crosses the boundary of its previous cell, then it's known that the node joins new cell. In this case, the moving node sends a location update packet to the CL node of that cell. When the CL node receives this update packet, it will remove the information related to this node and reply by sending a packet containing information about the new cell. The moving node uses this information to inform the new CL node about its presence and the multicast groups it's interested to join. If the new cell is empty, the moving node is considered as the CL for that cell.
Communication between the CL and the CLB
Due to node movement and failure, the CL node should perform periodic backup with the CLB node inside the same cell. This periodic backup is performed using 1-hop communication.
Other nodes drop the packets related to backup operation. This periodic backup time need to be selected wisely to insure availability of backup data while not producing extra overhead. When this periodic time elapsed, the CL sends to CLB a CL_Backup packet, which contains the modifications, occurred in its tables since the last backup operation. This backup information will be available when the CL suffers a fault, when it decides to leave its current cell or when it suffers battery power drain. If CLB does not receive the periodic election packet from the CL node, it will discover that the CL is not working. In this case, it will work as a CL of the cell and initiate a new election process.
CL movement and failure maintenance
Since the CL has to maintain the recent identity of the 6-neighbor CLs, a notification packet has to be sent to the 6-neighbor CLs when the distance that the CL has moved exceeds the predefined distance (D_th) from its last known position (while still being within the bounders of its cell). This notification packet aids the CL to be aware of the status of the neighbor cells. When the CL node moves away from its current cell or its residual energy is degraded significantly, it must contact the CLB node in order to act as a leader and destined the data forwarded to it to the CLB node.
When the CL moves out its original cell, if the CL was the only node in that cell it will inform the 6-neighbor CLs that the cell becomes empty. Otherwise, it contacts the CLB node to work as CL, forwards the data sent to it to the CLB and clears unneeded information related to the departed cell. It also contacts the CL node of the new cell (to be considered as a new member in that cell) and changes its state as ordinary node.
CLB movement and failure maintenance
When the CLB node moves inside the cell and the movement distance exceeds the predefined distance (D_th), the CLB informs the CL about its new position. While, when the CLB crosses the boundary of its previous cell, it informs the CL of that cell. The CL accordingly initiates a new election process. When the leaving CLB receives this packet, it removes the information related to the previous cell and contacts the new cell's CL to join the new cell as ordinary node.
Handling empty cells
A particular cell may become empty when all the nodes inside it move away due to frequent mobility. In our protocol, the last node leaving the cell is certainly the CL node. So, if it decided to leave the cell, it should send an EMPTY_CELL packet to its neighbor CLs to inform them that the cell will be empty. Also, when a node leaves its original cell to an empty cell, the CL of the old cell inform the leaving node that the destined cell is empty in order for that node to be the CL of this cell.
Location service
The location service algorithm enables the source to map the geographical positions of the destinations. Based on our previous specification that the CL knows all the nodes that want to be members in a given multicast group, the location service is performed as follows. When a source node wishes to initiate a multicast session, a query packet (INCELL_INV_REQ) is first directed to its local CL node to ask for nodes that are interested in the multicast group. This packet needs only 1-hop communication operation. If the source node is the CL of the cell, there is no need to initiate such a packet. The INCELL_INV_REQ packet contains the fields Source_ID, G_ID, Cell_ID and invs_seq_id. The field G_ID represents the ID of the multicast group. Each node in the network has invs_seq_id which is increased monotonically with each invitation packet. Source_ID, invs_seq_id and G_ID fields are used to uniquely identify each invitation packet. When the CL node of the same cell receives the INCELL_INV_REQ packet, it sends OUTCELL_INV_REQ to the 6-neighbor CLs. After that, the CL searches for possible participating nodes in the held multicast group. If so, the CL sends a reply packet to the source node directly. This reply packet contains the positions and IDs of the interested nodes inside the cell. The OUTCELL_INV_REQ packet is propagated until it reaches all the network cells using the forwarding mechanism discussed below.
Location query packets forwarding
Our protocol utilizes the network division to deliver the invitation packet to discover the subscribed group members with very low overhead and to prevent sending duplicate packets.
As shown in Fig. 2 , firstly, the OUTCELL_INV_REQ packet is forwarded towards the border of the 6-neighbor cells as a first forwarding zone, based on our cell ID assignment algorithm. If the neighbor CL is reached directly, only 1-hop unicast operation is needed to forward this packet to neighbor CL node. Otherwise, the packet is forwarded using RDF mechanism towards the border of the neighbor cells. If the intermediate node is closer to the destination than the previous node, it stores the previous hop node to be used in the reverse path and forwards the packet to the next hop node. Otherwise, the packet is dropped. Each neighbor CL, upon receiving such invitation packet for the first time continues forwards the invitation packet only to a specific set of neighbor CLs (as shown in Fig. 2) . The proposed forwarding method enable the CL of each cell to take part in delivering the packet to at most two neighbor cells based on the border number that the packet comes from and the coordinates of the sending cell. This method insures that the OUTCELL_INV_REQ packet is propagated through the network with no duplicates and all the network cells are visited only once.
Location query reply
When the CL node, of the same cell where the source node resides, receives the INCELL_INV_REQ packet, it checks its Member_Table to see if there are nodes inside its cell that are interested in joining this multicast group. If so, the CL replies by sending an INCELL_INV_REP packet directly to the source node. This reply packet contains the positions and IDs of the destination nodes found inside the cell. Also, the CLs of neighbor cells that have multicast members reply by sending an OUTCELL_INV_REP packet using the reverse path until it reaches the CL node that issued the invitation request. This reply packet contains information about the current cell that is sending the reply, information about the cell that sent the multicast request and the positions and IDs of the destination nodes.
When the initiating CL node receives OUTCELL_INV_REP packets from the CLs of the network cells, it forwards these packets to the source node. The source node waits for a predefined time to aggregate the reply packets from the CL nodes to determine the nodes that want to participate in the group.
Consider the example shown in Fig. 3 to explain the execution of the location service algorithm. First, an invitation packet is directed from the source node (S) to its CL node. The CL replies by sending information about the subscribing nodes in its cell if any. At the same time, the CL initiates an invitation request to neighboring cells. The Figure shows the forwarding process from Cell_ID (1, 2) to Cell_ID(2,3). It's clear from the Fig. 3 that only node A and B forward this packet while other nodes drop it. This is because only node A and B are closer to the intended destination than their previous hop. Also, nodes in other cells drop this packet because the Cell_ID in the packet does not match their own Cell_ID. The forwarding process is continued until the destination (CL of Cell_ID (2,3)) is reached. When the destination receives the first request packet, it checks if there are destination nodes inside Cell_ID (2, 3) . The reverse path of the request packet is used to send a reply packet to the sending cell (Cell_ID (1,2) ). 
Formation of local groups
Upon executing the location service algorithm, the source node maintains the identities and positions of all the multicast members. After that, this list of members is arranged into several sub-groups. The groups' division process is based on the direct neighbor. In other words, the multicast members that concentrate in a local area (within transmission ranges of each other) are considered as a single sub-group. The division process is performed as follows. Initially, the first destination in the destination list is considered as a sub-group. The second destination node is considered as a member in this sub-group if it lies within the transmission range of the first node. Otherwise, it is considered as a new sub-group. The third destination node is checked whether it belongs to any of the previous sub-groups (if it lies within the transmission range of any node in these groups). If this is true, it will join the corresponding sub-group. Otherwise, it forms a new sub-group. If the new node is at a distance less than the transmission range from two nodes in two different sub-groups, then these two sub-groups are joined together forming one sub-group and this node will be a member in this sub-group.
This process is continued until all the nodes in the destinations list are arranged into disjoint sub-groups. If there is only one node at a sub-group, it will be the coordinator and unicast communication is performed between this node and the source node. To improve scalability, the number of members in each sub-group is limited to an application-dependent constant (max_n). For example, let node A and B be members of a sub-group SG 1 , then the node C can be considered to be a member in SG 1 if:
((Dist(C, A) < Trs_rng_C) OR (Dist(C, B) < Trs_rng_C)) AND (group-nodes < max_n)
As a following step, the source selects the closest node to himself from each sub-group to be the coordinator for the corresponding sub-group. The role of the coordinator is to manage the work of the sub-group and to forward the data packets to the members of the sub-group which is under its responsibility. With the hierarchical formation of the multicast members, each sub-group is recognized as separate group and represented by the coordinator. This approach would reduce the size of the route discovery packets, reduce the resulting overhead, efficiently improve the rate of the delivered data packets and minimize the bandwidth and resource usage.
QoS Multicast Route Discovery
In this section, the detail of route discovery process is discussed. Here, a QoS path which satisfies a requested bandwidth and delay requirements has to be established from the source to each destination in the destinations list. The requested bandwidth is included within the request packet and the upper limit of the delay value from the source node to any destination is represented as the number of hops.
In order to efficiently utilize the network bandwidth and reduce the communication overhead, the route discovery process starts by finding a route between the source and the coordinators; and later between the coordinators and other destinations in the same sub-group using the same mechanism. Furthermore, to distribute load among nodes, each coordinator will bear the responsibility of choosing the route from the source to itself, and each destination will choose the best route from the coordinator to itself.
Admission control and bandwidth estimation
Bandwidth estimation in wireless environment is more difficult than that in wired networks. This is due to the shared nature of the wireless medium and the transmission of neighboring nodes must be taken into consideration. Typically, bandwidth estimation is done at MAC layer by tracking the idle and busy time of the radio channel [17] .
In our approach, the available bandwidth is estimated from the IEEE802.11 MAC and the Network layer performs routing based on the information coming from the MAC layer. The available bandwidth is estimated based on the "Listen" method proposed in [18] . In this method, each node listens to the radio channel for a period of time and tracks the length of time periods that the radio spends at the idle and busy time states. In MAC layer, the channel is considered as busy when the node is transmitting, receiving and when it senses the carrier channel. Then, such information is used to estimate the available bandwidth. The ratio of the idle time is considered as the ratio of the idle time to the overall time.
Route Discovery
After performing the sub-group division, the route discovery process starts by finding a route between the source and the coordinators; and later between the coordinators and the other destinations in the same sub-group using the same mechanism. The source starts by sending a Route Request packet (QoS_RREQ) to each coordinator individually using RDF mechanism. Using RDF gives high probability of having a path satisfying the needed number of hops in addition to giving opportunity of finding multi-segment paths satisfying the required bandwidth (while controlling the overhead).
The format of QoS_RREQ packet is shown in Fig. 4 where Req_Seq_No is a sequence number increasing uniformly (for each source) and is used with the S_ID to uniquely distinguish the QoS_RREQ packets. The fields prev_av_bw and Link_bw represent the predecessor's available bandwidth and the available bandwidth on the link between the two successive nodes respectively. The parameter dist represents the distance between the sending and the destination nodes. The Route field is used to store the route that the packet goes on to discover its target. The BW_Required field contains the required bandwidth. The DL_bound field is initialized with the maximum number of hops between the source and each destination. This field is reduced by 1 at each forwarding node to ensure that the route that overcomes this delay bound will not be considered as a feasible route. The fields Co_ID and Co_Pos represent the ID and position of the coordinator node. The Sub_group_list field represents the IDs and positions of the destinations under the responsibility of the destined coordinator.
S_ID Req_Seq_No Co_ID Co_Pos Sub_group_list BW_Required
DL_bound prev_av_bw Link_bw dist Route
Fig. 4. QoS_RREQ packet format
When an intermediate node receives QoS_RREQ packet, it calculates the available bandwidth and calculates the link bandwidth between itself and the sending node. The intermediate node forwards the packet only if it has enough bandwidth, it is closer to the intended destination than the sending mode and the requested number of hops does not reach zero. The QoS_RREQ packet continues to be sent restrictedly until the destination node is reached or the maximum number of hops reaches zero. Each intermediate node upon receiving a QoS_RREQ packet that has been processed before will not process it again to prevent duplicate resource reservation; instead the route till this node will be considered as a segment path and sent to the coordinator to be used in route setup. The route discovery process is continued by searching for QoS paths between the coordinator and each sub-group member using the same strategy used in finding a QoS path between the source and the coordinators.
Route reply and setup
By the end of route discovery phase, different routes are discovered between the source node and the coordinator of each sub-group and between the coordinators and the rest of the destinations in their sub-groups. The request packets that reach the coordinators and the destinations come from the paths that satisfy the delay bound, so the route that has the needed end-to-end bandwidth has to be selected. To distribute load among nodes, each coordinator bears the responsibility of choosing the route from the source to itself, and each destination chooses the route from the coordinator to itself using the same mechanism.
When the coordinator receives the first route, it checks if the arrived route satisfies the required bandwidth at all the path nodes, then the coordinator select this route to be the optimal route, and sends this route back to the source via QoS_RREP packet. Otherwise, the coordinator will search for a segment that is parallel to the link that does not satisfy the bandwidth in the previous route. If a parallel segment is found, then the required amount of the bandwidth will be utilized and data on that branch node will be split into two parallel paths. This process is continued path by path until a best route is chosen. Using the same mechanism, the routes that satisfy the QoS constraints between the coordinators and each destination in each sub-group are selected. The use of multi-segment to satisfy the requested bandwidth can utilize the network resources and improve the performance over the uni-path routing [19] . When the route reply traverses back from the coordinators to the source (or from the destinations to the coordinator), each node along the chosen paths realizes that it will be a forwarding node, then it reserves the amount of the bandwidth to be used in the route and relays the packet to the node that sent the QoS_RREQ packet to it in the route discovery phase.
The format of QoS_RREP is shown in Fig. 5 . The fields Req_Seq_No, Co_ID and S_ID are the same as their corresponding fields in the QoS_RREQ packet. The field Route of QoS_RREP packet contains the nodes that are in the selected paths or sub-paths.
S_ID
Req_Seq_No Co_ID Route 
Data transmission
When the source receives the selected routes to all the multicast members, it adds the routes to the routing table and starts data forwarding using the selected routes. Data forwarding is started from the source to the coordinators. Whenever a data packet arrives to the coordinators, they continue forwarding it to each member of the sub-group. Each intermediate node simply relays data packets, as is, to its successor in the route obtained during the route initiation process.
Route maintenance
Route failure occurred due to nodes failure or movement during data transmission. In PBQMRP, nodes keep track of established routes. When a link break is detected, the upstream node (toward the source) of the broken link informs the source about this failure. The intermediate upstream nodes delete the routing table entry related to the broken link, free the reserved bandwidth and forward the packet towards the source node. When the source receives the broken link notification packet, it deletes the related routing table entry and initiates new route discovery to replace the failed route.
Performance Evaluation
The effectiveness of the proposed protocol was evaluated using Global Mobile Simulation (GloMoSim) [20] library. Since there are no benchmarks protocols have been defined for evaluating the performance of QoS protocols, we chose ODMRP [21] as a multicast routing protocol for comparison. ODMRP is widely used as a benchmark for MANET multicast routing protocols and it is one of the elite multicast protocols. It is a mesh on-demand best-effort routing protocol that uses forwarding node concept. When the source has packets to send, it broadcasts a JOIN_QUERY control packet to the entire network. The source periodically floods this packet (e.g. 3 seconds) to refresh the membership and update the routes. When a non-member node receives this packet it stores the upstream node_ID and rebroadcasts the packet. While, when a multicast member receives this packet, it creates or updates the source entry in its MEMBER_TABLE and broadcasts a JOIN_REPLY packet to its neighbors. Nodes receiving this reply packet check if the next node_ID of one of the entries in JOIN_REPLY_TABLE matches its own ID. If yes, the node realizes that it is on the path to the source, becomes part of the forwarding group and broadcasts its own JOIN_TABLE built upon matched entries. The set of forwarding nodes construct or update the multicast mesh from sources to receivers.
Parameters and metrics
A network of 240 mobile hosts placed randomly in an area of 2000m × 2000m with a node density of 60 nodes/km 2 is suggested for 600 second of simulation time. A node transmission range of 250 meters and a maximum channel bandwidth of 2Mb/s have been used. The initial positions of the nodes were chosen randomly, after that all nodes are granted the full mobility; they are allowed to move any where inside the whole area. Node mobility is simulated according to the random waypoint mobility model [22] , since it is considered as one of the most utilized models in the literature. We have used IEEE 802.11 Distributed Control Function (DCF) as MAC layer. A single multicast group with a single source and 48 receivers have been used, unless otherwise specified. In the simulations, Constant Bit Rate (CBR) data traffic flows are injected into the network from the multicast traffic sources. The data payload has a size of 512 bytes per packet and transmitted every 500ms time interval. The multicast members are chosen randomly and join the multicast group at the beginning of the simulation and remain as members throughout the simulation. The parameters of ODMRP are chosen based on [21] . The common bandwidth requirement is set to 0.2Mb/s, unless otherwise specified. Multiple runs with different seed values were conducted for each simulated scenario and collected results were averaged over those runs. The following metrics were used to evaluate the efficiency and scalability of the proposed protocol.
1) Packet Delivery Ratio (PDR):
The ratio between the number of multicast data packets delivered to all multicast receivers and the number of multicast data packets supposed to be delivered to multicast receivers. This ratio represents the effectiveness of the multicast routing protocol.
2) Packet Routing Load (PRL):
The ratio of control packets transmitted to data packets delivered. This ratio investigates the efficiency of utilizing the control packets in delivering data packets. The counted routing packets include those sent during route instantiation and maintenance phases for both protocols. While, in PBQMRP, all packets sent during the location service phase were also included in calculating this metric. The transmission at each hop along the route also was counted in the calculation of this parameter.
3) Average Path Length (APL):
The average length of the discovered paths. It is calculated by averaging the number of hops traveled by data packets that reached their destinations.
4) Average Route Acquisition Latency (ARAL):
The average delay needed for discovering a route to a destination. It is computed as the average time interval for both multicast session initiation (position discovery of the multicast members) and route initiation (sending route discovery request and the reception of the first reply).
Simulation Results
In this simulated performance evaluation, different network situations have been considered by varying the following parameters: node density, group size and bandwidth requirements.
Effect of node density
In this experiment, we investigate the scalability of the proposed PBMQRP and ODMRP with various node densities in the network. In our simulations, we assumed that a single multicast group with 48 receivers exists among the network nodes. To simulate different node densities, the following number of nodes is placed in 2000m × 2000m network: 80, 160, 240 and 320 nodes. These scenarios represent 20 nodes/km 2 , 40 nodes/km 2 , 60 nodes/km 2 and 80 nodes/km 2 node densities respectively. In Fig. 6-(a) , the comparison of PDR is shown for each node density scenario. It can be observed that, as other position-based routing protocols, PBQMRP is sensitive to node density. It is well-known about geographic routing protocols that when the node density is small, there is less chance for an intermediate node to find a neighbor closer to the destination; hence resulting in higher packet loss [23] .
At low node density (20 nodes/km 2 ), the network is weakly connected and the mobile nodes are far away from each other. Therefore, it is difficult to establish routes between a particular source and destination. Therefore, PDR of PBQMRP is less compared with ODMRP. However, with the increased node density, the network connectivity will increase and the probability of establishing routes will increase as well.
As expected, with increasing the node density to 40 nodes/km 2 and 60 nodes/km 2 , PBQMRP performs better than ODMRP due to higher network connectivity and stable network structure. When the node density is higher than 60 nodes/km 2 , PDR for both protocols gradually decreases. This decrease is a result of the large number of control and data packets, hence higher probability of collision and more dropped packets. However, the decrease in PDR for our protocol is slight compared to ODMRP.
It can be seen from Fig. 6 -(a) that PBQMRP out performs ODMRP. PBQMRP is able to discover more links that satisfy QoS metrics; i.e., more reliable paths that deliver more data packets. While in ODMRP, the flooding behavior produces a lot of congestion in the network as the node density increases, which causes higher packet loss.
As shown in Fig. 6 -(b) PRL for both protocols increases with increasing node density due to larger number of nodes participating in forwarding position and route discovery packets. PBQMRP has less PRL than ODMRP as a result of using restricted directional flooding in route discovery. Also, position discovery packets are sent only to CL nodes. Fig. 6 -(c) presents the APL for both protocols under different node densities. Results show that average number of hops decreases as the node density increases, because in dense network the probability of finding shorter paths increases. In ODMRP, paths have less number of hops due to the selection of the shortest path to forward the data packets. While in PBQMRP, the average path length is slightly longer due to two reasons. First, in PBQMRP the discovered paths have to satisfy QoS constraints, which may result in using longer paths. Second, the use of hierarchal construction of the destinations requires data packets to be delivered to the coordinators first and then forwarded to each destination independently. This strategy may result in longer paths. Fig. 6-(d) shows that ARAL for both protocols increases with increasing node density due increasing number of participating nodes. Higher number of participating nodes causes congestion as well as delay in processing control packets. As the figure shows, PBQMRP has higher ARAL than ODMRP due to time required for position enquiry process. 
Effect of the group size
The objective of this experiment is to study the effect of varying the group size from 20 members to 80 members. In this experiment, one source keeps sending CBR traffic to the multicast group.
From Fig. 7-(a) , it is clear that PBQMRP delivers more fractions of data packets. The reason is that PBQMRP selects the routes that meet QoS parameters; so the selected routes are more reliable. Also, the hierarchal organizing of the multicast members previously discussed in section 3.6 improves the efficiency of forwarding the data packets. Compared to ODMRP, PBQMRP shows stable performance with a slight decreasing trend as the group size increases. This slight decrease is due to the packet losses resulted from tree disconnection. In ODMRP, PDR increases with increasing the group size. This is because ODMRP builds a mesh of forwarding nodes which becomes more reliable as the number of receivers increases. However, our protocol still has higher PDR regardless the group size. Fig. 7-(b) shows that PBQMRP protocol maintains approximately stable PRL with a slight increasing trend. Increasing the group size means increasing the probability of having links breaks in routes towards these destinations. This requires reinitiating route discovery process; i.e., higher PRL. However, PRL of our protocol is still less due to using RDF. On the other hand, PRL for ODMRP slightly decreased with increasing group size since increasing the group size means more forwarding node, which makes the mesh more reliable in forwarding data packets. PBQMRP ODMRP the shortest paths. This is expected because PBQMRP may select longer routes to satisfy the requested QoS parameters. However, the gap between the APL of both protocols is not significant. APL for both protocols increases as group size increases. This is may be justifiable for PBQMRP since it may choose longer paths satisfying the required bandwidth. However, we believe that the increase or decrease in APL depends on the positions of the new members added to the group.
In Fig. 7-(d) , the ARAL of PBQMRP is higher than that for ODMRP. The reason is that PBQMRP needs more time to get the positions of the destination nodes. Moreover, PBQMRP needs to check the available bandwidth on each node in the way to the intended destinations, which increases the time to select and return the suitable routes to the source node. For both protocols ARAL slightly increases with increasing group size due to the increase in APL shown in Fig. 7-(c) . 
Effect of bandwidth requirement
Here, we would like to see the effect of varying the bandwidth requirements for different mobility speeds. The common parameters are the number of mobile nodes (240 node), group size (48 member) and bandwidth requirements (0.1, 0.2, 0.4Mb/s). According to [24] , for a network capacity of 2Mb/s, the maximum data rate will not exceed 0.5Mb/s. So in our simulations, we considered a range from low to high bandwidth requirements. For this parameter, we only simulate PBQMRP because ODMRP does not support QoS routing. Fig. 8-(a) shows the PDR for different bandwidth requirements under different mobility speeds. We observe that at low bandwidth requirement (0.1Mb/s), the PDR gains higher values (PDR=0.958) compared with (PDR=0.882) using the same mobility for high bandwidth requirement (0.4Mb/s). This is because using low bandwidth requirements increases the chance of finding paths that have enough available bandwidth, which reduces the rate of packet drop. These results indicate that in PBQMRP, the PDR is still good even if the requested bandwidth is high. This is due to using multi-path routing. In PBQMRP, if the destination does not find one uni-route with sufficient bandwidth, it waits for other possible parallel paths to fulfills the requested bandwidth as explained earlier is subsection 3.7. As we see from Fig. 8-(a) , the PDR is very sensitive to mobility. Increasing node mobility increases the probability of having link breakage; which accordingly results in dropping data packets. 8-(b) shows that the PRL increases as node mobility increases for different bandwidth requirements. Increasing the mobility results in more broken links, and thus increases the routing overhead. When the requested bandwidth is high (0.4 Mb/s), the PRL gains its higher value for different mobility scenarios. This is because intermediate nodes do not forward route discovery packet except if they satisfy the requested bandwidth. This reduces the probability of finding routes to all destinations, which results in sending more and more route discovery packets; i.e., higher PRL. Fig. 8-(c) reveals that when the requested bandwidth is high the number of hops becomes slightly higher. This is because the probability of finding a shorter path with QoS support is reduced. Also, with increasing the mobility, the nodes may become far from each other which makes the discovered routes longer. Fig. 8-(d) shows that the ARAL is affected with mobility and ARAL increases with increasing the bandwidth requirement. This is because frequent movement of the nodes may result in having nodes far away from each other; increase the ARAL. As expected, when the requested bandwidth is high (0.4Mb/s), ARAL will be higher. The reason is that the destination/coordinator has to wait until a route with QoS is found. However, PBQMRP reduces the ARAL by selecting parallel segments to meet the requested bandwidth.
Conclusion
In this paper, we have designed a Position-Based QoS Multicast Routing Protocol (PBQMRP) for MANETs. The main objective of PBQMRP is addressing the scalability issue of QoS multicast routing protocols. In PBQMRP, the location information of the mobile nodes is used to develop a novel and scalable virtual architecture. This structure is utilized to perform efficient propagation of location service packets and manage nodes movement. After location discovery, efficient position-based route discovery for QoS paths is carried out.
Simulation results show that PBQMRP has decent performance in terms of packet delivery ratio and packet routing load. Also, PBQMRP shows real scalability for large area networks with large number of multicast members. The cost of our protocol is the time needed to inquiry about the multicast group members' positions.
In the future, our aim is to develop a framework to support multimedia applications using multicast communication. Additionally, work can be done on examining the effect of the size of the cell and determining the optimal cell size that achieves good routing performance. Furthermore, we are looking for performing a simulation study to compare hexagonal gridding with square and triangle gridding using the same routing methodology. Last but not least, we are looking for studying the performance of PBQMRP using different sub-group sizes.
