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We study the average asymptotic growth rate of cells in randomly fluctuating environments, with
multiple viable phenotypes per environment. We show that any information processing strategy
has an asymptotic growth rate, which is the sum of: (i) the maximal growth rate at the worst
possible distribution of environments, (ii) relative information between the actual distribution of
environments to the worst one, and (iii) information utilization rate, which is the information rate
of the sensory devices minus the “information dissipation rate”, the amount of information not
utilized by the cell for growth. In non-stationary environments, we find that the optimal phenotypic
switching times equally partition the information dissipation rate between consecutive switching
intervals.
In order to grow, cells need to respond to the envi-
ronment by choosing their phenotype. When external
conditions change, cells that respond on time with the
appropriate phenotypic response grow faster than cells
that are slow or erroneous in their response. The phe-
notypic response occurs in a broad range of time scales,
from seconds in certain metabolic switchings, to minutes
(e.g. in the lag phase), to hours. Cells typically subju-
gate their gene expression to the environment via elab-
orate signal transduction networks that convey and pro-
cess external cues to form the appropriate response. For
example, S. Cerevisiae ribosome production levels, which
are estimated to consume more than 60% of the available
free energy [1] are determined by the environment in a
feed-forward loop [2]. Evidently, more information can
potentially facilitate faster growth, but it is unclear how
to quantify its actual utilization, as the information can
also be ignored or misused.
Shannon noticed that the problem of communication
can be addressed on three levels [3]: “(i) how accurately
can the symbols of communication be transmitted? (the
technical problem); (ii) how precisely do the transmit-
ted symbols convey the desired meaning? (the semantic
problem); (iii) how effectively does the received mean-
ing affect conduct in the desired way? (the effectiveness
problem)”. In this work, we will address this problem in
the context of cell growth in fluctuating environments.
We show that it is possible to quantify both the infor-
mation rate (the technical problem), and how well this
information is utilized to allow for growth (the effective-
ness problem). When the switching strategy is optimal,
all the information is utilized for increasing the asymp-
totic growth rate [4–7], a bound recently improved in the
case of correlated environments and phenotypic switch-
ing with memory [26].
Our goal is to consider the generic case where the uti-
lization rate is not necessarily optimal and there is more
than one viable phenotype per environment. We derive
a relation between the asymptotic growth rate (AGR)
of a population of cells growing in a randomly fluctu-
ating environment [6], the amount of information the
cells acquire about their environment and the manner in
which they utilize this information for growth. We focus
on a simplified scenario which can serve as a non-trivial
starting point for studying this question in experiments.
Thus we assume spatial homogeneity (well-mixing) con-
ditions, an enforced external environment, unaffected by
the cell’s response, and a large population of cells. Fur-
thermore, we assume rapid response of the cells to signif-
icant changes in their external environment.
To obtain the desired relation, we solve two optimiza-
tion problems that represent two extreme scenarios. In
the first scenario, the cells choose their phenotype with-
out any information on the environment. The optimal-
ity criterion in this case is the game-theoretic min-max
solution, Λgame, the minimal growth rate the cell can se-
cure irrespective of the environment. It serves as a lower
bound that any useful information utilization strategy
has to outperform. The game theoretic strategy is op-
timal if the worst case scenario is realized, and is guar-
anteed to yield better performance otherwise. Thus, a
strategy that employs information should be compared
with the guaranteed baseline we get by playing the game-
theoretic solution. If we get less, then the information is
not only useless but even harmful. We stress that this
lower bound on the performance of information utiliza-
tion strategies comes from a design, i.e. evolution, con-
straint and does not imply that nature is actively trying
to annihilate cells.
The second scenario is optimal utilization rate of the
available information, where the cell employs all its avail-
able information, albeit noisy, for growth. The asymp-
totic growth rate (AGR) in this case, Λopt, is an up-
per bound for the performance of any actual utilization
strategy [8]. We use these two bounds to reach our main
result. By solving for these two extreme strategies we
are able to decompose the average AGR of any given in-
formation utilization strategy Λ into a sum over entropy
rates:
Λ = D (p||p∗) + U + Λgame ≤ Λopt, (1)
2where p∗ is the least favorable distribution of environ-
ments, D(p||p∗) is the relative information between the
actual distribution of environment p and p∗, 0 ≤ U ≤
I is the information utilization rate which is tightly
bounded by the information channel rate I, and Λopt =
D (p||p∗) + I + Λgame.
Formal setting of the asymptotic growth problem.–
Consider a set of distinct viable environments denoted
by an index E ∈ {1, ..., n}. We assume that the environ-
ments change stochastically and have a stationary prob-
ability distribution function p, with pei = Prob(E = i).
The set of available phenotypes is denoted by an index
B ∈ {1, ...,m}, m ≤ n. b is a probability vector with
elements bk = Prob(B = k) — the probability that a
random cell drawn from the population will present phe-
notype k. The side-information S ∈ {1, ..., n} is the out-
put of the information channel. The n ×m growth rate
matrixMik > 0 is the growth rate of phenotype k in envi-
ronment i. We write the continuous population dynamics
equation as
dNk
dt
=Mi(t)kNk(t) +
m∑
l=1
Ω
j(t)
kl Nl(t), (2)
with Nk(t) being the number of cells with phenotype k at
time t. Also, i(t) is the (random) environment index at
time t, and Ωj(t) is an m×m phenotypic transition rate
matrix which depends on the current state of knowledge
of the cell about the environment, S = j(t) [9].
The information channel in our model is an abstract
representation of the molecular machinery in the cell
that convey information about the external environment.
This information can be the internal concentrations of ex-
ternal metabolites transported to the cell [10], but it can
also be a transduction network that relays a signal trig-
gered by a binding event to a membranal protein sensor.
The information rate through the channel can be eval-
uated from the joint probability distribution for i and
j [10]. With the additional assumption that Ωj(t) is ir-
reducible, i.e. every phenotype is accessible from any
other phenotype, a unique zero eigenvalue exists and the
corresponding eigenvector is the steady state phenotype
probability distribution bj(t), which is a vector whose k-
th element is bB=k|S=j — the probability for the cell to
choose phenotype B = k given the information that the
environment is S = j.
From continuous to discrete dynamics via the strong
mixing approximation.– Assuming that the average mix-
ing rates Kj of each transition matrix Ω
j [11], are much
larger than the maximal growth rate i.e. Kj ≫ maxiMii
for all j, we can approximate Eq. (2) by its discrete
version, where we replace each transition matrix Ωj(t)
with the matrix that projects the population to the cor-
responding steady-state, bj(t) of Ωj . Thus,
N
′
k(t+∆T ) = N(t)bk|j(t),
Nk(t+∆T ) = Oi(t)kN
′
k(t+∆T ), (3)
where N(t) =
∑
kNk(t) > 0 is the total population at
time t and Oik = e
Mik∆T is the multiplicative growth fac-
tor, which measures by how much phenotype k changed
in environment i. The first step of Eq. (3) accounts for
the effect of a sudden change in the information j, e.g.,
due to a change in the environment. The second step of
Eq. (3) computes the change in the number of cells per
phenotype after a time ∆T in the new environment.
The fold change in the population size after a time t is
F (t) = log N(t)
N(t=0) . The asymptotic growth rate (AGR) is
defined by Λ = limt→∞
1
t
F (t) = limt→∞
1
t
log N(t)
N(0) [12].
The relation between the fold change after a switching
event, log N(t)
N(t−1) , and the overall fold change is given by
F (t) = log N(t)
N(t−1) + log
N(t−1)
N(t−2) + . . .+ log
N(1)
N(0) . It follows
that the time averaged AGR from t = 0 to t = T is
Λ⌊T⌋ =
1
⌊T ⌋
⌊T⌋∑
t=1
log
(∑
k
Oi(t)kbk|j(t)
)
, (4)
where ⌊T ⌋ =
⌊
T
∆T
⌋
is the number of environment switch-
ing events up to time T . Assuming ergodic environment
statistics and taking the limit T → ∞, we can replace
the time average by an ensemble average,
Λ =
∑
ij
pj|ip
e
i log
(∑
k
Oikbk|j
)
. (5)
pS=j|E=ip
e
i = pE=i|S=jp
s
j is the joint probability distribu-
tion for the environment E = i and the side-information
S = j, where pE=i|S=j is the probability for the environ-
ment to be E = i given that the side information is S = j,
pS=j|E=i is the probability for the side information to be
S = j given that the environment is E = i, and psj and
pei are the marginal probabilities for the side informa-
tion and for the environment, respectively. The values
of pE=i|S=j for all i’s and j’s reflect the quality of the
information channel; e.g., a zero-loss channel is given by
pE=i|S=j = δij . In the absence of side-information, Eq.
(5) reduces to Λ(p,b) =
∑
i p
e
i log (
∑
k Oikbk), where bk
is the probability for phenotype k. Eq. 5, the start-
ing point of our analysis, was previously discussed in
[5, 7, 26].
To relate the AGR and information utilization rate,
we show that Eq. (5) can be decomposed, under some
restrictions on the matrix O, into a sum of entropy rates.
Previously, this was done only for a class of diagonal O
matrices called “fair” (see [5], p. 163). However, the
assumption that for any environment there is a single vi-
able phenotype is too strict to be useful. Typically, there
are numerous phenotypes capable of growing in a given
environment at different growth rates. Our goal then
is to present a generalization applicable for generic non-
diagonal matrices. For this purpose, we first introduce
two different optimality criteria which serve as upper and
3lower bound for the performance of any information uti-
lization strategy.
The optimal solution.– To find the optimal informa-
tion utilization strategy given the channel performance
and the environment distribution, we equate to zero
the derivative of the average asymptotic growth rate
in Eq. (5) with respect to the information utilization
strategy bB=k|S=j , employing Lagrange multipliers to
keep bB=k|S=j within the probability simplex. The op-
timal utilization strategy derived in [13], is bopt
B=k|S=j =∑
lWklpE=l|S=j, where Wkl ≡
O
−1
kl∑
m
O
−1
ml
. We require that∑
mO
−1
ml is strictly positive for all l’s, which implies that
the matrix W−1 is stochastic [13]. The meaning of this
requirement will become evident in what follows. Note
that the matrixW itself is not necessarily stochastic as it
typically contains negative elements [14]. We define the
positive diagonal matrix d by dij = δij(
∑
k(O
−1)ki)
−1.
Then, W = O−1d [15].
Min-max solution–. Next, we introduce the game-
theoretic optimal solution also known as the min-max
point or Nash equilibrium [16]. Consider the AGR as a
payoff function in a zero-sum game against nature [17].
For the technical purpose of finding the min-max point,
we pretend that nature is an adversary that is trying to
minimize the average cellular AGR, Λ(b,p), while the
cell, in the absence of any information, tries to maximize
Λ. Both probability distributions b and p are indepen-
dently determined. From the previous assumption that
W−1 is a strictly positive stochastic matrix it follows that
the matrix O has a single Nash equilibrium [13], which is
totaly mixing in the phenotypic strategy space [18, 19],
i.e. there are no phenotypes that should be avoided un-
der all circumstances (“bad phenotypes”). Note that the
set of matrix games with a unique Nash equilibrium is
dense in the set of all matrix games [18] (p. 76).
By starting from a rectangular matrix O and eliminat-
ing all the convexly dominated phenotypic strategies, one
can obtain a reduced square sub-matrix O˜ of size r × r,
r ≤ m, called the essential part of the game [18]. This
elimination process is always possible by finding the min-
max vectors of O, and then erasing all rows and columns
in O not used by the min-max strategy vectors [13, 18].
From hereon we will assume that O is already essential
[20]. For an algorithm to perform the reduction applica-
ble for any growth matrix see [13], section (iv).
The min-max (Nash) solution is characterized by a pair
of probability distributions p∗ = eΛgame1tO−1 for nature,
and b∗ = eΛgameO−11 for the phenotypes, where Λgame =
− log
(
1tO−11
)
is the game value, i.e. the minimal AGR
that the cell can secure, by playing Nash, irrespective of
nature’s strategy [16], and 1 is the all-ones column vec-
tor. In other words, we find that Λ(b,p∗) ≤ Λ(b∗,p∗)
and Λ(b∗,p) ≥ Λ(b∗,p∗) with Λgame ≡ Λ(b
∗,p∗). The
game-theoretic, zero-information optimal solution serves
as a minimal benchmark for all other utilization strate-
gies that do rely on information, since it guarantees a
minimal level of AGR which can only improve if the cells
stick to this strategy while nature deviates from the worst
case scenario.
General solution–. Upon introducing the optimal uti-
lization strategy for a given information channel with its
associated optimal AGR, Λopt, and the game-theoretic
optimum with its associated AGR, Λgame, we now pro-
ceed to derive our main result. Our starting point is
Eq. (5). Let us define the channel matrix Π such that
Πij = pE=i|S=j and the utilization matrix B such that
Bkj = bB=k|S=j , where the j-th column of B is b·|S=j.
Rewriting Eq. (5) in matrix form, the optimal uti-
lization strategy for a given channel matrix Π satisfies
Bopt = WΠ = O−1dΠ, where (Bopt)kj ≡ b
opt
B=k|S=j . We
invert this relation to find Π = W−1Bopt = d−1OBopt.
Replacing Bopt with an arbitrary utilization strategy ma-
trix B we obtain that Π′ = W−1B = d−1OB. Thus, Π′
is the channel performance matrix for which a cell with
an arbitrary utilization strategy B is optimal [21]. We
can now rewrite Eq. (5) as follows:
Λ =
∑
ij
pi|jp
s
j log(
∑
k
diid
−1
ii Oikbk|j)
=
∑
ij
pi|jp
s
j log(diip
′
i|j). (6)
Noticing that the game-theoretic optimal solution for
nature is p∗i =
1∑
k
d
−1
kk
d−1ii , we can replace diip
′
i|j
in the logarithm by a product of four terms: Λ =∑
ij pi|jp
s
j log
(
pei
p∗
i
p′i|j
pi|j
pi|j
pe
i
1∑
i
d
−1
ii
)
. By summing sepa-
rately each term in the logarithm of the product and
using the relation peipS=j|E=i = p
s
jpE=i|S=j , we obtain
our main result:
Λ = D (p||p∗) + I (E;B)
−
∑
j
psjD
(
p·|j||p
′
·|j
)
+ Λgame. (7)
The term D (p||p∗) =
∑
i p
e
i log
pei
p∗
i
is the relative infor-
mation (Kullback-Leibler divergence) between nature’s
actual distribution of environments p and the worst pos-
sible one p∗. It measures how much the AGR can po-
tentially gain when nature is not playing the worst pos-
sible strategy. The term −
∑
j p
s
jD
(
p·|j||p
′
·|j
)
≤ 0 is
the information dissipation rate, the amount of infor-
mation not utilized for growth. It vanishes if the uti-
lization strategy optimally fits the channel performance.
I(E;B) = D
(
pE=i|S=jp
s
j ||p
e
ip
s
j
)
is the mutual informa-
tion that measures how much information is conveyed by
the channel.
In terms of Shannon’s hierarchy, I measures how accu-
rately the different environment states are transmitted,
while the third (penalty) term in Eq. (7) measures how
4effectively the received information affects the phenotypic
switching to allow for faster growth. The combined term
U(E;B) = I(E;B)−
∑
j
psjD(p·|j ||W
−1b·|j), (8)
that appears in Eq. (7) can be interpreted as the effec-
tive information utilization rate which is the sum of the
channel information rate minus the information dissipa-
tion rate [22].
It is instructive to consider the case where no side in-
formation is available (bet-hedging). In this case, Eq. (6)
yields the average AGR:
Λbet = D (p||p
∗)−D (p||p′) + Λgame, (9)
where p′ = S−1b is the distribution of environments
for which the bet-hedging strategy b is optimal. The
difference between the average AGR with and without
an information channel is given by ∆Λch = Λ − Λbet =
−
∑
j p
e
jD
(
p·|S=j||p
′
·|S=j
)
+D (p||p′) + I(E;B). Com-
paring between optimal strategies, the first and the sec-
ond terms vanish and we obtain that ∆Λoptch = I(E;B),
i.e. the channel capacity. This is in accord with previ-
ously obtained tight upper bounds presented in [4, 6] and
in particular in [5, 7] for non diagonal growth matrices.
Interpretation in terms of correlated equilibrium–.
Correlated equilibrium (CE) is a generalization of Nash-
equilibrium that allows for correlations between players
[23]. Consider two players (in our case, nature and the
cell) that choose their strategies using marginal proba-
bility distributions derived from a joint distribution J ,
bk =
∑
l Jkl and pl =
∑
k Jkl. The players are in corre-
lated equilibrium (CE) if, assuming one player fixes his
strategy to the marginal of J , the other player has no
incentive to deviate from its marginal either. It follows
that a Nash-equilibrium is also a CE with Jkl = b
∗
kp
∗
l .
When cells base their phenotypic switching on measure-
ments, albeit noisy, of the external environments, they
will always grow faster, as long as they respond at a rate
that is faster or comparable to the switching rate of the
environment (as assumed throughout our analysis). This
suggests the information utilization strategy as a natural
pathway to CE [24].
Metabolic pathways with binary alternatives–. Con-
sider a population of Ecoli bacteria in a minimal M9
medium (environment E = 1). The second environment,
E = 2, is the also an M9 medium supplemented with an
additional essential amino-acid say Histidine (His). It
follows that the second medium has two alternative ni-
trogen sources (NH4Cl from the M9 medium, and His).
The net rate of accumulating His in a bacterium resid-
ing in E = 2 is the sum of the rate of uptake and the
rate of de-novo synthesis. The dependence of the growth
rate on the balance between the two alternatives, up-
take and production, is not necessarily linear due to the
overhead cost of the production channel. Let the max-
imally growing phenotype in E = 2 be a combination
V
opt
His = α
optVuptake+(1−α
opt)Vsynth, with 0 < α
opt ≤ 1.
We can now reduce the strategy space into two con-
vexly dominant phenotypes: (i) cells with phenotype
B = 1 do not uptake the amino-acid but rather pro-
duce it. (ii) cells with phenotype B = 2 regulate the
synthesis of the amino-acid and the uptake to the op-
timal level αopt; The growth matrix is a 2 × 2 matrix
with elements OE=1,B=1 = e
ν∆T , OE=1,B=2 = e
−µ∆T
(which represents dilution of the essential amino-acid
that eventually leads to cell death), OE=2,B=1 = e
ν∆T
and OE=2,B=2 = e
µ∆T , where µ is the maximal growth
rate in E = 2 and ν < µ is the maximal growth rate
in E = 1. We suggest the following experiment to test
our prediction [13]. Consider bacteria growing in a ran-
domly generated sequence of media E = 1 or E = 2,
with a user defined probability p. The side-information
and the phenotype should be measured throughout the
population. Then each term in Eq. (7) can be indepen-
dently measured. If correct, a linear relation between
the measured AGR, Λ, and the independently measured
sum D (p||p∗) + U is expected when we vary p. The
phenotype can be measured by monitoring the de-novo
synthesis of His in the two environments. The side in-
formation can be measured by the internal level of the
transported His, e.g., by labeling the external His. The
AGR can be independently measured from the popula-
tion size [13]. For a a Monte-Carlo simulation of this
experiment, a generalized scheme involving more than a
binary choice, and for two other suggested examples for
experiments see section (ii) and (v) in [13].
Non-stationary environments–. When the environ-
ment distribution varies at a rate lower than the phe-
notypic switching rates, Λ(b(t),p(t)) is still meaning-
ful. The instantaneous loss function is then L(t) =
Λopt−Λ =
∑
ij pE=i|S=j(t)p
s
j log
pE=i|S=j(t)
∑
kW
−1
ik
bB=k|S=j(t)
. The
optimal strategy is to instantaneously tune the switch-
ing strategy such that it will track the environment
given the channel performance. However, this is im-
practical as it takes time to sense the changes and re-
spond. More realistically, the phenotype distribution
may change only once in each time interval [tν , tν+1].
To find the optimal switching strategy given this con-
straint, we minimize
∫ tν+1
tν
L(t)dt−λ(
∑
k bk|j − 1), where
λ is a Lagrange multiplier. The resulting optimal strat-
egy is
∑
kW
−1
ik bB=k|S=j =
1
tν+1−tν
∫ tν+1
tν
dtpE=i|S=j(t) ≡
p¯E=i|S=j i.e. a time average over the optimal instan-
taneous response. We can also ask what is the optimal
switching times for a given phenotypic response, not nec-
essarily optimal. The result, derived in [13] is to switch
in a way that distributes the information dissipation rate
evenly between consecutive switching events. It is possi-
ble to define a Riemannian metric over the strategy space,
such that the infinitesimal distance squared between two
5strategies is given by (∆L)2 =
∑
ij p
s
j
∆p2E=i|S=j
2pE=i|S=j
[25]. Us-
ing this metric we can give a geometrical interpretation
to the optimal switching times, namely that they are
equidistant. In the limit of continuous optimal switching,
the resulting trajectory in probability space is a geodesic
line.
To conclude, we study the asymptotic growth rate of
cells in fluctuating environments and find it can be de-
composed into a sum of (i) the baseline growth rate
at the worst possible condition (game value) Λgame,
(ii) the relative information between the actual envi-
ronment distribution and the worst possible distribu-
tion D(p||p∗), and (iii) the information utilization rate,
U = I−
∑
j p
s
jD(p(·|S = j)||p
′(·|S = j)). U is the differ-
ence between the information rate of the sensing device
and the information dissipation rate. If the organism op-
timally utilizes the information from the sensors, then
any bit of information gained can be directly translated
to gain in the AGR.
Recently, several generalizations to the problem of pop-
ulation growth in varying environments have been ex-
amined [26]. In particular, it was shown, in the case
of less-than-fatal penalty of non-optimal strategies, that
the additional growth rate gained by adjusting the phe-
notypic response is bounded by the channel capacity I.
Also discussed in [26] is modulation of the phenotype that
also takes into account a feedback from past phenotypes.
It was shown that the mutual information bound in the
presence of this feedback can be further tightened by the
directed information bound. Interestingly, the channel
capacity bound I we obtained can be restored if feedback
in the phenotypic switching mechanism is avoided [27].
The growth benefit of feedback exists when different en-
vironments are correlated in time. When the correlation
decay time is smaller than the feedback delay, feedback
becomes detrimental and better growth rates are attained
without it. This might be the reason why transporters
and ribosome production in several single-cell organisms
are modulated by signal transduction networks that are
feed-forward and lack global feedback [2, 28].
Finally, when the environment is non-stationary, we
found that the optimal strategy is to use the time-average
of the instantaneous optimal strategy and to switch at
times that distribute the loss evenly among the switch-
ing intervals. While we did not discuss how a cell can
actually approach this optimal phenotypic response, re-
cent studies suggest how a crucial quantity in this natural
computation, namely the the conditional probability pi|j ,
might be calculated by a network of interacting proteins
[10, 29].
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