The author considers the problem of constructing confidence intervals for the median of a future observation at certain values of exogenous variables, following a normalizing transformation. He shows that when this transformation is estimated, the usual interval obtained through an inverse transformation needs to be corrected, even when the sample size is large. He then gives a simple analytical solution to this problem and provides simulation results confirming the good small-sample properties of the corrected interval. He also presents two concrete illustrations.
INTRODUCTION
Data arising from biological, environmental, medical and economic studies are typically skewed and an appropriate measure of the central tendency in these cases is the median. In analyzing these data, it is popular first to use the Box-Cox transformation technique to normalize the data and stabilize the variance and then to apply the usual regression technique to the transformed data. Attractive features of this approach include (i) standard normal theory inference methods can be used, and (ii) a simple inverse transformation gives point or interval estimation concerning a future observation. These are especially true for a model with only the response being transformed (Box & Cox 1964) . The resulting intervals based on an inverse transformation are exact or approximate, depending on whether the data can be transformed to exact normality or only to near normality.
Often in practice, however, the transformation (or transformation parameter) is unknown and has to be estimated from the data. In this case, a common practice is to replace the unknown transformation by its estimate and treat the estimated transformation as the true one (Collins 1991; Hahn & Meeker 1991, p. 72) . Such "plug-in" type intervals ignore the effect of transformation estimation, which should be studied or corrected to account for the transformation estimation.
In this paper, we study the confidence interval for the median of a future observation at certain values of concomitant variables, obtained through a simple inverse transformation, and show that when the transformation is unknown and is replaced by its estimate, the usual transformationbased interval needs to be corrected even when the sample size is large. We then give a simple analytical correction. Monte Carlo simulation shows that the corrected interval performs very well, having coverage probabilities very close to their nominal levels for small to moderate sample sizes. Real data examples indicate that the transformation approach with correction gives more reasonable confidence intervals than those without transformation and correction. and as follows: 
. A natural predictor for 
If the function ¦ in (1) stands for the Box-Cox power transformation, namely
then a simple inverse transformation of this interval yields a
. This interval is correct when exact normality is achieved by the transformation, and it is asymptotically correct when only a certain degree of symmetry is achieved by the transformation, i.e., the mean and median of the transformed observations are the same. Thus, when is known, the interval can be recommended for practical applications and should be very attractive to practitioners due to its simplicity.
Unfortunately, is often unknown and has to be estimated using the same set of data. In this case, a common practice is to replace in (4) by its estimator B (Collins 1991; Hahn & Meeker 1991, p. 72) . Thus, the confidence interval for b
. Interval (5), referred to as the Box-Cox Confidence Interval, is then used without accounting for the extra variability introduced by B .
THE ADJUSTED BOX-COX CONFIDENCE INTERVAL
Clearly, for the confidence interval (5) to have a good performance, it is necessary that the pivotal quantity 
, and
In Theorem 2, we use the following notational conventions: "
7
" denotes the elementwise multiplication operator of two vectors, i.e., 
. The confidence interval given in (8) 
A Fortran subroutine for doing so is available from the author. For more practical applications, a SAS/IML program is also available which calculates the quantity in the third equation of (2) over a grid values of , so that an approximate B value can be given. This value can be further refined when necessary using the same program.
MONTE CARLO SIMULATIONS
The results given in the last section say that when the sample size is large, the adjusted BoxCox confidence interval performs just as the confidence interval under the normal theory linear model. However, it is not clear how well the adjusted Box-Cox confidence interval performs when ¡ is not large. We now study this issue using Monte Carlo simulation. Consider a simple linear transformation model: Table 1 . We see that the adjusted confidence interval has coverage very close to its nominal level. It is important to note that the correction is very much necessary, especially when is outside of the experimental region. For example, the value of S c an be as big as 8.2128 (the square of the 12th number in the fourth column of 
NUMERICAL EXAMPLES
Two real data examples in this section illustrate the adjusted Box-Cox confidence intervals. The original data are omitted for brevity.
Example 1 (Biological Data). A 3 ¢ 4 factorial design with linear additive effects and four replicates is fitted to the biological data of Box & Cox (1964) . The responses are survival times (in 10 hr) of animals; the two factors are poison and treatment. Confidence intervals for the median survival time at each of the 12 design points are calculated; results are summarized in Table 2 . Notice that i v § j is constant, due to the symmetric structure of the design. In this special factorial design case, the estimated correction is not large, but it cannot be ignored in many cases. It is interesting to note that the adjusted Box-Cox confidence intervals are often shorter than the ones obtained from fitting a linear model to the original data, i.e., { 0 ¤ . Compared with the original data, it seems that the transformation approach with correction provides more reasonable confidence intervals. Example 2 (Salinity Data). In forecasting the shrimp harvest in Pamlico Sound, North Carolina, USA, & Carroll (1980) give a set of 28 observations on the salinity of water during the spring. The three predictors are the salinity lagged two weeks, the trend dummy variable for the time period, and the water flow or river discharge. These data were extensively analyzed by Atkinson (1985) to illustrate techniques of model checking, data transformation, etc. As in Atkinson's paper, the water flow value for observation 16 is modified and the third observation is deleted. The resulting confidence intervals are summarized in Table 3 . Notice that the correction can be quite large if is outside the experimental region. The confidence intervals without transformation and correction can have negative lower limits, which is clearly unreasonable. 
DISCUSSION
The Box-Cox transformation is a popular technique in analyzing the skewed data commonly occurring in biological, medical and environmental sciences, as well as in economics and engineering reliability. When the transformation is known, standard normal inference theories can be applied and simple inverse transformations lead to inferences corresponding to the original response. However, the transformation parameter is often unknown and has to be estimated from the data. A common practice in this case is to use the so-called "plug-in" method, i.e., plugging B into the -assumed-known intervals. Such a practice ignores the effect of estimating the transformation, and a correction seems to be necessary in most parametric inference problems.
A simple analytical correction on the "plug-in" method, if it exists, extends the standard theory to more complicated modelling situations and at the same time preserves the simplicity of the standard normal inference theories. This was the original driving force behind the present work. The results given in this paper shed light in this direction. The problems that may follow include the confidence limits for regression quantiles, tolerance intervals for a future observation, bounds on reliability function, etc. The results given in this paper are consistent with those of Carroll & Ruppert (1981) , where it is shown that there is a cost associated with the estimation of the transformation when estimating the median of the original future observation. Luckily, this cost is generally not severe.
The results of this paper may be modified to suit other transformation functions; see recent work of Yeo & Johnson (2000) . The transformability of a data set to normality can be tested using a recent result of Chen, Lockhart & Stephens (2002) . 
