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This paper develops minimum distance estimators for nonparametric models where the 
dependent variable is known only to fall in a specified group with observable thresholds, 
while its true value remains unobserved and possibly censored. Such data arise 
commonly in major U.S and U.K data sets where, e.g., the thresholds between which 
earnings fall are observed, but not its level. Under minor regularity conditions 
identification of such a model is shown to depend on there being at least two thresholds 
when the model disturbance’s distribution is smooth and invertible. Estimators are 
motivated by conversion of the model into a set of binary choice models, each 
corresponding to one finite-valued threshold. This conversion illustrates that the 
difference of any two thresholds from a function that depends on identified components 
is identically zero; the function of interest is an additive component of this identity. 
Minimum distance estimators for possibly nonlinear functionals of the model are 
proposed, and shown to be consistent with a limiting distribution that is Gaussian. 
Estimators of the covariance matrix are provided. The estimators are applied to 
estimation of a problem in labor economics.   
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This paper develops estimators for nonparametric models wherein a dependent variable is
known only to fall in a interval, while its true value remains unobserved. Examples of this
problem arise in popular microeconometrics data sets where, e.g., earnings or weeks worked are
known only to belong to a specified interval. In addition, such data are often censored below
and above arbitrary points on the real line. To develop the ideas consider the model
y∗ = m0(x) + ε, E(ε|x) = 0(1)
where y∗ is a latent dependent variable, x = (x1, ..., xK)0 ∈ X ⊂ RK is a K-vector of regressor
variables, m0(·) : X → R is an unknown function, and ε is a stochastic disturbance with
unspecified and continuous distribution function π. The latent dependent variable is known to
fall into one of J intervals that exhaust the real line with jth interval given by (Gj−1, Gj), where
J is fixed, finite and each Gj , (j = 0, ..., J) is observed. Arrange the groups to be increasing
such that G0 < G1 < ... < G J , with G0 = −∞ and GJ = ∞. Let 1{·} denote the standard
indicator function. The observed data in this model are (y, x) where y is a grouped variable
with
y = 1{Gj−1 ≤ y∗ ≤ Gj} · (Gj−1, Gj), j = 1, ..., J(2)
where the first and Jth intervals are open ended.
Suppose ε were independent of the regressor variables, π known or specified andm0(x) depen-
dent on x only through a linear index, e.g. mo(x) = x0β0, then maximum likelihood estimators
of β0 would be n
1/2 asymptotically normal as shown in Stewart (1983). More generally, suppose
m0 were a linear index, ε independent of x, but π unspecified. Redefine y = 0 if y∗ ∈ (G0, G1)
and
y = 1{y∗ ∈ (Gj−1,Gj)} ·Gj−1, j = 2, ..., J.(3)
Then one may rewrite (1) as the single index model y = h(y∗) = h(x0β0 + ε) where h is an
unspecified, increasing transform. Various n1/2 estimators that estimate β0 up to an unknown
scale exist for this index model, e.g. Stoker (1986), Han (1987), Ichimura (1993), Cavanagh and
Sherman (1998). As these estimators are consistent for any increasing transform h, continue
to define y = 0 if y∗ ∈ (G0, G1) and replace each Gj with j in (3). This yields an ordered
response model with unobserved threshold points Gj, j = 0, ..., J . Assuming independence
of the disturbance and regressors, Klein and Sherman (2001) develop n1/2 consistent scaled
estimators of (β0,G0, ...,GJ) for this model.
This paper is concerned with estimation of a diﬀerent model and is motivated by diﬀerent
considerations. Unlike an ordered response model the threshold points are observed and there-
fore, not of interest in estimation. The model is more general than index models in that (1)
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allows for a nonparametric relation between the regressors and the latent y∗, but also leaves π
unspecified without requiring the independence of the disturbances from the regressors. Thus
even if m0 were a linear index the estimators of Klein and Sherman (2001) are inapplicable
because those estimators are defined strictly for independent disturbances. In fact, the weaker
restriction on the disturbances is a substantive component of our model because (1) includes
certain limited dependent variable models as special cases, where conditionally heteroskedastic
errors may arise quite naturally.
It appears that to date, an estimator of (1) is unavailable in the literature. Estimation of
(1) with arbitrary assignment of each y in the jth interval some value in (Gj−1,Gj) will in
general lead to inconsistent estimation of m0, prompting the search for an alternate estimation
strategy for the model. This paper takes a step in that direction, suggesting a method derived
from conversion of the model into a set of J − 1 binary choice models for each of the finite-
valued thresholds, i.e., yj = 1{y∗ < Gj} (j = 1, ..., J − 1). This conversion results in a set of
identities that, for arbitrary j, k (j 6= k), identically equate the diﬀerence of the jth and kth
thresholds to a function that depends only on the conditional means of the jth and kth binary
choice models. The function m0 is an additive component of this identity. A nonparametric
two stage estimator is proposed in which the first stage constitutes estimation of the binary
choice models, and the second stage consists of a nonparametric generalization of the classical
minimum distance estimator that minimizes some measure of distance between the thresholds
and the function of interest. Naturally, observability of the thresholds is central to second step
estimation, making the estimators here inapplicable to the standard ordered response models.
Estimators of model (1) can have many uses in microeconometrics empirical research, a
compelling example being models with earnings or weeks worked as a dependent variable. In
major U.K and U.S data sets such variables are both grouped and censored for administrative or
confidentiality reasons (e.g., earnings in various US Censuses, the Survey of Consumer Finances,
and UK National Training Service data files; weeks worked in the Current Population Survey),
giving useful practical motivation for the estimators of m0 proposed in this paper. The function
m0 is not the only estimand of interest, however. Let f0(x) represent a distribution function on
X , w(x) a scalar weighting function and (x0a, x0b)0 represent subvectors of x. Then academic and
policy relevant parameters may correspond to estimands:
(a) m0(x¯); for some x¯ = (x¯1, ..., x¯K) ∈ X













b))dxa for fixed x˜b and known h : R→ R
among others. The examples in (4) correspond to a point estimate, weighted average derivative,
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unrestricted expectation, and expectation of some possibly nonlinear function ofm0, respectively.
One example of (d) is average consumers’ surplus in Hausman and Newey (1995) where m0 is a
demand function, xa price level, xb income, and h(·) is exp{·}. Section 4 will derive large sample
distributional results for each of these estimands, including the function m0. Rather than derive
these results separately for each example, the asymptotic distribution theory will be given for a
general nonlinear functional of the model that includes each of these, and others.
We begin in Section 2 by analyzing identification of the model. Section 3 describes estimators
of a class of nonlinear functionals of the model, and consistent estimators of the asymptotic
covariance matrix of the estimators. Some practical/implementation considerations are also
discussed. Section 4 states the assumptions underlying consistency and asymptotic normality of
the estimators, and gives the principal distribution results. An important aspect of this paper
is feasibility of the proposed method in empirical research. To this end, Section 5 presents
an empirical study that applies the suggested estimators to study the returns to education in
1964-1971 in an earnings model where earnings are both grouped and censored.
2. IDENTIFICATION
Define J − 1 binary-valued dependent variables, corresponding to each of the finite-valued
thresholds Gj (j 6= 0, J) with jth dependent variable, denoted yj , given by
yj = 1{y∗ < Gj}, (j = 1, ..., J − 1).(5)
Define P j(x) ≡ E(yj |x). By the joint distribution of (yj, x, ε) identified, P j(x) is identified for
all j (j = 1, ..., J − 1), so that for any other P¯ j(x) = E(yj|x), Pr(P¯ j(x)− P j(x) = 0) = 1. By
equation (1),
P j(x) = π(Gj −m0(x)).(6)
The first theorem will illustrate that this identified component suﬃces to identify m0(x), up
to an additive constant, under few additional conditions. Abbreviate P k for P k(x), let ψ0(P
k)
represent a function that satisfies
R
ψ0(P
k)dP k = 1 and denote R for the support of ε.
Theorem 2.1 In the model (1) if i) π is strictly increasing everywhere on R, ii) J > 2;
and, iii) ∀j 6= k the support of P j conditional on P k is at least a singleton with probability one,
then m0(x) is identified up to an additive constant.
Proof: By P j(x) = π(Gj −m0(x)) and condition i), ∀j = 1, ..., J − 1
m0(x) ≡ −π−1(P j(x)) +Gj .(7)
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By J > 2 (condition ii), for any j 6= k (j, k = 1, ..., J − 1) define ∆jk ≡ Gj −Gk. By equation
(7),
∆jk ≡ π−1(P j(x))− π−1(P k(x)) = g0(P j(x), P k(x)).(8)
By constancy of∆jk, for any j 6= k, E{∆jk|P j(x), P k(x)} = E{g0(P j(x), P k(x))|P j(x), P k(x)} =
g0(P
j(x), P k(x)), giving identification of g0 up to an additive constant. Thus, by condition iii)
−
µZ






Equation (9) derives an explicit form for m0(x) in terms of the identified components
g0(P
j(x), P k(x)) and P j(x). Thus, it is possible to recover the entire function m0 by vary-
ing x over its support. Theorem 2.1 therefore gives identification of m0(x) to within an additive
constant.
An important by-product of this theorem is that it implicitly analyzes nonidentification of
m0(x) in a standard binary choice model with threshold zero where J = 2, G0 = −∞, G1 = 0
and G2 =∞. In that model, P 1(x) = π(m0(x)) so that π and m0 are not separately identified,
as is well known in the literature. Thus, Theorem 2.1 highlights the role of having at least two
thresholds in identification of the model (1), with one threshold possibly zero. These features
will form the basis of the proposed estimators of m0, that are discussed next.
3. MINIMUM DISTANCE ESTIMATION
By equation (7), estimation of m0 up to an unknown additive constant is equivalently the
estimation of −π−1(P j(x)) for some j ∈ [1, J − 1]. We will therefore derive an estimator of m0





, let ∆ = (∆12,∆13, ...,∆J˜−1,J˜)0 denote the J˜ vector consisting of each
unique j, k pair of threshold points, and define the corresponding J˜ vector g0(P ) = (g0(P 1, P 2), ...,
g0(P
J˜−1, P J˜)). By equation (8),
∆− g0(P ) = 0.(10)
The proposed estimator will use equation (10) to estimate g0 by minimizing some measure of
distance between ∆ and g0; this estimator will be implemented in two stages. A first stage will
constitute estimation of the J−1 conditional distribution functions P (x) = (P 1(x), ..., P J−1(x))0
by nonparametric estimation of each binary choice model yj = 1{y∗ < Gj} (j = 1, ..., J−1). The
approach in the second stage will be to take a linear-in-parameters (i.e., series) approximation
to g0, such that minimization of equation (10) over all j, k pairs will amount to a vectorized,
nonparametric generalization of the classical minimum distance estimator. This is one version
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of a minimum distance estimator where, for each j, k pair the distance minimized is between a
vector of constants and a random vector. Additivity of g0 will imply that marginal integration
of −g0(·, ·) over its second argument will estimate m0(·) to within an additive constant; see, e.g.,
Linton and Nielsen (1995).
It is clear from the described estimation strategy that the suggested estimator requires
the dependent variable to be categorized into a minimum of three groups (i.e., J ≥ 3, when
G0 = −∞, GJ = ∞) such that there are at least two finite-valued threshold points Gj, Gk
(j 6= k). Although not necessary to the estimation strategy, the presence of additional groups
will increase the number of unique j, k pairs, and thereby increase the number of identities that
can be used in “solving” equation (10). We will give the most general form of the estimators
that utilize all J˜ unique pairings, although neither consistency nor the asymptotic distribution
theory will depend on this generality, but only on the use of any j, k pair of thresholds from
the available J − 1 finite-valued thresholds. This feature of the model is analogous to the “first-
diﬀerence” estimators in linear panel models with T data points per cross sectional observation;
see Chamberlain (1994). In that model it is well known that the use of all possible first-diﬀerence
pairs increases the number of moment restrictions and thereby raises the asymptotic eﬃciency
of the estimated parameters, but that consistency obtains from the use of any arbitrary first-
diﬀerence pair. It is plausible that an analogous eﬃciency result obtains for this model (e.g.,
when equation (1) is a linear index), although verifying that conjecture is outside the scope of
this paper.
Series estimators of this model will have certain practical benefits, but will not be essential, in
the estimation strategy. As in the nonparametric panel model (see, e.g., Porter (1996) and Das
(2001)), a linear in parameters expansion of π−1(P j(x)) and π−1(P k(x)) in the second stage will
lead naturally to the restriction of equality of parameters on both approximations, implying that
a regression of ∆jk on a first diﬀerence of the approximation will yield a simple estimate of g0.
With this smoother, the function m0 can be recovered by a linear combination of the coeﬃcients
obtained from estimation of g, and thus avoid the additional step of marginal integration that
could be computationally cumbersome in an application. This aspect will be diﬀerent from
other nonparametric methods for the second stage, e.g., kernel regression. We will also use series
estimation of the first step, although the conditional distributions are consistently estimable by
a number other nonparametric methods as well. As in other methods (e.g., bandwidth choice
in kernel regression) the number of summands in the series approximating basis will depend on
subjective or data-dependent choices. We will discuss these considerations below, subsequent to
introducing the notation and estimators.
Consider the first step of estimation. Let
{χs(x) : s = 1, 2, ...}








an approximation to P (x) when the basis consists of S finite summands, β is a vector of unknown
coeﬃcients, and the approximation improves (in a sense to be made precise below) as S →∞. As
in Andrews (1991), this paper takes S to be nonrandom, imposing certain regularity conditions
on the choice of S that restrict its growth with sample size. The use of a common approximating
basis for all components of P (x) reflects the common distribution function estimated in each of
the binary choice models. Let i = 1, ..., n denote the observations and define y = (y1, ..., yJ−1).
Estimators of P (x) are obtained by least squares regression of y on χS(x), given by
Pˆ (xi)











i , ..., y
J−1
i ].(11)
Turning now to estimation of m0, suppress the dependence of P j on x and let {qb(P j); b =




denote a linear-in-parameters approximation to π−1(P j) for some choice of B that satisfies reg-
ularity conditions given below. Let P jk abbreviate (P j, P k) and define ξB(P jk) ≡ qB(P j) −
qB(P k). By g0(P jk) = π−1(P j) − π−1(P k), the linear-in-parameters expansion for π−1 leads
naturally to imposing both, ξB(P jk) as an approximating basis for g0 and the equality of coef-
ficients on corresponding elements qBb (P
j) and qBb (P
k) (b = 1, ..., B). Let this approximation to
g0(P





By ∆jk− g0(P jk) = 0, equation (12) immediately suggests a natural estimator of g0(P jk) as
one that chooses γ to minimize the Euclidean distance between ∆jk and ξB(P jk)0γ. To formalize
this idea, let ω(P jk) = 1(0 < P j(x) < 1)1(0 < P k(x) < 1) define a fixed trimming function that
restricts estimation to those probabilities that lie strictly below zero and one. Let ωˆ abbreviate
ω(Pˆ jk), ξˆ
B
abbreviate ωˆξB(Pˆ jk), and define the residual
ρˆ(Pˆ jki , γ; ξˆ
B












Let ρˆ(Pˆi, γ; ξˆ
B
) = (ρˆ(Pˆ 12i , γ; ξˆ
B
), ..., ρˆ(Pˆ J−1,Ji , γ; ξˆ
B
))0 represent a J˜×1 residual vector consisting
of all distinct j, k residuals. An estimator of g0(P jk) = g0(P j(x), P k(x)) is obtained by solving
for the vector γ that sets the sample residual vector ρ(Pˆi, γ; ξˆ
B
) closest, in Euclidean distance,
to zero:











where A(xi) is a conformable positive definite weighting matrix. Thus, γˆ is analogous to a
standard mininimum distance estimator of the parameters of a linear model with a fixed number
of regressors, e.g., those developed in Chiang (1956).
As suggested above, an estimate mˆ(x) can now be obtained by averaging −gˆ(P j , P k) over
its second argument. Because m0 is an additive component of g0, this partialling will yield an
estimate of m0 up to an unknown additive constant, for any nonparametric estimate gˆ. In series
estimation linearity of the approximation in equation (12) implies that an estimator of m0 may
alternatively be obtained by a linear combination of γˆ and the approximating basis qB(P j),
which can be thought of as implicitly integrating −gˆ over its second argument. This estimator
of m0(x) is
mˆ(x) = −1 · ¡qB(P j(x))0γˆ¢ .(14)
Further, estimators of functionals of the model such as the examples in (4) can be derived
using the estimator gˆ from equation (13). To describe these functional estimators, for some g
let λ(g) : G → R denote a generic scalar estimand where λ (·) is a known and possibly nonlinear
function. Consider the functional estimator λ(gˆ), with population value given by λ(g0). The
function m0(·) is an immediate example of λ(g0) with
m0(x) = λ(g0); λ(g) = −
Z
g(P jk)dP k,(15)
where the dependence of each P j on x is suppressed. Each of the estimands in (4) is also a
functional λ(g) with examples (a), (b), (c) and (d) represented as
(a) λ(g) = m(x¯); m(x) as in (15)































b) as in (15),
respectively.
As in Andrews (1991) and Newey (1997), the proposed estimator of λ(g0) considered here is
λ(gˆ), obtained simply by substituting estimates of g in place of its population value. These are
often simple to construct from a preliminary estimate of gˆ. For example, in equation (15) we
can obtain an estimate mˆ(x¯) = n−1
Pn
i=1 gˆ(Pˆ
j(x¯), Pˆ k(xi)), where gˆ = ξB(Pˆ jk)0γˆ. In example
(b), the average derivative of m0 with respect to x is by definition the average derivative of
−π−1(Pˆ j(x)) with respect to x, where π−1(·) is approximated by qB(·)0γˆ and Pˆ j is approximated
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by χS(x)0βˆ, so that an estimator of example (b) can be obtained by applying the chain rule to
qB(Pˆ j)γˆ. For the possibly nonlinear functional in (d), an estimate is λ(gˆ) = (n¯ )−1
Pxa=x¯a
xa=x¯ah (mˆ(x0a, x˜0b)), where n¯ is the number of observations in [x¯a
, x¯a].
Thus, a number of useful estimands may be obtained from a preliminary estimate of gˆ. We
next derive consistent estimators of the covariance matrix of these functionals, followed by the
large sample distribution theory.
3.2 Covariance Matrix Estimators
Large sample confidence intervals as required for inference will require a consistent estimator
of the covariance matrix of the limiting distribution of λ(gˆ). Let the asymptotic covariance
matrix of the scalar functional be given by
Ω = Var(λ(gˆ)),
and Ω−1/2 denote the square root of the inverse of Ω. Using the notation Fg(g; g0) to denote a
functional derivative of λ(g) at g0, define the Jacobian matrix
Λ = (Fg(g; q
B
1 ), ..., Fg(g; q
B
B)),(17)
where Ω−1/2 and Λ will each exist under the regularity conditions given below. As gˆ is derived
from a linear combination of minimum distance parameters, the variance of the functionals
can be obtained as a function of the vectors γˆ by applying the “delta method” to a standard
parametric minimum distance estimator that depends on generated components.
The following additional notation is required. Let χSi abbreviate χ




Wβ = E(Var(yi|xi)⊗ χSi χS0i ),
Vβ = {E(IJ−1 ⊗ χSi χS0i )}−1Wβ {E(IJ−1 ⊗ χSi χS0i )}−1
where the matrix Vβ is analogous to the White (1980) covariance matrix for a least squares
estimator of a parametric model, with fixed S, that accommodates possibly heteroskedastic
errors. By linearity of the approximation to the vector of conditional probabilities, (IJ−1 ⊗
χS0i )Vβ(IJ−1⊗χSi ) is the asymptotic variance of Pˆi. When the minimum distance estimates of γ
depends on an estimate of Pˆ (xi) from the first stage, the covariance matrix of Pˆ (xi) will be one
component of the asymptotic variance of gˆ. The other component will depend on the second
moment matrix of the approximating basis ξB, that itself depends on the vector Pˆ 0i (i = 1, ..., n).
To derive this additional term let ωξB(P jki ) abbreviate ω(P
jk
i )ξ
B(P jki ) and define the B× J˜
matrix of second stage regressors ξB
J˜
(Pi) = (ωξ
B(P 12i ), ...,ωξ
B(P J˜−1,J˜i ))
0. Then, the asymptotic
variance formula for the minimum distance estimates γˆ is given by






(Pi)A(xi)){ζγ,β Vβ ζ0γ,β}E(ξBJ˜ (Pi)A(xi))0
ζγ,β = −E([∂g0(Pi)/∂P ]0 ⊗ χS(xi)0)
and A(xi) is a conformable positive definite weighting matrix. Corresponding to γˆ an analogue
to the classical minimum distance estimator, Vγ is an analogue to the variance formula for
the parameters of a parametric minimum distance estimator (with fixed B), e.g., Chiang (1956).
Note that when Vβ is the asymptotic variance of βˆ, by constancy of ∆ and iterated expectations,
the matrix {ζγ,β Vβ ζ 0γ,β)} is the asymptotic variance of ρ(Pˆi, γ; ξB). The form of the variance
matrix in equation (18) implies that setting A(xi) = {ζγ,β Vβ ζ0γ,β}−1 will lead to a simplified
variance formula for Vγ, reducing it, in a positive definite sense, to
Vγ = {E(ξBJ˜ (Pi)W−1γ ξBJ˜ (Pi)0)}−1.(19)
The asymptotic covariance matrix formula of the linear functional λ(gˆ) follows from equations
(17) and (18) as
Ω = Λ{Vγ}Λ0.
Each of the terms in the covariance matrix of λ(gˆ) is easily computable as a sample average.
To describe a consistent estimator of Ω let
Λˆ = ∂λ(ξB0J γ)/∂γ|γ=γˆ
define an estimator of the Jacobian matrix, let
P
i denote the sum from i = 1 to n, and
Wˆβ = n
−1P











i IJ−1 ⊗ χSi χSi
¢
.
Under our regularity conditions Var(yi|xi) will be bounded, facilitating construction of Wˆβ . For
the remaining terms as before let ωˆ abbreviate ω(Pˆ jk), ξˆ
B
J (Pˆi) = (ωˆξ
B(Pˆ 12i ), ..., ωˆξ
B(Pˆ J˜−1,J˜i ))
0,




















































As in equation (19), this covariance matrix simplifies when Aˆ(xi) is set equal to{ζˆγ,β Vˆβ ζˆ
0
γ,β}−1,
yielding Ωˆ = Λˆ{Wˆ−1γ }Λˆ0. In the next section, we will state the regularity conditions which Ωˆ
is nonsingular and n1/2Ωˆ−1/2(λ(gˆ)− λ(g0)) has a limiting distribution that is standard normal.
Prior to that, some practical considerations are discussed. They are discussed ahead of the theory
to facilitate discussion in the next section.
3.3. Implementation Issues
We briefly describe some implementation issues here, as pertinent to the estimators of Section
3.2 and in anticipation of the empirical application in Section 5. Series estimators have a long
history in methodology, and detailed discussions of series estimators are given in Gallant (1981),
Powell (1986), Andrews (1991), Newey (1997), and others. This paper primarily considers
regression splines as well as orthogonal power series in a one-to-one bounded transformation of
the covariates. Other choices (e.g., trigonometric series, which require the periodicity of m0 on
[0,2Pi])1 are diﬃcult to motivate in most economics applications. The issues are heuristically
described with the approximating basis χS as an example.
Approximating Bases: Let θ denote a K−vector of nonnegative integers, a multi-index, with
norm |θ| = ΣKk=1θk and {θ(s)}∞s=1 be a monotonically ordered sequence consisting of distinct
multi-indices with degree |θ(s)| increasing in s, and kth element denoted by θ(s)k (k = 1, ...,K).
When χS(x) is a power series basis, χSs (x) will be obtained as the product of powers, i.e,
χSs (x) = x
θ(s) ≡ ΠKk=1xθ(s)kk . In the second stage, additivity can be accommodated by including
only those multi-indices in which the nonzero elements correspond to either P j or P k. Generally,
when lower power terms are included first the inclusion of higher order terms will correspond
to less smooth functions (see Andrews (1991)). As power series may be unfavorably aﬀected
by the presence of outliers or discontinuities, it is possible to reduce their sensitivity to outliers
by using functions in a one-to-one bounded transform of the original data, e.g., replace x by
1/1 + ex (see, e.g., Newey, 1997).
A regression spline basis is useful when functions are possibly discontinuous. For a regression
spline basis, χSs (x) (s = 1, ..., S) is obtained by taking products of functions that have the form
x
θ(s)k
k , θ(s)k ≤ θ¯ or 1(xk ≥ fkm)(xk −fkm)θ¯ ,
where fkm is themth join point that is placed in the support of xk such that a linear combination
of these functions yields a piecewise polynomial of order θ¯. Relative to power series, the presence
of join points will render spline estimates less sensitive to outliers and less oscillatory; see Stone
(1985).
Orthogonal Series: One practical consequence of the theory (which will require the dimension
of the approximating bases to grow with sample size) is the plausibly high multicollinearity in
1 It is written “Pi” in order to diﬀerentiate from the use of π in the remainder of the paper.
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the elements of the approximation; also, choosing arbitrary polynomials in the approximating
bases could lead to singularity of the population second moment matrix of the bases. As series
estimates are invariant to nonsingular linear transforms of the bases (see e.g., M. Powell (1981)),
this concern can be addressed by replacing each element of the sequence {χSs (x)} with the
product of polynomials that have the same order as the corresponding multi-index and are
orthogonal with respect to some weighting function (such as a density) in the support of x.When
|θ(s)| is monotonically increasing in s the transformed basis functions will be a nonsingular linear
combination of the original vector of functions, and will lead to reduced collinearity. Previous
empirical applications of series estimators have found such transforms to work quite well; e.g.,
Das (2001).
Cross Validation: As with other smoothers that depend on some subjective choices (e.g.,
bandwidth choice in kernel regression), the most important practical consideration is in choosing
the number of summands in the approximating bases. Since the number of summands will
most likely depend on the data, and therefore diﬀer across applications, a data-based choice
of summands seems indispensable in this context. One data based method is delete-one cross
validation (CV) in each stage used in varying contexts in Newey (1990), Robinson (1991), Porter
(1996) and recently in Ai, Blundell and Chen (2001) among others.
For the first stage, for each S the delete-one CV computes the sum of square predicted
residuals, where each prediction is calculated from all observations except that to be predicted.




0[yi-PˆS,i(xi)], PˆS,i(xi)0 = χS(xi)0βˆ−i(21)
where βˆ−i are the least squares coeﬃcients computed using all but the ith observation, and
S¯(cv) = min[cv(1), cv(2), cv(3), ....]. It is well known (e.g., Andrews (1991)) that at the CV choice
of S the bias and standard deviation approach zero at the same rate, minimizing asymptotic
mean square error as n→∞, but general results for analogous properties for the CV choice of
the second-stage approximating basis are to date unavailable in the literature. The distribution
theory for the estimator will not prescribe any particular choice for the smoothing parameters
as long as S and B satisfy certain rate and regularity conditions, that are given next. While
S¯(cv) should automatically satisfy the rate conditions for large n, no similar claim is made for
the smoothing parameters in the second stage, although it is anticipated that a CV choice may
still lead to better properties than an arbitrary choice. We now turn to the large sample theory.
4. LIMITING DISTRIBUTION THEORY
The limiting distribution of the estimators will be derived similarly, but with specific dif-
ferences, as for previous series estimators (e.g., Gallant and Souza (1991), Andrews (1991) and
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Newey, Powell and Vella (1999)). It will diﬀer from the two-stage weighted estimators of Newey
et al (1999) in two subsantive ways, namely the extension to nonlinear functionals, and a faster
mean-square convergence rate for the two-step estimator gˆ than their two-stage weighted esti-
mator. The latter feature will arise from minimum distance estimation of an identity, and will
in turn lead to rate conditions for the nonlinear functional estimators that are no stronger than
that for standard series estimators (i.e., those that do not depend on a first stage) of nonlinear
functionals.
To derive the theory, additional notation will be required. To characterize the bias of the
estimators arising from the approximation with a finite dimensional basis vector we will use













Let P ={P jk|ω(P jk) = 1} and for a nonnegative integer q define
|g|q,P = max|µ|≤q supP |∂
µg(P jk)|(22)
(and specify |g|q,P = ∞ if ∂µg(P jk) does not exist up to order q in P). Also, for any matrix
Γ, let || · || denote the matrix norm ||Γ|| = trace{(Γ0Γ)}1/2. Define ηi = [yi − Pˆ (xi)0]0 and let
χSJ−1(xi) abbreviate IJ−1 ⊗ χS0i .
Our first theorem will show that there is a mean zero random variable Zin with {E(Zin)}2 =
n−1 such that n1/2Ω−1/2[λ(gˆ)−λ(g0)] = n−1/2
Pn
i=1 Zin. Under the assumptions below, asymp-
totic normality of n1/2[λ(gˆ) − λ(g0)] will then follow from the Lindberg-Feller central limit
theorem. For the theory we will require the following regularity conditions and assumptions.
Assumption 1 : The data {(y1, x1}, ..., (yn, xn)} (i = 1, ..., n) are i.i.d; E[ε4i |xi] E[||η4i || |x]
are bounded; Var(yi|xi) is bounded and bounded away from zero.
The finite fourth conditional moment assumption is irrelevant for deriving convergence rates
of the estimators, but required in deriving asymptotic normality. The bounded second condi-
tional moment assumption is consistent with the presence of conditionally heteroskedastic errors,
as may be important for the binary choice models in equation (5).
For q as in equation (22) define κq(B) as the supremum of the norm of derivatives of order q:
κq(B) = sup|µ|=q,P ||∂µξB(P jki )||. Let |g|q abbreviate |g|q,P . Recall Fg(g; g0) denotes a functional
derivative of λ(g) at g0 and let G¯ represent all bounded subsets of G.
Assumption 2 : For all g˜, g¯ ∈ G, Fg(g; g˜) exists and is linear in g such that i) λ(g) is G¯−
diﬀerentiable in g with respect to the norm |g|q; ii) for some ς > 0 and q from (22), |g˜− g0|q
< ς and |g¯ − g0|q < ς implies ||Fg(g; g˜)− Fg(g; g¯)|| ≤ C|g|q|g˜ − g¯|q; iii) κq(B)4S2/n → 0.
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Assumption 2, which imposes certain smoothness and regularity conditions on the function-
als, is equivalent to requiring Fréchet diﬀerentiability of λ(g) in g with respect to the | · |q norm,
when G¯ represents all bounded subsets of G. That is, for some constant c and any g˜ in the
neighborhood of g0, part i) will hold if ||λ(g) − λ(g˜)− Fg(g − g˜; g˜)|| ≤ c(|g − g˜|q)2. Either this
condition or part i) will ensure that for all g˜ suﬃciently close to g0, λ(g) can be approximated
by a linear functional. The rate conditions of part iii) is required to show convergence of the
Jacobian terms in the || · || norm.
Assumption 3: i) λ(g) is scalar; ii) if λ(g) is linear in g then |λ(g)| < |g|q, other-
wise |Fg(g; g0)| < |g|q; iii) there exists γB and a sequence of continuous functions {gB =
ξB(P jk)0γB}∞B=1 such that as B →∞, λ(gB) is bounded away from zero but E[gB(P jki )2]→ 0.
Assumption 3, requiring Fg(g; g0) to be continuous in the supremum norm but not mean-
square continuous, is a useful regularity condition for bounding the square root of Ω away from
zero and also required in other unrelated parts of the proofs. Also, by Assumption 3ii) the
functional derivatives are uniformly bounded, a condition that is often simply verified. For
instance, for the estimands in (4), (a), (b), (c) and (d) are satisfied with q=0, q=1, q = 0 and
q=0, respectively.
Assumption 4 : i) g0(P jk) is Lipschitz and continuously diﬀerentiable of order v on P; P (x)
is continuously diﬀerentiable of order v1 on X ; ii) P jk is continuously distributed with density
bounded away from zero on P; X is a Cartesian product of compact, connected intervals on
which x is continuously distributed with density bounded away from zero.
The first part of Assumption 4 is a primitive condition on smoothness of the functions that
will determine the bias of the estimators, e.g., v is a smoothness parameter that will specify
the rate of approximation to g0 by ξB. When g0 is suﬃciently smooth, then by Theorem 8 in








→ O(1/Bv/2), B →∞.(23)
This implies that the slower the rate at which B increases, the greater the dimension-normalized
smoothness of g0 will have to be to satisfy equation (23) (when the approximating basis is ordered
so that higher order terms correspond to less smooth functions). Consequently, the slower the
growth of B, the faster will be the rate of decay of the series coeﬃcients {γ¯bB} in the series
expansion of g0. Analogously, the approximation rate of P in the first stage will be O(S−v1/K),
and will improve to O(S−v1/K˜) if m0(x) is partially linear, where K˜ is the dimension of the
elements of x in the nonparametric component of m0.
Part ii) of the Assumption 4 is analogous to the full rank identification condition for consistent
estimation of parameters in linear regression models. The density of P jk being bounded away
from zero will imply there is no degeneracy in the joint distribution of P jk on P, and therefore no
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functional relationship between P j and P k on P. When the distribution function π is invertible,
this will suﬃce for marginal integration of −g0 over P k to identify m0 to within an additive
constant. Similarly, the use of orthonormal polynomials for {χs(x)}Ss=1 in the first step when
{x} has compact support and density bounded away from zero will be a suﬃcient condition for
the population second moment matrix E[χS(x)χS(x)0] to be bounded away from singularity.
Assumption 5 : i) Each of B−v/2 and S−v1/K are o(n−1/2); ii) for a power series basis
(B9 + S9) = o(n); iii) for a regression spline basis (B6 + S6) = o(n).
The main rate conditions are given in Assumption 5 which restrict the growth of the dimen-
sion of the approximating bases. Suppose S and B grow at the same rate, then Assumption 5
requires that these approximating sequences grow no faster than n1/9 when the bases consists of
power series, and n1/6 when the basis consists of splines. This assumption also imposes condi-
tions on the magnitude of the dimension-normalized smoothness of the functions requiring, for
example, that v1/K > 9/2 when χS consists of power series and v1/K > 3 for regression splines.
These rates give wide bounds on the choice of B and S that might satisfy the assumption.
Let ς = v1/K. Although a complete discussion is outside the scope of this work, it can be
heuristically argued that when P (x) is approximated at the rate S−ς , the cross validation choice
S¯(cv) of equation (21) will satisfy Assumption 5 while giving the best convergence rate for Pˆ .
Suppose χS is a power series approximation and define S∗(n) as the supremum of the set of
S that satisfies the rate condition for given n. By choosing S proportional to n1/(1+2ς), S¯(cv)
approximately minimizes mean square error for large n, as alluded to in Section 3.2.2. When
v1/K > 9/2 (as required by the conditions of the assumption), then S¯(cv) will satisfy the rate
conditions of Assumption 5 because 1/9 > 1/(1+2v1/K). We note that in a practical application
n might need to be fairly large for S¯(cv) to behave approximately like the optimal S.
With these assumptions we state the first distributional result.
Theorem 4.1
If Assumptions 1-5 are satisfied and Zin = n−1/2(Ω−1/2Λ[ξBJ˜ (Pi)A(xi){ζγ,βχSJ−1(xi)0ηi}]),
then




d→ N(0, 1), n→∞.
Remark For linear functionals, λ(g) is linear in g by definition, so conditions i) and ii) of
Assumption 2 will be satisfied trivially; i.e., Assumption 2 is a relevant regularity condition
only for the distribution theory for nonlinear functionals, and an inspection of the proofs will
show that the conclusion of Theorem 4.1 will hold for all linear functionals even when the rate
requirements of Assumption 2 (iii) do not hold and only Assumptions 1,3-5 are satisfied.
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To facilitate asymptotic inference with an estimator of the covariance matrix, an additional
condition is required.
Assumption 6 : i) If a spline basis is used, ξB(P jk) is of order θ¯ ≥ 2, and B(q−s) = o(n−1/2);
ii) for a power series basis (B10 + S10) = o(n) and for a spline basis (B6 + S6) = o(n).
While (23) gives uniform rates when q = 0, general results for arbitrary q > 0 are available
in the literature for only a few specific cases, and consistent estimation of Ω will require rates
for q = 1. If g0(x) is analytic then it is known that |ξB 0γB − g0|1,P = O(1/Bµ) ∀q, ∀µ > 0
when ξB(·) is a power series basis; when P j and P k are each univariate (as in this model),
|ξB 0γB − g0|1,P = O(B(q−v)) (if ξB is either a spline or a power series basis) giving Assumption
6(i). The slower growth conditions of B and S in ii) relative to Assumption 5 are required
because additional conditions have to be satisfied in estimation of ζˆβ,γ .
Theorem 4.2
If Assumptions 1-6 are satisfied then
n1/2 Ωˆ−1/2[λ(gˆ)− λ(g0)] d→ N(0, 1), n→∞.
Remarks
1. When the functional is linear, the rate restrictions of Assumption 2(iii) are irrelevant, so
that the conclusions of Theorems 4.1 (respectively, 4.2) will depend only on satisfying the rate
conditions in Assumptions 5 (respectively, 6(ii)). For nonlinear functionals, whether satisfying
Assumption 2(iii) will imply that the rate restrictions of Assumptions 5 or 6(ii) are satisfied,
however, will depend on the derivative order. For q > 0 (as required for Theorem 4.2), the rate
conditions of Assumption 2(iii) will dominate, while for q = 0 (in which case the conclusion of
Theorem 4.1, but not 4.2, can hold), the rate conditions of Assumption 5 will dominate.
2. For n1/2 asymptotic normality of λ(gˆ) the functional derivative Fg(g; g0) (or λ(g) in
the linear case) must be continuous in (E[g(x)2])1/2, which in general rules out simultaneous
satisfaction of Assumption 3(iii). Therefore, for n1/2 asymptotic normality diﬀerent conditions
must hold, to which we turn next.
Let ω¯ = E[ω(P jk)] and ||·||ω={E[ω(P jk)(·)/ω¯]}1/2. Let % denote the set of functions additive
in P j(x) and P k(x) (∀j = 1, ..., J − 1; k 6= j) that are approximable by ξB(·) in the || · ||ω norm
as B → ∞. Define S as the mean-square limit of χS(x)0β over all possible χS as S → ∞.
Let τ(P jk) denote a function in % that is mean square integrable and d(x) denote the matrix of
projections of {ω(P jk)τ(P jk)[∂g0(P jk)/∂P jk]} on S. Suppose that α(S) ≥ supX ||χS(xi)||. Note




−1/2χSi such that the second moment matrix of the transformed basis is IS , satisfying
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α˜(S) ≥ cα(S) = supX ||E(χSi χSi )−1/2 χS(xi)|| for some constant c > 0. Let Ω¯ denote the
variance in the n1/2 case. Then,
Ω¯ = E[d(xi)Var(yi|xi)d(xi)0]
Asymptotic normality in the n1/2 case will require the following assumption.
Assumption 7: ∃ τ(P jk) ∈ % and γ¯B such that for i) E(ω(P jk)[τ(P jk)τ(P jk)0]) < ∞; ii)
for all b,B, Fg(g; ξBb ) = E(ω(P
jk)τ(P jk)ξBb (P
jk)); iii) either λ(g) is linear in g and λ(g0) =
E(ω(P jk)τ(P jk)g0(P
jk)) or Fg(g; g0) = E(ω(P jk)τ(P jk)g0(P jk)); iv) E[ω(P jk)||τ(P jk)− ξB(P jk)0γ¯B||2]→
0 as B →∞.
Theorem 4.2 (n1/2 consistency):
If Assumptions 1, 2, 4−7 are satisfied then λ(gˆ) is asymptotically linear with influence func-
tion ϑ (xi) = Λ[ξBJ˜ (Pi)A(xi){ζβ,γχSJ−1(xi)0ηi}] and




d→ N(0, Ω¯), Ωˆ p→ Ω¯.
One example in which this theorem is particularly useful is when model (1) is partially
linear e.g., m0(x) = m10(xa) + x0bκb, where Theorem 4.2 will give the distribution theory for
the coeﬃcient vector κb. To see that κb is a n1/2-consistent functional, let f(P j, P k) represent
a joint density function that is bounded away from zero on A = {P jk : ω(P jk(x)) = 1}, and
let fj(P j) and fk(P k) denote the marginal density functions. Also, suppressing the dependence
of P jk(x) on x define u(x) = xb −E(xb|xa), q(x) = {E(ω(P jk)u(x)u(x)0)}−1u(x) and τ(P jk) =
−q(x){fj(P k) fk(P j)}f(P j, P k)−1. Then, if q(x) is nonsingular, by m0(x) = −π−1(P j(x))+Gj
and π−1(P j(x)) + c¯ =
R
g(P jk)fk(P

















= −E[q(x){π−1(P j(x)) + c¯}]
= {E(ω(P jk)u(x)u(x)0)}−1{E(u(x)m10(xa)) +E(u(x)x0b)κb = κb.
This partially linear model can be estimated as suggested in Section 3, where ξB depends on
functions of xa but is linear in elements of xb. Such partially linear models are especially useful
for dimension reduction when x consists of many distinct elements making precise estimation
of m0 diﬃcult due to the well known curse of dimensionality. The empirical application will be
one example of such a partially linear model, where we allow binary-valued covariates to enter
linearly in the model.
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5. EMPIRICAL APPLICATION
To illustrate the use of the estimators and the practicability of the estimators of the covari-
ance matrix, an empirical study on the estimation of an earnings model was implemented. This
study is closely motivated by Chay (1995) and Chay and Powell (2001) who have used censored
earnings data in 1964-1971 to examine the change in the average returns to education, and other
topics.
We replicate this study using the same variables and years, when the earnings data are not
only censored but grouped as well. In doing so we also extend these studies’ linear index specifi-
cation to a more general one, allowing for a nonparametric relationship between education, age
and earnings. Permitting a more flexible relation may be useful if the labor market values grad-
uation from one level of schooling such as high school or college more than the preceding years,
such that marginal returns of an additional year of schooling vary with the level of schooling
(e.g., Schultz, 1997). Furthermore, if experience is valued by employers then marginal returns
to education should be increasing in age (a commonly used proxy for experience). Recently,
Card (2001) has suggested that if a wage model assumes additive separability of education and
a measure of experience, the returns to education will be understated at higher levels of edu-
cation because the marginal return to education is plausibly increasing in work experience. In
addition, Chay and Powell (2001) find strong evidence that in these data the error distributions
are characterized by fatter tails than a normal distribution’s.
Motivated by each of these considerations, we consider the following partially linear model:
y∗ = m0(x) + ε = m10(xa) + x0bκb + ε
where y∗ is the natural logarithm of annual taxable earnings, x = (x0a, x0b)
0, xa = (x1, x2) consists
of age and education, xb includes binary indicators for race and married, m10(·) is an unknown
function and κb are unknown coeﬃcients. This is a partially linear version of our model, where
allowing the categorical variables to enter linearly is similar to other applications; e.g. Hausman
and Newey (1995).
The data, collected jointly by the U.S Census Bureau and the Social Security Administration,
are for a random sample of men living in the southern states. We use data corresponding to
the years 1964 and 1971. For each of these years we implement the proposed estimator on the
data where the level of annual taxable earnings is grouped into categories: < 1000, [1000, 5000),
[5000, 10000), [10000, 15000], > 15000 (in 1984 dollars) with J = 5.2 The data consist of 2863
and 2932 observations for 1964 and 1971 respectively.
We will compare the results obtained from using the proposed minimum distance (MD)
estimator against i) ordinary least squares, ii) the maximum likelihood (ML) estimator proposed
2Note that y∗ is defined as the natural logarithm of annual taxable earnings while the grouped
variable is the level of annual taxable earnings. Therefore we use the natural logarithm of the
given thresholds in implementing the estimator, e.g., G0 = −∞, G1 = ln(1000), etc.
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in Stewart (1983) for grouped dependent variable models assuming normality of errors, and iii)
a nonparametric estimator that arbitrarily assigns the dependent variable some value in the
jth interval for all men whose income falls in that interval. We will also compare these results
to Chay and Powell (1995)’s study with continuous dependent variable data and “top-coded”
censoring. We take the nonparametric MD estimators as the benchmark as they are consistent
when the dependent variable is grouped and censored, and the model is nonlinear or linear, for
arbitrary continuous distribution function π.
Our first step is conversion of the model into the set of binary choice models as described in
Section 3, i.e.,
yj = 1(m10(xa) + x
0
bκ + ε < Gj), (j = 1, ..., 4)(24)
with G1,G2,G3 and G4 respectively ln(1000), ln(5000), ln(10000) and ln(15000). Let x1 repre-
sent education. Our principal goal is to employ the proposed method in estimating the returns
to education in 1964 and 1971 via the average derivative E[∂m10(xa)/∂x1], accounting for the
grouped nature of the dependent variable, as discussed subsequent to equation (16). We begin
by choosing the series approximations for the two stages.
Cross Validation Selection of Summands : For each stage the series approximations are chosen
by minimizing the delete-one cross-validation (CV) criterion, described in Section 3.2.2. For
example, in first stage estimation of P j(x) we specify several polynomial spline approximations
in xa with evenly spaced joint points in the sampling support of xa, and use the CV criterion to
determine which approximation to select. The series selected by CV is “overfitted” by adding an
additional term to that determined by minimizing the CV criterion. This is because although the
CV criterion leads to a mean-squared error minimizing set of approximating functions, the theory
requires overfitting in order to produce a bias that is smaller than the variance asymptotically,
as implied by Assumption 5; see Das, Newey and Vella (2001) for a similar use and discussion
of this CV algorithm. Therefore, upon determining the number of terms that minimizes the CV
criterion an additional join point is added to the specification.
Let x1 and x2 respectively represent education and age. Table 1 reports the CV values
for a subset of the specifications estimated for the first and second stage approximations, for
both years. In the top panel of Table 1 we find that in the 1964 data the CV minimizing
specificationfor the first stage estimation of P (x) is a fourth order term that depends on a
cubic in x1, an interaction of the quadratics in x1 and x2 plus two join points that are placed
equidistant in the sampling support of x1 and x2. For 1971, the CV minimizing specification
is that of 1964 plus an additional interaction between a cubic in x1 and a quadratic in x2.
These findings reject linearity in the distribution function of ε|x, and support the presence of
a joint eﬀect of education and age in this conditional distribution function. As per the above
discussion, an additional knot is added to each CV-minimizing specification prior to our next
step. We overfit by placing the additional knot at x1=12 which corresponds to the completion
19
of high school. Using these CV results we obtain estimates of βˆ, and thus Pˆ , by least squares
regression of y = (y1, ..., y4) on the overfitted CV specification; these estimates are given in
Table 2.
In the second stage we specify a regression spline approximation to π−1(Pˆ j(x)), imposing
the same choice for π−1(Pˆ k(x)) ∀j 6= k. We take diﬀerences of each element in the series as
discussed prior to equation (12), and cross validate the diﬀerenced series to find the CV choice
for g. These results are given in the middle panel of Table 1. Note that we use only a subset of
the six unique (j, k) pairs in estimation, namely {(j, k)} = {(1, 2), (1, 3), (3, 4)}; as discussed in
Section 3, the proposed estimators are not dependent on the use of every unique pair, while giving
some computational benefit with the use of a smaller subset. In accordance with the theory (in
particular, the assumptions underlying Theorem 4.2), we use quadratic splines, imposing them
at equidistant points in the trimmed support of Pˆ .
We find that the CV minimizing specification for both years of data depend on the diﬀerence
of a quartic in Pˆ j and Pˆ k, with one join point in the support of each regressor. As with the
first stage another term is added to that minimizing the CV criterion; we do so by placing an
additional knot in the support of Pˆ j. Noting that the CV statistics for B = 3 and B = 4 (in
1964) are fairly indistinguishable we will consider both of the corresponding specifications in
computing the average derivative estimates. Using these results we obtain estimates of γˆ by
minimizing the sum of the squared residual vector ρˆ(Pˆi, γ; ξˆ
B
) as given in equation (13), with
B = 3 and the weighting matrix to the identity matrix. These estimates are given in Table
2. Recall that our fixed trimming function ω(Pˆ j, Pˆ k) excluded estimated probabilities larger
(smaller) than one (zero). In our application, this trimming resulted in excluding approximately
4 percent of all observations, mostly those that were negative.
Finally, as a comparison we wish to consider the estimates that would be obtained from
an ad hoc procedure, by assigning every individual in an income group an arbitrary number
from the income interval they are classified in. For this, we use the cross validation criterion to
discriminate between specifications in estimation of model (24), when y∗ is replaced with the
arithmetic midpoint of the interval it falls in if j = 1, 2, 3, 4, and set at the natural logarithm
of 500 and 15500 for G0 and GJ respectively. CV results for this exercise are given in the
bottom panel of Table 1, where we denote the number of summands as L. We find that the CV
minimizing specification is a fourth order polynomial that includes a cubic in x1, the interaction
of the quadratics in x1 and x2, and two join points in the 1964 data. For the 1971 data, the CV
minimizing specification is a fifth order polynomial, with an additional join point. Using these
CV statistics, we now turn to computation of the estimands of interest.
Comparison of Estimates: We implement various estimators and report the relevant esti-
mates in Table 2. Column (1) gives OLS estimates that ignore both nonlinearities and the
grouped nature of the dependent variable, using the specification in Chay and Powell (2001):
m0(x) = x1κ1+x2κ2+x22κ3+x0bκb, and the dependent variable equal to the ad hoc assignment;
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column (2) contains the ML estimates of this linear model assuming normally distributed errors.
In each of these, the average derivative estimate is constant at all levels of education while for
the nonparametric estimators we evaluate the average derivative in various intervals holding age
(x2) and each function of age fixed at their sample means (the sample mean of age is 39.23).
Column (3) gives nonparametric estimates that permits nonlinearities with the ad hoc assign-
ment for the dependent variable (corresponding to the bottom panel of Table 1b), and column
(4) gives the nonparametric MD estimates.3,4
The average derivative estimates of the returns to education in Panel (B) indicate that both
the nonlinearities and grouped nature of the dependent variable are important in estimation.
Comparing columns (1)-(2) with column (4), the average returns to education are quite diﬀerent
for diﬀerent ranges; and comparing columns (3) and (4), within any range the estimates are quite
diﬀerent when the grouped nature of the dependent variable is disregarded.
Consider the MD average derivative estimate for workers with high school or less education
(x1 ≤ 12), which is computed by averaging over all values of x1 less than or equal to 12, with
equal weights at each x1, and age held at its sample mean, 39.23. We find that in this interval,
in 1964, the average derivative is estimated to quite precisely at .0517 with a standard error
of .0142. The reported standard errors account correctly for the variability of the estimated
Pˆ , using the asymptotic variance formula from Theorem 4.2 and equation (20). This estimate
is larger than the corresponding estimate for OLS and lower than that of ML, and does not
lie within either estimate’s 99 percent confidence intervals. Qualitatively similar results are
observed for 1971 as well.
A first concern is whether these results are sensitive to the particular choice of series used.
To address this concern, we consider altering the specifications used in generating the average
derivative. First, we exclude all join points in the estimation of gˆ and find that this alteration
does not change the CV minimizing specification for g, but results in less precisely estimated
coeﬃcients, and consequently less precisely estimated average derivatives; e.g., for the interval
x1 ≤ 12 this specification change leads to an average derivative of .0492 with a standard error of
.0153. The addition of a higher order term to the CV minimizing specification of g from Table 1
also does not appreciably change the obtained estimates, e.g., including the diﬀerence of quartics
in Pˆ j and Pˆ k (B = 4) results in changing the average derivative by less than .0013 in absolute
value, although the resulting estimate is imprecisely estimated and statistically insignificant at
3For brevity, the first stage estimates are reported for only one of the four binary choice
regressions in Table 1, namely parameter estimates from the y2 regression (with Gj = ln(5000)) in
both of the years. There are some diﬀerences in the parameter estimates across the 4 regressions.
For example, the coeﬃcient on x3 changes sign from positive to negative going from y1 to the y4
regressions.
4Notice that the coeﬃcient on x3 in column (4) is ∂Ey2/∂x3, which is not the Black-White
wage gap. That wage gap is given by ∂m0/∂x3 which, as discussed subsequent to equation (16),
can be estimated as the partial derivative of qB(Pˆ j(x))0γˆ with respect to x3 by applying the chain
rule since qB is a known function of Pˆ j .
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the .1 error level.
Turning next to the interval x1 ∈ [13, 16] (completion of high school and at most graduation
of college), we find the same pattern where the MD estimates are larger than least squares,
but smaller then the ML estimates. In this interval, the MD average derivatives are found to
lie within 90 percent confidence intervals of the ML estimates in each year. The MD estimates
suggest that the returns to education in this interval were actually higher in 1964 than in 1971;
and, averaging over the two years, that the wage premium for some college education was
approximately .0152 log points relative to just high school education. The MD point estimates
in this interval is itself comparable in sign and magnitude with some estimates in the returns
to education literature, and in particular to Chay and Powell (2001)’s censored least absolute
deviations and symmetrically censored least square estimates using these data. To consider how
these estimates might change for another series approximation, we exclude the join points in
estimation of Pˆ (i.e., in first step estimation) and find that the average derivative decreases
slightly to .0697 with a standard error of .0245. This is a reasonable finding as the excluded join
point was placed at x1 = 12, presumably reflecting the positive earnings premium obtained by
high school graduates. The MD estimates in the interval x1 ≥ 17 are larger in magnitude than
both the LS and ML estimates, but statistically insignificant at conventional error levels.
In comparing the two nonparametric estimators in Panel (B), we find that the average
derivative estimates are attenuated in column (3) relative to column (4), although the degree
of attenuation varies across the intervals. Relative to the MD estimates, they are also more
precisely estimated except for the (x1 ≥ 17) interval in 1964. This is not unexpected, however,
as the variance estimator in column (4) must account for the variability of Pˆ from the prior step.
In all but the (x1 ≥ 17) interval, the column (3) estimates are also smaller in magnitude than
the OLS estimates in column (1). In fact, although both OLS and the nonparametric estimator
of column (3) are inconsistent in the presence of a grouped dependent variable, the linear OLS
estimate is in general closer to the MD estimates, suggesting that taking nonlinear functions of
the data while ignoring the grouped nature of the dependent variable leads to magnifying the
bias that emerges from simple linear methods that ignore the grouping problem. However, this
feature may not arise generally, and simply be peculiar to this empirical application.
We also calculate the average derivative over the entire range of values that x1 takes in the
data and find that for the nonparametric MD estimator, this estimate is .0677 in 1964 and .0635
in 1971 with estimated standard errors of .0376 and .0332 respectively. These estimates are
larger than the corresponding estimates for least squares and nonparametric estimation with ad
hoc assignment to the dependent variable, but smaller in magnitude than ML. These average
MD estimates are quite smaller in magnitude than the leading examples surveyed in Card (2001),
but may not be directly comparable because of the earlier time period being studied. These
estimates are somewhat higher than the average returns to education found in Chay and Powell
(2001) for their respective years. However, using our average derivative estimates over the entire
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range of x1, the implied change in the average returns to education between 1964-1971 is .0041
log points, which is somewhat comparable to the .003 log points estimated change in Chay and
Powell (2001).
In summary, we find that the suggested estimator is practicable in an empirical application
where the dependent variable is both grouped and censored. The diﬀerence in the estimates be-
tween the nonparametric estimator with ad hoc assignment and the MD estimates indicate that
accounting for the grouping of the dependent variable is important for inference. Furthermore,
the diﬀerence between these and the ML estimate is indicative that accounting for grouping
alone is inadequate, because of biases that can arise jointly from the possible non-normality
of errors and the nonlinear relation between earnings, education and age.5 We find that our
estimands are fairly precisely estimated, and robust to small changes in specification, indicating
that the suggested estimators are practicable for similar empirical applications.
CONCLUSION
This paper considers estimation of a nonparametric model in which the dependent variable
is latent and possibly censored, but grouped into categories with observable thresholds. Stan-
dard nonparametric regression techniques are inapplicable due to the latency of the dependent
variable. The disturbances are assumed to be drawn from an invertible distribution and satisfy
a conditional mean zero restriction, but even under stronger restrictions on the disturbances
such as independence from the covariates, existing semiparametric estimators are inapplicable
for estimation of this model.
Estimators suggested in this paper are derived by conversion of the model into a series of
binary choice regression models, corresponding to each of the finite-valued thresholds. This con-
version yields a series of identities, in which the function of an interest is an additive component.
A nonparametric two stage estimator is proposed in which the first stage constitutes estimation
of a component of the identity, and the second stage consists of a nonparametric generalization of
the classical minimum distance estimator. Nonlinear scalar functionals of the model are shown
to be asymptotically normal (and n1/2 asymptotically normal under other regularity conditions)
and consistent estimators of the covariance matrix are provided. An empirical application, which
examines the change in the average returns to earnings illustrates that the estimators perform
quite well, and are practicable for inference.
5Although we cannot infer that the diﬀerence between column (2) and (4) is entirely due to
the non-normality of the errors since column (4) also considers a nonparametaric function m10(·),
Chay and Powell (2001) have formally rejected non-normality of the errors in these data.
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A Appendix
Let A¯(xi) denote a symmetric square root of A(xi), A¯(xi)A¯(xi) = A(xi). Consider a weighted
approximating basis and relabel, so that ξB
J˜




























Replace the ξB basis by the nonsingular linear transform G−1/2ξB to which the estimators
are invariant, satisfying κ˜q(B) ≥ cκq(B) = sup|µ|=q,P ||∂µG−1/2 ξB|| where c will denote a
positive constant whose value could vary in diﬀerent parts of the proof. Similarly let α(S) ≥
supX ||χS(x)||, G1 = E(χS(xi)χS(xi)0) and consider the transformed basis G−1/21 χS satisfying
α˜(S) ≥ c α(S) = supX ||G−1/21 χS(x)||.
Under these transforms the second moment matrix of the transformed bases is the identity.
Thus, without loss of generality we will set G = IB and G1 = IS for the remainder of the proofs.
As a preliminary step we will state a lemma that will be useful in proving Theorems 4.1-4.3.
LEMMA A1: If Assumptions 1,2, 4-6 are satisfied, φg = (n
−1S)1/2 + (B−v/2 + S−v1/K) and
φP = (n
−1S)1/2+ S−v1/K then the following are each op(1) :
1. n1/2[κq(B)
2φ2g] = {κq(B)4[n−1S2]]1/2 + (n1/2[B−v/2 + S−v1/K ])2[n−1κq(B)4]1/2} (∀q);
2. κq(B)
2φg = [κq(B)
4[n−1S]]1/2 + [n−1κq(B)4]1/2n1/2[B−v/2 + S−v1/K ] (∀q).
And, for power series,
κ0(B)
2Sκ1(B)
2φ2g ≤ c n−1B8S2














{Sκ1(B)2 + κ0(B)2α(S)4}φ2P + n−1Bα(S)2 ≤ cn−1(B3S2 +BS3 +BS)
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PROOF OF LEMMA A1: Note that φP = (S
1/2/n1/2)(1 + S−1/2n1/2S−v1/K) = O(n−1/2S1/2).
Similarly, φg = O(S
1/2/n1/2). By the inequalities derived in Newey (1997; Theorems 4, 7)
for any nonnegative integer q, κq(B) ≤ CB1+2q and α(S) ≤ cS for power series bases and
κq(B) ≤ cB0.5+q and α(S) ≤ cS0.5 for spline bases. Applying these inequalities, i) and ii) are
op(1) by Assumption 2(iii) and Assumption 5, and the remaining are op(1) by Assumptions 1,
2(iii), 4-6.¥
COROLLARY OF LEMMA A1: If Lemma A1 holds, then ||Gˆ1 − IS || and ||Gˆ − IB|| are each
op(1).














(Theorem 1 Newey, 1997), it follows by an application of Lemma A1 and the Markov inequality
that ||Gˆ1− IS|| = op(1). By Lemma A1 (Newey, et al (1999)), ||Gˆ− IB|| = Op(φP [B1/2κ1(B) +
κ0(B)
2α(L)]+n−1/2κo(B)B1/2), which is op(1) by an application of the rates derived in Lemma
A1. ¥
LEMMA A2: If Assumptions 1-3 are satisfied, then
|gˆ − g0|q = Op(κq(B)φg).
PROOF OF LEMMA A2: This lemma uses Lemma A1 in Newey, Powell and Vella (1999)
(henceforth, NPV), modifying it to address the presence of an identity in the second stage,
which will raise the uniform convergence rate of the estimator gˆ from that of a conventional
two-stage estimator.
Let gˆi = ωˆigˆ(Pˆi), h˜i = ωˆig0(Pi), gi = ωig0(Pi) each be 1 × J˜ , and gˆ, g˜ and g represent
the corresponding vectors (e.g., gˆ = (gˆ01, ..., gˆ0n)0). By lemma 1 (Newey et al, 1999) ||γˆ − γ|| =
||n−1Gˆ−1ξB0{(∆− g) + (g − ξB0γ) +(g − g˜)|| = Op(n−1/2(B1/2 + S1/2) +B−v/2 + S−v1/K), so
that
(∆− g0) = 0 w.p1,
⇒ ||γˆ − γ|| = Op(n−1/2S1/2 +B−v/2 + S−v1/K) = Op(φg).
It follows by Assumption 3 that
|gˆ − g0|q ≤ |ξB0(γˆ − γ)|q + |ξB0γ − g0|q
= κq(B)||γˆ − γ||+O(B−v/2) = Op(κq(B)φg)). ¥
PROOF OF THEOREM 4.1: This proof extends to nonlinear functionals Lemma A2 of Newey,
Powell and Vella (1999).
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Let Ω−1/2 denote a symmetric square root of Ω−1. By Var(yi|xi) bounded below and G1 = I,
Vβ − cI is positive semidefinite. Notice that E(ξBJ˜ (Pi)ζγ,β)G−11 is the population sum of squares
from the multivariate regression of ξB
J˜
(Pi)[∂g(Pi)/∂P ] on χSi , so that ||E(ξBJ˜ (Pi)ζγ,β){E(χSi χSi )}−1|| ≤
||ξB
J˜
(Pi)[∂g/∂P ]|| ≤ cIB by boundedness of ∂g/∂P (Assumption 4) so that Vγ − cI is positive
semidefinite. Then, by Ω = Λ[Vγ]Λ0 ≥ ΛΛ0,
||Ω−1/2Λ|| = {tr[Ω−1/2ΛΛ0Ω−1/2Λ]}1/2(25)
≤ {tr[cΩ−1/2ΛV 0γΛΩ−1/20]}1/2 ≤ tr{cΩ−1/2ΛV 0γΛ0Ω−1/2}1/2 = c.
Let gB = ξB γ¯B. By Assumption 3 |λ(gJ)| > 0, while (E(gJ(Pi)2]) → 0. However, since
|λ(gJ)| = |Λγ¯B| ≤ ||Λ|| ||γ¯B|| = ||Λ||(E(gJ(·)2])1/2, this implies that ||Λ|| → ∞. Therefore,
Ω ≥ Λ[Vγ ]Λ0 ≥ c ||Λ||, so that Ω−1/2 is bounded.
Now note that n1/2Ω−1/2[λ(gˆ)− λ(g0)] can be decomposed into the following sum of terms:
n1/2Ω−1/2[λ(gˆ)− λ(g0)] = n−1/2Ω−1/2ΛGˆ−1ξˆB0[g0 − g˜]
+n−1/2Ω−1/2λ(ξB0γ¯B − g0) + n−1/2Ω−1/2ΛGˆ−1ξˆ
B0
(g˜ − ξˆB0γ¯B)
+n1/2Ω−1/2[λ(gˆ)− λ(g0)− Fg(g; gˆ) + Fg(g; g0)] + op(1)
where γ¯B as in Assumption D(i). Let χ
S
J−1(xi) abbreviate IJ−1 ⊗ χS0i . By lemma A2 of NPV
(1999) all but the first and last term are op(1) and n−1/2Ω−1/2ΛGˆ−1ξˆ
B0
[g0−g˜] = n−1/2Ω−1/2Λ[ξBJ˜ ζγ,β{χS0J−1η}].
The last term, which is not present in their derivation, accounts correctly for the presence of a
nonlinear functional, by giving rates for approximation of the functional derivative. By equation
(25), the linearity of Fg in g, Assumption B(ii), and Lemma A1,
n1/2Ω−1/2[λ(gˆ)− λ(g0)− Fg(g; g˜)− Fg(g; g0)] ≤ cn1/2[|gˆ − g0|q]2Op(n1/2[κq(B)φg]) = op(1).
It then follows by (A.27) in NPV and the above equation that
n1/2Ω−1/2[λ(gˆ)− λ(g0)] = n−1/2Ω−1/2Λ[ξBJ˜ ζγ,β {χS0J−1η}] + op(1).
For a vector υ such that ||υ|| = 1, define ψS(wi) = υ0(n−1/2Ω−1/2Λ[ξBJ˜ (Pi) {ζγ,β χSJ−1(xi)0ηi}]),
where wi = (ξBJ˜ (Pi)
0,χS(xi)0)0 and ηi = (η1i, ..., ηJ−1i)0 Notice that ψ
S(wi) are i.i.d random






(Pi)ζγ,β{χS0J−1ηi}]), E[ψS(wi)] = 0 and
V ar(ψS(wi)) = n
−1. Furthermore, by equation (25) ||Ω−1/2Λ|| ≤ c, and cIB − (ξBJ˜ ζγ,β)(ξBJ˜ ζγ,β)0
positive semidefinite (shown prior to equation (25)) ||Ω−1/2Λ[ξB
J˜
ζγ,β]|| ≤ c||Ω−1/2Λ||. The re-
mainder of lemma A2 of NPV holds as is, giving the proof of Theorem 4.1. ¥
To prove asymptotic normality with an estimate of the asymptotic covariance matrix in
Theorem 4.2 we first give the following preliminary result.
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LEMMA A3: If Assumptions 1-6 are satisfied then ||Λˆ− Λ|| = op(1).
PROOF OF LEMMA A3: In the case of linear functionals Λˆ = Λ; for the nonlinear case, by
Lemma A2 and Fg(g; g˜) linear in g˜ (Assumption 2) it follows that
||Λˆ− Λ||2 = |Fg(Λˆ− Λ)0ξB; gˆ)− Fg(Λˆ− Λ)0ξB; g0)| ≤ c|(Λˆ− Λ)0ξB|q(κ(B)|gˆ − g0|q)
= Op(κq(B)φg) = op(1) (by lemma A1). ¥
PROOF OF THEOREM 4.2: Asymptotic normality with an estimator of the variance will primar-
ily require showing that Ω−1/2ΩˆΩ−1/20 p→ 1. To apply lemma A2 of NPV requires a multivariate
generalization to show that ||Vˆβ − Vβ || = op(1). As before let χSJ−1(xi) abbreviate IJ−1 ⊗ χS0i ,


















Also define δP (xi) = P (xi)− Pˆ (xi). By Lemma A1, maxi≤n δP (xi) = op(1). Note that (ηˆiηˆ0i −
ηiη
0
i) = ηiδP (xi)
0+ δP (xi)η0i+ δP (xi) + δP (xi)






and Σ = E(χSJ−1(xi)
0(|ηi|e0J−1+eJ−1|ηi|0)χSJ−1(xi))
and note that by the boundedness of η (Assumption 1), Σ ≤ cE(χSJ−1(xi)0χSJ−1(xi)) = cI. It
then follows analogously to the argument showing ||Gˆ1−I|| p→ 0 (Corollary A1) that ||Σˆ−Σ|| ≤
c||Gˆ1 − I|| p→ 0. Now for any vector ς with ||ς|| ≤ c,


























≤ op(1)|ς(Σˆ+ Gˆ1)ς 0| ≤ op(1)|ς(Σˆ+ Gˆ1 −Σ− I)ς 0|+ op(1)|ς(Σ+ I)ς 0|
≤ op(1)||ς||2(||Σˆ−Σ||+ ||Gˆ1 − I||) + op(1)||ς||2 p→ 0.
The remainder of the proof of lemma A2 applies NPV holds as is, so that by (26) and (27)
above, Ω−1/2ΩˆΩ−1/2 p→ 1 under Assumptions 1-6, giving the conclusion of Theorem 4.2. ¥
PROOF OF THEOREM 4.2: Let r(xi) abbreviate [∂g(Pi)/∂P ]. Suppose Assumption 7(ii) is
satisfied. Then, Λ = E(τ(P jk) ξB(P jk)). Let τB(P jk) denote the mean square projection of







as the mean square projection of r(xi)τB(P jk) on χS(xi) (by E(χS(xi)χS(xi)0) = I)and let
dS(xi) = E[r(xi)τ (P
jk) χS(xi)0]χS(xi). By the boundedness of r(xi) (Assumption 4) and As-
sumption 7(iv),
E[(τ (P jk)− τB(P jk))2] ≤ E[{τ(P jk)− ξB(P jk)0γ¯B}]→ 0 as B →∞.
Notice that dSB(xi) and dS(xi) are respectively the mean square projections of r(xi)τB(P jk)
and r(xi)τ(P jk) on χS(xi). Then,
E[{dSB(xi)− dS(xi)}2] ≤ E[r(xi)2||τB(P jk)− τ(P jk)||2]→ 0 as B →∞.
Further, by the definition of S as the mean-square limit of χS(x)0β over all possible χS as
S → ∞, E[||dS(xi) − d(xi)||2] → 0 as S → ∞. Since mean square convergence of dS implies
convergence of second moments, by the boundedness of Var(yi|xi) (Assumption 1),
Ω = E(dS(xi)Var(yi|xi)dS(xi)0]→ E(d(xi)Var(yi|xi)d(xi)0] = Ω¯
so that Ω¯ is bounded under Assumption 7.
It now follows identically as in the proof of Theorem 4.1that n1/2Ω−1/2[λ(gˆ) − λ(g0)] =
n−1/2Ω−1/2Λ[ξB
J˜









(P )ζγ,β {χS0J−1(xi)ηi}and n1/2[λ(gˆ)−
λ(g0)] = Ω1/2 n1/2[λ(gˆ)− λ(g0)]Ω−1/2 d→ N(0, Ω¯). Further, as in the conclusion of Theorem 4.2
Ω−1/2ΩˆΩ−1/2 p→ 1 so that with Ω−1/2 −→ 1/Ω¯1/2, it follows that Ωˆ p→ Ω¯.¥
28
References
[1] Andrews, D.W.K (1991): “Asymptotic Normality of Series Estimators for Nonparametric
and Semiparametric Models,” Econometrica, 59, 307-345.
[2] Ai, C, X. Chen and R. Blundell (2001): “Semiparametric Engel Curves with Endogenous
Expenditure”, working paper, UCL.
[3] Card, D. (2001): Estimating the return to schooling: Progress on some persistent econo-
metric problems, Econometrica, 69, 5, 1127-1160.
[4] Cavanagh, C. and R.P. Sherman (1998): “Rank estimators for monotonic index models”,
Journal of Econometrics, 84, 351-381.
[5] Chamberlain, G.C (1994): “Panel Data” in Handbook of Econometrics, Vol 2, Z. Griliches
and M. Intriligator (eds.), North-Holland, Amsterdam.
[6] Chay, Ken (1995): “Evaluating the Impact of the 1964 Civil Rights Act on the Economics
Status of Black Men using Censored Longitudinal Earnings Data”, working paper, Dept of
Economics, Berkeley.
[7] Chay, Ken and J. Powell (2001): “Semiparametric Censored Regression Models”, working
paper.
[8] Chiang, C (1956): “On Regular Best Asymptotically Normal Estimates”, Annals of Math-
ematical Statistics, 2, 336-351.
[9] Das, M (2001), “Estimation of a Panel Data Model with Insuﬃcient Exclusion Restrictions”,
Working Paper, Dept. of Economics, Columbia University.
[10] Das, M, W. Newey and F. Vella (2001): “Nonparametric Sample Selection Models”, working
paper, Department of Economics, Columbia University.
[11] Gallant, A. R and G. Souza, (1991), “On the Asymptotic Normality of Fourier flexible
functional form estimates”, Journal of Econometrics, 50, 329-353.
[12] Gallant, A.R., (1981), “On the Bias in Flexible Functional Forms and an Essentially Unbi-
ased Form: The Fourier Flexible Form”, Journal of Econometrics, 15, 211-245.
[13] Han, A.K. (1987): “Nonparametic analysis of a generalized regression model: the maximum
rank correlation estimator”, Journal of Econometrics, 35, 303-316.
[14] Hausman, J.A and W.K. Newey (1995): “Nonparametric Estimation of exact Consumer
Surplus and Deadweight Loss,” Econometrica, 63, 1445-1476.
29
[15] Ichimura, H (1993): “Semiparametric least squares (SLS) and weighted SLS estimation of
single index models”, Journal of Econometrics, 58, 71-120.
[16] Klein, R and R.P Sherman (2001): “Shift Restrictions and Semiparametric Estimation in
Ordered Response Models”, Rutgers University and Cal Tech working paper, Forthcoming
in Econometrica.
[17] Linton, O. and J. Nielsen (1995), “A Kernel Method of Estimating Structured Nonpara-
metric Regression Based on Marginal Integration”, Biometrika, 82, 93-100.
[18] Lorentz, G.G., Approximation of Functions, Chelsea, New York.
[19] Newey, W K (1990): “Eﬃcient Instrumental Variables Estimation of Nonlinear Models,”
Econometrica, 58, 809-837.
[20] ––– (1997): “Convergence Rates and Asymptotic Normality of Series Estimators,” Jour-
nal of Econometrics, 79, 147-168.
[21] Newey, W.K., J.L Powell and F. Vella (1999): “Nonparametric Estimation of Triangular
Simultaneous Equations Models,” Econometrica, 67, 565-603.
[22] Porter, J (1996): “Nonparametric Regression Estimation for a Flexible Panel Data Model”,
MIT Thesis.
[23] Powell, M.J.D (1981), Approximation Theory and Methods. Cambridge University Press.
[24] Robinson, P.M (1976):“Instrumental Variables Estimation of Diﬀerential Equations,”
Econometrica, 4, 756-776.
[25] Schultz, T.P, 1997, Human Capital, Schooling and Health, IUSSP, XXIII General Popula-
tion Conference, Yale University.
[26] Stewart, M. B. (1983): “On Least Squares Estimation when the Dependent Variable is
Grouped”, Review of Economic Studies, 737-753.
[27] Stoker, T.M (1986): “Consistent Estimation of Scaled Coeﬃcients”, Econometrica, 1461-
1481.
[28] Stone, C.J. (1985): “Additive Regression and other Nonparametric Models”, Annals of
Statisticsc, 13, 689-705.
[29] White, H., (1980), A Heteroskedasticity-consistent covariance matrix and a direct test for
heteroskedasticity, Econometrica, 48, 817-838.
30
TABLE 1a
CROSS VALIDATION DISTRIBUTION OF SUMMANDS
CV Statistic
S POWER SERIESa JOIN POINTS 1964 1971
2 x1, x1x2 0,0 424.25 372.82
3 (S=2) + x12 1,0 420.77 349.98
4 (S=3) + x12x2 1,1 419.99 347.97
5 (S=4) + x12x22 2,1 417.52 346.21
6 (S=5) + x13 2,2 414.35 348.52
7 (S=6) + x13x22 3,2 416.34 345.15
8 (S=7) + x13x23 3,3 418.23 350.38
B POWER SERIESb JOIN POINTS
1964 1971
1 (Pj )-(Pk) 0,0 1952.22 1571.10
2 (B=1) + {(Pj )2-(Pk)2} 1,0 1938.50 1544.91
3 (B=2) + { (Pj )3-(Pk)3} 1,1 1905.89 1453.44
4 (B=3) + { (Pj )4-(Pk)4} 2,1 1904.11 1432. 67
5 (B=4) + { (Pj )5-(Pk)5} 2,2 1911.76 1441.80
CV StatisticL POWER SERIESa JOIN POINTS
1964 1971
2 x1, x1x2 0,0 420.71 390.16
3 (K=2) + x12 1,0 418.74 372.82
4 (K=3) + x12x2 1,1 410.56 353.02
5 (K=4) + x12x22 2,1 404.95 349.97
6 (K=5) + x13 2,2 403.13 349.38
7 (K=6) + x13x22 3,2 406.32 345.15
8 (K=7) + x13x23 3,3 411.83 345.52
a x1x2 is the interaction of x1 and x2. The first entry of Join Points corresponds to x1 and the second to
x2; each series includes a constant and the two binary regressors. L denotes the number of summands
in the comparison estimator that replaces grouped dependent variable with an ad hoc number from its
interval (see text).
b This series does not include a constant; the first entry of Join Points corresponds to Pj and the
second to Pk; each series is the preceding series plus the additional term given above.
         TABLE 2
                              EMPIRICAL APPLICATION: ESTIMATESa








  Nonparametric MD








































































































                (B) AVERAGE  DERIVATIVE  ESTIMATES
(1) (2) (3) (4)
1964 1971 1964 1971 1964 1971 1964 1971


































  a Standard errors in parenthesis. In column (4), first stage estimates are given for the y2 binary
regression. x1 is education, x2 is age and x3 is race (Black=1). All regressions include a constant and a
marriage indicator, columns (1)-(2) also includes x22;columns (3)-(4) includes two additional join
points in each year, a marriage indicator, x13x23 and x13x22 for column (3) and column (4), 1971.
