. We study the weak KPZ universality problem by extending the KPZ universality results for random, microscopic fields known as the density fluctuation field developed by Goncalves-Jara [17] , Goncalves-Jara-Sethuraman [18] and to interacting particle systems with singular initial data with respect to equilibrium and constant hydrodynamical limit, generalizing the fundamental flat initial data. Moreover, we develop these methods to prove the weak KPZ universality conjecture for interacting particle systems with long-range interactions again with respect to the same singular initial data, vastly improving the result for range at most 3 obtained in [13] . e proof of these results depends on constructing solutions to the KPZ equation serving as bounded entropy approximations for the initial data density fluctuation field via equilibrium perturbations, and then performing stochastic analysis for this sequence of Cole-Hopf solutions to identify the limit of the density fluctuation field process. As a byproduct of our analysis, we also prove weak KPZ universality for the same interacting particle systems but with flat-to-Brownian initial data.
I
In their seminal 1986 paper [23] , physicists Kardar, Parisi and Zhang derived a dynamical model for the fluctuations of interfaces in random growth models with local smoothing, lateral growth mechanism, and rapidly decorrelated noise. e evolution is governed by the following stochastic PDE driven by space-time white noise:
is equation is known as the KPZ equation. Here, χ, D > 0 are positive constants and λ ∈ R. ese parameters come from the specific details of the underlying random interface. e space-time white noiseẆ t is a space-time Gaussian field with correlation function E Ẇ t (x)Ẇ s (y) = δ(t − s)δ(x − y).
Via the theory of parabolic equations, one may view the KPZ equation as a first-order perturbation of its linearization
given by the infinite-dimensional Ornstein-Uhlenbeck equation: (1 + |ξ| s ) 2 |û(ξ)| 2 dξ < +∞ .
(1. 4) We let H ∞ (R) denote the space of Schwartz functions with its topological dual H −∞ (R), the space of distributions:
(1. 5) We recall that both of these spaces are metrizable, with the former a Frechet space and the la er equipped with the weak- * topology. Moreover, for any smooth, compactly supported function u ∈ C ∞ c (R), we let supp(u) ⊂ R denote its support. Fix k ∈ Z 0 and α ∈ [0, 1], and fix a domain Ω ⊆ R. We let C k+α loc (Ω) denote the space whose seminorms are given by · C k+α (CΩ) ranging over all compact subsets C Ω ⊆ Ω. For any T > 0 and Polish space X , we let D([0, T ], X ) denote the space of cadlag trajectories on [0, T ] valued in X . We always equip D([0, T ], X ) with the Skorohod topology. For a reference on this topological vector space, we refer to [4] .
For any finite set I , we let |I | denote the size of I . We also make the standing assumption that the hydrodynamical parameter n ∈ Z >0 will always be chosen large enough so that statements make sense.
We adopt the big-Oh and li le-Oh Landau notation, where subscripts without limits denote the dependence of the implied constants. In particular, the notations O u and o u indicate dependence on a test function u ∈ H ∞ (R) only through some
Sobolev norm u H s (R) . Also, the notation is synonymous with O(·).
Given a probability measure µ on some measure space Ω, we let P µ the probability with respect to µ. Similarly, we let E µ denote an expectation with respect to µ. is article is concerned with two solution theories for the KPZ equation, namely the Cole-Hopf solution theory and the energy solution theory. We will see, as a consequence of Gubinelli-Perkowski's work in [19] , that these two solution theories coincide. To begin, we introduce the Cole-Hopf solution theory of universal importance in the KPZ literature.
Definition 2.1. We say H t (x) ∈ C 0 ([0, T ] × R, R) is a Cole-Hopf solution of the KPZ equation (1.1) if
where Z t (x) ∈ C 0 ([0, T ] × R, R) is the unique solution to the following Cauchy-problem for the linear multiplicative stochastic heat equation, which we abbreviate into SHE throughout this paper for later convenience: 
To even make sense of this object, we remark that by a comparison theorem in [29] , also discussed in [31] , any solution to (2.2) with strictly positive initial data remains strictly positive for all times. us, the Cole-Hopf solution is well-defined, given the initial data Z 0 (x) = e H0(x) .
We now present the alternative notion of energy solutions for the (almost) equivalent stochastic Burgers equation. e following presentation of energy solutions is an adaptation of those in [19] and [20] .
e modifications introduced in the following definition reflect the state of the art in the current literature concerning what analysis and results are available for energy solutions. We discuss briefly exactly which modifications were introduced.
We first let {ψ ε,x } ε→0 denote a family of approximations to the Dirac point mass, centered at x ∈ R. Moreover, we define the Dirichlet energy of ϕ ∈ H ∞ (R) to be the following quadratic functional of ∂ x ϕ:
(2. 4) e above Dirichlet energy, of course, may also be interpreted as the quadratic form associated to the Laplacian operator
x on H 1 (R). As far as the author is aware, however, the reason why the Dirichlet energy arises in the study of the KPZ equation is not because of the spatial second-order nature of the equation. In fact, the Dirichlet energy arises when studying the stochastic Burgers equation specifically via the conservative noise forcing. is point is non-essential for the remainder of the paper, however.
Definition 2.2. We assume the space C 0 ([0, T ], H −∞ (R)) is equipped with a σ-algebra F , a probability measure P, and a filtration (u s,0 (ψ ε,x )) 2 (−∂ x ϕ) ds, t 1 , t 2 ∈ [0, T ], (2. 5) assuming the limit exists, and to be precise we take the notion of convergence in the sense of in probability with respect to the norm on C 0 ([0, T ], H −∞ (R)).
(1) We say u ·,0 is a probability energy solution to the stochastic Burgers equation if, for all test functions ϕ ∈ H ∞ (R) and times t ∈ [0, T ], the process is a martingale of quadratic variation 2DtE(u). Equivalently, the law of the above process is a scaled conservative noise ∂ xẆ· , realized as a Brownian motion upon space-time integration under the probability measure P and filtration F · .
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(2) Suppose, for all test functions ϕ ∈ H ∞ (R), that the process A 0,· (ϕ) is of zero quadratic variation. en we say u ·,0 is an energy solution. is a martingale of quadratic variation 2DtE(u), we say the process u ·,0 is a reversible energy solution. (4) Suppose the one-dimensional marginals u t,0 have the law of a spatial white noise. en we say u ·,0 is a stationary energy solution or equilibrium energy solution. In this case, we denote the energy solution by u eq ·,0 .
Observe the conservative noise process ∂ xẆ· is Gaussian under the prescribed probability measure P and filtration F · . In particular, this Gaussian process is independent of the initial data u 0 ∈ H −∞ (R), which will be crucial later in this paper.
We now clarify further this construction of the energy solution with two brief remarks, the first notational and the second technical.
Remark 2.3. In [17] and [18] , among other papers by these authors, the energy solution is denoted by Y , and the test function is denoted by u ∈ H ∞ (R). is contrasts with our notation, especially the usage of u ·,0 for the energy solution itself. However, this notation is adopted from the work of [19] . Here, we have added an additional index 0. e reason for this minor notational modification will be made precise in a later section when we introduce perturbations into this index, giving a range of indices parameterized by δ ∈ R 0 . e value δ = 0 will correspond to the original energy solution without perturbation.
Remark 2.4. Strictly speaking the definition of energy solution presented above is a looser adaptation of the notion defined in [16] and [19] . Precisely, the aforementioned papers require all energy solutions to be stationary. Moreover, these papers require a stronger L 2 condition instead of the zero QV property stated above for the nonlinearity. However, as noted in the review article [20] , the arguments in presented in [19] hold for a wider class of processes defined above. Moreover, the additional L 2 -energy condition is impossible to obtain, as of now, without assuming the energy solution is stationary. We return this point shortly.
e heart of [19] was to identify and reconcile the Cole-Hopf and energy solution theories. Establishing this identification, for instance, allows one to deduce uniqueness of energy solutions via the uniqueness of solutions to the multiplicative SHE. However, its utility in this paper is beyond just uniqueness of energy solutions so we introduce this identification in some detail. e underlying machinery in [19] is stochastic analytic, so for explicit details we refer to the paper itself. In summary:
(1) Any energy solution to the stochastic Burgers equation is a Cole-Hopf solution to the stochastic Burgers equation. Precisely, for any energy solution u ·,0 , there exists a strong solution Z · (·) to the SHE (2.2) such that for all test functions ϕ ∈ H ∞ (R), we have
Moreover, the initial data Z 0 ∈ C 0 (R) may be computed by exponentiating a suitable anti-derivative of u 0,0 . We make this precise as follows.
(2) e following construction is taken directly from Section 4 in [19] . Consider a generic function σ ∈ C ∞ c (R) such that +∞ −∞ σ(y)dy = 1 and σ 0 pointwise. For each x ∈ R, define the function
We now consider a function ψ ∈ H ∞ (R) with compact Fourier support, i.e.ψ ∈ C ∞ c (R), and such thatψ ≡ 1 in some neighborhood of the origin in Fourier space. For each κ ∈ R >0 , define
. As in [19] , we define the following anti-derivative of the energy solution:
We briefly remark that the limit exists since the derivative Θ
x is stable in L 2 (R), which may be verified directly or by reading Section 4 in [19] . It now turns out the initial data to the corresponding solution of the SHE (2.2) is given by
Remark 2.5. With just the goal of weak KPZ universality in mind for this paper, the reader should not be too concerned about specific details in the above construction of mollifiers. e precise assumptions, e.g. the Fourier constraints on the mollifying modelψ ∈ C ∞ c (R), are engineered solely for carrying out the stochastic analysis in [19] underlying the mapping onto the multiplicative SHE.
2.2. Abstract Microscopic Dynamics. We now construct a class of arbitrary range, weakly asymmetric exclusion processes.
e desired process will be a Markov process with state space Ω = {0, 1}
Z whose states will be denoted by η and o en referred to as (particle) configurations. Probabilistically, Ω is the space of configurations on Z subject to the exclusion rule. Because the underlying geometry Z has infinite volume, we introduce the following formalism for analytic convenience.
Definition 2.6. For any compact subset Λ ⊂ Z, we define the projection operator
(1) For any compact subset Λ ⊂ Z, we say a function ϕ : Ω → R is Λ-local if ϕ factors through the projection operator
(2) For any ℓ 0 0, we say a function ϕ : Ω → R is ℓ 0 -local if ϕ is Λ-local for some Λ ⊂ Z with |Λ| = ℓ 0 .
(3) We say a function ϕ : Ω → R is local if it is ℓ 0 -local for some ℓ 0 0. We define the support of a local function to be
Before introducing dynamics, we introduce the following convenient notation. For any Λ ⊂ Z, we let |η| Λ = x∈Λ η(x) denote the mass of a configuration η on the la ice Λ. Moreover, we introduce the dual notion to the support of a local function and define the support of a configuration η ∈ Ω to be those x ∈ Z such that η(x) = 1.
e following construction is taken from [17] . However, the results of this paper hold for a slightly larger class of interacting particle systems than those presented here, e.g. those in [18] . us, we make the reduction for the sake of clarity. e following dynamics will be referred to as microscopic dynamics throughout this paper and all scaling with respect to the hydrodynamical parameter n ∈ Z >0 will be referred to as microscopic scaling or microscopic parameters. We let {γ k } ∞ k=1 denote a set of non-negative deterministic constants subject to the constraint (2.15) to be viewed as Poisson rates. Given a local function ϕ on Ω, we specify dynamics via the generator 17) where the k-gradient is given by
We now assume the coefficients b
satisfy the following support and technical conditions, respectively:
(1) For each k ∈ 1, ∞ and x ∈ Z, the asymmetric coefficient has the form b
, where a k > 0 are constant. (2) We impose stability conditions for all k ∈ 1, ∞ on the coefficients:
for some b
Sym k and a ∧ k . is, at least, is necessary for the existence of a hydrodynamical limit in the LLN scaling, let alone hydrodynamical fluctuations of the LLN limit. (3) e microscopic dynamics are "bounded" in the following sense: for some ε 1 > 0,
We have the following second moment bound for the transition probabilities:
To motivate this second moment bound, we remark that (2.21) is standard and necessary in deriving diffusive scaling limits for random walk particle systems, for instance in the classical CLT. (5) For all n ∈ Z, we have the pointwise bound |b
for some universal implied constant.
Despite the unmotivated appearance of the last condition, we remark that it is assumed in [17] , and that it is also a consequence of the construction of the dynamics in [18] .
We now introduce a gradient-dynamics condition which make the microscopic dynamics ergodic even for a
Because the stochastic Burgers equation is ergodic, at least some variant of these assumptions are necessary. We present this as an assumption because for many interacting particle systems, including those with random Poisson rates of primary interest in [18] , this does not necessarily hold. But for the functions {ω 
Moreover, for all k ∈ 1, ∞ , the functions {ω
Observe that the symmetrized dynamics defined by the generator
admits an invariant, reversible measure given by the product Bernoulli measure for any parameter ̺ ∈ [0, 1]: n . Because L n is a sum of such operators, we deduce the dynamics propagated by L n also exhibit ν ̺ as an invariant measure for any ̺ ∈ [0, 1].
Remark 2.8. In [18] , for more exotic particle dynamics the family of invariant measures is not the family of product Bernoulli measures. Indeed, for exotic systems the invariant measure is a chemical potential tilting of the product Bernoulli measure whose construction requires working through the canonical ensemble.
We conclude the construction of the microscopic dynamics by discussing the discrete torus, as this will be important for this paper even when studying particle dynamics on the line. For a discrete torus T we may impose the same generator, where addition is taken to be the periodic structure on the torus. Moreover for range m ∈ Z >0 ∪ {+∞} dynamics, we always cutoff the range so that m |T|.
2.3. Density Fluctuation Field. If we let η (n) t be the state of the particle dynamics at time t ∈ R 0 with respect to generator L n and some initial data η (n) 0 , we define the random density fluctuation field, abbreviated DFF for convenience, to be, for any test function ϕ ∈ H ∞ (R),
as an H −∞ (R)-valued process with cadlag trajectories. e term J (n) t is the average current of particles through a given site x ∈ Z, which is nonzero given the asymmetric dri of the dynamics. is normalization by J (n) t is ensure that the DFF moves along the reference frame in which we see the fluctuations in the same space-time frame as the fluctuations for the associated symmetric process. For details, we refer to Section 2 in [17] . However, we o en drop the normalizing dri J (n) t for convenience. is can be done by a standard Galilean transformation as noted in [17] .
We now introduce the following notation for quantities associated to the fluctuations of the microscopic dynamics, the smoothing mechanism, and the asymmetry of the dynamics, respectively:
Per eorem 2.3 in [17] , the sequence {u 2.4. Bounded Entropy Perturbations. We now make a brief digression and discuss bounded entropy solutions. is discussion is to simply assert the state of the art in terms of extending the weak KPZ universality results via energy solution theory past exact microscopic equilibrium, as well as introduce a general, well-known property (2.28) below of the relative entropy that will be important in our analysis. A byproduct of this discussion is a Bakry-Emery type estimate on the evolution of the relative entropy in terms of a microscopic Dirichlet energy. To the author's knowledge, this is not wri en in the literature. However, a er this short discussion we will see how this bounded entropy perspective is quite useless for singular initial data.
We consider classes of initial data {µ
realized as perturbations of the invariant measure ν ̺ . Precisely, we require the following constraints on {µ (2) e initial data obeys the following uniform entropy bound:
In particular, we have the following entropy estimate for probabilities of events A:
Under these assumptions, using (2.28) and a so argument, the paper [18] obtains a similar convergence result for the density fluctuation field towards the stochastic Burgers equation. In particular, fix any finite time horizon T > 0. en the sequence {u
0 and cadlag paths on [0, T ] is tight, and any limit point is a probability energy solution to the stochastic Burgers equation.
Although the results established in [19] do not provide uniqueness for probability energy solutions, as noted in the review article [20] the mapping onto the linear multiplicative SHE (2.2) holds for probability energy solutions whose laws are absolutely continuous with respect to a stationary energy solution. is, for example, implies the probability energy solution is an honest energy solution. By topological properties of the relative entropy functional, to deduce the density fluctuation field converges to the solution of the stochastic Burgers equation under uniformly bounded entropy initial data, it suffices to show the relative entropy is stable under the microscopic dynamics, uniformly in the hydrodynamical parameter n ∈ Z >0 . Although this can be done with general principles regarding Markov processes, as implicitly used in both [18] and [20] , a more precise estimate on the relaxation of the relative entropy is also obtainable. is is the content of the following result. Before we state the result, for the torus T we establish notation for the Dirichlet energy or Dirichlet form associated to particle dynamics on the torus for any k ∈ 1, ∞ and x ∈ T:
Because the Poisson rates are pointwise non-negative, the Dirichlet energy is also non-negative.
is a collection of probability measures on the state space Ω satisfying (A.1) for ̺ ∈ (0, 1)
denote the probability law on Ω a er evolving the initial data µ
0 under the dynamics generated by L n .
(1) Suppose the dynamics evolve on the compact torus T. en there exists a constant
for all n N 0 . (2) For all t ∈ [0, T ], we have on both the full la ice Z and the torus T
Remark 2.10. We briefly note that the convergence holds for all of the interacting particle systems in [18] and their long-range interaction versions as well. is will be a consequence of a later discussion; see the proof of Proposition 2.9 in the Appendix.
As noted earlier, the full strength of Proposition 2.9 is not needed to derive the entropy stability required for implementing the uniqueness result in [19] to deduce convergence from the tightness in [18] . We include the result for possible future use, but in this spirit we reserve the proof for the appendix.
We conclude this discussion with the following brief remark. In this paper, we will not study probability measures on the particle configuration space exhibiting bounded relative entropy with respect to microscopic equilibrium. Roughly speaking, this is because controlling perturbations of particle configurations is difficult. For couplings of such particle systems, we refer to [26] , which discusses only the simple exclusion process.
2.5. Non-Equilibrium Initial Data. e energy solution theory, although robust in the dynamics, fails to treat microscopic interacting particle systems whose dynamics do not begin at equilibrium. is precludes, for example, applying the energy solution theory directly to systems with singular initial data.
To make the above remark precise, as a toy model we introduce the flat initial data µ flat 0 . At the level of the microscopic system, it is given by the deterministic data
Asymptotically, the density of states in a large box −N, N ⊂ Z is equal to ̺ = 1 2 . us, the invariant measure of interest is given by ̺ = 1 2 . e above simple observation realizes that the hydrodynamical limit of the macroscopic mass density profile ̺ = 1 2 agrees with that of the product Bernoulli initial data of parameter ̺ = 1 2 for the particle system. Precisely, by the SLLN for this product Bernoulli data, one expects the mass/particle-density on large blocks to be asymptotically equal to ̺ = 1 2 . Because these profiles are stationary solutions to the classical Burgers equation, the macroscopic behavior of these two systems are similar. Since the system at microscopic equilibrium exhibits a KPZ limit for fluctuations, it is rather expected for the system with microscopically singular data to as well. is motivates both the following generalization of the flat initial data and even the genesis of this project.
We now generalize the flat initial data, extending both the underlying mass-density parameter to any ̺ ∈ (0, 1) and the strict periodicity. To introduce this definition, we first present the following discrete topological notion.
Z is ̺-homogeneous if the following conditions hold.
• For any exhaustion {Λ ⊂ Z} Λ→Z of the full la ice by nested, compact, connected sub-la ices, the density converges to a deterministic parameter ̺ ∈ [0, 1] at a mesoscopic scale. Precisely,
We say a measure µ ̺ on {0, 1} X is ̺-homogeneous if it is deterministic and supported on a ̺-homogeneous configuration.
For example, as for flat initial data we may take any ̺-homogeneous measure µ ̺ , and define µ (n) ̺ = µ ̺ for every n ∈ Z >0 . We now consider the DFF with its dynamics when the particle system starts at a ̺-homogeneous measure. is will be the primary object of interest in this paper. Precisely, if µ (n) 0 is ̺-homogeneous, then for any ϕ ∈ H ∞ (R) we define the following dynamics with cadlag trajectories:
Observe that with µ ̺ = µ flat the flat initial data, the DFF initial data converges weakly to 0, and the rate of convergence depends only on ∂ x ϕ L ∞ (R) . Via a classical Sobolev embedding, this implies a dependence only on ϕ H s (R) for s ∈ R >0 sufficiently large. is will be an important assumption for weak KPZ universality, as it guarantees the stability of the initial data in the limit.
We now make the simple but important observation that
is clearly violates the uniform entropy bound required to use the results of [18] and [19] , and thus it requires a new argument. In fact, because ̺-homogeneous measures are deterministic, any such measure will have infinite relative entropy with respect to any product Bernoulli measure. We now present the main result of this paper avoiding the singularity in the relative entropy obstructing application of currently existing technologies. e content behind this result introduces an alternative approach to weak KPZ universality via energy solutions, engineered to treat non-equilibrium systems. eorem 2.13. Fix any finite time horizon T > 0, and let {µ
be a family of ̺-homogeneous measures. Suppose the following conditions hold:
• Under the sequence {µ
where the implied constant is universal, and the limit is taken in probability.
• For any x ∈ R >0 , we have the a priori bound
where the implied constant is universal.
en the sequence {u We conclude with the brief remark that the condition (2.37) is to ensure validity of the analysis of the SHE via the infinite chaos expansion required in this paper.
2.6. Flat-to-Brownian Initial Data. We now introduce a mixture of homogeneous initial data and equilibrium initial data, generalizing flat-to-Brownian initial data (see [6] ). We make this point separately even though it falls within the context of ̺-homogeneous measures because of its classical importance. Precisely, if {µ
is a sequence of ̺-homogeneous measures on Z, then we define the following sequence of measures:
We refer to the sequence {µ
as a homogeneous-to-Brownian family of measures. Clearly, this family exhibits the same divergence in relative entropy as the ̺-homogeneous measures, which means the entropy methods in [18] and [19] again fail. However, because these measures are themselves ̺-homogeneous, we obtain the following result. eorem 2.14. Fix any finite time horizon T > 0. en the results of eorem 2.13 hold replacing the sequence of ̺-homogeneous measures {µ
by the famliy of ̺-homogeneous-to-Brownian measures {µ
2.7.
Outline of the Paper. We now provide a list of major components of this paper with brief exposition of the analysis.
(1) First, we develop rather straightforward speed of propagation estimates derived from the Poisson nature of the interactions for the microscopic dynamics. e application of these estimates is to approximate the dynamics on the full la ice Z by periodic dynamics on a sufficiently large torus. On one hand, this is important for estimating the evolution of the relative entropy under the microscopic dynamics. On the other hand, this is a technical assumption that is important for the analysis in the remainder of the paper. is procedure will require a cutoff for the range of interaction, which is done by straightforward Poisson tail bounds.
(2) A er reducing the problem of weak KPZ universality to periodic dynamics, we construct a perturbed density fluctuation field, or pDFF for short. is perturbation is one of the field that leaves the underlying particle configuration invariant. e pDFF, roughly speaking, is a perturbation of the DFF towards its equilibrium Gaussian ground state.
is avoids the singularities introduced in the relative entropy that atomic probability measures exhibit, as the pDFF will be a continuous object in space. In particular, the pDFF with ̺-homogeneous initial data and the pDFF with equilibrium initial data will be close in the sense of relative entropy. Establishing a deterministic "closeness" to the Cole-Hopf solution of the KPZ equation for the pDFF at microscopic equilibrium will then translate into the same "closeness" for the pDFF with ̺-homogeneous initial data. Moreover, the pDFF is globally coupled to the original DFF, with the difference vanishing as the perturbation vanishes. is effectively provides a sequence of Cole-Hopf solutions to the KPZ equation with perturbed-Brownian initial data whose limit as the perturbation vanishes would coincide with the limit of the DFF with ̺-homogeneous initial data.
e remainder of the paper is now dedicated towards studying the limiting process of the limiting KPZ solutions arising from the pDFFs in order to identify limit points of the density fluctuation field under ̺-homogeneous initial data. To this end, we apply the Cole-Hopf transform as in [19] mentioned before and study the limit of the corresponding solutions to the multiplicative SHE (2.2). is is done via classical stochastic analysis, with the underlying analytic mechanism relying on energy estimates for the SHE via its Gaussian chaos expansion. We identify the limit point of this sequence as the Cole-Hopf solution to the stochastic Burgers equation with the desired initial data for the limiting DFF with ̺-homogeneous initial data in terms of the multiplicative SHE. is completes the proof.
(4) In the appendix, we provide the proof of Proposition 2.9. is, again, uses the periodic approximations to the global dynamics on the full la ice in conjunction with topological properties of the relative entropy functional. Via standard techniques for Markov processes on countable state spaces, for the associated symmetrized dynamics of the interacting particle system one expects the derivative of the relative entropy to be controlled by the Dirichlet energy of the system. In the case of weakly asymmetric dynamics, the same is true, roughly speaking, because the asymmetric term gives a lower-order Dirichlet energy in the hydrodynamical limit.
S P E
3.1. Preliminary Poisson Analysis. We now reduce the global problem on the entire la ice Z to periodic dynamics on a compact torus. is will be important both in establishing a hydrodynamical limit for the density fluctuation field under the Brownian envelopes {µ
and the entropy estimate for any generic bounded entropy initial data {µ
. e ideas are rather straightforward, but this section is also rather technical. e reader is invited to skip the proofs and read the applications. In this discussion concerning speed of propagation, we will let {µ
be a generic sequence of initial data on Ω. e reader is invited to think of µ
We establish notation for the evolution of the particle system {η
denotes the probability law of the particle system η
denote the associated probability density:
In particular, the probability density f (n) t (η) satisfies the Kolmogorov forward equation:
e key ingredient is an estimate on the probability that a particle at site x propagates a far distance by finite time T .
First, we cutoff the range of interaction on the full la ice up to an event of small probability. To state this estimate, we establish notation and let X (n),m t (x) denote the position of a particle undergoing the microscopic dynamics of interaction
where the implied constant is universal. Moreover, there exists a universal constant
In particular, the probability that a Poisson clock corresponding to a range of interaction greater than m n,K0 is bounded above by O T (n −K0+2 ). Moreover, by the second moment condition (2.21) on the Poisson rates, we may take m n T n
for some universal
By the proof of the following Lemma 3.2, the number of Poisson clocks that ring and propagate the particle X
with exponentially small probability in n ∈ Z >0 . us, updating the value of K 0 according to K ′ 0 , the claim follows.
Up to a low-probability event, we may now assume the range of interaction m = m n is finite with polynomial growth in n ∈ Z >0 .
us, in what follows we will always introduce cutoff for the range of interaction, accumulating error terms according to the rough principle that we will only need to consider polynomially (in n) many events, and thus choose K 0 > 0 sufficiently large to handle the error terms as we take n → ∞. With this, we derive our first speed of propagation estimate.
Lemma 3.2. Fix n ∈ Z >0 and T > 0. Suppose η(0) = 1. en for any K 0 ∈ Z >0 such that for all positive integers N 2T n 3 ε 1 ,
ε1,mn,K 0 ,· denote a Poisson process of rate n 2 m n,K0 ε 1 . Because the jumps by X (n) · (0) under the microscopic dynamics are determined by a Poisson clock of parameter bounded by n 2 m n,K0 ε 1 , we have the following bound as consequence of simply bounding the distance traveled by the number of jumps and the maximal jump size:
e estimate (3.5) now follows from a standard application of the Chernoff inequality and Lemma 3.1.
e following notation will be adopted for this section. For any compact sub-la ice Λ ⊂ Z, we define the neighborhood
We also define the events
e following consequence of Lemma 3.2 extends the speed of propagation estimate to arbitrary compact sub-la ices, roughly speaking via a union bound. 
Remark 3.4. We briefly note that, although the estimate is stated in terms of the limit N → ∞, we will be taking the limit |Λ|, N, n → ∞ simultaneously, realizing |Λ| and N as functions of the hydrodynamical parameter n ∈ Z >0 .
Proof. By Lemma 3.1, we may assume the range of interactions is bounded by n
. is la er neighborhood of Λ denotes a neighborhood of Λ such that, with exponentially-low probability via Lemma 3.2, particles in Λ do not interact with particles outside Λ
. is gives the second error term in (3.11).
13 e estimate for P(E C Λ,T,N ) is a straightforward application of Lemma 3.2 and the upper bound on the Poisson rates for the dynamics. To obtain the estimate for P(F C Λ,T,N ), we first define
By a union bound and Lemma 3.2,
Probabilistically, this estimate is a consequence of the observation that the probability of some particle outside Λ (N ) propagating into Λ is bounded by the probability of the union over all j ∈ Z 0 that some particle in Λ j \ Λ j−1 propagates into Λ.
However, the propagation distance for such a particle in Λ j \Λ j−1 increases linearly in j → ∞ with slope |Λ
e estimate for F C Λ,Λ1,Λ2,T,N follows similarly. is completes the proof.
We now use Corollary 3.3 to construct periodic approximations of the particle dynamics on Z. Consider a connected compact exhaustion {Λ} Λ→Z of the full la ice Z. We clearly have µ
0 in the weak topology as Λ → Z, as for any finite set of sites {x 1 , . . . , x M } ⊂ Z and α 1 , . . . , α M ∈ {0, 1}, we have
for any compact la ice Λ ⊂ Z containing {x 1 , . . . , x M }. By the same token, we also have
e first application of Corollary 3.3 is to extend this weak convergence uniformly in time. In what follows, we realize dµ 
in the weak topology uniformly in time.
Proof. Because Ω is compact under the product topology, Ψ is uniformly continuous. By approximation in the weak topology for probability measures on Ω, we may assume Ψ is local. We cite [24] for details on the weak topology for measures on Ω.
Consider any finite set of sites Λ X = {x 1 , . . . , x M } ⊂ Z and α 1 , . . . , α M ∈ {0, 1}. en (3.17) is equivalent to
Consider a compact connected sub-la ice Λ ⊂ Z containing Λ X and let N denote the distance between Λ X and {λ ±,1 }. On the event E Λ,T,N ∩F Λ,T,N , the finite-dimensional vector marginal (η t (x j )) M j=1 is independent of (η t (x)) x ∈Λ for all t ∈ [0, T ]. us, we have the identity of conditional probabilities
(3. 19) By Corollary 3.3, we know
, which yields (3.18).
14 We now record the following result which follows from an explicit estimate on
. is will be used later when applying the speed of propagation estimates to studying the hydrodynamical limits of the Brownian envelopes. Lemma 3.6. Fix T > 0. en there exist constants K, K 1 > 0 depending only on the jump rates for the microscopic dynamics and a la ice Λ = Λ n of size |Λ| = n K1 such that for any continuous function Ψ : Ω → R, we have
Proof. Let K 0 ∈ Z >0 be as before. By Corollary 3.3, for the choice N = n K1 and Λ 21) where the implied constant depends only on ellipticity of the Poisson rates for the underlying interacting particle system. 22) where the implied constant is universal. us, we deduce
e first term on the RHS of (3.23) vanishes as in the proof of Lemma 3.5. Moreover, since the big-Oh term on the RHS of (3.23) is independent of the time, the result follows.
3.2. Application to DFFs. We now employ Lemma 3.6 to reduce the problem of convergence of the DFFs from the global la ice to periodic dynamics on a compact la ice. e desired result is the following, which follows immediately from Lemma 3.6.
Lemma 3.7. Fix ϕ ∈ C ∞ c (R) and ̺ ∈ (0, 1). en there exist constants K, K 1 > 0 depending only on ϕ ∈ C ∞ c (R) and the Poisson rates for the microscopic dynamics, and a la ice Λ n ⊂ Z of size Proof. We may fix K 1 > 1 sufficiently large as in Lemma 3.6 and arrange the la ice Λ n so that the support of the spatially rescaled test function x → u(n
is contained in Λ n for all n ∈ Z >0 sufficiently large. e result now follows immediately from Lemma 3.6.
Abusing notation, with Lemma 3.7 in mind we identify the DFF trajectories on the discrete torus Λ n and the entire la ice Z, assuming the underlying test function has compact support.
3.3. Application to Entropy Estimates. We now return to studying the behavior of the relative entropy under the microscopic dynamcis. By the lower semicontinuity and contraction property of the relative entropy, we first deduce 27) and thus
By lower-semicontinuity of the entropy functional and Lemma 3.5, for any t ∈ [0, T ] we have
In particular, for the sake of proving the uniform bound (2.31), we may assume the initial data µ (n) 0 has ℓ-local Radon-Nikodym density with respect to the equilibrium measure with support Λ 0,n .
We now abuse notation and identify Λ (N ) 0,n with a torus by imposing periodic boundary conditions equipped with the product measure denoted ν ̺ . We let f 
0,n as a sub-la ice of Z, as above we identify µ
with a probability measure on {0, 1} Z via
In words, we identify the probability measure on the torus Λ
0,n with a probability measure on the full la ice Z by tensoring with the equilibrium measure outside the fixed embedding Λ (N ) 0,n ⊂ Z. We now introduce the following important application of Lemma 3.5, which gives the approximation of the microscopic dynamics on the full-la ice by periodic dynamics. e proof of this result is exactly that of Lemma 3.5, so we omit it.
Lemma 3.8. For any n ∈ Z >0 , we have weak convergence of probability measures on {0, 1} Z uniformly in t ∈ [0, T ]:
us, uniformly in t ∈ [0, T ] we have the entropy bound
By Lemma 3.8, we may now deduce (2.31) for the dynamics on Z from the dynamics on T. To see this, we observe that the relative entropy of µ
, as a probability measure on {0, 1} Z , equals the relative entropy a er projecting to the torus Λ (N ) 0,n :
where we define
as a product measure on the torus Λ (N ) 0,n , and the entropy term on the RHS of (3.34) is a relative entropy of probability measures on the torus Λ (N ) 0,n . us, from now on we consider only dynamics on the torus. To illustrate the utility of this reduction to studying only particle dynamics on the torus, we present the following pair of identities employed crucially in the proof of Proposition 2.9.
Lemma 3.9. Let T be any discrete torus. For any k ∈ 1, m and η ∈ Ω,
Proof.
e first identity (3.36) is a consequence of the reversibility of the symmetrized generator L Sym n on the compact torus.
e second identity (3.37) follows similarly, using the gradient condition of Assumption 2.7 in place of the reversibility.
S P D F F
4.1. Equilibrium Gaussian Perturbation. We now introduce a perturbed density fluctuation field, abbreviated pDFF. Precisely, for any ϕ ∈ C ∞ c (R), we define
Here, we take the perturbation G δ,ϕ to be a Gaussian random variable N(0, δ 2 ϕ 2 L 2 (R) ) taken to be independent of the DFF, conditioned to satisfy the deterministic bound |G δ,ϕ | = O ̺,ϕ (δ).
Remark 4.1. From the perspective of statistical physics, the perturbation G δ,ϕ introduced above to construct the pDFF may be viewed as perturbing the field "towards" its equilibrium state. e deterministic estimate is employed simply for convenience in later analysis, and thus this perturbation should be thought of an honest perturbation towards equilibrium. e initial data η (n) 0 for the interacting particle system will be taken respect to the following two measures:
e corresponding pDFF will be denoted by u (n),eq t,δ (ϕ). As this equilibrium field is the invariant measure for the pDFF, we will denote its law by u
0 , the ̺-homogeneous measure. e corresponding mDFF will be denoted by u 
(ϕ).
We will require the following assumption on the test function which, upon conditioning on the perturbation G δ,ϕ , guarantees that the pDFF is a Markov process.
Assumption 4.2 (Markovian).
Fix any n ∈ Z >0 . Assume that for any distinct pair of configurations η, ξ ∈ {0, 1} Λn , we have
is constraint (4.2) translates into avoiding a finite union of proper hyperplanes in R |Λn| , thus avoiding a set of Lebesgue measure 0. Without altering the hydrodynamical limit, we may suppose the Markovian assumption (4.2) holds with probability 1 by further perturbing the values of the test function on Λ n by sufficiently small perturbations.
Via a simple calculation, we deduce the following statistical result.
Lemma 4.3. e ̺-homogeneous random field is distributed u
δ,eq with respect to Lebesgue measure such that
uniformly in x ∈ R, for some constants d ̺ , e j,̺ > 0.
Proof. e statement for the ̺-homogeneous measure is clear. For the equilibrium measure, we deduce the law of u (n),eq 0,δ (ϕ) is a perturbation of a Gaussian distribution G δ,ϕ by an asymptotically Gaussian distribution u (n),eq 0,0
, where each term in the sequence is atomic with probability mass density, up to a constant, dominated by the density function of the limiting Gaussian.
Observe the pDFF dynamics are honest Markov dynamics given the Markovian condition (4.2). Moreover, they are exactly the same as the dynamics of the DFF induced by the underlying interacting particle system. From this, we deduce the following uniform relative entropy bound. 
Here, the dependence on ϕ is through only finitely many Sobolev norms. In particular, the sequence of cadlag trajectories {u
is tight in D([0, T ], H −∞ (R)) with limit u ·,δ . us, by lower semi-continuity of the entropy functional,
Proof. Changing variables via the Gaussian density, we may assume ϕ 2 L 2 (R) = 1. For n ∈ Z >0 sufficiently large, we now unfold the relative entropy using Lemma 4.3:
Applying Lemma 4.3 once again, we deduce that for all n ∈ Z >0 sufficiently large
Observe that we identified ϕ with its Markovian envelope. Because every continuous-time Markov process with a transition kernel and an invariant measure exhibits entropy stability, the result follows. We cite [24] for this general stability result.
Remark 4.5. e careful reader may note that the pDFF is not an honest Markov process because of the equilibrium Gaussian perturbation G δ,ϕ . However, the proof of the entropy stability in [24] holds in our case, because upon conditioning on the perturbation we obtain a transition kernel and an invariant measure which are the only necessary probabilistic ingredients.
We now conclude this preliminary analysis of the pDFF with the following estimate on the height function. is estimate will be important not for the remainder of this section, but rather it will be important for the analysis of the SHE in the following section in showing compactness of our approximations in the limit δ → 0 of vanishing perturbation. exists along subsequences. Moreover, any limit point must satisfy 10) where the implied constant depends only on ̺ ∈ (0, 1).
Proof. By the entropy estimate in Lemma 4.4, the limit
exists along subsequences. Moreover, for each κ > 0, we see
e first limit on the RHS converges to H 0 (x). e second is constant in the limit and thus bounded by
. e third term vanishes as κ → 0 by the analysis in Section 4 of [19] .
4.2.
Removing the Perturbation. We now discuss the utility of introducing this equilibrium Gaussian perturbation and resulting pDFF in the context of studying the original DFF. We first recall the following obvious estimate:
e important feature of this estimate is that it is uniform in time, and holds beyond just in the sense of the weak topology, which may and will be made precise shortly. In particular, this is a pathwise estimate holding uniformly in the hydrodynamical parameter.
e first application of this pathwise estimate is tightness of the trajectories {u 
By the Mitoma Criterion, it suffices to prove tightness of the evaluated paths {u
which reduces an infinite-dimensional problem to a one-dimensional problem. To this end, we appeal to the following Aldous'
Criterion for tightness in D([0, T ], R), which may be found in [4] , for example.
is a sequence of cadlag processes in D([0, T ], R), and that the following conditions hold:
(2) For any stopping times {τ n } ∞ n=1 bounded by T and for each ε (1) , ε (2) > 0 there exists δ > 0 and N 0 ∈ Z >0 such that
en the sequence {Y
We briefly note that the space [0, T ] may be replaced by any compact sub-domain of Euclidean space. is example will be important when performing our analysis of the SHE. However, because we have restricted ourselves to the discrete torus by cutoff and periodification, our current analysis does not treat evaluating the global DFF and pDFF on the entire la ice Z against test functions ϕ ∈ H ∞ (R) without compact support. To remedy this technical issue, it suffices to obtain H −s (R) regularity of the DFF.
Lemma 4.9. For any n ∈ Z >0 , we have 15) e same also holds with n = ∞.
Proof. Fix any test function ϕ ∈ C ∞ c (R). By Lemma 4.4, we know 16) for some s ∈ R >0 . is is a consequence of the same being true for u
is a stationary solution to the microscopic stochastic Burgers equation, and we have conditioned on the deterministic estimate |G δ,ϕ | ϕ H s (R) for δ ∈ R >0 sufficiently small. By the same token, we see, deterministically,
is completes the proof for the microscopic DFF and pDFFs. Note the Sobolev regularity does not depend on the hydrodynamical parameter n ∈ Z >0 . us, we may extend the Sobolev regularity to n = ∞ by passing to a limit.
is previous analysis remedies the analytic concerns behind the pDFF, primarily the geometric restriction on the test function given the compact support assumption. In particular, we may now use the Mitoma Criterion and Aldous Criterion together to study the DFF restricted to the torus. To be precise, we now use the sequence of pDFFs with ̺-homogeneous initial data to show tightness of the DFF with ̺-homogeneous initial data. 
.
(4.21)
Proof. We first derive tightness for a test function ϕ ∈ C ∞ c (R). To this end, we employ Lemma 3.7 to reduce the tightness result to the discrete torus. We break this up into two steps as outlined by the Aldous Criterion:
(1) For each δ ∈ R >0 , the entropy bound in Lemma 4.4 implies the sequence cadlag processes {u
is tight. Moreover, the perturbation G δ,ϕ is clearly tight as it is n-independent. is implies tightness of {u
. (2) Fix any γ > 0, a sufficiently large N 0 ∈ Z >0 to be determined, and a sequence of stopping times {τ n } ∞ n=1 . We now stochastically control the temporal regularity as follows for any ε (1) > 0: 24) where the last li le-Oh estimate follows from the fact that each sequence {u
, for all δ > 0, satisfies the Aldous Criterion. Here, we stipulate that N 0 is sufficiently large for the last estimate to hold. is is a consequence of Lemma 4.4 and the analysis in [17] and [18] . e implied constants in all big-Oh and li le-Oh terms are universal outside the explicitly referenced dependence. us, because δ > 0 and ε (1) are arbitrary, tightness follows via the Aldous Criterion.
It now remains to extend tightness to {u Precisely, we obtain a sequence {u
of cadlag trajectories such that
Since the convergence does not depend on the hydrodynamical parameter n ∈ Z >0 , as the Sobolev regularity of u
does not depend on n ∈ Z >0 as mentioned in the proof of Lemma 4.9, tightness follows.
We now identify the limiting pDFF u (2) Second, by Lemma 3.7 it suffices to work on the discrete torus Λ n of size |Λ n | = n K . (3) ird, given the probability 1 estimate (4.13) it suffices to identify the limit
us, the remainder of this paper will be devoted towards identifying the limit of trajectories (4.26). e pDFF at Equilibrium. We begin with the following reconstruction of the limiting energy solution u eq ·,0 (ϕ) for statistical reasons, as well as its perturbations u eq ·,δ (ϕ). e la er will be a simple perturbation of the reconstructed energy solution by the same equilibrium Gaussian perturbation G δ,ϕ . e following reconstruction preserves the path-space measure of the energy solution and the equilibrium Gaussian perturbation, but changes the solution and its perturbation in the strong, pathwise sense of stochastic trajectories. Because we only concern ourselves with the weak properties of these trajectories, the following suffices. Moreover, by the remark immediately following the definition of energy solution, we may indeed perform this reconstruction without changing the underlying probability law of the stochastic trajectories.
Consider a solution to the SHE (2.2), denoted by Z
, where B(x) is a Brownian motion in space pinned at B(0) = 0. In particular, the underlying space-time white noise W t (x) is assumed independent of the initial data. We now define u eq ·,0 (ϕ) = ∂ x log Z t in spirit of [19] , and we define u eq ·,δ (ϕ) = u eq ·,0 (ϕ) + G δ,ϕ . As noted in the proof of Lemma 4.3, we apply the identification of energy solution in [19] with the Cole-Hopf solution to the equilibrium DFF to deduce 27) where the big-Oh term is deterministic. We now perturb and rewrite the above equation as
Before we proceed, we define the following auxiliary perturbations of solutions to the SHE:
where c ̺,ϕ > |O ϕ (δ)| is some constant.
Lemma 4.11. Fix any δ > 0, and any space-time point 31) where the implied constant is universal.
Proof. We estimate the difference of logarithms on the RHS of (4.28) as follows:
where the estimates are in the sense of absolute values with universal implied constants. e second line is a consequence of the comparison principle for the SHE [29] , i.e. the following holding simultaneously over space-time with probability 1:
is completes the proof.
us, we have the estimate
uniformly in time. We reemphasize that this estimate holds with probability 1. Here, the underlying probability measure is a measure Q(WN, u eq ·,δ ) depending on exactly the underlying white noise driving the SHE solution and the equilibrium pDFF, which are nontrivially correlated. In particular, if we change measure u eq ·,δ → u hom ·,δ , then given the entropy bound in Lemma 4.4 we deduce the same equation holds with probability 1 as well. In particular, the space-time white noise, given that it is independent of the initial data u eq 0,δ and u hom 0,δ , remains a space-time white noise a er this change of measure. Here, we use the fact that the dynamics of u eq t,δ (ϕ) with initial data u hom 0,δ (ϕ) are simply the dynamics of u hom t,δ .
is may be derived by verifying this claim microscopically at the level of the particle system, and then taking the hydrodynamical limits.
Lemma 4.12. For any δ > 0, there exists a coupling Π eq,hom δ
) of trajectories such that Proof. We will construct this coupling microscopically and take hydrodynamical limits. To this end, we begin by fixing the microscopic parameter n ∈ Z >0 . Conditioning on u
as well as, by definition,
Coupling the Gaussian perturbations G δ,ϕ , we deduce
is implies the equilibrium pDFF is evaluated at the support of the ̺-homogeneous measure as consequence of the Markovian assumption (4.2). us the particle dynamics are globally coupled, which implies (4.40) holds uniformly in time τ ∈ R 0 and thus implies an identification of the unperturbed DFFs as processes. Adding back in the time-independent perturbations G δ,ϕ , we deduce (4.40) holds uniformly in τ ∈ R 0 , for any δ > 0. Ultimately,
where the above limits are taken in the space of cadlag trajectories via the Skorohod representation theorem [4] . is completes the construction of the desired coupling.
To prove the statement concerning change of measure, we perform the change of measure Q(WN, u Ultimately, with probability 1 we obtain the following as consequence of the estimate (4.36), Lemma 4.4, and the proof of Lemma 4.12:
where Z hom ·,δ (·) is the unique solution to the SHE with initial data u hom 0,δ (Θ x ) driven along a white noise with highly nontrivial correlation. Moreover, a priori the LHS is merely a copy of the pDFF with ̺-homogeneous initial data with the same distribution as path-space probability measures. Regardless, the distribution ∂ x log Z hom t,δ is a solution to the SHE with initial data u hom 0,δ (Θ x ), at least in law. By the same token, because we are concerned only with the weak topology on the path space, the "pseudo"-pDFF on the LHS is sufficient. us, the proof of weak KPZ universality is reduced to the proof of the following statement. 
22
We now show why it is sufficient to prove Proposition 4.13. To this end, in the following brief analysis we make use of the Kantorovich-Wasserstein metric on probability measures on a Polish space. For a reference on this topology, we cite [30] .
Consider any smooth test function Ψ ∈ C ∞ c (R) with unit Lipschitz seminorm:
Observe the big-Oh term on the RHS is uniform in the test function Ψ.
As proved in the next section concerning the stochastic analysis of the SHE, for the compact set C = supp(ϕ), we have
Roughly speaking, this estimate follows from finding an auxiliary solution with positive initial data, bounding below the initial data of the sequence {Z hom t,δ (x)} δ→0 . e result now follows from the comparison theorem of Mueller in [29] for the SHE. For reference, this is Lemma 5.6.
We condition on the complement of the event on the LHS of (4.44) for ε C > 0 small. Taking expectations over the measure Q(WN, u hom ·,δ ) obtained in Lemma 4.12, we obtain the following estimate on the Kantorovich-Wasserstein distance between u hom t,δ (ϕ) and
We briefly discuss the subtle yet important fact used above. e expectation of the first term on the LHS of (4. 
Alternatively, we may apply the energy estimates at the end of the next section, e.g. the proof of Corollary 5.9, the continue with the following analysis. Ultimately, we may upgrade (4.45) to
As ε > 0 and ε C > 0, the result follows upon taking δ → 0, at least when testing against functions in the class ϕ ∈ C ∞ c (R). Because u hom ·,δ is valued in H −∞ (R) uniformly in time, as is ∂ x log Z hom ·,δ , the weak identification
. is completes the proof.
L KPZ E
5.1. Abstract Stochastic-Analytic Result. We make two reductions. First, we assume the following vanishing of the DFF under the ̺-homogeneous measure:
is assumption is merely for convenience. e following analysis applies up to inserting a constant factor, since the height functions H 0 (x) = u hom 0,0 (Θ x ) of our interest will be sub-quadratic, and the following analysis assumes quadratic growth in the height function.
Next, instead of considering the initial data provided by u hom 0,δ (Θ x ) in the previous section, we prove a stochastic-analytic result for the SHE for a more general class of initial data. To state this estimate, we introduce notation. For any δ > 0, we let
Here, K ∈ R >0 is independent of all space-time parameters, the parameter δ ∈ R >0 , the underlying space-time white noise, and the initial data Z δ 0 , but otherwise may be taken arbitrarily For the remainder of this paper, we restrict our a ention to δ ∈ R >0 sufficiently small. 
we have the following convergence in probability:
We now make a simplifying reduction to the proof of Proposition 5.1. In principle, we must identify all finite-dimensional marginals of the limit {Z δ · } δ→0 with those of the desired SHE solution. However, because both processes are Markov
1
, we may re-index the time, so in fact it suffices to identify one-point distributions.
Preliminary Estimates for SHE.
We begin by proving the tightness claim in Proposition 5.1. To this end, we again employ the Aldous criterion in Proposition 4.8.
Let G t (x) denote the classical Gaussian heat kernel:
In what follows, we scale the spatial coordinate so that the operator ∂ 2 x is associated to the Gaussian heat kernel G t (x) defined above. For any sufficiently regular space-time function
e integral on the LHS of (5.5) is in the sense of Ito. is identity is a straightforward consequence of the Ito isometry. With slightly more analysis, we obtain the following L 2 -estimate on the stochastic convolution.
Lemma 5.2. For any sufficiently regular space-time function 6) where the implied constant is universal and in particular independent of t ∈ [0, T ]. Proof. By (5.5) and the Fubini theorem, we deduce the bound
e result now follows from the pointwise estimate |G t−s |
e first step towards tightness for our sequence of solutions to the SHE is the following Neumann series expansion for the multiplicative SHE, a consequence of iterating the Duhamel expansion.
Lemma 5.3. Fix any J ∈ Z >0 . en for all t ∈ [0, T ] we have 8) where
us,
where the convergence is taken pointwise in space and in L 2 of the underlying probability space.
Proof. We proceed by induction. e case for J = 1 is a straightforward application of the Duhamel expansion. e identity (5.8) now follows from the following observation:
which again follows from the Duhamel expansion, i.e. the case J = 1. To justify this iterated Ito integral, we need L 2 -estimates on I j for all j ∈ Z >0 contained in the following result. Moreover, the rigorous infinite expansion (5.11) is a consequence of the same L 2 -estimates, which we state in the next result given its importance beyond the proof of (5.11).
Lemma 5.4. Retaining the se ing of Lemma 5.3, for any (t, x) ∈ [0, T ] × R and for all j ∈ Z >0 , we have 13) where the constant C > 0 is universal.
Proof. We first establish notation and define 15) where the second identity is a consequence of the semigroup property for the Gaussian heat kernel. We now let C > 0 denote the universal implied constant in Lemma 5.2. By the Ito isometry as in the derivation of (5.5) and iterating Lemma 5.2, we have the following pointwise (in space x ∈ R) estimates:
Note the semigroup term in (5.15) is independent of the integration variables on the RHS of (5. 16 ). e estimate (5.13) is now a consequence of integrating
Combining the Neumann series expansion in Lemma 5.3 and the estimate in Lemma 5.4, we deduce the following stability estimate.
Corollary 5.5. Let T > 0 be as in Lemma 5.3. en for any (t, x) ∈ [0, T ] × R, we have
In particular, for any (t, x) ∈ [0, T ] × R we have 19) where the implied constant is universal.
Proof. Immediate from the Neumann series expansion (5.11) and (5.13). We also require the Cauchy-Schwarz inequality and Fubini theorem to deduce E |e
x E |Z 0 | 2 to bound the leading term in (5.11).
us by Corollary 5.5, it suffices to control the term e
Observe the previous estimates for the multiplicative SHE hold for any choice of initial data Z 0 for which the statements make sense. However, as the current objective clearly depends on the choice of initial data, we now specialize. We now use Corollary 5.5 to prove both conditions of the Aldous criterion. e following auxiliary lemma contains a quadratically exponential estimate for the solution of the stochastic heat equation will be useful in our analysis of the multiplicative SHE. We also include a stochastic lower bound which will be used later.
Lemma 5.6. For any x ∈ R and δ = δ(T ) > 0 sufficiently small, we have the second moment bound
Moreover, for any compact subset of C ⊂ R, there exists ε C ∈ R >0 such that
Here, and for the remainder of this paper, the notations sup δ→0 and inf δ→0 denote a global supremum (resp. infimum) for any sequence δ → 0.
Proof. We employ Lemma 4.6 to deduce, for δ > 0 sufficiently small depending on T , . e second moment bound now follows from (5. 19 ).
To prove the lower bound, we now fix K ∈ R >0 to be chosen later and define the auxiliary solution to the SHE (2.2) with initial data some smooth interpolation of
(5. 26) In particular, we now have the following pointwise inequality for any δ ∈ (0, 1]:
By the comparison principle in [29] , we know Z [29] , the result follows.
Lemma 5.7. For any x ∈ R, the sequence {Z
Proof. Fix x ∈ R. Via the upper bound in Lemma 5.6 we deduce the sequence {Z δ t (x)} δ→0 is tight for any t ∈ [0, T ]. To prove the temporal regularity condition in the Aldous criterion, we fix a stopping time τ T and some γ > 0. By the triangle inequality, we have the bound
To study the first term on the RHS of (5.28), we apply the following bound as consequence of Corollary 5.5:
Here, κ T > 0 depends only on T . e last estimate follows from the proof of the upper bound in Lemma 5.6 and is independent of τ . us, by the Chebyshev inequality we deduce
To bound the second probability on the RHS of (5.28), by the same token it suffices to show the second moment vanishes as γ → 0. We first apply Cauchy-Schwarz with respect to the Gaussian measure:
For each y ∈ R, the process {Z 
In particular, by Lemma 4.6 and (5. 19) in Corollary 5.5 we have the following energy estimate uniform in τ ∈ [0, T ] for some universal constant κ > 0: Observe the upper bound provided by (5.38) is strictly increasing in δ > 0. In particular, it suffices to show the expectation on the LHS of (5.38) vanishes as γ → 0 for any particular choice of δ > 0 sufficiently small depending only on T > 0. To this end, we first apply the following straightforward bounds for δ < In particular, the integrand on the RHS of (5.38) is uniformly bounded by an L 1 (R)-function, so long as δ < . Moreover, all of these estimates are uniform in compact subsets x ∈ C ⊂ R. us, by the dominated convergence theorem applied to (5.37) we deduce is completes the proof.
Remark 5.8. We briefly note that the difficulty in implementing the analysis for Lemma 5.7 is that the moment bound for the Brownian envelopes {Z δ · } δ∈(0,1] are exponentially quadratic. In particular, the theory for the multiplicative SHE developed in [3] treats only solutions with initial data exhibiting moment bounds with growth exponentially linear. is is a consequence of the divergent nature of the Brownian envelopes at the level of the interacting particle system as x → ∞, and it prevents us from using the estimates in [3] directly. We cite [3] for more details. It remains to show that limit points are bonafide solutions to the multiplicative SHE with the same initial data given by Z 0 (x) = 0 for all x ∈ R. We preface the following by noting the naive approach is to avoid a coupling with Z · to be defined shortly and use Lemma 5.6 directly. e coupling, however, is simply a convenient packaging of this approach. Moreover, we have Z 0 ≡ e H0(x) for all x ∈ R. Lastly, the limit Z · must be the unique solution to the stochastic heat equation To study the second term on the RHS of (5.44), we apply the Ito isometry as follows: We apply Lemma 4.6, with probability 1 we have a pointwise upper bound on {Z δ t (x)} δ→0 by the following solution to the multiplicative SHE for some δ 0 > 0 fixed: Applying the Cauchy-Schwarz inequality, we deduce Again by the Skorohod representation theorem, for each x ∈ R we may assume Z δ · (x) → Z · (x) with probability 1, uniformly in time t ∈ [0, T ]. As before, we employ the bounds (5.49) and (5.50). is, again, allows us to apply the dominated convergence theorem to the upper bounds (5.53), (5.54), and (5.55) and deduce that all of these bounds vanish as we take δ → 0. is completes the proof. Uniqueness of the solution to the SHE (2.2) with initial data Z 0 (x) = e H0(x) follows from its exponentially linear growth -see [3] for details.
Remark 5.10. e above argument cannot be replaced by directly coupling the noise terms for both solutions to the multiplicative SHE Z δ · and Z · , in particular as opposed to employing the full strength of the Skorohod representation theorem. A priori, for any fixed x ∈ R the process Z · (x), has no relation with the multiplicative SHE. Establishing this relationship with the multiplicative SHE is exactly the reason for employing the Skorohod representation theorem.
On the other hand, given that, ultimately, we look for distributional convergence of the logarithms, however, we will need to employ the comparison principle in [29] anyway, since the logarithm is unstable as x → 0. In fact, providing a lower bound for the entire family {Z δ t } δ→0 strictly away from 0 is the utility of (5.21).
Our final result concerning the multiplicative SHE (2.2) asserts that the pointwise convergence Z δ · (x) → Z · (x) in the space D([0, T ], R) extends to pointwise convergence of the logarithms, for one-dimensional time marginals. Moreover, this logarithmic pointwise convergence also extends to weak convergence of one-point marginals in space-time. e proof of this result resembles that of Corollary 5.9. However, it requires more careful analysis of the probability space, since the lower bound (5.21) cannot a priori be replaced by a deterministic positive constant, even if we allow this constant to depend on the chosen compact domain C ⊂ R. us, we include the details to address this slightly technical but important issue.
Lemma 5.11. For any u ∈ C ∞ c (R), we have the following convergence in probability:
(5.56)
Proof. As noted prior, the procedure will follow the proof of Corollary 5.9 almost identically. We begin by addressing the technical difference between these arguments. By Lemma 5.6, we have By (5.49), the term 1 + |Z t (x)| has second moment bounded uniformly on compact subsets in space-time. us, the same is true for sup δ∈(0,ε0) log Z
