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ABSTRACT 
The purpose of this paper is to study performance of automation 
system using quality engineering by robust design. A conceptual 
structure of relationship between situation awareness (SA) and 
trust in automation and a model of automation system 
performance with relation to SA, trust and automation reliability 
are developed. Then a quality loss function to evaluate the 
effects of automation reliability, trust and SA on system 
performance is proposed. Afterwards a matrix and orthogonal 
experiment is conducted to verify the function specifically. The 
experimental results indicate: firstly, using quality characteristics 
and objective function (S/N ratio) to measure the system 
performance is easy and objective and we can obtain the optimal 
system performance by the best combination of levels of the 
control factors. Secondly, the reliability of automation is main 
contribution to system performance about 37%, but if the 
automation is in high reliability and the levels of the other 
control factors in environment are not proper to supervisor, SA 
and trust is inaccurate, the system performance will be poor and 
influenced greatly. The results of this study can be applied to 
human-machine interface design and selection of adapted 
operators in automation. 
1 .INTRODUCTION 
Automatic control system is possessed of high speed and 
multifunction in sensors and displays, so it is truth that 
automation technique may replace lots of manpower and 
increase productivity greatly, however, producing another new 
manpower requirement such as supervisors [4]. The job of the 
supervisor about exact pondering is replaced by automation, thus, 
the coordination between hands and eyes might be poor [5]. 
Most jobs of the supervisor are only pushing, turning and pulling 
rod, etc,, and the feedback is not from automation directly, but 
from the panel, so the supervisor feels boring, sinking and 
heedless. The result is that supervisor perceives mistakenly, 
misses the emergency signals and directions, etc. Sometimes, a 
little mistake may cause a serious accident. In another way, 
automation may be unstable and the operator needs to interrupt 
automatic control in right time, so that the system performance 
will not be decreased and the loss will be the least. The example 
is an accident that occurred in a China Airlines A-300 jet in Tao- 
Yuan, Taiwan, R.O.C. at 8.00p.m. January 16, 1998. There are 
205 people died in this accident. It’s proved that the main cause 
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of the accident is pilot turned off the auto-landing system 
improperly. The pilot thought the airplane was in autopilot. 
When pilot found this fact and tried to go around, it was too late. 
One can see most problems are related to interaction between 
human and automation. The key point is that the supervisor 
makes a correct decision in time to select automatic or manual 
control. If supervisor makes wrong decision between automatic 
and manual control in automation, the performance of 
automation system will be poor [6]. Some researchers have 
reported that a lack of situation awareness (SA) is hypothesized 
to cause performance decrement that can accompany automation 
[IO], [13]. System operators working with automation have been 
found to have a diminished ability to detect system errors and 
subsequently perform tasks manually in the face of automation 
failures as compared with manual performance on the same tasks 
[ 131, [ 161. Endsley stated that poor performance will occur when 
situation awareness (SA) is incomplete or inaccurate, and when 
time or some other factors limit a person’s ability to carry out the 
correct action [13], [14]. However, SA is not synonymous with 
performance. On one hand, it IS entirely possible to have good 
SA and still not be a perfect performance for a variety of reasons. 
On the other hand, it is possible to have minimal SA alongside 
faultless performance if subjects realized their lack of SA and 
were able to modify their behavior to reduce the possibility of 
poor performancc [ 141, [ 151. 
Some researchers have reported that trust is a key point [1]-[3], 
[7]. They describe the quality of automation as “GOOD” or 
“POOR”, although the quality will vary on a continuum between 
these two extremes in reality. Muir stated that poorly-calibrated 
operators will trust and use poor automation, and this false trust 
and consequent failure to reject poor automation can lead to an 
automated disaster [2]. On the other hand, poorly-calibrated 
operators may also reject good automation, due to miss trust. In a 
system optimized for automatic control, not only will the 
benefits of automatic control be lost, but also operators may 
become involved in demanding manual control, and increasing 
operator’s workload and the likelihood of introducing human 
error into the control loop. It means that supervisors may 
possibly make Type I error and Type II error in an 
automation system, Type I error is disregarding or overriding 
a good automation, and Type II error is failing to override a 
faulty automation [4]. According to these studies, SA and trust 
are the important and influent factors of automation system 
performance, and there is some relationship between them. In 
another way, how to measure the effects of SA and trust in 
automation. These all are the objectives of the paper. 
I 
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2.MODEL DEVELOPMENT 
r 
Memory 
(Knowledge repository) 
A conceptual structure of relationship between SA and trust in 
automation will be constructed. According to this structure, 
another model of automation system performance with relation 
to SA, trust and automation reliability is proposed. 
Conceptual structure of situation awareness, trust and 
system reliability 
Because researches on SA and trust are limited and have been 
conducted only in recent years, a thorough and rigorously 
defined theory of relationship between SA and trust may be a 
goal to achieve. The present objective is to define a common 
ground for discussion using the information that is available in 
order to provide a starting point for studying the relationship 
between SA and trust in automation. As to the SA in automation, 
there are many researches have found that a lack of situation 
awareness in system will influence the performance certainly 
[ 131-[ 151. Endsley thought situation awareness is therefore based 
on far more than simply perceiving information about the 
environment [13], [14]. He though that SA is explicitly 
recognized as a construct separate from decision making and 
performance. It means that an operator who will make a wrong 
decision if he or she has inaccurate or incomplete SA, however, 
who has perfect SA may still make the wrong decision. About 
the trust in automation, Barber defined trust as follows: Trust is 
the expectation, held by a number of a system, of persistence of 
the natural and moral social orders, and of technically competent 
performance, and of fiduciary responsibility, from a member of 
the system, and is related to, but is not necessarily isomorphic 
with, objective measure of these properties [ 2 ] .  Rempel et al. 
describe trust model as a hierarchical stage model: at each stage, 
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trust is based upon the outcome of earlier stages, and the stages 
occur in a fixed order, with predictability dominating early in a 
relationship, dependability dominating later, and faith 
dominating in a mature interpersonal relationship [8]. Barber’s 
model provides the broader context and richness of meaning 
needed to characterize the myriad interactions in a complex and 
hierarchical supervisory control environment. Rempel et al.’s 
model provides the dynamic factor needed to predict how trust 
may change as a result of experience on a system. Muir 
combined these two model to an integrated model of trust in 
machine. Anyway, trust is a variable to affect the human 
reliability and performance in an automation system [ 2 ] .  
I 
I’ 
Based on the concepts about SA and trust in the literature, Fig. 1. 
shows a conceptual structure of relationship between SA and 
trust in automation. When supervisors perceive the automation 
states and other attributes or dynamics of relevant elements in 
the automation environment to keep SA and then comprehend 
the meaning of that information in an integrated form, 
comparing it with supervisor’s goal, and providing projected 
future states of the environment that are valuable for decision 
making. SA is affected by the automation environment including 
system factors such as reliability and complexity, and task 
factors such as stress, workload, goals, and expectation. These 
factors will influence how attention is directed, how information 
is perceived, and how it is interpreted. So SA is restricted by 
limited attention and memory capacity. SA forms the basis for 
decision making as a major input, SA may also impact the 
supervisor’s trust in automation, then the trust will impact the 
decision action: retaining or interrupting automatic control. The 
calibration of trust in automation is influenced by the 
information forwarded from SA process mode, also the 
automation state such as signals, complexity and reliability, the 
individual knowledge reposition including goals and expectation, 
and automation environment such as stress and workload. 
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Fig. I .  A conceptual structure of relationship between SA and trust in automation 
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If the SA and trust are key factors of human reliability in 
automation, the performance of automation system will be 
outcome of interaction between human reliability and 
automation reliability. Basis on this concept and the structure of 
relationship between SA and trust in automation, a model of 
automation system performance with relation to SA, trust and 
automation reliability is proposed as shown in Fig.2. 
Control (Scaling/ 
leveling) factors 
n 
Automation environment 
Fig.2. Automation performance with relation to 
SA, trust and automation reliability 
It is truth that as automation is designed more and more 
complexly, high reliability is needed to reduce probability of 
system shutdown and man load, so automation reliability 
influences system performance directly, but such automation 
may decrease the supervisor’s vigilance and ability of error 
recovery. The primary SA and trust is formed when operator 
starts to supervise the automation. The signals of good or poor 
from automation will be perceived, comprehended and 
developed projected future state of decision to form an adjusting 
SA, so the SA will be adjusted in dynamic and the result will 
influence the calibration of trust. In other words, the calibration 
of trust will be adjusted in dynamic when SA is adjusted in 
dynamic in variable automation state. When the calibration of 
trust is from predictability to faith, the supervisor will trust the 
automation and retain automatic control. On the other hand, the 
supervisor will distrust the automation and interrupt automatic 
control. If the decision action is right, the human reliability will 
be higher, and the integrated performance of automation system 
will be higher. If the reliability of automation is lower, but the 
supervisor is in higher human reliability, maybe the integrated 
performance of automation system will be higher. 
3.METHOD 
Construction of robust design 
There are two reasons to use quality engineering to evaluate the 
effects of SA and trust in automation. Firstly, according to Fig. 1. 
and Fig.2., if the automation system is described as production 
activity, the automation states are inputs, interaction of human 
and automation is mechanism, and the choice of automatic or 
manual control in automation will be output. Using quality 
engineering can represent the human/automation supervisory 
system as Fig.3. [9], [ 1 I].  All the factors which influence the 
system performance can be classified into three categories as 
follows: 
a)Signal factors : These factors are set by the automation 
environment to attain the target performance or to express the 
intended output, such as “GOOD” or “POOR” signals of 
automation. 
b)Control( Scaling/leveling )factors : These factors can be easily 
adjusted to achieve desired functional relationship between 
the signal factors and system performance, such as 
preconception of system reliability and allowable response 
t ime. 
c)Noise factors : These factors are uncontrollable and influence 
the output of performance, such as screen noise and 
secondary tasks. 
Secondly, because the calibrations of trust influents the action of 
decision making, there are four possible decision making results 
about trust in different automation states: appropriate trust, 
appropriate distrust, false-trust and mistrust. Table I shows the 
possible decision making result about trust in different 
automation states. Number of runs of false-trust and mistrust can 
be treated as system Performance. The performance will be 
higher if the times of incorrect action are few, so using the times 
of incorrect action to design quality loss function is appropriate. 
Table 1 The possible decision making results about trust in 
different automation states (Revised from Muir, 1994) 
Quality of the automation Operator’s trust 
And Allocation ‘Good’ + Noise ‘Poor’ + Noise 
of function .. . . . . . . .... 
Trust Appropriate tnrst False trust 
(Retaining) Best performance (Type II error) 
Possibility of shutdown 
is higher 
Distrust Miss tnrst Appropriate disirust 
(Interrupting) (Type I error) Better performance 
Lose benefits of automation 
Increase operator’s workload is lower 
Risk human error 
Possibility of shutdown 
In table I ,  Type I error and Type II error are different in 
designing the quality loss function. We can use hypothetical 
distributions to describe the actions as fig.4. The signals of 
“GOOD”, “POOR’ and noise are assumed to be normally 
distribution. X is trust evidence variable, and X, is trust 
threshold. If there is enough trust activity, then X exceeds a 
critical threshold X,, then the supervisor decides to “trust”. On 
the other hand, the supervisor decides to “distrust”. 
We can use response function f to describe the decision activities 
as follows: 
r 
where S is signals of automation, N is external or internal noise 
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which influence supervisor’s decision, and po , p I  and U are 
functions of X .  The probability of Type I error should be 
described as Po = P, (f = 1 I S = 0 ). The probability of Type II 
error should be described as P, = P, (f = 0 1 S = I ). This 
performance measurement is a binary-input-binary-output 
dynamic problem. The expected loss function is given by 
P’ ( x , X,)= P, (/= 1 I s = 0 )P, ( s = o)+ P, (j = 0 I s = 1 )PI  ( s= 1) 
(2) 
When X, is the optimal threshold, P’ will be minimized. It is 
truth that the frequencies of “GOOD’ signal are more than 
“POOR’ signal in automation, because the hardware technology 
is progressing quickly, The P’ is given by 
n1 n2 
P ’ ( X , X , ) =  N P , + N  P I  (3) 
Where n,  is the frequency of “GOOD” signal, n2 is the frequency 
of “POOR” signal and N= n, + n2. From signal detection theory 
and Dr. Li research [12]. The opt X, will be influenced by n, and 
n2. It means when the frequency of “GOOD” signal is more than 
“POOR’ signal, supervisor will be over trust. So X, should be 
described as 
n ,  “ 2  
PO+ - (4) xc= - 
N ” 
When n, is more bigger then n2, X, will be bias toward pi, the 
min P’(X, X,) is given by 
Where @ is the standard normal cumulative distribution 
function. Taguchi thought quality loss function is given by [9] 
C J 2  
P 
Q = K  y 
Where /3’ is the variance part except for the range of signal 
factors. Note that p is the change in performance produced by 
a unit change in signal factors. /3 quantifies the effect of signal. 
The denominatoru‘ is the effect of noise. Minimizing Q is 
equivalent to maximizing q given by 
P Z  
q = 10 log,, - 
o 2  
Where 11 is called the signal-to-noise ratio (S/N ratio), v 2  = 
P’( I -P ’ )and  p 2 = (  l-P’)2[9],[17]. 
( 7 )  
The simulation system 
In order to verify the model in the previous section, a complex 
automation environment is simulated as shown in Fig.5. The 
system is a Feed-Water System of the secondary side of a 
generic Pressurized Water Reactor, which is operating when 
steam generator (SG) is at low water level and safety injection 
signal. It is expected to feed water to the nuclear core as decay 
heat gradually decreases. In fig.5., it consists of two feed-water 
m 
systems, each one of them has two pumps, such as PI and P2 
( PI is turned on automatically, P2 is turned on manually), feed 
each one of steam generators, SGl and SG2, via a network 
which includes automatic motor-operated regulation valves, AV 
#, and manual control valves, MV #. Manual control valves that 
are turned on in this experiment can be ignored. When SGI or 
SG2 is at low water level, the operator will be alerted by safety 
injection signal. The colour of pictogram ‘SGI ’ is then changed 
to magenta. The system will turn on AV09, AV13, PUMP2 and 
AV03 automatically every five seconds and the operator has to 
decide to retain the automatic control or push the ‘INTERRUPT’ 
button to interrupt automatic control if automatic control process 
is wrong. At the right-hand side of Fig.5. with various signals is 
a secondary task. 
Miss Trust (Po) x, False Trust (PI )  
___t__) 
Over trust Less trust 
Fig.4. The hypothetical distribution concept of trust evidence 
Fig.5. An example of Auxiliary Feed-water System 
The experimental task 
Two system error types have been considered: pro-process error 
and retro-process error. Pro-process error means the AV is turned 
on incorrectly in pro-process. For example, AV09, AV13, 
PUMP2 and AV03 should be turned on automatically when SGI 
is at low water level, but maybe AV03 isn’t turned on 7 but AV04 
is turned on. In another way, retro-process error means the AV 
has been turned on, but it is turned off by accident when SG is 
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still at low water level. For example, AVO9, AV13, PUMP2 and 
AV03 are turned on automatically 7 but AV09 is turned off by 
accident when SGI is still at low water level. The subject should 
find the automation error and interrupt the automatic control 
accurately. In order to simulate the experiment environment as a 
real supervisory environment, the secondary works should be 
done and there are some disturbing noise as screen flashing to 
increase the complexity, stress and workload. 
Table 2 Experiment data of Feed-water simulation system 
The experimental design 
According to Fig.3., the experimental variables included 4 
independent variables (control factors) and 4 dependent 
variables(system performance). The matrix experiment of 
orthogonal array L,, is  designed using Taguchi and Robust 
design method [ 1 I]. There are 20 system’s emergency situations 
occur randomly in each individual experiment. 
a) Independent variables 
The four independent variables are described as follows: 
. Allowable response time (A) 
AI - 7.5 sec. 
A2 - I5 sec 
’ Automation reliability (B) 
BI -70% 
B2 - 90% 
. Automation error situation (C) 
C1 - Errors occur in earlier period time 
C2 - Errors occur in average 
C3 - errors occur in later period time 
’ Awareness of automation reliability (D) 
DI - Know in truth beforehand 
D2 - Know nothing 
D3 - Know in wrong beforehand 
b) Dependent variables 
The dependent variables are system performance which are 
consisted of three index as follows: 
. Rate scale of correct-trust, correct-distrust, mistrust and 
false-trust 
. Number of runs of mistrust or false-trust in pro-process 
and retro-process error per experiment 
’ Average operation time of secondary tasks 
4. RESULTS AND DISCUSSIONS 
Effect of using S/N ratio to measure system performance 
Results of sixteen experiments were showed in Table 2. It 
records times of correct response, false response and q value in 
each experiment. Using S/N ratio to measure the performance of 
automation system is more effective than using rate of false 
response in each experiment. In automation environment, 
mistrust is type I error, the result of this type error is that lose 
benefits of automation and increase operator’s workload and 
errors. False-trust is type II error, the result of this type error is 
that the possibility of automation shutdown is higher, maybe the 
serious accident will happen. So the results of false-trust are 
more serious than mistrust. For example, there are two mistrusts 
and one false-trust in eleventh experiment, two mistrusts and one 
false-trust in fourteenth experiment and three mistrusts in 
sixteenth experiment. The times of total errors are the same in 
these experiments but in different effects. The performance 
should be better if system is low reliability and times of false- 
trust is less even in zero. Using S/N ratio could indicate these 
difference clearly, see table 2. 
1 .’Correct distrust (Pro)’ means that times of correct interrupt 
2,’Correct distrust (Retro)’ means that times of correct interrupt 
automation in pro-process errors. 
automation in  retro-process errors. 
Allowable response time 
The ANOVA for the signal-to-noise ratio shows that allowable 
response time has significant effect (F(1,I 1) = 6.47, p < 0.05) on 
system performance. When subject perceives stimuli from 
automation, it need some time to form SA and develop projected 
future state of decision. The period of forming SA and trust 
responding i s  influenced by workload, stress, automation 
situation and personal ability. Especially in high reliability 
system, supervisor will be over trust and lose sensitivity in retro- 
process error. So it needs more time to make correct decision. 
Automation reliability 
The ANOVA shows that automation reliability has significant 
effect (F(1,II) = 15.89, p < 0.01) on system performance. The 
performance of system correlates positively to reliability of 
automation. There is 37% contribution of performance from 
automation reliability, but we cannot ignore that more than 63% 
contribution is from human reliability and available factors in 
environment. 
Automation error situation & Awareness of automation 
reliability 
The ANOVA has given no significant main effect of these two 
factors. Authors find the difference within the factor of 
awareness of automation reliability (factor D) is insignificant, 
but the significant interaction of automation reliability x 
awareness of automation reliability is marginal (F(2,Il) = 3.33, p 
= 0.079), so the performance in 90% reliability of automation i s  
offset by the performance in 70% reliability in level 3 of factor 
D. It means that the difference within factor D is influenced by 
system reliability, if the awareness of system reliability or 
situation is wrong before operating, the performance will be 
worst especial in low reliability, but will be better in high 
reliability. Anyway, a correct awareness of automation situation 
is good effectiveness in high or low reliability. If the realization 
of automation is not clearly, in fact you are uncertain, don’t talk 
to operator the system is high reliability. It will lead SA to be 
incomplete and inaccurate. 
Optimum combination of factors 
When the reliability of automation i s  90%, using the error rate 
about 10% to calculate the value of system performance by S / N  
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ratio will be 9.54 dB if there is no operator to supervise 
automation. If there are operators to supervise automation, the 
average value of system performance will be 9.19 dB in these 
experiments. When the reliability of automation is 70%, using 
the error rate about 30% to calculate the value of system 
performance will be 3.68 dB if there is no operator to supervise 
automation. If there are operators to supervise automation, the 
average value of system performance will be 5.95 dB. So the 
effectiveness of supervisory in automation is positive to system 
performance, especially in low reliability. Because the 
interactions among these control factors are weak, the effects of 
control factors on performance and robustness are additive, then 
we can predict the optimal system performance for best 
combination of levels of the control factors by the effects of the 
control factors. Considering the combination of factors, the best 
combination is A,B,C,D, and the q value is 10.81 dB. On the 
contrary, the worst combination is A,B,C,D, and the q value is 
only 4.38 dB. Although the reliability of hardware is main effect 
to system performance, if the automation is in high reliability 
and the levels of the other control factors in environment are not 
proper to supervisor, the system performance will be poor and 
influenced greatly. Obtaining a best combination of levels of the 
control factors which leads supervisor to a good SA and trust, 
then we will get an optimal system performance. 
5.CONCLUSIONS 
In this study, a conceptual model of SA and trust in automation 
supervisory has been developed and verified by conducting an 
experiment. Authors use Taguchi and Robust design to propose a 
quality loss function to evaluate the effects of automation 
reliability, SA and trust on system performance. The main 
contributions of this study are: 
a)Taguchi method and Robust design has been applied to 
measure and analyze the performance and influence among 
the SA, trust and system reliability in automation. We can 
design a small but efficient matrix experiment and by quality 
characteristics and objective function (SM ratio), the system 
performance can be measured easily and objectively. 
b)Since the effects of control factors on performance and 
robustness are additive, one can predict the optimal system 
performance by the best combination of levels of the control 
factors by knowing the effects of the control factors. 
c) The supervisor with good SA and correct trust calibration will 
have a greater likelihood of making appropriate decisions and 
performing well in automation. As a result, the reliability of 
automation is main contribution to system performance, but if 
the automation is in high reliability and the levels of the other 
control factors in environment are not proper to supervisor, 
SA and trust is inaccurate, the system performance will be 
poor and influenced greatly. 
d) The results of this study can be applied to human-machine 
interface design and selection of adapted operators in 
automation. 
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