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ABSTRACT
We study the evolution of the luminosity-to-halo mass relation of luminous red galaxies (LRGs). We selected a sample
of 52 000 LOWZ and CMASS LRGs from the Baryon Oscillation Spectroscopic Survey (BOSS) SDSS-DR10 in the ∼450 deg2
that overlaps with imaging data from the second Red-sequence Cluster Survey (RCS2), grouped them into bins of absolute magnitude
and redshift and measured their weak-lensing signals. The source redshift distribution has a median of 0.7, which allowed us to study
the lensing signal as a function of lens redshift. We interpreted the lensing signal using a halo model, from which we obtained the halo
masses as well as the normalisations of the mass-concentration relations. The concentration of haloes that host LRGs is consistent
with dark-matter-only simulations once we allow for miscentering or satellites in the modelling. The slope of the luminosity-to-halo
mass relation has a typical value of 1.4 and does not change with redshift, but we find evidence for a change in amplitude: the average
halo mass of LOWZ galaxies increases by 25+16−14% between z = 0.36 and 0.22 to an average value of (6.43 ± 0.52) × 1013 h−170 M. If
we extend the redshift range using the CMASS galaxies and assume that they are the progenitors of the LOWZ sample, the average
mass of LRGs increases by 80+39−28% between z = 0.6 and 0.2.
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1. Introduction
Hierarchical models of structure formation predict that galaxies
form in small dark matter haloes that subsequently clump to-
gether and merge into larger ones (White & Rees 1978). At large
scales, the evolution of structure is mainly determined by the
properties of dark matter and dark energy. However, at smaller,
galactic scales, baryonic physics cannot be ignored. Processes
such as supernova and AGN feedback aﬀect the relation between
the observable (baryonic) properties of galaxies and their dark
matter haloes. By measuring these relations, we hence gain in-
sight into the processes that aﬀected them. Studying this with
numerical simulations is notoriously diﬃcult, although in recent
years this field has rapidly advanced through the use of semi-
analytic models (e.g. Baugh 2006) and hydrodynamical simula-
tions (e.g. Vogelsberger et al. 2014; Schaye et al. 2015). To test
these simulations and guide them with further input, we need ob-
servations of the relation between the properties of galaxies and
their dark matter haloes. This is also crucial for understanding
the eﬀect of baryonic physics on the dark matter power spec-
trum (e.g. van Daalen et al. 2011; Semboloni et al. 2011), which
is the main observable in weak-lensing studies that aim to extract
cosmological parameters, such as Euclid (Laureijs et al. 2011).
The properties of dark matter haloes around galaxies can be
studied with weak gravitational lensing. As the photons emitted
by distant galaxies traverse the Universe, they are deflected by
the curvature of space around intervening mass inhomogeneities
 Appendices are available in electronic form at
http://www.aanda.org
in the foreground. Consequently, the observed shapes of these
background galaxies slightly deform, a distortion that can be
reliably measured out to projected separations of tens of Mpcs
around the lenses (e.g. Mandelbaum et al. 2013). Since this com-
pletely covers the regime where the dark matter halo of any lens
dominates, weak gravitational lensing oﬀers an excellent tool for
measuring halo masses. The weak-lensing signal of individual
galaxies is too noisy to be detected, but by averaging the signal
of many lenses of similar observable properties, for instance in
a certain luminosity range, we can learn about the average halo
properties of such lens samples.
The relation between the properties of galaxies and their
dark matter haloes has been studied before with weak lensing
(e.g. Hoekstra et al. 2005; Mandelbaum et al. 2006b; Li et al.
2009; van Uitert et al. 2011; Brimioulle et al. 2013; Velander
et al. 2014), but most of these studies focused on lenses at a
limited redshift range. However, to study how galaxies evolve,
one would like to measure how the luminosity-to-halo mass rela-
tion depends on lookback time. Recent imaging surveys such as
the Canada-France-Hawaii Telescope Survey (CFHTLS) and the
second Red-sequence Cluster Survey (RCS2) contain suﬃcient
statistical power to enable such studies. Redshift-dependent con-
straints that are derived in a homogeneous way, as is done in this
study, are particularly useful for numerical simulations, as they
can potentially distinguish degeneracies among the model pa-
rameters and limit the space for fine-tuning to match low-redshift
observations (for an example, see Fig. 23 in Guo et al. 2011).
In this work, we study a particular type of galaxies: lumi-
nous red galaxies (LRGs). They form an interesting subsample
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of the total population of galaxies, as they trace the highest den-
sity peaks in the Universe. These galaxies are thought to have
formed around z ∼ 2 during a relatively short and intense pe-
riod of star formation, after which the formation of stars prac-
tically halted. Their luminosity evolution can therefore be ap-
proximately described by “passive evolution”, the evolution of
a stellar population without forming new stars (e.g. Glazebrook
et al. 2004; Cimatti et al. 2006; Roseboom et al. 2006; Cool et al.
2008; Banerji et al. 2010). This enables us to model the lumi-
nosity evolution, for example with stellar population synthesis
models (e.g. Bruzual & Charlot 2003; Conroy et al. 2009, 2010;
Maraston et al. 2009), and separate that from the halo mass evo-
lution part. Low-level star formation and mergers may also con-
tribute to the luminosity evolution of LRGs, but this is thought to
mainly aﬀect less massive LRGs (Scarlata et al. 2007; Pozzetti
et al. 2010; Tojeiro & Percival 2010, 2011; Tojeiro et al. 2011,
2012). How strong the average eﬀect is on the luminosity evolu-
tion compared to the pure passive evolution scenario is unclear.
However, for massive and luminous LRGs, the luminosity evo-
lution is thought to be well understood.
LRGs are advantageous to study also from an observa-
tional perspective. They are easily selected in multi-band optical
datasets, and their redshifts can be relatively easily determined
using the 4000 Å break (Eisenstein et al. 2001). More than a mil-
lion LRGs have been observed spectroscopically as part of the
Baryon Oscillation Spectroscopic Survey (BOSS; Dawson et al.
2013), forming the LOWZ sample, which targets z  0.4 galax-
ies, and the CMASS sample, which targets 0.4 < z < 0.7 galax-
ies. From a weak-lensing perspective, the advantage of LRGs
is that they are massive and therefore produce a strong lensing
signal that can be measured up to relatively high redshift. The
overlap between the BOSS survey and the RCS2 therefore oﬀers
a perfect combined dataset on which to study the evolution of
the luminosity-to-halo mass relation of LRGs.
The outline of this work is as follows. In Sect. 2 we describe
the data that we use in this work, how we compute the luminosi-
ties, and how we perform the lensing analysis. We interpret the
lensing measurements with the halo model, which we describe
in Sect. 3. The evolution of the luminosity-to-halo mass relation
is presented and discussed in Sect. 4. The mass-concentration
relation is discussed in Sect. 5. We conclude in Sect. 6. Unless
stated otherwise, we assume a WMAP7 cosmology (Komatsu
et al. 2011) with σ8 = 0.8, ΩΛ = 0.73, ΩM = 0.27, Ωb = 0.046,
and h70 = H0/70 km s−1 Mpc−1, with H0 the Hubble constant;
all distances are quoted in physical (rather than comoving) units;
and all apparent magnitudes have been corrected using the dust
maps from Schlegel et al. (1998).
2. Data analysis
We used data from the tenth data release (DR10; Ahn et al. 2014)
from the Sloan Digital Sky Survey (SDSS; York et al. 2000) and
from the second Red-sequence Cluster Survey (RCS2; Gilbank
et al. 2011). As in van Uitert et al. (2011, 2013), Cacciato et al.
(2014), we used the greater number of ancillary data on galaxies
that is available from the SDSS compared with the RCS2 be-
cause the SDSS features photometry in five optical bands and
includes spectroscopy for over a million of galaxies. However,
the RCS2 imaging is ∼2 mag deeper and achieved a median see-
ing of approximately 0.7′′, compared to 1.2′′ for SDSS, therefore
the RCS2 is better suited for a weak-lensing analysis of lenses
at higher redshifts. The total overlap between the RCS2 and the
DR10 is about 450 square degrees.
A first combined analysis of the overlap between the ninth
data release of SDSS (DR9; Ahn et al. 2012) and the RCS2 was
presented in Cacciato et al. (2014), where the lensing signal of
the DR9 galaxies with spectroscopy was studied using RCS2
galaxies as sources. In that work we did not study the redshift
evolution of the lensing signal, because, in contrast to the cur-
rent work, we studied a mixed sample of early- and late-type
galaxies whose combined luminosity evolution was only poorly
understood. In DR9, the number of (high-redshift) BOSS spectra
was also only about half of that in DR10.
2.1. Lens sample
We used a subset of the total sample of overlapping DR10 galax-
ies with spectroscopy as our lenses, that is, only the LRGs. We
selected all galaxies that have been targeted as part of BOSS.
These are selected from the SDSS catalogues by requiring1
– BOSS_TARGET1 && 20
– SPECPRIMARY == 1
– ZWARNING_NOQSO == 0
– TILEID >= 10324
for the LOWZ sample, and
– BOSS_TARGET1 && 21
– SPECPRIMARY == 1
– ZWARNING_NOQSO == 0
– (CHUNK != “boss1”) && (CHUNK != “boss2”)
– ifib2 < 21.5
for the CMASS (high-z) sample. Additionally, we selected all
objects with reliable spectroscopy from the SDSS catalogues
that satisfy the BOSS LOWZ target selection cuts:
– |(r − i) − (g − r)/4 − 0.18| < 0.2
– r < 13.5 + [0.7 × (g − r) + 1.2 × ((r − i) − 0.18)]/3
– 16 < r˜ < 19.6
– SCIENCEPRIMARY==1
– ZWARNING_NOQSO == 0
– zspec > 0.01
where g, r and i indicate model magnitudes and r˜ cmodel mag-
nitudes. Note that we replaced the BOSS selection criterion
rpsf−rcmod > 0.3 with zspec > 0.01 to ensure that we have no stars.
Finally, we also selected all objects that satisfied the CMASS se-
lection cuts, but we found that all objects were already targeted
and labelled as being BOSS galaxies, and it therefore did not
increase the lens sample.
Even though the LOWZ and CMASS samples mainly consist
of LRGs, the populations diﬀer because of the diﬀerent colour
and magnitude selection cuts. Tojeiro et al. (2012) studied which
fraction of the CMASS LRGs are progenitors of the LOWZ
sample and found that this strongly depends on absolute magni-
tude, with the highest fractions found for the most luminous ob-
jects. A second but weaker trend is found with rest-frame colour.
Therefore, we chose to analyse the LOWZ and the CMASS sam-
ples separately. We investigated, however, what we can conclude
about the evolution of the luminosity-to-halo mass relation of
LRGs if we consider the CMASS sample as progenitors of the
LOWZ LRGs.
1 http://www.sdss3.org/dr9/algorithms/boss_galaxy_ts.
php
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2.1.1. Luminosities
To study how the average halo mass of LRGs evolves, we com-
pared LRGs at low redshifts to their predecessors at higher red-
shifts. To do this, we needed to obtain the luminosities of our
LRGs, corrected for the redshift of their spectra through the
passbands (i.e. the k-correction). We computed the k-correction
using the code KCORRECT v4_2 (Blanton et al. 2003; Blanton &
Roweis 2007), where we used the u, g, r, i and z model mag-
nitudes and the spectroscopic redshift as input. Furthermore,
we corrected for the intrinsic evolution of the luminosities
(the e-correction), accounting for the diﬀerence between the
observer-frame absolute magnitude of a galaxy with and with-
out an evolving spectrum.
The luminosities of LRGs are thought to evolve passively,
which can be modelled using a stellar population synthesis code.
We used one of the publicly available codes, GALAXEV (Bruzual
& Charlot 2003), in the default configuration, that is, adopting
a Chabrier (2003) initial mass function and using the Padova
1994 tracks for the stellar evolution. We computed a range of
instantaneous-burst models, where we varied the formation time
and metallicity. In Fig. 1, we show the evolution of the g− r and
r− i colours of these models, together with the observed colours
of the LRGs. The set of models that describe the data best are
those that assume a metallicity of Z = 0.02 (Z). However, at
z < 0.4, the observed g − r colours are slightly too red, and
at 0.4 < z < 0.7 the r− i colours are somewhat too red. Maraston
et al. (2009) improved the modelling by including a very low
metallicity component in the model that contained 3% in mass,
and by using the empirical spectral library of Pickles (1998) in-
stead of the theoretical library. However, below a redshift of ∼0.5
the evolution correction is fairly insensitive to the details of the
modelling (see Fig. 2), while at higher redshifts it is not clear
whether the changes from Maraston et al. (2009) improve the
match as a result of the low number of objects at this redshift
range used in that work. As we discuss below, our results do not
critically depend on the choice of the model, hence we did not
deem it necessary to include the improvements from Maraston
et al. (2009).
In Fig. 2 we show the k-correction that these GALAXEV mod-
els predict, together with the k-correction for the LRGs that have
been computed using KCORRECT. At z < 0.4, the Z = 0.02 tracks
agree well, but at higher redshifts the k-correction values from
KCORRECT are somewhat lower than those from the GALAXEV
model. In fact, the agreement at 0.4 < z < 0.7 with the Z = 0.008
metallicity models is remarkable, but the validity of these mod-
els for our LRGs at low redshift is excluded based on the colour
evolution in Fig. 1. However, at z > 0.4 the LRGs show an in-
creasing scatter in their colours and become more compatible
with the Z = 0.008 models.
We show the luminosity evolution of some of the GALAXEV
models in Fig. 2. We only show the models with Z = 0.02 and
Z = 0.008, because the models with diﬀerent metallicities were
excluded based on their colour evolution and k-corrections. In
addition, we only show models with a formation time of 10, 11
and 12 Gyr, as most previous works on the luminosity evolu-
tion of LRGs have adopted a formation time in this range (e.g.
Wake et al. 2006; Maraston et al. 2009; Banerji et al. 2010;
Carson & Nichol 2010; Liu et al. 2012). For our nominal lumi-
nosity evolution correction, we adopted the Z = 0.02 model that
formed 11 Gyr ago (at redshift 0). Because none of the models
exactly captures the trends in Figs. 1 and 2, the evolution correc-
tion we used may have a small bias. However, we have also tried
diﬀerent evolution corrections with corresponding models that
Fig. 1. SDSS g − r and r − i colours versus redshift for the LRG sam-
ple used in this work. The solid cyan line indicates the median. The
other lines show a range of Bruzual & Charlot (2003) SSP models, for
various formation times (diﬀerent colours) and metallicities (diﬀerent
line-styles) as indicated in the top-left of the figure.
broadly cover the observed colour evolution and k-correction
values. We report on this test in Sect. 4.1; the main result is
that our results do not change significantly. This suggests that
the systematic bias in the luminosities caused by an incorrect
evolution correction is probably insignificant for this work.
LRGs have formed over a certain range of time and with
some range of metallicities. Hence their actual luminosity evolu-
tion corrections may have some scatter compared to our nominal
correction, as we found that the luminosity evolution correction
is increasingly sensitive with redshift to these parameters. If this
scatter is random with respect to our nominal correction, this
causes an Eddington bias, as lenses are preferentially scattered
to where there are fewer of them. In Appendix A, we estimate
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Fig. 2. Top panel: k-correction as a function of redshift. The gray scale
shows the k-corrections from the KCORRECT code, the solid cyan line
indicates the median and the other coloured lines show the k-correction
as predicted by a range of Bruzual & Charlot (2003) SSP models, for
various formation times (diﬀerent colours) and metallicities (diﬀerent
line-styles) as indicated in the top-left of the figure. Bottom panel: lu-
minosity evolution correction as a function of redshift. For clarity, we
only show a few of the Bruzual & Charlot (2003) model predictions.
The thick green dot-dot-dashed line shows the correction we have used
in this work, which is based on the Z = 0.02 instantaneous-burst model
that formed 11 Gyr ago.
the eﬀect this may have on our mass estimates. We find that it is
significantly smaller than our statistical errors and can be safely
ignored.
In Fig. 3, we show the distribution of absolute magnitudes
after including the k-correction and the (k + e)-correction. In the
range 0.15 < z < 0.65 the distribution of k + e corrected abso-
lute magnitudes is fairly flat. At redshifts z < 0.15 we have a tail
of fainter objects in our catalogues, which are probably diﬀerent
Fig. 3. Distribution of absolute magnitudes and redshifts of our
LRG lenses after the k-correction (top) and after the k-correction and
luminosity evolution correction (bottom). The solid cyan line indicates
the median. The green dashed boxes show the redshift and luminos-
ity cuts on our lens sample; the magenta pentagons indicate the mean
redshift and luminosity of those bins. The total density of LRGs as a
function of redshift is shown by the black and red histograms on the
horizontal axis for the LOWZ and CMASS galaxies, respectively.
types of galaxies. Therefore, we excluded them from this anal-
ysis. At higher redshifts, we start loosing fainter objects due to
incompleteness. Since we determined both the mean luminosity
and the mean halo mass for a given lens sample, this should not
bias the overall mass-to-luminosity relation.
2.2. Lensing measurement
The shapes of the background galaxies were measured on im-
ages from the RCS2. Details on the data reduction and the shape
measurement process can be found in van Uitert et al. (2011),
and some important improvements of our lensing analysis were
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discussed in Cacciato et al. (2014). It suﬃces to say that we mea-
sured the shapes of the galaxies with the KSB method (Kaiser
et al. 1995; Luppino & Kaiser 1997; Hoekstra et al. 1998), using
the implementation described by Hoekstra et al. (1998, 2000).
This method was tested on a range of simulations as part of the
Shear Testing Programme (STEP) 1 and 2 (the “HH” method
in Heymans et al. 2006 and Massey et al. 2007, respectively),
where it was found to have a multiplicative bias of a few per
cent at most and a negligible additive bias. Recently, Hoekstra
et al. (2015) found that these results were driven by the overly
simplistic nature of the STEP simulations; for more realistic sim-
ulations, KSB suﬀers from noise bias (Kacprzak et al. 2012;
Melchior & Viola 2012; Refregier et al. 2012) as any other shape
measurement method that is currently in use. We calibrated our
KSB implementation on realistic image simulations generated
with GalSim2 (Rowe et al. 2014) that are set up to closely match
RCS2 observations, that is, with an intrinsic ellipticity distribu-
tion that matches the observations, a realistic range of Sérsic
profile indices for the simulated galaxies, and up to a magnitude
limit that matches the RCS2. We determined the multiplicative
bias as a function of seeing:
mcorr = −0.065 × (FWHM − 0.7′′) − 0.123, (1)
with FWHM the size of stars in an image. We used this to cor-
rect the shear measured in each RCS2 image. We did not need to
correct for residual additive bias as that generally averages out in
galaxy-galaxy lensing as a result of symmetry in lens-source pair
orientations. The (multiplicative) noise bias correction increases
the average lensing signal by 10–15%. Note that the correction is
not very sensitive to the adopted width of the intrinsic ellipticity
distribution, but that it is critically important to include simu-
lated galaxies up to ∼1.5 mag deeper than the nominal magni-
tude limit of the survey (see Hoekstra et al. 2015).
The lensing signal was extracted by azimuthally averaging
the tangential projections of the ellipticities of the source galax-
ies in concentric radial bins, that is, by measuring the tangential
shear as a function of projected separation:
〈γt〉(R) = ΔΣ(R)
Σcrit
, (2)
where ΔΣ(R) = ¯Σ(<R)− ¯Σ(R) is the diﬀerence between the mean
projected surface density inside radius R and the projected sur-
face density at R, and Σcrit is the critical surface density:
Σcrit =
c2
4πG
Ds
DlDls
, (3)
with Dl, Ds, and Dls the angular diameter distance to the lens,
the source, and between the lens and the source, respectively.
All galaxies with an apparent magnitude of 22 < r′ < 24 and a
well-defined shape measurement were selected as sources.
We measured the lensing signal from the BOSS lenses in
each 1 × 1 deg2 RCS2 pointing, including the sources from
the neighbouring pointings (if present). We bootstrapped over
these patches to obtain the covariance matrix, which accounts
for intrinsic shape noise, measurement noise, and the contribu-
tion from large-scale structures. The oﬀ-diagonal elements are
consistent with zero on the radial range of interest (<2 h−170 Mpc),
hence we only used the inverse of the diagonal as the errors on
the measurement when fitting the models to the data.
As these patches overlap, the contribution from large-scale
structures might be somewhat underestimated at large scales;
2 https://github.com/GalSim-developers/GalSim
therefore, as a test, we also performed the lensing measure-
ments on 2 × 2 deg2 non-overlapping patches and used that
in the bootstrap resampling. The resulting signal and covari-
ance matrix barely change in the radial range that we used in
this work. Since the total area decreases if we limit our anal-
ysis to 2 × 2 deg2 non-overlapping patches only, and since it
makes no diﬀerence to the signal and its error, we decided to use
all 1 × 1 deg2 RCS2 pointings plus neighbours as basis for the
bootstrapping.
To compute Σcrit we need the distances to the lenses and
sources. We computed Dl for each lens separately using its spec-
troscopic redshift from SDSS. The lensing eﬃciencies 〈Dls/Ds〉
were determined by averaging over the source redshift distribu-
tion, which was obtained by applying the same r′-band selection
to the publicly available photometric redshift catalogues of the
COSMOS field from Ilbert et al. (2013). The procedure is de-
scribed in more detail in Appendix C of Cacciato et al. (2014).
Note that we previously used the photometric redshift catalogues
from Ilbert et al. (2009) as the former was not yet publicly avail-
able. The average lensing eﬃciencies from the two catalogues
agree for low lens redshifts, but they are increasingly diﬀerent at
higher redshifts (up to 15% at zl = 0.7). At increasingly high lens
redshift the lensing eﬃciencies are more sensitive to the form of
the adopted source redshift distribution, which is somewhat dif-
ferent for the two catalogues. We discuss the robustness of the
derived lensing eﬃciencies in more detail in Appendix B.
A fraction of the sources is physically associated with the
lens galaxies, representing an overdensity of source galaxies that
are not lensed. We cannot remove them since we lack redshifts
for our sources. Such a contamination in the source catalogue
dilutes the lensing signal. This can be corrected for by measuring
the excess source number density relative to the background as a
function of projected separation and boosting the lensing signal
with this factor (e.g. Mandelbaum et al. 2006b; van Uitert et al.
2011). We followed this procedure.
This boost correction itself is biased low as the galaxies as-
sociated with the lens, and the lens itself, block light from the
background sky, suppressing the source number density. The ef-
fect is described in Simet & Mandelbaum (2014). As discussed
in that work, a correction for this bias is obtained by multiplying
the boost correction with a factor 1/(1− fobsc), where fobsc is the
fraction of the sky that is obscured by the foreground galaxies.
We computed this by using the ISOAREA_IMAGE keyword in
SExtractor, which stores how many pixels a galaxy spans on
the sky. fobsc is taken to be the sum of these values of all galax-
ies whose centroids fall inside a radial bin, divided by the total
number of pixels in that bin (accounting for the eﬀect of the sur-
vey masks and geometry). Before correcting, we subtracted the
average sky-background of fobsc from the one observed around
the lenses, as we are only interested in the additional obscu-
ration. The correction is at most 5% in the radial bins clos-
est to the most luminous and low-redshift lenses. It decreases
at larger radii, as well as for fainter, higher redshift LRGs, as
expected.
The robustness of the lensing signal has been addressed in
Appendix B of Cacciato et al. (2014). There, we showed that
the cross shear signal of our lens sample is consistent with zero.
The random shear signal that was used to correct for the eﬀect of
residual systematics in the shape measurement catalogues is also
weaker than the real signal for all the projected separations we
use in this work. However, an overall multiplicative bias might
still be present, either through an incorrect determination of the
noise bias correction, or through the use of incorrect lensing ef-
ficiencies. In Appendix B we perform an internal consistency
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check of our measurement pipeline, which provides strong evi-
dence that such a bias is probably not significant.
3. Halo model
In this section we describe the model that we employed to
provide a physical interpretation of our measurements. The
halo model provides a useful framework in which to de-
scribe the stacked weak-lensing signal around galaxies (see e.g.
Mandelbaum et al. 2006b; Cacciato et al. 2009, 2014; Miyatake
et al. 2015). It is based on a statistical description of dark mat-
ter properties, such as their average density profile, their abun-
dance, and their large-scale bias, complemented with a statistical
description of the way galaxies of a given luminosity populate
dark matter haloes of diﬀerent masses (also known as halo oc-
cupation statistics). In its fundamental assumptions, the model
is similar to the one presented in Seljak (2000), Cooray & Sheth
(2002) and Cacciato et al. (2009).
Galaxy-galaxy lensing probes the average matter distribu-
tion projected along the line of sight at a given projected phys-
ical separation, R, for a set of lenses. The quantity of interest is
the excess surface mass density profile, ΔΣ(R), which is deter-
mined from the projected surface mass density, Σ(R). Since we
measured the average signal of many lenses, the projected mat-
ter density can be expressed in terms of the galaxy-dark matter
cross-correlation, ξgm(r):
Σ(θ) = ρ¯m
∫ ωs
0
[
1 + ξgm(r)
]
dω, (4)
where the integral is along the line of sight, ω is the comov-
ing distance from the observer, ωs the comoving distance to the
source, and ρ¯m is the mean matter density at the redshift of the
lens. The three-dimensional comoving distance r is related to ω
through r2 = ω2l + ω
2 − 2ωlω cos θ, with ωl the comoving dis-
tance to the lens and θ = R/Dl the angular separation between
lens and source (see Fig. 1 in Cacciato et al. 2009). Note that
the cross-correlation of galaxy to dark matter is evaluated at the
average redshift of the lens galaxies.
Under the assumption that each galaxy resides in a dark mat-
ter halo, ΔΣ can be computed using a statistical description of
how galaxies are distributed over dark matter haloes of diﬀerent
masses (see e.g. van den Bosch et al. 2013). Specifically, it is
fairly straightforward to obtain the two-point correlation func-
tion, ξgm(r, z), by Fourier-transforming the power-spectrum of
galaxy to dark matter, Pgm(k, z), that is
ξgm(r, z) = 12π2
∫ ∞
0
Pgm(k, z) sin krkr k
2 dk, (5)
with k the wavenumber. The quantity Pgm(k, z) can be expressed
as a sum of a term that describes the small scales (one-halo,
1h) and one that describes the large scales (two-halo, 2h), each
of which can be further subdivided based upon the type of the
galaxies (central or satellite) that contribute to the power spec-
trum. This reads
Pgm(k) = P1hcm(k) + P1hsm(k) + P2hcm(k) + P2hsm(k) . (6)
The terms in Eq. (6) can be written in compact form as
P1hxy(k, z) =
∫
Hx(k,M, z)Hy(k,M, z) nh(M, z) dM, (7)
P2hxy(k, z) =
∫
dM1Hx(k,M1, z) nh(M1, z)
×
∫
dM2Hy(k,M2, z) nh(M2, z) Q(k|M1,M2, z), (8)
where x and y are either c (for central), s (for satellite), or m (for
matter), Q(k|M1,M2, z) = bh(M1, z)bh(M2, z)Plinm (k, z) describes
the power spectrum of haloes of mass M1 and M2, and it contains
the large-scale bias of haloes bh(M) from Tinker et al. (2010; but
see van den Bosch et al. 2013) for a more sophisticated mod-
elling of this term). nh(M, z) is the halo mass function of Tinker
et al. (2010). Furthermore, we have defined
Hm(k,M, z) = M
ρ¯m
u˜h(k|M, z), (9)
and
Hx(k,M, z) = 〈Nx|M〉
n¯x(z) u˜x(k|M) (10)
where
u˜c(k|M) = 1 − poﬀ + poﬀ × exp
[
−0.5k2(rs{M}Roﬀ)2
]
, (11)
and
u˜s(k|M, z) = u˜h(k|M, z). (12)
poﬀ is the parameter that describes the probability that the cen-
tral galaxy does not reside at the centre of the dark matter halo,
whereas Roﬀ quantifies the amount of oﬀ-centring in terms of
the halo scale radius, rs(M) (see e.g. Skibba et al. 2011; More
et al. 2015). In our fiducial model, we set poﬀ = Roﬀ = 0, but
we explore the impact of this assumption in Sect. 4. The func-
tions 〈Nc |M〉 and 〈Ns |M〉 represent the average number of central
and satellite galaxies in a halo of mass M ≡ 4π(200ρ¯m)R3200/3,
defined as
〈Nc|M〉 = 1√
2πln(10)Mσlog M
× exp
⎛⎜⎜⎜⎜⎜⎝− (log M − log Mmean)22σ2log M
⎞⎟⎟⎟⎟⎟⎠ (13)
〈Ns|M〉 = (M/M1) ftrans(M), (14)
where
ftrans(M) = 0.5 ×
[
1 + erf
(
log M − log Mcut)
σtrans
)]
· (15)
We used a flat, non-informative prior for σlog M and Mmean, set
Mcut = 〈Meﬀ〉 (see Eq. (18)) and σtrans = 0.25. Since LRGs are
thought to be predominantly central galaxies (see e.g. Wake et al.
2008; Zheng et al. 2009; Parejko et al. 2013), we set 〈Ns |M〉 to
zero and only fit for Mmean and σM in our nominal runs. We
test the eﬀect of this assumption on the derived quantities in
the result sections by additionally fitting for M1. We have tested
that the result is fairly insensitive to the details of the modelling
of ftrans(M).
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n¯g(z) is the number density of galaxies at redshift z:
n¯g(z) =
∫
〈Ng|M〉nh(M, z)dM
≈
∫
〈Nc |M〉nh(M, z)dM. (16)
The last equality is exact if LRGs are only central galaxies.
u˜h(k|M, z) is the Fourier transform of the normalised density dis-
tribution of dark matter within a halo of mass M, for which
we assume a Navarro-Frenk-White (NFW) profile (Navarro
et al. 1996) and a mass-concentration relation from Duﬀy et al.
(2008):
cm = A
(
M
Mpivot
)B
(1 + z)C , (17)
with A = fconc × 10.14, B = −0.081, C = −1.01, and Mpivot =
2×1012 h−1 M. Note that fconc is a free parameter that allows the
normalisation of this relation to vary. Specifically, we applied a
non-informative flat prior on this parameter.
The average halo mass in a given luminosity bin, which
we refer to as “eﬀective” halo mass in what follows, can then
be computed taking into account the weight of the halo mass
function:
〈Meﬀ〉 =
∫ 〈Nc|M′〉nh(M′, zlens)M′dM′∫ 〈Nc |M′〉nh(M′, zlens)dM′ , (18)
where zlens is the mean redshift of the lens galaxies in a given lu-
minosity bin. The distinction between the mass associated with
the mean of the log-normal distribution and the halo mass in-
ferred accounting for the mass function is of relevance because
LRGs populate fairly massive haloes for which the mass func-
tion is steep (see e.g. Fig. 7 in Leauthaud et al. 2015).
At small scales one expects the baryonic mass of LRGs to
contribute to the lensing signal. The smallest scale used in this
study is 50 h−170 kpc, which is much larger than the typical extent
of the baryonic content of a galaxy. Therefore, it is adequate to
model the lensing signal of the LRGs itself as a point source of
mass Mg ≈ M∗. This reads
ΔΣ1h,g(R) ≈ 〈M∗〉
L+
L−
πR2
· (19)
We used the value of the average stellar masses, 〈M∗〉, for the
galaxies in the luminosity bins under investigation here. The stel-
lar masses were obtained by matching our lens catalogue to the
MPA-JHU stellar mass catalogue3. As the MPA-JHU catalogue
is based on the MAIN sample from SDSS, we only have matches
at low redshift. However, the point mass only has a weak eﬀect
on our fit results; hence we do not expect that a potential evolu-
tion of the average stellar mass-to-light ratio for LRGs can be so
strong that it could significantly aﬀect our results.
To summarise, our fiducial model for the lensing signal is
the sum of three terms: one describing the lensing due to the
baryonic mass; the second is responsible for the small-scale
(sub-Mpc) signal mostly due to the dark matter density profile
of haloes hosting central LRGs; and the last describes the large-
scale (a few Mpc) signal due to the clustering of dark matter
haloes around LRGs. This reads
ΔΣ(R) = ΔΣ1h,g(R) + ΔΣ1hcm(R) + ΔΣ2hcm(R). (20)
3 http://www.mpa-garching.mpg.de/SDSS/DR7/
Table 1. Properties of the lens bins (after (k + e)-correction).
Mr Nlens 〈z〉 〈Lr〉 Meﬀ fconc χ2red
(1) (2) (3) (4) (5) (6) (7)
0.15 < z < 0.29 (LOWZ)
L1z1 [–21.8,–21.2] 2969 0.219 0.65 3.65+0.52−0.50
L2z1 [–22.4,–21.8] 2606 0.226 0.99 5.60+0.73−0.69 0.68+0.08−0.06 1.8
L3z1 [–22.8,–22.4] 300 0.234 1.58 14.9+2.4−2.2
0.29 < z < 0.43 (LOWZ)
L1z2 [–21.8,–21.2] 3771 0.351 0.66 2.85+0.49−0.45
L2z2 [–22.4,–21.8] 4502 0.364 1.00 5.15+0.69−0.64 0.85+0.12−0.11 1.6
L3z2 [–22.8,–22.4] 721 0.368 1.58 9.86+1.66−1.50
0.43 < z < 0.55 (CMASS)
L1z3 [–21.8,–21.2] 8530 0.499 0.61 2.03+0.43−0.39
L2z3 [–22.4,–21.8] 4213 0.503 0.99 4.67+0.88−0.77 0.77+0.19−0.15 1.2
L3z3 [–22.8,–22.4] 587 0.500 1.59 6.52+1.91−1.66
0.55 < z < 0.70 (CMASS)
L1z4 [–21.8,–21.2] 5256 0.596 0.64 1.92+0.66−0.57
L2z4 [–22.4,–21.8] 5161 0.611 1.00 4.16+1.01−0.90 0.73+0.25−0.20 1.0
L3z4 [–22.8,–22.4] 969 0.616 1.60 6.48+2.11−1.78
Notes. (1) absolute magnitude range (after (k + e)-correction);
(2) number of lenses; (3) mean redshift; (4) mean luminos-
ity [1011 h−270 L] (after (k + e)-correction); (5) best-fit halo mass
[1013 h−170 M]; (6) best-fit normalisation of the mass-concentration re-
lation; (7) reduced chi-squared of the fit.
We simultaneously fitted the halo model to the three luminos-
ity bins and did this for each redshift slice separately. We have
five free parameters in each fit: the three mean masses of the
luminosity bins, the scatter, and the normalisation of the mass-
concentration relation. Since the scatter and the normalisation
of the mass-concentration relation are fitted simultaneously to
the three luminosity bins, the best-fit masses might be somewhat
correlated. The fit was performed using a Markov chain Monte
Carlo Method (MCMC). Details of its implementation can be
found in Appendix C.
We fitted the model to the measurements on scales be-
tween 0.05 and 2 h−170 Mpc. At these scales, both the mea-
sured lensing signal and the halo model predictions are fairly
robust. At larger scales, the lensing signal becomes weaker
and more susceptible to residual systematics. At scales smaller
than 0.05 h−170 Mpc, lens light may bias the shape measurements.
For the halo model, the overlap between the one- and two-halo
term is notoriously hard to model because of, amongst others,
halo exclusion and non-linear biasing. This mainly aﬀects the
few-Mpc regime. Most of the information about the halo masses
and concentrations is contained in the lensing signal within the
virial radius, so we do not loose much statistical precision by
limiting ourselves to these scales.
4. Luminosity-to-halo mass relation
To study how the luminosity-to-halo mass relation of LRGs
evolves with redshift, we divided our sample into bins of (k+ e)-
corrected absolute magnitude and redshift as detailed in Table 1
and Fig. 3. For z < 0.43, we only selected lenses from the LOWZ
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Fig. 4. Lensing signal ΔΣ of LOWZ (top two rows) and CMASS (bottom two rows) lenses as a function of projected separation for the three
luminosity bins (after the (k + e)-correction is applied). The solid red lines show the best-fit halo model, the orange and yellow regions the 1
and 2σ model uncertainty, respectively. We fit the signal on scales between 0.05 and 2 h−170 Mpc.
sample, at higher redshifts we exclusively selected CMASS
galaxies. The average log stellar masses for the consecutive lu-
minosity bins are 11.2, 11.5, and 11.7 [log(h−270 M)]. For each
bin we measured the average lensing signal, which is shown in
Fig. 4, together with the best-fit halo models and the model un-
certainties (computed as detailed in Appendix C). The χ2
red val-
ues are 1.8, 1.6, 1.2, and 1.0, going from the lowest to the highest
redshift slice. Hence the fits of the CMASS samples are good,
but for the LOWZ samples the χ2
red values are somewhat high,
suggesting that either our error bars are underestimated, or that
the model that we fit to the data is overly simplistic.
The errors on the lensing measurements account for intrinsic
shape noise, measurement noise, and the impact of large-scale
structures. We have, however, ignored some small sources of er-
ror, as their amplitude is much smaller than the statistical errors
on the lensing signal: the error on the boost correction, which is
typically a few percent at small scales; the error on the obscura-
tion correction, which is even smaller; the error on determining
the lensing eﬃciency, and the error on the multiplicative bias cal-
ibration, whose magnitudes are unknown but are probably of the
order of a few percent. Combined, they might increase the errors
by as much as ∼10%, although the exact number is diﬃcult to
estimate reliably. If we were to increase our error bars by this
amount, we would obtain χ2
red values of 1.5, 1.4, 1.0, and 0.8, re-
spectively. The fact, however, that we find reasonable χ2
red values
for the CMASS sample, but not for the LOWZ sample, suggests
that a systematic underestimate of our errors is probably not the
dominant cause.
Even though a visual inspection of the covariance matrix led
us to believe that it is diagonal on scales <2 h−170 Mpc, there might
be low-level oﬀ-diagonal terms present that, if included, would
lower the χ2
red values. This potentially aﬀects the LOWZ results
more, as the measurements have a higher signal-to-noise ratio
and the covariance matrix is less noisy. To test this, we recom-
puted the χ2
red values using the full covariance matrix, which we
obtained from bootstrapping (see Sect. 2.2) for the best-fit mod-
els. Note that we only included the covariance between radial
bins of a lens sample, but not the covariance between the radial
bins of the diﬀerent luminosity samples. If present, they would
lower the χ2
red values even more. The χ
2
red of the first redshift slice
reduces to 1.6, while it does not change for the other three red-
shift slices. Hence the eﬀect is weak and does not fully explain
the high χ2
red values.
Figure 4 shows that the signal-to-noise ratio of the lensing
measurements of the LOWZ samples is very high and would
allow for a more sophisticated modelling. When we include a
satellite term or a miscentering term in the halo model, how-
ever, the χ2
red values do not improve, because the lensing signal
alone cannot constrain the miscentring distribution parameters
very well, and the expected number of satellites is low. Allowing
for even more freedom in the fit might lead to overfitting of the
CMASS results. Using diﬀerent halo models for the diﬀerent
samples, or splitting the LOWZ sample up into more luminosity
bins, reduces the homogeneity of the analysis, which is one of
the key advantages of our work. Hence we chose to retain the
settings described above. In Sect. 4.1 we perform a sensitivity
analysis that shows that our results do not critically depend on
various choices in the analysis, suggesting that the quantities we
derive from the fits are robust.
In the halo model, we fit the mean and the scatter of the
log-normal distribution that describes 〈Nc|M〉. The log of the
mean has typical values of ∼14.5, ∼15 and ∼15.5 for the three
luminosity bins, while the scatter ranges between 0.7 and 0.8.
Neither evolves with redshift. Note that this is the scatter in the
log of the halo mass and not in luminosity. The latter was fit in
Cacciato et al. (2014), where it was found to have a value of
σlog Lc = 0.146± 0.011, obtained by fitting the halo model to the
lensing signal of all galaxies in the DR9 that overlap with RCS2.
The scatter in halo mass is much larger because the luminosity-
to-halo mass relation flattens at higher luminosities; a small scat-
ter in luminosity corresponds to a large one in halo mass (see e.g.
Fig. 3 and the discussion in More et al. 2009).
The quantity of interest that we can compare to other works
is the eﬀective halo mass, which is given in Table 1. We plot
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Fig. 5. Mean (k + e)-corrected luminosity versus the best-fit halo mass
of the twelve lens samples. The diﬀerent symbols indicate the diﬀerent
redshifts bins, as indicated in the figure. The coloured areas indicate
the 68% confidence intervals of the power-law fits.
it as a function of luminosity in Fig. 5. Note that some cor-
relation between the best-fit masses may exist because we si-
multaneously fit the scatter and the normalisation of the mass-
concentration relation to the three luminosity bins. The masses
increase with luminosity and decrease with redshift. To quan-
tify this, we parametrised the luminosity-to-halo mass rela-
tion by Meﬀ = M0,L(L/L0)βL , using a pivot luminosity of
L0 = 1011 h−270 L. The best-fit power-law fits are shown in the
same figure; the confidence contours of the fitted amplitude and
slope are shown in Fig. 6. We have listed the fit parameters in
Table 2.
The slope of the luminosity-to-halo mass relation does not
change significantly for our diﬀerent redshift samples and has
a typical value of 1.4. The amplitude, however, is about ∼4σ
higher for our lowest redshift slice compared to the highest one.
On average, the masses of LOWZ galaxies increase by 25+16−14%
between redshift 0.36 and 0.22; the masses of CMASS galaxies
increase by 10+25−20% from redshift 0.6 to 0.5. If we assume that
CMASS galaxies evolve into LOWZ galaxies and combine the
results, we find an average increase of 80+39−28% (stat. errors) in
Meﬀ at L0 = 1011 h−270 L from z ∼ 0.6 to z ∼ 0.2. Fixing the
slope to its average value of 1.4 and only fitting the amplitude
changes this number to 77+36−27%.
We have ignored the correlation between the eﬀective masses
when computing the growth. This does not aﬀect the average
growth rate, but it can somewhat underestimate the error bars.
As an extreme test, we have checked that if we assume a com-
plete correlation of the eﬀective masses in each redshift slice
(thus grossly overestimating the expected eﬀect), the halo mass
growth for LRGs from z = 0.6 to z = 0.2 is 80+67−43%.
Tojeiro et al. (2012) found that at brighter absolute magni-
tudes, a larger portion of CMASS galaxies are the progenitors of
LOWZ galaxies. If we discard the lowest luminosity bin, we find
that for a pivot luminosity of L0 = 1.3×1011 h−270 L, the average
halo mass increases with 97+52−38%. Considering only the brightest
luminosity bin, the average halo mass increases with 160+133−76 %.
Fig. 6. 68% confidence contours for two parameters of the power-law
fit between luminosity and halo mass.
4.1. Sensitivity analysis
To study how sensitive our results are to the adopted luminosity
evolution correction, we performed the following test. We multi-
plied our nominal correction with a factor such that the resulting
luminosity evolution curves roughly cover the range of reason-
able models that are shown in the lower panel of Fig. 2. The fac-
tors we chose are 1−0.2 × z and 1 + 0.2 × z, respectively. Next,
we recomputed the luminosities, repeated the lensing measure-
ments (using the same cuts) and the halo model fits, and com-
pared the resulting best-fit halo masses. The best-fit halo masses
of the individual luminosity bins do not significantly shift com-
pared to the nominal results. We fitted the luminosity-to-halo
mass relation and list the parameters in Table 2. As is shown
there, the best-fit slopes are very similar. The best-fit ampli-
tude shifts with 1σ at most compared to our nominal results.
For the 1−0.2 × z modification factor, the resulting increase in
halo mass of LRGs from z = 0.6 to z = 0.2 is 85+43−30%; for
the 1+0.2 × z modification factor, it is 50+30−23%. The halo masses
and corresponding growth change somewhat because the lens
selection shifts systematically, such that we analyse lens sam-
ples that to some extent are intrinsically diﬀerent. Importantly,
however, our results do not critically depend on the choice of
the luminosity evolution correction. For future work that is ex-
pected to have an improved statistical precision, more detailed
knowledge of this correction will be required.
To test how sensitive our results are to the assumption that
all LRGs are located at the centre of their dark matter haloes,
we performed two halo model runs where we allowed for more
flexibility. First, we assumed that a fraction of the LRGs is mis-
centred, following Eq. (11). We used poﬀ and Roﬀ as additional
free parameters with a flat uninformative prior in the range [0,1].
The allowed miscentring distribution ranges from the lenses be-
ing all correctly centred (poﬀ = Roﬀ = 0) to all being miscentred
and located at the halo scale radius (poﬀ = Roﬀ = 1). We find
poﬀ = 0.57+0.29−0.37, 0.26
+0.39
−0.23, 0.50+0.37−0.36 and 0.40
+0.38
−0.30 for the low-
and high-redshift bins of LOWZ and CMASS, respectively, with
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Table 2. Power-law parameters, normalisation of the mass-
concentration relations, and reduced chi-squared values for various
runs as described in the text.
M0,L βL fconc χ2red
Nominal run
0.15 < z < 0.29 6.43 ± 0.52 1.59 ± 0.29 0.68+0.08−0.06 1.8
0.29 < z < 0.43 5.14 ± 0.44 1.42 ± 0.27 0.85+0.12−0.11 1.6
0.43 < z < 0.55 4.08 ± 0.51 1.27 ± 0.31 0.77+0.19−0.15 1.2
0.55 < z < 0.70 3.74 ± 0.60 1.32 ± 0.44 0.73+0.25−0.20 1.0
e-correction × (1 − 0.2z)
0.15 < z < 0.29 5.90 ± 0.50 1.56 ± 0.29 0.74+0.10−0.07 1.9
0.29 < z < 0.43 5.03 ± 0.45 1.44 ± 0.27 0.83+0.12−0.10 1.3
0.43 < z < 0.55 3.82 ± 0.47 1.19 ± 0.35 0.80+0.19−0.16 1.0
0.55 < z < 0.70 3.33 ± 0.58 1.43 ± 0.53 0.75+0.30−0.22 1.0
e-correction × (1 + 0.2z)
0.15 < z < 0.29 6.12 ± 0.51 1.65 ± 0.30 0.75+0.10−0.07 1.9
0.29 < z < 0.43 5.51 ± 0.47 1.53 ± 0.26 0.84+0.12−0.10 1.4
0.43 < z < 0.55 4.59 ± 0.56 1.35 ± 0.31 0.83+0.19−0.17 1.3
0.55 < z < 0.70 4.15 ± 0.68 1.58 ± 0.49 0.73+0.25−0.20 1.0
Miscentering run
0.15 < z < 0.29 6.10 ± 0.50 1.61 ± 0.29 0.92+0.37−0.21 1.9
0.29 < z < 0.43 5.08 ± 0.44 1.41 ± 0.27 0.95+0.21−0.15 1.8
0.43 < z < 0.55 3.87 ± 0.49 1.26 ± 0.31 1.04+0.50−0.27 1.3
0.55 < z < 0.70 3.75 ± 0.60 1.31 ± 0.44 0.93+0.44−0.28 1.1
Satellite fraction run
0.15 < z < 0.29 4.93 ± 0.45 1.39 ± 0.26 0.87+0.11−0.10 1.9
0.29 < z < 0.43 4.22 ± 0.38 1.27 ± 0.25 1.12+0.18−0.17 1.7
0.43 < z < 0.55 3.17 ± 0.35 1.02 ± 0.29 0.90+0.24−0.20 1.2
0.55 < z < 0.70 2.88 ± 0.44 1.08 ± 0.43 0.82+0.41−0.24 1.0
corresponding miscentring radii of Roﬀ = 0.37+0.41−0.25, 0.32
+0.53
−0.29,
0.49+0.39−0.37 and 0.54+0.37−0.43. The resulting power-law parameters are
listed in Table 2. They do not change significantly. The total in-
crease in halo mass of LRGs corresponds to 75+38−27%, consistent
with our nominal result of 80+39−28%. These constraints on the mis-
centring distribution broadly agree with previous galaxy-galaxy
lensing and clustering results of CMASS galaxies. For instance,
Miyatake et al. (2015) reported poﬀ < 0.66 and Roﬀ = 0.79+0.58−0.38,
whereas More et al. (2015) found poﬀ = 0.34 ± 0.18 and
Roﬀ = 2.2+1.5−1.3.
As a related test, we studied how our results changed when
we assumed that a fraction of LRGs are satellites. We used a
simple model with only one free parameter, that is, M1. We fol-
lowed this approach because we are not interested in determining
the satellite HOD (as lensing alone is not very sensitive to this),
but because we wish to obtain an estimate of how strongly our
results might be aﬀected by ignoring the contribution of satel-
lites. The typical satellite fraction for LRGs is ∼10% and de-
creases for more massive LRGs (White et al. 2011; Parejko et al.
2013; More et al. 2015). We therefore set a prior on M1 such that
the resulting satellite fractions from our model are between 5%
and 15%. The resulting luminosity-to-halo mass relation param-
eters are listed in Table 2. The best-fit slopes are consistent with
our nominal run, but the amplitude decreases by 1-2σ. The total
increase of halo mass is 82+35−29% over the full redshift range of
our LRG sample, consistent with our nominal result. The nor-
malisation decreases because the satellites are associated with
more massive haloes, with correspondingly stronger lensing sig-
nals. This lowers the required contribution to the total signal
from central LRGs, and hence their mass. This does not oc-
cur in the miscentring run, where the lensing signal is merely
smeared out, but the integrated signal (and hence the mass) stays
the same.
4.2. Comparison to previous work
Several previous works have provided mass estimates of LRGs,
using gravitational lensing, clustering, abundance matching, or a
combination of these. The selection of the samples, the models
fit to the data, and the definitions of mass generally diﬀer be-
tween these studies, which limits the level of detail with which
we can perform a comparison.
4.2.1. Lensing results
Mandelbaum et al. (2006a) measured the masses for a sample of
over 4 × 104 LRGs with spectroscopic redshifts from SDSS-I/II
using weak lensing. Bluer and fainter LRGs were discarded us-
ing colour-magnitude cuts, as well as LRGs that probably were
satellites of larger systems, hence the selection is not identical to
ours. The resulting sample was split into a faint and bright part
using a cut at Mr = −22.3, and the mean luminosity of the two
samples is 5.2 × 1010 and 8.6 × 1010h−2L, respectively. The lu-
minosities were computed in a similar manner as in our work.
All LRGs were selected in the redshift range 0.15 < z < 0.35
and have a mean eﬀective redshift of 0.24. Masses were esti-
mated using NFW fits plus a baryonic component, where the
fitting range was restricted to small scales were the two-halo
term can be neglected. The masses were defined as the enclosed
mass in a sphere where the density is 180 times the mean back-
ground density, M180b, instead of 200 times the mean density
that we used; the diﬀerence between these definitions is only a
few percent. The faint LRGs were found to reside in haloes of
masses 2.9 ± 0.4 × 1013 h−1 M and the bright ones in haloes of
masses 6.7 ± 0.8 × 1013 h−1 M. The measurements are shown
in Fig. 5. The masses of our low-redshift slices are substantially
higher than the masses from Mandelbaum et al. (2006a). The
discrepancy may be caused by the scatter between luminosity
and halo mass, which was not included in Mandelbaum et al.
(2006a). Allowing for a non-zero scatter results in higher halo
masses.
Miyatake et al. (2015) measured the lensing signal of
4807 CMASS galaxies with 0.47 < z < 0.59 in the overlap
with CFHTLS using the publicly available CFHTLenS cata-
logues (Heymans et al. 2012). The lensing signal was fitted to-
gether with the projected clustering signal using a halo model
that is similar to the one we have adopted here. Halo masses
were defined with respect to 200 times the background den-
sity, as we did. The average halo mass of CMASS galaxies was
found to be 2.3 ± 0.1 × 1013 h−1 M. To compare it with our
results, we computed the average luminosity of CMASS galax-
ies with 0.47 < z < 0.59 in our catalogue. We find a value
of 3.8 × 1010h−2L and assume that this number is representa-
tive for the average luminosity of the lenses in that work. This
estimate is slightly too low, as Miyatake et al. (2015) also applied
a cut on stellar mass to remove the least massive (hence faintest)
objects, which we cannot mimic. However, as an indication, if
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we remove the faintest 10% of our CMASS sample, the average
luminosity only increases to 4.1×1010h−2L, hence it is unlikely
that the average luminosity is far from the real value. We com-
pare the results in Fig. 5 and find that our CMASS masses are
somewhat lower but consistent.
Several papers have studied how the average mass of galax-
ies changes as a function of redshift (e.g. van Uitert et al. 2011;
Choi et al. 2012; Leauthaud et al. 2012; Tinker et al. 2013;
Hudson et al. 2015), using weak-lensing measurements. Since
these works did not specifically target LRGs, and since the mod-
elling of the signal diﬀers from our approach, we cannot com-
pare the results in detail. However, both Tinker et al. (2013)
and Hudson et al. (2015) included red, massive galaxies in their
work, hence we can at least compare the recovered trends.
Tinker et al. (2013) used measurements of weak lensing,
clustering, and the stellar mass function of galaxies in COSMOS
to constrain the stellar-to-halo mass relation. Halo masses were
defined in the same way we did. The relations they report pre-
dict the average log10(M∗) as a function of halo mass, instead
of the average halo mass at a given stellar mass, which is what
we measure; these relations are diﬀerent as a result of intrinsic
stellar mass scatter, which is illustrated in their Fig. 7. From the
right-hand panel of that figure we observe that at the average
stellar masses of our samples, the mean halo mass for passive
galaxies is roughly ∼0.5 dex lower than what we find. There are
many diﬀerences between the analyses that could contribute to
this diﬀerence, such as systematic oﬀsets between stellar mass
estimates, the selection of the samples, and the modelling of
the signal. Nonetheless, at a stellar mass of log10(M∗) ∼ 11.4
(typical for LRGs), the average halo mass increases from ∼1012.9
to ∼1013.2 M between redshifts of 0.88 and 0.36, an increase of
almost 100%, similar to the average growth in halo mass that we
find for our LRG sample from redshift 0.62 to 0.21.
Hudson et al. (2015) used the shape measurements from
CFHTLenS to measure the lensing signal for blue and red galax-
ies in three redshift slices. The lenses were binned according
to luminosity rather than stellar mass to avoid an Eddington
bias due to the larger observational errors on stellar mass com-
pared to luminosity. The stellar mass was then determined us-
ing the mean stellar-mass-to-luminosity ratio. For the highest
luminosity bin of red lenses, which has a mean stellar mass
of ∼2 × 1011 h−270 M, the average halo mass increases from
0.84 ± 0.17 × 1013 h−170 M to 1.32 ± 0.33 × 1013 h−170 M
from redshift 0.67 to 0.29. The masses were defined with re-
spect to ρcrit instead of the mean density, resulting in masses
that are ∼30–40% lower compared to ours. Furthermore, the
intrinsic scatter between luminosity/stellar mass and halo mass
was not accounted for in their modelling, which also leads to
lower masses. Finally, the selection of the lens samples diﬀers.
However, the ∼58% increase in average halo mass is similar to
what we find.
4.2.2. Clustering results
The clustering of LRGs is widely studied in the literature and
has been used to derive halo masses (e.g. Blake et al. 2008;
Wake et al. 2008; Zheng et al. 2009; Sawangwit et al. 2011;
Nikoloudakis et al. 2013; Parejko et al. 2013; Guo et al. 2014).
Parejko et al. (2013) measured the clustering of galaxies with
0.2 < z < 0.4 from the LOWZ sample and fitted it with a halo
model. The probability distribution of halo masses, as shown in
their Fig. 9, has a mean of 5.2 × 1013 h−1 M. We plot it in
Fig. 5 and find that it is higher than our LOWZ measurements.
Fig. 7. Evolution of the amplitude of the power-law fit between lumi-
nosity and halo mass with redshift. The black dashed lines shows the
predicted trend from pseudo-evolution (Diemer et al. 2013) for halo
masses that are typical for LRGs, scaled to overlap with our first data
point.
Although not specified, we assume that the mass is defined
as M180b, as is mentioned in a companion paper (White et al.
2011), which is similar to our definition. Their halo mass distri-
bution is fairly broad, however, and our constraints may well fall
inside their 68% confidence region.
Guo et al. (2014) measured the clustering of CMASS galax-
ies divided into three i-band-magnitude selected samples, which
we cannot directly compare to our measurements. They reported
that going from their faintest to their brightest bins, the peak host
halo mass increases from 1.1×1013 h−1 M to 3.3×1013 h−1 M,
which is quite similar to our results. Their masses are defined
with respect to the mean density, like ours. However, we mea-
sure an “eﬀective” mass and not the peak halo mass, and it is
unclear how much these definitions diﬀer.
Zheng et al. (2009) fitted the clustering signal of SDSS-I/II
LRGs using an HOD approach. Their LRGs are divided into
a faint and bright sample using their Mg magnitude, hence we
cannot directly compare. The distribution of halo masses (de-
fined like ours) of these samples peaks at ∼4.5 × 1013 h−1 M
and ∼1014 h−1 M, respectively, similar to the values we find for
faint and bright LOWZ samples, but note, again, that we mea-
sured the eﬀective mass and not the peak halo mass. The scaling
of luminosity with host halo mass, which is given by Lc ∝ M0.66,
is consistent with our results.
Wake et al. (2008) measured the evolution of the clustering
signal of galaxies from SDSS and the 2dF-SDSS LRG and QSO
Survey (2SLAQ; Cannon et al. 2006). They matched the selec-
tions using colour and magnitude cuts, which complicates the
comparison with our results. However, they reported that the
eﬀective halo masses increased with ∼50% from z = 0.55 to
z = 0.2, consistent with our findings. Sawangwit et al. (2011)
studied three separate LRGs samples in SDSS, with a mean
redshift of 0.35, 0.55 and 0.75. After applying additional se-
lection criteria such that the space density of LRGs is similar
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to the SDSS-I/II LRG sample, the eﬀective halo mass, defined
as the virial mass, is found to be 6.4 ± 0.5 × 1013 h−1 M,
4.7±0.2×1013 h−1 M and 4.3±0.2×1013 h−1 M, respectively.
We assume that the average luminosity of these three samples is
similar to that of the LOWZ sample and show their measure-
ments in Fig. 5. Their results agree fairly well with ours. Blake
et al. (2008) and Nikoloudakis et al. (2013) studied the clustering
signal of diﬀerent samples of LRGs, which is diﬃcult to com-
pare with our results. The typical halo masses of LRGs are found
to be a few times 1013 h−1 M, which broadly agrees with our
results.
4.2.3. Abundance-matching results
Masaki et al. (2013) applied an abundance-matching technique
to N-body simulations to construct mock LRG samples whose
number density matched that of LRGs in SDSS. From these sam-
ples a mock lensing signal was constructed, whose shape agrees
well with, but whose amplitude is ∼20% larger than, the mea-
sured lensing signal of SDSS LRGs presented in Mandelbaum
et al. (2013). Masaki et al. (2013) find that their LRGs reside
in haloes with a mean virial mass of 5.6 ± 0.1 × 1013 h−1 M.
This definition of mass is ∼10% lower than M200 for masses and
concentrations that are typical for LRGs at z ∼ 0.3. We assume
the average luminosity equals that of SDSS-I/II LRGs and show
the measurement in Fig. 5. This mass estimate agrees fairly well
with our results.
4.3. Interpretation
Meﬀ of LRGs increases by approximately 80% from redshift 0.6
to 0.2. This is not only because of dark matter accretion. Part
of the growth can be attributed to the so-called pseudo-evolution
(Diemer et al. 2013). M200 is defined with respect to a reference
density, which is redshift dependent. Even if a halo is static, that
is, it does not accrete anything, M200 increases towards lower
redshift. The halo mass function that we used to determine Meﬀ
uses masses that are defined with respect to ρm(z). Hence the
evolution of the halo mass function is a mix of physical evolution
and pseudo-evolution. Therefore, the evolution of Meﬀ is also a
mix of the two.
Since the halo masses of our LRGs span a relatively narrow
range, we can estimate the contribution from pseudo-evolution
to our observed increase in mass using the results from Diemer
et al. (2013). For halo masses that are typical for our LRGs, M200
increases by approximately 33% from z = 0.6 to z = 0.2 due to
pseudo-evolution, as is illustrated in Fig. 7. If we fit the ampli-
tude of the pseudo-evolution curve to our measurements, we find
that χ2
red = 1.3, providing weak support that the slope is steeper
and requires additional dark matter accretion.
It is interesting to compare our growth rates to those obtained
from simulations. Ideally, we would like to compare to hydrody-
namical simulations, but none are available for the mass range
we are interested in. However, a comparison with dark-matter-
only simulations is interesting as well because a good or poor
agreement points towards the relevance of baryonic physics. We
first compare our results to the two Millennium simulations, for
which growth and merger rates have been derived in Fakhouri
et al. (2010). These authors find that the growth rate is well
described by
˙〈M〉mean = 46.1 M yr−1
(
M
1012M
)1.1
× (1 + 1.11z)
√
ΩM(1 + z)3 + ΩΛ. (21)
Using this equation, we find that a halo of mass 1013 M
grows by 38% from redshift 0.6 to 0.22, whilst a halo of
mass 5 × 1013 M grows by 43%. More recently, Wetzel & Nagai
(2014) used hydrodynamical simulations to measure the amount
of physical accretion (i.e. after accounting for pseudo-evolution)
for haloes with masses 1011−1013 M. However, for masses in
the range 1013−1014 M, which are typical for LRGs, they used
dark-matter-only simulations and derived a growth of ∼10% be-
tween z = 0.5 to z = 0 at scales smaller than a few hundred
kpc. Together with pseudo-evolution, the total growth amounts
to ∼43%, which is similar to the results of Fakhouri et al. (2010).
Wetzel & Nagai (2014) only studied isolated haloes; LRGs
cluster strongly, which means that the typical halo in that work
may not be very representative for LRGs. However, no environ-
ment selection cuts were made in Fakhouri et al. (2010) and the
derived growth rates are similar, hence this seems to be unimpor-
tant. In fact, Fakhouri & Ma (2010) measured the growth rate as
a function of environment and found a weak trend of a decreas-
ing growth rate towards denser environments, but the statistics
for massive haloes is poor because they only had few of them.
The growth rates predicted from dark-matter-only simula-
tions are marginally consistent with our results. Our measure-
ments suggest a stronger growth, particularly towards more
massive haloes. This could indicate the eﬀect of baryons; par-
ticularly AGN feedback may have an eﬀect on the distribution
of matter in massive haloes (Duﬀy et al. 2010; Velliscig et al.
2014) and their accretion history. However, we need to improve
the statistics of our measurements before we can make stronger
claims.
Our conclusion about the evolution of the luminosity-to-halo
mass relation depends on the validity of the assumption of pure
passive evolution, however. The absence of a clear tilt in Fig. 3
supports this view. Nonetheless, some residual star formation
and/or mergers may also aﬀect the luminosities, which might
aﬀect our conclusions.
The colour evolution of LRGs shows that the amount of on-
going star formation is low (Wake et al. 2006; Maraston et al.
2009). Moreover, spectral analyses from SDSS-I/II LRGs and
CMASS galaxies point toward a very low fraction of galaxies
that either form stars or have AGN activity (Greisel et al. 2013;
Thomas et al. 2013). There are indications that intermediate-
mass early-type galaxies have a low level of ongoing star for-
mation (e.g. Kaviraj et al. 2007; Schawinski et al. 2007; Salim
& Rich 2010), but it seems unlikely that it is suﬃciently strong
to aﬀect our conclusions.
Mergers also complicate a purely passive luminosity evolu-
tion scenario. The merging history of LRGs or massive early-
type galaxies has received considerable attention in recent years
(e.g. Tal et al. 2012; López-Sanjuan et al. 2012; Gabor & Davé
2012; Bédorf & Portegies Zwart 2013; Ruiz et al. 2014). We fo-
cus here on the results from Tojeiro & Percival (2010), because
they estimated the amount of luminosity growth in LRGs due
to mergers. Their analysis is based on the measured luminos-
ity function and clustering strength of LRGs in the SDSS in the
redshift range 0.15 < z < 0.5, from which they deduced that the
average luminosity of LRGs increases by 1.5-6% Gyr−1 due to
mergers, depending on luminosity, such that the growth mainly
occurs for the faintest LRGs. For LRGs with Mr,0.1 < −22.8, the
evolution is consistent with passive evolution. In Table 4 of that
work, luminosity growth rates from recent works are compared;
the results indicate that their values are fairly representative.
Tojeiro & Percival (2010) proposed two type of mergers that
might contribute to the luminosity growth: a merger between an
LRG and a small companion, or a merger between two small
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companions, whose combined luminosity is suﬃcient to classify
it as LRG. In the first scenario, the luminosities of LRGs increase
towards lower redshifts; hence they are overestimated compared
to the luminosities of LRGs that have evolved through pure pas-
sive evolution.
To estimate how this might aﬀect our derived luminosity-to-
halo mass relations and their evolution, we assumed that the lu-
minosities of our three LRGs samples increase through mergers
with 2, 4, and 6% Gyr−1, from the bright to the faint bin, respec-
tively, without aﬀecting the halo masses, that is, we assumed
that the mass-to-light ratio of the smaller companions equals
zero. This provided an upper limit on the bias in the derived
halo mass growth. We used the highest redshift slice as our ref-
erence and lowered the luminosities of the lower redshift slices
to mimic how the evolution would have looked in the absence
of mergers. For example, between z = 0.6 and z = 0.2, approx-
imately 3.3 Gyr passed, therefore we lowered the luminosity of
the L1z1 bin by a factor 1.063.3 ≈ 1.2. We applied this factor to
the average passively evolved luminosities, meaning that we did
not apply it to the individual luminosities before the selection of
the samples. After this adjustment, we fitted the luminosity-to-
halo mass relation again. The retrieved slopes of the luminosity-
to-halo mass relation are within the error bars of our nominal
results. The amplitudes increase by ∼2σ for our 0.15 < z < 0.29
redshift slice and by ∼1σ for our 0.29 < z < 0.43 slice. The aver-
age growth in halo mass becomes 116+50−35%, consistent with our
nominal result. We ignored here that mergers also cause growth
in mass, hence the LRGs move diagonally rather than horizon-
tally in the luminosity-to-halo mass plane. If the mass-to-light
ratio of the smaller companions is similar to that of the LRG,
they move along the luminosity-to-halo mass relation and no
bias is caused; if this ratio is higher than that of LRGs, the actual
growth in halo mass would be lower than our nominal value.
The second channel for luminosity growth through mergers
described by Tojeiro is through the merging of two faint galax-
ies, which are individually not bright enough to be selected as
an LRG. As the formation history diﬀers from that of the typi-
cal LRG that formed at high redshift without much activity af-
terwards, the properties of their haloes may be diﬀerent, which
complicates the interpretation of the measured trends.
Apart from this, there are several other physical processes
that complicate the interpretation. For example, star formation
and mergers may be linked in LRGs (Kaviraj et al. 2011). In ad-
dition, some high-redshift LRGs may not become low-redshift
LRGs, as they may be tidally disrupted or merge with other
galaxies. Furthermore, AGN activity could trigger star forma-
tion, leading to too blue colours to match the LRG colour selec-
tion at lower redshift. The subset of LRGs whose luminosity-
to-halo mass evolution is most easy to interpret is probably
the brightest one: Tojeiro et al. (2012) reported that the bright-
est CMASS galaxies are most likely to evolve in SDSS-I/II
LRGs, and Tojeiro & Percival (2010) derived that the brightest
LRGs experience the least amount of luminosity growth from
mergers.
To summarise: although passive evolution accounts for the
bulk of the luminosity evolution of LRGs, there are several pro-
cesses that complicate this picture. This aﬀects our ability to se-
lect and compare LRGs and their progenitors at diﬀerent red-
shifts. To extract the full information content on the evolution of
LRGs that is contained in our measurements, it needs to be com-
pared with numerical simulations that contain all relevant phys-
ical processes. No luminosity evolution correction needs to be
applied in that case, since there is no need to match the samples
at diﬀerent redshifts, as long as the selection can be matched in
Fig. 8. Best-fit mass-concentration relation derived for the
0.15 < z < 0.29 LOWZ bin. The solid black line indicates the
best-fit result and the turquoise area the 68% confidence intervals.
The blue dotted line shows the reference relation from Duﬀy et al.
(2008), whose amplitude we fit in the halo model. The red and green
dotted-dashed lines show the relations from Macciò et al. (2008) and
Dutton & Macciò (2014), respectively. The black points and the grey
area are the results from direct fits to lensing data from Mandelbaum
et al. (2008).
observations and simulations. The range in luminosity and red-
shift of the LRG sample studied in this work would form an ideal
observational test case for such a study.
5. Mass-concentration relation
As discussed in Sect. 3, we assumed a functional form for the
mass-concentration relation, that is, the one from Duﬀy et al.
(2008), but we allowed the overall normalisation of this relation
to vary in the fit. The resulting constraints for the 0.15 < z < 0.29
LOWZ bins are shown in Fig. 8 together with the nominal Duﬀy
et al. (2008) model. The constraints on fconc as a function of
redshift are shown in Fig. 9 and listed in Table 1.
The derived mass-concentration relations are lower than the
reference model. The strongest discrepancy is for our lowest red-
shift slice, where we find fconc = 0.68+0.08−0.06. For the other redshift
slices, our results are about 1σ below the relation from Duﬀy
et al. (2008). There is no evidence for a trend of fconc with red-
shift, although the errors of the higher redshift bins are still fairly
large. This suggests that the redshift scaling of this relation is
well captured by its functional form (Eq. (17)).
In Fig. 8, we also plot the relation from Macciò et al.
(2008), which is based on dark-matter-only simulations using
the WMAP3 cosmology (Hinshaw et al. 2009), and the rela-
tion from Dutton & Macciò (2014), who derived the mass-
concentration relation with N-body simulations using the Planck
cosmology (Planck Collaboration XVI 2014). All the relations
are shown for a redshift of 0.23. These relations derived from
dark-matter-only simulations consistently predict higher con-
centrations in the mass range that we study.
It is possible that the low normalisation results from choices
in our modelling. Therefore, we also derived the normalisation
of the mass-concentration relation for the halo model runs where
we either allowed a fraction of the LRGs to be miscentred, or
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Fig. 9. Best-fit normalisation of the mass-concentration relation from
Duﬀy et al. (2008) for the four redshift slices. Filled symbols show the
results for the nominal run, open symbols for the miscentring run. The
open symbols have been shifted to the right for clarity.
where we allowed a non-zero satellite fraction. We also derived
the normalisation for our alternative luminosity evolution cor-
rection runs. The results are listed in Table 2. For the alternative
luminosity evolution run, the constraints on fconc do not change
significantly. For the other two runs, the normalisations increase
and become consistent with unity, as is shown in Fig. 9. By
adding either satellites or a miscentred component, we shifted
power from small scales to intermediate scales. Consequently,
to fit the same data, the lensing signal of the central LRGs needs
to become steeper, that is, the concentrations need to increase.
Note that the errors on fconc increase as well as a result of the
increased freedom in the model (particularly for the miscentring
run).
In Fig. 8 we also show the results from Mandelbaum et al.
(2008), who derived the mass-concentration relation by combin-
ing lensing measurements for L∗-type galaxies, galaxy groups
traced by LRGs, and the maxBCG cluster sample in the SDSS.
The model used for their main results did not include a mis-
centring component, but they used a minimum scale in the fit
of 500 h−1 kpc for the maxBCG sample to reduce the eﬀect of
miscentring. We only show the measurements that overlap with
our range of halo masses. Our results are consistent with those
of Mandelbaum et al. (2008). Towards lower masses, the mass-
concentration relation of Mandelbaum et al. (2008) agrees with
theoretical expectations, but at higher masses, the normalisa-
tion is lower, as can been seen in their Fig. 5. As their lenses
span a broad range of masses, they can fit a more flexible mass-
concentration relation to their measurements, which results in a
broader confidence region than ours.
The mass-concentration relation of CMASS galaxies was
also derived in Miyatake et al. (2015). Their results are very
similar to ours: using their fiducial model, in which all galax-
ies are located at the centre of dark matter haloes, they found a
normalisation of fconc = 0.78 ± 0.12 with respect to the relation
of Macciò et al. (2007). However, when they included a mis-
centring component identical to ours, the normalisation factor
became consistent with unity.
The results from Miyatake et al. (2015) and the results pre-
sented here suggest that the low normalisation of the mass-
concentration relation can be explained by allowing for satellites
and/or a miscentring component in the modelling, although the
constraints on the miscentring parameters are still very weak. To
understand whether the eﬀect is real, one either needs to em-
ploy larger datasets whose corresponding statistical errors are
much smaller, or alternatively, use group catalogues with spec-
troscopically identified members to study the brightest group
members and the satellites separately. The overlap between the
Galaxy And Mass Assembly (GAMA; Driver et al. 2009, 2011;
Robotham et al. 2011) and the Kilo Degree Survey (KiDS;
Kuijken et al., in prep) could oﬀer an excellent dataset for such
a work.
However, it is interesting to consider alternative explana-
tions, such as baryonic processes that can lower the concentra-
tions. AGN feedback, for example, may aﬀect the distribution of
dark matter at the relevant radii, as has been studied in Velliscig
et al. (2014). In that work, several baryonic processes such as
cooling, supernova feedback, and AGN feedback were imple-
mented in hydrodynamical simulations to study their eﬀect on
the density profiles of haloes. For halo masses typical for LRGs,
AGN feedback is the dominant process and aﬀects the dark mat-
ter distribution out to several times the virial radius, such that
the density is lower at small scales. A similar conclusion was
reached in Duﬀy et al. (2010); whilst cooling leads to more con-
centrated haloes, this eﬀect is counteracted by AGN feedback,
which could cause the concentrations to become lower by about
15% than those from dark-matter-only simulations.
6. Conclusion
We studied the evolution of the luminosity-to-halo mass rela-
tion of LRGs by combining SDSS photometry and spectroscopy
with the excellent imaging data from the RCS2, which enabled
us to measure the weak-lensing signal up to z ∼ 0.6. We used
stellar population synthesis modelling to compute the correction
to account for passive evolution, which is thought to dominate
the luminosity evolution of LRGs. This enabled us to compare
low-redshift LRGs with their predecessors at higher redshift. We
split the LOWZ and CMASS galaxies into two redshift slices
and three luminosity bins each, resulting in twelve lens samples,
and simultaneously fitted a halo model to the lensing signals of
the three luminosity bins, for each redshift slice separately. The
halo mass estimates that we obtained are broadly consistent with
various literature results that were based on a variety of mea-
surement techniques, but span a considerably broader combined
range of luminosity and redshift.
We found a typical value of ∼1.4 for the slope of the
luminosity-to-halo mass relation and no evidence that it changes
with redshift. The amplitude of this relation, however, does in-
crease significantly with redshift. The average halo mass of
LOWZ galaxies increases by 25+16−14% from 〈z〉 = 0.36 to 〈z〉 =
0.22. The halo masses of CMASS galaxies grow by 10+25−20% from〈z〉 = 0.6 to 〈z〉 = 0.5. If CMASS galaxies are the predecessors
of the LOWZ galaxies, the total growth of LRGs from 〈z〉 = 0.6
to 〈z〉 = 0.22 is 80+39−28%.
This growth in halo mass is somewhat greater than what is
expected for pure pseudo-evolution, that is, the evolution in the
definition of M200 caused by the change of the mean background
density as the Universe expands, which by itself causes an appar-
ent halo mass growth of ∼33% at typical LRG masses between
z = 0.6 and z = 0.2. Our measurements provide weak support
for additional dark matter accretion.
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We have tested the sensitivity of these results against changes
in the luminosity evolution and changes in the halo model. The
inferred slopes of the luminosity-to-halo mass relation do not
significantly change. The amplitude of this relation decreases by
at most 2σ, when we included a satellite component in the halo
model. The inferred average growth in halo mass of LRGs does
not change by more than 1σ. Hence for this work, systematic
errors are probably weaker than the statistical errors. For future
work that uses measurements with a higher statistical precision,
advances in the modelling of the luminosity evolution and of the
set up of the halo model are necessary to avoid biases in the re-
sults. Such measurements will be highly valuable to constrain
the impact of baryonic processes on the distribution of dark mat-
ter, which is essential for a correct and optimised exploitation of
future cosmic shear surveys such as Euclid (Laureijs et al. 2011).
We also constrained the overall normalisation of the mass-
concentration relation for each of the four redshift slices. For
our lowest redshift slice, the best-fit relation is lower than what
is expected from dark-matter-only simulations. However, when
we allowed for miscentring or for the contribution from satel-
lites in the halo model, the normalisation increased and became
consistent with the results from dark-matter-only simulations.
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Appendix A: Luminosity evolution scatter
The evolution-corrected luminosities of galaxies become in-
creasingly uncertain with redshift. This is mainly due to the
intrinsic variation in properties of the LRGs, as illustrated in
the bottom panel of Fig. 2, where the diﬀerence between the
e-correction curves increases with redshift for the diﬀerent
models.
To obtain a rough estimate of how intrinsic scatter in the
(k + e)-corrected absolute magnitudes aﬀects our results, we
made a simple test. We started with randomly drawing 105 red-
shifts and (k+e)-corrected absolute magnitudes from the original
distribution, that is, the distribution that is shown in the bottom
panel of Fig. 3. We assumed that these magnitudes are the intrin-
sic ones. Next, we assigned a mass to each object using our nom-
inal best-fit luminosity-to-halo mass relation from Table 2. Note
that our conclusions do not sensitively depend on the choice of
slope and oﬀset. We computed an NFW profile for each object
at 100 logarithmically spaced radial bins between 0.05 h−170 Mpc
and 1 h−170 Mpc. We stacked the NFW profiles of objects that fall
inside a lens bin as defined in Fig. 3, and fitted an NFW to the
resulting profile using the mean redshift of these objects.
Next, we simulated the intrinsic scatter in absolute magni-
tude by assuming that it can be described by a Gaussian whose
width increases as σ = 0.3z. This particular choice covers the
range of e-correction curves of the SSP models that agree rea-
sonably well with the colours of the LRGs, as shown in Fig. 2.
We drew a random number from this Gaussian and added it to
the “intrinsic” magnitudes: these are the “observed” magnitudes.
We stacked the NFW profiles, but now using the “observed”
magnitudes to select the lenses. Again, we fitted an NFW pro-
file to the stacked profile using the mean redshift of the observed
objects. The impact of intrinsic luminosity scatter was then esti-
mated from the ratio of this “observed” mass to the intrinsic one.
The mass typically changes by a few percent. The largest diﬀer-
ence is found for the L3z4 bin, where the diﬀerence is ∼10%.
However, in all cases, the error is considerably smaller than the
statistical errors. We therefore conclude that intrinsic scatter of
the luminosities can be safely ignored.
Appendix B: Systematic tests
Since this work aims at measuring the redshift dependence of the
lensing signal, we have to be particularly careful with systematic
eﬀects that mimic a redshift scaling. One problem that requires
attention is computing the mean lensing eﬃciency. For example,
if we miss the high-redshift tail of the source redshift distribu-
tion, the mean lensing eﬃciency would be biased increasingly
low for higher lens redshifts, which would mimic a redshift de-
pendence in the lensing signal. Motivated by the diﬀerences in
mean lensing eﬃciency computed from the photometric redshift
catalogue from Ilbert et al. (2009) and Ilbert et al. (2013) at high
lens redshifts, we performed the following test.
We divided our source sample into six diﬀerent samples,
with magnitude cuts of 22 < mr′ < 23, 23 < mr′ < 24,
and 22 < mr′ < 22.5, 22.5 < mr′ < 23, 23 < mr′ < 23.5,
23.5 < mr′ < 24. We split the LRGs into a low-redshift sample
with 0.15 < z < 0.5 and a high-redshift sample with 0.5 < z <
0.8 and measured their lensing signals using each source sam-
ple. Note that for each source sample, we separately determined
the shear signal around random points, the mean lensing eﬃcien-
cies using the Ilbert et al. (2013) photometric redshift catalogues,
the contamination of source galaxies around the lenses, and the
noise bias correction. We measured the weighted mean of the
Fig. B.1. Weighted mean of the lensing signal times the radius for a
low-z and high-z LRG lens sample, measured with diﬀerent source sam-
ples as indicated in the plot. For both lens samples, we find consistent
results, suggesting that our measurement pipeline is robust and does not
introduce a redshift-dependent bias.
lensing signal times the projected separation, as that is roughly a
constant with radius, over the range 0.15 < r < 10 h−170 Mpc. We
show these values for the two LRG samples in Fig. B.1.
The weighted mean of the lensing signal of each lens sample
is consistent for the various source samples. Clearly, the mea-
surements are correlated for the source samples that overlap in
apparent magnitude, but the four bins of 0.5 mag width are more
or less independent (not completely, because they are similarly
aﬀected by cosmic variance). This result strongly suggests that
the measurement process is robust.
We have repeated this test using the photometric redshift cat-
alogue of Ilbert et al. (2009) instead. For the 0.15 < z < 0.5
LRG sample the results are consistent, but for the high-z sam-
ple, some bins diﬀer by 2–3σ. This indicates a problem with
the source redshift distribution used to compute the lensing eﬃ-
ciencies. Since the photometric redshift catalogue of Ilbert et al.
(2013) gives consistent results for the diﬀerent source samples,
even at high redshifts, this suggests that the source redshift dis-
tribution is suﬃciently accurately determined with the latter, but
not with the former (see also the discussion in Hoekstra et al.
2015).
Appendix C: Fitting methodology
We used Bayesian inference techniques to determine the poste-
rior probability distribution P(λ|D) of the model parameters λ,
given the dataD. According to Bayes’ theorem,
P(λ|D) = P(D|λ) P(λ)
P(D) , (C.1)
where P(D|λ) is the likelihood of the data given the model pa-
rameters, P(λ) is the prior probability of these parameters, and
P(D) =
∫
P(D|λ) P(λ) dλ (C.2)
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is called the evidence. Since we do not intend to perform model
selection, the evidence just acts as a normalisation constant that
does not need to be calculated. Therefore, the posterior distribu-
tion P(λ|D) is given by
P(λ|D) ∝ exp
[−χ2(λ)
2
]
, (C.3)
where
χ2(λ) = χ2ESD =
Nlum∑
k=1
NΔΣ∑
j=1
⎡⎢⎢⎢⎢⎢⎣ΔΣ(R j|Lk) − Δ˜Σ(R j|Lk)σΔΣ(R j|Lk)
⎤⎥⎥⎥⎥⎥⎦
2
· (C.4)
Δ˜Σ denotes the model prediction, σΔΣ is the corresponding
error, Nlum = 3 and NΔΣ = 12, 12, 12, 11 for the low- and
high-redshift bins of the LOWZ and CMASS samples, respec-
tively. For our fiducial model, the set of model parameters is
λfid = (Mmean, σlog M , fconc), where
– Mmean is the mean halo mass for the k-th luminosity bin;
– σlog M is the scatter of 〈Nc |M〉;
– fconc is the normalisation of the c(M) relation.
When exploring model variations (see Sect. 4.1), we employed
λmiscen = (λfid, poﬀ,Roﬀ) and λsatfrac = (λfid,M1). For all model
parameters, we adopted a flat, suﬃciently wide prior such that
the results are not biased.
We sampled the posterior distribution of our model parame-
ters given the data using a Markov chain Monte Carlo (MCMC).
In particular, we implemented the Metropolis-Hastings algo-
rithm to construct the MCMC. At any point in the chain, a
trial model is generated using a method specified below. The
χ2 statistic for the trial model, χ2try, is calculated using Eq. (C.4).
This trial model is accepted to be a member of the chain with a
probability given by
Paccept =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
1.0 if χ2try ≤ χ2cur
exp
[
−
(
χ2try − χ2cur
)
/2
]
if χ2try > χ2cur
, (C.5)
where χ2cur denotes the χ2 for the current model in the
chain. We initialized the chain from a random position in
our multi-dimensional parameter space and obtained a chain
of ∼500 000 models. We discarded the first 10 000 models (the
burn-in period) allowing the chain to sample from a more proba-
ble part of the distribution. We used this chain of models to esti-
mate the confidence levels on the parameters and on the lensing
signal, as shown in Fig. 4.
A proper choice of the proposal distribution is very impor-
tant to achieve fast convergence and a reasonable acceptance
rate for the trial models. The posterior distribution in a multi-
dimensional parameter space, such as the one we are dealing
with, will have degeneracies and in general can be very diﬃcult
to sample from. We have adopted the following strategy to over-
come these diﬃculties. During the first half of the burn-in stage,
we chose an independent Gaussian proposal distribution for ev-
ery model parameter, as is common for the Metropolis-Hastings
algorithm. Half-way through the burn-in stage, we performed a
Fisher information matrix analysis at the best-fit model found
thus far. The Fisher information matrix, given by
Fi j = −∂
2 lnL
∂λi∂λ j
, (C.6)
is an Np×Np symmetric matrix, where Np denotes the number of
parameters in our model, and L ∝ e−χ2/2 is the likelihood. The
inverse of the Fisher matrix gives the covariance matrix, C, of
the posterior constraints on the model parameters. More impor-
tantly, the eigenvectors of the covariance matrix are an excellent
guide to the degeneracies in the posterior distribution, and the
corresponding eigenvalues set a scale for how wide the posterior
ought to be in a given direction. Therefore, for the second half
of the burn-in period, we used this information and a proposal
distribution that is a multi-variate Gaussian centred on the cur-
rent value of the parameters and with a covariance given by the
aforementioned matrix. In practice, the trial model (λtry) can be
generated from the current model (λcur) using
λtry = λcur + ζ Ax, (C.7)
where x is a vector consisting of Np standard normal deviates,
the matrix A is such that AAT = C, and ζ is a parameter that
we have chosen to achieve an average acceptance rate of ∼30%.
We repeated the Fisher matrix analysis at the end of the burn-in
period (using the best-fit model found thus far) and used the co-
variance matrix to define our proposal distribution to be used for
the MCMC. This strategy has proven to be extremely eﬃcient
in sampling posterior distributions for similar studies (see e.g.
Cacciato et al. 2013, 2014).
Appendix D: k -corrected-only results
We have attempted to account for the evolution of the lumi-
nosities of LRGs by applying a luminosity evolution correction.
Unfortunately, this correction is uncertain and will also add scat-
ter to the corrected luminosities because LRGs cover a range of
intrinsic properties such as formation age and metallicity, which
complicates the interpretation of the results. Therefore, it is also
interesting to apply only the k-correction to the absolute magni-
tudes. The resulting luminosities are closer to the real luminosi-
ties, meaning they have smaller scatter. Interpreting any trend
in the luminosity-to-halo mass relation will be harder as both
the luminosity and the halo mass may evolve simultaneously,
but a comparison with simulations, for example, should be more
straightforward.
Hence we divided the lens sample into bins of k-corrected
absolute magnitude and redshift. Details of the lens samples
can be found in Table D.1. The selection is also illustrated in
Fig. 3. For each subsample, we stacked the lensing signal of
all the lenses inside that bin and show the result in Fig. D.1.
We fitted the halo model using the same set-up as before and
show the best-fit models, together with the model uncertainties,
in Fig. D.1. The corresponding eﬀective masses and normalisa-
tions of the mass-concentration relation are listed in Table D.1.
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Table D.1. Properties of the lens bins (after k-correction).
Mr Nlens 〈z〉 〈Lr〉 Meﬀ fconc
(1) (2) (3) (4) (5) (6)
0.15 < z < 0.29 (LOWZ)
L1z1 [–21.8,–21.2] 1110 0.204 0.68 2.60+0.57−0.53
L2z1 [–22.4,–21.8] 3784 0.225 1.04 4.48+0.56−0.53 0.78+0.09−0.09
L3z1 [–22.8,–22.4] 954 0.234 1.59 8.73+1.17−1.08
0.29 < z < 0.43 (LOWZ)
L2z2 [–22.4,–21.8] 4725 0.351 1.10 3.17+0.50−0.46
L3z2 [–22.8,–22.4] 2901 0.368 1.62 5.78+0.83−0.76 0.85+0.12−0.12
L4z2 [–23.2,–22.8] 981 0.374 2.31 8.64+1.38−1.25
0.43 < z < 0.55 (CMASS)
L2z3 [–22.4,–21.8] 7798 0.496 1.09 2.10+0.46−0.41
L3z3 [–22.8,–22.4] 4197 0.506 1.62 2.48+0.62−0.54 0.85+0.19−0.17
L4z3 [–23.2,–22.8] 1646 0.506 2.31 7.18+1.34−1.21
0.55 < z < 0.70 (CMASS)
L2z4 [–22.4,–21.8] 2532 0.584 1.17 1.08+0.78−0.72
L3z4 [–22.8,–22.4] 4357 0.599 1.67 2.79+0.89−0.77 0.69+0.27−0.19
L4z4 [–23.2,–22.8] 3365 0.615 2.35 3.97+1.15−0.99
L5z4 [–23.6,–23.2] 1314 0.625 3.37 6.98+2.02−1.74
Notes. (1) Absolute magnitude range (after k-correction); (2) number of lenses; (3) mean redshift; (4) mean luminosity [1011 h−270 L] (after
k-correction); (5) best-fit halo mass [1013 h−170 M]; (6) best-fit normalisation of the mass-concentration relation.
Fig. D.1. Lensing signal ΔΣ of LOWZ (top two rows) and CMASS (bottom two rows) lenses as a function of projected separation for the five lumi-
nosity bins (after the k-correction is applied). The solid red lines show the best-fit halo model, the orange and yellow regions the 1 and 2σ model
uncertainty, respectively. We fit the signal on scales between 0.05 and 2 h−170 Mpc.
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