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Estructura de la Tesis
Esta tesis consta de una introduccio´n general, 4 cap´ıtulos y una conclusio´n ge-
neral. Los cap´ıtulos poseen una introduccio´n a cada tema espec´ıfico, con el fin de
explicar la importancia de la aplicacio´n de cada tema, el desarrollo y nuestro aporte
en cada una de estas l´ıneas.
En el Cap´ıtulo 1 se estudian mediante simulacio´n Monte Carlo procesos elementa-
les en reacciones qu´ımicas en una superficie monocristalina. Este estudio, mediante
procesos superficiales de adsorcio´n, desorcio´n y reaccio´n, evidencian el comporta-
miento dina´mico de las reacciones qu´ımicas del tipo 2A + B2 → 2AB. Parte de lo
presentado en este cap´ıtulo se encuentra publicado en The heterogeneous cata-
litic reaction 2A+B2 → 2AB exactly solved on a small lattice, Chemical
Physics Letters 449 (2007) 115-119 . Tambie´n se propone la evaluacio´n exac-
ta de una configuracio´n degenerada de distribuciones de dipolos sobre un sistema
de 2 dimensiones. Este trabajo se encuentra publicado en Configurational dege-
neracy of a set of dipoles in a quasi-two-dimensional system, Journal
Mathematical Chemistry. Springer. Vol.48 (2010) 592-600.
En el Cap´ıtulo 2 se estudia la conduccio´n ele´ctrica a trave´s del mu´sculo card´ıaco,
que puede interpretarse como un feno´meno dina´mico no-lineal en un modelo extendi-
do de caracter´ısticas excitables. Se han desarrollado diversos modelos matema´ticos,
basados en el modelo celular de circuito equivalente para describir la propagacio´n
del potencial trasmembrana a trave´s del mu´sculo card´ıaco. Para mantener la pro-
pagacio´n del potencial de accio´n adecuada en el corazo´n, se ha detectado que es
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importante la comunicacio´n directa entre las ce´lulas card´ıacas. Esta conexio´n di-
recta entre ce´lulas se establece a trave´s de canales intercelulares conocidos como
uniones gap. La contraccio´n normal del corazo´n se debe a una onda de excitacio´n
que se origina en el no´dulo sinusal y se transmite al resto del miocardio. En las arrit-
mias card´ıacas aparecen patolo´gicamente excitaciones locales, como focos ecto´picos
u ondas de reentrada, de manera que se pierde la contraccio´n normal. En esta Tesis
se modelaron las caracter´ısticas de las uniones gap y su influencia sobre la propaga-
cio´n del impulso ele´ctrico.
En el Cap´ıtulo 3 se continu´a con el ana´lisis de la dina´mica del ritmo card´ıaco,
pero por medio del estudio de series temporales construidas a partir de electrocar-
diogramas dina´micos Holter de 24hs. En los sistemas dina´micos reales las variables
de estado o las leyes dina´micas no siempre son conocidas; sin embargo su evolucio´n
en el espacio de fases puede reconstruirse a partir de un u´nico observable f´ısico,
gracias al Teorema de Takens. Las series temporales de intervalos RR poseen ca-
racter´ısticas no lineales debido a la regulacio´n del sistema neuronal sobre la accio´n
del marcapasos del corazo´n. A trave´s del desarrollo de ciertas herramientas para
tratar las series, se pone de manifiesto la existencia de una componente aleatoria o
de alta dimensio´n en la variabilidad del ritmo card´ıaco de pacientes con insuficiencia
card´ıaca congestiva.
En el Cap´ıtulo 4 se utilizan ma´s herramientas para caracterizar series temporales,
en esta oportunidad relacionadas con el clima. Se trabajo´ con series de temperatura
y precipitaciones de la Repu´blica Argentina provistas por el Servicio Meteorolo´gico
Nacional. La representacio´n de los sistemas dina´micos se lleva a cabo en un espacio
de fases; para su reconstruccio´n se requiere de una serie temporal. Por este motivo,
la ausencia de datos es de gran importancia en el ana´lisis de las series temporales
ma´s au´n considerando que no se pueden volver a tomar los datos. Este cap´ıtulo
finaliza con una propuesta para dicha reconstruccio´n.
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Introduccio´n General
Numerosos sistemas fuera del equilibrio termodina´mico exhiben un comporta-
miento temporal o espacio-temporal complejo. Se ha observado tal comportamien-
to en sistemas qu´ımicos de reaccio´n-difusio´n, sistemas hidrodina´micos, medios gra-
nulares, el mu´sculo card´ıaco, el sistema nervioso central y muchos otros sistemas
biolo´gicos y ecolo´gicos. La complejidad observada es un reflejo de las ecuaciones
no-lineales que gobiernan el comportamiento dina´mico de los sistemas f´ısicos. Un
sistema dina´mico consiste en un conjunto de estados caracterizados por un conjunto
de variables, observables o no. Hay adema´s, un conjunto de reglas F que permite
conocer el estado X de un sistema en un tiempo dado t, a partir del estado en
un tiempo anterior, t − 1. Estas reglas se expresan como ecuaciones diferenciales
ordinarias:
∂(X)
∂t
= F (X, {λi}) (1)
donde {λi} es un conjunto de para´metros, controlables externamente o no.
Para modelar este sistema necesitamos conocer:
1. el nu´mero de variables que lo caracterizan
2. los para´metros de control
3. las reglas que determinan su evolucio´n temporal.
El objetivo general de la tesis consistio´ en el estudio de sistemas dina´micos para
avanzar en ciertas aplicaciones de origen fisicoqu´ımico. En cada uno de los cap´ıtulos
se analiza alguno de estos puntos:
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1. En el Cap´ıtulo 1, se analiza el efecto de los para´metros de control del sistema
dina´mico sobre el comportamiento de ciertas reacciones qu´ımicas.
2. En el Cap´ıtulo 2, se estudian las reglas y se determinan las variables que go-
biernan la evolucio´n espacio-temporal del impulso card´ıaco en los ventr´ıculos.
3. En el Cap´ıtulo 3 se analizan datos experimentales con el propo´sito de caracte-
rizar el comportamiento del sistema card´ıaco.
4. En el Cap´ıtulo 4 se analizan datos experimentales de precipitaciones y tem-
peraturas de distintas estaciones clima´ticas de la Repu´blica Argentina con el
propo´sito de caracterizar el sistema clima´tico local.
Es importante destacar que aunque los sistemas fisicoqu´ımicos estudiados son
muy diversos, siempre se trata de dilucidar aspectos del sistema de ecuaciones dife-
renciales no lineales que gobiernan el comportamiento del sistema.
La teor´ıa de los sistemas dina´micos no lineales permite a partir de las ecua-
ciones diferenciales obtener informacio´n acerca del comportamiento del sistema y,
a partir de e´sta clasificarlo segu´n resulte estable, biestable, oscilatorio o excitable.
Para que el sistema sea considerado determinista el estado presente debe poder ser
determinado un´ıvocamente a partir de los estados anteriores. Por estado del sistema
se entiende toda la informacio´n necesaria para la aplicacio´n de la regla. Por ejemplo,
el atractor de Lorenz es un sistema determin´ıstico tridimensional no lineal derivado
de las ecuaciones simplificadas (ver Ec. 2), modelando la dina´mica de la atmo´sfera
terrestre.
x˙ = σ (y − x)
y˙ = −xz + rx− y (2)
z˙ = xy − bz
donde σ, r, b son los para´metros de control necesarios para describir la dina´mica.
Para ciertos valores iniciales de los para´metros tales como las constantes dina´micas
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del sistema, Lorenz llego´ a la conclusio´n de que la evolucio´n temporal era muy di-
ferente para condiciones iniciales muy pro´ximas. Esta impredicibilidad del sistema,
lejos de ser un comportamiento al azar, concentra la evolucio´n dentro de una zona
concreta del espacio y alrededor de un “centro de gravedad”, lo que se conoce como
atractor extran˜o.
La dina´mica del sistema, es decir, las soluciones del sistema de ecuaciones dife-
renciales, se representa en el espacio de fases. Un punto fijo es tal que dX
dt
= 0 y
puede ser un nodo, una silla de montar, un centro o foco, de acuerdo a la forma
de las trayectorias descritas por el sistema en su entorno. Para determinar a que´ ti-
po corresponde se realiza un estudio de estabilidad lineal alrededor del punto fijo,
el que consiste en analizar la matriz de Jordan del sistema evaluada en el punto fijo p.
Por simplicidad, si pensamos en un sistema de dos variables, la linealizacio´n del
sistema esta´ dada por:
F (p+ h)− F (p) ≈ JF (p) · h
donde p es el punto de equilibrio y h es un pequen˜o vector. Para determinar el tipo
de punto fijo se analizan las posibilidades que tenemos para los autovalores de la
matriz jacobiana. Para un sistema de dimensio´n 2 las posibilidades son:
1. ambos autovalores sean reales y negativos, en cuyo caso decimos que es un nodo
estable;
2. ambos autovalores sean reales y positivos, en cuyo caso decimos que es un nodo
inestable;
3. los autovalores son reales pero de distinto signo, decimos que es una silla de
montar;
4. ambos autovalores complejos imaginarios puros, decimos que es un centro o
punto central;
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5. ambos autovalores complejos con parte real negativa, se dice que es un foco
estable y
6. ambos autovalores complejos con parte real positiva es un foco inestable. (Ver
Fig.1).
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Figura 1: Clasificacio´n de los distintos puntos singulares.
Cuando el sistema de ecuaciones es de orden superior a dos, los puntos fijos se cla-
sifican simplemente como singulares estables, asinto´ticamente estables o inestables.
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Volviendo al sistema de Lorenz (ver ec. 2), tiene 3 puntos de equilibrio:
p1 = (0; 0; 0) (3)
p2 = (
√
b(1− r);
√
b(1− r); r − 1) (4)
p3 = (−
√
b(1− r);−
√
b(1− r); r − 1). (5)
La linealizacio´n del sistema (2) en la proximidad del origen (punto de equilibrio
(3)) nos proporciona los autovalores:
λ1 = −b (6)
λ2,3 =
1
2
(−(σ + 1)±
√
(σ2 + 1)2 + 4σ(r − 1) (7)
asociados a la matriz Jacobiana:

−σ σ 0
r −1 0
0 0 −b


.
Los autovalores λ1 y λ3 son siempre negativos, mientras que λ2 depende del valor de
r. Cuando r < 1, todas las o´rbitas del campo vectorial tienden al punto fijo situado
en el origen. Para r = 1 existe una bifurcacio´n (llamada Pitchfork -tridente-), que
da´ origen a dos puntos fijos estables y sime´tricos.
De modo similar para los otros puntos de equilibrio (ver ec. (4) y ec. (5)), la linea-
lizacio´n del sistema (2) en la proximidad del punto de equilibrio, por ejemplo (4),
nos conduce a la matriz Jacobiana:

−σ σ 0
r − z −1 −x
y x −b


proporciona el sistema de autovectores dado por la ecuacio´n caracter´ıstica:
λ3 + λ2(σ + b+ 1) + λb(σ + r) + 2σb(r − 1) = 0 (8)
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El valor de r para los cua´les tiene solucio´n la ecuacio´n (8) tiene un autovalor real
negativo y dos autovalores imaginarios puros, esto se corresponde con al valor de
una bifurcacio´n.
Ana´logamente, el punto de equilibrio (5) es sime´trico al punto (4) con partes reales
iguales en los autovalores.
Los exponentes de Lyapunov permiten caracterizar la divergencia de las tra-
yectorias con el transcurso del tiempo [27]. Los autovectores nos indican la direccio´n
de estabilidad o inestabilidad [1]. Es decir, puntos cercanos pueden separarse en una
direccio´n y acercarse en otra. Exponentes positivos producen una expansio´n en la
direccio´n de su autovector y el exponente negativo produce una contraccio´n, ver Fig.
2.
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Figura 2: Esfera y su imagen despue´s de la aplicacio´n de la matriz Jacobiana, para un espacio
tridimensional.
El me´todo de isoclinas es una te´cnica para determinar el comportamiento global
de las soluciones de los modelos. Los puntos fijos del sistema se encuentran cuando
las isoclinas se cruzan. Si consideramos un sistema de dos variables u1 y u2, las
isoclinas corresponden a las l´ıneas del espacio de fase que satisfacen que u˙1 = 0 y
u˙2 = 0 y sus intersecciones sera´n entonces los puntos fijos del sistema. En la figura
se esquematizan los casos de sistema biestable, excitable y oscilatorio.
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Figura 3: Isoclinas y puntos fijos para un sistema de dos variables: a) biestable; b) excitable; c)
oscilatorio. Las flechas indican la direccio´n del flujo y la l´ınea puntada indica un ciclo l´ımite.
El comportamiento dina´mico de un sistema es registrado como una serie tempo-
ral, es decir una sucesio´n de observaciones o mediciones de una variable experimental
o de un observable del sistema X en un conjunto discreto de tiempo {ti}. La apli-
cacio´n de la teor´ıa del caos y de me´todos de ana´lisis no lineal a series temporales
experimentales ha sido objeto de discusio´n durante las u´ltimas de´cadas. Diversos
trabajos han mostrado y cuantificado la presencia de caos determinista en sistemas
tan dispares como: mercados financieros, el clima o la actividad ele´ctrica card´ıaca o
cerebral.
Si en el espacio de fases, hay un conjunto l´ımite que atrae un conjunto de estados
iniciales en trayectorias que describen al sistema dina´mico y que son convergentes a
dicho conjunto; e´ste recibe el nombre de atractor. Los requisitos para asegurar que
estamos frente a un atractor son: a) cualquier trayectoria que este´ en el atractor,
permanecera´ a tiempo infinito; b) atrae a un conjunto de estados iniciales. El atrac-
tor extran˜o o´ cao´tico es aque´l conjunto l´ımite que es atractor y que es cao´tico, en
el sentido de que cualquier trayectoria que converge al atractor presenta una gran
sencibilidad a las condiciones iniciales [13].
La reconstruccio´n vectorial de la dina´mica del sistema a partir de un observable
escalar (serie temporal) es posible gracias al Teorema de Takens o de embedding;
que se enuncia como sigue: Teorema de Takens
Sea A una subvariedad de dimensio´n d en Rk invariante bajo el sistema dina´mico g.
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Si m > 2d y F : Rk → Rm es una funcio´n de las coordenadas retrasadas con una
funcio´n de medicio´n gene´rica h y retrasos temporales t gene´ricos, entonces F es uno
a uno en A.
El teorema de Takens, dice que si la dimensio´n del atractor es el entero d, entonces
para gra´ficos gene´ricos retrasados, la dimensio´n de embedding es al menos 2d + 1.
Un teorema posterior pone de manifiesto la utilidad pra´ctica del teorema de Takens
[2].
Teorema: Dada una serie temporal {xt}t=1,N , existe una funcio´n F : R
m → R
tal que:
xt = F (xt − τ, ..., xt −mτ) (9)
donde τ es el factor de retardo y m la dimensio´n de embedding.
La utilizacio´n del teorema de Takens permite obtener una versio´n topolo´gica equiva-
lente del espacio de fases a partir de comportamiento de una sola variable del sistema,
lo cua´l resulta de gran utilidad para el estudio de escenario dina´micos cao´ticos.
Podemos decir, que el teorema de Takens establece un puente entre la teor´ıa de
sistemas dina´micos no lineales y el ana´lisis de la serie temporal experimental. Para
una demostracio´n y un estudio riguroso del alcance de este teorema fundamental
se recomienda leer la ref. [23]. Por ejemplo, en la Fig. 4 se observa un ejemplo de
la serie temporal para el caso del sistema de Lorenz (2) y su reconstruccio´n en el
espacio de fases.
Para que el empleo de te´cnicas de embedding derivadas del Teorema de Takens
y la caracterizacio´n de invariantes no lineales se encuentren plenamente justificados
desde un punto de vista teo´rico, debe cumplirse que la serie provenga de un sistema
determinista; muchos me´todos de ana´lisis requieren adema´s que la serie presente
condiciones de estacionalidad. Estas premisas son dif´ıciles de evaluar en un sistema
real. Establecer inequ´ıvocamente la existencia de caos de baja dimensio´n es posi-
ble eventualmente, construyendo modelos deterministas que permitan realizar cierta
prediccio´n y se ajusten a los datos reales.
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Figura 4: Serie temporal (izq.) y la representacio´n de los datos en un gra´fico de retardos de dimen-
sio´n 2 (der.). La dina´mica del sistema se puede conocer de la evolucio´n de una u´nica variable.
La determinacio´n de algunos para´metros de embedding se lleva a cabo por medio
de la funcio´n de autocorrelacio´n y el me´todo de falsos vecinos. La autocorrelacio´n
(correlacio´n cruzada con s´ı misma) permite encontrar patrones repetitivos dentro
de una sen˜al, que en la ecuacio´n (9) se representa con la letra τ . La funcio´n de
correlacio´n se define como:
C(τ) =
E[(xi − µ)(xi+τ − µ)]
σ2
(10)
donde σ es el desv´ıo esta´ndar del conjunto de datos y µ el promedio. La autocorrela-
cio´n se utiliza frecuentemente para encontrar patrones repetitivos en una sen˜al, como
una sen˜al oscilatoria que se halla encubierta por un nivel de ruido. En el Cap´ıtulo 4
se presentan varios ejemplos de autocorrelacio´n (para las series de precipitaciones),
donde se podra´ apreciar que la funcio´n de correlacio´n presenta un ma´ximo igual a 1,
para τ = 0, y luego decae, mostrando una oscilacio´n cuya frecuencia correspondera´ a
la de la sen˜al base. La funcio´n de autocorrelacio´n para el caso del sistema de Lorenz
nos indica que un valor de τ = 1 es suficiente para reconstruir este sistema (aunque
por tratarse de un sistema libre de ruidos, cualquier retardo dar´ıa igual resultado).
El me´todo de falsos vecinos se basa en suponer que para sistemas determin´ısticos
los puntos cercanos en el espacio de fase reconstruido permanecen de esta forma
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en espacios de mayor dimensio´n. Esto es cierto si la dimensio´n de embedding es
suficientemente elevada como para desplegar la estructura del atractor.
Para su implementacio´n se procede a la obtencio´n de vectores de reconstruccio´n para
un determinado retardo τ a dimensiones crecientes. En primer lugar construimos un
vector de la forma:
y(t) = [x(t), x(t+ τ), ..., x(t+mτ)] (11)
Luego, buscamos el vecino ma´s cercano, que sera´:
yNN(t) = [xNN(t), xNN(t+ τ), ..., xNN (t+mτ)]. (12)
En este punto existen dos posibilidades:
1. Que este vecino haya llegado a esa ubicacio´n por la evolucio´n dina´mica del
sistema, en cuyo caso sera´ un vecino real.
2. Que este vecino se encuentre en dicha posicio´n por una proyeccio´n desde una
dimensio´n superior, debido a que la dimensio´n actual no desenvuelve completa-
mente el atractor. En este caso, si avanzamos a la dimensio´n m+ 1 , este falso
vecino deber´ıa alejarse del punto y(t) que estamos considerando.
Al repetir este procedimiento para todos los puntos del atractor obtendremos la
proporcio´n de vecinos falsos para la dimensio´n m que estamos analizando. Se grafica
esta proporcio´n para todas las dimensiones necesarias, obteniendo la curva de falsos
vecinos. En la siguiente figura 5 podemos observar la curva de falsos vecinos para
el caso del atractor de Lorenz, donde se observa que el porcentaje de falsos vecinos
alcanza un valor nulo para la dimensio´n 3. Este valor de dimensio´n 3, es lo que
se denomina dimensio´n de embedding y nos indica la cantidad de variables que
describen el sistema en estudio.
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Figura 5: Ca´lculo de falsos vecinos para la variable dina´mica del modelo de Lorenz, con retardo
temporal igual a 10. Imagen extra´ıda y modificada de [1]
Es necesario establecer que las series estudiadas no tengan un comportamiento
puramente aleatorio, para ello se utilizan me´todos como el ana´lisis de rango rees-
caleado o´ de Hurst. Harold Edwin Hurst (1880-1978) fue un hidro´logo brita´nico
que dedico´ an˜os a la medicio´n de la capacidad de almacenamiento de los embalses
del r´ıo Nilo. La importancia que ten´ıa para Egipto el comportamiento del Nilo era
fundamental pues resultaba la base de la agricultura. Una buena crecida, significaba
una buena cosecha (ver Fig.6).
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Figura 6: Ana´lisis de descarga de los r´ıos, las precipitaciones y la temperatura para determinar
una relacio´n entre B y el proyecto de de´ficit ma´ximo S. Extra´ıdo de [24].
Esta te´cnica hoy se conoce como el ana´lisis de rangos R/S y se puede aproximar
por una funcio´n del tipo cte ·mH . El exponente H var´ıa entre 0 ≤ H ≤ 1 e indica
una medida de la complejidad del sistema, cuando 0 ≤ H < 0,5 indica la presencia
de alta complejidad (antipersistencia), cuando 0,5 < H < 1 indica la baja compleji-
dad (persistencia) y cuando H = 0,5 corresponde a series de datos completamente
aleatorias (ver Fig.7). El procedimiento matema´tico del ana´lisis R/S se detalla en
el Cap´ıtulo 4.
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Figura 7: Ca´lculo del Exponente de Hurst para una serie aleatoria.
El espectro de potencias es fundamental para detectar componentes estacio-
nales en una serie y determinar su per´ıodo. El teorema de Weiner-Khinchin establece
que la transformada de Fourier de la funcio´n de autocorrelacio´n constituye la den-
sidad espectral de potencia de esa funcio´n. Cualquier proceso perio´dico se puede
modelar en te´rminos de funciones senoidales (Series de Fourier).
El Teorema de Weiner-Khinchin para el caso discreto determina que una sen˜al alea-
toria estacionaria, tiene por densidad de potencia a la transformada de Fourier:
SXX(Ω) = T
∞∑
−∞
C(τ)ei2piΩτT (13)
donde T es el intervalo de muestreo y se asume perio´dica con frecuencia 1/T .
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Cap´ıtulo 1
Resolucio´n exacta para ciertas configuraciones en
sistemas bidimensionales
1.1. Introduccio´n
En este cap´ıtulo estudiaremos una reaccio´n qu´ımica superficial heteroge´nea, cuya
ecuacio´n estequiome´trica es 2A + B2 → 2AB, donde se entiende que una reaccio´n
qu´ımica es un proceso en el cua´l una o ma´s sustancias (llamados reactivos), se
transforman en uno o ma´s productos: A + B → P . La reaccio´n es superficial si los
reactivos se encuentran adsorbidos sobre un sustrato bidimensional que actu´a como
catalizador, y es heteroge´nea cuando el catalizador y los reactivos se encuentran en
estados de agregacio´n diferentes (en este caso gas-so´lido).
Los equilibrios qu´ımicos son consecuencia de la reversibilidad de las reacciones:
mientras los reactivos reaccionan dando lugar a los productos de la reaccio´n, estos
productos tambie´n reaccionan simulta´neamente dando lugar a los reactivos. La re-
accio´n avanza mientras que la velocidad a la que se forman los productos es mayor
a la velocidad inversa de formacio´n de reactivos. Finalmente, se llega a un estado de
la mezcla en la cual la composicio´n de la misma permanece constante. Este estado
se denomina equilibrio qu´ımico.
La cine´tica de reaccio´n es el estudio de los efectos de la temperatura, la pre-
sio´n y las concentraciones de las especies qu´ımicas en la velocidad de reaccio´n,
que se emplea para describir la rapidez de la formacio´n o desaparicio´n de una
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sustancia. Reacciones del tipo 2A + B2 → 2AB son de importancia ambiental
y se estudian en presencia de catalizadores meta´licos (CO + O2/Pt{100}, CO +
O2/Pt{110}, NO + H2/Rh{110}). En aplicaciones pra´cticas, muchas de estas re-
acciones catal´ıticas ocurren en part´ıculas cristalinas muy pequen˜as, del orden de
10nm. Es importante tener en cuenta que la reactividad de superficies catal´ıticas
nanome´tricas difiere de las superficies cristalinas macrosco´picas [37]. Las part´ıculas
meta´licas pequen˜as (del orden de los nano´metros) exhiben facetas con diferentes
orientaciones, usualmente reducidas a pocos cientos o miles de a´tomos, donde las
fluctuaciones en la reaccio´n resultan importantes. Por este motivo, el estudio
de reacciones heteroge´neas en superficies pequen˜as puede ser de utilidad
en la caracterizacio´n ba´sica de los mecanismos que pueden ocurrir en
los sistemas experimentales.
Muchos sistemas f´ısicos y qu´ımicos pueden ser representados por una distribucio´n
de dipolos, espines, etc.. A diferencia del caso anterior, los extremos de estas part´ıcu-
las son distinguibles y esta restriccio´n configuracional puede jugar un rol significante
en las propiedades estructurales del sistema. En los u´ltimos an˜os dentro del Grupo
de Sistemas Complejos se han desarrollado me´todos anal´ıticos para encontrar las
soluciones exactas a problemas como los presentados en este cap´ıtulo [8] [6] [7] [35].
En esta oportunidad se desarrolla una solucio´n anal´ıtica para calcular las dege-
neraciones configuracionales cuando un conjunto de part´ıculas con extremos distin-
guibles son ubicadas en un espacio cuasi-bidimensional. Es decir, que propondremos
una solucio´n exacta de la degeneracio´n configuracional cuando un nu´mero arbitrario
de dipolos son ubicados en dicho espacio. Este espacio cuasi-bidimensional esta´ com-
puesto por tres diagonales adyacentes 3×N .
1.2. Reaccio´n qu´ımica 2A+B2 −→ 2AB en redes cuadradas
El estudio de reacciones qu´ımicas del tipo A + B → P es importante por sus
mu´ltiples aplicaciones y ha sido y esta´ siendo analizado desde distintos enfoques.
Nosotros nos avocamos a la resolucio´n exacta de una reaccio´n heteroge´nea del tipo
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2A + B2 → 2AB sobre redes pequen˜as (entendiendo por pequen˜as a aquellas que
ocupan pocos sitios, por ejemplo 2x2) y complementando estos resultados con simu-
laciones Monte Carlo, que nos permite obtener resultados para redes ma´s grandes.
El mecanismo propuesto para reaccio´n es del tipo de Langmuir-Hinshelwood. Para
la resolucio´n se considero´ un proceso markoviano, es decir, un proceso que no tiene
memoria y en el cua´l solo nos interesan las probabilidades de pasar de un estado
al siguiente. Se analizo´ la velocidad de reaccio´n y el tiempo de envenenamiento. El
primero de estos resultados se encuentra publicado en el art´ıculo [10]. Un ejemplo
de reacciones de este tipo es la reaccio´n 2CO + O2 → 2CO2 catalizada por plati-
no [18] [37]. Un exceso de CO, en lugar de aumentar la velocidad de la reaccio´n
provocar´ıa una ca´ıda de la misma. Tambie´n se observa un mecanismo similar en la
reaccio´n NO + H2 sobre Rh{110} [33]. En estas reacciones tanto el O como el H
necesitan para recombinarse y desorberse dos sitios vecinos ocupados.
1.2.1. Metodolog´ıa
En una reaccio´n heteroge´nea se pueden distinguir varias etapas:
1. el transporte de los reactivos a un entorno de la superficie;
2. la adsorcio´n de los reactivos a la superficie;
3. reaccio´n sobre la superficie con las especies ya adsorbidas;
4. difusio´n superficial antes y/o despue´s de la reaccio´n;
5. desorcio´n de los productos formados (cuando esto ocurre dejan sitios libres
pudiendo repetirse el proceso catal´ıtico);
6. estos productos se alejan del entorno, y en nuestro caso, pasan al estado gaseo-
so, dejando lugar a nuevas mole´culas, y pudiendo repetirse este proceso.
En el mecanismo de Langmuir-Hinshelwood (utilizado en este trabajo) la reaccio´n
ocurre entre las especies reactivas adsorbidas sobre la superficie. La adsorcio´n sobre
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el catalizador puede causar un cambio en el estado de los reactivos, incluyendo la
disociacio´n, que permite que pueda tener lugar la reaccio´n. Supondremos que el
producto formado se desorbe instanta´neamente y no interviene posteriormente en el
mecanismo. En nuestro caso las ecuaciones correspondientes a cada etapa elemental
de este mecanismo son:
A(g) + ∗ → A
∗; ka, S (1.1)
A∗ → A(g) + ∗; kd (1.2)
B2(g) + 2∗ → 2B
∗; ka, S (1.3)
2B∗ → B2(g) + 2∗; kd (1.4)
A∗ +B∗ → AB(g) + 2∗; kr (1.5)
donde ka, kd, y kr, son las contantes de velocidad de adsorcio´n, desorcio´n y reac-
cio´n respectivamente, mientras que S es el coeficiente de adherencia (o probabilidad
de que la mole´cula quede adherida a la superficie). El sub´ındice (g) indica que la
mole´cula esta´ en estado gaseoso, y el super´ındice ∗ significa que las especies esta´n
adsorbidas. El s´ımbolo ∗ indica un sitio vacante.
En nuestro caso, cada una de las etapas elementales correspondiente a cada una
de las ecuaciones presentadas significan:
(1.1) Una mole´cula A(g) en estado gaseoso se adsorbe en un sitio libre ∗, con cons-
tante de velocidad ka y probabilidad S de quedar adherida.
(1.2) Describe la desorcio´n de una mole´cula A∗ con constante de velocidad kd.
(1.3) Una mole´cula B2(g) en fase gaseosa requiere dos sitios para adsorberse con
velocidad ka y probabilidad de adherencia S. La adsorcio´n es ato´mica e implica
la disociacio´n ra´pida de B2.
(1.4) Indica el proceso inverso de la ecuacio´n anterior con constante de velocidad
kd.
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(1.5) Representa la etapa de reaccio´n, ya que si en dos sitios vecinos se encuentran
adsorbidos reactivos de distinta especie, con una velocidad de reaccio´n kr ,
podra´n pasar a la fase gaseosa, liberando dos sitios vecinos en la superficie.
No´tese que en nuestro modelo hemos considerado, por simplicidad, que toda la
superficie tiene la misma probabilidad de adherencia cualquiera sea la especie ad-
sorbida. Tambie´n por simplicidad se asumen iguales valores para ka y kd. A nivel
macrosco´pico la evolucio´n del sistema se plasma en el conjunto de ecuaciones cine´ti-
cas que expresan la velocidad de cambio de las diferentes especies en funcio´n de
sus concentraciones. Estas ecuaciones, muchas veces de cara´cter emp´ırico, se pue-
den obtener de modelos microsco´picos considerando la geometr´ıa y los mecanismos
elementales implicados en el proceso global. Una descripcio´n que puede resultar
adecuada para los feno´menos observados en sistemas dina´micos no lineales es en la
que se parte de una ecuacio´n maestra para la que se definen las probabilidades de
transicio´n entre los diferentes estados del sistema. Estas probabilidades dependera´n
de las etapas elementales, y nos brindan una idea de la influencia de cada proceso
elemental sobre la dina´mica del sistema completo. En nuestro caso la adsorcio´n es
localizada (es decir, cada una de las mole´culas esta´ adsorbida sobre un sitio de la
superficie y no se permite difusio´n) y en monocapa, el sistema puede representarse
por un ret´ıculo cuyos nodos son sitios adsorbentes y pueden tomar valores discretos:
ocupados por una mole´cula adsorbida o estar vacantes.
En las etapas de adsorcio´n (1.1) y (1.3) hemos introducido el coeficiente de ad-
herencia S, que esta´ definido como la probabilidad que tiene una mole´cula de ser
adsorbida tras el primer impacto sobre un sitio de adsorcio´n. Si el coeficiente de
adherencia es menor que la unidad (S < 1), sera´ posible encontrar en el sistema
configuraciones con sitios libres. Las etapas de desorcio´n (1.2) y (1.4) y la etapa
de reaccio´n (1.5), son controladas por las constantes de velocidad de desorcio´n y
reaccio´n respectivamente, kd y kr. Si un sitio esta´ ocupado, hay una probabilidad Pd
(de desorcio´n) de que las especies sean desorbidas, de acuerdo a las ecuaciones (1.2)
y (1.4). Si el sitio esta´ ocupado por A, sera´ desorbido con una probabilidad Pd. Si el
sitio esta´ ocupado con B la desorcio´n ocurrira´ so´lo si tiene un vecino ocupado por
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otro B (Ec. 1.4).
Para un sitio vacante, existe una probabilidad S de que sea ocupado por un adsorba-
to A y una probabilidad 1−S de permanecer vac´ıo. Pero si existe al menos un vecino
tambie´n libre, entonces ambos sitios sera´n ocupados con probabilidad S/2 por dos
A o por dos B, de acuerdo a lo requerido en la ecuacio´n (1.3). Con probabilidad
1− S ambos sitios quedara´n vac´ıos.
La probabilidad de desorcio´n Pd es uno de los para´metros ajustables en el modelo,
y define la velocidad relativa de desorcio´n respecto a las velocidades de desorcio´n y
reaccio´n.
Pd =
kd
kr + kd
. (1.6)
El segundo para´metro ajustable en el modelo es el coeficiente de adherencia S,
el cua´l representa la probabilidad de adsorcio´n, despue´s del primer impacto de la
mole´cula gaseosa sobre la superficie.
A modo de representar la superficie, y para la resolucio´n anal´ıtica del modelo se
utilizo´ una red cuadrada de 2 × 2 sitios, y condiciones de contorno perio´dicas. El
efecto del taman˜o de la red se estudia luego mediante simulacio´n Monte Carlo.
Entre las reacciones qu´ımicas que siguen la estequeometr´ıa y el mecanismo de
Langmuir-Hinshelwood estudiada en la presente Tesis, podemos citar: 2CO+O2 →
2CO2 catalizada por platino (Pt{100} o´ Pt{110}); NO + H2 → N2 + H2O sobre
platino o sobre rodio (Pt{110} o´ Rh{110}).
Al comparar nuestro modelo con resultados experimentales conocidos, asumimos una
dependencia de la constante de velocidad del tipo Arrhenius, ki = vie
−Ei/KT donde
i representa a la desorcio´n o reaccio´n (d o´ r). En las reacciones NO+H2/Pt{100} y
CO+O2/Pt{100} [25] [31] [20] [19] [38], un valor t´ıpico de la energ´ıa de activacio´n
de la desorcio´n es Ed ≈ 100kJ/mol, y el valor pre-exponencial vd ≈ 10
−13s−1. Las
energ´ıas de activacio´n para la reaccio´n son ma´s bajas que las de desorcio´n, y Er ≈
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65kJ/mol podr´ıa ser un valor razonable, junto con vr ≈ 10
−9s−1. Las reacciones
antes mencionadas se estudiaron en un amplio rango de temperaturas (300-600 K),
y por lo tanto, los valores de nuestro para´metro de control Pd = kd/(kd + kr) para
los valores de temperatura T = 350, 400, 450, 500 y 550 K, son Pd = 0,056; 0,211;
0,463; 0,687 y 0,825; respectivamente. El segundo para´metro ajustable en nuestro
modelo es el coeficiente de adherencia S. Para CO y O2 sobre Pt{100}, los valores
de S = 0, 89 y 0,28, respectivamente, se han reportado, para bajos cubrimientos
[19].
Conteo de microestados
Al considerar una red de 2 × 2, con la posibilidad de que cada sitio este´ vac´ıo
u ocupado por A o´ B, sabemos que existen 81 configuraciones posibles; pero al
considerar las simetr´ıas que surgen del establecimiento de condiciones perio´dicas
de contorno a esta red, muchas de estas configuraciones son equivalentes, como se
muestra en el ejemplo de la figura 1.1.
Figura 1.1: Ambas configuraciones son iguales, con condiciones perio´dicas de contorno.
Diremos entonces que hay estados degenerados, y analizando detalladamente ca-
da configuracio´n, el total de 81 posibilidades se reduce a so´lo 21 configuraciones
distinguibles; que se muestran en la figura 1.2 a continuacio´n y a las que hemos
numerado para facilitar la notacio´n en el ca´lculo posterior de las probabilidades.
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Figura 1.2: Los 21 microestados diferentes que se pueden observar en el modelo, sobre una red de
2× 2 con condiciones de contorno perio´dicas.
Las distintas configuraciones tienen distinto nu´mero de degeneraciones. A conti-
nuacio´n se indica el nu´mero de degeneraciones correspondientes a cada microestado
de la figura 1.2:
g1=2 g2=4 g3=4 g4=4 g5=1 g6=1 g7=4
g8=8 g9=4 g10=4 g11=8 g12=4 g13=4 g14=8
g15=4 g16=2 g17=4 g18=2 g19=4 g20=4 g21=1
En te´rminos del mecanismo de la reaccio´n qu´ımica, estas configuraciones reciben
el nombre de microestados, ya que se puede, por medio de las distintas etapas
elementales de la reaccio´n, conectar una configuracio´n con otra. Segu´n la ecuacio´n
(1.5), por ejemplo los dos primeros microestados son reactivos, ya que hay vecinos
de distinta especie. Al mirar el microestado 2, se puede por ejemplo, pasar al 13,
ya que despue´s de la reaccio´n quedan dos sitios libres. Pero este microestado 13 ya
no permite una reaccio´n, salvo que se adsorba en una etapa siguiente una mole´cula
B, es decir, se pasar´ıa al microestado 4. Los microestados que no son reactivos en
la figura (1.2) tienen un asterisco. Entonces, los microestados que se muestran en
la figura pueden ser particionados en dos conjuntos disjuntos: un conjunto formado
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por los microestados reactivos y otro por los no reactivos.
La velocidad de adsorcio´n de cada uno de los microestados reactivos sera´ funcio´n
de la presio´n parcial de cada uno de los reactivos. En este trabajo consideraremos que
ambos reactivos tienen la misma presio´n parcial ( pA
pA+pB2
=
pB2
pA+pB2
= 1/2), entonces
la probabilidad pi de encontrar el sistema en un dado microestado depende so´lo de
las degeneraciones del mismo, es decir pi = gi/81.
Probabilidades
Un proceso secuencial como el que aqu´ı estudiamos tiene la propiedad de que
cualquier configuracio´n en un instante de tiempo esta´ determinada por la configura-
cio´n en el instante de tiempo anterior. Por lo tanto, si tenemos en cuenta la matriz
de transiciones, formada por las probabilidades pij de ir del microestado i al j en
un paso, podremos calcular los valores medios de la velocidad de reaccio´n y los
cubrimientos superficiales.
Para calcular los elementos de la matriz de transicio´n, debemos entonces analizar
todas las posibilidades de ir de un microestado i a todos los restantes. El proceso
inicia eligiendo un sitio de la red al azar con probabilidad 1/4, en el cual ocurrira´ un
proceso elemental. Para analizar este proceso consideremos el microestado 11, y
analicemos en cada sitio la probabilidad de pasar a otros microestados. A modo de
ejemplo se indica en la Fig. 1.3, una posible transicio´n para cada sitio; sobre las
flechas se puede observar el sitio de red elegido y que probabilidad interviene en el
cambio hacia el microestado correspondiente.
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(1,1) S
(1,2)(1-Pd)S/2
(2,1)(1-Pd)(1-S)
(2,2) Pd (1-S)
*
B B
B*
B B
A*
B B
A
B B
B*
B B
A A
Figura 1.3: Posibles transiciones desde el microestado 11, segu´n el sitio sorteado. Cada una de las
ramas indica la ubicacio´n (i, j) en la red, y la probabilidad de arribar a cada microestado.
En el siguiente diagrama de a´rbol (ver Fig. 1.4) se indican todas las probabilida-
des para cada uno de los sitios, nuevamente a partir del microestado 11. Si queremos
arribar al microestado 10, desde el 11 tenemos (1/4)(1− Pd)(S/2) si el sitio elegido
es el (1, 2) y tambie´n (1/4)(1− Pd)(S/2) si el sitio elegido es el (2, 2), teniendo una
probabilidad total de arribar del microestado 11 al 10 igual a (1/4)(1− Pd)S.
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1920
1920
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8
4
6
195
S
1-S
1-S
S/2
S/2
1-S
S/2
S/2
1-S
S/2
S/2
S/2
S/2
1-S
1-S
S/2 S/2
(1,1)
(1,2)
(2,1)
(2,2)
1-Pd
Pd
1-Pd
1-Pd
Pd
Pd
Figura 1.4: A´rbol de probabilidades para la configuracio´n 11 (en el centro de la figura), cada una
de las ramificaciones indica, de acuerdo a ubicacio´n (i, j) en la red, los posibles microestados a los
que se arriba y con que´ probabilidad.
De este modo, podemos completar la matriz de transicio´n, haciendo estos diagra-
mas para cada uno de los 21 microestados, y completando con ceros cuando desde
un dado microestado no se puede arribar a otro.
Sea eik la probabilidad de llegar al microestado i en k pasos, por supuesto que si
no hemos dado ningu´n paso (k = 0)
ei0 = pi, k = 0, ∀ i = 1, · · · , 21 (1.7)
eik =
21∑
j=1
ejk−1pi. (1.8)
Cubrimiento de la Superficie
La concentracio´n de reactivo (A o´ B2) adsorbido se relaciona con la presio´n del
reactivo en fase gaseosa. La fraccio´n de superficie cubierta esta´ dada por el cociente
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entre la cantidad adsorbida a una cierta presio´n P en la fase gaseosa y la cantidad
ma´xima que la superficie puede adsorber. Conviene sen˜alar que cada sitio de la red
(que representa la superficie) puede ser ocupado por una y so´lo una mole´cula de
gas. Es posible calcular el cubrimiento a partir de ca´lculos de probabilidades, ya que
la probabilidad de encontrar s sitios de la red ocupados por alguno de los reactivos
en el k-e´simo paso es equivalente a sumar las probabilidades de llegar a todos los
microestados posibles (con s sitios ocupados por ese reactivo) en k pasos. Llamemos
ΘAsk (o´ Θ
B
sk) a esta probabilidad de encontrar s sitios ocupados por el reactivo A
(o´ B) en el k-e´simo paso, para la red de 2× 2:
ΘA0k = e6k + e10k + e15k + e18k + e20k + e21k,
ΘA1k = e3k + e11k + e12k + e14k + e17k + e19k,
ΘA2k = e1k + e4k + e8k + e9k + e13k + e16k,
ΘA3k = e2k + e7k,
ΘA4k = e6k,
(1.9)
y ana´logamente para el reactivo B,
ΘB0k = e5k + e7k + e13k + e16k + e19k + e21k,
ΘB1k = e2k + e8k + e9k + e14k + e17k + e20k,
ΘB2k = e1k + e4k + e11k + e12k + e15k + e18k,
ΘB3k = e3k + e10k,
ΘB4k = e6k.
(1.10)
Al tomar el l´ımite, llamemos ΘAm (m = 0, · · · , 4) a la probabilidad de encontrar
m sitios ocupados por el reactivo A, cuando la cantidad de pasos tiende a infinito,
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ΘAs = l´ım
k→∞
(ΘAsk). (1.11)
Entonces, el cubrimiento promedio, por ejemplo, para el reactivo A es,
< ΘA > = (1/4)
4∑
s=0
sΘAs . (1.12)
Con la desviacio´n esta´ndar dada por,
σ(< ΘA >) = [
4∑
s=0
sΘAs (s/4−Θ
A)2]1/2. (1.13)
En la Fig. 1.5 se puede observar el cubrimiento del ret´ıculo por cada uno de los
reactivos, en funcio´n de Pd para un valor determinado del coeficiente de adherencia
S.
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Figura 1.5: < ΘA >, < ΘB > vs. Pd para S = 0,6 fijo, sobre una red de 2× 2. Ca´lculo anal´ıtico.
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Velocidad de Reaccio´n
Para una reaccio´n bimolecular que comprende dos mole´culas gaseosas es necesario
que las dos mole´culas sean adsorbidas de modo que este´n adyacentes en la superficie
del so´lido. La probabilidad de que esto suceda, que es lo que determina la velocidad
de reaccio´n, es proporcional a < ΘA >, < ΘB > para el caso de dos mole´culas
reaccionantes [17]. Por ejemplo si tuvie´ramos la reaccio´n A + B → P , entonces la
velocidad esta´ dada por:
v =
dP
dt
= cteΘAΘB. (1.14)
Si llamamos vi a la probabilidad de que se produzca una reaccio´n en el i-e´simo
microestado, tenemos para los microestados reactivos:
v1 = 1− Pd v9 = 3/4(1− Pd)
v2 = v3 = 3/4(1− Pd) v11 = 1/2(1− Pd)
v4 = 1− Pd v12 = 3/4(1− Pd)
v8 = 1/2(1− Pd) v14 = 1/2(1− Pd)
para el resto de los microestados vi = 0.
Los valores de vi se determinan sumando en cada fila de la matriz de transicio´n
los elementos que conducen a una reaccio´n.
Vimos que desde el microestado 11 podemos llegar a los microestados 4, 6, 7, 8,
10, 11, 15, 19 y 20 (ver Fig. 1.4); pero solamente son reactivas las transiciones a
los microestados 8, 10 y 20, ver quinta etapa del mecanismo (1.5). Por lo tanto, si
sumamos las probabilidades de llegar a cada uno de estos microestados, se obtiene
v11 =
1
4
S(1− Pd) +
1
4
S(1− Pd) +
1
2
(1− S)(1− Pd) =
1
2
(1− Pd). (1.15)
La velocidad promedio de reaccio´n en el k-e´simo paso, es entonces
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< v >=
21∑
i=1
eikvi.
Para redes ma´s grandes, se utiliza el me´todo de Monte Carlo (explicado en una
seccio´n posterior), por lo tanto, modificamos la forma de calcular la velocidad de
manera ma´s u´til ya que por este me´todo podemos en cada iteracio´n saber si se
produjo o no reaccio´n. Por ello, definimos la variable aleatoria X(k) como X(k) = 1
si se ha efectuado una reaccio´n, y X(k) = 0 en caso contrario, entonces la velocidad
promedio de reaccio´n < v > puede definirse como:
< v >=
1
n
Z(n)
donde Z(n) es:
Z(n) =
n∑
k=0
X(k).
De las figuras 1.6 y 1.7 se puede observar que la velocidad de reaccio´n alcanza un
ma´ximo, dependiendo de cualquiera de los dos para´metros. Se define la velocidad
ma´xima < vmax > como el ma´ximo absoluto de las velocidades alcanzadas para
ambos para´metros.
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Figura 1.6: Velocidad de Reaccio´n en funcio´n del para´metro Pd, para distintos valores de S fijos.
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Figura 1.7: Velocidad de Reaccio´n en funcio´n del para´metro S, para distintos valores de Pd fijos.
En la figura 1.8 se muestra un gra´fico tridimensional < vmax > vs. S y Pd donde
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se utilizan los valores de velocidad ma´xima obtenidos para un dado valor de S en
funcio´n de Pd. Se destaca la existencia de un ma´ximo absoluto de la velocidad de
reaccio´n para un determinado par de valores (S, Pd).
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Figura 1.8: Velocidad ma´xima en funcio´n de S y Pd, para una red de 2 × 2.
Tiempo de Envenenamiento
Dijimos que nuestra superficie o red representa a un catalizador, que interviene
en la reaccio´n sin modificarse, su aporte a la reaccio´n qu´ımica es permitir que las dos
especies se encuentren en la superficie para reaccionar. Vimos que hay microestados
en los cua´les no se puede producir una reaccio´n ya que en sitios vecinos de la red no
hay dos especies distintas. Cuando se arriba a uno de estos estados, en los cua´les no
se puede producir reaccio´n se dice que la superficie esta´ envenenada.
Como se indico´ anteriormente, ejk es la probabilidad de arribar a cada microes-
tado j en k pasos, pero a diferencia del caso de la velocidad, estamos interesados en
sumar aquellas probabilidades que arriban a microestados no reactivos (a estos los
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marcamos con una j∗), sin haber pasado previamente por ningu´n microestado no
reactivo
U(k) =
∑
j∗
ej∗k
< tenv >=
∞∑
k=0
kU(k).
Definimos a < tenv > como el nu´mero medio de pasos k necesarios para llegar a
un microestado no reactivo en k pasos sin haber visitado previamente ningu´n mi-
croestado no reactivo. La siguiente figura 1.9 representa el proceso para llegar al
microestado no reactivo 13 en el paso k = 2, habiendo pasado previamente so´lo por
estados reactivos. Los microestados pintados en color rojo son los microestados reac-
tivos, mientras que los pintados en negro son los no reactivos. Tambie´n se resaltaron
los microestados 1, 12 y 18 que generan otra particio´n disjunta del conjunto de las 21
configuraciones de intere´s, ya que a partir de ellos se pueden generar en pocos pasos
todos los microestados, en cambio, a partir de una configuracio´n del complemento
so´lo se obtiene otro elemento de este conjunto, es decir el complemento es cerrado.
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Figura 1.9: Representacio´n de los caminos posibles para arribar en 2 pasos al microestado no
reactivo 13.
Las Fig. 1.10 y 1.11 muestran los resultados anal´ıticos del tiempo de envenena-
miento en funcio´n del para´metro Pd para cada S en una red de 2× 2.
Figura 1.10: Tiempo de envenenamiento en funcio´n de Pd, para los valores de S = 0 (negro),
S = 0,1 (rojo), S = 0,2 (verde), = 0,3 (azul) y S = 0,4 (fucsia).
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Figura 1.11: Tiempo de envenenamiento en funcio´n de Pd, para los valores de S = 0,5 (fucsia),
S = 0,6 (azul), S = 0,8 (verde), S = 0,9 (rojo) y S = 1 (negro).
Las Fig. 1.12 y 1.13 muestran los resultados anal´ıticos del tiempo de envenena-
miento en funcio´n del para´metro S para cada Pd en una red de 2× 2.
Figura 1.12: Tiempo de envenenamiento en funcio´n de S, para los valores de Pd = 0 (negro), 0.1
(rojo), 0.2 (verde), 0.3 (azul) y 0.4 (celeste).
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Figura 1.13: Tiempo de envenenamiento en funcio´n de S, para los valores de Pd = 0,5 (negro), 0.6
(rojo), 0.7 (verde), 0.8 (azul), 0.9 (celeste) y 1 (marro´n).
1.2.2. Simulacio´n Monte Carlo
Las simulaciones Monte Carlo constituyen una herramienta que permite corrobo-
rar los resultados anal´ıticos y obtener conclusiones para redes ma´s grandes. Muchas
veces es poco pra´ctico examinar todos los casos posibles, por medio de pruebas alea-
torias el muestreo puede revelar un comportamiento t´ıpico. Este me´todo es el ma´s
utilizado cuando se trata de reacciones qu´ımicas catalizadas.
La evolucio´n del sistema, cuando se trata de simulaciones Monte Carlo, se mide en
ciclos, pasos o etapas Monte Carlo y se considera que una etapa se cumplio´ cuando se
han recorrido al azar tantos sitios como nu´mero de nodos tenga la red en estudio. Se
calculo´ que para 200 pasos Monte Carlo, se alcanza la respuesta asinto´tica del sistema
y se considero´ que 20.000 pasos constituye una muestra estad´ısticamente significativa
para calcular los valores medios y desv´ıos esta´ndar de las magnitudes de intere´s para
la red 2× 2. Ambos programas, tanto el que calcula las soluciones anal´ıticas para la
red de 2×2 como las simulaciones Monte Carlo, han sido programados en lenguaje C.
El primero, teniendo en cuenta las probabilidades explicadas en la seccio´n anterior.
En el otro caso, la simulacio´n se detiene cuando se cumplieron el nu´mero de etapas
prefijadas o cuando, en el caso del envenenamiento, se ha llegado a un microestado
no reactivo.
Las caracter´ısticas que se tuvieron en cuenta para la superficie, son: que es ho-
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moge´nea (es decir, cada nodo so´lo puede ser ocupado por un solo reactivo), y con
condiciones de contorno perio´dicas. Los para´metros que se tuvieron en cuenta, como
se ve en el diagrama 1.14, son la probabilidad relativa de desorcio´n Pd y el coeficiente
de adherencia S. Tambie´n, para cada caso, indicamos primero, como variable uni-
versal, el nu´mero de sitios o nodos de la superficie (en nuestro caso, trabajamos con
redes cuadradas N ×N , con N = 2, 4, 8 y en algunos casos 16). Para la eleccio´n del
sitio y de la especie (sea un reactivo o un sitio libre) se calcularon las probabilidades,
siguiendo una subrutina que genera nu´meros aleatorios y distribuimos equitativa-
mente los valores, para cada caso. Como se puede observar, el diagrama de flujo 1.14
utilizado para realizar las simulaciones Monte Carlo, respeta el modelo planteado
anal´ıticamente y descripto por las ecuaciones (1.1) a (1.5):
Figura 1.14: Diagrama de flujo que representa los distintos caminos posibles para cada sitio de red.
Los ca´lculos se realizaron en un cluster de computadoras Pentium Core Duo y
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Quad de 32 o´ 64 bits. En el ape´ndice A.1 se encuentra el programa realizado.
Cubrimiento de la Superficie
La figura 1.15 muestra la dependencia de los cubrimientos de las distintas espe-
cies en funcio´n de Pd obtenidos por simulacio´n. En el caso de las redes de 2× 2, el
tiempo computacional requerido, var´ıa entre unos 3 o´ 4 minutos reales.
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Figura 1.15: Cubrimientos de las mole´culas A, B y cantidad de sitios libres (< Θ∗ >) en funcio´n
de Pd obtenidos por simulacio´n para S = 0,6.
Sin embargo, este tiempo crece exponencialmente con el taman˜o de la red, pa-
sando a varios d´ıas para el caso de redes de 16× 16.
Velocidad de Reaccio´n
Se estudio´ el comportamiento de la velocidad de reaccio´n para ambos para´metros
externos S y Pd. Para la red de 2 × 2 los resultados se compararon con la solucio´n
anal´ıtica.
Las siguientes figuras muestran la velocidad en funcio´n del para´metro Pd, para un S
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fijo (figura 1.16) y ana´logamente, la velocidad en funcio´n de S, para Pd fijo (figura
1.17).
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Figura 1.16: Velocidad en funcio´n de S, para un para´metro fijo de Pd en una red de 2×2 obtenidos
por simulacio´n Monte Carlo.
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Figura 1.17: Velocidad en funcio´n de Pd, para un para´metro fijo de S en una red de 2×2 obtenidos
por simulacio´n Monte Carlo.
En concordancia con el resultado anal´ıtico, en ambas figuras, al igual que para
el resto de los valores de los para´metros se observo´ un ma´ximo de la velocidad de
reaccio´n, debido a la competencia entre los procesos de desorcio´n y reaccio´n. En la
Fig. 1.18 se muestra la dependencia de la velocidad ma´xima con S y Pd. Se puede
observar un ma´ximo absoluto que se alcanza en < vmax >= 0,08 para S = 0,6 y
Pd = 0,46, para la red 2× 2.
52
0.2
0.4
0.6
0.8
1.0
0.00
0.02
0.04
0.06
0.08
0.0
0.2
0.4
0.6
0.8
1.0
<v
m
ax
>
P d
S
Figura 1.18: Velocidad ma´xima en funcio´n de S y Pd, para una red de 2×2. Comparacio´n simulacio´n
Monte Carlo (rojo) y anal´ıtico (azul).
Para redes ma´s grandes, la velocidad de reaccio´n de la solucio´n muestra carac-
ter´ısticas generales similares a las que se observan para una red 2 × 2 (ver Fig.
1.19).
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Figura 1.19: Velocidad ma´xima en funcio´n de los para´metros S y Pd, para redes 4× 4 (c´ırculos) y
8× 8 (tria´ngulos).
Tiempo de Envenenamiento
Tambie´n en este caso, se analizo´ la dependencia del tiempo de envenenamiento
con los para´metros S y Pd, y se obtuvo un buen acuerdo entre los valores anal´ıticos
y los que provienen de la simulacio´n, para una red de 2 × 2. Este hecho se puede
observar en la figura 1.20, en la cua´l se grafico´ el tiempo de envenenamiento en
funcio´n de Pd, para un valor fijo de S = 0,5.
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Figura 1.20: Tiempo de envenenamiento en funcio´n de Pd, para una red de 2× 2 con el para´metro
S fijo.
Estos resultados nos aseguran que la simulacio´n Monte Carlo, permite generalizar
los resultados para redes ma´s grandes. En las figuras 1.21 y 1.22, se observa el tiempo
de envenenamiento en funcio´n del para´metro Pd con S fijo y viceversa para una red
de 2× 2. Se observa que, en el caso de la red de 2× 2, el tiempo de envenenamiento
es una funcio´n creciente con ambos para´metros; excepto para Pd = 1 y S = 1 donde
el comportamiento no es mono´tono (como vimos en las Fig. 1.11 y 1.13).
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Figura 1.21: Simulacio´n Monte Carlo del tiempo de envenenamiento < tenv > en funcio´n del
para´metro Pd, para los distintos valores de S fijos, en una red de 2×2.
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Figura 1.22: Simulacio´n Monte Carlo del tiempo de envenenamiento en funcio´n del para´metro S,
para los distintos valores de Pd fijos, en una red de 2×2.
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En las figuras 1.23 y 1.24 se muestran los resultados para redes ma´s grandes. El
ma´ximo observado en redes pequen˜as para S = 1 y Pd = 1, se evidencia ahora a
valores menores.
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Figura 1.23: Tiempo de envenenamiento en funcio´n de Pd para los distintos valores de S fijos.
Redes: 4× 4 y 8× 8.
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Figura 1.24: Tiempo de envenenamiento en funcio´n de S para los distintos valores de Pd fijos.
Redes: 4× 4 y 8× 8.
Dimensio´n Fraccionaria
Se analizo´ la dependencia de < tenv > con el taman˜o de red (N) encontra´ndose
un comportamiento de escala como se muestra en la figura 1.25.
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Figura 1.25: Invarianza bajo escala para el tiempo de envenenamiento en funcio´n del taman˜o de
red.
Para ciertos valores de Pd pequen˜os (menores a 0.1), se pudieron calcular estos
valores para redes ma´s grandes de 16 × 16 (ver Fig. 1.26). Para valores mayores
de Pd, el tiempo de ca´lculo requerido era muy grande (varios meses) por lo que el
estudio fue´ restringido a valores de N = 8.
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Figura 1.26: Invarianza bajo escala para el tiempo de envenenamiento en funcio´n del taman˜o de
red, con redes de hasta 16×16.
En la tabla 1.1 de doble entrada se observa que los valores de los exponentes de
invarianza crecen para un valor fijo de S en funcio´n de Pd; pero no es mono´tono
el comportamiento si observamos los valores de los exponentes en funcio´n de S
para cada Pd. La Fig. 1.27 ilustra los resultados de esta tabla y evidencia como
los exponentes de invarianza dependen de la probabilidad de desorcio´n y no del
coeficiente de adherencia de la superficie.
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Pd − S 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0 2.88+/-0.09 3.3+/-0.02 3.8+/-0.2 4.4+/-0.4 4.7+/-0.5 4.9+/-0.4 4.8+/-0.2 4.75+/-0.06 4.68+/-0.07 4.7+/-0.1
0.1 2.89+/-0.09 3.27+/-0.02 3.9+/-0.2 4.5+/-0.5 5+/-0.6 5.1+/-0.4 4.9+/-0.1 4.73+/-0.02 4.5+/-0.2 4.4+/-0.3
0.2 2.9+/-0.09 3.27+/-0.02 3.9+/-0.2 4.7+/-0.5 5.3+/-0.7 5.4+/-0.6 5.2+/-0.3 4.912+/-0.004 4.5+/-0.2 4.2+/-0.4
0.3 2.9+/-0.09 3.27+/-0.02 3.9+/-0.2 4.8+/-0.6 5.7+/-0.9 5.9+/-0.8 5.7+/-0.5 5.2+/-0.1 4.6+/-0.2 4.2+/-0.4
0.4 2.9+/-0.1 3.281+/-0.009 4+/-0.3 5+/-0.6 6+/-1 6+/-1 6.2+/-0.8 5.6+/-0.4 4.81+/-0.06 4.1+/-0.3
0.5 2.9+/-0.1 3.295+/-0.005 4+/-0.3 5.1+/-0.7 6+/-1 7+/-1 7+/-1 6+/-0.6 5.04+/-0.08 4.1+/-0.2
0.6 2.9+/-0.1 3.3021+/-0.0006 4+/-0.2 5.2+/-0.7 6+/-1 7+/-1 7+/-1 6.5+/-0.8 5.3+/-0.3 4.2+/-0.1
0.7 3+/-0.1 3.34+/-0.02 4+/-0.3 5.4+/-0.8 7+/-1 8+/-2 8+/-2 7+/-1 5.6+/-0.5 4.2+/-0.03
0.8 3+/-0.1 3.366+/-0.004 4.1+/-0.3 5.5+/-0.9 7+/-1 8+/-2 8+/-2 7+/-1 6+/-0.8 4.3+/-0.1
0.9 3+/-0.1 3.439+/-0.003 4.2+/-0.3 5.8+/-0.9 8+/-2 9+/-2 9+/-2 8+/-2 6.4+/-0.5 4.5+/-0.3
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Figura 1.27: Valores del exponente que indica la invarianza de escala en funcio´n de los para´metros
externos S y Pd.
1.2.3. Resultados
En esta seccio´n estudiamos la reaccio´n qu´ımica heteroge´nea, cuya ecuacio´n es-
tequiome´trica es 2A + B2 → 2AB, siguiendo el mecanismo de reaccio´n del tipo
de Langmuir-Hinshelwood, incluye etapas de adsorcio´n, desorcio´n y reaccio´n. En el
mecanismo propuesto, cabe destacar que se considero´ un coeficiente de adherencia
(0 < S < 1), independiente del cubrimiento, y que por simplicidad se considero´ igual
para ambos reactivos (A y B). Adema´s de S, el otro para´metro que se tuvo en cuen-
ta en el estudio de la reaccio´n fue Pd, que es la probabilidad relativa de desorcio´n,
tambie´n igual para ambos reactivos. Tanto para la velocidad de reaccio´n, como para
los cubrimientos de las distintas especies (ya sean los reactivos A o´ B, como los sitios
libres), as´ı como para el tiempo de envenenamiento se hizo un desarrollo anal´ıtico
para la red de 2×2. Estos resultados se compararon con las simulaciones Monte Car-
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lo, las que permitieron calcular estos valores para redes cuadradas ma´s grandes. En
el caso de la velocidad de reaccio´n se observo´ una forma polinomial de la < vmax >
en funcio´n de los distintos taman˜os de red. Para el caso del tiempo de envenena-
miento se observo´ que es dependiente del taman˜o de red, pero esa dependencia no
es trivial; encontra´ndose un comportamiento de escala con el taman˜o de red.
1.3. Conjunto de dipolos en un sistema cuasi-2dimensional
Como se describiera en la Introduccio´n de este cap´ıtulo, si las part´ıculas son dipo-
los donde los extremos se pueden distinguir, no hay una reciprocidad entre part´ıculas
y sitios vacantes, como en el caso de part´ıculas simples, donde la probabilidad de que
un sitio dado este´ ocupado o libre se reduce a una cuestio´n meramente estad´ıstica.
Como en la seccio´n anterior se hiciera un ana´lisis de todas las probabilidades sobre
las 81 posibles configuraciones para una red de 2 × 2 en esta seccio´n se pretende
proveer una evaluacio´n exacta de configuraciones degeneradas para un nu´mero ar-
bitraro, k, de dipolos ubicados en un espacio cuasi-bidimensional. Para ello vamos a
considerar este espacio como un teselado que posee 3 diagonales contiguas de 3×N ,
como se aprecia en la figura (1.28-I). Esta disposicio´n permite que los sitios centra-
les posean primeros vecinos. Los resultados incluidos en esta seccio´n se encuentran
publicados en el art´ıculo [34].
1.3.1. Metodolog´ıa
Deseamos determinar W (k,N), que representa el nu´mero de configuraciones de-
generadas en un arreglo de 3 × N diagonales, teniendo en total 116 posibilidades
en un arreglo de 2 dipolos en un espacio de 3× 3 cuasi-bidimensional, como vemos
en (II), (III) y (IV) de la figura 1.28, siendo (II) y (III) uno el degenerado del otro
considerando condiciones perio´dicas de contorno.
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N=4
(I) (II) (III) (IV)
Figura 1.28: (I)Ejemplo de arreglo 3 × 4 diagonal. (II)-(IV)Tres posibles arreglos de 2 dipolos en
un 3× 3 espacio cuasi-2dimensional.
Comenzamos nombrando los distintos arreglos que podemos encontrar, de acuer-
do al nu´mero de sitios en las 3 diagonales principales, ver ejemplos gra´ficos en la
Fig. 1.29:
XSea ω(N) aquel arreglo que tiene en las tres diagonales de N sitios cada una.
XSea λ(N) el que posee una diagonal de (N + 1) sitios y dos de N sitios.
XSea γ(N) las diagonales adyacentes son de longitud (N + 2), (N + 1) y N comen-
zando por la diagonal superior.
XSea δ(N) el que tiene dos diagonales superiores de longitud (N + 1) y la inferior
de N sitios.
N N N N
(a) (b) (c) (d)
Figura 1.29: (a)Arreglo ω(N), (b)Arreglo λ(N), (c)Arreglo γ(N) y (d)Arreglo δ(N).
Finalmente y como anticipamos, definimos W (k,N) como el nu´mero de mane-
ras de acomodar k dipolos indistinguibles en el arreglo ω(N). L(k,N), G(k,N) y
D(k,N) son el nu´mero de posibilidades en las cuales k dipolos indistinguibles pueden
acomodarse en un arreglo λ(N), γ(N) y δ(N), respectivamente.
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Pues bien, con los objetos definidos y recurriendo a la combinatoria, pueden de-
mostrarse los teoremas enunciados a continuacio´n. Estos se encuentran demostrados
en el trabajo ya citado [34], de modo que aqu´ı so´lo bosquejamos la demostracio´n del
u´ltimo corolario.
Teorema 1 G(k,N) = D(k,N) + 2L(k − 1, N)
Teorema 2 W (k,N) = D(k,N − 1) + 2L(k − 1, N − 1)
Corolario 1 G(k,N − 1) = W (k,N)
Teorema 3 L(k,N) = W (k,N) + 2L(k − 1, N − 1)
Corolario 2 L(k,N) =
∑k
i=0 2
iW (k − i, N − i)
Teorema 4 W (k,N) = L(k,N − 1) + 2L(k − 1, N − 1) + 2W (k − 1, N − 1) +
2G(k − 1, N − 2)
Corolario 3 W (k,N) = 8W (k − 1, N − 1)− 8W (k − 2, N − 2) +W (k,N − 1)
Demostracio´n: Si evaluamos el resultado del Corolario 1 en G(k − 1, N − 2),
tenemos el factor del primer te´rmino del lado derecho de la ecuacio´n. Podemos,
entonces reescribir el Teorema 4 como:
W (k,N) = 4W (k−1, N−1)+L(k,N−1)+2L(k−1, N−1), y claro, podemos saber
por recursio´n el precedente W (k−1, N−1), restando ambas expresiones, obtenemos
la siguiente relacio´n:
W (k,N)− 2W (k − 1, N − 1) =
4W (k−1, N −1)−8W (k−2, N −2)+L(k,N −1)−2L(k−1, N −2)+2L(k−1, N −1)−4L(k−2, N −2).
Pero, aplicando el Corolario 2, encontramos relaciones entre los valores sucesivos
de L en funcio´n de W , hasta obtener la ecuacio´n:
L(k,N − 1)− 2L(k − 1, N − 2) = W (k,N − 1)
o equivalentemente,
2L(k − 1, N − 1)− 4L(k − 2, N − 2) = 2W (k − 1, N − 1).
Sustituyendo estas dos expresiones en la que les precede, encontramos:
W (k,N)−2W (k−1, N −1) = 4W (k−1, N −1)−8W (k−2, N −2)+W (k,N −1)+2W (k−1, N −1).
Finalmente, encontramos la recursio´n enunciada en el Corolario 3, que tiene
por condiciones iniciales W (0, 1) = 1, W (1, 1) = 4, W (0, 2) = 1, W (1, 2) = 12
y W (2, 2) = 28; de donde podemos inferir que W (0, 0) = 1/2.
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1.3.2. Resultados
A partir de la expresio´n del Corolario 3 y las condiciones iniciales, evaluamos un
rango de posibles valores de k, estos resultados que se encuentran en el cuadro 1.2,
nos muestran que hay un valor ma´ximo cuando N > 5. Como pro´ximo trabajo se
plantea la posibilidad de determinar la funcio´n caracter´ıstica de W (k,N), cuando
N >> 1.
N/k 0 1 2 3 4 5 6 7 8
0 0.5 1 1 1 1 1 1 1 1
1 4 12 20 28 36 44 52 60
2 28 116 268 484 764 1108 1516
3 192 1024 3008 6656 12480 20992
4 1312 8576 30496 79872 173600
5 8960 69376 289280 875008
6 61184 547584 2617856
7 417792 4243456
8 2852864
Cuadro 1.2: Degeneracio´n ocupacional W (k,N) cuando los dipolo indistinguibles son ubicados en
un espacio 3×N cuasi 2-dimensional para N y k en el rango 0-8.
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Cap´ıtulo 2
Modelado dina´mico del Tejido Card´ıaco
2.1. Introduccio´n
La conduccio´n ele´ctrica a trave´s del mu´sculo card´ıaco puede interpretarse como
un feno´meno dina´mico no-lineal en un medio extendido de caracter´ısticas excitables.
Se han desarrollado diversos modelos matema´ticos, basados en el modelo celular de
circuito equivalente para describir la generacio´n del potencial trasmembrana. Estos
modelos extendidos espacialmente a trave´s del modelo del Cable, permiten describir
la propagacio´n del potencial trasmembrana a trave´s del mu´sculo card´ıaco [16]. En
este cap´ıtulo, describiremos someramente la fisiolog´ıa card´ıaca que involucra las
variables a tener en cuenta en los modelos. Modificamos el modelo del Cable para
modelar la corriente entre ce´lulas de acuerdo con evidencia experimental reciente,
obteniendo as´ı nuevos comportamientos espacio-temporales.
Las ce´lulas tienen una diferencia de potencial ele´ctrico a trave´s de su membrana
plasma´tica, denominada potencial de membrana en reposo. El mismo es necesario
para la excitabilidad ele´ctrica de las neuronas, del mu´sculo esquele´tico, el mu´scu-
lo liso y lo que nos compete en esta tesis: el mu´sculo card´ıaco. El potencial de
membrana se origina en las diferencias de potencial qu´ımico de determinados iones
(principalmente Na+, K+, Ca2+ en ce´lulas card´ıacas) a ambos lados de la membra-
na celular. La magnitud que nos permite comparar las contribuciones relativas de
las concentraciones io´nicas y los potenciales ele´ctricos de cada io´n a la energ´ıa libre
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del sistema se llama potencial electroqu´ımico µ de un io´n. La diferencia de potencial
electroqu´ımico de X+ a trave´s de la membrana se define como:
∆µ(X) = µA(x)− µB(x) = RT ln
XA
XB
+ z.F (EA − EB), (2.1)
donde:
∆µ = diferencia de potencial electroqu´ımico del io´n entre los lados A y B de la membrana.
R = constante de los gases ideales.
T = temperatura absoluta.
XA
XB
= relacio´n de actividad de X+ a ambos lados de la membrana.
z = nu´mero de la carga del io´n (+2 para el Ca++, -1 para el Cl−, +1 para el K+, etc.).
F = constante de Faraday (la cantidad de carga ele´ctrica en un mol de electrones).
EA − EB = diferencia de potencial ele´ctrico a trave´s de la membrana.
El primer te´rmino del lado derecho de la ec.(2.1) representa la tendencia de los
iones de moverse de A a B por la diferencia de concentracio´n, es decir representa la
diferencia de energ´ıa libre entre un mol de iones X+ en el lado A y un mol de iones
X+ en el lado B. El siguiente te´rmino es la tendencia de los iones a moverse de A a
B por la diferencia de potencial ele´ctrico. Por lo tanto, ∆µ(X) describe la diferencia
que existe en la energ´ıa libre entre un mol de iones X+ en el lado A y el lado B
y que resulta tanto de la diferencia de concentracio´n como de potencial ele´ctrico.
Cuando ∆µ = 0 se dice que el io´n X+ esta´ en equilibrio electroqu´ımico. En estas
condiciones, despejando de la ecuacio´n (2.1) la diferencia de potencial ele´ctrico a
trave´s de la membrana, obtenemos la denominada ecuacio´n de Nernst [11]:
EA − EB =
RT
zF
ln
XB
XA
, (2.2)
Un potencial de accio´n es un cambio ra´pido en el potencial de membrana. En
las ce´lulas del mu´sculo card´ıaco se transmiten de una ce´lula a otra por medio de
uniones comunicantes (uniones gap), haciendo que las contracciones ventriculares se
produzcan de un modo coordinado que de´ lugar al bombeo eficaz de la sangre. Este
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cambio ra´pido es seguido de un retorno al potencial de reposo. La amplitud y la
forma de los potenciales de accio´n difieren considerablemente de un tejido excitable
a otro, dependiendo de su funcio´n o de su localizacio´n (ver Fig. 2.1).
Figura 2.1: Representacio´n esquema´tica de los potenciales de accio´n registrados en diversas regiones
del tejido card´ıaco, segu´n la secuencia de activacio´n y su correlacio´n con el electrocardiograma de
superficie (SA: nodo senoauricular; AV: nodo aur´ıculo ventricular). Imagen extra´ıda de: [32]
Hodgkin y Huxley propusieron que las corrientes io´nicas atraviesan la membrana
plasma´tica a trave´s de canales diferentes para el Na+ y el K+, cada uno con carac-
ter´ısticas propias. Las investigaciones posteriores han confirmado esta interpretacio´n
y se han precisado algunas de las propiedades de las prote´ınas que forman estos ca-
nales. Actualmente se acepta que las prote´ınas que conforman los canales io´nicos
adoptan conformaciones dependientes de la diferencia de potencial trasmembrana y
por lo tanto la probabilidad de que un canal espec´ıfico se encuentre en un estado
abierto es tambie´n voltaje dependiente.
Si la ce´lula es estimulada, se despolariza ra´pidamente, es decir, la diferencia de
potencial tiende a su valor de reposo. En la mayor´ıa de las ce´lulas card´ıacas, el valor
de reposo llega a unos 20mV . El ascenso ra´pido del potencial de accio´n se denomi-
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na fase 0. Despue´s de este ascenso, se produce un breve per´ıodo de repolarizacio´n
parcial, denominada fase 1, y seguida por una meseta (fase 2) que persiste durante
unos 0.2 segundos aproximadamente. Seguidamente, el potencial interno se vuelve
cada vez ma´s negativo (fase 3) hasta alcanzar de nuevo el potencial de reposo. La
repolarizacio´n (fase 3) es ma´s lenta que la despolarizacio´n (fase 0). El intervalo desde
que se completa la repolarizacio´n hasta el comienzo del siguiente potencial de accio´n
es la fase 4, y este per´ıodo se llama per´ıodo refractario. (Fig. 2.2).
Figura 2.2: Esquema de un potencial de accio´n card´ıaco y sus distintas fases (CKTO: canales de
K+ transitorios; CCatipoL: canales de calcio tipo L; CKur, CKr, y CKs: canales de potasio de
activacio´n ultrarra´pida, ra´pida y lenta, respectivamente). Imagen extra´ıda de: [32]
En el corazo´n un grupo de ce´lulas especializadas en el no´dulo senoauricular (SA)
se encargan de originar el impulso card´ıaco. La entrada brusca de Na+ en el interior
de la ce´lula mioca´rdica cesa a medida que el potencial de reposo se hace menos
negativo y se aproxima al potencial de equilibrio de Nernst para el Na+, la fuerza
electrosta´tica que tiende a arrastrar Na+ hacia el interior de la ce´lula disminuye
progresivamente. La muesca que indica el inicio de la fase 1, es debida no so´lo al
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ra´pido cierre de los canales de Na+ sino tambie´n a una corriente espec´ıfica de K+.
La meseta permanece casi constante durante unos 100 a 300ms., en funcio´n del tipo
de fibra. Los principales cationes que atraviesan la membrana durante esta fase son
un flujo neto de salida de K+ y un flujo neto de entrada de Ca+. La repolarizacio´n
final se consigue con una salida masiva de los cationes pertinentes a trave´s de la
membrana.
La excitabilidad de una ce´lula card´ıaca es la facilidad con la que puede ser acti-
vada. Un modo de medirla consiste en calcular la corriente ele´ctrica que es necesaria
para producir un potencial de accio´n. Los cambios en la excitabilidad card´ıaca son
importantes porque pueden generar ciertas alteraciones del ritmo card´ıaco, y por-
que deben tenerse en cuenta en el disen˜o de los marcapasos artificiales y de otros
dispositivos ele´ctricos para corregir anomal´ıas del ritmo potencialmente mortales.
Las propiedades de automatismo (capacidad de iniciar un latido card´ıaco) y de rit-
micidad (su frecuencia y regularidad, como marcapasos) son intr´ınsecas al tejido
card´ıaco.
El flujo de iones a trave´s de la membrana de una ce´lula se convierte en una fuente
de perturbacio´n para las ce´lulas vecinas, que a su vez reaccionan disparando poten-
ciales de accio´n en un proceso que avanza atrave´s del mu´sculo card´ıaco generando
un frente de onda. (Fig. 2.3).
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Figura 2.3: El frente de onda da origen a un dipolo ele´ctrico.
La existencia de este frente de onda puede interpretarse como un dipolo ele´ctrico
(o sea, un vector que representa un sistema de dos cargas de signo opuesto e igual
magnitud, cercanas entre s´ı), cuyo desplazamiento puede ser detectado como un
cambio de potencial entre dos puntos dados del mu´sculo card´ıaco (Fig. 2.4).
Figura 2.4: Representacio´n del potencial de accio´n en cada ce´lula card´ıaca. La flecha indica la
direccio´n del dipolo, a trave´s de uno de los frentes de onda.
Para mantener la propagacio´n del potencial de accio´n en el corazo´n, es importante
la comunicacio´n directa entre las ce´lulas card´ıacas. Esta conexio´n directa se estable-
ce a trave´s de canales intercelulares contenidos en estructuras especializadas de la
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membrana plasma´tica conocidas como uniones gap (ver Fig. 2.5). La propagacio´n
de los frentes de onda es posible por la existencia de las uniones gap.
célula1 célula 2
hemicanal
de conexina
canal iónico
de unión gap
espacio intercelular
de unión gap
Figura 2.5: Esquema de una unio´n gap.
Las uniones gap son agregados de canales intercelulares, localizados principal-
mente en los extremos celulares, que ponen en contacto el citoplasma de dos ce´lulas
adyacentes, permitiendo, de esta manera, la existencia de acoplamiento ele´ctrico y
metabo´lico. Cada canal intercelular esta´ formado por dos hemicanales (o conexones)
aportados por cada una de las ce´lulas en contacto. Los hemicanales esta´n, a su vez,
formados por la polimerizacio´n de 6 mole´culas de conexina. Las conexinas constitu-
yen una amplia familia, siendo la conexina 43 (C × 43) la prote´ına mayoritaria en
el miocardio ventricular del humano.
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2.2. Fisiolog´ıa Card´ıaca y Fisicomatema´tica
Para estudiar la excitabilidad celular, la membrana celular puede representarse
por un circuito ele´ctrico conteniendo tres elementos conectados en paralelo: un ca-
pacitor representando la membrana celular, una resistencia representando el medio
intracelular y una resistencia variable que representa los canales io´nicos voltaje de-
pendientes.
La membrana celular es una bicapa lip´ıdica, formada esencialmente por part´ıculas
con alto coeficiente diele´ctrico que se encuentra ubicada entre el medio acuoso in-
tra y extracelular. Dado que ofrece alta independencia a la corriente directa, este
sistema se puede interpretar como un capacitor (etiquetado con una letra C en el
esquema 2.6). Para las membranas biolo´gicas cuyo espesor es de alrededor de 75A˚,
la capacidad es del orden de 1µF.cm−2. Los canales io´nicos se representan como
resistencias variables y se relacionan con la permeabilidad de la membrana para el
pasaje de cada uno de los iones. Las resistencias deben presentar la dependencia con
el voltaje propia de los canales io´nicos permitiendo el modelado de los potenciales
de accio´n (en el esquema de la Fig.2.6 esta´n etiquetadas con una R). El potencial de
accio´n puede interpretarse como un feno´meno excitatorio, que se caracteriza por el
movimiento sucesivo de diferentes especies io´nicas a trave´s de la membrana celular.
Este movimiento modifica el potencial de membrana (Vm) y este proceso es descripto
por la ecuacio´n:
∂Vm
∂t
= −
(
1
Cm
)
· Iion (2.3)
donde Iion es la corriente io´nica total producida por el transporte de los diferentes
iones desde y hacia el medio exterior.
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Figura 2.6: Esquema del modelo del Cable. (Explicado en el texto)
En el esquema 2.6 se representa con un sub´ındice t a aquellas corrientes que pro-
vienen del intercambio de iones entre cada ce´lula y el medio exterior (que se considera
isopotencial), mientras que las corrientes entre ce´lulas adyacentes se representan con
un sub´ındice i.
Un valor de It < 0 representa la entrada de iones positivos al interior de la ce´lula
y un incremento del potencial de accio´n, es decir, la despolarizacio´n de la ce´lula. Una
reduccio´n de Vm (repolarizacio´n de la ce´lula) es producida por un valor positivo de
la corriente. En general, la corriente Iion es la suma de las corrientes individuales
que atraviesan la membrana:
Iion =
n∑
x=1
Ix. (2.4)
Generalmente, la corriente Ix es una funcio´n del voltaje transmembrana, es decir
una funcio´n no lineal de algunas variables que representan los canales que gobiernan
el flujo de corriente, expresadas en:
Ix = Gx
(
m∏
p=1
Zqp
)
(Vm − Ex) (2.5)
donde Zp es el estado promedio de un determinado canal (cuando Z = 0, esta´ cerra-
do, caso contrario, abierto), Gx es la conductancia ma´xima y Ex es el potencial
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inverso de Ix (potencial de reposo). Mientras que el estado de los canales dependen
del tiempo de la siguiente manera:
dZ
dt
= αz(Vm)(1− Z) + βz(Vm)Z (2.6)
donde αz y βz son constantes de velocidad dependientes de Vm.
Cada una de las ce´lulas es capaz de generar un potencial de accio´n pero no son
independientes, como dijimos, esta´n unidas por canales intercelulares lo que hace
que se comporten como un sincitio. Las propiedades de la membrana son usualmente
estudiadas a partir del Modelo del Cable, donde las resistencias inferiores (ver
esquema 2.6) ra representan las uniones gap. En un tejido continuo, la distancia
entre cada nodo de la cadena de resistores es ı´nfima. La corriente trasmembrana (It)
se describe mediante la ecuacio´n diferencial parcial:
Cm
∂Vm
∂t
+ Iion = −It (2.7)
mientras que la corriente intercelular total Ii = Iix + Iiy esta´ dada por:
gix
∂Vm
∂x
+ giy
∂Vm
∂y
= Ii (2.8)
donde gix y giy son las conductividades, x es la direccio´n paralela a las fibras
mioca´rdica e y la perpendicular de las mismas. Adema´s, la corriente total celular
por unidad de longitud esta´ dada por:
∂Ixi
∂x
+
∂Iyi
∂y
≈
∆Ixi
∆x
+
∆Iyi
∆y
= −(
It1
∆x
+
Ir2
∆y
) = −
It
∆
(2.9)
donde ∆x = ∆y = ∆ es la unidad de longitud. De estas ecuaciones, derivando y
omitiendo ∆ por simplicidad, tenemos:
gix
∂2Vm
∂x2
+ giy
∂2Vm
∂y2
= Cm
∂Vm
∂t
+ Iion. (2.10)
Si las coordenadas cambian de (x, y) a (X,Y ), siendo x = X e Y =
√
gix
giy
y, el
tejido en el sistema de coordenadas X,Y se comporta como isotro´pico. Uno puede
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estirar o estrujar una direccio´n para pasar de un comportamiento a otro, y es posible
porque la conductividad es uniforme a lo largo del tejido.
En el modelo del Cable, la corriente a trave´s de las uniones gap Ii se asume
constante. Sin embargo, evidencia experimental reciente indica que Ii (que se de-
tallara´ ma´s adelante en la seccio´n 2.6) decae exponencialmente en el tiempo con
constantes de tiempo en funcio´n del potencial. En esta tesis se propone reemplazar
Ii por una variable de recuperacio´n lenta. La modificacio´n propuesta es esquematiza-
da en la Fig. 2.7 donde a la resistencia de la unio´n gap se le agrega una inductancia,
por unidad de longitud, en serie, La (ver Fig. 2.7).
Figura 2.7: Esquema del Modelo del Cable Extendido.
En el nuevo modelo la ecuacio´n 2.8 se escribe como:
∂Vm
∂x
=
1
gix
Iix + Lix
∂Iix
∂t
(2.11)
de manera ana´loga para Iiy, y donde se asume que Lix y Liy son inductancias por
unidad de longitud constantes.
Siguiendo la evidencia experimental definimos:
1
gix
= A0 exp(|Vix| /vc) (2.12)
con A0 y vc constantes, y
Vix =
∂Vm
∂x
(2.13)
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e ide´nticamente para la direccio´n en y. Asumiendo que Iix e Iiy son funciones anal´ıti-
cas, con las aproximaciones (gixv0)
−1 << 1, (giyv0)
−1 << 1, obtenemos:
Cm
∂Vm
∂t
+ Iion = − (Itx + Ity) (2.14)
∂Itx
∂t
+
1
gixLix
Itx = −
1
Lix
∂2Vm
∂x2
(2.15)
∂Ity
∂t
+
1
giyLiy
Ity = −
1
Liy
∂2Vm
∂y2
(2.16)
It = Itx + Ity (2.17)
donde ∆ nuevamente fue´ omitido por simplicidad. Esta generalizacio´n del Modelo
del Cable se reduce al caso anterior bajo las siguientes condiciones:
1. Estado estacionario para Iix e Iiy
2. Ce´lulas aisladas (es decir, ∂
2Vm
∂x2
= ∂
2Vm
∂y2
= 0) a Iti → 0 cuando t → ∞ para
i = 1, 2.
2.3. Patrones Espaciotemporales y Arritmias Card´ıacas.
La contraccio´n normal del mu´sculo card´ıaco esta´ gobernada por la propagacio´n
del potencial de accio´n en impulsos sucesivos que suceden una vez que se ha superado
el per´ıodo refractario y recorren caminos de conduccio´n espec´ıficos. Algunas ce´lulas
del mu´sculo card´ıaco son capaces de dar inicio a los latidos. Las ce´lulas automa´ticas
que normalmente se descargan con mayor frecuencia esta´n localizadas en el no´dulo
sinoauricular (SA), quien es conocido como el marcapasos natural. Las fibras del
no´dulo SA se entremezclan gradualmente con las del haz de His, que es el comienzo
del sistema de conduccio´n especializado de los ventr´ıculos. Si en algu´n momento esta
conduccio´n es alterada, suceden alteraciones ele´ctricas conocidas como arritmias.
En el estudio de sistemas qu´ımicos, f´ısicos o biolo´gicos, como en este caso, se ha
observado la aparicio´n de feno´menos organizados emergentes que surgen esponta´nea-
mente a consecuencia de estados distantes del equilibrio. Cuando estos feno´menos
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evolucionan en forma acoplada en el espacio y en el tiempo se dice que se han ge-
nerado patrones espaciotemporales. El corazo´n tiene una frecuencia de entre
70 y 80 latidos por minuto, pero esta regularidad puede ser perdida, origina´ndose
alteraciones que afectan la posibilidad de contraerse para generar un latido normal.
En las arritmias card´ıacas aparecen patolo´gicamente excitaciones locales, como fo-
cos ecto´picos u ondas de reentrada, altera´ndose de esta manera la contraccio´n del
corazo´n. Se ha estudiado (Ref. [39]) que la primera fase de la fibrilacio´n ventricu-
lar es similar a una taquicardia, ya que aparecen ondas espirales o una pareja de
ondas espirales que giran en sentidos opuestos y esta´n provocadas por un est´ımu-
lo prematuro (cuando au´n el frente de onda no ha llegado). Estas ondas espirales
se hacen inestables y se desintegran dando origen a la fibrilacio´n. Una causa de
inestabilidades dina´micas en el tejido card´ıaco es el ra´pido restablecimiento de la
duracio´n del potencial de accio´n y de la velocidad de conduccio´n. Estudios sobre
modelos del tipo de Fitz Hugh Nagumo en medios homoge´neos han mostrado que
la inestabilidad ma´s simple se origina cuando una onda espiral serpentea, es decir,
la punta del espiral describe trayectorias floreadas (ver Fig. 2.8). Esta inestabilidad
se origina a partir de una bifurcacio´n de Hopf secundaria, que causa un movimiento
cuasi-perio´dico. Esta transicio´n del serpenteo cuasi-perio´dico deriva en un serpenteo
cao´tico o meandering, en el que la onda espiral describe una trayectoria irregular.
En una transicio´n ma´s, se origina lo que se conoce como disgregacio´n de las espirales
o caos, en la que las ondas espirales se crean y destruyen continuamente.
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Figura 2.8: Algunas variedades de trayectorias de las puntas de las ondas espirales. (A) circular;
(B) epicicloide; (C) cicloide; (D) hipocicloide; (E) hiperserpenteante; (F ) lineal. Extra´ıdo de [39].
Desde el punto de vista me´dico, cada una de estas arritmias, y por tanto cada
uno de estos patrones se corresponde con un tipo de electrocardiograma. En la Fig.
2.9 se puede observar una comparacio´n entre los diferentes frentes de onda espirales
(las dos primeras columnas) y la presentacio´n cl´ınica recie´n descrita. A medida que
se avanza en la tabla se puede ver co´mo se agrava el cuadro cl´ınico.
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Mecanismo
subyacente
Dinámica
espacial
Electrocardiograma Presentación
clínica
Ondaespiral
estable
Taquicardia
ventricular
monomórfica
Torsades
de pointes
Taquicardia
ventricular
polimórfica
Onda espiral
con serpenteo
cuasi-periódico
Onda espiral
con serpenteo
caótico
Disgregación
de ondas
espirales
Fibrilación
ventricular
Figura 2.9: Tipos de ondas espirales y sus manifestaciones cl´ınicas. Fig. extra´ıda de [39]
2.4. Modelos dina´micos para Iion
El estudio de los feno´menos ele´ctricos en ce´lulas tuvieron sus inicios en el si-
glo XVIII, cuando se demostro´ que la aplicacio´n de corrientes ele´ctricas provocaba
contracciones en ancas de rana. Ya en el siglo XIX, Berstein logro´ medir el curso
temporal de los cambios de voltaje de la membrana de una fibra nerviosa marcando
el origen de la electrofisiolog´ıa moderna. Durante la Segunda Guerra Mundial, Alan
Hodgkin y Andrew Huxley estudiaron experimentalmente la dina´mica del voltaje
transmembrana del axo´n de una neurona de calamar, aplica´ndole una estimulacio´n
ele´ctrica externa; y propusieron un modelo de cuatro ecuaciones diferenciales no
lineales, que explico´ y caracterizo´ todos los resultados experimentales hasta ese mo-
mento.
El modelo de Ba¨r, empleado en la presente tesis, aunque fue inicialmente desa-
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rrollado para describir la dina´mica de reacciones qu´ımicas es un modelo universal
(adimensional) y resulta u´til para el estudio de feno´menos ele´ctricos en ce´lulas, dado
que contempla la aparicio´n de caos (asociado a fibrilacio´n) como situacio´n posible.
En esta Tesis el modelo fue extendido espacialmente teniendo en cuenta el Mode-
lo del Cable Extendido; obteniendo as´ı un sistema de tres ecuaciones diferenciales,
donde se tiene en cuenta, para el caso particular de las ce´lulas card´ıacas, el pasaje
de iones entre ce´lulas adyacentes debido a las uniones gap.
2.4.1. Modelo de Barkley
El modelo de Barkley es relativamente simple y se sabe que produce ondas pa-
ra medios excitables. Las ecuaciones adimensionales de reaccio´n difusio´n de este
modelos son:
dU
dt
=
1
ǫ
U(U − 1)(U −
V + b
a
) (2.18)
dV
dt
= U − V (2.19)
donde U y V son las concentraciones del activador e inhibidor, y ǫ es el radio de la
escala temporal. Los para´metros a y b son espec´ıficamente los activadores cine´ticos,
b controla el umbral de excitacio´n del sistema. Si los para´metros a y b se eligen
positivos, el modelo se corresponde con un medio excitable y si a < 1 + b con un
medio biestable [3].
2.4.2. Modelo de Ba¨r
El modelo de Ba¨r es un modelo dina´mico de dos variables. En el contexto que
nos ocupa, las variables U y V se relacionan con Iion y el potencial de membrana,
respectivamente. En el modelo, los para´metros relevantes son b, que representa el
umbral de excitacio´n y ǫ, que representa la relacio´n de escalas de tiempo entre la
variable ra´pida o activador U ; y la variable lenta o inhibidor V .
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dU
dt
=
1
ǫ
U(U − 1)
[
U −
(V + b)
a
]
= g(U, V ) (2.20)
dV
dt
= f(U)− V = h(U, V ) (2.21)
donde
f(U) =


0 si U < 1/3
1− 6,75U(U − 1)2 si 1/3 ≤ U ≤ 1
1 si U > 1
(2.22)
Para clasificar los puntos de equilibrio del sistema se igualan las ecuaciones del
modelo a cero,
0 =
1
ε
U(U − 1)
[
U −
(V + b)
a
]
0 = f(U)− V
obtenie´ndose V = f(U) y,
U =


0
V +b
a
1
La matriz de linealizacio´n del sistema de Ba¨r alrededor del punto fijo de coorde-
nadas (U0, V0) es:
A =


∂g
∂U
∂g
∂V
∂h
∂U
∂h
∂V


∣∣∣∣∣∣∣∣∣
(U0,V0)
.
El sistema modela un medio excitable para valores positivos de b y a < 1+ b [12].
El ana´lisis de estabilidad del sistema conduce a la existencia de 3 puntos fijos: uno
estable y dos inestables (ver Fig. 2.10).
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Figura 2.10: Isoclinas del modelo de Ba¨r, para a = 0,84 y b = 0,07. Las l´ıneas punteadas muestran
los perfiles de pulsos correspondientes a distintos valores de ǫ. (I- ǫ=0.04; II- ǫ=0.07; III- ǫ=0.1).
Modificado de [12].
2.5. Extensiones espaciales segu´n el Modelo del Cable
Considerando el Modelo del Cable, podemos extender estos modelos dina´micos a
modelos espaciales con ecuaciones de reaccio´n difusio´n. Los patrones espaciotempo-
rales generados en estos contextos son de particular intere´s por sus aplicaciones.
En un sistema excitable pulsos ide´nticos pasan a trave´s de una dada regio´n del me-
dio, conservan su forma y su velocidad constantes. A continuacio´n se presentan las
extensiones de los modelos de Barkley y Ba¨r con las ecuaciones de reaccio´n difusio´n
considerando el modelo del Cable.
2.5.1. Modelo del Barkley
El modelo de Barkley es un modelo celular simple y muestra excitabilidad. Para
describir la variacio´n temporal de Iion as´ı como su dependencia de Vm este modelo
es extendido espacialmente presentando espirales y meandering (ver Fig. 2.11).
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Figura 2.11: Diagrama de fase del modelo espacial de Barkley. MS: meanderig de espirales, S:
espirales estables, SE: zona subexcitable, NW: no hay ondas, BI: biestabilidad.
Las ecuaciones que describen este modelo extendido, siguiendo las ecuaciones de
reaccio´n difusio´n son:
∂U
∂t
= ǫ−1U(1− U) [U − (V + b)/a] +DU∇
2U (2.23)
∂V
∂t
= U − V (2.24)
donde U y V son las variables del modelo original y DU representa la constante
de difusio´n del activador.
2.5.2. Modelo de Ba¨r
Si extendemos el modelo de Ba¨r de acuerdo con el modelo del Cable, las ecuaciones
correspondientes son:
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∂U
∂t
=
1
ε
U(U − 1)
[
U −
(V + b)
a
]
+DU∇
2U (2.25)
∂V
∂t
= f(U)− V. (2.26)
Al modificar los para´metros ǫ y b en el modelo de Ba¨r surge una amplia diversidad
de patrones espaciotemporales: espirales, meandering (serpenteo), turbulencia. En
la figura 2.12 se muestra el diagrama de fases completo para el modelo de Ba¨r
en un medio homoge´neo bidimensional, como se presenta en la referencia [12]. La
regio´n entre las regiones turbulentas T1 y T2 esta´ definida por el comienzo de las
reexcitaciones en el sistema unidimensional. A partir de valores crecientes de ǫ las
trayectorias pasan cada vez ma´s tiempo alrededor del punto fijo inestable, sin poder
alcanzar el equilibrio. Una particularidad de este sistema (motivo por el cua´l lo
escogimos para nuestro modelo) es que presenta dos regiones del espacio de fases
con turbulencia (T1 y T2).
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Figura 2.12: Diagrama de fases para el modelo de Ba¨r con difusio´n constante y condiciones de
contorno perio´dicas, para a = 0,48. (S) Espirales de rotacio´n r´ıgida. (M) Meandering o serpenteo
(N) Ausencia de ondas. (T1) Turbulencia: ruptura de espirales. (T2) Turbulencia: Backfiring. (SI)
Saddle loop, se crea un ciclo l´ımite estable alrededor del punto fijo inestable.
En la tesis [9] se realizaron estudios nume´ricos del modelo en 2D, se encontraron
los patrones t´ıpicos de cada regio´n como se puede apreciar en la figura 2.13 donde
se mantuvieron valores de a y b fijos y se recorrieron varias zonas del diagrama de
fase, so´lo variando ǫ, con coeficiente de difusio´n constante.
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Figura 2.13: Patrones espacio temporales obtenidos con difusio´n constante 1, a=0.84, b=0.07; sien-
do (a)ǫ=0.04; (b)ǫ=0.06; (c)ǫ=0.075; (d)ǫ=0.08; (e)ǫ=0.12; (f)ǫ=0.14. El nivel de gris representa
la concentracio´n de la variable de activacio´n U .
2.6. Modificaciones al Modelo del Cable
Siguiendo la evidencia experimental se modifico´, como ya mencionamos (ver Fig.
2.7), el modelo del cable para modelar las uniones gap.
Como ya se describio´, las uniones gap esta´n formadas por conexones, las cua-
les esta´n compuestas por 6 prote´ınas del mismo tipo llamadas conexinas. Para las
uniones gap card´ıacas estas conexinas pueden ser: C × 40, C × 43 y C × 45. Las
uniones gap transmiten los impulsos ele´ctricos a trave´s de los gradientes de voltaje
intracelular transitorios y son esenciales para la propagacio´n del potencial de accio´n.
Estudios experimentales realizados por Lin y Veenstra ([29] -[30]) sobre la regu-
lacio´n de la C × 40 y C × 43 dan un indicio de que no es suficiente la modelizacio´n
por medio de una resistencia de las uniones gap. Los autores mostraron que las
propiedades de compuerta (apertura y cierre del canal) de la C × 43 son suficientes
para producir cambios en las resistencias de las uniones entre dos ce´lulas a las que
se las somete a un gradiente de voltaje equivalente a la amplitud del potencial de
accio´n del ventr´ıculo card´ıaco. Para evaluar la funcio´n de la C×40, se estudiaron sus
propiedades sobre el corazo´n de rato´n, con esta prote´ına inactivada, observa´ndose
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una prolongacio´n del intervalo PR y un bloqueo del haz de Purkinje. Los autores
demostraron que las uniones gap son tiempo y voltaje dependientes. La disminucio´n
de Ii es exponencial en el tiempo con constantes de tiempo en funcio´n de Vi, como
se puede ver en la Fig. 2.14.
Tiempo(ms)
pA
Corrientes de la unión gap
AP#1
AP#SS
200
160
120
80
40
0
0
25 50 75 100 125 150 175
Figura 2.14: Corriente de la unio´n gap debida a la conexina 40, donde la corriente entre ce´lulas y
la conductancia responden al potencial de accio´n con una forma espiral. Extra´ıdo de [29].
En estos experimentos, un potencial constante Vi a trave´s de la unio´n se aplica
utilizando un protocolo de pulsos, donde se repite un pulso cinco veces y el promedio
de Ii fue ajustado con una funcio´n de decaimiento exponencial para determinar las
constantes de tiempo de decaimiento. Los rec´ıprocos del tiempo de decaimiento
constante (τ) de 4 a 10 experimentos para cada Vi fueron ajustadas con la siguiente
funcio´n exponencial.
1
τ
= A0 exp(|Vi| /v0) (2.27)
donde A0 y v0 son constantes.
La modificacio´n propuesta conduce a reescribir la ecuacio´n (2.8) como:
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∂Vm
∂x
=
1
gix
Iix + Lix
∂Iix
∂t
(2.28)
∂Vm
∂y
=
1
giy
Iiy + Liy
∂Iiy
∂t
(2.29)
donde Lix y Liy son inductancias asumidas constantes,
1
gix
= A0 exp(|Vix| /vc) (2.30)
con A0 y vc constantes, y
Vix =
∂Vm
∂x
(2.31)
e ide´nticamente en la direccio´n de y.
Notar que si Vix es constante Ii es una funcio´n con decaimiento exponencial con
tiempo de decaimiento constante dependiendo de Vix, como se observo´ experimen-
talmente.
2.6.1. Extensio´n al Modelo de Barkley
El modelo de Barkley fue´ extendido, usando el modelo del Cable Extendido con
coeficiente de difusio´n constante, siendo descrito por las ecuaciones:
∂U
∂t
= ε−1U(1− U) [U − (V + b)/a] +
2∑
j=1
Wj (2.32)
∂V
∂t
= U − V (2.33)
∂Wj
∂t
= −kjWj + kjD
∂2U
∂x2j
(2.34)
donde W es una versio´n adimensional de It, los sub´ındices j = 1, 2 consideran las
dos direcciones cartesianas en un tejido bidimensional. Mientras que kj esta´ dado
por:
kj = A exp([
∂U
∂xj
]2/B) (2.35)
91
donde A and B son constantes relacionadas con A0 y vc. Considerando
∂Wj
∂t
= 0
se reduce al modelo original.
A partir de este modelo extendido se obtuvieron los resultados que se evidencian
en el la Figura 2.15 en el espacio de para´metros A − B. Las simulaciones fueron
realizadas con kjD=1, ǫ=0.02, a=0.7 y b=0.05. Para estos para´metros el modelo
original con coeficiente de difusio´n constante (D = 1) exhibe meandering.
MS
S
Figura 2.15: Diagrama de fase del modelo de Barkley extendido. MS: meandering de espirales, S:
espirales estables.
2.6.2. Extensio´n al Modelo de Ba¨r
De manera ana´loga al caso anterior, hemos considerado el modelo de Ba¨r para la
modelizacio´n de Ii. El modelo extendido esta´ dado por las ecuaciones diferenciales:
∂U
∂t
=
1
ε
U(U − 1)
[
U −
(V + b)
a
]
+W
∂V
∂t
= f(U)− V
∂Wj
∂t
= −kjWj + kjD∆U (2.36)
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donde, como antes, la variable de voltaje U , permite la libre excitacio´n regene-
rativa a trave´s de una retroalimentacio´n positiva. La variable de recuperacio´n V ,
provee una retroalimentacio´n negativa ma´s lenta. La variable adicional W que mo-
dela expl´ıcitamente la variacio´n temporal de la corriente intercelular a trave´s de los
canales conexina y kj viene dada por la ecuacio´n (2.35). Se utilizaron los para´metros
a = 0,84; b = 0,07 y ǫ = 0,11. En esta Tesis realizamos una caracterizacio´n de este
modelo en funcio´n de los para´metros A y B.
2.7. Implementacio´n Computacional
Para la simulacio´n nume´rica se utilizo´ un arreglo unidimensional de 256 puntos
con condiciones de contorno perio´dicas. Se considero´ un modelo unidimensional para
simular una fibra del tejido card´ıaco.
El co´digo del programa fue´ escrito en lenguaje C y ejecutado en el cluster del
Grupo de Sistemas Complejos durante el u´ltimo an˜o y medio de mi beca doctoral.
El costo computacional de estos programas es elevado, a modo de ejemplo, una sola
simulacio´n para generar un patro´n espacio temporal involucra aproximadamente 4
meses, dependiendo del paso de integracio´n elegido.
Para la integracio´n nume´rica de nuestro modelo se utilizo´ un esquema de Euler de
3 puntos para el ca´lculo del Laplaciano, como se puede apreciar en los siguientes
ca´lculos:
∂
∂x
[D
∂f
∂x
] = D[i+
1
2
]{f [i+ 1]− f [i]} −D[i−
1
2
]{f [i]− f [i− 1]} =
D[i+ 1] +D[i]
2
f [i+ 1]− {
D[i+ 1] + 2D[i] +D[i− 1]
2
}f [i] +
D[i] +D[i− 1]
2
f [i− 1].
El tiempo ma´ximo de integracio´n fue de 300seg., siendo el paso temporal de integra-
cio´n de dt = 1× 10−8 o´ dt = 1× 10−9 y el paso espacial de integracio´n tomo´ valores
dx=0.05, 0.025, 0.01; a medida que se quer´ıa mejorar la resolucio´n del patro´n espa-
cio temporal. Los niveles de gris en los diagramas espacio temporales representan la
concentracio´n de U , donde el blanco corresponde al nivel ma´ximo observado.
Los valores de los para´metros (A;B) explorados en un principio fueron: (0,01; 1);
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(0,01; 5); (0,01; 100); (0,01;∞); (0,05; 1); (0,05; 3); (0,05; 5); (0,1; 1); (0,1; 2); (0,1; 3);
(0,1; 5); (0,1; 50); (0,1; 100); (0,1;∞); (0,2; 1); (0,2; 2); (0,2; 5); (0,2; 100); (0,2;∞);
(0,4; 2); (0,4;∞); (0,6;∞); (0,8;∞); (0,9; 2); (1; 50); (1;∞); (1,1; 2); (1,4;∞). De-
bido a la complejidad del comportamiento observado se decidio´ explorar so´lo una
l´ınea de este conjunto; se opto´ por mantener fijo el para´metro B = 1, y explorar el
comportamiento en funcio´n del para´metro A del sistema.
2.8. Resultados
En nuestras simulaciones, partimos de un pulso inicial, como el de la figura 2.16.
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Figura 2.16: Simulacio´n de un potencial de accio´n correspondiente a los ventr´ıculos.
Dado un valor fijo del para´metro A se integraron las ecuaciones 2.36 en funcio´n del
tiempo. En todos los casos se encontraron pulsos estables como respuesta asinto´tica
del problema, son ondas viajeras (ver Fig. 2.17) con longitud de onda (o frecuencia)
dependiente del valor de A.
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Perfil de Concentracion evolucionando
A=0.01
Figura 2.17: Simulacio´n de un potencial de accio´n evolucionando en el tiempo.
Pulsos viajando en direcciones contrarias, se aniquilan. Por lo tanto, no es posi-
ble esperar caos en este sistema, al menos en una dimensio´n, y con condiciones de
contorno perio´dicas.
En la Fig. 2.17 se muestra la evolucio´n temporal de un pulso potencial. Los distintos
colores representan distintos tiempos que hemos considerado equitemporalmente,
cada 40 milisegundos.
Para algunos valores de A se observo´ la coexistencia de ondas de distinta frecuencia,
los resultados obtenidos se racionalizan utilizando gra´ficos espacio temporales, de-
terminando la longitud de onda para cada valor de A (ver Figura 2.19). Es posible
preguntarse entonces, cua´ntos per´ıodos distintos pueden coexistir. Nuestras simula-
ciones sindican que el sistema soporta hasta 4 per´ıodos distintos. Una vez alcanzado
este estado, el sistema evoluciona (aumentando A) hacia un estado de no ondas para
comenzar nuevamente con un per´ıodo, 2, 4 y as´ı sucesivamente.
Evidencia experimental llevada a cabo sobre cultivos celulares estructurados de car-
diomiocitos de rata recie´n nacida, consistio´ en una tira tisular central de cardiomio-
citos de 10mm de longitud (horizontal) de la que salen dos ramas perpendiculares
de 460µm de longitud en el centro del campo de visio´n. Las preparaciones se esti-
mulaban a frecuencia constante mediante un electrodo situado a varios mil´ımetros a
la izquierda del campo de visio´n. Las caracter´ısticas de la propagacio´n del impulso
a trave´s del punto de bifurcacio´n se analizaron mediante te´cnicas o´pticas de alta
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resolucio´n temporoespacial utilizando contrastes sensibles al voltaje. De estos expe-
rimentos se desprende que la velocidad de propagacio´n es de aprox. 225 µm/ms [28],
las unidades de medida en nuestras simulaciones se escogieron de manera de obtener
valores de velocidad comparables con los experimentales (ver tabla de velocidades
2.1).
A |v|µm/ms A |v|µm/ms
0,01 100 0,045 175
0,015 75 0,05 −−−
0,02 175 0,055 112,5
0,025 200 0,06 112,5
0,03 300 0,07 100
0,035 −−− 0,08 125
0,04 100 0,09 100
0,0425 −−−
Cuadro 2.1: Velocidades de los frentes de onda en funcio´n del para´metro A, para el para´metro
B = 1.
Para racionalizar estos hallazgos se construyo´ el diagrama de la Fig. 2.18.
t
Figura 2.18: Diagrama de per´ıodos en funcio´n del para´metro A.
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Figura 2.19: Distintos valores del para´metro A para B=1 a trave´s de la fibra card´ıaca. La escala
de grises muestran el pulso viajando. Para mejorar la visualizacio´n no se respetaron las escalas
espaciales y temporales entre diagramas.
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2.9. Conclusiones y Trabajo a Futuro
Las caracter´ısticas de las uniones gap influyen significativamente en la propaga-
cio´n del impulso ele´ctrico a trave´s del mu´sculo card´ıaco. Se demostro´ con anteriori-
dad a este trabajo que para el caso del modelo de Barkley, valores de los para´metros
(A = 1 y B = ∞) donde el sistema tiene coeficientes de difusio´n constante, sin
reduccio´n adiaba´tica de W , se observan espirales estables en lugar del estado ser-
penteante observado en el modelo de Barkley original. Por lo tanto, el modelado de
las uniones gap introduce modificaciones no triviales en la propagacio´n del potencial
de accio´n.
La regulacio´n de los canales intracelulares podr´ıa tener intere´s en situaciones en
las que nos interese mantener abiertas las uniones gap. Es sabido que durante la
isquemia mioca´rdica se produce un cierre paulatino de las uniones gap, lo cual a su
vez se ha relacionado con la aparicio´n de arritmias ventriculares, que como dijimos
nos pueden conducir a la fibrilacio´n ventricular que resulta mortal.
En el modelo de Ba¨r, la modulacio´n de las caracter´ısticas de las uniones gap
permite la coexistencia de ondas viajeras de distinta frecuencia o longitud de onda,
situacio´n que puede relacionarse con la aparicio´n de arritmias por reentrada.
Queda por mejorar la resolucio´n de varios valores de A y explorar distintos valores
de B.
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Cap´ıtulo 3
Estudio de Series Temporales de
Electrocardiogramas
3.1. Introduccio´n
Como se explico´ en la Introduccio´n General, los sistemas dina´micos constan de
estados que vienen definidos por una serie de variables dependientes del tiempo (va-
riables de estado) y por una serie de leyes (una dina´mica) que expresan los cambios
de las variables a lo largo del tiempo. En el cap´ıtulo anterior se mostro´ como la
propagacio´n del potencial trasmembrana a trave´s del mu´sculo card´ıaco puede ser
modelada a trave´s de un sistema dina´mico no lineal de caracter´ısticas excitables.
La manifestacio´n, sobre la superficie corporal de esta actividad ele´ctrica es el elec-
trocardiograma, que mide la diferencia de potencial entre dos puntos espec´ıficos de
la superficie corporal. La sen˜al electrocardiogra´fica arroja informacio´n no so´lo de
la magnitud de la actividad ele´ctrica, sino tambie´n de la direccio´n de propagacio´n.
En este Cap´ıtulo se analizaron series temporales de variabilidad del ritmo card´ıaco
(intervalos RR). Estudios previos mostraron que estas series poseen caracter´ısticas
no lineales influenciadas por la regulacio´n del sistema neurohormonal sobre la accio´n
de marcapasos del corazo´n. El objetivo de este cap´ıtulo es ver cua´l es la contribu-
cio´n a la variabilidad del ritmo card´ıaco en patolog´ıas como insuficiencia card´ıaca y
ectop´ıas ventriculares, que provocan el aumento de la dimensio´n de embedding.
El sistema nervioso auto´nomo es una parte del sistema nervioso que controla la ma-
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yor´ıa de las funciones viscerales. Una de las caracter´ısticas ma´s sorprendentes del
sistema es la rapidez e intensidad con la que puede cambiar las funciones, por ejem-
plo, en un plazo de 3 a 5 segundos es posible duplicar la frecuencia card´ıaca sobre
el nivel normal. Las sen˜ales auto´nomas se transmiten hacia los distintos o´rganos del
cuerpo a trave´s de sus dos componentes principales: sistema nervioso simpa´tico y pa-
rasimpa´tico. Las fibras nerviosas simpa´ticas y parasimpa´ticas segregan ba´sicamente
una de las dos sustancias transmisoras de la sina´psis: acetilcolina o noradrenalina.
Las fibras que liberan acetilcolina se llaman coline´rgicas y las que emiten noradre-
nalina se llaman adrene´rgicas [21].
En este Cap´ıtulo se estudian registros electrocardiogra´ficos de 24hs. obtenidos
experimentalmente y que actualmente esta´n organizados en la Base de Datos del
Grupo de Sistemas Complejos (www.faeca.org.ar). Los resultados se completan
con aquellos obtenidos sobre registros de la base pu´blica del Massachussets Insti-
tute of Technology, M.I.T., (www.physiobank.org). Los ECG-Holter registran la
actividad card´ıaca de un individuo en forma ambulatoria, es decir, la evolucio´n del
corazo´n en su entorno normal bajo la accio´n de control del sistema neurohormonal.
La evolucio´n de este sistema se estudia a partir del observable: intervalos RR, que
son los intervalos entre dos picos R sucesivos (ver Fig. 3.1).
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IntervaloR-R
Figura 3.1: Para la construccio´n de las series temporales que nosotros empleamos se considera el
tiempo transcurrido entre dos picos R consecutivos.
Se han analizado tres grupos poblacionales:
1. Un grupo control de individuos sanos
2. Un grupo de pacientes con arritmia ventricular
3. Un grupo de pacientes con insuficiencia card´ıaca congestiva.
La variabilidad del ritmo card´ıaco ha sido estudiada desde hace muchos an˜os,
algunas de las ma´s conocidas medidas, como ser SDANN (la desviacio´n esta´ndar
de los intervalos), RMSSD (la desviacio´n esta´ndar de la diferencia de dos intervalos
sucesivos) y pNN50 (el cociente entre el nu´mero de veces que la secuencia de diferen-
cias absolutas sucesivas de los intervalos RR es menor a 50ms.), son tan aceptados
en la actualidad que son incluidos en el software de los electrocardio´grafos que ac-
tualmente esta´n en el mercado. Este cap´ıtulo continu´a la l´ınea comenzada por la
Dra. Daniela Andre´s, estudiando las caracter´ısticas no-lineales de la variabilidad de
la frecuencia card´ıaca en los distintos grupos poblacionales [4].
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3.2. Series Temporales de Electrocardiogramas
La actividad ele´ctrica del corazo´n puede registrarse de un modo no invasivo mi-
diendo las diferencias de potencial entre varios puntos de la superficie del cuerpo,
en lo que se conoce como electrocardiograma (ECG). El electrocardiograma es fun-
damental para el estudio de los pacientes con arritmias card´ıacas, trastornos de
la conduccio´n, s´ındrome de reexcitacio´n y pacientes con cardiopat´ıa isque´mica. En
general es u´til para el diagno´stico y el estudio evolutivo de la mayor´ıa de las cardio-
pat´ıas. El electrocardio´grafo Holter es un electrocardiograma ambulatorio que graba
entre 24hs. y 72hs.. El electrocardio´grafo Holter fue inventado por el Dr. Norman
J. Holter en el an˜o 1947 en Estados Unidos, siendo el primero un inco´modo aparato
como se puede observar en la figura 3.2-izq.. Desde entonces ha tenido un consi-
derable desarrollo tanto desde el punto de vista tecnolo´gico como de diagno´stico,
actualmente es comparable con el taman˜o de un cassette (ver Fig. 3.2-der.).
Figura 3.2: Norman Holter con el primer electrocardio´grafo (izquierda). Holter 24hs moderno (de-
recha).
La te´cnica de Holter consiste en un sistema capaz de registrar el ECG del indi-
viduo en movimiento, para su posterior visualizacio´n y ana´lisis (ver Fig. 3.3). Para
ello se requiere disponer de un sistema de electrodos, una grabadora y un electro-
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cardioanalizador, que constituyen el equipo ba´sico de Holter.
Figura 3.3: Electrocardiograma 24hs de individuo sano, serie con la que se trabaja en esta tesis,
pero con artefactos.
Los electrocardiogramas se imprimen, obteniendo un gra´fico de funcio´n, en la
cual en el eje de las absisas se representa el tiempo en segundos y en el eje de las
ordenadas la diferencia de potencial entre dos puntos sobre la superficie corporal.
El electrocardio´grafo es un instrumento que permite registrar las variaciones de po-
tencial ele´ctrico desde diversos lugares de la superficie corporal.
Los electrodos se colocan sobre la superficie corporal en posiciones estandariza-
das que se conocen como derivaciones, existiendo doce en total en el electrocar-
diograma esta´ndar. Seis de ellas se distribuyen en el plano frontal (ver Fig.3.4),
brindando informacio´n acerca del movimiento del dipolo ele´ctrico en las direccio-
nes superior/inferior y derecha/izquierda, y seis derivaciones se distribuyen en el
plano horizontal, permitiendo recoger informacio´n acerca del desplazamiento an-
teroposterior. Las ondas del electrocardiograma pueden por lo tanto interpretarse
como una proyeccio´n vectorial del movimiento del frente de onda sobre cada una
de las derivaciones. Una onda de despolarizacio´n produce una deflexio´n positiva en
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el electrocardiograma al acercarse al electrodo (al polo positivo en el caso de las
derivaciones bipolares, DI, DII y DIII) y negativa al alejarse de e´l. Lo inverso ocurre
para las ondas de repolarizacio´n [36].
Figura 3.4: Derivaciones de un electrocardiograma esta´ndar.
Dado que el registro se hace durante per´ıodos largos y con el paciente en movi-
miento se deben disponer de electrodos adecuados y colocarlos de forma correcta.
Para entender el origen de las series temporales con las que trabajamos es necesario
conocer la morfolog´ıa ma´s habitual de un electrocardiograma normal, es decir, ante
un ECG un ojo experto debe detectar las siguientes ondas (ver Fig. 3.5):
Onda P: Normalmente su altura no debe superar los 2,5mm. y su anchura los
0,1seg.. Corresponde a la difusio´n de la excitacio´n por las aur´ıculas.
Complejo QRS: La morfolog´ıa var´ıa de acuerdo a las distintas derivaciones;
normalmente su anchura es inferior a 0,1seg. y la altura de la R no es superior
a los 25mm.. Por otra parte, la onda Q no suele superar el 25 % de la R siguiente.
Este complejo corresponde a la activacio´n de los ventr´ıculos.
Onda T: En principio, en el adulto, la onda T es positiva en todas las deriva-
ciones; en cambio en el nin˜o es normal que sea negativa. Esta onda representa
la distensio´n de los ventr´ıculos.
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Onda U: En alguna ocasio´n se observa, despue´s de la onda T, una pequen˜a onda
que normalmente tiene la misma polaridad que la onda T, pero se desconoce el
significado fisiolo´gico.
Figura 3.5: Ondas P, Q, R, S y T en un electrocardiograma.
Conduccio´n del impulso card´ıaco
Las propiedades de automatismo (capacidad de iniciar un latido card´ıaco) y de
ritmicidad (su frecuencia y regularidad en la actividad como marcapasos) son in-
tr´ınsecas al tejido card´ıaco. En todas las ca´maras card´ıacas al menos hay algunas
ce´lulas capaces de dar inicio a los latidos. Estas ce´lulas automa´ticas se localizan
fundamentalmente en los no´dulos y tejidos de conexio´n especializados.
El no´dulo sinoauricular (SA) es el marcapasos natural del corazo´n. Los nervios
auto´nomos regulan la frecuencia card´ıaca liberando neurotransmisores que modifi-
can las corrientes io´nicas a trave´s de las membranas celulares.
Desde el no´dulo sinoauricular el impulso se conduce hasta el no´dulo auriculoventri-
cular (AV). El no´dulo AV es, en condiciones normales, el u´nico punto de entrada
del impulso card´ıaco desde las aur´ıculas a los ventr´ıculos. El principal retraso en el
paso de los impulsos desde las aur´ıculas hacia las ce´lulas miocardias del ventr´ıculo
se produce en la regio´n del no´dulo AV; esto se aprecia en el electrocardiograma en el
intervalo PR. Este retraso permite que la contraccio´n auricular contribuya en forma
o´ptima al llenado ventricular. Las ce´lulas de la regio´n del no´dulo se caracterizan por
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potenciales de accio´n de respuesta lenta. Los nervios card´ıacos simpa´ticos facilitan
la conduccio´n AV: reducen el tiempo de conduccio´n AV y refuerzan la ritmicidad
de los marcapasos latentes en la unio´n AV.
El haz de His es el comienzo del sistema de conduccio´n especializado de los ven-
tr´ıculos, se divide en dos ramas principales, las cuales a su vez se ramifican en las
llamadas fibras de Purkinje. Estas fibras son las ma´s extensas del corazo´n y la ve-
locidad de conduccio´n del impulso card´ıaco a trave´s de este sistema de fibras es la
ma´s ra´pida de todos los tejidos del corazo´n, lo que permite la activacio´n ra´pida de
toda la superficie endo´crina de los ventr´ıculos.
En las condiciones adecuadas, un impulso card´ıaco puede volver a excitar una de-
terminada regio´n a trave´s de la cual ya ha pasado, se conoce como reentrada. Este
feno´meno de reentrada es el responsable de muchas alteraciones cl´ınicas del ritmo
card´ıaco.
Una condicio´n necesaria para la reentrada es que en algu´n punto del circuito, el
impulso pueda continuar en un sentido pero no en otro; este feno´meno se denomina
bloqueo unidimensional. Lo ma´s habitual es que este tipo de bloqueo provenga de
un per´ıodo refractario prolongado en una zona posible del circuito de reentrada.
Grupos Poblacionales Estudiados
El ritmo card´ıaco puede ser sinusal (normal) o ecto´pico. Se considera sinusal
cuando la onda P es positiva y va seguida de un complejo QRS con intervalo PR,
en el adulto igual o mayor a 0.12seg. El intervalo PR puede ser menor si existe
un s´ındrome de preexitacio´n. El ritmo ecto´pico es un ritmo anormal, que se origina
por la activacio´n de un grupo de ce´lulas fuera del nodo sinoauricular. Los latidos
ecto´picos pueden ser auriculares o ventriculares. Estos u´ltimos se caracterizan por un
complejo QRS mucho ma´s ancho y alto de lo normal. El intervaloRR es tambie´n ma´s
ancho que el normal, de alrededor de 830ms, lo cual corresponde a una frecuencia
de 72 latidos por minuto.
En el marco de su tesis doctoral [4], la Md. Daniela Andre´s clasifico´ los grupos
poblacionales estudiados, en colaboracio´n con me´dicos y te´cnicos de los hospitales
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intervinientes. Dado que el intere´s se centra en estudiar el sistema dina´mico del
corazo´n, considerando la secuencia completa de latidos (normales y ecto´picos) se
realizo´ una inspeccio´n visual de todos los registros, previo a su clasificacio´n, para
eliminar los posibles artefactos. Un artefacto se produce cuando el software no ha
detectado correctamente el complejo QRS. En esta Tesis se utilizan series de ma´s
de 40.000 latidos, con menos del 8 % de artefactos, y sin segmentos de artefactos
superiores a 20seg.. En la Fig. 3.6 se puede observar una serie con y sin artefactos
de un paciente del grupo control.
Figura 3.6: Series temporales de un individuo sano (l´ınea negra) y despue´s de la eliminacio´n de
artefactos (l´ınea roja). Extra´ıdo de [4]
1. Grupo Control
A este grupo pertenecen los adultos sanos mayores de 15 an˜os en estado de
salud aparente. Es decir, aquellos que no presentan s´ıntomas de ningu´n tipo de
enfermedad, ni enfermedades cro´nicas como diabetes, ni consumen ningu´n tipo
de medicacio´n. Deben presentar Holter dentro de los para´metros normales. Los
criterios para definir normalidad fueron: frecuencia card´ıaca mayor a 40 por
min.; pausas nocturnas menores a 2seg.; ectop´ıas ventriculares y auriculares
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menores a 100 en cada caso en 24hs.; y ausencia de bloqueos o trastornos de la
conduccio´n. En total se analizaron 36 individuos adultos sanos de ambas bases
de ECG.
2. Grupo E.V.
Las extras´ıstoles ventriculares (E.V.) pueden observarse tanto en corazones
sanos como en los que tienen cardiopat´ıas estructurales. Se suele descartar
una patolog´ıa base siempre que las extras´ıstoles no sean muy frecuentes, con
formas complejas, o que el paciente manifieste s´ıntomas. Recientemente se ha
cuestionado la relacio´n entre estas arritmias y la funcio´n ventricular, lo que nos
lleva a redefinir en este sentido los l´ımites de salud-enfermedad. En este trabajo
los pacientes de este grupo son aquellos con ma´s de 100 E.V. en 24hs. En total
se analizaron 28 pacientes adultos con E.V.
3. Grupo I.C.C.
La insuficiencia card´ıaca congestiva (I.C.C.) es un s´ındrome y su diagno´stico es
cl´ınico; resulta de trastornos ya sea estructurales o funcionales, que interfieren
con la funcio´n card´ıaca. Se analizaron 28 registros de pacientes adultos. En la
pra´ctica cl´ınica se utilizan distintas clasificaciones para cuantificar la gravedad
del s´ındrome. Entre e´stas se encuentran la clasificacio´n funcional de la New York
Health Association (NYHA) y de la European Society of Cardiology basada
en la Fraccio´n de Eyeccio´n (´ındice de dan˜o estructural) [14]. Sin embargo no
siempre existe correlacio´n en cuanto al prono´stico y evolucio´n de los individuos
entre ambas clasificaciones.
3.3. Ana´lisis no lineal de las series
En el ana´lisis de la dina´mica no lineal del sistema cardiovascular a trave´s de la
sen˜al de intervalos RR se utilizan para´metros como:
1. El exponente β que caracteriza el comportamiento de fβ del espectro de po-
tencias de la sen˜al.
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2. La dimensio´n de correlacio´n del espacio de fase de coordenadas retrasadas crea-
do a partir de los intervalos RR.
3. El exponente de Lyapunov ma´s grande y positivo, que suele cuantificar la im-
predicibilidad de la serie.
Para obtener la dimensio´n de correlacio´n o el exponente de Lyapunov de una
serie temporal hay que trabajar en el espacio de fase, el problema es que no siempre
se conoce la dimensio´n del espacio de fase. Este hecho esta´ relacionado al descono-
cimiento del nu´mero de ecuaciones diferenciales que intervienen. En el Cap´ıtulo 2
se han modelado las caracter´ısticas autono´micas del mu´sculo card´ıaco utilizando 3
variables, sin embargo la intervencio´n del sistema neurohormonal en la regulacio´n
del corazo´n vivo, hace suponer que este nu´mero es solamente un valor mı´nimo. Una
herramienta u´til para encontrar tal dimensio´n es el me´todo de falsos vecinos.
Como se detallo´ en la Introduccio´n General, la base teo´rica del me´todo en sis-
temas determin´ısticos es que los puntos cercanos en el espacio de fase reconstruido
permanecen de esta forma en espacios de mayor dimensio´n. Esto es cierto si la di-
mensio´n de embedding o inmersio´n (m0) es suficientemente elevada como para
desplegar la estructura del atractor. El me´todo de falsos vecinos provee entonces
informacio´n acerca de la dimensio´n de embedding que se define justamente como el
valor mı´nimo de la dimensio´n espacial donde satura la dimensio´n fractal del atrac-
tor.
El me´todo de falsos vecinos es robusto a la presencia de ruido si la dimensio´n de em-
bedding (la que notamos como m0) se determina como el valor donde el nu´mero de
falsos vecinos aproxima a un valor constante. Se ha considerado como criterio para
determinar la dimensio´n de embedding, que la diferencia x(d + 1) − x(d) < 0,005.
Una contribucio´n aleatoria produce una meseta en la curva de falsos vecinos. Esta
contribucio´n puede deberse a un ruido de medida o puede ser de origen fisiolo´gico.
Ya que el intervalo RR se determina con 8ms. (< 2 %) de error, no hay razo´n para
pensar que el error sea distinto en individuos sanos o con E.V. o con I.C.C. si todos
los Holter fueron tomados con la misma metodolog´ıa. En todo caso la contribucio´n
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del ruido de medida deber´ıa ser de aproximadamente 2 % − 3 % como se verifica
efectivamente en los individuos sanos.
En ana´lisis previos a esta tesis, se han calculado los valores de falsos vecinos para
las series de E.C.G.. A continuacio´n se detallan los resultados obtenidos para la
dimensio´n de embedding [4].
1. Grupo Control
La dimensio´n de embedding se mantuvo entre 7 y 10 para todos los casos
controles, cualquiera sea la base de datos de origen (ver Fig. 3.7). Tambie´n
se calculo´ la Fraccio´n Residual de Falsos Vecinos a dimensio´n 10
(FNNF10), ı´ndice propuesto en [4], se debe a que en ciertos casos patolo´gi-
cos no es posible calcular la dimensio´n de embedding. Este ı´ndice se mantuvo
por debajo de 0.03 en individuos sanos y permite comparar todas las curvas
cuantitativamente.
Figura 3.7: Curvas de falsos vecinos para individuos sanos. Cada curva representa un paciente.
Extra´ıdo de [5].
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2. Grupo E.V.
Los pacientes con extras´ıstolia ventricular sufren un aumento de la dimensio´n
de embedding. Este aumento presenta una correlacio´n con el nu´mero de ex-
tras´ıstoles en 24hs. (ver Fig. 3.8). Existe una considerable superposicio´n entre
el grupo control y el grupo E.V. que corresponde a individuos con menos de
3.000 E.V. en 24hs. (ver Fig. 3.10). FNNF10 tambie´n muestra un aumento en
los pacientes con E.V. de todas las edades, permitiendo diferenciar con el grupo
control (ver Fig. 3.9).
Figura 3.8: Falsos Vecinos en pacientes con ectop´ıas ventriculares. Extra´ıdo de [5].
111
0.2
0.1
0
Sanos EV
Figura 3.9: Resultados de FNNF10 para pacientes sanos y con E.V.
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Figura 3.10: m0 vs. el nu´mero de extras´ıstoles ventriculares en 24hs.. Los s´ımbolos llenos corres-
ponden a pacientes adultos y los s´ımbolos vac´ıos a nin˜os. Extra´ıdo de [4].
3. Grupo I.C.C.
Para pacientes con insuficiencia card´ıaca no siempre es posible determinar cla-
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ramente una meseta en la curva de los falsos vecinos (ver Fig. 3.11). En este
punto, se decidio´ definir FNNF10, que se relaciona con el ruido residual presente
en el sistema. Este grupo mostro´ valores de FNNF10 de hasta 0.3.
Figura 3.11: Falsos Vecinos en pacientes con insuficiencia card´ıaca congestiva, se observan curvas
para las cuales no es posible calcular la dimensio´n de embedding. Extra´ıdo de [5].
La dificultad para el ca´lculo de la dimensio´n de embedding por el me´todo de
falsos vecinos podr´ıa adjudicarse a que la serie temporal puebla ma´s espaciadamente
el espacio de fases. Es decir hay en el grupo I.C.C. (y en menor medida en el grupo
E.V.) una contribucio´n aleatoria (o de alta dimensio´n) que no puede ser atribuida
a error de medida y podr´ıa tener origen fisiolo´gico (ver Fig. 3.12). Esta posibilidad
es la que deseamos explorar a continuacio´n.
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Figura 3.12: Comparacio´n de FNNF10 para pacientes sanos, con E.V. e I.C.C.
3.4. Resultados
El estudio realizado en esta Tesis pone de manifiesto la existencia de una contri-
bucio´n aleatoria a la variabilidad de la frecuencia card´ıaca de los grupos nosolo´gicos
mencionados de origen fisiolo´gico que es necesario caracterizar.
3.4.1. Promediado de la serie
Consideramos una serie de longitud M, y construimos una nueva pero tomando
promedio cada N datos; obteniendo una nueva serie de M/N datos (ver esquema
3.13).
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Figura 3.13: Esquema que representa M datos, de los cuales se toma 1 cada N valores promediados
para construir la nueva serie temporal.
Esta nueva serie mantiene el comportamiento de baja frecuencia (ver Fig. 3.14).
Figura 3.14: Comparacio´n entre la serie original (izq.) y la serie de los promediados cada N (der.).
Se considero´ la dimensio´n de embedding como medida invariante. Es importante
destacar que el me´todo utilizado es robusto: para series con ma´s de 20000 datos los
resultados son independientes del nu´mero de datos. Este l´ımite se tuvo en cuenta
para la construccio´n de las series.
1. Grupo Control
Se observo´ que es posible formar una serie nueva considerando el promedio de
cada N valores de la serie original, obteniendo la misma dimensio´n de embed-
ding (ver Fig. 3.15 correspondientes a la Base de Datos del GSC y las restantes,
Fig. 3.16 a 3.19) a la Base del M.I.T.).
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Figura 3.15: Falsos Vecinos a 8 series obtenidas a partir de una serie correspondiente para cada
paciente control del G.S.C., se promediaron valores de N = 2 y 4.
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Figura 3.16: Falsos Vecinos a 8 series obtenidas a partir de una serie correspondiente para pacientes
control del M.I.T., se promediaron valores de N = 2 y 4.
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Figura 3.17: Falsos Vecinos a 8 series obtenidas a partir de una serie correspondiente para pacientes
control del M.I.T., se promediaron valores de N = 2 y 4.
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Figura 3.18: Falsos Vecinos a 8 series obtenidas a partir de una serie correspondiente para pacientes
control del M.I.T., se promediaron valores de N = 2 y 4.
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Figura 3.19: Falsos Vecinos a 4 series obtenidas a partir de una serie correspondiente para pacientes
control del M.I.T., se promediaron valores de N = 2 y 4.
De las figuras anteriores se puede obtener el valor de m0, el que se corresponde
con aquel valor la dimensio´n de valores de la pendiente de la curva de FNN
menor a 0,005. Estos resultados se resumen en la siguiente Fig. 3.20.
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Figura 3.20: Valores de la dimensio´n de embedding en funcio´n de cada uno de los Grupos estudiados
de acuerdo al valor de N y el valor m0 de la serie original.
Adema´s, se obtuvieron tambie´n los valores de FNNF10 para cada grupo, cuyos
valores se resumen en la siguiente Fig. 3.21
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Figura 3.21: Valores de FNNF10 en funcio´n de cada uno de los Grupos estudiados de acuerdo al
valor de N y el valor de FNNF10 de la serie original.
2. Grupo E.V.
El mismo ana´lisis se hizo para el grupo nosolo´gico de pacientes con ectop´ıas
ventriculares (E.V.), en las Figuras 3.22 a 3.25 se pueden observar las curvas de
falsos vecinos para cada una de las subseries obtenidas a partir del promediado
de una dada serie y tambie´n se grafica la serie original.
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Figura 3.22: Falsos Vecinos a 8 series obtenidas a partir de una serie correspondientes a pacientes
con ectop´ıa ventricular del G.S.C., se promediaron valores de N = 2 y 4.
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Figura 3.23: Falsos Vecinos a 8 series obtenidas a partir de una serie correspondientes a pacientes
con ectop´ıa ventricular del G.S.C., se promediaron valores de N = 2 y 4.
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Figura 3.24: Falsos Vecinos a 8 series obtenidas a partir de una serie correspondientes a pacientes
con ectop´ıa ventricular del G.S.C., se promediaron valores de N = 2 y 4.
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Figura 3.25: Falsos Vecinos a 4 series obtenidas a partir de una serie correspondientes a pacientes
con ectop´ıa ventricular del G.S.C., se promediaron valores de N = 2 y 4.
Ana´logamente al caso anterior, de las figuras se puede obtener el valor de m0,
el que se corresponde con aquel valor la dimensio´n de valores de la curva de
FNN menor a 0,005. Estos resultados se resumen en la siguiente Fig. 3.26.
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Figura 3.26: Valores de la dimensio´n de embedding en funcio´n de cada uno de los Grupos estudiados
de acuerdo al valor de N y el valor m0 de la serie original.
Adema´s, se obtuvieron tambie´n los valores de FNNF10 para cada grupo, cuyos
valores se resumen en la siguiente Fig. 3.27
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Figura 3.27: Valores de FNNF10 en funcio´n de cada uno de los Grupos estudiados de acuerdo al
valor de N y el valor de FNNF10 de la serie original.
3. Grupo I.C.C.
Para el caso de los pacientes con insuficiencia card´ıaca congestiva (I.C.C.), se
calculo´ la curva de Falsos Vecinos para las series originales, de las cua´les no
siempre es posible determinar el valor de m0, y para las subseries derivadas de
ellas para los valores de N iguales a los casos anteriores (ver Fig. 3.28 a 3.31).
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Figura 3.28: Falsos Vecinos a series correspondiente a pacientes I.C.C. provenientes de la Base de
Datos del GSC.
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Figura 3.29: Falsos Vecinos a series correspondiente a pacientes I.C.C. provenientes de la Base de
Datos del GSC.
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Figura 3.30: Falsos Vecinos a series correspondiente a pacientes I.C.C. provenientes de la Base de
Datos del GSC.
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Figura 3.31: Falsos Vecinos a series correspondiente a pacientes I.C.C. provenientes de la Base de
Datos del GSC.
Finalmente se muestra en la figura 3.32 el valor de m0 que se corresponde con
aquel valor de la dimensio´n, cuya curva de FNN es menor a 0,005.
132
Grupo orig. Grupo 2 Grupo 4
5
6
7
8
9
10
11
12
13
14
15
16
1
2 3
A
B Ca
b c
m
0
 201
 202
 203
 204
 205
 206
 207
 208
 209
 210
 211
 212
 213
 214
 215
 216
1  217
A  218
a  219
 220
 221
 222
 223
 224
 225
 226
 227
 228
Grupo I.C.C.
Series Promediadas
Figura 3.32: Valores de la dimensio´n de embedding en funcio´n de cada uno de los Grupos estudiados
de acuerdo al valor de N y el valor m0 de la serie original.
Se obtuvieron tambie´n, los valores de FNNF10 para cada grupo, cuyos valores
se resumen en la siguiente Fig. 3.33
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Figura 3.33: Valores de FNNF10 en funcio´n de cada uno de los Grupos estudiados de acuerdo al
valor de N y el valor de FNNF10 de la serie original.
3.4.2. Raleado de la serie
Esta transformacio´n consistio´ en ralear la serie, con el objetivo de analizar si
existe sobremuestreo.
Para ello, consideramos una serie de longitud M , y construimos otra tomando un
dato cada N ; obteniendo as´ı una nueva serie de M/N datos (ver esquema 3.34). Se
obtuvieron a partir de cada serie distintas subseries, de acuerdo al nu´mero de datos
que salteamos, es decir valores de N=2 y 4. Nuevamente el l´ımite estuvo impuesto
por la robustez del me´todo empleado en la determinacio´n de m0.
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Figura 3.34: Esquema que representa M datos, de los cuales se toma 1 cada N para la nueva serie
temporal.
Las nuevas series (por ejemplo la serie raleada cada 64 datos de la Fig.3.35)
conservan las caracter´ısticas generales en aspecto morfolo´gico, a modo comparativo
con el caso anterior se presentan los ca´lculos para las series raleadas hasta los valores
de N = 4.
Figura 3.35: Comparacio´n entre la serie original (izq.) y la serie de los primeros cada N (der.).
1. Grupo Control
Se siguieron los mismos estudios que en el caso anterior, pero en esta oportu-
nidad para el raleado de las series (ver Fig. 3.36) correspondientes a la Base de
Datos del GSC y las restantes (ver Fig. 3.37 a 3.40) a la Base del M.I.T..
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Figura 3.36: Falsos Vecinos a 8 series obtenidas a partir de una serie correspondiente para cada
paciente control del G.S.C., se ralearon las series para valores de N = 2 y 4.
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Figura 3.37: Falsos Vecinos a 8 series obtenidas a partir de una serie correspondiente para pacientes
control del M.I.T., se ralearon las series para valores de N = 2 y 4.
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Figura 3.38: Falsos Vecinos a 8 series obtenidas a partir de una serie correspondiente para pacientes
control del M.I.T., se ralearon las series para valores de N = 2 y 4.
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Figura 3.39: Falsos Vecinos a 8 series obtenidas a partir de una serie correspondiente para pacientes
control del M.I.T., se ralearon las series para valores de N = 2 y 4.
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Figura 3.40: Falsos Vecinos a 4 series obtenidas a partir de una serie correspondiente para pacientes
control del M.I.T., se ralearon las series para valores de N = 2 y 4.
De las figuras anteriores se puede obtener el valor de m0, el que se corresponde
con aquel valor de la dimensio´n cuyo valores de la curva de FNN es menor a
0,005. Estos resultados se resumen en la siguiente Fig. 3.41.
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Figura 3.41: Valores de la dimensio´n de embedding en funcio´n de cada uno de los Grupos estudiados
de acuerdo al valor de N y el valor m0 de la serie original.
Adema´s, se obtuvieron tambie´n los valores de FNNF10 para cada grupo, cuyos
valores se resumen en la siguiente Fig. 3.42
141
Grupo orig. Grupo 2 Grupo 4
0.00
0.01
0.02
0.03
0.04
0.05
1
2
3
A
B
C
a b
c
1
FN
N
F1
0
 GSC002
 GSC003
 GSC005
 GSC006
 GSC008
 GSC009
 GSC010
 GSC011
 NSRD001
 NSRD003
 NSRD004
 NSRD008
 NSRD009
 NSRD011
 NSRD013
 NSRD015
1  NSRD016
A  NSRD021
a  NSRD026
 NSRD027
 NSRD029
 NSRD030
 NSRD033
 NSRD034
 NSRD035
 NSRD036
 NSRD040
 NSRD041
 NSRD042
 NSRD047
 NSRD048
 NSRD049
 NSRD050
 NSRD051
 NSRD052
1  NSRD053
Grupos Control
Series Raleadas
Figura 3.42: Valores de FNNF10 en funcio´n de cada uno de los Grupos estudiados de acuerdo al
valor de N y el valor de FNNF10 de la serie original.
2. Grupo E.V.
El mismo ana´lisis se hizo para el grupo de pacientes con ectop´ıas ventriculares,
en las figuras 3.43 a 3.46 se pueden observar las curvas de falsos vecinos para
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cada una de las subseries obtenidas a partir del raleado de una dada serie y
tambie´n se grafica la serie original.
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Figura 3.43: Falsos Vecinos a 4 series obtenidas a partir de una serie correspondientes a pacientes
con ectop´ıa ventricular del G.S.C., se ralearon series para valores de N = 2 y 4.
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Figura 3.44: Falsos Vecinos a 8 series obtenidas a partir de una serie correspondientes a pacientes
con ectop´ıa ventricular del G.S.C., se ralearon series para valores de N = 2 y 4.
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Figura 3.45: Falsos Vecinos a 8 series obtenidas a partir de una serie correspondientes a pacientes
con ectop´ıa ventricular del G.S.C., se ralearon series para valores de N = 2 y 4.
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Figura 3.46: Falsos Vecinos a 8 series obtenidas a partir de una serie correspondientes a pacientes
con ectop´ıa ventricular del G.S.C., se ralearon series para valores de N = 2 y 4.
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De las figuras se puede obtener el valor de m0, el que se corresponde con aquel
valor de la dimensio´n cuyo valor de la curva de FNN es menor a 0,005. Estos
resultados se resumen en la siguiente Fig. 3.47.
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Figura 3.47: Valores de la dimensio´n de embedding en funcio´n de cada uno de los Grupos estudiados
de acuerdo al valor de N y el valor m0 de la serie original.
Se obtuvieron tambie´n los valores de FNNF10 para cada grupo, cuyos valores
se resumen en la siguiente Fig. 3.48
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Figura 3.48: Valores de FNNF10 en funcio´n de cada uno de los Grupos estudiados de acuerdo al
valor de N y el valor de FNNF10 de la serie original.
3. Grupo I.C.C.
Para el caso de los pacientes con insuficiencia card´ıaca congestiva (I.C.C.), se
calculo´ Falsos Vecinos para las series originales, de las cua´les no siempre es
posible determinar el valor de m0, y para las subseries derivadas de ellas para
los valores de N iguales a los casos anteriores (ver Fig. 3.49 a 3.52).
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Figura 3.49: Falsos Vecinos a series correspondiente a pacientes I.C.C. provenientes de la Base de
Datos del GSC.
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Figura 3.50: Falsos Vecinos a series correspondiente a pacientes I.C.C. provenientes de la Base de
Datos del GSC.
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Figura 3.51: Falsos Vecinos a series correspondiente a pacientes I.C.C. provenientes de la Base de
Datos del GSC.
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Figura 3.52: Falsos Vecinos a series correspondiente a pacientes I.C.C. provenientes de la Base de
Datos del GSC.
Finalmente se muestra en la figura 3.53 el valor de m0 que se corresponde con
aquel valor de la dimensio´n, cuya curva de FNN es menor a 0,005.
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Figura 3.53: Valores de la dimensio´n de embedding en funcio´n de cada uno de los Grupos estudiados
de acuerdo al valor de N y el valor m0 de la serie original.
Se obtuvieron tambie´n, los valores de FNNF10 para cada grupo, cuyos valores
se resumen en la siguiente Fig. 3.54
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Figura 3.54: Valores de FNNF10 en funcio´n de cada uno de los Grupos estudiados de acuerdo al
valor de N y el valor de FNNF10 de la serie original.
3.5. Conclusiones
Las series pertenecientes a individuos sanos toleran el raleado y el promediado
indicando por un lado la presencia de sobremuestreo y por otro que la componente
aleatoria es suficientemente pequen˜a como para no alterar la dimensio´n de embed-
ding. En cambio en pacientes con arritmia ventricular e insuficiencia card´ıaca el
ca´lculo de la dimensio´n de embedding a partir de la serie original no siempre es po-
sible, pero al promediar se consigue recuperar una dina´mica normal y medir m0. En
este caso la dimensio´n de embedding resulta equivalente a la de pacientes controles,
salvo en 3 casos y tambie´n disminuye notoriamente FNNF10. Los resultados obte-
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nidos en este cap´ıtulo avalan la hipo´tesis de que el desarrollo de arritmia ventricular
o insuficiencia card´ıaca es acompan˜ado por una aleatorizacio´n de la variabilidad
del ritmo card´ıaco. Ma´s espec´ıficamente, la alteracio´n de la variabilidad del ritmo
card´ıaco se manifiesta en la adicio´n de componentes aleatorios de alta frecuencia,
superpuestas al ritmo sinusal normal. Estos trabajos han conducido a un manuscrito
actualmente en preparacio´n.
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Cap´ıtulo 4
Ana´lisis de Series Temporales Clima´ticas
El estudio del sistema clima´tico se realiza a trave´s del ana´lisis de los para´metros
que lo definen, a saber: temperatura, humedad, presio´n, vientos y precipitaciones.
Tener un registro de muchos an˜os de los valores de un determinado lugar geogra´fi-
co sirve para poder definir co´mo es el clima en ese lugar. De todos los para´metros
clima´ticos los ma´s importantes son: temperatura y precipitaciones, ya que los otros
esta´n relacionados con estos dos.
A nivel mundial, estudios internacionales indican que la temperatura media (que
se mide como el promedio de temperaturas cercanas a la tierra y a los oce´anos) ha
aumentado desde 1861 siendo el aumento en el siglo XX de 0, 6 ± 0, 2oC (ver Fig.
4.1). Las precipitaciones tambie´n han aumentado, en el siglo XX entre un 0,2 y 1 %,
dependiendo de la regio´n del Planeta [15].
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Figura 4.1: Temperatura media global del aire superficial, respecto a 1951-1980. Extra´ıda de [22]
En nuestro pa´ıs no existe informacio´n detallada. En el an˜o 1872 el Honorable
Congreso de la Nacio´n voto´ la Ley N◦559, por la cual se creo´ la Oficina Meteo-
rolo´gica Argentina (OMA), predecesora del actual Servicio Meteorolo´gico Nacional
(SMN). A fines de 1901, se hab´ıan establecido nuevas estaciones con registradores
automa´ticos y estaciones de observaciones de la presio´n barome´trica, temperatura,
direccio´n y fuerza del viento, nebulosidad y precipitaciones. Lamentablemente, de-
bido a distintos cambios de administracio´n (pasando del Ministerio de Educacio´n,
a la Fuerza Ae´rea y actualmente al Ministerio de Defensa) se han extraviado datos
histo´ricos, principalmente alrededor del an˜o 1957.
En este cap´ıtulo se pretende hacer una caracterizacio´n de variables ambientales, de
precipitaciones y temperatura de nuestro pa´ıs. Dicha caracterizacio´n se realiza a
partir de series temporales (similares a las ya estudiadas anteriormente, como son
las series de intervalos RR). Las series, fueron aportadas por el Servicio Meteorolo´gi-
co Nacional. El objetivo de este Cap´ıtulo es u´nicamente caracterizar regionalmente
estas variables ambientales.
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4.1. Series Temporales
Como se definio´ anteriormente, una serie temporal es una sucesio´n de observacio-
nes de una variable. En este cap´ıtulo trabajamos con series de precipitaciones y de
temperaturas ma´ximas y mı´nimas. Proponemos caracterizar estas series partiendo
del conocimiento de que corresponden a observables de un sistema no lineal (ver
Fig. 4.2).
Figura 4.2: Series de Precipitaciones de la Ciudad Auto´noma de Buenos Aires.
Las series temporales pueden mostrar tendencias o presentar efectos estacionales,
es decir oscilaciones que se producen alrededor de la tendencia, de forma repetitiva.
Por supuesto, este comportamiento estacional, no parece sorprendente cuando ha-
blamos de clima; pero se busca ir ma´s alla´ de la separacio´n de estaciones anuales, y
considerar tambie´n fluctuaciones irregulares.
Teniendo en cuenta estas caracter´ısticas, una serie temporal (es decir nuestro
valor observado) se puede escribir de la siguiente manera: X(t) = T (t) +S(t) + I(t)
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donde T es la tendencia, S la componente de estacionalidad e I indica las variaciones
alrededor de los sumandos anteriores.
4.1.1. Series de Temperaturas
Como se indico´, las series temporales fueron provistas por el Servicio Meteo-
rolo´gico Nacional, en el caso de las series de temperaturas se trabajo´ con series
correspondientes a la Ciudad Auto´noma de Buenos Aires y de la Ciudad de Pilar,
situada a 55km. al NO de la anterior. En ambos casos, se conto´ con dos series (una
para temperaturas ma´ximas y otra para el caso de las mı´nimas).
Calidad de las series:
En el caso de Buenos Aires se construyeron series de muy buena calidad, esto
es, series sin valores ausentes y con valores diarios desde el an˜o 1909 al 2005.
Tambie´n con valores diarios en las series correspondientes a Pilar, hay una
ausencia de datos correspondientes al an˜o 1957-1959, y comienza en 1930 hasta
el 2005. Representa menos del 0.05 % del total de datos.
A las cuatro series, para ser fieles al corte anual, decidimos quitar los 29 de
Febrero.
4.1.2. Series de Precipitaciones
En el caso de las precipitaciones, se trabajo´ con mayor cantidad de series, donde
cada elemento de la serie representa el promedio mensual de lluvias. Las mismas
pertenecen a diferentes puntos del territorio nacional. En la tabla 4.1, se presentan las
series seleccionadas del total proporcionado por el Servicio Meteorolo´gico Nacional,
siguiendo un criterio de calidad basado en la longitud de la serie y la faltante de
datos.
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No Estacio´n Latitud Longitud Provincia Desde Hasta Faltantes
1 La Quiaca-Obs. 22,06 65,36 Jujuy 1902 2005 1956-1957
2 Salta-Aero 24,51 65,29 Salta 1873 2005 1877/8;1887/8;1894/8/9
3 Santiago del Estero 27,46 64,18 S.delEst. 1903 2005 completo desde 1942
4 Tinogasta 28,04 67,34 Catamarca 1903 2005 1955/7
5 La Rioja 29,23 66,49 La Rioja 1877 2005 1958
6 Ceres-Aero´dromo 29,53 61,57 Santa Fe´ 1896 2005 1957
7 Va. de Mar´ıa 29,54 63,41 Co´rdoba 1904 2005 1951a1956 completo desde 1942
8 Monte Caseros-Aero 30,16 57,39 Corrientes 1904 2005 completo desde 1942
9 Pilar-Obs 31,4 63,53 Co´rdoba 1905 2005 completo desde 1942
10 Parana´ -Aero 31,47 60,29 Entre R´ıos 1916 2005 1956 a 1958
11 Villa Dolores 31,57 65,08 Co´rdoba 1904 2005 1944;1598/9;1960;1967
12 Mendoza-Obs. 32,53 68,51 Mendoza 1866 2005 1900
13 Rosario-Aero 32,55 60,47 Santa Fe´ 1875 2005 1884/5;1930/1
14 San Carlos 33,46 69,02 Mendoza 1904 2005
15 Pergamino 33,56 60,33 Bs. Aires 1912 2005
16 Capital Federal 34,35 58,29 1861 2005
17 El Palomar 34,36 58,36 Bs. Aires 1916 2005 1929;1935;1956 a 1958
18 Nueve de Julio 35,27 60,53 Bs. Aires 1902 2005
19 Malargu¨e 35,3 69,35 Mendoza 1915 2005
20 Trenque Lauquen 35,58 62,44 Bs. Aires 1902 2005 1958
21 R´ıo Gallegos 51,37 69,17 Santa Cruz 1928 2005
22 General Pico-FC 35,39 63,44 La Pampa 1908 2005
23 Cuenca 35,11 62,45 Bs. Aires 1911 2005
24 Pehuajo´ 35,49 61,54 Bs. Aires 1897 2005 1947;1952;1955;1993
25 Carlos Casares-FC 35,38 61,21 Bs. Aires 1897 2005 1959;1963;1993
26 Del Valle-FC 35,51 60,43 Bs. Aires 1909 2005 1993 a 2002
27 Nueve de Julio-FC 35,27 60,52 Bs. Aires 1897 2005 1961
28 25 de Mayo-FC 35,25 60,11 Bs. Aires 1897 2005 1956;1992 a 1996
29 Alberti-FC 35,01 60,17 Bs. Aires 1908 2005 1993
30 Monasterio-Fc 35,46 57,56 Bs. Aires 1913 2005 1993-1994
31 Diamante 32,04 60,39 Entre R´ıos 1910 2005 1923;1951 a 1955;1991
32 La Paz- Subprefect. 30,45 59,39 Entre R´ıos 1902 2005 1905;1951 a 1955;1993;2001/3/4
33 La Cruz-Prefec. 29,1 56,38 Corrientes 1913 2005 1951 a 1955
Cuadro 4.1: Datos principales de las series de Precipitaciones seleccionadas. Las abreviaciones:
Obs.= Observatorio, Aero = Aero´dromo, FC= Ferrocarril, lugares donde se suelen ubicar las
estaciones meteorolo´gicas.
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En el mapa 4.3 se puede observar la localizacio´n geogra´fica de las series del cuadro
4.1, siguiendo el nu´mero de la primera columna. Como los datos faltantes son de
varios an˜os, y el comienzo de las series tampoco es uniforme, se decidio´, unificar las
series considerando los u´ltimos 64 an˜os, por lo que estandarizamos en series de 768
datos.
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Figura 4.3: Ubicacio´n geogra´fica de las estaciones de la tabla 4.1, segu´n el nro. de la primera
columna.
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4.2. Ana´lisis de las series
A continuacio´n se detallan las herramientas matema´ticas utilizadas para la ca-
racterizacio´n de las series y de la dina´mica subyacente en el sistema:
4.2.1. Ana´lisis Detendrado
Dada la serie temporal: x1, x2, . . .xk, xk+1, . . .xN ; se procede a dividir la serie en
n subseries de igual longitud k, sin solapamientos, por lo que trabajamos con series
de longitud N , con N = kn. En cada una de estas subseries, calculamos el valor
medio al que llamamos < xk >, posteriormente, se calcula xi− < xk >, para cada
1 < i < k. Este proceso se realiza para cada una de las n series, la serie resultante
es denominada serie detendrada {yi} (ver Fig. 4.4).
Figura 4.4: Serie correspondiente a las precipitaciones de Capital Federal desde 1909 hasta 2005.
En color rojo, la serie original, en negro la serie detendrada (con k = 1). El eje de las abscisas
representa el tiempo, mientras que el eje de las ordenadas el valor mensual de las precipitaciones
(mm).
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Al ser los datos de las series de precipitaciones mensuales, se opto´ por tomar
ventanas que representaran mu´ltiplos de an˜os, es decir 6 × 2d, con d entero d >
0. Como hemos estandarizado todas las series (salvo eventualmente la de Capital
Federal) a 768 datos, obtenemos 7 subseries detendradas, en cada caso.
4.2.2. Exponente de Hurst
Como se dijo en la Introduccio´n, Harold Edwin Hurst fue un hidro´logo brita´nico
que dedico´ an˜os a la medicio´n de la capacidad de almacenamiento de los embalses y
en 1951 postulo´ una solucio´n del problema de la determinacio´n del depo´sito del r´ıo
Nilo. La importancia que ten´ıa para Egipto el comportamiento del Nilo era funda-
mental pues resultaba la base de la agricultura. Una buena crecida, significaba una
buena cosecha. Hurst reunio´ datos de cientos de an˜os, al analizarlos descubrio´ una
tendencia: an˜os de grandes crecidas, eran continuados de an˜os con altos niveles de
agua, y en el caso contrario, tambie´n an˜os de sequ´ıa eran seguidos de an˜os con igual
tendencia. Por eso, el me´todo desarrollado por Hurst nos indica el nivel de persis-
tencia, y se lo conoce como Ana´lisis de Rango Reescaleado (se simboliza R/S). Los
pasos que siguen describen el algoritmo de ca´lculo:
1. Dada la serie: x1, x2, . . . ,xi, . . . . ,xN se toman intervalos de tiempo de longitud
τ . Para las series de precipitaciones tomamos τ = 6× 2h.
2. Como en el caso anterior, analizamos para cada subserie de longitud τ , el apar-
tamiento del promedio, es decir la cantidad xi− < xτ >.
3. Llamamos X(t, τ) a la acumulacio´n de todos desv´ıos hasta un valor t,
X(t, τ) =
t∑
i=1
(xi − x¯τ ) (4.1)
donde 0 < t < τ .
4. Miramos la dispersio´n de todos estos desv´ıos acumulados, lo que en el caso de
Hurst significaba la diferencia entre el valor de la ma´xima descarga acumulada
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y la mı´nima del r´ıo, a lo largo del per´ıodo de tiempo t
R(t) = maxX(t, τ)−minX(x, τ). (4.2)
5. Se normaliza R(τ) dividie´ndola por la desviacio´n esta´ndar S(τ) y Hurst ob-
servo´ que R/S era descripta por una ecuacio´n de la forma:
R(t)
S(t)
= KτH (4.3)
donde, τ es el taman˜o de la ventana o el tiempo medido, pero lo destacable es
el que el exponente (ahora llamado exponente de Hurst) es un valor que var´ıa
entre 0 y 1.
Es este valor del exponente el que nos permite interpretar los resultados, teniendo
las siguientes opciones:
1. Si 1/2 < H < 1 se trata de una serie persistente, gra´ficamente presentan un
aspecto suave. En el caso de H=1 se trata de un comportamiento determin´ıstico.
2. Si 0 < H < 1/2 se trata de una serie antipersistente, gra´ficamente presentan
un aspecto muy irregular.
3. Si H = 1/2 significa que no hay ninguna correlacio´n en la sen˜al, es decir,
estamos en presencia de un serie completamente aleatoria. En este caso, los
incrementos son independientes y la correlacio´n es cero.
El exponente de Hurst se puede considerar como un ı´ndice para la categoriza-
cio´n de la complejidad. Existe una relacio´n entre la dimensio´n fractal de una serie
temporal y el exponente de Hurst, dado por: D = 2−H, donde D es la dimensio´n
fractal.
4.2.3. Exponente de Hurst a Series Detendradas
El ana´lisis detendrado resta fluctuaciones de una dada frecuencia (puede incluir
la tendencia general dependiendo del valor de d); mientras que el exponente de Hurst
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cuantifica la dina´mica cao´tica. Se decidio´ aplicar ambas herramientas simulta´nea-
mente, es decir, se calcularon las series detendradas y a las mismas se les calculo´ el
exponente de Hurst.
4.2.4. Correlaciones
Para hallar las correlaciones temporales, se analiza la funcio´n de autocorrelacio´n,
es decir, la correlacio´n cruzada de una serie consigo misma. Esta funcio´n nos permite
encontrar patrones repetitivos y se calcula mediante el siguiente cociente:
R(k) =
E[(xi − µ)(xi+k − µ)]
σ2
. (4.4)
4.2.5. Espectro de Potencia
El espectro de potencias es fundamental para detectar componentes estaciona-
les en una serie y determinar su per´ıodo. Cualquier proceso perio´dico se puede
modelar en te´rminos de funciones senoidales (Series de Fourier). El espectro es la
representacio´n de las amplitudes en funcio´n de las frecuencias. Por medio de esta
herramienta podemos determinar el per´ıodo de una serie por medio de la relacio´n.
Per´ıodo=1/Frecuencia.
4.2.6. Estudio de la Tendencia
Se han analizado distintas herramientas que nos permiten caracterizar la tenden-
cia de una serie. Nosotros utilizamos la siguiente:
Sea una secuencia temporal de N observaciones x1, ..., xN , elegimos una ventana de
valor k (por ejemplo 10 an˜os), obteniendo la subserie: xi+1, ..., xi+k y calculamos el
promedio de los valores que no esta´n en la ventana
< y >=
1
N − k
∑
j /∈[i,i+k]
xj (4.5)
y restamos xj− < y >, con j en [i, i+ k].
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4.2.7. Falsos Vecinos
El me´todo, como ya se explico´ en la Introduccio´n General, permite determinar la
dimensio´n necesaria para que en el diagrama de fase el atractor se pueda desplegar
completamente.
4.3. Resultados
Exponente de Hurst
Podemos estimar el valor de H por medio de un gra´fico doble logar´ıtmico (R/S
versus τ), como se puede apreciar en la figura 4.5.
Figura 4.5: Ca´lculo del Exp. de Hurst para la serie de precipitaciones de Capital Federal, durante
el per´ıodo 1877-2005. El valor de H=0.64, indica que la serie es persistente.
Los valores obtenidos para las series de Precipitaciones, se incluyen en la tabla
4.2 y se muestran en el mapa 4.6 con distintos colores, segu´n sean series persistentes
(color celeste) o antipersistentes (color rojo).
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Para ver los gra´ficos correspondientes a estos valores, ver ape´ndice B.1.
1 La Quiaca 0.45+/-0.02 12 Mendoza 0.6+/-0.1 23 Cuenca 0.56+/-0.05
2 Salta 0.47+/-0.02 13 Rosario 0.45+/-0.03 24 Pehuajo´ 0.56+/-0.03
3 S. del Estero 0.56+/-0.05 14 San Carlos 0.61+/-0.02 25 C. Casares 0.47+/-0.03
4 Tinogasta 0.64+/-0.04 15 Pergamino 0.65+/-0.06 26 Del Valle 0.66+/-0.02
5 La Rioja 0.55+/-0.06 16 Cap. Federal 0.59+/-0.03 27 N. de Julio-FC 0.54+/-0.01
6 Ceres 0.41+/-0.04 17 El Palomar 0.61+/-0.02 28 25 de Mayo 0.53+/-0.02
7 Va. de Mar´ıa 0.66+/-0.07 18 Nueve de Julio 0.56+/-0.04 29 Alberti 0.48+/-0.02
8 Monte Caseros 0.61+/-0.03 19 Malargu¨e 0.68+/-0.01 30 Monasterio 0.75+/-0.05
9 Pilar 0.52+/-0.04 20 T. Lauquen 0.62+/-0.03 31 Diamante 0.44+/-0.02
10 Parana´ 0.49+/-0.04 21 Rio Gallegos 0.64+/-0.04 32 La Paz 0.59+/-0.03
11 Villa Dolores 0.49+/-0.05 22 Gral. Pico 0.6+/-0.06 33 La Cruz 0.58+/-0.01
Cuadro 4.2: Valores del exponente de Hurst, para las series de precipitaciones. En todos los casos
el coeficiente de correlacio´n var´ıa entre 0.96 y 0.99.
167
13
Figura 4.6: Ubicacio´n geogra´fica de las estaciones de la tabla 4.1, segu´n la clasificacio´n de persis-
tencia (color celeste) o antipersistencia (color rojo) por el ca´lculo del exponente de Hurst.
Exponente de Hurst a Series Detendradas
Al trabajar con series de 768 datos se pudieron construir 7 nuevas series y se
procedio´ a calcular el exponente de Hurst a cada una.
Tanto para las series persistentes como las antipersistentes se observo´, en el ca´lcu-
lo del exponente de Hurst a las subseries, un cambio de pendiente que genera un
cambio de persistente a antipersistente o viceversa, este quiebre se corresponde con
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el valor de m = τ , donde m es el taman˜o de la ventana del detendrado y τ es el
intervalo temporal del ana´lisis de Hurst (ver Fig. 4.9 y Fig. 4.7 como ejemplo de
cada caso).
Para las series que originalmente son antipersistentes se observa que para las prime-
ras subseries siguen siendo antipersistentes y de presentarse un cambio de pendiente
este es de persistentes a antipersitentes a medida que el valor del exponente τ aumen-
ta (ver Figs. 4.7 y 4.8).
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Figura 4.7: Ca´lculo del Exponente de Hurst a series detendradas de La Quiaca (serie originalmente
antipersistente) para los distintos valores de d (de izq. a der. d = 1, 7).
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Figura 4.8: Ca´lculo del Exponente de Hurst a series detendradas de Alberti (serie originalmente
antipersistente) para los distintos valores de d (de izq. a der. d = 1, 7).
Para las series que originalmente son persistentes se observa que para las primeras
subseries son antipersistentes y de presentarse un cambio de pendiente este puede
realizarse en ambos sentidos (ver Figs. 4.9 y 4.10).
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Figura 4.9: Ca´lculo del Exponente de Hurst a series detendradas de Monte Caseros (serie original-
mente persistente) para los distintos valores de d (de izq. a der. d = 1, 7).
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Figura 4.10: Ca´lculo del Exponente de Hurst a series detendradas de Mendoza (serie originalmente
persistente) para los distintos valores de d (de izq. a der. d = 1, 7).
Las restantes figuras se encuentran en el ape´ndice B.2, en todos los casos se
utilizo´ la gama de los colores rojos para la antipersistencia y de los azules para la
persistencia.
Correlaciones Temporales
En el gra´fico 4.11, se puede observar la correlacio´n para la serie de precipita-
ciones de Capital Federal. Para el resto de las series de precipitaciones los valores
de k correspondientes al primer cero de la funcio´n de correlacio´n, var´ıan entre 4
o´ 5, dependiendo de la serie. Estos valores, deben tenerse en cuenta a la hora de
reconstruir el atractor.
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Figura 4.11: Correlacio´n para la serie de precipitaciones de Capital Federal, donde se puede observar
que el orden es k = 2.
Este ana´lisis se realizo´ con las series de la cuenca del r´ıo Salado, en la Provincia de
Buenos Aires. Esta zona, incluyo´ las series de: Trenque Launquen, Pehuajo´, Nueve
de Julio, Alberti, Del Valle, Palomar y Capital Federal.
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Figura 4.12: Correlacio´n para las series de precipitaciones de Trenque Launquen, y Pehuajo´, donde
se puede observar que el orden es k = 2.
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Figura 4.13: Correlacio´n para las series de precipitaciones de El Palomar, y Del Valle, donde se
puede observar que el orden es k = 4 y 2 resp..
Aqu´ı, el problema con el que nos enfrentamos es la faltante de datos, lo que pode-
mos afirmar es que los valores de autocorrelacio´n para dichas series esta´ en el rango
2-4 meses.
En el ape´ndice B.3 se presentan los gra´ficos del resto de la series temporales estu-
diadas en este Cap´ıtulo.
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Espectro de Potencia
En los espectros de potencias tanto de las series de precipitaciones como de tem-
peraturas (ver Fig. 4.14), se detectan en todos los casos un per´ıodo muy marcado,
correspondiente a un an˜o, aunque se detectan algunos otros casos donde se identifica
un per´ıodo menor, como se aprecia en la figura 4.16.
Figura 4.14: Espectros de potencias de la serie de Capital Federal, tanto para precipitaciones como
temperaturas.
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1año
Figura 4.15: Espectros de Potencias de algunas de las series estudiadas. En todos los casos es
notorio el pico de un an˜o.
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Figura 4.16: Espectros de potencias de las series de Alberti y La Quiaca, donde se identifican dos
per´ıodos.
Estudio de la Tendencia
Para visualizar la tendencia, podemos observar en las Fig. 4.17 y 4.18, la serie
original de temperaturas ma´ximas y mı´nimas en el gra´fico superior (en cada caso),
donde podemos observar que la diferencia de temperatura, conforme pasan los an˜os,
es cada vez menor, lo que denota que las fluctuaciones han disminuido. Esto que
apenas se aprecia en la serie, queda de manifiesto en la figura inferior de 4.17 y 4.18.
El aumento relativo de las mı´nimas es mayor que el de las ma´ximas, si bien ambas
fueron aumentando. Tanto para las series correspondientes a la Ciudad Auto´noma
de Buenos Aires como de Pilar, se observa en los gra´ficos de temperaturas un pico
que representa la faltante de datos.
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Figura 4.17: (arriba) Gra´fico de las temperaturas ma´ximas y mı´nimas (oC) de la ciudad de Pilar,
el pico cercano a 1947 se debe a una faltante de datos. (abajo) Gra´fico de las Tendencias.
179
Figura 4.18: (arriba) Gra´fico de las temperaturas ma´ximas y mı´nimas (oC) de la ciudad Auto´noma
de Buenos Aires.(abajo) Gra´fico de las Tendencias.
Falsos Vecinos
Se calculo´ la dimensio´n de embedding por el me´todo de Falsos Vecinos a todas las
series temporales de precipitaciones (ver ape´ndice B.4). En la figura 4.19 se puede
observar que la dimensio´n de embedding para el caso de las precipitaciones de la
Ciudad Auto´noma de Buenos Aires es 6.
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Figura 4.19: Fraccio´n de Falsos Vecinos de la serie de Precipitaciones (mm), de donde se deduce
que la dimensio´n de embedding es 6.
Este valor 6 de la dimensio´n de embedding, junto al valor obtenido de la auto-
correlacio´n temporal (recordemos que para la serie de precipitaciones es k = 2;
segu´n se vio´ en el estudio de las correlaciones, como se puede ver en la Fig. 4.11) nos
permiten reconstruir el atractor. Los valores de m0 para todas las series de precipi-
taciones se muestran en el cuadro 4.3. Los valores en todo el pa´ıs esta´n en el rango
5< m0 <9.
La serie de temperaturas de la Ciudad Auto´noma de Buenos Aires tiene una dimen-
sio´n de embedding muy similar, m = 7, a la serie de Pilar (ver Fig. 4.20).
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Figura 4.20: Falsos Vecinos para las series de temperaturas ma´ximas de Pilar (izq.) y Capital
Federal (der.).
4.4. Completando la serie temporal
Existe bibliograf´ıa que considera la problema´tica de la falta de datos en las series
temporales y proponen diferentes me´todos ba´sicamente estad´ısticos (algunos muy
conocidos como ARIMA: Modelos Autorregresivos Integrados de Medias Mo´viles).
Estos me´todos no tienen en cuenta el comportamiento no lineal del sistema.
A partir de la caracterizacio´n de las series temporales desarrollada en este Cap´ıtu-
lo, nos propusimos “completar”los datos faltantes teniendo en cuenta co´mo es el
atractor, para ello consideramos la dimensio´n de embedding, m0 y el valor k de la
correlacio´n temporal (ver cuadro 4.3).
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Estacio´n m0 k Estacio´n m0 k Estacio´n m0 k
1 La Quiaca 9 2 12 Mendoza 6 3 23 Cuenca 7 2
2 Salta - 3 13 Rosario 8 3 24 Pehuajo´ 6 2
3 S. del Estero 7 3 14 San Carlos 8 4 25 C. Casares 6 2
4 Tinogasta 8 2 15 Pergamino 6 3 26 Del Valle 5 2
5 La Rioja 7 3 16 Cap. Federal 6 2 27 N. de Julio-FC 5 2
6 Ceres 6 3 17 El Palomar 6 4 28 25 de Mayo 5 2
7 Va. de Mar´ıa 7 2 18 Nueve de Julio 6 2 29 Alberti 5 2
8 Monte Caseros 6 3 19 Malargu¨e 8 30 30 Monasterio 6 1
9 Pilar 7 3 20 T. Lauquen 6 2 31 Diamante 6 2
10 Parana´ 7 3 21 Rio Gallegos 6 2 32 La Paz 6 2
11 Villa Dolores 6 2 22 Gral. Pico 6 3 33 La Cruz 6 7
Cuadro 4.3: Valores de la dimensio´n de embedding (m0) y del coeficiente de correlacio´n (k), para
las series de precipitaciones.
Cuando se alcanza la dimensio´n de embedding las trayectorias del atractor no se
tocan, para ubicar cada punto en el espacio, por ejemplo de dimensio´n 6, podemos
aproximar dicha trayectoria buscando la poligonal que ajusta los puntos, claro que
esta poligonal estar´ıa en un hiperplano. Es decir, que podemos plantear el sistema
de ecuaciones parame´tricas:
g = a+ x(b− a) + y(c− a) + z(d− a) + u(e− a) + v(f − a)
i = c+ x(d− c) + y(e− c) + z(f − c) + u(g − c) + v(h− c)
k = e+ x(f − e) + y(g − e) + z(h− e) + u(i− e) + v(j − e)
m = g + x(h− g) + y(i− g) + z(j − g) + u(k − g) + v(l − g)
o = i+ x(j − i) + y(k − i) + z(l − i) + u(m− i) + v(n− i)
q = k + x(l − k) + y(m− k) + z(n− k) + u(o− k) + v(p− k)
Cada ecuacio´n se escribe a partir de los vectores linealmente independientes que
se construyen a partir de los puntos formados anteriormente, y por lo tanto nuestras
inco´gnitas del sistema son los para´metros representados en color rojo y, eventual-
mente, una de las componentes, h. En caso de haber ma´s faltantes, se puede siempre
buscar una parte completa, es decir de la sucesio´n de valores de precipitaciones si
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so´lo la u´ltima componente es desconocida, calculamos ese valor y posteriormente,
con este dato completamos el siguiente dato.
Para ejemplificar esta propuesta procedemos a completar la serie de precipitacio-
nes de la Ciudad Auto´noma de Buenos Aires. En este caso, vimos que la dimensio´n
de embedding es 6, mientras que el valor de k=2. Estos valores son tenidos en cuenta
para formar las u´plas, como sigue:
(x1, x3, x5, x7, x9, x11), (x2, x4, x6, x8, x10, x12), (x3, x5, x7, x9, x11, x13). . .
Serie de Precipitaciones de Capital Federal.
Valores de la serie, en este caso tomamos una parte de la serie temporal, con los
valores asignados segu´n las variables anteriores:
11.3 7→ a 31 7→ b 30.4 7→ c 73 7→ d
3.1 7→ e 17.8 7→ f 12.8 7→ g 55.5 7→ h
63.5 7→ i 150.5 7→ j 17.6 7→ k 117.6 7→ l
26.8 7→ m 102.6 7→ n 68.2 7→ o 49.2 7→ p
144.6 7→ q
supongamos que falta el dato h, resolviendo con Mathematica 7: encontramos h =
51,3566; este valor se aproxima bastante bien al verdadero valor: 55,5 mm..
4.5. Conclusiones
Se caracterizaron las distintas series del Servicio Meteorolo´gico Nacional, de ma-
nera de poder observar algunas de las componentes del observable medido.
Al calcular el exponente de Hurst a series detendradas se observa un quiebre en la
pendiente que genera un cambio en el tipo de persistencia de la serie, dicho even-
to ocurre cuando coinciden el valor de la serie detendrada, d, con el exponente de
Hurst, h.
Se calculo´ la dimensio´n de embedding, a partir del me´todo de Falsos Vecinos, ob-
tenie´ndose valores en el rango 5 ≤ m0 ≤ 9. El valor de la correlacio´n temporal se
concentro´ en el rango 2 ≤ k ≤ 4 y eventualmente se obtuvieron dos valores mayores:
k = 7 para la serie correspondiente a la Cruz y k = 30 en el caso de la serie de
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Malargu¨e.
En el caso de las series temporales de temperatura es destacable el estudio de la
tendencia donde se manifiesta un aumento en las temperaturas mı´nimas ma´s pro-
nunciado que el de las temperaturas ma´ximas, provocando un rango menor en la
variacio´n de la temperatura segu´n pasan los an˜os.
Para todas las series temporales analizadas, el espectro de potencia evidencio´ un
per´ıodo muy marcado correspondiente a un an˜o, y en el caso de la serie correspon-
diente a La Quiaca se destaca tambie´n, el per´ıodo de 6 meses.
El Cap´ıtulo concluye con una sugerencia para completar la faltante de datos en las
series temporales, teniendo en cuenta la dina´mica, el atractor, y para ello utilizamos
los valores de la dimensio´n de embedding y del coeficiente de correlacio´n temporal.
185
Conclusiones Generales
El objetivo general de esta tesis consistio´ en modificar o elaborar algoritmos
nume´ricos para distintas aplicaciones (en reacciones fisicoqu´ımicas, en fisiolog´ıa
card´ıaca o en variables clima´ticas) de acuerdo a la teor´ıa de sistemas dina´micos
y caos.
En el Cap´ıtulo 1 calculamos soluciones exactas para configuraciones de un espacio bi-
dimensional. Calculamos soluciones exactas para la velocidad de reaccio´n y el tiempo
de envenenamiento en reacciones qu´ımicas heteroge´neas del tipo 2A + B2 → 2AB,
en funcio´n de los para´metros externos. Encontramos una relacio´n de escala entre
el tiempo de envenenamiento y el nu´mero de sitios de la superficie. Desde el pun-
to de vista de la teor´ıa del caos hemos caracterizado el tiempo de envenenamiento
de la reaccio´n encontrando un comportamiento fractal (dimensio´n fraccionaria) en
funcio´n del taman˜o de red. Para un conjunto de mole´culas diato´micas de extremos
distinguibles (o dipolos) se derivo´ una fo´rmula recursiva para el ca´lculo del nu´mero
de configuraciones degeneradas.
En el Cap´ıtulo 2 se propuso una modificacio´n para la modelacio´n de las uniones gap
de las ce´lulas card´ıacas, considerando la Teor´ıa del Cable. Se utilizo´ el modelo de
Ba¨r para modelar la dina´mica del sistema. Encontramos que la modulacio´n de las
propiedades de transporte de las uniones gap puede favorecer o suprimir la coexis-
tencia de ondas viajeras de per´ıodos distintos. La coexistencia de estas ondas puede
asociarse a la aparicio´n de arritmias card´ıacas.
En el Cap´ıtulo 3 se estudiaron series de intervalos RR, de registros Holter de in-
dividuos sanos, pacientes con ectop´ıas ventriculares y pacientes con insuficiencia
card´ıaca. La dina´mica card´ıaca de pacientes con ectop´ıa ventricular e insuficiencia
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card´ıaca esta´ caracterizada por una mayor dimensionalidad respecto a la de los indi-
viduos sanos. Esta caracter´ıstica esta´ asociada a una contribucio´n aleatoria de alta
frecuencia posiblemente de origen fisiolo´gico.
En el Cap´ıtulo 4 se caracterizaron series temporales de temperaturas y precipita-
ciones provistas por el Servicio Meteorolo´gico Nacional, con distintas herramientas
provenientes de los sistemas dina´micos. En el caso de las series de temperaturas
observamos una tendencia que indica un rango menor en la variacio´n de las tempe-
raturas ma´ximas y mı´nimas. A las series de precipitaciones se les calculo´ el exponente
de Hurst permitiendo separarlas en persistentes y antipersistentes, adema´s, se hizo
el mismo ca´lculo a las subseries detendradas para analizar el exponente luego de
eliminar fluctuaciones; obtuvimos un cambio de pendiente cuando coinciden el valor
del exponente con el ı´ndice de la serie detendrada. Finalmente se propone un me´todo
para completar las series teniendo en cuenta el atractor relacionado a ella (para ello,
calculamos el coeficiente de correlacio´n y la dimensio´n de embedding).
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Ape´ndice A
Co´digos en C
A.1. Cap´ıtulo 1: Programa para calcular Cubrimientos y
Velocidad de Reaccio´n por me´todo Monte Carlo.
//Comentarios: Ta= no de A /DIMX*DIMY (lo que llamamos tita A), idem para B,
//V= nro. de AB / DIMX*DIMY (veloc. de reaccio´n)
//m=MCS (pasos Monte Carlo), Tau es el promedio de pasos entre envenenamientos
// INI es la cantidad de pasos desde la red vac´ıa hasta una condicio´n inicial
//CONFIG es la cantidad de configuraciones iniciales que se van a promediar
//msigma es un arreglo que tiene en el lugar 1 la media y en el 2 la varianza
//♯ define DIMX 2/* Dimensio´n de la red en x */
//♯ define DIMY 2/* Dimensio´n de la red en y */
/***********************************************/
//♯ define PRECISION double
//♯define S 0.6
//♯define Pd 0.5
//♯define INI 50
//♯define CONFIG 100
//♯define MCS 100000
//♯define PROM 100
//♯include <stdio.h>
//♯include <math.h>
//♯include <stdlib.h>
//♯include <time.h>
188
FILE *fp1, *fp2,*fp3,*fp4, *fp5; long idum;
doubleSurf[DIMX+1][DIMY+1][3],comp[4+1][1+1],vector[CONFIG+1][4+1],msigma[4+1][2+1];
void completar(int a, int b,double Surf[DIMX+1][DIMY+1][3]);
void completarB(int a, int b,double Surf[DIMX+1][DIMY+1][3]);
void completarAB(int a, int b,double Surf[DIMX+1][DIMY+1][3]);
int sorteo(int a, int b, int nab, double Surf[DIMX+1][DIMY+1][3]);
float ran2(long *idum); double S,Pd;
char dummy1[60]; char dummy2[60]; char dummy3[60]; char dummy4[60];
int main() {
idum=-(long)time((time t)0);
ran2(&idum);
// Inicializa el generador con una semilla que depende del tiempo
for(S=0.2;S<=0.2;S=S+0.1) { for(Pd=0.1;Pd<0.99;Pd=Pd+0.1) {
double Ta,Tb,Vab,T0,Nab,aux1,aux2,aux3,aux4,aux5,aux6,aux7,aux8;
int i,j,c=0,m,a,b,cont,nab,x=0,y=0,z=0,k,h;
for(m=1;m<=4;m++) { msigma[m][1]=0.0; msigma[m][2]=0.0; }
for(m=1;m<=CONFIG; m++) {
aux1=0.0; aux2=0.0; aux3=0.0; aux4=0.0; aux5=0.0; aux6=0.0; aux7=0.0; aux8=0.0;
//Inicializa la superficie con ceros y una probabilidad aleatoria:
for(i=1;i<=DIMX;i++) {
for(j=1;j<=DIMY;j++) {
Surf[i][j][2]= (double)ran2(&idum);
Surf[i][j][2]=rand();
Surf[i][j][2]=(Surf[i][j][2]/1110.0);
//con los mismos valores sorteados asigna lugares
if(Surf[i][j][2]<0.33){ Surf[i][j][1]=0;}
if((Surf[i][j][2]>=0.33)&&(Surf[i][j][2]<0.66))Surf[i][j][1]=1;}
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if(Surf[i][j][2]>=0.66){Surf[i][j][1]=2;} } }
for(h=1;h<=MCS;h++) {
Ta=0.0; Tb=0.0; T0=0.0; x=0; y=0; z=0; Vab=0.0;
nab=0; nab=sorteo(a,b,nab,Surf);
for(i=1;i<=DIMX;i++)
{ for(j=1;j¡=DIMY;j++)
{if(Surf[i][j][1]==1) {x=x++;}
if(Surf[i][j][1]==2) {y=y++;}
if(Surf[i][j][1]==0) {z=z++;}
} }
//Calcula cubrimientos y velocidad de reaccio´n de los u´ltimos MCS-PROM pasos
if(h>PROM) { Ta=(x*1.0)(DIMX*DIMY*1.0); Tb=(y*1.0)(DIMX*DIMY*1.0);
T0=(z*1.0)(DIMX*DIMY*1.0); Vab=(nab*1.0)(DIMX*DIMY*1.0);
aux5=aux5+Ta; aux6=aux6+Tb; aux7=aux7+T0; aux8=aux8+Vab;
}
//En el u´ltimo paso guarda el promedio de cada Config en vector
if(h==MCS) { aux5=aux5/((MCS-PROM)*1.0); aux6=aux6/((MCS-PROM)*1.0);
aux7=aux7/((MCS-PROM)*1.0); aux8=aux8/((MCS-PROM)*1.0);
vector[m][1]=aux5; vector[m][2]=aux6; vector[m][3]=aux7; vector[m][4]=aux8; } }
}
for(m=1;m<=4;m++) {
for(j=1;j<=CONFIG;j++)
{msigma[m][1]=msigma[m][1]+vector[j][m];} }
for(m=1;m<=4;m++)
{msigma[m][1]=msigma[m][1]/(CONFIG*1.0);}
for(m=1;m<=4;m++)
{ for(j=1;j<=CONFIG;j++)
{msigma[m][2]=msigma[m][2]+(vector[j][m]-msigma[m][1])*(vector[j][m]-msigma[m][1]);} }
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for(m=1;m<=4;m++) { msigma[m][2]=sqrt(msigma[m][2]/(CONFIG*1.0)); }
fp5=fopen(“Valor2× 2S02.txt”,“a”);
fprintf(fp5,“%i %lg %lg %i %i %lg %lg %lg %lg %lg %lg %lg %lg \ n”,DIMX, S, Pd, MCS, CONFIG, msig-
ma[1][1], msigma[1][2], msigma[2][1], msigma[2][2], msigma[3][1], msigma[3][2], msigma[4][1], msigma[4][2]);
fclose(fp5); } } }
////////////////////////////////////////////////////////////
/////////////////// SUBRUTINAS /////////////////////
void completar(int a, int b, double Surf[DIMX+1][DIMY+1][3])
{ int p=0,q=0; double comp[4+1][2]; int var=0, nlib=0,i,j;
for(i=1;i<=4;i++) {comp[i][1]=0.0;}
//Condiciones de contorno perio´dicas
int fil,col,nl,nr,nu,nd;
fil=a; col=b;
nl=a-1; nr=a+1; nu=b-1; nd=b+1;
if(fil==1) nl=DIMX; if(fil==DIMX) nr=1; if(col==1) nu=DIMY; if(col==DIMY) nd=1;
//Si hay ma´s de un vecino libre, elegimos de manera equiprobable
if(Surf[nr][b][1]==0){nlib++;comp[1][1]=nlib;}
if(Surf[nl][b][1]==0){nlib++;comp[2][1]=nlib;}
if(Surf[a][nd][1]==0){nlib++;comp[3][1]=nlib;}
if(Surf[a][nu][1]==0){nlib++;comp[4][1]=nlib;}
var=(nlib*ran2(&idum)+1);
if(comp[1][1]==var) {p=nr; q=b;}
else if(comp[2][1]==var) {p=nl; q=b;}
else if(comp[3][1]==var){p=a;q=nd;}
else if(comp[4][1]==var) {p=a;q=nu;}}}}
//Al sitio y al vecino lo completamos segu´n la prob. del vecino
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if(Surf[p][q][2]>=0.0 && Surf[p][q][2]< S/2.0){Surf[p][q][1]=1.0;Surf[a][b][1]=1.0;}
if(Surf[p][q][2]>=S/2.0 && Surf[p][q][2]<S){Surf[p][q][1]=2.0;Surf[a][b][1]=2.0;}
if(Surf[p][q][2]>=S && Surf[p][q][2]<= 1.0){Surf[p][q][1]=0.0; Surf[a][b][1]=0.0;}
}
void completarB(int a, int b, double Surf[DIMX+1][DIMY+1][3])
{ int p=0,q=0; double comp[4+1][2]; int var=0, nlib=0,i,j;
for(i=1;i<=4;i++) {comp[i][1]=0.0;}
//Condiciones de contorno perio´dicas
int fil,col,nl,nr,nu,nd;
fil=a; col=b;
nl=a-1; nr=a+1; nu=b-1; nd=b+1;
if(fil==1) nl=DIMX; if(fil==DIMX) nr=1; if(col==1) nu=DIMY; if(col==DIMY) nd=1;
//Si hay ma´s de un vecino, elegimos de manera equiprobable
if(Surf[nr][b][1]==2){nlib++;comp[1][1]=nlib;}
if(Surf[nl][b][1]==2){nlib++;comp[2][1]=nlib;}
if(Surf[a][nd][1]==2){nlib++;comp[3][1]=nlib;}
if(Surf[a][nu][1]==2){nlib++;comp[4][1]=nlib;}
var=(nlib*ran2(&idum)+1);
if(comp[1][1]==var) p=nr; q=b;
else {if(comp[2][1]==var) {p=nl; q=b;}
else {if(comp[3][1]==var){p=a;q=nd;}
else {if(comp[4][1]==var) {p=a;q=nu;}}}}
//Al sitio y al vecino lo completamos segu´n la prob. del vecino
if(Surf[p][q][2]>=0.0 && Surf[p][q][2]< S/2.0){Surf[p][q][1]=1.0;Surf[a][b][1]=1.0;}
if(Surf[p][q][2]>=S/2.0 && Surf[p][q][2]<S){Surf[p][q][1]=2.0;Surf[a][b][1]=2.0;}
if(Surf[p][q][2]>=S && Surf[p][q][2]<= 1.0){Surf[p][q][1]=0.0; Surf[a][b][1]=0.0;} }
void completarAB(int a, int b, double Surf[DIMX+1][DIMY+1][3])
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{ int p=0,q=0; double comp[4+1][2]; int var=0, nlib=0, i,j;
for(i=1;i<=4;i++) {comp[i][1]=0.0;}
//Condiciones de contorno perio´dicas
int fil,col,nl,nr,nu,nd;
fil=a; col=b;
nl=a-1; nr=a+1; nu=b-1; nd=b+1;
if(fil==1) nl=DIMX;
if(fil==DIMX) nr=1;
if(col==1) nu=DIMY;
if(col==DIMY) nd=1;
//Si hay ma´s de un vecino distinto y no libre, elegimos de manera equiprobable
if(Surf[nr][b][1]!=0 && Surf[nr][b][1]!=Surf[a][b][1]){nlib++;comp[1][1]=nlib;}
if(Surf[nl][b][1]!=0 && Surf[nl][b][1]!=Surf[a][b][1]){nlib++;comp[2][1]=nlib;}
if(Surf[a][nd][1]!=0 && Surf[a][nd][1]!=Surf[a][b][1]){nlib++;comp[3][1]=nlib;}
if(Surf[a][nu][1]!=0 && Surf[a][nu][1]!=Surf[a][b][1]){nlib++;comp[4][1]=nlib;}
var=(nlib*ran2(&idum)+1);
if(comp[1][1]==var) {p=nr; q=b;}
else if(comp[2][1]==var) {p=nl; q=b;}
else if(comp[3][1]==var){p=a;q=nd;}
else if(comp[4][1]==var) p=a;q=nu;}}}}
//Al sitio y al vecino lo completamos segu´n la prob. del vecino
if(Surf[p][q][2]>=0.0 && Surf[p][q][2]< S/2.0){Surf[p][q][1]=1.0;Surf[a][b][1]=1.0;}
if(Surf[p][q][2]>=S/2.0 && Surf[p][q][2]<S){Surf[p][q][1]=2.0;Surf[a][b][1]=2.0;}
if(Surf[p][q][2]>=S && Surf[p][q][2]<= 1.0){Surf[p][q][1]=0.0; Surf[a][b][1]=0.0;} }
int sorteo(int a, int b, int nab, double Surf[DIMX+1][DIMY+1][3]) { int m,i,j;
for(m=1;m<=DIMX*DIMY;m++)
{ for(i=1;i<=DIMX;i++) {
for(j=1;j<= DIMY;j++) Surf[i][j][2]= (double)ran2(&idum);
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// Surf[i][j][2]=rand();
// Surf[i][j][2]=(Surf[i][j][2]/1110.0); }}
a=(int)(ran2(&idum)*DIMX); b=(int)(ran2(&idum)*DIMY);
//a=rand()//b=rand()
a=a+1; b=b+1;
//Condiciones de contorno perio´dicas
int fil,col,nl,nr,nu,nd;
fil=a; col=b;
nl=a-1; nr=a+1; nu=b-1; nd=b+1;
if(fil==1) nl=DIMX;
if(fil==DIMX) nr=1;
if(col==1) nu=DIMY;
if(col==DIMY) nd=1;
//Pregunta si el sitio esta´ libre
if(Surf[a][b][1]==0)
{ //Hay un vecino libre?
if(Surf[nr][b][1]==0 ‖ Surf[nl][b][1]==0 ‖ Surf[a][nu][1]==0 ‖Surf[a][nd][1]==0)
{completar(a,b,Surf);}
else // Completa con A con prob S
{ Surf[a][b][2]=(double)ran2(&idum);
if(Surf[a][b][2]<= S )
{Surf[a][b][1]=1;}
// else /*vuelve a sortear*/
}
//Empieza el caso en que no es cero; sitio ocupado
else {
if(Surf[a][b][2]<=Pd)
{ //Hay un B?
if(Surf[a][b][1]==2)
{/*pregunta si tiene otro vecino B */
if(Surf[nr][b][1]==2 ‖ Surf[nl][b][1]==2 ‖ Surf[a][nu][1]==2 ‖Surf[a][nd][1]==2)
completarB(a,b,Surf);
}
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else //El sitio esta´ ocupado con A { //hay otro vecino libre?
if(Surf[nr][b][1]==0 ‖ Surf[nl][b][1]==0 ‖ Surf[a][nu][1]==0 ‖Surf[a][nd][1]==0)
{completar(a,b,Surf);}
else
Surf[a][b][2]=(double)ran2(&idum);
if(Surf[a][b][2]>= S && Surf[a][b][2]<= 1.0)Surf[a][b][1]=0;
} } }
//El sitio sigue ocupado, pero con prob 1-Pd
else { //Hay un vecino distinto (y no libre)?
if((Surf[nr][b][1]!=0 && Surf[nr][b][1]!=Surf[a][b][1])‖ (Surf[nl][b][1]!=0 && Surf[nl][b][1]!=Surf[a][b][1]) ‖
(Surf[a][nu][1]!=0 && Surf[a][nu][1]!=Surf[a][b][1])‖(Surf[a][nd][1]!=0 && Surf[a][nd][1]!=Surf[a][b][1]))
{ nab++; // printf(“nab=d \n”,nab);
completarAB(a,b,Surf);
//Cuenta que ocurrio´ una reaccio´n
} } } } return nab; }
♯define IM1 2147483563 ♯define IM2 2147483399
♯define AM (1.0/IM1) ♯define IMM1 (IM1-1)
♯define IA1 40014 ♯define IA2 40692
♯define IQ1 53668 ♯define IQ2 52774
♯define IR1 12211
♯define IR2 3791 ♯define NTAB 32
♯define NDIV (1+IMM1/NTAB) ♯ define EPS 1.2e-7
♯define RNMX(1.0-EPS)
float ran2(long *idum) {
int j; long k;
static long idum2=123456789; static long iy=0; static long iv[NTAB];
float temp;
if(*idum<=0) { if(-(*idum)<1) *idum=1; else *idum = -(*idum); idum2 = (*idum);
for(j=NTAB+7;j >=0;j −−) { k=(*idum)IQ1; *idum=IA1*(*idum-k*IQ1)-k*IR1; if(*idum<0) *idum +=
IM1; if(j < NTAB) iv[j] = *idum; }
iy = iv[0]; } k = (*idum)/IQ1;
*idum = IA1*(*idum-k*IQ1)-k*IR1;
if(*idum < 0)
*idum += IM1;
k = idum2/IQ2;
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idum2 = IA2*(idum2-k*IQ2)-k*IR2;
if(idum2 < 0)
idum2 += IM2;
j = iy/NDIV;
iy = iv[j]-idum2;
iv[j] = *idum;
if(iy < 1)
iy += IMM1;
if((temp=AM*iy)>RNMX)
return RNMX;
else
return temp;
}
A.2. Cap´ıtulo 2: Programa para el modelo propuesto en el
Cap´ıtulo 2
/* DEFINITIONS OF PARAMETERS: PUT THE CORRECT VALUES:
THEY WILL NOT BE ASK YOU AFTER */ /***************************************************/
/* DIMENSION OF LATTICE AND VALUES OF a; b; eps; */
/***************************************************/
♯ define DIMX 256 /* Lattice dimension in x */
♯ define a 0.84 ♯ define b 0.07
♯ define epsu 0.08 //♯ define epsv 0.3 //♯ define KE 1000000.0 ♯ define dx 0.05 ♯ define dt 0.00000001
♯ define delta 1.0E-10
♯ define MAXIT 300 /*tiempo de integracio´n ma´ximo en seg */
♯ define SAVEIT 2 ♯ define alfa 7.2 /*para´metros de tau*/
♯ define B 1.0 ♯ define A 0.01
/***********************************************/
♯ define PRECISION double
♯ include <stdio.h> ♯ include <math.h>
FILE *fp1,*fp2,*fp3,*fp4; double Surf[DIMX+1][3],aux[DIMX+1][3];
double D[DIMX+1]; double celda[3]; char dummy[60]; char dummy1[60];
char dummy2[60];
/*PROTOTYPEN*/ void incrementar(int fil,double celda[3]);
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double f(double u), lapx(int fil);
void main() { double tiempo,u,v,w,mu,h,inc,aa,bb;
int i,k,fi,fil,l,i0,n,kk,r,s,tt;
/* Initialization of the surface */
for(i=1;i<=DIMX;i++) { Surf[i][1]=-0.5; Surf[i][2]=-0.5; Surf[i][3]=-0.0; }
i0= DIMX/2;
for(i=i0-5;i<=i0+5;i++) { Surf[i][1]=-1.0; Surf[i][2]=-0.15; Surf[i][3]=0.0; }
/* To re-start the programm. ONLY IF Inicio.txt exists. Otherwise, please comment the following lines
*/
fp3=fopen(”ininag01.txt”,r”);
for(i=1;i<=DIMX;i++) { fscanf(fp3,“ %i %lg %lg %lg\ n”,&fi,&u,&v,&w);
fil=fi; Surf[fil][1]=u; Surf[fil][2]=v; Surf[fil][3]=w; }
fclose(fp3);
/* Evolution */
tiempo=0.0; /*modifique el tiempo para ver si puedo continuar los archivos*/ inc=0.0;
while(tiempo<=MAXIT) {
inc=0.0;
while(inc<=SAVEIT) {
/* First: Equations are solved by numerical integration in each cell without diffusion */
for(i=1; i<=DIMX; i++) { celda[1]= Surf[i][1]; celda[2]= Surf[i][2]; celda[3]= Surf[i][3];
incrementar(i,celda); aux[i][1]=celda[1]; aux[i][2]=celda[2]; aux[i][3]=celda[3]; }
for(i=1; i<=DIMX; i++) { Surf[i][1]= aux[i][1]; Surf[i][2]= aux[i][2]; Surf[i][3]= aux[i][3]; }
tiempo=tiempo+dt; inc=inc+dt; tt=tiempo/SAVEIT;
//printf(“%lg \ n”,tiempo); }
/* Printing results.*/ /* To re-start the program */
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fp3=fopen(“ininag01.txt”,“w”);
sprintf(dummy2,“matrix %i.txt”,tt);
fp4=fopen(dummy2,.a”);
for(i=1;i<=DIMX;i++)
{ fprintf(fp3,“%i %lg %lg %lg\ n”,i,Surf[i][1],Surf[i][2],Surf[i][3]);
fprintf(fp4,“%lg⁀”,Surf[i][1]);
fprintf(fp4,“\ n”); }
fclose(fp4); fclose(fp3);
i0=DIMX/2; } }
void incrementar(int fil,double celda[3]) {double f(double u),
lapx(int fil); double u1,v1,u2,v2,w1,w2,aux1,aux2,aux3,Kw,Kwx; int i,nr,nl;
i=fil;
u1=celda[1]; v1=celda[2]; w1=celda[3];
nl=fil-1; nr=fil+1;
if(fil==1) nl=DIMX;
if(fil==DIMX) nr=1;
u2=0.0; v2=0.0; w2=0.0;
aux1=0.0; aux2=0.0; aux3=0.0;
/* u */
aux1=-1.0/epsu*u1*(u1-1.0)*(u1-(v1+b)/a);
u2=u1+dt*aux1+dt*w1;
/* v */
aux2=f(u1)-v1;
v2=v1+dt*aux2;
/* w */
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Kwx=A*exp(((Surf[nr][1]-Surf[nl][1])+alfa)/B);
aux3=-Kwx*w1;
w2=w1+dt*aux3+dt*lapx(i);
celda[1]=u2; celda[2]=v2; celda[3]=w2; }
double f(double u) { double aux;
aux = 0.0; if((u < 1.0/3.0)) aux = 0.0;
else if ((u >= 1.0/3.0) && (u ¡= 1.0)) aux = 1.0-6.75*u*(u-1.0)*(u-1.0);
else if ((u > 1.0)) aux = 1.0;
return aux; }
double lapx(int fil) { double aux; int i,nl,nr; i=fil;
nl=fil-1; nr=fil+1;
if(fil==1) nl=DIMX;
if(fil==DIMX) nr=1;
D[nl]=1.0; D[nr]=1.0; D[i]=1.0;
aux=1.0/(6.0*dx*dx)*(Surf[nr][1]*(D[nr]+D[i])+Surf[nl][1]*(D[nl]+D[i])-(D[nr]+2.0*D[i]+D[nl])*Surf[i][1]);
return aux; }
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Ape´ndice B
Gra´ficos correspondientes al
Cap´ıtulo 4
Se presentan las ima´genes correspondientes a los ca´lculos del Exponente de Hurst, correlaciones y Hurst
a las series detendradas.
B.1. Exponente de Hurst
Se presentan los gra´ficos correspondientes al ca´lculo del exponente de Hurst de las series de precipita-
ciones,todas las series corresponden al mismo per´ıodo temporal (1941-2005). Los resultados se utilizaron
para colorear el mapa 4.6 segu´n las series resulten persistentes (h >0.5) o antipersistentes (h <0.5).
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B.2. Exponente de Hurst a series detendradas
A continuacio´n se presenta el ca´lculo del exponente de Hurst a las subseries detendradas de aquellas
series que originariamente son antipersistentes.
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10 100 1000
1
10
100
0.3+/-0.03 (0.96)
Hurst a detendrado
d=1
10 100 1000
1
10
100
0.6+/-0.1 (0.98)
0.20+/-0.02 (0.98)
d=2
10 100 1000
1
10
100
0.53+/-0.07 (0.98)
0.21+/-0.04 (0.95)
Villa Dolores
d=3
10 100 1000
1
10
100
0.52+/-0.04 (0.99)
0.28+/-0.08 (0.94)
d=4
10 100 1000
1
10
100
0.48+/-0.02 (0.99)
0.11+/-0.04 (0.93)
d=5
10 100 1000
1
10
100
0.49+/-0.03 (0.99)
d=6
10 100 1000
1
10
100
0.44+/-0.02 (0.99)
d=7
207
10 100 1000
1
10
100
0.25+/-0.02 (0.98)
Hurst a Detendrado
Carlos Casares
10 100 1000
1
10
100
0.62+/-0.04 (0.99)
0.27+/-0.02 (0.98)
10 100 1000
1
10
100
0.63+/-0.02 (0.99)
0.27+/-0.04 (0.96)
10 100 1000
1
10
100
0.63+/-0.02 (0.99)
0.3+/-0.03 (0.98)
10 100 1000
1
10
100
0.49+/-0.05 (0.98)
0.30+/-0.01 (0.99)
10 100 1000
1
10
100
0.46+/-0.03 (0.99)
10 100 1000
1
10
100
0.47+/-0.02(0.99)
10 100 1000
1
10
100
0.24+/-0.01 (0.99)
Hurst a detendrado
d=1
10 100 1000
1
10
100
0.29+/-0.01 (0.99)
Ceres
d=2
10 100 1000
1
10
100
0.53+/-0.09 (0.97)
0.30+/-0.04 (0.97)
d=3
10 100 1000
1
10
100
0.48+/-0.07 (0.98)
0.24+/-0.04 (0.97)
d=4
10 100 1000
1
10
100
0.47+/-0.05 (0.97)
0.42+/-0.01 (0.99)
d=5
10 100 1000
1
10
100
0.45+/-0.03 (0.97)
d=6
10 100 1000
1
10
100
0.55+/-0.05 (0.98)
0.7+/-0.6 (0.89)
d=7
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10 100 1000
1
10
100
0.34+/-0.04 (0.95)
Hurst a detendrado
d=1
10 100 1000
1
10
100
0.7+/-0.1 (0.97)
0.21+/-0.01 (0.99)
d=2
10 100 1000
1
10
100
0.39+/-0.04 (0.97)
Pilar
d=3
10 100 1000
1
10
100
0.46+/-0.03 (0.98)
d=4
10 100 1000
1
10
100
0.52+/-0.05 (0.98)
0.3+/-0.1 (0.96)
d=5
10 100 1000
1
10
100
0.50+/-0.03 (0.97)
d=6
10 100 1000
1
10
100
0.55+/-0.04 (0.97)
d=7
Las siguientes figuras corresponden al ca´lculo del exponente de Hurst a las subseries detendradas de
series persistentes.
209
10 100 1000
1
10
100
0.4+/-0.02 (0.99)
Hurst  a Detendrado
d=1
10 100 1000
1
10
100
0.58+/-0.09 (0.98)
0.35+/-0.02 (0.99)
d=2
10 100 1000
1
10
100
0.56+/-0.04 (0.99)
0.41+/-0.02 (0.99)
Tinogasta
d=3
10 100 1000
1
10
100
0.55+/-0.01 (0.99)
d=4
10 100 1000
1
10
100
0.51+/-0.01 (0.99)
0.915+/-0.05 (0.99)
d=5
10 100 1000
1
10
100
0.57+/-0.02 (0.99)
0.89+/-0.01 (1)
d=6
10 100 1000
1
10
100
0.63+/-0.04 (0.98)
d=7
10 100 1000
1
10
100
0.31+/-0.04 (0.97)
Hurst a detendrado
d=1
10 100 1000
1
10
100
0.31+/-0.04 (0.96)
d=2
10 100 1000
1
10
100
0.50+/-0.08 (0.97)
0.25+/-0.05 (0.94)
La Rioja
d=3
10 100 1000
1
10
100
0.51+/-0.05 (0.98)
0.28+/-0.02 (0.99)
d=4
10 100 1000
1
10
100
0.47+/-0.04
0.31+/-0.01 (0.99)
d=5
10 100 1000
1
10
100
0.41+/-0.03 (0.97)
d=6
10 100 1000
1
10
100
0.41+/-0.02 (0.99)
d=7
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10 100 1000
1
10
100
0.27+/-0.05 (0.96)
Hurst a detendrado
d=1
10 100 1000
1
10
100
0.16+/-0.03 (0.95)
0.7+/-0.2 (0.95)
d=2
10 100 1000
1
10
100
0.65+/-0.09 (0.98)
0.28+/-0.02 (0.99)
Villa Maria del Rio Seco
d=3
10 100 1000
1
10
100
0.52+/-0.05 (0.99)
0.26+/-0.01 (0.98)
d=4
10 100 1000
1
10
100
0.54+/-0.05 (0.97)
0.39+/-0.08 (0.97)
d=5
10 100 1000
1
10
100
0.46+/-0.05 (0.98)
0.92+/-0.06 (0.99)
d=6
10 100 1000
1
10
100
0.62+/-0.05 (0.97)
d=7
10 100 1000
1
10
100
0.3+/-0.03 (0.98)
Hurst a Detendrado
d=1
10 100 1000
1
10
100
0.25+/-0.02 (0.98)
0.6+/-0.1(0.98)) 
d=2
10 100 1000
1
10
100
0.64+/-0.07 (0.98)
0.2+/-0.04 (0.94)
San Carlos
d=3
10 100 1000
1
10
100
0.63+/-0.04 (0.99)
0.26+/-0.03 (0.98)
10 100 1000
1
10
100
0.61+/-0.03 (0.99)
0.27+/-0.07 (0.97)
10 100 1000
1
10
100
0.60+/-0.02 (0.99)
d=6
10 100 1000
1
10
100
0.61+/-0.02 (0.99)
d=7
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10 100 1000
1
10
100
0.27+/-0.03 (0.97)
0.65+/-0.03 (1)
Hurst a Detendrado
d=1
10 100 1000
1
10
100
0.58+/-0.04 (0.99)
0.28+/-0.01 (0.99)
d=2
10 100 1000
1
10
100
0.52+/-0.04 (0.99)
0.33+/-0.02 (0.99)
Pergamino
d=3
10 100 1000
1
10
100
0.46+/-0.04 (0.98)
0.54+/-0.02 (0.99)
d=4
10 100 1000
1
10
100 0.43+/-0.03 (0.99)
0.9+/-0.1 (0.98)
d=5
10 100 1000
1
10
100
0.47+/-0.03 (0.99)
0.91+/-0.01 (1)
d=6
10 100 1000
1
10
100
0.57+/-0.07 (0.97)
d=7
10 100 1000
1
10
100
0.28+/-0.02 (0.98)
Hurst a Detendrado
d=1
10 100 1000
1
10
100
0.60+/-0.06 (0.99)
0.39+/-0.02 (0.99)
d=2
10 100 1000
1
10
100
0.52+/-0.06 (0.98)
0.44+/-0.06 (0.97)
El Palomar
d=3
10 100 1000
1
10
100
0.43+/-0.08 (0.96)
0.56+/-0.04 (0.99)
d=4
10 100 1000
1
10
100
0.56+/-0.03 (0.99)
d=5
10 100 1000
1
10
100
0.59+/-0.02 (0.99)
d=6
10 100 1000
1
10
100 0.61+/-0.02 (0.99)
d=7
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10 100 1000
1
10
100
0.24+/-0.03 (0.96)
Hurst a Detendrado
d=1
10 100 1000
1
10
100
0.22+/-0.04 (0.96)
0.66+/-0.03 (0.99)
d=2
10 100 1000
1
10
100
0.66+/-0.01 (0.99)
0.21+/-0.05 (0.95)
Malargue
d=3
10 100 1000
1
10
100
0.7+/-0.02 (0.99)
0.24+/-0.03 (0.98)
d=4
10 100 1000
1
10
100
0.67+/-0.02 (0.99)
0.19+/-0.05 (0.97)
d=5
10 100 1000
1
10
100
0.62+/-0.04 (0.99)
d=6
10 100 1000
1
10
100
0.68+/-0.05 (0.98)
d=7
10 100 1000
10
100
0.28+/-0.02 (0.98)
Hurst a Detendrado
d=1
10 100 1000
10
100
0.20+/-0.03 (0.96)
0.58+/-0.02 (0.99)
d=2
10 100 1000
10
100
0.57+/-0.01 (0.99)
0.36+/-0.04 (0.98)
Trenque Lauquen
d=3
10 100 1000
10
100
0.578+/-0.006 (0.999)
0.19+/-0.02 (0.98)
d=4
10 100 1000
10
100
0.554+/-0.008 (0.999)
d=5
10 100 1000
10
100
0.57+/-0.01 (0.99)
d=6
10 100 1000
1
10
100
0.62+/-0.02 (0.99)
d=7
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10 100 1000
1
10
100
0.33+/-0.01 (0.99)
Hurst a Detendrado
d=1
10 100 1000
1
10
100
0.64+/-0.08 (0.99)
0.25+/-0.04 (0.96)
d=2
10 100 1000
1
10
100
0.62+/-0.03 (0.99)
0.23+/-0.03 (0.97)
Rio Gallegos
d=3
10 100 1000
1
10
100
0.65+/-0.03 (0.99)
0.25+/-0.04 (0.97)
d=4
10 100 1000
1
10
100
0.64+/-0.01 (0.99)
d=5
10 100 1000
1
10
100
0.62+/-0.01 (0.99)
d=6
10 100 1000
1
10
100
0.66+/-0.02 (0.99)
d=7
10 100 1000
1
10
100
0.27+/-0.01 (0.99)
Hurst a Detendrado
d=1
10 100 1000
1
10
100
0.28+/-0.02 (0.98)
d=2
10 100 1000
1
10
100
0.33+/-0.02 (0.99)
Pehuajo
d=3
10 100 1000
1
10
100
0.37+/-0.02 (0.99)
d=4
10 100 1000
1
10
100
0.48+/-0.04 (0.98)
0.25+/-0.03 (0.99)
d=5
10 100 1000
1
10
100
0.5+/-0.04 (0.98)
d=6
10 100 1000
1
10
100
0.56+/-0.05 (0.98)
d=7
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10 100 1000
1
10
100
0.54+/-0.02 (0.99)
Hurst a Detendrado
d=1
10 100 1000
10
100
0.5+/-6*10(-7) (1)
0.33+/-0.03 (0.99)
d=2
10 100 1000
1
10
100 1.73/-0.06 (0.99)
0.5+/-5*10(-7) (1)
La Paz
d=3
10 100 1000
1
10
100
0.6+/-0.1 (0.90)
0.5+/-1x10^(-6) (1)
d=4
10 100 1000
1
10
100
1.1+/-0.1 (0.97)
d=5
10 100 1000
1
10
100
1.12+/-0.08 (0.99)
d=6
10 100 1000
1
10
100
1.01+/-0.09 (0.99)
d=7
10 100 1000
1
10
100
0.37+/-0.02 (0.98)
Hurst a Detendrado
d=1
10 100 1000
1
10
100
0.687+/-0.007 (0.999)
0.30+/-0.01 (0.99)
d=2
10 100 1000
1
10
100
0.62+/-0.04 (0.99)
0.39+/-0.02 (0.99)
La Cruz
d=3
10 100 1000
1
10
100
0.59+/-0.03 (0.99)
0.30+/-0.05 (0.97)
d=4
10 100 1000
1
10
100
0.61+/-0.02 (0.99)
0.23+/-0.04 (0.98)
d=5
10 100 1000
1
10
100
0.54+/-0.03 (0.99)
d=6
10 100 1000
1
10
100
0.58+/-0.01 (0.99)
d=7
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B.3. Correlaciones
Aqu´ı se presentan las correlaciones temporales de las restantes series, el valor de k es necesario para
construir las m0-u´plas (con m0 la dimensio´n de embedding) que permiten reconstruir el atractor (ver
seccio´n 4.4).
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
k
0
0,5
1
R
(k)
Correlaciones
Precipitaciones Las Lomitas
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
k
-0,5
0
0,5
1
R
(k)
Correlaciones
Precipitaciones Salta
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0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
k
0
0,5
1
R
(k)
Correlaciones
Precipitaciones 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
k
-0,4
-0,2
0
0,2
0,4
0,6
0,8
1
R
(k)
Correlaciones
Precipitaciones La Rioja
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
k
0
0,5
1
R
(k)
Correlaciones
Precipitaciones Ceres
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0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
k
-0,4
-0,2
0
0,2
0,4
0,6
0,8
1
R
(k)
Correlaciones
Precipitaciones Villa Maria de Rio Seco
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
k
-0,5
0
0,5
1
R
(k)
Correlaciones
Precipitaciones Monte Caseros
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
k
-0,5
0
0,5
1
R
(k)
Correlaciones
Precipitaciones Pilar
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0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
k
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0
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R
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Correalaciones
Precipitaciones Villa Dolores
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
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Correlaciones
Precipitaciones Mendoza Obs
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
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Correlaciones
Precipitaciones San Carlos
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0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
k
0
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1
R
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Correlaciones
Precipitaciones Pergamino
0 25 50 75 100 125
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0
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R
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Correlaciones
Precipitaciones Trenque Lauquen
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0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
k
0
0,5
1
R
(k)
Correlaciones
Precipitaciones Rio Gallegos
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
k
0
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R
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Correlaciones
Precipitaciones Cuenca
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
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0
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Correlaciones
Precipitaciones Diamante
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0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
k
0
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1
R
(k)
Correlaciones
Precipitaciones La Paz
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
k
0
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1
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Correlaciones
Precipitaciones Alberti
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
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Precipitaciones Monasterio
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B.4. Dimensio´n de embedding
Ca´lculo de la dimensio´n de embedding de las restantes series del Cap´ıtulo, valores que integran la tabla
4.3, se calcularon utilizando un paquete especial de MATLAB [26].
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1
Figura B.1: Ca´lculo de m0 a las series de La Quiaca, Pilar y Santiago del Estero.
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1
Figura B.2: Ca´lculo de m0 a las series de Tinogasta, La Rioja, Ceres y V. Mar´ıa.
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Figura B.3: Ca´lculo de m0 a las series de V. Dolores, Mendoza, C. Casares y San Carlos.
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1
Figura B.4: Ca´lculo de m0 a las series de Pergamino, N. de Julio, Malargu¨e y T. Lauquen.
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Figura B.5: Ca´lculo de m0 a las series de R. Gallegos, G. Pico, Cuenca y V. de Mayo.
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Figura B.6: Ca´lculo de m0 a las series de Alberti, Monasterio y Diamante.
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Figura B.7: Ca´lculo de m0 a las series de La Paz y La Cruz.
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