Abstract
Introduction
In any manufacturing process, manufactured features will always deviate from their nominal design data to some degree, due to random and/or systematic errors. In order to satisfy certain functional requirements or assembly conditions, geometric tolerances are usually assigned to some selected features, serving as allowable variations.
It is a common problem of inspection of a circular workpiece to measure its circularity because the circularity is one of the basic geometric features of a circular workpiece. The circularity error is the annular space between two concentric circles which are the reference feature and actual feature circle. There are four common methods to evaluate circularity error: least square circle (LSC), minimum zone circle (MZC), maximum inscribed circle (MIC) and minimum circumscribed circle (MCC). The evaluation of circularity based on the minimum circumscribed circle method is an important method suitable for the circle with the maximum material condition of a convex like a shaft.
The four methods to evaluate circularity error can also be used to evaluate sphericity error. Hence, the methods to evaluate sphericity error are: least square sphere (LSS), minimum zone sphere (MZS), maximum inscribed sphere (MIS) and minimum circumscribed sphere (MCS).
In the past decade, many methods have been developed to obtain the minimum solution of circularity error.
Jywe et al. [1] constructed three mathematical models to solve the min-max problem for evaluating circularity. the exact control points are selected to construct the minimum circumscribed circle, the maximum inscribed circle and the minimum zone circle by directly resolving the simultaneous linear algebraic equations.
Voronoi diagrams have several important applications in science and engineering [2] ，and were used to compute circularity error [3] [4] [5] [6] . These algorithms usually require the nearest and the farthest Voronoi diagram to be calculated for the points. The drawback of methods based on Voronoi Diagrams, that ensure the exact solution, are Voronoi diagrams themselves, that require long time to be calculated.
Samuel [7] used computational geometric techniques to evaluate circularity. Huang [8] proposed a new strategy for improving the computational efficiency of evaluating circularity.
Zhu [9] proposed a steepest descent optimization solution to find the circularity values. The steepest descent direction is determined by the method of calculating the minimum translational distance between two convex polygons.
In order to obtain the minimum circumscribed circle and the maximum inscribed circle, convex hull has been used in the past [10] . Construction of convex hulls considerably reduces the number of candidate points for establishing the assessment circles.
A genetic algorithm for circularity error unified evaluation is presented by Wen et al. [11] . The algorithm does not require genetic parameters and mutation, so it is very convenient to use in engineering metrology.
Lei et al. [12] present a polar coordinate transform algorithm (PCTA) for roundness error evaluation. The algorithm allocates a circular region around the least square circle center following certain rules, and calculates the polar radius for all measured points by translating polar coordinate system to each point in the region in turn, and obtains minimum circumscribed center point, maximum inscribed center point and minimum zone center point from comparing each polar radius relative to each polar coordinate system.
For sphericity error evaluation, many researchers have developed several methods to obtain the minimum solution of sphericity error.
Danish and Shunmugam [13] calculated the minimum zone solution for sphericity error using discrete Chebyshev approximations.
Kanada [14] used the downhill simplex search method to solve the minimum zone solution for sphericity evaluation problems. The simplex search is a sequential gradient search. The simplex for sphericity evaluation is a tetrahedron. The objective value at a vertex is the difference between the farthest and nearest distances from the vertex to its measured points. For each iteration, the vertex with the greatest objective value will be rejected and replaced by a new point in the opposite side of the original tetrahedron. If the objective value at the new point is still the greatest, the search is continued in alternate direction, perhaps with a smaller step size, or stopped. The search technique is efficient and easy to code. But the simplex search does not guarantee a global minimum solution to non-convex problems like sphericity.
Fan and Lee [15] proposed an approach with minimum potential energy analogy to the minimum zone solution of spherical form error. And the problem of finding the minimum zone sphericity error is transformed into that of finding the minimum elastic potential energy of the corresponding mechanical system.
Chen and Liu [16] constructed three mathematical models to evaluate the minimum circumscribed sphere, the maximum inscribed sphere and the minimum zone sphere by directly resolving the simultaneous linear algebraic equations.
Samuel and Shunmugam [17, 18] established the minimum circumscribed limacoid, maximum inscribed limacoid and minimum zone limacoid based on the computational geometry to evaluate sphericity error.
Artificial immune algorithms are recently developed research branch and exhibit many characteristics over specific applications [19] . Wen and Song [20] use immune algorithm (IA) for sphericity error evaluation. It is proven that IA is a favorable alternative for solving minimum zone sphericity error.
Huang [21] solved the minimum zone solution for sphericity problems using the Voronoi diagram. The whole space is divided into several regions using the Voronoi diagrams that the minimum sphericity becomes feasible on the vertices of these regions. This paper presents a unified minimum circumscribed approach to solve the circularity and sphericity problems. The criteria of minimum circumscribed circle and minimum circumscribed sphere show that the minimum circumscribed circle and the minimum circumscribed sphere are determined by a small number of measured points. Several theorems and lemmas give an efficient way to solve the problem. The method does not require linearization or approximation and is applicable to all geometric features. The paper is organized as follows: The definition and criteria of minimum circumscribed circle and minimum circumscribed sphere; Mathematical models; Computation strategy and Validation; the last is conclusion.
The Definition and Criteria of the Minimum Circumscribed Circle
Definition. For a given set of measured data points Pi (xi, yi) (i=1~ n), if all data points Pi are on or in a circle C, then C is called the circumscribed circle. The minimum radius circle among all circumscribed circles is called the minimum circumscribed circle.
There are two models to construct the minimum circumscribed circle.
2-1 model:
The 2-1 model is shown in Figure 1 (a). The minimum circumscribed circle is determined by two points on the circumscribed circle constructing a segment which passes through the center of the circle and one point on the inscribed circle. All data points lie on between these two concentric circles.
3-1 model:
The 3-1 model is shown in Figure 1 (b). The minimum circumscribed circle is determined by three points on the circumscribed circle constructing a triangle which the center of the circle is inside and one point on the inscribed circle. All data points lie on between these two concentric circles.
The radius separation between these two concentric circles is the circularity error of the minimum circumscribed circle. These points on these two concentric circles are called the control points of the minimum circumscribed circle.
The circularity error f c is calculated by:
Where rMCC is the radius of the minimum circumscribed circle, and ri is the radius of the concentric inscribed circle. 
The Definition and Criteria of the Minimum Circumscribed Sphere
Definition. For a given set of measured data points Pi (xi, yi, zi) (i=1~ n), if all data points Pi are on or in a sphere S, then S is called the circumscribed sphere. The minimu radius sphere among all circumscribed sphere is called the minimum circumscribed sphere.
There are three models to construct the minimum circumscribed sphere [22] .
2-1 model:
The 2-1 model is shown in Figure 2 (a). The minimum circumscribed sphere is determined by two points on the circumscribed sphere constructing a segment which passes through the center of the sphere and one point on the inscribed sphere. All data points lie on between these two concentric spheres.
3-1 model:
The 3-1 model is shown in Figure 2 (b). The minimum circumscribed sphere is determined by three points on the circumscribed sphere constructing a triangle which the center of the sphere is inside and one point on the inscribed sphere. All data points between these two concentric spheres.
4-1 model:
The 4-1 model is shown in Figure 2 (c). The minimum circumscribed sphere is determined by four points on the circumscribed sphere, which at the vertices of a tetrahedron that contains the center of the sphere and one point on the inscribed sphere. All data points between these two concentric spheres.
The radius separation between these two concentric spheres is the sphericity error of the minimum circumscribed sphere. These points on the minimum circumscribed sphere are called the control points of the minimum circumscribed sphere.
The sphericity error f s is calculated by:
Where R MCC is the radius of the minimum circumscribed sphere, and R i is the radius of the concentric inscribed sphere. 
Mathematical Models
The convex hull of set S, conv(S), is defined as the boundary of the smallest convex set containing S. Let u and v are two distinct points bounded by conv(S). Any point p bounded by conv(S) can be represented as a convex combination of u and v. That is
Equation (3) tells that p is a point of the line segment linking u and v. If 0<a<1, the convex combination in Equation (3) is called strict. Any data point represented as a strict convex combination of u and v means that this data point must lie in the interior, and cannot be an end point of the line segment uv. Except those on the vertices of conv(S), all data points bounded by conv(S) can be represented as a strict convex combination of u and v. A vertex is an extreme point in conv(S), which cannot be bounded by any other points in conv(S). So any data point which is a vertex of conv(S) cannot be represented as a strict convex combination of u and v. Theorem 1. Suppose S is a data point set and P is a subset of S. the minimum circumscribed circle (sphere) of P is the minimum circumscribed circle (sphere) of S if the minimum circumscribed circle (sphere) of P is able to contain all data points of S.
Proof. Let P' be a subset of S such that P' contains data points other than those in subset P. So set S is categorized into two subsets, P and P'. Subset P' can be treated as a new data point set to join subset P for minimum circumscribed circle (sphere). According to the definition of the minimum circumscribed circle (sphere), the adding of new data points to subset P cannot give a smaller minimum circumscribed circle (sphere) than that of P. The best situation after the adding of new data points is to keep the same minimum circumscribed circle (sphere) as that of subset P. If the minimum circumscribed circle (sphere) of P is able to contain all data points, then the minimum circumscribed circle (sphere) of P is still effective after the adding of P'. Therefore the minimum circumscribed circle (sphere) of P is the minimum circumscribed circle (sphere) of S.
Lemma 1. The circumscribed circle (sphere) of set S cannot pass through any data point which is not a vertex of conv(S).
Proof: Suppose C is a circumscribed circle passing through data point t, which is not a vertex of conv(S). conv(S) is the boundary of the smallest convex set containing set S. So conv(S) must be bounded by circle C.
Because t is not a vertex, t can always be represented as an interior point of line segment ab bounded by conv(S). Data point t is the intersection point of circle C and line segment ab. The intersection of ab and C causes at least one end of ab out of circle C (Figure 3) . Therefore, C cannot be a
circumscribed circle if t is not a vertex of conv(S).
It can be proven for the sphere, too. Proof: Let's begin the proof from the case that p has a greater x coordinate than the other data points. Suppose L is a line passing through p and parallel to the y axis. The whole convex hull conv(S) lies on the left side of L since L passes through p, which has the greatest x coordinate among all data points. If p is not a vertex, then p can be represented as a strict convex combination of u and v which are two distinct points bounded by conv(S). So p must be an interior point of the line segment uv. As the data point p becomes the intersection point of L and uv, the end points u and v must lie on different side of L such that the convex hull conv(S), which contains uv cannot lie on one side of L. This is contradictory to the requirement that p has a greater x coordinate than the other data points. Therefore, p must be a vertex. The above proof is also applicable to all other cases when p has different extreme x, y coordinate.
It can be proven for three dimension too. Theorem 2. Suppose p is a data point in set S and w is a given point on the same coordinate system. If the distance from w to p is greater than the distance from w to any other data point in S, then p is a vertex of conv(S).
Proof: Using w as the center, a circle C passing through p is generated (Figure 4 ). Circle C is a circumscribed circle of set S since p is the farthest data point from center w. According to lemma 1, a circumscribed circle cannot pass through any data point which is not a vertex of conv(S). So p must be a vertex of conv(S). According to lemma 1, data points on the vertices of conv(S) are the only elements able to determine the circumscribed circle (sphere). So the identification of data points on the vertices is important for minimum circumscribed circle (sphere) problems. Lemma 2 tells that data points having extreme coordinates are vertices of conv(S). Lemma 2 gives an easy way to find the vertices and it is suitable for finding the vertices in the beginning of computation. Theorem 2 gives a different way to identify a vertex. According to theorem 2, data points having the farthest distance from a given point is a vertex. Theorem 2 is suitable for finding a vertex in case that current minimum circumscribed circle (sphere) fails to meet the criteria.
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Computation Strategy
According to theorem 1, if subset P meets the minimum circumscribed criterion, then the circularity (sphericity) of P is the circularity (sphericity) of the whole data point set no matter how small P is. Theorem 1 tells that the minimum circumscribed circle (sphere) can be obtained by part of the data points and the computation around data points other than those in subset P is redundant. According to the criteria of minimum circumscribed solution, the minimum circumscribed circle and the minimum circumscribed sphere are decided by several control points. These critical control points are the only elements necessary to get involved in the computation of circularity (sphericity). But a direct identification to these control points is difficult. So a new computation strategy is proposed in this paper to setup a feasible approach to solve the circularity problems more efficiently.
The computation procedure of minimum circumscribed circle
According to mathematical model proposed, the computation procedure of circularity error evaluation based on minimum circumscribed circle is shown as following:
•Step 1 Search out the two data points p1(xmin, y1) and p2(xmax, y2), which have extreme x coordinate, of the measured data points set S;
•Step 2 Compute the geometric characteristic parameters (center and radius) of the circle constructed through two points;
•Step 3 Judge whether all data points on or inside the circle. If it is, the minimum circumscribed circle is obtained, shift to Step 7, otherwise make out the farthest data point p 3 from center of the circle and shift to next step;
•Step 4 Compute the geometric characteristic parameters (center and radius) of the circle constructed through three points;
•Step 5 Judge whether all data points on or inside the circle. If it is, the minimum circumscribed circle is obtained, shift to Step 7, otherwise make out the farthest data point p4 from center of the circle and shift to next step;
•Step 6 Let S' be a new subset including point p 1 , p 2 , p 3 and p 4 . Compute the minimum circumscribed circle of S'. If it is determined by two data points, shift to Step 2. Or by three data points, shift to Step 4;
•Step 7 Search out the nearest data point pn from the center of the minimum circumscribed circle.
•Step 8 output circularity error based minimum circumscribed circle using equation (1).
The computation procedure of minimum circumscribed sphere
The computation procedure of sphericity error evaluation based on minimum circumscribed circle is shown as following:
•Step 1 Search out the two data points p 1 (x min , y 1 , z 1 ) and p 2 (x max , y 2 , z 2 ), which have extreme x coordinate, of the measured data points set S;
•Step 2 Compute the geometric characteristic parameters (center and radius) of the sphere constructed through two points;
•Step 3 Judge whether all data points on or inside the sphere. If it is, the minimum circumscribed sphere is obtained, shift to Step 9, otherwise make out the farthest data point p3 from center of the sphere and shift to next step;
•Step 4 Compute the geometric characteristic parameters (center and radius) of the sphere constructed through three points;
•Step 5 Judge whether all data points on or inside the sphere. If it is, the minimum circumscribed sphere is obtained, shift to Step 9, otherwise make out the farthest data point p4 from center of the sphere and shift to next step;
•Step 6 Compute the geometric characteristic parameters (center and radius) of the minimum circumscribed sphere constructed through four points;
•Step 7 Judge whether all data points on or inside the sphere. If it is, the minimum circumscribed sphere is obtained, shift to Step 9, otherwise make out the farthest data point p 5 from center of the sphere and shift to next step;
•Step 8 Let S' be a new subset including point p 1 , p 2 , p 3 , p 4 and p 5 . Compute the minimum circumscribed sphere of S'. If it is determined by two data points, shift to Step 2. Or by three data points, shift to Step 4. Or four data points, shift to Step 6;
•Step 9 Search out the nearest data point pn from the center of the minimum circumscribed sphere.
•Step 10 output sphericity error based minimum circumscribed sphere using equation (2).
Validation
For the purpose of testing the validity of the above method, two typical examples are illustrated. Example 1. The sampling data available in literature [7] is shown in Table 1 . Three points satisfying the minimum circumscribed circle are the 1st, 11th and 17th. The 13th point is the nearest to the minimum circumscribed circle. So the 1st, 11th, 17th and 13th points are the control points of the minimum circumscribed circle. The circularity error is 29.3494 um, and the center is (40.0005, 50.0015, 30.0145). Only 7 data points of 25 data points are used to obtain the minimum circumscribed circle. That shows there need few turns of iterations. Example 2. The sampling data available in literature [18] is shown in Table 2 . Four control points satisfying the minimum circumscribed sphere are the 1st, 14th, 20th and 23rd. The 6th point is the nearest to the minimum circumscribed sphere. So the 1st, 14th, 20th, 23rd and 6th points are the control points of the minimum circumscribed sphere. The sphericity error is 0.00287875 mm, and the center is (40.00129, 30.00029, 60.00071). Only 7 data points of 26 data points are used to obtain the minimum circumscribed sphere. That shows there need few turns of iterations. Two examples show that there need few data points to obtain minimum circumscribed circle or sphere. And that means few turns of iterations. When data points are very large, it can compute the minimum circumscribed circle or sphere very quickly.
Conclusion
The minimum circumscribed solution is an important method to evaluate circularity and sphericity error. Both the minimum circumscribed circle and the minimum circumscribed sphere are decided by several control points of measurement data set. These two problems have similar structures and can be solved by similar procedures. Mathematical models giving the minimum circumscribed solution for the circularity and sphericity evaluation are successfully developed. Two Theorems give an efficient way to identify a critical data point and save the computation time, especially when the number of measured points is large. The proposed strategies based on Theorems have shown their ability to isolate the critical measured points in the early stage of computation.
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