I -INTRODUCTION
One of the problems in accelerator based searches for signatures of hadronic phase transitions(2) is that the reactions are, by their very nature, time dependent: any possible phase transition (using the word loosely here) is a transient phenomenon whose effects may be obscured by the subsequent evolution of the reaction. One method of dealing with the time evolution of such finite systems is the use of computer simulations. Subject to the accuracy of the model, simulations may allow one to find out whether a particular reaction accesses the phase transition region, what experimentally observable effects are generated by the transition and whether any of these effects survive the further evolution of the system. The finite size of the reaction region is obviously included as well. In this paper, some aspects of the nuclear liquid-gas transition will be investigated via computer simulation for both proton and heavy ion induced reactions.
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Article published online by EDP Sciences and available at http://dx.doi.org/10.1051/jphyscol:1986448 zero range Skyrme interaction, is shown in Fig. 1 . arves of constant entropy per nucleon (S/A) are indicated by the dashed lines. The unstable regions are Although the current data analysis methods are mainly concerned with the freeze out region, the information they yield can be used as a check on the simulations For example, in Ref. 3 the NN scattering rate was compared with the rate of expansion of an isotropic fireball to estimate its freeze-out characteristics.
Such comparisons with data give one at least some confidence that the results of the simulations can be trusted for other parts of the reaction trajectory.
I11 -PROTON INDUCED REAaIONS
Proton (and presumably electron) induced reactions have the advantage of producing a system whose density is relatively uniform compared to the large scale inhomogeneities which may be present in a heavy ion reaction. Their disadvantage, for both experiments and simulations, is the low yield of fragment products. Hence, most of the discussion of fragmentation will be deferred to the following section on heavy ion reactions for the sake of providing better statistics. However, there are some simplifications which, while they would be unjustified for heavy ion reactions, are not too bad for the initial stages of a proton induced reaction. These simplifications allow a tremendous decrease in computer execution time per event and, in turn, allow calculation of some quantities which require good statistics. The model is as follows:
The simulation is performed for a single nucleon on a one hundred nucleon target. The motion of the particles is followed classically. The target nucleons are placed in a space-fixed square well potential (it can be verified by using the mean field generated potential model described in Section IV that this is not a bad approximation in proton induced reactions as long as the reaction time frame is kept short, less than 60 fmfc). The Pauli principle is incorporated only crudely:
i)
The momenta of the nucleons in the target obey a Fermi distribution. spinodal. While the predicted yields are in at least qualitative agreement with the data, this does not constitute proof of spinodal decomposition.
ii)

IV -HEAVY ION REA'3IONS
The fixed target potential simplification which we used above for proton induced reactions is clearly inapplicable for heavy ion reactions and one must find a better way of handling the nucleus. One such approach, which has been used 161 in simulations of the Boltzmann equation, is to introduce a density dependent mean field U ( p ) which allows the nucleons to bind together and form a nucleus.
In the Boltzmann simulations, the density is an averaged quantity. Gale and Das Gupta 171 suggested that one could also use the mean field to propagate the fluctuations generated in an individual collision event. The model /8,9/ which we wish to use here to investigate the phase transition region uses both a mean field and scattering terms, and, as such, is related to the Vlasov-Uehling- iii) The coordinate space positions of the nucleons are propagated classically according to the variation in U ( P ) .
iv)
A collision term is present, and the phase space occupancy is used to determine whether a given collision is allowed.
The only place where a quantum mechanical effect comes in (aside from the initial Fermi gas momentum distribution which is put in by hand) is in the Pauli blocking present in the collision term. For example, there is no variable de Broglie wavelength associated with each particle, and the only way that identical particles can be kept out of each other's phase space is through the collision term. Nevertheless, we feel that it is a useful first step on the way to constructing a quantum mechanical model. Only a few of the results we have compiled will be touched on. This behavior is what one expects from the mechanical instability region: if a system has enough energy to enter the region at low density, it fragments; if it does not have enough energy, it oscillates. This effect can be seen even more dramatically in Fig. 6 , where the average phase space density is shown for the same cluster masses. Even v -SUMMARY One can use numerical simulations of the time evolution of single isolated nuclei to determine whether the changes of phase expected from the properties of bulk nuclear matter manifest themselves for finite nuclei. Although we did not show the results here, phase transition-like effects are observed /7/ for finite nuclei using the model outlined in Section IV. As one would expect, however, the boundaries for the mechaaical instability region in finite nuclei are not sharp, nor are they the same as for bulk matter (in other words, the expansion dynamics for finite systems at various compressions will change the boundaries of the instability region).
For nuclei in collision, the simulations show that reaction trajectories routinely pass through the instability region at intermediate and high bombarding energies. The reaction participants often go out of equilibrium in the instability region, giving rise to the hope that a signature of passage through the region is not destroyed by further evolution of the system. However, while effects associated with the instability region do manifest themselves in the time evolution of the reaction region, we have not yet been able to obtain a unique experimental signature which could be inverted to yield information on the phase transition boundary.
