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a b s t r a c t
A relational structure is called homogeneous if each isomorphism
between its finite substructures extends to an automorphism of
that structure. A linearly ordered poset is a relational structure
consisting of a partial order relation on a set, along with a
total (linear) order that extends the partial order in question.
We characterise all countable homogeneous linearly ordered
posets, thus extending earlier work by Cameron on countable
homogeneous permutations. As a consequence of ourmain result it
turns out that, up to isomorphism, there is a unique homogeneous
linear extension of the random poset, the unique countable
homogeneous universal partially ordered set.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
A first-order structure A is called homogeneous (sometimes also ultrahomogeneous) if any
isomorphism between its finitely generated substructures extends to an automorphism of A. In the
casewhenwe are dealingwith relational structures (aswe indeed do in this paper), thewords ‘finitely
generated’ may be simply replaced by ‘finite’. As amply shown in [14], homogeneous (relational)
structures constitute a very active and broad field of research, which, despite the model-theoretical
framework of the definition of homogeneity, belongs essentially to combinatorics, with significant
connections to permutation group theory, descriptive set theory, topology and, more recently, to
semigroups, universal algebra, and theoretical computer science. One of the most basic and most
important tasks set forth by this theory is to classify homogeneous members in various natural
classes of structures. For instance, nowadays we have characterisations of homogeneous structures
belonging to the following classes: finite graphs [7], countable partially ordered sets [15], countably
infinite graphs [13], countable tournaments [12], countable digraphs [2], finite groups [3], countable
permutations [1], and countable multipartite graphs [9]. The present paper is a contribution towards
this classification programme. Taking [1,15] as our starting points, we provide here a description of all
countable homogeneous linearly ordered posets (lo-posets for short): relational structures of the form
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A = (A,≺,@), where ≺ is a (strict) partial order of the set A, and @ is a linear extension of ≺, a total
order such that≺⊆@.
Totally ordered first-order structures (and, in particular, lo-posets) make a key appearance in the
study of Ramsey properties of general structures, thus providing a link to important questions of
topological dynamics, such as the calculation of the universal minimal flow of a topological group and
the study of (extremely) amenable groups, which may or may not arise as full automorphism groups
of countable homogeneous structures (i.e. Fraïssé limits [6,8]). The interested reader is directed e.g.
to [10,11,16,17] for more details about this connection. For a general background, we refer to [4] for
ordered sets, and to [8] for model theory.
The paper is organised as follows. In the following section, we introduce several definitions and
some notation concerning ordered sets that we use throughout the paper; also, we define a number
of small lo-posets that will play a central role in obtaining the required classification. Then, our
discussion splits into two basic cases. The first of them, discussed in Section 3, concerns linearly
ordered posets constructed by recasting the traditional view of a permutation as a structure equipped
with two total orders into a ‘‘splitting’’ (that is, an edge colouring) of a single linear order on a set into
two complementary posets on the same set. (This approach was already utilised with success in [5]
in the course of obtaining a full description of finite homomorphism-homogeneous permutations.)
As we have categorical equivalence here, it then suffices to invoke Cameron’s characterisation of
countable homogeneous permutations from [1] to complete the analysis in this case. The other, ‘‘non-
permutational’’ case (equivalent to the presence of a particular three-element substructure called
I∗) is considered in Section 4. So, apart from the homogeneous lo-posets arising from countable
homogeneous permutations, we obtain here two additional families of countable homogeneous lo-
posets: the first consists of κ o Q, for 2 ≤ κ ≤ ℵ0, which should be thought of as a ‘‘homogeneous
mixture’’ of κ copies of the usual order of rationals (Q, <) ‘‘shuffled’’ into a single linear order, while
the second has a single member, the random lo-poset L, the Fraïssé limit of all finite lo-posets. Since
our exposition is mainly heuristic, our main result, Theorem 4.8, appears at the end of our argument,
summarising the previous considerations. Finally, as an application, we prove in Section 5 that for the
random poset P , the unique countable homogeneous universal poset, there is, up to isomorphism, a
unique linear extension such that the resulting lo-poset is homogeneous: this is preciselyL.
2. Basic notions and seven small lo-posets
Recall that a strict partial order on A is an irreflexive and transitive binary relation ≺. All the
ordering relations in this paper are strict ordering relations.
As already defined in the introduction, a linearly ordered poset (that is, a lo-poset) is an ordered
triple A = (A,≺,@) where (A,≺) is a poset and (A,@) is a linear extension of (A,≺), that is, @ is a
linear order on A such that≺⊆@.
We write x ∥ y to denote that x and y are incomparable with respect to≺.
Fig. 1 depicts seven small lo-posets. Solid lines constitute the Hasse diagram of the first ordering
relation ≺, while a dotted arrow going from x to y indicates that x ∥ y (with respect to ≺) and x A y.
These small structures will play a central role in distinguishing the cases in the course of proving our
main result, Theorem 4.8.
LetA = (A,≺,@)be a lo-poset and∅ ≠ B ⊆ A. ThenA[B] = (B,≺ ∩B2,@ ∩B2) is the substructure
of A induced by B. For a lo-posetA′ we writeA′ ↩→ A ifA′ ∼= A[B] for some non-empty B ⊆ A.
Let (A,≺A) and (B,≺B) be linearly ordered sets. The lexicographic order ▹ on A × B (with respect
to≺A and≺B) is defined as follows: (a, b) ▹ (a′, b′) if and only if either a≺A a′, or a = a′ and b≺B b′.
By ▹Q we denote the lexicographic order on Q× Qwith respect to the usual ordering of rationals.
3. Countable lo-posets arising from permutations
In this section, we show that homogeneous countable lo-posets that omit I∗ are precisely the lo-
posets that arise from homogeneous countable permutations described by Cameron in [1]. Recall that
a permutation of A can be thought of as a relational structure (A,@1,@2) where both @1 and @2 are
linear orders on A (see [1,5]).
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Fig. 1. Seven small lo-posets.
Each permutation (A,@1,@2) gives rise to a lo-poset (A,≺,@2) where ≺= @1 ∩ @2. Conversely,
for a lo-posetA = (A,≺,@) define a binary relation≪ as follows: x ≪ y if x ≺ y, or x ∥ y and y @ x.
We say thatA arises from a permutation if≪ is transitive. It is easy to see that if x ≪̸ y and x ≠ y then
y ≪ x; consequently, if≪ is transitive then it is a linear order on A.
Lemma 3.1. Let A = (A,≺,@) be a lo-poset. Then I∗ ↩̸→ A if and only if A arises from a permutation.
Proof. (⇐) Assume that I∗ ↩→ A and let a, b, c ∈ A be elements ofA satisfying a ≺ c, a @ b @ c, b ∥
a and b ∥ c . Then c ≪ b and b ≪ a, but c ≪̸ a. Therefore,≪ is not transitive.
(⇒) Assume that≪ is not transitive and take any a, b, c ∈ A such that a ≪ b and b ≪ c but
a ≪̸ c . There are several easy cases to consider.
Assume first that a ≺ b. Then b ⊀ c (because b ≺ c implies a ≺ c and hence a ≪ c), so b ∥ c and
c @ b. From a ≪̸ c it follows that c ≪ a. It is not the case that c ≺ a (for then we would have c ≺ b,
which contradicts c ∥ b), so a ∥ c and a @ c , thus showingA[a, b, c] ∼= I∗.
The reasoning is analogous in case b ≺ c.
Assume, finally, that a ⊀ b and b ⊀ c. Then c @ b @ a. From a ≪̸ c it follows that c ≪ a. Therefore,
c ≺ a and we again haveA[a, b, c] ∼= I∗. 
Lemma 3.2. Let A = (A,≺,@) be a lo-poset such that I∗ ↩̸→ A. Then A is a homogeneous lo-poset if
and only if A′ = (A,≪,@) is a homogeneous permutation.
Proof. The proof is a straightforward consequence of the fact that the relations of each of the two
structures are first-order definable in the other one in terms of quantifier-free formulae. For example,
one possible definition of ≺ in A′ is x ≺ y ⇔ x ≪ y ∧ x @ y, while ≪ may be defined in A by
x ≪ y ⇔ x ≺ y ∨ (¬(x ≺ y) ∧ ¬(y ≺ x) ∧ y @ x). 
Theorem 3.3. Let A be a countable lo-poset such that I∗ ↩̸→ A. ThenA is homogeneous if and only if A
arises from a homogeneous countable permutation.
Consequently,A is isomorphic to one of the following five lo-posets:
1. (Q, <,<), where< is the usual ordering of Q;
2. (Q,=, <), where = is the equality relation on Q;
3. (Q× Q,≺,▹Q) where≺ is defined by (a, b) ≺ (c, d) if and only if a = c and b < d in Q;
4. (Q× Q,≺,▹Q) where≺ is defined by (a, b) ≺ (c, d) if and only if a < c in Q;
5. (Q×Q,≺,@)where≺ and@ are defined as follows, for α, β ∈ R\Q satisfying α ≠ β and α ≠ −β:
• (a, b) ≺ (c, d) if and only if a− c < min{α(b− d), β(b− d)} in R,
• (a, b) @ (c, d) if and only if a− c < β(b− d) in R.
Proof. Follows immediately from Lemmas 3.1 and 3.2, and the description of countable homogeneous
permutations given in [1]. 
4. Countable non-permutational lo-posets
In this section, we assume thatA = (A,≺,@) is a countable homogeneous lo-poset that embeds
I∗. We start with a simple technical result.
Lemma 4.1. Let A be a homogeneous lo-poset.
(a) If A embeds I∗ thenA embeds both I+ and I−.
(b) If A embeds I∗ then:A embedsΛ if and only if A embeds V .
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Fig. 2. The proof of Lemma 4.1.
Proof. (a) Consider the amalgam of a copy of I∗ and a three-element chain as in Fig. 2(a). Clearly,
b ∥ m. Assume that b @ m (the other case follows by dual arguments). Then A[b,m, c] ∼= I+. Let us
show thatA embeds I− as well.
Consider the amalgam of this four-element structure and two copies of I∗ as in Fig. 2(b). (Note that
the relationships between b and e,m and d, and a and d in this amalgam are not specified at this point,





is a local isomorphism,
so it extends to an f ∗ ∈ Aut(A). Since b @ c, b ∥ c and m ≺ c ≺ e, we have that b @ f ∗(c), b ∥ f ∗(c)
and c ≺ f ∗(c) ≺ e; see Fig. 2(c). Note, also, that d ∥ f ∗(c) because d ∥ e and d ∥ c . Now, if d @ f ∗(c)
thenA[d, b, f ∗(c)] ∼= I−, while in case d A f ∗(c)we haveA[d, c, f ∗(c)] ∼= I−.
(b) It suffices to show direction (⇒) because direction (⇐) follows by dual arguments. Assume
thatA embeds Λ. By (a) we know thatA embeds both I+ and I−. Take a copy of Λ and amalgamate
it with a copy of I+ to get the poset in Fig. 2(d). Similarly, take a copy of Λ and amalgamate it with






is a local isomorphism (because p ≻ a and p ∥ c implies a ∥ c), so it extends to
an f ∗ ∈ Aut(A). Clearly, a′ ≺ f ∗(p), b′ ≺ f ∗(p), c ′ ∥ f ∗(p), c ′ @ f ∗(p) and f ∗(p) ∥ q. Therefore,
A[f ∗(p), b′, q] ∼= V . 
4.1. Case 1
Assume first thatA embeds neitherΛ nor V . Then every connected component of (A,≺) is a chain,
and (A,≺) is disconnected becauseA embeds I∗.
Lemma 4.2. (A,@) is order-isomorphic to Q.
Proof. SinceA embeds I∗, it follows thatA embeds 2 (see Fig. 1), so the fact thatA is homogeneous
yields that (A,@) is without endpoints. Let us show that (A,@) is dense. By Lemma 4.1 (a) we know
thatA embeds I+. Now, take any x, z ∈ A such that x @ z. If x ≺ z then amalgamating I∗ over x and z
provides a ywith x @ y @ z. If, however, x ∥ z then amalgamating an appropriately chosen edge of I+
over x and z provides a ywith x @ y @ z. 
Since (A,@) is order-isomorphic to Q, it follows that A is a colouring of Q, with connected
components of (A,≺) being the maximal monochromatic subchains. This setting, reminiscent of that
presented in [18],motivates the following definitions.We say that a countable lo-posetA = (A,≺,@)
is a coloured chain if (A,≺) is disconnected and every connected component of (A,≺) is a chain. A
coloured chainA = (A,≺,@) iswithout endpoints if for every y ∈ A and every connected component
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L of (A,≺) there exist x, z ∈ L such that x @ y @ z; it is dense if for every x, z ∈ A such that x @ z and
every connected component L of (A,≺) there exists a y ∈ L such that x @ y @ z.
Lemma 4.3. Let A1 = (A1,≺1,@1) andA2 = (A2,≺2,@2) be dense coloured chains without endpoints.
Then
(1) A1 is homogeneous;
(2) A1 and A2 are isomorphic if and only if (A1,≺1) and (A2,≺2) have the same number of connected
components.
Proof. Both claims follow by a standard back-and-forth argument. 
Let κ be a cardinal such that 2 6 κ 6 ℵ0 and letQκ denote the κ-coloured dense chain constructed
as in [18]: its domain is (order-isomorphic to) Q and is ‘‘interdensely coloured’’, that is, between any
two points there are points of all possible colours. It exists and is unique up to isomorphism, because
it is the Fraïssé limit of the class of all finite κ-coloured linear orders. Now, on the same base set Q
define a lo-poset κ o Q = (Q,≺,@) by taking for @ just the linear ordering of Q, and x ≺ y to mean
that x and y have the same colour and x @ y.
Theorem 4.4. Let A = (A,≺,@) be a countable lo-poset embedding I∗, while omitting both Λ and V .
ThenA is homogeneous if and only if A ∼= κ o Q for some cardinal κ such that 2 6 κ 6 ℵ0.
Proof. (⇐) Clearly, κ o Q is a dense coloured chain without endpoints, so it is homogeneous by
Lemma 4.3.
(⇒) In the argument at the beginning of the sectionwehave already concluded thatA is a coloured
chain. Let κ be the number of connected components of (A,≺). Note that κ > 2 sinceA embeds I∗. By
Lemma 4.3 in order to proveA ∼= κ o Q it suffices to show thatA is a dense coloured chain without
endpoints.
The fact thatA is without endpoints follows readily from the assumption thatA embeds I∗. Let us
show that A is dense. Take any x, z ∈ A such that x @ z and an arbitrary connected component L of
(A,≺). We have to show that there exists a y ∈ L such that x @ y @ z.
Let Lz be the connected component ofA such that z ∈ Lz . SinceA is without endpoints there is a
q ∈ L such that q A z. Similarly, there are r ∈ Lz and s ∈ L such that s A r A q. SinceA is homogeneous,





of A extends to some f ∗ ∈ Aut(A). Then y = f ∗(q) belongs
to L and has the property that x @ y @ z. 
4.2. Case 2
Assume now thatA embedsΛ or V . Then by Lemma 4.1,A embeds both I+ and I− as well as both
Λ and V .
Lemma 4.5. Let A = (A,≺,@) be a countable homogeneous lo-poset embedding Λ, V , I−, I+ and I∗. If
A embeds a finite lo-poset B = (B,≺,@), then:
(a) A embeds the lo-poset B1 = (B ∪ {1},≺,@) where 1 ∉ B and ∀b ∈ B (b ≺ 1);
(b) A embeds the lo-poset B0 = (B ∪ {0},≺,@) where 0 ∉ B and ∀b ∈ B (0 ≺ b);
(c) A embeds the lo-poset B− = (B ∪ {c},≺,@) where c ∉ B and ∀b ∈ B (c ∥ b ∧ c A b);
(d) A embeds the lo-poset B+ = (B ∪ {c},≺,@) where c ∉ B and ∀b ∈ B (c ∥ b ∧ c @ b).
Proof. (a) BecauseA is homogeneous, it suffices to present a finite sequence of amalgamations that
produces a finite poset embeddingB and has a largest element with respect to≺. Letm1, . . . ,mn
be the list of all maximal elements of (B,≺). First, let us amalgamate the bottom element of 2 over
m1, and let us denote the top element of 2 in this amalgam by t1. If n = 1 we are done. Assume,
therefore, that n > 1, thatm1 A m2 A · · · A mn, and that we have constructed tk such that tk ≻ tj
for all 1 6 j 6 k. If tk ≻ mk+1 we can set tk+1 = tk. If not, then tk A mk+1 so by amalgamating the
two bottom elements ofΛ over tk andmk+1 we obtain a new element tk+1 (the tip ofΛ) satisfying
tk+1 ≻ tk and tk+1 ≻ mk+1.
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Fig. 3. Several small lo-posets.
Fig. 4. The proof of Lemma 4.6(b).
(b) Dual to (a).
(c) LetB10 be the lo-poset obtained fromB by adjoining the top element 1 and the bottom element 0.
By (a) and (b) we have that A embeds B10 . Also, note that 0 ≺ 1 in B10 . Let us amalgamate the
two comparable elements of I− (with respect to≺) over 0 and 1 inB10 , and let us denote the third
element of I− in this amalgam by c . Then, clearly, ∀b ∈ B (c ∥ b ∧ c A b).
(d) Dual to (c). 
Lemma 4.6. Let A = (A,≺,@) be a countable homogeneous lo-poset embedding Λ, V , I−, I+ and I∗.
(a) For every n > 2,A embeds the lo-poset Bn = ({1, 2, . . . , n},≺,@) where i ⊀ j for all i, j ∈
{1, 2, . . . , n} and 1 @ 2 @ · · · @ n.
(b) A embeds the four lo-posets depicted in Fig. 3.
(c) Assume that A embeds a finite lo-poset B = (B,≺,@) where B = {b1, b2, . . . , bn} and b1 A b2 A
· · · A bn. Then for every i ∈ {2, . . . , n},A embeds the lo-poset B(i) = (B ∪ {c},≺,@) where
c ∉ B,∀b ∈ B (c ∥ b) and b1 A · · · A bi−1 A c A bi A · · · A bn.
Proof. (a) Clearly, A embeds B2 ∼= 2. Assume now that A embeds Bk for some k > 2. Then, by
Lemma 4.5,A also embeds (Bk)+ ∼= Bk+1.
(b) Let us first prove thatA embeds the first of the two lo-posets in Fig. 3(a). The proof for the other
one then follows by dual arguments.
By Lemma 4.5 we know thatA embeds the four-element structure (I∗)− (Fig. 4(a)) as well as the
four-element structure V+ (Fig. 4(b)). By amalgamating these two structures over the common
substructure induced by {a, d, e} we obtain that A embeds the five-element structure depicted
in Fig. 4(c). The only relationship in this amalgam that is not obvious is the one between b and c.
However, c @ b (since c @ d and d @ b) and c ∥ b (since c ≺ b would imply c ≺ a, which is
not the case). It is now easy to see that the substructure of this five-element structure induced by
{b, c, d, e} is isomorphic to the first of the two lo-posets in Fig. 3(a).
Then A also embeds the lo-poset in Fig. 3(b), which is easily seen to be an amalgam of the two
lo-posets depicted in Fig. 3(a) (amalgamated over the common substructure consisting of three
mutually incomparable elements with respect to≺), as well as the lo-poset in Fig. 3(c), which can
easily be obtained by amalgamating a copy of I+ on top of a copy of I∗, on top of a copy of I−.
(c) LetB10 be the lo-poset obtained fromB by adjoining the top element 1 and the bottom element 0.
By Lemma 4.5 we have thatA embedsB10 . If bi−1 ≻ bi let us amalgamate the four-element chain
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(with respect to ≺) of the lo-poset in Fig. 3(c) over 0 ≺ bi ≺ bi−1 ≺ 1 and let us denote the fifth
element of this amalgam by c . If, however, bi−1 ∥ bi let us amalgamate the four ‘‘vertical’’ elements
of the lo-poset in Fig. 3(b) over 0 ≺ bi @ bi−1 ≺ 1 and let us denote the fifth element of this
amalgam by c. In both cases we have ∀b ∈ B (c ∥ b) and b1 A · · · A bi−1 A c A bi A · · · A bn. 
The proof of the following theorem bears a resemblance to the proof of themain result of [15]. Still,
several technical aspects are different.
Theorem 4.7. Let A = (A,≺,@) be a countable lo-poset embedding I∗ and at least one of Λ and V . Then
A is homogeneous if and only if A is the Fraïssé limit of the class of all finite lo-posets.
Proof. (⇐) Obvious.
(⇒) As we have seen at the beginning of the subsection, ifA embeds I∗ and embedsΛ or V then
by Lemma 4.1,A embeds I+, I−,Λ and V .
Let us show thatA embeds every finite lo-poset. For a finite lo-posetB = (B,≺,@) letmB denote
the number of maximal elements in (B,≺), and let νB denote the number of nonmaximal elements
in (B,≺), so thatmB + νB = |B|. We prove the theorem by induction on νB .
If νB = 0 then (B,≺) is an antichain, soA embedsB by Lemma 4.6(a).
Assume that the claim is true for all finite lo-posets C with νC < k and let B be a finite lo-poset
with k nonmaximal elements in (B,≺). The proof now proceeds by induction onmB .
Assume first thatmB = 1. Let x be the only maximal element in (B,≺) and letB ′ = B[B \ {x}] be
the lo-poset obtained from B by removing x. Clearly, νB′ < νB , so A embeds B ′ by the induction
hypothesis (of the ‘‘outer’’ induction that runs on νB). Lemma 4.5 then ensures that A embeds
(B ′)1 ∼= B.
Assume now that the claim is true for all finite lo-posets C with νC = k andmC < l for some l and
letB be a finite lo-poset with k nonmaximal elements and lmaximal elements in (B,≺).
If there is an element y ∈ B that is both maximal and minimal in (B,≺), considerB ′ = B[B \ {y}].
Clearly, mB′ < l, soA embedsB ′ by the induction hypothesis (of the ‘‘inner’’ induction that runs on
mB). Then Lemma 4.6(c) ensures thatA also embedsB.
Next, suppose that no x ∈ B is both a maximal and a minimal element of (B,≺). If (B,≺) has a
unique minimal element z ∈ B, let B ′ = B[B \ {z}] be the lo-poset obtained from B by removing
z. Clearly, νB′ < νB , so A embeds B ′ by the induction hypothesis. Lemma 4.5 then ensures that A
embeds (B ′)0 ∼= B.
Finally, assume that there are at least two minimal elements in (B,≺) and let a1 A · · · A as, s > 2,
be the list of all minimal elements in (B,≺) ordered by A. Let p and q be two distinct elements not in
B and define≺∗ and @∗ on D = B ∪ {p, q} as follows:
• ≺∗ =≺ ∪{(a1, p)};• @∗ =@ ∪{(x, p) : x ∈ B} ∪ {(q, x) : x ∈ B \ {as}} ∪ {(as, q)}.
Let D = (D,≺∗,@∗),D1 = D[D \ {a1}] and D2 = D[D \ {as}]. Since νD1 < νB and νD2 < νB the
induction hypothesis ensures that A embeds both D1 and D2. It is now easy to see that B is a
substructure of the amalgam of D1 and D2 (the amalgamation is over the common substructure
D[D \ {a1, as}]; note also that the exact relationship between p and q in this amalgam is of no
importance for the conclusion). Therefore,A embedsB. 
4.3. Summary: the characterisation theorem
Let us now summarise the results in this paper. By collecting the results of Theorems 3.3, 4.4 and
4.7 we obtain the following classification of countable homogeneous lo-posets.
Theorem 4.8. Let A = (A,≺,@) be a countable lo-poset. Then A is homogeneous if and only if A is
isomorphic to one of the following countable lo-posets:
(1) a lo-poset arising from a countable homogeneous permutation, as described in Theorem 3.3;
(2) κ o Q for some cardinal κ such that 2 6 κ 6 ℵ0;
(3) the Fraïssé limit L of the class of all finite lo-posets.
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Fig. 5. The proof of Lemma 5.2.
5. Linear extensions of the random poset
As announced in the introduction, herewe present an application of Theorem4.8.We show that for
the countable universal homogeneous poset P , the Fraïssé limit of the class of all finite posets [8,15]
(sometimes called the random poset), there is essentially a unique way to extend its order relation
to a total order such that the resulting lo-poset is homogeneous: if P = (P,≺) and if @1 and @2
are two linear extensions of ≺ such that both (P,≺,@1) and (P,≺,@2) are homogeneous, then
(P,≺,@1) ∼= (P,≺,@2). This conclusion is reached in Corollary 5.3.
At this point, let us recall a few standard notions. A (lo-)poset C with the base set C is a one-point
extension of a (lo-)poset B with the base set B if C = B ∪ {x} for some x ∉ B. It is easy to see that a
(lo-)poset L is homogeneous and universal for the class of all finite (lo-)posets, and thus the Fraïssé
limit of the class of all finite (lo-)posets, if and only ifL realises all one-point extensions, that is, for all
finite (lo-)posetsB,C such thatC is a one-point extension ofB, and for every embedding f : B ↩→ L
there is an embedding g : C ↩→ L such that g|B = f . (See [8] for details.)
Lemma 5.1. Let L = (L,≺,@) be the Fraïssé limit of the class of all finite lo-posets (case (3) in Theo-
rem 4.8). ThenL′ = (L,≺) is the random poset, that is, the Fraïssé limit of the class of all finite posets.
Proof. Let us show that L′ realises all one-point extensions. Let B ′ = (B,≺B) be an arbitrary finite
poset, let C ′ = (C,≺C ) be a one-point extension ofB ′ where C = B ∪ {c}, and let f : B ′ ↩→ L′ be an
arbitrary embedding. Define @B on B as follows: b@Bb′ if and only if f (b) @ f (b′) inL. Then, clearly, f
is an embedding of the lo-posetB = (B,≺B,@B) intoL.
Assume that the following relations hold in C ′: bj1 , . . . , bjl ≺C c ≺C bi1 , . . . , bik , with c ∥ b in C ′
for all b ∈ B \ {bi1 , . . . , bik , bj1 , . . . , bjl}. Then we have that bjt@Bbis holds in B for all 1 6 s 6 k and
1 6 t 6 l. Therefore, @C defined by
@C = @B ∪ {(c, x) : x ∈ B and ∃s(bis ⊑B x)}
∪{(x, c) : x ∈ B and ¬∃s(bis ⊑B x)}
is a linear extension of≺C such that the lo-posetC = (C,≺C ,@C ) is a one-point extension ofB. Since
L is the Fraïssé limit of the class of all finite lo-posets, it realises all one-point extensions, so there
is an embedding g : C ↩→ L such that g|B = f . It is easy to see that g is then the embedding of
the corresponding ≺-reducts, g : C ′ ↩→ L′. This completes the proof that L′ realises all one-point
extensions. Therefore,L′ is the Fraïssé limit of the class of all finite posets. 
Lemma 5.2. Let P = (P,≺) be the random poset and let @ be an arbitrary linear extension of ≺. Then
I∗ ↩→ (P,≺,@).
Proof. LetA = (A,≺) be the poset depicted in Fig. 5. Clearly,P embedsA sinceP is universal for all
finite posets. Fix an embedding ofA inP and in that particular embedding consider the relationships
of (a, b) and (c, d) with respect to @. If b @ a and c @ d then c @ s @ a, so P [a, s, c] ∼= I∗. The
remaining three cases are dealt with by analogous arguments. 
Corollary 5.3. Let P = (P,≺) be the random poset. There is a unique (in the sense indicated at the
beginning of the section) linear extension@ of ≺ such that (P,≺,@) is a countable homogeneous lo-poset.
Proof. Let P = (P,≺) be the random poset and let @ be a linear extension of ≺ such that P ′ =
(P,≺,@) is a countable homogeneous lo-poset. Lemma 5.2 shows that P ′ does not arise from a
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homogeneous permutation, while the class (2) from Theorem 4.8 is excluded by the fact that every
connected component of the≺-reduct of κ oQ is a chain. On the other hand, Lemma 5.1 ensures that
(3) is a possibility. Uniqueness follows from the fact that the Fraïssé limit of the class of all lo-posets
is unique up to isomorphism; therefore, P ′ ∼= L. 
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