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Abstract
We investigate properties of order continuous operators on pre-Riesz spaces
with respect to the embedding of the range space into a vector lattice cover
or, in particular, into its Dedekind completion. We show that order continuity
is preserved under this embedding for positive operators, but not in general.
For the vector lattice ℓ∞0 of eventually constant sequences, we consider the
pre-Riesz space of regular operators on ℓ∞0 and show that making the range
space Dedekind complete does not provide a vector lattice cover of the pre-
Riesz space. A similar counterexample is obtained for the directed part of the
space of order continuous operators on ℓ∞0 .
Keywords: order continuous, order continuous operator, pre-Riesz space, vector
lattice cover, regular operator, Dedekind completion, extension operator, eventually
constant sequence
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1 Introduction
For vector lattices X and Y with Y Dedekind complete, the classical Riesz-
Kantorovich theorem1 states that the space Lr(X, Y ) of regular operators is a vector
lattice. Moreover, Ogasawara showed that the space Loc(X, Y ) of order continuous
operators is a band in Lr(X, Y ) and, hence, a vector lattice
2. If Y is an Archimedean
vector lattice that lacks the Dedekind completeness, then Lr(X, Y ) and the directed
part L⋄oc(X, Y ) of Loc(X, Y ) turn out to be Archimedean pre-Riesz spaces. Pre-
Riesz spaces are exactly those partially ordered vector spaces that can be order
densely embedded into vector lattices, their so-called vector lattice covers. For the
pre-Riesz spaces of operators in question, one can ask up to which extent proper-
ties of Lr(X, Y ) and L
⋄
oc(X, Y ) are reflected by the vector lattices Lr(X, Y
δ) and
Loc(X, Y
δ), respectively, where Y δ denotes the Dedekind completion of Y .
The paper is organized as follows. Section 2 contains all preliminary statements.
In Section 3 we investigate order continuous operators in view of the extended
1See Theorem 8 below.
2See Theorem 9 below.
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range space. It turns out that the extension of the range space preserves the order
continuity of an operator, whereas the similar statement for the restriction is only
true for positive operators. In Section 4 we deal with the idea that at first glance it
would make sense to establish the vector lattice Lr(X, Y
δ) as a vector lattice cover
of Lr(X, Y ), and, similarly, Loc(X, Y
δ) of L⋄oc(X, Y ). We show that this approach
fails, even if we take the vector lattice X = Y = l∞0 of eventually constant sequences
as the underlying space, which has nice additional properties as, e.g., an algebraic
basis.
Both parts of the present paper indicate that a straightforward embedding of the
range space into its Dedekind completion might essentially enlarge the space of
operators, such that properties are not transferred appropriately. Thus vector lattice
theory for spaces of operators can not be applied directly to pre-Riesz spaces of
operators, and a theory of the latter is expected to be more involved.
2 Preliminaries
Let X be a real vector space and let X+ be a cone in X , that is, X+ is a wedge
(x, y ∈ X+ and λ, µ > 0 imply λx + µy ∈ X+) and X+ ∩ (−X+) = {0}. In X a
partial order is defined by x 6 y whenever y − x ∈ X+. The space (X,X+) (or,
loosely X) is then called a (partially) ordered vector space. For a linear subspace D
of X we consider in D the order induced from X , i.e. we set D+ := D ∩X+.
An ordered vector space X is called Archimedean if for every x, y ∈ X with nx 6 y
for every n ∈ N one has x 6 0. Clearly, every subspace of an Archimedean ordered
vector space is Archimedean. A subspace D ⊆ X is called directed if for every
x, y ∈ D there is an element z ∈ D such that x, y 6 z. An ordered vector space X
is directed if and only if X+ is generating in X , that is, X = X+ − X+. A linear
subspace D of X is majorizing in X if for every x ∈ X there exists d ∈ D with
x 6 d. An ordered vector space X has the Riesz decomposition property (RDP) if
for every x1, x2, z ∈ X+ with z 6 x1+x2 there exist z1, z2 ∈ X+ such that z = z1+z2
with z1 6 x1 and z2 6 x2. For a subset M ⊆ X denote the set of all upper bounds
of M by Mu = {x ∈ X | ∀m ∈M : m 6 x}.
For standard notations in the case that X is a vector lattice see [2]. Recall that
a vector lattice X is Dedekind complete if every non-empty subset of X that is
bounded above has a supremum.
Next we define disjointness, bands and ideals in ordered vector spaces. The el-
ements x, y ∈ X are called disjoint, in symbols x ⊥ y, if {x+ y,−x− y}u =
{x− y,−x+ y}u, for motivation and details see [8]. If X is a vector lattice, then
this notion of disjointness coincides with the usual one, see [2, Theorem 1.4(4)]. Let
Y be an ordered vector space, X an order dense subspace of Y , and x, y ∈ X . Then
the disjointness notions in X and Y coincide, i.e. x ⊥ y in X holds if and only if
x ⊥ y in Y , see [8, Proposition 2.1(ii)]. The disjoint complement of a subset M ⊆ X
is Md := {x ∈ X | ∀y ∈M : x ⊥ y}. A linear subspace B of an ordered vector space
X is called a band in X if Bdd = B, see [8, Definition 5.4]. If X is an Archimedean
vector lattice, then this notion of a band coincides with the classical notion of a
band in vector lattices (where a band is defined to be an order closed ideal). For
every subset M ⊆ X the disjoint complement Md is a band, see [8, Proposition 5.5].
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In particular, we have Md =Mddd.
The following notion of an ideal is introduced in [13, Definition 3.1]. A subset M of
an ordered vector space X is called solid if for every x ∈ X and y ∈M the relation
{x,−x}u ⊇ {y,−y}u implies x ∈M . A solid subspace of X is called an ideal. This
notion of an ideal coincides with the classical definition, provided X is a vector lat-
tice. For a subsetM ⊆ X the set IM :=
⋂
{I ⊆ X | I is an ideal in X with M ⊆ I}
is an ideal, called the ideal generated by M .
We call a linear subspace D of an ordered vector space X order dense in X if for
every x ∈ X we have
x = inf {z ∈ D | x 6 z} ,
that is, the greatest lower bound of the set {z ∈ D | x 6 z} exists in X and equals x,
see [4, p. 360]. Clearly, if D is order dense in X , then D is majorizing in X . Recall
that a linear map i : X → Y , where X and Y are ordered vector spaces, is called
bipositive if for every x ∈ X one has i(x) > 0 if and only if x > 0. Every bipositive
linear map is injective. In [14] the theory of pre-Riesz spaces is developed by van
Haandel. We call an ordered vector space X a pre-Riesz space if there exist a vector
lattice Y and a bipositive linear map i : X → Y such that i(X) is order dense in Y .
In this case, (Y, i) is called a vector lattice cover of X . If X is a subspace of Y and
i is the inclusion map, we write briefly Y for (Y, i). By [14, Theorem 17.1] every
Archimedean directed ordered vector space is a pre-Riesz space. Moreover, every
pre-Riesz space is directed. If X is an Archimedean directed ordered vector space,
then every vector lattice cover of X is Archimedean. For the following result see
[11, Corollary 5].
Lemma 1. Let X be a pre-Riesz space, (Y, i) a vector lattice cover of X and S ⊆ X
a non-empty subset.
(i) If supS exists in X, then sup i(S) exists in Y and we have sup i(S) = i(supS).
(ii) If sup i(S) exists in Y and sup i(S) ∈ i(X), then supS exists in X and we
have sup i(S) = i(supS).
Clearly, Lemma 1 can be analogously formulated for infima instead of suprema.
By [16, Chapter X.3] every Archimedean directed ordered vector space X has a
unique Dedekind completion, which we denote by Xδ. Clearly, Xδ is a vector lattice
cover of X . A combination of [14, Theorem 4.14] and [14, Theorem 4.5] yields the
following result.
Theorem 2. Let Y be an Archimedean directed ordered vector space and X a di-
rected order dense subspace of Y . Then the Dedekind completions of X and Y are
order isomorphic vector spaces, i.e. we can identify Xδ = Y δ.
In particular, for an Archimedean pre-Riesz space X and its (Archimedean) vector
lattice cover Y we have Xδ = Y δ.
Let X be a pre-Riesz space and (Y, i) a vector lattice cover of X . The space X
is called pervasive in Y , if for every y ∈ Y+, y 6= 0, there exists x ∈ X such that
0 < i(x) 6 y. By [6, Proposition 3.3.20] the space X is pervasive in Y if and only if
X is pervasive in any vector lattice cover. So, X is simply called pervasive.
3
Next we discuss the restriction property and the extension property for ideals and
bands. Let X be a pre-Riesz space and (Y, i) a vector lattice cover of X . For S ⊆ Y
we write [S]i := {x ∈ X | i(x) ∈ S}. The pair (L,M) ⊆ P(X) × P(Y ) is said to
satisfy
- the restriction property (R), if whenever J ∈M , then [J ]i ∈ L, and
- the extension property (E), if whenever I ∈ L, then there is J ∈M such that
I = [J ]i.
In [8] the properties (R) and (E) are investigated for ideals and bands. It is shown
that the extension property (E) is satisfied for bands, i.e. for L being the set of
bands in X and M being the set of bands in Y . Moreover, the restriction property
(R) is satisfied for ideals. In general, bands do not have (R) and ideals do not have
(E). The appropriate sets M and L of directed ideals satisfy (E). If X is pervasive,
then by [9, Proposition 2.5 and Theorem 2.6] we have (R) for bands.
If for an ideal I in X and an ideal J in Y we have I = [J ]i, then J is called an
extension ideal of I. An extension band J for a band I in X is defined similarly.
Extension ideals and bands are not unique, in general. If an ideal I in X has an ex-
tension ideal in Y , then Iˆ :=
⋂
{J ⊆ Y | J is an extension ideal of I} is the smallest
extension ideal of I in Y . The following result can be found in [7, Theorem 18].
Theorem 3. Let X be a pre-Riesz space with a vector lattice cover (Y, i) and let
I ⊆ X be an ideal. Then the following statements are equivalent.
(i) I is directed.
(ii) There exists a set S ⊆ X+ of positive elements such that I = IS.
(iii) The set i(I) is majorizing in Ii(I).
(iv) I has an extension ideal and for the smallest extension ideal Iˆ of I there exists
a set S ⊆ X+ such that Iˆ = Ii(S).
If one of the previous statements is true, then in (ii) and (iv) we can choose S := I+.
The following result from [7, Theorem 29] gives conditions under which a directed
ideal is order dense in its smallest extension ideal.
Theorem 4. Let X be an Archimedean pervasive pre-Riesz space with a vector lat-
tice cover (Y, i). Let I ⊆ X be a directed ideal and Iˆ ⊆ Y the smallest extension
ideal of I. Then (Iˆ , i|I) is a vector lattice cover of the pre-Riesz space I, and I is
pervasive.
The following well-known property of ideals can be found in [15, Theorem IV.1.2].
Lemma 5. Let X be a Dedekind complete vector lattice and I ⊆ X an ideal. Then
I is a Dedekind complete sublattice of X.
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In an ordered vector space, a net (xα)α is said to be decreasing (in symbols xα ↓),
whenever α 6 β implies xα > xβ . For x ∈ X the notation xα ↓ x means that xα ↓
and infα xα = x. The meaning of xα ↑ and xα ↑ x are defined analogously. We say
that a net order converges, or short o-converges, to x ∈ X (in symbols xα
o
−→ x), if
there is a net (zα)α in X such that zα ↓ 0 and for every α one has ±(x− xα) 6 zα.
The equivalence of xα
o
−→ x and x− xα
o
−→ 0 is obvious. If a net o-converges, then
its limit is unique. A set M ⊆ X is called order closed, or short o-closed, if for each
net (xα)α in M which o-converges to x ∈ X one has x ∈M .
The subsequent result is established in [10, Proposition 5.1] and is, in particular,
true for pre-Riesz spaces, as they can be identified with order dense subspaces of
their vector lattice covers.
Theorem 6. Let X be an order dense subspace of an ordered vector space Y .
(i) If a net (xα)α in X and x ∈ X are such that xα
o
−→ x, then xα
o
−→ x in Y .
(ii) If J ⊆ Y is o-closed in Y , then J ∩X is o-closed in X.
For ordered vector spaces (X,X+) and (Y, Y+) we denote by L(X, Y ) the vector space
of all linear operators from X to Y . An operator T ∈ L(X, Y ) is called positive, if
T (X+) ⊆ Y+; regular, if T is a difference of two positive operators; order bounded if
T maps order bounded sets in X into order bounded sets in Y ; order continuous, if
for every net (xα)α in X with xα
o
−→ x ∈ X we have T (xα)
o
−→ T (x). By L(X, Y )+ we
denote the set of all positive operators, by Lr(X, Y ) the set of all regular operators,
by Lb(X, Y ) the set of all order bounded operators and by Loc(X, Y ) the set of all
order continuous operators in L(X, Y ). If X is directed, then (L(X, Y ), L(X, Y )+)
is an ordered vector space. We write Loc(X, Y )+ := L(X, Y )+ ∩ Loc(X, Y ). The
following result is well-known for vector lattices. Subsequently, we will use it without
reference.
Lemma 7. Let X and Z be ordered vector spaces, Z Archimedean, and T : X → Z
a positive operator. Then the following statements are equivalent.
(i) T is order continuous.
(ii) For every net (xα)α in X with xα
o
−→ 0 it follows T (xα)
o
−→ 0.
(iii) For every net (xα)α in X with xα ↓ 0 it follows T (xα) ↓ 0.
(iv) For every net (xα)α in X with xα ↑ x it follows T (xα) ↑ T (x).
Proof. The equivalence of (i) and (ii) is clear.
(ii)⇒ (iii): Let (xα)α in X be a net with xα ↓ 0. Since T is a positive operator, xα ↓
implies T (xα) ↓. Moreover, xα ↓ 0 leads, in particular, to xα
o
−→ 0 and so T (xα)
o
−→ 0.
That is, ±T (xα) 6 zα ↓ 0 holds for a net (zα)α in Z. Since T is positive, we have
0 6 T (xα) 6 zα ↓ 0. As Z is Archimedean, it follows inf {T (xα) | α ∈ A} = 0. We
obtain T (xα) ↓ 0.
(iii) ⇒ (ii): Let a net (xα)α in X be such that xα
o
−→ 0. Then there exists a net
(yα)α in X with ±xα 6 yα ↓ 0. Due to T being positive and by virtue of (iii) we
obtain ±T (xα) 6 T (yα) ↓ 0 in Z. It follows T (xα)
o
−→ 0.
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(i)⇒ (iv): Let a net (xα)α in X be such that xα ↑ x. Since T is a positive operator,
the relation xα ↑ implies T (xα) ↑. Moreover, xα ↑ x implies xα
o
−→ x and so
T (xα)
o
−→ T (x). That is, ±(T (x)−T (xα)) 6 zα ↓ 0 holds for a net (zα)α in Z. Since
T is positive, we have T (xα) 6 T (x) and thus 0 6 T (x)− T (xα) 6 zα ↓ 0. As Z is
Archimedean, it follows inf {T (x)− T (xα) | α ∈ A} = 0. We obtain T (x)− T (xα) ↓
0. Equivalently, −T (xα) ↓ −T (x) and so T (xα) ↑ T (x).
(iv) ⇒ (iii): Let a net (xα)α in X be such that xα ↓ 0. Then it follows −xα ↑ 0 and
so −T (xα) = T (−xα) ↑ 0. Hence T (xα) ↓ 0. 
Notice that for the equivalence of (i) and (ii) the operator T need not be positive.
The following theorem can be found e.g. in [3, Theorem 1.59].
Theorem 8 (Riesz-Kantorovich). If an ordered vector space X with a generat-
ing cone has the RDP, then for every Dedekind complete vector lattice Z the ordered
vector space Lb(X,Z) is also a Dedekind complete vector lattice – and therefore, in
this case, we have Lr(X,Z) = Lb(X,Z).
The next result by Ogasawara can be found in its classical form in [2, Theorem 1.57],
where it is stated for operators on vector lattices with a Dedekind complete range
space. The more general version below was established recently in [5, Theorem 7.8].
Theorem 9 (The generalized Ogasawara Theorem). Let X and Z be pre-
Riesz spaces, where X has the RDP and Z is Dedekind complete. Then Loc(X,Z)
is a band in Lb(X,Z).
3 Order continuous operators: Extension and re-
striction of the range space
A classical result [2, Lemma 1.54] states that every order continuous operator be-
tween vector lattices is order bounded. The proof of this statement can be adopted
for ordered vector spaces.
Proposition 10. Let X and Z be ordered vector spaces and let X be directed. Then
every order continuous operator T : X → Z is order bounded. That is, Loc(X,Z) ⊆
Lb(X,Z).
Proof. Let T : X → Z be an order continuous operator. First we consider for x ∈ X+
the order interval A := [0, x]. Let A be endowed with the reversed order and let
(xα)α∈A be the net with xα := α for every α ∈ A. Then xα ↓ 0. Due to the
order continuity of T there exists a net (yα)α∈A of Z such that ±T (xα) 6 yα ↓ 0.
Consequently, for every α ∈ [0, x] we have ±T (α) = ±T (xα) 6 yα 6 yx, i.e. T maps
[0, x] into the order interval [−yx, yx] ⊆ Z. For an arbitrary order interval [a, b] ⊆ X
we have [a, b] = [0, b − a] + a. As T is linear, it maps [a, b] into an order bounded
subset of Z. 
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Let X and Z be ordered vector spaces, where X is directed. We define the directed
part of Loc(X,Z) by
L⋄oc(X,Z) := Loc(X,Z)+ − Loc(X,Z)+. (1)
First, we collect some properties of L⋄oc(X,Z). Clearly, we have the inclusion
L⋄oc(X,Z) ⊆ Loc(X,Z) ∩ Lr(X,Z). In the classical situation, i.e. if X is a di-
rected ordered vector space with RDP and Z a Dedekind complete vector lattice,
by the Riesz-Kantorovich Theorem 8 the space Lr(X,Z) = Lb(X,Z) is a Dedekind
complete vector lattice. Moreover, due to Theorem 9, the space Loc(X,Z) is a band
in Lr(X,Z) and thus directed, which yields the next result.
Proposition 11. Let X be a directed ordered vector space with RDP and let Z be
a Dedekind complete vector lattice. Then we have
L⋄oc(X,Z) = Loc(X,Z) ∩ Lr(X,Z) = Loc(X,Z).
In Remark 19(b) below we will see that L⋄oc(X,Z) and Loc(X,Z) do not coincide, in
general.
Proposition 12. Let X and Z be ordered vector spaces with X directed and Z
Archimedean. Then L⋄oc(X,Z) is an Archimedean pre-Riesz space.
Proof. It is clear that L⋄oc(X,Z) is an ordered vector space with a generating cone, i.e.
the space is directed. Moreover, if Z is Archimedean, then L(X,Z) is Archimedean.
Thus L⋄oc(X,Z) ⊆ L(X,Z) is likewise Archimedean. Consequently, L
⋄
oc(X,Z) is
pre-Riesz. 
Remark. As it is open whether Loc(X,Z) ∩ Lr(X,Z) is directed, hereafter we
only consider assumptions as in Proposition 12 and deal with the pre-Riesz space
L⋄oc(X,Z).
Next we investigate order continuous operators in view of the extension of the range.
Theorem 13. Let X be a directed ordered vector space and Z a pre-Riesz space
with a vector lattice cover (Y, i). If T ∈ Loc(X,Z), then i ◦ T ∈ Loc(X, Y ).
Proof. As X is directed, Loc(X,Z) and Loc(X, Y ) are ordered vector spaces.
Let T ∈ Loc(X,Z) and let (xα)α be a net in X with xα
o
−→ 0. Then T (xα)
0
−→ 0
in Z, i.e. there exists a net (zα)α in Z such that ±T (xα) 6 zα ↓ 0. Considering
the vector lattice cover (Y, i) of Z, by Lemma 1(i) we obtain inf {i(zα) | α ∈ A} =
i(inf {zα | α ∈ A}) = i(0) = 0. This implies ±i(T (xα)) 6 i(zα) ↓ 0, i.e. the operator
i ◦ T is order continuous. 
One can formulate the result in Theorem 13 in the setting of order dense subspaces.
Corollary 14. Let X be a directed ordered vector space, Y a vector lattice and Z
an order dense subspace of Y . Then Loc(X,Z) ⊆ Loc(X, Y ).
In Example 18 below we will need the following statement, where we consider an
Archimedean pre-Riesz space Y as an order dense subspace of its Dedekind comple-
tion Y δ and apply Corollary 14.
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Corollary 15. Let X be a directed ordered vector space and Y an Archimedean
pre-Riesz space. Then Loc(X, Y ) ⊆ Loc(X, Y δ).
Next we establish that the converse of Theorem 13 is satisfied, provided the consid-
ered operator is positive.
Theorem 16. Let X and Z be pre-Riesz spaces and (Y, i) a vector lattice cover of
Z. For a positive operator T : X → Z let i ◦ T ∈ Loc(X, Y ). Then T ∈ Loc(X,Z).
Proof. As T is positive, it suffices to show that xα ↓ 0 implies T (xα) ↓ 0. Let (xα)α∈A
be a net in X with xα ↓ 0, then i(T (xα)) ↓ 0. By Lemma 1(ii) we obtain that the
infimum of the set {T (xα) | α ∈ A} exists in Z with inf {T (xα) | α ∈ A} = 0. As i
is bipositive, we get T (xα) ↓ 0. Consequently, T is order continuous. 
Corollary 17. Let X be a pre-Riesz space, Y a vector lattice and Z an order dense
subspace of Y . Then we have L(X,Z) ∩ L⋄oc(X, Y ) = L
⋄
oc(X,Z).
Theorem 13 yields the inclusion L(X,Z) ∩ Loc(X, Y ) ⊇ Loc(X,Z). In the follow-
ing Example 18 we show that the converse of Theorem 13 is not true, in general.
Moreover, in the example we have
L(X,Z) ∩ Loc(X, Y ) 6⊆ Loc(X,Z),
i.e. the statement in Corollary 17 is not true for sets of order continuous operators,
respectively.
Example 18. For an Archimedean vector lattice X and an Archimedean pre-Riesz
space Z, we give an example of an operator T ∈ L(X,Z) ∩ Loc(X,Zδ) with T /∈
Loc(X,Z).
Consider the Archimedean vector lattice
Y :=
{
(yi)i∈Z ∈ ℓ
∞(Z)
∣∣∣ lim
i→∞
yi exists
}
with point-wise order and its subspace
Z :=
{
(zi)i∈Z ∈ Y
∣∣∣∣∣
∞∑
k=1
z−k
2k
= lim
i→∞
zi
}
.
In [10, Example 5.2] it is shown that Z is order dense in Y . Moreover, a sequence
in Z is given which does not order converge in Z but order converges in Y . For an
appropriate vector lattice X , we use a similar idea to provide an operator T : X →
Z which is not order continuous, but is in Loc(X,Z
δ). Instead of showing T ∈
Loc(X,Z
δ) we establish that T ∈ Loc(X, Y ). Then by Theorem 2 we can identify
Y δ and Zδ. Due to Corollary 15 we then obtain T ∈ Loc(X,Zδ).
(a) Let
X = ℓ∞0 := {(xi)i∈N | ∃c ∈ R ∃k ∈ N ∀i > k : xi = c}
be the vector lattice of all real eventually constant sequences endowed with point-
wise order. We define
T : X → Z, (xn)n∈N 7→ (xn − xn−1)n∈Z
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with the convention xk = 0 for every k ∈ Z\N. For every x ∈ X it follows that the
sequence T (x) is eventually zero. Moreover, T (x)k = 0 holds for every k ∈ Z\N.
Therefore T (x) ∈ Z.
We will first show that T ∈ Loc(X, Y ). Observe that T can be decomposed into two
positive operators, i.e. T = T1 − T2, where for x = (xn)n∈N ∈ ℓ∞0 we define
T1 : X → Y, T2 : X → Y,
x 7→ (xn)n∈Z x 7→ (xn−1)n∈Z
with the convention xn := 0 for n ∈ Z\N. For every x ∈ X the sequences T1(x) and
T2(x) are convergent for n→∞ and therefore are contained in Y . We establish the
order continuity of T1 and T2 in (c) below to obtain T ∈ Loc(X, Y ). For this, we
next provide in (b) properties of the order convergence in X and in Y .
(b) (i) A net (x(α))α in X satisfies x
(α) ↓ 0 if and only if x(α)n ↓α 0 for every n ∈ N.
Indeed, let (x(α))α ∈ X with x(α) ↓ 0. Then x
(α)
n ↓α for every n ∈ N. Assume
that there is N ∈ N such that x(α)N ↓α c > 0. Let s ∈ X be the sequence which
is zero in all components except in the component N where it is c > 0. Then it
follows s 6 x(α) for every α, a contradiction to x(α) ↓ 0. The converse implication is
immediate.
(ii) If for a net (x(α))α in Y we have for every component n ∈ Z that x
(α)
n ↓α 0, then
it follows x(α) ↓ 0. Indeed, from x(α)n ↓α for every n ∈ Z we obtain x
(α) ↓. Assume
that there is an x = (xk)k∈Z ∈ Y with 0 < x 6 x(α) for every α. Then there exists
k ∈ Z such that xk 6= 0, a contradiction to x
(α)
k ↓α 0.
(iii) Consider the sequence x = (x(n))n∈N of elements x
(n) = (x
(n)
k )k∈Z ∈ Y such that
for every fixed n ∈ N we have x(n)n = 1, x
(n)
n+1 = −1 and x
(n)
k = 0 otherwise. Then x
order converges in Y to zero, i.e. x(n)
o
−→ 0. Indeed, let y = (y(n))n∈N be a sequence
in Y such that for every fixed n ∈ N we have y(n)k = 1 for every k > n and y
(n)
k = 0
otherwise. By (ii) we obtain y(n) ↓ 0. It follows ±x(n) 6 y(n) ↓ 0, i.e. we have
x(n)
o
−→ 0 in Y .
(c) We show the order continuity of T1. As T1 is positive, it suffices to show that for
every net (x(α))α in X with x
(α) ↓ 0 it follows T1(x(α)) ↓ 0 in Y . Let x = (x(α))α be
a net in X with x(α) ↓ 0. For the component T1(x(α))n of the net T1(x(α)) we have
T1(x
(α))n = 0 if n ∈ Z\N and T1(x(α))n = x
(α)
n if n ∈ N. By (b)(i) it follows for each
component n ∈ N that T1(x(α))n = x
(α)
n ↓α 0. Applying (b)(ii) we obtain in Y that
T1(x
(α)) ↓ 0, i.e. T1 is order continuous.
Analogously we find that if a net (x(α))α in X is such that x
(α) ↓ 0, then it follows
T2(x
(α))n = x
(α)
n−1 ↓α 0 and thus T2(x
(α)) ↓ 0 in Y . That is, T2 is order continuous.
We conclude that T = T1 − T2 ∈ Loc(X, Y ).
(d) We establish that T 6∈ Loc(X,Z). For every fixed n ∈ N define e(n) = (e
(n)
k )k∈N ∈
X by e
(n)
n = 1 and e
(n)
k = 0 for k 6= n. Similarly, for every fixed n ∈ N let
y(n) = (y
(n)
k )k∈N ∈ X with y
(n)
k = 1 for k > n and zero otherwise. Then by (b)(i) for
the sequence y = (y(n))n∈N we have y
(n) ↓ 0. Thus it follows 0 6 e(n) 6 y(n) ↓ 0, i.e.
e(n)
o
−→ 0 in X .
We show that (T (e(n)))n∈N does not order converge in Z. Observe that for every
n ∈ N we have T (e(n)) = x(n) with x(n) as defined in (b)(iii). Assume that T is order
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continuous, then for the sequence (x(n))n∈N in Z we have x
(n) o−→ 0. In other words,
there exists a sequence (z(n))n∈N in Z such that ±x(n) 6 z(n) ↓ 0. Fix n ∈ N and let
m ∈ N be such that m > n. Then we have
1 = x(m)m 6 z
(m)
m 6 z
(n)
m .
Due to z(n) ∈ Z we have
1 6 lim
m→∞
z(n)m =
∞∑
k=1
z
(n)
−k
2k
.
Since this holds for every n ∈ N, we obtain that there exists an index j ∈ N such
that z
(n)
−j 6↓n 0 does not hold, otherwise by monotone convergence we would have∑
∞
k=1
z
(n)
−k
2k
n→∞
−−−→ 0. Thus there exists a real number δ ∈ R>0 such that for every
n ∈ N we have z(n)
−j > δ. Let ω ∈ Z be such that ω−j = δ, ω−j−1 = −2δ and ωk = 0
for k ∈ Z, where k 6= −j and k 6= −j − 1. It is immediate that ω ∈ Z. Moreover,
we have ω 6 z(n) for every n ∈ N. However, ω 6 0, which is a contradiction to
inf
{
z(n)
∣∣ n ∈ N} = 0. It follows that the sequence (T (e(n)))n ∈ N does not order
converge in Z and therefore the operator T : X → Z is not order continuous.
Remark 19. (a) In Example 18 the two operators T1, T2 : X → Y map into Y but
not into Z, even though we have T1 − T2 = T : X → Z. The operator T is not
contained in Loc(X,Z) and, hence, not in L
⋄
oc(X,Z). Therefore we have shown
L(X,Z) ∩ Loc(X, Y ) ∩ Lr(X, Y ) 6= L
⋄
oc(X,Z).
(b) In the situation of Example 18 we have
Loc(X,Z) 6= L
⋄
oc(X,Z).
Indeed, we showed
Loc(X,Z
δ) ∩ L(X,Z) 6= Loc(X,Z).
As X is a vector lattice, by Proposition 11 we have Loc(X,Z
δ) = L⋄oc(X,Z
δ).
Now assume Loc(X,Z) = L
⋄
oc(X,Z). Then by Corollary 17 we get
Loc(X,Z) = L
⋄
oc(X,Z) = L
⋄
oc(X,Z
δ) ∩ L(X,Z) = Loc(X,Z
δ) ∩ L(X,Z),
a contradiction.
The following result is similar to Theorem 16, with the difference that here we
extend not only the range but also the domain. The result yields order continuity
for positive operators if they have a positive extension which is order continuous.
Proposition 20. Let X1 and X2 be pre-Riesz spaces and (Y1, i1), (Y2, i2) their vec-
tor lattice covers, respectively. Let a positive operator T : X1 → X2 have a positive
linear extension T˜ : Y1 → Y2, i.e. T˜ ◦ i1 = i2 ◦ T . Then the relation T˜ ∈ Loc(Y1, Y2)
implies T ∈ Loc(X1, X2).
Proof. Let (xα)α be a net in X1 with xα ↓ 0. As T is positive, it suffices to show
T (xα) ↓ 0. By Lemma 1(i) the infimum of the set {i1(xα) | α ∈ A} exists in Y1
and equals 0, i.e. i1(xα) ↓ 0. As T˜ is order continuous and positive, it follows that
T˜ (i1(xα)) ↓ 0 in Y2. We use T˜ (i1(xα)) = i2(T (xα)) in Y2. By Lemma 1(ii) the
relation i2(T (xα)) ↓ 0 in Y2 implies T (xα) ↓ 0 in X2. 
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4 Embedding a pre-Riesz space of order continu-
ous operators: a counterexample
Let X and Z be ordered vector spaces, where X is directed and Z is Archimedean.
Then Lr(X,Z) is directed and Archimedean and therefore a pre-Riesz space. By
Proposition 12, L⋄oc(X,Z) is an Archimedean pre-Riesz space as well. In general,
Lr(X,Z) and L
⋄
oc(X,Z) are not vector lattices, see below. A natural next step is to
look for suitable vector lattice covers of Lr(X,Z) and L
⋄
oc(X,Z), respectively, which
can be represented as spaces of operators.
If, in addition, X has the RDP, then by Theorem 8 the operator space Lr(X,Z
δ) is a
Dedekind complete vector lattice. Furthermore, by Theorem 9 the space Loc(X,Z
δ)
is a band in Lr(X,Z
δ) and thus by Lemma 5 likewise a Dedekind complete vector
lattice. An idea for a vector lattice cover of Lr(X,Z) might be to look at the
canonical embedding Lr(X,Z) ⊆ Lr(X,Zδ). Moreover, by Corollary 15 we have
L⋄oc(X,Z) ⊆ Loc(X,Z
δ). The question arises whether these inclusions are order
dense.
The first inclusion is dealt with in [12, Counterexamples 2.10 and 2.13]. There, for
the normed vector lattice X := ℓp of p-summable sequences, where p ∈ ]1,∞[, and
for Z = C[0, 1] it is shown that Lr(X,Z) is not majorizing in Lr(X,Z
δ) and thus
not order dense.
We deal with the second inclusion L⋄oc(X,Z) ⊆ Loc(X,Z
δ) and give an example
where this inclusion is not order dense. To that end, we consider the vector lattice
X = Z = ℓ∞0 of eventually constant sequences
1. As is established in [1, Theorem 5.1]
by Abramovich and Wickstead, the pre-Riesz space Lr(ℓ
∞
0 ) is not a vector lattice.
A vector lattice cover of Lr(ℓ
∞
0 ) is constructed in [9]. However, in this example
the vector lattice cover is not given as a space of operators. In Example 22 below
we establish that L⋄oc(ℓ
∞
0 ) is not a vector lattice. Notice that Z
δ is the space ℓ∞
of bounded sequences. Example 21 demonstrates that Lr(ℓ
∞
0 ) is not order dense
in Lr(ℓ
∞
0 , ℓ
∞). Based on this result, in Example 23 we show that L⋄oc(ℓ
∞
0 ) is not
majorizing and therefore not order dense in Loc(ℓ
∞
0 , ℓ
∞). Hence, Loc(ℓ
∞
0 , ℓ
∞) is not
a vector lattice cover of L⋄oc(ℓ
∞
0 ). This shows that the straightforward idea to make
the range space Dedekind complete is not a suitable approach to obtain a vector
lattice cover.
Example 21. The space Lr(ℓ
∞
0 ) is not majorizing and therefore not order dense in
Lr(ℓ
∞
0 , ℓ
∞).
Let ℓ∞0 be the vector lattice of all eventually constant sequences on N with the
standard order. In [1, Theorem 5.1] it is shown that the operator space Lr(ℓ
∞
0 )
does not have the RDP and therefore is not a vector lattice. However, as ℓ∞0 is
Archimedean and the space of regular operators is automatically directed, it follows
that Lr(ℓ
∞
0 ) is pre-Riesz.
The vector lattice ℓ∞0 is not Dedekind complete, and ℓ
∞ is its Dedekind completion.
Denote by ei the sequences with 1 at the ith entry and 0 elsewhere, and by 1 the
constant-one sequence. The set B := {ei | i ∈ N} ∪ {1} yields an algebraic basis
1We focus on this example, since the order continuous operators are characterized in [9].
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(1, e1, e2, . . .) of ℓ
∞
0 . In the subsequent table we define a mapping T ∈ Lr(ℓ
∞
0 , ℓ
∞)
on the basis elements and extend T linearly. The blanks are filled by 0.
b ∈ B T (b)
e1 (1 0 1 0 0 1 0 0 0 1 0 0 0 0 . . .)
e2 (0 1 0 1 0 0 1 0 0 0 1 0 0 0 . . .)
e3 ( 0 0 1 0 0 1 0 0 0 1 0 0 . . .)
e4 ( 0 0 0 1 0 0 0 1 0 . . .)
e5 ( 0 0 0 0 1 . . .)
... . . .
1 (1 1 1 1 1 1 1 1 1 1 1 1 1 1 . . .).
It is clear that the operator T maps sequences in ℓ∞0 to sequences in ℓ
∞. We
establish that T is positive (and, hence, in Lr(ℓ
∞
0 , ℓ
∞)) and can not be majorized by
an operator in Lr(ℓ
∞
0 ).
To show that T is positive, notice first that for every n ∈ N we have
∑n
i=1 T (ei) 6
T (1). Let x = λ01 +
∑n
i=1 λiei ∈ ℓ
∞
0 be a positive element, i.e. for every i ∈ N we
have λ0 + λi > 0. Thus
T (x) = λ0T (1) +
n∑
i=1
λiT (ei) > λ0
n∑
i=1
T (ei) +
n∑
i=1
λiT (ei) =
=
n∑
i=1
(λ0 + λi)T (ei) > 0,
i.e. T is positive and therefore regular. Thus T ∈ Lr(ℓ∞0 , ℓ
∞).
It is left to show that T can not be majorized by an operator in Lr(ℓ
∞
0 ). Assume
there exists an operator S ∈ Lr(ℓ∞0 ) with T 6 S (note that we view S ∈ Lr(ℓ
∞
0 ) as
an operator in Lr(ℓ
∞
0 , ℓ
∞)). Due to T > 0 it follows S > 0. Furthermore, for each
element b ∈ B we get T (b) 6 S(b) and thus lim sup T (b) 6 lim supS(b). Since S(b)
is an eventually constant sequence, we have lim supS(b) = limS(b). In particular,
we have
∀i ∈ N : 1 = lim supT (ei) 6 limS(ei). (2)
Moreover, for each n ∈ N the inequality
∑n
i=1 ei 6 1 is valid. Since S is positive, it
follows for every n ∈ N
n∑
i=1
S(ei) 6 S(1) and
n∑
i=1
limS(ei) = lim
(
n∑
i=1
S(ei)
)
6 limS(1).
However, due to (2) we have for every n ∈ N
n 6
n∑
i=1
limS(ei) 6 limS(1),
which is a contradiction to S(1) being an eventually constant sequence.
Remark. The space X := ℓ∞0 is a normed vector lattice, has an algebraic basis
and 1 as an order unit. The above example shows that even under these strong
additional conditions Lr(X,X) is not order dense in Lr(X,X
δ).
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Note that in the above mentioned Example in [12] the underlying spaces are Ba-
nach lattices. Moreover, this example is more elaborate and uses the norms in the
computations.
Example 22. The pre-Riesz space L⋄oc(ℓ
∞
0 ) is pervasive, but not a vector lattice.
In the subsequent steps (i) to (vi) we recall the setting and the results of [9, Exam-
ple 3.1].
(i) The authors consider a lattice isomorphism between ℓ∞0 and the space c00 of finite
sequences on N0 endowed with the order induced by a certain cone K. Using this
isomorphism, in [9, Example 3.1 (a), (b) and (j)] they represent positive, regular
and order continuous operators on ℓ∞0 as matrices. We recall the procedure. Notice
that the cone K on c00 is given by
K = {(xi)i∈N0 ∈ c00 | x0 > 0 and x0 + xi > 0 for every i ∈ N} .
Let B be as in Example 21. The mapping
f : {1, e1, e2, . . .} ⊆ ℓ
∞
0 −→ c00
1 7−→ e0, ei 7−→ ei (i ∈ N)
is a basis isomorphism and can be extended linearly to all of ℓ∞0 . This extension
which we also call f is an order isomorphism between the vector lattices ℓ∞0 (with
pointwise order) and (c00, K). Thus every linear operator Aˆ on ℓ
∞
0 induces a linear
operator A˜ on c00 by the relationship A˜ := f ◦ Aˆ ◦ f−1, following the scheme
(ℓ∞0 , (ℓ
∞
0 )+)
Aˆ
//
f

(ℓ∞0 , (ℓ
∞
0 )+)
f

(c00, K)
A˜
// (c00, K).
Furthermore, one represents Aˆ as an infinite matrix A := (aij)i,j∈N0 with columns
which are eventually zero, where ai0 is the ith component of f(Aˆ1) and aij is the
ith component of f(Aˆej), for j ∈ N and i ∈ N0. We use the notation
L :=
{
A ∈ RN0×N0
∣∣ the colums of A are eventually zero} .
We will say that a matrix in L is positive, regular or order continuous if it rep-
resents a positive, regular or order continuous operator on ℓ∞0 , respectively. Let
A = (aij)i,j∈N0 ∈ L.
(ii) The matrix A is positive if and only if for every fixed i ∈ N the following two
conditions are satisfied:
(α) a0j + aij > 0 for all j ∈ N.
(β) a00 + ai0 >
∑
∞
j=1(a0j + aij).
(iii) The matrix A is regular if and only if the sequence
(∑
∞
j=0 |aij |
)
i∈N0
of absolute
row sums is bounded. The set of all regular matrices is denoted by
R :=

A = (aij)i,j ∈ RN0×N0
∣∣∣∣∣∣ A ∈ L and
(
∞∑
j=0
|aij|
)
i∈N0
is bounded

 .
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(iv) The matrix A is order continuous if and only if for every fixed i ∈ N we have
∞∑
j=1
(aij + a0j) = a00 + ai0.
The set of all order continuous matrices is denoted by
N :=
{
A = (aij)i,j ∈ R
N0×N0
∣∣∣∣∣ A ∈ R and ∀i ∈ N :
∞∑
j=1
(aij + a0j) = a00 + ai0
}
.
(v) By [1, Theorem 4.1] we have Lr(ℓ
∞
0 ) = Lb(ℓ
∞
0 ) and by [1, Theorem 5.1] the
pre-Riesz space Lr(ℓ
∞
0 ) which corresponds to R does not have the RDP and thus
is not a vector lattice. In [9, Example 3.1 (c), (d) and (e)] a vector lattice cover Y
of R is computed. The vector lattice Y consists of certain matrices, such that the
order on Y is given componentwise. We briefly recall the construction.
Consider the following properties of an infinite matrix B = (bij)ij ∈ RN×N0:
(a) For every j ∈ N the column sequence (bij)i∈N is eventually constant.
(b) For column limits βj := lim
i→∞
bij , where j ∈ N, we have
∞∑
j=1
|βj| <∞.
(c) The column sequence (bi0)i∈N is bounded.
(d) The sequence of absolute row sums
(
∞∑
j=1
|bij |
)
i∈N
is bounded.
The space Y :=
{
B ∈ RN×N0
∣∣ B satisfies (a), (b), (c) and (d)} with coordinatewise
order is a vector lattice, and the mapping
F : R −→ Y
(aij)ij 7→
{
a0j + aij for i, j ∈ N,
a00 + ai0 −
∑
∞
k=1(a0k + aik) for j = 0 and i ∈ N.
is an order dense embedding of R into Y , i.e. Y is a vector lattice cover of R, as was
shown in [9, Example 3.1 (e)]. Moreover, R is even pervasive. Notice that it is not
clear whether the elements of the space Y can be viewed as operators, or rather, if
one can find a suitable space on which the elements of Y are acting as operators.
The acting of F on a matrix A = (aij)ij can be interpreted as three separate suc-
cessive operations:
(I) Add the 0th row of A onto each other row.
(II) Delete the 0th row of the resulting matrix.
(III) In the resulting matrix fix a row i ∈ N. Sum all entries of the row sequence
starting from j = 1 and subtract this sum from the 0th entry of the sequence.
Replace the 0th entry of the sequence by this result. Let the other entries of
the row unchanged. Do this procedure with each fixed row i of A for every
i ∈ N.
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(vi) It is shown in [9, Example 3.1 (j)] that N is a directed subspace of the
Archimedean pre-Riesz space R and therefore is pre-Riesz. Moreover, [9, Exam-
ple 3.1 (k)] yields that N is a band in R and we have
N = {A ∈ R | ∀i ∈ N : F (A)i0 = 0} .
An extension band of N in Y is given by
B :=
{
B = (bij)ij ∈ R
N×N0
∣∣ B ∈ Y and ∀i ∈ N : bi0 = 0} .
We use the statements (i) to (vi) to show that the space L⋄oc(ℓ
∞
0 ) (which corresponds
to N ) is not a vector lattice. First notice that by (vi) the space Loc(ℓ∞0 ) is directed
and thus L⋄oc(ℓ
∞
0 ) = Loc(ℓ
∞
0 ). We provide a vector lattice cover of the pre-Riesz
space N , making use of the vector lattice cover Y of R and of the extension band
B of N . Moreover, we will use Theorem 4. As B is a subset of Y , every matrix in
B admits the conditions (a)-(d) from (v). Therefore we can describe every matrix
A = (aij)i∈N,j∈No ∈ B using the properties (a), (b), (d) and
(C) The 0th column (ai0)i is zero,
i.e. B =
{
B ∈ RN×N0
∣∣ (a), (b), (C) and (d) hold.}.
By (vi) the matrix space N is a directed band in R and, in particular, a directed
ideal. Theorem 3 (iv) yields that N has an extension ideal in Y . In particular, the
smallest extension ideal Yoc of N exists in Y . By Theorem 3 (iii) and (iv) it follows
that N is majorizing in Yoc, hence
Yoc = {B ∈ Y | ∃A ∈ N : |B| 6 A} .
As Yoc is an ideal in a vector lattice Y , it follows that Yoc is a vector lattice in its
own right, endowed with the coordinatewise order induced by Y .
By (v) we have that R is pervasive in Y . Moreover, since N is a directed band in
R, it is, in particular, a directed ideal. Therefore by Theorem 4 we obtain that Yoc
is a vector lattice cover of the pre-Riesz space N and that N is pervasive.
Using the fact that Yoc is a vector lattice cover of the pre-Riesz space N we now
can proceed to establish that N is not a vector lattice. Consider two operators
Pˆ , Qˆ ∈ Lr(ℓ∞0 ) which are represented by the matrices
P :=


2 1 0 0 0 0 . . .
0 1 0 0 0 0 . . .
0 0 1 0 0 0 . . .
0 0 0 1 0 0 . . .
0 0 0 0 1 0 . . .
0 0 0 0 0 1 . . .
...
...
...
...
...
...
. . .


and Q :=


2 1 0 0 0 0 . . .
0 1 0 0 0 0 . . .
0 0 0 1 0 0 . . .
0 0 0 1 0 0 . . .
0 0 0 0 0 1 . . .
0 0 0 0 0 1 . . .
...
...
...
...
...
...
. . .


in R. Calculating the images of P and Q under the embedding map F in (v), we
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obtain
F (P ) =


0 2 0 0 0 0 . . .
0 1 1 0 0 0 . . .
0 1 0 1 0 0 . . .
0 1 0 0 1 0 . . .
0 1 0 0 0 1 . . .
...
...
...
...
...
...
. . .


and F (Q) =


0 2 0 0 0 0 . . .
0 1 0 1 0 0 . . .
0 1 0 1 0 0 . . .
0 1 0 0 0 1 . . .
0 1 0 0 0 1 . . .
...
...
...
...
...
...
. . .


,
i.e. P,Q ∈ N by (vi). Therefore Pˆ , Qˆ ∈ L⋄oc(ℓ
∞
0 ). Moreover, we have F (P ), F (Q) ∈
Yoc ⊆ B. We can easily calculate the infimum of F (P ) and F (Q) in Yoc, as the
lattice operations in Yoc are defined pointwise. It follows
M2 := F (P ) ∧ F (Q) =


0 2 0 0 0 0 . . .
0 1 0 0 0 0 . . .
0 1 0 1 0 0 . . .
0 1 0 0 0 0 . . .
0 1 0 0 0 1 . . .
...
...
...
...
...
...
. . .


.
Assume that N is a vector lattice. Then the infimum M := P ∧Q exists in N . By
Lemma 1 (i) it follows F (M) = F (P ∧Q) = F (P ) ∧ F (Q) = M2 in Yoc. We apply
the steps (III) and (II) of (v) backwards to the matrix M2 = (m
(2)
ij )i∈N,j∈No to obtain
a matrix M1 = (m
(1)
ij )ij∈N0. Then we show that there is no matrix M ∈ N to which
we can apply step (I) of (v) to obtain M1. That is, the matrix M2 = F (P ) ∧ F (Q)
has no pre-image under the embedding F and therefore N is not a vector lattice.
Let us apply the reversed step (III) of (v) to the matrix M2, i.e. for every fixed row
i we add the row sum
∑
∞
j=1m
(2)
ij (starting with j = 1) to the first entry m
(2)
i0 of the
row i. Moreover, we apply the reversed step (II) of (v) by prepending a new 0th
row with not yet determined entries. Then we obtain
M1 =


m
(1)
00 m
(1)
01 m
(1)
02 m
(1)
03 m
(1)
04 m
(1)
05 . . .
2 2 0 0 0 0 . . .
1 1 0 0 0 0 . . .
2 1 0 1 0 0 . . .
1 1 0 0 0 0 . . .
2 1 0 0 0 1 . . .
...
...
...
...
...
...
. . .


.
Notice that the 0th column of M1 is alternating. We apply the first step (I) of
(v) to a matrix M = (mij)ij∈N0 ∈ N . That is, we add the 0th row of M onto
each other row of M to obtain M1. With this for the entries of the 0th row of M
we obtain equations m00 + mi0 = 2 for even i ∈ N and m00 + mi0 = 1 for odd
i ∈ N. As M ∈ R, the columns of M have only finitely many non-zero entries. In
particular, the 0th column of M is eventually zero. Therefore we can find an even
N ∈ N such that mN0 = m(N+1)0 = 0. Then it follows 2 = m00 +mN0 = m00 and
1 = m00+m(N+1)0 = m00, a contradiction. Thus the matrix M2 = F (P )∧F (Q) has
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no pre-image under the embedding F . Therefore N and, consequenctly, L⋄oc(ℓ
∞
0 ), is
not a vector lattice.
In the following example we return to the operator T from Example 21 and show
that T is order continuous.
Example 23. The pre-Riesz space L⋄oc(ℓ
∞
0 ) is not majorizing and therefore not order
dense in Loc(ℓ
∞
0 , ℓ
∞).
Let the operator T : ℓ∞0 → ℓ∞ be as in Example 21. We have seen that T is positive
and therefore regular, i.e. T ∈ Lr(ℓ∞0 , ℓ
∞). We now establish that T is order con-
tinuous. Since T is positive, it is sufficient to show that for every net (xα)α in ℓ
∞
0
the condition xα ↓ 0 implies T (xα) ↓ 0 in ℓ∞. Let (xα)α be a net in ℓ∞0 with xα ↓ 0.
Every xα can be represented as a finite sum of elements of the algebraic basis B, i.e.
there exists an Nα ∈ N and real numbers λα, λ
(k)
α for 0 6 k 6 Nα such that
xα = λα1+
Nα∑
k=1
λ(k)α ek.
For k ∈ N with k > Nα let λ
(k)
α := 0. Consider the kth component of the sequence
xα ∈ ℓ∞0 , i.e. x
(k)
α = λα+ λ
(k)
α . Since the order on ℓ∞0 is pointwise and xα ↓ 0, for the
component net (x
(k)
α )α of reals we have x
(k)
α ↓ 0.
By the definition of T in Example 21 for every fixed α we obtain
T (xα) = (λα + λ
(1)
α , λα + λ
(2)
α , λα + λ
(1)
α , λα + λ
(2)
α , λα + λ
(3)
α , . . .).
Hence for every n ∈ N there exists a k ∈ N such that
(T (xα))
(n) = λα + λ
(k)
α .
Notice that k does not depend on α. Thus for a fixed n ∈ N we obtain a net
((T (xα))
(n))α in R with
(T (xα))
(n) = λα + λ
(k)
α = x
(k)
α ↓α 0.
For the net (T (xα))α in ℓ
∞ it follows T (xα) ↓ 0. We conclude that the operator
T : ℓ∞0 → ℓ
∞ is order continuous, i.e. T ∈ Loc(ℓ∞0 , ℓ
∞).
By Example 21 the operator T can not be majorized by an operator in Lr(ℓ
∞
0 ) and,
consequently, also not by an operator in L⋄oc(ℓ
∞
0 ). Thus L
⋄
oc(ℓ
∞
0 ) is not order dense
in Loc(ℓ
∞
0 , ℓ
∞).
The above example shows that even under strong additional conditions on X (such
as being a vector lattice with an algebraic basis and an order unit) the space L⋄oc(X)
is not majorizing in Loc(X,X
δ), in general.
To obtain a subspace of Loc(X,X
δ) in which L⋄oc(X) is majorizing, one can consider
the ideal1 J generated by L⋄oc(X) in Loc(X,X
δ). We conjecture that for X = ℓ∞0
the ideal J is a vector lattice cover of L⋄oc(X). The question remains open for which
directed ordered vector spaces X having the RDP and Archimedean ordered vector
spaces Z the (Dedekind complete) ideal J generated by L⋄oc(X,Z) in Loc(X,Z
δ) is
a vector lattice cover of L⋄oc(X,Z). In this case, by Lemma 5 the ideal J would be
even the Dedekind completion of L⋄oc(X,Z).
1Since L⋄oc(X) is a directed subspace of Loc(X,X
δ), the space L⋄oc(X) is majorizing in J .
17
References
[1] Y. A. Abramovich and A. W. Wickstead. Regular operators from and into a
small Riesz space. Indag. Mathem., N.S. 2(3):257–274, 1991.
[2] C. D. Aliprantis and O. Burkinshaw. Positive Operators. Springer, New York,
2006.
[3] C. D. Aliprantis and R. Tourky. Cones and Duality, volume 84 of Graduate
Studies in Mathematics. American Mathematical Society, Providence, Rhode
Island, 2007.
[4] G. Buskes and A.C.M. van Rooij. The vector lattice cover of certain partially
ordered groups. J. Austral. Math. Soc. (Series A), 54:352–367, 1993.
[5] T. Hauser and A. Kalauch. Order continuity from a topological perspective.
https://arxiv.org/abs/1711.02929, 2017. submitted.
[6] A. Kalauch. Structures and Operators in Pre-Riesz Spaces and Stability of
Positive Linear Systems. Habilitationsschrift, Technische Universita¨t Dresden,
Germany, 2013.
[7] A. Kalauch and H. Malinowski. Vector lattice covers of ideals and bands in
pre-Riesz spaces. https://arxiv.org/abs/1801.07191, 2018. submitted.
[8] A. Kalauch and O. van Gaans. Disjointness in Partially Ordered Vector Spaces.
Positivity, 10(3):573–589, 2006.
[9] A. Kalauch and O. van Gaans. Bands in Pervasive pre-Riesz Spaces. Operators
and Matrices, 2(2):177–191, 2008.
[10] A. Kalauch and O. van Gaans. Ideals and Bands in Pre-Riesz Spaces. Positivity,
12(4):591–611, 2008.
[11] H. Malinowski. Order closed ideals in pre-Riesz spaces and their relationship
to bands. https://arxiv.org/abs/1801.09963, 2018. Positivity (to appear).
[12] W. M. Schouten. The Riesz-Kantorovich formula for lexicographically ordered
spaces. Bachelor’s thesis, Mathematical Institute, University of Leiden, 2016.
[13] O. van Gaans. Seminorms on ordered vector spaces. Ph.D. thesis, Universiteit
Nijmegen, The Netherlands, 1999.
[14] M. van Haandel. Completions in Riesz Space Theory. Proefschrift (PhD thesis),
Universiteit Nijmegen, The Netherlands, 1993.
[15] B. Z. Vulikh. Introduction to the Theory of Partially Ordered Spaces. Wolters-
Noordhoff, Ltd., Groningen, 1967.
[16] B. Z. Vulikh. Geometrie der Kegel in normierten Ra¨umen. De Gruyter, 2017.
Translated from Russian and edited by M. R. Weber.
18
