The first passage time problem for simple physical systems by Shipley, John Warner
In presenting the dissertation.as a partial fulfillment of 
the requirements for an advanced degree from the Georgia 
Institute of Technology, I agree that the Library of the 
Institute shall make it available for inspection and 
circulation in accordance with its regulations governing 
materials of this type. I agree that permission to copy 
from., or to publish from, this dissertation may be granted 
by the professor under whose direction it was written, or, 
in his absence, by the Dean of the Graduate Division when 
such copying or publication is solely for scholarly purposes 
and does not involve potential financial gain. It is under-
stood that any copying from, or publication of, this dis-
sertation which involves potential financial gain will not 
be allowed without written permission. 
7/25/68 
THE FIRST PASSAGE TIME PROBLEM FOR 
SIMPLE PHYSICAL SYSTEMS 
A THESIS 
Presented to 
The Facul ty of the Graduate Divis ion 
by 
John Warner Shipley 
In Partial Fulfillment 
of the Requirements for the Degree 
Doctor of Philosophy 
in the School of 
Engineering Science & Mechanics 
Georgia Institute of Technology 
January 1971 
THE FIRST PASSAGE TIME PROBLEM FOR 





Date app roved by Cha i rman : P e c , ckly/O 

ACKNOWLEDGMENTS 
I w i s h to t hank Dr. Michae l C. B e r n a r d , my a d v i s o r t h r o u g h my 
g r a d u a t e c o u r s e work and t h e s i s s t u d i e s , f o r h i s s u g g e s t i o n of t h e t o p i c 
and h i s d i r e c t i o n and g u i d a n c e t h r o u g h t h e p r e p a r a t i o n of t h i s work . 
I a l s o w i s h to t hank Dr. J . L. Hammond, Dr. J . J . Goode, and Dr . J . W. 
Walker fo r t h e i r i d e a s and a d v i c e and f o r r e a d i n g my t h e s i s . S p e c i a l 
t h a n k s a r e due Dr. Walker f o r l i s t e n i n g to some of my i d e a s in t he 
e a r l y s t a g e s of f o r m u l a t i o n and to Dr. E r i c R. Immel fo r many i n t e r e s t i n g 
d i s c u s s i o n s on Brownian Motion and P r o b a b i l i t y . 
TABLE OF CONTENTS 
Page 
ACKNOWLEDGMENTS iii 
LIST OF TABLES vi 
LIST OF ILLUSTRATIONS vii 
SUMMARY viii 
Chapter 
I . INTRODUCTION 1 
Comments 
I I . AN INTEGRAL EQUATION SATISFIED BY THE FIRST PASSAGE 
TIME PROBABILITY DENSITY FUNCTION 18 
I I I . METHODS OF APPROXIMATION AND THEIR PROBABLISTIC 
IMPLICATIONS ?fi 
I n d e p e n d e n t C r o s s i n g Model 
F i r s t P a s s a g e Time V e l o c i t y Independence 
I n i t i a l P o i n t A p p r o x i m a t i o n 
E v a l u a t i o n of t he K e r n e l A p p r o x i m a t i o n s 
IV. NUMERICAL RESULTS 39 
F i x e d S t a r t Problem 
S t a t i o n a r y S t a r t Problem 
V. CONCLUDING REMARKS 59 
Append ices 
A. A STOCHASTIC MODEL 65 
D e f i n i t i o n of A S t o c h a s t i c P r o c e s s 
R e g u l a r i t y 
S e p a r a b i l i t y 
V 
TABLE OF CONTENTS (Continued) 
Page 
B. LANGEVIN'S EQUATION, THE FOKKER-PLANCK EQUATIONS, 
AND WHITE NOISE AS AN INPUT 76 
Doob ' s I n t e r p r e t a t i o n of t h e Langevin E q u a t i o n 
The P r o c e s s {B } 
The S o l u t i o n t o Doob ' s I n t e g r a l E q u a t i o n 
I m p l i c a t i o n s of t h e S o l u t i o n 
The Fokker P l a n c k E q u a t i o n s 
A S o l u t i o n to t h e Fokker P l a n c k E q u a t i o n s 
The R e l a t i o n s h i p Between t h e D i f f e r e n t i a l P r o c e s s 
and t h e P u r e l y Random P r o c e s s 
C. THE VELOCITY OF FIRST PASSAGES 97 
D. A DISCUSSION OF J . R. RICE'S ANALYSIS OF THE FIRST 
PASSAGE PROBLEM 101 
LITERATURE CITED 106 
VITA 109 
Table 
LIST OF TABLES 
Page 
1. Comparison of Mean F i r s t Passage Times 52 
2. Percentage of P r o b a b i l i t y Mass in 1 a t t = 0 
for Di f fe ren t Values of p 56 
3 . Mean F i r s t Passage Times in Undamped Natural 
Periods 58 
LIST OF ILLUSTRATIONS 
Figure Page 
1. The Region I and a Sample Function 12 
2. First Passage Time Probability Densities 42 
3. First Passage Time Probability Densities 43 
4. First Passage Time Probability Densities 47 
5. First Passage Time Probability Densities 48 
6. First Passage Time Probability Densities 49 
7. First Passage Time Probability Densities 50 
8. First Passage Time Probability Densities 57 
9. The Coupled Oscillator 61 
V l l l 
SUMMARY 
An a n a l y s i s of the f i r s t passage time problem is p resen ted . 
Lumped parameter models for s t r u c t u r a l systems are cons idered , and the 
input e x c i t a t i o n is l imi ted to white no i se . 
The damped harmonic o s c i l l a t o r is used as a p i l o t model. I t s 
response to white noise i s a two-dimensional Markov process on a p o s i t i o n 
v e l o c i t y space . This proper ty i s bas ic to the formulat ion of the f i r s t 
passage time problem tha t i s presented h e r e . Higher o rde r lumped 
parameter systems a l so e x h i b i t a Markov response to a white noise 
e x c i t a t i o n , but for these systems the response i s Markov on a p o s i t i o n -
v e l o c i t y of more than two dimensions. This mul t i -d imens iona l Markov 
proper ty i s used in the extens ion of the p resen t formulat ion to h igher 
order systems. 
Two types of problems a re considered for the harmonic o s c i l l a t o r . 
One i s c a l l e d the fixed s t a r t problem. In t h i s problem the o s c i l l a t o r 
is s t a r t e d from a given p o s i t i o n and v e l o c i t y wi th in a region of safe 
o p e r a t i o n . The second is c a l l e d the s t a t i o n a r y s t a r t problem. In t h i s 
problem the o s c i l l a t o r s t a r t s from a randomly loca ted i n i t i a l po in t t ha t 
i s d i s t r i b u t e d in the region of safe ope ra t ion according to the prob-
a b i l i t y law for the p o s i t i o n and v e l o c i t y of an o s c i l l a t o r which was 
s e t in to motion a t minus i n f i n i t y and exc i ted by white n o i s e . 
Two regions of safe ope ra t ion a re cons idered . The f i r s t has a 
s i ng l e p o s i t i o n boundary as x = b . The second has symmetric boundaries 
a t x = ± b. 
IX 
In all cases the formulation starts with the derivation of an 
integral equation that catalogues the sample paths according to their 
time of first passage. Two unknown functions appear in this equation. 
The first passage time density function and the conditional density 
function for the random variable for the velocity of a first passage, 
given that a first passage occurs. If this conditional density 
function were known,the integral equation would reduce to a Volterra 
integral equation of the second kind with the first passage time 
density as the unknown function. 
Several approximations for this conditional density function are 
discussed. The best of these appears to be an approximation that equates 
the probability for the velocity of a first passage to the probability 
of the velocity of an arbitrary crossing of the boundary from within 
the region. Of course both probabilities are conditioned by the event 
that a crossing has occurred at the time of interest and by the initial 
state in the position-velocity space. 
Calculations for the first passage time are carried out for both 
the fixed start and the stationary start problems. Several values of 
the damping factor of the oscillator and the boundary level are 
considered. The results for the fixed start problem were compared with 
estimates obtained by K. L. Chandiramani using a method which he calls 
diffusion of probability. In this method a numerical simulation of the 
diffusion of the probability mass in the region of safe operation is 
carried out and an account is kept (in time) of that mass which escapes 
through the boundary. Results for the stationary start problem are 
compared with estimates obtained by R. G. Cook in a Monte Carlo analysis. 
Also, calculations were carried out for the mean first passage time for 
the special case where spring and damping constants are zero. The 
resulting estimates were compared with a known exact solution. Good 
agreement was obtained between the method proposed here and the noted 
results. 
In order to illustrate the extension of the present formulation of 
the first passage time problem to a higher order system a two mass 
coupled oscillator is considered. A region of safe operation is set by 
a position boundary for one of the masses, and an integral equation is 
derived. It is noted that this integral equation involves little more 
machine calculation than the equation for the oscillator. 
CHAPTER I 
INTRODUCTION 
A f i r s t p a s s a g e t ime T 0 0 i s the t ime r e q u i r e d f o r a sample p a t h 
r - i l 2 
of a r e g u l a r , s e p a r a b l e s t o c h a s t i c p r o c e s s -jXW ' t o l e a v e a domain of 
s a f e o p e r a t i o n 1 s t a r t i n g from a p o s i t i o n x in 1 . Such a random 
time can be characterized as a random variable on some probability 
space by tracing each sample path X^t) , which starts at time 
t = 0 at X (0) = x in 1 , and observing the time at which it first 
leaves the region J- . Mathematically, the following definition may be 
4 
made [1, p. 625]: 
iup | t X (t ) e r for 0 <; t < t and X(0) = xj, 
CO 00 = < for (jjp A r ( i ) 
o, for U) e A 
r 





Appendix A gives a definition of a stochastic process and develops 
the basic concepts of stochastic analysis (including regularity 
and separability) that are needed throughout the present work. 
Bar indicates that the quantity is a vector. 
In this work I is a region in a Euclidean space. 
Numbers in [] refer to references listed in Literature Cited. 
which has p r o b a b i l i t y zero . 
A p r o b a b i l i t y Q ( x , t ) can be defined for t h i s random v a r i a b l e 
as the p r o b a b i l i t y of paths s t a r t i n g from x and remaining in 1 a t 
l e a s t u n t i l time t . I t i s 
Q ( x , t ) = Prob [ T ( x ) > t ] ( 2 )
5 
1 - Q-p ( x , t ) i s the p r o b a b i l i t y Prob | T O O < t 
i s the p r o b a b i l i t y d i s t r i b u t i o n for the random v a r i a b l e T ( X ) , and if 
. Thus, 1 - Q^-,(x,t) 
Q-p ( x , t ) i s d i f f e r e n t i a b l e the f i r s t passage time dens i ty funct ion 
f—, ( x , t ) e x i s t s . I t i s 
a Qp (x,t) 
f p (x , t ) = - — - ^ (3) 
Such probabilistic information is extremely important in design 
considerations in many fields of engineering. For example, in structural 
fatigue, exceeding a given stress might change the fatigue characteris-
tics of a material. In control theory exceeding a given velocity might 
place an unacceptable demand on a control system. In communication 
theory exceeding a voltage might cause an amplifier to saturate thus 
losing part of a message. In this work idealized models of systems such 
as physical structures or electronic networks are considered. Such 
quantities as the stress at a given point or the velocity of an element 
5. Prob [] is used to denote the probability of occurrence of the 
event within the brackets. 
3 
are representable as the response or components of the response of such 
a system to a noise excitation. The noise excitation is employed to 
characterize physical phenomena like combustion in a jet or rocket 
engine or thermal emission in an electronic network. 
The first passage time problem is the problem of expressing 
functions such as Q j-, (x, t) or f_ (x, t) in terms of available 
probabilistic information such as the hierarchy of distributions which 
specify the process -jxl. In actual practice probabilistic information 
of this type is rather limited. For many systems it is only possible 
to obtain moments of a few orders for the response process [2, p. 405]. 
From the classical exclusion series of S. 0. Rice [3, p. 70], it should 
be expected that any formulation of the first passage problem would 
require rather complete statistical information. Therefore, attention 
is limited in the present work to a class of processes for which complete 
statistical information is available. This class may be specified by 
two statements. First, only processes which can be described by a 
Langevin stochastic differential equation of finite order or a finite 
system of such equations are considered [4, p. 271]. As an example, 
the damped harmonic oscillator may be considered. The Langevin 
equation is 
7 9 
ijl+ efl+H, /xu) ( c ) = Foj( t) (4) 
In t h i s equat ion -JFl i s the input p rocess , and Jx> i s the respon se 
process. The quantities (3 and U) are the damping factor and the 
natural frequency for the system. Second, only the purely random 
6 
process, white noise, is allowed as an input excitation. 
The first statement means that only lumped parameter models for 
structures may be considered. Then, the response of a finite lumped 
parameter system to white noise is a Markov process on a space of one or 
more dimensions where the components of the multi-dimensional process are 
the positions and velocities of the elements [4, p. 271]. The Markov 
property makes it possible to give a complete statistical specification 
of the process from the conditional probability density functions 
p(y,s/x,r) and the probability density function p(x",r) for 
oo < r < s < oo. These probability densities are defined by the equations 
p(y,s/x,r) dy = Prob Ty < X(s) ̂  y + dy/X(r) = xl 
(5) 
p(x,r) dx = Prob x < X(r) ̂  x + dxl 
where y < X(s) ̂  y + dy means that every component X (s) satisfies 
the relationship y < X (s) < y + d y . 
A famous system which satisfies these two restrictions is the 
viscously damped Brownian particle. The Langevin equation for this 
6. The use of the purely random process and the Langevin equation 
in the present work is discussed in detail in Appendix B. 
7. It would be possible to consider a system where second, third, 
and higher order derivatives are components of the response 
process; however, this is not done in the present work. 
system is 
fe + e} *C(t) = yt) 
In t h i s case -ixl i s a one-dimensional Markov process de sc r ib ing the 
v e l o c i t y of the p a r t i c l e . I t i s c a l l e d the Ornstein-Uhlenbeck process 
[5] The p r o p e r t i e s of t h i s process inc luding r e s u l t s on f i r s t passage 
time p r o b a b i l i t i e s a re a v a i l a b l e in the c l a s s i c a l l i t e r a t u r e on 
s t o c h a s t i c processes [6] and [ 7 ] . 
One-dimensional Markov processes with cont inuous sample paths 
such as the Ornstein-Uhlenbeck process a re wel l unders tood. In f a c t , 
S iege r t gives a formula for the f i r s t passage p r o b a b i l i t y dens i ty 
f.p ( x , t ) , [ 6 , p . 618] . Mul t i -d imensional Markov processes wi th contin-
uous sample paths e x i s t which can be s imp l i f i ed if t h e i r p r o j e c t i o n 
processes a r e themselves i n d i v i d u a l l y Markov, and f i r s t passage and 
o t h e r p r o b a b i l i s t i c information can be obta ined [ 8 , pp. 205-209] and 
[9, p. 8 2 ] . In the case of the harmonic o s c i l l a t o r such a s i m p l i f i c a -
t ion i s not p o s s i b l e . The response process i s a two-dimensional Markov 
process on a p o s i t i o n - v e l o c i t y space, -jxj- = i(X,X)l. The process lx\ 
desc r ibes the p o s i t i o n , and the process vXV desc r ibe s the v e l o c i t y . 
These p r o j e c t i o n s a r e not i n d i v i d u a l l y Markov when considered by them-
s e l v e s . I t has been noted by r e s e a r c h e r s such as Kac, S i g e r t , and 
o the r s t h a t t h i s fac t s u b s t a n t i a l l y compl icates the f i r s t passage 
problem [10 , p. 3 5 ] . D i f f i c u l t i e s a s s o c i a t e d with o the r lumped param-
e t e r systems which can be c h a r a c t e r i z e d by s t i l l h igher dimensional 
Markov processes a re s i m i l a r to those a s s o c i a t e d with the harmonic 
o s c i l l a t o r . For t h i s reason the harmonic o s c i l l a t o r i s used as a p i l o t 
model, wi th the hope of extending r e s u l t s obta ined for i t to o the r 
systems. 
The response of the damped harmonic o s c i l l a t o r to a white noise 
e x c i t a t i o n i s analyzed in d e t a i l in Appendix B. From the a n a l y s i s 
given the re the following f ac t s a re apparen t : 
(1) The response process for the harmonic o s c i l l a t o r i s a 
two-dimensional Markov process in a p o s i t i o n - v e l o c i t y space. 
(2) I t i s a s t a t i o n a r y Gaussian p rocess . 
(3) E x p l i c i t forms for p ( y , y , s / x , x , r ) and p ( x , x , r ) e x i s t . 
The f i r s t passage problem in t h i s case i s the problem of us ing t h i s 
information to develop a procedure for the e v a l u a t i o n of the p r o b a b i l i t y 
Q_ ( x , t ) or the p r o b a b i l i t y dens i ty f-p (x, t ) for a given region 1 
in a two-dimensional euc l idean space. Note t h a t x i s the vec to r 
( x , x ) . 
The region 1 could be as i n t r i c a t e as one wishes . However, if a 
Brownian p a r t i c l e on a one-dimensional euc l idean space [5] i s cons idered 
and the ana lyses of the problem of a p a r t i c l e remaining in an i n t e r v a l 
(- co5 b) where b i s f i n i t e and the problem of a p a r t i c l e remaining 
in the i n t e r v a l ( a ,b ) where a and b a re f i n i t e a r e examined 
[7 , pp. 328 and 329] , i t i s seen t h a t the a n a l y s i s of a one-dimensional 
f i r s t passage problem is dependent on the type of region being cons idered 
Since the process is s t a t i o n a r y p ( y , y , s / x , x , r ) i s a funct ion of 
s - r on ly . Many p laces in t h i s work t h i s funct ion i s w r i t t e n 
P ( y > y , t / x , x ) where t = s - r . Also , p ( x , x , r ) i s independent 
of time and i s w r i t t e n p ( x , x ) . 
The unbounded lower l im i t on x g r e a t l y s i m p l i f i e s the procedure . In 
the case of the two-dimensional problem being considered in the p resen t 
resea rch , poss ib ly the s imples t region to consider would be the semi-
i n f i n i t e plane below a l i ne x = b, i . e . , 
1 = -j ( x , x ) / - co < x ^ b and - co < x < co I 
The main ob j ec t i ve of the presen t study i s a formulat ion of the f i r s t 
passage problem for t h i s reg ion . Also, another reg ion of p r a c t i c a l 
i n t e r e s t i s cons idered . I t i s 
1 „ = <(x ,x) a < x < b and - co < x < co I 
Here a and b are finite numbers. 
The fact that the backward Fokker-Planck equation may be solved 
to obtain the conditional density p(y,y,s/x,x,r) is discussed in 
Appendix B. M. Kac illustrates [ll, p. 38] that Q (x,x,t) must 
satisfy the backward Fokker-Planck equation on the region P in a 
position-velocity space. To obtain this relationship it is advantageous 
to define a new conditional density function p (y,y,s/x,x,r) by the 
equation 
P p ( y , y , s / x , x , r ) d y d y = 
Prob 
(X(T),X(T)) « T , T « ( s , r ) 
y < X(s) <; y + dy 
y < X(s) ^ y + dy 
X(r) = x 
X(r) = x 
(6) 
The dens i ty function desc r ibes the t r a n s i t i o n of sample paths which 
remain in the region from time r to time s. I t i s the equ iva len t for 
the region I of the funct ion p ( y , y , s / x , x , r ) which desc r ibes the 
t r a n s i t i o n of sample paths in the whole p o s i t i o n - v e l o c i t y space. The 
importance of p— ( y , y , s / x , x , r ) i s obvious. By s e t t i n g r=0 i t is 
poss ib le to ob ta in the bas i c funct ion Q y-, ( x , x , t ) by i n t e g r a t i n g 
p _ (y ,y , s / x , x , r ) over 1 on the v a r i a b l e s y and y. A h igher o rder 
dens i ty funct ion may be defined in a manner analogous to equat ion (6 ) . 
Thus 
P (y ,y>1] ;z ,z>s /x ,x , r ) dzdzdydy 
(X( T ) ,X(T)) e T , t e ( r , s ) 
y < X(Tl) <; y + dy 
Prob 
y < X(T» < y + dy 
z < X ( s ) s z + d y 
z < X(s) <, z + dz 
X(r) = x 
X(r) = x 
9 
The p o i n t s ( x , x ) , ( y , y ) , and ( z , z ) a r e u n d e r s t o o d to be in r , and 
the t imes s a t i s f y t h e r e l a t i o n s h i p - c o < r < T ] < s < o o . Because t he 
p r o c e s s i s Markov, t h e r e l a t i o n s h i p 
P p ( y , y , T l ; z , z , s / x , x , r ) dzdzdydy = 
P ( z , z , s / y , y , T D p - , ( y , y , T | / x , x , r ) dzdzdydy 
(7) 
h o l d s . 
E q u a t i o n (7) may be i n t e g r a t e d on y and y o v e r t h e r e g i o n I . 
S i n c e ( X ( T ) , X ( T ) ) i s r e q u i r e d to remain in 1 f o r a l l T be tween r 
and s , t h e e v e n t t h a t (X(T|) , X(T|)) e l i s a c e r t a i n e v e n t . Thus 
P ( z , z , s / x , x , r ) = J J p ( z , z , s / y , y , T l ) p p (y , y , T]/x ,x , r ) dydy (8) 
I y-i 1 1 
Th i s i s a Chapman-Kolmogorov e q u a t i o n f o r t h e r e g i o n I . I f 1 i s t he 
whole p o s i t i o n - v e l o c i t y s p a c e , t h i s e q u a t i o n becomes t he s t a n d a r d 
Chapman-Kolmogorov e q u a t i o n . 
I f p ( z , z , s / y , y , T | ) i s r e s t r i c t e d to t h e c l a s s of f u n c t i o n s 
which have T a y l o r s e r i e s e x p a n s i o n s a b o u t ( y , y ) = ( x , x ) , e q u a t i o n (8) 
y i e l d s 
10 
p ( z , z , s / x , x , r ) - p _ ( Z , Z , S / X , X , T I ) ff p _ (y , y , 7]/x , x , r ) dydy 
r r -i r 
r 
I 5x r p 
00 
p r (Z ,Z ,S /X ,X ,TI ) JJ (y -




- ^ p ( z , z , s / x , x , T l ) JJ* (y - x ) p ( y , y , T l / x , x , r ) dydy 
1 "00 X 
2 P _ ( z , z , s / x , x , T l ) JT (y - x ) p ( y , y , T ] / x , x , r ) dydy 
2B* - - » I 
+ r 3 2 p r ( z , z , s / x , x , T ] ) J J (y - x) p ( y , y , T ] / x , x , r ) dydy 
•2dx I r 
+ 
(9) 
p ( z , z , s / x , x , " n ) J J (y - x ) ( y - x) p (y , y , ^ / x , x , r ) dydy 
SxSx T - ^ -p 
+ , 
The l i m i t s of i n t e g r a t i o n in t h i s equat ion have been extended from I 
to the whole p o s i t i o n - v e l o c i t y space by def in ing p (y ,y, f|/x ,x , s) to 
be zero for (y ,y) £ * . 
In order to show tha t equat ion (9) y i e l d s the Fokker-Planck back-
ward equat ion both s ides of (9) must be divided by '\\ - r and the l i m i t 
taken as 7] -> r . The l i m i t s in equat ion (9) can be eva lua ted us ing the 
fac t t h a t the sample funct ions a re continuous with p r o b a b i l i t y one 
(See Appendix B). This fac t implies tha t 
l i m / / P f (y>y>V x > i > r ) dydy = l l m J J P (y>y,11/x,x,r) dydy = 1 
T l - . r + - » ! T | ^ r + - » 
and f o r m, n = 0 , 1 , . . . and m + n > 1 
1 r»f , vii , • . , m 
i i m 
+ 
T] -. r 
7JT7 JJ ( y " x ) ( y ~ x ) p-n (y ,y ,T i / x » x » r ) d y d y = 
-oo I 
l i m TjTf J J (y - x > n (y - x ) m P ( y , y , T l / x , x , r ) dydy = Am ( x , x , r ) 
71 -» r 
The parameter A (x,x,r) is a special form of conditional moment. 
m,n 
Calculations for A (x,x,r) are given in Appendix B. For m +n - 3, 
m, n 
A (x.x.r) equals zero, and equation (9) yields 
m, n 
{ " ^ + L2 } P p (y,y,s/x,x,r) = 0 (10) 
where L2 is 
4 = \0(*-*,*> h + A0,l <x-*>r) |r + I A2 0(x,*,r) ̂  
9K2 
+ fA0>2(x,x,r) ^ 2 + A 1 > l ( x , x , r ) ^ i 
The above discussion illustrates the fact that p (y,y,s/x,x,r) 
satisfies the backward Fokker-Planck equation. The application of 
conventional methods to the problem of seeking p_ (y ,y, s/x,x, r) 
as a solution to the backward equation would require the specification 
of init ial and boundary conditions [12, pp. 617-622]. The initial 
condition follows from the sample path continuity property. It is 
Tl 
lim + p ( y , y , s / x , x , r ) = 6(y - x) 6(>
r - x) 
r J-
(ID 
The boundary conditions follow from consideration of the motion of the 
sample paths in a posit ion-velocity space. Note that sample paths 
moving in this space are oriented as shown in Figure 1. Consider the 
m 
region 1 . y 
X 
Figure 1. The Region V and a Sample Function. 
As the initial position x tends to minus infinity or the init ial 
velocity x tends to plus or minus infinity, the probability 
p _ (y,y,s/x,x,r) should vanish for the same reason that 
1 1 
p(y5y5
s/x5xJr) vanishes (See Appendix B). If a sample path which 
starts from a position arbitrarily close to the level b is considered, 
what happens to it depends on its starting velocity. If the path starts 
with a positive velocity, i t will almost certainly be absorbed 
instantaneously. The probability statement corresponding to this is 
lim p (y,y,s/x,x,r) = 0 , s > r (12) 
K"
 1 l 
x -> b 
If the path s t a r t s with a negat ive v e l o c i t y , i t cannot even approach the 
boundary u n t i l i t s v e l o c i t y becomes p o s i t i v e . Therefore , nothing can be 
said about ins tantaneous absorp t ion . Hence, no a p r i o r i p r o b a b i l i t y 
s ta tement can be made about 
lim P p ( y , y , s / x , x , r ) , s > r (13) 
A similar boundary condition can be derived for r . 
The fact that Q-p (x,x,t) satisfies the backward equation can be 
deduced from the properties of p_, (y,y,s/x,x,r). The moments 
A. (x,x,r) in the backward equation are not explicit functions of 
m,n 
time. Thus, p (y,y,s/x,x,r) is a function of the time difference 
s-r only, and it is possible to write 
p (y>y>s/x>x,r) = P (y,y,t/x,x) 
where t = s - r. The backward equation becomes 
i-h -*} V ^ 
14 
Equation (8) can be rewritten in the form 
P (z,z,t/x,x) = JJ p (z,z,t-At/y,y) p (y,y,At/x,x) dydy 
I - p i ' -L 
Integrating over P in z and z yields 
Q - (x,x,t) = JJ Q - (y,y,t-At) p (y,y,At/x,x) dydy 
If i t i s assumed tha t Q-_, ( y , y , t - A t ) i s expandable about (y ,y) = ( x , x ) , 
i t may be concluded t h a t Q p ( x , x , t ) s a t i s f i e s the backward equa t ion . 
The a n a l y s i s is s i m i l a r to the work which shows tha t p ( y , y , s / x , x , r ) 
s a t i s f i e s the backward equat ion. 
I n i t i a l and boundary condi t ions can be discussed for Q-p, ( x , x , t ) 
with the a id of (11) , (12) , and (13) , and the r e l a t i o n s h i p 
Q _ ( x , x , t ) = J J P p ( y , y , t / x , x ) dydy (14) 
r 
The i n i t i a l condi t ion i s 
lim Q — ( x , x , t ) = lim f f p _, ( y , y , t / x , x ) dydy 
+ r t - o+ L: r 
t - 0 J^ 
CO CO 
l i m J I P(y 5y, t /x ,x) dydy = 1 




 + $rn ( * 3 x , t ) = 1 
^ 0 1 
(15) 
To ob ta in a boundary condi t ion for the region I , take the l i m i t as 
x tends to b from the left in equation (14). Thus for fixed t>0, 
lim Qj-i (x,x,t) = lim 
*• 1 
x -» b x -» b 




lim _ p (y,y,t/x,x) dydy = 
x -* b 1 1 
(16) 
0, if x > 0 
(not possible to specify apriori if x < 0) 
Comments 
The central theme of the present work is the formulation of the 
first passage time problem for a mechanical system which is excited by 
white noise. The primary example is the damped harmonic oscillator. A 
differential equation formulation is presented in this chapter. Some 
other formulations of this problem have been presented in the literature, 
The inequality 0 < p_ (y,y,t/x,x) < p(y,y,t/x,x) is valid 
for t3»0. This inequality can be used to construct a function 
of y and y which dominates p (y,y,t/x,x) for x in 
•M 
some neighborhood of b. Therefore, the Lebesgue dominated 
convergence theorem [l 3, p. 125) may be used to infer the 
validity of equation (16). 
16 
and i t seems appropr i a t e to comment on them a t t h i s j u n c t u r e . 
S. 0. Rice has suggested approximating the f i r s t passage time 
dens i ty function by an extremely complex mul t ip l e i n t e g r a l [3 , p. 7 0 ] , 
K. L. Chandiramani has reduced the d i f f i c u l t y of eva lua t ing t h i s 
i n t e g r a l somewhat by using the Markov proper ty of the response of the 
damped harmonic o s c i l l a t o r [14, p. 1 5 ] . Even with h i s s i m p l i f i c a t i o n 
t h i s formulat ion r equ i r e s a g rea t deal of computer s torage and t ime, and 
i t r equ i r e s a r a t h e r e l abo ra t e program [14, pp. 41-54] . Also, an 
ex tens ion to a more complex s t r u c t u r a l system would enlarge the computer 
requirements a grea t dea l . 
Other methods have been suggested by J . R. Rice [151 and Y. K. 
Lin [161. Both au thors work depends on assumptions t ha t s implify 
inc lus ion , exclus ion s e r i e s s imi l a r to the c l a s s i c a l procedure suggested 
by S. 0. Rice [ 3 , p. 70 ] . In both works the j u s t i f i c a t i o n of the bas ic 
assumptions i s h e u r i s t i c in n a t u r e , and no r igorous j u s t i f i c a t i o n of the 
concepts involved i s a v a i l a b l e . 
The d i f f e r e n t i a l equat ion approach seems very appeal ing in t ha t i t 
makes an a s s o c i a t i o n between the backward equat ion , the Markov p rope r ty , 
and the f i r s t passage p r o b a b i l i t y func t ions . The fac t t ha t boundary 
data is not spec i f i ed on the whole boundary (Consider (16)) had generated 
some ques t ions concerning ex i s tence and uniqueness of the s o l u t i o n for 
the boundary value problem composed of the backward Fokker-Planck 
equation and condi t ions (15) and (16) [17 , p. 339] and [ 1 1 , p . 3 9 ] . 
Yang and Sihnozuka [18 , p . 393-394] have ind ica ted tha t F i c h a r a ' s theory 
of e l i p t i c - p a r a b o l i c equat ions [19 , p. 87-120] can be used to show tha t 
such boundary value problems a re wel l posed. Frankl in and Rodemich 
[20, pp. 683-697] found the mean f i r s t passage time for a I type 
region where a = -b in the spec i a l case where 8 = 0 an<3 CO = 0 by 
solving a boundary value problem tha t i s r e l a t e d to the one t ha t is 
derived here for Q ,-, ( x , x , t ) . 
I 1 
Since it appears that the boundary value problem that is presented 
here has a unique solution, it would be possible to obtain a numerical 
solution by some type of difference technique. However, in the present 
research a different line of attack is chosen. An integral equation 
which the first passage time density function must satisfy is formulated 
in Chapter II. The remaining work is devoted to the problem of obtaining 
approximate solutions for this integral equation. 
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CHAPTER II 
AN INTEGRAL EQUATION SATISFIED BY THE FIRST PASSAGE TIME 
PROBABILITY DENSITY FUNCTION 
In Chapter I it was pointed out that the response of the harmonic 
oscillator to white noise is a two-dimensional Markov process in a 
position-velocity space. Also, it is known that this response is a 
stationary Gaussian process; and expressions exist for the density 
functions p(x,x,t) and p(y,y,s/x,x,r) which completely specify the 
process. The function p (y,y,s/x,x,r) satisfies forward and backward 
Fokker-Planck equations. In addition, the probability Qr-i (x,x,t) 
of remaining in the region J"1 has been shown to satisfy the backward 
equation. 
The present chapter is devoted to the development of an integral 
equation satisfied by the first passage time probability density 
function. Attention is restricted to the region J~* with 
boundary at x = b. 
Let X ( T ( X , X ) ) be the velocity with which a sample function makes 
its first passage from the region ± • Note that this random variable 
10. Quite often functions of a random variable do not themselves ful-
fill the requirements of a random variable [13, p. 578]. However, 
it is possible to show that X ( T ( X , X ) ) is a random variable for 
the processes that are considered in this work. A proof of this 
is given in Appendix C. 
is not the same as X(t), the velocity of the process. 
Since T(X,X) and X(T(X,X)) are random variables, they possess a 
joint probability distribution function. It is 
G JiC^.y) = P r o b (T(*>x) * Tli X(T(X,X)) ^ y} 
Note that 
1 " Q n (X'X.TO = G ^cn.*) 
G .. CHjoo) is thus the probability distribution function for the first 
passage time. Now, letting 
HJY (y,Tl;z,z,t/x,x,0) 
be the conditional distribution function for the four random variables 
X (T(X,X)), T(X,X), X(t) assuming 
X(0) = x and X(0) = x 
and letting H n (z, z, t/x,x,0;y, T]) be the conditional distribution 
function of X(t) and X(t) assuming 
X(0) = x; X(0) = x, X(T(x,x)) = y and T(X,X) = ^ 
20 
the following i n t e g r a l equat ion may be w r i t t e n : 
Tl y ^ v 
H _ ( y , T i ; z , z , t / x , x , 0 ) = J J H r (z , z , t / x , x , 0 ; y, *[\) g p (T|,y) dyMff (17) 
1 1 0 0 M X I 
where 
d G p(Tl,y) 
g p (Tl,y) = ^ J 
In the case of the harmonic o s c i l l a t o r the s p e c i f i c a t i o n of s t a t e 
X ( T ( X , X ) ) = y and T ( X , X ) = 7] is equiva len t to the s p e c i f i c a t i o n of s t a t e 
11 
(X(T1), X(T1)) = ( b , y ) . 
Thus 
H p ( z , z , t / x , x , 0 ; y , T j ) = F (z , z, t / x , x , 0; b ,y , T]) = F (z , z , t / b ,y , -n) 
where the l a s t e q u a l i t y follows from the Markov p rope r ty . S u b s t i t u t i n g 
t h i s in to equat ion (17) and s e t t i n g T] = t and taking the l i m i t as y 
tends to i n f i n i t y gives 
L 00 
H r ( o o , t ; z , z , t / x , x , 0 ) = F J F ( z , z , t / b , y , T l ) g p (T|,y) dydl] (18) 
1 1 0 0 L l 
11 . D. Ray has given an example of a Markov process for which these 
s p e c i f i c a t i o n s a re not equiva len t [21 , sec . IV]. Also, under a 
se t of hypotheses more general than the se t considered when 
seeking p ( y , y , s / x , x , r ) as a s o l u t i o n of the forward and back-
ward Fokker-Planck equa t ions , he proves t h a t these two s p e c i f i -
ca t ions a r e equiva len t for s t a t i o n a r y processes [21 , pp. 467-469] 
2.1 
If z < b , the p r o b a b i l i t y of a f i r s t passage a t a time l e s s than 
or equal to t must equal the p r o b a b i l i t y of e i t h e r having a f i r s t 
passage or not having one minus the p r o b a b i l i t y of not having one. 
That i s 
H ,-, (°°, t ; z , z , t / x , x , 0 ) = F ( z , z , t / x , x , 0 ) - F <p (z , z , t / x , x , 0 ) 
i 1 J- 1 
F i n a l l y , equat ion (18) may be w r i t t e n as 
F ( z , z , t / x , x , 0 ) = F p ( z , z , t / x , x , 0 ) + 
t 
+ J J F (z , z , t / b ,y ,T l ) g p (y/71) f p (x,x,Tp dyd^ (19) 
D i f f e r e n t i a t i n g equat ion (19) with respec t to t , tak ing z 
equal to b , taking the l i m i t as z tends to i n f i n i t y , and r e c a l l i n g 
tha t 
and 
ft G p (t'°°) = f p (x,x,t) 
G ( t , oo) = 1 _ F ( b , o o , t / x , X , 0 ) 
1 1 J- 1 
12 
the following i n t e g r a l equat ion i s ob ta ined : 
2- F (b ,co , t /x ,x ,0 ) = -f r ( x , x , t ) 
ot i- i 
(20) 
t co 
+ r r f r F(b,co, t /b,y,Tl)g „ (y/T,) f r (x ,x ,1p dydT, 
o o S t 1 i 1 i 
The funct ion F(b ,«>, t /x ,x ,0) i s the p r o b a b i l i t y of sample paths being 
in P a t time t , given tha t they s t a r t a t ( x , x ) . Thus 
—̂ F(b,oo, t / x , x , 0 ) i s the r a t e of increase of t h i s p r o b a b i l i t y or net 
a t 
f lux of sample paths into the region l ' This funct ion can be s p l i t 
up into two p a r t s . They a re the expected number of nega t ive c ross ings 
of b per u n i t time N ( t / x , x , 0 ) ( f lux in to I ) and the expected 
number of p o s i t i v e c ross ings per u n i t time N ( t / x , x , 0 ) ( f lux out of 
12 . F(b,co, t /b ,y,T|) i s not continuous a t j\ = t. lim F(b,o°, t / 
Tj - t" 
b,y,H) = 0 but F ( b , « , t / b , y , t ) = 1. Thus 
— F(b,oo3 t/b,y, T|) does not exist at j| = t; and conventional 
'd'-
theorems for differentiating under the integral are not appli-
cable. The partial derivative does exist and can be dominated 
by an integrable function of y and T\ (0<y< 00 and 0< 1H<t) 
except for y and T| in a neighborhood of y = 0, Tj = t. 
This partial derivative has an integrable singularity at y =0, 
7] = t. The dominated convergence theoren can be used to accomplish 
the differentiation outside the neighborhood of y = 0,7? = t. 
The contribution which results from the integration over this 
neighborhood can be shown to approach zero as the aera of the 
neighborhood is shrunk to zero. Thus equation (20) results. 
23 
13 
r \ ) . Thus 
f- F(b ,co , t /x ,x ,0 ) + N ( t / x , x , 0 ) - N ( t / x , x , 0 ) 
+ N ( t / x , x , 0 ) and N ( t / x , x , 0 ) may be expressed in terms of S. 0. R ice ' s 
formula [ 3 , p . 58 ] . They a re 
N ( t / x , x , 0 ) = f w p ( b , w , t / x , x , 0 ) dw 
0 
( t / x , x , 0 ) = - J* w p ( b , w , t / x , x , 0 ) dw 
Also, — F(b,coj t/b ,y, T|) may be split up in the same way. Thus 
equation (20) may be written as 
+ N ( t / x , x , 0 ) + 
N ( t / x , x , 0 ) 
f -p ( x , x , t ) + 
r I r 1 
t 00 
(21) 
>= l + I J ^(t/b.y.Tl) g n (y/Tl) f r (x,x,Tl)dydTl + 
i o n * 1 * 1 
t co 
J J N~(t/b,y,Tj) g (y/Tl) f p (x ,x , Tl)dydTl 
1 1 0 0 
13. A positive crossing is a crossing of the level b with a 
positive slope; a negative crossing is a crossing of b with a 
negative slope. 
If z > b, F r ( z , z , r / x , x , 0 ) equals F r (b , z , t / x , x ,0) because 
1 1 1 
i t i s impossible for a sample path to ob ta in a p o s i t i o n g r e a t e r than 
b wi thout having a f i r s t passage. Thus 
H r ( c o ; t ; z , z , t / x , x , 0 ) - H - , O , t ; b , z , t / x , x , 0 ) 
1 1 A 1 
( 
F ( z , z , t / x , x , 0 ) - F p ( z , z , t / x , x , 0 ) + 
- F ( b , z , t / x , x , 0 ) + F p ( b , z , t / x , x , 0 ) 
F ( z , z , t / x , x , 0 ) - F ( b , z , t / x , x , 0 ) 
This d i f fe rence may be expressed using equat ion (18) . The r e s u l t i s 
F ( z 3 z , t / x , x , 0 ) - F ( b , z , t / x , x , 0 ) = 
t 00 
I I F (z , z , t / b ,y ,T f l - F ( b , z , t / b , y , T l ) g n (H,y) dyd^ 
0 0 i 1 
D i f f e r e n t i a t i n g both s ides with r e spec t to z and z y i e l d s 
t CO 
p ( z , z , t / x , x , 0 ) = 1 1 P (z»z , t /b ,y ,Tl ) g p (71,y) dydT] 
Taking the limit as z -• b from above for z < 0, multiplying by z 
and integrating from minus infinity to zero yields 
25 
0 t co 0 
J -z p(b,z , t /x ,x ,0) dz = J J J -z p(b,z,t/b,y,H) g p (11,y) dzdydT] 
r 
0 0 -oo l 
Writing this in terms of N ( t /x,x,0) and N (t/b,y,f |) results in 
( t /x,x,0) = J J N"(t/b,y,Tp g r (y/'H) f r (x,*,TD dydTl (22) 
n n 1l * l 
Subtracting equation (22) from (21) yields 
t 2° 
N+(t/x,x,0) = f p (x ,x , t ) + f f N
+(t/b,y,11) g p (y/Tl) f p (x,x,7l) dydT] 
i i o o [ i [ i 
(23) 
^ + ( t /x ,x ,0) is a known function; if g--, (y/T|) were known, equation 
J- 1 
(23) would contain only the unknown function f p (x,x,T|). Approximations 
1 1 
for g p (y/Tl) will be given in Chapter I I I . Then, the numerical 
1 1 





METHODS OF APPROXIMATION AND 
THEIR PROBABILISTIC IMPLICATIONS 
The approach that is discussed in the present chapter is indicated 
at the end of Chapter II. Approximations are developed for the condi-
tional density function g 1-1 (y/Tl). With these approximations equation 
i 1 
(23) can be solved by a simple numerical procedure to obtain estimates 
of the first passage time density function f-p (x,x,t). 
-*• 1 
Three methods of approximation are proposed here. The first 
provides a link between this work and the independent waiting time 
models which have application in many problems in probability 
[7, Sec. VI. 6-7]. The second method provides a connection between this 
work and the study of the first passage problem conducted by J. R. Rice 
[15]. The third approximation results from an attempt to more meaning-
fully employ the probabilistic properties of the process considered in 
the present work. 
Some conditions which g-p, (y/T|) must satisfy are given in this 
1 1 
chap te r . Although they w i l l not determine g +-, (y/T]) e x a c t l y , they 
J- 1 
w i l l show t h a t of the approximations considered here the t h i r d i s most 
app rop r i a t e for the harmonic o s c i l l a t o r . 
A method for determining g — (y/T|) does not appear to be a t 
J 1 
hand. Therefore , some check on the approximations to g—-, (y/T|) 
I 1 
presented here i s needed. This i s done in Chapter IV where e s t ima tes 
7.1 
for the f i r s t passage time dens i ty funct ion t ha t r e s u l t from the approxi-
mations given here are compared with the r e s u l t s of o the r approximate 
methods such as Monte Carlo techniques and the mu l t i p l e i n t e g r a t i o n 
method suggested by K. L. Chandiramani [ 1 4 ] . Also , a comparison between 
the exact s o l u t i o n , obta ined by F rank l in and Rodemich [20, pp. 683-693] , 
for the mean f i r s t passage time for the s p e c i a l case where [3 and 
U) a re zero and the e s t ima tes which r e s u l t from the approximations 
o 
tha t a re presented here i s given in Chapter IV. 
Independent Crossing Model 
If the damping in the o s c i l l a t o r is l a r g e , the dens i t y funct ion 
p(b,w, t / b , y , T|) w i l l approach p(b,w) rap id ly as t - f| becomes l a r g e . 
Thus 
lim N ( t /b ,y ,Tl) = P lim w p(b ,w, t / b , y, -n) dw 
t - j | -> oo o t - T| ~> °° 
j w p(b,w) dw 
0 
This l i m i t i n g value w i l l be denoted by N in the p resen t research 
That is 
+ N f w p(b,w) dw 
0 
In the above circumstance it may be appropriate to use N to approxi-
28 
+ + 
mate N (t/b,y,T|). N is not a function of t or 7]; so that, this 
approximation may be viewed as an assumption of statistical independence 
between the crossing at t and the prior crossing at T|. Substituting 
+ 
N into equation (23) and noting that 
J g-p (y/Tl) dy = 1 
r, -1-1 
results in the equation 
N (t/x,x,0) = f - (x,x,t) + f N + f_ (x,x,Tl) d*n (24) 
For convenience the independent crossing model is called approximation A, 
and the solution resulting from this approximation is denoted 
f r (x,x,t). 
A 1 
A simple connect ion with elementary work on the f i r s t passage 
+ 
problem can be obta ined from approximation A. If N ( t / x , x , 0 ) is 
a l s o approximated by N equat ion (24) becomes 
N+ = f p ( x , x , t ) + J N
+ f (x,x,T1) dT] (25) 
1 1 n ± 1 
The s o l u t i o n to t h i s equat ion is 
f p ( x , x , t ) = N exp (-N t ) (26) 
1 1 
This s o l u t i o n i s wel l known. I t has been obta ined in the l i t e r a t u r e on 
f i r s t passage problems from a v a r i e t y of procedures [ 3 , p . 70] , 
[22 , p . 108] , [16 , p . 105] , e t c . Al l of these a r e based on assumptions 
tha t a r e equ iva len t to those given above. 
F i r s t Passage Time and Veloc i ty Independence 
In Approximation A the d i f f i c u l t y of not knowing an express ion for 
g r (y/T|) was avoided by assuming independence between c r o s s i n g s . The 
1 1 
approximation t h a t i s considered here i s ob ta ined by assuming independence 
of the time and v e l o c i t y random v a r i a b l e s T ( X , X ) and X ( T ( X , X ) ) . This 
assumption only implies t h a t g-pi (y/T|) i s not a funct ion of T\. Thus, 
1 1 
i t does not determine a s p e c i f i c form for g-p (y/T|). However, i t i s 
1 1 
pos s ib l e to choose a form which i s to some ex ten t in accordance with the 
mechanism t h a t governs the process being considered in t h i s r e sea rch . 
The cond i t i ona l dens i ty funct ion of the random v a r i a b l e for the 
v e l o c i t y of a p o s i t i v e c ross ing of the l eve l b , given t h a t a p o s i t i v e 
c ross ing has occurred , can be expressed using S. 0. R i c e ' s formula 
[23, pp. 1216 and 1217]. I t i s y p(b ,y) /N . Every p o s i t i v e c ros s ing 
of the l eve l b i s a f i r s t passage for some time and i n i t i a l s t a t e . 
Thus, i f X ( T ( X , X ) ) i s assumed independent of T ( x , x ) , t he re i s l i t t l e 
reason for d i f f e r e n t i a t i n g between f i r s t passages and a r b i t r a r y p o s i t i v e 
crossings. Hence, the density 
gi, (*/TD = ^ ^ 
1 1 N 
i s assumed for g-y-t (y/T|) • This approximation is c a l l e d approximation 
B and the so lu t i on for the f i r s t passage time dens i ty funct ion which 
r e s u l t s from t h i s approximation i s denoted f p ( x , x , t ) . 
±1 
Before proceeding i t should be pointed out t h a t by s u b s t i t u t i n g 
B 
g _, (y/T)) in to equat ion (23) i t i s poss ib l e to der ive the i n t e g r a l 
1 1 ' 
equat ion on which J . R. Rice based h i s study of the f i r s t passage 
problem [15, p. 25 ] . This d e r i v a t i o n and a d i scuss ion of J . R. R i c e ' s 
work i s given in Appendix D. 
I n i t i a l Point Approximation 
In a sense t h i s approximation i s a refinement of the previous 
r> 
approximation. In gy-, (y/T|) a l l the sample paths of the process which 
cross a t time t with p o s i t i v e slope a re included. In the problem beinj 
s tudied here only sample funct ions which s t a r t from the po in t (x ,x) 
a re cons idered . This fac t can be incorpora ted in an approximation for 
g _ (y/T|) by using the dens i ty funct ion p (b ,y , 7]/x,x,0) in place of 
1 1 
P ( b , y ) . 
This approximation i s c a l l e d approximation C, and the assumed 
dens i ty for the f i r s t passage time v e l o c i t i e s is 
C ( ^ / T I ) . y p (b ,y , f ] /x ,x ? 0) 
T-» Kyi \\J - + 
1 1 N Cn/x,x,0) 
The solution for the first passage time density resulting from this 
Q 
approximation is denoted by f-»-T (x,x,t). 
1 1 
Independence of X(T(x,x)) and T(x,x) is not assumed in 
approximation C. What is assumed is that first passages and arbitrary 
c ross ings of the l eve l b , for sample funct ions s t a r t i n g from ( x , x ) , 
have the same v e l o c i t y d i s t r i b u t i o n . 
Evaluat ion of the Kernel Approximations 
In t h i s sec t ion the r e l a t i o n s h i p s between the kerne l approximations 
a re d iscussed in terms of the s i ze s of the time JI and the time d i f f e r -
ence t - 7]. Also some cond i t ions a re developed which the c o n d i t i o n a l 
dens i ty funct ion g j , <*/„) m u s t s a t i s f y . These cond i t ions a r e app l i ed 
B C 
to g ^ (y/T]) and g— (y/71). 
l l 1 1 
Al l the approximations for g -p (y/T]) a re g r e a t e r than or equal 
1 1 
to zero and when i n t e g r a t e d y i e l d one. The approximations suggested the 
following ke rne l s for use in equat ion (23) : 
(A) kA (t,T]) = N+ 
(B) kb ( t , n ) = r N ( t /b ,y ,7] ) + / W K <r ^ y p(
b ^y) d y 
N+ 
( O kC (t,T)) = J N+( t /b ,y,Tl) ^ P < M , T | / * , * , 0 ) dy 
0 (T]/x,x,0) 
The s i m i l a r i t i e s between these ke rne l s for l a rge times and l a rge time 
d i f f e rences a re as fo l lows: 
t> 
1. In the l i m i t as t - T| approaches i n f i n i t y , both k (t,T|) 
C A 
and k (t,T]) approach k ( t , 7 | ) . 
2. If the l i m i t i s taken as t tends to i n f i n i t y with t - T] 
C B 
f ixed, k (t,T|) approaches k (t,T]). 
The d i f f e rences between the kerne l approximations may be d iscussed 
in terms of sample path c o n t i n u i t y . ^ Suppose t h a t a sample path 
which has a p o s i t i v e c ross ing of the l eve l b a t time T| is considered 
and the l i ke l ihood of a second p o s i t i v e c ross ing wi th in a dt i n t e r v a l 
of a time t ( a f t e r j|) i s examined. If the time d i f fe rence t - f| LS 
smal l , sample path c o n t i n u i t y would preclude the movement through the 
p o s i t i o n - v e l o c i t y space t h a t i s necessary to make the c ross ing a t time 
t p o s s i b l e . This i s r e f l e c t e d in the fac t t ha t 
lim N+( t /b,y,Tl) - 0 
Tl - t~ 
Approximation A is indifferent to this fact because it is not a function 
of t and f|. Thus it assigns the same likelihood to the crossing at 
t independent of the time difference t - j|. On the other hand, the 
sample continuity property is reflected in approximations B and C by 
their inclusion of N (t/b,y,f|). The difference between approximations 
B and C could be interpreted using sample continuity also. However, 
this difference will become apparent when the consitions that are derived 
in the following paragraphs for g _, (y/f|) are applied to g-p (y/Tl) 
c F l 
and g p (y/Tj) • 
A bound on the j o i n t dens i ty funct ion g-p (T],y) y i e l d s one 
1 1 
cond i t i on . The f i r s t passages t h a t occur in a t i m e - v e l o c i t y increment 
dT|dy a re a l s o p o s i t i v e c r o s s i n g s . The flux of p o s i t i v e c ross ings 
14. The fac t t ha t the sample funct ions of the processes considered 
in the presen t work a re continuous in p o s i t i o n and v e l o c i t y i s 
d iscussed in Appendix B. 
through t h a t increment i s given by y p (b ,y , f) /x,x,0) dT|dy. Thus 
g-p (71,y) ^ y p(b ,y ,Tl /x ,x ,0) 
i- 1 
In terms of g-p (y/T|) and f-p (x,x,*n) t h i s gives 
1 1 1 1 
g-p (y/Tl) f-p(x,x,T]) <; y p(b,y ,Tl /x 5x,0) (27) Tiv""y TJ 
o r 
Bri<*/1) * » QtKfr
0* (28) 
Thus g-p (y/f]) must s a t i s f y the l i m i t condi t ions 
8 p (y/Tl) = Q(y) as y _ 0 
and 
9 9 
g-p (y/Tl) = 0<y e x P ( - y /2ann ) ) as y 
1 1 II 
The second l i m i t r e s u l t s from the fac t t h a t 
p(b ,y ,T] /x ,x ,0) = Q(exp(-y2/2 (^T1)) as y 
34 
R C 
Both g-p, (y/fl) and g -r-, (y/Tl) s a t i s f y t h i s cond i t ion . 
I 1 1 1 • 
A second condi t ion r e s u l t s from the fact t ha t as fj tends to 
zero the r a t i o of f i r s t passages to p o s i t i v e c ross ings approaches 




^ "" ° N^T]/x,x,0) 
This fact and inequality (28) indicate that g-p (y/f]) must be 
asymptotic to 
y p( b ?y ?T]/x ?x ?o) 
N+(T|/x,x,0) 
C 
as T| tends to zero . This is g p (y/ T|) • An examination of the 
quan t i ty 
y p ( b , y ^ / x , x , o ) 
N+(T)/x,x,0) 
w i l l y i e ld the fac t t ha t i t approaches a de l t a type dens i ty ( i . e . , a l l 
the p r o b a b i l i t y mass becomes concent ra ted a t a s ing le va lue) as 71 
tends to zero and the mean value of t h i s p r o b a b i l i t y tends to i n f i n i t y , 
Thus any approximation of g-p (y/fl) which i s not a funct ion of time 
i 1 
D 
(such as g,-, (y/T|)) cannot satisfy this condition. Therefore, only 
i- 1 
g-p (y/T\) satisfies it. 
35 
It is possible to compare approximation C with the S. 0. Rice 
exclusion series. For the regionT"1 t'he exclusion series is 
f — (x,x,t) 
1 1 
t t s 
}+(t/x,x,0) - J N++(s,t/x,x,0) ds + J J N+++(r,s,t/x,x,0) drds 
0 0 0 
1 s r | | | | 
~ J I 1 N (q»r,s,t/x,x,0) dqdrds + . 
0 0 0 
+ . ++ 
where N (t/x,x,0) has already been defined and N (s,t/x,x,0), 
N (r,s,t/x,x,0) etc. are defined by 
-H-
(a) N (s,t/x,x,0) dsdt is the probability of having a positive 
crossings in the intervals (s,s +ds] and (t,t +dt], given that 
(X(0),X(0)) = (x,x). It can be expressed by the equation 
N (s,t/x,x,0) = J J y z p(b,z,t/b,y,s) p(b,y,s/x,x,0) dydz 
0 
(b) N ( r , s , t / x , x , 0 ) drdsdt is the p r o b a b i l i t y of having 
p o s i t i v e c ross ings in the i n t e r v a l s ( r , r + d r ] , ( s , s + d s ] , and 
( t , t + dt] , given t ha t (X(0),X(0)) = ( x , x ) . I t can be expressed by 
the equation 
N (r,s,t/x,x,0) = 
CO 
= f f f w y z p(b,z,t/b,y,s) p(b,y,s/b,w,r) p(b,w,r/x,x,0) dwdydz 
0 
The higher order crossing probabilities are defined in a similar manner 
The exclusion series is an exact expression for f T-» (x,x, t) ; however, 
the numerical evaluation of all but first few terms is prohibitive [16] 
The insertion of approximation C into equation (23) yields 
N+(t/x,x,0) = fCri(x,x,t) + J k
C (t,71) f° 1(x,x,11) dTl (29) 
0 
where 
f N+(t/b,y,Tl) y p(b,y,Tl/x,i,0) dy 
kC (t,Tl) = - ^ 
N"*" (T|/X,X,0) 
Equation (29) is a Volterra equation of the second kind. 
C 
A Neumann-Liouville series can be generated for f -p (x,x,t) from 
equation (29). It is 
37 
C 
f ~p (X5X,t) = 
, . . ^ C , v + N (t/x,x,0) - I k (t,s) N (s/x,x,0) ds + 
0 
C C + 
+ J J k (t,s) k (s,r) N (r/x,x,0) drds -
0 0 
t s r c c 
+ J J J k (t,s) k (s,r) kJ(r,q) N (q/x,x,0) dqdrds 
0 0 0 
+ 
The integrands in this series can be expressed as follows 
C + 
(a) k (t,s) N (s/x,x,0) = 
+ ' P y z p(b,z,t/b,y,s) p(b,y,s/x,x,0) dydz N (s/x,x,0) V 
N (s/x,x,0) 
j J y z p(b,z,t/b,y,s) p(b,y,s/x,x,0) dydz 
0 
(b) k (t,s) k (s,r) N+(r/x,x,0) = 
. CO 
11 




f f y z P(b,z,s/b,y,r) p(b,y,r/x,x,0) dydz N+(r/x,x,0) 
( _ _ _ _ _ _ _ _ 
f f f y z p(b,z,t/b,y,s) p(b,y,s/x,x,0) dydz 
N+(s/x,x,0) 
XJ J y z P(b,z,s/b,y,r) p(b,y,r/x,x,0) dydz 
V 0 
etc. 
From (a) above it is obvious that the first two terms in the Neumann-
Liouville series agree with the first two terms in the exclusion series 
The higher order terms would agree if the expressions for the multiple 
crossing probabilities could be decomposed into expressions involving p 
of crossings. Of course only sample paths that start from (x,x) 
are to be considered. 
CHAPTER IV 
NUMERICAL RESULTS 
In t h i s c h a p t e r some n u m e r i c a l e s t i m a t e s of t h e f i r s t p a s s a g e 
t ime d e n s i t y t h a t r e s u l t from a p p r o x i m a t i o n C s u g g e s t e d i n C h a p t e r I I I 
a r e p r e s e n t e d . These r e s u l t s a r e compared w i t h o t h e r methods of 
s o l u t i o n t h a t have been s u g g e s t e d by K. L. Chand i raman i [ 1 4 ] , F r a n k l i n 
and Rodemich [ 2 0 ] , and R. G. Cook [ 2 4 l . 
The f i r s t p a s s a g e problem t h a t has been c o n s i d e r e d up to t h i s 
p o i n t in t h e p r e s e n t work may be c a l l e d t h e f i x e d s t a r t p rob lem b e c a u s e 
in t h i s p rob lem o n l y sample p a t h s which s t a r t from the s p e c i f i e d i n i t i a l 
p o i n t ( x , x ) a r e c o n s i d e r e d . Some of t h e p r e v i o u s work d e a l s w i t h a 
d i f f e r e n t t y p e of f i r s t p a s s a g e p rob lem which may be c a l l e d t he 
s t a t i o n a r y s t a r t p rob lem. Th i s p rob lem may be s t a t e d a s f o l l o w s : 
c o n s i d e r t h e sample p a t h s t h a t s t a r t from an i n i t i a l randomly l o c a t e d 
p o i n t ( X ( 0 ) , X ( 0 ) ) t h a t i s d i s t r i b u t e d in 1 a c c o r d i n g to t h e f i r s t 
o r d e r d e n s i t y p ( x , x ) . F ind t h e p r o b a b i l i t y d e n s i t y f u n c t i o n f o r t h e 
f i r s t p a s s a g e from I . Numer ica l r e s u l t s w i l l a l s o be p r e s e n t e d in t h e 
p r e s e n t c h a p t e r f o r t h i s p rob lem. 
When d e a l i n g w i t h t he harmonic o s c i l l a t o r i t i s c o n v e n i e n t t o u s e 
the f o l l o w i n g d i m e n s i o n l e s s p a r a m e t e r s : 
(a) Tjf =£<J0 t f o r t i m e , 
(b) D = b/CT f o r the boundary l e v e l , and 
r CO 
( c ) C = B /^CL) f ° r t^ie damping f a c t o r . 
Except for one example where ft and QJn a re zero , the numerical r e s u l t s 
a re presented in terms of these parameters . This w i l l s impl i fy the 
comparison with o the r work. 
The Fixed S t a r t Problem 
Consider equat ion (29) of Chapter I I I . I t i s poss ib le 
to o b t a i n a numerical so lu t ion to t h i s equat ion by us ing a numerical 
quadra ture to generate an equ iva len t system of l i n e a r simultaneous 
equat ions [25, Sec. 1 2 . 8 ] . In the p resen t work the t r a p e z o i d a l r u l e is 
used as the numerical quadra ture , and the form of the r e s u l t i n g l i n e a r 
equat ions is 
N+ ( t . / x , x , 0 ) = f p ( x , x , t . ) + V k C ( t . , t . ) f£n ( x , x , t . ) At + 
1 1 1 1 / L J 1 J l £ J 
3 = 1 
+ \ k° ( t i , 0 ) fpi ( x ,x ,0 ) At + | k
C ( t . , t , ) f p (x,x,tt) At (30) 
At is a fixed time increment and t. - t. _, = At. The last two terms 
I l-l 
on the right in equation (30) are zero because f-p (x,x,0) = 0 and 
C 
k (t.,t.) = 0. Equation (30) yields the linear system 
-) -f r 
k ( t ^ t ^ ) At 1 
k ( t 3 , t 1 ) A t k ( t 3 , t 2 ) A t 1 
O 
! C 
k (t^t^ At 
j J f p ( X , x , t 1 ) ; 
i ' < 
I ( ! 
I • C . • 
, ! f p » ( x , x , t 2 ) i 
I I 
l i C 
j j f p ( x , x , t 3 ) 
f - n C x j X , ^ ) 
rx 
N + ( t 1 / x , x , 0 ) 
N ( t 2 / x , x , 0 ) 
N + ( t 3 / x , x , 0 ) 
+ N ( t h / x , x , 0 ) 
Th i s sys t em can be s o l v e d by s u c c e s s i v e s u b s t i t u t i o n . In o r d e r to 
a c c o m p l i s h t h i s s o l u t i o n on a d i g i t a l computer t h e n u m e r i c a l g e n e r a t i o n 
C + + 
of k ( t . , t . ) and N ( t . / x , x , 0 ) i s r e q u i r e d . N ( t . / x , x , 0 ) i s 
g i v e n by 
N ( t i / x , x , 0 ) = J y p ( b , y , t . / x , x , 0 ) dy 
0 
This i n t e g r a l may be e v a l u a t e d in c l o s e d form. The i n t e g r a l i n the 
n u m e r a t o r of t h e k e r n e l may be w r i t t e n a s 
f ( x , x , t ) 
1 1 
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uo 
f N+ ( t . / b , y , t . ) y p ( b , y , t / x , x , 0 ) dy = 
J 1 i 
li y 2 p ( b , z , t . / b , y , t . ) p ( b , y , t . / x , x , 0 ) dy dz 0 J J 
A closed form express ion for t h i s i n t e g r a l does not appear to be a v a i l -
a b l e . Because p ( y , y , s / x , x , r ) i s Gaussian some s i m p l i f i c a t i o n is 
p o s s i b l e . By conversion to po la r coord ina tes the above i n t e g r a l may be 
reduced to a s ing le i n t e g r a l over a f i n i t e range which may be evaluated 
by any one of a g rea t many methods of numerical i n t e g r a t i o n . The 
method of Gaussian i n t e g r a t i o n i s used in t h i s work [26, p. 887]. 
Ca lcu la t ions have been c a r r i e d out for r - p ( x , x , t ) for seve ra l 
1 1 
values of Q and p. The results of these calculations appear in 
+ 
Figures 2 and 3. Also, N (t/x,x,0), which is an upper bound for 
f-p (x,x,t), and the negative exponential solution given in equation 
i 1 
(26) are plotted in this figure. 
Chandiramani [14] and Franklin and Rodemich [20] present results 
on the i type region, 
1 r. - , (x,x)/-b < x < b, -co < x < 
An equat ion which is analogous to equat ion (23) can be der ived for t h i s 
reg ion . I t is 
N ( t / x , x , 0 ) + N . _ ( t / x , x , 0 ) = 
t (31) 
f ( x , x , t ) + J* k ( t , ! ; ) £ „ (x,x,T)) d7] 
1 2 o l 2 
where 
m 
+ j (N (t /b,y,T]) + N_(t/b,y JTl))gp(y/Tl,) dy + 
0 
k ( t , n ) = 0 
+ J (N+(t/-b,y,Tl) + N_(t/-b,y,Tl))gp(y/'Tl) dy 
where N _ ( t / x , x , 0 ) i s the expected number of nega t ive c ros s ings per 
u n i t time of - b , given t h a t the sample paths s t a r t from ( x , x ) . 
I t i s given by the equat ion 
0 
N_( t / x ,x ,0 ) =-J y p ( - b , y , t / x , x , 0 ) dy 
The dens i ty funct ion g-p(y/T)) is defined for both p o s i t i v e and nega t ive 
J- 2 
values of y because f i r s t passages occur a t +b with p o s i t i v e ve loc -
i t i e s and a t -b with negat ive v e l o c i t i e s . The form for gT-i(y/Tl) which 
corresponds to approximation C is 
, c (y / T 1) =
 h (y ) y P O ^ ^ T l / x ^ O ) - h ( -y ) y p( -b ,y , n /x ,x ,0) ( 3 2 ) 
^ 2 N + (^ /x ,x ,0 ) + N_(^ /x ,x ,0) 
where h(y) is the un i t s tep funct ion; i . e . , 
f l , y > 0 
My) = I 
I 0 , y < 0 
S u b s t i t u t i n g (32) i n t o (31) y i e l d s 
N+ ( t / x , x , 0 ) + ' , 
c t e c 
f~, ( x , x , t ) + k ( t , - i ) f — (x,x,T]) d-n (33) 
* 2 0 * 2 
+N ( t / x , x , 0 ) 
where 
k ( t , i l ) 
f N + ( t / b , y , T ] ) + N _ ( t / b 5 y , 7 i ) l y p (b ,y , ̂ / x , x ,0) dy + 
0 -
0 
- J N+(t /-b,y,Tl) + N_(t/-b,y,T]) y p(b , y , n/x ,x , 0) dy 
~ CO ^ _ _ _ _ _ 
N+(T] x , x , 0 ) + N_(Tl /x ,x ,0 ) 
E q u a t i o n (33) i s a V o l t e r r a e q u a t i o n of t h e second k i n d , and i t can be 
s o l v e d n u m e r i c a l l y by t he method used to s o l v e e q u a t i o n ( 2 9 ) . R e s u l t s 
f o r a few v a l u e s of £ and p a p p e a r in F i g u r e s 4 , 5 , b , and 7 . A l s o , 
N ( t / x , x , 0 ) + N _ ( t / x , x , 0 ) , which i s an u p p e r bound f o r f —i ( x , x , t ) , t h e 
1 2 
n e g a t i v e e x p o n e n t i a l s o l u t i o n of e q u a t i o n ( 2 6 ) , and t h e n u m e r i c a l e s t i -
mate of f —i ( x , x , t ) o b t a i n e d by Chand i r aman i a r e p l o t t e d i n t h e s e 
* 2 
f i g u r e s . 
F r a n k l i n and Rodemich have p r e s e n t e d an e x a c t s o l u t i o n f o r t he 
mean p a s s a g e t ime T - - ( x , x ) f o r t h e c a s e where CJ = 0 , 8 = 0 , 
0.16 
H' 0.14 + 
ir 0.12 + 
u 
3 
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Ui 
o 
a = 1.0, and 1 ? = i ( x , x ) / 1 . 0 < x ^ 1.0, - oo < x < cot 
Their s o l u t i o n is 
15 
.3 
x2 + Ax ( l - x )
1 / 3 x M (- i , | , - | y ^ ) + 
T p ( x , x ) = < + A2 x J exp (- | ~ ^ ) jia df for x > 0 
v(x) for x = 0 
15 . Their s o l u t i o n was obta ined by so lv ing the d i f f e r e n t i a l equat ion 




+ x E 
c i * 
which may be der ived from the backward Fokker-Planck equa t ion , 
with the boundary cond i t ions 
lim T p (x ,x) = 0, x <; 0 
lim T p (x ,x) = 0, x > 0 
x - b 
5 
where 
(a ) v ( x ) = C (1 - x 2 ) 6 1 , 7 1+x 
3 - F(- J , 1 , 1 ^ ) 
v / 3 2 1 T-I 
(b) A = 6 i ( T ) / r* ( T ) ( 1 LS t n e gamma f u n c t i o n . ) , 
(c) A = 2/6 r<- | ) , 
(d) C « 3 1 / 6 2 ( I ) , 
(e ) F f r ; , b , c , 2 ) i s the hyporgome t r i c f u n c t i o n 
[ 2 6 , eq . I 5 . 3 . I | , and 
( f ) M ( i , b , z . ) i s t h e Kumrner c o n f l u e n t hyper -come t r ic f u n c t i o n 
[26, e q . 1 3 . 1 . 2 . 
A compar i son between t h i s e x a c t s o l u t i o n and the e s t i m a t e s o b t a i n e d from 
a p p r o x i m a t i o n C i s p r e s e n t e d in Tab le 1. 
Tab le 1. Comparison of Mean F i r s t P a s s a g e Times 
T y n ( X , X ) 
1 2 
( x , x ) e x a c t s o l u t i o n a p p r o x i m a t i o n C 
( 0 , 0 ) 
( 0 . 2 , 0 ) 
( 0 . 4 , 0 ) 
( 0 . 6 , 0 ) 











Sta t iona ry S t a r t Problem 
An i n t e g r a l equat ion for the s t a t i o n a r y s t a r t problem can be 
der ived from equat ion (23) . The d e n s i t y funct ion for the i n i t i a l po in t 
random v e c t o r (X(0), X(0)) is 
. p (x ,x) 
p ^ (x ,x) = i- 1 j f p(x ,x) dxdx 
r 
Let -^-p(T|,y) be the joint density for the random variables T and 
X( T ) for the first passage time and first passage time velocity, respec 
tively, given that the sample paths start from the randomly located 
initial point (X(0) , X(0)). And let f j-y (71) be the density for the 
1 1 
random variable T. Then 
^ - p ( T ] , y ) = J J g^p (T),y) p-p (x,x) dxdx 
d i r l 
11 
and 
f r- (Tl) = J J f p ( x , x , T i ) p p (x ,x) dxdx 
r 
Equation (23) may be w r i t t e n as 
t 00 
f " ( t / x , x , 0 ) = f p ( x , x , t ) + J J* N ( t /b ,y ,Tl) g p ( T , y ) dydTl 
0 0 l 
M u l t i p l y i n g by p p ( x , x ) and i n t e g r a t i n g o v e r I y i e l d s 
I I i 
t oo 
N + . . . r , . ( t / r L ) = f p ( t ) + f J N
+ ( t / b > y , H ) / ? p ( T ! , y ) d y d T i (34) 
+ 7-" 
where N ( t / ] ) i s 
. + , , T-»v fifi „ + 
N ( t / T x ) = J J N ( t / x , x , 0 ) p - ( x , x ) dxdx 
The e x p r e s s i o n 
n y P ( b , y , 1 l / x , x , 0 ) p _ ( x , x ) dxdxdydTi, y > 0 
IT Fl 
i s t h e p r o b a b i l i t y of h a v i n g a p o s i t i v e c r o s s i n g w i t h i n a d^jdy t i m e -
v e l o c i t y i n t e r v a l of (11,y), g i v e n t h a t ( X ( 0 ) , X ( 0 ) ) e T-
1 
Thus the a p p r o x i m a t i o n 
c JJ y p ( b , y , ' n / * , x , 0 ) p ( x , x ) dxdx 
4 r (y/Ti) = y ~ — + — w ~ ~ ^ > y > ° 
c 
represents the same concept as approximation g-^ (y/f]) used in the 
fixed start problem. Using -ft p (y/7l) , equation (34) can be reduced to 
the Volterra equation 
N+(t/T1) = f f(t)+Jk 3 (t,m) f p (t) dn (35) 
1 1 0 l 1 
where 
J j ' J N ( t / b , y , n ) y p ( b ? y , i / x , x , 0 ) p r ( x , x ) dy dxdx 
r 
Ti 
k . ( t / n ) -
N ( 1 1 / ^ ) 
E q u a t i o n (35) can be s o l v e d by the same method a s e q u a t i o n ( 2 9 ) . I f t he 
C T-, 
dimens Lon less r a t i o n p i s l a r g e then k ( t , ^ ) and N ( t / ] ) may be 
appro... i.ma t e d by e x p r e s s i o n s which a r e much more e a s i l y computed . For p 
l a r g e the m a j o r i t y of t he p r o b a b i l i t y mass i.s w i t h i n i a t t = 0 . 
(Tab l e 2 g i v e s the p e r c e n t a g e of t h e t o t a l p r o b a b i l i t y t h a t i s w i t h i n 1 
f o r a s t a t i o n a r y s t a r t f o r d i f f e r e n t v a l u e s of p . ) Thus i t i s a p p r o p r i -
a t e to a p p r o x i m a t e t he e x p r e s s i o n 
J J y P ( b , y , T | / x , x , 0 ) p r ( x , x ) dxdx 
by 
J J y p ( b , y , T l / x , x , 0 ) p ( x , x ) dxdx 
Th i s i n t e g r a l i s y p ( b , y ) . Us ing t h i s a p p r o x i m a t i o n in t h e e x p r e s s i o n s 
) and k^ 
+ r-t c 
f o r N ( t / 1 ) and k^ ( t ,"n) y i e l d : 
and 
N+(t/ rp « N+ 
J N ( t / b , y , n ) y p(b ,y) dy 
k 3
C ( t , ^ ) « ~ — 
N 
where ^ means a p p r o x i m a t e l y e q u a l . With t h e s e a p p r o x i m a t i o n s r e s u l t s 
C 
were o b t a i n e d f o r s e v e r a l v a l u e s of £ and p . f « ( t ) f o r Q - 0 . 0 1 
1 1 
Table 2. Percentage of P r o b a b i l i t y Mass in XT 
a t t = 0 for Di f fe ren t Values of n 
percentage 






and p • 2.0 is given in Figure 8. Also, the nega t ive exponen t i a l 
s o l u t i o n , given in equat ion (26) , and the numerical e s t ima te which R. G. 
Cook obta ined from a Monte Carlo study appear in t h i s f i g u r e . 
For high values of p the major po r t ion of f p ( t ) i s r ep r e -
1 
sented s u f f i c i e n t l y wel l by an exponent ia l curve of the form Ao/e 
C 
(A and <y a r e determined by f i t t i n g the exponent ia l to f -r-i ( t ) for l a rge r\ 
t) that the mean first passage time may be estimated. Thus 
[Tr\W t f r i
( t ) d t « ( u v B t d t = 5 (36) 
A comparison between estimates of the mean first passage time obtained 
from approximation C using the technique discussed above, 1/N , which 
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U i 
and the estimates obtained by R. G. Cook [27, p. 537] are presented in 
Table 3. 
Table 3. Mean First Passage Time in Undamped 
Natural Periods. 
A 





2.0 7 .33 
2 .5 22.77 
3.0 90 .42 














2 .5 22.77 
3 .0 90 .42 









Discussion of the Results 
Agreement between the first passage time density estimates 
obtained using approximation C and the work of Chandiramani and Cook 
appears to be quite good. It is of interest to note that the estimates 
of the mean first passage times presented in Table 3 indicate that the 
*. • -. *T+ ~N
+t negative exponential, N e , is a very conservative estimate when 
the damping is small. This fact was also noted by Chandiramani and Cook 
Chandiramani has expressed the opinion t h a t the f i r s t passage 
time e s t ima te s t ha t he obtained a re lower bound es t ima tes [14, p. 59 ] . 
Q 
Thus the fac t tha t f -_, ( x , x , t ) on Figures 4, 5, 6, and 7 i s above h i s 
1 2 
estimate is not an unreasonable result. In fact, it can be shown that 
Q 
as long as f (x,x,t) agrees with the upper bound on these figures, 
1 2 16 
i t i s very c lose to the exact s o l u t i o n . 
In the s t a t i o n a r y s t a r t problem, f y-, ( t ) should approach N 
1 1 
as t tends to zero because i n i t i a l l y a l l the c ros s ings a r e f i r s t 
c r o s s i n g s , Thus the values presented in Figure 3 for Cook's e s t ima te 
appear to be about e i g h t per cent h igh . These va lues were ob ta ined from 
a small graph [27, F ig . 10] . The sca l e on t h i s graph may be s l i g h t l y 
h igh . Thus b e t t e r agreement could e x i s t between approximation C and 
Cook's work than i s ind ica ted he r e . 
16. The upper bound on these p l o t s is a one term Rice exc lus ion 
s e r i e s . A two term exc lus ion s e r i e s would be a lower bound 
for the f i r s t passage time d e n s i t y . If one were p l o t t e d h e r e , 
i t would agree with f p 2 ( x , x , t ) u n t i l the d i f f e r ence between 
f c p 2 ( x , x , t ) and the upper bound becomes l a r g e . Thus as long 
as these values a re c lose the exact f i r s t passage time dens i t y 
should be c lose to them. 
CHAPTER V 
CONCLUDING REMARKS 
The objective- of this work has been the development and evaluation 
of a method for computing first passage probabilities. This has been 
accomplished with the numerical procedure given by equation (30) and the 
subsequent exploration of the damped harmonic oscillator that is presented 
in Chapter IV. A favorable comparison with results obtained by numerical 
simulation procedures has been noted in Chapter IV. 
Tv^> other comparsions are made with previous work on the first 
passage pi >blem, In Chapter III the method that is developed here is 
compared with the S, 0. Rice exclusion series. Also, it is illustrated 
in what sense the present analyais is an extension of the work of J. R. 
Rice. In appendix D the basic renewal equation of Rice's work is derived 
using approximation B of Chapter ITT. 
One more important feature of the method presented here remains to 
be discussed. It is the extension to higher order systems. In order 
to ill us trace this extension the system in Figure 9 and the region 






m, F( t ) 
(white noise) 
Figure 9. The Coupled O s c i l l a t o r . 
6.2 
are cons idered . The response, of t h i s system is a Markov process on a 
four-dimensional p o s i t i o n - v e l o c i t y space. The p r o b a b i l i t y d e n s i t i e s 
. 1 . 1 2 . 2 . 1 . 1 2 . 2 . , , 1 , 1 2 . 2 . . _ . . 
P(y >y ,y ,y > s/x ,x ,x ,x , r ) and p(x ,x ,x ,x ) specify t h i s 
process complete ly . An equat ion can be der ived for t h i s system which 
is exac t l y analogous to equat ion (23) of Chapter I I . I t i s 
(; co co oo 
K+(t/xl^l,x2,kZ,Q) = f - ( x 1 , x 1 , x 2 , x 2 , t ) ^ ] > J J* J N ^ C t / y ^ y ^ b 2 , ^ ^ ) y 
1 1 C - oo- co 0 
(37) 
X g p ( y 1 , ^ 1 , ^ / ! ! ) f p ( x 1 , * 1 ^ 2 , * 2 , ! ! ) dy^dy^y^T] 
1 1 2 
Here g^(y , y >y /T|) i s the cond i t i ona l dens i ty for the random vec to r 
(X ( T ( x , x ) ) , X ( T ( x , x ) ) , X ( T ( x , x ) ) ) , given t h a t a f i r s t passage has 
+ 1 1 2 2 
occurred a t j - T|. N ( t / x ,x ,x ,x ,0) i s the expected number of 
c ro s s ings of the l eve l x = b , given t h a t (X ( 0 ) , X 1 (0 ) , X 2 ( 0 ) , X 2 (0)) 
, 1 - 1 2 .2. . . 1 .1 2 .2 N . 
= (x ,X ,x ,X ) . fp ( x >x >x >x j t ) I S the f i r s t passage time d e n s i t y . 
-4 
The approximation that corresponds to approximation C of Chapter III 
is 
2 1 1 2 1 1 2 2 
c , 1 - 1 , - 2 / ^ V p(y ,y ,b ,y ,T]/x ,x x ,x ,0) r (y >y >y /TI) = 1 1 2 2 
1 1 N (T]/x ,x 3 x \ x ,0) 
Substituting this into equation (37) yields 
+ 1 1 9 2 1 1 2 2 
N ( t / x ,x , x " , x , 0 ) = f p (x ,x ,x ,x , t ) + 
f i C , . ,. , 1 . 1 2 . 2 . , 
-+- J ^ (^n) f r (x 'x 'x >x '^ dT\ 
o i i 
Q 
where k (t, f|) is 
CO CO CO p 
k4° (t,T)) = J J J N
+ ( t /y 1 , y 1 3 b ,y
2 , ^ ) g" (yl ,yl ,y2/l\) d y ^ y ^ y ' 
The numerical solution to this equation requires the same amount of 





A STOCHASTIC MODEL 
The purpose of t h i s appendix is to give a d e f i n i t i o n of a 
s t o c h a s t i c p rocess . Also , seve ra l bas ic concepts of s t o c h a s t i c a n a l y s i s 
a re d i scussed in conjunct ion with t h i s d e f i n i t i o n . 
Def in i t ion of a S tochas t i c Process 
P h y s i c a l l y , a s t o c h a s t i c process i s a c o l l e c t i o n of func t ions of 
time X - , ( t ) ( u j indexes the members of the c o l l e c t i o n ) t h a t r ep resen t 
the p o s s i b l e outcomes of a phys ica l experiment a long wi th a method of 
a s s ign ing p r o b a b i l i t i e s to events of i n t e r e s t . For example, the se t 
of samples t h a t have X̂  , ( t ) < x a t time t . In order to insure t h a t 
a l l events of i n t e r e s t w i l l have a unique and cons i s t ence p r o b a b i l i t y 
a r a t h e r p r e c i s e mathematical d e f i n i t i o n i s r e q u i r e d . For a process on 
a Eucl idean N-dimensional space, such a d e f i n i t i o n can be given in the 
following manner: 
D e f i n i t i o n : A s t o c h a s t i c process i s a c o l l e c t i o n of random 
v e c t o r s lj(t) , t e TJ- op a p r o b a b i l i t y space {f\,0,,'f
>). The indexing 
se t T i s a se t of t imes , u s u a l l y the i n t e r v a l (-co,(X>) . Q i s the se t 
of vec to r -va lued funct ions on an N-dimensional Eucl idean space; i . e . , 
TT 
teT 
n N N 
) ( i s Rl = TT R . a i s the smal l e s t a -a lgebra over the l e f t -
,N 1A 
V 
defined by the hierarchy of finite-dimensional distributions of the form 
open right-closed vector intervals in R . The probability measure ^ is 
v / l N 1 N t >, 
F ( x ^ . . . , * v t r . . . ; x k , . . - x k , L k ) 
or in vector notation 
F (x1 > t ; . . . ; X ] e , t k ) 
Tlie relationship which accomplishes this is 
F ( X l , . . . , ^ , t 1 ; . . . ; > ^ , . . . , x ^ t ) = 
(1A) 
= f ( ( w / x w ( t i ) - 4>• • • 'XNOJ <V £ v • • • ; x w <V* v • • • •xL<tk>^ \ ] 
Then the Laniell-Kolmogorov theorem guarantees the consistency of the 
probabili t ies [28, p. 30]. 
The members of f\ , denoted generically by D , are the sample 
functions of the process. The random vectors in the collection | x ( t ) •> 
i e T| can be defined by the mapping X . = (jj . The individual random CO 
A N -
into R and X, (t) is the value of the func-
t (1) 
tion CxJ at time t (a point in R ) . Therefore \ (t) could be 
t ' U) 
considered to be a sample function of the process. 
N 
1A. A vector interval in R is (a b ] = n (a ,b
L ] where 
i=l 
(a , b ] is a component interval in a one-dimensional 
t l N 
Euclidean space. A vector interval in Rl is a f ini te 
k - - X 
product n (a b J. 
j=l J J 
67 
Remarks Concerning the Def in i t ion of a S tochas t i c Process 
A g rea t deal of information may be ex t r ac t ed from the f i n i t e 
dimensional d i s t r i b u t i o n func t ions . For example, for the v e l o c i t y of a 
Brown ian p a r t i c l e , i t i s poss ib le to determine the p r o b a b i l i t y of the 
samole paths tha t a re in an i n t e r v a l (a ,b ) a t time t . I t i s 
t t 
F ( a , t ) - F ( b , t ) . In fact the p r o b a b i l i t y of any event t ha t can be 
spec i f i ed with a f i n i t e se t of times can be expressed in terms of the 
f in i t e -d imens iona1 d i s t r i b u t i o n s . 
Since much p r a c t i c a l information can be obta ined from the f i n i t e -
dimensional d i s t r i b u t i o n s and because they play such a bas ic ro l e in 
speci fy ing c, and. r in h p rec i se mathematical model, the fol lowing 
ques t ion appears qu i t e a p p r o p r i a t e l y . Other than the s a t i s f a c t i o n of 
being ab le to specify a, mathematical ly c o n s i s t e n t model, why cons ider 
such an i n t r i c a t e d e f i n i t i o n t ha t involves such a complex model? 
The answer to t h i s ques t ion is t ha t a p r ec i s e mathematical model 
forms a bas i s for the a n a l y s i s of many important ques t ions concerning 
the a n a l y t i c p r o p e r t i e s of the sample funct ions of a s t o c h a s t i c p roces s . 
7-k For example, under the r e s t r i c t i o n s of r e g u l a r i t y and s e p a r a b i l i t y , 
i t i s poss ib l e to d i scuss p r o b a b i l i t i e s such as 
(a) the p r o b a b i l i t y of the se t of continuous func t ions , 
(b) the p r o b a b i l i t y of the se t of ten times d i f f e r e n t i a b l e 
func t ions , 
2A. Regula r i ty and s e p a r a b i l i t y a re d iscussed in d e t a i l in the next 
two sec t ions of t h i s appendix. I t i s important here to note tha t 
these r e s t r i c t i o n s a re imposed only to circumvent mathematical 
d i f f i c u l t i e s , and they in no way hamper the a n a l y s i s of a 
phys ica l problem. 
(c) the p r o b a b i l i t y of the se t of sample funct ions of a 
process on R which are Riemann in t eg rab l e over the time I n t e r v a l 
[a , b] , 
(d) the probability of the set of sample functions of a 
process on R ' o;: which the Riemann-Stieltjes inLegrals 
b 
J f(t) dX^ (t) 
a 
ex i s t ior a continuous function f, 
(e) the p r o b a b i l i t y of the se t of sample funct ions which 
s t a r t a t X (0) = x and remain in some region 1 over a time 
i n t e r v a l ( 0 , t ) , and 
(f) the p r o b a b i l i t y of the: se t of Riemann i n t e g r a b l e sample 
funct ions of a process on R~ for xhich 
b 
J XfcjC*) d t S c 
a 
where is a real number, given that X (a) = x. and X (b) = x . 
a b 
Without a. complex model for a stochastic process any discussion 
of -.u<. f probar 1 1 i i ies must appeal almost completely to intuition for the 
h9 
j u s t i f i c a t i o n of mathematical o p e r a t i o n s . 
Regula r i ty 
Often in the a n a l y s i s of a s t o c h a s t i c process i t i s d e s i r a b l e to 
consider only the sample funct ions tha t pass through a given point 
x a t a given time t or the sample funct ions t h a t pass through two 
poin ts x a t t , and x,, a t t..v. (Such is the case In (e) and (f) ^ 1 1 I z 
in the preceding s e c t i o n . ) For most phys ica l problems the p r o b a b i l i t y 
measure T i s not concent ra ted a t s i ng l e elements ( i . e . , the p r o b a b i l i t y 
tha t a sample funct ion takes on a p a r t i c u l a r value i s z e r o ) . Thus 
studying such a c o l l e c t i o n with the p r o b a b i l i t y space (12 , a, "^) 
would be meaningless , and a more app rop r i a t e p r o b a b i l i t y space is needed. 
Suppose the c o l l e c t i o n of sample paths which pass through x a t 
t = 0 i s cons idered , and an a t tempt a t the c o n s t r u c t i o n of a s u i t a b l e 
p r o b a b i l i t y space i s made. Specifying the sample space i s no problem. 
I t i s the space of a l l r e a l valued funct ions tha t pass through x a t 
t = 0 ( f\ (x,0) - luj l'r (0) = x j ) . The a -a lgebra a ( x , 0 ) may be 
3A. The a p p l i c a t i o n of i n t u i t i o n to s t o c h a s t i c a n a l y s i s of ten has 
r a t h e r s t range m a n i f e s t a t i o n s . For example, i n t u i t i v e l y i t might 
be expected tha t a funct ion t ha t r ep re sen t s the v e l o c i t y of a 
Brownian p a r t i c l e i s d i f f e r e n t i a b l e . In a s t o c h a s t i c model t h i s 
means tha t the se t of sample funct ions tha t a re d i f f e r e n t i a b l e 
is a s e t of p r o b a b i l i t y one. A caut ious a n a l y s i s of the widely 
accepted model for the v e l o c i t y of a Brownian p a r t i c l e y i e l d s 
the fac t that, while the sample funct ions a re continuous with 
p r o b a b i l i t y one the p r o b a b i l i t y of the se t of d i f f e r e n t i a b l e 
sample funct ions i s zerp [28, pp. 255-260]. Thus a n a l y t i c 
opera t ions t h a t depend on d i f f e r e n t i a b i l i t y would be meaningless . 
I n t u i t i v e l y , i t would not be expected t ha t a sample 
function r ep resen t ing a phys ica l phenomenon would take on the 
values ± oo. Therefore, i t might seem unna tura l to include these 
values in a mathematical model. However, a model t h a t does not 
allow these two values would not be separable [29, p, 68 1 , and. 
the opera t ions l i s t e d in t h i s s ec t ion would be meaningless . 
70 
spec i f i ed over f\ (x ,0) in the same manner t ha t a was spec i f i ed over 
4A 
>l . A l o g i c a l choice for the s p e c i f i c a t i o n of -f* ( ' / x , 0 ) over the 
s e t s in a ( x , 0 ) would be through the f i n i t e -d imens iona l c o n d i t i o n a l 
d i s t r i b u t i o n funct ions of the form F ( x , , t : . . . ; x , , t . / x , 0 ) where 
1 1 k k 
5A t , . . . , t i s any a r b i t r a r y se t of k t imes. The Radon-Nikodym 
theorem _13, p. 132] determines each of these cond i t i ona l d i s t r i b u t i o n s 
in such a manner tha t 
F ( x J 0 ; x 1 , t 1 ; . . . ; x k , t k ) = J _ F(x ; [ , t± ; . . . ; xR , t ^ x , 0)d_ F (x , 0) (2A) 
6A 
(-»,x0] 
This choice would y i e l d the i n t u i t i v e l y p leas ing r e s u l t t ha t ~P could be 
thought of as the weighted sum ( i n t e g r a l ) of the " / ? ( , / x , 0 ) for each x 
i n R N . 
Unfor tunate ly there i s a problem in t h i s s p e c i f i c a t i o n of 
•jfO ( " / x , 0 ) . The Radon-Nikodym theorem does not specify the f i n i t e -
dimensional d i s t r i b u t i o n s uniquely . I t s p e c i f i e s each up to an 
excep t iona l se t E of p r o b a b i l i t y zero; i . e . , 
4A. If A is a s e t of funct ions in a then -^(A/x^O) i s the 
p r o b a b i l i t y t ha t A occurs given tha t j(0) = x. If A 
conta ins no OJ such tha t y (0) = x, then - ^ ( A / x , 0 ) is 
zero . 
5A. This i s the d i s t r i b u t i o n funct ion for the random vec to r s 
X ( t x ) , . . . , Y ( t k ) , given y(0) = x. 
6A. The i n t e g r a l here i s the Lebesgue -S t i e l t j e s i n t e g r a l over 
the se t (-co,x j with respec t to the measure induced by the 
d i s t r i b u t i o n function F ( x , 0 ) . 
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-f7 ( {CJ /X^ (0) e EJ ) = J* d- F(x ,0) = 0 
E 
Each c o n d i t i o n a l d i s t r i b u t i o n might have a d i f f e r e n t excep t iona l s e t . 
Thus " ^ ( " / x , 0 ) could only be spec i f ied for x in the complement of 
the union of a l l the excep t iona l s e t s . This union is uncountable 
because non-denumerably many d i s t r i b u t i o n funct ions 
F (x - , t • . . -X., , t. / x , 0 ) a r e needed for the s p e c i f i c a t i o n of 1 1 k k 
w£? ( " / x , 0 ) . The uncountable union of x s e t s of p r o b a b i l i t y zero 
N N 
could poss ib ly be the whole space R . (R i s the uncountable union 
of po in t s e t s . ) If i t i s pos s ib l e to determine the c o n d i t i o n a l d i s t r i -
bu t ions a s s o c i a t e d with each f i n i t e -d imens iona l d i s t r i b u t i o n un ique ly , 
the process i s termed r e g u l a r . For a r egu la r process i t i s pos s ib l e 
to c o n s t r u c t p r o b a b i l i t y spaces such as (f{ ( x , 0 ) , a ( x 5 0 ) , " ^ ( x , 0 ) ) 
and cons ider subco l l ec t i ons of sample funct ions as s t o c h a s t i c processes 
in themselves. 
R e s t r i c t i n g cons ide ra t i on to r egu la r processes seldom causes 
d i f f i c u l t i e s in the a n a l y s i s of phys ica l problems. In most in s t ances 
the s p e c i f i c a t i o n of the cond i t i ona l d i s t r i b u t i o n s i s known, and the 
f i n i t e - d i m e n s i o n a l d i s t r i b u t i o n s a re spec i f i ed from these through 
i n t e g r a t i o n s such as in equat ion (2A). The responses of lumped parameter 
models of s t r u c t u r e s to white noise a r e examples of t h i s s i t u a t i o n . 
Such processes a re Markov processes on Euclidean spaces of one or more 
dimensions [4 , p . 271] , and two funct ions e x i s t t h a t speci fy them. The 
funct ions a re the dens i ty funct ion p ( x , r ) for the random vec to r X(r) 
_ 7A 
and p ( y , s / x , r ) for the random vec tor x ( s ) , given x ( r ) = x -
These funct ions a re defined for -co<r<s<OT. The p r o b a b i l i t y d i s t r i -
but ion funct ion F ( x , r ) and the cond i t i ona l d i s t r i b u t i o n funct ion 
F ( y , s / x , r ) can be obta ined in the s tandard manner. They a re 
F ( x , r ) = j _ p ( z , r ) dz 
(-oo,x] 
and (3A) 
F ( y , s / x , r ) = J* p ( z , s / x , r ) dz 
(-0°,y] 
The i n t e g r a l s a r e Lebesgue i n t e g r a l s with r e spec t to N-dimensional 
Lebesgue measure (volume measure) . 
Any d i s t r i b u t i o n F(x , t • . . . ; x , t ) in the h i e r a r c h y of 
d i s t r i b u t i o n funct ion t h a t specify the process may be expressed us ing 




I P(ik'tk/ik-rtk-l)---p("2't2/"l'tl) P(21,t1)(d~z1x...xdzk) 
C - 0 0 , ^ ] * . . .x(-oo,x] 
7A. The determination of such functions is discussed in Appendix B. 
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The i n t e g r a t i o n i s w i t h r e s p e c t to k t imes N - d i m e n s i o n a l 
Lebesgue m e a s u r e . The c o n d i t i o n a l d i s t r i b u t i o n s F(x , t ; . . . ; x t / x , 0) 
f o r t he s p e c i f i c a t i o n (f\ ( x , 0 ) , a ( x , 0 ) , - / ° ( - / x , 0 ) ) can be d e t e r m i n e d 
t h r o u g h i n t e g r a t i o n s s i m i l a r to t h a t in (4A) . In t h i s manner t he 
c o n d i t i o n a l d i s t r i b u t i o n s a r e d e t e r m i n e d f o r a l l x p o i n t s . Thus 
r e g u l a r i t y i s no prob lem. 
S e p a r a b i l i t y 
I t i s i m p o r t a n t i n the a n a l y s i s of a s t o c h a s t i c p r o c e s s to 
8A 
c o n s i d e r many e v e n t s t h a t a r e s p e c i f i e d o v e r u n c o u n t a b l e t ime s e t s . 
E v e n t s of t h i s t y p e a r e n o t n o r m a l l y i n t h e o" - a l g e b r a Q b e c a u s e i t i s 
i m p o s s i b l e to e x p r e s s them in te rms of c o u n t a b l e s e t o p e r a t i o n s on s e t s 
known to be in a ( v e c t o r i n t e r v a l s ) . I f a s t o c h a s t i c p r o c e s s p o s s e s s e s 
t he p r o p e r t y of s e p a r a b i l i t y , i t i s u s u a l l y p o s s i b l e to modify an e v e n t 
of t h i s t ype on a s e t of p r o b a b i l i t y ze ro in such a way t h a t t h e e v e n t 
can be decomposed i n t o c o u n t a b l y many e v e n t s in a and hence become an 
e v e n t in a i t s e l f . S e p a r a b i l i t y may be d e f i n e d a s f o l l o w s . 
D e f i n i t i o n : A s t o c h a s t i c p r o c e s s jX ^ in R i s s e p a r a b l e i f to 
N 
e v e r y B o r e l s e t A in R t h e r e c o r r e s p o n d s a sequence of t ime t . 
and an U) set A . of p r o b a b i l i t y zero such tha t for CJe n - A. 
A A 
{ c j / x ( t p eA, i > l | = luj/J^ ( t ) eA,teT' 
8A. (a) - (f) in the subsect ion e n t i t l e d , Remarks Concerning the 
Def in i t i on of a S tochas t i c Process , deal with events of t h i s 
type. 
74 
If |xf is a regular process, it is possible to define separability 
with respect to the probability space ( f\ (x , t ) , a (x ,t ), -f( •/x ,t )) 
for the collection of sample functions that pass through the point x 
at t This is done by substituting "^( •/x ,t ) in the above definition 
for f , 
The modification of events is illustrated by the following propo-
sition . 
Proposition: If a regular stochastic process \ l \ in R is 
separable with respect to the probability space ( f\ (x,0), a (x,0), 
^ ( • / x , 0 ) and F is a Borel set in R , there is a set ^ of 
probability zero such that the first passage time T(X) defined for the 
process X X \ by the equation, 
', 
CJ 
TOJ « = < 
f sup -
0 , f o r CO e A p 
( t I ) e F for 0 *-. t
1 < t and X(0) = xj, f o r ^ ^ x ,0)-/^, 
r 
\ 
is a random variable on the probability space ( $\ (x,0), Q;(X ,0) ^P{ • /x , 0) ). 
Proof: To show that r (x) is a random variable al l that must be 
shown is that icj/T (X) > tf is a set in a(x,0). This set may be 
expressed as 
{(jj / T ^ (x) > t | = [UJ /X^ (t1) e r , for t
1
 e (0,t]} = 
n , i , n , 1 {
( j ^ ( t ) e r } ( 0 , t 
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Separability makes it possible to equate the arbitrary intersection to a 
countable intersection on the complement of a set of measure zero. By 
letting A p be this set of measure zero, T(X) becomes a Baire function. 
This terminates the proof. 
Under the definition given in this appendix for the probability 
space (f\ , a>i)> few processes of interest are separable. Such 
processes as the response of a structural system to white noise and 
Brownian motion are not separable. However, for any probability space 
of a stochastic process ( f\. , a,r) i t is possible to derive a new 
probability space ( f\ ,a,'f>) which will form a separable process with 
the random vectors |X(t) , t e Tj. a and ^f are uniquely deter-
mined by a and T [29, p. 69]. Thus a stochastic process that is 
specified by the finite-dimensional distributions can always be 
considered separable. 
9A. This is only true if R' is constructed from R by TT R i 
where 1 r -, i= 1 
R = L - c o , coj . 
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APPENDIX B 
LANGEVIN'S EQUATION, THE FOKKER-PLANCK EQUATIONS, 
AND WHITE NOISE AS AN INPUT 
In t h i s a p p e n d i x t h e u s e of t h e p u r e l y random p r o c e s s ' 
(wh i t e n o i s e ) and t he Langevin s t o c h a s t i c d i f f e r e n t i a l e q u a t i o n a r e 
d i s c u s s e d . The o r i g i n of t he m a t e r i a l p r e s e n t e d h e r e i s t h e work of 
IB. The d e f i n i t i o n of a p u r e l y random p r o c e s s g i v e n by Wang and 
Uhlenbeck [ 1 7 , pp . 324 and 332] i s a d o p t e d in t h i s work . I f 
t-j and ty are. t imes be tween minus i n f i n i t y and i n f i n i t y , a 
p r o c e s s 4"Z ~l i s p u r e l y random i f i t has t h e f o l l o w i n g p r o p e r t i e s 
1. I f t . ^ t „ t he random v a r i a b l e s Z(t- , ) and Z ( t , ; ) 
a r e i n d e p e n d e n t . 
2. The e x p e c t a t i o n s E [ Z ( t ) j and E [ Z ( t ) Z ( t ) ] a r e 
E [ Z ( t L ) ] = 0 
and 
E [ Z ( t 1 ) Z ( t 2 ) ] = 6 ( t 1 - t 2 ) a 
where &(t - t2) is the Dirac delta defined by the 
formal operation on a function f by 
J f(x) 6(x)dx = f(0) 
f o r e v e r y G > 0 and a i s a p o s i t i v e c o n s t a n t 
2B. D i s c u s s i o n s of the p h y s i c a l j u s t i f i c a t i o n f o r t h e u s e of t he 
p u r e l y random p r o c e s s a r e g i v e n in [ 3 0 , c h . 11] and [22 p p . 3 9 - 4 0 ] . 
J . L. Doob [ 3 1 , pp . 1 3 1 - 1 3 7 ] , [5, pp . 3 5 1 - 3 6 9 ] , and [ 4 , pp . 2 6 9 - 2 7 2 ] . 
The problem t h a t Doob c o n s i d e r s i s the s t a t i s t i c a l d e s c r i p t i o n of 
the r e s p o n s e of a lumped p a r a m e t e r sys tem ( m e c h a n i c a l o r e l e c t r i c a l ) 
t h a t i s e x c i t e d by a random n o i s e . Such sys t ems can be d e s c r i b e d by a 
f i n i t e number of f i n i t e o r d e r o r d i n a r y d i f f e r e n t i a l e q u a t i o n s . In t h i s 
a p p e n d i x t h e damped harmonic o s c i l l a t o r i s t a k e n a s an example of such a 
s y s t e m . The d i f f e r e n t i a l e q u a t i o n f o r i t i s 
dktl + 3 ± 2 ^ 1 + 2 x ( t ) = f ( t ) (1B) 
dr. d t u 
f(t) is the exciting force. x(t) is the response (position). 3 and 
(A) are the damping factor and the natural frequency. 
Looking at equation (IB) from a probabilistic viewpoint the 
following interpretation might appear pausible: To each sample function 
F, ,(t) of an input stochastic process JFj (i.e., a collection of 
random variables |F(t), t€T 1 and a probability space (f\ ,<2, IPfvl) 
there corresponds a function X-̂ _.(t) which may be considered a sample 
ix) 
function of a response process /x$ (i.e., a collection of random 
variables -f X(t) , teT^ and a probability space (f\ ,a, -f, -,)) . 
If the construction of a stochastic process given in Appendix A is 
3B. This interpretation is due to Langevin, and when dealing with 
stochastic processes equation (IB) is called the Langevin 
equation for the system [30, p. 438]. Since H is the same for 
both processes the hat is used on 0J to indicate that the out-
put sample function Xr^(t) is not the same function ( GL) -
point) as the input function. 
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cons idered , t h i s i n t e r p r e t a t i o n is not qu i t e c o r r e c t . In t h i s cons t ruc -
t ion of a s t o c h a s t i c process >i is the space of r ea l -va lued func t ions . 
Equation (IB) does not make sense for a l l such func t ions . The se t of 
funct ions for which i t makes no sense can be ignored if i<v\
 1 S 
r e s t r i c t e d so tha t t h i s se t has p r o b a b i l i t y ze ro . (There i s no l o g i c a l 
reason for doing o the rwise . ) There is a s imi l a r problem in the s p e c i f i -
c a t i o n of the output process |X? . J i and a a re the same as > l and 
a for fFc• Obviously, a l l the r ea l -va lued funct ions do not have 
second d e r i v a t i v e s . Thus, in any appropr i a t e s p e c i f i c a t i o n of /r„-> 
the se t of sample funct ions which do not have second d e r i v a t i v e s must 
be a s e t of p r o b a b i l i t y zero . 
Doob's I n t e r p r e t a t i o n of the Langevin Equation 
Phys i ca l l y , a sample path of a purely random process is a chain 
of impulsive fo rces . When a d e t e r m i n i s t i c problem involving impulsive 
forces i s cons idered , i t is convenient to use a momentum equat ion r a t h e r 
than a force equat ion so tha t the change in a c c e l e r a t i o n ac ross an 
impulse does not have to be considered. Doob employed t h i s technique in 
h i s i n t e r p r e t a t i o n of the Langevin equat ion . He proposed the fol lowing 
i n t e r p r e t a t i o n [4, p. 272]: the concept of Langevin means t h a t the 
i n t e g r a l equat ion 
J f ( t )dX--( t ) + 3 J f ( t ) Xgj(t) dt + U)Q J £(t) X£j(t) dt = 
to to to 
= j f ( t ) d B ^ (t) (2B) 
to 
holds with probability one whenever f(t) has a bounded derivative on 
the interval [t t ]. The integrals in equation (2B) will be given a 
0" 1 
precise mathematical meaning in the following discussion. Then after 
several results are obtained the manner in which Doob's approach relates 
to the physical problem being considered here is discussed. 
The Process {B} 
The process { B } takes over the role of the input to the system; 
however, its relationship to the purely random process is not direct. 
The process {fi} is a regular, separable, temporally homogeneous 
differential process [29, ch. VIII]. (In the present work it will be 
referred to as a differential process.) It is defined by two properties 
(a) If -co < t < t <. . .< t < co, then the random variables 
(t2) - B(tl),...,B(t ) - B(tk_1) 
4 
are mutual ly independent. 
(b) The d i s t r i b u t i o n function for the d i f fe rence 
(s + T) - B(s) is independent of s . 
D i f f e r e n t i a l processes may be divided in to two c l a s s e s according 
4B. The random v a r i a b l e B(t) i s not def ined, and i t i s not needed 
in t h i s d i s cus s ion . Only d i f fe rences of the form B(t) - B(s) 
are considered. Doob [ 3 1 , pp. 128-131] shows tha t a s t o c h a s t i c 
process may be defined in terms of the d i f f e r e n c e s . Thus, i t 
i s poss ib l e to speak of a ~fV ^ measure for t h i s p rocess . 
to the expec ta t ion 




(a) processes for which o~ ( T ) = ^ 
2 
(b) processes for which a ( T ) < co 
2 
If a ( T ) < co, then E[B(s + T) - B(s)] e x i s t s and is a l so l e s s 
than i n f i n i t y . This expec ta t ion is a measure of b ias for the d i f f e r e n -
t i a l p roces s . In t h i s appendix i t i s taken to be ze ro . (There i s no 
reason for b i a s ing the input .] Then the funct ion <j (T ) must s a t i s f y 
the equat ion 
O2(T + ?,) = a2(T) + a2(T)) (3B) 
This is true because 
a (T + Tl) = E (B(s + T + T|) - B(s))
21 
E["(B(s + T + Tl) ~ B(s + T) + B(s + T) - B(s))
2l 
E (B(s + T + Tl) - B(s + T) 
2l 
+E (B(s + T) - B(s)) 
2-1 
{B( + 2 E B s + T + Tl) - B(s + T) E B(s + T) - B(s) 
a2 (71) + CJ2 (T) 
The so lu t ion to equat ion (3B) is 
2 2 
CT (T) = a T 
2 
where a i s a cons t an t , 
Thus the two a l t e r n a t i v e s are 
(a) CT (T ) = 
2 2 
(b) a ( T ) = a T 
In e i t h e r case , if f ( t ) has a bounded d e r i v a t i v e on the c losed 
i n t e r v a l [ t t J , - ra < t < t < m, the i n t e g r a l 
I f(t) dB^t) 
CT) 
exists in the R-S sence for all sample functions except an excep-
tional set of probability zero [23, pp. 131-138]. This is true even 
though the set of sample functions of a differential process that are 
not of bounded-variation is a set of probability one. 
5B. R-S sense means that the usual Riemann-Stieltjes sums for the 
integral converge. 
The Solut ion to Doob's I n t e g r a l Equation 
Using only i n t e g r a t i o n by p a r t s and a l g e b r a i c manipula t ion , i t i s 
pos s ib l e to ob ta in a so lu t ion to equat ion (19B). I t i s 
a^'h* - y" x2 t ) x - (o) 
— ^ 7 - I + X 1 \ 2 ( e "
X 2 t - e'h1) X ~ (0) 
CO \ 1 - x 2 




( e " X 2 t - e " ^ ) X ^ y ( 0 ) 
x^(t) = r J — ( + (x^"l2t- \yXlt) Lcov~ - x 1 - \ 2 UJ 
+ f ( e ^ 2 ( t - T ) . e ^ ^ d B rT) 
(5B) 
2 
where \ x = § + i ^ , ^ = f " i-U)y and U)^ = U ) Q
2 - | - = ( i = / - I ) 
6B 
Impl ica t ions of the Solut ion 
Equations (4B) and (5B) i l l u s t r a t e the fac t t h a t the response 
6B. Only the under-damped o s c i l l a t o r i s cons idered . The over-
damped and the c r i t i c a l l y damped may be handled in a s im i l a r 
manner. 
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should be a vec to r Markov process in a p o s i t i o n - v e l o c i t y space. The se t 
of sample funct ions of the process JBV- for which these equat ions hold 
is a se t of p r o b a b i l i t y one. Therefore, the se t of sample funct ions of 
the form (X -^ ( t ) , X r*i ( t ) ) in the response process for which 
equat ions (4B) and (5B) hold must be a se t of p r o b a b i l i t y one. Thus 
the random vec tor (X( t ) , X( t ) ) only depends on the random vec to r 
t 
(X(0),X(0)) and the i n t e g r a l P e_ 5 v l , 2 <^t"T-)dB(t) . Wri t ing the i n t e g r a l 
as the l i m i t of Riemann-St ie l t i es sums, the d i f f e rences B ( t . ) - B ( t . ) 
i J 
used in these sums are independent of any time before t = 0. Thus, the 
random vector (X(t), X(t)) should be dependent only on (X(0),X(0)) 
and not on (X(t ), X(t )) for t < 0. The choice of t = 0 was 
arbitrary. Equations (4B) and (5B) could be rewritten in terms of 
any initial time t and this argument would still apply. 
The integrals in the equation (4B) and (5B) can be written as 
t ( X e - M ^ ) . X 2e^2(t-T) ) d B^ ( T ) 
t 1 r /, 2 = - x i ( t - r ) . ,
 2 „ - x ? ( t - r ) (X1-X2)lBw(t) - B (0) j- J (^VXl^ T^ x^e-x2^-r)) (gB) 
W o 
* B(T) - B(0)dT 
and 
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J ( e - M ^ - e-V^)) , 
CO 
• t<h^l{t-T)- ^e"X2(t"T)> [ V T ) - V ° > dT 
(7B) 
respectively. The integrals imply for the sample functions ( x 7^ (t) 5 
X r*r (t)) of the response corresponding to the samples B, » ( t) of the 
di f ferent ia l process that 
(a) Xf-. (t) and X-»- (t) are continuous if B. , ( t) is K CO U) Lu 
continuous. 
(b) Xr*r(t) is dif ferentiable if B> • (t) is dif ferent iable . 
The Fokker-Planck Equations 
Let p (y ,y , s /x ,x , r ) be the conditional probabili ty density 
function for the random vector (X(s),X(s)), given that the random 
vector (X(r),X(r)) = (x,x) , for a l l times r and s where r < s. 
The Markov property, which is discussed in the previous section, implies 
that th is density sa t i s f i es a Chapman-Kolmogorov equation. I t is 
P ( z , z , t / x , x , r ) = J* J p ( z , z , t / y , y , s ) p (y ,y , s /x ,x , r ) dydy (8B) 
where r < s < t . 
A special form of conditional moment may be considered. It is 
00 
( x , x , r ) = l im — J* J ( y - x ) m ( y - x ) n p ( y , y , s / x , x , r ) d y d y 
, n s - r 
i - en 
= lim 
+ s - r 
E [ ( X ( s ) - X ( r ) ) m ( X ( s ) - X ( r ) ) n X(r) = x l X(r) = x j 
Equations (4B) and (5B) can be used to c a l c u l a t e these moments. If 
a ( t ) were i n f i n i t e , then equat ion (4B) and (6B) i n d i c a t e t ha t some of 
the A ( x , x , r ) would a lso be i n f i n i t e . Thus, i t i s assumed tha t m/r 
Q- ( t ) < co. Then the c a l c u l a t i o n s for An . , ( x , x , r ) , A7 n ( x , x , r ) , 
0 ,1 
k1 1 ( x , x , r ) , AQ 2 ( x , x , r ) and A2 ( x , x , r ) are 
1,0 
6B 
AQ 1 ( x , x , r ) = lim - E 
s _ 0 + 
X(s) - X(r) X ( 0 ) = x 
X ( 0 ) = *_, 
= l im 
s -» 0 + 
/ e ^ - e 
+ 
(Xxe ^ - x2e
 /Vi )-(Xl-\2) 
( X 1 - X 2 )
s x + 
( X r X 2 ) s J 
<Xe n 
( X r X 2 ) s 
X - , ( S - T ) , -x-, ( s - T ) \ 9 e H ^ " ) E B(T)-B(0) ldT 
6B. The parameter r is se t equal to zero in these c a l c u l a t i o n s ; 
so tha t the form of (4B) and (5B) is not unneces sa r i l y 
complicated. For r 4 0 the c a l c u l a t i o n can be reduced to the 
express ions t ha t appear here and i d e n t i c a l r e s u l t s a r e obta ined 
e - ^
S - e ^ l
S 
= l im 
s _ 0+ I < W s 
X + 
[ X ^ e " ^ 3 - ! ) x 2 ( e
X 2 S - l ) 
( X x - X 2 ) s (X 1 "X 2 ) s 
A Q ( x , x , r ) = l i m + ^ E ^ X ( s ) -X(0) 
s —» U 
X(0) = xj 
X(0) = xj 
X ^ e ^ 1 ' - ! ) - X 2 ( e ~
X 2 S - D 
( X 1 - X 2 ) s 
x + 
-f 
X2XX ( e "
X 2 s - e '
X l S ) 
(X 1 "X 2 ) s * + 
l im 
s - 0 
+ (rV)s 1 C^W^- X ^ ^ ) E[B(t) 
1 T 0 L 
+• 
X l " X 2 
( X 1 " X 2 ) s 
EJ~B(t) - B(0)1 
(Xj+ X2) x - X 1 \ 2 x 
The q u a n t i t i e s Xi + X2
 a n d X - , X 2
 a r e 
> + } = -̂  + i CJ + - - i CJ ^ 1 * 2 2 ^ 1 2 ^ 1 
and 2 
2 , . 2 XXA2= ( f + i w , ) <f- i a y = f-+ u^  = OJ0 
Thus 
\ Q(x,x,r) = - p;x - U)Q x 
A.-, (x,x,r) = lim - E 
11 s _ 0+ b 







.^(e^l 3- e"^s) 
(x 1 -x 2 )
 s 
(Xx-X2) s ̂  ^1 
2„-XI(S-T) , 2^-X?(s-T) 
2 
- I" (xre ^ a " , J - X o V ^ 2 ^ - ^ ) ( B ( T ) _ B(0)) dT 
im E 
~0 + 
-Xns -Xis e 2 - e l 
(xrx2) 
x + 
. -XoS -\1SN . N 
( xi e ~^2e > " (X1~X2
) 
(x 1 -x 2 ) 
+ -
(xrx2) £ "i 
J (X e^l(
s-T)-X e^2
(s-T))(B(T)- B(0)) dT 
= 0 
A 0 j 2 ( x , x , r ) = l im + ± E [ ( X ( S ) - X ( 0 ) )
2 j | ^ ~ * 
s —» 0 
l im - E 
X2
S _ p X i
s Xos , ^ " X T S 
'1 
(Xxe
 A2 - j ^ e A l ) - (X1"X2) 
X + : ; X + 
(xrx2) ^ l " ^ 2 ) 
{ a r A 2 } o l l 
dT 
J 
A ( x , x , r ) = l im i E [ ( X ( s ) - X ( 0 ) )
2 ? g I * 
s -* 0 - I v 
l im — E 
+ s 
-» 0 
,-Xia. f X , ( e A i " - D - X 2 ( e "
X 2 s _ l ) ^ ( e - z ~ _ e - 1 " ) 
(x 1 -x 2 ) x + 
• 2 / v l 
,-x2s  -xi 
(x1-x2) 
x + 
+ ' ( X ^ e ^ l ^ - ^ - ^ V ^ C ^ T ) ) ^ ^ ^ ^ ^ ^ x r x 2 o 
+ B(s) - B(0) 
l im 
s _> 0 
( B ( s ) - B(0 ) ) 
+ 
2 s 2 
= l im n — = a 
„+ s 
s _» 0 
In order to ca lcu la te the A (x ,x , r ) ' s for m + n > 3 an addi t iona l 
m, n — 
assumption is required. I t is that the response must be continuous in 
ve loc i ty with probabi l i ty one ( i . e . , the set of sample paths discontinuous 
in ve loc i ty or displacement must have probabi l i ty zero) . Thus, if the 
d i f f e r e n t i a l process is to be a meaningful input, i t s set of discontinuous 
sample paths must have probabi l i ty zero. LeVy has shown [32, pp. 166-167] 
the the only separable d i f f e r en t i a l process for which the set of 
continuous sample paths has / r-oi -measure one is the d i f f e r e n t i a l 
t B ; 
process for which the difference B(t + s) - B(s) has a Gaussian 
2 , . s 7B ,. . , . r ._ , x „ n-d i s t r i b u t i o n and CT ( t ) < °=. In th i s case E (B(s)-B(O)) i s 
E [(B(s) - B(0))n] = 
0, n = 1 ,3 ,5 , . . . 
n! n n/2 , , „ 
7 cr t n = 2 , 4 , 6 , . . . 
2 n / 2( f ) ! 
7B. In many discussions of Fokker-Planck equations the Lind^ber; 
condit ion, which is 
l i m J J P ( y 5 y 3
s / X ^ . L " ) dydy = 0 
s ~* r + , , • • \ i 
| ( y - x , y - x ) | > 6 
\[~2 2 
where ] (a ,b) | = Va + b and 5 > 0 is used to show that the 
&m,n(x>x>r) vanisn for m + n > 3. D. Ray has shown that the 
Linddberg condition and a condition on the smoothness of p ( y , y , s / 
x , x , r ) imply cont inui ty of the sample paths with p robab i l i ty one 
[21, p. 475]. Thus, the Linddberg condition implies that the 
process ^B^- must be a Gaussian d i f f e r e n t i a l process with 
CT(t) < co. Equations (4B) and (5B) may be used to show that if 
jB X Is a Gaussian d i f f e r e n t i a l process then the Lind^berg 
condition is s a t i s f i e d . Therefore, the Lindeberg condition and 
the assumption of sample path cont inui ty that is used here are 
equivalent . 
This formula and 4B and 5B may be used to show t h a t A ( x . x . r ) = 
m,n 
0,m + n > 3 . 
I f p ( y , y , s / x , x , r ) i s assumed to be t w i c e d i f f e r e n t i a b l e in y , y , 
x , and x and s i n c e A ( x , x , r ) , A ( x , x , r ) , and A ( x , x , r ) a r e 
( J j l J- j U • ' - ) • ' -
dif ferentiable functions and A„ „(x,x,r) and A., _(x.x,r) are twice 
0 , 2 v ' ' ' z,CP ' ' 
d i f f e r e n t i a b l e f u n c t i o n s in x and x , t h e Chapman-Kolmogorov e q u a t i o n , 
e q u a t i o n ( 8 B ) , may be used to d e r i v e forward and backward F o k k e r - P l a n c k 
e q u a t i o n s which p ( y , y , s / x , x , r ) must s a t i s f y [7, X . 4 , X . 5 , and X.6] 
and [28 , s e c . 1 0 . 3 - 2 ] . The backward e q u a t i o n i s 
r ^ ir, 
| — + L2 j p(y>y>
s / x > x > r ) = o (9B) 
The fo rward e q u a t i o n i s 
fc - L 2 } p(y>y>
s / x > x > r ) = o 
Here L„ i s t h e o p e r a t o r 
z. 
( A i , o ( x - x ' r ) s i + A o , i ( x ' x ' r ) &T + A i , i ( x ' x ' r ) iXAX - + 
^ = < 
1 d 2 1 d 2 
+ 2 A < x , x , r ) - j + - A ( x , x , r ) — 
Sx dx 
and 1_ i s t h e o p e r a t o r 
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• ^ ( A 1 0 ( y , y , s ) 0 - f- ( A 0 j l ( y , y , s ) •) + ^ (A ( y . y . O •) + 
^ 
+ -2 ^ ( A 2 0 ( y , y , s ) .) + f - ^ ^
An 9 (y 5 y 3
s ) •) 
\ by dy 
A Solut ion to the Fokker-Planck Equations 
A s o l u t i o n for p ( y , y , s / x , x , r ) may be obta ined from equat ions 
(9B) and (10B). To seek t h i s so lu t i on an i n i t i a l cond i t ion i s imposed 
°n p ( y , y , s / x , x , r ) . I t is 
lim p ( y , y , s / x , x , r ) = 6(y" x ) 6(y-x) 
.+ 
(11B) 
where S(y-x) is the Dirac delta function; so that, (11B) means 
s -> r 
l i m
 + JJ p ( y > y >
s / x > x > r ) d y d y = 1 
| (y-x ,y-x) | < g 
for any e > 0. The connect ion between t h i s cond i t ion and the Lind^berg 
cond i t ion is obvious. From Ray's work (footnote 7B), equat ion (11B) 
could be considered to be a r e s u l t of sample path c o n t i n u i t y . Also , a 
boundary condi t ion i s imposed. The boundary cond i t ion on equat ion (9B) 
i s 
lim p ( y , y , s / x , x , r ) = 0 
| ( X , X ) [ -» co 
(12B) 
The boundary condi t ion for equat ion (10B) is 
lim 
l(y,y)|-
p ( y , y , s / x , x , r ) = 0 (13B) 
Equation (13B) expresses the fac t t ha t the p r o b a b i l i t y of s t a r t i n g from 
a f i n i t e value (x,x) and reaching i n f i n i t y in a f i n i t e amount of time 
is remote. On the o the r hand, equat ion (14B) expresses the fac t t ha t 
the p r o b a b i l i t y of s t a r t i n g i n f i n i t e l y far away from (x,x) = (0,0) 
and reaching a f i n i t e v?lue in a f i n i t e amount of time i s remote. 
An express ion for p ( y , y , s / x , x , r ) which s a t i s f i e s the forward 
and backward equat ions is given by Wang and Uhlenbeck [17, p. 335] . 
I t i s 
p ( y , y , s / x , x , r ) = 
exp 
2(1-P t ) 
(y-c t) 
o\ 
P t ( y - C t ) ( y - C ) (y-C ) 
+ a t C T t . 2 
z n a t o"t v.
J--p t ; 
where 
(14B) 
t = s - r 
exp 
C t = * -W 
C t , x 
U)1 
1 u . ""' 
s in U),t exp - — 
h x » • 
( 1 cosOJ 1 t + 3/2 s inCJ t ) 
U) 
expf- - Pt i (0J 1cosCJ 1 t - P/2 s i n ^ t ) ^ e x p r I p t 
CJ 









2 1 2 2 
(CJ1 + ^ P sin OJ t + BOJ1sinCJ1tcosOJ10 
• 2 Q 
CTt = 2 ? ' 
CO' 
1 
exp -j3t (CO.. + - | 0 sin OJ t-30J1sinCJ t cosCd t) 
2 
cr e*P - 3 t sin ( J 1 t 
pt ~ , N 2 
2 a J i ° t * t 
If the limit s - r - *- °° Is taken, the function p(y ,y , s /x ,x , r ) 
becomes a function of y and y only. This function is 
p(y,y) 
>xp - LfZ 
2 
2K 2 . V 
(J o 




a n d 
23 
If the osc i l l a to r is considered to have been set into motion at time 
t = - co, this function can be viewed as the density function for the 
random vector (X(t ) , X(t )) at an arbi t rary time t in the interval 
(- oo, co) . To be consistent with the notation of the random vector 
(X(t ) , X(t )) this function will be written p(x x t ) even though 
i t is not a function of time. 
Since t is arbi t rary , i t should be noted that for p(x ,x , t ) 
0 F V 0 0 0 
to be consistent with the process j(X,X) > the following equation must 
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be s a t i s f i e d : 
CO 
P ( x r x 1 , t 1 ) = jj P ( x r x 1 5 t / x 0 , x 0 , t 0 ) P ( x 0 , i 0 , t ) d x 0 d x 0 (16B) 
- co 
That (15B) satisfies this equation is easily verified. 
From (14B) it can be seen that p(y,y,s/x,x,r) is a function of 
the time difference s - r, and from (15B) it can be seen that p(x,x,t) 
is independent of time. Thus, from the method given for the determina-
tion of the measure Tc--) i-n Appendix A, each distribution function 
will be invariant under a time shift (i.e., F(x ,x ,t;...;x x t) = 
F ( x x , t + T;...;X,,x,,t + T ) ) . This means that the response of such 
a system is a stationary process. 
The Relationship Between the Differential 
Process and the Purely Random Process 
To understand the relation between the differential process and 
the purely random process the physical interpretation of each must be 
considered. Consider equation (2B) and let f(t) = 1; integration by 
parts yields 
t „ t 
xa3 ( t ) " xaJ (0) = " e { x a j ( T ) d T - < V I xco<T>dT + W^V'^ 
Then B .(t) - B .(0) represents the impulse due to some force. If 
B. At) were differentiable (The fact that it is not has been discussed.), 
its derivative could be thought of as a sample path of a process which 
represents the force and 
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BOJ ( c ) - BOJ ( 0 ) = [ F6J ( T ) d T 
For the variables B(t ) - B(t ) and B(t ) - B(t ) to be independent 
for t < t < t F(t) and F(s) would have to be independent for 
for t ^ s. In addition to this it should be noted that 
s = E £(B(t + s) - B(t))2J 
t+s 
J F(T) F C T 1 ) dTdT 
s 
is , , r 
If the interchange of time integrations and expectation were valid, 
this would imply 
t+s t+s 
^ J I ^ 
t t 
F ( T ) F O T 1 ) ] dTdT1 
Also t h i s would mean t h a t , f o r e v e r y s > 0 and t in C-00, °°) , 
0 = E 
u-rs 
,(t + s)- B(t)J = J E[F(T)] = ° 
Thus it is reasonable to assume that E F(T) = 0 
that the representation 
These facts indicate 
96 
E F ( t ) F ( T ) ( t - T ) 
would be a p p r o p r i a t e . 
The r e l a t i o n s h i p between F ( t ) descr ibed here and the 
d e f i n i t i o n of a purely random process (footnote IB) is obvious . The 
cons tan t CT equals a. Then the purely random process desc r ibes the 
d e r i v a t i v e of the Gaussian d i f f e r e n t i a l p rocess . Of course , the se t of 
sample funct ions of the Gaussian d i f f e r e n t i a l process t ha t have 
d e r i v a t i v e s i s a se t of p r o b a b i l i t y zero . 
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APPENDIX C 
THE VELOCITY OF FIRST PASSAGES 
The p u r p o s e of t h i s a p p e n d i x i s to p rove t h e f o l l o w i n g P r o p o s i t i o n 
a b o u t f i r s t p a s s a g e t ime v e l o c i t i e s : 
P r o p o s i t i o n : Let | ( X , X ) j be a r e g u l a r , s e p a r a b l e s t o c h a s t i c 
p r o c e s s on a p o s i t i o n - v e l o c i t y s p a c e , and l e t | i be t h e r e g i o n 
I = -j ( x , x ) / - co < X ^ b , - oo < X < ca> 
Suppose t h a t the s e t of c o n t i n u o u s sample f u n c t i o n s i s a s e t of p r o b -
a b i l i t y o n e . Then t h e f u n c t i o n X ( T ( X , X ) ) , g i v e n in t h e d e f i n i t i o n t h a t 
f o l l o w s , f o r t h e v e l o c i t i e s of f i r s t p a s s a g e s from the r e g i o n I i s 
a random v a r i a b l e on t h e p r o b a b i l i t y space ()\ ( x , x ) , QJ ( x , x ) , 
f 7 ( - /x,x)) . 
1C 
Definition: X ( T ( X , X ) ) is defined by considering the following 
alternatives for the sample functions (X . . (t), X . , (t)) that have 
U) ^" ~U) 
( XOJ ( 0 ) , X O J ( 0 ) ) = ( x ' i ) : 
(a) I_f ( X ^ , ( t ) , x / j ( t ) ) i s n o t c o n t i n u o u s on e v e r y f i n i t e 
i n t e r v a l [ 0 , t ] , 
1C. Since the set of continuous sample functions is a set of 
probability ones, X ( T ( X , X ) ) need not be defined meaningfully 
outside this set. 
then X ( T ( X , X ) ) i s se t equal to zero . 
(b) _If_ (X. , ( t ) , X >(t)) i s continuous on every f i n i t e i n t e r v a l 
l~0,t ] but the l eve l b is never reached, X. , ( T ( x ,x ) ) is s e t equal 
UJ (jj 
to zero. 
(c) _If_ (X. ,(t), X .(t)) is continuous on every finite interval 
[0,t ] and T ,(x,x) = t" < oo, then X, , (T ( X , X ) ) is set equal to 
LA/ vAy (' i \ 
X ( t * ) . 
Proof of the Propos i t ion About X ( T ( X , X ) ) 
What must be shown is tha t the se t < (jj /X. .(T ( X , X ) ) < z I i s 
a member of the cr-algebra a ( x , x ) . There a re th ree cases to be 
considered: 
( i ) (z < 0 ) : If (X . ( t ) , X v ( t ) ) is continuous on every 
f i n i t e i n t e r v a l [ 0 , t ] , i t i s impossible to have a f i r s t passage of the 
l eve l b wi th a negat ive v e l o c i t y . Therefore , the se t 
| UJ / X ( . ) (T ) ( x > x ) ) £ 2I is the empty s e t , and hence, i t i s in 
a ( x , x ) . 
( i i ) (z = 0 ) : E i the r (X, , ( t ) , X, , ( t ) ) is d i s c o n t i 
0J ^ ' AC0 inuous m 
the i n t e r v a l [0,co], X,JT (x ,x) ) = 0, or a f i r s t passage never 
occurs and T . . (x ,x) = 00. 
(a) The se t of sample functions t h a t a r e cont inuous on the 
i n t e r v a l [0,00) is in a ( x , x ) . Therefore , the s e t of 
sample functions t ha t a re not continuous i s in # ( x , x ) . 
(b) The se t of 6J po in t s for which T , (x ,x) = 00 i s in 
<2(x,x) because T ( X , X ) i s a random v a r i a b l e . 
(c) Let A be the union of the s e t s d i scussed in (a) and 
(b) above. The complement of A, denoted A , is the set of 
functions that start at (x,x)3 are continuous over the 
interval [0,°°), and have first passage times less than 
infinity. The set of continuous sample functions which 
c 
have first passages with zero velocity is a subset of A . 
It may be written as 
AC \U) X ^ (T ( 
U m>l n 
L n>m K, 
n&{" X W (n> * b 
n < u reR 
j , n 
n < u r i e R 
j , n 
U) 
CO 
b < X ^ ( r ) | ) 
n CO n ' 
where R is the se t of r a t i o n a l s in 111 1 n ' n 
(The idea here i s to use c o n t i n u i t y to express the 
behavior of the sample funct ions a t a r b i t r a r y va lues of 
time in terms of t h e i r behavior a t r a t i o n a l va lues of 
t ime.) 
To see that the set relation is true a sample function 
which has a first passage at time t may be considered. 
For each n there is a j such that t e (^-^, -*-] . 
n nJ 
Suppose X(t ) is equal to zero. By the definition 
of a first passage there is a t e (t , -*-] such that 
X(t) > b. Thus continuity implies the existence of a 
rational r e (t , ̂ J such that X(r) > b. Because 
X(t ) = 0, continuity implies the existence of a rational 
1 • rj-i I 
r m ' J J-n n 
such that - — < X(r ) < —. 
n n 
Suppose X(t ) is not ze ro . Then there i s an n 
such tha t n < X(t) for every t g r"^'-> • 
Each of the s e t s in ( a ) , (b) , and (c) above is in a ( x , x ) . Thus, t h e i r 
union i s in QJ ( x , x ) . 
( i i i ) (z > 0 ) : Since j ( j j x (T ( x ,x ) ) £ o j i s in a (x,x) 
from ( i i ) a l l t h a t remains to be shown is t ha t \(jj 0 < X, .(T (x ,x ) )< Z\ 
i s in a ( x , x ) . The argument used in ( i i ) , p a r t ( c ) , may be used to show 
tha t A° | ( j 0 < X ^ ( T (x,x)) £ z t i s in a (x ,x) simply by rep lac ing 
CO - ^ < X ( r ) , 4 by {GO)" ^ < X ( r ) * Z + I 
Then !CO 1-0 < X, »(T (x ,x) ) s zj- i s the i n t e r s e c t i o n of 
A° JCO 0 <. X ^ C T ^ C X . X ) ) £ z | with the complement of J C J O / X ^ C T ( x , x ) ) 
£ o i . Hence i t i s in Q, ( x > x ) - This concludes the proof. 
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APPENDIX D 
A DISCUSSION OF J . R. RICE'S ANALYSIS 
OF THE FIRST PASSAGE PROBLEM 
The pu rpose of t h i s a p p e n d i x i s to d e r i v e t h e b a s i c e q u a t i o n of 
J . R. R i c e ' s a n a l y s i s of t he f i r s t p a s s a g e problem [ 1 5 , p . 25 , eq . 1112 
from the i n t e g r a l e q u a t i o n 
t 00 
N + ( t / x , x , 0 ) = f p ( x , x , t ) + J J* N + ( t / b , y , 7 ] ) g W y / T l ) f p (x ,x ,7])dydT| (ID) 
1 I 0 0 i I l \ 
and the a s s u m p t i o n t h a t t he c o n d i t i o n a l d e n s i t y gT_,(y/T|) t a k e s the 
l\ 
R 
form g „ (y/Tl) , 
J- I N 
Accounts of J . R. R i c e ' s work a p p e a r in [15] and [ 3 3 ] . T h e r e f o r e , o n l y 
a s h o r t summary of h i s r e s e a r c h i s g i v e n h e r e . The prob lem which Rice 
c o n s i d e r e d may be s t a t e d a s f o l l o w s : c o n s i d e r t he sample p a t h s t h a t 
s t a r t from an i n i t i a l randomly l o c a t e d p o i n t (X,X) t h a t i s d i s t r i b u t e d 
in 1 ( t h e h a l f p l a n e below x = b) a c c o r d i n g to t he f i r s t o r d e r 
d e n s i t y f u n c t i o n p ( x , x ) . F ind t he p r o b a b i l i t y d e n s i t y f u n c t i o n f o r the 
random v a r i a b l e fo r the f i r s t p a s s a g e from 1 . 
Let f p ( t ) d e n o t e t he above f i r s t p a s s a g e d e n s i t y . Rice 
I 
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proposed a two step numerical procedure for finding f^(t). First he 
*l 
derived a relation between f n(t) and the first recurrence time 
^ I 
density function rp(t) which he defined as follows: given the occur-
rence of a negative crossing, crossing with negative slope, at time zero, 
r T-^t) is the probability density for the random variable for the first 
^ I 
positive crossing, crossing with positive slope, of b after zero. His 
relation is 
f p(t) = N J* rp(T) dT (2D) 
where 
0 
N = -J y p(b,y) dy 
He expressed r-p(t) in a S. 0. Rice exclusion series. Thus 
r 





, t t 
+ TT J J P+ + + , ( r , s , t / 0 ) drds + . . 
• 0 0 T > T ' T / 
where p + . ( t / 0 ) , p + + / _ ( s , t / 0 ) , p + + + . _ ( r , s , t / 0 ) , e t c . a re defined as 
fol lows: 
(a) p , ( t / 0 ) dt i s the p r o b a b i l i t y of having a p o s i t i v e 
c ross ing in the i n t e r v a l ( t , t + dt] , given a negat ive c ross ing a t zero 
(b) p . ( s , t / 0 ) d s d t i s t he p r o b a b i l i t y of h a v i n g p o s i t i v e 
c r o s s i n g s in the i n t e r v a l s ( s , s + ds] and ( t , t + d t ] , g iven a 
n e g a t i v e c r o s s i n g a t z e r o . 
(c) p . ( r , s , t / 0 ) d r d s d t i s t h e p r o b a b i l i t y of h a v i n g 
p o s i t i v e c r o s s i n g s in t he i n t e r v a l s ( r , r + d r j , ( s , s + ds] , and 
( t , t + d t ] , g i v e n a n e g a t i v e c r o s s i n g a t z e r o . 
Rice made t h e a s s u m p t i o n t h a t t he p r o b a b i l i t y of o c c u r r e n c e of a 
p o s i t i v e c r o s s i n g in an i n t e r v a l ( t , t + d t j depends o n l y on t h e 
c l o s e s t g iven p r i o r c r o s s i n g . From c o n d i t i o n a l p r o b a b i l i t y , the 
f o l l o w i n g r e s u l t may be o b t a i n e d : 
P + j + / _ ( s , t / 0 ) = P + / . ) + ( t / 0 , s ) P + / _ ( s / 0 ) 
P + 3 + 5 + / „ (
r > s > t / 0 ) = P + / _ 5 + ) + ( t / 0 , r , s ) p + / ( s / 0 , r ) P + / _ ( s / 0 ) 
Under R i c e ' s a s s u m p t i o n t h e s e f u n c t i o n s s i m p l i f y to 
P + j + / _ ( s , t , 0 ) = p + / + ( t / s ) P + / _ ( s / 0 ) 
P + j + ) + / _ (
r . s » t / 0 ) = P+z+Ct / s ) P + / + (
s / r ) P + / _ (
r / 0 ) 
Rice used these simplifications to reduce the series to an integral 
equation. It is 
t 
p+i/.^-/0) = Tp^ + J p+/+ ( t /T1) rpCn)dTi ( 
He solved (4D) numerical ly for r p ( t ) and then used (2D) to ob ta in 
f (O 
The functions p . ( t / 0 ) and p /_, (t/fl) maY be expressed + / - +/+ i n 
terms of p(x ,x) and N ( t / b , y , T | ) . Thus 
1 0 + 
P + / . ( t / 0 ) = — J N ( t / b , y , 0 ) | y | p (b,y)dy 
+ / • 
N 
P+Z+Ct/1!) = - T J N+(t/b,y,T]) y P(b,y) dy 
• p 
S t a r t i n g from equation (ID), s u b s t i t u t i n g gp(y / f ] ) f ° r g n ( y / ] l ) , 
l e t t i n g x be nega t ive , taking the l i m i t as x tends to b from 
x. n lt, , . T ^ . , , |x | p(b ,x) , . 
below, multiplying both sides by -^ *-, and integrating on 
N~ 
from minus infinity to zero results in the following equation: 
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— j N ( t / b , x , 0 ) | x | p ( b , x ) dx 
N - c o 
^ 3 J l im f n ( x , x , t ) | x ( p ( b , x ) dx + (3D) 
N -c» x->"b" 
0 
I 
0 L 0 J N -oo x--»-b A | 
11 °° 1 
+ J J N ( t / b , y , n ) y p ( b , y ) d y l — J l im f p (x,x,T,) [x | p(b,x)dxd< 
From c o n d i t i o n a l p r o b a b i l i t y t he i n t e g r a l 
0 
1 SIT, f 
"p 
N - c o x —*-b ± i 
~ j l im f ( x , x , t ) Ix I p ( b , x ) d x 
i s r p ( t ) . Thus , c o n s i d e r i n g t he e x p r e s s i o n s f o r p . (t/ifj) and 
p , ( t / 0 ) , e q u a t i o n (5D) may be w r i t t e n 
P + / _ ( t / 0 ) = r p ( t ) + J P + / +(t/T]) rjp(T])dT] 
which i s J . R. R ices r e s u l t 
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