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We investigate the usefulness of density functional theory~DFT! for calculating excited state
potential energy surfaces. In the DFT calculations, the generalized gradient approximation~GGA!
is used. As a test case, the photodissociation of H2O through the first excitedÃ
1B1 state was
considered. Two-dimensional potential energy surfaces were obtained for both theX̃ 1A1 ground
state and the first excited state. Wave packet calculations employing these surfaces were used to
obtain both the absorption spectrum and partial photodissociation cross sections, which are resolved
with respect to the final vibrational state of the OH fragment. Comparisons are made with a
previously calculated high levelab initio potential energy surface, with dynamics calculations using
that surface, and with experiment. The vertical excitation energy for the (X̃ 1A1→Ã 1B1) transition
calculated using DFT is in good agreement with the previousab initio calculations. The absorption
spectrum and the partial cross sections obtained with the DFT treatment are in good agreement with


















































Density functional theory~DFT! has proven itself a pow-
erful tool for calculations of molecular ground stat
energies.1,2 The Hohenberg–Kohn theorem3 stipulates that
the ground state energy of an interacting many particle s
tem with a given fixed interparticle interaction and a loc
one-particle potential is uniquely determined by its~diago-
nal! ground state density, and that there exists a well-defin
density functional for the energy that attains a minimum f
the exact ground state density. The theorem does not in it
provide the tools to carry out the required energy minimiz
tion and the successes to date testify to the accuracy of
proximate exchange-correlation energy functionals that h
been formulated, in particular the new generation of s
called generalized gradient approximations~GGAs!.4,5 Evi-
dence is accumulating that ground state potential ene
curves can be described quite accurately with the curr
GGA functionals, even when transition state barriers in
reaction path are involved.6 We are dealing here with situa
tions where considerable configuration mixing would occ
in a wavefunction treatment, and it is gratifying that the on
determinantal Kohn–Sham treatment leads to good resu
~Of course the Kohn–Sham determinant is not a good
proximation at all to the wave function in these cases.!
While DFT performs quite well in calculations of mo
lecular ground states, the situation is much less clear-cut
excited state energies. Gross and co-workers7 have formu-
lated a density functional theory for excited states. Howev
the functionals that are defined are not known, in particu
not the dependence on the ensemble weights that play a
in the theory. Applying just the existing functionals leads
rather poor agreement with experiment.8
Until now, the method used most widely in excited sta
calculations on molecules has been the one introduced o






















conditions on which ther1/3 local density approximation
~LDA ! for the exchange potential is based are not alwa
fulfilled, for instance in states~and in the average-of-
configuration! in which the pair-correlation factor is off-
diagonal in the spin. Since one-determinantal states do
present problems in this respect, they suggested to rest
the use of the LDA to one-determinantal states. Since non
cal GGA corrections are added to the LDA, it may be pre
erable to apply the same restriction when using GGAs.
one-determinantal state that is used may either be a p
multiplet component or an appropriate linear combination
states belonging to different multiplets~i.e., having different
symmetries!. Multiplet splittings can then usually be re-
solved by solving a small set of linear equations. If the e
cited state being calculated is the lowest state of a giv
symmetry and symmetry permits its description by a sing
determinant, the method obviously is equivalent to applyin
a Kohn–Sham treatment to this state. In this case there is
theoretical justification that the Hohenberg–Kohn theorem
can be shown to hold for the first excited state of a give
symmetry.10 A single-determinantal treatment of such state
may be considered to have the same status as the Koh
Sham treatment of ground state densities. The method
Ziegler et al.9 has been shown to lead to quite good excit
tion energies and multiplet splittings for many molecules.9,11
It has been applied to multiplet splittings in atoms by vo
Barth,10 Lannoo, Baraff, and Schlu¨ter6 and Wood.12
An extension of the application of the method of Ziegle
et al.9 to the calculation of potential energy surfaces is o
interest for two reasons. First, it would be extremely usef
to validate the Kohn–Sham treatment for excited state pote
tial energy surfaces, in view of the possible application
photochemistry and photophysics of large systems posse
ng a high degree of symmetry@e.g., organometallic system
such as Ru~bipyridine!3
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Downloit may well be possible to obtain accurate potential ene
surfaces for excited states relevant to the photodissociat
especially in geometries representative of bond break
situations in which all or part of the symmetry of the syste
is conserved. Second, details of excited state potential en
surfaces of small systems in the gas phase are more rea
amenable to experimental investigation than the ground s
surfaces that play a role in reactions in solution. A study
an excited state surface, including the short distance re
sive parts, possible barriers or saddle points, and the l
range dissociation region, therefore also has relevance
applications to ground state surfaces and reactivity.
As a test case, we consider the potential energy surf
of the water molecule in its first excitedÃ 1B1 state. On this
surface, dissociation proceeds in a direct fashion upon e
tation from the electronic~X̃ 1A1! ground state with UV light
at 165 nm. The electronic ground and first excited state are
different symmetry also underCs ~for dissociating geom-
etries!, so that a DFT treatment is justified. The photodiss
ciation of H2O through its first excited state is a benchma
problem for which many experiments are available;13–18 for
a recent review see Ref. 19. For theÃ 1B1 state, an accurate
ab initio ~CEPA-SD! potential energy surface~PES! is avail-
able from the calculations by Staemmler and Palma,20 thus
allowing a direct comparison of our DFT results for this sta
with high levelab initio calculations. In addition, the fit of
Engelet al.21 of the excited state PES has been used in n
merous dynamical studies of the photodissociation.17,18,21–28
With little if any exceptions, theab initio calculations repro-
duce the experimental data on a quantitative level.19
As a further test of the DFT treatment, we will also sho
results of wave packet calculations using the excited st
DFT potential energy surface, comparing both directly w
experiment and with wave packet results22 of dynamics cal-
culations performed on the CEPA surface.20 More precisely,
we calculate both the absorption spectrum and partial cr
sections for photodissociation which are resolved with
spect to the vibrational state of the OH~X 2P! fragment. The
calculations are performed in a two-dimensional~2D! treat-
ment, where we freeze the bending angle at its ground s
equilibrium value, also using the light–heavy–light~LHL !
approximation. Previous calculations have shown these
proximations to work well both for calculating the absorp
tion spectrum22 and for calculating vibrational partial cros
sections.29 The dynamics calculations are done within a ‘‘fu
DFT treatment,’’ in that the electronic ground (X̃ 1A1) state
PES~used to generate the initial vibrational state! was also
taken from DFT calculations. In this sense our calculatio
present a more severe test of the electronic structure me
used than the previous dynamics calculations, which e
ployed an empirical surface for the ground state.
II. METHOD
A. Density functional calculations
The calculations reported in this paper are based on
Amsterdam Density Functional program package,30 charac-
terized by an accurate three-dimensional numerical integ





























and a density fitting procedure to obtain accurate Coulom
potentials. The exchange-correlation functionals contain no
local corrections to the local-density approximation~LDA !.
For the latter, the parametrization of Vosko, Wilk, and
Nusair32 has been used, for the former the generalized gra
dient approximation for exchange by Becke4 and for corre-
lation by Perdew5 have been used.
Both the oxygen and hydrogen atoms were described b
an uncontracted triple-z STO ~Slater-type orbital! basis set
augmented by one 2p polarization function on H, and one
3d and one 4f polarization function on O. The two 1s elec-
trons of the oxygen atom have been assigned to the core a
have been treated by the frozen-core approximation.30All the
parameters describing the basis set are reported in Table I.
order to fit the molecular density, a set of auxiliarys, p, d, f ,
andg STO functions centered on all nuclei are used.
For the subsequent dynamics calculations, we need p
tential energy surfaces for both the ground1A1 state and the
first excited1B1 state of water molecule. The electronic con-













One cannot simply obtain the energy of the open-shell sin
glet state from the...(1b1a)(4a1b) determinant, since this is
a mixture of singlet and triplet states. We therefore first ob
tain the self-consistent field~SCF! orbitals of the excited
state by performing a spin-restricted SCF calculation on th
excited state configuration. Next the GGA energies of single
determinantal states are calculated from the spin densiti
and total densities resulting from occupying these orbital
with electrons of appropriate spin. In the present case on
the determinants...(1b1a)(4a1b) and...(1b1a)(4a1a) are
needed. It is of course possible to perform separate optim
zations on the orbitals of these determinants, but in that ca
the triplet described by (1b1a)(4a1a) does not strictly cor-
respond to the triplet contained in...(1b1a)(4a1b), since the
orbitals in the two determinants are different. For this reaso
no further optimizations are performed, and we use one an
the same set of ‘‘average-of-configuration’’ orbitals to obtain
the energy of the 13B1 state and of a state which is an equa
mixture of the 13B1 state and theÃ
1B1 state. The energy of
the Ã 1B1 state is then obtained using subtraction.
We have generated 2D potential energy surfaces for bo
the 1A1 and
1B1 states for the dynamics calculations using a
grid of points in the range[1.3a0–4.0a0] for both the O–H
TABLE I. Exponents of the triple-z Slater-type orbital basis set and polar-
ization functions used for oxygen and hydrogen atoms.
Atom 1s 2s 2p 3d 4 f
Oxygen core 1.72 1.12 2.00 3.00
core 2.88 2.08
core 7.58 4.08
Hydrogen 0.69 1.25 2.50
0.92
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Downlobond lengths. In order to use these PESs in the dynam
calculations, we need them in an analytic form. The proc
dure used is described in the next section.
B. Analytic fits
The method we used to fit the calculated ground st
and first excited state PESs bears a close resemblance t
method used by Engelet al.21 to fit the CEPA results of
Staemmler and Palma20 for the 11B1 PES. The potential is
written as
V~r 1 ,r 2 ,ae!5V3~r 1 ,r 2!1V2~r 1 ,r 2!1Vdis, ~2.2!
whereV3 defines a three-body potential,V2 defines a sum of
two-body potentials, andVdis is the electronic dissociation
energy for dissociation into O1H1H @we useVdis510.08
eV ~Ref. 33!#. The two-body potentials have been co
structed using Morse-potentials with the same parameter
used by Engelet al. ~DOH54.621 eV, bOH52.294 Å
21,
ROH50.971 Å! and are simply written
V2~r 1 ,r 2!5VMorse~r 1 ;DOH,bOH,ROH!
1VMorse~r 2 ;DOH,bOH,ROH!. ~2.3!
Using Vdis510.08 eV and the two-body expression of E
~2.3! ensures that the PESs show a qualitatively correct
ymptotic behavior, and the actual fitting is done using t
three-body expression




3@12tanh~as2!# f sw~r 1! f sw~r 2!, ~2.4!
wherePi is a polynomial up to sixth order in the variablesr 1
and r 2 ~si5r i21.0 Å as used by Engelet al.,
21 and we use
a51.75 Å21!. The reference point for the PESs was taken
settingV(r e ,r e ,ae)50 for the A1 ground state PES. The
data points used to fitV3 only cover the range 1.3–4.0a0 for
both r 1 andr 2, and to avoid artefacts in its extrapolation it
switched off smoothly for largerr values using the function
f sw~r i !51, r i<r 02Dr ~2.5a!




2 cos~j!, r 02Dr,r i<r 01Dr ~2.5b!
f sw~r i !50, r i.r 01Dr ~2.5c!
j5
@r i2~r 02Dr !#p
2Dr
~2.5d!
using r 055 a0 andDr51 a0.
C. Dynamics
In a time dependent formalism, Fermi’s golden rule f









3^F~r 1 ,r 2 ,t50!uF~r 1 ,r 2 ,t !&dt ~2.6!












F~r 1 ,r 2 ,t50!5m~r 1 ,r 2!C i~r 1 ,r 2!. ~2.7!
In Eqs. ~2.6! and ~2.7!, n is the frequency of the exciting
radiation, andE5Ei1hn is the total energy, whereEi is the
initial energy~electronic1vibrational! of the absorbing mol-
ecule. Furthermore,C i(r 1 ,r 2) is the nuclear~vibrational!
wave function of the absorbing molecule in its ground ele
tronic state andm(r 1 ,r 2) is the transition dipole moment
function. In a wave packet calculation, the autocorrelati
function ^F(t50)uF(t)& is obtained by propagating the ini
tial wave packet given by Eq.~2.7! using the Hamiltonian for
nuclear motion appropriate to the excited electronic sta











2 1V~r 1 ,r 2 ,ae!. ~2.8!
In writing Eq. ~2.8!, the light–heavy–light ~LHL !
approximation36 has been used. Furthermore,md denotes the
reduced mass of the OH diatomic fragment, andae is the
equilibrium bond angle of H2O in its ground electronic state
Finally,V(r 1 ,r 2 ,ae) is the excited state potential energy su
face calculated as described in Sec. II A and fitted as
scribed in Sec. II B.
Partial cross sections that are resolved with respect to
final vibrational state of the diatomic fragment can be o
tained by analyzing the wave packet along a cut in coor
nate space corresponding to a large value of the scatte
coordinate.35,37The wave packetF(r 1 ,r 2 ,t) is projected on
the vibrational fragment eigenstates atr 15R` using
F~R` ,r 2 ,t !5(
v
Cv~R` ,t !fv~r 2! ~2.9!
with
Cv~R` ,t !5^fv~r 2!uF~R` ,r 2 ,t !&, ~2.10!
wherefv(r 2) is a normalized vibrational wave function fo






exp~ iEt/\!Cv~R` ,t !dt ~2.11!











In Eq. ~2.13!, ev is the total~electronic1vibrational! energy
of the diatomic fragment in its (v) state. In Eq.~2.12! the
added factor 2 takes into account that dissociation of H2O
can result in either one of two different, but undistinguis
able OH fragments.
The calculation of the photodissociation cross sectio
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DownloCi(r 1 ,r 2) associated with the electronic ground state and
energy as input@see Eqs.~2.6! and ~2.7!#. To obtain this
wave function, a variational calculation was performed usi
the Hamiltonian of Eq.~2.8!, whereV(r 1 ,r 2 ,ae) denotes the
electronic ground state potential energy surface which is c
culated as described in Sec. II A and fitted as described
Sec. II B. The method used in the variational calculation
basically that of Tennyson and Sutcliffe,38 except that as ba-
sis functions for ther 1 andr 2 coordinates we simply employ
Morse oscillator functions as described in Ref. 39. In t
variational calculation, we usedNm Morse oscillator func-
tions as basis functions for ther 1 andr 2 coordinates, and the
integration over the potential was performed usingM point
Gauss–Laguerre quadrature. For the numerical values u
for these parameters and the parameters describing the M
oscillator functions in the 3D calculations, see Table II.
In order to computeF(r 1 ,r 2 ,t) of Eq. ~2.6!, the wave
functionCi(r 1 ,r 2) as obtained variationally is calculated o
a grid and multiplied with the transition dipole moment fun
tion m(r 1 ,r 2), thus obtainingF~r 1 ,r 2 ,t50!. For the transi-
tion dipole moment functionm(r 1 ,r 2), we use the constan
valuem50.483 atomic units, which is theab initio value at
the electronic ground state equilibrium geometry.21 Due to
the fairly weak dependence of the transition dipole mome
on the nuclear coordinates in the Franck–Condon regi
using a constant transition dipole moment is a reasona
approximation.21 The grid consists ofNR3NR points in r 1
and r 2. We employ equal spacing inr 1 and r 2, the grid
points lying in the range~Rmin ,Rmax! ~see Table II for the
actual values used in the calculation!.
To propagate the wave function in time, we used t
short iterative Lanczos~SIL! integrator40 of orderNL , taking
Ns time steps of sizeDt ~see Table II!. In performing the
Hamiltonian operation on the wave function, the action
the kinetic energy operators is evaluated using the fast F
rier transform~FFT! algorithm.41After every two time steps,
the overlap of the wave packetF(r 1 ,r 2 ,t) with F~r 1 ,r 2 ,0!
and the coefficientsCv are calculated and stored~see Table II
TABLE II. Numerical values of the parameters used in the variational a
wave packet calculations are given. The parametersf rr , De , andRe(r e)
describe the Morse oscillator functions used in the variational calculat
~see Ref. 39!. For the meaning of the other parameters, see the text. The t
































for the value used forR`!. To keep the wave function from
traversing the grid boundaries at longer times, after eve
two consecutive time steps the wave function is multiplie
with an absorption function for values ofr 1 and r 2 between
x1 and x2 ~see Table II!, using the absorption function de-
fined in Eqs.~9! and ~10! of Ref. 42.
The diatomic fragment eigenstatesfv(r 2) required for
calculatingv-resolved cross sections@ ee Eq.~2.10!# were
calculated using a discrete variable representation~DVR!
type method.43,44The same grid points inr 2 were used as in
the dynamics calculations. The potential used for the d
atomic fragment is the Morse-potential describing the a
ymptotic OH fragment in the fit of the excited state H2O
potential ~see Sec. II B!. The calculated eigenvalues and
eigenfunctions showed excellent agreement with the analy
cal results for the Morse potential.
III. RESULTS AND DISCUSSION
A. DFT calculations
Theoretical values for the vertical excitation energyTv
and the electronic energy releaseErel upon dissociation in the
1B1 state are given in Table III, also comparing with est
mates obtained by combining results of experiments and d
namics calculations~see Sec. III C for how the estimate wa
obtained!. For comparison we also give the results of prev
ous CEPA calculations by Staemmler and Palma.20 The ver-
tical excitation energyTv has been obtained by subtracting
the ground1A1 state energy from the excited
1B1 state energy
in the optimized ground state geometry of H2O, described by
two equivalent 1.836a0 O–H bond distances, where we kee
the bond angle fixed at its ground state equilibrium value
104.52 deg.20 The value thus obtained~7.58 eV! is slightly
higher than the value previously obtained in the CEPA ca
culations~7.52 eV, Ref. 20!. Both values forTv are lower
than the experimental value~7.7 eV!. Our ground state equi-
librium geometry slightly differs from the geometry for
which Staemmler and Palma give their value ofTv
~r 15r 251.8088a0, same bond angle!, and we also give the
value we calculate for the energy difference for this geom
etry in Table III.
The electronic energy releaseErel is provided by the dif-
ference between the electronic energies of1B1 state at the
ground state equilibrium geometry and at dissociation@the
electronic energy of the OH~2P! and H~2S! fragments#. The
DFT calculated electronic energy release is smaller than




TABLE III. Experimental and theoretical values of the vertical excitatio
energyTv associated with the (X̃
1A1→Ã 1B1) transition in H2O, and of the
electronic energy releaseErel . The bond angle is 104.52°.
Method RO–H ~a0! TV ~eV! Erel ~eV! Ref.
DFT 1.836 7.58 2.04
CEPA 1.8088 7.52 2.35 20
DFT 1.8088 7.69 2.22
Expt. 7.70a 2.30a 13
aThese two values have been obtained by comparing the experimental
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Downagreement with the experimental value for the electronic
ergy release~2.30 eV, see Table III!. Actually, the agreement
between DFT and ‘‘experiment’’ is somewhat worse for th
electronic energy release than for the vertical excitation
ergy. The better agreement for the vertical excitation ene
is due to a cancellation of errors; The dissociation energy
calculate by subtracting the asymptotic energy of OH1H
from the ground state energy of water is 5.54 eV which
slightly too large compared to the experimental value~5.45
eV! obtained fromD0 ~Ref. 45! and zero-point vibrational
energies of water and OH.
We now turn the attention to the 2D potential energ
surfaces calculated for the groundX̃ 1A1 state and the ex-
cited Ã 1B1 state, keeping the bond angle fixed at its grou
state equilibrium value. Contour plots of the electronic e
ergy as function of the two OH bond distances are shown
both electronic states in Fig. 1. The DFT1B1 PES is in agree-
ment with that of Staemmler and Palma20 in that it shows a
saddle point which can only be reached by both bonds el
gating simultaneously~the saddle point is at a value o
r 15r 252.16a0!. On the basis of the excited state PES, o
would expect the trajectories to start predominantly along
FIG. 1. Contour plots of the DFT potential energy surfaces for theA1
ground state and theB1 excited state are shown. The intermediate contou
in theB1 plot are for 6.0, 7.0, and 8.7 eV, and the intermediate contours












C2v axis (r 15r 2) until the minimum at the saddle point is
reached, at which point dissociation in to one of the two
equivalent exit channels can proceed by continued elonga
tion of now only one O–H bond.
For a more detailed comparison, we present in Figs.
and 3 several plots of both the DFT and the CEPA1B1 state
PES, for fixed values of either the symmetric stretch coordi
nate r s5(r 11r 2)/2 @showing the dependence on the anti-
symmetric stretch coordinater a5(r 12r 2)# or for fixed val-
ues of the antisymmetric stretch coordinate~showing the
dependence on the symmetric stretch coordinate!. The de-
pendence of the1B1 potential along the symmetric stretch
coordinater s is shown in Fig. 2 forr a50 ~upper plot!. Note
that the DFT and the CEPA PES are of comparable steepne
in the Franck–Condon region, although the saddle point i
located at different values ofr s ~at 2.04a0 in the CEPA PES,
and at 2.16a0 in the DFT PES!. In performing the dynamics,
we may therefore expect to see more fragment vibrationa
excitation in the OH fragment when using the DFT surface
The dependence of the CEPA and DFT potentials on th
antisymmetric stretch coordinater a is shown in Fig. 2 for the
‘‘Franck–Condon’’ value ofr s ~1.8088a0, lower plot!. Note
that the motion in this coordinate is bound in the Franck–
Condon region, and that the DFT and CEPA curves are ver
similar.
In Fig. 3, we show the potential dependence alongr a for
the r s coordinate fixed at the saddle point found respectively
s
in
FIG. 2. The DFTB1 potential energy surface is compared with the CEPA
surface for~i! a cut along the symmetric stretch coordinateRs5(r 11r 2)/2,
wherer 15r 2 ~the upper plot! and~ii ! a cut along the antisymmetric stretch
coordinateRa5r 12r 2 , for Rs51.8088a0 ~the lower plot!. The CEPA sur-
face was positioned relative to theB1 DFT surface by requiring that the
vertical excitation energy relative to theA1 DFT surface be 7.52 eV~Ref.
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Downloin the CEPA calculations~2.04 a0, upper plot! and in the
DFT calculations~2.16 a0, lower plot!. For both values of
r s , the DFT curves show a smaller negative curvat
]2V/]r a
2. For geometries slightly away from the liner 15r 2 ,
the force pushing the system away from that line in to
dissociation channel will be proportional tor a ]
2V/]r a
2,
which should mean that dissociation should proceed so
what slower on the DFT potential energy surface, and t
the molecule should be more likely to execute at least
vibration along the symmetric stretch coordinate before d
sociating. This motion shows up as a recurrence in the a
correlation function, which can lead to the presence of d
fuse structure in the absorption spectrum.23,24We would thus
expect that the smaller negative curvature of the DFT po
tial along r a in the region close to the saddle point shou
lead to the presence of a more pronounced structure in
DFT spectrum.
Finally, we performed some checks to see whether D
finds little anisotropy in the excited state potential close
the Franck–Condon region, as was found before in the CE
calculations. Some results are shown in Table IV. As can
seen, the potential shows only a small dependence on
H–O–H angle over a large range of angles~from 80° to
140°, the maximum deviation is about 0.3 eV!. We conclude
that, as is the case for the CEPA surface, it should b
reasonable approximation to keep theH–O–Hangle fixed at
FIG. 3. The DFTB1 potential energy surface is compared with the CE
surface for~i! a cut along the antisymmetric stretch coordinateRa5r 12r 2
through the saddle point of the CEPA surface~Rs52.04 a0, Ra50.0, the
upper plot!, and ~ii ! a cut along the antisymmetric stretch coordinateRa
through the saddle point of the DFT surface~Rs52.16 a0, Ra50.0, the
lower plot!. The CEPA surface was positioned relative to theB1 DFT surface

















its ground state equilibrium value, only treating the two O–H
stretches as degrees of freedom.
B. Fits
The coefficients for the three-body potential resulting
from fitting the DFT results to Eqs.~2.2!–~2.4! are given in
Table V for both theA1 ground state surface and theB1
excited state surface. All other coefficients used in the fit
expressions have already been given in Sec. II B. The largest
deviation in the fit of theA1 surface was 0.025 eV, and the
largest deviation in the fit of theB1 surface was 0.111 eV.
However, the latter error in the fitting occurred at
(r 1 ,r 2)5~3.35a0, 3.35a0!, and in the region enclosing the
Franck–Condon point and the saddle point~1.55
a0<r 1 ,r 2<2.8 a0! the largest error in the fit was only 0.031
eV.
C. Dynamics
As described in Sec. II B, the ground state vibrational
wave function of the electronic ground state is required in
the photodissociation calculations. This wave function and
its energy were calculated variationally as described in Sec.
II C. Using theA1 potential fit to the DFT energies, the zero-
point vibrational energy calculated for H2O was 3655 cm
21,
in reasonable agreement with the zero-point vibrational en-
ergy calculated from the~experimental! Sorbie–Murrell
potential46,47 using the same~2D LHL! model ~3859 cm21!.
A
TABLE IV. Energy dependence of the first excitedÃ 1B1 state along the








TABLE V. Fitting coefficients used in Eq.~2.4! are given for the DFTA1
surface and for the DFTB1 surface. In the coefficients, the distances are in
Å and the energy is in eV.
i Pi ci(A1) ci(B1)
1 1 20.843 72 6.507 6
2 s11s2 21.428 1 7.159 1
3 s1
21s2
2 22.452 9 4.220 2
4 s1s2 21.557 5 16.214
5 s1
31s2
3 22.691 0 27.484 6
6 s1s2
21s1












5 215.360 25.261 3
11 s1s2
41s1








6 12.652 0.659 86
14 s1s2
51s1





2 67.503 0.609 77
16 s1
3s2
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DownloThe absorption spectrum calculated by putting
ground state vibrational wave function on the excited st
surface and propagating it in time~see Sec. II C! is compared
with the experimental gas phase photodissociation spec
in Fig. 4. The experimental spectrum~Fig. 1 of Ref. 48! was
obtained in the course of work on spectroscopy of H2O in the
gas phase and in the condensed phase. As can be see
agreement between theory and experiment is quite rea
able. If for the moment we exclude the enhanced structur
the DFT spectrum from consideration~see below!, we find
that the absorption bands have a similar shape and w
Better agreement would have been obtained in case the
spectrum would be shifted upwards by 0.1–0.15 eV, indic
ing that the vertical excitation energy we calculate~7.58 eV!
is somewhat too low. This suggests that the actual vert
excitation energy should be in the range 7.68–7.73 eV.
fact that the overall shape of the DFT spectrum is correct
its position is in error by no more than 0.15 eV is certainly
encouraging result.
For comparison, we also show the spectrum obtai
from a 2D LHL calculation using the fit of Engelt al.21 to
the excited state CEPA surface of Staemmler and Palma20 in
Fig. 5. In the calculations, we employed the Sorbie–Murr
ground state potential energy surface to generate the in
wave function, as was done by Engelet al.21As was done in
the DFT calculations, a constant value was used for the t
sition dipole moment~m50.483 atomic units, Ref. 21!. As
can be seen from comparing Fig. 5 with Fig. 4, the calcu
tions using the CEPA surface result in better agreement w
experiment. The SM-CEPA spectrum@the spectrum resulting
from using the Sorbie–Murrell~SM! ~Refs. 46 and 47!
ground state surface and the CEPA excited state surf#
would be in almost perfect agreement with experiment
case it were shifted downwards by 0.05–0.10 eV.
At first sight, it may seem strange that the SM-CE
spectrum should lie at slightly higher energies than the
perimental spectrum, which lies at higher energies than
DFT spectrum. As was mentioned in Sec. III A, the vertic
excitation energy calculated using a CEPA treatment for b
the ground state and the excited state surface~7.52 eV! ~Ref.
20! is somewhat lower than the value calculated using D
FIG. 4. The total cross section for photodissociation calculated using
DFT potential energy surfaces is compared with the experimental absor
spectrum~Fig. 1 of Ref. 48!. Both are plotted as a function of the energy



























~7.58 eV!. However, Engelet al.21 did not fix the excited
state CEPA surface and the ground state SM surface relati
to one another by requiring that the CEPA surface be 7.52 e
higher than the SM surface at the ground state equilibrium
geometry. Rather, the surfaces were fixed relative to one a
other by requiring that they go to the same asymptoti
OH1H limit. One reason this procedure is likely to work
well in a CEPA treatment is that the description of the un
paired 4a1 and 1b1 electrons in the excited state should put
lower demands on the method used to describe their corre
tion than the description of the paired 1b1 electrons in the
ground state. If the dissociation energy of the ground state
well known, in using an empirical ground state surface on
may then avoid the possibility of the position of the absorp
tion spectrum being affected by a possibly large error in th
calculated ground state dissociation energy.
As a result of the method used to fix the SM and CEPA
surfaces relative to one another, the vertical excitation energ
effectively used in the dynamics calculations21 is 7.79 eV
rather than 7.52 eV. Thus, the good agreement of the SM
CEPA spectrum with experiment reflects the quality of the
excited state CEPA potential energy surface, and the CEP
value for the electronic energy release should be quite goo
The good agreement likewise reflects the correct impositio
of the asymptotic OH1H limit on the Sorbie–Murrell em-
pirical ground state surface. It is therefore not fully indicative
of the quality of a fullab initio treatment~using ab initio
surfaces for both electronic states!. The fact that a lower
value is obtained for the vertical excitation energy~7.52 eV!
in a full CEPA treatment~both electronic states! than in a full
DFT treatment~7.58 eV! indicates that the DFT spectrum we
calculate should certainly be of comparable quality to th
spectrum that would be obtained using a fullab initio treat-
ment.
In a review paper, Engelet al.19 note that the overall
agreement between theory and experiment would slight
improve if the CEPA surface would be shifted downwards by
0.05–0.10 eV. This would then mean that the actual vertica




FIG. 5. The absorption spectrum calculated using the Sorbie–Murrel groun
state surface~Refs. 46 and 47! and the fit of Engelet al. ~Ref. 21! to the
CEPA excited state surface~Ref. 20! is compared with the experimental
absorption spectrum~Ref. 48!. Both are plotted as a function of the energy
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Downloadagreement with what we found by comparing the DFT spe
trum with the experimental spectrum.
Turning our attention back to Fig. 4, we find that a di
ference between the DFT spectrum and the experime
spectrum is that the DFT spectrum shows more structure
comparison with Fig. 5 shows that the diffuse structure
also more pronounced in the DFT spectrum than in the S
CEPA spectrum. However, from the comparison with expe
ment it is not entirely clear which calculation is better. It
known that much of the structure present in the 2D SM
CEPA spectrum disappears if the bending degree of freed
is also introduced, in a calculation for a single value of t
total angular momentum quantum numberJ ~J50!.22 Like-
wise, the structure in a 3D~J50! DFT spectrum should be
less pronounced than that of the 2D DFT spectrum shown
Fig. 4. A further diminishing of the structure should resu
from averaging over the angular momentaJ of H2O ~the
experimental spectrum being taken at room temperatu!.
The energy spacing between the diffuse bands is simila
the DFT spectrum~0.21 eV! of Fig. 4 and the SM-CEPA
spectrum~0.2 eV! of Fig. 5. The structure in the spectr
results from part of the wave packet carrying out one sy
metric stretch vibration before dissociating.23,24The structure
being more pronounced in the DFT spectrum should res
from the coupling to the dissociative degree of freedom b
ing weaker at the saddle point in the DFT surface~s e Fig.
3!, making it easier for the wave packet to carry out at le
one symmetric stretch vibration.
Cross sections v(E) which are resolved with respect to
the final vibrational state of the OH fragment are compar
in Fig. 6, for the calculation using the DFT surfaces and t
SM-CEPA calculation. There are clear differences betwe
the vibrationally resolved DFT spectra and SM-CEPA spe
tra. Within the DFT treatment, the OH fragment resultin
from dissociation is vibrationally hotter than within the SM
CEPA treatment; The average fragment vibrational energ
are 6280 cm21 ~DFT! and 5131 cm21 ~SM-CEPA!, respec-
FIG. 6. Partial cross sectionsv(E) calculated using the DFT potentia
energy surfaces~full lines! are compared with thesv(E) calculated using
the Sorbie–Murrell ground state surface and the CEPA excited state sur
~dashed lines! for v50–3. The cross sections are plotted as a function of


























tively ~these numbers include the OH zero-point vibration
energy, which is 1844 cm21 using the present potential mod-
els!. The fragment vibrational excitation can be attributed
the molecule’s initial motion towards the saddle point, i
which both bond lengths are stretched simultaneously pr
to dissociation.49 The hotter fragment vibrational distribution
seen in the DFT calculation probably results from the sadd
point being further away from the Franck–Condon region
the DFT excited state surface~the DFT saddle point lies at
2.16 a0, whereas the CEPA saddle point is at 2.04a0, see
also Fig. 3!.
For a wavelength of 157 nm~7.9 eV!, both the DFT and
the SM-CEPA results are in good agreement with the expe
ments of Andresenet al.14 In their experiment, the ratios
s0:s1:s251:1:0.58, where thev52 value has been corrected
for the rapid predissociation taking place within the ele
tronically excited state of OH.21 From the DFT calculation,
we finds0:s1:s251:0.96:0.69, and from the SM-CEPA cal-
culation, we finds0:s1:s251:0.80:0.49. However, it should
be pointed out that there is some controversy regarding
measurement of the OH vibrational state distributio
Mikulecky et al.17 have measured a ratios0:s151:0.56 for
the same wavelength. Measurements have also been
formed for a wavelength of 177.3 nm~6.99 eV!.18 However,
at this excitation energy the partialv51 cross section is just
starting to become larger than zero in the SM-CEPA trea
ment, and the DFT results may well be in error due to th
DFT vertical excitation energy being too low. The contro
versy regarding the fragment vibrational state populatio
would be easier to resolve if experimental results were a
available at a wavelength closer to the peak maximum~ap-
proximately 165 nm!.
Because the fragment vibrational excitation is largely
result of the molecule’s initial motion towards the sadd
point, one might say that a comparison of theoretical a
experimental partial vibrational cross sections should be
dicative of the quality of the excited state potential energ
surface along the symmetric stretch coordinate, in the a
extending from the Franck–Condon point towards the sad
point. Based on the comparison with experiment atl5157
nm alone, we cannot say, whether or not the quality of t
DFT surface is comparable to that of the CEPA surface~th
surfaces are different, see Fig. 2! The quality of the excited
state surface in the same region can also be assessed
calculating a resonance raman emission spectrum and c
paring with experiment. Because the emission spectrum
much more sensitive to the ground state potential ener
surface,25,26,50to assess the quality of the DFT excited sta
potential energy surface it would be best to use an empiri
ground state surface. Such calculations are outside the sc
of the present work, where we investigate the validity of
full DFT approach to photodissociation. In closing, w
should however mention that the good agreement obtain
with emission experiments in calculations using the CEP
excited state surface25–28 certainly indicates that the CEPA
surface is of high quality in the region discussed.
ace
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DownloaIV. CONCLUSIONS
In order to test the validity of the DFT for calculating
excited electronic states, we have performed DFT calcu
tions on the first excited (Ã 1B1) state of H2O. The photo-
dissociation of H2O through this state is a benchmark e
ample of direct dissociation proceeding on a single electro
surface. Because the first excited singlet stateÃ 1B1 is the
lowest state of its symmetry also in theCs symmetry appli-
cable to dissociating geometries, a DFT treatment is forma
justified. In practice one has to resort to approximation
such as the generalized gradient approximation for
exchange-correlation functional, and to the method for c
culating multiplet splittings~singlet–triplet splitting in the
present case! of Ref. 9. Our results therefore provide a te
for the application of these approximations to the calculati
of an excited state surface.
We have tested the results of the DFT calculations on
first excited (Ã 1B1) state by a direct comparison with pre
viously performed, high level~CEPA! ab initio calculations.
The vertical excitation energy obtained using DFT is in ve
good agreement with the CEPA result, but the electronic
ergy release is somewhat too low. There are some su
differences between the CEPA and DFT potential energy s
faces, like the location of the saddle point~somewhat further
away from the Franck–Condon region when using DFT!,
and the degree of coupling to the dissociative continuu
close to the saddle point~ he coupling being somewhat les
in the DFT case!.
Further tests of the DFT calculations were made by p
forming wave packet calculations on the photodissociati
Here, the bond angle was kept fixed at its ground state e
librium value. The calculations were performed within a fu
DFT treatment, meaning that we also used a DFT surface
the electronic ground state. In this sense our calculati
present a more severe test of the electronic structure me
used than previous calculations, which used empirical s
faces for the electronic ground state.
The absorption spectrum calculated using the full DF
approach is in good agreement with the experimental sp
trum, both in its overall shape and width and in the locati
of the absorption band. Still better agreement would ha
been obtained if the DFT spectrum would be shifted upwa
by 0.1–0.15 eV, indicating that the vertical excitation ener
calculated using DFT is in error by no more than 0.15 e
This is certainly an encouraging result. It is our hope th
DFT will turn out to be useful also for investigating th
photodissociation of other molecules. Given the success
our calculations, further research in this direction is certain
warranted.
On a level of increased detail, the DFT absorption sp
trum shows too much structure compared to the experime
spectrum, but much of this should go away if a 3D treatme
were used and with averaging over different initial rotation
states of H2O. Given that, it is not really clear whether th
more pronounced structure we find in the 2D DFT spectru
indicates that the DFT potential energy surface is in erro
We have also calculated partial photodissociation cro
sections which are resolved with respect to the final vib









































the DFT results are in good agreement with the results
dynamics calculations using theab initio CEPA surface, and
also with the experimental results of Andresenet al.14 How-
ever, it should be noted that there exists a controversy
garding the measurement of the OH vibrational state dis
bution. Measurements of this distribution for excitatio
energies closer to the maximum in the absorption spectr
would be welcomed. Such measurements would constit
tests of the excited state potential energy surfaces in the
gion ranging from the Franck–Condon region to the regi
around the saddle point, in which there are some subtle
ferences between the DFT and the CEPA surface.
For the test case considered here, DFT in conjunct
with the use of a GGA has shown itself to be both a use
and accurate tool for calculating a potential energy surfa
for an electronically excited state of a polyatomic molecu
While DFT is perhaps not as accurate yet as high levelab
initio theory, it is certainly more readily applicable to larg
molecules, due to a more favorable scaling of the cost o
calculation with the number of electrons modeled. Cons
quently, DFT may be quite useful to model the photodiss
ciation of large molecules possessing a high degree of sy
metry, like Mn2~CO!10. In calculations on this molecule,
51 it
was found that accurate vertical excitation energies can
obtained for a large number of states. Our present res
suggest that it should also be possible to calculate relia
potential energy surfaces for such molecules, for geomet
representing bond breaking situations in which all or part
the symmetry of the molecule is conserved.
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