Abstract. Local methods for manifold learning generate a collection of local parameterizations which is then aligned to produce a global parameterization of the underlying manifold. The alignment procedure is carried out through the computation of a partial eigendecomposition of a so-called alignment matrix. In this paper, we present an analysis of the eigen-structure of the alignment matrix giving both necessary and sufficient conditions under which the null space of the alignment matrix recovers the global parameterization. We show that the gap in the spectrum of the alignment matrix is proportional to the square of the size 1 of the overlap of the local parameterizations thus deriving a quantitative measure of how stably the null space can be computed numerically. We also give a perturbation analysis of the null space of the alignment matrix when the computation of the local parameterizations is subject to error. Our analysis provides insights into the behaviors and performance of local manifold learning algorithms. 
where the { i } represent noise; we are interested in recovering the {τ i } and/or the mapping f (·) from the noisy data {x i }. This problem is generally known as manifold learning or nonlinear dimension reduction, and has generated much research interest in the machine learning and statistics communities [10, 12] . A class of local methods for manifold learning starts with estimating a collection of local structures around each sample point x i and then aligns (either implicitly or explicitly) those local structures to obtain estimates for {τ i } by computing a partial eigendecomposition of an alignment matrix. Examples of local methods include LLE (Locally Linear Embedding) [10] , manifold charting [2] , geodesic null space analysis [3] , Hessian LLE [5] , LTSA (Local Tangent Space Alignment) [17] , and the modified LLE (MLLE) [13] . Those methods have been applied to analyzing high-dimensional data arising from application areas such as computer vision, speech analysis as well as molecular dynamics simulations.
In contrast to the ever-increasing use of manifold learning methods and the frequent appearance of new algorithms, little has been done to assess the performance of those methods, even though manifold learning methods in general tend to be rather sensitive to the selection of several tuning parameters [3, 4, 17] . Usually one applies a manifold learning algorithm to a high-dimensional data set, sometimes one recovers satisfactory parameter vectors, sometimes one obtains catastrophic folds in the computed parameterization and one needs to tune the parameters and try again. This is a rather unsatisfactory situation which calls for more research into the robustness issues and the performance issues of manifold learning algorithms.
One source of the catastrophic folds in the computed parameterization is the variety of errors involved in manifold learning including the noise in the data, the approximation errors in learning the local structures, and the numerical errors in computing the eigenspace of the alignment matrix. It is not surprising that these errors will degrade the accuracy of the computed parameter vectors. However, in addition to those issues, there is another important question that has been largely ignored in the past: assuming, in the ideal noise-free case, that the local structures are exactly known and the eigenvector space is exactly computed, will the local manifold learning algorithms produce the true parameter vectors? The answer may actually be negative: it very much depends on how the local structures overlap with one another. If we cannot obtain the true parameter vectors in the noise-free case with all the computations done without error, then we cannot expect to do something reasonable when the data as well as the computations are subject to error.
The objective of this paper is to gain a better understanding of the key alignment procedure used in local manifold learning methods by analyzing the eigen-structure of the alignment matrix. We focus on the representative alignment matrix used in LTSA, and we address two questions in particular: 1) under what conditions wa can recover the parameter vectors {τ i } from the null space of the alignment matrix if the alignment matrix is computed exactly, and 2) how stable this null space is if the computation of the alignment matrix is subject to error. We motivate the importance of addressing the two problems using a simple example in section 3 after a brief review of LTSA in section 2. We then approach the two problems as follows: in section 4, we address the issue of how errors in computing the local parameterizations will affect the null space of the alignment matrix. This allows us to focus on the spectral properties of the ideal alignment matrices and separate the local error issues from the rest of the discussions; section 5 is the main part of the paper, where we propose the concept of affine rigidity to precisely address the first question above. We then establish a variety of conditions to characterize when an alignment matrix is affinely rigid. Along the way we also prove some properties of the alignment matrix that will have computational significance; in section 6, we address the second question by proving a lower bound for the smallest nonzero eigenvalue of the alignment matrix.
Remark. Though only the alignment matrices of LTSA are discussed in detail, we believe that similar approaches can be applied to the analysis of other local methods such as LLE, Hessian LLE, or even Laplacian eigenmap [1] . (See Appendix A for a brief discussion of the alignment matrices used in LLE and Laplacian eigenmap.) Notation. We use e to denote a column vector of all 1's the dimension of which should be clear from the context. N (·) and span(·) denote the null space and the range space of a matrix, respectively. For an index set I i = {i 1 , . . . , i k }, A(:, I i ) denotes the submatrix of A consisting of columns of A with indices in I i . A similar definition A(I i , :) is for the rows. We also represent the submatrix consisting of vectors x j , j ∈ I i by X i = [. . . , x j , . . .] with j ∈ I i (in the increasing order of the index j). For a set of submatrices T i = T (:, I i ), i ∈ J j , we denote by T Jj the submatrix T (:, ∪ i∈Jj I i ). · 2 is the spectrum norm and · F is the Frobenius norm of a matrix. The superscript T denotes matrix transpose. A † denotes the Moore-Penrose generalized inverse of A. For an Hermitian matrix A of order n, λ 1 (A) ≤ · · · ≤ λ n (A) denote the eigenvalues of A in nondecreasing order. The identity matrix is denoted by I or
2. Alignment Matrices of LTSA. We first review how the LTSA alignment matrices are constructed [17] . For a given set of sample points {x i }, we begin with building a connectivity graph on top of those sample points which specifies, for each sample point, which subset of the sample points constitutes its neighborhood [10] . Let the set of neighbors for the sample point x i be X i = [x i1 , . . . , x i k i ], including x i itself. We approximate those neighbors using a d-dimensional (affine) linear subspace,
Here d is the dimension of the manifold,
are the local coordinates of x ij 's associated with the basis matrix Q j . The optimal least-square-fitting is determined by solving the following problem min c,Q,{θj }:
That is,x i is the mean of the x ij 's and θ
Using the singular value decomposition of the centered matrix X i −x i e T , Q i can be computed as the matrix of the right singular vectors corresponding to the d largest singular values of X i −x i e T [6] . We postulate that in each neighborhood, the corresponding global parameter
ki ] by a local affine transformation. The errors of the optimal affine transformation are then given by
where Φ i is the orthogonal projection whose null space is spanned by the columns of [e, Θ 
is the alignment matrix with S i ∈ R N ×ki , the 0-1 selection matrix, such that T i = T S i . Imposing certain normalization conditions on T such as T T T = I (d) and T e = 0, the corresponding optimization problem, is solved by computing the eigenvectors corresponding to λ 2 , · · · , λ d+1 of Φ, here the eigenvalues are arranged in nondecreasing order, i.e.,
We remark that if T is a solution to the problem (2.4), then QT is also a solution for any orthogonal matrix Q of order d.
3. An Illustrative Example. In the ideal case when we have span([e, Θ
, it is not difficult to see that T T belongs to the null space of the alignment matrix (cf. section 4), and it looks like we can just use the (approximate) null space of the alignment matrix to compute the parameter vectors as suggested before. Unfortunately, the null space may contain unwanted information in addition to span([e, T T ]), depending on how the neighborhoods overlap with each other. In the following, we present a simple example to illustrate this phenomenon.
In what follows, we call each X i (or the corresponding T i ) a section. Our analysis is general enough that the X i can correspond to an arbitrary subset of the sample points. So henceforth, the sample points x 1 , . . . , x N are grouped into s (possibly overlapping) sections X 1 , . . . , X s , and the i-th section X i is denoted by the points {x j | j ∈ I i } with the index subset I i ⊆ {1, . . . , N }. Example 1. We generate N = 100 two-dimensional points
sampled from the one-dimensional spiral curve with t 1 , . . . , t N equally spaced in the interval [π/5, 2π] with t 0 = π/5 and t N = 2π. See the upper-left panel of Figure  3 .1 for the set of the two-dimensional sample points. It is well known that a regular smooth curve is isometric to its arc length. The exact arc length coordinate τ i for the sample point x i on the spiral curve is given by τ i = Thus, each pair of two consecutive sections share exactly two points. We construct the alignment matrix Φ as defined by (2.3): initially set Φ = 0 and update its principle submatrix Φ(I i , I i ) one-by-one as follows,
The orthogonal projection Φ i is given by
Here v i is the eigenvector of (X i −x i e T ) T (X i −x i e T ) corresponding its largest eigenvalue. The resulting alignment matrix Φ has two smallest eigenvalues 10 −16 in magnitude and the third smallest eigenvalue is about 10 −5 , distinguishable from the two smallest eigenvalues. The solution of problem (2.4) with d = 1 is given by the eigenvector
T of Φ corresponding to the second smallest eigenvalue, that is an affine approximation of the arc length coordinates of the sample points. Ideally, u is affinely equivalent to the arc length τ , i.e., there are a = 0 and b such that u i = aτ i +b for all i. In the middle panel of the top row of Figure 3 .1, we plot the computed {u i } against the arc length coordinates {τ i }. The plotted points are approximately on a straight line, indicating an accurate recovery of {τ i } within an affine transformation.
If the minimal number of the shared points among some of the consecutive sections is reduced to one, Φ may have more than two small eigenvalues close to zero. The corresponding eigenvectors contain not only e and τ = [τ 1 , . . . , τ N ]
T but also other unwanted vectors. For example, if we delete the last columns in the two sections X 6 and X 13 , respectively, then the two consecutive sections X 6 and X 7 share one point only. So do X 13 and X 14 . This weakens the overlap between X 6 and X 7 , as well as that between X 13 and X 14 . As a result, Φ has four eigenvalues close to zero (there are four computed smallest eigenvalues of magnitude 10 −16 ) and four linearly independent eigenvectors which include e, τ and two other vectors. Since the computed eigenvector of the second smallest eigenvalue is a linear combination of the four eigenvectors, it generally will not give the correct approximation to τ . In the top right panel of Figure  3 .1, we plot such a computed eigenvector u against τ , showing that it is no longer proportional to τ . Similar phenomenon occurs for noisy data as well, see the bottom row of Figure 3 .1 where we added noise to the spiral curve data.
This example clearly shows the importance of the null space structure of the alignment matrix in recovering the parameter vectors. In particular, lack of overlap among the sections will result in a null space producing incorrect parameter vectors.
4. Perturbation Analysis of the Alignment Matrix. Affine errors introduced in the local coordinates will produce an inaccurate alignment matrix which determines if the resulting parameter vectors acceptable or not. In this section, we consider the effects of local approximation errors on the alignment matrix and its null space. We will make use of matrix perturbation analysis on the alignment matrix. Our approach consists of the following two parts: 1) error estimation of the approximation of alignment matrix in terms of the local errors and 2) perturbation analysis of null space of the alignment matrix resulted by the approximation error. In particular, we will show that the local errors are magnified by the condition numbers of the centered sectionsT i = T i −t i e T , wheret i is the mean of columns in T i . In addition to the error in the alignment matrix due to the local approximations, the nonzero smallest eigenvalue of the exact alignment matrix Φ is also crucial to the determination of the accuracy of the computed parameter vectors.
To this end, let X 1 , . . . , X s be s sections of the sample points x 1 , . . . , x N given in (1.1) and T 1 , . . . , T s the corresponding sections of the parameter vectors τ 1 , . . . , τ N .
Denote by I i the index subset of the section i with size k i = |I i |, i.e.,
The local coordinates, denoted by Θ i , of points in section X i are generally not equal to T i within an affine transformation. The optimal affine error is
As shown in (2.1), E i 2 = T i Φ i 2 . We now consider how the local errors affect the alignment matrix.
Denote by Φ the alignment matrix constructed by the exact parameter vector sections T 1 , . . . , T s , and Φ the alignment matrix constructed by the sections of local coordinates Θ 1 , . . . , Θ s , as in (2.3),
where, Φ i and Φ i are the orthogonal projections with null spaces
respectively. We assume that both [e, Θ 
is of full row rank. In that case,T i has a finite condition number defined by κ(T i ) = T i 2 T † i 2 , which will appear in our error bound below. Theorem 4.1. Let E i 2 denote the local error defined in (4.1) and κ(T i ) the condition number ofT i . Then
What we need to do is to bound the errors Φ i − Φ i 2 . Since both Φ i and Φ i are orthogonal projections with the same rank, by Theorem 2.6.1 of [6] we have that
We can write
The error bound in (4.2) follows immediately by summing the above error bounds. It is gratifying to see that the local errors affect the alignment matrix in a linear fashion, albeit by a factor which is the condition number ofT i . We remark that these condition numbers may be made smaller if we increase the size of the neighborhoods. Now we consider the perturbation analysis of the null space of the alignment matrix. The following theorem gives an error bound for this approximation (related to Theorem 4.1 in [18] ) in terms of the the smallest nonzero eigenvalue λ + min (Φ) of Φ and the approximation error Φ − Φ 2 .
Theorem 4.2. Let r = dim(N (Φ)) and let U be an eigenvector matrix of Φ corresponding to the r smallest eigenvalues. Denote λ
Proof. Let G 0 be an orthonormal basis matrix of N (Φ) and G 1 the orthogonal complement of G 0 , i.e., [G 0 , G 1 ] is an orthogonal matrix. By the standard perturbation theory [11, Theorem V.2.7] for invariant subspaces, there is a matrix P satisfying
is an orthogonal basis matrix of an invariant subspace of Φ. By simple calculation, we have that
The error bound (4.3) follows from the above bound and (4.4) if we can prove that U = U Q T holds with an orthogonal matrix Q of order r and we also set G = G 0 Q T . This is equivalent to proving that the invariant subspace span( U ) of Φ is associated with the r smallest eigenvalues of Φ. We just need to show that Φ U 2 < λ r+1 ( Φ).
We first estimate λ r+1 ( Φ). By eigenvalue perturbation theory of symmetric matrices [11] , 
We now explain why Theorem 4.2 illustrates the importance of N (Φ) and λ + min (Φ) in understanding the alignment procedure in manifold learning. As we will show in the next section, it is always true that span([e, T T ]) ⊆ N (Φ). Theorem 4.2 shows that the true parameter vectors can be obtained, up to the error bound in (4.3), from the invariant subspace of the computed alignment matrix Φ corresponding to its smallest eigenvalues, provided the errors introduced to the alignment matrix are relatively small. The smallest positive eigenvalue λ + min (Φ) of the true alignment matrix determines how much error is allowed in the computed alignment matrix for a reliable recovery of the parameter vectors by LTSA. Specifically, if N (Φ) = span([e, T T ]), good approximation in the local coordinate matrices Θ i and a not too small λ + min (Φ) will guarantee that the eigenvector matrix of Φ corresponding to the d + 1 smallest eigenvalues will give a good approximation of the parameter vectors T up to an affine transformation.
5. The Null Space of the Alignment Matrix. This section focuses on the null space of the ideal alignment matrix Φ. We will establish conditions under which the equality N (Φ) = span([e, T T ]) holds. The section is divided into the following five parts: 1) we first establish some general properties about the null space of the alignment matrix; 2) we then present a necessary and sufficient condition for N (Φ) = span([e, T T ]) in the special case when we have two sections, i.e., s = 2; 3) we give necessary conditions for the general case s ≥ 3; 4) we also present sufficient conditions for the general case s ≥ 3, and 5) finally we establish an interesting contraction property of N (Φ) when some sections are merged into super-sections.
General properties of N (Φ). It follows from the definition of Φ that
) by the definition of Φ i , and therefore, it can be represented as
The vector w i defines an affine transformation from
Notice that the common part of each pair v i and v j should be equal, i.e.,
where T ij is the intersection of T i and T j .
Definition 5.1. Let w = {w 1 , . . . , w s } be a set of (d + 1)-dimensional vectors. We call w a certificate for the collection {T 1 , . . . , T s } if the conditions (5.3) hold for all i = j. In particular, w is a trivial certificate if all w i 's are equal to each other.
As we mentioned above, each certificate w = {w 1 , . . . , w s } defines a collection of s linear affine maps from
If we restrict the i-th map w i on the columns of T i , then w defines a function on the N columns of T to R:
where τ ∈ T i means that τ is a column of T i . There is no ambiguity for vectors belonging to the intersection of two sections, say T i and T j , since the conditions (5.3) hold. Thus, w maps T ∈ R d×N to a vector v ∈ R N whose j-th component is defined by w(τ j ) = [1, τ T j ]w i if the j-th column τ j ∈ T i , i.e.,
T .
What we are interested is the set W = W {Ti} of all certificates of a fixed collection {T i } of T . It is easy to verify that W is a linear space with the usual addition and scalar multiplication operations. For the fixed collection {T i } of T , let us denote by φ the mapping from W to R N determined by w(T ):
and denote it as v = φ(w). It is easy to verify that φ is a linear map.
There is a close relation between N (Φ) and the certificate space W through the linear map φ for the considered collection {T 1 , . . . , T We single out those collections that have only trivial certificates. Definition 5.3. We call a collection {T 1 , . . . , T s } affinely rigid if it has only trivial certificates.
Geometrically, those are the collections the overlaps among their sections are strong and exhibit certain rigidity reminiscent of graph rigidity discussed in [7] . In particular, part 2) of Theorem 5.2 can be restated as
T ]) if and only if {T 1 , . . . , T s } is affinely rigid.
5.2.
Necessary and sufficient conditions of affine rigidity for s = 2. Consider the case when s = 2, i.e., Φ = S 1 Φ 1 S T 1 + S 2 Φ 2 S T 2 for two sections T 1 and T 2 . In this case, we can characterize affine rigidity using an intuitive geometric notion defined below.
Definition 5.4. We say two sections T i and T j are fully overlapped if the intersection T ij = T i ∩ T j is not empty and [e, T T ij ] is of full column-rank. Clearly, T i and T j are fully overlapped if they share at least two distinct points in the one-dimensional case d = 1, or if they share at least three points that are not co-linear in the two-dimensional case. Using this concept, we can establish the following result.
Theorem 5.5. {T 1 , T 2 } is affinely rigid if and only if T 1 and T 2 are fully overlapped. Proof. We only show the necessity. Let us assume that T 1 and T 2 are not fully overlapped. Since [e, T
We now illustrate the case when a pair of sections are not fully overlapped by a simple example with d = 1.
Example 2. Consider the situation depicted in Figure 5 .1. The data set has five points marked by short vertical bars. Two sections are considered as shown in panel (a) of Figure 5 .1 with a thick line segment and a thin line segment connecting the points in each section. The first section consists of the left three points, and the second one consists of the right three points. The two sections share a single point denoted by a circle. We can fold the second section around the point marked by circle, while keeping the first section unchanged, see the resulting layout shown in the panel (b). This example clearly shows that the collection of the two sections is not affinely rigid.
The algebraic picture of the above is also clear. Let τ 1 , . . . , τ 5 be real numbers denoting the five different points.
giving T 12 = τ 3 . It is easy to verify that [e, T T . Thus, for each certificate w = {w 1 , w 2 } of {T 1 , T 2 }, w = {w 1 , w 2 + w 0 } is a different certificate of {T 1 , T 2 }. One of w and w must be non-trivial, and hence the collection of sections is not affinely rigid.
5.
3. Necessary conditions of affine rigidity for s ≥ 3. For the case when a collection has three or more sections, we can partition the sections into two subsets, say {T i1 , . . . , T i k } and {T i k+1 , . . . , T is }, and consider the union of the sections in each subset,
The following theorem shows that affine rigidity of T implies that T 1:k and T k+1:s are fully overlapped.
Theorem 5.6. If the collection {T 1 , . . . , T s } is affinely rigid, then for any partitions {T i1 , . . . , T i k } and {T i k+1 , . . . , T is } with 1 ≤ k < s, ∪ k j=1 T ij and ∪ s j=k+1 T ij are fully overlapped.
Proof. We prove this theorem by reduction to absurdity. If there is a partition, without loss of generality we denote the partition as, {T 1 , · · · , T k } and {T k+1 , . . . , T s } (k < s) such that the two super-sections T 1:k = ∪ It is obvious that w = {w 1 , . . . , w s } is a non-trivial certificate for {T 1 , . . . , T s }. By Definition 5.3, {T 1 , . . . , T s } is not an affinely rigid, a contradiction to the assumption of the theorem. The necessary condition shown above is, however, not sufficient if s > 2. Below is a counterexample for s = 4 and an arbitrary k with 1 ≤ k < s.
Example 3. Consider a data set of seven one-dimensional points
and an associated collection of four sections (s = 4), In the above example, any pair of sections are not fully overlapped. However, it is also possible that a collection is affinely rigid even if any pair of its sections are not fully overlapped. Here is a simple example: Let T be the matrix of three vertices of a regular triangle and T 1 , T 2 , T 3 be three sections each consists of two vertices. The resulting collection is affinely rigid but T i and T j are not fully overlapped for i = j.
5.4. Sufficient conditions of affine rigidity for s ≥ 3. We associate a collection of sections {T 1 , . . . , T s } with a graph G constructed as follows: its s vertices represent the s sections, where there is an edge between vertices i and j if sections T i and T j are fully overlapped. The following theorem gives a sufficient condition for affine rigidity of a collection of sections based on the connectedness of its associated graph G.
Theorem 5.7. The collection {T 1 , . . . , T s } is affinely rigid if its associated graph G is connected.
Proof. We need to show if w = {w 1 , . . . , w s } is a certificate of T , then G is connected implies that w is a trivial certificate.
Consider any pair of w i and w j . Because G is connected, there is a path, say i 1 = i, · · · , i r = j, connecting vertices i and j. The adjacency between i k and i k+1 implies that T i k and T i k+1 are fully overlapped, i.e., N ([e, T T i k ,i k+1 ]) = {0}. It follows from (5.3) with i = i k and j = i k+1 that w i k = w i k+1 for k = 1, · · · , r − 1. Hence
Now we consider the case when the graph G of {T 1 , . . . , T s } is not connected. Let the connected components of G be {G 1 , · · · , G r }, i.e., each G j is a connected subgraph of G and there are no edges between vertices in different subgraphs. We denote by J j the index set of the vertices in subgraph G j , and merge the sections T k , k ∈ J j into a super-section
i.e., the matrix consisting of column vectors in {T k , k ∈ J j }. This collection of supersections {T J1 , . . . , T Jr } produces an alignment matrix Φ. We show that both Φ and Φ share a common null space.
Theorem 5.8. Let {T J1 , · · · , T Jr } be the super-sections obtained by merging connected components of
Proof. Consider a null vector v of Φ, v = φ(w) with a certificate w = {w 1 , . . . , w s } of {T 1 , . . . , T s }. Due to the connectedness of subgraphs G j , the sub-collection {T k , k ∈ J j } is affinely rigid by Theorem 5.7, and hence, each subset {w k , k ∈ J j } is a trivial certificate for the sub-collection {T k , k ∈ J j }, i.e., all w k , k ∈ J j are equal to each other. We simply denote them by w Jj , i.e., w k = w Jj for k ∈ J j , j = 1, · · · , r. The setŵ = {w J1 , . . . , w Jr } is clearly a certificate of {T J1 , . . . , T Jr }. It is easy to verify that φ(w) =φ(ŵ), whereφ is the isomorphic mapping from the certificate space of {T J1 , . . . , T Jr } to the null space of the alignment matrix Φ. Thus v = φ(w) =φ(ŵ) ∈ N ( Φ). On the other hand, any null vector of Φ also belongs to N (Φ).
The above theorem says that merging sections with connected associated graphs does not change the null space of the alignment matrix. Equivalently, the affine rigidity of the original sections can be detected from the affine rigidity of the resulting super-sections. This fact motivates us to consider the connectedness of the associated graphĜ for the collection of the super-sections {T J1 , · · · , T Jr }, where there is an edge between two vertices if the associated super sections are fully overlapped. We callĜ a coarsening of G. By Theorem 5.7 and Theorem 5.8, {T 1 , . . . , T s } is affinely rigid ifĜ is connected. This coarsening procedure can be repeated, i.e., by finding the connected components ofĜ and so on. This coarsening procedure terminates, if 1) the current graph has only one vertex, or 2) the current graph has two or more vertices and all vertices are isolated. We call the graph obtained in the last step of the above coarsening procedure the coarsest graph and denote it by G * . We also use |G| to denote the number of vertices in a graph G. One can easily prove the following result by Theorems 5.5 and 5.7.
Theorem 5.9. Let G * be the coarsest graph of the collection {T 1 , . . . , T s }. Then Proof. We just prove that if d = 1 and |G * | = 3, then {T 1 , T 2 , T 3 } is not affinely rigid. We show this by constructing a non-trivial certificate for T .
Without loss of generality, we assume that the intersection T ij between T i and T j is not empty for i = j. Since T i and T j are not fully overlapped for i = j, rank([e, T We rewrite the equations in the following matrix form:
Because the rank of the coefficient matrix is less than or equal to three and its column number is no less than four, the above linear equations have a nonzero solution w1 −w2 . Therefore, a non-trivial certificate exists for the collection {T 1 , T 2 , T 3 }. By Theorem 5.2, {T 1 , T 2 , T 3 } is not affinely rigid.
Unfortunately, we still cannot conclude that the original collection is not affinely rigid for the more general case |G * | > 3. Here is a counterexample with d = 1 from Example 3.
Example 4. We change the first section in Example 3 by adding the last point to it, and keep other sections unchanged,
Any two sections in the collection are not fully overlapped since the size of each intersection T ij is one and [e, T T ij ] is a 1 × 2 matrix that is not of full collum rank. So there are no edges in the associated graph, i.e., G * = G and |G * | = 4. However, the collection is still affinely rigid.
Appendix B shows the existence of an affinely rigid collection with |G * | = s for any s and d satisfying 3 ≤ s ≤ d + 1. Of course, one can also construct a collection with |G * | = s that is not affinely rigid. Appendix C gives geometric conditions for affinely rigid collections with |G * | = 3 and d = 2.
Merging sections.
In the last subsection, we discuss a coarsening procedure that involves merging connected components, i.e., merging the sections in a connected component into a super-section. This kind of coarsening procedure preserves the null space (cf. Theorem 5.8). In this subsection, we further discuss the merging process with regard to: 1) merging components that are not necessarily connected; and 2) merging sections that do not form a connected component but the corresponding sub-collection is affinely rigid. We will show that for 1) the size of null space does not increase while for 2) the null space remains unchanged.
Theorem 5.10. Let Φ and Φ be the two alignment matrices of {T 1 , . . . , T s } and {T J1 , . . . , T Jt }, respectively, where T Jj is the super-section merging sections
Proof. Given a certificateŵ = {w J1 , . . . , w Jt } for the collection {T J1 , . . . , T Jt }. It can be split to a certificate w = {w 1 , . . . , w s } of {T 1 , . . . , T s } with w k = w Jj , for k ∈ J j , j = 1, . . . , t. By definition, φ(w) =φ(ŵ) with the isomorphic mappings φ and φ as defined in (5.4). So each null vector φ(ŵ) of Φ is also a null vector of Φ, i.e., N ( Φ) ⊆ N (Φ).
Theorem 5.10 suggests that one can modify the alignment matrix Φ by merging the sections in order to push the null space to the desired subspace span([e, T T ]). For example, if merge any two sections given in Example 3, the graph of the resulting sections can be recursively coarsened to a connected graph and hence for the modified Φ, N ( Φ) = span([e, T T ]) holds by Theorem 5.9. The following theorem shows that merging affinely rigid sub-collections cannot change the null space of the alignment matrix. It generalizes Theorem 5.8 slightly and has a similar proof which will not be repeated here.
Theorem 5.11. Let Φ and Φ be the two alignment matrices of {T 1 , . . . , T s } and {T J1 , . . . , T Jt }, respectively. If each sub-collection {T i , i ∈ J j } is affinely rigid for j = 1, . . . , t, then N ( Φ) = N (Φ).
6. The Smallest Nonzero Eigenvalue(s) of the Alignment Matrix. How well N (Φ) can be determined numerically depends on the magnitude of its smallest nonzero eigenvalue(s). This has significant ramifications when we need to use eigenvectors of an approximation of Φ corresponding to small eigenvalues to recover the parameter vectors {τ i }. Theorem 4.2 gives further elaboration in this regard. The objective of this section is to establish bounds for the smallest nonzero eigenvalue. We first give a characterization of the smallest nonzero eigenvalue λ are the singular values of H 12 [6] .
Submatrices H ij of H. Now we focus on the matrix H, and proceed to derive an expression of its submatrices
Denote by T c ij the remainder of T i by deleting T ij . Without loss of generality, we write
We first derive an expression for Q i which will allow us to relate the centered matrix T c ij − t ij e T to H ij , here t ij is the mean of the columns in T ij . To this end, we partition
and split it as [e, (T i − t ij e T ) T ] = A 1 + A 2 , where
It is known that Q i is orthogonal to [e, T 
ij B † ij ) T V i are orthogonal to both A 1 and A 2 . Note that C 1 and C 2 are orthogonal to each other since the columns of (B † ij )
T are still in the range space of B ij . C 1 is also orthonormal and C 2 can be normalized by multiplying it with
from the right. So we can set Q i to be the following orthonormal matrix, 
Note that
Therefore, the singular values of H ij less than one consist of the singular values of P ij .
Estimation of the singular values of
since the first column of B ij = [e, (T ij − t ij e T ) T ] is orthogonal to the other columns. It
the smallest nonzero singular value of T ij − t ij e T . We obtain
Substituting this bound into (6.1), we obtain that
For the case s = 2, we have
Therefore we have proved the following quantitative result giving a lower bound on the smallest nonzero eigenvalue of the alignment matrix for s = 2. Remark. For s > 2 case, it is still not clear how to formulate the concept of the size of overlaps and derive a similar bound.
6.3. Merging sections improves spectral gap. In section 5.5, we showed that merging sections to super-sections may reduce the null space of the alignment matrix. A natural question to ask is what effects merging sections will have on the smallest nonzero eigenvalue of the alignment matrix. To address this issue we look at a slightly more general notion of alignment matrix, we consider weighted alignment matrix defined as
Obviously, N (Φ(α)) = N (Φ), but λ + min (Φ(α)) and λ + min (Φ) may be different. We remark that the results in the previous sections also hold for the weighted alignment matrices with trivial modifications. Theorem 6.3. Let Φ(α) be a weighted alignment matrix of {T 1 , . . . , T s } defined above, and T Jj the super-section merging {T k , k ∈ J j }, j = 1, . . . , r. Let
be the weighted alignment matrix of {T J1 , . . . , T Jr }. If each sub-collection {T k , k ∈ J j } is affinely rigid, j = 1, . . . , r, then
. 4 We see that Φ j − Φ jk is the orthogonal projection onto the orthogonal
Applying the above result and usingŜ j S jk = S k , we see that
It yields that λ i Φ(α) ≥ λ 7. Concluding Remarks. The spectral properties of the alignment matrix play an essential role in using local methods for manifold learning. The results proved in this paper represent the first step towards a better understanding of those spectral properties and their interplay with the geometric properties of the set of the local neighborhoods. There are still several issues that deserve further investigation. One of the issues is how to derive a set of conditions which are both necessary and sufficient for the null space of the alignment matrix to recover the parameter vectors. In a sense, the problem is akin to the graph rigidity problem [7] . The other issue is how to improve the quantitative results proved in section 6 under more general conditions, i.e., for cases s > 2.
Several algorithmic implications of our analysis can be further explored. Larger overlaps among the local neighborhoods tend to give better conditioned null spaces of the alignment matrices and thus larger sections are favored. However, the accuracy of the local linear fitting methods used in LLE or LTSA generally will suffer on large sections, especially in high curvature regions. One possibility is to use Isomap [12] or a high-order local fitting for larger sections. The alignment matrix framework used in this paper is quite versatile and can serve as the basis for incorporating several kinds of prior information in manifold learning, for example, we may know a priori, the low dimensional parameters {τ i } for a subset of the sample points [14] . Those possibilities will be further investigated in future research. Figure C .1 with the following three situations: 1) the line segments are parallel to each others, 2) the line segments are not parallel and they do not meet at a point, and 3) the line segments are not parallel but they meet at a point. We discuss these cases below.
Let w = {w 1 , w 2 , w 3 } be a certificate of the collection {T 1 , T 2 , T 3 }. Because all the points in T ij must be on the line segment ij , the certificate conditions (5. with a point u ij ∈ T ij and v ij , a vector gives the direction of ij . Writing the equations above in terms of z 1 = w 1 − w 3 and z 2 = w 2 − w 3 (w 1 − w 2 = z 1 − z 2 ), we have six equations with respect to z 1 and z 2 for determining the certificate w = {w 1 , w 2 , w 3 }.
[1, u 2) give at most five equations for the six variables in the two vectors z 1 and z 2 . For case 2) 12 , 13 , 23 are not parallel but meet at a point u, we can set u 12 = u 13 = u 23 = u. The three equations with respect to u ij in (3.1) reduce to the two equations [1, u T ]z 1 = 0 and [1, u T ]z 2 = 0. Thus, (3.1-3.2) also give at most five equations for six variables. Therefore, in both the cases, (3.1-3.2) must be underdetermined and have a nonzero solution on (z 1 , z 2 ). Thus, we have a nontrivial certificate and the collection {T 1 , T 2 , T 3 } is not affinely rigid.
For case 3) 12 , 13 , 23 are not parallel and they do not meet at a common point. Without loss of generality, assume that 13 and 23 are not parallel and they meet at τ 0 . Of course, τ 0 / ∈ 12 . Consider a certificate w = {w 1 , w 2 , w 3 }. We denote w i (τ ) = [1, τ T ]w i and use the equality w i (X) = w j (X) which means that w i (x) = w j (x) for all x ∈ X. By (5.3), w 1 ( 12 ) = w 2 ( 12 ), w 1 ( 13 ) = w 3 ( 13 ), w 2 ( 23 ) = w 3 ( 23 ). (3. 3)
The last two equalities imply that w 1 (τ 0 ) Together with w 1 ( 12 ) = w 2 ( 12 ), we see that w 1 (τ ) = w 2 (τ ) holds for at least three points which are not co-linear. We conclude that w 1 = w 2 . It follows that w 1 ( 13 ∪ 23 ) = w 3 ( 13 ∪ 23 ). Since 13 = 23 , we also have that w 1 = w 3 . Therefore, w must be trivial and the collection is affinely rigid.
We summarize the above discussions in the following result. Theorem C.1. The collection with |G * | = 3 and d = 2 is affinely rigid if and only if the three line segments 12 , 13 , 23 corresponding to the super sections of the associated coarsest graph are not parallel to each other and they do not meet at one point.
