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A new class of LYM orders is obtained, and several results about general LYM 
orders are proved. (1) Let A, CA, c ... CA,. be a chain of subsets of [n]= 
(1,..., n}. Let (a,) and (bj) be two nondecreasing sequences with ai < b, for 
1 <i< r. Then (XC [n]: ai < lXnA,l <b,}, ordered by inclusion, is a poset 
having the LYM property. (2) The smallest regular covering of an LYM order has 
M(P) chains, where M(P) is the least common multiple of the rank sizes. (3) Every 
LYM order has a smallest regular covering with at most lPi -h(P) classes of 
distinct chains, where h(P) is the height of P. To obtain (3), we discuss “minimal 
sets” of covering relations between two adjacent levels of an LYM-order. 
1. INTRODUCTION 
This paper grew out of discussions at the Symposium on Ordered Sets in 
Banff, 1981. We have several remarks to make on the subject of normalized 
matching in partially ordered sets (henceforth posets). These include proving 
that a certain class of posets have the LYM property, computing the size of 
the smallest regular coverings of LYM orders, and discussing the properties 
of “minimal” LYM orders. Any terms not explicitly defined herein can be 
found in [3] or [12]. 
There are three widely-used equivalent definitions of LYM orders. These 
are the normalized matching property, the LYM property, and. the existence 
of a regular covering of the poset by chains. Kleitman [8] proved the 
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equivalence of these properties: we will define them as needed. The most 
commonly used definition is via the LYM inequality [ 10, 11, 131. A ranked 
poset has the LYM property if any antichain F c P satisfies the following 
inequality, called the LYM inequality: 
where N, is the size of the rank containing x. In this paper, the other 
equivalent characterizations will be of more use. 
Our new class of posets includes a class shown to be LYM by Lih [9]. Let 
S(X) consist of the subsets of a set X, ordered by inclusion, and let [n] = 
{L..., n). Given a fixed subset A c [n], Lih proved that the subposet 
P c S([n]) defined by P = {XC [n]: XnA # 0} is an LYM order. He 
proved this using an early theorem due to Harper [6] (see also Hsieh and 
Kleitman [7]), which gave sufficient conditions for the poset given by the 
direct product of two LYM orders to be an LYM order. We will use this 
theorem, henceforth called the “product theorem,” to show that posets in a 
more general class of posets including Lih’s posets are all LYM orders. First, 
we note that Griggs [5] used the product theorem to obtain a different 
generalization of Lib’s result. Take a partition of [n] into blocks B, ,..., 3,. 
For each block take an arithmetic sequence {ai + jbi : j > 0). Let P be the 
subsets XC [n] such that for ail i the size of X n Bi is in the ith arithmetic 
sequence. Griggs proved that P is always an LYM order. Our generalization 
of Lih’s result is Theorem 1. There are similarities in statement and proof 
between Griggs’ theorem and this theorem. However, we have not found a 
common generalization. 
THEOREM 1. Let A, cA,c ... CA, be a chain in S([nJ). Let (ui> and 
(bi) be two nondecreasing sequences with ai < bi for 1 < i < r. Let P = 
{XC [n]: a, < lXf? Ai1 < bi}. Then P is an LYM order, and in fact the rank 
sizes N,, , N, ,... of P satisfy N:>N,-,N,+,. 
After proving this theorem, we will discuss other aspects of LYM orders. 
We show that the smallest regular coverings of an LYM order have M(P) 
chains, where M(P) is the least common multiple of the rank sizes. This 
leads us to discuss “minimal” LYM orders, which are posets from which no 
covering relations can be discarded without losing the LYM property. We 
point out several characteristics of such posets. This enables us to obtain an 
upper bound on the smallest number of distinct chains in a regular covering 
of any LYM order. If h(P) is the height of P (one less than the number of 
ranks), then P has a regular covering with at most 1 P 1 - h(P) distinct chains. 
Finally, we note that minimal LYM orders might be useful in studying a 
well-known open question about LYM orders. It is conjectured that all LYM 
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orders have “completely saturated partitions” (see [2, 4, 121). This is true if 
and only if all minimal LYM orders have completely saturated partitions, 
which was our original motivation for studying these orders. 
2. PROOF OF THEOREM 1 
We prove Theorem 1 by induction on n and r. We will use the normalized 
matching property instead of the equivalent LYM property, since it is a local 
property more susceptible to proof by induction. Let P, be the set of 
elements in the kth rank of P, and let Nk = ) Pk/. A ranked poset P has the 
normalized matching property (introduced by Graham and Harper [ 11) if, 
whenever F c Pk and F” is the subset of Pk+, consisting of the elements of 
P k+ 1 covering elements of F, it holds that 
Our induction is an easy consequence of the product theorem, which we now 
describe. The direct product of two posets Q and R is {(a, b): a E Q, b E R }, 
ordered by (a, b) < (c, d) iff a ,< b and c < d. The theorem states that the 
product of two LYM orders satisfying Ni > Nk- 1 Nk+, for all k is also an 
LYM order satisfying that property. This numerical property of the rank 
sizes is called log-concavity. 
Let P be the poset specified in the statement of the theorem. For r = 0 
there is no restriction, and P is S([n]), which is a log-concave LYM order. 
Assume r > 0, and let 2, = [n] -A,. There are no restrictions on the 
elements of [n] not contained in A,. That is, if XcA, and YcA,., with 
YE P, then (XU Y) E P. Hence, P is the direct product of S(A,) and the 
subposet of S(A,) generated by the given conditions. Call the latter poset P’. 
Since S(xr) is a log-concave LYM order, the product theorem will yield 
the desired result if P’ also has those properties. If x,, is nonempty, we apply 
induction on n. If A, = [n], let P” be the subposet of S(A,) obtained by 
dropping the restriction a, < IXn A,1 < b,. By induction on r, P” is a log- 
concave LYM order. The poset P’ is obtained from P” merely by deleting 
top ranks and bottom ranks to conform to the restriction a, < IX/< b,, since 
in this case A, is the entire set. However, deleding top or bottom ranks of a 
log-concave LYM order does not destroy log-concavity or the normalized 
matching property. This completes the proof. 
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3. MINIMUM COVERINGS 
The third characterization of LYM orders is by the existence of a regular 
covering by chains. A ranked poset has a regular covering by chains if there 
is a collection of chains in the pose& not necessarily distinct, such that 
(1) the chains intersect each rank, and (2) each element of a given rank 
occurs in the same proportion of the chains in the covering. 
To generate regular coverings, one can use the following version of the 
normalized matching property, proved by Graham and Harper [ 11. As 
before, let P, be the kth rank of a poset P, and let N, = 1 P,I. Consider the 
bipartite graph generated by the covering relations between P, and P,, 1. 
Direct the edges upward. Assign a supply of Nk+ i to each node from P, and 
a demand of N, to each node from Pktl. They proved that P is an LYM 
order if and only if all these transportation problems between pairs of 
adjacent levels have solutions. By this we mean that the associated max flow 
problem has as its maximum flow the sum of the supplies (or demands). 
If the transportation problems have solutions, they yield integer flows for 
each of the edges in the Hasse diagram. Call these the standard edge labels. 
Note that these transportation problems need not have unique solutions; we 
merely pick one set of solutions. For each maximal chain in the partial 
order, let its weight be the product of the standard edge labels on its edges. 
Using these weights as the multiplicities of chains gives a regular covering. 
The proof of this is essentially the constructive proof that the normalized 
matching property implies the existence of a regular covering by chains. 
Given a particular poset, solving these transportation (flow) problems is 
more efficient that the matching procedure Kleitman gave in [S] for 
generating regular coverings. However, both procedures generate regular 
coverings of size nk Nk, which is larger than necessary. 
It is easy to find ways to decrease the number of chains in this regular 
covering. For example, if the standard edge labels give the same label to 
some minimal set of edges which separate the top level from the bottom 
level, then those labels can be replaced by 1. Similarly, they could all be 
divided by a common factor. Figure 1 illustrates this with the product of two 
FIGURE 1 
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4-element chains. This is the smallest example we found where the number of 
chains could be reduced by eliminating common factors from the edge labels 
of separating sets. 
To generalize this example, let C, be an n-element chain. For C, x C, 
with n < m, the standard edge labels produce a regular covering with 
n! (n - I)! chains, using 22” distinct chains. Using the product of standard 
edge labels as chain multiplicities almost never achieves the minimum 
covering, though it would be interesting to know bounds on the size ratio 
between such coverings and the smallest regular covering. Dividing out 
common factors can effect some reduction in the total number of chains, but 
it can never decrease the number of distinct chains used in a covering. 
Now we ask for the minimum number of chains in a regular covering and 
the minimum number of distinct chains in such a covering. An obvious lower 
bound on the number of chains is the least common multiple of {Ark}, which 
we call M(P). In light of the above examples, it is surprising that this lower 
bound can always be achieved. In addition to solving the extremal problem, 
this theorem gives an alternative constructive proof that the normalized 
matching property implies the existence of a regular covering. 
THEOREM 2. Any LYM order P has a minimum regular covering with 
M(P) chains. 
ProoJ: Begin by obtaining edge labels similar to the standard edge labels, 
but this time use M(P)/N, as the demand or supply for the elements in P,. 
The resulting edge labels between P, and P,, r will be the standard edge 
labels multiplied by M(P)/lcm(N,, Nk+ ,). Also, the total of the labels 
assigned between each pair of adjacent levels will be M(P). Now it is easy to 
construct the chains. For each point in P,, a flow of M(P)/AT, units enters 
from below, and the same flow departs above. Match the units of flow 
entering to the units leaving, in any manner. The resulting M(P) chains form 
a regular covering, since each element of P, lies on M(P)/N, of them. 1 
Figure 2 illustrates this procedure. The regular covering has 30 chains. In 
contrast to the method discussed earlier, here the edge labels are not 
multiplied together. This explains why the covering has fewer chains. 
Finding the smallest number of distinct chains in a regular covering is 
harder. In the next section, we will obtain an upper bound. 
FIGURE 2 
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4. MINIMAL LYM ORDERS 
In this section we discuss the characteristics of minimal LYM orders and 
mention applications to minimal chain coverings and completely saturated 
partitions. A minimal LYM order is one for which the deletion of any 
covering relation in the Hasse diagram destroys the LYM property. The 
example at the end of Section 3 is such an LYM order, as is C, x C,. 
Obviously, any LYM order can be reduced to a minimal LYM order by 
throwing away some edges. Several properties of such an order follow easily. 
REMARK 1. Let G be the bipartite graph of the relations on two adjacent 
ranks of a minimal LYM order, where the rank sizes are m and n. If m > IZ, 
then G is a forest having all its vertices of degree 1 in the rank with m 
elements. If m = n, then G is a complete matching. 
Proof. Assign to the edges of G a set of standard edge labels obtained by 
solving the Graham-Harper transportation problem on these two ranks. 
Suppose that G has some cycle, on which the smallest label is s, appearing 
on edge e. The cycle has even length, so we can subtract s from the label on 
every edge at even distance from e and add s to every label at odd distance 
from e. The resulting set of labels is also a set of standard edge labels, since 
the flow in or out of any vertex is the same as it was before. However, now e 
is labeled 0 and can be dropped from G without destroying the LYM 
property. After eliminating all the cycles, G is a forest. If the smaller rank 
has a vertex of degree 1, then the set consisting of that vertex alone violates 
the normalized matching property. 
If m = n, we eliminate cycles as before and consider a vertex of degree 1. 
Its neighbor has the same supply or demand requirement, so the flow on this 
edge completely satisfies both vertices. Thus, any other edge incident to the 
neighbor receives flow 0 and can be deleted from G. i 
REMARK 2. Let G be as above. If G consists of more than a single tree, 
then the two rank sizes m and II have a greatest common factor d > 1, and 
each tree of G contains vertices from the two ranks in the same ratio as m/n. 
Proof. If some tree of G contains r vertices from the part of size m and s 
vertices from the part of size n, then by the normalized matching property 
we have s/n > r/m and r/m > sjn. Thus r/s = m/n, and m and n cannot be 
relatively prime. m 
Unfortunately, the converse does not hold. In particular, the trees or 
forests that can occur are not uniquely determined by the rank sizes. The 
smallest instance of nonuniqueness is (m, n) = (6,4); Fig. 3 also illustrates 
that the number of trees in G is not uniquely determined by the rank sizes. 
Although this result is negative, we still hope for a characterization of the 
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FIGURE 3 
forests that can arise in minimal LYM orders. Meanwhile, we give an 
application of Remark 1. Let h(P) be the height of P. (This is one less than 
the number of ranks in P.) 
THEOREM 3. Any LYM order P has a minimum regular covering in 
which the M(P) chains fall into IPI -h(P) classes of distinct chains. 
ProoJ Given P, find a minimal LYM order Q within it by deleting some 
relations, if necessary. Any (minimum) regular covering of Q is also a 
(minimum) regular covering of P. Obtain edge labels for Q as in the proof of 
Theorem 2. As in that proof, we construct the chains by matching the units 
of flow entering each element to the units of flow leaving it. 
We proceed from the bottom up, constructing the chains level by level. At 
PO, we partition the M(P) chains into N, classes by letting each element of 
P, be the bottom element of M(P)/N,, chains. Having reached the kth rank, 
we extend the chains to the next rank as follows. Let x be any element of P,. 
Place a linear order on the classes of distinct chains entering x from below, 
and place a linear order on the edges extending upward from x. Since the 
regular covering has M(P) chains, the multiplicities of the chains entering x 
from below and the edge labels on the edges from x to Pkfl both sum to 
M(P)/N,. Extend the chains reaching x, using the chosen linear orders, by 
iteratively extending the “least” unextended chain along the “least” 
unassigned unit of flow from x to the next level. After M(P)/N, steps, all the 
chains have been extended, and the number of times each edge from x to 
P k+l has been used equals its edge label. 
We need to count how many classes of distint chains are produced by this 
procedure. The linear order on the chains entering x induces a set of partial 
sums of the chain multiplicities; call this set A. Similarly, the order on the 
edges from x induces a set B of partial sums for the flow multiplicites. Note 
that 1 B 1 is the number of elements covering x. Since the matching procedure 
is consistent with both orderings, A U B is the set of partial sums for the 
classes of distinct chains reaching Pk+, via x. The number of distinct chains 
is IA U BI, with the chain multiplicities being the difference of consecutive 
partial sums. If /B I = s, then IA U B j - IA I < s - 1, since M(P)/N, belongs 
to both A and B. 
Summing this bound of s - 1 over all x E Pk, we obtain an upper bound 
on the increase in the number of classes of distinct chains when the 
construction proceeds from P, to P,, 1. By Remark 1, the relations between 
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the levels form a forest, so there are at most Nk + Nk+ i - 1 of them. Since 
we count s(x) - 1 for each of the Nk elements in P,, the total increase is at 
most Nk+r - 1. When the top rank is reached, the chains we have 
constructed belong to at most N, + Cih r (Ni - 1) = j PI - h(P) distinct 
classes. I 
Since we know only the size and height of the poset, this bound is best 
possible. For any LYM poset in which at most one rank has more than one 
element, the minimum number of distinct chains in a regular covering is 
exactly 1 PI - h(P). In the example at the end of Section 3, 1 PI - h(P) = 8, 
and it is easy to see that this poset has no regular covering with less than 8 
distinct chains. It would be interesting to characterize the posets for which 
/PI - h(P) is the exact answer. We do not know an efficient algorithm to 
compute the minimum number of distinct chains in a regular covering of a 
fixed LYM order, or even a fixed minimal LYM order. 
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