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El reconocimiento de rostros es una técnica biométrica muy utilizada en diversas áreas como seguridad y control de 
accesos, medicina forense y controles policiales. El procedimiento consiste en determinar si la imagen del rostro de 
una persona se corresponde o no con alguna de las imágenes existentes en una base de datos.  
Este problema es difícil de resolver automáticamente debido a los cambios que distintos factores producen en la 
imagen, como por ejemplo la expresión facial, el envejecimiento e incluso la iluminación. 
 
En esta tesina se presenta una variante original del método de Optimización mediante Cúmulos de Partículas o PSO 
que ofrece buenos resultados en la optimización de funciones. 
 
Finalmente la variante del método de PSO propuesta es aplicada en la resolución del problema de reconocimiento de 
rostros donde se describen y detallan los resultados obtenidos y se comparan contra otros métodos alternativos. 
 
 
Computación Evolutiva, Inteligencia de Cúmulo, 
Optimización mediante Cúmulo de Partículas, 
Reconocimiento de Rostros. 
Se presentó un nueva variante del método de PSO 
Binario  logrando una mejora en su funcionamiento 
mediante una adecuada modificación del vector 
velocidad. 
Como caso de aplicación se utilizó el método 
propuesto para resolver el problema de reconocimiento 
de rostros logrando mejorar la tasa de acierto a través 
de la reducción de falsos positivos. En cuanto al 
tamaño de la BBDD, para los casos analizados, se 
logró una reducción entre el 25% y el 50%. 
Se propuso una nueva variante de PSO Binario y se 
comparó su desempeño contra dos soluciones 
alternativas. Se realizaron 30 ejecuciones 
independientes de cada uno de los tres métodos 
aplicándolos en cada caso a la resolución de 4 
funciones de prueba. Se utilizó un test estadístico para 
medir la significación de los resultados obtenidos. 
 
Se utilizó el método propuesto para seleccionar los 
vectores SIFT más representativos de cada imagen. 
Resultaría interesante repetir el caso de aplicación 
utilizando imágenes color o en 3D. 
 
Otro aspecto necesario a la hora de realizar un 
reconocimiento es considerar una clase de rechazo si 
se espera transferir esta propuesta a una situación 
real. 
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1Resumen
El reconocimiento de rostros es una te´cnica biome´trica muy utilizada en diversas a´reas
como seguridad y control de accesos, medicina forense y controles policiales. Se trata
de identificar si la imagen del rostro de una persona se corresponde o no con alguna
de las ima´genes existentes en una base de datos. Este problema es difı´cil de resolver
automa´ticamente debido a los cambios que distintos factores, como la expresio´n facial, el
envejecimiento e incluso la iluminacio´n, producen en la imagen.
Esta tesina cubre varios aspectos de la solucio´n de este problema:
En primer lugar se presenta la Optimizacio´n mediante Cu´mulos de Partı´culas
o PSO (Particle Swarm Optimization), una metaheurı´stica que ha sido utilizada
exitosamente en la resolucio´n de una amplia gama de problemas de optimizacio´n,
incluyendo el entrenamiento de redes neuronales y la optimizacio´n de funciones.
Para esta te´cnica se describe una variante original que ofrece buenos resultados.
Luego se analizan algunos aspectos del reconocimiento de objetos en ima´genes y se
describe el me´todo utilizado para establecer una representacio´n del rostro a partir
de un conjunto de vectores n-dimensionales.
Finalmente se describen y detallan los resultados obtenidos de la aplicacio´n de la
variante de PSO propuesta en la resolucio´n del problema de reconocimiento de
rostros y se comparan los resultados obtenidos contra otros me´todos alternativos.
Palabras Claves: Computacio´n Evolutiva, Inteligencia de Cu´mulo, Optimizacio´n me-
diante Cu´mulo de Partı´culas, Reconocimiento de Rostros.
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Capı´tulo 1
Te´cnicas de Optimizacio´n
1.1. Introduccio´n
La optimizacio´n es el concepto de encontrar la mejor solucio´n, o al menos una solucio´n
lo adecuadamente buena. Debido a la gran importancia de los problemas de optimizacio´n
en la Informa´tica se han desarrollado diversos me´todos para resolverlos denominados
te´cnicas de optimizacio´n.
En este capı´tulo se realiza una introduccio´n a las te´cnicas de optimizacio´n, realizando una
clasificacio´n y poder describir aquellas basadas en la Trayectoria y aquellas basadas en la
Poblacio´n.
1.2. Clasificacio´n
Primeramente, las te´cnicas de optimizacio´n las podemos clasificar en exactas (o
enumerativas, exhaustivas, etc.) y te´cnicas aproximadas. Las te´cnicas exactas garantizan
encontrar la solucio´n o´ptima para cualquier instancia de cualquier problema en un tiempo
acotado. El inconveniente de estos me´todos es que el tiempo necesario para llevarlos
a cabo, aunque acotado, crece exponencialmente con el taman˜o del problema, ya que
la mayorı´a de e´stos son NP-Completos. Esto provoca en muchos casos que el tiempo
necesario para la resolucio´n del problema sea inaceptable. Debido a estas limitaciones
surgen los algoritmos aproximados o heurı´sticas. Estos me´todos sacrifican la garantı´a de
encontrar el o´ptimo a cambio de encontrar una buena solucio´n en un tiempo razonable.
En algunos casos, ni siquiera pueden determinar que´ tan cerca del o´ptimo se encuentra
una solucio´n factible en particular.
Dentro de los algoritmos no exactos existen muchos me´todos heurı´sticos de naturaleza
muy diferente, por lo que es complicado dar una clasificacio´n completa de los mismos.
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Figura 1.1: Clasificacio´n de las te´cnicas de optimizacio´n.
Adema´s, muchos de ellos han sido disen˜ados para un problema especı´fico sin posibilidad
de generalizacio´n o aplicacio´n a otros problemas similares. De acuerdo a lo dicho
anteriormente, como se observa en la figura 1.1, el siguiente esquema intenta realizar
una categorizacio´n general para ubicar a los me´todos heurı´sticos ma´s conocidos segu´n la
forma de buscar y construir la solucio´n [1]:
Me´todos constructivos: tambie´n llamados voraces. Los heurı´sticos constructivos
suelen ser los me´todos ma´s ra´pidos. Consisten en construir literalmente paso a
paso una solucio´n del problema. Generan una solucio´n partiendo de una vacı´a a
la que se les va an˜adiendo componentes hasta tener una solucio´n completa, que es
el resultado del algoritmo. Usualmente son me´todos deterministas y suelen estar
basados en la mejor eleccio´n en cada iteracio´n.
Me´todos de bu´squeda local: tambie´n llamados de seguimiento del gradiente. Parten
de una solucio´n ya completa junto con el uso del concepto de vecindario, recorren
parte del espacio de bu´squeda hasta encontrar un o´ptimo local. En esa definicio´n han
surgido diferentes conceptos, como el de vecindario y o´ptimo local. El vecindario
de una solucio´n s, que notamos como N(s), es el conjunto de soluciones que se
pueden construir a partir de s aplicando un operador especı´fico de modificacio´n
(generalmente denominado movimiento). Un o´ptimo local es una solucio´n mejor
o igual que cualquier otra solucio´n de su vecindario. Estos me´todos, partiendo de
una solucio´n inicial, examinan su vecindario y eligen el mejor vecino continuando
el proceso hasta que encuentran un o´ptimo local. El procedimiento realiza en cada
paso un movimiento de una solucio´n a otra con mejor valor. En muchos casos, la
exploracio´n completa del vecindario es inabordable y se siguen diversas estrategias,
dando lugar a diferentes variaciones del esquema gene´rico. Segu´n el operador de
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movimiento elegido, el vecindario cambia y el modo de explorar el espacio de
bu´squeda tambie´n, pudiendo simplificarse o complicarse el proceso de bu´squeda.
El me´todo finaliza cuando, para una solucio´n, no existe ninguna solucio´n accesible
que la mejore.
Me´todos de descomposicio´n: El problema original se descompone en subproblemas
mas sencillos de resolver, siendo la salida de uno la entrada del siguiente.
Me´todos inductivos: La idea de estos me´todos es generalizar de versiones pequen˜as
o ma´s sencillas al caso completo. Propiedades o te´cnicas identificadas en estos casos
ma´s fa´ciles de analizar pueden ser aplicadas al problema completo.
Me´todos de reduccio´n: Consiste en identificar propiedades que se cumplen
mayoritariamente por las buenas soluciones e introducirlas como restricciones del
problema. El objeto es restringir el espacio de soluciones simplificando el problema.
El riesgo obvio es dejar fuera las soluciones o´ptimas del problema original.
Metaheurı´sticas: En los an˜os setenta surgio´ una nueva clase de algoritmos no
exactos, cuya idea ba´sica era combinar diferentes me´todos heurı´sticos a un nivel
ma´s alto para conseguir una exploracio´n del espacio de bu´squeda de forma eficiente
y efectiva. Estas te´cnicas se han denominado metaheurı´sticas, te´rmino utilizado
por primera vez por Glover en [2]. Antes de que este te´rmino fuese aceptado
completamente por la comunidad cientı´fica estos me´todos eran denominados como
heurı´sticos modernos [3].
Podemos describir las propiedades principales que caracterizan las metaheurı´sticas como
[4] [5] [6]:
Estrategias o plantillas generales que guı´an el proceso de bu´squeda.
Exploracio´n del espacio de bu´squeda eficiente con el objetivo de encontrar
soluciones (casi) o´ptimas.
Son algoritmos no exactos y generalmente son no deterministas.
Pueden incorporar mecanismos para evitar las a´reas del espacio de bu´squeda no
o´ptimas.
El esquema ba´sico de cualquier metaheurı´stica es general y no depende del
problema a resolver.
Hacen uso de conocimiento del problema que se trata de resolver en forma
de heurı´sticos especı´ficos que son controlados de manera estructurada por una
estrategia de ma´s alto nivel.
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Utilizan funciones de aptitud para cuantificar el grado de adecuacio´n de una
determinada solucio´n.
Haciendo un resumen de los puntos anteriores, se puede decir que una metaheurı´stica es
una estrategia de alto nivel que explora el espacio de bu´squeda por medio de diferentes
me´todos. En otras palabras, una metaheurı´stica es una plantilla general no determinista
que debe ser rellenada con datos especı´ficos del problema adaptados para la misma: re-
presentacio´n de las soluciones, operadores para manipularlas, funcio´n de adecuacio´n para
el proceso de optimizacio´n, etc. Permite abordar problemas con espacios de bu´squeda de
gran taman˜o, donde el nu´mero de posibles soluciones es extremadamente grande. Por lo
tanto es de especial intere´s el correcto equilibrio que haya entre diversificacio´n e inten-
sificacio´n.El termino diversificacio´n se refiere a la exploracio´n del espacio de bu´squeda,
mientras que intensificacio´n se refiere a la explotacio´n de algu´n a´rea concreta de ese es-
pacio. El equilibrio entre estos dos aspectos contrapuestos es de gran importancia, ya
que por un lado deben identificarse ra´pidamente la regiones prometedoras del espacio de
bu´squeda global y por el otro lado no se debe malgastar tiempo en las regiones que ya han
sido exploradas o que no contienen soluciones de alta calidad.
Existen diversas formas de clasificar y describir las te´cnicas metaheurı´sticas [7].
Dependiendo de las caracterı´sticas que se seleccionen se pueden obtener diferentes
taxonomı´as: basadas en la naturaleza o no basadas en la naturaleza, basadas en memoria
o sin memoria, con funcio´n objetivo esta´tica o dina´mica, etc. En lo que continu´a del
capı´tulo hemos elegido clasificarlas de acuerdo a si en cada paso manipulan un u´nico
punto del espacio de bu´squeda o trabajan sobre un conjunto (poblacio´n) de ellos, es
decir, detallaremos la agrupacio´n que divide a las metaheuı´sticas en aquellas basadas en la
trayectoria y aquellas basadas en la poblacio´n, como se muestra en la Figura 1.2 en la que
se pueden observar las principales metaheurı´sticas que pasamos a describir brevemente
en las siguientes subsecciones.
1.2.1. Metaheurı´sticas Basadas en Trayectoria
La principal caracterı´stica de estos me´todos es que parten de un punto y mediante la
exploracio´n del vecindario van actualizando la solucio´n actual, formando una trayectoria.
La mayorı´a de estos algoritmos surgen como extensiones de los me´todos de bu´squeda
local simples a los que se les an˜ade alguna caracterı´stica para escapar de los mı´nimos
locales. Esto implica la necesidad de una condicio´n de parada ma´s compleja que la de
encontrar un mı´nimo local. Normalmente se termina la bu´squeda cuando se alcanza un
nu´mero ma´ximo predefinido de iteraciones, se encuentra una solucio´n con una calidad
aceptable, o se detecta un estancamiento del proceso.
El Enfriamiento Simulado o Simulated Annealing (SA) es una de las ma´s antiguas
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Figura 1.2: Clasificacio´n de las metaheurı´sticas.
entre las metaheurı´sticas y seguramente es el primer algoritmo con una estrategia
explı´cita para escapar de los o´ptimos locales. El SA fue inicialmente presentado en
[8]. La idea del SA es simular el proceso de recocido del metal y del cristal. Para
evitar quedar atrapado en un o´ptimo local, el algoritmo permite elegir una solucio´n
peor que la solucio´n actual. En cada iteracio´n se elige, a partir de la solucio´n actual
s, una solucio´n s
′
del vecindario N(s). Si s
′
es mejor que s (es decir, tiene un mejor
valor en la funcio´n de fitness), se sustituye s por s
′
como solucio´n actual. Si la
solucio´n s
′
es peor, entonces es aceptada con una determinada probabilidad que
depende de la temperatura actual T y de la variacio´n en la funcio´n de fitness, f(s
′
)-
f(s) (caso de minimizacio´n). Esta probabilidad generalmente se calcula siguiendo
la distribucio´n de Boltzmann:
p(s
′ |T, s) = e f (s
′
)− f (s)
T
La Bu´squeda Tabu´ o Tabu Search (TS) es una de las metaheurı´sticas que se
han aplicado con ma´s e´xito a la hora de resolver problemas de optimizacio´n
combinatoria. Los fundamentos de este me´todo fueron introducidos en [2]. La idea
ba´sica de la bu´squeda tabu´ es el uso explı´cito de un historial de la bu´squeda (una
memoria de corto plazo), tanto para escapar de los o´ptimos locales como para
implementar su estrategia de exploracio´n y evitar buscar varias veces en la misma
regio´n. Esta memoria de corto plazo es implementada en esta te´cnica como una lista
tabu´, donde se mantienen las soluciones visitadas ma´s recientemente para excluirlas
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de los pro´ximos movimientos. En cada iteracio´n se elige la mejor solucio´n entre las
permitidas y la solucio´n es an˜adida a la lista tabu´.
El Procedimiento de Bu´squeda Miope Aleatorizado y Adaptativo o The Greedy
Randomized Adaptive Search Procedure (GRASP) [9] es una metaheurı´stica
simple que combina heurı´sticos constructivos con bu´squeda local. GRASP es un
procedimiento iterativo compuesto de dos fases: primero una construccio´n de una
solucio´n y despue´s un proceso de mejora. La solucio´n mejorada es el resultado del
proceso de bu´squeda.
La Bu´squeda en Vecindario Variable o Variable Neighborhood Search (VNS) es
una metaheurı´stica propuesta en [10], que aplica explı´citamente una estrategia para
cambiar entre diferentes estructuras de vecindario de entre un conjunto de ellas
definidas al inicio del algoritmo. Este algoritmo es muy general y con muchos
grados de libertad a la hora de disen˜ar variaciones e instanciaciones particulares.
La Bu´squeda Local Iterada o Iterated Local Search (ILS) [11] es una metaheurı´stica
basada en un concepto simple pero muy efectivo. En cada iteracio´n, la solucio´n
actual es perturbada y a esta nueva solucio´n se le aplica un me´todo de bu´squeda
local para mejorarla. Este nuevo o´ptimo local obtenido por el me´todo de mejora
puede ser aceptado como nueva solucio´n actual si pasa un test de aceptacio´n.
1.2.2. Metaheurı´sticas Basadas en Poblacio´n
Los me´todos basados en poblacio´n se caracterizan por trabajar con un conjunto de
soluciones (poblacio´n) en cada iteracio´n, a diferencia de los me´todos observados
anteriormente que u´nicamente utilizan un punto del espacio de bu´squeda por iteracio´n.
El resultado final proporcionado por este tipo de algoritmos depende fuertemente de la
forma en que manipula la poblacio´n.
Los Algoritmos Evolutivos o Evolutionary Algorithms (EA) [12] esta´n inspirados
en la capacidad de la naturaleza para evolucionar seres adapta´ndolos a los
cambios de su entorno. Esta familia de te´cnicas siguen un proceso iterativo y
estoca´stico que opera sobre una poblacio´n de individuos. Cada individuo representa
una solucio´n potencial al problema que se esta´ resolviendo. Inicialmente, la
poblacio´n es generada aleatoriamente (quiza´s con ayuda de un heurı´stico de
construccio´n). Cada individuo en la poblacio´n tiene asignado, por medio de
una funcio´n de aptitud (fitness), una medida de su bondad con respecto al
problema bajo consideracio´n. Este valor es la informacio´n cuantitativa que el
algoritmo usa para guiar su bu´squeda. En los me´todos que siguen el esquema
de los algoritmos evolutivos, la modificacio´n de la poblacio´n se lleva a cabo
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mediante tres operadores: seleccio´n, recombinacio´n y mutacio´n. Estos algoritmos
establecen un equilibrio entre la explotacio´n de buenas soluciones (fase de
seleccio´n) y la exploracio´n de nuevas zonas del espacio de bu´squeda (fase de
reproduccio´n), basados sobre el hecho de que la polı´tica de reemplazo permite
la aceptacio´n de nuevas soluciones que no mejoran necesariamente la existentes.
En la literatura se han propuesto diferentes algoritmos basados en este esquema
general. Ba´sicamente, estas propuestas se pueden clasificar en tres categorı´as que
fueron desarrolladas de forma independiente. Estas categorı´as son la Programacio´n
Evolutiva o Evolutionary Programming (EP) desarrollada por Fogel [13], las
Estrategias Evolutivas o Evolution Strategies (ES) propuestas por Rechenberg en
[14], y los Algoritmos Gene´ticos o Genetic Algorithms (GA) introducidos por
Holland en [15].
La Bu´squeda Dispersa o Scatter Search (SS) [6] es una metaheurı´stica cuyos
principios fueron presentados en [16] y que actualmente esta´ recibiendo una gran
atencio´n por parte de la comunidad cientı´fica. El algoritmo se basa en mantener
un conjunto relativamente pequen˜o de soluciones tentativas (llamado conjunto de
referencia) que se caracteriza tanto por contener buenas soluciones como soluciones
diversas. Este conjunto se divide en subconjuntos de soluciones a las cuales se
les aplica una operacio´n de recombinacio´n y mejora. Para realizar la mejora o
refinamiento de soluciones se suelen utilizar mecanismos de bu´squeda local.
Los sistemas basados en Colonias de Hormigas o Ant Colony Optimization (ACO)
[17] son unas metaheurı´sticas inspiradas en el comportamiento de las hormigas
reales cuando realizan la bu´squeda de comida. Este comportamiento es el siguiente:
inicialmente, las hormigas exploran el a´rea cercana a su nido de forma aleatoria.
Tan pronto como una hormiga encuentra la comida, la lleva al nido. Mientras que
realiza este camino, la hormiga va depositando una sustancia quı´mica denominada
feromona. Esta sustancia ayudara´ al resto de las hormigas a encontrar la comida.
Esta comunicacio´n indirecta entre las hormigas mediante el rastro de feromona
las capacita para encontrar el camino ma´s corto entre el nido y la comida. Esta
funcionalidad es la que intenta simular este me´todo para resolver problemas de
optimizacio´n. En esta te´cnica, el rastro de feromona es simulado mediante un
modelo probabilı´stico.
Los Algoritmos Basados en Cu´mulos de Partı´culas o Particle Swarm Optimization
(PSO) [18] son te´cnicas metaheurı´sticas inspiradas en el comportamiento social
del vuelo de las bandadas de aves o el movimiento de los bancos de peces. Se
fundamenta en los factores que influyen en la toma de decisio´n de un agente que
forma parte de un conjunto de agentes similares. La toma de decisio´n por parte
de cada agente se realiza conforme a una componente social y una componente
individual, mediante las que se determina el movimiento (direccio´n) de este agente
CAPI´TULO 1. TE´CNICAS DE OPTIMIZACIO´N 11
para alcanzar una nueva posicio´n en el espacio de soluciones. Simulando este
modelo de comportamiento se obtiene un me´todo para resolver problemas de
optimizacio´n.
Capı´tulo 2
PSO - Particle Swarm Optimization
2.1. Introduccio´n
La optimizacio´n mediante el cu´mulo de partı´culas o PSO (Particle Swarm Optimization)
es una metaheurı´stica poblacional propuesta por Kennedy y Eberhart [18]. Esta´ basada
en la simulacio´n de modelos sociales simples e inspirada en el comportamiento social del
vuelo de las bandadas de aves o el movimiento de los bancos de peces (Figura 2.1).
PSO utiliza lo que se conoce como Inteligencia de Cu´mulo y plantea una “meta´fora
social” que se puede resumir de la siguiente forma: los individuos que conviven en una
sociedad tienen una opinio´n que es parte de un “conjunto de creencias” (el espacio de
bu´squeda) compartido por todos los posibles individuos.
El libro de Kennedy y Eberhart [19] describe muchos aspectos filoso´ficos de PSO y la
inteligencia de cu´mulo. Poli hizo una cobertura exhaustiva de las aplicaciones de PSO en
[20] y [21].
Cada individuo puede modificar su propia opinio´n basa´ndose en tres factores:
Su conocimiento sobre el entorno (su valor de aptitud o fitness).
Figura 2.1: Ejemplos de Inteligencia de Cu´mulo en la naturaleza
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Su conocimiento histo´rico o experiencias anteriores (su memoria o conocimiento
cognitivo).
El conocimiento histo´rico o experiencias anteriores de los individuos situados en su
vecindario (su conocimiento social).
es decir que intervienen aspectos sociales, culturales y de imitacio´n.
Los seres humanos tambie´n utilizan la inteligencia de cu´mulo en la resolucio´n de
problemas de optimizacio´n. Por ejemplo, en un incendio, ante la imposibilidad de
encontrar una vı´a de escape ra´pida, los humanos tienden a seguir el comportamiento de la
mayorı´a; por tal motivo, si alguien advierte que todos corren en determinada direccio´n, lo
natural es que adopte el mismo comportamiento sin saber efectivamente si esa direccio´n
es la correcta. El conocimiento actual de cada individuo se ve afectado por el entorno.
Segu´n se define en [18], PSO utiliza una poblacio´n de taman˜o fijo. Cada elemento de
la poblacio´n, denominado partı´cula, es una solucio´n del problema y sus movimientos
se encuentran acotados al espacio de bu´squeda. Este espacio se encuentra definido de
antemano y no se permite que las partı´culas se desplacen fuera de e´l.
En PSO, cada individo o partı´cula esta´ siempre en continuo movimiento explorando el
espacio de bu´squeda y nunca muere.
Cada partı´cula esta compuesta por tres vectores y dos valores de fitness:
Vector Xi = (xi1, xi2, . . . , xin) almacena la posicio´n actual de la partı´cula en el
espacio de bu´squeda.
Vector pBesti = (pi1, pi2, . . . , pin) almacena la mejor solucio´n encontrada por la
partı´cula hasta el momento.
Vector velocidad Vi = (vi1, vi2, . . . , vin) almacena el gradiente (direccio´n) segu´n el
cual se movera´ la partı´cula.
El valor fitness f itness xi almacena el valor de aptitud de la solucio´n actual (vector
Xi).
El valor fitness f itness pBesti almacena el valor de aptitud de la mejor solucio´n
local encontrada hasta el momento (vector pBesti)
En la figura 2.2 se detalla una representacio´n gra´fica del movimiento de una partı´cula
en el espacio de soluciones. Las flechas de lı´nea punteada representan la direccio´n de los
vectores de velocidad actual. La flecha de lı´nea completa representa la direccio´n que toma
la partı´cula para moverse desde la posicio´n Xi(t) hasta la posicio´n Xi(t + 1). El cambio de
direccio´n de esta flecha depende de la influencia de las dema´s direcciones que intervienen
en el movimiento.
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Figura 2.2: Movimiento de una partı´cula en el espacio de soluciones.
La poblacio´n se inicializa generando las posiciones y las velocidades iniciales de las
particulas aleatoriamente. Una vez que la poblacio´n esta´ inicializada, los individuos
comienzan a moverse por el espacio de bu´squeda por medio del proceso iterativo.
Con la nueva posicio´n del individuo, se calcula y actualiza su fitness ( f itness xi). Adema´s,
si el nuevo fitness del individuo es el mejor encontrado hasta el momento, se actualizan
los valores de mejor posicio´n pBesti y fitness f itness pBesti.
Como se explico´ anteriormente, el vector velocidad es modificado tomando en cuenta su
experiencia y su entorno.
La expresio´n es:
Vi(t + 1) = w.Vi(t) + ϕ1.rand1.(pBesti − Xi(t)) + ϕ2.rand2.(gi − Xi(t)) (2.1)
donde w representa el factor inercia [22], ϕ1 y ϕ2 las constantes de aceleracio´n, rand1 y
rand2 son valores aleatorios pertenecientes al intervalo (0,1) y gi representa la posicio´n
de la particula con el mejor pBest en el entorno de Xi (lBest o localbest) o del todo el
cu´mulo (gBest o globalbest). Los valores de w, ϕ1 y ϕ2 son importantes para asegurar que
converja el algortimo. Para ma´s detalles sobre la eleccio´n de estos valores consultar [23]
y [24].
Finalmente, se actualiza la posicio´n de la partı´cula de la siguiente forma:
Xi(t + 1) = Xi(t) + Vi(t + 1) (2.2)
El algoritmo 1 describe el pseudoco´digo del algoritmo de bu´squeda de PSO
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Algorithm 1: Algoritmo PSO Ba´sico
Pop = CrearPoblacion(N);
while no se alcance la condicio´n de terminacio´n do
for i = 1 to size(Pop) do
Evaluar Partı´cula Xi del cu´mulo Pop;
if f itness(Xi) es mejor que f itness(pBesti) then
pBesti ← Xi;
f itness(pBesti)← f itness(Xi);
for i = 1 to size(Pop) do
Elegir gi de acuerdo al criterio de vecindario usado;
Vi ← w.Vi + (ϕ1.rand1.(pBesti − Xi) + ϕ2.rand2.(gi − Xi);
Xi ← Xi + Vi;
Result: la mejor solucio´n encontrada
Es importante notar que PSO es una metaheurı´stica que hace muy pocas suposiciones con
respecto al problema que se busca resolver y es capaz de buscar en espacios de soluciones
muy grandes.
Como contrapartida, debe mencionarse que, metaheurı´sticas como PSO no garantizan
que la solucio´n o´ptima sea alcanzada. PSO no utiliza la informacio´n de ningu´n gradiente
para realizar la bu´squeda, esto implica que la funcio´n de aptitud a utilizar no necesita ser
diferenciable como es requerido por los me´todos de optimizacio´n cla´sicos, como descenso
de gradiente y los me´todos cuasi-Newton.
Esto u´ltimo permite que PSO sea utilizado en problemas de optimizacio´n cuya funcio´n de
aptitud sea ruidosa o se encuentre parcialmente definida.
Existen diferentes versiones que fueron desarrolladas a partir de la idea original, la
mayorı´a de ellas relacionadas con la variacio´n de diversos para´metros del algoritmo o a
la combinacio´n de varias topologı´as, taman˜os y nu´mero de poblaciones [25][26][27][28].
Tambie´n se han propuesto cambios en la velocidad de las partı´culas con el fin de lograr
diversidad y evitar el estancamiento en el proceso de bu´squeda [29] [30] [31].
2.2. Tipos de Algoritmos basados en PSO
El algoritmo PSO original puede alterarse modificando su configuracio´n original y, de
esta manera, dar origen a nuevas aproximaciones. A continuacio´n se detallan variaciones
cla´sicas basadas en alteraciones sobre el taman˜o de la vecindad y otras basadas en
alteraciones de los pesos del conocimiento cognitivo y social.
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Dependiendo de la influencia de los pesos cognitivo y social (valores ϕ1 y ϕ2
respectivamente) sobre la direccio´n de la velocidad que toma una partı´cula en el
movimiento (ecuacio´n 2.1), Kennedy [32] se pueden distinguir cuatro tipo de algoritmos:
Modelo Completo: ϕ1 > 0 y ϕ2 > 0. Tanto el componente cognitivo como el social
intervienen en el movimiento.
Modelo so´lo Cognitivo: ϕ1 > 0 y ϕ2 = 0. U´nicamente el componente cognitivo
interviene en el movimiento.
Modelo so´lo Social: ϕ1 = 0 y ϕ2 > 0. U´nicamente el componente social interviene
en el movimiento.
Modelo so´lo Social exclusivo: ϕ1 = 0, ϕ2 > 0 y gi , xi. La posicio´n de la partı´cula
en sı´ no puede ser la mejor de su entorno.
Los para´metros ϕ1 y ϕ2 ponderan la importancia que se le otorga al conocimiento
adquirido por la partı´cula o por el mejor del entorno respectivamente. A mayor valor de
ϕ1 o ϕ2 mayor presio´n se realiza para que la partı´cula sea atraı´da por su mejor solucio´n
encontrada o por el mejor del entorno, respectivamente.
Por otro lado, desde el punto de vista del vecindario, el algoritmo puede ser clasificado en
dos tipos de algoritmos: PSO Local y PSO Global.
En la variacio´n PS OLocal, el conocimiento social de la partı´cula es evaluado so´lo en el
entorno inmediatamente pro´ximo a la misma. En cambio, para la variacio´n PS OGlobal,
el conocimiento social para cada partı´cula es evaluado en la poblacio´n completa.
El taman˜o de la vecindad influye en la velocidad de convergencia del algoritmo ası´ como
en la diversidad de los individuos de la poblacio´n. A mayor taman˜o de vecindad, la
convergencia del algoritmo es ma´s ra´pida pero la diversidad de los individuos es menor.
2.3. Topologı´as de Cu´mulos de Partı´culas
Un aspecto muy importante a considerar es la manera en la que una partı´cula interacciona
con las dema´s partı´culas de su vecindario. Las topologı´as definen el entorno de interaccio´n
de una partı´cula individual con su vecindario, por lo que los entornos pueden ser de dos
tipos [33]:
Geogra´ficos: se calcula la distancia de la partı´cula actual al resto y se toman las ma´s
cercanas para componer su entorno.
Sociales: se define a priori una lista de vecinas para cada partı´cula, independiente-
mente de su posicio´n en el espacio.
En la figura 2.3 se muestran gra´ficamente ejemplos de entornos geogra´ficos y sociales
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Figura 2.3: Ejemplos de entornos sociales y geogra´ficos en un espacio de soluciones
2.4. Aspectos Avanzados de los Algoritmos basados en
PSO
Pueden encontrarse en la literatura distintos variantes de PSO que buscan resolver sus
problemas habituales generalmente relacionados con acotar la velocidad de la partı´cula o
el taman˜o de la poblacio´n. En el primer caso, el vector velocidad es lo u´nico que impide
que la partı´cula se detenga. Lamentablemente, si toma un valor excesivamente fuera de
rango, la partı´cula tiende a no estabilizarse generando oscilaciones. Por su parte, el taman˜o
de la poblacio´n determina la capacidad exploratoria inicial de la poblacio´n. Si es muy
chica, es posible que no logre cubrir adecuadamente el espacio de entrada y si es muy
grande, su evolucio´n consumira´ un tiempo computacional muy importante.
A continuacio´n se idican algunas soluciones existentes referidas a estos aspectos.
2.4.1. Mecanismos de control de velocidad
Un problema de rendimiento de los algoritmos basados en PSO es que la magnitud
de la velocidad suele llegar a ser muy grande durante la ejecucio´n, provocando que
las partı´culas se muevan demasiado ra´pido por el espacio de bu´squeda si no se fija
adecuadamente un valor de velocidad ma´ximo. En [34] se comparan dos me´todos
para controlar el excesivo crecimiento de las velocidades: un factor de inercia ajustado
dina´micamente y un coeficiente de constriccio´n.
La idea de tener un factor de inercia w que influya en la velocidad dina´micamente indica
que la inercia se reduce gradualmente a lo largo del tiempo (iteraciones del algoritmo)
[35], como muestra la ecuacio´n (2.3):
w = wmax − wmax − wminitermax .iter (2.3)
donde wmax es el peso inicial y wmin el peso final, itermax es el nu´mero ma´ximo de
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iteraciones y iter es la iteracio´n actual. w debe mantenerse entre 0.9 y 1.2. Valores altos
provocan una bu´squeda exhaustiva (ma´s diversificacio´n) y valores bajos una bu´squeda
ma´s localizada (ma´s intensificacio´n).
Por otra parte, el coeficiente de constriccio´n introduce una nueva ecuacio´n para la
actualizacio´n de la velocidad (ecuaciones 2.4 y 2.5). Este coeficiente asegura la
convergencia [34].
vi(t + 1) = K[w.vi(t) + ϕ1.rand1.(pBesti − xi(t)) + ϕ2.rand2.(gi − xi(t))] (2.4)
K =
2
2 − ϕ − √ϕ2 − 4ϕ (2.5)
2.4.2. PSO de poblacio´n variable
Otro aspecto a tener en consideracio´n es el taman˜o del cu´mulo de partı´culas, pues deter-
mina el equilibro entre la calidad de las soluciones obtenidas y el costo computacional.
En el algoritmo PSO descripto en [36], cada individuo permanece en continuo
movimiento dentro del espacio de bu´squeda y nunca muere. Este algoritmo necesita
experiencia previa para la definicio´n de la cantidad de soluciones que se van a manejar en
cada iteracio´n, de manera de no condicionar el resultado a obtener.
En [28] se propone una versio´n de PSO, denominada varPSO, que permite variar el
taman˜o de la poblacio´n durante el proceso adaptativo con la intencio´n de mejorar la
relacio´n de compromiso existente entre la velocidad de convergencia y la diversidad de
la poblacio´n. La variacio´n de la poblacio´n hace innecesario definir a priori el taman˜o del
cu´mulo, evitando ası´ el problema planteado anteriormente.
El algoritmo varPSO se basa en una modificacio´n del proceso adaptativo que permite
que las partı´culas se reproduzcan y mueran en funcio´n de su aptitud para resolver el
problema planteado. Esto se realiza principalmente a trave´s del concepto de edad que
permite determinar el tiempo de permanencia de cada elemento dentro de la poblacio´n.
Adema´s, dado que PSO tiende a poblar ra´pidamente las zonas exploradas con buen fitness,
para no poblar excesivamente un mismo lugar del espacio de soluciones, se analiza el
entorno de cada individuo y se eliminan las peores soluciones de las zonas muy pobladas.
Finalmente, la insercio´n de partı´culas tiene dos objetivos: incrementar la velocidad de
convergencia incorporando individuos en las zonas menos pobladas y compensar la
eliminacio´n de partı´culas provocada por el cumplimiento de los respectivos tiempos de
vida. Determinar los lugares convenientes, dentro del espacio de bu´squeda, donde deben
insertarse los nuevos individuos no es una tarea trivial. En realidad, se trata de una
situacio´n de compromiso entre la identificacio´n de las zonas o´ptimas y la velocidad del
proceso de insercio´n de los nuevos individuos.
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Figura 2.4: Detector de oscilacio´n
Para ma´s detalles consultar [28].
2.4.3. PSO con control de oscilaciones
PSO es una te´cnica de optimizacio´n que ha mostrado ser simple de implementar, estable,
escalable y con la cual se han obtenido buenos resultados en optimizacio´n de funciones,
incluso cuando se ha comparado con otras te´cnicas ma´s utilizadas como los algoritmos
gene´ticos. No obstante, esta te´cnica no esta´ exenta de problemas, ya que tiene cierta
tendencia a quedar atrapada en mı´nimos locales. La estrategia de exploracio´n que utiliza
alrededor de o´ptimos locales se muestra ineficiente, dado que tiende a oscilar alrededor
de los mismos en repetidas ocasiones [37].
Teniendo en cuenta este u´ltimo punto, en [38] se presenta una variante de PSO
denominada oscPSO que cambia la estrategia de acercamiento a los o´ptimos locales,
cuando se detecta una oscilacio´n alrededor de ellos.
Para lograr este objetivo, se utiliza un procedimiento de bu´squeda determinista que
minimiza la cantidad de pasos para alcanzar los puntos o´ptimos.
Es importante considerar que, generalmente dichas oscilaciones se presentan so´lo en
algunas dimensiones de una misma partı´cula. Por lo tanto, en oscPSO, una misma
partı´cula podra´ utilizar dos estrategias distintas para modificar las dimensiones de su
vector velocidad. Las dimensiones que se encuentren en estado de oscilacio´n utilizara´n un
proceso de bu´squeda local, mientras que las dimensiones que no se encuentren en estado
de oscilacio´n seguira´n lo indicado en el algoritmo PSO convencional.
Una dimensio´n de una partı´cula sera´ considerada en estado de oscilacio´n si evidencia un
comportamiento que alterna avances y retrocesos de forma sucesiva. Es decir que, para
cada dimensio´n de una misma partı´cula, se analiza el signo de la velocidad resultante
en cada iteracio´n. Cuando se perciba que existe una secuencia de signos de velocidad
contrarios en una sucesio´n de iteraciones, se define que la partı´cula, para esa dimensio´n
en particular, se encuentra en estado de oscilacio´n. La figura 2.4 ilustra esta situacio´n.
El procedimiento de bu´squeda local es utilizado para actualizar el vector velocidad de una
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Figura 2.5: Bu´squeda Local
partı´cula, en las dimensiones que se encuentran en estado de oscilacio´n, reemplazando
a lo indicado en (2.1) por un Procedimiento de Bu´squeda Local Determinista. Este
procedimiento busca las dos mejores posiciones con mayor fitness dentro de las
ubicaciones memorizadas por esa partı´cula, con signos de velocidad opuestos en la
dimensio´n a considerar, y calcula el punto medio entre ellas. Este procedimiento se
repite en las sucesivas iteraciones, hasta encontrar una ubicacio´n con fitness peor que el
anterior. Requiere del almacenamiento de las u´ltimas N posiciones de la partı´cula dentro
del espacio de soluciones junto con sus valores de fitness correspondientes. La figura 2.5
muestra el funcionamiento del Procedimiento de Bu´squeda Local.
Capı´tulo 3
PSO Binario
3.1. PSO Binario original
En diversas aplicaciones pra´cticas cada vez es ma´s frecuente la presencia de problemas
de optimizacio´n que involucran variables que deben tomar valores discretos. Se trata
de problemas de naturaleza combinatoria donde una de las formas de resolverlos
es la discretizacio´n de valores continuos. Considerando que cualquier problema de
optimizacio´n, discreto o continuo, puede ser expresado en notacio´n binaria, Kennedy
y Eberthart en [36], consideraron de utilidad el poder disponer de una versio´n binaria
discreta de PSO para problemas de optimizacio´n discretos que denominaron PSO Binario.
En un espacio binario, una partı´cula se mueve en las esquinas de un hipercubo, cambiando
los valores de los bits que determinan su posicio´n. En este contexto, la velocidad de
una particula puede ser vista como la cantidad de cambios ocurridos por iteracio´n o la
distancia de Hamming entre las posiciones de la partı´culas en el instante t y el t + 1. Una
partı´cula con 0 bits cambiados, de una iteracio´n a la otra, no se mueve mientras que otra
partı´cula que cambia por el valor contrario todos sus bits, se desplaza a velocidad ma´xima.
Au´n no se ha dicho en que consiste el vector velocidad. Repitiendo la notacio´n del capı´tulo
anterior, la partı´cula de PSO binario esta´ formada por
Vector Xi = (xi1, xi2, . . . , xin) almacena la posicio´n actual de la partı´cula en el
espacio de bu´squeda. Es decir que se trata de un vector binario.
Vector pBesti = (pi1, pi2, . . . , pin) almacena la mejor solucio´n encontrada por la
partı´cula hasta el momento. Por lo tanto, tambie´n es binario.
Vector velocidad Vi = (vi1, vi2, . . . , vin) es un vector de valores reales.
El valor fitness f itness xi almacena el valor de aptitud de la solucio´n actual (vector
xi).
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El valor fitness f itness pBesti almacena el valor de aptitud de la mejor solucio´n
local encontrada hasta el momento (vector pBesti)
El valor de la velocidad para la partı´cula i en la dimensio´n d se actualiza segu´n (3.1)
vid(t + 1) = w.vid(t) + ϕ1.rand1.(pid − xid(t)) + ϕ2.rand2.(gid − xid(t)) (3.1)
No´tese que si bien las ecuaciones (3.1) y (2.1) coinciden, ahora pid y xid son enteros en
{0, 1} y vid es utilizada como argumento de la funcio´n sigmoide de (3.2) a fin de obtener
un valor acotado en [0, 1] equivalente a la probabilidad de que la posicio´n de la partı´cula
tome el valor 1.
sig(vid(t)) =
1
1 + e−vid(t)
(3.2)
Luego, el vector posicio´n de la partı´cula se actualiza de la siguiente forma
xid(t + 1) =
{
1 i f rand() < sig(vid(t + 1))
0 i f not (3.3)
donde rand() es un nu´mero random con distribucio´n uniforme en [0,1] distinto para cada
dimensio´n.
El algoritmo 2 detalla el pseudoco´digo correspondiente.
En la versio´n continua de PSO el valor de vid tambie´n se encontraba acotado a un intervalo
cuyos valores eran para´metros del algoritmo.
En el caso discreto, el valor de la velocidad es acotado segu´n(3.4)
|vid| < Vmax (3.4)
siendo Vmax un para´metro del algoritmo. Es importante notar que Vmax debe tomar
valores adecuados para permitir que las partı´culas sigan explorando mı´nimamente
alrededor del o´ptimo. Por ejemplo, si Vmax = 6 las probabilidades de cambio sig(vid)
estara´n limitadas a 0,9975 y 0,0025. Esto permite una reducida probabilidad de cambio.
Pero si Vmax tomara un valor extremo, por ejemplo 50, serı´a muy poco probable que una
partı´cula cambie su posicio´n luego de alcanzar un o´ptimo (que tal vez sea local).
Es importante remarcar que la incorporacio´n de la funcio´n sigmoide cambia radicalmente
la manera de utilizar el vector velocidad para actualizar la posicio´n de la partı´cula. En PSO
continuo, el vector velocidad toma valores mayores al inicio para facilitar la exploracio´n
del espacio de soluciones y al final se reduce para permitir que la partı´cula se estabilice.
En PSO binario ocurre precisamente todo lo contrario. Los valores extremos, al ser
mapeados por la funcio´n sigmoide, producen valores de probabilidad similares, cercanos
a 0 o a 1, reduciendo la chance de cambio en los valores de la partı´cula. Por otro lado,
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Algorithm 2: Algoritmo PSO Binario
Pop = CrearPoblacion(N);
while no se alcance la condicio´n de terminacio´n do
for i = 1 to size(Pop) do
Evaluar Partı´cula Xi del cu´mulo Pop;
if f itness(Xi) es mejor que f itness(pBesti) then
pBesti ← Xi;
f itness(pBesti)← f itness(Xi);
for i = 1 to size(Pop) do
Elegir gi de acuerdo al criterio de vecindario usado;
Vi ← w.Vi + (ϕ1.rand1.(pBesti − Xi) + ϕ2.rand2.(gi − Xi);
for d = 1 to n do
if rand() < sig(Vid) then
Xid = 1
else
Xid = 0
Result: la mejor solucio´n encontrada
valores del vector velocidad cercanos a cero incrementan la probabilidad de cambio. Es
importante considerar que si la velocidad de una partı´cula es el vector nulo, cada uno de
los dı´gitos binarios que determina su posicio´n tiene probabilidad 0.5 de cambiar a 1. Es
la situacio´n ma´s aleatoria que puede ocurrir.
Cada partı´cula incrementa su capacidad exploratoria a medida que el vector velocidad
reduce su valor; es decir que , cuando vid tiende a cero, lı´m
t→∞ sig(vid(t)) = 0,5, permitiendo
que cada dı´gito binario tome el valor 1 con probabilidad 0,5. Es decir que puede tomar
cualquiera de los dos valores.
Por el contrario, cuando los valores del vector velocidad se incrementan, lı´m
t→∞ sig(vid(t)) =
1, y por lo tanto todos los bits tienden a 1, mientras que cuando el vector velocidad
decrece, tomando valores negativos, lı´m
t→∞ sig(vid(t)) = 0 y todos los bits cambian a 0.
Es importante remarcar que limitando los valores del vector velocidad entre −3 y 3,
sig(vid) ∈ [0,0474, 0,9526], mientras que para valores superiores a 5, sig(vid) ' 1 y para
valores inferior a −5, sig(vi j) ' 0.
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3.2. Variante de PSO Binario
Si bien se han definido distintas alternativas al algoritmo PSO Binario descripto en la
seccio´n anterior, como por ejemplo [39], [40] y [41], en esta tesina se ha analizado
en detalle el artı´culo [42] por su buen desempen˜o y facilidad de implementacio´n. Esta
variante de PSO sera´ utilizada para comparar los resultados obtenidos por el me´todo
propuesto en esta tesina.
En la versio´n de PSO Binario definida en [42], se cuestiona la dificultad de seleccio´n de
para´metros del PSO Binario. En especial se menciona la importancia que el para´metro de
inercia tiene en la capacidad exploratoria del me´todo.
Por este motivo, en [42] la velocidad de una partı´cula ya no incide en la probabilidad
de cambiar a 1, sino en la probabilidad de cambiar desde su estado previo a su valor
complementario.
En esta nueva definicio´n, la velocidad de partı´cula como tambie´n sus para´metros tienen
el mismo rol que en la versiones de PSO descriptas previamente. La mejor posicio´n que
visito´ la partı´cula PBesti y la mejor posicio´n global gBest son actualizadas como en la
versio´n continua o binaria de PSO.
Sin embargo, por cada partı´cula se introducen dos vectores: V0i es la probabilidad que los
bits de la partı´cula cambien a cero y V1i es la probabilidad que los bits de la partı´cula
cambien a uno. Dado que en la ecuacio´n de actualizacio´n de estas velocidades el te´rmino
de inercia es utilizado, estas velocidades no son complementarias. La probabilidad de
cambio en el j-esimo bit de la i-esima partı´cula es definido como sigue:
vci j =
{
v1i j i f xi j = 1
v0i j i f xi j = 0
(3.5)
La manera en que estos vectores son actualizados es la siguiente: Si el j-e´simo bit en la
mejor posicio´n global es 0 (cero) o si el j-e´simo bit en la mejor solucio´n hallada por la
partı´cula es cero, la velocidad v0i j es incrementada y la probabilidad de cambiar a uno de-
crece. Por el contrario, si el j-e´simo bit en la mejor posicio´n global es 1 o si el j-e´simo bit
en la mejor solucio´n hallada por la partı´cula es 1, v1i j es incrementada y v
0
i j decrece.
Usando este concepto, se extraen las siguientes reglas:
i f PBesti j = 1 then d1i j,1 = c1r1 and d
0
i j,1 = −c1r1
i f PBesti j = 0 then d0i j,1 = c1r1 and d
1
i j,1 = −c1r1
i f gBest j = 1 then d1i j,2 = c2r2 and d
0
i j,2 = −c2r2
i f gBest j = 0 then d0i j,2 = c2r2 and d
1
i j,2 = −c2r2
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donde d1i j y d
0
i j son dos valores temporarios, r1 y r2 son dos valores aleatorios con
distribucio´n uniforme en (0,1) que se actualizan en cada iteracio´n. Las constantes c1 y
c2 son para´metros del algoritmo y se definen a priori.
Luego, los vectores velocidad se actualizan segu´n (3.6) y (3.7)
v1i j = wv
1
i j + d
1
i j,1 + d
1
i j,2 (3.6)
v0i j = wv
0
i j + d
0
i j,1 + d
0
i j,2 (3.7)
donde w es un te´rmino de inercia. Desde este enfoque la direccio´n de cambio, hacia 1 o
hacia 0, para cada bit, es considerada por separado.
Luego de actualizar la velocidad de las partı´culas, se obtiene la velocidad de cambio, co-
mo se indico´ en (3.5).
Finalmente, para obtener la nueva posicio´n de la partı´cula, se utiliza la funcio´n sigmoide
definida en (3.2) y se calcula la nueva posicio´n siguiendo lo indicado en (3.8)
xi j(t + 1) =
{
xi j(t) i f ri j < sig(vi j(t + 1))
xi j(t) i f not
(3.8)
donde xi j es el complemento a 2 de xi j. Es decir, si xi j = 0 entonces xi j = 1 y si xi j = 1
entonces xi j = 0. De la misma forma que en el PSO Binario convencional, ri j es un valor
aleatorio con distribucio´n uniforme entre 0 y 1.
3.3. PSO Binario con control de velocidad - Me´todo
propuesto
Tanto el me´todo PSO Binario original como la variante descripta en la seccio´n anterior
dejan en evidencia la importancia que tiene una adecuada modificacio´n del vector
velocidad. En el caso del PSO Binario original, el problema central se encuentra en
el escaso control que se realiza a la hora de acotarlo. Si el vector velocidad toma
valores excesivos, el aplicarle la funcio´n sigmoide hace que la probabilidad de cambio
sea casi nula. Como forma de compensar este efecto, el me´todo definido en [42]
busco´ descomponer el vector velocidad en dos partes para poder tener una opinio´n de
cambio por el valor contrario al que actualmente tiene la partı´cula.
Ambos me´todos trabajan sobre partı´culas cuyas posiciones actuales se expresan de
manera binaria.
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Esta tesina propone modificar el vector velocidad utilizando una versio´n modificada del
algoritmo gBest PSO continuo.
Es decir que, bajo esta propuesta cada partı´cula tendra´ dos vectores velocidad, V1 y V2.
El primero se actualiza segu´n (3.9).
V1i(t + 1) = w.V1i(t) + ϕ1.rand1.(2 ∗ pBesti − 1) + ϕ2.rand2.(2 ∗ gBest − 1) (3.9)
donde las variables rand1, rand2, ϕ1 y ϕ2 funcionan de la misma forma que en (3.1). Los
valores pi y gi corresponden al i-e´simo dı´gito binario de los vectores pBesti y gBest ,
respectivamente.
La diferencia ma´s importante entre (3.1) y (3.9) es que en la segunda, el desplazamiento
del vector V1 en las direcciones correspondientes a la mejor solucio´n encontrada por la
partı´cula y al mejor global no dependen de la posicio´n actual de dicha partı´cula.
Luego, cada elemento del vector velocidad V1 es controlado segu´n (3.10)
v1i j(t) =

δ1 j i f v1i j(t) > δ1 j
−δ1 j i f v1i j(t) ≤ −δ1 j
v1i j(t) i f not
(3.10)
donde
δ1 j =
limit1upper j − limit1lower j
2
(3.11)
Es decir que, el vector velocidad V1 se calcula segu´n (3.9) y se controla segu´n (3.10). Su
valor se utiliza para actualizar el valor del vector velocidad V2, como se indica en (3.12).
V2(t + 1) = V2(t) + V1(t + 1) (3.12)
El vector V2 tambie´n se controla de manera similar al vector V1 cambiando limit1upper j
y limit1lower j por limit2upper j y limit2lower j respectivamente. Esto dara´ lugar a δ2 j que
sera´ utilizado como en (3.10) para acotar los valores de V2. Luego se le aplica la funcio´n
sigmoide y se calcula la nueva posicio´n de la partı´cula segu´n (3.3).
El concepto de control de velocidad se basa en el me´todo descripto en [38] donde se
utiliza un control similar para evitar las oscilaciones finales de las partı´culas alrededor del
o´ptimo.
3.4. Comparacio´n de Performance
En esta seccio´n se comparara´ la performance de la variante de PSO binario propuesta en
esta tesina con el me´todo propuesto por Kennedy y Eberhart en [36] y el PSO binario
definido en [42], en la minimizacio´n de un conocido conjunto de funciones de prueba N
dimensionales las cuales se detallan a continuacio´n
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Figura 3.1: Funcio´n Sphere utilizando dos dominios distintos. Ambos gra´ficos se ven
muy parecidos pese al cambio de escala. A izquierda se representa la funcio´n haciendo
que cada variable tome valores entre -500 y 500 y a derecha se considera un a´rea menor,
entre -10 y 10.
3.4.1. Funciones utilizadas
Funcio´n Sphere o Funcio´n 1 de De Jong
La definicio´n de la funcio´n es la siguiente:
f1(X) =
n∑
i=1
x2i (3.13)
Esta es la funcio´n de prueba ma´s sencilla. Es continua, convexa y unimodal. El mı´nimo
global es 0 y se encuentra ubicado en x(i) = 0 para i = 1 : n
Funcio´n Rosenbrock o Funcio´n 2 de De Jong
En esta funcio´n el o´ptimo global esta´ dentro de un largo y estrecho valle plano con forma
parabo´lica. Si bien encontrar el valle es trivial, la convergencia hacia el o´ptimo global
es difı´cil y por lo tanto, este problema se ha utilizado en varias ocasiones en evaluar el
rendimiento de los algoritmos de optimizacio´n.
La definicio´n de la funcio´n es
f2(X) =
n−1∑
i=1
100(xi+1 − x2i )2 + (1 − x2i (3.14)
El mı´nimo global es 0 y se encuentra ubicado en x(i) = 1 para i = 1 : n
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Figura 3.2: Funcio´n Rosenbrock. A izquierda se visualiza un a´rea ma´s grande que a la
derecha donde se focaliza en el mı´nimo global
Funcio´n Griewangk
Se trata de una funcio´n con muchos o´ptimos locales y se define ası´
f3(X) =
n∑
i
x(i)2
4000
− Πni=1(cos(
x(i)
sqrt(i)
) + 1 (3.15)
El mı´nimo global es 0 y se encuentra ubicado en x(i) = 1 para i = 1 : n
Funcio´n Rastrigin
La funcio´n se define de la siguiente forma
f4(X) = 10n +
n∑
i=1
(x2i − 10cos(2pixi) (3.16)
Esta funcio´n se basa en la funcio´n 1 y agrega la funcio´n coseno para producir muchos
mı´nimos locales. Esto da lugar a una funcio´n multimodal. El mı´nimo global es 0 y se
encuentra ubicado en x(i) = 0 para i = 1 : n
3.4.2. Pruebas realizadas y para´metros utilizados
Se realizaron 40 corridas independientes de cada uno de los me´todos utilizando 2000
iteraciones ma´ximas. Se trabajo´ con N=3, 5 y 10 variables. El taman˜o de la poblacio´n
en todos los casos fue de 20 partı´culas. Los valores de limite1 y limite2 son iguales
para todas las variables; estos son [0; 1] y [0; 6] respectivamente. Por lo tanto, los
valores de los vectores velocidad V1 y V2 fueron limitados a los rangos [−0,5, 0,5] y
[−3, 3] respectivamente. Es decir que pueden obtenerse probabilidades en el intervalo
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Figura 3.3: Funcio´n Griewangk utilizando tres dominios distintos a fin de mostrar las
caracterı´sticas que posee la funcio´n. Arriba a la izquierda se utiliza una a´rea amplia para
mostrar que la funcio´n es similar a la Funcio´n 1. Arriba a la derecha muestra que visto
ma´s de cerca posee muchos valles y picos. Sin embargo la figura inferior muestra que
cerca del o´ptimo los valles y los picos son suaves.
Figura 3.4: Funcio´n Rastrigin. A la izquierda sus variables toman valores entre -5 y 5
mientras que a la derecha lo hacen entre -1 y 1
CAPI´TULO 3. PSO BINARIO 30
Tabla 3.1: Resultados Obtenidos al utilizar el me´todo propuesto y los me´todos definidos
en [36] y [42] para encontrar el mı´nimo de las funciones Sphere, Rosenbrock, Griewangk
y Rastrigin numeradas en la tabla del 1 al 4 respectivamente
Me´todo PSO Binario Variante de
propuesto [36] PSO Binario [42]
Nro. Nro. Mejor Mejor Fitness Mejor Mejor Fitness Mejor Mejor Fitness
Var Func Fitness Promedio Fitness Promedio Fitness Promedio
3 1 0 0 0 1,2e-09 1,8e-08 6,3e-07
3 2 7,0e-04 2,8 1,1e-05 3,0 2,0e-03 5,6
3 3 2,1e-09 3,3e-03 2,1e-09 6,8e-03 4,2e-06 8,8e-03
3 4 5,4e-08 5,4e-08 5,4e-08 5,4e-08 8,9e-06 7,6e-04
5 1 0,0 3,1e-09 1,4e-07 1,3e-05 1,7e-04 1,2e-03
5 2 2,2 28,7 2,1 111,5 7,2 278,3
5 3 2,6e-09 8,2e-03 1,6e-03 2,0e-02 1,9e-02 6,6e-02
5 4 9,0e-08 1,3e-07 2,3e-04 5,1e-01 5,0e-01 3,7
10 1 8,2e-05 9,8e-04 1,3e-02 7,1e-02 9,7e-02 6,2e-01
10 2 7,3 141,0 334,0 2812,8 92013,0 613510,0
10 3 1,3e-02 7,6e-02 7,7e-02 1,9e-01 5,2e-01 7,3e-01
10 4 0,8 4,3 7,5 15,3 13,7 44,0
20 1 3,3e-01 8,1e-01 1,7e+00 3,9e+00 1,2e+01 1,9e+01
20 2 1865,9 10105 2,8e+05 1,2e+07 1,2e+08 5,0e+08
20 3 1,4e-01 2,7e-01 9,3e-01 1,0e+00 1,3e+00 1,4e+00
20 4 27,7 43,0 52,7 88,9 169,8 215,2
[0,0474, 0,9526]. Los valores para ϕ1 y ϕ2 fueron establecidos en 0,25. Con respecto a los
me´todos [36] y [42], se establecieron lı´mites de velocidad entre [−3, 3] a fin de mantener
el mismo rango de probabilidades.
3.4.3. Resultados obtenidos
La tabla 3.1 muestra el fitness de la mejor solucio´n encontrada por cada me´todo, ası´ como
el valor del fitness promedio de las 40 ejecuciones. Las funciones de prueba utilizadas
son las siguientes: Sphere, Rosenbrock, Griewangk y Rastrigin, las cuales aparecen
numeradas del 1 al 4 respectivamente. Se recuerda que en todas las funciones se trata
de un problema de minimizacio´n y por lo tanto se considera mejor a la solucio´n que
posea el menor valor de aptitud.
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Tabla 3.2: Resultado del test ANOVA de un solo factor para decidir si existe una diferencia
significativa entre los resultados promedio de los me´todos utilizados para minimizar las
funciones utilizando un nivel de significacio´n de 0.05. La hipo´tesis nula sostiene que todas
las medias son iguales. Para cada caso se indica el p-valor obtenido.
nro.Var Funcio´n 1 Funcio´n 2 Funcio´n 3 Funcio´n 4
3 3,029718e-07 0,305974 0,000157 0,003812
5 0 0,000317 0 0
10 0 1,178835e-12 0 0
20 0 0 0 0
Puede observarse que el me´todo propuesto encuentra las mejores soluciones y posee los
menores valores de fitness promedio.
Para analizar si existen diferencias significativas entre los tres me´todos analizados se
realizo´ un test ANOVA de un solo factor conun nivle de significacio´n de 0.05 para cada
una de las dimensiones consideradas (N=3, 5, 10 y 10). La tabla 3.2 muestra el p-valor
obtenido en cada caso. No´tese que salvo la funcio´n 2 en 3 variables, el resto posee un
valor muy inferior al nivel de signifacio´n indicando que se rechaza la hipo´tesis nula.
Para identificar la o las medias significativamente distintas se contruyeron los intervalos
de confianza simulta´neos para los tres me´todos utilizando el mismo nivel de significacio´n.
Las figuras 3.5, 3.6, 3.7 y 3.8 grafican los resultados obtenidos.
Finalmente la tabla 3.3 resume las comparaciones de a pares de medias e indica si la
diferencia es significativa o no. En cada caso la media corresponde al promedio de los 40
mejores fitness obtenidos por cada uno de los tres me´todos. En dicha tabla se ha utilizado
el sı´mbolo N para representar que el IC no contiene al 0, indicando que la hipo´tesis nula
debe ser rechazada. El nivel de significacio´n utilizado es 0.05. El sı´mbolo O indica que la
hipo´tesis nula no se rechaza, es decir que las medias son iguales.
La figura 3.9 muestra los diagramas de caja calculados sobre los mejores resultados
obtenidos en cada una de las 40 corridas. Cada columna corresponde a una funcio´n
distinta. Los diagramas de una misma fila corresponden a la misma cantidad de variables.
Considerando de arriba hacia abajo, las filas 1, 2, 3 y 4 corresponden a los resultados
obtenidos al evaluar las funciones en 3, 5, 10 y 20 variables respectivamente. En cada
figura, los me´todos esta´n numerados del 1 al 3 correspondiendo a: el me´todo propuesto,
PSO Binario [36] y PSO Binario [42] respectivamente.
Como puede observarse, efectivamente, el me´todo propuesto ofrece mejores soluciones
que las otras dos alternativas de PSO.
La figura 3.10 esta´ organizada de la misma forma que la figura 3.9 y muestra los diagramas
de caja correspondientes al fitness promedio de cada una de las 40 corridas realizadas para
cada funcio´n y para cada cantidad de variables consideradas. En ella puede observarse la
diversidad poblacional de cada me´todo. En general, a partir de la altura de cada caja,
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Figura 3.5: Intervalos de confianza simulta´neos para el fitness promedio de la mejor
solucio´n encontrada por cada uno de los me´todos utilizando 3 variables. La numeracio´n
asignada es: 1 para el me´todo propuesto; 2 y 3 para los me´todos definidos en [36] y [42]
respectivamente.
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Figura 3.6: Intervalos de confianza simulta´neos para el fitness promedio de la mejor
solucio´n encontrada por cada uno de los me´todos utilizando 5 variables. La numeracio´n
asignada es: 1 para el me´todo propuesto; 2 y 3 para los me´todos definidos en [36] y [42]
respectivamente.
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Figura 3.7: Intervalos de confianza simulta´neos para el fitness promedio de la mejor
solucio´n encontrada por cada uno de los me´todos utilizando 10 variables. La numeracio´n
asignada es: 1 para el me´todo propuesto; 2 y 3 para los me´todos definidos en [36] y [42]
respectivamente.
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Figura 3.8: Intervalos de confianza simulta´neos para el fitness promedio de la mejor
solucio´n encontrada por cada uno de los me´todos utilizando 20 variables. La numeracio´n
asignada es: 1 para el me´todo propuesto; 2 y 3 para los me´todos definidos en [36] y [42]
respectivamente.
CAPI´TULO 3. PSO BINARIO 36
Tabla 3.3: Resultados de las comparaciones de los promedios de los 40 mejores fitness
obtenidos por cada uno de los me´todos. Se han calculado los IC de a pares para un nivel
de significacio´n 0.05. El sı´mbolo N representa que el IC no contiene al 0 indicando que
la hipo´tesis nula, que afirma que la media del me´todo indicado en la fila es igual a la del
me´todo indicado en la columna, debe ser rechazada
nro Me´todo Binary PSO Binary PSO
Var. [36] [42]
3 Me´todo propuesto O O N O N O N N
3 Binary PSO [36] N O O O
5 Me´todo propuesto O O N O N N N N
5 Binary PSO [36] N O N N
10 Me´todo propuesto O O N N N N N N
10 Binary PSO [36] N N N N
20 Me´todo propuesto N O N N N N N N
20 Binary PSO [36] N N N N
puede decirse que si bien el me´todo [42] presenta los mayores rangos intercuartiles, las
soluciones que ofrece son las peores. En cuanto al me´todo propuesto y el PSO Binario
[36], los rangos son equivalentes.
3.5. Conclusiones
Se ha presentado una variante del me´todo PSO binario propuesto originalmente en [36]
que controla las modificaciones del vector velocidad utilizando una variante del me´todo
PSO continuo.
Los resultados obtenidos al minimizar un conjunto de funciones de prueba son mejores a
los arrojados por los me´todos definidos en [36] y [42].
La tabla 3.3 permite ver que a medida que aumenta la cantidad de variables utilizadas, la
diferencia de medias se hace cada vez ma´s significativa.
La figura 3.9 permite mostrar que en la mayorı´a de las ejecuciones, los resultados obteni-
dos por el me´todo propuesto han sido superiores a los de los otros dos. Asimismo, en la
figura 3.10 se observa que el me´todo propuesto es el que genera los mejores resultados de
fitness promedio de la poblacio´n, por lo menos en las funciones de prueba evaluadas. Si
se considera el rango intercuartil del fitness promedio (amplitud de los diagramas de caja
de la figura 2) puede afirmarse que el me´todo propuesto en este articulo y el PSO Binario
de [36] son equivalentes, ofreciendo el primero las mejores soluciones.
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Figura 3.9: Diagramas de caja correspondientes a las mejores soluciones obtenidas en
cada una de las 40 corridas independientes. Sobre el eje de las abscisas se indica el
me´todo: 1 = Me´todo propuesto, 2 = PSO Binario [36] y 3 = PSO Binario [42]. Cada
fila indica los resultados obtenidos con 3, 5, 10 y 20 variables
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Figura 3.10: Diagramas de caja correspondientes al fitness promedio de cada una de las
40 corridas independientes. Sobre el eje de las abscisas se indica el me´todo: 1 = Me´todo
propuesto, 2 = PSO Binario [36] y 3 = PSO Binario [42]. Cada fila indica los resultados
obtenidos con 3, 5, 10 y 20 variables.
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Actualmente, el e´nfasis de la investigacio´n esta´ puesto en medir la performance del algo-
ritmo propuesto cuando el nu´mero de dimensiones del problema crece con el objetivo de
aplicarlo a la resolucio´n de problemas del mundo real.
Tambie´n resulta de intere´s analizar su performance utilizando PSO de poblacio´n variable
[28]. Esto permitirı´a adaptar la cantidad de individuos del cu´mulo (swarm) en funcio´n de
la complejidad del problema a resolver.
Capı´tulo 4
Me´todo SIFT
4.1. Introduccio´n
La deteccio´n automa´tica de objetos o patrones en ima´genes tiene aplicaciones en
tema´ticas tan diversas como la industria, seguridad, medicina, robo´tica y dema´s.
El reconocimiento de objetos o patrones es una te´cnica que se utiliza para lograr
individualizar, reconocer y clasificar objetos, formas o estructuras en las ima´genes
analizadas.
Las investigaciones en visio´n por computadora abordaron el problema del reconocimiento
de objetos basa´ndose, en un principio, en la geometrı´a de los mismos[43][44][45][46].
En la actualidad, se utilizan principalmente regiones concretas de la imagen en las que se
considera que existe informacio´n suficientemente u´til y repetible como para caracterizar
dicho objeto. Esta informacio´n se almacena en vectores de caracterı´sticas denominados
descriptores.
La estrategia para llevar a cabo el reconocimiento de objetos, consiste en aplicar a una
imagen un me´todo automa´tico de deteccio´n y extraccio´n de caracterı´sticas con el fin de
obtener un conjunto de descriptores. Luego, este mismo me´todo se aplica en diversas
ima´genes para detectar si contienen un conjunto de descriptores similares al del objeto
que se quiere reconocer.
El proceso de reconocimiento consta de las siguientes etapas:
Deteccio´n y obtencio´n de los descriptores de la imagen que contiene el objeto a
reconocer.
Deteccio´n y obtencio´n de los descriptores en una o varias ima´genes correspondien-
tes al objeto de intere´s.
Comparacio´n y ca´lculo de correspondencias entre los descriptores de la primera
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imagen con las dema´s.
Decidir a que ima´genes corresponde el objeto a reconocer.
Este capı´tulo presenta una descripcio´n detallada del me´todo SIFT (Scale Invariant Feature
Transform) el cual extrae caracterı´sticas invariantes distintivas de un objeto presente en
una imagen. Fue desarrollado por David Lowe en 1999 [47] [48] y patentado en 2004.
Las caracterı´sticas que extrae el me´todo SIFT son invariantes a la escala y rotacio´n de
la imagen. Adema´s son robustas a cambios en la iluminacio´n, oclusio´n parcial, ruido y
pequen˜os cambios en el punto de vista. Son altamente distintivas, fa´ciles de extraer y
permiten la correcta identificacio´n de objetos con una baja probabilidad de error.
4.2. Descripcio´n general del algoritmo
Los pasos principales que son llevados a cabo para generar los vectores de caracterı´sticas,
utilizando SIFT, son los siguientes:
Deteccio´n de puntos extremos en espacio-escala: En primer lugar se buscan
puntos de intere´s que sean invariantes a la escala. Para lograrlo se utiliza una funcio´n
de diferencias de Gaussianas.
Localizacio´n de los puntos clave: Se efectu´a un ana´lisis detallado de cada uno de
los puntos obtenidos a fin de determinar su escala. Luego se seleccionan los puntos
clave en base a medidas realizadas sobre su estabilidad.
Asignacio´n de Orientaciones Utilizando la informacio´n del gradiente se asigna
una o varias direcciones a cada punto clave. De esta forma, todas las operaciones
que se realicen sobre la imagen son expresadas en forma relativa a la orientacio´n
asignada, a la escala y la ubicacio´n de cada caracterı´stica lo cual otorga invarianza
a las transformaciones.
Descriptor de cada punto clave: Cada gradiente local (a un sector de la imagen)
es medido en la escala seleccionada en una regio´n cercana al punto clave
correspondiente. Luego se realiza una cambio en la representacio´n a fin de permitir
distorsiones de forma y cambios de iluminacio´n.
A continuacio´n se describen estas etapas con mayor detalle.
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4.3. Deteccio´n de puntos extremos en el espacio-escala
En el sentido ma´s general, la escala en ima´genes representa un grado de libertad expresado
por una sen˜al. La escala es simplemente una manifestacio´n de un cambio en el taman˜o
espacial o escala, de un atributo, regio´n o agrupamiento.
Poder reconocer a los objetos sin importar la cantidad de pixels que ocupan en una imagen
es una caracterı´stica deseable. De ello se ocupa el ana´lisis de invariantes a la escala. Una
forma de realizar un ana´lisis invariable a la escala es muestrear el espacio-escala con la
suficiente densidad de tal manera que sea posible rastrear la evolucio´n de los detalles que
van emergiendo cuando se pasa de una escala a otra.
Segu´n Lindeberg [49], la representacio´n espacio-escala es un tipo especial de represen-
tacio´n multi-escala que incluye un para´metro continuo de escala y preserva el mismo
muestreo espacial para todas las escalas.
El argumento principal para esta representacio´n es que si no se dispone a priori de infor-
macio´n referida a la escala adecuada para una sen˜al entonces la u´nica solucio´n es repre-
sentar la entrada de datos en mu´ltiples escalas.
Esto lleva a que la representacio´n espacio-escala de una sen˜al es convertir la sen˜al original
en una familia de sen˜ales de un so´lo para´metro construidas mediante la convolucio´n con
sen˜ales Gaussianas de varianza creciente.
Las propiedades deseables para el procesamiento multi-escala son:
Invarianza a los desplazamientos: Isotropı´a espacial, todas las posiciones espaciales
son tratadas en forma equitativa.
Invarianza a la escala: Homogeneidad espacial, todas las escalas espaciales son
tratadas por igual.
Causalidad
• No deben crearse nuevas curvas de nivel en los espacios-escala.
• No deben crearse nuevos extremos locales.
• No deben acentuarse los extremos locales, es decir, ningu´n extremo en una
cierta escala se vuelve mayor en las escalas superior e inferior.
En resumen, para una sen˜al n-dimensional f : Rn → R su representacio´n en el espacio-
escala es una funcio´n L : RnxR+ → R cuyo valor se obtiene convolucionando la sen˜al
inicial, f (x), con un nu´cleo gaussiano de escala variable, G : RnxR+ → R como se indica
en (4.1)
L(x;σ) = G(x;σ) ∗ f (x) =
∫
ξ∈Rn
f (x) G(x − ξ) dξ (4.1)
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Figura 4.1: La representacio´n espacio-escala transforma la sen˜al de entrada en una
familia de sen˜ales basadas en un u´nico para´metro: la escala. La figura muestra una sen˜al
sucesivamente convolucionada con un kernel gaussiano de ancho creciente
donde ∗ es la operacio´n de convolucio´n en el vector n-dimensional x y G(x;σ) se define
como en (4.2)
G(x;σ) =
1√
2piσ
e−
||x||2
2σ2 (4.2)
La figura (4.1) muestra la familia de sen˜ales generadas al suprimir sucesivamente la
informacio´n ma´s detallada de la escala. La figura (4.2) repite este mismo proceso sobre
una imagen.
Cuando se trata de una imagen, es decir una sen˜al en dos dimensiones, la imagen de
f (x, y) en el espacio-escala es L(x, y;σ) .
Para detectar eficientemente la ubicacio´n de puntos estables en el espacio-escala se
calculan los puntos extremos en la funcio´n diferencia de Gaussianas convolucionada con
la imagen, D(x, y, σ), la cual puede ser calculada a partir de las diferencias entre dos
escalas vecinas separadas por un factor constante k. La funcio´n de deteccio´n es la indicada
en la ecuacio´n (4.3)
D(x, y, σ) = (G(x, y, kσ) −G(x, y, σ)) ∗ f (x, y) = L(x, y, kσ) − L(x, y, σ) (4.3)
donde L es una imagen suavizada con un filtro gaussiano.
Para cada octava del espacio-escala, la imagen inicial es convolucionada repetidamente
con Gaussianas, para producir el conjunto de ima´genes del espacio-escala como se
muestra a la izquierda de la figura 4.3. Las ima´genes Gaussianas adyacentes son restadas
para producir las ima´genes de diferencias de Gaussianas como se muestra a la derecha de
dicha figura. Luego de cada octava, la imagen Gaussiana es sub-muestreada a la cuarta
parte y el proceso se repite nuevamente.
CAPI´TULO 4. ME´TODO SIFT 44
Figura 4.2: Distintos niveles en la representacio´n espacio-escala de una imagen 2D en las
escalas σ=0, 2, 8,32, 128 y 512
Figura 4.3: Pira´mide Gaussiana y Diferencias de Gaussianas (DoG) del espacio-escala
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Figura 4.4: Deteccio´n de ma´ximos y mı´nimos
4.3.1. Deteccio´n de extremo local
Para detectar el ma´ximo y mı´nimo local de D(x, y, σ), cada punto es comparado con sus
ocho vecinos en la imagen actual y nueve vecinos en la escala anterior y posterior, como se
muestra en la figura 4.4. Este punto es seleccionado solo si es ma´s grande o ma´s pequen˜o
que todos sus vecinos. El costo de este chequeo es razonablemente bajo ya que antes de
realizarlo se descartan los puntos de muestreo con bajo contraste y cercanos al borde,
reduciendo la cantidad de puntos a analizar.
4.4. Localizacio´n exacta de puntos claves
Para cada punto extremo en el espacio-escala obtenido como resultado del paso anterior,
se realiza un ajuste detallado de los datos de los vecinos en lo que se refiere a la posicio´n,
escala y proporcio´n de las curvaturas principales.
Esta informacio´n permite rechazar los puntos con bajo contraste (sensibles al ruido) o que
esta´n mal localizados a lo largo de un borde.
La implementacio´n inicial de este enfoque simplemente localiza puntos claves en la
posicio´n y escala del punto central de la muestra. Sin embargo, Brown ha desarrollado un
me´todo [50] para el ajuste de una funcio´n cuadra´tica 3D a los puntos de muestreo local
para determinar la posicio´n interpolada del ma´ximo, y sus experimentos demostraron que
esto proporciona una mejora sustancial en la correspondencia y la estabilidad. Su me´todo
utiliza el desarrollo de Taylor (hasta los te´rminos cuadra´ticos) de la funcio´n del espacio-
escala, D(x, y, σ), modificado de manera que el origen esta´ en el punto de muestreo (4.4)
D(x) = D +
∂DT
∂x
x +
1
2
xT
∂2D
∂x2
x (4.4)
donde D y sus derivadas son evaluadas en el punto de muestra y x = (x, y, σ)T es el
desplazamiento desde ese punto. La posicio´n del extremo, xˆ, se determina tomando la
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Figura 4.5: Imagen original
derivada de esta funcio´n con respecto a x e igualando a cero, obteniendo (4.5)
xˆ = −∂
2D−1
∂x2
∂D
∂x
(4.5)
Segu´n lo sugerido por Brown, el Hessiano y derivada de D se aproximan utilizando las
diferencias de puntos vecinos de muestreo. El sistema lineal resultante de 3x3 se puede
resolver con un costo mı´nimo. Si el desplazamiento xˆ es mayor que 0.5 en cualquier
dimensio´n entonces significa que el extremo se encuentra ma´s cercano a un punto de
muestreo diferente. El desplazamiento final xˆ es agregado a la posicio´n de ese punto de
muestra para la interpolacio´n estimada de la posicio´n del extremo. El valor de la funcio´n
en el extremo, D(xˆ), es u´til para rechazar extremos con bajo contraste. Esto se obtiene
sustituyendo las ecuaciones (4.4) y (4.5), quedando (4.6)
D(xˆ) = D +
1
2
∂DT
∂x
xˆ (4.6)
La figura 4.6 muestra los efectos de la seleccio´n de puntos claves en una imagen de una
persona. Se utiliza una imagen de 320 x 243 pixeles y se muestran los puntos claves
como vectores dando la posicio´n, la escala, y la orientacio´n de cada punto clave. La figura
4.5.(a) muestra la imagen original de la que se obtienen los puntos claves. La figura 4.6.(a)
muestra los 276 puntos claves ma´ximos y mı´nimos detectados de la funcio´n de diferencias
de gaussianas. En la figura 4.6.(b) se muestran los 172 puntos claves restantes removiendo
aquellos con bajo contraste. La figura 4.6.(c) muestra los 228 puntos donde los cercanos
al borde fueron descartados. La figura 4.6.(d) muestra los 139 puntos resultantes de haber
eliminado los de bajo contraste y los cercanos al borde.
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Figura 4.6: (a) Todos los puntos claves detectados. (b) Puntos claves luego de descartar los
de bajo contraste. (c) Puntos claves luego de descartar los cercanos al borde. (d) Puntos
claves luego de descartar los de bajo contraste y cercanos al borde
4.5. Eliminacio´n de bordes
Para la estabilidad no es suficiente con rechazar los puntos con bajo contraste. La funcio´n
de diferencia de Gaussianas tiene una respuesta firme a lo largo de los bordes, incluso
si la posicio´n a lo largo del borde no esta´ bien determinada y por lo tanto inestable
a pequen˜as cantidades de ruido. Un pico mal definido en la funcio´n de diferencia de
gaussianas tendra´ una gran curvatura principal a trave´s del borde, pero una pequen˜a en
la direccio´n perpendicular. Las curvaturas principales pueden ser calculadas desde una
matriz Hessiana, H, de 2x2 calculada en la posicio´n y escala del punto clave como se
muestra en (4.7):
H =
[
Dxx Dxy
Dxy Dyy
]
(4.7)
Las derivadas son estimadas tomando las diferencias entre puntos vecinos. Los valores
propios de H son proporcionales a las curvaturas principales. Sea α el valor propio con la
mayor magnitud y β el ma´s pequen˜o, se puede calcular la suma de los valores propios a
partir de la traza de H (4.8) y el producto a partir de los determinantes (4.9):
Tr(H) = Dxx + Dyy = α + β (4.8)
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Det(H) = DxxDyy − (Dxy)2 = αβ (4.9)
En el caso de que el determinante sea negativo, lo cual es poco probable, las curvaturas
tienen signos diferentes de modo que el punto se descarta por no ser un extremo. Sea r la
relacio´n entre el valor propio de la magnitud ma´s grande y la ma´s pequen˜a, de modo que
α = rβ, tomando las ecuaciones (4.8) y (4.9) se llega a la ecuacio´n (4.10)
Tr(H)2
Det(H)
=
(α + β)2
αβ
=
(rβ + β)2
rβ2
=
(r + 1)2
r
(4.10)
La ecuacio´n (4.10) solo depende de la relacio´n de los valores propios en lugar de sus
valores individuales. La cantidad (r + 1)2/r es mı´nima cuando los dos valores propios
son iguales y se incrementa con r. Por lo tanto, para comprobar que la relacio´n de las
curvaturas principales esta´ por debajo de cierto umbral, r , so´lo es preciso verificar que se
cumpla la ecuacio´n (11)
Tr(H)2
Det(H)
<
(r + 1)2
r
(4.11)
Se utiliza r = 10, que elimina puntos claves que tienen una relacio´n entre las curvaturas
principales mayor que 10. La transicio´n de la figura 4.6.(b) a la 4.6.(c) muestra los efectos
de esta operacio´n [51] [48].
4.6. Asignacio´n de la orientacio´n
En base a las propiedades de la imagen local se asigna una orientacio´n a cada punto clave
de manera que el descriptor correspondiente pueda ser representado en relacio´n a dicha
orientacio´n. De esta forma, el descriptor sera´ invariante a la rotacio´n de la imagen.
La escala del punto clave es usada para seleccionar la imagen suavizada Gaussiana,
L, cuya escala este´ ma´s cerca, para que todos los ca´lculos sean realizados de manera
invariante a la escala. Para cada muestra de imagen, L(x, y) , en esa escala, la magnitud
del gradiente, m(x, y) , y la orientacio´n θ(x, y) se calculan usando diferencia de pixeles
como se muestra en las ecuaciones (4.12) y (4.13) respectivamente:
m(x, y) =
√
(L(x + 1, y) − L(x − 1, y))2 + (L(x, y + 1) − L(x, y − 1))2 (4.12)
θ(x, y) = tan−1
(
L(x, y + 1) − L(x, y − 1)
L(x + 1, y) − L(x − 1, y)
)
(4.13)
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Luego se considera una regio´n alrededor del punto clave y se construye un histograma
con las orientaciones de los puntos de dicha regio´n. El histograma tiene 36 niveles de
discretizacio´n con el objetivo de cubrir todas las posibles orientaciones (360 grados).
Las direcciones dominantes correspondientes a los gradientes locales forman picos dentro
del histograma. Para las direcciones correspondientes al pico ma´s alto del histograma
y todas aquellas que se superen el 80 % de su valor, se crean puntos claves con sus
respectivas orientaciones. De esta forma, las ubicaciones que en el histograma den
lugar a picos de magnitud similar dara´n lugar a la creacio´n de puntos clave con igual
ubicacio´n y escala pero distinta orientacio´n. Segu´n Lowe, so´lo el 15 % de los puntos
reciben orientaciones mu´ltiples contribuyendo de esta forma a la estabilidad del proceso
de reconocimiento [48].
4.7. Descriptor de la imagen local
Las operaciones anteriores han asignado una posicio´n, una escala y una orientacio´n a
cada punto clave de la imagen. El pro´ximo paso es calcular un descriptor para la regio´n
de imagen local que sea altamente distintivo, tan invariante como sea posible a las
variaciones restantes, tales como cambios en la iluminacio´n o punto de vista 3D.
4.7.1. Representacio´n del descriptor
La figura 4.7 ilustra el ca´lculo del descriptor de puntos claves. Primero las magnitudes del
gradiente de la imagen y orientaciones son probadas alrededor de la posicio´n del punto
clave, usando la escala del mismo para seleccionar el nivel de borroneado Gaussiano para
la imagen. A fin de lograr la invariancia de orientacio´n, las coordenadas del descriptor y
las orientaciones del gradiente se rotan en relacio´n con la orientacio´n del punto clave. Por
eficiencia, los gradientes son precalculados para todos los niveles de la pira´mide. Estos
esta´n ilustrados con pequen˜as flechas en cada posicio´n de la figura 4.7.(a).
Un descriptor se crea mediante el ca´lculo de la magnitud del gradiente y la orientacio´n
en cada punto de muestreo de la imagen en una regio´n alrededor de la ubicacio´n del
punto clave, como se muestra en la figura 4.7.(a). Estos son ponderados por una ventana
Gaussiana, indicada por el cı´rculo superpuesto. Estas muestras se acumulan en los
histogramas de orientacio´n que resumen el contenido sobre subregiones de 4x4, como
se muestra en la figura 4.7.b), con la longitud de cada flecha correspondiente a la suma
de las magnitudes del gradiente cerca de esa direccio´n dentro la regio´n. La figura 4.7.(b)
muestra un descriptor obtenido de un arreglo de 2x2 cuyos valores son calculados a partir
de una regio´n de 8x8 mientras que el me´todo SIFT utiliza un arreglo de 4x4 calculado
sobre una muestra de 16x16. De todas formas, el gra´fico es representativo.
El descriptor esta´ formado por un vector que contiene los valores de todas las entradas del
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Figura 4.7: (a) gradientes de la imagen, (b) descriptor del punto clave
histograma de orientacio´n, que corresponden a las longitudes de las flechas de la figura
4.7.(b). utilizando un arreglo de 4x4.
Por lo tanto, se utilizan 4 ∗ 4 ∗ 8 = 128 elementos del vector de caracterı´sticas para cada
punto clave. Finalmente, el vector de caracterı´sticas es modificado para reducir los efectos
del cambio de iluminacio´n. Primero, el vector se normaliza a la longitud unidad. Luego
se realiza un cambio de contraste de la imagen multiplicando el valor de cada pixel por
una constante. No´tese que los gradientes sera´n multiplicados por la misma constante, por
lo que este cambio de contraste sera´ cancelado por la normalizacio´n del vector. Tambie´n
se produce un cambio de brillo an˜adiendo una constante a cada pı´xel de la imagen. Esto
tampoco afecta los valores del gradiente, ya que son calculados a partir de diferencias de
pı´xeles. Por lo tanto el descriptor es invariante a los cambios en la iluminacio´n.
Sin embargo, los cambios de iluminacio´n no lineales tambie´n pueden ocurrir debido a
la saturacio´n de la ca´mara o a los cambios de iluminacio´n que afectan a las superficies
3D con diferentes orientaciones en diferentes cantidades. Estos efectos pueden causar
un gran cambio en las magnitudes relativas de algunos gradientes, pero tienen menos
probabilidades de afectar a las orientaciones del gradiente. Por lo tanto, se reduce la
influencia de las grandes magnitudes de gradientes haciendo una umbralizacio´n de los
valores del vector de caracterı´sticas para que no supere el valor de 0.2, y luego se realiza
una renormalizacio´n [48].
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4.8. Trabajos Relacionados
Esta seccio´n describe brevemente otros me´todos que, al igual que SIFT, permiten recono-
cer objetos en una imagen por medio de descriptores.
Como podra´ observarse, o bien son variantes de SIFT o bien son especı´ficos en la solucio´n
de algu´n tipo de problema. En esta tesis se utilizo´ SIFT ya que no so´lo obtiene buenos
resultados sino que es lo suficientemente general como para brindar una solucio´n robusta
ante cambios de distintos aspectos de la imagen.
PCA-SIFT, el algoritmo se basa en el co´digo original del descriptor SIFT,
modificando solo la cuarta etapa del mismo, que es la generacio´n de descriptores
de puntos claves [52]. Acepta la misma entrada que el descriptor SIFT: la ubicacio´n
del sub-pı´xel, la escala, y las orientaciones dominantes del punto clave. El resultado
del algoritmo es, por cada punto clave, un vector de dimensio´n 3042 que luego se
reduce a dimensio´n 32 utilizando PCA (Principal Component Analysis).
SURF (Speeded Up Robust Features) es un descriptor/detector de puntos de intere´s
invariante a escala y rotacio´n que propone aproximar o incluso superar los esquemas
previamente propuestos con respecto a repetibilidad, distintibidad y robustez [53].
SURF esta inspirado en SIFT y se basa en ima´genes integrales para convulsiones
de ima´genes con la intencio´n de reducir el tiempo de procesamiento, se basa
en las fortalezas de los detectores y descriptores lı´deres existentes. Describe una
distribucio´n de las respuestas Haar wavelet en el vecindario del punto de intere´s. Las
ima´genes integrales son usadas para velocidad y so´lo son usadas 64 dimensiones
reduciendo el tiempo del co´mputo y comparacio´n de caracterı´stica. La etapa de
indexado esta´ basada en Laplacian, lo que aumenta la velocidad de comparacio´n y
la robustez del descriptor. El propo´sito del descriptor SURF se basa en propiedades
similares a las del descriptor SIFT, pero con ma´s complejidad. El primer paso
consiste en fijar orientaciones basadas en la informacio´n de una regio´n circular
alrededor del punto de intere´s. Luego, se construye una regio´n cuadrada alineada
con la orientacio´n seleccionada, y se extrae el descriptor SURF de la misma. SURF
es, hasta cierto punto, similar en su concepcio´n a SIFT, ya que ambos se centran en
la distribucio´n espacial de la informacio´n del gradiente.
RIFT (Rotation Invariant Feature Transform) el descriptor es construido usando
regiones circulares normalizadas divididas en anillos conce´ntricos de igual ancho y
con cada anillo se computa un histograma de orientacio´n del gradiente [54]. Para
mantener la invariancia de rotacio´n, la orientacio´n es medida en cada punto crı´tico
con respecto a la direccio´n hacia afuera desde el centro. A diferencia de SIFT, la
orientacio´n esta´ representada por 8 intervalos distintos, por lo que el Descriptor
final tiene un total de 24 entradas.
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G-RIF (Generalized Robust Invariant Feature) es un descriptor de contexto general
que codifica la orientacio´n de borde, la densidad de borde y la informacio´n de
tonalidad en una forma unificada combinando la informacio´n sensorial con la
codificacio´n espacial [55]. Este enfoque se compone de la deteccio´n, descripcio´n
y clasificacio´n de la parte visual. El primer paso es la deteccio´n de la parte
visual (orientacio´n espacial y bordes). Para que el reconocimiento de objetos
sea exitoso, las partes visuales deben cumplir algunos requisitos. En primer
lugar, la informacio´n del fondo deberı´a evitarse mientras sea posible. En segundo
lugar, deben ser perceptualmente significativas. Por u´ltimo, deben ser resistentes
a los efectos de las distorsiones geome´tricas y fotome´tricas. El esquema de
reconocimiento de objetos utiliza el contexto de vecindad basado en votacio´n para
estimar el modelo de objetos.
4.9. Conclusiones
Los descriptores SIFT detallados en este capı´tulo son especialmente u´tiles debido a su
cara´cter distintivo, lo que permite la correspondencia de objetos en diferentes ima´genes.
La correspondencia de caracterı´sticas locales se ha convertido en el me´todo ma´s usado
para comparar ima´genes. Varios me´todos han sido propuestos. Sin embargo, no ha sido
establecido cual es el descriptor ma´s apropiado y cual tiene el mejor rendimiento. La
eleccio´n del me´todo depende principalmente de la aplicacio´n o problema a resolver.
No hay un me´todo que sea el o´ptimo en mediciones de tiempo, escala, rotacio´n,
iluminacio´n, etc. El me´todo SIFT fue presentado por Lowe para la extraccio´n de
caracterı´sticas distintivas de ima´genes logrando ser invariantes a la escala y rotacio´n. Este
fue ampliamente utilizado en mosaico de ima´genes, reconocimiento, recuperacio´n, etc.
Luego, Ke and Sukthankar utilizaron PCA para normalizar el camino del gradiente en
lugar del histograma, mostrando ası´ que PCA basado en descriptores locales, es tambie´n
distintivo y robusto a las deformaciones de las ima´genes. Sin embargo ambos me´todos
eran todavı´a muy lentos por lo que Bay y Tuytelaars presentaron SURF, demostrando
en sus experimentos que dicho me´todo era ma´s ra´pido. SIFT, con su alta precisio´n y
robustez a los errores de localizacio´n y relativamente bajo tiempo de co´mputo, se ha
convertido en el esta´ndar. En comparacio´n, PCA-SIFT es ma´s distintivo y ma´s compacto,
con lo cual lleva a lograr mejoras de velocidad. Sin embargo presenta bajo rendimiento
para ima´genes borrosas y/o de poca resolucio´n. SURF muestra gran desempen˜o de
estabilidad y velocidad. Por otro lado presenta cierta inestabilidad a la rotacio´n y cambios
de iluminacio´n.
El me´todo RIFT es conveniente para modelar una amplia gama de transformaciones en
3D, incluyendo el cambio de punto de vista y las deformaciones no rı´gidas.
El me´todo G-RIF muestra un mejor rendimiento en el reconocimiento de objetos en
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entornos severos (poca iluminacio´n y/o bajo contraste) que el resto de los me´todos.
Finalmente, SIFT demuestra ser la mejor opcio´n dado su fuerte invarianza a los cambios
de escala y rotacio´n y a su invarianza parcial frente a cambios de puntos de vista e
iluminacio´n. Es uno de los me´todos ma´s utilizados, sin embargo, su costo computacional
es alto si se piensa en su aplicacio´n en tareas tales como tracking de video.
Capı´tulo 5
Reconocimiento de Rostros
5.1. Introduccio´n
El reconocimiento de rostros es una te´cnica biome´trica muy utilizada en diversas a´reas
como seguridad y control de accesos, medicina forense y controles policiales. Se trata
de identificar si la imagen del rostro de una persona se corresponde o no con alguna
de las ima´genes existentes en una base de datos. Este problema es difı´cil de resolver
automa´ticamente debido a los cambios que distintos factores, como la expresio´n facial, el
envejecimiento e incluso la iluminacio´n, producen en la imagen.
Este capı´tulo propone utilizar so´lo los descriptores SIFT ma´s representativos de la imagen
logrando un buen reconocimiento y resolviendo a la vez los dos grandes problemas que
posee esta caracterizacio´n: la deteccio´n de falsos positivos y el tiempo requerido para
realizar el reconocimiento.
La seleccio´n de los vectores de caracterı´sticas SIFT se realiza mediante una variante de
PSO (Particle Swarm Optimization) binario y se aplica u´nicamente a los vectores de las
ima´genes de la base por lo que su procesamiento se realiza en una etapa previa al momento
en que debe realizarse el reconocimiento.
5.2. Trabajos Relacionados
Actualmente existen distintas soluciones a este problema utilizando descriptores SIFT. En
[56] se ha demostrado que usar caracterı´sticas SIFT para el proceso de reconocimiento
de rostro es superior a los conocidos algoritmos Eigenfaces y Fisherfaces. Se utilizaron
diferentes taman˜os en el conjunto de datos de entrenamiento, do´nde se comprobo´ que
el rendimiento decae cuando dicho conjunto es de menor taman˜o. Con respecto al
nu´mero significativo de caracterı´sticas SIFT necesarias para una comparacio´n confiable,
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se comprobo´ que usando una menor cantidad de las caracterı´sticas el rendimiento es mejor
que Eigenfaces y Fisherfaces.
Para abordar el problema de comparar un gran nu´mero de caracterı´sticas dimensional-
mente grande entre todas las ima´genes en una base de datos, en [57] se propone una
clasificacio´n discriminatoria de caracterı´sticas SIFT que es utilizada con el fin de recor-
tar el nu´mero de caracterı´sticas SIFT para el reconocimiento facial. De esta manera se
reduce el nu´mero de comparaciones y el proceso de reconocimiento se hace ma´s ra´pido.
Este proceso tambie´n filtra caracterı´sticas que son irrelevantes para el reconocimiento de
rostro obteniendo un aumento en la precisio´n del reconocimiento.
Por otro lado, en [58] se presenta un algoritmo de reconocimiento de rostros que utiliza
el algoritmo PSO binario con motivo de explorar el espacio de solucio´n para un o´ptimo
subconjunto de caracterı´sticas con el fin de incrementar la taza de reconocimiento y la
separacio´n de clases. El algoritmo propuesto se aplica a los vectores de caracterı´sticas
extraı´dos utilizando la Transformada de Coseno Discreta (DCT) y Transformada Wavelet
Discreta (DWT).
5.3. Me´todo Propuesto
Para realizar el reconocimiento de rostros, el me´todo propuesto utiliza una base de datos
de taman˜o mı´nimo, formada por los vectores SIFT de las ima´genes de entrada.
La seleccio´n de los vectores busca reducir a la vez el tiempo de ca´lculo requerido para
efectuar las comparaciones necesarias ası´ como la deteccio´n de falsos positivos. El arma-
do de la base se realiza en forma previa al reconocimiento por lo que su construccio´n no
afecta el tiempo de respuesta para el usuario final.
El reconocimiento de un nuevo rostro implica los siguientes pasos:
Calcular los vectores SIFT correspondientes a la imagen de entrada.
Comparar cada vector de la base de datos con el conjunto de vectores del nuevo
rostro acumulando las coincidencias no por imagen sino por el nu´mero de la persona
a la cual corresponde el vector de la base de datos.
El nuevo rostro correspondera´ a la persona que mayor cantidad de coincidencias
haya acumulado.
Es importante destacar que la comparacio´n de cada vector de la base con el conjunto
de vectores de la imagen que se desea reconocer es una tarea netamente paralela. Si se
dispusiera de una arquitectura de co´mputo paralela podrı´a particionarse la base de datos
de vectores SIFT de manera que cada procesador tuviera la informacio´n de los vectores de
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una misma persona o, mejor au´n, los de una misma imagen. De esta forma, se acelerarı´a
el ca´lculo de la cantidad de correspondencias encontradas.
En cuanto al reconocimiento del nuevo rostro, puede utilizarse un umbral mı´nimo de
coincidencias para identificar los rostros que no se corresponden con ninguno de los de la
base.
A continuacio´n se describe la manera de seleccionar los vectores SIFT que formara´n la
base de datos.
5.3.1. Construccio´n de la base de datos
El me´todo comienza obteniendo todos los vectores SIFT correspondientes a cada imagen
de entrada. La seleccio´n de los vectores SIFT ma´s representativos se realiza aplicando
una variante del me´todo descripto en la seccio´n 4 donde cada imagen de la base tiene su
propia poblacio´n.
La longitud del vector posicio´n de cada partı´cula de una poblacio´n estara´ determinada por
la cantidad de vectores SIFT de la imagen correspondiente. Es decir que la longitud de las
partı´culas de poblaciones distintas puede ser diferente.
El vector correspondiente a la j-e´sima partı´cula de la subpoblacio´n i tiene la siguiente
forma
Xij = (x
i
j1, x
i
j2, . . . , x
i
jmi) (5.1)
donde mi es la cantidad de descriptores SIFT de la imagen i y xijk vale 1 si el k-e´simo
descriptor SIFT debe ser incluido en la base y 0 si no.
Este criterio de especificacio´n permite que el movimiento de cada partı´cula se calcule so´lo
a partir de los vectores SIFT de una misma imagen. De esta forma, cada poblacio´n realiza
la bu´squeda en una parte diferente del espacio de soluciones. La solucio´n final buscada
surge de la concatenacio´n de los mejores individuos de cada poblacio´n. Esto puede ser
expresado de la siguiente forma:
X = (X1best, X
2
best, . . . , X
M
best) (5.2)
donde M es la cantidad de ima´genes distintas utilizadas para formar la base y Xibest es el
mejor individuo de la i-e´sima subpoblacio´n.
En cada iteracio´n se reduce el valor de w, como se indica en [36]. Se ha utilizado elitismo
de manera que, si al mover los individuos no se ha logrado al menos mantener el valor
de fitness ma´s alto encontrado hasta el momento, el mejor individuo de la iteracio´n
anterior sea devuelvo a su posicio´n previa, recuperando el valor de fitness perdido. El
algoritmo termina cuando se alcanza la cantidad ma´xima de iteraciones o cuando luego
de un cierto nu´mero de iteraciones consecutivas no se producen cambios en el fitness del
mejor individuo.
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El algoritmo 3 resume lo antes expuesto.
Algorithm 3: Pseudoco´digo del me´todo propuesto para seleccionar los vectores
SIFT que formara´n la base de datos
ImList ← { lista de ima´genes de entrada };
wini ← aceleracio´n inicial ;
w f in ← aceleracio´n final ;
MAX IT ERA← ma´xima cantidad de iteraciones ;
Popsize← Cant.de elementos de cada subpoblacio´n ;
Pop = CrearPobIniciales(Popsize, imList);
ite = 0;
while no se alcance la condicio´n de terminacio´n do
ite = ite + 1;
w = wini − (wini − w f in) ∗ ite/MAX IT ERA;
for i = 1 to Cant.de ima´genes de entrada do
Guardar la mejor partı´cula de la subpoblacio´n Pop(i);
Mover las partı´culas de Pop(i) segu´n PSO Binario definido en (XX);
Evaluar el fitness de todas las partı´culas de Pop(i);
Aplicar elitismo restaurando la mejor di es necesario;
salida← Concatenacio´n de las mejores partı´culas de cada subpoblacio´n;
FitnessSalida← Suma de los fitness de las mejores partı´culas de cada
subpoblacio´n;
5.3.2. Evaluar el valor de fitness de cada partı´cula
Resta describir la manera en que se mide el fitness de cada partı´cula. Debe utilizarse una
expresio´n que reduzca los falsos positivos. Por lo tanto, su valor se incrementa cuando el
vector seleccionado posee una correspondencia en una imagen del sujeto al cual pertenece
y se decrementa cuando pasa lo contrario.
Sea Xij el vector posicio´n de la j-e´sima partı´cula de la subpoblacio´n i, como se definio´ en
(5.1).
Sea C1ijk el total de coincidencias entre el k-e´simo vector SIFT de la imagen i y el resto
de las ima´genes que corresponden al mismo sujeto que el representado por la imagen i.
Sea C2ijk el total de coincidencias entre el k-e´simo vector SIFT de la imagen i y las
ima´genes que corresponden a sujetos distintos al representado por la imagen i.
El fitness de la j-e´sima partı´cula de la subpoblacio´n i se calcula como
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Fitij =
m∑
k=1
xijk ∗ (α1 ∗C1ijk − α2 ∗C2ijk) (5.3)
donde α1 y α2 son constantes con valores entre (0,1) y cuantifican la importancia que cada
te´rmino tiene dentro de la expresio´n. Recuerde que xijk vale 1 si el k-e´simo descriptor SIFT
de la imagen i debe incluirse en la base de datos y 0 si no.
5.4. Resultados obtenidos
Las mediciones fueron realizadas utilizando dos bases de datos obtenidas de [59]. La
primera es la base de rostros YALE que contiene 165 ima´genes de 15 sujetos distintos
con 11 ima´genes por persona. Cada imagen tiene una resolucio´n de 320x243 pixels.
La segunda base de rostros es la base AT&T que contiene 400 ima´genes de 40 personas
con 10 ima´genes por individuo. El taman˜o de cada imagen es de 112x92 pixels.
Las ima´genes disponibles han sido divididas en dos partes:
Subconjunto de ima´genes de entrada, cuyos vectores sera´n seleccionados mediante
el me´todo propuesto en la seccio´n 3.3
Subconjunto de ima´genes de testeo que sera´n comparadas contra los vectores SIFT
seleccionados a fin de efectuar el reconocimiento.
Los vectores SIFT iniciales para cada imagen han sido determinados utilizando un umbral
de 0.5 como se recomienda en [47].
Los para´metros utilizados por PSO, en ambos casos, son los siguientes:
Valores de inercia inicial y final: 1.2 y 0.2 respectivamente.
Ma´xima cantidad de iteraciones = 500,
α1= 1/(cantidad de ima´genes de entrada),
α2= 16/(cantidad de ima´genes de entrada),
Se realizaron 30 corridas independientes del proceso descripto en la seccio´n 3.3 variando
el porcentaje de ima´genes de la base utilizado.
La figura 5.1 muestra el porcentaje de aciertos calculado sobre las ima´genes de testeo.
Como puede observarse, la seleccio´n de los descriptores SIFT utilizando PSO ayuda al
proceso de reconocimiento y brinda una tasa de acierto superior.
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Figura 5.1: Porcentaje de aciertos para las ima´genes de testeo usando el me´todo propuesto
(SIFT+PSO) y el me´todo SIFT original para distintos porcentajes de ima´genes de las
bases YALE y AT&T
Otro aspecto a tener en cuenta es la precisio´n de la respuesta obtenida. Esto se
relaciona con la similitud que cada descriptor SIFT de la imagen a clasificar tiene
con los descirptores almacenados en la base. Es importante que exista una marcada
diferencia entre los dos mejores candidatos encontrados para poder afirmar con certeza
que corresponde a una imagen determinada. La figura 5.2 muestra que las diferencias
promedio entre las dos mejores soluciones encontradas son ma´s marcadas si se
seleccionan los descriptores utilizando PSO. Esto permite afirmar que la respuesta de
la clasificacio´n es ma´s contundente que utilizando directamentee todos los descriptores
SIFT identificados por el me´todo de Lowe.
Finalmente, la figura 5.3 muestra la cantidad de descriptores SIFT utilizados en promedio
para cada imagen de la base. Puede verse que, si bien la reduccio´n en la cantidad de
descriptores es mayor para YALE que para AT&T, en ambos casos es significativa.
La figura 5.4 muestra los descriptores SIFT originales en la fila superior y los descriptores
seleccionados por el me´todo propuesto en la fila inferior.
5.5. Conclusiones
Se ha descripto una estrategia que permite realizar el reconocimiento de rostros a partir
de descriptores SIFT que posee la capacidad de reducir el taman˜o de la base de datos
utilizando una variacio´n del me´todo PSO Binario estandard; este me´todo fue´ descripto en
la seccio´n 3.3.
Las pruebas realizadas sobre las bases YALE y AT&T han permitido demostrar que el
me´todo propuesto alcanza tasas de reduccio´n considerables (50 % en YALE y 25 % en
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Figura 5.2: Valor promedio por imagen de la diferencia entre los dos valores ma´s altos de
correspondencias correctas, dividido por el nu´mero total de resultados encontrados para
las bases de datos de YALE y AT&T
Figura 5.3: Cantidad promedio de descriptores SIFT utilizados para cada imagen de las
bases de datos YALE y AT&T
Figura 5.4: Descriptores SIFT de una persona de la base de datos YALE. La fila superior
muestra todos los descriptores encontrados, mientras que la fila inferior muestra so´lo los
descriptores seleccionados por el me´todo propuesto.
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AT&T).
Si bien la tasa de aciertos para cada imagen de testeo utilizando la base de descriptores
seleccionados con PSO es ligeramente superior al proceso de utiliza todos los descriptores
SIFT, la proporcio´n de falsos positivos es menor. Adema´s, la reduccio´n del taman˜o de la
base permite garantizar una clara reduccio´n del tiempo necesario para el reconocimiento.
Es necesario continuar analizando los para´metros involucrados a fin de determinar si
efectuando un ajuste ma´s preciso es posible reducir la nu´mero ma´ximo de iteraciones
necesarias para alcanzar una seleccio´n de descriptores optima. En este sentido, la
paralelizacio´n del algoritmo propuesto es tambie´n un tema de intere´s.
Capı´tulo 6
Conclusiones generales
El aporte central de esta tesis es la presentacio´n de una nueva te´cnica de optimizacio´n.
Por tal motivo, comienza con una introduccio´n general al tema donde se distinguen
las dos categorı´as ma´s grandes: las te´cnicas que proponen hallar una solucio´n exactas
y las alternativas para encontrar una solucio´n aproximada. Hallar una solucio´n o´ptima
de manera exacta es un proceso que requiere un costo computacional muy alto y por tal
motivo, las soluciones aproximadas cobran intere´s. Es decir que se esta´ dispuesto a perder
algo de precisio´n (dentro de ciertos lı´mites) con el objetivo de reducir el tiempo de ca´lculo
necesario para obtener la respuesta.
Dentro de las te´cnicas de optimizacio´n aproximadas, el aporte de esta tesis utiliza una
estrategia poblacional basada en un cu´mulo de partı´culas. La inteligencia de cu´mulo
es empleada por varios me´todos que proponen la mejora de un conjunto de soluciones
iniciales aleatorias representadas como individuos de una poblacio´n. Estos individuos
colaboran entre sı´ compartiendo informacio´n a fin de mejorar su propio desempen˜o
llegando, algunos de ellos, a convertirse en buenas soluciones del problema planteado.
Dentro de estos me´todos, se ha seleccionado PSO (Particle Swarm Optimizacion) y por
este motivo, el capı´tulo 2 esta´ totalmente dedicado a describir su implementacio´n y parti-
cularidades. Tambie´n se presentan en dicho capı´tulo variaciones de PSO desarrolladas en
el III-LIDI que han servido de introduccio´n para el me´todo propuesto en esta tesis tales
como:
1. El mecanismo de control de velocidad donde se logra evitar que las partı´culas se
muevan demasiado ra´pido por el espacio de bu´squeda.
2. El PSO de poblacio´n variable donde no es necesario definir a priori la cantidad de
soluciones a utilizar.
3. El PSO con control de oscilaciones para evitar que las partı´culas queden atrapadas
en mı´nimos locales.
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Originalmente, PSO fue desarrollado para espacios de valores continuos, pero hay una
gran cantidad de problemas de optimizacio´n que involucran variables que deben tomar
valores discretos. Por este motivo, fue necesario proveer una versio´n del algoritmo PSO
que trabaje con una representacio´n binaria de sus soluciones, denominado PSO binario.
El algoritmo PSO binario fue detallado en el capı´tulo 3 y se presento´ una variante de dicho
algoritmo que proponı´a un cambio en la forma de actualizar la velocidad de las partı´culas
para mejorar la capacidad exploratoria del me´todo.
Dada la importancia que tiene una adecuada modificacio´n del vector velocidad, se
realizaron modificaciones en el PSO binario y se propuso un nuevo me´todo buscando
resolver el problema que habitualmente presenta cuando el vector velocidad toma valores
excesivamente grandes haciendo que la probabilidad de cambio de los bit de la partı´cula
sea casi nula.
El me´todo propuesto fue comparado con el PSO binario original y la variante mencionada
anteriormente, logrando obtener mejores resultados al minimizar un conjunto de
funciones con diferentes nu´meros de variables.
Los resultados obtenidos tambie´n permiten concluir que si bien el me´todo propuesto
realiza una mayor presio´n en la direccio´n del mejor que el me´todo convencional, no pierde
diversidad permitiendo llegar a alcanzar soluciones mejores con una desviacio´n del fitness
menor.
Como caso de aplicacio´n se utilizo´ el me´todo propuesto para resolver el problema de
reconocimiento de rostros. Este problema fue atacado utilizando ima´genes en 2D con el
so´lo fin de mostrar la factibilidad y utilidad de emplear una te´cnica de optimizacio´n en
este tema.
El problema del reconocimiento de una persona a partir de la imagen de su rotro requiere
disponer de un conjunto de ima´genes de cada persona a reconocer almacenados en una
base de datos. Luego, cada vez que se desea identificar una persona, se registra su imagen
y se realiza el proceso de comparacio´n con cada una de las ima´genes almacenadas
previamente en la base. Si se encuentra una imagen que supere un cierto umbral de
similitud, la persona es reconocida.
Este proceso, si bien es simple de describir resulta bastante complejo de llevar a la
practica.
Por ejemplo, si se espera tomar la imagen del rostro de una persona con una ca´mara
de vigilancia y utilizar esta propuesta para determinar si debe permitı´rsele el acceso o no
debera´n tenerse en cuenta varios factores, la mayorı´a de ellos referidos a las caracteristicas
de la nueva imagen registrada y que tienen que ver con la escala, iluminacio´n, punto de
vista, etc.
Por tal motivo, una de las principales preocupaciones reside en la representacio´n de la
imagen a reconocer. El enfoque de utilizar un conjunto de vectores que las describa es
uno de los ma´s utilizados. Nuevamente en esta direccio´n existen distintas soluciones
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implementadas entre las cuales se ha seleccionado el me´todo SIFT (Scale invariant feature
transform). El capı´tulo 4 esta´ dedicado a describir este me´todo en especial. Al final del
capı´tulo se ha realizado una breve mencio´n a otras alternativas. Como allı´ se explica,
muchas de ellas utilizan a SIFT como base y por tal motivo es el me´todo seleccionado.
SIFT es un me´todo general que requiere de algunas consideraciones a la hora de ser
aplicado al problema de rostros. Por ejemplo, en este caso puntual resulta de intere´s
reducir el taman˜o de la base de datos y por lo tanto, es de utilidad tener alguna manera
de seleccionar los vectores ma´s representativos de cada imagen. No´tese que a la hora
de seleccionar, el aspecto ma´s importante a tener en cuenta es considerar precisamente
aquellos vectores que permitan distinguir las ima´genes con mayor claridad. Ese es el
objetivo del me´todo propuesto.
El me´todo propuesto en esta tesina ha sido aplicado en la seleccio´n de los vectores SIFT
ma´s representativos de cada imagen con dos objetivos:
Mejorar la tasa de reconocimiento a trave´s de la reduccio´n de falsos positivos.
Disminuir el taman˜o requerido para almacenar las ima´genes en la BBDD.
El capı´tulo 6 esta´ dedicado a este tema y muestra los resultados obtenidos evidenciando
el buen desempen˜o del algoritmo propuesto.
Como trabajo futuro, resultarı´a interesante considerar ima´genes color o en 3D. Esto
implica un nuevo desafı´o a la hora de representar la informacio´n. Si bien existen
adaptaciones de los me´todos propuestos que tienen en cuenta ambos aspectos, serı´a
deseable analizar el rendimiento de una te´cnica de optimizacio´n para mejorar la respuesta.
Otro aspecto necesario a la hora de realizar un reconocimiento es considerar una clase de
rechazo. La solucio´n indicada en el capı´tulo 5 carece de ella y si se espera transferir esta
propuesta a una situacio´n real es importante considerar su ana´lisis e insercio´n.
El proceso de ana´lisis automa´tico que lleva a tomar una decisio´n final siempre
sera´ perfectible y por tal motivo es un tema de intere´s permanente.
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