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We provide a fully analytical treatment for the partial refrigeration of the thermal motion of
a quantum mechanical resonator under the action of feedback. As opposed to standard cavity
optomechanics where the aim is to isolate and cool a single mechanical mode while the object’s
overall temperature is largely unaltered, the aim here is to simultaneously extract the thermal
energy from many of its vibrational modes. We consider a standard cold-damping technique where
homodyne read-out of the cavity output field is fed into a feedback loop that provides a cooling action
directly applied on the mechanical resonator. Analytical and numerical results predict that low final
occupancies are achievable independently on the number of modes addressed by the feedback as long
as the cooling rate is smaller than the intermode frequency separation. For resonators exhibiting
nearly degenerate pairs of modes cooling is less efficient and a weak dependence on the number
of modes is obtained. These scalings hint towards the design of frequency resolved mechanical
resonators where efficient refrigeration is possible via simultaneous cold-damping feedback.
In recent decades great progress has been accomplished
in laser cooling of microscopic and macroscopic objects,
ranging from atoms, ions and molecular systems to
selected modes of micro-mechanical oscillators [1, 2]. In
standard cavity quantum optomechanics with macro-
scopic mechanical resonators a crucial goal is to isolate
and cool a given vibrational mode of interest [2–12]
close to its quantum ground state. This can for example
be utilized towards high-precision sensing applications.
Different techniques have been employed among which
two stand out: cavity resolved sideband cooling (or
cavity-assisted cooling) [13–17] and feedback-aided cool-
ing (in particular the cold-damping technique) [18–25].
As mechanical resonators typically exhibit a large number
of vibrations, cooling of a single mode leaves the overall
temperature of the object largely unaltered. For regimes
where many vibrational modes can be found within a
single cavity resonance it is interesting to ask what is the
efficiency of cold-damping in the simultaneous reduction
of the occupancy of a few modes. This could provide
mechanical resonators with enhanced sensing capabilities
in a much larger frequency bandwidth.
We provide here a theoretical investigation of cold
damping simultaneously applied to N mechanical
resonances [26–28] in order to provide a roadmap to
the partial refrigeration of the whole object. The
analytical treatment consists in finding solutions for
a set of quantum Langevin equations describing the
evolution of N vibrational modes coupled to a single
optical mode and to thermal and optical reservoirs. In
this sense our approach is general and could be tailored
to a variety of systems such as a set of nano-particles in
dipole traps, or ions in an ion trap, where the thermal
excitations is distributed into N collective oscillation
modes. However, for the simplicity of presentation we
will only refer to the system depicted in Fig. 1 consisting
of an optomechanical cavity with a movable end-mirror
or highly-reflective membrane. The cavity output with
frequency components corresponding to the radiation
-
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Figure 1. Multi-mode cold damping. The output of a driven
optomechanical system is homodyne detected providing in-
formation on the collective displacement of many vibrational
modes (bright mode). A feedback loop is utilized to design a
direct force to be applied onto the resonator that can lead the
freezing of its thermal fluctuations (cold-damping effect).
pressure coupling to many vibrational modes, is passed
through a feedback device that allows for the choice of a
correct back-action onto the mechanical resonator that
can compensate the heating effect of the environment.
We analyze the final occupancies of all modes undergoing
cold damping and compare this to the expected results
obtained for cooling of independent isolated modes [18].
As the feedback only provides information on a bright
mode (the generalized quadrature that the cavity field
couples to) it would be expected that the N − 1 dark
modes, uncoupled to the light field would considerably
slow down the overall cooling process. This would be
indeed the case for completely degenerate mechanical
modes where only 1/N of the total thermal energy
can be removed. Instead, for non-degenerate modes,
the main theoretical result of this calculation (backed
by numerical simulations) indicates that the efficiency
of the cooling process is roughly independent of the
number of modes undergoing cooling dynamics. The only
detrimental aspect of increasing the number of modes is
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2the enhanced probability of finding consecutive modes
of nearly degenerate frequency. The result previously
pointed out in the case of resolved sideband cooling of two
mechanical modes, holds here in the cold-damping case
as well, which is that the cooling efficiency is degraded as
modes approach the point of degeneracy [29, 30]. This
indicates a roadmap to efficient refrigeration consisting of
the design of mechanical resonators with close to linearly
spaced normal mode frequencies where the optical cooling
rate is only limited by the minimal inter-mode frequency
separation.
Linearized Langevin equations — We consider an op-
tomechanical cavity with a movable end-mirror or highly-
reflective membrane exhibiting N independent modes of
vibrations each of effective mass mj and frequency ωj
(as depicted in Fig. 1). The quantum motion of the me-
chanical modes is described by the displacement Qj and
momentum Pj quadrature operators with standard com-
mutations [Qj , Pj′ ] = i~δjj′ . A single cavity mode at
frequency ω and loss rate κ is described by a bosonic
operator A with [A,A†] = 1. The optomechanical in-
teraction is a standard radiation pressure Hamiltonian∑
j ~g
(j)
OMA
†AQj where g
(j)
OM is the single photon single
phonon coupling rate. Driving is executed with a laser of
power P and frequency ω` via the non-moving mirror at
rate  =
√
2Pκ/~ω` (where κ is the photon loss rate). We
follow a standard quantum Langevin treatment of optome-
chanics [18] (more details in the Appendix) where the
operators are split into classical averages plus zero-average
quantum fluctuations: A = 〈A〉+ a, Qj = 〈Qj〉+ qj and
Pj = 〈Pj〉 + pj . The problem then becomes linear in
the limit | 〈A〉 |  1 and the following set of Langevin
equations can be written for the fluctuations:
q˙j = ωjpj , (1a)
p˙j = −ωjqj − γjpj +Gjx− gj ∗ yest + ξj , (1b)
x˙ = −κx+
√
2κxin, (1c)
y˙ = −κy +∑Nj=1Gjqj +√2κyin, (1d)
where x = (a + a†)/
√
2 and y = i(a† − a)/√2 are the
quadratures of the cavity field fluctuations and xin, yin
are the corresponding optical input noise terms similarly
defined from the input optical noise operator ain. The
zero-average noise terms are delta-correlated in time
〈ain(t)ain†(t′)〉 = δ(t− t′). The effective optomechanical
couplings Gj =
√
2g
(j)
OM 〈A〉 are enhanced by the large
cavity field amplitude. We set the condition that the
effective cavity detuning ∆ = ω − ω` −
∑
j g
(j)
OM 〈Qj〉,
containing a collective mechanically-induced frequency
shift is kept at zero value (see Appendix). For each
mode j thermalization with the environment is described
by a zero-averaged Gaussian stochastic noise term ξj
and a rate γj . The fluctuation-dissipation relation is
fulfilled as described by the two-time correlation function
〈ξj(t)ξj′(t′)〉 = γj/ωj
∫ Ω
0
dω/2pie−iω(t−t
′)Sth(ω)δjj′
where Ω is the frequency cutoff of the reservoir and
Sth(ω) = ω[coth (~ω/2kBT ) + 1] is the thermal noise
spectrum. The correlation function becomes a stan-
dard white noise input with delta correlations both
in frequency and time for sufficiently high tempera-
tures kBT  ~ωj . This results in the approximate
form 〈ξj(t)ξj′(t′)〉 ≈ (2n¯j + 1)γjδ(t − t′)δjj′ , where
the occupancy of each vibrational mode is given by
n¯j = 1/(exp [~ωj/kBT )− 1] ≈ kBT/~ωj .
Notice that the cavity field only provides information on
the bright mode consisting of the generalized collective
quadrature
∑
j Gjqj . All other collective modes orthogo-
nal to this one could then be defined as dark modes and
apparently do not participate in the cooling dynamics.
However, as we will show, intermodal correlations are
built-up during the dynamics and all individual modes
are affected.
Feedback loop — The feedback force on the j’s mode
given by the convolution term (gj ∗ y)(t) =
∫∞
−∞ dsgj(t−
s)y(s) depends on past dynamics of the detected quadra-
ture y that is driven by the weighted sum of the oscillator
fluctuations qj . Here, the causal kernel
gj(t) = g
(j)
cd ∂t
[
θ(t)ωfbe
−ωfbt] (2)
contains the feedback gain terms g
(j)
cd and feedback band-
width ωfb. Notice that in the limit ωfb →∞ the feedback
becomes gj(t) = g
(j)
cd δ
′(t). The component injected into
the feedback loop yest is the estimated intracavity phase
quadrature. This results from a measurement of the out-
put quadrature yout =
√
2κy(t)− yin(t) and additionally
considering a detector with quantum efficiency η (mod-
eled by an ideal detector preceded by a beam splitter with
transmissivity
√
η, which mixes the input field with an
uncorrelated vacuum field yv(t)). The estimated signal is
then written as
yest(t) = y(t)− y
in(t) +
√
η−1 − 1yv(t)√
2κ
. (3)
Multi-mode cold damping — We proceed by first
formally eliminating the dynamics of the cavity quadra-
tures to find a set on 2N nonlinear differential equa-
tions for the dynamics of mechanical modes. Under
the conditions of fast feedback and fast cavity dynam-
ics, we then can simplify this to a set of linear differ-
ential equations with analytical solutions. We start
by writing a formal solution for the y-quadrature as
y(t) =
∫ t
−∞ dse
−κ(t−s)
(∑N
j=1Gjqj(s) + y
in(s)
)
and es-
timate the effect of the cold-damping convolution term
appearing as a drive term for the membrane’s momentum
in Eq. 1b (see Appendix)
(gj ∗ y)(t) = g(j)cd ωfb
∑N
k=1Gkωk(h ∗ pk)(t) + ξyin .
The right-hand side term contains the added cold-damping
decay rate acting on the j’s mode as well as some cross-
terms which dissipatively couple distinct modes. In the
3lossy cavity limit κ ωj and fast feedback ωfb  ωj the
first term of the convolution above can be approximated
by an instantaneous value pj/(κωfb). This allows one to
turn Eqs. 1 into a set of linear differential equations:
q˙j = ωjpj , (4a)
p˙j = −ωjqj − Γjjpj −
∑
k 6=j Γjkpk + ξj + ξopt,j . (4b)
The added optical noise ξopt,j is a sum of a feedback
induced noise term as well as the direct radiation pressure
noise. The diagonal term contains the cold-damping
optical loss
Γjj = γj +
g
(j)
cd Gjωj
κ
, (5)
expected for a single isolated uncoupled mode [18]. The
presence of adjacent modes leads to a dissipative cross-
talk at similar rates Γjk = g
(j)
cd Gkωk/κ. The back-action
both due to feedback as well as to radiation pressure
effects is contained within the term ξopt which adds to
the thermal noise.
The 2N equations of motion can be cast in a
compact form given by v˙ = Mv + nin where
v = (q1, p1, q2, p2, . . . , qN , pN )
> and nin = (0, ξ1 +
ξopt,1, . . . , 0, ξN + ξopt,N )
>. In the case that the solution
is stable and all the eigenvalues of the matrix M have neg-
ative real parts, the system achieves a steady state fully
characterized by the covariance matrix V = 〈v(t)v>(t)〉.
Under the assumption that the cavity is lossy and the
feedback is fast one can then show that the diffusion ma-
trix is delta-correlated 〈nin(t)n>in(t′)〉 = Dinδ(t− t′) and
the covariance matrix is computed by solving a steady
state Lyapunov equation MV + VM> = −Din. For
Γjj ≈ (g(j)cd Gjωj)/κ one can then analytically estimate
the momentum and displacement fluctuation variances
as:
〈p2i 〉 =
(
n¯i +
1
2
)
γi
Γii
+
G2i
2Γiiκ
+
∑
j 6=i
Γij
2Γii

(
ω2i Γjj + ω
2
jΓii
)
Λij(
ω2i − ω2j
)2 + ∑
k 6=i,j
1(
ω2i − ω2j
) ( ω2i ΓjkΛik
(ω2i − ω2k)
− ω
2
jΓikΛjk(
ω2j − ω2k
))
 ,
(6a)
〈q2i 〉 = 〈p2i 〉+
∑
j 6=i
ΓijΛij
2
(
ω2i − ω2j
) , (6b)
where we have defined the following quantity
Λij :=
g
(j)
cd
g
(i)
cd
(2n¯i + 1)γi +
g
(i)
cd
g
(j)
cd
(2n¯j + 1)γj +
(g
(j)
cd Gi − g(i)cdGj)2
κg
(i)
cd g
(j)
cd
. (7)
Notice that the apparent divergence in the denominators
comes from neglecting the bare mechanical damping rate
γi with respect to any of the diagonal or mutual damping
rates Γij . The regime of interest where we compare
analytical results with numerical simulations assumes
non-degenerate modes where the frequency separation
is much larger than any γi. Exact results (a bit more
cumbersome) can however be obtained for any case as
shown in the Appendix.
Discussions — A few observations can immediately be
made on the expressions above. First, one notices that the
equipartition theorem is generally not fulfilled signifying
that the final state cannot be described by an effective
temperature. Then, in the absence of mode-mode cou-
pling (where all Γij are set to zero) the result is the
expected one [18] where the final state fulfills the equipar-
tition theorem and achieves an occupancy of roughly
n¯iγi/Γii. Notice that there is also a residual occupancy
coming from the noise in the x quadrature; this can be
neglected under the assumption that the cavity-assisted
cooling rate G2i /2κ is much smaller than the feedback
damping rate Γii easily fulfilled when the gain is large
enough such that g
(i)
cd ωi  Gi. Extra terms arise from
inter-mode momentum-momentum 〈pipj〉 and momentum-
displacement 〈piqj〉 quantum correlations due to the fact
that the feedback force term contains a sum of all mo-
mentum quadratures.
In the limit of linear dispersion relation where ωj ≈
ω + j∆ω and ω  ∆ω the final occupancy can be easily
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Figure 2. Multimode cold damping. Comparison between cooling efficiency in the case of linear dispersion in (a) versus dispersion
relation showing two quasi-degenerate modes in (b) for a resonator with eight independent vibrational modes. The initial
(orange disks) and final occupancies (black disks), obtained from a Monte Carlo simulation, are displayed and compared to the
predictions of the Lyapunov equation (red stars). Results obtained from a simplification assuming independent damping of
each oscillator are indicated by gray stars. For nearly-degenerate modes cooling is strongly inhibited while the other modes
are virtually unaffected. In (c) the average energies are presented as a function of time for case (a) in the upper panel versus
case (b) in the lower panel. From the slow decay of the closely spaced modes presented in the inset one can understand the
reason why the black disks in (b) will converge to the red stars for longer times. In (d) dependence of the occupation number
normalized final energy with respect to the frequency difference between two modes is obtained from a Monte Carlo simulation
(orange solid line) and via solving the Lyapunov equation (black dashed line). In (e) the final occupancy of an individual mode
is plotted versus variations of the intra-cavity light amplitude (affecting all the Gj) and feedback gain.
simplified to (see Appendix)
Ei ≈ n¯i γi
Γii
+
1
4∆ω2
∑
〈i,j〉
j 6=i
Γij
2
{(
1 +
Γjj
Γii
)
Λij
+
∑
〈i,j,k〉
k 6=i,j
1
Γii
(
ΓjkΛik
(i− j)(i− k) −
ΓikΛjk
(i− j)(j − k)
)}
,
(8a)
where we have defined the energy per mode as
Ei = (〈p2i 〉 + 〈q2i 〉)/2 and where we can approximate
Λij ≈ (2n¯i + 1)γi + (2n¯j + 1)γj . Notice that the sums
are only performed on the nearest neighbors in frequency
space. This is a crucial aspect as one sees that the heating
effects stemming from the coupling to the neighbor
modes do not scale with the number of modes N but
only depend on the relative inter-mode minimal distance.
For the case that Γii,Γij  ∆ω the expression above
indicates that the final occupancies are close to what
would have been expected from N independent feedback
loops, each specialized to a given mode.
The comparison between numerical and analytical
results in Fig. 2a,b indicate that nearly-degenerate
modes are cooled with a lower efficiency. In fact, the
expression above reproduces well this effect showing
that the maximum optical cooling rate cannot exceed
the inter-mode frequency separation ∆ω. To further
elucidate this aspect, we focus in Fig. 2d on a target
mode at frequency ω and plot its final occupancy in the
presence of an adjacent mode at frequency ω + ∆ω as
a function of the frequency separation between the two
modes. The final occupancy of mode ω is unaffected
for ∆ω > Γ while at near degeneracy the cooling is
completely inefficient. In the intermediate regime, the
scaling with (∆ω)−2 predicted by Eq. 8a holds.
While the damping rate includes a product of the cavity
intra-cavity field amplitude (via the coefficients Gj) with
the feedback gain (via the terms g
(j)
cd ), back-action noise
limits the final achievable occupancy. Figure. 2e shows
a density plot of the final occupancy of a target mode
as a function of these two parameters. We have kept
the relative ratios of all the parameters Gj and g
(j)
cd and
simultaneously varied them. The result shows that past
the optimal regime for cooling the radiation pressure and
feedback noise add to the achievable final occupancy.
Conclusions—We have theoretically analyzed prospects
for using simultaneous cold-damping feedback for the
partial refrigeration of a multi-mode mechanical resonator.
As a main result we have derived an analytical expression
for the final occupancy of all modes undergoing cooling
dynamics. The expression predicts a generalization
of a previously known result obtained in the case of
two mechanical modes, i.e. that efficient refrigeration
requires the absence of nearly-degenerate vibrations
in the mechanical spectrum of the resonator. Under
these conditions, simultaneous cooling can achieve
final temperatures close to the case of isolated mode
addressing. The surprising result obtained here is that
the final temperature does not involve any scaling
with the number of modes simultaneously undergoing
cold-damping.
Our analysis is quite general as it can also be applied to
the cooling of collective vibrational modes of ions in ion
5traps, of atoms in dipole traps or levitated nanoparticle
in optical tweezers etc. For interacting systems held in
the same externally designed potential (as is the case of
ion traps), the frequency spectrum of the collective modes
can be tailored to eliminate near degeneracy points and
single particle addressing ensures a simultaneous driving
of all collective modes.
Finally, let us comment on the assumed form of
cold-damping feedback: in Eq. (2) we have assumed that
the electronic loop can provide an instantaneous feedback
onto the system. This assumption is contained in the
argument of the Heaviside function θ(t). This assumes
fast electronics which can respond much quicker than
the oscillation time of the system. For some current
experiments [21] feedback delay is an issue as it can lead
to inadvertent heating of the target mode instead of the
envisioned cooling [31]. The effect of a time delay τfb
can be included in the argument θ(t − τfb) and will be
addressed in the future following a similar formalism.
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7Appendix A: Linearized quantum Langevin equations in optomechanics
We start with a quantum formulation of the system’s dynamics of a few independent oscillation modes with
frequencies ωj of a membrane resonator (where j = 1, ...N). The equations of motion for the collection of modes are
written as
Q˙j = ωjPj , (A1a)
P˙j = −ωjQj − γjPj + g(j)OMA†A+ ξj , (A1b)
A˙ = −(κ+ i∆0)A+ i
∑N
j=1 g
(j)
OMAQj + η +
√
2κain, (A1c)
in terms of dimensionless position and momentum quadratures Qj and Pj for each of the N independent membrane
oscillation modes. The term ∆0 = ωc − ω` describes the detuning of the cavity resonance frequency ωc from the laser
frequency ωl and κ its decay rate. The oscillator frequencies are given by ωj . The radiation pressure coupling is given
by g
(j)
OM for the j’s mode and the input laser power by  =
√
2Pκ/~ω`. The damping of the j’s resonator mode is
described by the parameter γj and is with the associated zero-averaged Gaussian stochastic noise term leading to
thermalization with the environment. The noise term can be fully described by the two-time correlation function:
〈ξj(t)ξj′(t′)〉 = γj
ωj
∫ Ω
0
dω
2pi
e−iω(t−t
′)Sth(ω)δjj′ , (A2)
where Ω is the frequency cutoff of the reservoir and Sth(ω) = ω[coth (~ω/2kBT ) + 1] is the thermal noise spectrum.
The correlation function becomes a standard white noise input with delta correlations both in frequency and time for
sufficiently high temperatures kBT  ~ωj . This results in the approximate form 〈ξj(t)ξj′(t′)〉 ≈ (2n¯j + 1)γjδ(t− t′)δjj′ ,
where the occupancy of each vibrational mode is given by n¯j = (exp(~ωj/kBT )− 1)−1 ≈ kBT/~ωj . The cavity input
noise is described by ain and follows the the correlation function 〈ain(t)a†in(t′)〉 = δ(t− t′). For an intense cavity field
and rewriting the operators A = 〈A〉+ a, Qj = 〈Qj〉+ qj and Pj = 〈Pj〉+ pj as a sum of their expectation value and a
fluctuation term we can simplify the equations of motion in Eq. A1a and obtain for the equations of motion for the
expectation values
〈Q˙j〉 = ωj〈Pj〉, (A3a)
〈P˙j〉 = −ωj〈Qj〉 − γj〈Pj〉+ g(j)OM|〈A〉|2, (A3b)
〈A˙〉 = −(κ+ i∆0)〈A〉+ i
N∑
j=1
g
(j)
OM〈A〉〈Qj〉+ E , (A3c)
which at steady (〈Q˙j〉 = 〈P˙j〉 = 〈A˙〉 = 0) state results in
〈A〉 = E[
κ+ i
(
∆0 −
∑
j
(
g
(j)
OM
)2
ωj
|〈A〉|2
)] , (A4)
where ∆ = ∆0 −
∑
j
(
g
(j)
OM
)2
ωj
|〈A〉|2 is the effective cavity detuning including radiation pressure effects and 〈Qj〉 =
(g
(j)
OM/ωj)|〈A〉|2.
For the fluctuations where we can omit all nonlinear terms a†a and aqj since |〈A〉|  1, we obtain the linearized
equations of motion
q˙j = ωjpj , (A5a)
p˙j = −ωjqj − γjpj + ξj +Gjx, (A5b)
x˙ = −κx+ ∆y +
√
2κxin, (A5c)
y˙ = −κy −∆x+∑Nj=1Gjqj +√2κyin, (A5d)
where x = (1/
√
2)(a+a†) and y = (i/
√
2)(a†−a) are the quadratures of the cavity field and xin and yin are formulated
correspondingly. The effective optomechanical coupling terms are given by Gj =
√
2g
(j)
OM〈A〉.
8Appendix B: Multimode cold damping
For cold damping with many resonator modes in the quantum mechanical treatment we start with the equations of
motion given by
q˙j = ωjpj , (B1a)
p˙j = −ωjqj − γjpj +Gjx+ ξj −
∫ ∞
−∞
dsgj(t− s)yest(s), (B1b)
x˙ = −κx+
√
2κxin, (B1c)
y˙ = −κy +∑Nj=1Gjqj +√2κyin, (B1d)
where the effective cavity detuning is kept at zero ∆ = 0.
1. Feedback details
The quadrature component that is injected into the feedback mechanism yest is the estimated intracavity phase
quadrature. This results from a measurement of the output quadrature yout =
√
2κy(t)−yin(t) additionally considering a
detector with quantum efficiency η which is modeled by an ideal detector preceded by a beam splitter with transmissivity√
η, which mixes the input field with an uncorrelated vacuum field yv(t). The estimated phase quadrature is decribed
by
yest(t) = y(t)− y
in(t) +
√
η−1 − 1yv(t)√
2κ
. (B2a)
2. Eliminating the cavity quadratures
We can eliminate the cavity field quadratures by formally integrating their equations of motion to obtain:
x(t) = Gj
∫ t
−∞
dse−κ(t−s)xin(s), (B3a)
y(t) =
∫ t
−∞
dse−κ(t−s)
N∑
j=1
Gjqj(s) +
√
2κ
∫ t
−∞
dse−κ(t−s)yin(s). (B3b)
The yest(s) term introduces both terms proportional to the qj as well as noise terms stemming from the cavity input
noise yin(s) as well as from the vacuum filled port noise yv. We can first work out the terms coming from y as:
(gj ∗ y) = g(j)cd ωfb
∫ ∞
−∞
dse−ωfb(t−s)δ(t− s)y(s)− g(j)cd ω2fb
∫ ∞
−∞
dsθ(t− s)e−ωfb(t−s)y(s)
=
∫ t
−∞
ds
κe−κ(t−s) − ωfbe−ωfb(t−s)
(κ− ωfb)
[∑N
k=1 g
(j)
cd ωfbGkqk(s) +
√
2κg
(j)
cd ωfby
in(s)
]
. (B4a)
To obtain a dependence with respect to pj we apply integration by parts noticing that the convolution above contains
a derivative of the following function:
h(t− s) = e
−κ(t−s) − e−ωfb(t−s)
ωfb − κ (B5)
and the relation q˙j = ωjpj and we obtain
(gj ∗ y) =
N∑
k=1
g
(j)
cd ωfbGkωk
∫ t
−∞
dsh(t− s)pk(s) +
√
2κg
(j)
cd ωfb
∫ t
−∞
ds∂sh(t− s)yin(s) (B6)
9We can now write in simplified notation the reduced set of equations of motion for the 2N resonator modes quadratures
q˙j = ωjpj , (B7a)
p˙j = −ωjqj −
∫ ∞
−∞
ds
(
γjδ(t− s) + g(j)cd ωfbGjωjθ(t− s)h(t− s)
)
pj(s)−
∑
k 6=j
g
(j)
cd ωfbGkωk
∫ t
−∞
dsh(t− s)pk(s)
+ ξj + ξfb + ξvac + ξrp. (B7b)
The three sources of noise are owed to the direct feedback action, to the feedback filtered vacuum action in the loss
port and to the intra-cavity radiation pressure effect:
ξfb = −g
(j)
cd ωfb√
2κ
∫ ∞
−∞
dsφ1(t− s)yin(s), (B8a)
ξvac = −g
(j)
cd ωfb√
2κ
√
η−1 − 1
∫ ∞
−∞
dsφ2(t− s)yv(s), (B8b)
ξrp =
√
2κGj
∫ ∞
−∞
dsφ3(t− s)xin(s), (B8c)
with the following definitions
φ1(t) = θ(t)(ωfb(ωfb + κ)e
−ωfbt − 2κ2e−κt)/(ωfb − κ)− δ(t), (B9a)
φ2(t) = θ(t)ωfbe
−ωfbt − δ(t), (B9b)
φ3(t) = θ(t)e
−κt, (B9c)
for the convolution kernels.
3. Performing the fast-feedback fast-cavity approximation
In the limit of lossy cavity and fast feedback where κ, ωfb  ωj we can estimate∫ t
−∞
dsh(t− s)pj(s) ≈ pj(t)
∫ t
−∞
dsh(t− s) = pj(t)
ωfbκ
(B10)
and we end up with a set of coupled linear differential equations for the mechanical mode quadratures:
q˙j = ωjpj , (B11a)
p˙j = −ωjqj − Γjjpj −
∑
k 6=j
Γjkpk + ξj + ξfb + ξvac + ξrp. (B11b)
The off-diagonal rates are defined as
Γjk = (g
(j)
cd Gkωk)/κ (B12)
while the diagonal damping rates are the expected independent cooling rates
Γjj = γj + (g
(j)
cd Gjωj)/κ (B13)
4. Solving the Lyapunov equation
The set of differential equations presented in Eq. B11a can be cast into the form
v˙ = Mv + nin (B14a)
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with v = (δq1, δp1, . . . δqN , δpN )
> and nin = (0, η˜1, . . . , 0, η˜N ) where all noise terms have been gathered into a single
term η˜j = ξj + ξfb + ξvac + ξrp. From the general solution
v(t) = eM(t−t0)v(t0) +
∫ t
t0
dseM(t−s)nin(s) (B15)
we obtain the correlation matrix
V = 〈v(t)v>(t)〉 =
∫ t
t0
ds
∫ t
t0
ds′eM(t−s)〈nin(s)n>in(s′)〉eM
>(t−s′), (B16a)
where we have ignored the transient solution which will decay strongly for large times t. Regarding the noise correlation
term 〈nin(s)n>in(s′)〉 component wise we obtain 〈nin,i(s)nin,j(s′)〉 6= 0 if i and j are both even numbers, which is
resulting in
〈nin,2i(s)nin,2j(s′)〉 = 〈η˜i(s)η˜j(s′)〉
= 〈ξi(s)ξj(s′)〉+ g
(i)
cd g
(j)
cd ω
2
fb
2κ
[〈(φ1 ∗ yin)(s)(φ1 ∗ yin)(s′)〉+ (η−1 − 1)〈(φ2 ∗ yv)(s)(φ2 ∗ yv)(s′)〉]
+ 2κGiGj〈(φ3 ∗ xin)(s)(φ3 ∗ xin)(s′)〉 − g(i)cd ωfbGj〈(φ1 ∗ yin)(s)(φ3 ∗ xin)(s′)〉
− g(j)cd ωfbGi〈(φ3 ∗ xin)(s)(φ1 ∗ yin)(s′)〉
= (2n¯i + 1)γiδijδ(s− s′) + g
(i)
cd g
(j)
cd ω
2
fb
4κη
(
δ(s− s′)− ωfb
2
e−ωfb|s−s
′|
)
+
GiGj
κ
κ
2
e−κ|s−s
′|
+ i
(
ωfbe
−ωfb|s−s′| − κe−κ|s−s′|
2(ωfb − κ)
)
ωfb
(
g
(i)
cdGjθ(s− s′)− g(j)cd Giθ(s′ − s)
)
, (B17a)
for i, j ∈ {1, . . . , N}. For ωfb, κ  ωj ,Γj we can approximate δ(t) ≈ (ωfb/2)e−ωfb|t| as well as δ(t) ≈ (κ/2)e−κ|t|
resulting in
〈η˜i(s)η˜j(s′)〉 ≈
(
(2n¯i + 1)γiδij +
GiGj
κ
)
δ(s− s′). (B18a)
For δ-correlated noise we can simplify the correlation matrix to
V =
∫ t
t0
dseM(t−s)DineM>(t−s), (B19a)
where Din,2i,2j = (2n¯i + 1)γiδij +GiGj/κ for even index numbers and is zero otherwise. The Lyapunov equation for
the N -oscillator system which determines the steady solution of the correlation matrix is given by
MV + VM> = −Din, (B20)
and can be solved exactly. Evaluating the individual components we obtain the set of equations
Yii = 0, (B21a)
ωjYij + ωiYji = 0, (B21b)
ΓiiXii +
∑
j 6=i
ΓijXij − (2n¯i + 1)γi − G
2
i
κ
= 0, (B21c)
ωi (Xii − Zii)−
∑
j 6=i
ΓijYij = 0, (B21d)
(ω2i − ω2j )Xij −
(
ω2i Γjj + ω
2
jΓii
)
ωi
Yij −
∑
k 6=i,j
(ωiΓjkYik − ωjΓikYjk) = 0, (B21e)
−
(
ω2i − ω2j
)
ωi
Yij − (Γii + Γjj)Xij − ΓjiXii − ΓijXjj −
∑
k 6=i,j
(ΓikXjk + ΓjkXik) +
2GiGj
κ
= 0, (B21f)
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with Xij = 〈pipj + pjpi〉, Yij = 〈qipj + pjqi〉 and Zij = 〈qiqj + qjqi〉. In the case that γj  (g(j)cd Gjωj)/κ where
Γjj ≈ (g(j)cd Gjωj)/κ and Γij = (g(i)cd /g(j)cd )Γjj , we can simplify the expression in Eq. B21f and we obtain
−
(
ω2i − ω2j
)
ωi
Yij −
(
g
(j)
cd
g
(i)
cd
)
(2n¯i + 1)γi −
(
g
(i)
cd
g
(j)
cd
)
(2n¯j + 1)γj −
(
g
(j)
cd Gi − g(i)cdGj
)2
κg
(i)
cd gcd,j
= 0. (B22a)
Here, we define
Λij :=
((
g
(j)
cd
g
(i)
cd
)
(2n¯i + 1)γi +
(
g
(i)
cd
g
(j)
cd
)
(2n¯j + 1)γj +
(g
(j)
cd Gi − g(i)cdGj)2
κg
(i)
cd g
(j)
cd
)
, (B23a)
and we obtain
〈p2i 〉 =
(
n¯i +
1
2
)
γi
Γii
+
G2i
2Γiiκ
+
∑
j 6=i
Γij
2Γii

(
ω2i Γjj + ω
2
jΓii
)
Λij(
ω2i − ω2j
)2 + ∑
k 6=i,j
1(
ω2i − ω2j
) ( ω2i ΓjkΛik
(ω2i − ω2k)
− ω
2
jΓikΛjk(
ω2j − ω2k
))
 ,
(B24a)
〈q2i 〉 = 〈p2i 〉+
∑
j 6=i
ΓijΛij
2
(
ω2i − ω2j
) . (B24b)
Therefore, the energy of the j’s mode is given by
1
2
(〈p2i 〉+ 〈q2i 〉) = (n¯i + 12
)
γi
Γii
+
G2i
2Γiiκ
+
∑
j 6=i
 Γij
2Γii

(
ω2i Γjj + ω
2
jΓii
)
Λij(
ω2i − ω2j
)2 + ∑
k 6=i,j
1(
ω2i − ω2j
) ( ω2i ΓjkΛik
(ω2i − ω2k)
− ω
2
jΓikΛjk(
ω2j − ω2k
))
+ ΓijΛij4 (ω2i − ω2j )

(B25a)
≈ n¯i γi
Γii
+
G2i
2Γiiκ
+
∑
j 6=i
ΓijΓii

(
ω2i Γjj + ω
2
jΓii
)((
g
(j)
cd
)2
n¯iγi +
(
g
(i)
cd
)2
n¯jγj
)
(g
(i)
cd g
(j)
cd )
(
ω2i − ω2j
)2
+
∑
k 6=i,j
1(
ω2i − ω2j
)
ω
2
i Γjk
((
g
(k)
cd
)2
n¯iγi +
(
g
(i)
cd
)2
n¯kγk
)
(g
(i)
cd g
(k)
cd ) (ω
2
i − ω2k)
−
ω2jΓik
((
g
(k)
cd
)2
n¯jγj +
(
g
(j)
cd
)2
n¯kγk
)
(g
(j)
cd g
(k)
cd )
(
ω2j − ω2k
)


+
Γij
((
g
(j)
cd
)2
n¯iγi +
(
g
(i)
cd
)2
n¯jγj
)
2(g
(i)
cd g
(j)
cd )
(
ω2i − ω2j
)
 . (B25b)
The term G2i /(2Γiiκ) = Gi/
(
2g
(i)
cd ωfbωi
)
is in general smaller than one and can be mostly ignored if n¯iγi/Γii > 1. For
a sequence of frequencies with ωj ≈ ω + j∆ω and ω  ∆ω we obtain for ω2i − ω2j ≈ 2ω(i− j)∆ω. By considering only
nearest neighbors in frequencies since the terms decay quadratically with distance we obtain
1
2
(〈p2i 〉+ 〈q2i 〉) ≈ n¯i γiΓii + 14∆ω2 ∑〈i,j〉
j 6=i
Γij

(
1 +
Γjj
Γii
)
(n¯iγi + n¯jγj) +
∑
〈i,j,k〉
k 6=i,j
(
Γjk(n¯iγi + n¯kγk)
Γii(i− j)(i− k) −
Γik(n¯jγj + n¯kγk)
Γii(i− j)(j − k)
) ,
(B26a)
showing that the lower bound of the energy n¯iγi/Γii can be reached when ∆ω is much larger than Γij . Here, we have
considered that g
(i)
cd ≈ gcd for all i ∈ {1, . . . , N}.
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Figure 3. Cold damping for two mechanical oscillators. (a) Full solutions for cold damping using convolutions for two oscillators
with ω1,2 = (1, 0.9) and in the degenerate case with ω1,2 = (1, 1). In (b) and (c) the corresponding phase space trajectories are
presented. The magnified signal presented in (d) and (e) show a comparison between the full solutions (solid lines) and the
ones with approximated damping rates (dashed lines) at the beginning and a later stage of the evolution, respectively. In the
degenerate case the effect of the feedback stops when both modes have a relative phase shift of pi. In (f) the average energy is
presented as a function of time. The dashed green line shows the final energy at steady state obtained by the Lyapunov equation
for two oscillators. The simulation parameters are given by γ1,2 = (4, 3)× 10−5ω1, G1,2 = (0.16, 0.1)× ω1, κ = 3ω1, ωfb = 3.5ω1,
gcd,1,2 = (0.8, 0.8) and τ = 0.05ω
−1.
Appendix C: Cooling of two adjacent modes
To visualize the feedback cooling process we perform classical simulations of the stochastic differential equations. In
Fig. 3 we show the results for cooling two modes close to and at frequency degeneracy. The simulation is performed
using the full convolutional description of the feedback process (solid lines) and is compared to the approximated
form (dashed lines), which show good agreement. Especially in the degenerate case at a large time duration from
initialization as presented in Fig. 3e it is visible that the feedback stops when both modes acquire a phase shift of pi
with respect to each other. Fig. 3f shows the average energy over many trajectories of the two mode system. In the
case of frequency degeneracy only up to half of the initial energy of the system is removed since only the bright mode
can be accessed by the method.
Appendix D: Numerical integration of Langevin equations
To test the results derived by solving the Lyapunov equation, we perform numerical Monte-Carlo simulations for
the equations of motion. Here, the initial conditions are obtained from a Boltzmann distribution representing the
initial thermal state. The numerical integration can be obtained from the differential form of the stochastic differential
equations of motion
dqj = ωjpjdt, (D1a)
dpj = −ωjqjdt− γjpjdt− (gj ∗ y)dt+
√
(2n¯j + 1)γjdW (t), (D1b)
dy = −κydt+
N∑
j=1
Gjqjdt, (D1c)
where dW (t) describes an infinitesimal Wiener increment (dW 2 = dt) that guarantees that the fluctuation dissipation
theorem is fulfilled [32]. In our case we use the Runge-Kutta fourth-order method (RK4) that guarantees numerical
stability for the integration.
