The paper investigates multivariate Wavelet Haar's series. To study on the correctness is made by means of Tikhonov's method. A theorem on stability and uniform convergence of a regularized summable function of the wavelet-Haar's series functions in Lipschitz class with approximate coefficients is proved. An experiment confirms the validity of Tikhonov's method using space monitoring of waste disposal facilities is conducted as an example. Namely, the decoding of space images-images using N-dimensional Haar's wavelet transform is used.
Introduction
One of the prior areas in the development of scientific and technical research in the country is the branch of "space technology." The application of the mathematical apparatus of discrete orthogonal transformations (DOT) is topical since these transformations possess properties that are convenient for carrying out theoretical and empirical studies, they are linear and easy reversible. There are significant achievements in the field of high-speed computers, digital circuit technology and the development of specialized processors, etc. [8, 10 -20] . Wavelet analysis [3 -5] is a tool that allows efficient signal pre-processing. It is interesting in researching, in a way, where a mathematical microscope provides the choice of the wavelet, as well as the parameters of the shift and scale, to correct the behavior of the function in the vicinity of the point. The article is a continuation of Haar wavelet transforms Study on the correctness [1, 5, 8, 11, 12, 13 -17] for the N-dimensional case. We present preliminary material on one-dimensional wavelet-Haar functions over some orthonormal system of functions [6]   ( ) k t  is ill-posed. This fact is known and described in sufficient details in [6, 7, 12] . Namely, if 2 2
then the error, that is, the deviation of the function ( ) f t and the sum of its
Fourier series with coefficients   1
, in a uniform metric can be arbitrarily large [6] .
The problem of Summing a Series of N-dimensional Wavelet Haar with Approximate Coefficients on the Correctness
First we remind the definition of one-dimensional wavelet-Haar functions [1]. This definition, as we know, differs from Haar's definition [6] of the values of Haar's functions at points of discontinuity, but the main property of the Haar's system is the uniform aspiration of the Fourier-Haar's series of ( ) f t to ( ) f t [10] . Definition 2 [7] . The wavelet-Haar's series is called the series
with arbitrary real coefficients.
Theorem 1 [7] . If the series (2) converges uniformly on the interval [0,1], then its sum ( ) f t is continuous at all points of this interval, except perhaps for dyadic rational points at which it is right continuous and can have discontinuities of the first kind.
Also, in the case of the Haar's system, the condition of uniform boundedness is not satisfied, and the method proposed in [4] does not ensure the continuity of a function approximating a continuous function. For further research, we recall the definition of the classes p S , 1 p    , which were introduced and described in details by I. M. Sobol [7] in the study of multidimensional quadrature formulas containing functions with rapidly convergent series of wavelet Haar's. 
is the union of all classes for all possible A. The following theorem characterizes the classes p S [7] . For the Haar's functions, the following relation holds [7] :
Theorem 2. For any function ( )
For the Haar's series, the following theorem is appropriate that will later serve as the uniqueness of the theorem [7] . 
The function ( ) t  , which is a generalized summation method and is an analog of the summation function in [4] is defined as follows. 
is called a generalized summation function, and the method of summing series using this function is a generalized summation method. It is clear from the following relation that the classes p S are sufficiently wide [7] :
for any points , from 0, 1 the following theorem was proved.
monotonically tends to zero and 1 2 ( ) 0
We consider the collection of all possible products of Haar's functions:
, which are orthonormal systems on the ndimensional cube n K . Let ( ) f T be an integrable function for which FourierHaar's coefficients can be calculated:
A multiple Fourier-Haar's series converges uniformly for any continuous function ( ) f T .
where T denotes the point 1 2 ( , , , ) 
Taking into account the fact that in (8) the first term is equal to 1, the sum can be represented as terms containing products of various Haar's functions.
where 
here for brevity:
Definition 5 [7] . The set of functions ( ) f T that can be represented in the form of a series (2) 
In [1] it was proved that the series (8) 
ss
where the sequence of real numbers
and the set of wavelet-Haar coefficients of the function ( ) f T satisfy condition (1) with coefficients
Proof. We prove the first part of the theorem. Suppose that the following relation holds:
can be represented as a sequence of coefficients:
, we have:
Consider the relation: 
We choose the number 1 ( ) ( ) 
.
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Here the right-hand side of the inequality tends to zero for 0 ( ) 0 n   .
Here the right-hand side tends to zero when 0,   i.e. ˆ( ) n   and ˆ( ) 0 n    . The theorem is proved.
Experimental Part
Soil degradation is a combination of processes leading to changes in soil functions, a quantitative and qualitative change in their properties, a gradual deterioration and loss of fertility. The main cause of soil degradation is the anthropological factor: industrialization, urbanization, contamination with solid and liquid waste, soil pesticides poisoning.
As in experimental part of the article, we investigate the problem of applying discrete orthogonal transformations for satellite imagery obtained from an artificial satellite Landsat in the aerospace monitoring of solid waste objects, so multispectral images are used, for example, obtained from the Landsat 4-5 TM satellites for this observation period (OT), which is usually not less than 10 years; the amount data of precipitation in the research area for the same period. Pictures should be georeferenced, weather-corrected and without clouds. Channels 1-7 are used. We consider, as one of the methods for processing multispectral images t improving the results of decoding, the method of applying orthogonal transformations (Fourier transform, Walsh, Haar, KarunenLoeve), in particular, generalized wavelet-Haar transforms are considered. We will investigate the proposed algorithm for stability and correctness.
It is known [21] that the bands of multispectral images are very often turned out to be correlated. The reason for this correlation may be:
-correlation of the spectral properties of objects (this is possible, for example, with a low reflectivity of the vegetation cover in the visible part of the spectrum); -topography (the level of shading due to topographic features can be considered the same in all ranges of registration of reflected solar radiation);
-overlapping registration ranges (ideally this factor is excluded when designing the sensor, but in practice, this is not always the case). Such a correlation leads to the emergence of redundant information. The goal is to try to get rid of it with minimal errors. If we use Tikhonov's method, we can improve the results by studying the problem on stability and correctness, respectevely.
Firstly, Let us consider the representation of a cosmic image using orthogonal transformations. Next, consider the compression of data or the selection of certain characteristics, i.e., we will make the transition to a new basis for measurements in fixed spectral channels.
It is known [8] , the orthogonal transformation, which, on the one hand, provides a representation of the signal, and on the other, is optimal in the sense of the mean square criterion. This is Karunen-Love's transformation.
Consider how advantageous is to use other DOTs when deciphering space images.
The transformation matrix of the orthogonal transform under investigation is fixed for a given type of sensor and survey system, therefore for each new survey system, it is necessary to calculate new coefficients of the DOT using the principal component method.
Let us consider the essence of the proposed method. The physical basis for it is as follows. In multispectral imaging systems, the image is formed by means of the reflection from objects of electromagnetic energy in narrow spectral regions.
The image in certain channels captures the reflection of the spectral brightness of the original object in a given range of the electromagnetic spectrum, i.e., a measurement is made by the survey system reflected from the energy surface and fixed in the form of the brightness of the corresponding image element.
Multispectral image For different objects, the spectral brightness in different ranges of the electromagnetic spectrum, although different, is strongly correlated.
Measurements in the narrow spectral regions (channels) that the multispectral imaging system performs do not eliminate the correlation dependence. Thus, the measurement system does not form an orthogonal basis. Orthogonal transformations make a transition from the space of measurements of the spectral brightness of objects to the feature space associated with the properties of a given class of objects.
So, the experiment consists of two steps: the first is the application of the orthogonal transformation to the original image, which will allow to decorrelate the component image vectors and reduce the dimensionality of the image; the second -to build a learning classifier for the task of pattern recognition.
Consider the implementation of the first part, namely, the selection of characteristics.
We consider the type of object that changes in the presence of solid household waste: clean soil, i.e., we are interested in the sign of brightness.
The purpose of the experimental studies is to assess the accuracy of the soil decoding based on comparing the results of visual decoding on the original image and the obtained image by using orthogonal transformations, the orthogonal transformation image, and on the image with regularization
The further numerical algorithm is defined as follows: Let the original brightness matrix X of dimension N×N be the realization of some random process with certain properties.
F -discrete orthogonal transformation (Fourier, Walsh, Haar, cosine);  -is the magnitude of the deviation of the original signal; 1 F  -is the inverse transformation;
k -is the compression ratio; S -is a matrix of dimension m×N of rank m, one ≤ m ≤ N R α -is a regularizing matrix in the compression problem of the original matrix X defined as follows:
where   , i   are regularizing factors,  is a regularizing parameter. For each of the orthogonal transformations, the regularizing factor is determined respectively as follows.
For Fourier's transform:
For Walsh's transformations:
For the Haar transformations:
Description of the algorithm
Let's transform the digital image X into the spectral region Y in the following way: Y = FX, where F is one of the discrete orthogonal transformsFourier, cosine, Haar, Walsh, Karunen -Loeve [6] . The task of restoring a compressed signal can be considered as an inverse (incorrectly posed) problem. Even if the input signal is assumed to be specified exactly, then the vector SFX Y  to be further processed is distorted. Hence, the problem naturally arises of using the regularization method before the "extrapolation" of the vector Y . The resulting vector is multiplied by the matrix of regularizing factors R α. As a result of these actions, the original vector is restored with errors: 
, S is the matrix of the choice of the class, C is the matrix of selection of the reference domains, occupied by known waste disposal sites in the field of observation,  is a certain norm.
I Regression analysis method
Let us find the matrix W for the halftone image X by the standard deviation method:
W is not tied to any OT and specifies some affine transformation of the original matrix X to the desired matrix. C is the binary image of the selection of the test region (element values: 1-area, 0-background). For a given image X of size m n  , the operator W is unique and recovers the domain C with a given accuracy D.
Criterion (1) is transformed into a system of equations:
1 1 2 2 , 1, , , 1, ,
As a result of solving a system of linear algebraic equations (13) from mn equations, we find:
where  is the operation of Kronecker's and ordinary products of the matrices, n m A  is the operation of transforming the size of the matrix A by the size m n  (when moving along the elements in the direction along the columns starting with the first element), I n is the unit matrix of size n. The matrix of the selection of the class area by its standard: E = WX.
Let's consider the result of the experiment on the example of concrete images. Fig. 1 shows an example of the transformation and restoration of the reference area (a landfill of solid domestic waste, Kuchino, August 2011). It can be seen from the figure that for the "native" image X the matrix is E = C, and for another X', close to the date of shooting with X E C    .
It is clear that the more input images } { k X are taken on a wider observation period T and the more channels are } { lk X , the more accurate the selection of the object by which the standard C is constructed. Then, plus to this, the more reference regions } { p C , the more precisely the selection of not only all the objects on which the corresponding standards are constructed but also in the limit of the class of these objects. In a more general case, the input matrices X and C can be obtained from Kronecker's product:
where m J n  is the matrix of units of size m n  , k is the number of images covering the observation area U for the observation period T, l is the number of channels, p is the number of standards lying in the region U. lk X аnd p C is the matrices of sizes 1  nm (transformation from matrices of size m n  ).
(g) (h) Fig. 1 -a) The transformation operator v is calculated for each image of X, i.e., there is no "universal" transformation. On the output composite images, the coloring of the littering can be different but differs from the background.
We see that the maximum accuracy is observed on the 6 (thermal) channel and it little varies with compression. Matrices 1 1 E E   and the elements of the matrix 2 E are on the average larger than 1 E for a given value of the parameter  . The smaller  , the smaller the recovery error. Figs b) the best transformation (combination [3 5 7] ).
It can be seen from the Fig. 6 that an increase in the spatial resolution and a decrease in the compression ratio have little effect on the recovery result. In other words, the image of littering can be restored both with preservation or even reduction of the spatial resolution and at its strong compression. This is because the litter texture is characterized by a random, random spatial distribution of pixel brightness. 
Conclusion
The N-dimensional Wavelet Haar's series on the correctness of Tikhonov's method is investigated. A theorem on the stability and uniform convergence of a regularized summable function of the wavelet-Haar's series of functions in Lipschitz class with approximate coefficients is proved. An experiment confirming the validity of Tikhonov's method on the example of the problem of image recognition for Haar's series is carried out. This task is included as a component module in the task of aerospace monitoring of solid domestic waste. The task of deciphering space images was investigated from an incorrectly posed problem. The regularization parameters for various orthogonal transformations are determined. Tikhonov's regularization method, elements of mathematical analysis, and the theory of discrete orthogonal transformations are used in this paper. 
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