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Abst rac t - - In  this paper, analytic-numerical solutions for initial-boundary value problems related 
to systems of partial differential equations, are proposed. Given an admissible rror e > 0 and a 
finite domain G, a numerical approximation is constructed in terms of the data, so that the error is 
uniformly upper bounded by e in G. 
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1. INTRODUCTION 
Many physical systems cannot be described by a single partial differential equation but, instead, 
are modeled by a system of such equations. Examples of such situations appear in heat diffu- 
sion [1-3], magnetohydrodynamics [4,5], mechanics [6], armaments models [7], neuron and nerve 
conduction problems [8,9], etc. 
Methods based on the transformation of a system of partial differential equations into a set 
of uncoupled equations may be found in [10,11], but this uncoupling approach presents serious 
drawbacks [12]. 
The aim of this paper is to construct analytic-numerical solutions for systems of second order 
partial differential equations of the type 
ut(x, t) - A ux~(x,t) - B u(x,t )  = G(x, t ) ,  
u(0, t) = u(p, t) = 0, 
u(x,  0) = F (x ) ,  
0<x<p,  t>0,  (1) 
t > 0, (2) 
0 < z < p, (3) 
where u = (Ul, u2,..., urn) T, F(x), and G(x , t )  are m-dimensional vectors elements of C m, and 
A, B are m × m complex matrices, elements of C m×m such that 
where A H denotes the conjugate transpose of A. 
Note that, in general, system (1)-(3) cannot be transformed into a set of uncoupled equations 
if matrices A and B are not simultaneously diagonalizable. For the case where B = 0 and A is a 
matrix whose eigenvalues have a positive real part, the above problem (1)-(3) has been studied 
in [13]. 
This work has been supported by the Spanish D.G.I.C.Y.T. grant PB93-381 and the Generalitat Valenciana Grant 
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The paper is organized as follows. Section 2 deals with the construction of a convergent series 
solution of the problem (1)-(3), and it is based on a theorem related to the eigenvalues bound of 
the matrix pencil B + AA. In Section 3, we answer to the following question: given 0 < to < tl 
and an admissible rror e > 0, construct in terms of the data problem, a finite analytic-numerical 
solution of problem (1)-(3), whose error with respect o the infinite series solution, be smaller 
than e, uniformly in the domain D(to,ti) = [0,p] x [t0,tl]. 
Throughout this paper, the set of all eigenvalues of a matrix D in C m×m is denoted by a(D) 
and the spectral radius of D defined by the maximum of the set {N; z • a(D)}, is denoted by 
p(D). We denote by IIDII the 2-norm of D and by tIDIIF its Frobenius norm [14, p. 14]. From 
[14, p. 15] it follows that lID H < [[D[[F ~_ ml/2[[D[[. Finally, if B • C mxm, there exists a unitary 
matrix Q • C m×m such that QHBQ = D + N, where D is a diagonal matrix and N • C mxm is 
strictly upper triangular. This is called the Schur decomposition of B, and [IN[IF _~ [[B[[F, [14, 
pp. 192-193]. If we denote by 
a(B) = max{Re(z); z • a(B)}, 
m-1 iiNtll k 
Ms(t)= k--V-.' (5) 
k-~O 
then, from [14, p. 396], it follows that 
Ile*BII (6) 
2. AN INF IN ITE  SERIES  SOLUTION 
Based on the eigenfunction method for solving scalar equations, we seek a candidate series 
solution of problem (1)-(3), of the form 
n_>l 
where Tn(t) are Cm-valued functions to be determined. Let us suppose that Tn(t) verifies the 
differential equation 
Bn(t) = P J0 G(x,t)s in - -  dx, (9) 
where Bn(t) is the finite sine Fourier transform of G(., t), for a fixed value of t > 0. The solution 
of (8) and (9) takes the form [15, p. 220] 
where Cn is an arbitrary vector in C m. In order to verify the initial condition (3), let us take 
2 fPF(x)sin(n~__x~ dx, n> l. (11) Cn 
P Jo kP /  
Thus the candidate solution of problem (1)-(3) can be written in the form 
u(x , t )  : ETo( )sin 
n_~l n_>l n~l  
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where 
Vn(x , t )={/oteXp[ ( t - s ) (B - (7 )2A) ]Bn(s )ds}s in (~-~- ) ,  
Un(x , t )=exp t B -  - -  A Cnsin ~ , n>l .  
n > 1, (13) 
(14) 
Let us assume for a moment that the series solution u(x, t) defined by (7)-(9) is convergent, twice 
termwise partial differentiable with respect o x, once with respect o t, and that 
G(x,t)=EBn(t)sin(~--~-); (15) 
n>l  
then, it follows that 
and 
ut(x,t) - Auxx(x,t)-Bu(x,t) - G(x,t) 
=n~>_l(T'n(t)- (B - (7 )2A)Tn( t ) -Bn( t )}s in (~)  --0' 
u(O, t) = u(p, t) = o, 
u(x ,O)=ETn(O)s in (~-~- )=ZCns in (~-~) .  (16) 
n>l  n>l  
Taking into account (11) and (16), if each component fj of F = (f l ,f2,.. . ,fm) T satisfies a 
sufficient condition to guarantee the convergence to fj(x) of its sine Fourier series at x E [0,p], 
one gets 
u(x,0) = E {~/0PF(x)s in  (~-~)dx}  sin (~ -~) = F(x). (17) 
n>l  
In order to prove the above convergence properties, it is necessary to find a bound for the 
eigenvalues of the matrices B - (nTr/p) 2A, for n >_ 1. The following theorem is related to this 
matter. 
THEOREM 1. Let B, A be complex matrices in C m×m satisfying the condition (4) and let ~(A) 
be defined by 
{ ~,(A) = min Izl; z e a 2 " (18) 
Then for z e a(B - (nr/p)2A, it follows that 
P~(z) < p 2 - v(A) ,  n > 1. (19) 
PROOF. Let us consider the decompositions 
A : H1 + ill2, B = S 1 -~- i82, 
where 
and let 
A + A H B + B H A - A H B - B H 
H I -  - - - - -~ ,  S l -  ~ H2-  2------~ ' S2 -  2-----~ '
= [ B A Sl H1 + i 82 - 
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Since 81 and - (n~r/p) 2H1 are hermitian matrices (from [16, p. 246]), it follows that 
where 
and 
O" S l  -- H1 C Gi, 
Gi = zEC;  + Ai(H1 _< p(Sl) 
(20) 
(21) 
In order to prove the convergence of the series (12)-(14), as well as the corresponding termwise 
partial differentiation of Un(x, t), Vn(x, t), we use a local argument based on the next result. 
THEOREM 2. Let A, B be matrices in C m×m with m >_ 2, satisfying (4) and let us suppose that 
for every t > 0, G(., t) is a continuous function of the variable x E [0, p], admitting up second 
order continuous partial derivatives with respect o the variable x, and 
0G(0, t) OG(p, t) 
(i) G(O, t) = G(p,  t) = O, 0 - -~- -  - cO-~- - O; 
(ii) G(x, t), OG(x, t) 02G(x, t) 
Ox , and Ox 2 are bounded in [0,p]x]0, c~[. 
Let U,~(x,t), Vn(x,t), and B~(t) be defined by (14), (13), and (8), (9), respectively, and let 
Cn be defined by (11), where F(x) is a bounded locally integrable function in [0,p]. If p, O, and 
M are the positive constants defined by 
p = [IBllF, 0 = ]]A[[F, (29) 
M = sup{ 02G(x't) } 2Mp~ (30) 
Ox 2 ; O < x < p; t > O , N -  7r 2 , 
- exp ( t - s )  B -  Bn(s) ds cos (23) 
Ox p 
c3z2 - Vn (z, t), (24) 
OVn(x ' t ) -Bn( t )s in  + B-  A Vn(x,t), (25) 
0t 
OUn(x, t) nr  . 
- U~(x,t), (26) 
Ox p 
c3x2 -- Un(x, t), (27) 
Ot - B -  Un(x,t).  (28) 
a(H1) = {Ai(H1); 1 < i < n}. 
Now by application of Bendixon's theorem [17, p. 395] to the matrix B - (n~r/p) 2A, it follows 
that 
Re(z)_<Zmax $1-  H1 , zCa  B -  A , n_>l ,  (22) 
where Zmax(Sl - (n~r/p)2H1) denotes the maximum eigenvalue of the hermitian matrix 
S l  - (nTr/p) 2 H1. From (20)-(22), the inequality (19) is established. | 
Note that formal partial derivatives of the vector functions Un(x, t), Vn(x, t) defined by (13) 
and (14) take the form 
A Matrix Approach 103 
then, for (x,t) • D(to,t l)  = [O,p] x [to,tl], with tl > to > O, it follows that 
(iii) IIBn(t)ll < 2M (p/nTr) 2, n > 1; 
r.,-x n2/9) 2 
(iv) IIV~(x,t)ll < IIC~llexp [-(nTr/p)2"7(A)to] k -- [k~=0 (~1) (p-~k, 
(v) IIV=(x,t)ll _< (1/n 4) exp [ - (n=/p)  = 7(A) to] H(n); 
where H(n) is the rational function in the variable n, de/~ned by 
{ rn--a (~ [1~12 l--J) } 2Mp4exp [txD(_~)] 
g(n)= 1+ E [t2(p+n2O)] k ~'(A)tl 7r43,(A) , k=O j=l 
whose leading power is n 2'n-4 with leading coefficient 
PrtOOF. From the hypotheses (i), (ii), and [18, p. 70], one gets (iii). Let us consider the Schur 
decomposition of the matrix B - (nr/p) 2 A, 
with 
[ ] QH B-  A QN = DN+NN,  
IINNII <- IINNIIF --< IIBIIF + - -  IIAIIF = P+ n2e, 
P = IIBIIF, e---- IlAll~- 
If C~n(A,B ) = max { Re(z ) ; zGa (B-(nTr/p)  2 A) }, from Theorem i, we have 
~, , , (A ,B)  _< p . - .~(A)  , , ,  _< 1. 
From (5), (6), and (31), for (x,t) E D(to,t,),  one gets 
- - ( I  
< ex0 exp [ 
From (32), one gets (iv). 
Let 0 < s < t < tl; then, from (5), (6), and (31), it follows that 
exp[ ( t - s ) (B -  ( -~)2A) I  
_<exp t ip  2 exp - 
m-1 
E (t,) k (p+n=e)" 
k~ k=O 
, . -1  (p + n28)k 
(t - s ) .~(A)  Z (t - s) k k! 
k=0 
(31) 
(32) 
(33) 
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From (iii), (14), (33), and using the formula [19, p. 92], 
xneaXdx=eaX +E(_ l ) jn (n -1) . . . (n - J  +1) . j=l aJ+l xn-3 ' 
we can write 
~_2g(~)2exp[ t lp (n -k -2nH) J  
~t [ (7)2 ] m-i (pq_n20)k 
x exp - ( t -s )~, (A)  E( t - s )  k k! ds 
k=O 
~ 2M( -~)2  exp [t lp(Sq--2sH)] 
I~ l  (p_bn20)k~t [ (~_~)2 1 
x N exp -- ( t - s )  7(A) ( t - s )  kds+ 
k=O 
<_2M ~ exp - ~/(A) t¢ exp t ip  
X k' j=l (in-~-'-~)2;+'] ~1 "~- (~) 2 [ k=0 "y(A) ~'(A) 
- n47r4~/(A) exp [-(~-~) 2 exp p(S-~sH)] 
x 1 + E (p+ n20)k (tl (p+n20))  k
k ,  " 
A ~-~ tl k=0 j=l ~,( )( ) 
Hence, the result is established. 
(34) 
COROLLARY 1. Let us suppose that A is a matrix in C rnxm satisfying (4), let B E cmxm, and let 
G(x, t) be a function satisfying the hypotheses of Theorem 2. Let F(x) be a continuous function 
in [0,p] such that F(0) -- F(p) -- O, and each of its components fj, for 1 <_ j < m, satisfies one 
of the conditions: 
(a) fj(x) is locally of bounded variation at any point x e [O,p]; 
(b) fj(x) admits one-side derivatives (f~)R (x) and (f~)L (X) at any point x E [O,p]. 
Then u(x, t) defined by (12) is a solution of the problem (1)-(3). 
PROOF. From the hypothesis imposed on F(x), and from (11), the series 
Un(x,O)= ECns in (~-~)  
n>l 
converges to F(x) for every x E [0,p]; see Corollary 1 of [20, p. 57]. Otherwise, if tl > to > 0 
and D(to,tl) = [0,p] x [t0,tl], from Theorem 2, the series (12) and each of the series whose 
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general term is one of those appearing in (23)-(28), are uniformly convergent in D(to, tl).  From 
the derivation theorem for functional series [21, Theorem 9.14], u(x , t )  defined by (12) is twice 
termwise partially differentiable with respect o t, and verifies (1)-(3) at any point (x, to) with 
to > 0, 0 < x < p. | 
3. ANALYT IC-NUMERICAL  SOLUTIONS AND ERROR BOUNDS 
The series solution u(x, t) provided by Corollary 1 presents two computational difficulties. First 
of all because u(x, t) is an infinite series, and second because its general term involves matrix 
exponentials whose computation is not an easy task [22]. In this section, we overcome these 
drawbacks in two steps. First of all, we truncate the infinite series taking a finite partial sum and 
then, each matrix exponential is replaced by an appropriate finite sum of its Taylor expansion. 
THEOREM 3. Let N1 be a positive constant such that [[F(x)[[ < N1 for every x E [0,p]. Let p 
and 0 be defined by (29), let ~/ be defined by Corollary 1 and let D(to,t~) = [O,p] x [to,t~] and 
¢ = (rr/p) 2 "),(A) to. 
(i) Let H(n) be defined by Theorem 2and let nl be the first integer n satisfying the inequaBties 
g (n)  < 2~/n era-a, ln(n) 1 
- n (n~b-1)  < 2m----~-8' n (2n¢- l )>2m-8 ,  n>nl .  (35) 
IfVn(X,t) is defined by (13) and (x,t) E D(to,tl), then it follows that 
IIV (x,t)ll 27(1 - e - l )  -1  e -n1 .  (36) 
n~nl  
(ii) Let 0 < k < m-  1 and let tk > 0 such that 
2k in (1 + t2kOp -1) < tk ¢ and 
f ine >_ max(to, t1 , . . .  , t in- l )  and satisfies 
O(m - 1) 
p + n220 
l tk(tk~b - 2) > k ln(p). (37) 
1 
+ ~n 2 < ¢, (38) 
and i fUn(x,t)  is defined by (14) and (x,t) E D(to,Q), then it follows that 
n>,~ ~ IIUn(x,t)ll <2N1 (1 -e - l )  -1 exp t ip - \k=o k! ] e-'~2" (39) 
l,(n) PROOF. (i) Since limn_~o~ ~(~-1)  = 0 and lim~_.¢~ H(n) n2,~-4 = % the existence of the first positive 
integer verifying (35) is guaranteed. Note that, for n ~ nl, one gets 
e H(n) 
exp - "~(A)t0 ~ <_ 2"yexp f -nee  + (2m - 8) ln(n)] = 2"yexp [h(n)], (40) 
where h(n) = (2m - 8) ln(n) - Wn e, and note that the sequence {h(n) + n} is decreasing and 
negative for n _> nl.  In fact, let 
h(t) = (2m - 8) ln(t) - ~b t2, 
and note that  h(t) + t < 0, if and only if, 
~bt 2 - t 
(2m - 8) In(t) - ~b t2 + t < 0; In(t) < 2m~-  8' 
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and h'(t) + 1 < 0, if and only if, 
2m - 8 
2 t¢  + 1 < 0; 2m-  8 < t (2 t~-  1). 
t 
Thus, for n >_ nl, one gets h(n - 1) + n + 1 < h(n) + n < 0 and, from (40), we can write 
E exp [ \p ] -  t0"y(A) 7 <2")' ~ exp[h(n)] <2V Y~ e -n 2"ye-nl 
- - 1 - -e  -1  
n>na n>nl n>_nl 
From (41) and Theorem 2(v), Part (i) is proved. 
(ii) Let hk(t) = kln(p + t20) - Ct  2 and note that hk(t) + t is decreasing and negative if 
h~(t) + 1 < 0 and hk(t) < -t .  Let us write 
] exp - t0~(A) (p + n20) k = exp [-n2¢] exp [k ln(p + n20)] = exp [hk(n)]. (42) 
We are interested in the determination of the first positive integer n2 such that {hk(n) + n} is 
decreasing and negative for n _> n2; i.e., 
hk(n+ 1) + n + 1 < hk(n) + n < 0, for n_> n2 
Note that hk(t) = k ln(p) + k ln(1 + t 20p -1) - t 2 ¢ and, since 
lim ln ( l+t  20p -i) = O, 
t--,~ t 2 
we can choose a positive number tk such that 
2k ln(1 + t 20p- 1) <: ~) t 2 and (t¢ - 2) > k in(p), 
The condition h'k(t ) + 1 < 0 and hk(t) < 0 can be written in the form 
and 
and 0<k<m-1.  (43) 
for t_> tk. (44) 
k ln(1 +t20p -1) + k in(p) < t2¢. (46) 
Note that if tk satisfies (37), it follows that 
k In (1 +t2kOp -1) + k In(p) - t 2¢ < k In(p) + !2  ~ - t 2¢  < 0. 
Thus, from (46), (44), and (37), one gets that 
h~(t) + 1 < 0 and hk(t) < 0, for t >_ tk. 
Note that if n2 _> max(to,tl,. . . ,tk) and satisfies (38), then n2 also satisfies (45) for k = 
0,1 . . . . .  m - 1. Since IIC~ll _< 2N1 for n _ 1, from (42) and Theorem 2(iv), if (x,t) E D(to,tl), 
it follows that 
[tl p - \k=0 k! ]  (1 - - -~1) '  
< 2N1 exp 
Thus, Part (ii) of Theorem 3 is established. | 
Ok 1 2tkp 2t¢<-1  or - - +  <¢,  (45) 
p + t20 p + t20 -~ 
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COROLLARY 2. Let ~ > O, let nl and n2 be the positive integers defined by Theorem 3, and 
n3 > max {nl, n2} such that 
n3 > In c (1 -- e -1 )  ; 
then 
713 
u(x,t, n3) = E [Uu(x,t) + V~(x,t)] (48) 
n=l  
is an approximate solution of problem (1)-(3) whose error with respect to the exact solution 
u(x,t) (given by Corollary 1) is uniformly upper bounded by e/2, for (x,t) E D(to, tl). 
PROOF. From Theorem 2, for (x,t) E D(to,tl), it follows that 
[flC~(x,t)[I + IIV~(x,t)[[ ] 
n>n3 
< e -uS [2N l (1 -e  -1)-1 
Hence, the result is established. 
exp 
\k=0 k!] 
+27 (1 -  e-I)] . 
Now we replace each matrix exponential of (48) by its truncated Taylor series of degree q, 
obtaining the finite approximation 
n3 q t j B -  ~- A 
n=l  j=O 
j! , Bn(s) ds sin 
n=l  j=0  
[ n3 B - 2 A 
n= l j=O 
x {CaP +2_p/P/otG(u,s)( t_s) j  sin (~-~)duds  }sin (np____xx) . (49) 
Now, we determine the positive integer q, so that the difference between u(x,t, n3), given by 
Corollary 2, and u(x, t, n3, q) verifies 
Ilu(x,t, n3) - u(x,t, n3,q)ll <_ ~, V(x,t) • D(to,h). (50) 
From Theorem 11.2.4 of [14, p. 390], if (x,t) • D(to, tl) and q is a positive integer, it follows 
that 
exp 
< exp tlp E (tl)k (p + n20)k (51) 
- (q 4- 1)! k[ 
k=0 
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Using the inequality 
IICnll < 2N1, Vn > 1, 
and from (51) and (52), it follows that 
2Nlm [ (B+BH)]  ~-~ q (p+n20) k
(q + 1)[ exp t ip  2 E (tl)k k! 
n=l j=0 
In an analogous way, from (32), if 0 < s < t < tl, it follows that 
j~ 
< (q+l ) !exp[ ( t - s )p (B+Bg) ]  
m-1 (p + nZO)k 
F_, ( t -  s) k k! 
k=0 
Taking into account hat for to _< t _< tl one gets 
t tl k+l 
from (54), (55), and Theorem 2(iii), it follows that 
[tl (B  + B H 
(t - s) j 
mN [ (B~BH)]  m-1 (P -}- n20) 2 
< (q + 1)[ exp tl p - E (tl)k+l n2(k + 1)}' 
- -  k=0 
{ 0tf I 
< (q+ 1)------~. exp tip - E E (tl)k+l (p+ n2o)k 
n=l k=0 (k + 1)! 
From (48), (49), and (53), for (x,t) c D(to,tl), it follows that 
Ilu(x, t, n3) - u(x,t, n3,q)ll 
< m(N+2N1)(q+l), exp t,p - E E 1+~- -~ 
n=l k=O 
Note that if q0 is the first positive integer q satisfying 
(q+l)!>_ 2- m(N+2gl)exp tip - __  1+ 
f" n=l k=0 
t~ (p+ n2e)k 
kl 
+ n2e) k } 
k! 
(52) 
(53) 
(54) 
(55) 
(56) 
(57) 
(58) 
(59) 
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then, from (58) and (59), for (x, t) E D(to, t l ) ,  it follows that  
Ilu(x,t, n3) - u(x,t,  n3,q)ll < 2" (60) 
From Corol lary 2 and the previous comments, the following result is establ ished. 
THEOREM 4. With the previous notation and under the hypotheses of Theorem 2, Corollary 1 
and Theorem 3, given e > 0 and t l  > to > 0, the function u(x,  t, n3, q0) defined by 
~_~_~ (t-s)J [B-(~-~)2A] 3 {cnt j÷2foP fo tG(u ,s ) ( t _s ) J s in (_n~_)duds}s in (~.~ ) 
n=l j=0 J! 
is an approximate solution of problem (1)-(3), whose error with respect to the series solution 
given by (12) is uniformly upper bounded by e, for (x,t)  E D(to , t l )  = [0,p] x [t0,tl].  
REMARK. Note that  u (x , t ,  re3, q0) is only expressed in terms of the data,  and the integers n3 
and q0 are direct ly dependent of the domain D(t0, t l ) .  For the case where B is the zero matr ix ,  
results proposed here contain those of [13], in the sense that  condit ion (4) implies that  Re(z) > 0 
for every eigenvalue z of the matr ix  A; see Bendixon's theorem [17, p. 395]. Furthermore,  the 
error bounds provided here do not require the spectral  information used in [13] related to the 
matr ix  A ,  in part icular,  the knowledge of the index of the eigenvalues of A ,  as well as the spectral  
project ions associated to A.  
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