Monoidal structure of the category of u$_q^+$-modules by Gunnlaugsdottir, Elisabet
ar
X
iv
:m
at
h/
00
10
11
6v
1 
 [m
ath
.Q
A]
  1
2 O
ct 
20
00 Monoidal structure of the category of u+q -modules
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1 Introduction.
We consider the half-quantum group u+q (sl2 (C)) at a root of unity which
order is not 4. This non quasi-cocommutative Hopf algebra is the upper tri-
angular sub-Hopf algebra of uq(sl2 (C)), quotient of the quantized enveloping
algebra at a root of unity q (see [5]). Half quantum groups provide universal
R-matrices through the Drinfeld double and hence solutions to the Yang-
Baxter equation. Furthermore they appear of interest in knot theory and
3-manifold invariants. For a simple Lie algebra G, a presentation of u+q (G)
by quiver and relations has been established by Cibils in [3], showing that
only u+q is of finite representation type, the others being of tame or wild
representation type.
In order to study more deeply the representation theory of u+q , we con-
sider the particular family of indecomposable modules on u+q which are uq-
modules as well. We call them “extendable modules” . They form a subring
of the Grothendieck ring of u+q , and their study leads to a Clebsch-Gordan-
like formula for the decomposition of the tensor product, taken on the ground
field, of two indecomposable u+q -modules. The extendable modules, together
with the R-matrix of uq and the action of the Auslander-Reiten transpose
(see [1]) on the category of modules, complete the proof which was not
achieved in [2]. As a consequence the tensor product commutes, despite the
non quasi cocommutativity of u+q .Moreover we obtain explicit isomorphisms
between M ⊗ N and N ⊗M for any two u+q -modules and we can observe
that these canonical isomorphisms have the properties of morphisms in a
braided category (see [5]), except of course that they are not natural.
We also consider tensor products of simple modules over the entire uq. The
crucial observation is that extendable non-projective u+q -modules are the
simple modules on uq. A connection between the decomposition formulas
over u+q and uq is established. We thus derive formulas previously obtained
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by Reshetikhin and Turaev in [8] for the tensor product of simple uq-modules
in a new way. The proof we obtain is new and entirely based on basic prop-
erties of extendable modules.
Furthermore we establish a totally different proof of the decomposition
formula for u+q -modules which actually includes the three situations u
+
q ,
the universal enveloping algebra U(sl2) of sl2 and the quantum universal
enveloping algebra Uq(sl2) of sl2 when q is not a root of unity. The proof
consists in a fairly simple axiomatisation on the Grothendieck ring of these
Hopf algebras.
2 The Hopf algebras uq(sl2(C)) and u
+
q .
We recall definitions and known facts about the above algebras, choosing
Kassel’s (see [5]) presentation of uq, originally from Lusztig (see [7]). Let q
be a primitive n-th root of unity in C, n different from 4, and set
d =
{
n if n is odd
n/2 if n is even
Definition 2.1 The Hopf algebra uq(sl2 (C)) is defined over C by the gen-
erators E,F,K and the relations :
Ed = F d = 0, Kd = 1, KE = q2EK, KF = q−2FK
and EF − FE =
K −K−1
q − q−1
.
It admits a Poincar-Birkhoff-Witt type basis in the set {EiKjF l} for 0 ≤
i, j, l ≤ d− 1 (see [5]).
The coalgebra structure is given on the generators as follows :
the comultiplication ∆ : uq −→ uq ⊗ uq is defined by
∆(E) = 1⊗ E + E ⊗K
∆(F ) = K−1 ⊗ F + F ⊗ 1
∆(K) = K ⊗K,
the counit ǫ : uq −→ k by
ǫ(E) = ǫ(F ) = 0 ǫ(K) = 1
and the antipode, S : uq −→ uq, is given by
S(E) = −EK−1 , S(F ) = −KF , S(K) = K−1
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We have the following formulas for the comultiplication :
∆(E)r =
j∑
k=0
q−k(r−k)
[
r − k
r
]
q
Ek ⊗KkEr−k and
∆(F )r =
r∑
k=0
qk(r−k)
[
r − k
r
]
q
F kK−(r−k) ⊗ F r−k
Where
[
x
y
]
= [y]![x]![y−x]! with [x]! = [1][2] . . . [x] and [x] =
qx−q−x
q−q−1 . A formula
which calculates the commutators [Em, Fm] with m ∈ {0, . . . , d− 1} will be
needed (see [5]):
EmFm =
m∑
h=0
chF
m−hEm−h
h−1∏
j=0
Kq−j −K−1qj
q − q−1
where ch is a nonzero coefficient. It is well known that this Hopf algebra is
quasi-triangular (see [5], [6]). Its R-matrix has the following expression :
R =
1
d
∑
0≤i,j,k≤d−1
(q − q−1)k
[k]!
qk(k−1)/2+2k(i−j)−2ijEkKi ⊗ F kKj
Remark 2.1 1) Hopf algebras have the property that the tensor product
over the ground field of two left modules is still a left module. Indeed, for a
Hopf algebra H, restricting the natural action of H ⊗H to H through the
comultiplication ∆ yields a left H-module structure.
2) Recall that theR-matrix satisfies in particular the relation ∆op = R∆R−1,
where ∆op = τ∆ and τ is the flip, τ(a⊗b) = b⊗a for a, b ∈ uq. This relation
is equivalent to the existence of a family of natural isomorphisms between
M ⊗ N and N ⊗M for any uq-modules M and N . The isomorphisms are
given by the action of τR.
The upper triangular sub-algebra of uq generated by E and K is a sub-Hopf
algebra, denoted by u+q ; indeed
∆(u+q ) ⊂ u
+
q ⊗ u
+
q
S(u+q ) ⊂ u
+
q .
The dimension over k of u+q is d
2. The set {EiKj}0≤i,j≤d−1 is a basis of u
+
q
(see [7]).
Remark 2.2 In [2] it has been shown that u+q is isomorphic to a quotient
of a path algebra endowed with a Hopf algebra structure. It is our reference
for the following remarks as well as for the representations of u+q .
1) As an associative algebra u+q is uniserial, meaning that each indecompos-
able module on u+q has a unique decomposition series. As a consequence u
+
q
is of finite representation type.
2) The Jacobson radical of u+q is generated by E.
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We have the following proposition :
Proposition 2.1 If q is an n-th root of unity with n 6= 4, the Hopf algebra
u+q is not quasi-cocommutative.
Proof : Suppose there exists an invertible element R ∈ u+q ⊗ u
+
q such that
∆op = R∆R−1. Then R is of the form R =
∑
0≤i,j,k,l≤d−1 ai,j,k,lE
iKj⊗EkK l
where the ai,j,k,l belong to k. We have in particular ∆
op(K) = R∆(K)R−1,
i.e. K ⊗ KR = RK ⊗ K, implying that ai,j,k,lq
2(i+k) = ai,j,k,l. Hence the
expression of R must reduce to
R =
∑
0≤i,j,l≤d−1 ai,j,d−i,lE
iKj ⊗ En−iK l +
∑
0≤j,l≤n−1 a0,j,0,lK
j ⊗K l.
In order to show that the coefficients ao,j,o,l = aj,l are 0 we use the identity
∆op(E)R = R∆(E) and obtain the relations
aj,l = q
2jaj,l−1 and aj,l = q
−2laj−1,l whenever they make sense. As a con-
sequence, aj,o = a0,l = a0,0, implying that a1,1 = q
2a1,0 = q
−2a0,1, hence
a1,1 = 0 and aj,o = a0,l = 0. We infer ai,j = 0 for all 0 ≤ j, l ≤ d− 1, and
R is therefore reduced to R =
∑
0≤i,j,l≤d−1 ai,j,d−i,lE
iKj ⊗ En−iK l.
Finally, we note that ∆op(Ed−1) must be different from zero, and then de-
velop the expression R∆(Ed−1).
Writing ∆(Ed−1) =
∑
0≤x,y,z≤d−1 bx,y,zE
xKy ⊗ Ed−1−xKz with bx,y,z ∈
C, we obtain R∆(Ed−1) =
∑
i,j,l,x,y,z ci,j,l,x,y,zE
i+xKj+y ⊗ E2d−i−x−1K l+z.
Since either i+x ≥ d or 2d−i−x−1 ≥ d, we necessarily have R∆(Ed−1) = 0.
We thus arrive to the contradiction R∆(Ed−1)R−1 = 0 andR∆(Ed−1)R−1 =
∆op(Ed−1) 6= 0. 
Remark 2.3 The case n = 4 yields a quasi-cocommutative Hopf algebra
(see [2]). An alternative proof of Proposition 2.1 is provided in [2] using the
presentation of u+q by quiver and relations .
2.1 Modules.
The isomorphism classes of the modules described below constitute the com-
plete list of isomorphism classes of indecomposable u+q -modules; they are all
non-isomorphic. To each couple (i, u), where i ∈ Z/dZ and 0 ≤ u ≤ d − 1,
corresponds a u+q -module, denoted by M
u
i , of dimension u + 1. It admits a
basis {e0i , e
1
i , . . . , e
u
i } over C such that the action of u
+
q on the basis vectors
is given by 

Keji = q
2(i+j)eji
Eeji = e
j+1
i for 0 ≤ j ≤ u− 1
Eeui = 0
Note that e0i is a generator of M
u
i over u
+
q . The indecomposable projective
modules are those of dimension d− 1, and we denote them by Pi = M
d−1
i .
The simple modules are the one-dimensional modules, and we denote them
by Si =M
0
i .
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Notations : The length of a vector v belonging to a u+q -module is an
integer 0 ≤ m ≤ d− 1, minimal for the property Em+1v = 0. In particular,
the length of a basis vector of the type eji is u− j. For r, s ∈ Z let E(r/s) be
the entire part of r/s.
3 Axiomatisation of the tensor product of mod-
ules.
The tensor product of modules on u+q has decomposition formulas which
are similar to those for the universal enveloping algebra of sl2 (C), and for
the quantum universal enveloping algebra of sl2 (C) when q is not a root
of unity. The following axiomatisation unifies the proofs of these formulas
leaving behind the concrete decomposition.
Remark 3.1 Recall that the Grothendieck group of a ring Λ, denoted by
K(Λ), is the quotient of the free abelian group with basis the isomorphism
classes [X] of modules X on Λ by the subgroup generated by elements
[X2]− [X1]− [X3] provided by each split exact sequence X1 → X2 → X3 of
Λ-modules. Moreover if Λ is a Hopf algebra, the free abelian group is en-
dowed with a ring structure through the tensor product of modules. The
functor induced by tensoring over the ground field is flat, implying that the
subgroup above is an ideal, and hence the quotient K(Λ) is still a ring.
If Λ is a finite dimensional algebra, its Grothendieck group is a free abelian
group with basis given by the isomorphism classes of indecomposable mod-
ules.
Let I be the set {0} or Z/dZ. To m belonging to N−{0}, where N = N∪∞,
put Jm to be the set {0, . . . ,m − 1} if m ∈ N and Jm = N if m = ∞.
Consider the free commutative group generated by the elements [i,u], where
(i, u) belong to I×Jm. Suppose now that this group is equipped with an extra
multiplicative structure, making it into a ring. Denote by ⊕ the addition
law and ⊗ the multiplication law. We need to put [i, u] = 0 if u < 0. We
have the proposition :
Proposition 3.1 Assume the relations below hold and are symmetric with
respect to ⊗ :
[i, 0]⊗[j, 0] = [i+j, 0], [0, 1]⊗[j, v] = [j, v+1]⊕[j+1, v−1] for 0 ≤ v ≤ m−2
,
and [0, 1] ⊗ [j,m− 1] = [j,m− 1]⊕ [j + 1,m− 1] where (i, j) ∈ I × Jm and
u, v ∈ Jm.
Then the following decomposition formulas are true:
1. [i, u] ⊗ [j, v] = ⊕
min(u,v)
l=0 [i+ j + l, u+ v − 2l] for u+ v ≤ m− 1
2. [i, u] ⊗ [j, v] = ⊕el=0[i+ j + l,m− 1] ⊕ ⊕
min(u,v)
l=e+1 [i + j + l, u + v − 2l]
for u+ v ≥ m− 1 where e = u+ v − (m− 1)
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Proof : We proceed by double induction. First we prove that
[i, u] ⊗ [j, 0] = [i + j, u] for all i, j ∈ I and u ≤ m − 1 by induction on
u. By assumption it is true for u = 0. Suppose it is valid up to a rank
0 < u < m − 1 and let’s show it for u + 1. For this purpose we look at
[0, 1]⊗ [i, u]⊗ [j, 0]. Developing the left and right side respectively we obtain
the equality :
([i, u+ 1]⊗ [j, 0]) ⊕ ([i+ 1, u− 1]⊗ [j, 0]) = [0, 1] ⊗ [i+ j, u]
that is ([i, u+1]⊗ [j, 0])⊕ [i+ j+1, u− 1] = [i+ j, u+1]⊕ [i+ j+1, u− 1],
and as a consequence [i, u+ 1]⊗ [j, 0] = [i+ j, u+ 1].
Next, we take an arbitrary u, and show the formulas by induction on v.
Suppose they hold up to a rank v ≥ 1, then we have two situations to
consider, either u + v + 1 ≤ m − 1 or u + v + 1 ≥ m − 1. Developing
[0, 1]⊗ [i, u]⊗ [j, v] on the left and right hand side respectively easily solves
the first case. For the second more care is needed. Set e = u+v−(m−1) and
let ⊕al=0[xl, yl] = 0 if a ≤ 0 with (xl, yl ∈ I × Jm). We proceed as before by
developing the left and right sides of [i, u]⊗ [j, v]⊗ [0, 1] and thus obtaining
the equality
(⊕el=0[i+ j + l,m− 1]⊕ ⊕
min(u,v)
l=e+1 [i+ j + l, u+ v − 2l]) ⊗ [0, 1] =
[i, u]⊗ ([j, v + 1]⊕ [j + 1, v − 1]). Developing this gives us the identity
(⊕el=0([i+ j + l,m− 1]⊕ [i+ j + l + 1,m− 1])⊕
⊕
min(u,v)
l=e+1 ([i + j + l, u + v − 2l + 1] ⊕ [i + j + l + 1, u + v − 2l − 1]) =
[i, u]⊗[j, v+1]⊕⊕e−1l=0 [i+j+1+l,m−1]⊕ ⊕
min(u,v−1)
l=e [i+j+1+l, u+v−1−2l]).
Therefore [i, u]⊗ [j, v+1] = ⊕e+1l=0 [i+ j+ l,m− 1]⊕⊕
min(u,v+1)
l=e+2 [i+ j+ l, u+
v + 1− 2l]. 
Remark 3.2 The Grothendieck ring of the Hopf algebra u+q corresponds
to I = Z/dZ and m = d where we replace the formal writing [i, u] by the
isomorphism class of the indecomposable module [Mui ]. This observation
leads us to the next result.
Theorem 3.1 Let Mui and M
v
j be indecomposable u
+
q -modules for
i, j ∈ Z/dZ and 0 ≤ u, v ≤ d− 1. There are isomorphisms :
1. If u+ v ≤ d− 1
Mui ⊗M
v
j
∼=
min(u,v)⊕
l=0
Mu+v−2li+j+l
2. If u+ v ≥ d− 1, set e = u+ v − (d− 1), then
Mui ⊗M
v
j
∼=
e⊕
l=0
Pi+j+l ⊕
min(u,v)⊕
l=e+1
Mu+v−2li+j+l
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Proof : In view of the previous remark we can apply the proposition.
We need to check that Si ⊗ Sj ∼= Si+j and M
1
i ⊗ Sj
∼= M1i+j as well as
M1i ⊗ M
v
j
∼= Mvj ⊗ M
1
i
∼= Mv+1i+j ⊕ M
v−1
i+j+1 and finally that M
1
i ⊗ Pj
∼=
Pj ⊗M
1
i
∼= Pi+j ⊕ Pi+j+1.
The first two isomorphisms are simply given by letting e0i ⊗ e
0
j go to a non
zero multiple of e0i+j.
To prove the third assertion (we treat the case M1i ⊗M
v
j
∼=Mv+1i+j ⊕M
v−1
i+j+1)
we need to ensure that inM1i ⊗M
v
j we have two vectors w1 and w2, of lengths
v + 1 and v − 1 respectively, and whose K−eigenvalues are respectively
q2(i+j) and q2(i+j+1). Indeed this implies the existence of Mv+1i+j and M
v−1
i+j+1
as submodules of M1i ⊗M
v
j , as well as their sum which is necessarily direct.
For dimension reasons we therefore obtain the required isomorphism.
Let us make explicit the vectors w1 and w2. For w1 we simply take e
0
i ⊗ e
0
j .
What needs to be checked is that Ev+1e0i ⊗ e
0
j 6= 0 (note that E
v+2e0i ⊗ e
0
j is
necessarily equal to 0). Using the comultiplication formulas given in section
2 we find that Ev+1e0i ⊗ e
0
j = q
−v
[
v + 1
1
]
q
q2(v+j)e0i ⊗ e
v
j ; this is equal
to q
v+1−q−v−1
q−q−1
e1i ⊗ e
v
j which is not equal to 0 since we are in the case v ≤
d − 1. To determine w2 we need to make two computations : first, let a, b
belong to k, then we have Ev−1(ae1i ⊗ e
0
j + e
0
i ⊗ e
1
j ) = be
0
i ⊗ e
v
j + (a +
b(q2j+v−2) q
v−1−q−(v−1)
q−q−1 )e
1
i ⊗ e
v−1
j , which is non-zero whenever a and b are
both different from zero. Next, we compute Ev(ae1i ⊗ e
0
j + be
0
i ⊗ e
1
j ) and
find it to be equal to ae1i ⊗ e
v
j + q
2j+v+1 qv−q−v
q−q−1 be
1
i ⊗ e
v
j . In view of these
computations, we set w2 = ae
1
i ⊗ e
0
j + be
0
i ⊗ e
1
j , with a = −q
2(j+v)+1+ q2j+1
and b = q− q−1, and hence obtain a vector satisfying the desired conditions.

Remark 3.3 We will see that the theorem can be obtained in a totally
different way, by means of extendable u+q -modules.
Next we consider two different cases where our axiomatisation applies.
Proposition 3.2 Taking I = 0 and m = ∞ leads to Clebsch-Gordan for-
mulas for U(sl2 (C)) and Uq(sl2 (C)) when q is not a root of unity.
Proof : 1) Recall the irreducible representations of U(sl2 (C)). To each
integer n corresponds a simple U(sl2 (C))-module V (n) of dimension n+ 1.
It admits a basis {v0, . . . , vn} over k such that the action of U(sl2 (C)) is
given by

Xvi = (n− i+ 1)vi−1
Y vi = (i+ 1)vi+1
Hvi = (n− 2i)vi
where vi = 0 for i 6∈ {0, . . . , n}
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and we have the Clebsch-Gordan formula for the decomposition of the tensor
product of two such modules : V (n)⊗ V (m) ∼= ⊕
min(n,m)
l=0 V (n+m− 2l). In
view of the preceding results, this formula can be obtained by checking the
following isomorphisms of U(sl2 (C)) : V (0) ⊗ V (0) ∼= V (0) and
V (1)⊗ V (n) ∼= V (n+ 1)⊕ V (n− 1) for n ≥ 1.
The first is trivial, the second is obtained by giving an explicit decomposition
as it was done for u+q . Indeed, let {v0, v1} and {v
′
0, . . . , v
′
n} be the basis of
V (1) and V (n) respectively. Then the vectors v0⊗v
′
0 and v0⊗v
′
1−mv1⊗v
′
0
are generators of the modules V (n + 1) and V (n − 1) respectively. Their
sum is a direct sum and comparing the dimensions leads to the desired
isomorphism.
2) The case of Uq(sl2 (C)) when q is not a root of unity is similar. Let ǫ = ±1.
To each integer n correspond two modules V1,n and V−1,n who admit bases
{vǫ,0, vǫ,1, . . . , vǫ,n−1} such that the action of Uq(sl2 (C)) is given by

Evǫ,i = ǫ[n− i+ 1]vǫ,i−1
Fvǫ,i = ǫ[i+ 1]vǫ,i+1
Kvǫ,i = ǫq
n−2ivǫ,i.
where vǫ,i = 0 for i 6∈ {0, . . . , n}
The Clebsch-Gordan formula is : Vǫ,n ⊗ Vǫ′,m ∼= ⊕
min(n,m)
l=0 Vǫǫ′,n+m−2l. One
easily reduces to the case of modules of type V1,n and as in the former
situations the isomorphism between V1,1⊗V1,n and V1,n+1⊕V1,n−1 for n ≥ 1
is guaranteed by the two vectors v0 ⊗ v
′
0 and v0 ⊗ v
′
1 − [m]q
−mv1 ⊗ v
′
0 (we
assume that the vectors vi and v
′
j form bases for V1,1 and V1,n respectively).

Remark 3.4 Considering the simple u+q -modules, we can observe that they
form a multiplicative group for the tensor product, isomorphic to the cyclic
group of order n. Actually, the isomorphism classes of simple modules over
a basic and split Hopf algebra always provide a group (see for instance
[4]). Now this group acts on the category of u+q -modules via the tensor
product and it is interesting to note that the action of the generator S1 on
an indecomposable module yields the dual transpose (see [1]).
4 Extendable modules.
It is obvious that a u+q -module is not in general issued from a uq-module, in
the sense that it is not obtained by restricting the action of uq to u
+
q . Never-
theless we can consider the subfamily of u+q -modules on which indeed there
exists an action of uq such that the original action of u
+
q is respected. We
call those modules extendable. They have the property that the R-matrix
of uq provides isomorphisms making the tensor product of two such modules
commutative. Restricting our study to this family gives some information
on the decomposition of u+q -modules, as well as on simple uq-modules. We
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need the following notation :
Notation : Let u ∈ N, then u is the representative element of the class of
u modulo d contained in the set {0, . . . , d− 1}.
Theorem 4.1 The extendable indecomposable modules are :
1. The indecomposable modules of type M−2ii for 0 ≤ i ≤ d − 1. These
modules extend in a unique way and provide all the simple uq-modules.
2. The projective indecomposable modules Pi for 0 ≤ i ≤ d − 1. These
modules extend in two non-isomorphic ways, except P d+1
2
when d is
odd.
Proof : We proceed in the following way : First we consider an arbitrary
indecomposable u+q -module, and we try to define an action of F ∈ uq on
its basis elements, such that the original action of u+q is preserved, and the
algebra structure of uq is respected. We thus infer the necessary conditions
for an indecomposable module to be extendable.
Consider a module Mui with i ∈ Z/dZ and 0 ≤ u ≤ d− 1. It is generated
over u+q by the element e
0
i , and the set {e
j
i }0≤j≤u is a basis over k. The
action of u+q is given by Ee
j
i = e
j+1
i for 0 ≤ j ≤ u − 1 , Ee
u
i = 0 and
Keji = q
2(i+j)eji .
Suppose we have an action of F given by Feji =
∑
o≤h≤u λ
h
i,je
h
i where
λhi,j ∈ C. The relation KF = q
−2FK implies KFeji =
∑
0≤h≤u λ
h
i,jq
2(i+h)ehi
= q−2FKeji = q
−2q2(i+j)
∑
0≤h≤u λ
h
i,je
h
i .
It follows that λhi,jq
2(i+h) = q2(i+j−1)λhi,j and therefore :
Feji = λ
j−1
i,j e
j−1
i = λ
j−1
i e
j−1
i for all 1 ≤ j ≤ u and Fe
0
i = λ
d−1
i e
d−1
i ,
where λd−1i = 0 if u ≤ d − 2. Since EF − FE =
K−K−1
q−q−1
, we must have the
following :
λ0i = −[2i] + λ
d−1
i
We next proceed by induction and obtain
λj =
∑
0≤h≤j
−[2(i+ h)] + λd−1i .
The remaining relations are now Eeui = 0 and F
d = 0. From the first one
we deduce :
(EF−FE)eui = Eλ
u−1
i e
u−1
i = λ
u−1
i e
u
i =
K −K−1
q − q−1
eui =
q2(i+u) − q−2(i+u)
q − q−1
eui .
On the other hand, λu−1 =
∑
0≤h≤u−1−[2(i + h)] + λ
d−1
i . The equality is
automatically realized when dealing with a projective module. Otherwise,
that is when u ≤ d− 2, we need
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∑
0≤h≤u
q−2(i+h)−q2(i+h)
q−q−1
= −q
2i
q−q−1 (
1−q2(u+1)
1−q2 ) +
q−2i
q−q−1 (
1−q−2(u+1)
1−q−2 )
= q
2i(1−q2(u+1)+q−4i+2−q−2(u+1)+2−4i)
(q−q−1)(q2−1)
= q
2i(1−q2(u+1))(1−q−2u−4i)
(q−q−1)(q2−1) = 0
The equality is true when 2(u + 1) = 0 mod n and 2u = −4i mod n. For
n odd the first case is never realized, and for n even it corresponds to the
projective modules. Otherwise we need the condition u = −2i mod d.
The last condition on the λji coming from F
d = 0 is λd−1d+1
2
= 0 for d odd.
Hence the indecomposable modules for which the action of u+q extends to uq
are the projectives and the modules of the type M−2ii . For i ∈ {0, . . . , d −
1}, it is easy to check that the modules obtained on uq from the modules
M−2ii are simple, and we thus obtain all the simple modules on uq up to
isomorphism (the list of simple uq-modules is given in [5]).
Remark 4.1 The projective modules are examples of modules extendable
to uq-modules in two non-isomorphic ways. We are therefore allowed to
imagine the case of an extendable module whose indecomposable compo-
nents are not extendable. This turns out to be impossible.
Proposition 4.1 A u+q -module is extendable if and only if it is a direct
sum of indecomposable extendable modules.
Proof : Let X be an arbitrary u+q -module, decomposable into M
u
i ⊕
(
⊕
l∈L v∈V M
v
l ), where L is a finite set. We examine the possible actions
of F on the basis {eji} of M
u
i . Using a simple induction and the relation
EF − FE = K−K
−1
q−q−1 , we find that an action must be of the form :
F.eji = λ
j−1
i e
j−1
i + linear combination of {e
k
l }j≤k.
The action of E on eui given by Ee
u
i = 0 requires that
(EF − FE)eui =
q2(i+u)−q−2(i+u)
q−q−1 e
u
i
=EF (eui )
=(λui e
u
i + lin.comb.{e
k
l }u+1≤k)
This implies that λu−1i =
q2(i+u)−q−2(i+u)
q−q−1
, i.e. that Mui is an extendable
module. 
Remark 4.2 There may be more than one way to extend a direct sum
of non projective, indecomposable, extendable modules. As an example we
can give the u+q -module M
1
1 ⊕ S0 in the case n = 3. Indeed the possible
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actions of F are easily found to be : Fe01 = ce
0
0, Fe
1
1 = λ
0
1e
0
1 and Fe
0
0 = 0
where c belongs to C. Considering the options c = 0 and c 6= 0 respectively,
the result is two non-isomorphic representations of uq.
Remark 4.3 - For d odd there is exactly one indecomposable extendable
module per dimension m, where 1 ≤ m ≤ d− 1.
- For d even there are exactly two indecomposable extendable modules
per dimension 2m+ 1, where 0 ≤ m ≤ d2 − 1.
The following result provides a characterisation of self-dual indecomposable
modules in terms of extendable ones. We recall that the dual Homk(M,k)
of a module M over a Hopf algebra H over a field k can be provided with
a left H-module structure by means of the antipode S (see [10]) (we denote
this left H-module by ∗M) :
λ.f(x) = f(S(λ)x) for λ ∈ H , f ∈ Homk(M,k) and x ∈M.
Proposition 4.2 LetM be a u+q -module. Then the following are equivalent
1. The module M is indecomposable and self-dual.
2. The module M is indecomposable and extendable of type Mui with
u ≡ −2i.
Proof : We consider an arbitrary indecomposable moduleMui . Let {(e
j
i )
∗}
be the dual basis of ∗Mui ; then (e
u
i )
∗ is a generator of this module and we
have another basis given by the elements {Ej(eui )
∗}0≤j≤u−1. The action of
K on Ej(eui )
∗ is the following :
KEj(eui )
∗ = q2jEjK(eui )
∗ = q2(j−i−u)Ej(eui )
∗.
We deduce an isomorphism between ∗Mui and M
u
n−i−u. The explicit isomor-
phism is
Mui −→
∗ Mun−i−u
eji 7−→ (−1)
jqj(j+2i+1)e∗n−i−u
Consequently Mui is selfdual iff u ≡ −2i. 
Remark 4.4 The extendable modules provide a different proof of the Clebsch-
Gordan-like formula for u+q stated before. We sketch the proof briefly.
Proof : The first step does not involve the extendable modules (see [2]
where the proof is incomplete). It consists in showing that the tensor prod-
uct of two arbitrary indecomposable u+q -modules must decompose as follows :
Mui ⊗M
v
j
∼= ⊕vl=0M
xl
i+j+l where u−d ≤ xl ≤ u+ v−d and u+ v ≤ d−1 (we
request the latter condition here in order to simplify, and we suppose that
v ≤ u). This is done by considering the dimension of each K-eigenspace
and the action of E on those. Indeed the K-eigenvalues are q2(i+j+l) with
0 ≤ l ≤ u + v, and the dimensions are distributed as follows : to q2(i+j+l)
with 0 ≤ l ≤ v corresponds a vector space of dimension l + 1, moreover the
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vector space morphism induced by E between the eigenspace of eigenvalue
q2(i+j+l) and the one of eigenvalue q2(i+j+l+1) is injective. To the same sit-
uation with v ≤ l ≤ u corresponds a vector space of dimension v + 1 and
the morphism induced by E is one to one. Finally, for u ≤ l ≤ u + v the
dimension is u + v − l + 1, and E induces a surjective morphism whose
kernel is one-dimensional. As a consequence the quotient by the action of
the Jacobson radical, top(Mui ⊗M
v
j ), is ⊕
min(u,v)
l=0 Si+j+l and we conclude by
uniseriality.
Now in the specific case of two indecomposable and extendable u+q -modules,
necessarily xl = u+ v − 2l, which is the result we want in the general case.
Indeed, to each index i + j + l corresponds one and only one extendable
indecomposable module. Moreover the tensor product of two extendable
modules is still extendable, hence it decomposes into a direct sum of inde-
composable extendable modules, and leaves only one choice for the value of
xl. Denote by φ the resulting isomorphism.
This observation on the extendable modules immediately leads to the solu-
tion of the general case. Let X and Y be the indecomposable extendable
modules of dimension u+ 1 and v + 1 respectively, and let S be the simple
module s.t. Mui ⊗M
v
j
∼= S ⊗X ⊗ Y . Then the morphism id⊗ φ realizes the
required decomposition isomorphism. 
Remark 4.5 The R-matrix of uq provides isomorphisms through the ac-
tion of τR between Mui ⊗M
v
j and M
v
j ⊗M
u
i when these are extendable
modules. For any simple module Sl, induced isomorphisms are given be-
tween Sl ⊗ M
u
i ⊗ M
v
j and Sl ⊗ M
v
j ⊗ M
u
i by idSl ⊗ τR. Hence explicit
isomorphisms are obtained, which make the tensor product of any two mod-
ules lying in the orbit of the extendable modules under the action of the
structure group commutative (see remark 3.4). We let Indu+q denote the set
of indecomposable finite dimensional u+q -modules, and we have the following
corollary.
Corollary 4.1 1. When d is odd, the orbit, under the action of the
structure group, of the extendable indecomposables is Indu+q , hence
isomorphisms are obtained in all cases.
2. When d is even the orbit covers all the indecomposables whose dimen-
sion over k is odd. Hence isomorphisms are given between Mui ⊗M
v
j
and Mvj ⊗M
u
i when u and v are even.
The explicit isomorphisms obtained when d is odd are not natural, since u+q
is not quasi-cocommutative. Nevertheless they satisfy the other relations
defining a braided module category (see [5]). Denote by cU,V the isomor-
phism between U ⊗ V and V ⊗ U , where U, V are u+q -modules. Then we
have the following :
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Corollary 4.2
cU,V⊗W = (idV ⊗ cU,W )(cU,V ⊗ idW )
cU⊗V,W = (cU,W ⊗ idV )(idU ⊗ cV,W )
(idW⊗cU,V )(cU,W⊗idV )(idU⊗cV,W ) = (cV,W⊗idU )(idV ⊗cU,W )(cU,W⊗idW )
Proof : We show the first equality, the others are obtained in a similar
way. There exist extendable modulesM1,M2 andM3 together with a simple
module S and isomorphisms :
φ1 : U ⊗ V ⊗W ∼= S ⊗M1 ⊗M2 ⊗M3
φ2 : V ⊗W ⊗ U ∼= S ⊗M2 ⊗M3 ⊗M1
φ3 : V ⊗ U ⊗W ∼= S ⊗M2 ⊗M1 ⊗M3.
Then
cU,V⊗W = φ
−1
2 (idS ⊗ cM1,M2⊗M3)φ1
= φ−12 (idS ⊗ (idM2 ⊗ cM1,M3) ◦ idS ⊗ (cM1,M2 ⊗ idM3))φ1
= φ−12 ((φ2 ◦ idV ⊗ cU,V ◦ φ
−1
3 ) ◦ (φ3 ◦ cU,V ⊗ idW ◦ φ
−1
1 ))φ1
= (idV ⊗ cU,W )((cU,V ⊗ idW ). 
Remark 4.6 The underlying isomorphism of vector spaces
Mui ⊗M
v
j
∼= Mvj ⊗M
v
j does not depend on i and j, therefore we obtain no
new solution to the Yang-Baxter equation.
5 Tensor product of simple uq-modules.
Recall that the simple uq-modules are obtained from indecomposable extend-
able u+q -modules (see proposition 4.1). We denote by M
u
i , where i ∈ Z/nZ
and 0 ≤ u ≤ d−1, a simple module over uq.We need to recall a family of in-
decomposable finite dimensional uq-modules, which are both projective and
injective (see [8] and [9]). To begin with, take the direct sum of the projec-
tive indecomposable u+q -modules Pi⊕P−2i, where i ∈ {0, . . . ,E((d−1)/2)}.
Then we define the following action of F on its basis elements, making it
into a uq-module : Fe
j
i = λ
j−1
i e
j−1
i and Fe
j
−2i
= e−2i+ji + λ
j−1
−2i
ej−1
−2i
where
j ∈ {0, . . . , 4i − 1} and Fej
−2i
= λj−1
−2i
ej−1
−2i
for j ∈ {4i − 1 + 1, . . . , d − 1}.
We denote the resulting modules by P˜i. In [8] Reshetikhin and Turaev give
decomposition formulas for the tensor product of simple uq-modules. The
proof is based on the study of indecomposable modules on uq ; the Verma
modules and autoinjective modules as well as exact sequences of these. These
decomposition formulas are established here by a totally different approach,
using the preceding results obtained on u+q -modules.
Theorem 5.1 Let M
u
i and M
v
j be simple uq-modules for i, j ∈ Z/dZ ,
0 ≤ u, v ≤ d−1 and u+v ≤ d−1. Suppose v ≤ u. There is an isomorphism
M
u
i ⊗M
v
j
∼=
v⊕
l=0
M
u+v−2l
i+j+l .
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Proof : We simply show that there’s a unique way extending the direct
sum X = ⊕vl=0M
u+v−2l
i+j+l , that is by extending each module separately.
Recall that Mu+v−2li+j+l is generated by e
0
i+j+l as a u
+
q -module and admits the
set {eki+j+l}0≤k≤u+v−2l as a basis over k.
Recall also that the unique extended action of uq on M
u+v−2l
i+j+l is given by
Feki+j+l = λ
k−1
i+j+le
k−1
i+j+l.
In order to extend X, we study the possible actions of F on the basis
elements. They are entirely determined by the action of F on the gener-
ators of each indecomposable module. Indeed, Feki+j+l = λ
k−1
i+j+le
k−1
i+j+l +
Ek(Fe0i+j+l). Let us first show that Fe
0
i+j+l is necessarily a linear combina-
tion of elements of the set {ek−1i+j+l−k}1≤k≤l−1. Suppose Fe
0
i+j+l is a linear
combination of elements emki+j+k with 0 ≤ k ≤ v and 0 ≤ mk ≤ u + v − 2k.
Applying the identity KF = q−2FK, we find that mk is congruent to
l − k − 1 modulo d. Therefore mk = l − k − 1 + pd with p ∈ Z. Since
0 ≤ mk ≤ u + v − 2k, necessarily p = 0 and mk = l − k − 1. Consequently
we can write Fe0i+j+l =
∑l−1
k=1 ake
k−1
i+j+l−k with ak ∈ k. Using the relation
EF − FE =
K −K−1
q − q−1
, our previous observation on the action of F on an
arbitrary basis element implies
Femi+j+l = λ
m−1
i+j+le
m−1
i+j+l +
l−1∑
k=1
ake
k−1+m
i+j+l−k.
Finally, sinceEeu+v−2li+j+l = 0, we must have that EFe
u+v−2l
i+j+l = λ
u+v−2l−1
i+j+l ei+j+lu+ v − 2l − 1.
This implies
l−1∑
k=1
eu+v−2l+ki+j+l−k = 0. But for 0 ≤ m ≤ u+ v − 2(l − k) we have
emi+j+l−k 6= 0, and since 0 ≤ u + v − 2l + k ≤ u + v − 2l + 2k, we find that
ak = 0 for 1 ≤ k ≤ l− 1. Hence Fei+j+l = 0 and Fe
m
i+j+l = λ
m−1
i+j+le
l−1
i+j+l . 
Theorem 5.2 Let M
u
i and M
v
j be simple uq-modules for i, j ∈ Z/dZ ,
0 ≤ u, v ≤ d− 1 and u+ v ≥ d− 1. There is an isomorphism
Mui ⊗M
v
j
∼=
E(e/2)⊕
l=0
P˜i+j+l ⊕
min(u,v)⊕
l=e+1
M
u+v−2l
i+j+l
Proof : We can observe three cases :
{
u = d− 2i
v = d− 2j
,
{
u = 2d− 2i
v = d− 2j
and
{
u = 2d− 2i
v = 2d− 2j.
We restrict ourselves to the first case since the only difference between
these is of elementary computational order. We furthermore assume that
min(u, v) = v.
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Step 5.2.1 The tensor product decomposes in the following sum :
Mui ⊗M
v
j
∼= ⊕el=0Pi+j+l ⊕⊕
v
l=e+1M
u+v−2l
i+j+l .
Proof : As in the preceding proof, Fe0i+j+k is a linear combination of K-
eigenvectors with K-eigenvalue equal to q2(i+j+k−1), and Feli+j+k =
λl−1i+j+ke
l−1
i+j+k + E
lFe0i+j+k. First we consider the decomposition as a u
+
q -
modules decomposition and show that the element Fe0i+j+l is not in⊕
v
k=e+1M
u+v−2k
i+j+k
for 0 ≤ l ≤ e. Indeed, for 1 ≤ l ≤ e the K-eigenvalue of the vector
Fe0i+j+l is q
2(i+j+l−1) (note that Fe0i+j = 0), whereas for e+ 1 ≤ k ≤ v and
0 ≤ mk ≤ u+ v− 2k the K-eigenvalue for the vector e
mk
i+j+k is q
2(i+j+k+mk).
Asking 2(i+j+k+mk) to be congruent to 2(i+j+ l−1) modulo n is equiv-
alent to require that k+mk ≡ l− 1 mod d. But k+mk ∈ {e+1, . . . , d− 2}
and l − 1 ∈ {0, . . . , e − 1}, therefore this congruence is impossible. On the
other hand, a computation similar to that of the proof of the preceding
proposition shows that Fe0i+j+e+l = 0 for l = 1, . . . , v. Hence the first step.
Step 5.2.2 There exists a u+q -decomposition of M
u
i ⊗M
v
j such that for
0 ≤ k ≤ E(e/2), the action of F on the generators e0i+j+k of the u
+
q -modules
Pi+j+k is zero.
Proof : We show that there exists aK-eigenvector with eigenvalue q2(i+j+k)
(unique up to scalar multiples) for 0 ≤ k ≤ e, s.t. F acts on this vector as
zero. Furthermore, we show that for 0 ≤ k ≤ E(e/2), this vector is of length
d− 1 and hence generates a projective u+q -module.
The list of basis-vectors with K-eigenvalue equal to q2(i+j+k) is given by the
following set of e+ 1 vectors :
{e0i ⊗ e
k
j , e
1
i ⊗ e
k−1
j , . . . , e
k
i ⊗ e
0
j , e
u
i ⊗ e
d+k−u
j , e
u−1
i ⊗ e
d+k−u+1
j , . . . ,
e
u−(e−k−1)
i ⊗ e
v
j}.
The action of F induces a vector space morphism between the vector space
generated by the above vectors and the vector space generated by the e+1
vectors of K-eigenvalue q2(i+j+k−1). The action of F is described by
Femi ⊗ e
k−m
j = q
−2(i+m)λk−m−1j e
m
i ⊗ e
k−m−1
j + λ
m−1
i e
m−1
i ⊗ e
k−m
j and
Feu−mi ⊗ e
d+k−u+m
j = q
−2(u−m+i)λd+k−u+m−1j e
u−m
i ⊗ e
d+k−u+m−1
j
+ λu−m−1i e
u+m−1
i ⊗ e
d+k−u+m
j ,
and the corresponding matrix has the following entries:


ap,p = q
−2(i+p−1)λk−pj 6= 0 for 1 ≤ p ≤ k − 1
ap,p+1 = λ
p−1
i 6= 0 for 1 ≤ p ≤ k − 1
ap,p 6= 0 for k + 2 ≤ p ≤ e+ 1
ak+1,p = 0 for p 6= k + 2
0 otherwise.
We can make the following remarks : 1) The matrix is of rank e and conse-
quently the kernel of the morphism is one-dimensional, which gives a unique
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vector (up to scalar multiples), which we denote by vk, s.t. Fvk = 0.
2) This vector vk is a linear combination of the basis vectors e
m
i ⊗e
k−1
j , which
all appear with a non-zero coefficient. We can therefore put vk = e
k
i ⊗e
0
j+wk
where wk is a linear combination of e
m
i ⊗ e
k−m
j for 1 ≤ m ≤ k.
3) The vectors emi ⊗ e
k−m−1
j for m ∈ {0, . . . , k − 1} are all in the image of
this morphism.
What remains to be satisfied is that Ed−1vk 6= 0. For this purpose, we write
vk as above : vk = e
k
i ⊗ e
0
j + wk. Now there exists an integer m, between 0
and d−1, minimal for the property Em+1vk = 0. Consequently vk generates
an indecomposable u+q -module of the form M
m
i+j+k. Since Fvk = 0, this u
+
q -
module is an extendable indecomposable u+q -module, and so m = d − 1 or
m is congruent to −2(i+ j + k) mod d (thm. 4.1.). We need to exclude the
second possibility. Suppose that m is congruent to −2(i+ j+k); this means
that m = d−2(i+j)−2k = e−2k−1 for 0 ≤ k ≤ E((e−1)/2) . If e is even
and k = e/2, then m = d − 1, and the two situations coincide. Observing
that u − k ≥ e − k > e − 2k − 1, we compute Eu−kvk = q
2(u−k)eui ⊗ e
0
j +(
vectors linearly independant with eui ⊗ e
0
j). Necessarily m > u− k, which is
a contradiction, and so m = d− 1.
In Pi+j+k with k ∈ {0, . . . ,E((e− 1)/2)}, we put lk = d− 2(i+ j+ k)+ 1 =
e− 2k, and we have Felki+j+k = 0 (see proof of theorem 4.1).
Step 5.2.3 There exists a vector αlk such that Fαlk = e
lk−1
i+j+k. Furthermore,
the u+q -module generated by αlk is isomorphic to Pi+j+k+lk .
Proof : We observe that lk ∈ {e((e + 1)/2), . . . , e}, and since e
0
i+j+k is a
linear combination of the vectors e0i ⊗ e
k
j , . . . , e
k
i ⊗ e
0
j , we have that e
lk−1
i+j+k
is a linear combination of the vectors e0i ⊗ e
lk−1
j , . . . , e
lk−1
i ⊗ e
0
j . Therefore,
considering the third remark in step 5.2.2, there exists a vector αlk with
K-eigenvalue equal to q2(i+j+k+lk) s.t. Fαlk = e
lk−1
i+j+k. We now look at the
u+q -module generated by αlk . There are two things to prove :
1) The module u+q αlk is extendable. First of all, the sum Pi+j+k + u
+
q αlk of
u+q -modules is a direct sum. In order to prove this, we show that the vectors
emi+j+k and E
mαlk form ∈ {0, . . . , d−1} are linearly independant. Consider-
ing their K-eigenvalues, this means that we must have Ed−mαlk 6= ame
lk−m
i+j+k
and Esαlk 6= ase
lk+s
i+j+k for m ∈ {0, . . . , lk − 1} and s ∈ {lk, . . . , d − 1}. In-
deed, if we suppose Ed−mαlk = ame
lk−m
k , where am is a nonzero coefficient,
it implies 0 = EmEd−m = ame
lk
k , which is a contradiction. In the same way,
assume that Esαlk = ase
lk+s
i+j+k ; this means that F
s+1Esαlk = 0, and there-
fore, in view of remark 1) in step 5.2.2, we have F sEsαlk = bse
lk
i+j+k, where
bs ∈ C. Applying the formula (see section 2) for the commutator [E
s, F s],
we arrive to the conclusion that αlk = cse
lk
i+j+k, which is impossible.
2) Now the module over uq generated by αlk is an extension of Pi+j+k⊕u
+
q αlk ,
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hence they are both compelled to be extendable (see proposition 4.2). As
in the proof of theorem 5.1, u+q αlk must be isomorphic to M
m
i+j+k+lk
, with
m = d− 1 or m ≡ −2(i+ j + k + lk)mod d. In order to exclude the second
possibility, we suppose that lk = d − 2(i + j + k) + 1 ; this means that
m ≡ −2(i + j + k + d − 2(i + j + k) + 1) ≡ −2(d − (i + j + k) + 1) ≡
2(i + j + k) − 2mod d. In this case, the vectors Emαlk and e
d−1
i+j are in the
kernel of the morphism induced by the action of E on the vector spaces
concerned. The fact that the kernel is one-dimensional gives a contradiction
and therefore u+q αlk = Pi+j+k+lk .
Step 5.2.4 The uq-module Pi+j+k ⊕ Pi+j+k+lk is indecomposable.
Proof : Suppose it admits a non trivial decomposition Pi+j+k ⊕ Pi+j+k+lk =
A ⊕ B, with A and B non zero. This implies that as u+q -modules (as such
we denote them by A and B) A or B is equal to Pi+j+k, and B or A is equal
to Pi+j+lk (by the Krull-Schmidt theorem). Hence A and B are extended
u+q -projective modules, which is excluded. 
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