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4 Birkhoﬀ normalization
The Birkhoﬀ normal form procedure is a widely used tool for approxi-
mating a Hamiltonian systems by a simpler one. This chapter starts out
with an introduction to Hamiltonian mechanics, followed by an explana-
tion of the Birkhoﬀ normal form procedure. Finally we discuss several
algorithms for computing the normal form.
4.1 Introduction
Hamiltonian systems with more than 1 degree of freedom are diﬃcult to analyze
directly.1. The Birkhoﬀ procedure is an iterative procedure for constructing a
coordinate transformation that normalizes the system, so that it has extra con-
served quantities or integrals, and associated symmetries. Using these, the system
can be reduced to fewer degrees of freedom, see e.g. [AM78, CS85], making the
analysis more feasible.
The coordinate transformation resulting from the Birkhoﬀ procedure is a for-
mal transformation, which need not converge to an analytic function. The formal
series can always be lifted to a C∞ transformation, but generically there does not
exist a lifting that actually conjugates the original system and the normalized
one, e.g. see [BT89]. This ties in with the fact that Hamiltonian systems with
at least two degrees of freedom generically are nonintegrable, whereas Birkhoﬀ
normalized systems do; see also [Ito89].
Hence, the symmetries and integrals obtained are only approximate, up to
ﬂat perturbations. For small excitations these perturbations are extremely small,
so that integral curves of the system stay close to those of the normalized system
for a long time. For two degrees of freedom systems even more is true: KAM
tori then prevent the occurrence of Arnol’d diﬀusion, so that solution curves
stay close to the integrable system’s tori for all time; see also the introduction
to Chap. 2.
Birkhoﬀ’s original result [Bir50] dealt with Hamiltonians with a so-called
nonresonant quadratic part, close to an elliptic equilibrium. For such a system on,
say, a 2n dimensional phase space, Birkhoﬀ’s method yields 2n new coordinates,
of which n are integrals of motion, and n are associated cyclic variables, each
1 But see [Sim96].
H. Broer, I. Hoveijn, G. Lunter, and G. Vegter: LNM 1806, pp. 71–84, 2003.
c© Springer-Verlag Berlin Heidelberg 2003
72 4.2. Introduction to Hamiltonian mechanics
living on a 1-sphere. The system is independent of these n variables, i.e., the
system has a Tn torus symmetry.
Birkhoﬀ’s ideas have since been generalized considerably. It is used in the
neighborhood of non-elliptic equilibria, around periodic trajectories or invariant
tori, and also at resonances. In this work, we are interested in resonant Hamil-
tonians close to equilibrium. In this more general situation, Birkhoﬀ’s procedure
still yields integrals, albeit not as many as before. This is the situation in which
we apply the reduction methods of Chaps. 2 and 3; see the respective introduc-
tions for details.
This chapter is organized as follows. The ﬁrst section introduces some aspects
of Hamiltonian mechanics, the most important one being the exponential formula
for coordinate changes. Then we state and prove Birkhoﬀ’s result in the versions
we use in Chaps. 2 and 3. The last part is devoted to algorithms for computing
the Birkhoﬀ normal form.
4.2 Introduction to Hamiltonian mechanics
The aim of this section is to introduce the notions required to state and prove the
Birkhoﬀ normal form theorem, and also to introduce the mathematics of Hamil-
tonian mechanics. For more thorough treatments see [Arn89, MH92, Sja90].
In Hamiltonian mechanics there is an isomorphism2 between (Hamiltonian)
vector ﬁelds and the corresponding Hamiltonian function, or Hamiltonian, H.
This isomorphism is given by the symplectic structure. Both the the Hamilto-
nian function and the associated vector ﬁeld may be transformed by changes of
coordinates. The symplectic coordinate transformations are, by deﬁnition, those
that respect the isomorphism. This means that within the class of symplectic
transformations, computations on the level of vector ﬁelds can also be done on
the level of the Hamiltonian functions, which is much easier.
Without much motivation, we now give the basics of Hamiltonian mechanics,
and refer to [Arn89, MH92, Sja90] for more details. Let R = R2n be an even-
dimensional space. The coordinates on this space come in pairs p1, q1, . . . , pn, qn,
where the variable pi is called the momentum variable conjugate to the conﬁgu-
ration variable qi. Heuristically, qi is a position coordinate, and pi the associated
momentum or ‘velocity’. Let H be a function on R. Associated to it is a vector
















are the constant vector ﬁelds in the qi and pi-directions, respec-
tively. The time-t ﬂow of this vector ﬁeld is denoted by XtH . For the derivative
of an arbitrary function F in the direction of XH we write XHF or {H,F}:
2 This holds except for possible global obstructions; on R2n there are none.
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{H,F} := XHF := ∂
∂t












The function {H,F} is called the Poisson-bracket of H and F . It is bilinear and
antisymmetric, satisﬁes the Jacobi-identity, and is isomorphic to the ordinary
Lie-bracket on vector ﬁelds via X, that is:
(4.2) X{H,F} = [XH ,XF ].
Since applying the Poisson-bracket to homogeneous elements yields such ele-
ments again, (4.2) induces the structure of a graded Lie algebra [Bro79, Bro81]
when the base ring and the vector ﬁeld module are ‘chopped up’ into homoge-
neous parts. This structure will be used later.
Deﬁnition (4.1) of XH depends on the coordinates pi and qi, which is un-
pleasant when transforming coordinates. For this reason, XH is usually deﬁned
in a coordinate-free manner as the unique vector ﬁeld satisfying
dH = ω(·,XH),
where ω is a nondegenerate diﬀerential 2-form, called the symplectic form. In the
coordinates used above it assumes the form ω =
∑
i dpi ∧ dqi. Conversely, any
nondegenerate closed 2-form ω can locally be written in this way; this is Darboux’
theorem. Coordinate transformations with respect to which ω is equivariant are
called symplectic, and also leave the Hamiltonian diﬀerential equations (4.1)
invariant.
It is easy to see that the ﬂow XtF of an arbitrary Hamiltonian F is a coordi-
nate transformation; indeed, X−tF is its inverse. It turns out that such transfor-
mations are symplectic, see e.g. [Arn89, p. 204]. It is therefore natural to try to
simplify a Hamiltonian system H by conjugating it with a symplectic transfor-
mation generated by another Hamiltonian F . The function H◦XtF , as a function




H ◦ XtF = {F,H ◦ XtF }.
We now deﬁne adF to be the operator adF : H → {F,H}. This is a linear
operator, whence the solution to (4.3) is
(4.4) H ◦ XtF = exp(t adF )H := H + t adF (H) + t2
1
2!
adF (adF (H)) + · · ·
(See also [Gro¨67]). This formula is behind the proof of the Birkhoﬀ normal form
theorem.
Remark 4.1. (Formal series) We denote by Hi ⊆ R the subspace consisting
of homogeneous elements of degree i. If F has no linear part, then adF maps Hi
into Hi⊕Hi+1⊕· · · , implying that (4.4) converges to a formal power series. (If F
has a linear part, then XtF corresponds to a shift of the origin, and conjugation
of formal power series with such transformations makes no sense.)
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4.3 Birkhoﬀ normal form theorem
The idea of Birkhoﬀ’s normal form procedure is to conjugate a Hamiltonian
system H with the ﬂow of another Hamiltonian F , in order to simplify it. It is
an iterative procedure, normalizing the system degree by degree. The end result
is a Hamiltonian H ′ in normal form, which has a circle or torus symmetry, and
associated conserved quantities.
The Birkhoﬀ procedure results in a formal power series, and any C∞ trans-
formation with this power series as Taylor series forms a conjugation between H
and H ′, modulo a ﬂat perturbation; see the introduction for more remarks. Al-
though our interest is in practical computations, we below give Birkhoﬀ’s result
in the formal power series setting, which allows for a clear formulation.
We restrict our attention to the case of normalizing around an equilibrium,
which amounts to requiring that the Hamiltonian has vanishing linear part. In
that case, the change in a Hamiltonian system H, when subjected to a coordi-
nate change generated by F is to ﬁrst order described by adH2(F ). Here H2 is
the quadratic part of H, and adH2 is the associated adjoint operator. It is just
the derivative of F along the vector ﬁeld associated to H2. The image of adH2
describes, to great extent, the normal form to which H can be transformed. In
particular, if adH2 is semisimple, then ker adH2 complements im adH2 and, if F
is chosen appropriately, the transformed system H ′ will lie in the kernel of adH2 .
(The equation that F has to satisfy is called the adjoint equation). This means
that H ′ is constant under the ﬂow of H2, that is, the ﬂow of H2 is a symmetry
of H ′. Conversely, since adH′(H2) = − adH2(H ′) = 0, we see that H2 is constant
under the ﬂow of H ′; indeed, H2 is the conserved quantity associated to the
symmetry. If often happens that more functionally independent quantities are
in ker adH2 , leading to more symmetries; see Corollary 4.3.
Theorem 4.2. Let H be a Hamiltonian in R[[x]] without linear part, and write
it as
H = H2 + H3 + · · ·
where Hi ∈ Hi is the homogeneous part of degree i; see remark 4.1. Let Gi ⊆ Hi
be linear subspaces such that Gi + ImadH2 = Hi. Then there exists a formal
symplectic power series transformation Φ such that
H ◦ Φ = H2 + H˜3 + H˜4 + · · ·
where H˜i ∈ Gi (i = 3, 4, . . .).
Proof: [Tak74c, Arn89, Bro79, Bro81, Mee85, MH92] The proof is by induction.
Assume φi normalizes H up to order i, so that the partly normalized Hamiltonian
is of the form
H ◦ φi = H2 + H˜3 + · · · + H˜i + H ′i+1 + · · ·
where H˜j ∈ Gj , j = 3, . . . , i. Choose Fi+1 ∈ Hi+1 such that H˜i+1 := H ′i+1 −
adH2(Fi+1) ∈ Gi+1, and deﬁne φi+1 := φi ◦ X1Fi+1 . By (4.4) we get
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H ◦ φi+1 = H2 + H˜3 + · · · + H˜i + H ′i+1 + · · · + adFi+1(H2) + adFi+1(H˜3) + · · ·
= H2 + H˜3 + · · · + H˜i + (H ′i+1 − adH2(Fi+1)) + · · ·
= H2 + H˜3 + · · · + H˜i + H˜i+1 + H ′′i+2 + · · · .
(Here we used that adH2 maps Hi to itself.) So φi+1 normalized H up to order
i + 1. Since φi and φi+1 coincide up to terms of order i, the sequence (φi)∞i=1
converges as a formal power series.
To see how theorem 4.2 implies the extra symmetries, we also formulate Birkhoﬀ’s
original result:
Corollary 4.3. Let H ∈ R[[x]] be a Hamiltonian without linear part, and with
quadratic part
H2 = ω1(q21 + p
2
1) + · · · + ωn(q2n + p2n).
Assume that the non-resonance condition holds: For all nonzero vectors (k1, . . . ,
kn) in Zn we have k1ω1 + · · ·+ knωn = 0. Then there exists a formal symplectic
power series transformation Φ such that
H ◦ Φ = H ′(L1, . . . , Ln),
where Li = q2i + p
2
i . The system H
′ has a Tn torus symmetry.
The Li are the ‘radial’ part of so-called symplectic Hamiltonian polar coordinates
(Li, φi). The system H ′ is independent of the φi, so that the Tn torus action
ζ : Tn × R → R : (ρi, Li, φi) → (Li, φi + ρi)
is a Tn-symmetry of the system. The Li are conserved by the ﬂow, since by




Proof of the corollary: It is convenient to use complex coordinates zi = qi + ipi,
then H2 = ω1z1z¯1+· · · , and it is easily checked that monomials in these variables





1 · · · zαnn z¯βnn ) = (ω1(α1 − β1) + · · · + ωn(αn − βn)) (zα11 z¯β11 · · · zαnn z¯βnn ).
Using the non-resonance condition, it is seen that the eigenvalues are zero exactly
for elements of the algebra generated by the functions L1 = z1z¯1,. . . ,Ln = znz¯n.
Taking Gi to be the subspace of degree-i elements of this algebra, the result
follows directly from the conclusion of theorem 4.2.
Remark 4.4. (Symmetric normalizing) Often the Hamiltonian H is invariant
with respect to some symmetry group Γ . We assume that Γ is compact and acts
linearly on the phase space. We also assume that Γ respects the symplectic
structure, i.e., {F,G} ◦ γ = {F ◦ γ,G ◦ γ} for all γ ∈ Γ . Then, in theorem 4.2 we
may restrict to the space of Γ -invariant Hamiltonians, and φ can be chosen to
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be Γ -equivariant, as the image of adH2 restricted to Γ -invariant Hamiltonians
is element-wise Γ -invariant. If Γ anti-commutes with the Poisson-bracket, as
happens if Γ is the time-reversal symmetry, then above remarks still hold true
but the argument involves a number of minus-signs.
Remark 4.5. (Normalizing a family) In our application, the Hamiltonian
H depends on small parameters ui. In particular, the quadratic part depends
on the ui, so that ker adH2 is also dependent on the parameters. However, it
follows from the proof that one can ﬁnd Fi, with rational functions of the ui as
coeﬃcients, such that H˜i ∈ ker adH02 , where H02 is the quadratic part of H for
u1 = u2 = · · · = 0. Moreover, the coeﬃcients of the H˜i are also rational functions
in the ui. It can be shown that the coeﬃcient-values for which a term Fi or H˜i is
singular (i.e., where its coeﬃcients have a pole) are generally dense in parameter-
space, and correspond to high-order resonances in H2. If one normalizes only to
ﬁnite order, a full neighborhood of the origin is free from such singularities.
Remark 4.6. (Generating function) The normalizing transformation φ is
constructed as a composition X1F3 ◦ X1F4 ◦ · · · , with inﬁnitely many compo-
nents X1Fi and Fi ∈ Hi. The resulting transformation may be written in the
form X1F ′ , where F
′ = F ′3 + F
′
4 + · · · , and again F ′i ∈ Hi. The relation between
the Fi and the F ′i is given by the Campbell-Baker-Hausdorﬀ formula; see [DF76].
4.3.1 Semisimple quadratic part, and resonance
In this section, Theorem 4.2 is applied to the case where H has a semisimple
quadratic part without or with just one resonance.
Instead of coordinates pi, qi we use complex R-linearly independent coor-
dinates zi, z¯i deﬁned by zi := qi + ipi, z¯i := qi − ipi. By assumption H2 is
semisimple, and in these coordinates this means that the matrix XH2 is diago-
nalizable. Transforming coordinates (symplectically), we may suppose that H2
is of the form3
(4.5) H2 = iω1z1z¯1 + · · · + iωnznz¯n.
In complex coordinates, ω = dz ∧ dz¯. It follows that since XH2 is semisimple, so














1 · · · zαnn z¯βnn
= (ω, β − α)zα11 z¯β11 · · · zαnn z¯βnn .
3 The transformation from coordinates {p1, p2, . . . , q1, q2, . . .} to {z1, z2, . . . , z¯1, z¯2, . . .}
is a symplectic transformation with multiplier 2i. This accounts for the factor i in
(4.5). See also Chap. 2, remark 2.3.
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The kernel of adH2 is spanned by the monomials with exponents (α, β) ∈ N2n
satisfying (β−α, ω) = 0. This set of exponents forms a semi-lattice (a set that is
closed under addition, not under subtraction), therefore ker adH2 is an algebra.
We consider two cases, namely that the components of ω are independent over
Q (the non-resonant case), and that there exists essentially one relation over Q.
Lemma 4.7. Let H2 be of the form (4.5). Deﬁne A := {(α, β) ∈ N2n : (β −
α, ω) = 0}. Let ai be the exponent vector associated to the monomial ziz¯i.
a) If the ωi are independent over Q, then A = N{a1, . . . , an} and ker adH2 is
generated, as an algebra, by
{z1z¯1, . . . , znz¯n}.
b) If the ωi obey one (up to scalar multiplication) non-trivial relation
∑
i(νi −
µi)ωi = 0 with νi, µi ∈ N and νiµi = 0, then A = N{a1, . . . , an, (µ, ν), (ν, µ)}
and ker adH2 is generated, as an algebra, by
{z1z¯1, . . . , znz¯n, zν11 z¯µ11 · · · zνnn z¯µnn , zµ11 z¯ν11 · · · zµnn z¯νnn }.
The use of this lemma lies in the fact that, for semisimple operators like adH2
we have




In other words, for the Gi in theorem 4.2 we can take ker adH2 ∩Hi.
Remark 4.8. (Unique normal form) If H2 is nonresonant, this choice of Gi is
best possible and the normal form is unique. In case of resonance, a normal form
with Gi = ker adH2 is not unique; see [CS85, SvdM92, Mee85]. See also Sect.
4.3.2, where this non-uniqueness is exploited in the case of the 1 : 2-resonance.
More speciﬁcally, for a singly-resonant system the statement is like this:
Proposition 4.9. Let H be a Hamiltonian with n degrees of freedom. Suppose
that the quadratic part H2 is of the form
H2 = iω1z1z¯1 + iω2z2z¯2 + · · · + iωnznz¯n
with ω2ω1 =
p
q , gcd(p, q) = 1, q > 0, and suppose there are no further relations
over Q between the ωi. Then there exists a formal symplectic coordinate trans-
formation φ such that
H ◦ φ =
{
H2 + f(z1z¯1, · · · , znz¯n, zp1 z¯q2 , z¯p1zq2) if p > 0,
H2 + f(z1z¯1, · · · , znz¯n, z−p1 zq2 , z¯−p1 z¯q2) if p < 0.
Remark 4.10. The normalized singly-resonant system has an n − 1 torus-
symmetry Tn−1  (φ1, φ3, . . . , φn), with action
ζ : (φ, z) → (e2πiqφ1z1, e2πipφ1z2, e2πiφ3z3, . . . , e2πiφnzn).
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4.3.2 Second normalization
In the proof of Theorem 4.2, the functions Fm were unique up to terms in
ker adH2 . Part of this non-uniqueness reﬂects the fact that Hamiltonians have
inﬁnitely many invariants under symplectic transformations.4 However, diﬀerent
choices of Fm do change the ﬁnal normal form, since a term in ker adH2 may
still give a contribution to the sum (4.4) via terms of higher order than H2 in
H. Pursuing this idea leads to unique normal forms. The result for systems in
1 : 2 resonance can be found in [SvdM92]. In Chap. 3 the following result, which
is a consequence of the unique 1 : 2-resonant normal form, is used. We use the
following abbreviations for the fundamental invariants:












2 − z¯p1z|q|2 ).
Proposition 4.11. Suppose ω = p : q = 1 : 2 or 1 : −2, and suppose H is a
Hamiltonian with 2 degrees of freedom with quadratic part
H2 = iρ1 + iωρ2.
Let φ1 be the normalizing transformation of Proposition 4.9, and suppose that
the coeﬃcients of ψ and χ in H ◦ φ1 do not both vanish. Then there exists a
symplectic transformation φ2 such that
H ◦ φ2 = H2 + f(ρ1, ρ2, ψ).
Proof: (Sketch) By Proposition 4.9 there exists a φ1 that brings H in the form
(4.6) H2 + f0(ρ1, ρ2, ψ, χ).
The second normalization is done by applying successive coordinate transfor-
mations X1Fs for increasing s, similar to the ordinary Birkhoﬀ procedure. The
homogeneous degree-s generator Fs are now required to lie in ker adH2 . Jacobi’s
identity says
{H2, {F,G}} + {F, {G,H2}} + {G, {H2, F}} = 0,
and it follows that ker adH2 is closed under the operation of taking Poisson-
brackets. Hence, by (4.4), transformations generated by the Fs do not disturb
the general shape (4.6) of the normal form. To see how these transformations
act on H ◦φ1, we look at the ﬁrst nonzero homogeneous part with degree higher
than H2, which is aψ + bχ. First apply a linear symplectic transformation z1 →
ζz1, z2 → z2 with |ζ| = 1 to reduce to the case b = 0.
4 For example, let H(p, q) be a 1 d.o.f. system with elliptic equilibrium at the origin
such that H(0, 0) = 0, and let A(h) be the surface area bounded by the level curve
H = h, then the Taylor coeﬃcients of A(h) around some h > 0 are (symplectic, not
dynamic) invariants of H.
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Since ψ2+χ2−ρ1ρ22 = 0, it is possible to write f0(ρ1, ρ2, ψ, χ) = f ′0(ρ1, ρ2, ψ)+






Taking the Poisson-bracket of the monomials ρn1ρ
m
2 ψ
k and 2iψ yields
{2iψ, ρn1ρm2 ψk} = 2ρn−11 ρm−12 (2mρ1 − nρ2)χψk,
{2iψ, ρn1ψk} = −2nρn−11 χψk,
{2iψ, ρm2 ψk} = 4mρm−12 χψk.
This shows that indeed all relevant terms can be removed, provided that the
coeﬃcients of ψ and χ in H ◦ φ1 do not vanish simultaneously.
4.4 Algorithms for the Birkhoﬀ normal form
An important part of the Birkhoﬀ normal form computation, is the transfor-
mation of the Hamiltonian by a symplectic coordinate change. Related meth-
ods for vector ﬁelds, on which the Hamiltonian versions are based, can be
found in e.g. [Tak74c, Bro81]. The oldest methods for transforming coordi-
nates of Hamiltonian systems is the mixed-variable generating function method,
also called the Hamilton-Jacobi method or Poincare´-von Zeipel method; see
[Arn89, Car81, LL92, How77, RA87, SV85]. This method seems however less
suited to computer implementation (see [LL92]).
Today, the most widely-used method for computing Birkhoﬀ normal forms
is an algorithm by Deprit [Dep69, DHPR69], known also as the Lie-triangle al-
gorithm. Recent expositions are [MH92, LL92, GG78]. Several implementations
are available, e.g. see [ASJ93] or [RA87]. Various variations of Deprit’s algo-
rithm are known in literature [CR89, Hen70], one of which is particularly fast
on Hamiltonians of special form [Hen73].
A third class of methods is based on the exponential formula (4.4), and
are (distantly) related to Kolmogorov’s quadratically convergent method. These
methods have a lower time-complexity than the Lie-triangle algorithms. In
[How77, HR84, DF76, Car81], essentially this method is presented, though not
in ways that suggest eﬃcient implementations on a computer. In this section
we give Deprit’s algorithms, and an algorithm based on (4.4), and discuss their
computational complexity.
Analyzing the complexity of the algorithms is not straightforward. The algo-
rithms treated below use two main types of algebraic manipulations: calculation
of Poisson brackets, and solving the adjoint ‘equation’ adH2 F ∈ G. The latter
is the same for all algorithms, so the number of Poisson-bracket calculations
is a better indicator of the algorithm’s eﬃciency. However, the time required
for doing one such calculation depends on the number of terms in the factors:
The number of terms in the bracket equals, roughly, the product of those in
the factors. As a compromise, we chose to count the number of Poisson-bracket
calculations performed on homogeneous factors. In fact this is measure of com-
plexity is commonly used; see e.g. [Car81, BP97, Hen70].
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4.4.1 Another formulation of Birkhoﬀ’s result
Usually Birkhoﬀ’s normal form theorem is formulated as a perturbation result,
where the Hamiltonian to be normalized depends on a small parameter , and for
 = 0 the Hamiltonian is integrable. The following result is similar to Theorem
4.2. The ‘interface’ is provided by setting G = G3 ⊕ G4 ⊕ · · · and having Hi be
homogeneous of degree i + 2, then also H˜i is homogeneous of degree i + 2, and
putting  = 1 in the end is allowed. This procedure is known as ‘scaling’, and
since we use formal power series convergence in  is not an issue.
Theorem 4.12. Let H = H0+H1+2H2+· · · be a Hamiltonian, with Hi ∈ H,
and such that H0 has no linear part. Let G ⊆ H be such that Im adH0 ⊕G = H.
Then there exists a formal (in ) symplectic coordinate transformation φ such
that
H ◦ φ = H0 + H˜1 + 2H˜2 + · · ·
with H˜i ∈ G for i = 1, 2, . . ..
Proof: The proof is analogous to that of Theorem 4.2.
4.4.2 Deprit’s algorithm
Two versions of Deprit’s algorithm are around. Both have as output a generating
function W () = W0+W1+2W2+ · · · . Here  is interpreted as a time variable,
and the Wi are chosen such that H ◦XW () = H˜, where XW () is the time- ﬂow
of the ‘time’-dependent phase ﬂow of the Hamiltonian W . The central part of
both algorithms is a recipe for computing the composition H ◦ XW ().
Slow version The ﬁrst version of Deprit’s algorithm can be summarized as














adWn−i Si (n ≥ 1),






adWn−i Ki + iSn−iHi
)
.(4.7)
This algorithm is derived by formally solving the diﬀerential equation (in ) for
the operator ‘composition with XW ()’, resulting in the expressions for Sn, and
calculating what new Hamiltonian corresponds to H in the new variables. See
[Car81] for a derivation.
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The Sn are operators. On a computer these are implemented as recursive




n−i−1) = 2n −1 brackets, and computing H˜ up to O(n+1)
terms takes 2n+1 − (n + 2) brackets. For large n then, this algorithm is slow.
Fast version By merging the diﬀerential equation for the Sn with the formulas
for the Hamiltonian in the new coordinates, Deprit arrives at a faster algorithm
with the same functionality. (See [Dep69], or [MH92] for a clear derivation.) It
























Proposition 4.13. Algorithm (4.8) performs 16n(n+1)(n+2) Poisson-bracket
computations to compute H˜ up to O(n+1) terms.
Proof: Computing Hij costs j + 1 Poisson-brackets, and requires H
i−1
k to be
known for k = 0, . . . , j + 1. To compute Hi0 for i = 0, . . . , n we therefore need





j=0(j + 1) =
1
6n(n + 1)(n + 2) Poisson-brackets.
Remark 4.14. (Eﬃciency) It is not necessary to store the entire array Hij in
memory. By traversing it suitably, it suﬃces to store two rows.
Remark 4.15. (Homogeneous perturbations) In [Hen73], Henrard develops
a modiﬁcation of algorithm (4.8). This algorithm has the same asymptotic order
as (4.8), however the actual number of Poisson brackets is often lower in practice,
and if the perturbation is homogeneous, only n2 Poisson bracket computations
are necessary. For such Hamiltonians, Henrard’s algorithm also outperforms the
algorithm of Sect. 4.4.3.
Remark 4.16. (Solving the adjoint equation) Above algorithms do not con-
stitute methods for computing the normal form yet. What fails is a method to
construct W . In practice this is an additional calculation that can be done while
computing the composition, see e.g. [Lun94]. If diagonalizing complex coordi-
nates are used, this computation is straightforward.
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4.4.3 The exponential-map algorithm
The idea of this algorithm is to write the normalizing transformation as a com-
position of transformations, each normalizing the Hamiltonian at a speciﬁc order
of . These transformations are the ﬂows of generating Hamiltonians kWk, as
in Deprit’s case. The ﬁnal transformation therefore is of the form
φ = X1W1 ◦ 2X1W2 ◦ · · ·
This should be contrasted to the form of the transformation in Deprit’s case,
φ = XW1+W2+2W3+···
It turns out that the former coordinate transformation (composed with a Hamil-
tonian function H) can be computed more eﬃciently than the latter. Our al-
gorithm is based on the proof of the normal form theorem for vector ﬁelds
in [Tak74c]. It resembles Dragt and Finn’s algorithm [DF76], with the diﬀer-
ence that we evaluate all operators directly instead of postponing evaluation
to the end. This results in a dramatic increase of eﬃciency. In fact Dragt and





3) is given for the number of Poisson brackets to compute
to order n, comparing favorably with (4.7) but not with (4.8).
Howland [How77, HR84] calculates normal forms using a method related to
Kolmogorov’s quadratically convergent procedure. Quadratic convergence trans-
lates to O(k2 log k) Poisson-bracket computations, which makes it of the same
order as the algorithm proposed in this section. Howland does not show how his
method could be implemented, however.
The exponential-map algorithm is based on the proof of Theorem 4.2, and
formula (4.4); see algorithm 4.17. Note that K0 = H0 throughout the algo-
rithm, and is referred to only in the ﬁrst line of the inner for-loop when j = 0:
− adKj (Fi) = − adH0(Fi) = adFi(H0). This value can be computed easily while
computing Fi. The algorithm can therefore be slightly rewritten so that this
ad-computation is not needed, which also removes the need of initializing K0,
but for clarity this has not been done. Note also that the Ki is the only stor-
age needed, and memory requirements are less than for Deprit’s algorithm by a
factor 2.
Algorithm 4.17. (Birkhoﬀ normal form)
Input: Hi ∈ H for i = 0, . . . , k, subspace G ⊂ H s.t. Im adH0 ⊕G = H
Output: Fi, H˜i ∈ H for i = 1, . . . , k, such that
H˜i ∈ G (i = 1, . . . , k)
(H0 + H1 + · · · + kHk) ◦ X1F1 ◦ · · · ◦ X1kFk =
= H0 + H˜1 + · · · + kH˜k + O(ek+1)
Complexity: O(k2 log k) Poisson-brackets are computed.
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Algorithm:
Ki ← Hi (i = 0, . . . , k)
For i from 1 to k, do the following:
Find Fi such that adH0(Fi) − Ki ∈ G
For j from k − i down to 0, do the following:
F ← − adKj (Fi)
Ki+j ← Ki+j + F
q ← 2
While qi + j ≤ k do the following:
F ← adFi(F )/q
Kqi+j ← Kqi+j + F




Output Fi, and H˜i = Ki.
Proof of the algorithm: We prove correctness by proving invariance, over the
outer for-loop, of the following assertion:
(4.9)
(H0 + H1 + · · · + kHk) ◦ X1F1 ◦ · · · ◦ X1iFi =
K0 + K1 + · · · + kKk + O(k+1),
Kj ∈ G. (j = 1, . . . , i)
After initialization and for i = 0, (4.9) is trivially true. For i = k it implies the
output condition on Fi and H˜i. So we are done if we prove invariance of (4.9).
The inner for-loop computes (K0 + K1 + · · · + kKk) ◦ X1iFi . By (4.4),
and using linearity of the ad-operator, the order-i term in this expression is
Ki + adFi(H0) = Ki − adH0(Fi). By the choice of Fi, indeed Ki ∈ G after this
pass through the outer for-loop, and Ki does not change in subsequent passes.
Each pass through the inner for-loop computes jKj ◦X1iFi for some j, up to
O(k+1) terms. By (4.4), this is a sum of terms of the form qi+j adqFi(Kj)/q! for
q = 0, . . . ,∞, and this is just what is computed recursively in the inner While-
loop, for q-values that contribute to terms of order k or less. By having the
counter j counting downwards, the high order Kj ’s are computed ﬁrst, eliminat-
ing the need of storing the ‘new’ Kj ’s in a separate array to prevent overwriting
the old ones. This proves invariance of (4.9), and correctness of the algorithm.
The number of Poisson-brackets computed by the algorithm can be estimated
as follows. Through one pass of the inner for-loop, at most (k− j)/i brackets are
computed. Summing this over j = 0, . . . , k−i this becomes k(k+1)/(2i)−(i−1)/2
for the number of brackets computed in the inner for-loop. The total number of
brackets is then estimated by





− i − 1
2
≤ k(k + 1)
2
Harmk − k(k − 1)4 = O(k
2 log k),
where Harmk is the kth harmonic number, proving the asymptotic order of the
algorithm.
Remark 4.18. (Normalizing transformation) As it stands, the algorithm only
computes the normal form, not the normalizing coordinate transformation. This
transformation is obtained by evaluating I ◦ X13F3 ◦ · · · ◦ X1nFn , where I is the
identity transformation, which is very similar to the computation of H◦X13F3◦· · ·
done by the algorithm. Slight modiﬁcations are necessary to reﬂect the fact
that I has linear terms, whereas H is quadratic to leading order. The resulting
algorithm takes approximately twice as much time as algorithm 4.17, hence is
also O(n2 log n).
