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Abstract
In this paper we show that a generic polynomial p 2 C[x1; : : : ; xn] of degree greater than n is
a strong test polynomial for monomorphisms of C[x1; : : : ; xn]. We also give examples of strong
test polynomial in the class of all endomorphisms of C[x1; : : : ; xn]. In particular, we show that a
generic polynomial p 2 C[x; y] of degree greater than 3 is a strong test polynomial in the class
of all endomorphisms of C[x; y]. c© 2000 Elsevier Science B.V. All rights reserved.
MSC: 4E10; 14E22; 14E40
1. Introduction
Let  : C[x1; : : : ; xn] ! C[x1; : : : ; xn] be an automorphism of a polynomial ring.
Following [1] we can ask, whether an automorphism  can be distinguished from
non-automorphisms by means of their value on just a single polynomial. A polynomial
which has this property we will call a test polynomial.
More formally: we look for polynomials p with the following property: if (p) =
 (p) for some automorphism  and endomorphism , then  must be an automorphism
itself (of course it is enough to consider here the case  = identity). Moreover, if the
equality (p) =  (p) (for some automorphism  and endomorphism ) implies that
 =  , then a polynomial p will be called a strong test polynomial.
This set-up has been introduced at rst in [8] in the case of free groups. In the
paper [1] Arno van den Essen and Vladimir Shpilrain ask about the existence and a
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characterization of test polynomials (cf. Problem 3 in [1]). They give some necessary
condition for a polynomial p to be a test polynomial. Moreover, they suggest that there
are many test polynomials at least in the class of monomorphisms of C[x1; : : : ; xn]
(i.e., in the class of injective endomorphisms of C[x1; : : : ; xn]). We show that it is
indeed the case. In particular we prove:
Corollary 4. Let n > 1. A generic polynomial of degree  n+ 1 in C[x1; : : : ; xn], is
a strong test polynomial in the class of monomorphism of C[x1; : : : ; xn].
Let us recall that the statement \a generic polynomial of degree d has the property
W" means that there exists a Zariski open dense subset U Hd (where Hd denotes
the variety of all polynomials of degree d), such that every element of U has the
property W.
We also prove that for any n > 0 there exist strong test polynomials in the class of
all endomorphisms of C[x1; : : : ; xn].
Theorem 6. For every n; D > 0 there is a (reduced) strong test polynomial p 2
C[x1; : : : ; xn] of degree > D.
For n = 2 we have the following description of test polynomials:
Corollary 12. A generic polynomial p 2 C[x; y] of degree greater than 3 is a strong
test polynomial, whereas a generic polynomial p 2 C[x; y] of degree at most 3 is not
a test polynomial.
This gives a partial solution of Problem 3 in [1].
2. Terminology
The set of all endomorphisms of an algebra C[x1; : : : ; xn] is denoted by End
(C[x1; : : : ; xn]) and the set of all automorphisms of an algebra C[x1; : : : ; xn] is denoted
by Aut(C[x1; : : : ; xn]).
A polynomial p 2 C[x1; : : : ; xn] is called primitive, if a generic ber of p is irre-
ducible.
If X is an algebraic variety then the logarithmic Kodaira dimension of X will be
denoted by (X ) (see [2]).
For a polynomial p 2 C[x1; : : : ; xn] we consider the set V (p) := fx 2 Cn : p(x) = 0g.
If X; Y are plane curves, which have a common point P, then by P(X; Y ) we denote
the multiplicity of the intersection of X and Y at the point P.
Let X be an ane subset of Cn. We say that X is projectively smooth, if the
projective closure of X in Pn(C) is a smooth variety.
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3. Test polynomials for monomorphisms
Since in the case n = 1 every non-constant polynomial is a test polynomial we
consider in this paper only the case n > 1. We begin with the following denition
(which is slightly more general than that considered in [1]):
Denition 1. Let p 2 C[x1; : : : ; xn] be a polynomial and K be a subset of End
(C[x1; : : : ; xn]). We say that p is a test (respectively: a strong test) polynomial in the
class K, if for every endomorphism  2K if (p) = p for some non-zero  2 C,
then  2 Aut(C[x1; : : : ; xn]) (respectively:  = identity). If K = End(C[x1; : : : ; xn])
we call p simply a test (or respectively: a strong test) polynomial.
We proved in our paper [4] that a generic polynomial of degree d  n in C[x1; : : : ; xn]
(except the case n = 2; d = 2) is a strong test polynomial in the class of auto-
morphisms of C[x1; : : : ; xn]. Now we show that in the class of monomorphisms of
C[x1; : : : ; xn] we have also many strong test polynomials:
Theorem 2. Let n > 1 and p 2 C[x1; : : : ; xn] be an irreducible polynomial of degree
 n + 1. Let   be a projective closure of the set   := V (p). Assume that   is
smooth and strictly transversal to the hyperplane at innity. Then for every injective
endomorphism  of C[x1; : : : ; xn]; if (p) = pr for some non-zero  2 C; r 2 N+;
then  is induced by a linear automorphism of nite order. Moreover; if Aut( ) is
trivial; then  = identity.
Proof. Let  be an injective endomorphism of C[x1; : : : ; xn]; and let f : Cn ! Cn be a
polynomial mapping induced by . Since the endomorphism  is injective, the mapping
f is a dominant mapping. Moreover, by our assumption we have f−1( ) =  . This
means that f(Cn n ) = Cn n . Take X = Cn n . Since the hypersurface   is smooth
and strictly transversal to the hyperplane at innity, we have by a direct computation
that (X ) = n = dim X. Hence the variety X is an ane variety of hyperbolic type.
Let us note that the mapping f restricted to the variety X gives a dominant mapping
f : X ! X. By Theorem (i) in [2] we have that the mapping f is an automorphism
of the variety X.
Now we show that the mapping f itself is an automorphism. Since the mapping f
(by above) is birational it is enough to show that the mapping f is a proper mapping.
Let us consider a set Sf of points at which the mapping f is not proper. The set Sf
is either empty or it is a uniruled hypersurface [6, 3]. Of course Sf  , hence Sf = ;
or Sf =  . Since the hypersurface Sf (if non-empty) is uniruled and the hypersurface
  is not uniruled (as a projectively smooth hypersurface of degree  n + 1, see e.g.,
[4]) we have Sf = ;. Hence the mapping f is an automorphism. In particular, by
Corollary 25 in [4] we get that f is a linear automorphism. Moreover, it is of nite
order by Corollary 3.15 in [5]. Finally, if Aut( ) is a trivial group, then f = identity
by Proposition 9 in [4].
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Corollary 3. Let n > 1 and p 2 C[x1; : : : ; xn] be a generic polynomial of degree
 n+1. Then for every injective endomorphism  of C[x1; : : : ; xn], if (p) = pr for
some non-zero  and r 2 N+; then  = identity.
Proof. The proof follows from the theorem above and Corollary 31 in [4].
In particular we have:
Corollary 4. Let n > 1. A generic polynomial of degree  n+ 1 in C[x1; : : : ; xn], is
a strong test polynomial in the class of monomorphisms of C[x1; : : : ; xn].
Example 5. (a) For n = 1 every non-constant polynomial is a test polynomial. More-
over, a generic polynomial p 2 C[t] of degree  3 is a strong test polynomial (whereas
any polynomial p 2 C[t] of degree  2 is not).
(b) Theorem 2 is not true in the class of all endomorphisms of C[x1; : : : ; xn]. Indeed,
let us consider the polynomial p(x; y) := x + xk−1y + yk 2 C[x; y]; where k  3. Let
  be a projective closure of the variety   := V (p). Then   is smooth and it is strictly
transversal to the line at innity. Nevertheless, if we consider the endomorphism  :
C[x; y] 3 q(x; y) ! q(p; 0) 2 C[x; y], then (p) = p, but  is not an automorphism.
Similarly a polynomial p(x1; : : : ; xn) := x1 + xk−11 x2 +
Pn
j=2 xj
k , where k  n + 1,
satises all assumption of Theorem 2, but it is not a test polynomial.
4. Test polynomials in C [x1; : : : ; xn]
In this section we give examples of test polynomials for every n > 0. In fact we
have the following:
Theorem 6. For every n; D > 0 there is a (reduced) strong test polynomial p 2
C[x1; : : : ; xn] of degree > D.
Proof. By Example 5 (a) we can assume that n > 1. By [7] the following fact is
true:
Lemma 7. For every n > 1 there is an integer d(n)> 0; such that for every d  d(n)
there is a smooth hyperbolic hypersurface Sd of Pn(C); such that its complement is
complete hyperbolic and hyperbolically embedded into Pn(C).
Let n; D be positive integers. By the lemma above there are smooth hyperbolic
hypersurfaces Sd1 ; : : : ; Sdn in Pn(C) of degrees d1 > d2 >    > dn > D, such
that their complements are complete hyperbolic and hyperbolically embedded into
Pn(C). Since an image of Sdi by any projective automorphism of Pn(C) is again a
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hypersurface of the same type as Sdi , we can assume that hypersurfaces Sd1 ; : : : ; Sdn
are in general position, i.e., the intersection R :=
Tn
i=1 Sdi is a nite (and of course
non-empty) set.
By the Bertini Theorem there is a hyperplane , which is strictly transversal to all
hypersurfaces Sdi and which is disjoint from the set R. Moreover, since the groups
Aut(Sdi) are nite and Aut(Sdi n)Aut(Sdi) (see [4, 5]), we can take  in such a
way that groups Aut(Sdi n) are trivial. Now take an ane system of coordinates in
such a way that  is the hyperplane at innity. Let g1; : : : ; gn be polynomials, which
describe hypersurfaces Sd1 ; : : : ; Sdn in this ane system of coordinates. We claim that
the polynomial G := ni=1gi is a strong test polynomial in C[x1; : : : ; xn].
Indeed, let  be an endomorphism of C[x1; : : : ; xn] such that (G) = G; where
 2 C is a non-zero constant. Let f : Cn ! Cn be a polynomial mapping induced by
. First we show that for every i = 1; : : : ; n polynomials gi  f are not constant. For
this, assume that gi  f =  is a constant. Of course,  6= 0. Since the mapping f
cannot be a constant mapping, we have dim f(Cn)  1. Let us note that X := f(Cn)
contains an ane parametric curve  . Since  6= 0, the curve   is disjoint from
Sdi , which contradicts the fact that there is no non-constant holomorphic mappings
h : C! Pn(C)nSdi .
Since polynomials gi are irreducible and Gf = G; where  is a non-zero constant,
we have that for every i = 1; : : : ; n there exist polynomials gj1 ; : : : ; gjri such that gif =
igj1 _: : : _gjri ; where i 2 C and ri > 0. It is an easy observation that it must be ri = 1
for i = 1; : : : ; n. In particular for every i = 1; : : : ; n there is a (i) 2 f1; : : : ; ng such
that gi  f = ig(i). Moreover, the mapping  : f1; : : : ; ng ! f1; : : : ; ng is a bijection.
If we take m = n!, then we have m = identity; i.e., gi fm = cigi for some non-zero
constants ci 2 C. Let us put H = (g1; : : : ; gn). By our assumptions the set R = H−1(0)
is nite and non-empty, therefore the mapping H is a dominant mapping. Moreover,
H  fm = J H; where J (x1; : : : ; xn) = (c1x1; : : : ; cnxn) is a linear automorphism. Since
mappings J; H are dominant mappings, so is the mapping F := fm. By Theorem 2
applied to a polynomial g1 we see that F = identity. In particular the mapping f is
an automorphism.
Further, since hypersurfaces Sdi ; Sdj are not birationally equivalent for i 6= j, we
have that g1  f = c1g1. Again, by Theorem 2 applied to a polynomial g1 we have
f = identity.
5. Test polynomials in C [x; y]
In dimension n = 2 we describe test polynomials more precisely. We start with
a (well-known) description of non-dominant polynomial mappings. For the sake of
completeness we give a simple proof.
Proposition 8. Let f = (f1; f2) : C2 ! C2 be a non-dominant polynomial mapping.
Then there is a primitive polynomial P 2 C[x; y] and polynomials  1;  2 2 C[t]; such
that f1 =  1(P); f2 =  2(P).
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Proof. We can assume that polynomials f1; f2 are not constant. By the Stein Factor-
ization Theorem there are polynomials  01;  
0
2 2 C[t] and primitive polynomials P1; P2,
such that f1 =  01(P1); f2 =  
0
2(P2). We can assume that deg P1  deg P2. Since the
polynomial P1 is primitive, we can also assume that it is irreducible and consequently
the curve X = V (P1) is irreducible.
The mapping f = (f1; f2) is non-dominant, so is the mapping (P1; P2). Therefore,
the polynomial P2 is constant on the curve X; since otherwise the mapping (P1; P2)
would have a zero-dimensional ber over some point (0; b). Hence for some c 2 C we
have P2 = c on X; and consequently the polynomial P1 divides the polynomial P2− c.
Since deg P1  deg P2; we have that P1 = a(P2 − c) for some non-zero a 2 C. Now
it is enough to take P = P2;  1 =  01(a(t − c));  2 =  02.
In the sequel we need the following simple lemma:
Lemma 9. Let ;  2 C[t] and P;Q 2 C[x; y]. Assume that polynomials P;Q are
primitive. If (P) =  (Q) then deg  = deg  .
Proof. Indeed, a generic ber of a polynomial (P) has deg  irreducible components,
and a generic ber of a polynomial  (Q) has deg  irreducible components. Thus deg
 = deg  .
Now we can prove the main result of this section:
Theorem 10. Let p 2 C[x; y] be a reduced polynomial; such that a curve V (p) is
projectively smooth; transversal to the line at innity and it has no points of inection
at innity. If deg p  4 then a polynomial p is a test polynomial; otherwise it is not
a test polynomial.
Proof. First assume that a polynomial p is of degree  4. We show that p is a test
polynomial. Let  be an endomorphism of C[x1; : : : ; xn] such that (p) = p for some
non-zero  2 C. We prove that  is an automorphism. By Theorem 2 it is enough to
exclude the case when  is not a monomorphism.
Hence assume that  is not a monomorphism. Therefore a mapping f = (f1; f2) :
C2 ! C2 induced by  is not a dominant mapping. By Proposition 8 there is a primitive
polynomial P and polynomials  1;  2 2 C[t]; such that f1 =  1(P); f2 =  2(P). Hence
p( 1(P);  2(P)) = p. Since polynomials p; P are primitive we have by Lemma 9 that
deg p( 1(t);  2(t)) = 1. Thus p( 1(t);  2(t)) = at + b for some a 2 C; b 2 C.
Let us denote by   an ane parametric line given by the parametrization ( 1(t);
 2(t)); t 2 C. The equality p( 1(t);  2(t)) = at + b means that the curve   meets the
curve X := V (p) (in C2) in exactly one point, and this intersection has multiplicity 1.
So, a rst part of the proof is concluded by the following:
Lemma 11. Let X C2 be a projectively smooth curve of degree  4 which is
transversal to the line at innity and it has no points of inection at innity. Let  
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be an ane parametric line in C2. Then   meets X in C2 with a multiplicity greater
than 1.
Proof. There are two cases possible:
(i) deg   = 1,
(ii) deg   > 1.
ad (i) In this case the curve   is a straight line. Since at innity the curve X has
no points of inection, we see that   meets X at innity with a multiplicity at most
two. Now by the Bezout Theorem we have that   meets X (in C2) with multiplicity
 2.
ad (ii) If   is not a line, then the tangent cone to the (unique) point P at innity
of   is the line at innity. Since the curve X is transversal to the line at innity (and
smooth at P), we have that X meets   at the point P with a multiplicity equal to
mP( ) < deg  . Again by the Bezout Theorem we have that   and X must meet in
C2 with a multiplicity greater than 3 deg    6.
To nish the proof of Theorem 10 it is enough to show that if p is of degree  3,
then it is not a test polynomial. First, we show that there exists an ane parametric
line  , which cuts the curve X := V (p) with multiplicity 1 (in C2). If deg X = 1, it
is obvious. If deg X = 2 it is enough to take as   a straight line which pass through
a point at innity of X and it is not tangent to X at innity. Now assume that deg
X = 3. Let P be a point at innity of X and let   be a tangent line at P to X . By
our assumptions the line   is not the line at innity. Moreover, since the point P is
not a point of inection of X we have that p(X ;  ) = 2. This means by the Bezout
Theorem that   and X meets in C2 with multiplicity 1.
Now choose a parametrization C 3 t ! (1(t); 2(t)) 2 C2 of the ane part of  .
By the construction of  , we have p(1(t); 2(t)) = at + b; where a 2 C; b 2 C.
Take Q = (p− b)=a and f = (1(Q); 2(Q)). Then f is not a dominant mapping and
p  f = p. This means that p is not a test polynomial.
Corollary 12. A generic polynomial p 2 C[x; y] of degree greater than 3 is a strong
test polynomial; whereas a generic polynomial p 2 C[x; y] of degree at most 3 is not
a test polynomial.
Proof. It follows from Theorem 10 and Corollary 4.
Example 13. We show that there are irreducible polynomials of degree 3 in C[x; y],
which are test polynomials. Indeed, let p be a polynomial of degree 3, such that
the curve V (p) is projectively smooth and it has exactly three points of inection
at innity. It is easy to see that such polynomials exist { for example a polynomial
p(x; y) = x3 + y3 + 1 satises all these assumptions.
As in the proof of Theorem 10, we can check that if  is an endomorphism of
C[x; y] such that (p) = p then the endomorphism  must be a monomorphism.
Thus by Theorem 2 we get the conclusion.
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Example 14. It is worth noting that a polynomial of degree less than 3, in C[x; y]
cannot be a test polynomial. Indeed, let p be a polynomial with deg p  2. Then
V (p) is either a line, or two lines or a smooth conic. If V (p) is a line or two parallel
lines the statement is obvious. If V (p) is a smooth conic or two non-parallel lines then
there exists a line  , which cuts V (p) with multiplicity one, and the statement can be
proved in the same way as in the end of the proof of Theorem 10.
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