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GLOBALLY ANALYTIC PRINCIPAL SERIES REPRESENTATION
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JISHNU RAY
1. Introduction
The paper [4] deals with the construction of base change of globally analytic distri-
butions on the pro-p Iwahori groups (seen as rigid-analytic spaces) which is compatible
with the p-adic Langlands correspondence in the case of principal series of GL(2),
and this is what we will extend to GL(n) in this article. Of course, we need to take
p > n + 1, so that the pro-p Iwahori subgroup of GL(n) is p-saturated in the sense
of Lazard [12, III, 3.2.7.5] and isomorphic analytically to the product Zdp [12, III, 3.3.2]
(for some d, here Zp is seen as a rigid-analytic closed ball of radius 1).
In section 2.1, for a finite unramified extension L over Qp, we briefly recall the notion
of restriction of scalars functor in the context of rigid-analytic spaces. In section 2.2,
we give the basic definitions of holomorphic and Langlands base change maps following
[4]. Section 3.1 treats the case of principal series of GL(n). Specifically, denote by
G the pro-p Iwahori subgroup of GLn(Zp) (the group of matrices in GLn(Zp) that
are lower unipotent modulo pZp), B the subgroup of matrices in GLn(Zp) which are
lower triangular modulo pZp, P0 ⊃ T0 the set of upper triangular (resp. diagonal)
matrices in B, Q0 = P0 ∩ G, P
+ the Borel subgroup of upper triangular matrices
in GLn(Zp), W the Weyl group (isomorphic to Sn) of GLn(Qp) with respect to its
maximal torus, P+w = B ∩wP
+w−1, w ∈ W, χ : T0 → K
× a locally analytic character
with χ(t1, ..., tn) = χ1(t1) · · ·χn(tn), and χi(t) = t
ci , where ci =
d
dtχi(t)|t=1, for t
sufficiently close to 1, Iloc be the locally analytic functions
Iloc = {f ∈ Aloc(G,K) : f(gb) = χ(b
−1)f(g), b ∈ Q0, g ∈ G},
with Aloc(G,K) the locally analytic functions having values in an unramified extension
K over Qp. Note that the vector space of locally analytic principal series ind
B
P0(χ)loc
is isomorphic to the space Iloc, which are locally analytic functions from Z
d
p → K for
an appropriate dimension d (cf. section 3.1). "Locally analytic functions" mean that
locally around a neighborhood of a point, the functions can be written in the form of
power series with coefficients in K.
Then, we show in lemmas 3.2, 3.3, 3.7 that the action of G on the globally analytic
vectors of Iloc given by h · f(g) 7−→ f(h
−1g), (h ∈ G) is a globally analytic action
in the sense of Emerton [11]. Here the globally analytic functions of Iloc are the Tate
algebra of functions from Zdp → K which can be written as power series on the affinoid
rigid-analytic space Zdp with coefficients in K going to 0 (section 3.1) . For a detailed
discussion on globally analytic representation see [11].
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The requisite condition of analyticity of χ is treated in 3.16. Let µ be the linear
form from the Lie algebra of the torus T0 to K given by
µ = (−c1, ...,−cn) : Diag(t1, ..., tn) 7→
n∑
i=1
−citi
where t = (ti) ∈ Lie(T0). For negative root α = (i, j), i > j, let H(i,j) = Ei,i − Ej,j
where Ei,i is the standard elementary matrix.
Then, we show that (see theorem 3.9 and theorem 3.8):
Theorem. Assume p > n + 1 and χ is analytic. Then the space of globally an-
alytic vectors of indBP0(χ)loc is an admissible and globally analytic representation of
G. Furthermore the space of globally analytic vectors of indBP0(χ)loc is irreducible if
and only if for all α = (i, j) ∈ Φ−, −µ(Hα) + i− j /∈ {1, 2, 3, ...}.
Here, the admissibility is in the sense of [11] (see also [4, sec. 2.3]). For global
analyticity, we compute explicitly the action ofG on the Tate algebra of globally analytic
functions of indBP0(χ)loc and show that the action map is a globally analytic function
on G seen as a rigid-analytic space. For the irreducibility we first use the action of the
Lie algebra of G to show that any non-zero closed G-invariant subspace of the globally
analytic vectors of indBP0(χ)loc contains the constant function 1. The remaining part
of the argument for the proof of irreducibility uses the notion of Verma modules and
its condition of irreducibility, a result of Bernstein-Gelfand.
Finally, in section 3.2, we extend these results to the pro-p Iwahori group of GLn(L)
where L is an unramified finite extension of Qp. Then, in theorem 3.18, we use the
Steinberg tensor product [15] to construct base change in the context of Langlands
functoriality.
In appendix A we deal with the globally analytic vectors induced from the Weyl orbit
of the upper triangular Borel subgroup of the Iwahori subgroup B, i.e. the globally
analytic vectors of indB
P+w
(χw)loc, where χw(h) = χ(w
−1hw).
2. Base change maps for analytic functions
We introduce the basic notions of rigid-analytic geometry including a brief discus-
sion on the restriction of scalars. Then we briefly recall (following [4]) the notions of
holomorphic and Langlands base change functors producing from a globally analytic
representation over Qp, to a representation over L. The Langlands base change is
related to the "Steinberg tensor product" described at the end of section 1.1 of [5] for
GL(2).
2.1. Let L be a finite unramified extension of Qp of degree N , (B
1/L) be the (rigid-
analytic) closed unit ball over L with its Tate algebra of analytic functions TL = L〈x〉,
GL be a rigid-analytic group isomorphic as a rigid analytic space to (B
1/L)d which is
a rigid-analytic space with affinoid algebra A(GL) := ⊗̂
d
TL = L〈x1, ..., xd〉, the Tate
algebra of analytic functions in d variables with coefficients in L. (With the notations
of section 1, for L = Qp, we can take GL to be the pro-p Iwahori group G assuming
p > n+1). The restriction of scalars functor [1] associates to GL a rigid analytic space
ResL/QpGL over Qp. In general, this functor does not behave trivially, but L being
unramified, we obtain
ResL/Qp(B
1/L) ∼= (B1/Qp)
N ,
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[4, lemma 1.1] which is canonically obtained by the choice of a basis (ei) of OL over Zp.
Precisely, for an affinoid Qp-algebra B and for f ∈ HomL(L〈x〉,B⊗Qp L) with f(x) =∑
biei (bi ∈ B), we canonically define a function g ∈ HomQp(Qp〈x1, ..., xN 〉,B) with
g(xi) = bi which is given by
g(x1, ..., xN ) = f(
∑
eixi),
[4, section 1.1]. As the restriction of scalars is compatible with direct products [1, prop.
1.8], ResL/QpGL = (B
1/Qp)
dN . Henceforth, we write Res GL to denote ResL/QpGL.
2.2. Assume now that GL ∼= (B
1/L)d is obtained by extension of scalars from Qp.
Then, the Tate algebra A(GL) = A(GQp)⊗L. The co-multiplication map m
∗, defined
by a morphism
m∗ : A(GL)→ A(GL)⊗̂A(GL)
with image inside the completed tensor product, is obtained by extension of scalars
from
m∗0 : A(GQp)→ A(GQp)⊗̂A(GQp).
To an analytic function f ∈ A(GL), we associate a function g ∈ A(Res GL)⊗ L,
Res GL defined as in section 2.1. Then, by composing with the natural map A(GQp)→
A(GL), we obtain a "holomorphic base change" map
b1 : A(GQp)→ A(Res GL)⊗ L.
The Galois group Σ = Gal(L/Qp) of the unramified Galois extension L acts naturally on
GL (by automorphisms on the Tate algebra) and acts on Res GL by Qp-automorphism.
Define the map
b : A(GQp)→ A(Res GL)⊗ L
b(f) =
∏
σ∈Σ
b1(f)
σ.
Then, by [4, prop. 1.5], the natural maps b1, b commute with co-multiplications and un-
der the isomorphism AL(Res GL) ∼= ⊗̂σ A(GL), the map b = ⊗σ b
σ
1 (the isomorphism
AL(Res GL) ∼= ⊗̂σ A(GL) follows from Res GL ⊗Qp L
∼=
∏
σ GL, see the discussion
before proposition 1.5 of [4]).
Fix a finite extension K of Qp and an injection i : L ⊂ K. If σ ∈ Gal(L/Qp), we
then have the injection i◦σ : L→ K. Denote by V a (globally) analytic representation
of GQp on a K- Banach space. Then V naturally extends to an analytic representation
of GL; this is called the holomorphic base change of V in [4]. For σ ∈ Gal(L/Qp),
write V σ the representation of GL associated to i ◦ σ. Then, the full (Langlands) base
change of V is defined to be the globally analytic representation of ResL/Qp(GL) on
⊗̂σ V
σ (cf. [4, def. 3.2]).
3. Globally analytic principal series for GL(n)
We first recall the notion of locally analytic principal series representation induced
from the Borel to the Iwahori subgroup of GL(n,Zp). Then we treat the action of
the pro-p Iwahori on the subspace of rigid-analytic functions within the locally analytic
principal series and show that this action is a globally analytic action (theorem 3.8).
This gives us the globally analytic induced principal series representation under the
pro-p Iwahori subgroup G. Furthermore, we treat the condition of irreducibility of the
globally analytic principal series by translating an irreducibility condition of a suitable
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Verma module (theorem 3.9). Finally in section 3.2 we base change our globally analytic
representation to a finite unramified extension L of Qp.
3.1. We consider the case of principal series for GLn(Zp). Denote by G the pro-
p Iwahori subgroup of GLn(Zp), i.e. the group of matrices in GLn(Zp) that are
lower unipotent modulo pZp, B the subgroup of matrices in GLn(Zp) which are lower
triangular modulo pZp, P0 ⊃ T0 be the set of upper triangular (resp. diagonal) matrices
in B, χ : T0 → K
× be a locally analytic character with
χ(t1, ..., tn) = χ1(t1) · · ·χn(tn),
and χi(t) = t
ci where ci =
d
dtχi(t)|t=1 for t sufficiently close to 1. Hence, ci ∈ K.
We first consider, as in [4], the locally analytic induced representation of B,
Jloc = ind
B
P0(χ)loc = {f ∈ Aloc(B,K) : f(gb) = χ(b
−1)f(g), b ∈ P0, g ∈ B},
where χ is naturally extended to P0 and Aloc(B,K) is the space of locally analytic
functions on B. With U the lower unipotent subgroup of B with entries in Zp in the
lower triangular part, 1 in the diagonal entries and 0 elsewhere, we have the natural
decomposition
(3.1) B = UP0
Since χ is fixed, the restriction of the functions of Jloc to G ⊂ B is injective. With
Q0 = P0 ∩G, we deduce that the vector space of Jloc is
(3.2) Iloc = {f ∈ Aloc(G,K) : f(gb) ≡ χ(b
−1)f(g), b ∈ Q0, g ∈ G}.
With the decompositionG = UQ0, we see that Iloc ∼= Aloc(Z
n(n−1)
2
p ,K) = Aloc(U,K).
Here, Zp is seen as the rigid analytic (additive) group B
1(Zp). The group G acts by
left translation
(3.3) h · f(g) 7−→ f(h−1g).
Let Ei,j be the elementary matrices with 1 in the (i, j)
th place and 0 elsewhere.
From now on, we assume
(3.4) p > n+ 1,
then G is p-saturated in the sense of Lazard [12, III, 3.2.7.5] and thus, it is the ordered
product (as a rigid analytic group) of the following one-parameter subgroups:
(1) first, for y ∈ Zp, take the one-parameter lower unipotent matrices by the
following lexicographic order: the 1-parameter group of matrices (1 + yEi,j)
comes before the 1-parameter group of matrices(1+ yEk,l) if and only if i < k
or i = k and j < l,
(2) then, for tk ≡ 1[p] and k ∈ [1, n], take the one-parameter diagonal subgroups
(tkEk,k +
∑n
i=1,i6=k Ei,i) starting from the top left extreme to the low right
extreme and,
(3) finally, for y ∈ pZp, take the upper unipotent matrices in the following order:
the 1-parameter group of matrices (1 + yEi,j) comes before the 1-parameter
group of matrices (1 + yEk,l) if and only if i ≥ k or i = k and j > l.
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That is, for the lower unipotent matrices, we start with the top and left extreme and
then fill the lines from the left, going down and for the upper unipotent matrices we
start with the low and right extreme and then fill the lines from the right, going up.
(Cf. [12, III, 3.3.2] for the rigid-analyticity and see theorem 2.2.1 and remark 2.2.2 of
[14] for the order of the product i.e. an ordered Lazard basis of G, although in [14] we
have taken G to be upper unipotent matrices modulo p but this does not matter).
Let now A = A(U,K) = A(Z
n(n−1)
2
p ,K) be the subspace of globally analytic func-
tions of Iloc = Aloc(U,K). Thus f ∈ A is a globally analytic function in the variables
ai,j on U , that is,
f(A) =
∑
ν∈Nd
cνa
ν
such that cν ∈ K and |cν | → 0 as |ν| → ∞. Here d =
n(n−1)
2 , a = (a2,1, a3,1, a3,2, ..., an,n−1) ∈
Zdp with the lexicographic ordering of ai,j as in (1), ν = (ν2,1, ν3,1, ..., νn,n−1) ∈
Nd, aν = a
ν2,1
2,1 · · · a
νn,n−1
n,n−1 and |ν| = ν2,1 + · · ·+ νn,n−1.
We now seek conditions such that if f is a globally analytic function on G and the
action of G is defined as above then, the map h 7−→ h · f(g) = f(h−1g) is globally
analytic.
Lemma 3.1. With the above notations, for p > n+1, the action of G on f ∈ A(U,K),
i.e the map h 7→ h · f is a globally analytic function on G if and only if it is so for
all 1-parameter (rigid-analytic) subgroups and the diagonal subgroup of which G is the
product.
Proof. Follows from the same argument as in the discussion after lemma 3.4 of [4]. 
Thus, our goal is to verify the analyticity of the action of the diagonal subgroup, the
1-parameter lower unipotent subgroups and the 1-parameter upper unipotent subgroups
of G which are treated in lemmas 3.2, 3.3 and 3.7 respectively.
Let A = (ai,j)i,j be any matrix in U (i.e. ai,i = 1 and ai,j = 0 for i < j) and
T = diag(t1, ..., tn) =
∑n
k=1 tkEk,k be any element in the diagonal T0 ∩ G, where
tk ∈ 1 + pZp. Assume f ∈ Iloc, then the action of T on f , given by 3.3, is
T · f(A) = f
(
Diag(t−11 , ..., t
−1
n )A
)
= f
(
(
n∑
k=1
t−1k Ek,k)(
n∑
i,j=1
ai,jEi,j)
)
,
= f(
n∑
j,k=1
t−1k ak,jEk,j),
= f
(
(
n∑
k,j=1
t−1k tjak,jEk,j)(
n∑
j=1
t−1j Ej,j)
)
,
= f(
n∑
k,j=1
t−1k tjak,jEk,j)χ(t1, ..., tn) (from 3.2),
Interchanging indices k → i, we obtain
(
n∑
i=1
tiEi,i) · f(
n∑
i,j=1
ai,jEi,j) = f(
n∑
i,j=1
t−1i tjai,jEi,j)χ(t1, ..., tn)(3.5)
with ai,i = 1, ai,j = 0 for i < j and ti ≡ 1( mod p).
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Taking f = 1 we see that χ(t1, ..., tn) must be an analytic function. By 3.5, for
fixed k ∈ [1, n] considering the action of the matrix (tkEk,k +
∑n
i=1,i6=k Ei,i) on f we
obtain,
(tkEk,k +
n∑
i=1,i6=k
Ei,i)f(A) = f(
∑
u,v 6=k
u>v
au,vEu,v + ak,kEk,k +
k−1∑
j=1
t−1k ak,jEk,j +
n∑
i=k+1
tkai,kEi,k)
(3.6)
× χ(1, ..., tk, ..., 1)(3.7)
:= f(C)χ(1, ..., tk, ..., 1)(3.8)
where C is the matrix (
∑
u,v 6=k
u>v
au,vEu,v+ak,kEk,k+
∑k−1
j=1 t
−1
k ak,jEk,j+
∑n
i=k+1 tkai,kEi,k).
Assume now that f is globally analytic in the variables ai,j on U , that is,
(3.9) f(A) =
∑
ν∈Nd
cνa
ν ,
such that cν ∈ K and |cν | → 0. Then with tk = 1 + pξk, ξk ∈ Zp,
f(C) =
∑
ν
cν(a
νk,k
k,k
∏
u,v 6=k
u>v
aνu,vu,v )(
k−1∏
j=1
(t−1k ak,j)
νk,j )(
n∏
i=k+1
(tkai,k)
νi,k)
(3.10)
=
∑
ν
cν(a
νk,k
k,k
∏
u,v 6=k
u>v
aνu,vu,v )(
k−1∏
j=1
(1 + pξk)
−νk,ja
νk,j
k,j )(
n∏
i=k+1
(1 + pξk)
νi,ka
νi,k
i,k ).(3.11)
Recall that for |v| < 1, m ∈ N, we have (1−v)−m =
∑∞
q=0
(
m+q−1
q
)
vq. Now, inserting
the expressions
(1 + pξk)
−νk,j =
∞∑
qk,j=0
(
νk,j + qk,j − 1
qk,j
)
(−pξk)
qk,j
and (1 + pξk)
νi,k =
∑νi,k
ui,k=0
(
νi,k
ui,k
)
pui,kξ
ui,k
k in equation 3.11 we obtain, with |q| :=
qk,1 + · · ·+ qk,k−1, |u| = uk+1,k + · · ·+ un,k and vmax =
∏n
i=k+1 νi,k,
f(C) =
∑
ν
cν(a
νk,k
k,k
∏
u,v 6=k
u>v
aνu,vu,v )
( k−1∏
j=1
(
∞∑
qk,j=0
(
νk,j + qk,j − 1
qk,j
)
(−pξk)
qk,ja
νk,j
k,j )
)
×
( n∏
i=k+1
νi,k∑
ui,k=0
(
νi,k
ui,k
)
pui,kξ
ui,k
k a
νi,k
i,k
)
=
∑
ν
cν(a
νk,k
k,k
∏
u,v 6=k
u>v
aνu,vu,v )
( ∞∑
N≥0
ξNk (
∑
|q|=N
k−1∏
j=1
(
νk,j + qk,j − 1
qk,j
)
(−p)qk,ja
νk,j
k,j )
)
×
( vmax∑
M=0
ξMk (
∑
|u|=M
n∏
i=k+1
(
νi,k
ui,k
)
pui,ka
νi,k
i,k )
)
.
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Let fN and gM be defined by
fN = (
∑
|q|=N
k−1∏
j=1
(
νk,j + qk,j − 1
qk,j
)
(−p)qk,ja
νk,j
k,j ),(3.12)
gM = (
∑
|u|=M
n∏
i=k+1
(
νi,k
ui,k
)
pui,ka
νi,k
i,k ).(3.13)
Then,
f(C) =
∑
ν
cν(a
νk,k
k,k
∏
u,v 6=k
u>v
aνu,vu,v )(
∞∑
N≥0
ξNk fN)(
vmax∑
M=0
ξMk gM )(3.14)
=
∞∑
m≥0
ξmk
(∑
ν
cν(a
νk,k
k,k
∏
u,v 6=k
u>v
aνu,vu,v )
∑
N+M=m
fNgM
)
.(3.15)
Any element f ∈ A(U,K) is of the form f =
∑
ν∈Nd cνa
ν with lim|ν|→∞ |cν | = 0.
The space A(U,K) is a K-Banach space with the sup norm on f defined by
|f | = sup |cν |
(cf. [2, chapter 2]). Recall that for any K-Banach space V with norm | · |, a represen-
tation π of G on V is called a globally analytic representation if the map
g 7−→ g · v = π(g)v
is globally analytic on G for all v ∈ V . Thus, in coordinates (x1, ..., xl) with l =
dim(G):
g · v =
∑
k
xkvk
where vk ∈ V and |vk| → 0. Here k = (k1, ..., kl) and x
k = xk11 · · ·x
kl
l , ki ∈ N (cf.
[11], [4, section 2]).
Now, with tk = 1 + pξk, ξk ∈ Zp, in order to show that the action of the one-
parameter diagonal subgroup tk(Ek,k)+
∑n
i=1
i6=k
Ei,i on f ∈ A(U,K) is analytic we have
to show that the map
Zp → A(U,K)
ξk 7−→
(
(1 + pξk)Ek,k +
n∑
i=1,i6=k
Ei,i
)
f = f(C)χ(1, .., 1 + pξk, ..., 1)
is a globally analytic map on Zp. The norm of the coefficient of ξ
m
k , in equation 3.15,
is
|
(∑
ν
cν(a
νk,k
k,k
∏
u,v 6=k
u>v
aνu,vu,v )
∑
N+M=m
fNgM
)
|.
Notice that, since N,M ≤ m and fN , gM ∈ Zp from 3.12 and 3.13, the quantity
(a
νk,k
k,k
∏
u,v 6=k
u>v
a
νu,v
u,v
∑
N+M=m fNgM ) has finite sum and product and hence lies in Zp.
Hence,
|
(∑
ν
cν(a
νk,k
k,k
∏
u,v 6=k
u>v
aνu,vu,v )
∑
N+M=m
fNgM
)
| → 0
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as |cν | → 0 with ν → ∞. This gives the analyticity of the action f → f(C) We treat
the analyticity of the character χ in general. Write χ = (χ1, ..., χn), χi(1 + pui) =
eci log(1+pui) for ci ∈ K, ui close to 0, i ∈ [1, n]. The exponential is analytic (in
K) in the domain vp(z) >
e
p−1 where e = e(K) and vp is the normalized valuation,
vp(p) = 1. Now,
vp(ci log(1 + pui)) = vp(ci) + 1 + vp(ui).
So we must have vp(ci) + 1 >
e
p−1 , i.e.
vp(ci) >
e
p− 1
− 1,(3.16)
=
−p
p− 1
(if K is unramified).(3.17)
We say that χ is "analytic" if and only if ci’s verify these conditions and in the rest
of this text we assume that our character χ is analytic. It is easy to see that if χ is
analytic, then χ(1, ..., 1 + pξk, ..., 1) is an analytic function on ξk. The character
χ(1, ..., 1 + pξk, ..., 1) = χk(1 + pξk) =
∞∑
n=0
cn(1 + pξk)
n (since χk is analytic)
=
∞∑
n=0
cn
n∑
u=0
(
n
u
)
puξuk
=
∞∑
u=0
ξuk
(
pu
∞∑
n≥u
cn
(
n
u
))
.
The norm of the coefficient of ξuk is |p
u
∑∞
n≥u cn
(
n
u
)
| which goes to 0 as |cn| → 0 with
n→∞. Thus, we have shown
Lemma 3.2. Under the hypothesis 3.16, for each k ∈ [1, n], the action of the one-
parameter diagonal subgroup (tkEk,k +
∑n
i=1,i6=k Ei,i) of G on A(Z
n(n−1)
2
p ,K) given
by 3.7 is an analytic action.
For y ∈ Zp and i > j, i, j fixed between 1, ..., n, the action of the 1-parameter
(rigid-analytic) subgroup (1 + yEi,j) on f(A), given by 3.3 is
(1 + yEi,j)f(A) = f
(
(1 + yEi,j)
−1A
)
= f
(
(1− yEi,j)A
)
,(3.18)
= f
(
(1 − yEi,j)(
∑
k≥l
k,l∈[1,n]
ak,lEk,l)
)
,(3.19)
= f
( ∑
k≥l
k,l∈[1,n]
ak,lEk,l −
∑
l=1,...,j
yaj,lEi,l
)
:= f(B),(3.20)
where B is the matrix
∑
k≥l
k,l∈[1,n]
ak,lEk,l −
∑j
l=1 yaj,lEi,l. One can easily see that the
matrix B = (bu,v) is lower unipotent and differs from matrix A only in the first j entries
of its ith row. In particular, bi,v = ai,v − yaj,v for all v ∈ [1, j], (aj,j = 1) and all other
bu,v are the same as au,v (recall that A is lower unipotent).
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Now, let f be a globally analytic function on U as in 3.9. That is f(a) =
∑
ν∈Nd cνa
ν
with aν = a
ν2,1
2,1 · · · a
νn,n−1
n,n−1 and |cν | → 0. Then, we have to show that (1 + yEi,j)f =
f(B) gives an analytic map
Zp → A(U,K)
y → (1 + yEi,j)f = f(B).
The power series
f(B) =
∑
ν
cν
(
(
∏
u>v
u=i =⇒ v>j
aνu,vu,v )(
j∏
k=1
(ai,k − yaj,k)
νi,k)
)
.
For each k ∈ [1, j], inserting the expansion
(ai,k − yaj,k)
νi,k =
νi,k∑
mi,k=0
(
νi,k
mi,k
)
ymi,k(−aj,k)
mi,ka
νi,k−mi,k
i,k
into f(B) we obtain, for M =
∏j
k=1 νi,k, |m| = mi,1 + · · ·+mi,j ,
f(B) =
∑
ν
cν
(
(
∏
u>v
u=i =⇒ v>j
aνu,vu,v )(
j∏
k=1
(
νi,k∑
mi,k=0
(
νi,k
mi,k
)
ymi,k(−aj,k)
mi,ka
νi,k−mi,k
i,k ))
)
=
∑
ν
cν
(
(
∏
u>v
u=i =⇒ v>j
aνu,vu,v )(
M∑
N=0
yN(
∑
|m|=N
mi,⋆∈[0,νi,⋆]
j∏
k=1
(
νi,k
mi,k
)
(−aj,k)
mi,ka
νi,k−mi,k
i,k ))
)
=
∑
ν
cν
( M∑
N=0
yN((
∏
u>v
u=i =⇒ v>j
aνu,vu,v )
∑
|m|=N
mi,⋆∈[0,νi,⋆]
j∏
k=1
(
νi,k
mi,k
)
(−aj,k)
mi,ka
νi,k−mi,k
i,k )
)
=
M∑
N=0
yN
(∑
ν
cν((
∏
u>v
u=i =⇒ v>j
aνu,vu,v )
∑
|m|=N
mi,⋆∈[0,νi,⋆]
j∏
k=1
(
νi,k
mi,k
)
(−aj,k)
mi,ka
νi,k−mi,k
i,k )
)
=
M∑
N=0
yNfN
where
fN :=
∑
ν
cν
(
(
∏
u>v
u=i =⇒ v>j
aνu,vu,v )
∑
|m|=N
mi,⋆∈[0,νi,⋆]
j∏
k=1
(
νi,k
mi,k
)
(−aj,k)
mi,ka
νi,k−mi,k
i,k
)
.
Define
s(N, ν) :=
(
(
∏
u>v
u=i =⇒ v>j
aνu,vu,v )
∑
|m|=N
mi,⋆∈[0,νi,⋆]
j∏
k=1
(
νi,k
mi,k
)
(−aj,k)
mi,ka
νi,k−mi,k
i,k
)
such that fN =
∑
ν cνs(N, ν). Notice that since mi,k ≤ νi,k for all k ∈ [1, j], the
sum in s(N, ν) is a finite sum and thus s(N, ν) lies in Zp. Therefore, the norm of the
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coefficient of yN is |fN | = |
∑
ν cνs(N, ν)| which goes to 0 as |cν | → 0 with |ν| → ∞.
This gives the analyticity of the map y → (1 + Ei,j)f = f(B).
Therefore, we have shown,
Lemma 3.3. For y ∈ Zp and i > j, the action of the lower unipotent (rigid-analytic)
1-parameter subgroup (1 + yEi,j) of G on f ∈ A(Z
n(n−1)
2
p ,K), given by 3.18 is an
analytic action.
It remains to check the analyticity of the action 3.3 by triangular superior matrices
of the form (1 + yEi,j) for i < j, i, j ∈ [1, n], y ∈ pZp. Recall that the action of
(1 + yEi,j) on f ∈ Iloc given by 3.3, is
(1 + yEi,j)f(A) = f
(
(1 + yEi,j)
−1A
)
= f
(
(1 − yEi,j)A
)
.
Recall the action of Q0 given by 3.2, that is, f(gb) ≡ χ(b
−1)f(g) with b ∈ Q0. Hence,
our objective is to write the matrix (1− yEi,j)A as the product of two matrices X and
Z with X ∈ U and Z ∈ Q0, that is:
(1− yEi,j)A = XZ,
where X is a lower unipotent matrix with entries in Zp and Z is a upper triangular
matrix with diagonal elements in 1+pZp and such that the elements above the diagonal
have entries in pZp.
Lemma 3.4. For i < j and y ∈ pZp, there exists a unique matrix decomposition
(1− yEi,j)A = XZ with X = (xk,l)k,l ∈ U and Z = (zr,s)r,s ∈ Q0. Also,
(1) all the diagonal elements zr,r of Z are of the form
1−yhr,r(y,a)
1−ygr,r(y,a)
,
(2) all the elements zr,s, for r < s, of Z are of the form
yhr,s(y,a)
1−ygr,s(y,a)
,
(3) all the elements xk,l with k > l of the lower triangular unipotent matrix X are
of the form
hk,l(y,a)
1−ygk,l(y,a)
,
where h⋆,⋆(y, a) and g⋆,⋆(y, a) are polynomial functions with integral coefficients in y
and a2,1, a3,1, a3,2, ..., an,n−1 (entries of the lower unipotent matrix A).
Proof. We prove the lemma by an easy inductive argument. The base case n = 2 is
clear from the matrix equation(
1 −y
0 1
)(
1 0
a2,1 1
)
=
(
1− ya2,1 −y
a2,1 1
)
=
(
1 0
x2,1 1
)(
z1,1 z1,2
0 z2,2
)
=
(
z1,1 z1,2
z1,1x2,1 z2,2 + z1,2x2,1
)
with x2,1 =
a2,1
1−ya2,1
, z1,1 = 1− ya2,1, z1,2 = −y, z2,2 =
1
1−ya2,1
. Assume, by induction
hypothesis that our lemma is true for GL(n− 1). We show it for GL(n). Let us first
suppose that i > 1, that is
(1−yEi,j) =

1 0 · · · 0
0
1− yE′
...
0
 (with some elementary matrix E′, 1−yE′ ∈ GL(n−1))
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The matrix A, being lower unipotent, can be written in the following block form:
A =
 1 0 · · · 0a2,1
A′
...
an,1
 (with A′ ∈ GL(n− 1))
Setting a to be the column vector

a2,1
a3,1
...
an,1
 ,
(1−yEi,j)A =

1 0 · · · 0
0
1− yE′
...
0

 1 0 · · · 0a2,1
A′
...
an,1
 = ( 1 0
(1− yE′)a (1− yE′)A′
)
We want to decompose the above matrix in the form
(
1 0
(1− yE′)a (1 − yE′)A′
)
=
 1 0 · · · 0x2,1
X ′
...
xn,1

 z1,1 z1,2 · · · z1,n0
Z ′
...
0

with x2,1, ..., xn,1 ∈ Zp, z1,1 ∈ 1 + pZp and z1,2, ..., z1,n ∈ pZp. Denote z to be the
row vector [z1,2, ..., z1,n], x to be the column vector

x2,1
x3,1
...
xn,1
. Hence, we want to
solve (
1 0
(1− yE′)a (1− yE′)A′
)
=
(
z1,1 z
z1,1x x · z+X
′Z ′
)
So we must have
(1) z1,1 = 1,
(2) z = 0,
(3) z1,1x = x = (1− yE
′)a (using z1,1 = 1 from (1)),
(4) x · z+X ′Z ′ = X ′Z ′ = (1 − yE′)A′ (as z = 0 from (2)).
By the induction hypothesis, we can find X ′ and Z ′ satisfying (4) with entries in as
lemma 3.4. Also, (3) is of the form
1
−y
. . .
1


a2,1
a3,1
...
an,1
 =

x2,1
x3,1
...
xn,1

Clearly, we can solve x2,1, .., xn,1 from the above matrix equation satisfying lemma
3.4 and in fact the solutions do not have any denominators.
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So by induction we are reduced to the case i = 1, that is, when
(1− yEi,j) =
 1 0 · · · − y · · · 00
1
...
0

Our goal is to solve, for X and Z, the following matrix equation:
(3.21) (1− yE1,j)A = XZ.
Expanding right hand side of 3.21, we obtain
B = (bu,v)u,v = XZ =
(
1 +
∑
k∈[1,n]
l∈[1,k−1]
xk,lEk,l
)( ∑
r∈[1,n]
s∈[r,n]
zr,sEr,s
)
=
∑
r∈[1,n]
s∈[r,n]
zr,sEr,s +
∑
k∈[1,n]
r∈[1,k−1]
s∈[r,n]
xk,rzr,sEk,s.
Therefore,
(3.22) bu,v =
{∑v
r=1 xu,rzr,v, if u > v
zu,v +
∑u−1
r=1 xu,rzr,v, if u ≤ v
Recall that our matrix A =
∑
k≥l ak,lEk,l is lower unipotent, that is ak,k = 1 for all
k ∈ [1, n] and ak,l = 0 for k < l. Expanding the left hand side of 3.21, we obtain
(1− yE1,j)A = (1− yE1,j)(
∑
k≥l
ak,lEk,l) =
∑
k≥l
ak,lEk,l −
j∑
l=1
yaj,lE1,l,
=
∑
k∈[1,n]
l∈[1,k]
k 6=1
ak,lEk,l +
j∑
l=2
(−yaj,l)E1,l + (1 − yaj,1)E1,1.
Note that the 1st row of the matrix (1− yE1,j)A is
j∑
l=2
(−yaj,l)E1,l + (1− yaj,1)E1,1.
From 3.21, the matrices (1−yE1,j)A and B = (bu,v)u,v are equal. Thus, equating bu,v
from 3.22 with the above expression of the matrix (1−yE1,j)A, we obtain the following
equations (with the convention that xk,l = 0 for k ≤ l and zr,s = 0 for r > s):
(1) for u 6= 1 and u > v, bu,v =
∑v
r=1 xu,rzr,v = au,v,
(2) for u 6= 1 and u = v, bu,v = zu,u +
∑u−1
r=1 xu,rzr,v = au,u = 1,
(3) for u 6= 1 and u < v, bu,v = zu,v +
∑u−1
r=1 xu,rzr,v = au,v = 0,
(4) for u = v = 1, b1,1 = z1,1 = 1− yaj,1,
(5) for u = 1 and u < v, b1,v = z1,v = −yaj,v.
Note that in (5), for v > j, b1,v = −yaj,v = 0 (as A is lower unipotent). Setting v = 1
in formula (1), for u ∈ [2, n], we obtain
(3.23) xu,1 =
au,1
z1,1
=
au,1
1− yaj,1
(as z1,1 = 1− yaj,1 from (4)).
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Now, let C = (ck,l)k,l = (1 − yE1,j)A and B = (bu,v)u,v as above. We proceed by
equating, in the 1st stage, the first row of the matrix B with the first row of the matrix
C, starting from the leftmost entry (i.e. given by equations (4) and (5) above) and
solve for z⋆,⋆. Then in the next stage (say stage 1 +
1
2 ) we equate the first column of
the matrix B with the first column of the matrix C starting from the uppermost entry
(b2,1 = c2,1) and solve for x⋆,⋆ (i.e. those given by 3.23). In the second stage we do
the same with the second row and in the stage 2 + 12 we equate the second column of
the matrix B with C (given by (1), (2) and (3)) and proceed like this until the last nth
stage. Our objective is to solve x⋆,⋆ and z⋆,⋆ while equating the matrix B with C and
show (1), (2) and (3) of lemma 3.4. We prove this by induction.
Assume, by induction hypothesis, at themth and the stagem+ 12 (1 ≤ m < n), that
we have found xk,l for k ∈ [2, n], l ∈ [1,m], k > l and zr,s for r ∈ [1,m], s ∈ [1, n], r ≤
s having the form (1), (2) and (3) of lemma 3.4. Then, at the (m+1)th stage we have
to equate bm+1,v = cm+1,v for v ∈ [m + 1, n]. Equating bm+1,m+1 = cm+1,m+1, we
deduce, by formula (2) after 3.22, that
zm+1,m+1 = 1−
m∑
r=1
xm+1,rzr,m+1,
= 1−
yh1(y, a)
1− yg1(y, a)
(by induction hypothesis),
=
1− y(h1 + g1)
1− yg1
,
for some polynomial functions h1(y, a) and g1(y, a) with integral coefficients in y and
a2,1, a3,1, a3,2, ..., an,n−1.
Similarly, equating bm+1,v = cm+1,v for v ∈ [m + 2, n], we obtain, by formula (3)
after 3.22, that
zm+1,v = −
m∑
r=1
xm+1,rzr,v,
=
−yh2(y, a)
1− yg2(y, a)
(again by induction hypothesis),
At the stage (m + 1) + 12 we have to equate bu,m+1 = cu,m+1 for all u ∈ [m + 2, n].
So, by formula (1) after 3.22, we get
xu,m+1zm+1,m+1 = au,m+1 −
m∑
r=1
xu,rzr,m+1,
= au,m+1 −
yh3(y, a)
1− yg3(y, a)
(again by induction hypothesis),
=
h4(y, a)
1− yg3(y, a)
,
for some h4 and g3 with integral coefficients. Therefore,
xu,m+1 =
h4(y, a)
1− yg3(y, a)
·
1
zm+1,m+1
=
h4(y, a)
1− yg3(y, a)
1− yg1
1− y(h1 + g1)
=
h5(y, a)
1− yg5(y, a)
,
with polynomials h5 and g5 having integral coefficients. This completes our induction
argument and finishes the proof of lemma 3.4.

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Now, let f ∈ Iloc. Then, by lemma 3.4, the action of (1 + yEi,j) on f is given by
(3.24) (1 + yEi,j)f(A) = f(X)χ(z
−1
1,1, ..., z
−1
n,n) ( with X and z⋆,⋆ as in lemma 3.4).
Recall that for |v| < 1, we have
(1− v)−m =
∞∑
q=0
(
m+ q − 1
q
)
vq.
Assume now that f ∈ A(Z
n(n−1)
2 ,K) is a globally analytic function. Thus, f is an
element in the Tate algebra of U with n(n−1)2 variables. In order to show that the
action of (1 + yEi,j) on f ∈ A(U,K), given by equation 3.24, is globally analytic we
have to show that
n∏
r=1
χr(z
−1
r,r )f(X)
is a globally analytic function in y.
Lemma 3.5. If the action f → g, g(A) = f(X) where A = XZ is globally analytic,
then f →
∏n
r=1 χr(z
−1
r,r )g is globally analytic.
Proof. With 3.16, our character χ is analytic. Hence,
χr(z
−1
r,r ) = χr
( 1− ygr,r(y, a)
1− yhr,r(y, a)
)
( from lemma 3.4)
=
∞∑
n=0
cn
( 1− ygr,r(y, a)
1− yhr,r(y, a)
)n
( for |cn| → 0).
We are reduced to show that (y, a) →
1−ygr,r(y,a)
1−yhr,r(y,a)
is analytic in y and this is true
because
1− ygr,r(y, a)
1− yhr,r(y, a)
= (1− ygr,r(y, a))
( ∞∑
n=0
(yhr,r(y, a))
n
)
.
Hence we have shown the lemma. 
Therefore, with lemma 3.5, to prove that the action of (1+ yEi,j) on f ∈ A(U,K),
given by equation 3.24, is globally analytic, we only need to show that the action f → g,
g(A) = f(X) where A = XZ is globally analytic.
Lemma 3.6. The action f → g, g(A) = f(X) where A = XZ is globally analytic.
Proof. Recall that the lower unipotent matrix X is ((xk,l)k,l) with xk,l =
hk,l(y,a)
1−ygk,l(y,a)
given by lemma 3.4. Write
xk,l = hk,l(y, a)
∞∑
n=0
yngk,l(y, a)
n
=
∞∑
n=0
yngn,k,l(y, a).
Since f is analytic, f =
∑
N fNx
N with N = (Nk,l) ∈ Z
n(n−1)
2
p , xN =
∏
k>l x
Nk,l
k,l .
The norm |fN | → 0 as N →∞. Then,
f(X) = f((xk,l)k,l) =
∑
N
fN
∏
k,l
k>l
(
∞∑
n=0
yngn,k,l(y, a))
Nk,l .
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As
(
∞∑
n=0
yngn)
M =
∑
v≥0
yv
∑
v1+···+vM=v
gv1 · · · gvM ,
we obtain that
f(X) =
∑
N=(Nk,l)
fN
∏
k,l
∑
v≥0
yv(
∑
v1+···+vNk,l=v
gv1,k,l · · · gvNk,l ,k,l).
Define ak,l(v) = (
∑
v1+···+vNk,l=v
gv1,k,l · · · gvNk,l ,k,l) then,
f(X) =
∑
N=(Nk,l)
fN
∏
k,l
∑
v≥0
yvak,l(v)
=
∑
N=(Nk,l)
fN
∞∑
v≥0
yv
∑
∑
vk,l=v
∏
k,l
ak,l(vk,l)
=
∑
N=(Nk,l)
fN
∞∑
v≥0
yv
∑
∑
vk,l=v
∏
k,l
∑
v1+···+vNk,l=vk,l
gv1,k,l · · · gvNk,l ,k,l.
The coefficient of yv is∑
N=(Nk,l)
fN
∑
∑
vk,l=v
∏
k,l
∑
v1+···+vNk,l=vk,l
gv1,k,l · · · gvNk,l ,k,l :=
∑
N=(Nk,l)
fNsN
where
sN :=
∑
∑
vk,l=v
∏
k,l
∑
v1+···+vNk,l=vk,l
gv1,k,l · · · gvNk,l ,k,l.
Here Nk,l is finite and vk,l ≤ v and hence the sum sN is a finite sum in Zp. As, with
N →∞, |fN | → 0, we obtain that |
∑
N fNsN | → 0 and this completes the proof. 
This shows the analyticity of the action given by 3.24. So we have shown
Lemma 3.7. For y ∈ pZp and i < j, the action of the upper unipotent (rigid-analytic)
1-parameter subgroup (1 + yEi,j) of G on f ∈ A(Z
n(n−1)
2
p ,K), given by 3.24 is an
analytic action.
Note that, by section 3.1, the vector space of locally analytic functions of principal
series
indBP0(χ)loc = {f ∈ Aloc(B,K) : f(gb) = χ(b
−1)f(g), b ∈ P0, g ∈ B}
is isomorphic to the vector space of the locally analytic functions
Iloc ∼= Aloc(Z
n(n−1)
2
p ,K). Denote by ind
B
P0(χ) the space of globally analytic vectors of
indBP0(χ)loc which is A := A(Z
n(n−1)
2
p ,K).
Also, the representation on A is admissible: indeed, A is a subspace of A(G) defined
by the conditions f(gb) = χ(b−1)f(g) (f is then analytic on G since χ is so) and this
is a closed subspace. Thus by lemmas (3.1- 3.3) and lemma 3.7 we have shown the
following theorem.
Theorem 3.8. Assume p > n + 1. Let χ be an analytic character of T0 (cf. 3.16).
The action of G on the induced principal series indBP0(χ) is a globally analytic action.
Moreover, the globally analytic representation of G on indBP0(χ) is admissible in the
sense of Emerton ([11], [4, sec. 2.3]).
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Recall that χ = (χ1, .., χn) where χi(1 + pui) = e
ci log(1+pui) for ci ∈ K, ui close
to 0, i ∈ [1, n]. Also, recall from 3.9 that f ∈ A implies that f(A) =
∑
ν∈Nd cνa
ν with
|cν | → 0 as |ν| = ν2,1 + ν3,1 + · · ·+ νn,n−1 →∞.
In the following, we will have conditions on the character χ such that the globally
analytic representation of G on A is irreducible.
Let µ be the linear form from the Lie algebra of the torus T0 to K given by
µ = (−c1, ...,−cn) : Diag(t1, ..., tn) 7→
n∑
i=1
−citi
where t = (ti) ∈ Lie(T0). For negative root α = (i, j), i > j, let H(i,j) be the matrix
Ei,i − Ej,j where Ei,i is the standard elementary matrix.
Theorem 3.9. Let ci’s satisfy 3.16 and p > n+1, then the globally analytic representa-
tion A ∼= indBP0(χ) of G is topologically irreducible if and only if for all α = (i, j) ∈ Φ
−,
−µ(Hα=(i,j)) + i − j /∈ {1, 2, 3, ...}.
Assume X ⊂ A is a closed G-invariant subspace. Let Φ,Φ−,Φ+,Π be the roots,
negative roots, positive roots and simple roots respectively associated to G. Consider
f ∈ A. Then, from 3.9,
f =
∑
ν∈Nd
cνa
ν
where d = n(n−1)2 , cν ∈ K, |cν | → 0 as |ν| :=
∑
α∈Φ− να →∞.
Here, ν = (να, α ∈ Φ
−) ∈ Nd and aν =
∏
α∈Φ− a
να
α . In some arguments we will have
to order the exponents να’s. We use the following lexicographic order. Let α = (i, j)
and α′ = (k, l). Then να comes before να′ if and only if i < k or i = k and j < l,
i.e. ν = (ν2,1, ν3,1, ν3,2, ..., νn,n−1) (see also the discussion before equation 3.9). For
N ≥ 0, let τN be the natural truncation
A → K[a]N := ⊕|ν|≤NKa
ν .
The later space is the space of polynomials in several variables with total degree ≤
N . As τN is equivariant under the action of the diagonal subgroup of G given by
formulas 3.5 and 3.6 and the associated characters of the diagonal torus of G are
linearly independent, τN (X ) is a direct sum of monomials given by
τN (X ) := XN = {
∑
ν∈MN
cνa
ν}
where MN is the set of exponents of a of elements in XN . If N ≤ N
′ and ν ∈ MN ,
then by surjectivity
K[a]N ′ ։ K[a]N ,
we obtain µ ∈ MN ′ . Conversely, ν ∈ MN′ and |ν| ≤ N implies ν ∈ MN . Therefore,
the multi-sets MN and MN ′ are compatible and thus there exists M (the exponents of
elements of X ) such that
(1) f ∈ X =⇒ cν = 0 for all ν /∈M .
(2) If ν ∈M , aν ∈ τN (X ) for all N ≥ |ν|, thus there exists
f := aν +
∑
|r|>N
cra
r ∈ X
(here r = (rα, α ∈ Φ
−) ∈ Nd, |cr| → 0
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For α ∈ Φ−, let Yα ∈ g = Lie(G) be the infinitesimal generator associated to the
unipotent subgroup 1 + yEα, y ∈ Zp, Eα being the standard elementary matrix at α.
Lemma 3.10. The multi-index 0 ∈M.
Proof. M 6= null, because if so, then X = 0, which is not true by assumption. Now if
ν = (να, α ∈ Φ
−) ∈M , then by (2) above
f = aν +
∑
|r|>N
cra
r ∈ X
(here N ≥ |ν|, r ∈ Nd). By 3.20, the action of Yβ = Y(i,j) on f (where β = (i, j) ∈ Φ
−
is fixed) is given by
Yβ(f) =
d
dy
∣∣∣
y=0
(
(
∏
α=(u,v)
u=i =⇒ v>j
aναα )(
j∏
k=1
(ai,k + yaj,k)
νi,k)
+
∑
|r|>N
cr(
∏
α=(u,v)
u=i =⇒ v>j
arαα )(
j∏
k=1
(ai,k + yaj,k)
ri,k)
)
=
∏
α=(u,v)
u=i =⇒ v>j
aναα (
j∑
l=1
νi,laj,la
νi,l−1
i,l
∏
k∈[1,j]
k 6=l
a
νi,k
i,k )
∑
|r|>N
cr
∏
α=(u,v)
u=i =⇒ v>j
arαα (
j∑
l=1
ri,laj,la
ri,l−1
i,l
∏
k∈[1,j]
k 6=l
a
ri,k
i,k )
= A+
∑
|r|>N
crB
The first term in the R.H.S of the above equation is
A :=
∏
α=(u,v)
u=i =⇒ v>j
aναα (
j∑
l=1
νi,laj,la
νi,l−1
i,l
∏
k∈[1,j]
k 6=l
a
νi,k
i,k ) =
j∑
l=1
νi,la
νj,l+1
j,l a
νi,l−1
i,l
∏
α6=(i,l)
α 6=(j,l)
aναα
and
B =
∏
α=(u,v)
u=i =⇒ v>j
arαα (
j∑
l=1
ri,laj,la
ri,l−1
i,l
∏
k∈[1,j]
k 6=l
a
ri,k
i,k ) =
j∑
l=1
ri,la
rj,l+1
j,l a
ri,l−1
i,l
∏
α6=(i,l)
α 6=(j,l)
arαα
Notice that the monomials in B has total degree |r| except the term (when l = j)
ri,ja
ri,j−1
i,j
∏
α6=(i,j) a
rα
α (note that aj,j = 1 by convention) which has total degree
|r| − 1.
As Y(i,j)(f) ∈ X , we see that (να, νi,j − 1, α ∈ Φ
−, α 6= (i, j)) ∈ M ; these are the
exponents when we take l = j in A. This shows that if M 6= null, then 0 ∈M because
we can descend the vi,j ’s successively for every negative root (i, j) and this completes
the proof of lemma 3.10. 
Lemma 3.11. The constants a0 ∈ X .
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Proof. Let Tk ∈ g be the infinitesimal generator associated to the diagonal subgroup
Diag(1, ..., tk, ..., 1), tk ∈ 1+pZp, tk is at the (k, k)-th place. By lemma 3.10, 0 ∈M .
This implies that
f = c0 +
∑
|r|>0
cra
r ∈ X
(c0 6= 0). We will essentially follow the proof given by Clozel for GL(2). By equation
3.10, from the action of Diag(1, ..., tk, ..., 1) on f , the function obtained from Tk(f),
(3.25)
∑
|r|>0
cr(
∑
rδ −
∑
rβ)a
r ∈ X
where
∑
rδ is
∑
δ=(i,k)
i∈[k+1,n]
rδ and
∑
rβ is
∑
β=(k,j)
j∈[1,k−1]
rβ .
The function obtained from T p−1k (f),∑
|r|>0
cr(
∑
rδ −
∑
rβ)
p−1ar ∈ X .
This implies that
Ekf := c0 +
∑
|r|>0
cr(1 − (
∑
rδ −
∑
rβ)
p−1)ar ∈ X .
If p |
∑
rδ −
∑
rβ , then (1− (
∑
rδ −
∑
rβ)
p−1)l → 1 as l →∞. If p ∤
∑
rδ −
∑
rβ ,
then (1− (
∑
rδ −
∑
rβ)
p−1)l → 0 as l →∞. Then
Ak,1f := c0 +
∑
|r|>0
p|
∑
rδ−
∑
rβ
cra
r ∈ X .
Similar to 3.25, applying now, the transformation Tk on Ak,1f , dividing by p, and
iterating all the above steps, we see that
Ak,2(f) := c0 +
∑
|r|>0
p2|
∑
rδ−
∑
rβ
cra
r ∈ X .
Iterating again and again s times, for s ∈ N, we obtain
Ak,s(f) := c0 +
∑
|r|>0
ps|
∑
rδ−
∑
rβ
cra
r ∈ X .
This implies, for s ∈ N,
(3.26) (
n∏
k=1
Ak,s)(f) = c0 +Qs(f) ∈ X
where Qs(f) =
∑
cra
r where the sum runs over all r = (rα, α ∈ Φ
−) with |r| > 0
such that for all k ∈ [1, n] :
ps |
∑
δ=(i,k)
i∈[k+1,n]
rδ −
∑
β=(k,j)
j∈[1,k−1]
rβ .
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We need to show that Qs(f)→ 0 as s→∞, i.e., we have to show that
∀Nǫ, ∃S, such that ∀s > S, valp(cr) > Nǫ, ∀r ∈ N
d such that |r| > 0,(3.27)
and ps |
( ∑
δ=(i,k)
i∈[k+1,n]
rδ −
∑
β=(k,j)
j∈[1,k−1]
rβ
)
for all k ∈ [1, n].(3.28)
But as f is globally analytic, |cr| → 0 as |r| =
∑
α∈Φ− rα →∞, which means that
∀Nǫ, ∃S
′ such that whenever |r| > S′(3.29)
we have valp(cr) > Nǫ.(3.30)
Any S such that pS > S′ will work in 3.27. This is because, take any r, such that
|r| > 0 and
ps |
( ∑
δ=(i,k)
i∈[k+1,n]
rδ −
∑
β=(k,j)
j∈[1,k−1]
rβ
)
for all k ∈ [1, n]
(i.e. satisfying equation 3.28) with s > S (cf. (3.27)).
For k = 1, (3.28) implies ps | r2,1+ r3,1+ r4,1+ · · ·+ rn,1 which means r2,1+ r3,1+
r4,1 + · · · + rn,1 ≥ p
s > S′ except when r2,1 = r3,1 = r4,1 = · · · = rn,1 = 0. If this
happens, then consider (3.28) with k = 2, i.e. ps | r3,2+ r4,2+ · · ·+ rn,2− (r2,1 = 0),
i.e. r3,2 + r4,2 + · · · + rn,2 ≥ p
s > S′ except when r3,2 = r4,2 = · · · = rn,2 = 0.
Repeating this process, since we have started with an r such that |r| > 0, we see that
any r as in (3.28), with |r| > 0, satisfies |r| > S′ for all s > S and this by (3.29) and
(3.30) implies that valp(cr) > Nǫ which was the desired condition in (3.27). (Here
S is chosen such that pS > S′). This shows that Qs(f) → 0 as s → ∞ which gives
c0 ∈ X (cf. (3.26)). This completes the proof of lemma 3.11. 
In the following, we complete the proof of Theorem 3.9 which was to find conditions
such that the globally analytic representation A of G is topologically irreducible. It
uses an argument concerning Verma modules and the condition of irreducibility of A
comes from a result of Bernstein-Gelfand determining the condition of irreducibility of
that Verma module.
With notations as in section 3.1, let g = Lie(G), h = Lie(T0), b (resp. b
−) be the
upper (resp. lower) triangular Borel subalgebra containing h. Let u− = Lie(U). Recall
that here ci’s ∈ K are such that χi(t) = t
ci , for t→ 1. Let
V−µ := U(g)⊗U(b−) K
be the Verma module where U(b−) acts on K via the action of b− = u−⊕h, u− acting
trivially and h via
−µ ∈ h⋆ = Hom(h,K) given by
(3.31) µ = (−c1, ...,−cn) : Diag(t1, ..., tn) 7→
n∑
i=1
−citi
where t = (ti) ∈ h, U(g) is the Universal enveloping algebra of g. (Note that Dixmier
has a different normalization for the Verma module [10, section 7.1.14]).
Let Afin be the set of polynomials within the rigid analytic functions A. For k ∈
[1, n], let Tk ∈ h be the infinitesimal generator associated to the one parameter diagonal
subgroup Diag(1, ..., tk, ..., 1), tk ∈ 1 + pZp, tk is at the (k, k)-th place and f = a
r ∈
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Afin. The elements Tk form a basis of h. By equations 3.8 and 3.10, the action of
Diag(1, ..., tk, ..., 1) on f is given by
Diag(1, ..., tk, ..., 1)(f) =
(
(
∏
α=(u,v)
u,v 6=k
arαα )(
∏
δ=(i,k)
i∈[k+1,n]
arδδ t
rδ
k )(
∏
β=(k,j)
j∈[1,k−1]
a
rβ
β t
−rβ
k )
)(
χk(tk)
)
As χk(tk) = t
ck
k , so the action of Tk on f is
Tk · f = cka
r + (
∑
δ=(i,k)
i∈[k+1,n]
rδ −
∑
β=(k,j)
j∈[1,k−1]
rβ)a
r(3.32)
= (ck +
∑
δ=(i,k)
i∈[k+1,n]
rδ −
∑
β=(k,j)
j∈[1,k−1]
rβ)a
r(3.33)
= (−µ−
d∑
i=1
αirαi)(Tk)a
r(3.34)
Here αi’s are the negative roots.
Thus if H ∈ h, then
(3.35) H · ar = (−µ−
d∑
i=1
αirαi)(H)a
r
DecomposingAfin = ⊕ξ∈h⋆Afin(ξ) in the form of h- eigenspaces, we see from 3.35 that
the monomials ar are h-finite and and the dimensions of eigenspaces of Afin under h are
finite: The eigenvectors are of the form ξ ∈ −µ−
∑d
i=1Nαi ∈ h
⋆ and the multiplicity
mult(ξ) = dimA(ξ) of ξ equals
(3.36)
dimA(ξ) = mult(ξ) = {number of families (rαi ) ∈ N
d | ξ = −µ−
d∑
i=1
rαiαi},
which is finite.
With f0 = 1 ∈ Afin, H · f0 = −µ(H)f0 and the action u
− · f0 = 0 because the
action of any element of u− on f0 is given by derivation (cf. proof of Lemma 3.10).
So, the map u→ u · f0 for u ∈ g induces a g-homomorphism
φ : V−µ → A,(3.37)
where V−µ := U(g)⊗U(b−) K.
Moreover, v ∈ V−µ implies v is h - finite (cf. [10, Chapter 7]). This gives φ(v) ∈ A
is h - finite which means that φ(v) ∈ Afin. This is because equation 3.35 gives, by
continuity, that f ∈ A, f =
∑
r=(rαi )
cra
r implies
(3.38) H · f =
∑
r=(rαi )
(−µ−
d∑
i=1
rαiαi)(H)cra
r.
Then H · f = λf implies λ = (−µ −
∑d
i=1 rαiαi)(H) if cr 6= 0. Therefore the cardi-
nality of the set {cr 6= 0} is finite, the h-finite vectors of A are just Afin.
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The map φ : V−µ → Afin in 3.37 is clearly non-zero because the vector 1 ∈ V−µ
goes to f0.
Lemma 3.12. If the Verma module V−µ is irreducible then the globally analytic G-
representation A is irreducible.
Proof. Suppose that the Verma module V−µ is irreducible. Then the map φ : V−µ →
Afin is injective. Also by 3.36, under the action of h, since the eigenvectors of V−µ and
Afin and their multiplicities match, that is dimA(ξ) = dimAfin(ξ) = dimV−µ(ξ), we
deduce that φ is an isomorphism.
Indeed the dimension of dimA(ξ) is given by 3.36, on the other hand, using that
our Verma module V−µ is defined by b
− and −µ (rather than λ − ρ− as in Dixmier’s
parametrization [10, 7.1.4]), Dixmier’s formula [10, 7.1.6] yields
dimV−µ(ξ) = mult(ξ) = {number of families (rαi) ∈ N
d | ξ = λ− ρ− −
d∑
i=1
rαiαi}
where ρ− = 12
∑
α∈Φ− α is half the sum of negative roots (because notice that we have
used b− to define the Verma module instead of Dixmier’s b+). We easily see that the
above dimension dimV−µ(ξ) is equivalent to dimA(ξ) (3.36) with λ− ρ
− = −µ.
So V−µ ∼= Afin. Suppose X is a nonzero closed subspace of A. Then by lemma
3.11, we have 1 ∈ X . This gives Afin = U(g) · 1 ⊂ X . Since X is closed X = A. 
Now we prove the converse of Lemma 3.12.
Recall that a closed subspace of A is G-invariant if and only if it is invariant by
g ([4, Proposition 2.4]). Moreover it follows from the definition of globally analytic
representations (compare [4, Section 2.2]) that the action of g on A is continuous. If
V ⊂ Afin is invariant by g, it follows that its closure V is G-invariant.
Recall that Afin is the set of h-finite vectors in A. In particular, if X ⊂ A is closed,
the space Xh−fin of h-finite vectors in X is X ∩ Afin.
Lemma 3.13. Assume V ⊂ Afin is invariant by g. Then V = V ∩ Afin = V h−fin.
Proof. By 3.36, A(ξ) is the subspace of the Tate algebra spanned by a finite number
of monomials ar. In particular, the obvious projection pξ : A → A(ξ) is continuous.
Assume v ∈ V ∩ Afin. Thus v ∈ ⊕ξA(ξ) (finite sum of finite-dimensional subspaces)
and v = lim vm, vm ∈ V . If P is the projection on ⊕ξA(ξ), v = Pv = limPvm. But
Pv′ ∈ V ∩ ⊕ξA(ξ) for any v
′ ∈ V . Thus v ∈ V , as a limit in a finite-dimensional
space. 
Lemma 3.13 obviously gives the following Corollary.
Corollary 3.14. Suppose V is a non-zero proper subspace of Afin stable by g. Then
V is a non-zero proper closed G-invariant subspace of A.
Lemma 3.15. If the globally analytic G- representation A is irreducible then the Verma
module V−µ is irreducible.
Proof. Let W ⊂ Afin be the image of V−µ by φ. Then W 6= 0. If A is an irreducible
G-module,W = Afin by corollary 3.14. Thus we have a surjective map φ : V−µ → Afin.
But, as we noticed, the dimensions of V−µ(ξ) and of Afin(ξ) coincide. This implies that
φ is an isomorphism. On the other hand (again by the corollary 3.14) W is irreducible.
Thus V−µ is irreducible.
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
Now we determine the condition when the Verma module V−µ is irreducible. Recall
that
µ = (−c1, ...,−cn) : Diag(t1, ..., tn) 7→
n∑
i=1
−citi
where t = (ti) ∈ h. For negative root α = (i, j), i > j, let Hα=(i,j) be the matrix
Ei,i − Ej,j where Ei,i is the standard elementary matrix.
Lemma 3.16. The Verma module V−µ is irreducible if and only if for all α = (i, j) ∈
Φ−, (−µ)(Hα=(i,j)) + i− j /∈ {1, 2, 3, ...}.
Proof. Let ρ− = 12
∑
α∈Φ− α. For α = (i, j) ∈ Φ
−, Hα = Hi+1,i + · · ·+Hj,j−1 and
ρ−(Hk+1,k) = 1. This gives that ρ
−(Hα=(i,j)) = i−j. By Theorem 7.6.24 of [10], the
condition of irreducibility of our V−µ is (−µ+ ρ
−)(Hα) /∈ {1, 2, 3, ...} for all negative
roots α ∈ Φ− (This is because Dixmier’s b+ is our b− and so we have to work with
negative roots.) This gives the condition (−µ)(Hα) + i− j /∈ {1, 2, 3, ...} 
Lemma 3.16, Lemma 3.15, and Lemma 3.12 together proves Theorem 3.9. [Q.E.D]
3.2. With L an unramified finite extension of Qp. All the arguments of section 3.1
extend automatically to the group G(L). As L is unramified, the conditions on the
character χ to be analytic, that is those given by 3.16, remain unchanged. Moreover,
note that the representation A(B
n(n−1)
2
1 ,K) (where now B
n(n−1)
2
1 is seen as a product of
n(n−1)
2 closed rigid balls of radius 1 as an L-analytic space) given by the lemmas 3.2, 3.3,
3.7 are L-analytic. The restriction of A(B
n(n−1)
2
1 ,K) to G(Qp) is simply the previous
representation. Indeed, the representation of G(L) is obtained from the representation
of G(Qp) by holomorphic base change (cf. section 2.2 and [4, prop. 3.1]). Denote by
IQp(χ) and IL(χ), respectively, the two globally analytic representations (the character
χ is defined by the parameters (c1, ..., cn), we agree to identify the characters for the
two fields). Then we have:
Theorem 3.17. For a given embedding L →֒ K, with µ as in 3.31, if −µ(Hα)+i−j /∈
{1, 2, 3, ...} for all α = (i, j) ∈ Φ−, then IL(χ) is an admissible, irreducible (under both
G(L) and G(Qp)) globally analytic representation and it is the holomorphic base change
of IQp(χ).
IL(χ) is admissible, as holomorphic base change respects admissibility [4, prop. 3.1].
With the notations of section 2.2, define the full (Langlands) base change of IQp to be
the representation of ResL/QpG(Qp) on ⊗̂σ (IL(χ))
σ := I(χ ◦NL/Qp), where NL/Qp
is the norm map from L to Qp and ⊗̂ is the completed tensor product (see also [4, def.
3.8]) and σ ∈ Gal(L/Qp). Note that, for each factor, the embedding i : L→ K must
be replaced by i ◦ σ. Finally, we then have
Theorem 3.18. Let µ be as in 3.31, Assume −µ(Hα) + i − j /∈ {1, 2, 3, ...} for all
α = (i, j) ∈ Φ−. Then the completed tensor product ⊗̂σ (IL(χ))
σ is irreducible, and
is the representation of G(L) on the space of globally analytic vectors, induced from
χ ◦NL/Qp .
Proof. Notice that by assumption, each factor in the completed tensor product is irre-
ducible and admits the same description as in theorem 3.17. The space of the repre-
sentation I(χ◦NL/Qp) is ⊗̂σ A(U,K) = A(ResL/QpU,K) which is a space of globally
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analytic vectors (by theorem 3.17) in the locally analytic representation Iloc(χ◦NL/Qp)
of ResL/Qp(G). The proof of irreducibility of ⊗̂σ (IL(χ))
σ follows from Theorem 3.9
using a natural generalization of Clozel’s argument in Theorem 3.11, part (ii) of [4],
revised version. 
Appendix A. Analyticity for the induction from the Weyl orbits of
the upper triangular Borel subgroup of B
In this appendix we treat the global analyticity of the principal series induced from
Weyl orbits of the Borel subgroup (theorem A.3). Then we base change our globally
analytic representation to L (section A.2).
A.1. Denote by P the Borel subgroup of the upper triangular matrices in GLn(Qp),
T the maximal torus of GLn(Qp), P
+ the Borel subgroup of the upper triangular
matrices in GLn(Zp), W the ordinary Weyl group of GLn(Qp) with respect to T
which is isomorphic to the group of n×n permutation matrices, P+w = B ∩ wP
+w−1,
where B is the Iwahori subgroup in section 3.1, ind
GLn(Qp)
P (χ)loc the locally analytic
induction, that is:
ind
GLn(Qp)
P (χ)loc = {f ∈ Aloc(GLn(Qp),K) : f(gb) = χ(b
−1)f(g), g ∈ GLn(Qp), b ∈ P}.
The Iwasawa decomposition [13, sec. 3.2.2] gives
(A.1) ind
GLn(Qp)
P (χ)loc
∼= ind
GLn(Zp)
P+ (χ)loc
as GLn(Zp)-equivariant topological isomorphism. By the Bruhat-Tits decomposition
(loc. cit. and [3, sec. 3.5])
GLn(Zp) = ⊔w∈WBwP
+,
we obtain the decomposition
(A.2) ind
GLn(Zp)
P+ (χ)loc
∼= ⊕w∈W ind
B
P+w
(χw)loc,
a B-equivariant decomposition of topological vector spaces, where the action of χw
is given by χw(h) = χ(w−1hw). Let indB
P+w
(χw) be the space of globally analytic
functions of indB
P+w
(χw)loc. Our goal is to show that for all w ∈ W , ind
B
P+w
(χw) is a
globally analytic representation of G. We have already showed, in section 3, that for
w = Id, χ analytic, the induction indBP0(χ) is a globally analytic representation of G.
(Note that B ∩P+ = P0). Recall that U is the lower triangular unipotent subgroup of
GLn(Zp). Consider the decomposition (cf. lemma 3.3.2 of [13])
B = (wUw−1 ∩B)(wP+w−1 ∩B) = (wUw−1 ∩B)(P+w ).
For GL3, and w =
 0 0 11 0 0
0 1 0
 the above decomposition is like
B =
 Z×p pZp pZpZp Z×p pZp
Zp Zp Z
×
p
 =
 1 pZp pZp0 1 0
0 Zp 1
 Z×p 0 0Zp Z×p pZp
Zp 0 Z
×
p
 .
For a character χ of T∩GLn(Zp), we extend it to a character of P
+
w by acting trivially
on the non-diagonal elements of P+w . By definition,
indB
P+w
(χ)loc = {f ∈ Aloc(B,K) : f(gb) = χ(b
−1)f(g), b ∈ P+w , g ∈ B}.
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With the decomposition B = (wUw−1 ∩ B)(P+w ), the vector space of locally analytic
functions indB
P+w
(χ)loc is the same as Aloc(wUw
−1 ∩ B,K). Let A(wUw−1 ∩ B,K)
be the subspace of globally analytic functions of Aloc(wUw
−1 ∩ B,K). With i 6= j
fixed, y ∈ Zp if i > j and y ∈ pZp if i < j, recall that the action of the one-parameter
subgroup on f ∈ A(wUw−1 ∩B,K) is given by
(1 + yEi,j)f(C) = f((1 + yEi,j)
−1C) (with C ∈ wUw−1 ∩B)(A.3)
= f((1− yEi,j)C)(A.4)
= f((1− yEi,j)wAw
−1) (with C = wAw−1 for A ∈ U).(A.5)
Our goal is to show that this action is globally analytic.
Since w−1 ∈ W , write w−1 in the form of a permutation matrix, i.e. w−1 =
∑n
r=1Er,jr
with jr 6= js for r 6= s. Then,
w−1(1− yEi,j) = (
n∑
r=1
Er,jr )(1 − yEi,j) = (
n∑
r=1
Er,jr )− yEk,j
where k is such that jk = i. As the inverse of a permutation matrix is its transpose,
we obtain
w−1(1− yEi,j)w =
(
(
n∑
r=1
Er,jr )− yEk,j
)
(
n∑
s=1
Ejs,s)
= 1− yEk,l (use jr 6= js for r 6= s)
where l is such that jl = j. So we have deduced that
(A.6) (1− yEi,j)w = w(1 − yEk,l) (k, l such that jk = i, jl = j).
Inserting equation A.6 in A.5 we obtain
(1 + yEi,j)f(C) = f(w(1 − yEk,l)Aw
−1)(A.7)
Now, the globally analytic function f on w(1 − yEk,l)Aw
−1 equals to some globally
analytic function g on (1− yEk,l)A, because the conjugacy action of w on the matrix
(1− yEk,l)A is just permuting the entries of (1− yEk,l)A. So, equation A.7 is
f(w(1 − yEk,l)Aw
−1) = g((1− yEk,l)A)
= (1 + yEk,l)g(A) (recall A ∈ U)
and we know from lemmas 3.3 and 3.7 that the action of (1+yEk,l) on g(A) is globally
analytic. Thus, we have shown that
Lemma A.1. The action of the lower and the upper unipotent one-parameter subgroups
of G of the form (1 + yEi,j) on f ∈ A(wUw
−1 ∩B,K) is a globally analytic action.
Similar argument also shows that the action of the diagonal subgroup of G on
A(wUw−1∩B,K) is globally analytic. More precisely, we write w−1Diag(t1, ..., tn)w =
Diag(t′1, ..., t
′
n) with (t
′
1, ..., t
′
n) a permutation of (t1, ..., tn). Then, with C ∈ wUw
−1 ∩B,
Diag(t−11 , ..., t
−1
n )f(C) = f
(
Diag(t1, ..., tn)wAw
−1
)
(C = wAw−1)
= f
(
w[Diag(t′1, ..., t
′
n)]Aw
−1
)
= g
(
Diag(t′1, ..., t
′
n)A
)
(for some analytic g)
= Diag(t−11 , ..., t
−1
n )g(A)
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and by lemmas 3.2 and 3.1, the action of the diagonal subgroup of G on g(A) is a
globally analytic action. Therefore, we have shown
Lemma A.2. The action of the diagonal subgroup of G on A(wUw−1 ∩ B,K) is
globally analytic.
Recall that the vector space A(wUw−1 ∩B,K) is isomorphic to indB
P+w
(χw). Thus,
lemmas A.1 and A.2 together gives
Theorem A.3. Assume p > n + 1. Then, for all w ∈ W , the action of the pro-p
Iwahori group G on indB
P+w
(χw) is globally analytic.
A.2. Following the notations of section 3.2, we fix L a finite unramified extension of
Qp inside K. For each w ∈ W, consider the globally analytic admissible representation
Iw,Qp(χ) := A(wUw
−1∩B,K) of G(Qp). By section 2.2, A(wUw
−1∩B,K) extends
naturally to a globally analytic admissible representation of G(L) called the "holomor-
phic base change" which we denote by Iw,L(χ). With the notations of section 2.2,
define the full Langland’s base change to be the representation of ResL/QpG(Qp) on
⊕w∈W (⊗̂σ Iw,L(χ)
σ) (cf. [4, sec. 3.5]). Finally, like theorem 3.18, we will then have
Theorem A.4. The Langlands base change ⊕w∈W (⊗̂σ Iw,L(χ
w)σ) is a globally ana-
lytic admissible representation of G(L).
In conclusion, for p > n + 1, we have shown that for all w ∈ W , indB
P+w
(χw) is a
globally analytic representation of the pro-p Iwahori G under the analyticity assumption
on the character χ. Furthermore we have treated the case of irreducibility of the
principal series when w = Id. We hope that it is possible to adapt and generalize
the argument of our irreducibility proof to treat the case when w 6= Id. Also it is
an interesting future project to determine the globally analytic vectors of more general
p-adic representations of GL(2,Qp), for example the "trianguline" representation of
Colmez [6] (see also [8]), which corresponds to a quotient of principal series. Also one
can explore the connection with the globally analytic vectors of p-adic representations
(under the pro-p Iwahori or a suitable rigid-analytic subgroup of GL(2)) and (ϕ,Γ)-
modules [7], similar to the existing correspondence for locally analytic representations
[9, Sec VI.3].
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