We present measurements of the redshift-dependent clustering of a DESI-like luminous red galaxy (LRG) sample selected from the Legacy Survey imaging dataset, and use the halo occupation distribution (HOD) framework to fit the clustering signal. The LRG sample contains 2.7 million objects over the redshift range of 0.4 < z < 0.9 over 5655 sq. degrees. We have developed new photometric redshift (photo-z) estimates using the Legacy Survey DECam and WISE photometry, with σ NMAD = 0.02 precision for LRGs. We compute the projected correlation function using new methods that maximize signal-to-noise while incorporating redshift uncertainties. We present a novel algorithm for dividing irregular survey geometries into equal-area patches for jackknife resampling. For a 5-parameter HOD model fit using the MultiDark halo catalog, we find that there is little evolution in HOD parameters except at the highest-redshifts. The inferred large-scale structure bias is largely consistent with constant clustering amplitude over time. In an appendix, we explore limitations of MCMC fitting using stochastic likelihood estimates resulting from applying HOD methods to N-body catalogs, and present a new technique for finding best-fit parameters in this situation. Accompanying this paper we have released the PRLS (Photometric Redshifts for the Legacy Surveys) catalog of photo-z's obtained by applying the methods used in this work to the full Legacy Survey Data Release 8 dataset. This catalog provides accurate photometric redshifts for objects with z < 21 over more than 16,000 square degrees of sky.
INTRODUCTION
Galaxy surveys over the past two decades, such as the Sloan Digital Sky Survey (SDSS, Gunn et al. 1998 , York 2000 , Baryon Oscillation Spectroscopic Survey (BOSS) (Dawson et al. 2013 ) and DEEP2 (Newman et al. 2013) , have enabled remarkable advancement in our understanding of the Universe, and more recent and on-going surveys such as the Dark Energy Survey (DES, Collaboration 2005) and the Hyper Suprime-Cam survey (Aihara et al. 2018b ) are providing more stringent constraints on models of cosmology and galaxy evolution.
The Dark Energy Spectroscopic Instrument (DESI, DESI Collaboration et al. 2016a,b ) is a next-generation galaxy redshift survey that will produce an unprecedented 3-dimensional map of the Universe and shed light on the expansion history of the Universe and the nature of dark energy. An important class of DESI spectroscopic targets are the luminous red galaxies (LRGs). The high large-scale structure bias of the LRGs make them ideal tracers for the underlying matter distribution, and they have been used to efficiently measure the baryon acoustic oscillation (BAO) signal (e.g., Eisenstein et al. 2005 , Alam et al. 2017 . The DESI survey, with much larger survey volume and higher number density, will enable more accurate BAO measurements.
In this paper we the present small-scale ( 20h −1 Mpc) galaxy clustering analysis of a set of DESI-like LRGs. Although the small-scale clustering of LRGs from other programs have been studied previously (e.g., Zheng et al. 2008 , White et al. 2011 , Zhai et al. 2017 , these samples are either at lower redshifts or are much sparser than the DESI LRG sample. This paper presents the first detailed study of the clustering of the DESI-like LRGs.
The selection of our LRG sample is motivated by and intended to mimic the DESI LRG selection. Since spectroscopic redshifts are not available yet, we compute accurate photometric redshifts (photo-z's) and their error estimates using imaging in g, r and z bands from Dark Energy Camera Legacy Survey (DECaLS), which is part of the DESI Legacy Imaging Surveys (Dey et al. 2019) , and imaging in W1 and W2 bands from the Wide-field Infrared Survey Explorer (WISE, Wright et al. 2010) . We use the photo-z's to measure the projected correlation functions in five redshift bins over redshift range of 0.4 < z 0.9. We interpret the results in the halo occupation distribution (HOD) framework, and we incorporate photo-z error estimates and their uncertainties in this analysis.
Although one can expect that better constraints on HOD parameters will be obtained with spectroscopic redshifts from the upcoming DESI data, this work nevertheless provides an important test of the DESI LRG target selection by providing an estimate of the large-scale structure bias which we can compare with the expected value, and the results also enables the construction of accurate mock galaxies catalogs for DESI analysis before and in the early stage of the survey. Moreover, we demonstrate that data from imaging surveys alone can provide powerful constraints on parameters of HOD and other galaxy-halo connections models.
This paper is organized as follows. We describe the data and the LRG sample in section 2. We describe the photo-metric redshifts in section 3. We describe the clustering measurements in section 4 and modeling of the measurements in section 5. We discuss the results and conclude in section 6 and 7.
We make the photo-z's (computed with more recent DR8 data) publicly available 1 . We describe them in Appendix B.
DATA
We use the publicly available imaging catalogs from DE-CaLS DR7 for both sample selection and photometric redshift estimation. DECaLS is one of the DESI imaging surveys, and it provides imaging in g/r/z bands with median 5σ depth of 23. 72/23.27/22.22 for the fiducial DESI galaxy target (galaxy with an exponential disk profile with half-light radius of 0.45 ). The source catalogs are constructed using the software package the Tractor (Lang et al. 2016) for source detection and photometry, and they also include the forced photometry of the unWISE coadded images (Lang 2014; Meisner et al. 2019) in the 3.4 micron (W1) and 4.6 micron (W2) bands. Some of the data from DES observations are also processed by Tractor and included in DR7, and are used here.
Sample selection
In the final DESI imaging dataset, each object on average is covered by 3 exposures in each of the three optical bands, and to ensure adequate depth and minimize the impact of cosmic rays we require that each object have at least 2 exposures in each optical band. We remove objects contaminated by nearby bright stars by applying masks as described in section 2.2, and we avoid regions of high stellar density by removing the area within |b| < 25.0 • (where b is the Galactic latitude).
To facilitate the process of dividing the footprint for jackknife resampling (see section 4.3), we divide the footprint into HEALPix (Gorski et al. 2005 ) pixels of area ∼ 0.21 sq. degrees each (corresponding to N side = 128). The pixels at the survey boundaries are removed, and then small "islands" consisting of fewer than 100 pixels are also removed.
The photometry is corrected for Galactic extinction using the Galactic transmission values in the DR7 catalog. The LRG sample is selected with the following color and magnitude cuts: 
Note that all the magnitudes used in this paper are in the AB system. The cuts are shown in Fig. 1. Equation 1a acts as a stellar-rejection cut, similar to the one presented in Prakash et al. (2015) . It is shown in the left panel of Fig.  1 . This selection relies on the fact that galaxies with old stellar populations have spectra which exhibit a peak at 1.6 micron (sometimes referred to as the "1.6 micron bump"); at higher redshift this bump causes an increased flux in the WISE W1 (3.4 micron) band. Therefore we can easily separate stars from redshifted galaxies with the z − W1 color. This cut allows us to achieve less than 1% stellar contamination in our sample, as verified using the much deeper and better-seeing HSC data (Aihara et al. 2018a) .
Equation 1b is an apparent magnitude limit for the sample, which is similar to that expected for DESI LRGs (cf. DESI Collaboration et al. 2016b ). Equation 1c is a "sliding" color-magnitude cut that imposes a redshift-dependent luminosity threshold on the sample, selecting the most luminous galaxies across the redshift range. The magnitude limit and sliding cut are shown in the middle panel of Fig.  1 .
This sliding cut is combined with the cuts in equations 1d and 1e, which are shown in the right panel of Fig. 1 , to remove low-redshift (z 0.4) galaxies and select intrinsically red galaxies. These selection cuts yield roughly uniform comoving number density in the redshift range of 0.4 < z 0.8.
Bright star masks
Objects near bright stars are likely to have inaccurate flux measurements due to contamination. Such contamination causes many objects to be selected as LRGs although their true fluxes do not satisfy the selection cuts. The inaccuracies in the WISE PSF modeling lead to overestimated fluxes for objects near even moderately bright stars, and this is a significant source of imaging systematics for the LRG sample. Another issue is that extremely bright stars produce imaging artifacts such as ghosts and diffraction spikes which are poorly modeled. Such artifacts in the optical imaging, which is used for source detection, cause spurious sources as well as inaccurate flux measurements. Therefore we apply masks surrounding the positions of bright stars for both optical and WISE imaging when constructing the LRG sample.
Three different sets of masks are used. First, we use the "bright-star-in-blob" column in the catalog. As defined in the DR7 catalog, a blob is a "contiguous region of pixels above a detection threshold and neighboring pixels" 2 , and an object is flagged if it is in the same blob as a Tycho-2 star (Høg et al. 2000) . Second, we use the unWISE masks described in the appendix of Meisner et al. (2019) to remove areas around bright stars selected from AllWISE (Cutri et al. 2013) and 2MASS (Skrutskie et al. 2006 ). Third, we develop and apply a set of WISE masks that include fainter AllWISE stars that are not in the unWISE masks but still cause significant contamination. The third set of masks is specifically optimized for the LRGs. More about the WISE masks can be found in Appendix A. The three sets of masks combined remove ∼ 12% of the objects from the LRG sample but only ∼ 4% of the total area; it is clear that most of the sources masked do not truly belong in the sample.
In addition to the bright star masks, we also remove regions that are affected by very bright stars or other imaging artifacts. We identify such regions by examining areas with 2 http://legacysurvey.org/dr7/description/#glossary a high density of LRGs that have very large (> 0.05) estimated photo-z errors. Since real LRGs typically have much smaller photo-z errors, these objects are mostly either spurious sources or real sources that are not included in the photo-z training such as stars and quasars; however, only the spurious sources are likely to be highly concentrated on the sky (e.g., around very bright stars). Such concentrations are identified efficiently with the DBSCAN cluster analysis routine in scikit-learn (Pedregosa et al. 2011 ) and the corresponding HEALPix pixels are flagged as bad regions.
The final LRG sample has 2.74 million objects spanning 5655 sq. degrees. Fig. 2 shows the sky distribution.
Randoms
The calculation of correlation functions requires uniformly distributed random points with the same survey geometry as the LRG sample. We use the publicly available random catalog for DECaLS DR7 3 . The same number of exposure requirements, footprint cuts, and bright star masks are applied on the randoms as are used in constructing the LRG sample.
PHOTOMETRIC REDSHIFTS
We compute photometric redshifts using the random forest regression method (Breiman 2001 ), a machine learning (ML) algorithm based on decision trees. For our dataset, the ML methods have several advantages over template-fitting methods: there are abundant spectroscopic observations of galaxies covering the magnitude and color space of the LRG sample that can be used for training, and in this regime ML methods consistently out-perform template-fitting methods; ML methods can trivially incorporate non-photometry information such as galaxy shapes, which we exploit here; and ML methods do not require physical and representative SED templates, which are not trivial to obtain especially for the wavelength range of the WISE pass-bands. Among the numerous ML methods, random forest provides good performance and is very computationally efficient, so we use it here.
Imaging data
We include r-band magnitude as well as g−r, r −z, z−W1 and W1−W2 colors as inputs. The photometry has been corrected for Galactic extinction. Soo et al. (2018) showed that while morphological information only provides mild improvements in photo-z accuracy when full ugriz photometry is available, the improvement is substantial when only gr z photometry is available. Motivated by that result, we include as inputs three morphological parameters: half-light radius, axis ratio (ratio between semi-minor and semi-major axes), and a "model weight" that characterizes whether a galaxy is better fit by an exponential profile or a de Vaucouleurs, similar to Color-color and color-magnitude diagrams for 20,000 objects randomly selected from the LRG sample. The points are colorcoded according to their photometric redshifts (see section 3). The dashed lines represent the selection boundaries listed in equations 1a to 1e. The first panel shows the stellar-rejection cut using z − W 1 color; in this panel we also plot point sources with z mag < 20.41, the majority of which are stars, in black to show the stellar locus; the stellar-rejection cut removes stars very effectively. The second panel shows the sliding color-magnitude cut and the z-band magnitude cut. The third panels shows the cuts that remove low-redshift (z 0.4) objects. the definition in Soo et al. (2018) :
where dχ 2 is the difference in χ 2 between the model fit and no source. The inclusion of the three morphological parameters reduces the photo-z scatter (normalized median absolute deviation, or NMAD) by ∼ 19% and the 10% outlier fraction by ∼ 42% for objects with z mag < 21 in the training set.
Redshift "truth" dataset
For machine learning photo-z methods, redshift "truth" values are needed for the training process. Various redshift surveys overlap with the DECaLS footprint, and we compile a redshift truth dataset using spectroscopic and many-band photometric redshifts from ten different surveys.
2dFLenS
The 2-degree Field Lensing Survey (Blake et al. 2016 ) is a spectroscopic survey performed at the Anglo-Australian Telescope, and observed two galaxy samples: a sample of LRGs, and a magnitude limited (r < 19.5) galaxy sample. We apply the following quality cuts to this sample:
where Q is the quality flag.
AGES
The AGN and Galaxy Evolution Survey (Kochanek et al. 2012 ) is a spectroscopic survey performed with the Hectospec instrument at the MMT telescope. Targets were selected with optical and IR imaging down to I 20 (Vega magnitude). Only objects from the galaxy targets are used, and we required z > 0.
COSMOS2015 photo-z's
The COSMOS2015 catalog (Laigle et al. 2016 ) is a photometric redshift catalog covering the 2deg 2 COSMOS field. To select objects with accurate photo-z's, we apply the fol-lowing quality cuts, motivated by the cuts applied in Tanaka et al. (2018) :
(i) FLAG PETER is false (no bad photometry) (ii) TYPE == 0 (only galaxies) (iii) (ZPDF H68 − ZPDF L68)/(1 + z) < 0.02 (limit photo-z errors to 1%) (iv) (CHI2 BEST < CHIS) AND (CHI2 BEST/NBFILT < 5) (fits are reasonable and better than stellar alternatives) (v) ZP 2 < 0 (no secondary peaks) (vi) MASS MED > 7.5 (stellar mass recovery successful) (vii) DEC > 1.46 (removing some apparent imaging artifacts near the lower boundary) (viii) z > 0.006 (remove the lowest redshift bin) (ix) z < 3 (redshift upper limit)
DEEP2
DEEP2 (Newman et al. 2013 ) is a spectroscopic redshift survey performed with the DEIMOS instrument on the Keck 2 telescope. Targets were selected down to R AB = 24.1 with color cuts to exclude z < 0.7 galaxies in 3 of the 4 fields surveyed. We require that z > 0 and the quality flag ZQUALITY 3.
GAMA DR3
The Galaxy And Mass Assembly (GAMA) survey (Baldry et al. 2018 ) is a spectroscopic survey performed at the Anglo-Australian Telescope with magnitude limited target selection down to r 20. We require that the quality flag nQ == 4 and z > 0.002.
OzDES
OzDES is a spectroscopic follow-up survey (Childress et al. 2017 ) of the DES supernova fields performed at the Anglo-Australian Telescope. Various types of targets were selected, such as supernova hosts, AGNs and LRGs. For our purposes, we only use objects that were targeted as "LRG", "bright galaxy", "ELG", "photo-z", "RedMaGiC" or "cluster galaxy". We also require that the quality flag Q == 4 and z > 0.
SDSS DR14
We use spectroscopic redshifts from SDSS DR14 (Abolfathi et al. 2018), including the SDSS Main Galaxy Sample (Strauss et al. 2002) , Baryon Oscillation Spectroscopic Survey (BOSS) sample (Dawson et al. 2013) , and the Extended Baryon Oscillation Spectroscopic Survey (eBOSS) sample (Dawson et al. 2016) . To select objects with accurate photoz's, we apply the following quality cuts:
(i) ZWARNING == 0 (no known problems) (ii) CLASS == GALAXY (classified as galaxy) (iii) z > 0.0003 (remove spurious galaxies at very low redshift) is the total number of objects in each ∆z = 0.02 bin. The peaks at z = 0.1 and z = 0.5 in the full set are attributed to the SDSS Main Galaxy Sample and BOSS, respectively, both of which are downsampled significantly to avoid biasing the output photo-z's to favor these redshifts.
VIPERS
The VIMOS Public Extragalactic Redshift Survey (Scodeggio et al. 2018 ) is a spectroscopic survey performed at the ESO VLT. The sample is magnitude limited to i = 22.5 with color cuts to exclude z < 0.5 galaxies. To ensure redshift quality, we require 3.4 zflg < 5 where zflg is the quality flag, and z > 0.
VVDS
The VIMOS VLT Deep Survey (Le Fevre et al. 2013 ) is a spectroscopic survey performed at the ESO VLT. The sample is i-band selected, down to i = 22.5 in the wide field and i 24 in the deeper field. We require that the quality flag ZFLAGS == 4 and z > 0.
WiggleZ
The WiggleZ Dark Energy Survey (Parkinson et al. 2012 ) is a spectroscopic survey performed at the Anglo-Australian Telescope that aims to measure the baryon acoustic oscillations (BAO) signal with emission-line galaxies. We require that the quality flag Q == 4 or 5, and we also require z > 0.
Combined truth dataset and downsampling
The redshift catalogs are cross-matched to DECaLS with a search radius of 1 . Fig. 3 shows the redshift distribution of the cross-matched redshift truth dataset. Table 1 lists the number of objects from each survey.
Most of the truth objects are from four surveys: SDSS, BOSS, GAMA and WiggleZ. These surveys either apply specific color selections (BOSS, WiggleZ) or are limited to shallow magnitudes (SDSS Main Galaxy Sample, GAMA). This leads to sharp peaks in the redshift distribution and discontinuities in the density of objects in color/magnitude space. Such a non-uniform training sample can cause systematic biases in the photo-z's; e.g., photo-z algorithms can develop tendency to favor placing objects at redshifts which are over-represented in training set. To make the training sample more uniform and also to speed up computation, objects from these four large surveys are downsampled. This downsampling is based on the object density in the twodimensional space of r-band magnitude (used as a proxy for luminosity at fixed redshift) vs. redshift, with a bin size of ∆z = 0.01 and ∆r mag = 0.01. For r mag -redshift bins that have more galaxies than a specific threshold (which are 400, 400, 70 and 20 for SDSS, BOSS, GAMA and WiggleZ, respectively), the objects are randomly downsampled so that the density is reduced to the threshold level. In this way we reduce the overall number of galaxies while preserving a good sampling of galaxies over the full range of luminosity, in particular retaining the rare most luminous galaxies, many of which are LRGs. The redshift distribution of the downsampled truth dataset is shown in Fig. 3 . Hereafter, we refer to the downsampled truth catalog simply as the truth catalog.
Random forest method
We compute photo-z's using the random forest regression routine in Scikit-Learn (Pedregosa et al. 2011 ). As we have described previously, we use the following eight parameters as input: r-band magnitude, g − r, r − z, z − W1 and W1 − W2 colors, half-light radius, axis ratio and shape probability. The redshift and magnitude distributions of the photoz training sample are not uniform due to the various selections of the spectroscopic surveys. In the presence of photometric errors, the gradients in the color and magnitude distributions cause objects in higher density regions in the multi-dimensional color/magnitude space to be scattered into lower density regions. Therefore in the neighborhood of each point in the color/magnitude space, it is more likely to find objects from higher density locations, and since colors and magnitudes are correlated with redshift (which is why photo-z algorithms work), this causes the photo-z estimates to be biased towards the redshifts of objects in higher density regions in the parameter space. Such bias is particularly significant at the high-redshift end of the redshift distribution, where the photo-z estimates are consistently biased low. To mitigate this bias, we assign weights to each training object based on its spectroscopic redshift (or photometric redshift, in the case of COSMOS): the weight is proportional to the inverse of the number of training objects at that redshift (with a cut-off value to prevent excessively large weights). As a result, objects at very low or very high redshifts are assigned larger weights than other objects. These weights are incorporated into our random forest calculation by requiring a minimum of 25 objects to split an internal node, and then using the weighted average of the redshifts for all training objects in a leaf as its predicted z.
We randomly select 90% of the truth dataset for training, and reserve the other 10% for testing purposes. To estimate the photo-z error for each object, we perturb the photometry by adding to the observed flux in each band a random value from Gaussian distribution whose standard deviation is set by the photometric error. This is similar to Kind & Brunner (2013) , although in that work the photometry of the training sample, rather than the sample of objects to which the algorithm is applied as here, was perturbed. For each of the 50 individual trees in the random forest that we generated, we repeat the perturbation 20 times. The mean and standard deviation of the resulting 1000 (50×20) redshift estimates are used as the photo-z and photo-z error, respectively. Note that the photometric noise is only added when computing the final photo-z's used for clustering analysis; the random forest is trained with the original unperturbed photometry.
Photo-z performance for LRGs
Here we describe the photo-z performance for our LRG sample. For the photo-z performance of the overall spectroscopic training sample, see Appendix B.
To assess the photo-z quality of the LRG sample, we cross-match the LRG sample to the truth catalogs in the multi-dimensional space of r-band magnitude and g −r, r − z, z − W1 and W1 − W2 colors; redshift information is not used in the matching. Each LRG is matched to the single nearest neighbor in the truth catalog, and we count the number of LRGs that each truth object is matched to. We use this number as the weight for the photo-z vs. spec-z plot in Fig.  4 . We quantify the photo-z accuracy using the normalized median absolute deviation (NMAD), defined as σ NMAD = 1.48×median(|∆z|/(1+z spec )) where ∆z = z phot −z spec (we follow the same NMAD definition as in, e.g., Dahlen et al. 2013 ). This is a robust estimator of scatter as it is not sensitive to outliers. We also measure the fraction of outliers defined as objects with |∆z| > 0.1 × (1 + z spec ). From the weighted spec-z objects, we estimate that the average photo-z scatter σ NMAD for the LRG sample is 0.021 and the outlier rate is 1%. The weighted spec-z objects are also used for estimating the comoving number density which we use as an observable in our HOD modeling (see section 5).
Photo-z error estimates
Our photo-z error estimation assumes that the photo-z errors are solely due to the photometric errors, and that the photometric error estimates are accurate. This ignores the effect of incompleteness in the training data and the uncertainties in the morphological values.
We validate the photo-z errors using objects with spectroscopic redshifts. Fig. 5 shows how well the real photo-z errors can be approximated by a Gaussian distribution with a width equal to the estimated photo-z error. We find that the real photo-z errors are roughly consistent with a Gaussian distribution, but the photo-z errors are generally overestimated by a factor which depends on the redshift range. Because we do not have representative spectroscopic data to estimate this scaling factor accurately, we treat it as nuisance parameter in the HOD modeling (see section 5.2).
CLUSTERING MEASUREMENTS

Redshift bins
In order to study the redshift dependence of the sample properties, we divide the LRG sample into four photometric redshift bins of width ∆z 0.1, covering the ranges [0.41, 0.5], [0.5, 0.61], [0.61, 0.72], [0.75, 0.83], [0.84, 0.93]. These bins have been chosen such that they are centered at the redshifts of the snapshots of the halo catalogs from the Nbody simulation (see section 5). Fig. 6 shows the estimated comoving number density vs. redshift for the LRG sample; the shaded regions represent the redshift ranges for each bin. The volume-averaged comoving number densities for each bin are listed in Table 2 . The densities estimated from photo-z's are consistent with the estimates from weighted spec-z's. Densities estimated using spec-z's weighted as described in section 3.5 are used in modeling. The fact that σ NMAD values are consistently less than unity indicates that the our photo-z errors are over-estimated. The solid line shows the densities estimated from the weighted spec-z's described in 3.5; these weighted spec-z' are also used for deriving the comoving number densities for the clustering analysis. The colored bands represent the redshift bins. The fact that the two lines are consistent with each other indicates that our comoving density estimates are relatively robust.
Projected correlation function
Ideally, one would like to measure the correlation function ξ(r), the excess probability of finding a pair of galaxies separated by distance r, but the large uncertainty in radial distances precludes its direct measurement. For imaging datasets, it is common to measure instead the angular correlation function, typically in bins of photometric redshifts. However, in doing so the information on relative distances between galaxies contained in the photo-z's is not utilized. For spectroscopic datasets, due to the presence of redshiftspace distortions, the small-scale clustering is usually measured with the projected correction function, effectively integrating out the effects of redshift-space distortions:
where ξ(r p , π) is the 3-D correlation function, r p is the transverse distance and π is the line-of-sight distance.
Here, to better exploit the photo-z information, we measure the projected correction function (Equation 4), using distances derived from the photo-z's. Fig. 7 illustrates our method of measuring w p (r p ). We adopt a relatively large π max of 150h −1 Mpc to account for the large radial distance uncertainties from the photo-z's. This large π max is comparable to the width of the redshift bins (160 − 210h −1 Mpc). However, the photo-z errors cause many galaxy pairs to be lost due to one of the galaxies being outside of the redshift bin in a generic auto-correlation measurement, thus complicating the modeling and resulting in a lower clustering signal-to-noise. To address this issue, instead of counting pairs within the redshift bin z i (i.e., measuring a simple auto-correlation), we define a wider redshift bin z wide,i that encloses z i , and count pairs between galaxies in z i and galaxies in z wide,i . The wider redshift bin z wide,i extends from z i by π max in both directions, πmax zmin zmax zwide, max zwide, max Figure 7 . Illustration of our method for measuring w p (r p ) with photo-z's; differences in the redshift direction are shown to scale for the 0.61 < z phot < 0.72 redshift bin. Left panel: galaxies with accurate redshifts. The dashed lines show the redshift bin boundary, and the galaxies inside and outside the redshift bin are colorcoded in red and blue, respectively. Right panel: the same galaxies with the same color coding as the left panel, but with realistic redshift (photo-z) uncertainties added. A significant number of galaxies cross the redshift boundaries. The arrows show the ±π max range with π max = 150h −1 Mpc used in counting pairs and calculating w p (r p ). The dash-dotted line shows the wider redshift bin used in the "padded" w p (r p ) calculation; by construction it includes all objects that are within ±π max of any object with 0.61 < z phot < 0.72. so that for all galaxies in z wide,i , all their pairs within π max will be counted. Besides boosting the clustering S/N, this "padded" auto-correlation approach decouples the clustering measurement from any effects associated with the boundary of the redshift bin, and thus simplifies the measurement and modeling of the projected correlation function.
To compute this "padded" w p (r p ), we adopt the crosscorrelation form of the Landy-Szalay estimator (Landy & Szalay 1993) :
where each term denotes the pair count between two samples; D 1 denotes the data (galaxy sample) in a redshift bin defined in section 4.1 and D 2 denotes the data in the wider redshift bin; and R 1 and R 2 denote sets of random points with the same angular and redshift distribution as D 1 and D 2 , respectively. The redshifts of the randoms are randomly drawn from the redshifts of the data, so they have the same redshift distribution as the data, by construction. In each redshift bin the ratio of the number of randoms to data is 20. The measurement is done using the TreeCorr package (Jarvis et al. 2004) . We tested this estimator on mocks that resemble our redshift bins, and we confirmed that it produces the same w p (r p ) as that for mocks in a cubic volume with periodic boundary conditions using the simple autocorrelation estimator. We measure w p (r p ) in 12 logarithmically-spaced bins covering the range from 0.11h −1 Mpc to 19.5h −1 Mpc (comoving). We also made measurements at smaller and larger scales, but these measurements were not used for the modeling. Fig. 9 shows the measured projected correlation functions for the five redshift bins. The two bumps, corresponding to the one-halo (from galaxy pairs within the same dark matter halo) and two-halo (from galaxy pairs in two different halos) regimes of the correlation function, are clearly visible in all the redshift bins. It should be noted that the photoz errors effectively smooth out sharp features in the radial direction, and as a result these w p (r p ) measurements using photo-z's have lower amplitude than the intrinsic clustering signal that one can measure with spectroscopic redshifts. As shown in Fig. 8 , the sample in each redshift bin does not contain all the objects in that redshift range, and it also includes objects whose true redshift is in other bins.
Jackknife resampling and covariances
We compute the covariance matrices of correlation functions with jackknife resampling: we divide the footprint into N sub subregions, and we resample the dataset with one of the subregions removed. There are a total of N sub resampled datasets, and the correlation function is measured for each one. The covariance matrix is given by
where w l i is the projected correlation function at the i-th distance bin measured from the l-th jackknife sample, and w i is the mean from all jackknife samples.
The DECaLS survey was not yet completed by DR7. This, combined with the masks and quality cuts, results in the irregular survey geometry, making it difficult to manually divide the footprint into compact subregions with equal areas. To solve this problem, we developed an automated routine. The relevant Python codes can be found online 4 . The routine involves three steps:
(i) The objects (in our case randoms) in the survey footprint are divided into HEALPix pixels. This significantly reduces the number of points and speeds up computation;
(ii) Initial grouping of the HEALPix pixels is performed using a clustering algorithm (specifically, we use k-means clustering; see Hartigan & Wong 1979) with the object count in each pixel as weights to account for fractional occupation of the pixels;
(iii) We change the group labels of a specific fraction of boundary pixels, which were of randomly selected, to the labels of their neighboring group(s), and only keep these changes if they improve the "score" which is a weighted sum of the compactness (defined as the average of the standard deviations of the angular distances, in arcseconds, between the positions of all objects in a subregion and its center) and uniformity of the areas (defined as the standard deviation of the areas of the subregions);
(iv) We repeat this step until the desired score is achieved.
Specifically, in each iteration the fraction of changed boundary pixels is 0.15%; and equal weights were given to uniformity and compactness for calculating the score. Applying this procedure, we divide the footprint into 120 jackknife subregions of 47.1 sq. degrees each (within ∼ 2% variation), shown in Fig. 10 . The areas of the subregions are uniform to ∼ 1%. The area of the subregions is large enough to cover the entirety of angular scales of interest, and small enough to produce enough subregions to compute covariance matrices accurately. The size of each subregion is much larger than the largest angular scale of ∼ 1 degree in the correlation function, therefore the jackknife resampling accounts for cosmic variance in addition to shot noise and imaging systematics.
MODELING
In this section we present our analysis of the galaxy-halo connection for the LRG sample using the HOD framework. The galaxy-halo connection determines the clustering properties of the galaxy sample, such as the large-scale bias, which is useful for forecasting DESI BAO constraints. Predictions of the locations of galaxies from simulations of dark matter alone also forms the basis of mock galaxy catalogs that can be used for estimating covariances between measured large-scale-structure statistics. In this work we fix the cosmological parameters and only allow the HOD parameters to vary, but in principle the method presented here can be incorporated into a more flexible modeling framework that constrains both cosmology and galaxy-halo connection parameters.
HOD model
We fit the measured clustering signal with an HOD model (e.g., see Berlind & Weinberg 2002 Figure 9 . The projected correlation function multiplied by the transverse distance. The points are measurements with error bars from jackknife. The points in the gray shaded area are not used for modeling to avoid possible systematics. The orange curve is the best fit from HOD modeling. The green band is the [16th, 84th] percentile range of the intrinsic clustering signal, i.e., the clustering that would have been measured according to the fit parameters if perfect distance measurements (rather than photo-z's) were available. The larger uncertainty in the intrinsic clustering in the higher redshift bins is mostly due to the larger photo-z errors for them. Figure 10 . Sky distribution of the LRGs with color coding to show the 120 subregions for jackknife resampling. Note that nonadjacent "patches" with the same color are different subregions. Each subregion has the same area (within ∼ 2% variation) and is compact by design.
more general review on the galaxy-halo connection), which is widely used to model luminosity-threshold galaxy samples. In this framework, dark matter halos from N-body simulations are populated by central and satellite galaxies with a probabilistic prescription. In its basic form which we have adopted, the central galaxy probability (denoted by N cen ) and the mean number of satellite galaxies (denoted by N sat ) for a given a halo are determined solely by the halo mass. There are several slightly different mathematical prescrip-tions for this. We adopt the one in Zentner et al. (2019) ; we briefly summarize it below. In this formulation, the central galaxy probability is given by a step-like function
where M vir is the virial mass of the dark matter halo; M min is the mass threshold above which halos are populated by central galaxies; and σ log M defines the smoothness of this transition;
The number of satellite galaxies in a halo follows the Poisson distribution with a mean given by a power law
where M 0 , M 1 and α are free parameters of the HOD model. We impose that there are no satellite galaxies in halos with M vir < M 0 . We allow satellite galaxies to exist in halos with no central galaxies.
The spatial distribution of satellite galaxies is assumed to follow the NFW profile (Navarro et al. 1997) , with the scale radius R s given by the value for the parent halo in the N-body catalog. We ignore the effect of velocity dispersion on redshift since it is negligible compared to photo-z errors.
Mock galaxies
To constrain the HOD model parameters, we measure the clustering of mock galaxies generated from a set of assumed values for these parameters and compare with our measurements from real LRGs. We use the halo catalog from the MultiDark Planck 2 (MDPL2) simulation (Klypin et al. 2016) , which used Rockstar (Behroozi et al. 2013) to identify the halos. The MDPL2 simulation adopts the Planck 2013 cosmology (Planck Collaboration et al. 2014) : Ω m = 0.307115, Ω Λ = 1 − Ω m = 0.692885, Ω b = 0.048206, h = 0.6777, σ 8 = 0.823, and n s = 0.96. The size of the cubic simulation box is 1h −1 Gpc, and the mass resolution is 1.51 × 10 9 h −1 M . We designed the redshift bins of the LRG sample so that they center at the redshifts of five snapshots of the simulation, as listed in Table 2 . We use halotools (Hearin et al. 2017) for populating the halos with galaxies using the pre-defined Zheng et al. (2007) prescription (note that we use the default halotools definition of N sat |M vir which is is slightly different from Zheng et al. 2007) .
To emulate the effect of photo-z's on the clustering signal, we perturb the position of the galaxies along the lineof-sight direction, i.e., the direction along one of the axes of the simulation box. For each galaxy, this distance perturbation is drawn from a Gaussian distribution, the width of which is randomly drawn from the rescaled photo-z error estimates of the LRGs in the corresponding redshift bin. As discussed in section 3.5.1, the true photo-z errors are assumed to differ from the estimated errors by a scaling factor S z which we do not have good constraints on. Thus S z is included in the model as a nuisance parameter. We use the Corrfunc software package (Sinha & Garrison 2017) for measuring w p (r p ) of the mock galaxies because it is better optimized than TreeCorr for cubic boxes with periodic boundaries conditions. 
MCMC sampling of parameters
The HOD model used here has five free parameters: log(M min ), σ log M , α, log(M 0 ), and log(M 1 ). Additionally, we have the nuisance parameter S z to account for uncertainties in the photo-z error estimation. We adopt flat priors for all these parameters, and the ranges for the priors are listed in Table 3 . We set the lower limit of S z at 0.6, which is much lower than the values inferred from spectroscopic redshifts (see Fig. 5 ).
To obtain the posterior probability distributions of the HOD parameters, we perform Markov Chain Monte Carlo (MCMC) sampling using the emcee package (Foreman-Mackey et al. 2013). The likelihood function used is given by L ∝ e −χ 2 /2 , where χ 2 is given by
where ∆w i = w meas p (r p ) − w mock p (r p ) is the difference between the measured projected correlation function and the one from the mocks at the i-th distance bin; Cov −1 is the inverse of the covariance matrix from jackknife resampling (see section 4.3); n meas and n mock are the comoving number densities of the data and the mock, respectively; and σ n is the uncertainty in the comoving number densities. The comoving number densities are estimated from the weighted spec-z objects as described in 3.5. We have compared these density estimates with the densities estimated from the photo-z's, and the standard deviation of the differences in the five redshift bins is ∼ 7%. We adopt a larger density uncertainty of σ n = 10% to account for any additional unknown systematics in the photo-z's.
RESULTS
The posterior distributions of the model parameters are shown in Fig. 11 and Fig. 12 . These plots have been made using a modified version of the corner.py software package (Foreman-Mackey 2016). The mean, median and best-fit values of the parameters and the 16% and 84% percentiles are listed in Table 4 . The derivation of the best-fit parameters is described in Appendix C. The first four redshift bins have very similar HOD parameters, indicating that the LRGs have similar host halo properties over the redshift range of 0.4 < z < 0.8.
The highest-redshift sample has much wider contours on the model parameters than lower redshift samples. This could be due to a combination of several factors, including the larger photo-z errors at higher redshifts, a smaller sample size, and a broader redshift distribution that dilutes the Figure 11 . The one-and two-dimensional marginalized posterior probability distributions of the model parameters from MCMC for the first three redshift bins. The inner contour and outer contour are the 68% and 95% confidence regions, respectively. All parameters except S z are HOD parameters; the parameter S z is the scaling factor for the photo-z errors. The mass parameters are in units of h −1 M . clustering signal. Despite the larger errors, the differences in the model parameters between this and lower redshift samples are statistically significant. Such deviation is caused by the selection effect of the apparent magnitude limit (see the middle panel of Fig. 1) : at redshifts higher than ∼ 0.7, the luminosity-threshold established by the sliding cut is replaced by the apparent magnitude limit, and as a result more luminous galaxies are more and more preferentially selected as redshift increases. This qualitative change of the sample at high redshift will need to be considered when analyzing and interpreting DESI spectroscopic data.
At lower redshifts where the photo-z errors are small, the HOD parameters are not sensitive to the photo-z error rescaling factor S z , since most of the galaxy pairs are still within π max = 150h −1 Mpc in the line-of-sight direction. At higher redshifts the photo-z errors are much larger, and the clustering signal from the mock galaxies is much more sensitive to the S z , thus resulting in the strong correlation between some of the HOD parameters and S z . Nevertheless, the value of S z is poorly constrained by the data, although the posterior prefers S z 1 at all redshifts, which is consistent with the results of the photo-z error validation with spectroscopic redshifts. Fig. 11 , but for different redshift bins. We include the results of 0.61 < z phot < 0.72 (which was also shown in the previous plot). The contours of the highest-redshift bin (0.84 < z phot < 0.93) are significantly different from those of the other redshift bins.
shows the probability distributions for the host halo masses in each redshift bin. In both figures, the solid lines are the best-fit results, and the dashed lines are for parameters randomly selected from the MCMC chains to show the possible range of halo occupations allowed by the data. The particularly sharp transition (quantified by the σ log M parameter) in the central galaxy population might be due to insufficient flexibility in the HOD model or inaccuracy in the σ 8 parameter we assumed, and the strong correlation between σ log M and the photo-z error rescaling factor also suggests the possibility of biased σ log M estimates due to additional photo-z systematics that is not accounted for by the rescaling factor. Ideally, we would compute the galaxy bias by comparing the clustering amplitudes of galaxies and dark matter particles in the N-body simulation as below b = ξ gal /ξ matter
where ξ gal and ξ matter are the two-point correlation functions of galaxies and matter, respectively. (The galaxy bias is a function of scale, and at large scale it asymptotes to the large-scale bias value which we compute here; hereafter we refer to the large-scale bias simply as the galaxy bias and denote it as b.) However, due to the lack of access to the MDPL2 dark matter particle catalog, we instead use the an- alytic halo bias-halo mass relation from Tinker et al. (2010) , implemented by the Colossus software package (Diemer 2018) . Specifically, we obtain the galaxy bias by averaging over the bias of all halos weighted by the number of galaxies in each halo,
where N gal is the total number of galaxies, M vir,i is the virial mass of the i-th halo, and N gal (i) is the number of galaxies (central and satellites) in the i-th halo.
There is a strong degeneracy between S z and galaxy bias, as shown in Fig. 15 , which leads to large uncertainties in galaxy bias at high redshift. This degeneracy is expected, since a stronger clustering signal could be due to either a higher bias or smaller photo-z errors.
The evolution of galaxy bias with redshift, shown in Fig.  16 , is consistent with the galaxy bias evolution of a sample with constant clustering amplitude, and it can be written as b(z) = 1.5/D(z), where D(z) is the linear growth factor. The factor 1.5 is slightly smaller than the factor 1.7 assumed in the DESI Final Design Report (DESI Collaboration et al. 2016b) .
The BOSS CMASS sample (Dawson et al. 2013 ), which has a median redshift of z 0.55, was selected with similarlymotivated luminosity threshold cuts to yield roughly half the comoving number density of our LRG sample. At z = 0.55, our galaxy bias estimates is consistent with b 2.0 from White et al. (2011) for the CMASS sample. The satellite fraction of our DESI-like LRGs is roughly 15%, compared to 10% for CMASS. The fact that there are much fewer satellite galaxies than central galaxies in LRG-like samples is a result of the selection cuts: only the most luminous galaxies are selected, and these luminous galaxies are much more likely to be at the centers of dark matter halos.
The literature on HOD analysis for comparable LRGs at higher redshifts is relatively scarce. The eBOSS survey targeted LRGs in the redshift range of 0.6 < z < 0.9 (Prakash et al. 2016), and Zhai et al. (2017) performed an HOD analysis on the combined BOSS+eBOSS sample in this redshift range. However, the eBOSS LRG sample is significantly different from the our DESI-like LRGs in certain aspects: 1) the comoving number density of the DESI-like LRGs is more than 5 times that of the eBOSS LRGs, and 2) the eBOSS LRG selection does not contain luminosity-threshold cuts, resulting in a wider range of luminosity. Therefore one should not expect the two samples to have the same HOD or derived parameters. The galaxy bias of DESI-like LRGs at ∼ 0.7 (median redshift of eBOSS) is ∼ 2.15, compared to 2.3 for eBOSS LRGs. The DESI-like LRGs have a satellite fraction similar to the 13% for eBOSS LRGs. The DESI-like LRGs have much smaller scatter in the halo mass thresh- Figure 14 . Similar to Fig. 13, but showing the probability distribution of host halo mass for a randomly selected galaxy in each redshift bin, with the solid lines showing the best-fit results and dashed lines showing parameters from the MCMC chain. The green curve shows the host halo mass distribution for all galaxies (centrals+satellites) normalized as the probability per logM; the blue and orange curves show the central and satellite components. The centrals in the highest-redshift sample have a much smoother low-mass cut-off than in the lower redshift samples. old (σ log M ) compared to eBOSS (which has σ log M = 0.82). Lower values of σ log M for the our LRG sample is expected since the sample selection includes a luminosity-threshold cut (whereas the eBOSS LRG selection does not), but as we discussed earlier, our estimate might suffer from inflexibility in the HOD model or photo-z systematics.
The α parameter shows little variation with redshift and is slightly larger than unity; this value is roughly consistent with SDSS (Zehavi et al. 2011; Zentner et al. 2019) and BOSS (White et al. 2011) results. It is significantly larger than the value from Zhai et al. (2017) which estimated α ∼ 0.4, although this difference could be attributed to the aforementioned differences in the sample selection.
Since the HOD model is probabilistic, even if the HOD parameters are fixed, each HOD realization yields a different set of mock galaxies and thus slightly different clustering statistics. This effectively adds a noise to the likelihood function in the MCMC. So long as this noise has mean of zero, it can be shown that as the number of steps becomes large the distribution of points in the chain should still converge to the correct posterior. However, this "realization noise" does cause the likelihoods associated with each step of the MCMC chain to have values which are biased high (or, equivalently, χ 2 to be biased low), since each "walker" is less likely to move away from a point whose likelihood was evaluated to be higher than average, and more likely to move away from one which fluctuated low. We show the impact of this bias in Appendix C. When the realization noise is significant (as here), one cannot directly use the likelihood values from the chain to find the best-fit point or to assess its χ 2 ; instead, it is necessary to average over repeated realizations of the same model parameters. This could be done at every step of the chain to reduce realization noise, but that is computationally expensive; instead, we adopt an alternative approach.
Specifically, we can exploit the fact that even though the likelihood value associated with each point in the chain is noisy and biased, the set of positions in parameter space that make up the chain do converge to match sampling from the posterior distribution. As a result, the density of points in the chain is highest where the posterior probability is greatest, even when the likelihood values assigned to those points may be inaccurate. We therefore select a small set of steps from the chains which lie in the highest density region of the parameter space; this set is highly likely to contain the points in the chain closest to the best-fit parameters. We then compute the χ 2 values for each of these sets of parameters, averaging over a large number of realizations; from this we can find the point in the chains which truly 0.6 0.7 0.8 0.9 1.0 S z has the highest likelihood. We describe this procedure in more detail in Appendix C. Table 4 lists the best-fit parameters and the corresponding averaged χ 2 values averaged over 1000 realizations. The table also lists the one-sided p-values corresponding to each χ 2 value; i.e., the probability of observing a χ 2 larger than the observed value purely by chance (if we find p < 0.05, the hypothesis that the best-fit HOD model matches the data should be rejected). We compute this p-value using the number of degrees of freedom N dof = N data − N param = 13 − 6 = 7, where N data is the number of r p bins plus one additional constraint from the comoving number density, and N param is the number of free parameters. In every case, the HOD model returns a satisfactory fit.
DISCUSSION AND CONCLUSION
We have made a number of methodological improvements for galaxy clustering analysis with the HOD model using photoz's. We have developed a method that divides the irregular survey footprint into uniform subregions that allowed us to apply the jackknife resampling technique on this dataset. Our methods of correlation measurements using the projected correlation function and the "cross-correlation" L-S Table 4 . Results from the HOD fitting with MCMC for the five redshift bins. For each redshift bin, the first row lists the mean values and the 16th and 84th percentiles; the second row (in italics font) lists the median values; and the third row (in bold font) lists the best-fit values in the six-dimensional HOD parameter space (these need not match the peak of each marginalized posterior distribution). The parameters log(M min ), σ log M , α, log(M 0 ) and log(M 1 ) are free parameters. The bias b and satellite fraction f sat are derived parameters. We also list the χ 2 for the best-fit parameters and the corresponding one-sided p-value; the fit quality is acceptable for all five redshift bins (values of p < 0.05 would indicate statistically significant differences between the model and the data).
Redshift estimator recover many galaxy pairs straddling the boundaries of the redshift bins, and prevent the counting of pairs which are too far apart in photo-z to have significant clustering but are still placed in the same redshift bin. Both effects boost the S/N in clustering measurements compared to a purely angular clustering analysis. The methods also allow for straightforward and consistent modeling by assigning photo-z errors from the estimated error distribution to the mock galaxies.
With these aforementioned improvements, we have demonstrated that it is possible to obtain good constraints on HOD parameters using only photometric data. Specifically, we have measured the clustering and performed an HOD analysis for DESI LRG target galaxies. We have found that the LRGs are found in massive halos (and especially so for high-z LRGs); this is expected since these are massive and red galaxies, which are only found in the densest environments (e.g., see Blanton & Moustakas 2009 ). We have also found that the host halo properties are very similar for all except the highest-redshift bin. The galaxy bias steadily increases with redshift, increasing from b 1.9 at z 0.45 to b 2.3 at z 0.9. This trend can be approximated by b = 1.5/D(z), implying constant clustering amplitude over time. The fits prefer a relatively small scatter in the halo mass threshold, suggesting that the LRG selection is efficient in selecting galaxies in massive dark matter halos. At high redshift, the host halos are significantly more massive; this is due to the selection effect of the apparent magnitude limit on the galaxy sample.
The results of this paper can be used to create improved mock galaxy catalogs for DESI. The upcoming spectroscopic data from DESI will eliminate the uncertainties from photoz's and provide tests of our results, although there will instead be systematics from fiber collisions to be dealt with.
The spectroscopic redshifts will also enable the accurate measurements of the rest-frame colors and luminosity, and it would be interesting to study the color and luminosity dependence of the galaxy clustering; results from such studies can provide important insights into the formation and evolution of these massive galaxies.
The overall methodology of HOD modeling with photoz's presented here can be easily implemented with existing analysis codes such as halotools, and it can be adopted for future imaging surveys such as LSST for studying the galaxy-halo connection. There are several aspects where our methods can be further improved upon by adding more sophistication, which we discuss below.
First, the approximation of Gaussian photo-z errors is not always appropriate. In our case, the LRGs have prominent spectral features such as the 4000Å break and the 1.6 micron bump that result in unambiguous photo-z's. Therefore, we are able to treat each PDF as a simple Gaussian distribution, and to assume that the photo-z errors are dominated by photometric uncertainties; these simplifications are supported by spectroscopic validation. However, in many other cases, the Gaussian approximation is not sufficient, and one needs to take the full photo-z PDFs as input in the fitting process; this can be important for galaxies that have skewed or multimodal PDFs or for datasets that have weak constraining power on redshifts.
Second, although in our case the uncertainty in the calibration of photo-z errors (quantified by S z ) is subdominant at lower redshifts, at higher redshift it causes significant uncertainties in HOD parameters and galaxy bias. Therefore, in the presence of relatively large photo-z errors, better priors on the calibration of photo-z uncertainties would significantly reduce the uncertainties in the model parameters.
This can be achieve using a small spectroscopic subsample that is representative of the full photometric sample.
Third, in this work we have assumed that the our galaxy sample has the same intrinsic photo-z error properties, and the distribution of actual photo-z errors are solely due to the variation in the S/N of the photometry; therefore we can randomly draw from the estimated photo-z errors and assign the resulting values to each mock galaxy. This assumption might not hold for a sample of galaxies that are more diverse than the LRGs; for example, in a pure luminosity threshold sample, the blue and red galaxies will have very different intrinsic photo-z errors/PDFs. Nevertheless, the method can account for such differences by treating differently halos with different properties when assigning photo-z errors to the corresponding galaxies.
Finally, since the correlation function is measured with relative distances, it is insensitive to an overall offset in photo-z's so long as the offset is the same for all galaxies in the sample. Our model does not account for higher order offsets, and light-cone mocks would be required to simulate such effects.
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APPENDIX A: WISE BRIGHT STAR MASKS
This appendix provides some technical details of the WISE bright star masks that we described in section 2.2. The WISE bright star masks are geometric masks around stars in the AllWISE catalog with W1 AB < 16.0. The masks consist of two components: circular masks for the "core" of a bright star, and rectangular masks for the diffraction spikes. The size of the masks vary with the W1 magnitude of the bright star, and the size-magnitude relation is shown in Fig.  A1 . To obtain the size-magnitude relation, we cross-correlate the positions on the sky between LRGs and bright stars in magnitude bins of ∆W1 AB = 0.5, and locate (by hand) the distance where the LRG density starts to noticeably deviate from the densities further away from the stars. This way the majority of the contaminated objects in the LRG sample are masked. Fig. A2 shows the cross-correlation between the LRG sample and AllWISE stars with 6 < W1 AB < 8 with the masks overlaid.
APPENDIX B: PHOTOMETRIC REDSHIFTS FOR LEGACY SURVEYS DATA RELEASE 8
Accompanying this paper we have released an updated version of the photometric redshifts used to conduct the largescale-structure analyses we have presented. This constitutes the Photometric Redshifts for the Legacy Surveys (PRLS) catalog; it is built using the most recent DR8 dataset of the Legacy Surveys 5 . Data Release 8 includes data from both (Cooper et al. 2012; Zhou et al. 2019 ). The method for computing the DR8 photo-z's is the same as described in section 3; as a result the photo-z performance in DR8 South is very similar to the DR7 photoz's used in this paper. The columns of the PRLS photo-z catalog are described in Table B2 .
To assess the photo-z accuracy for the spectroscopic training sample, we employ 5-fold cross-validation. To do this we randomly divide the dataset into 5 equal chunks; we can then combine 4 chunks for training and evaluate the performance with the remaining chunk. We repeat this procedure until all 5 chunks have been used for testing. In this way the entire truth dataset can be utilized for testing without biasing the assessment of performance. Fig. B1 shows the relationship between photo-z and spec-z for z mag < 21.0 objects in the truth catalog in DR8 South (the DECaLS region). For the (unweighted) objects, the photo-z scatter is ∼ 0.013 and the outlier rate is 1.5%, although it is worth noting that this sample is dominated by bright galaxies from surveys like SDSS and BOSS and therefore the numbers do not represent the photo-z accuracy of a magnitude limited sample with z mag < 21.0. Fig. B2 presents the equivalent plot for DR8 North (the BASS/MzLS region).
To show how the photo-z's start to systematically break down beyond z mag 21, we plot photo-z vs spec-z for z mag > 21.0 objects (in DR8 South) in Fig. B3 . The failure of the photo-z's is due to the limitations in our imaging data: W1 and W2 are too shallow to be useful for the fainter galaxies, so for these galaxies we are effectively limited to only the three optical bands, gr z, which are not sufficient to constrain the photo-z's. The shallow W1/W2 imaging is particularly problematic for galaxies with z 0.5, as their 1.6 micron bump is still far from the W1 band, causing their photo-z's to fail catastrophically.
APPENDIX C: IDENTIFYING MAXIMUM-LIKELIHOOD VALUES IN NOISY MCMC
Here we provide more details on the treatment of noisy MCMC that we discussed in the last part of section 6.
First, to demonstrate that the likelihoods (or, equivalently, χ 2 values, since we use flat priors and Gaussian likelihoods) at each step from the MCMC chain are indeed bi- Table B2 . Descriptions of the columns in the PRLS photometric redshift catalog.
Name
Description z phot mean photo-z derived from the mean of the photo-z PDF z phot median photo-z derived from the median of the photo-z PDF z phot std standard deviation of the photo-z's derived from the photo-z PDF z phot l68 lower bound of the 68% confidence region, derived from the photo-z PDF z phot u68 upper bound of the 68% confidence region, derived from the photo-z PDF z phot l95 lower bound of the 95% confidence region, derived from the photo-z PDF z phot u95 upper bound of the 68% confidence region, derived from the photo-z PDF z spec spectroscopic redshift, if available survey source of the spectroscopic redshift training whether or not the spectroscopic redshift is used in photometric redshift training Figure B1 . Photo-z vs. spec-z plot similar to 4, but for z mag < 21.0 objects with spec-z training objects in DR8 South (the region covered by the DECaLS survey) without any weighting (crossvalidation is used to avoid biasing errors low). The photometric redshifts are generally well-behaved in this regime.
ased, we randomly select 100 points from the chain (where each point corresponds to a set of model parameters), and for each of these points we rerun 100 HOD realizations to obtain the average χ 2 value. Figure C1 shows the difference between the χ 2 value taken from the MCMC chain and the mean χ 2 value averaging over 100 realizations for the same position in parameter space, drawn from the fits for the redshift bin of 0.61 < z < 0.72 (the same redshift bin is used for all other figures in this section). Clearly the χ 2 values from the chain are biased low compared to the averaged values. This bias is caused by noise in the MCMC likelihood function, as discussed in section 6.
To demonstrate the difficulty of using the likelihood from the MCMC chain for finding the best-fit parameters Figure B2 . As B1, but for DR8 North (the BASS/MzLS survey region).
in the presence of realization noise, here we show that the points selected to have the highest likelihood values have a very wide distribution in the parameter space. In MCMC the chain positions are correlated, and sometimes a walker can get "stuck" at the same position for many steps; to reduce such effects, we divide the chain into 500 segments, and select the highest likelihood point in each segment, and plot their positions in parameter space in Figure C2 . Even though these points have higher likelihoods in the chain than 99.95% of the sample, they span a large range in parameter space.
As selecting the best-fit parameters using the chain likelihoods does not yield good results, we adopt an alternative approach. The distribution of points in the chain should converge to follow the posterior. As a result, the density of points in the chain should be greatest where the posterior is highest. We can therefore select points in the regions of Figure B3 . Same as B1 but for z mag > 21.0 objects in the truth catalog. In this regime the photo-z's are poorly constrained, especially for objects with z 0.5. Figure C1 . Histogram of the difference between the χ 2 value from the MCMC chain and the mean χ 2 value averaging over 100 realizations for the same set of HOD parameters. The vertical line highlights the location of zero difference. The χ 2 difference is clearly non-zero on average, indicating that the χ 2 values from the MCMC chain are biased low.
highest density and they are likely to be near the likelihood peak. Below we describe the method in detail. First we downsample the MCMC chain by selecting every 50th point from the chain to reduce the effects of correlations, and then for each point compute the distance to its 500th nearest neighbor (after downsampling). These dis-tances should anti-correlate strongly with the local density. For the nearest neighbor search and distance calculation, the parameter space is normalized by the 16-84% percentile range along each dimension. We also perform "reflection" on σ log M and S z dimensions at their lower boundaries in their prior to remove the boundary effect: each point in the chain is duplicated with the same parameters except for σ log M which adopts the value of 0 − σ log M where 0 is the lower boundary of σ log M ; subsequently the same procedure is also performed for S z , so in the end we have 4 times the original number of points.
We select the 500 points with the smallest neighbor distances. The distribution of these points are shown in Figure  C3 ; note that these points have a much more compact distribution than those in Figure C2 . For each of these points, we generate 100 HOD realizations and determine the χ 2 for each. We then compute the averaged χ 2 using the Hodges-Lehmann estimator (Hodges & Lehmann 1963) . Since there is still some scatter in the averaged χ 2 , we again select the 10 points with the smallest averaged χ 2 and generate 1000 HOD realizations to get more accurate χ 2 values. The point with the smallest averaged χ 2 is selected as the set of best-fit parameters. In some redshift bins, the distributions of the 10 points are more compact than the 500 points; in other bins, the distributions are rather similar. Figure C2 . Points with the highest chain likelihood values selected from 500 segments in the chain for the redshift bin of 0.61 < z < 0.72. The contours of the full MCMC chain are also shown. The highest-likelihood points span a wide range in parameter space due to the stochastic nature of the model likelihood evaluated at a given point in the chain. Figure C3 . The distribution of 500 points that are in the highest density region in parameter space. The contours of the full MCMC chain are also shown. The distribution of these points is much more compact than the distribution of points selected directly from MCMC likelihoods which is shown in the previous plot.
