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EIGRP: protocolo de Enrutamiento de Puerta de enlace Interior Mejorado, es un 
protocolo de encaminamiento de vector distancia, propiedad de Cisco Systems, que 
ofrece lo mejor de los algoritmos de vector de distancia. Se considera un protocolo 
avanzado que se basa en las características normalmente asociadas con los 
protocolos del estado de enlace. 
 
Etherchannel: Hace parte de las tecnologías de CISCO, basada en los estándares 
802.3 Full-Duplex y Fast Ethernet; su función principal es la agrupación lógica de 
varios enlaces físicos Ethernet. 
 
LACP: Igual que PAgP es un protocolo de CISCO que puede agrupar puertos con 
características similares. Es un protocolo definido en el estándar 802.3ad. Sus 
modos de configuración son activo y pasivo. 
 
OSPF: Open Shortest Path First. Algoritmo de enrutamiento IGP jerárquico de 
estado de enlace propuesto como sucesor del RIP en la comunidad de Internet. Las 
características del OSPF incluyen enrutamiento de menor costo, enrutamiento 
multitrayecto y balanceo de carga. El OSPF se derivó de una versión temprana del 
protocolo ISIS. 
 
PAgP: Es un protocolo de CISCO, se encarga de agrupar puertos con 
ROUTER: Dispositivo de capa de red que utiliza una o más métricas para determinar 
el camino óptimo a través del cual el tráfico de la red debe ser reenviado. Los 
enrutadores reenvían paquetes de una red a otra basándose en la información de 
la capa de red. Ocasionalmente se le llama puerta de enlace (aunque esta definición 
de puerta de enlace es cada vez más anticuada). 
 
SWITCH: Dispositivo de red que filtra, reenvía e inunda las tramas en función de la 
dirección de destino de cada trama. El conmutador funciona en la capa de enlace 
de datos del modelo OSI. Término general aplicado a un dispositivo electrónico o 
mecánico que permite establecer una conexión según sea necesario y terminarla 
cuando ya no hay una sesión que soportar. 
 
TOPOLOGY: Disposición física de los nodos de la red y los medios de comunicación 
dentro de una estructura de red empresarial. 
 
VLAN: Grupo de dispositivos en una LAN que se configuran para que puedan 
comunicarse como si estuvieran conectados al mismo cable, cuando en realidad 
están ubicados en varios segmentos diferentes de la LAN. Porque las VLAN se 








La siguiente prueba de habilidades prácticas CCNP cuenta con dos escenarios o 
topologías donde se realiza cada una de las configuraciones necesarias en cada 
uno de ellos, con el fin de dar solución al problema planteado. En el escenario 1 se 
configuran los routers según lo planteado en cada actividad y se verifican estas 
configuraciones mediante el uso de los comandos show ip route. Igualmente se 
crean rutas mediante EIGRP en OSPF. 
 
Mediante CCNP ROUTE nos permite apropiar las temáticas relacionadas con los 
principios básicos de la red y los protocolos de enrutamiento IP versión 4 (IPv4), el 
Protocolo de enrutamiento de gateway interior mejorado (EIGRP), el protocolo 
Primer camino más corto (OSPF). Se explora la conectividad y se analiza la 
administración de las actualizaciones de enrutamiento y las rutas que toma el tráfico 
en la red. También se examinan las mejores prácticas de seguridad informática para 
los enrutadores. 
 
Para el desarrollo e implementación de los escenarios 1 y 2 se trabaja en el entorno 
de simulación en el programa Packet Tracer. 
 





























The following test of practical skills CCNP has two scenarios or topologies where 
each of the necessary configurations in each one of them is made, in order to give 
solution to the posed problem. In scenario 1, routers are configured according to the 
requirements of each activity and these configurations are verified by using the show 
ip route commands. Routes are also created using EIGRP in OSPF. 
 
Using CCNP ROUTE allows us to appropriate the topics related to the basic 
principles of the network and the IP routing protocols version 4 (IPv4), the Enhanced 
Inner Gateway Routing Protocol (EIGRP), the First Shortest Path Protocol (OSPF). 
Connectivity is explored and management of routing updates and routes taken by 
network traffic is discussed. Best practices in computer security for routers are also 
examined. 
 
For the development and implementation of scenarios 1 and 2 we work in the 
environment of simulation in the Packet Tracer program. 
 































Con el desarrollo de la prueba de habilidades prácticas se espera conseguir dar 
desarrollo a dos escenarios o topologías de redes planteados usando comandos 
IOS de configuración avanzada en routers (con direccionamiento) para protocolos 
de enrutamiento como: OSPF, EIGRP y BGP, en entornos de direccionamiento sin 
clase, con el fin diseñar e implementar soluciones de red escalables, mediante el 
uso de los principios de enrutamiento y conmutación de paquetes en ambientes LAN 
y WAN, al igual que configuración avanzada  en switch que permitirá  apropiar las 
temáticas relacionadas con la implementación, monitoreo y administración de la 
conmutación en una arquitectura de red empresarial, la implementación de VLANs 
en redes corporativas, y la configuración y optimización para una alta disponibilidad 
y redundancia en los switches de capa 2 y capa 3. 
 
Para el desarrollo de esta prueba de habilidades para el escenario uno se 
identificará las características que conforman un protocolo OSPF y EIGRP que 
permitirá elaborar una propuesta de desarrollo para lograr realizar una configuración 
básica de EIGRP, OSPF, explorar la tabla de topología del EIGRP, OSPF, identificar 
sucesores factibles y distancias factibles, al igual que usar comandos de mostrar la 
tabla de topología EIGRP, OSPF y generar rutas por defecto en OSPF, EIGRP. 
 
Continuando con el desarrollo de esta prueba de habilidades para el escenario dos 
se configurará un dominio VTP versión 3 y versión 2, se creará y mantendrá VLANs, 
se configurará el Trunking 802.1, al igual que la creación de enlaces de 
EtherChannel. Empleando herramientas de simulación y laboratorios de acceso 
remoto como Packet Tracer con el fin de establecer escenarios LAN/WAN que 
permitan realizar un análisis sobre el comportamiento de múltiples protocolos, 
evaluando el desempeño de los routers y switches mediante el uso de comandos 


















DESARROLLO.    
1. ESCENARIO 1. 
















1.1. Aplique las configuraciones iniciales y los protocolos de enrutamiento para 
los routers R1, R2, R3, R4 y R5 según el diagrama. No asigne passwords en 
los routers. Configurar las interfaces con las direcciones que se muestran en 
la topología de red. 
 










1.1.1. Configuración inicial Router R1 
 
Configuración de inicio 
 
Tabla 1. Configuración de inicio Router R1 
Router>enable                          
                     
Ingreso a privilegiado 
Router#configure terminal                             Ingreso al modo de 
configuración global 
Router(config)#no ip domain-lookup         Desactivo el servicio de 
traducción de nombres 
Router(config)#line con 0 Configuración de línea de la 
consola 
Router(config-line)#logging synchronous Evito que los mensajes IOS 
interrumpan la entrada por 
teclado. 
Router(config-line)#exec-timeout 0 0 Configuro un tiempo de 
espera EXEC (minutos, 
segundos) 
Router(config-line)#exit Salgo del modo de 
configuración  
Router(config)#hostname R1 Configuro el nombre del 
Router 
R1(config)#exit Salgo del modo de 
configuración  
 
Configuración de direccionamiento 
 
Tabla 2. Configuración de direccionamiento Router R1 
R1#configure terminal  Ingreso al modo de 
configuración global 
R1(config)#interface serial 0/0/0 
 
Configuración de Interface 
R1(config-if)#description Link to R2 
 
Configurar una descripción 
R1(config-if)#ip address 10.113.12.1 255.255.255.0 
 
Configuro una dirección IP / 
Submask 
R1(config-if)#clock rate 128000 
 
Asigno tasa de transmisión 
R1(config-if)#bandwidth 128 
 
Establezco el ancho de 





Activo la Interface 
R1(config-if)#exit Salgo del modo de 
configuración 
R1(config)#end Salgo del modo de 
configuración 
R1#copy run start 
 
Guardo la configuración 
 
Añadir interfaces en OSPF 
 
Tabla 3. Añadir interfaces en OSPF Router R1 
R1#configure terminal  Ingreso al modo de 
configuración global 
R1(config)#router ospf 1 
 




Configuro una ID de router 
R1(config-router)#network 10.113.12.0 0.0.0.255 
area 5 
 
Configuración de IP (Red) 
conectada directamente 
con mascara wilcard y área 
R1(config-router)#exit 
 





















1.1.2. Configuración inicial Router R2 
 
Configuración de inicio 
 
Tabla 4. Configuración de inicio Router R2 
Router>enable                          
                     
Ingreso a privilegiado 
Router#configure terminal                             Ingreso al modo de 
configuración global 
Router(config)#no ip domain-lookup         Desactivo el servicio de 
traducción de nombres 
Router(config)#line con 0 Configuración de línea de la 
consola 
Router(config-line)#logging synchronous Evito que los mensajes IOS 
interrumpan la entrada por 
teclado. 
Router(config-line)#exec-timeout 0 0 Configuro un tiempo de 
espera EXEC (minutos, 
segundos) 
Router(config-line)#exit Salgo del modo de 
configuración  
Router(config)#hostname R2 Configuro el nombre del 
Router 
R2(config)#exit Salgo del modo de 
configuración  
 
Configuración de direccionamiento 
 
Tabla 5. Configuración de direccionamiento Router R2 
R2#configure terminal  Ingreso al modo de 
configuración global 
R2(config)#interface serial 0/0/0 
 
Configuración de Interface 
R2(config-if)#description Link to R1 
 
Configurar una descripción 
R2(config-if)#ip address 10.113.12.2 255.255.255.0 
 
Configuro una dirección IP / 
Submask 
R2(config-if)#clock rate 128000 
 
Asigno tasa de transmisión 
R2(config-if)#bandwidth 128 
 
Establezco el ancho de 
banda en la interface 
20 
 
R2(config-if)#no shutdown Activo la Interface 
R2(config-if)#exit Salgo del modo de 
configuración 
R2(config)#interface serial 0/1/0 
 
Configuración de Interface 
R2(config-if)#description Link to R3 
 
Configurar una descripción 
R2(config-if)#ip address 10.113.13.1 255.255.255.0 
 
Configuro una dirección IP / 
Submask 
R2(config-if)#clock rate 128000 
 
Asigno tasa de transmisión 
R2(config-if)#bandwidth 128 
 
Establezco el ancho de 
banda en la interface 
R2(config-if)#no shutdown 
 
Activo la Interface 
R2(config-if)#exit Salgo del modo de 
configuración 
R2(config)#end Salgo del modo de 
configuración 
R2#copy run start 
 
Guardo la configuración 
 
Añadir interfaces en OSPF 
 
Tabla 6. Añadir interfaces en OSPF Router R2 
R2#configure terminal  Ingreso al modo de 
configuración global 
R2(config)#router ospf 1 
 




Configuro una ID de router 
R(config-router)#network 10.113.12.0 0.0.0.255 
área 5 
 
Configuración de IP (Red) 
conectada directamente 
con mascara wilcard y área 
R(config-router)#network 10.113.13.0 0.0.0.255 
área 5 
 
Configuración de IP (Red) 
conectada directamente 
con mascara wilcard y área 
R2(config-router)#exit 
 

















1.1.3. Configuración inicial Router R3 
 
Configuración de inicio 
 
Tabla 7. Configuración de inicio Router R3 
Router>enable                          
                     
Ingreso a privilegiado 
Router#configure terminal                             Ingreso al modo de 
configuración global 
Router(config)#no ip domain-lookup         Desactivo el servicio de 
traducción de nombres 
Router(config)#line con 0 Configuración de línea de la 
consola 
Router(config-line)#logging synchronous Evito que los mensajes IOS 
interrumpan la entrada por 
teclado. 
Router(config-line)#exec-timeout 0 0 Configuro un tiempo de 
espera EXEC (minutos, 
segundos) 
Router(config-line)#exit Salgo del modo de 
configuración  
Router(config)#hostname R3 Configuro el nombre del 
Router 
R3(config)#exit Salgo del modo de 
configuración  
 
Configuración de direccionamiento 
 
Tabla 8. Configuración de direccionamiento Router R3 
R3#configure terminal  Ingreso al modo de 
configuración global 
R3(config)#interface serial 0/0/0 
 
Configuración de Interface 
R3(config-if)#description Link to R2 
 
Configurar una descripción 
R3(config-if)#ip address 10.113.13.2 255.255.255.0 
 
Configuro una dirección IP / 
Submask 
R3(config-if)#clock rate 128000 
 
Asigno tasa de transmisión 
R3(config-if)#bandwidth 128 
 
Establezco el ancho de 
banda en la interface 
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R3(config-if)#no shutdown Activo la Interface 
R3(config-if)#exit Salgo del modo de 
configuración 
R3(config)#interface serial 0/1/0 
 
Configuración de Interface 
R3(config-if)#description Link to R4 
 
Configurar una descripción 
R3(config-if)#ip address 172.19.34.1 255.255.255.0 
 
Configuro una dirección IP / 
Submask 
R3(config-if)#clock rate 128000 
 
Asigno tasa de transmisión 
R3(config-if)#bandwidth 128 
 
Establezco el ancho de 
banda en la interface 
R3(config-if)#no shutdown 
 
Activo la Interface 
R3(config-if)#exit Salgo del modo de 
configuración 
R3(config)#end Salgo del modo de 
configuración 
R3#copy run start 
 
Guardo la configuración 
 
Añadir interfaces en OSPF 
 
Tabla 9. Añadir interfaces en OSPF Router R3 
R3#configure terminal  Ingreso al modo de 
configuración global 
R3(config)#router ospf 1 
 




Configuro una ID de router 
R3(config-router)#network 10.113.13.0 0.0.0.255 
area 5 
 
Configuración de IP (Red) 
conectada directamente 
con mascara wilcard y área 
R3(config-router)#exit 
 












Añadir interfaces en EIGRP 
 
Tabla 10. Añadir interfaces en EIGRP Router R3 
R3#configure terminal  Ingreso al modo de 
configuración global 
R3(config)#router eigrp 15 
 
Configuro el protocolo 
EIGRP 
R3(config-router)# eigrp router-id 3.3.3.3 
 
Configuro una ID de router 
R3(config-router)#network 172.19.34.0 0.0.0.255  
 
Configuración de IP (Red) 
conectada directamente 
con mascara wilcard  
R3(config-router)#exit 
 













1.1.4. Configuración inicial Router R4 
 
Configuración de inicio 
 
Tabla 11. Configuración de inicio Router R4 
Router>enable                          
                     
Ingreso a privilegiado 
Router#configure terminal                             Ingreso al modo de 
configuración global 
Router(config)#no ip domain-lookup         Desactivo el servicio de 
traducción de nombres 
Router(config)#line con 0 Configuración de línea de la 
consola 
Router(config-line)#logging synchronous Evito que los mensajes IOS 
interrumpan la entrada por 
teclado. 
Router(config-line)#exec-timeout 0 0 Configuro un tiempo de 
espera EXEC (minutos, 
segundos) 
Router(config-line)#exit Salgo del modo de 
configuración  
Router(config)#hostname R4 Configuro el nombre del 
Router 
R4(config)#exit Salgo del modo de 
configuración  
 
Configuración de direccionamiento 
 
Tabla 12. Configuración de direccionamiento Router R4 
R4#configure terminal  Ingreso al modo de 
configuración global 
R4(config)#interface serial 0/0/0 
 
Configuración de Interface 
R4(config-if)#description Link to R3 
 
Configurar una descripción 
R4(config-if)#ip address 172.19.34.2 255.255.255.0 
 
Configuro una dirección IP / 
Submask 
R4(config-if)#clock rate 128000 
 
Asigno tasa de transmisión 
R4(config-if)#bandwidth 128 
 
Establezco el ancho de 
banda en la interface 
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R4(config-if)#no shutdown Activo la Interface 
R4(config-if)#exit Salgo del modo de 
configuración 
R4(config)#interface serial 0/1/0 
 
Configuración de Interface 
R4(config-if)#description Link to R5 
 
Configurar una descripción 
R4(config-if)#ip address 172.19.45.1 255.255.255.0 
 
Configuro una dirección IP / 
Submask 
R4(config-if)#clock rate 128000 
 
Asigno tasa de transmisión 
R4(config-if)#bandwidth 128 
 
Establezco el ancho de 
banda en la interface 
R4(config-if)#no shutdown 
 
Activo la Interface 
R4(config-if)#exit Salgo del modo de 
configuración 
R4(config)#end Salgo del modo de 
configuración 
R4#copy run start 
 
Guardo la configuración 
 
Añadir interfaces en EIGRP 
 
Tabla 13. Añadir interfaces en EIGRP Router R4 
R4#configure terminal  Ingreso al modo de 
configuración global 
R4(config)#router eigrp 15 
 
Configuro el protocolo 
OSPF 
R4(config-router)# eigrp router-id 4.4.4.4 
 
Configuro una ID de router 
R4(config-router)#network 172.19.34.0 0.0.0.255  
 
Configuración de IP (Red) 
conectada directamente 
con mascara wilcard  
R4(config-router)#network 172.19.45.0 0.0.0.255  
 
Configuración de IP (Red) 
conectada directamente 
con mascara wilcard  
R4(config-router)#exit 
 














1.1.5. Configuración inicial Router R5 
 
Configuración de inicio 
 
Tabla 14. Configuración de inicio Router R5 
Router>enable                          
                     
Ingreso a privilegiado 
Router#configure terminal                             Ingreso al modo de 
configuración global 
Router(config)#no ip domain-lookup         Desactivo el servicio de 
traducción de nombres 
Router(config)#line con 0 Configuración de línea de la 
consola 
Router(config-line)#logging synchronous Evito que los mensajes IOS 
interrumpan la entrada por 
teclado. 
Router(config-line)#exec-timeout 0 0 Configuro un tiempo de 
espera EXEC (minutos, 
segundos) 
Router(config-line)#exit Salgo del modo de 
configuración  
Router(config)#hostname R5 Configuro el nombre del 
Router 
R5(config)#exit Salgo del modo de 
configuración  
 
Configuración de direccionamiento 
 
Tabla 15. Configuración de direccionamiento Router R5 
R5#configure terminal  Ingreso al modo de 
configuración global 
R5(config)#interface serial 0/0/0 
 
Configuración de Interface 
R5(config-if)#description Link to R4 
 
Configurar una descripción 
R5(config-if)#ip address 172.19.45.2 255.255.255.0 
 
Configuro una dirección IP / 
Submask 
R5(config-if)#clock rate 128000 
 
Asigno tasa de transmisión 
R5(config-if)#bandwidth 128 
 
Establezco el ancho de 
banda en la interface 
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R5(config-if)#no shutdown Activo la Interface 
R5(config-if)#exit Salgo del modo de 
configuración 
R5(config)#end Salgo del modo de 
configuración 
R5#copy run start 
 
Guardo la configuración 
 
 
Añadir interfaces en EIGRP 
 
Tabla 16. Añadir interfaces en EIGRP Router R5 
R5#configure terminal  Ingreso al modo de 
configuración global 
R5(config)#router eigrp 15 
 
Configuro el protocolo 
OSPF 
R5(config-router)# eigrp router-id 5.5.5.5 
 
Configuro una ID de router 
R5(config-router)#network 172.19.45.0 0.0.0.255  
 
Configuración de IP (Red) 
conectada directamente 
con mascara wilcard  
R5(config-router)#exit 
 
























1.2. Cree cuatro nuevas interfaces de Loopback en R1 utilizando la asignación de 
direcciones 10.1.0.0/22 y configure esas interfaces para participar en el área 
5 de OSPF. 
 
Tabla 17. División de la red en subredes 
Address:  10.1.0.0 
Netmask:  22 = 255.255.252.0 
Wilcard:    0.0.3.255 
HostMin:   10.1.0.1 
HostMax:   10.1.3.254 
Hosts/Net:  1022  
 
Con base en lo anterior se determinan las siguientes direcciones de red: 
 
Con el mismo bloque de direcciones 10.1.0.0/22, se deben tomar prestados bits de 
host para crear 4 subredes.  
 
2n = 22 = 4 subredes 
 
Si se toman prestados 2 bits, se crean 4 subredes. 
 





11111111 11111111 11111100 00000000 
 
Nueva máscara de subred. 
 




Cálculo de hosts  
 
Para calcular la cantidad de hosts después de tomar prestados 2 bits para la subred, 
restan 8 bits de host. 
 
28 – 2 = 256 - 2 = 254 
 




256 – 255 = 1 
 
Tabla 18. Tabla direccionamiento Loopback R1 
Loopback Dirección 
Loopback 0 10.1.0.1/24 
Loopback 1 10.1.1.1/24 
Loopback 2 10.1.2.1/24 
Loopback 3 10.1.3.1/24 
 
Configuración de direccionamiento 
 
Tabla 19. Configuración de direccionamiento Loopback Router R1 
R1#configure terminal  Ingreso al modo de 
configuración global 
R1(config)#interface loopback 0 
 
Configuración de Interface 
R1(config-if)#ip address 10.1.0.1 255.255.255.0 
 
Configuro una dirección IP / 
Submask 
R1(config-if)#exit Salgo del modo de 
configuración 
R1(config)#interface loopback 1 
 
Configuración de Interface 
R1(config-if)#ip address 10.1.1.1 255.255.255.0 
 
Configuro una dirección IP / 
Submask 
R1(config-if)#exit Salgo del modo de 
configuración 
R1(config)#interface loopback 2 
 
Configuración de Interface 
R1(config-if)#ip address 10.1.2.1 255.255.255.0 
 
Configuro una dirección IP / 
Submask 
R1(config-if)#exit Salgo del modo de 
configuración 
R1(config)#interface loopback 3 
 
Configuración de Interface 
R1(config-if)#ip address 10.1.3.1 255.255.255.0 
 
Configuro una dirección IP / 
Submask 
R1(config-if)#exit Salgo del modo de 
configuración 
R1(config)#end Salgo del modo de 
configuración 
R1#copy run start Guardo la configuración 
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Añadir interfaces en OSPF 
 
Tabla 20. Añadir interfaces en OSPF Loopback Router R1 
R1#configure terminal  Ingreso al modo de 
configuración global 
R1(config)#router ospf 1 
 




Configuro una ID de router 
R1(config-router)#network 10.1.0.0 0.0.3.255 area 
5 
 
Configuración de IP (Red) 
conectada directamente 
con mascara wilcard y área 
R1(config-router)#exit 
 
Salgo del modo de 
configuración 
R1(config)# interface loopback 0 
 
Configuración de Interface 
R1(config-if)# ip ospf network point-to-point 
 
Indico al router el tipo de red  
R1(config-router)#exit 
 
Salgo del modo de 
configuración 
R1(config)# interface loopback 1 
 
Configuración de Interface 
R1(config-if)# ip ospf network point-to-point 
 
Indico al router el tipo de red 
R1(config-router)#exit 
 
Salgo del modo de 
configuración 
R1(config)# interface loopback 2 
 
Configuración de Interface 
R1(config-if)# ip ospf network point-to-point 
 
Indico al router el tipo de red 
R1(config-router)#exit 
 
Salgo del modo de 
configuración 
R1(config)# interface loopback 3 
 
Configuración de Interface 
R1(config-if)# ip ospf network point-to-point 
 












































1.3. Cree cuatro nuevas interfaces de Loopback en R5 utilizando la asignación de 
direcciones 172.5.0.0/22 y configure esas interfaces para participar en el 
Sistema Autónomo EIGRP 15. 
 
Tabla 21. División de la red en subredes 
Address:  172.5.0.0 
Netmask:  22 = 255.255.252.0 
Wilcard:    0.0.3.255 
HostMin:   172.5.0.1 
HostMax:   172.5.3.255 
Hosts/Net:  1022  
 
Con base en lo anterior se determinan las siguientes direcciones de red: 
 
Con el mismo bloque de direcciones 172.5.0.0/22, se deben tomar prestados bits 
de host para crear 4 subredes.  
 
2n = 22 = 4 subredes 
 
Si se toman prestados 2 bits, se crean 4 subredes. 
 





11111111 11111111 11111100 00000000 
 
Nueva máscara de subred. 
 




Cálculo de hosts  
 
Para calcular la cantidad de hosts después de tomar prestados 2 bits para la subred, 
restan 8 bits de host. 
 
28 – 2 = 256 - 2 = 254 
 




256 – 255 = 1 
Tabla 22. Tabla direccionamiento Loopback R5 
Loopback Dirección 
Loopback 0 172.5.0.1/24 
Loopback 1 172.5.1.1/24 
Loopback 2 172.5.2.1/24 
Loopback 3 172.5.3.1/24 
 
Configuración de direccionamiento 
Tabla 23. Configuración de direccionamiento Loopback Router R5 
R5#configure terminal  Ingreso al modo de 
configuración global 
R5(config)#interface loopback 0 
 
Configuración de Interface 
R5(config-if)#ip address 172.5.0.1 255.255.255.0 
 
Configuro una dirección IP / 
Submask 
R5(config-if)#exit Salgo del modo de 
configuración 
R5(config)#interface loopback 1 
 
Configuración de Interface 
R5(config-if)#ip address 172.5.1.1 255.255.255.0 
 
Configuro una dirección IP / 
Submask 
R5(config-if)#exit Salgo del modo de 
configuración 
R5(config)#interface loopback 2 
 
Configuración de Interface 
R5(config-if)#ip address 172.5.2.1 255.255.255.0 
 
Configuro una dirección IP / 
Submask 
R5(config-if)#exit Salgo del modo de 
configuración 
R5(config)#interface loopback 3 
 
Configuración de Interface 
R5(config-if)#ip address 172.5.3.1 255.255.255.0 
 
Configuro una dirección IP / 
Submask 
R5(config-if)#exit Salgo del modo de 
configuración 
R5(config)#end Salgo del modo de 
configuración 
R5#copy run start 
 




Añadir interfaces en EIGRP 
 
Tabla 24. Añadir interfaces en EIGRP Loopback Router R1 
R5#configure terminal  Ingreso al modo de 
configuración global 
R5(config)#router eigrp 15 
 
Configuro el protocolo 
EIGRP 
R5(config-router)#network 172.5.0.0 0.0.0.255  
 
Configuro el protocolo 
EIGRP 
R5(config-router)#network 172.5.1.0 0.0.0.255 
 
Configuro el protocolo 
EIGRP 
R5(config-router)#network 172.5.2.0 0.0.0.255 
 
Configuro el protocolo 
EIGRP 
R5(config-router)#network 172.5.3.0 0.0.0.255 
 



































































1.4. Analice la tabla de enrutamiento de R3 y verifique que R3 está aprendiendo 
las nuevas interfaces de Loopback mediante el comando show ip route. 









1.5. Configure R3 para redistribuir las rutas EIGRP en OSPF usando el costo de 
50000 y luego redistribuya las rutas OSPF en EIGRP usando un ancho de 
banda T1 y 20,000 microsegundos de retardo. 
 
Redistribuir las rutas del EIGRP en el OSPF, en R3 
 
Tabla 25. Redistribución de las rutas del EIGRP en el OSPF, en R3 
R3#configure terminal  Ingreso al modo de 
configuración global 
R3(config)# router ospf 1 
 
Configuro el protocolo 
OSPF 
R3(config-router)# redistribute eigrp 15 metric 
50000 subnets 
 




Salgo del modo de 
configuración 
 
Figura 13. Redistribución de las rutas del EIGRP en el OSPF, en R3 
 
 
Redistribuir las rutas OSPF en EIGRP, en R3 
 
Tabla 26. Redistribución de las rutas del EIGRP en el OSPF, en R3 
R3#configure terminal  Ingreso al modo de 
configuración global 
R3(config)# router eigrp 15 
 
Configuro el protocolo 
OSPF 
R5(config-router)# redistribute ospf 1 metric 1544 
20000 255 1 1500 
 
El comando le dice a 
EIGRP que redistribuya el 
proceso OSPF 1 con estas 
métricas: ancho de banda 
de 1544, retraso de 20000, 
fiabilidad de 255/255, carga 






Salgo del modo de 
configuración 





































1.6. Verifique en R1 y R5 que las rutas del sistema autónomo opuesto existen en 
su tabla de enrutamiento mediante el comando show ip route. 























Tabla 27. Tabla de direccionamiento 
Dispositivo Interfaces Dirección IP Máscara de 
subred 
 
R1 Loopback 0 10.1.0.1 255.255.255.0 
Loopback 1 10.1.1.1 255.255.255.0 
Loopback 2 10.1.2.1 255.255.255.0 
Loopback 3 10.1.3.1 255.255.255.0 
Serial 0/0/0 10.113.12.1 255.255.255.0 
R2 Serial 0/0/0 10.113.12.2 255.255.255.0 
Serial 0/1/0 10.113.13.1 255.255.255.0 
R3 Serial 0/0/0 10.113.13.2 255.255.255.0 
Serial 0/1/0 172.19.34.1 255.255.255.0 
R4 Serial 0/0/0 172.19.34.2 255.255.255.0 
Serial 0/1/0 172.19.45.1 255.255.255.0 
R5 Loopback 0 172.5.0.1 255.255.255.0 
Loopback 1 172.5.1.1 255.255.255.0 
Loopback 2 172.5.2.1 255.255.255.0 
Loopback 3 172.5.3.1 255.255.255.0 
Serial 0/0/0 172.19.45.2 255.255.255.0 
 
Figura 17. Ping entre R1 y Loopback 0 
 
 





Figura 19. Ping entre R1 y Loopback 2 
 
Figura 20. Ping entre R1 y Loopback 3 
 
 
Figura 21. Ping entre R1 e Interface S 0/0/0 
 
 
Figura 22. Ping entre R1 y R2 Se 0/0 
 
 





Figura 24. Ping entre R1 y R3 Se 0/0 
 
 
Figura 25. Ping entre R1 y R3 Se 1/0 
 
 
Figura 26. Ping entre R1 y R4 Se 0/0c 
 
 
Figura 27. Ping entre R1 y R4 Se 1/0 
 
 





Figura 29. Ping entre R1 y Loopback 0 R5 
 
 
Figura 30. Ping entre R1 y Loopback 1 R5 
 
 
Figura 31. Ping entre R1 y Loopback 2 R5 
 
 


















2. ESCENARIO 2 
 
Figura 33. Topología Escenario 2 
 
 





Parte 1: Configurar la red de acuerdo con las especificaciones.  
 
a. Apagar todas las interfaces en cada switch.  
Configuración inicial Switch DLS1 
 
Tabla 28. Configuración Interface Switch DLS1 
Switch>enable                          
                     
Ingreso a privilegiado 
Switch#configure terminal                             Ingreso al modo de 
configuración global 
Switch(config)#interface range f0/6-12 Configuración de Interface 
Switch(config-if-range)#shutdown Desactivo interfaces 
registradas como apagado 
Switch(config-if-range)#end Salgo del modo de 
configuración 
 
Configuración inicial Switch DLS2 
 
Tabla 29. Configuración Interface Switch DLS2 
Switch>enable                          
                     
Ingreso a privilegiado 
Switch#configure terminal                             Ingreso al modo de 
configuración global 
Switch(config)#interface range f0/6-12 Configuración de Interface 
Switch(config-if-range)#shutdown Desactivo interfaces 
registradas como apagado 
Switch(config-if-range)#end Salgo del modo de 
configuración 
 
Configuración inicial Switch ALS1 
 
Tabla 30. Configuración Interface Switch ALS1 
Switch>enable                          
                     
Ingreso a privilegiado 
Switch#configure terminal                             Ingreso al modo de 
configuración global 
Switch(config)#interface range f0/6-12 Configuración de Interface 
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Switch(config-if-range)#shutdown Desactivo interfaces 
registradas como apagado 
Switch(config-if-range)#end Salgo del modo de 
configuración 
 
Configuración inicial Switch ALS2 
 
Tabla 31. Configuración Interface Switch ALS2 
Switch>enable                          
                     
Ingreso a privilegiado 
Switch#configure terminal                             Ingreso al modo de 
configuración global 
Switch(config)#interface range f0/6-12 Configuración de Interface 
Switch(config-if-range)#shutdown Desactivo interfaces 
registradas como apagado 



























b. Asignar un nombre a cada switch acorde con el escenario establecido.  
Tabla 32. Configuración nombre switch DLS1 
Switch>enable                     Ingreso a privilegiado 
Switch#configure terminal Ingreso al modo de 
configuración global 
Switch(config)#hostname DLS1 Configuro el nombre del 
Switch 
DLS1(config)#exit Salgo del modo de 
configuración  
Tabla 33. Configuración nombre switch DLS2 
Switch>enable                     Ingreso a privilegiado 
Switch#configure terminal Ingreso al modo de 
configuración global 
Switch(config)#hostname DLS2 Configuro el nombre del 
Switch 
DLS2(config)#exit Salgo del modo de 
configuración  
Tabla 34. Configuración nombre switch ALS1 
Switch>enable                     Ingreso a privilegiado 
Switch#configure terminal Ingreso al modo de 
configuración global 
Switch(config)#hostname ALS1 Configuro el nombre del 
Switch 
ALS1(config)#exit Salgo del modo de 
configuración  
Tabla 35. Tabla 38. Configuración nombre switch ALS2 
Switch>enable                     Ingreso a privilegiado 
Switch#configure terminal Ingreso al modo de 
configuración global 
Switch(config)#hostname ALS2 Configuro el nombre del 
Switch 

































c. Configurar los puertos troncales y Port-channels tal como se muestra en el 
diagrama.  
1) La conexión entre DLS1 y DLS2 será un EtherChannel capa-3 utilizando LACP. 
Para DLS1 se utilizará la dirección IP 10.12.12.1/30 y para DLS2 utilizará 
10.12.12.2/30.  
Tabla 36. EtherChannel capa-3 utilizando LACP DSL1. 
DSL1>enable                     Ingreso a privilegiado 
DSL1#configure terminal Ingreso al modo de 
configuración global 
DLS1(config)#interface port-channel 12 Modo de configuración de 
interfaz, e indicar el grupo 
DLS1(config-if)#no switchport Enlaces de capa 2 a capa3 
DLS1(config-if)#ip address 10.12.12.1 
255.255.255.252 
Configuro una dirección IP / 
Submask 
DLS1(config-if)#exit Salgo del modo de 
configuración 
DLS1(config)#interface range fastEthernet 0/11-12 Interfaces 11 y 12 
DLS1(config-if-range)#no switchport Enlaces de capa 2 a capa3 
DLS1(config-if-range)#channel-protocol lacp Activar el protocolo de 
agregación de enlaces 
DLS1(config-if-range)#channel-group 12 mode 
active 
El modo de comando del 
grupo de canales 12 activo 
significa que las interfaces 
físicas Fa0 / 11 y Fa0 / 12 
serán miembros de la 
interfaz lógica 
EtherChannel Port-Channel 
12 y los puertos físicos 
intentarán negociar 
activamente con los puertos 
remotos del switch para 
formar la interfaz LACP 
EtherChannel 
DLS1(config-if-range)#no shutdown Activo la Interface 
DLS1(config)#exit Salgo del modo de 
configuración 
 
DLS1#show etherchannel summary 
Para verificar el 
EtherChannel; La salida 
anterior muestra que el 
puerto de canal Po12 ha 
sido creado, el protocolo es 
LACP y los puertos Fa0 / 11 
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y Fa0 / 12 son miembros de 
la interfaz Port-Channel 12. 
Con respecto a las 
banderas, Po1 (SR) - R 
significa que está operando 
en la capa 3 y U significa 
que está en uso. Del mismo 
modo, los indicadores 
relativos a los puertos Fa0 / 
11 (P) y Fa0 / 2 (P) - P 
significan que 1estos 
puertos físicos son 
miembros de la interfaz del 
canal de puerto 12 (Po12). 
Tabla 37. EtherChannel capa-3 utilizando LACP DSL2. 
DSL2>enable                     Ingreso a privilegiado 
DSL2#configure terminal Ingreso al modo de 
configuración global 
DLS2(config)#interface port-channel 12 Modo de configuración de 
interfaz, e indicar el grupo 
DLS2(config-if)#no switchport Enlaces de capa 2 a capa3 
DLS2(config-if)#ip address 10.12.12.2 
255.255.255.252 
Configuro una dirección IP / 
Submask 
DLS2(config-if)#exit Salgo del modo de 
configuración 
DLS2(config)#interface range fastEthernet 0/11-12 Interfaces 11 y 12 
DLS2(config-if-range)#no switchport Enlaces de capa 2 a capa3 
DLS2(config-if-range)#channel-protocol lacp Activar el protocolo de 
agregación de enlaces 
DLS2(config-if-range)#channel-group 12 mode 
active 
El modo de comando del 
grupo de canales 12 activo 
significa que las interfaces 
físicas Fa0 / 11 y Fa0 / 12 
serán miembros de la 
interfaz lógica 
EtherChannel Port-Channel 
12 y los puertos físicos 
intentarán negociar 
activamente con los puertos 
remotos del switch para 




DLS2(config-if-range)#no shutdown Activo la Interface 
DLS2(config)#exit Salgo del modo de 
configuración 
 
DLS2#show etherchannel summary 
Para verificar el 
EtherChannel; La salida 
anterior muestra que el 
puerto de canal Po12 ha 
sido creado, el protocolo es 
LACP y los puertos Fa0 / 11 
y Fa0 / 12 son miembros de 
la interfaz Port-Channel 12. 
Con respecto a las 
banderas, Po1 (SR) - R 
significa que está operando 
en la capa 3 y U significa 
que está en uso. Del mismo 
modo, los indicadores 
relativos a los puertos Fa0 / 
11 (P) y Fa0 / 2 (P) - P 
significan que 1estos 
puertos físicos son 
miembros de la interfaz del 



















2) Los Port-channels en las interfaces Fa0/7 y Fa0/8 utilizarán LACP.  
Tabla 38 . Port-channels en las interfaces Fa0/7 y Fa0/8 LACP DSL1 
DSL1>enable                     Ingreso a privilegiado 
DSL1#configure terminal Ingreso al modo de 
configuración global 




como enlace troncal 
DLS1(config-if-range)#switchport mode trunk Configurar etherchanel 
como enlace troncal 
DLS1(config-if-range)#channel-protocol lacp Activar el protocolo de 
agregación de enlaces 
DLS1(config-if-range)#channel-group 1 mode 
active 
El modo de comando del 
grupo de canales 1 activo 
significa que las interfaces 
físicas Fa0 / 7 y Fa0 / 8 
serán miembros de la 
interfaz lógica 
EtherChannel Port-Channel 
1 y los puertos físicos 
intentarán negociar 
activamente con los puertos 
remotos del switch para 
formar la interfaz LACP 
EtherChannel 
DLS1(config-if-range)#no shutdown Activo la Interface 
DLS1(config)#exit Salgo del modo de 
configuración 
 
DLS1#show etherchannel summary 
Para verificar el 
EtherChannel; La salida 
anterior muestra que el 
puerto de canal Po1 ha sido 
creado, el protocolo es 
LACP y los puertos Fa0 / 7 
y Fa0 / 8 son miembros de 
la interfaz Port-Channel 1. 
Con respecto a las 
banderas, Po1 (SR) - S 
significa que está operando 
en la capa 2 y U significa 
que está en uso. Del mismo 
modo, los indicadores 
relativos a los puertos Fa0 / 
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7 (P) y Fa0 / 8 (P) - P 
significan que 1estos 
puertos físicos son 
miembros de la interfaz del 
canal de puerto 1 (Po1). 
Tabla 39. Port-channels en las interfaces Fa0/7 y Fa0/8 LACP ALS1 
ALS1>enable                     Ingreso a privilegiado 
ALS1#configure terminal Ingreso al modo de 
configuración global 
ALS1 (config)#interface range fastEthernet 0/7-8 Interfaces 7 y 8 
ALS1(config-if-range)#switchport mode trunk Configurar etherchanel 
como enlace troncal 
ALS1 (config-if-range)#channel-protocol lacp Activar el protocolo de 
agregación de enlaces 
ALS1 (config-if-range)#channel-group 1 mode 
active 
El modo de comando del 
grupo de canales 1 activo 
significa que las interfaces 
físicas Fa0 / 7 y Fa0 / 8 
serán miembros de la 
interfaz lógica 
EtherChannel Port-Channel 
1 y los puertos físicos 
intentarán negociar 
activamente con los puertos 
remotos del switch para 
formar la interfaz LACP 
EtherChannel 
ALS1 (config-if-range)#no shutdown Activo la Interface 
ALS1 (config)#exit Salgo del modo de 
configuración 
 
ALS1#show etherchannel summary 
Para verificar el 
EtherChannel; La salida 
anterior muestra que el 
puerto de canal Po1 ha sido 
creado, el protocolo es 
LACP y los puertos Fa0 / 7 
y Fa0 / 8 son miembros de 
la interfaz Port-Channel 1. 
Con respecto a las 
banderas, Po1 (SR) - S 
significa que está operando 
en la capa 2 y U significa 
que está en uso. Del mismo 
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modo, los indicadores 
relativos a los puertos Fa0 / 
7 (P) y Fa0 / 8 (P) - P 
significan que 1estos 
puertos físicos son 
miembros de la interfaz del 
canal de puerto 1 (Po1). 
Tabla 40. Port-channels en las interfaces Fa0/7 y Fa0/8 LACP DSL2. 
DSL2>enable                     Ingreso a privilegiado 
DSL2#configure terminal Ingreso al modo de 
configuración global 




como enlace troncal 
DLS2(config-if-range)#switchport mode trunk Configurar etherchanel 
como enlace troncal 
DLS2(config-if-range)#channel-protocol lacp Activar el protocolo de 
agregación de enlaces 
DLS2(config-if-range)#channel-group 2 mode 
active 
El modo de comando del 
grupo de canales 2 activo 
significa que las interfaces 
físicas Fa0 / 7 y Fa0 / 8 
serán miembros de la 
interfaz lógica 
EtherChannel Port-Channel 
1 y los puertos físicos 
intentarán negociar 
activamente con los puertos 
remotos del switch para 
formar la interfaz LACP 
EtherChannel 
DLS2(config-if-range)#no shutdown Activo la Interface 
DLS2(config)#exit Salgo del modo de 
configuración 
 
DLS2#show etherchannel summary 
Para verificar el 
EtherChannel; La salida 
anterior muestra que el 
puerto de canal Po2 ha sido 
creado, el protocolo es 
LACP y los puertos Fa0 / 7 
y Fa0 / 8 son miembros de 
la interfaz Port-Channel 2. 
Con respecto a las 
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banderas, Po2 (SR) - S 
significa que está operando 
en la capa 2 y U significa 
que está en uso. Del mismo 
modo, los indicadores 
relativos a los puertos Fa0 / 
7 (P) y Fa0 / 8 (P) - P 
significan que 1estos 
puertos físicos son 
miembros de la interfaz del 
canal de puerto 2 (Po2). 
Tabla 41. Port-channels en las interfaces Fa0/7 y Fa0/8 LACP ALS2 
ALS2>enable                     Ingreso a privilegiado 
ALS2#configure terminal Ingreso al modo de 
configuración global 
ALS2 (config)#interface range fastEthernet 0/7-8 Interfaces 7 y 8 
ALS2(config-if-range)#switchport mode trunk Configurar etherchanel 
como enlace troncal 
ALS2 (config-if-range)#channel-protocol lacp Activar el protocolo de 
agregación de enlaces 
ALS2 (config-if-range)#channel-group 2 mode 
active 
El modo de comando del 
grupo de canales 1 activo 
significa que las interfaces 
físicas Fa0 / 7 y Fa0 / 8 
serán miembros de la 
interfaz lógica 
EtherChannel Port-Channel 
2 y los puertos físicos 
intentarán negociar 
activamente con los puertos 
remotos del switch para 
formar la interfaz LACP 
EtherChannel 
ALS2 (config-if-range)#no shutdown Activo la Interface 
ALS2 (config)#exit Salgo del modo de 
configuración 
 
ALS2#show etherchannel summary 
Para verificar el 
EtherChannel; La salida 
anterior muestra que el 
puerto de canal Po2 ha sido 
creado, el protocolo es 
LACP y los puertos Fa0 / 7 
y Fa0 / 8 son miembros de 
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la interfaz Port-Channel 2. 
Con respecto a las 
banderas, Po2 (SR) - S 
significa que está operando 
en la capa 2 y U significa 
que está en uso. Del mismo 
modo, los indicadores 
relativos a los puertos Fa0 / 
7 (P) y Fa0 / 8 (P) - P 
significan que 1estos 
puertos físicos son 
miembros de la interfaz del 


























3) Los Port-channels en las interfaces F0/9 y fa0/10 utilizará PAgP.  
Tabla 42 . Port-channels en las interfaces Fa0/9 y Fa0/10 PAgP DSL1 
DSL1>enable                     Ingreso a privilegiado 
DSL1#configure terminal Ingreso al modo de 
configuración global 




como enlace troncal 
DLS1(config-if-range)#switchport mode trunk Configurar etherchanel 
como enlace troncal 
DLS1(config-if-range)#channel-protocol pagp Activar el protocolo de 
agregación de enlaces 
DLS1(config-if-range)#channel-group 4 mode 
desirable 
El modo de comando del 
grupo de canales 1 activo 
significa que las interfaces 
físicas Fa0 / 9 y Fa0 / 10 
serán miembros de la 
interfaz lógica 
EtherChannel Port-Channel 
4 y los puertos físicos 
intentarán negociar 
activamente con los puertos 
remotos del switch para 
formar la interfaz LACP 
EtherChannel 
DLS1(config-if-range)#no shutdown Activo la Interface 
DLS1(config)#exit Salgo del modo de 
configuración 
 
DLS1#show etherchannel summary 
Para verificar el 
EtherChannel; La salida 
anterior muestra que el 
puerto de canal Po4 ha sido 
creado, el protocolo es 
LACP y los puertos Fa0 / 9 
y Fa0 / 10 son miembros de 
la interfaz Port-Channel 4. 
Con respecto a las 
banderas, Po4 (SR) – S 
significa que está operando 
en la capa 2 y U significa 
que está en uso. Del mismo 
modo, los indicadores 
relativos a los puertos Fa0 / 
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9 (P) y Fa0 / 10 (P) - P 
significan que 1estos 
puertos físicos son 
miembros de la interfaz del 
canal de puerto 4 (Po4). 
 
Tabla 43. Port-channels en las interfaces Fa0/9 y Fa0/10 PAgP ALS2 
ALS2>enable                     Ingreso a privilegiado 
ALS2#configure terminal Ingreso al modo de 
configuración global 
ALS2 (config)#interface range fastEthernet 0/9-10 Interfaces 9 y 10 
ALS2(config-if-range)#switchport mode trunk Configurar etherchanel 
como enlace troncal 
ALS2 (config-if-range)#channel-protocol pagp Activar el protocolo de 
agregación de enlaces 
ALS2 (config-if-range)# channel-group 4 mode 
desirable 
El modo de comando del 
grupo de canales 1 activo 
significa que las interfaces 
físicas Fa0 / 9 y Fa0 / 10 
serán miembros de la 
interfaz lógica 
EtherChannel Port-Channel 
4 y los puertos físicos 
intentarán negociar 
activamente con los puertos 
remotos del switch para 
formar la interfaz LACP 
EtherChannel 
ALS2 (config-if-range)#no shutdown Activo la Interface 
ALS2 (config)#exit Salgo del modo de 
configuración 
 
ALS2#show etherchannel summary 
Para verificar el 
EtherChannel; La salida 
anterior muestra que el 
puerto de canal Po4 ha sido 
creado, el protocolo es 
LACP y los puertos Fa0 / 9 
y Fa0 / 10 son miembros de 
la interfaz Port-Channel 4. 
Con respecto a las 
banderas, Po4 (SR) - S 
significa que está operando 
en la capa 2 y U significa 
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que está en uso. Del mismo 
modo, los indicadores 
relativos a los puertos Fa0 / 
9 (P) y Fa0 / 10 (P) - P 
significan que 1estos 
puertos físicos son 
miembros de la interfaz del 
canal de puerto 4 (Po4). 
 
Tabla 44 . Port-channels en las interfaces Fa0/9 y Fa0/10 PAgP DLS2 
DSL2>enable                     Ingreso a privilegiado 
DSL2#configure terminal Ingreso al modo de 
configuración global 




como enlace troncal 
DLS2(config-if-range)#switchport mode trunk Configurar etherchanel 
como enlace troncal 
DLS2(config-if-range)#channel-protocol pagp Activar el protocolo de 
agregación de enlaces 
DLS2(config-if-range)# channel-group 3 mode 
desirable 
El modo de comando del 
grupo de canales 1 activo 
significa que las interfaces 
físicas Fa0 / 9 y Fa0 / 10 
serán miembros de la 
interfaz lógica 
EtherChannel Port-Channel 
4 y los puertos físicos 
intentarán negociar 
activamente con los puertos 
remotos del switch para 
formar la interfaz LACP 
EtherChannel 
DLS2(config-if-range)#no shutdown Activo la Interface 
DLS2(config)#exit Salgo del modo de 
configuración 
 
DLS2#show etherchannel summary 
Para verificar el 
EtherChannel; La salida 
anterior muestra que el 
puerto de canal Po4 ha sido 
creado, el protocolo es 
LACP y los puertos Fa0 / 9 
y Fa0 / 10 son miembros de 
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la interfaz Port-Channel 4. 
Con respecto a las 
banderas, Po4 (SR) – S 
significa que está operando 
en la capa 2 y U significa 
que está en uso. Del mismo 
modo, los indicadores 
relativos a los puertos Fa0 / 
9 (P) y Fa0 / 10 (P) - P 
significan que 1estos 
puertos físicos son 
miembros de la interfaz del 
canal de puerto 4 (Po4). 
Tabla 45. Port-channels en las interfaces Fa0/9 y Fa0/10 PAgP ALS1 
ALS1>enable                     Ingreso a privilegiado 
ALS1#configure terminal Ingreso al modo de 
configuración global 
ALS1 (config)#interface range fastEthernet 0/9-10 Interfaces 9 y 10 
ALS1(config-if-range)#switchport mode trunk Configurar etherchanel 
como enlace troncal 
ALS1 (config-if-range)# channel-protocol pagp Activar el protocolo de 
agregación de enlaces 
ALS1 (config-if-range)# channel-group 3 mode 
desirable 
El modo de comando del 
grupo de canales 1 activo 
significa que las interfaces 
físicas Fa0 / 9 y Fa0 / 10 
serán miembros de la 
interfaz lógica 
EtherChannel Port-Channel 
4 y los puertos físicos 
intentarán negociar 
activamente con los puertos 
remotos del switch para 
formar la interfaz LACP 
EtherChannel 
ALS1 (config-if-range)#no shutdown Activo la Interface 
ALS1 (config)#exit Salgo del modo de 
configuración 
 
ALS1#show etherchannel summary 
Para verificar el 
EtherChannel; La salida 
anterior muestra que el 
puerto de canal Po4 ha sido 
creado, el protocolo es 
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LACP y los puertos Fa0 / 9 
y Fa0 / 10 son miembros de 
la interfaz Port-Channel 4. 
Con respecto a las 
banderas, Po4 (SR) – S 
significa que está operando 
en la capa 2 y U significa 
que está en uso. Del mismo 
modo, los indicadores 
relativos a los puertos Fa0 / 
9 (P) y Fa0 / 10 (P) - P 
significan que 1estos 
puertos físicos son 
miembros de la interfaz del 


























4) Todos los puertos troncales serán asignados a la VLAN 500 como la VLAN nativa.  
Tabla 46. Puertos troncales asignados DLS1 a la VLAN 500 como la VLAN 
nativa 
DLS1>enable                     Ingreso a privilegiado 
DLS1#configure terminal Ingreso al modo de 
configuración global 
DLS1(config)#interface Po1 Ingreso al modo de 
configuración de interfaz de 
los puertos troncales 
DLS1(config-if)#switchport trunk native vlan 500 Especifica una VLAN 
Nativa para enlaces 
troncales 802.1 Q sin 
etiquetar 
DLS1(config-if)#exit Salgo del modo de 
configuración 
DLS1(config)#interface Po4 Ingreso al modo de 
configuración de interfaz de 
los puertos troncales  
DLS1(config-if)#switchport trunk native vlan 500 Especifica una VLAN 
Nativa para enlaces 
troncales 802.1 Q sin 
etiquetar 
DLS1(config-if)#exit Salgo del modo de 
configuración 
DLS1(config)#interface Po12 Ingreso al modo de 
configuración de interfaz de 
los puertos troncales  
DLS1(config-if)#switchport trunk native vlan 500 Especifica una VLAN 
Nativa para enlaces 
troncales 802.1 Q sin 
etiquetar 










Tabla 47. Puertos troncales asignados DLS2 a la VLAN 500 como la VLAN 
nativa 
DLS2>enable                     Ingreso a privilegiado 
DLS2#configure terminal Ingreso al modo de 
configuración global 
DLS2(config)#interface Po2 Ingreso al modo de 
configuración de interfaz de 
los puertos troncales 
DLS2(config-if)#switchport trunk native vlan 500 Especifica una VLAN 
Nativa para enlaces 
troncales 802.1 Q sin 
etiquetar 
DLS2(config-if)#exit Salgo del modo de 
configuración 
DLS2(config)#interface Po3 Ingreso al modo de 
configuración de interfaz de 
los puertos troncales  
DLS2(config-if)#switchport trunk native vlan 500 Especifica una VLAN 
Nativa para enlaces 
troncales 802.1 Q sin 
etiquetar 
DLS2(config-if)#exit Salgo del modo de 
configuración 
DLS2(config)#interface Po12 Ingreso al modo de 
configuración de interfaz de 
los puertos troncales  
DLS2(config-if)#switchport trunk native vlan 500 Especifica una VLAN 
Nativa para enlaces 
troncales 802.1 Q sin 
etiquetar 












Tabla 48. Puertos troncales asignados ALS1 a la VLAN 500 como la VLAN 
nativa 
ALS1>enable                     Ingreso a privilegiado 
ASS1#configure terminal Ingreso al modo de 
configuración global 
ALS1(config)#interface Po1 Ingreso al modo de 
configuración de interfaz de 
los puertos troncales 
ALS1(config-if)#switchport trunk native vlan 500 Especifica una VLAN 
Nativa para enlaces 
troncales 802.1 Q sin 
etiquetar 
ALS1(config-if)#exit Salgo del modo de 
configuración 
ALS1(config)#interface Po3 Ingreso al modo de 
configuración de interfaz de 
los puertos troncales  
ALS1(config-if)#switchport trunk native vlan 500 Especifica una VLAN 
Nativa para enlaces 
troncales 802.1 Q sin 
etiquetar 
ALS1(config-if)#exit Salgo del modo de 
configuración 
Tabla 49. Puertos troncales asignados ALS2 a la VLAN 500 como la VLAN 
nativa 
ALS2>enable                     Ingreso a privilegiado 
ALS2#configure terminal Ingreso al modo de 
configuración global 
ALS2(config)#interface Po2 Ingreso al modo de 
configuración de interfaz de 
los puertos troncales 
ALS2(config-if)#switchport trunk native vlan 500 Especifica una VLAN 
Nativa para enlaces 
troncales 802.1 Q sin 
etiquetar 
ALS2(config-if)#exit Salgo del modo de 
configuración 
ALS2(config)#interface Po4 Ingreso al modo de 
configuración de interfaz de 
los puertos troncales  
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ALS2(config-if)#switchport trunk native vlan 500 Especifica una VLAN 
Nativa para enlaces 
troncales 802.1 Q sin 
etiquetar 
ALS2(config-if)#exit Salgo del modo de 
configuración 






















d. Configurar DLS1, ALS1, y ALS2 para utilizar VTP versión 3  
1) Utilizar el nombre de dominio CISCO con la contraseña ccnp321  
Tabla 50. Nombre del dominio VTP con la contraseña DLS1 
DLS1>enable                     Ingreso a privilegiado 
DLS1#configure terminal Ingreso al modo de 
configuración global 
DLS1(config)#vtp domain CISCO El nombre de dominio VTP 
debe ser configurado 
manualmente 
DLS1(config)#vtp password ccnp321 Establece la contraseña 
VTP e DLS1 y la base de 
datos VLAN se sincronizará 
DLS1(config)#end Salgo del modo de 
configuración 
Tabla 51. Nombre del dominio VTP con la contraseña ALS1 
ALS1>enable                     Ingreso a privilegiado 
ALS1#configure terminal Ingreso al modo de 
configuración global 
ALS1(config)#vtp domain CISCO El nombre de dominio VTP 
debe ser configurado 
manualmente 
ALS1(config)#vtp password ccnp321 Establece la contraseña 
VTP e ALS1 y la base de 
datos VLAN se sincronizará 
ALS1(config)#end Salgo del modo de 
configuración 
Tabla 52. Nombre del dominio VTP con la contraseña ALS2 
ALS2>enable                     Ingreso a privilegiado 
ALS2#configure terminal Ingreso al modo de 
configuración global 
ALS2(config)#vtp domain CISCO El nombre de dominio VTP 
debe ser configurado 
manualmente 
ALS2(config)#vtp password ccnp321 Establece la contraseña 
VTP e ALS2 y la base de 
datos VLAN se sincronizará 













Figura 59.Nombre del dominio VTP con la contraseña ALS2 
 
2) Configurar DLS1 como servidor principal para las VLAN.  
 Tabla 53. Configuración DLS1 como servidor principal para las VLAN 
DLS1>enable                     Ingreso a privilegiado 
DLS1#configure terminal Ingreso al modo de 
configuración global 
DLS1(config)# vtp mode server Configura DLS1 como 




DLS1(config)#end Salgo del modo de 
configuración 
Figura 60. Configuración DLS1 como servidor principal para las VLAN. 
 
Nota: No es posible configurar la VTP versión 3; Packet Tracer no acepta el 
comando.  




Tabla 54, Configuración ALS1 como clientes VTP 
ALS1>enable                     Ingreso a privilegiado 
ALS1#configure terminal Ingreso al modo de 
configuración global 
ALS1(config)# vtp mode client Configura ALS1 como 
clientes VTP 
ALS1(config)#end Salgo del modo de 
configuración 
 
Tabla 55. Configuración ALS2 como clientes VTP 
ALS2>enable                     Ingreso a privilegiado 
ALS2#configure terminal Ingreso al modo de 
configuración global 
ALS2(config)# vtp mode client Configura ALS2 como 
clientes VTP 



















e. Configurar en el servidor principal las siguientes VLAN:  
Tabla 56. VLAN Escenario 2 
Número de VLAN  Nombre de VLAN  Número de VLAN  Nombre de VLAN  
500  NATIVA  434  PROVEEDORES  
12  ADMON  123  SEGUROS  
234  CLIENTES  1010  VENTAS  
1111  MULTIMEDIA  3456  PERSONAL  
Tabla 57. Configuración en el servidor principal las VLAN 
DLS1>enable                     Ingreso a privilegiado 
DLS1#configure terminal Ingreso al modo de 
configuración global 
DLS1(config)# vtp mode transparent Configura el Switch para el 
modo transparente VTP, 
desactivando el VTP. 
Nota Este paso no es 
necesario para la versión 3 
del VTP. Solo que para este 
escenario el packet tracer 














Configuración en el servidor 






DLS1(config)#end Salgo del modo de 
configuración 



















f. En DLS1, suspender la VLAN 434. 
Tabla 58. Suspender la VLAN 434. 
DLS1>enable                     Ingreso a privilegiado 
DLS1#configure terminal Ingreso al modo de 
configuración global 
DLS1(config)#vlan 434 Configuración en el servidor 
principal las VLAN  
DLS1(config-vlan)#name PROVEEDORES Configuración en el servidor 
principal las VLAN 
DLS1(config-vlan)#state suspend Establece el estado de la 
VLAN para activarla o 
suspenderla. Mientras que 
el estado de la VLAN es 
suspendido, los puertos 
asociados a esta VLAN se 
apagan 




De acuerdo a esta versión no es posible ejecutar el comando para suspender 
la VLAN, pero si se puede eliminar, pero en esta ocasión de efectos la dejare 
habilitada. 
 
El estado por defecto está activo. No se puede suspender el estado para el VLAN 
por defecto o VLANs 1006 a 4094. 
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g. Configurar DLS2 en modo VTP transparente VTP utilizando VTP versión 2, y 
configurar en DLS2 las mismas VLAN que en DLS1. 
Tabla 59. Tabla 57. Configuración en DLS2 las VLAN 
DLS2>enable                     Ingreso a privilegiado 
DLS2#configure terminal Ingreso al modo de 
configuración global 
DLS2(config)# vtp mode transparent Configura el Switch para el 
modo transparente VTP, 
desactivando el VTP. 
Nota Este paso no es 
necesario para la versión 3 
del VTP. Solo que para este 
escenario el packet tracer 

















Configuración en el servidor 
principal las VLAN 



















h. Suspender VLAN 434 en DLS2. 
Tabla 60. Suspender la VLAN 434. 
DLS2>enable                     Ingreso a privilegiado 
DLS2#configure terminal Ingreso al modo de 
configuración global 
DLS2(config)#vlan 434 Configuración en el servidor 
principal las VLAN  
DLS2(config-vlan)#name PROVEEDORES Configuración en el servidor 
principal las VLAN 
DLS2(config-vlan)#state suspend Establece el estado de la 
VLAN para activarla o 
suspenderla. Mientras que 
el estado de la VLAN es 
suspendido, los puertos 
asociados a esta VLAN se 
apagan 




De acuerdo a esta versión no es posible ejecutar el comando para suspender 
la VLAN, pero si se puede eliminar, pero en esta ocasión de efectos la dejare 
habilitada. 
 
El estado por defecto está activo. No se puede suspender el estado para el VLAN 





Figura 67. Suspender la VLAN 434. 
 
 
i. En DLS2, crear VLAN 567 con el nombre de PRODUCCION. La VLAN de 










Tabla 61.VLAN 567 con el nombre de PRODUCCION en DLS2 
DLS2>enable                     Ingreso a privilegiado 
DLS2#configure terminal Ingreso al modo de 
configuración global 
DLS2(config)# vtp mode transparent Configura el Switch para el 
modo transparente VTP, 
desactivando el VTP. 
Nota Este paso no es 
necesario para la versión 3 
del VTP. Solo que para este 
escenario el packet tracer 
no me acepto versión 3 
DLS2(config)#vlan 567 
DLS2(config-vlan)#name PRODUCCION 
Configuración en el servidor 
principal las VLAN 
DLS2(config)#end Salgo del modo de 
configuración 
 
En este punto se requiere que la nueva VLAN sea restringida, por lo que usaremos 







DLS2(config)#int port-channel 2 
DLS2(config-if)#switchport trunk allowed vlan except 567 
DLS2(config-if)#int port-channel 3 



















j. Configurar DLS1 como Spanning tree root para las VLAN 1, 12, 434, 500, 1010, 
1111 y 3456 y como raíz secundaria para las VLAN 123 y 234. 
Tabla 62. Configuración DLS1 como Spanning tree root para las VLAN 
DLS1>enable                     Ingreso a privilegiado 
DLS1#configure terminal Ingreso al modo de 
configuración global 
DLS1(config)#spanning-tree vlan 
1,12,434,500,1010,1111,3456 root primary 
Para configurar los 
parámetros del Protocolo 
de Árbol de expansión 
(STP) en base a cada 
VLAN, use el comando vlan 
de árbol de expansión. 
root primary:  
Obliga a este switch a ser el 
puente de la raíz. 
 
DLS1(config)#spanning-tree vlan 123,234 root 
secondary 
Para configurar los 
parámetros del Protocolo 
de Árbol de expansión 
(STP) en base a cada 
VLAN, use el comando vlan 
de árbol de expansión. 
root secondary: Obliga a 
este switch a ser el 
interruptor de la raíz si la 
raíz primaria falla 





Figura 69. Configuración DLS1 como Spanning tree root para las VLAN 
 
 
k. Configurar DLS2 como Spanning tree root para las VLAN 123 y 234 y como una 










Tabla 63. Configuración DLS2 como Spanning tree root para las VLAN 
DLS2>enable                     Ingreso a privilegiado 
DLS2#configure terminal Ingreso al modo de 
configuración global 
DLS2(config)#spanning-tree vlan 
12,434,500,1010,1111,3456 root secondary 
Para configurar los 
parámetros del Protocolo 
de Árbol de expansión 
(STP) en base a cada 
VLAN, use el comando vlan 
de árbol de expansión. 
root primary:  
Obliga a este switch a ser el 
puente de la raíz. 
 
DLS2(config)#spanning-tree vlan 123,234 root 
primary 
Para configurar los 
parámetros del Protocolo 
de Árbol de expansión 
(STP) en base a cada 
VLAN, use el comando vlan 
de árbol de expansión. 
root secondary: Obliga a 
este switch a ser el 
interruptor de la raíz si la 
raíz primaria falla 

















l. Configurar todos los puertos como troncales de tal forma que solamente las VLAN 




DLS1(config)# int ran f0/7-12 
DLS1(config-if-range)# switchport trunk encap dot1q 
DLS1(config-if-range)# switchport trunk native vlan 500 





DLS2(config)# int ran f0/7-12 
DLS2(config-if-range)# switchport trunk encap dot1q 
DLS2(config-if-range)# switchport trunk native vlan 500 





ALS1(config)# int ran f0/7-12 
ALS1(config-if-range)# switchport trunk encap dot1q 
ALS1(config-if-range)# switchport trunk native vlan 500 





ALS1(config)# int ran f0/7-12 
ALS1(config-if-range)# switchport trunk encap dot1q 
ALS1(config-if-range)# switchport trunk native vlan 500 






Figura 71. Configuración de todos los puertos como troncales 
 











m. Configurar las siguientes interfaces como puertos de acceso, asignados a las 
VLAN de la siguiente manera: 
Tabla 64. Interfaces como puertos de acceso 
Interfaz  DLS1  DLS2  ALS1  ALS2  
Interfaz 
Fa0/6  
3456 12 , 1010 123, 1010 234 
Interfaz 
Fa0/15  
1111 1111 1111 1111 
Interfaces F0 /16-18  567   
Tabla 65. Configuración interfaces como puertos de acceso DLS1 
DLS1>enable                     Ingreso a privilegiado 
DLS1#configure terminal Ingreso al modo de 
configuración global 
DLS1(config)#int fa0/6 Ingresa al modo de 
configuración de la 
Interface 6 
DLS1(config-if)#switchport mode access Con este comando, la 
interfaz cambia al modo de 
acceso permanente. 
DLS1(config-if)#switchport access vlan 3456 Asigna el puerto a una 
VLAN 
DLS1(config-if)#spanning-tree portfast spanning-tree PortFast 
hace que un switch o puerto 
troncal entre en el estado 
de reenvío del árbol de 
expansión inmediatamente 
DLS1(config-if)#no shutdown Enciende la interface 
DLS1(config-if)#exit Salgo del modo de 
configuración 
DLS1(config)#int fa0/15 Ingresa al modo de 
configuración de la 
Interface 6 
DLS1(config-if)#switchport mode access Con este comando, la 
interfaz cambia al modo de 
acceso permanente. 
DLS1(config-if)#switchport access vlan 1111 Asigna el puerto a una 
VLAN 
DLS1(config-if)#spanning-tree portfast spanning-tree PortFast 
hace que un switch o puerto 
troncal entre en el estado 
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de reenvío del árbol de 
expansión inmediatamente 
DLS1(config-if)#no shutdown Enciende la interface 
DLS1(config-if)#exit Salgo del modo de 
configuración 
DLS2(config)#end Salgo del modo de 
configuración 
Tabla 66. Configuración interfaces como puertos de acceso DLS 2 
DLS2>enable                     Ingreso a privilegiado 
DLS2#configure terminal Ingreso al modo de 
configuración global 
DLS2(config)#int fa0/6 Ingresa al modo de 
configuración de la 
Interface 6 
DLS2(config-if)#switchport mode access Con este comando, la 
interfaz cambia al modo de 
acceso permanente. 
DLS2(config-if)#switchport access vlan 12 
DLS2(config-if)#switchport access vlan 1010 
Asigna el puerto a una 
VLAN 
DLS2(config-if)#spanning-tree portfast spanning-tree PortFast 
hace que un switch o puerto 
troncal entre en el estado 
de reenvío del árbol de 
expansión inmediatamente 
DLS2(config-if)#no shutdown Enciende la interface 
DLS2(config-if)#exit Salgo del modo de 
configuración 
DLS2(config)#int fa0/15 Ingresa al modo de 
configuración de la 
Interface 15 
DLS2(config-if)#switchport mode access Con este comando, la 
interfaz cambia al modo de 
acceso permanente. 
DLS2(config-if)#switchport access vlan 1111 Asigna el puerto a una 
VLAN 
DLS2(config-if)#spanning-tree portfast spanning-tree PortFast 
hace que un switch o puerto 
troncal entre en el estado 




DLS2(config-if)#no shutdown Enciende la interface 
DLS2(config-if)#exit Salgo del modo de 
configuración 
DLS2(config)#int fa0/16-18 Ingresa al modo de 
configuración de la 
Interfaces 16-18 
DLS2(config-if)#switchport mode access Con este comando, la 
interfaz cambia al modo de 
acceso permanente. 
DLS2(config-if)#switchport access vlan 567 Asigna el puerto a una 
VLAN 
DLS2(config-if)#spanning-tree portfast spanning-tree PortFast 
hace que un switch o puerto 
troncal entre en el estado 
de reenvío del árbol de 
expansión inmediatamente 
DLS2(config-if)#no shutdown Enciende la interface 
DLS2(config-if)#exit Salgo del modo de 
configuración 
DLS2(config)#end Salgo del modo de 
configuración 
Tabla 67. Configuración interfaces como puertos de acceso ALS1 
ALS1>enable                     Ingreso a privilegiado 
ALS1#configure terminal Ingreso al modo de 
configuración global 
ALS1config)#int fa0/6 Ingresa al modo de 
configuración de la 
Interface 6 
ALS1 (config-if)#switchport mode access Con este comando, la 
interfaz cambia al modo de 
acceso permanente. 
ALS1 (config-if)#switchport access vlan 123 
ALS1 (config-if)#switchport access vlan 1010 
Asigna el puerto a una 
VLAN 
ALS1 (config-if)#spanning-tree portfast spanning-tree PortFast 
hace que un switch o puerto 
troncal entre en el estado 
de reenvío del árbol de 
expansión inmediatamente 
ALS1 (config-if)#no shutdown Enciende la interface 
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ALS1 (config-if)#exit Salgo del modo de 
configuración 
ALS1 (config)#int fa0/15 Ingresa al modo de 
configuración de la 
Interface 15 
ALS1 (config-if)#switchport mode access Con este comando, la 
interfaz cambia al modo de 
acceso permanente. 
ALS1 (config-if)#switchport access vlan 1111 Asigna el puerto a una 
VLAN 
ALS1 (config-if)#spanning-tree portfast spanning-tree PortFast 
hace que un switch o puerto 
troncal entre en el estado 
de reenvío del árbol de 
expansión inmediatamente 
ALS1 (config-if)#no shutdown Enciende la interface 
ALS1 (config-if)#exit Salgo del modo de 
configuración 
Tabla 68. Configuración interfaces como puertos de acceso ALS1 
ALS2>enable                     Ingreso a privilegiado 
ALS2#configure terminal Ingreso al modo de 
configuración global 
ALS2config)#int fa0/6 Ingresa al modo de 
configuración de la 
Interface 6 
ALS2 (config-if)#switchport mode access Con este comando, la 
interfaz cambia al modo de 
acceso permanente. 
ALS2 (config-if)#switchport access vlan 234 Asigna el puerto a una 
VLAN 
ALS2 (config-if)#spanning-tree portfast spanning-tree PortFast 
hace que un switch o puerto 
troncal entre en el estado 
de reenvío del árbol de 
expansión inmediatamente 
ALS2 (config-if)#no shutdown Enciende la interface 
ALS2 (config-if)#exit Salgo del modo de 
configuración 
ALS2 (config)#int fa0/15 Ingresa al modo de 




ALS2 (config-if)#switchport mode access Con este comando, la 
interfaz cambia al modo de 
acceso permanente. 
ALS2 (config-if)#switchport access vlan 1111 Asigna el puerto a una 
VLAN 
ALS2 (config-if)#spanning-tree portfast spanning-tree PortFast 
hace que un switch o puerto 
troncal entre en el estado 
de reenvío del árbol de 
expansión inmediatamente 
ALS2 (config-if)#no shutdown Enciende la interface 










































Parte 2: conectividad de red de prueba y las opciones configuradas. 
 
a. Verificar la existencia de las VLAN correctas en todos los switches y la asignación 
de puertos troncales y de acceso 
 
Para realizar la verificación de la existencia de las VLANS en todos los switches,  
utilizamos en comando show vlan, este comando permitirá ver la información de 
las VLANS incluidas las VLANS privadas 















Figura 78. Asignación de puertos troncales y de acceso DLS2 
 
 
b. Verificar que el EtherChannel entre DLS1 y ALS1 está configurado correctamente 
 
Para verificar que el etherchannel está configurado correctamente, utilizamos en 


























c. Verificar la configuración de Spanning tree entre DLS1 o DLS2 para cada VLAN. 
 
Para verificar la configuración de Spanning tree utilizaremos en comando show 
spanning-tree, este comando, además, nos permitirá obtener toda la configuración 
de STP del switch e incluso la prioridad de puerto y costo del puerto. 
 



















   CONCLUSIONES 
 
Con el desarrollo del escenario uno se logró realizar una configuración básica de 
EIGRP, explorar la tabla de topología del EIGRP, identificar sucesores factibles y 
distancias factibles, al igual que usar comandos de mostrar la tabla de topología 
EIGRP. 
 
Este escenario permitió en probar las afirmaciones del EIGRP sobre las que hemos 
desarrollado a través del diplomado implementando y probando en un conjunto de 
cinco tres routers de laboratorio antes de desplegar el EIGRP en una red 
corporativa. 
 
Calcula la mejor ruta a un destino usando un valor métrico que se basa en el ancho 
de banda del enlace y el retraso. Cuando hay varias rutas con un valor métrico igual, 
por defecto todos los protocolos de enrutamiento dinámico, incluido el EIGRP, 
utilizarán todas estas rutas para reenviar el paquete en el estilo de equilibrio de 
carga. Sin embargo, hay una forma de configurar el balanceo de carga en Cisco 
EIGRP utilizando rutas con diferentes valores métricos. Esta característica única en 
EIGRP se llama balanceo de carga de costo desigual y es muy fácil de implementar. 
 
Adicional el escenario uno nos permitió configurar OSPF área en varios router 
verificando el comportamiento de área y generando una ruta por defecto en OSPF. 
 
OSPF tiene la virtud de no tener limitaciones para el conteo de saltos, utilizando 
multicast para el envió de actualizaciones de estado de link, garantizando menos 
procesamiento en los routers que no están escuchando los paquetes OSPF, 
enviando las notificaciones en cada cambio de estado de ruteo y no periódicamente, 
optimizando el ancho de banda. 
OSPF permite definir de manera lógica las redes dividiendo los routers en áreas, 
limitando las actualizaciones de estado de link sobre toda la red, con lo cual se 
pueden agregar nuevas rutas, reduciendo la propagación de información de subred. 
El estado de link se refiere a la descripción de las interfaces y de su relación con los 
routers vecinos, en cuya descripción se incluyen IP, mascara, tipo de red etc., 
formando una base de datos de estado de link. 
 
La redistribución de protocolos permite que diferentes protocolos de enrutamiento 
puedan intercambiar información entre sí. Lo ideal es que en una red se utilice un 
sólo protocolo de enrutamiento, pero cuando la red crece pueden crecer también 
las complejidades, y un requerimiento de esta puede ser que soporte múltiples 
protocolos de enrutamiento. 
 
La redistribución realizada en el escenario uno no permite un Two-way 
(Bidireccional), es decir que cuando las redes los protocolos son redistribuidos en 
ambas direcciones. Las redes de EIGRP redistribuidas en OSPF y las de EIGRP en 
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OSPF. Antes de configurar redistribución se debe tomar en cuenta que si no se 
realiza de manera adecuada puede impactar el rendimiento de la red. 
 
Las VLANs segmentan lógicamente una red por función, equipo o aplicación, sin 
importar la ubicación física de los usuarios. Las estaciones finales de una subred IP 
particular suelen estar asociadas a una VLAN específica. La pertenencia a una 
VLAN en un conmutador que se asigna manualmente para cada interfaz se conoce 
como pertenencia a una VLAN estática. 
Trunking, o switches de conexión, y el Protocolo de Trunking de VLAN (VTP) son 
tecnologías que soportan las VLAN. El VTP gestiona la adición, la eliminación y el 
cambio de nombre de las VLAN en toda la red desde un único conmutador.  
 
El uso de las VLAN dentro de una red es fundamental para la creación de redes no 
físicas independientes permitiendo la disposición de varias VLANS dentro de un 
mismo conmutador. Estas pueden ser estáticas con puerto asociado o dinámicas 
con configuración particular. 
 
EtherChannel permite agrupar hasta ocho enlaces redundantes en un solo enlace 
lógico. En este escenario dos se configuró el Protocolo de Agregación de Puertos 
(PAgP), un protocolo EtherChannel de Cisco, y el Protocolo de Control de 
Agregación de Enlaces (LACP), una versión de estándar abierto de EtherChannel 
según la norma IEEE 802.3X (anteriormente IEEE 802.1ad). LACP y PAgP son 
protocolos de señalización que permiten a dos conmutadores negociar el uso de 
puertos físicos seleccionados como miembros de un único paquete EtherChannel.  
 
EtherChannel se refiere a una agrupación lógica de múltiples enlaces físicos, y el 
término Port-channel para referirnos a una interfaz virtual que representa un 
paquete EtherChannel en la configuración de Cisco IOS. 
 
Si bien es cierto que las herramientas virtuales como los simuladores constituyen 
un gran aporte para fines prácticos de academia, durante la realización de los dos 
escenarios desarrollados se evidenciaron algunas falencias en Packet Tracer como 
en GNS3 en cuanto al uso de comandos no soportados más exactamente en 
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