アミノ酸座位における進化中立進化検定のための新しい進化確率法 by 蔡 宇佳
修 士 学 位 論 文
題 名
A new approach of evolutionary probability method
for testing neutrality at amino acid sites
アミノ酸座位における進化中立進化検定のための新しい
進化確率法
指導教員 田村 浩一郎 教授




氏 名 蔡 宇佳
Abstract
The phenotypes of organisms are primarily determined by the genotypes, which are
shaped by natural selection, genetic drift, etc., during the evolution of organisms. A
fundamental issue in evolutionary biology is to know how changes in genotypes cause
changes in phenotypes. A commonly used strategy to tackle this problem is to identify an
association between phenotype and genotype. Recent progress in next-generation sequencing
(NGS) technology has made possible to determine a large number of whole-genome
sequences within species as well as among a variety of species to provide a new way of
genome-wide association studies (GWAS), in which all variations among genome sequences
are examined for whether they have an association with the phenotypes under consideration.
Furthermore, in research fields of medicine, GWAS has become an important means to
identify the causative genes of genetic diseases.
Up to now, several methods, including SIFT, PolyPhen-2, EvoD, and CADD, have been
developed to predict the causative genes of genetic diseases. These methods utilize the
information about the mode of evolution, i.e., whether a given nucleotide or amino acid site
has evolved in neutral fashion or under natural selection. However, as a nucleotide or amino
acid is fixed in population quickly by natural selection, the applicability of the
variation-dependent GWAS is limited. To extend the limits of GWAS, genomic variations
were compared among related species. One method to detect natural selection at a nucleotide
or amino acid site level using multi-species sequence comparisons, the evolutionary
probability (EP) method has been developed. The EP method computes the probability of
observing each nucleotide or amino acid state at a site using homologous sequences of other
species under neutral evolution. While the EP method identifies natural selection at many
sites that other GWAS methods fail to do, the EP method requires a guide phylogenetic tree
revealing evolutionary relationships among sequences used, which is not always obtainable
with high reliability. Furthermore, the guide tree introduces a bias such that more closely
related species overcontribute to the estimation than less closely related species. To reduce
this bias, the EP method calculates multiple probabilities by progressively pruning
evolutionary lineages of sister groups and takes average to obtain the final estimate, which
requires a long computational time especially as the number of species increases.
In this thesis, I propose a new guide tree-free evolutionary probability method without
using a guide tree to avoid the bias. I name it EPuCov (evolutionary probability using the
covariance) method, which rapidly estimates the neutral evolutionary probability by using the
covariance matrix of pairwise distances between sequences instead of a guide tree. I compare
the performance of the EPuCov method with the original EP method using computer
simulations as well as empirical data analyses. I found that the EPuCov method could run ten
times faster and show a better performance to identify non-neutral mutations than the EP
method.
Introduction
According to the estimation by Mora et al. (2011), 8.7 million species are on the earth,
and their phenotypes are widely different. The varied phenotypes are determined by their
genotypes in principle, and the genotypes are shaped by natural selection during evolution.
Therefore, a fundamental issue in evolutionary biology is to know how genotype changes
cause the phenotype changes. In the medical field, the genetic causes of Mendelian and
complex diseases including cancer (Adzhubei et al. 2010) are also a type of phenotype
change. Finding how those diseases associated with genotype changes can provide new
insight into diagnoses and treatments. The first step to solving such problems is to identify the
genes causing the change in phenotype. It has been a commonly used approach to compare
the genomes with different phenotypes to find out the polymorphic regions as clues for
searching candidate genes. This strategy is called genome-wide association studies
(GWAS).
Due to the significant improvement of next-generation sequencing technologies, massive
amounts of genomes are now available for GWAS. In the database of the National Center for
the Biotechnology Information (NCBI), there are already 9963 eukaryote genome sequences
available. The pattern of conservation and divergence among those genome sequences gives
us a clue of evolutionary events (Liu et al. 2016). However, the divergences among different
genomes are not always due to the result of natural selection. For instance, the neutral theory
of molecular evolution reveals that most of the variation within and between species is due to
random genetic drift (Kimura 1987). Therefore, it is critical to examine whether a mutation is
fixed in a population by random genetic drift or natural selection. Those mutations under
selection will be the candidate mutations that cause the phenotype changes and decrease the
search range for the genome region causing the phenotype changes.
In GWAS, the genome sequence data required are usually obtained from populations of
the same species, e.g., human populations, with variations for the target phenotype. The
nucleotide sites with single nucleotide polymorphism (SNP) are often used in GWAS. If some
variant is found to be more frequent in the population with the target phenotype, the gene
containing the variant may cause the phenotype (William S. Bush et al. 2012). To predict the
relationship between genotype and phenotype, there are several methods available to estimate
neutrality among alternative alleles (Sunyaev 2012), which includes SIFT (Ng and Henikoff
2001), PolyPhen-2 (Adzhubei et al. 2010), EvoD (Kumar et al. 2012), and CADD (Kircher et
al. 2014). These methods are designed to predict disease-causing sites among the sites with
variation within the population. As the sites with within-population variation is a small part of
a genome, these methods have a critical restriction in its applicability.
Instead of using data for within-population variation, data for between-species variation
contain more sites causing potential phenotype variations. To take advantage of multi-species
datasets, the evolutionary probabilities (EP) method was developed (Liu et al. 2016). In the
EP method, the probability of each nucleotide or amino acid state for a given site of the target
species was estimated under the framework of maximum likelihood with the neutral evolution
model. If the probability of the observed state on the site under consideration is significantly
lower than the expected by EP, the observed state is considered to have evolved by natural
selection. The EP method calculates the evolutionary probabilities for the ancestral nodes
leading to the target species in a similar way of Marginal reconstruction (Yang 2006) on a
given phylogenetic tree. However, the estimation of evolutionary probabilities for a given
ancestral node tends to be biased toward the closely related species to the node. Therefore, in
the EP method, the estimation of evolutionary probabilities is repeated with pruning the most
closely related species with the target species one by one at each repeat and the final
evolutionary probabilities are obtained as the average weighted by the distance to the target
sequence. As a result, the EP method shows a better ability to predict the state under natural
selection than SIFT, PolyPhen-2, and CADD (Liu et al. 2016).
However, the calculations of the EP method require a high computational cost especially
as the number of species increases, which makes a genome-scale analysis difficult. The high
computation cost is caused by the repeated calculations of the multiple probabilities for each
node to weaken the effect of the bias toward the closely related species, which is defined
according to the topology and branch lengths of the guide tree.
To avoid the bias from the guide tree, I propose not to use a guide tree but to use the
covariance matrix of the pairwise distances between sequences. In this thesis, I develope a
new guide-tree-free evolutionary probability method named the evolutionary
probability using the covariance (EPuCov) method, which can rapidly estimate the neutral
evolutionary probability by skipping the repeated calculations of evolutionary probabilities on
each node of the guide tree. The EPuCov method estimates neutral evolutionary probabilities
for target species using the pairwise distances between the target sequence and each of other
species and takes arithmetic mean with a weight, which is obtained based on the covariance
matrix of pairwise distances. I compare the performance of the EP method and the EPuCov
method using computer-simulated datasets as well as empirical datasets for
cancer-associated mutations. I showed that the EPuCov method not only calculated more than
ten times faster but also showed the better performance to identify the non-neutral mutations
than the original EP methods.
Materials and Methods
Evolutionary probability using covariance method overview
The new approach aims to estimate neutral evolutionary probabilities at every amino acid
site by using multispecies sequence alignment. To accomplish it. First, the pairwise sequence
distances between sequences were calculated. In the next step, the covariance between every
possible pairwise distance is calculated and used to obtain a coefficient-weight. Finally, the
evolutionary probabilities for the target sequence is calculated as the average of the pairwise
distances between the target and each of the other sequences weighted by the
coefficient-weight. All the calculations in the EPuCov method are implemented in MATLAB.
Estimation of evolutionary probability using pairwise sequences
The pairwise distances defined as the number of amino acid substitutions per site were
calculated between the target sequence and each of the other sequences. The maximum
likelihood method was used for distance estimation. The maximum likelihood method aims to
find a distance to make the likelihood function describing the amino acid states in two
sequences maximum (Yang 2006). The pairwise distances were calculated by the MEGA-CC
(Kumar et al 2016) with the Dayhoff model (Dayhoff et al 1979), the constant rate among
sites, and the pairwise deletion option to treat the gap sites, from the sequence alignment data.
Figure 1 shows an example of a distance matrix for alcohol dehydrogenase for 11 Drosophila
species.
Figure 1. An example of a distance matrix. The data used alcohol dehydrogenase amino acid
sequences from 11 fruit flies. This data is an example data of MEGA 7 (Kumar et al 2016).
The evolutionary process is thought to be a Markov process, which is a time-reversible
process (Yang 2006). This process can be described as the formula.
Qte)t(P  , (1)
where P(t) is the substitution probability matrix revealing the probabilities of 400 amino acid
combinations between two sequences separated by evolutionary time t, and Q is the
instantaneous transition matrix, which can be calculated from the Dayhoff matrix (Dayhoff et
al 1979). Here, I use the evolution time t as the pairwise distance. The P(t) shows how amino
acid change so it is easy to obtain the evolutionary probability (P(t)sp) by using amino acid
state from homology sequence (Figure 2).
Figure 2. An example of the percent substitution probability matrix when t = 0.1. The yellow box
shows the probabilities that each amino acid does not change. The values in the red box show the
estimated evolutionary probabilities that lysine(K) changes to other amino acids.
Calculation of the covariance between sequence pairs for the correlation-weight
The covariance between the sequence pairs is aiming to reveal the evolutionary
relationships between sequences and the covariance gives the extent of evolutionary processes
shared by two pairs of sequences. The covariance between the sequence pair of i and j (i− j)















where AAi stands for one amino acid state in sequence i at site n, AAj, and AAk is other amino
aicd states in sequence j and k, respectively, and
ji
n AAAA is the number of sites
showing AAi in sequence i and AAj in sequence j. If the site shows AAi and AAj in
sequence pair i− j, respectively,
ji
n AAAA becomes 1 or 0 otherwise at the site.  AA AA  is the
expected number of sites showing AAi in sequence i and AAj in sequence j, respectively.
 AA AA  is obtained by  AA     AA     , where ifAA is the observed frequency in the dataset.













where N is the total number of sites. The covariance matrix was obtained by
calculating every covariance between every two pairs of sequences. Since the
variances on the diagonal of the covariance matrix vary among sequence pairs, I









For the coefficient-weight (Cw) showing the difference among sequence pairs, I calculated
one minus coefficient that shows the similarity between sequence pairs and the final
coefficient-weight for a given sequence as the sum of values in a row of the matrix (Figure 3).
Figure 3. An example of the calculation of correlation-weight. The correction matrix was calculated
from amino acid sequences of alcohol dehydrogenase from 11 Drosophila species (Kumar et al 2016).
Calculation of evolutionary probabilities using correlation-weight
The evolutionary probabilities of the target sequence was calculated as the average of the
probabilities obtained between the target sequence and every other sequence weighted by the


























where N is the number of sequences used in the analysis, the t is the pairwise distance
between the target sequence and sequence sq, the Cwsq is the coefficient-weight of sq. P(t)i is
the evolutionary probability for the amino acid i.
Evolutionary Simulation
To compare the performance of the new EP method, EPuCov, with the original EP method,
I used an evolution simulation software and generated the simulated sequence data.
First, I generated amino acid sequence datasets under the neutral evolution using the
seq-gen program (Andrew et al 1997). The seq-gen generates simulated sequences according
to the input model tree. I chose two model trees, one of which was the phylogeny of alcohol
dehydrogenase gene of 11 Drosophila species (11-tree) obtained from the MEGA example
data (Kumar et al 2016), and the other was the phylogeny of 46 vertebrate genomes (46-tree)
which is estimated from the multiple alignments of 46 vertebrate species provided by The
UCSC Genome Browse r(https://genome.ucsc.edu/). I used the Dayhoff model for the pattern
(Cw)
of substitution for the sequences of 1000 amino acid long. The option for deletion and
insertion was set to be negative. For each model tree, I used four different branch length
scales, 0.5, 1.0, 2.0, 4.0 and generated 100 replicates for each scale of a dataset.
For the simulated datasets for positive selection, I used the evolver program in the
PAML package (Yang 2007). I used the same two model trees as those used for the seq-gen
program. I generated the sequence data with different nonsynonymous/synonymous rate ratios
(omega = Kn/Ks) among different sites (Yang et al 2000). Three different omega values, 0.1,
1, and 2.5, were set with the proportion of sites, 0.6, 0.3, and 0.1, respectively. The amino
acid sequence length was 1000 and 100 datasets were generated with the original branch scale
for each model tree.
To examine the computation cost, the simulation data was generated by the evolver. To
compare the performance in different sequence lengths, I generated 10 datasets each for ten
different sequence lengths from 1000 to 10000 using the 46-tree as the model tree. To
compare the performance between different numbers of the sequences, I used the MEGA tree
editor (Kumar et al 2016) to manually prune the external node of the 46-tree from the species
farthest from the human. I generated 9 model trees with the number of external nodes of 5, 10,
15, 20, 25, 30, 35, 40 and 45. I used those trees as the model trees for evolver and generated
10 datasets containing 5000 amino acid sites for each model tree.
Empirical Data analysis
Datasets with cancer-associated mutations were downloaded from the SwissVar
(https://swissvar.expasy.org/) using the keyword “cancer” as the query. A total of 3961
mutations in 1410 proteins were hit. The dataset with neutral mutations called HumDiv,
which contains 7539 mutations in 390 proteins, was obtained from the disease-associated
dataset (Adzhubei et al. 2010). Those proteins have been compared with the multiple
alignments of 46 vertebrate species to find related sequences. A total of 3053
cancer-associated mutations and 6047 neutral mutations have been successfully found in the
multiple alignments of 46 vertebrate species. These protein alignment sequences were applied
to the EPuCov method and the original EP method.
EPmethods analysis option
I used MEGA-CC software (Kumar et al. 2012) to test the performance of the EP method
as well as to obtain the guide tree by the NJ method (Saitou and Nei 1987) with the Dayhoff
model without the gamma rate variation among sites as the substitution model and the
pairwise deletion option for the gap site treatment. The Dayhoff model without the gamma
rate variation among sites and ‘use all sites’ options were used for the EP method. The
outgroup for the model tree of 11-tree was S. albovittata and that for the model tree of 46-tree
was petMar1 (Petromyzon marinus).
Results
The performance of the EPuCov method and the EPmethod
The performances of the EP and EPuCov methods were evaluated using simulation sequence
data and empirical data.
1. Prediction of the neutral mutation in computer simulated sequences
First, I used two methods to predict neutral mutations. The neutral mutations were
randomly generated by the seq-gen program (Andrew et al 1997). Using the generated
sequences, I estimated neutral evolutionary probability at every amino acid site by the EP and
the EPuCov methods. I compared the estimated sequences and the original sequences to
check whether the original state has the highest neutral evolutionary probability. If so, the
prediction was thought to be successful. I calculated the success rate in all 100 replicates on
each branch length scale. The result was showed in the bar graph (Figures 4 and 5). In the
model tree of 11 Drosophila species, both methods predicted neutral mutations at the high
success rate but the success rate decreased as the branch length scale increased. The success
rate of the EPuCov method was about 1% higher than that of the EP method and the
difference in the success rate between the two methods increased as the branch length scale
increased. In the model tree of 46 vertebrate species, the result was similar to the result from
11-tree, but the difference in the success rate was larger, the difference was about 5%. The
EPuCov method predicted more neutral mutations than the EP method. This result suggested
that the EPuCov method has less chance to make a mistake at predicting neutral mutations,
i.e., the new method has a less false positive rate.
Figure 4. The success rate of predicting neutral mutations with different branch length scales for the
neutral simulation data generated with the 11 Drosophila model tree.
Figure 5. The success rate of predicting neutral mutations with different branch length scales for the
neutral simulation data generated with the 46 vertebrate model tree.
2. The performance of identifying the positive selections in the simulation sequences





sequences with the codon model (Goldman et al 1994). The codon model uses each codon as
the basic unit of substitution instead of a single nucleotide or amino acid, giving more
information and build a more-realistic model with differences in the evolutionary rate at
different codon positions (Goldman et al 1994). The codon model is thought to be closer to
the real evolution process. The simulation data was generated by using two model trees
(11-tree and 46-tree) and the evolver program generated the sequences with different omega
values at different sites. The simulated sequences were used as the input of the two methods. I
collected all sites where a mutation occurred and checked the omega at the sites. I took the
sites whose omega over 1.0 as non-neutral sites. The receiver operating characteristic curve
was drawn (Figures 6 and 7).
Figure 6. The receiver operating characteristic curve based on the simulation sequences generated with
11-tree as the model
Figure 7. The receiver operating characteristic curve based on the simulation sequences generated with
46-tree as the model
For both simulated sequence datasets, two methods showed very similar performance but
EPuCov showed a slightly better performance. The more sequences were used in the analysis,
the better the performance was shown in both methods.
3. The analysis of empirical data
GWAS have already found many mutations associated with genetic diseases in the
human genome. I chose the mutations associated with cancer in the empirical data to test the
performance of EPuCov and EP methods. I made a dataset that contains 3053
cancer-associated mutations and 6047 neutral mutations and applied the two methods to
distinguish between the cancer-associated mutations and neutral mutations. Those sequences
were used as the input data for two methods and I obtained the neutral evolutionary
probability at each site. I run the receiver operating characteristic curve analysis for two
methods (Figure 8).
Figure 8. The receiver operating characteristic curve for the empirical dataset containing 3053
cancer-associated mutations and 6047 neutral mutations.
The ROC curve for the EPuCov method shows a quick rise compared with the curve for the
EP method (Figure 8). This result shows that the EPuCov method distinguished more
effectively the cancer association mutations from the neutral mutations.
The computation cost of the EPuCov method and the EPmethod
To test the computation cost of the EPuCov method and the EP method in different
conditions, I prepared the simulation data with different sequence lengths from 1000 amino
acid sites to 10000 amino acid sites and generated the simulation data based on the model
trees with the number of external nodes from 5 to 45. I generated 10 replicates for each
sequence length and each model tree. The computation time is recorded by the function
tic-toc in Matlab. The computation time of the EP method includes the time for the guide tree
estimation. The ratio of the computation time of the EPuCov method to that of the EP method
with different sequence lengths and different numbers of sequences are shown in Figures 9
and 10, respectively.
Figure 9. The ratio of computation time with different sequence lengths.
Figure 10. Computation time ratio of two methods in the different numbers of sequences.
The computation time required for the EPuCov method was much shorter than the EP method,
more than ten times in most cases.
Discussion
In this study, I developed a new guide-tree free evolutionary probability method and
named it EPuCov (evolutionary probability using covariance). I compared the performance
between the EPuCov method and the original EP method using simulation datasets as well as
the empirical datasets. The results suggested that the new method had better performance in
each dataset. The difference in the empirical data analysis was especially large.
To know further details in the difference of the performance between the two methods in
the empirical data set, I used the neutral evolutionary probability estimated by two methods to
draw the histogram for 100 classes. The neutral evolutionary probability didn’t include the
original amino acid state. The histogram shows the distribution of the estimated evolutionary
probabilities. For the neutral mutation dataset (Figure 11), the probability of neutral mutation
is expected to be high. The mutations with evolutionary probability lower than 5% were
identified as non-neutral mutations regarded as the false-positive result. The EPuCov method
identified 7.14% of the neutral mutations as non-neutral mutations, which is slightly higher
than the expected value, 5%, whereas the EP method showed a much higher false-positive
rate, 17.10%. For the cancer-associated mutation dataset (Figure 12), the mutations with
evolutionary probabilities lower than 5% were identified as non-neutral mutations as the true
positive result. The EPuCov showed a similar true positive rate (60.99%) to the EP method
(61.99%). Therefore, the better performance of the EPuCov method in empirical data analysis
(Figure 8) is attributed to the lower false-positive rate. The lower false-positive rate of the
EPuCov method was also shown as the higher true positive rate in the neutral mutation
prediction for the simulated datasets (Figures 3 and 4). However, the reason for the difference
in the false-positive rate is still unclear. I suspect that the correlation contained in the guide
tree may have some effect on the biased estimation of evolutionary probabilities. The
correlation estimated by the covariance matrix in the EPuCov method may have a lower bias.
To test this hypothesis, it is interesting to compare the covariance matrix estimated based on
the guide tree in the EP method with the covariance matrix estimated in the EPuCov method,
which should be in the future research.
Figure 11. Estimated numbers of the neutral mutations detected in the HumDiv dataset by the EPuCov
method (blue) and the EP method (orange).
Figure 12: Estimated number of the cancer-associated mutation using the EPuCov method (blue) and
the EP method (orange).The threshold of 0.05 corresponded to the true-positive rate of 60.99% for the
EPuCov method and 61.91% for the EP method.
In the comparison of the computation cost, the EPuCov method showed a much less
computation cost. The quick estimation time is the result of fewer computations in the
estimation of evolutionary probabilities at each site. For both methods, the MEGA 7 program
(Kumar et al. 2012) was used for the pairwise distance estimation by the maximum likelihood







methods at this stage. In the next step, the EP method calculates the evolutionary probabilities
based on the guide tree. The calculation process is similar to the calculation of the marginal
reconstruction method for the reconstruction of ancestral states (Yang 2006). The number of









where nEP is the number of computations for the estimation of evolutionary probabilities at a
site and nall is the number of sequences used in the analysis. The first 20 stands for 20
probabilities for 20 amino acids and the second 20 is the number of computations for each
internal node in the guide tree (Yang 2006). The ‘ nsq - 3’ is the number of internal nodes.
Because the EP method calculated multiple probabilities, the number of computations is
obtained as the sum of the numbers of computations for each probability.
The number of computations for the EPuCov method can be given as
2
)1n(n400n allall EPuCoV , (7)
where nEPuCov is the number of computations at a site and nall is the number of sequences used
in the analysis. The 400 stands for the 400 combinations of amino acid (equation 2), meaning
that one covariance calculation between pairs of sequences needs 400 computations. The
other part of the formula is the number of sequence pairs. The number of computations
between two methods in different numbers of the sequences is shown in Table 1.
Table 1: The number of computations for the EP method and the EPuCov method at a site
The proportion of the pruning progress is the proportion of the computations used to estimate the
probability for the pruned tree. The number of computations in the EPuCov method is theoretical
calculated if the sequence alignment has all possible configurations of amino acids. The actual number
of computations for the EPuCov method can be calculated when many amino acid configurations are
not observed as in the example shown in Figure 12.
Figure 12: A typical numbers of amino acid configurations observed in a pair of sequences. The
number of non-zero elements in the matrix is 36.
The number of computations in the EP method increases as the number of sequences increases
and the proportion of computing time required for the pruning progress increases at the same
time. When the EP method analyzes a dataset with n sequences, the EP method has to
estimate n-1 probabilities through n-1 different guide trees (Liu et al. 2016). Those steps
include the main part of the computation times. The EPuCov seems to have very similar with
the EP method in the theoretical number of computations, but it should be noted that the
number of computations is given only when all possible configurations are present in the
sequence alignment. In a typical case, however, the number of amino acid configurations is
much fewer, say 36 (Figure 12). The number of computations for the covariance of sequence
pairs decreases accordingly from 400 to 36. Therefore, the total number of computations may
become more than ten times fewer than the EP method, This is likely the reason why the
EPuCov method requires less computation cost.
In this study, I designed the EPuCov method to analyze amino acid sequences to find
nonneutral mutations in the protein-coding regions. Those mutations may relate to changes in
the function of the protein (Risch 1996). Since protein-coding regions are only a small part of
the genome (Omenn 2016), non-coding regions are likely containing more information. To
utilize the information, it is important to analyze the nucleotide sequences as well as amino
acid sequences. The distance also can be obtained between nucleotide sequences by the
maximum likelihood method (Yang 2006) and the covariance matrix is obtained faster than
amino acid sequences because of the fewer number of configurations. Using the EPuCov
method, we can identify nonneutral mutations in noncoding regions. Those nonneutral
mutations may provide some clues to the cause of different gene expression relatedto
phenotype changes (Barrett et al. 2012).
The EPuCov method was implemented in MATLAB software. It can be run in the
common-line, which is convenient to run large data analysis on the workstation. However,
the man-machine interface is not user-friendly. It will be useful to develop a
user-friendly graphical user interface (GUI) for the EPuCov methods in the next step.
Conclusion
In this thesis, I propose a new guide tree-free evolutionary probability method to avoid
the estimation bias caused by the guide tree. I named it EPuCov (evolutionary
probability using the covariance) method, which can quickly estimate the neutral
evolutionary probability by using the covariance matrix of pairwise distances between
sequences instead of by using a guide tree. I compared the performance of the EPuCov
method with the original EP method (Liu et al. 2016) using computer simulations as well as
empirical data analyses. I found that the EPuCov method could run more than ten times faster
and show a better performance to identify non-neutral mutations than the EP method.
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