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Históricamente las epidemias de enfermedades infecciosas han provocado devasta-
ción en la salud pública y la carga socio-económica de las poblaciones humanas. Por
ejemplo, entre 1345 y 1351 DC, la peste Negra golpeó Asia Central y Europa, ma-
tando a un tercio de la población total y 40 millones de personas en todo el mundo.
Tras los grandes avances en control de epidemias, se pensaba que las enfermeda-
des infecciosas pronto serian erradicadas, pero evidentemente no ha sido así; los
microorganismos se adaptan y evolucionan, y como consecuencia aparecen nuevas
enfermedades infecciosas como el SIDA o el Ébola y reemergen algunas que se con-
sideraban controladas como el Dengue o la Tuberculosis. Además, el genoma de
algunos microorganismos a veces puede cambiar ligeramente y como consecuencia,
pueden adquirir resistencia a algunos medicamentos, Nelson y Williams, 2007.
Con el fin de obtener una visión profunda de los tipos, propagación y posibles estra-
tegias de control de las enfermedades infecciosas, los epidemiólogos realizan experi-
mentos científicos, a veces con entornos controlados mediante auto-experimentación.
Sin embargo, diseñar tales experimentos controlados a menudo es difícil o imposi-
ble debido a cuestiones éticas y la posible recopilación de datos erróneos, Nelson
y Williams, 2007; Brauer y Castillo-Chavez, 2001. Estas razones motivan la posibili-
dad de usar modelos matemáticos como herramientas para corroborar la percepción
de la transmisión de la enfermedad, probar teorías y sugerir mejores estrategias de
intervención y control.
El concepto de modelado para enfermedades infecciosas se remonta al trabajo de
Daniel Bernoulli, un médico de salud pública que utilizó el modelado estadístico
para analizar el impacto potencial de la vacuna contra la viruela en el siglo XVIII,
2 Capítulo 1. INTRODUCCIÓN
Rosen, 2015. Posteriormente, el marco para el modelado de epidemias fue desarro-
llado en el siglo XX por otros médicos de salud pública. En 1906, Hamer formuló
un modelo discreto analizando la epidemia de sarampión; su estudio fue bastante
relevante debido a que fue el primero en considerar que la incidencia de una en-
fermedad está relacionada con las densidades de población susceptible y población
infecciosa. Para 1926, Kermack y McKendrick publicaron modelos epidémicos obte-
niendo como resultado que la densidad de personas susceptibles debe exceder un
valor crítico para que la epidemia ocurra. En tales modelos la población que se estu-
dia se divide principalmente en tres clases mutuamente excluyentes, según el estado
de la enfermedad: susceptible S; infeccioso I; y recuperado R. La transición entre es-
tos compartimentos se rige por el desarrollo de la infección y los tiempos de espera
supuestos en cada uno, ver Anderson, 1982; Hethcote, 2000; Kermack y McKendrick,
1927.
Según lo observado por Hale, en muchas aplicaciones, se supone que el sistema en
cuestión se rige por un principio de causalidad, es decir, el estado futuro del siste-
ma es independiente de los estados pasados y está determinado únicamente por el
presente. Sin embargo, bajo un análisis más detenido, se hace evidente que el princi-
pio de causalidad es a menudo solo una primera aproximación a la situación real y
que un modelo más realista incluiría algunos de los estados anteriores del sistema,
Hale y Lunel, 2013. Un ejemplo es el caso de los modelos depredador-presa estudia-
dos por Volterra en 1928, utilizando los conceptos de ecuaciones diferenciales con
retardo (EDR), Volterra, 1928. Este es también el caso de los sistemas biológicos en
general, y de las enfermedades infecciosas en particular, ya que presentan un lap-
so de tiempo tanto en la transmisión, como en la progresión de la enfermedad. Por
ejemplo, un retraso de tiempo en el que el individuo expuesto a cierta enfermedad
infecciosa puede ser infectado, pero se vuelve completamente infeccioso después de
un periodo de tiempo, como se considera en Cooke y Yorke, 1973; Hethcote y Driess-
che, 1995; Martcheva y Prosper, 2013.
Dado que las ecuaciones diferenciales representan una herramienta indispensable en
la modelación de fenómenos y procesos biológicos, es importante obtener soluciones
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teóricas precisas, ya que describen la evolución de diferentes clases de subpoblacio-
nes a través del tiempo, Jódar y col., 2008. Sin embargo, las soluciones teóricas de al-
gunos sistemas existen solo ocasionalmente y suelen ser complicadas de hallar, por
lo que son necesarias buenas aproximaciones que conserven las propiedades cuali-
tativas de dicha solución, González-Parra, Arenas y Chen-Charpentier, 2010; para lo
cual se ha usado los métodos numéricos, ver Jang, 2007; Sekiguchi, 2009; Jang, 2007;
Chinviriyasit y Chinviriyasit, 2010; Enatsu, Nakata y Muroya, 2010; Muroya y col.,
2011.
Los modelos epidémicos discretos construidos por métodos numéricos contienen
parámetros adicionales a los que ya existen en las ecuaciones diferenciales, como el
tamaño de los pasos de tiempo y espacio. Las variaciones en estos parámetros adi-
cionales pueden generan soluciones a las ecuaciones discretas que no corresponden
a ninguna solución de las ecuaciones diferenciales originales, produciendo bifurca-
ciones ficticias, caos artificial y estados estables falsos, Lambert, 1973. Por lo tanto,
debemos elegir esquemas discretos que garanticen la dinámica global de los mode-
los.
Numerosos modelos matemáticos representados por medio de un sistema de ecua-
ciones diferenciales, con o sin retardo, se han discretizado mediante el método de
diferencias finitas no estándar propuestos por Ronald Mickens, ver Mickens, 1994;
Mickens, 2000; Mickens, 2002; Mickens, 2005. Su uso se basa principalmente en el
hecho de que son muy eficaces para preservar ciertas propiedades cualitativas de
las ecuaciones diferenciales originales y se ha demostrado la convergencia, consis-
tencia y estabilidad de sus soluciones, ver Alexander, Summers y Moghadas, 2006;
Dumont y Lubuma, 2005; Bruggeman y col., 2007; Arenas, Moraño y Cortés, 2008;
Moghadas y col., 2003; Anguelov y Lubuma, 2003; Dimitrov y Kojouharov, 2007; Di-
mitrov y Kojouharov, 2008; Dimitrov y Kojouharov, 2005; Gumel, 2002; Jansen y Twi-
zell, 2002; Chen y Clemence, 2006; Obaid, Ouifki y Patidar, 2013.
En este trabajo vamos a diseñar un esquema de diferencias finitas no estándar (NSFD)
que nos permita obtener soluciones numéricas de un conjunto de ecuaciones diferen-
ciales ordinarias y con retardo, el cual está describiendo la infección por VIH de una
población de células. Primero haremos una descripción del modelo para entender
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el origen de los diferentes parámetros mostrados, estudiaremos las principales pro-
piedades del modelo propuesto y posteriormente aplicaremos las técnicas diseñadas
por Mickens para la construcción del esquema numérico, el cual se estará comparan-
do con otros métodos de solución de ecuaciones diferenciales tradicionales, donde
podremos notar las diferentes ventajas en tiempo y costo que tiene un NSFD, a la




Definición 2.1 (Sistema autónomo) Un sistema dinámico continuo n-dimensional
se dice autónomo si es de la forma
dx
dt
= f (x); x(t0) = x0,
donde x = [x1, x2, ..., xn]
T : [t0, T) −→ R y la función f = [ f1, f2, ..., fn]N : Rn −→ Rn
es diferenciable en x0 ∈ Rn.
Definición 2.2 (Punto de equilibrio) Sea
dx
dt
= f (x), x(t0) = x0 un sistema autó-
nomo n-dimensional. Un punto x∗ ∈ Rn tal que f (x∗) = 0 es llamado punto de
equilibrio o punto critico del sistema.
Definición 2.3 (Estabilidad) Sea
dx
dt
= f (x), x(t0) = x0 un sistema autónomo n-
dimensional y x∗ un punto de equilibrio del sistema. Si
dx
dt
= J f (x∗), x(t0) = x0 es
la linealización alrededor x∗, donde J f (x∗) es la matriz jacobiana del sistema de f
evaluada en el punto de equilibrio x∗ y λ1, ...,λk, con k 6 n, son los valores propios
de la matriz J f (x∗), entonces x∗ es localmente asintóticamente estable si y solo si
Reλi < 0, para todo i ∈ 1, ..., k.
2.2. Modelo SIR
Propuesto por Kermack y McKendrick en 1927, el modelo SIR es diseñado para
explicar la evolución de una enfermedad infecciosa producida por un virus o una
bacteria. Este modelo consiste en un sistema de 3 EDO’s no lineales que no posee
una solución explicita, el cual divide a la población en 3 clases:
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S(t) : Representa al número de individuos susceptibles, es decir, son los individuos
sanos que al entrar en contacto con la enfermedad pueden resultar infectados.
I(t) : Representa al número de individuos infectados, es decir, son los individuos
que pueden transmitir la enfermedad al grupo S(t).
R(t) : Representa al número de individuos retirados, es decir, son los individuos que
se han recuperado de la enfermedad y se han vuelto inmunes o han muerto.
El modelo SIR se basa además en las siguientes hipótesis:
La población se mantiene constante, es decir, no se tienen en cuenta los naci-
mientos y muertes que se producen a lo largo del desarrollo de la enfermedad.
Si denotamos por N a la población total tenemos que N = S(t) + I(t) + R(t).
La enfermedad se transmite por contacto directo entre las personas.
En cuanto un individuo es infectado pasa a estar en el grupo de los infectados.
Los individuos del grupo I(t) se acaban recuperando de la enfermedad y ad-
quieren la inmunidad o mueren (pasando en ambos casos al grupo R(t)).
La tasa de infección, que determina el número de individuos por unidad de
tiempo que se transfieren del compartimento de susceptibles al de infectados,
es proporcional al producto S(t)I(t)
En ese orden de ideas, la tasa de infección está dada por βS(t)I(t), donde β es la tasa
per-cápita de transmisión de la enfermedad. Los individuos infectados padecerán
la enfermedad durante un periodo de tiempo determinado hasta recuperarse y ad-
quirir la inmunidad o morir. El flujo de paso del compartimento de infectados al de
retirados viene determinado por δI(t), donde δ > 0 es la tasa de retiro. Bajo todos




















= 0, lo cual implica que la población total
N(t) = S(t) + I(t) + R(t) es constante. Además, podemos representar el sistema
(2.1) que describe el modelo SIR mediante el siguiente diagrama de flujo:
FIGURA 2.1: Diagrama de flujo de un modelo SIR.
2.3. Modelos matemáticos para el VIH
Según la Organización Mundial de la Salud, desde su primer registro en la década
de 1980, el Virus de la Inmunodeficiencia Humana (VIH), el agente causal del Sín-
drome de Inmunodeficiencia Adquirida (SIDA), ha causado más de 35 millones de
muertes en todo el mundo, y para 2017 aproximadamente 36.7 millones de personas
padecían la enfermedad a nivel mundial. La mayoría de las muertes relacionadas
con el SIDA se producen en los países bajos y medianos, particularmente en el Áfri-
ca subsahariana.
El VIH es un virus ARN que pertenece a la familia retroviridae, concretamente a la
subfamilia lentivirus; el cual ataca el sistema inmunológico y debilita los sistemas de
defensa contra las infecciones y contra determinados tipos de cáncer, por lo cual la
persona infectada va cayendo gradualmente en una situación de inmunodeficiencia.
La replicación del VIH es un proceso activo y dinámico, una vez que el virus ingresa
al organismo las células que tienen el receptor CD4+ resultan infectadas, la mayoría
de ellas son linfocitos T CD4+. Tras la integración, el VIH puede permanecer laten-
te, replicarse de forma controlada o sufrir una replicación masiva que resulta en un
efecto citopático para la célula infectada. En la mayoría de los linfocitos el virus es-
tá en forma latente y la infección disminuye gradualmente la cantidad de estos en
los tejidos y en la sangre, lo cual conduce al paciente a un estado grave de inmuno-
supresión celular tras el cual, un grupo de microorganismos que habitualmente no
causan enfermedades, provocan infecciones; estas infecciones oportunistas explican
la gran mortalidad de las personas afectadas por el VIH, Codina y Martin, 2002
8 Capítulo 2. MODELOS EPIDEMIOLÓGICOS
Varios estudios han descrito la dinámica del VIH durante las primeras semanas pos-
teriores a la infección usando modelos matemáticos, Stafford y col., 2000; Pearson,
Krapivsky y Perelson, 2011; Yuan y Allen, 2011; Conway, Konrad y Coombs, 2013;
De Boer, 2007; algunos de estos estudios utilizaron el llamado modelo “estándar“
para la dinámica del VIH, Perelson, 2002. Para determinar si un cambio continuo en
el modo de producción puede afectar la dinámica del virus, utilizamos una versión
extendida del modelo estándar que incluye una fase de eclipse en el ciclo de replica-
ción del virus como la que se encuentra en publicaciones anteriores, De Boer, 2007;
Beauchemin y Handel, 2011; Louzoun y Ganusov, 2012; además la concentración de
células libres de virus se considera variable respecto al tiempo.
En este modelo matemático consideramos dos tipos de células infectadas por el vi-
rus: las células en la fase de eclipse que no está produciendo el virus, IE, y las células
que están produciendo activamente el virus, I. Las células en la fase de eclipse cam-
bian al estado de producción de virus a una tasa m, y la tasa de mortalidad de cada
tipo de células es δIE y δI , respectivamente. Las células en la fase de eclipse pueden
morir porque podrían ser reconocidas como infecciosas por mediadores de inmuni-
dad innata o debido a la acumulación de intermediarios de ADN en el citoplasma de
la célula, Cooper y col., 2013; Doitsh y col., 2014. De hecho se ha argumentado que,
al menos in vitro, la mayoría de las células infectadas por el VIH mueren antes de
que comience la producción del virus, Cooper y col., 2013. Las células productoras
de virus producen viriones, V, a una tasa NδI , donde N es el número promedio de
viriones infecciosos liberado por una célula infectada durante su vida útil. En ge-
neral, se acepta que la mayoría de los viriones producido por células infectadas no
son infecciosos, Ho y col., 1995; Goto y col., 1988; Platt y col., 2010, y dado que es-
tos viriones no están contribuyendo a la infección de nuevas células, los viriones no
infecciosos no se consideran en este modelo. Por otro lado, los viriones V que si son
infecciosos pueden ser eliminados de la población de células libres de virus a una
tasa de depuración C, o pueden infectar las células Diana (CD4 T) a una tasa βT,
donde T es la concentración de células Diana, cuya tasa de crecimiento y mortalidad
son Λ y µ0, respectivamente.
El propósito de este trabajo es resolver numéricamente un modelo que describe la
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dinámica intracelular del VIH, el cual inicialmente está representado por el siguiente
sistema de ecuaciones diferenciales ordinarias
dIE(t)
dt
= βT(t)V(t)− (m + δIE)IE(t)
dI(t)
dt
= mIE(t)− δI I(t) (2.2)
dV(t)
dt
= NδI I(t)− (C + βT(t))V(t)
dT(t)
dt
= Λ− βT(t)V(t)− µ0T(t).
Durante la fase de eclipse, el tiempo desde la entrada viral hasta la producción acti-
va de partículas virales, no se están produciendo virus; este retraso afecta el tiempo
de la carga viral máxima y la probabilidad de que una infección viral se establezca,
Dixit y col., 2004; Kakizoe y col., 2015, por lo tanto debe modelarse explícitamente.
Sea ∆ la duración de la fase de eclipse e iE(t, τ) la densidad de células en un tiempo
t que fueron infectadas τ unidades de tiempo antes de t, es decir, son células infecta-
das de edad τ; entonces iE(t,∆) representa la proporción de células en fase de eclipse
que pasan al estado de producción de virus, por lo cual
dI(t)
dt
= iE(t,∆)− δI I(t). (2.3)
Dado que la tasa de mortalidad de las células en fase de eclipse δIE es constante,
es apropiado asumir que iE(t, τ) satisface la ecuación del modelo estructurado por






= −δIE iE(t, τ), (2.4)
sujeto a la condición de borde iE(t, 0) = βT(t)V(t).
Las curvas características de la ecuación (2.4) son
dt = dτ = − diE
δIE iE
. (2.5)
De la primera igualdad en (2.5) se tiene dt− dτ = 0, el cual es un diferencial total de
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t− τ = c1, y de la igualdad entre el primer y tercer termino se tiene dt + diEδIE iE = 0,
cuya solución es iEeδIE t = c2. Así la solución general de la ecuación (2.4) esta dada
por f (t− τ, iEeδIE t) = 0, o equivalentemente iE(t, τ) = e−δIE tg(t− τ), donde f y g son
funciones arbitrarias.
Aplicando ahora la condición de borde iE(t, 0) = βT(t)V(t) resulta
e−δIE tg(t) = βT(t)V(t)
g(t) = βT(t)V(t)eδIE t.
Así iE(t, τ) = e−δIE tβT(t− τ)V(t− τ)eδIE (t−τ) = βT(t− τ)V(t− τ)e−δIEτ.
Por tanto, (2.3) nos queda
dI(t)
dt
= βT(t− ∆)V(t− ∆)e−δIE∆ − δI I(t) (2.6)
Por otro lado, el numero total de células en la fase de eclipse esta dado por
IE(t) =
∫ ∆



















+ iE(t,∆)− iE(t, 0) = −δIE IE(t)
dIE(t)
dt
+ βT(t− ∆)V(t− ∆)e−δIe∆ − βT(t)V(t) = −δIE IE(t)
dIE(t)
dt
= βT(t)V(t)− βT(t− ∆)V(t− ∆)e−δIe∆ − δIE IE(t). (2.7)
De esta manera nuestro modelo descrito en (2.2) toma la forma
dIE(t)
dt
= βT(t)V(t)− βT(t− ∆)V(t− ∆)e−δIE∆ − δIE IE(t)
dI(t)
dt
= βT(t− ∆)V(t− ∆)e−δIE∆ − δI I(t) (2.8)
dV(t)
dt
= NδI I(t)− (C + βT(t))V(t)
dT(t)
dt
= Λ− βT(t)V(t)− µ0T(t)
2.3. Modelos matemáticos para el VIH 11
Donde ∆ es la duración de la fase de eclipse, e−δIE∆ representa la probabilidad de que
una célula infectada sobreviva un tiempo ∆ luego de la entrada viral y los demás
parámetros están definidos como en el modelo inicial (2.2). Para entender mejor el
modelo, podemos analizarlo a partir del siguiente diagrama de flujo:
FIGURA 2.2: Diagrama de flujo del modelo.
A continuación, vamos a establecer diferentes propiedades que tiene el modelo des-
crito por el sistema de ecuaciones (2.8), de tal forma que cuando propongamos el






Entenderemos por modelo continuo el sistema de ecuaciones diferenciales (2.8) pro-
puesto al final del capitulo anterior, el cual al ser epidemiológico debe cumplir cier-
tas cuestiones biológicas que serán estudiadas en este capitulo. Además se analiza-
ran los puntos de equilibrio del sistema y su estabilidad, de tal forma que al plantear
el esquema discreto se hereden dichas propiedades.
3.1. Positividad y acotamiento
Por la naturaleza biológica del modelo se supone que todos los parámetros son no
negativos, al igual que la condición inicial IE(s) = IE0 , I(s) = I0, V(s) =0, T(s) = T0,
s ∈ [−∆, 0]. Pero debemos garantizar la positividad y acotamiento de la solución
(IE(t), I(t), V(t), T(t)) del sistema (2.8) en [0,∞). Empecemos por notar que las so-
luciones para las ecuaciones diferenciales de IE(t) e I(t) dadas como en (2.8) pueden
escribirse como













βT(s− ∆)V(s− ∆)e(δI−δIE )sds
]
. (3.2)
Por lo tanto la positividad de las soluciones T(t) y V(t) para todo t > 0, nos permite
garantizar la positividad de IE(t) e I(t) y así la de todo el sistema (2.8).
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Teorema 3.1. Para T(t) dado como en (2.8) se tiene que
T(t) > 0, para todo t ≥ 0. (3.3)
Prueba. La demostración de este teorema la haremos por reducción al absurdo, es
decir, vamos a suponer que (3.3) no se cumple, por lo tanto debe existir t0 > 0 tal
que T(t0) = 0,
dT(t0)
dt
≤ 0 y T(t) > 0 para todo t ∈ [0, t0). Esto se tiene ya que
la condición inicial T0 > 0, por eso al suponer que (3.3) no se cumple, T(t) debe
volverse negativa a partir de un instante t0; sin embargo, en el intervalo [0, t0) la
función será positiva, y en el punto t0 su derivada será negativa ya que la función










= Λ− βT(t)V(t)− µ0T(t), para t0 > 0 se tiene
dT(t0)
dt
= Λ− βT(t0)V(t0)− µ0T(t0) = Λ > 0.
Lo cual contradice que
dT(t0)
dt
≤ 0; por tanto se debe tener T(t) > 0, para todo t ≥ 0.

Teorema 3.2. Para V(t) dado como en (2.8) se tiene que
V(t) > 0, para todo t ≥ 0. (3.4)
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Prueba. Razonando de forma análoga al teorema 3.1, supongamos que la afirmación




y V(t) > 0 para todo t ∈ [0, t1); entonces se debe tener también que I(t) > 0 para
todo t ∈ [0, t1), en caso contrario existe 0 < t2 < t1 tal que I(t2) = 0, dI(t2)dt ≤ 0 e












= βT(t− ∆)V(t− ∆)e−δIE∆ − δI I(t), para t2 ∈ (0, t1) se tiene
dI(t2)
dt
= βT(t2 − ∆)V(t2 − ∆)e−δIE∆ − δI I(t2) = βT(t2 − ∆)V(t2 − ∆)e−δIE∆ > 0
Lo cual contradice que
dI(t2)
dt
≤ 0; por tanto se debe tener I(t) > 0, para todo




= NδI I(t)− (C + βT(t))V(t) , para t1 > 0 se tiene
dV(t1)
dt
= NδI I(t1)− (C + βT(t1))V(t1) = NδI I(t1) > 0
Lo cual contradice que
dV(t1)
dt
≤ 0; por tanto se debe tener que V(t) > 0, para todo
t ≥ 0.

Teorema 3.3. La solución (IE(t), I(t), V(t), T(t)) del sistema (2.8) es uniformemente
acotada en [0,∞).
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= Λ− δIE IE(t)− δI I(t)−µ0T(t) ≤ Λ−M(IE(t)+ I(t)+T(t)),
donde M = min {δIE , δI , µ0}. Lo cual implica que
IE(t) + I(t) + T(t) ≤ e−Mt
[














(IE(t) + I(t) + T(t)) ≤ ΛM .
Por lo tanto IE(t), I(t) y T(t) son acotadas superiormente; más aún, para ε > 0 dado,







= NδI I(t)− CV(t)− βT(t)V(t), T(t) > 0 y V(t) > 0 para













































































Por tanto, V(t) también es acotado superiormente, lo cual completa la prueba.

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3.2. Puntos de equilibrio
El modelo descrito por el sistema de ecuaciones diferenciales (2.8) tiene dos estados
estacionarios, el primero corresponde al equilibrio libre de enfermedad y el segundo
al equilibrio endémico, que denotaremos P0 y P∗ respectivamente. Para determi-












= 0 en dicho sistema, con lo cual nos queda de la
siguiente forma:
0 = βTV − βTVe−δIE∆ − δIE IE
0 = βTVe−δIE∆ − δI I (3.5)
0 = NδI I − CV − βTV
0 = Λ− βTV − µ0T.
El punto de equilibrio libre de enfermedad de un modelo son soluciones de estado
estable en ausencia de infección o enfermedad, por lo cual se debe considerar IE = 0,
I = 0, V = 0 y T > 0 en (3.5), entonces P0 será de la forma P0 = (0, 0, 0, T0).
En este caso las tres primeras ecuaciones de (3.5) se hacen cero, y de la ultima ecua-
ción se tiene T0 =
Λ
µ0







Por otro lado, el punto de equilibrio endémico de un modelo son sus soluciones
de estado estable en presencia de infección o enfermedad, por lo cual se debe con-
siderar IE > 0, I > 0, V > 0 y T > 0 en (3.5), entonces P∗ será de la forma
P∗ = (I∗E, I
∗, V∗, T∗). Para comodidad de la notación usaremos (∗) en el resultado
final para indicar el punto de equilibrio endémico. En este caso, del sistema (3.5) se













































CN(βV + µ0) + βΛN
N2(βV + µ0)
NβΛe−δIE∆ = CβV + Cµ0 + βΛ
CβV = NβΛe−δIE∆ − Cµ0 − βΛ
V =





NβΛe−δIE∆ − Cµ0 − βΛ
Cβ
. (3.12)






El cual representa el número promedio de nuevas células infectadas que son pro-
ducidas en una población susceptible a partir de una célula infectada. En base a R0
podemos estudiar propiedades cualitativas del modelo referentes a la estabilidad de
sus puntos de equilibrio, como se evidencia en la próxima sección.
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Λe−δIE∆(NβΛe−δIE∆ − Cµ0 − βΛ)
δI(NβΛe−δIE∆ − βΛ)
I =





NβΛe−δIE∆ − Cµ0 − βΛ
δIβeδIE∆(Ne−δIE∆ − 1)
. (3.14)
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Finalmente reemplazamos (3.12 ) y (3.15) en (3.6) y se obtiene
I∗E =
(



































Observe que P∗ existe si y solo si I∗E > 0, I
∗ > 0, V∗ > 0 y T∗ > 0, para lo cual se
debe tener que
Ne−δIE∆ − 1 > 0 (3.17)
Note que si R0 =
NβΛe−δIE∆
Cµ0 + βΛ
> 1 implica que Ne−δIE∆ >
Cµ0 + βΛ
βΛ
> 1. Por tanto
P∗ está bien definido.
3.3. Estabilidad Local
Teorema 3.4. El punto de equilibrio libre de enfermedad P0 del sistema (2.8) es lo-
calmente asintóticamente estable si R0 < 1.
Prueba. En efecto, supongamos que para R0 descrito como en (3.13), se tiene R0 < 1.
La matriz Jacobiana del sistema (2.8) es
J(IE, I, V, T) =

−δIE 0 βT(1− e−δIE∆) βV(1− e−δIE∆)
0 −δI βTe−δIE∆ βVe−δIE∆
0 NδI −C− βT −βV
0 0 −βT −βV − µ0

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−0 NδI −C− βΛµ0 0




Entonces la ecuación característica está dada por
∣∣J(P0)− λI4∣∣ = 0, esto es
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−δIE − λ 0 0 0




0 NδI −C− βΛµ0 − λ 0

















(−δI − λ)(−µ0 − λ)
∣∣∣∣∣∣∣∣
−δI − λ βΛe
−δIE∆
µ0
NδI −C− βΛµ0 − λ
∣∣∣∣∣∣∣∣ = 0
































λ = −δI ó λ = −µ0 ó λ2 +
(







(Cµ0 + βΛ) (1− R0) = 0.
Por tanto, los dos primeros autovalores de la matriz Jacobiana evaluada en P0 serán
λ1 = −δI < 0 y λ2 = −µ0 < 0.











(Cµ0 + βΛ) (1− R0) = 0 (3.18)
se tiene que si R0 < 1 todos sus coeficientes son positivos, es decir, no hay cambio
de signo entre sus términos, y por la regla de signos de Descartes se concluye que no
tiene raíces positivas, Descartes, 1637.
Además, si λ es reemplazado por −λ en (3.18) nos queda
λ2 −
(







(Cµ0 + βΛ) (1− R0) = 0. (3.19)
Luego, si R0 < 1 la ecuación (3.19) tiene dos cambios de signo en sus términos, y
por la regla de signos de Descartes se concluye que hay exactamente dos raíces ne-
gativas de la ecuación (3.18). Entonces los cuatro autovalores de la matriz Jacobiana







asintóticamente estable si R0 < 1.

Teorema 3.5. El punto de equilibrio endémico P∗ del sistema (3.3) es localmente
asintóticamente estable si R0 > 1.
Prueba. En efecto, supongamos que para R0 descrito como en (3.13), se tiene R0 > 1.






















La matriz Jacobiana del sistema (3.3) evaluada en P∗ = (I∗E, I




















0 NδI −C− CR1 µ0 −
βΛR1
C
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Entonces la ecuación característica está dada por |J(P∗)− λI4| = 0, esto es
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

















0 NδI −C− CR1 − λ µ0 −
βΛR1
C


























−δIE − λ = 0 ó
∣∣∣∣∣∣∣∣∣∣∣∣

















Por tanto, el primer autovalor de la matriz Jacobiana será λ1 = −δIE < 0, y siguien-































































λ+ δIβΛR1 − CδIµ0 = 0
λ3 +
(















λ+ δI (Cµ0 + βΛ) (R0 − 1) = 0.
(3.20)
Si R0 > 1 todos los coeficientes de la ecuación (3.21) son positivos, es decir, no hay
cambio de signo entre sus términos, y por la regla de signos de Descartes se concluye
que no hay raíces positivas de la ecuación (3.21), Descartes, 1637.
Además, si λ es reemplazado por −λ en (3.21) nos queda
− λ3 +
(















λ+ δI (Cµ0 + βΛ) (R0 − 1) = 0
(3.21)
Luego, si R0 > 1 el polinomio (3.21) tiene tres cambios de signo entre sus términos,
24 Capítulo 3. PROPIEDADES DEL MODELO CONTINUO
y por la regla de signos de Descartes se concluye que hay exactamente tres raíces ne-
gativas de la ecuación (3.21). Entonces los cuatro autovalores de la matriz Jacobiana
evaluada en P∗ tienen parte real negativa, por lo cual P∗es localmente asintótica-




DISEÑO Y PROPIEDADES DEL
ESQUEMA DISCRETO
Para la construcción de un esquema numérico discreto que nos permita calcular las
soluciones del sistema mostrado en (2.8), vamos a tener en cuenta la metodología
propuestos por Ronald Mickens, ver Mickens, 1994; Mickens, 2000; Mickens, 2002;
Mickens, 2005. Siguiendo las ideas de Mickens, para la aproximación discreta de la





X(t + h)− X(t)
ϕ(h)
+O(h), (4.1)
donde ϕ(h) es una función positiva real valuada que satisface ϕ(h) = h +O(h2).
A pesar de que no existe un algoritmo general para construir un esquema NSFD
que aproxime las soluciones de un sistemas de ecuaciones diferenciales dado, las
siguiente reglas generales muchas veces son útiles para diseñar correctamente estos
esquemas.
Regla 1. Las derivadas discretas en un esquema numérico deben ser de los mismos
órdenes de las derivadas continuas que aparecen en la ecuación diferencial.
Regla 2. Las derivadas discretas deben tener denominadores no triviales.
Regla 3. Los términos no lineales que aparecen en las ecuaciones diferenciales deben
tener representaciones no locales.
Regla 4. La solución numérica debe preservar todas las condiciones especiales que
se cumplen para las soluciones de las correspondientes ecuaciones diferenciales.
Regla 5. El esquema no debe introducir soluciones innecesarias o falsas, es decir,
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convergencia a estados estacionarios falsos.
Denotemos por InE, I
n, Vn y Tn las aproximaciones de IE(nh), I(nh), V(nh) y T(nh),
respectivamente, para n = 0, 1, 2..., y por h el paso del tiempo del esquema.
Primero realizamos las siguientes aproximaciones no-locales de los términos del la-
do derecho del sistema (2.8)

βT(t)V(t) → βTnVn
−βT(t− ∆)V(t− ∆)e−δIE∆ → −βTn−m1Vn−m1 e−δIE∆
−δIE IE(t) → −δIE In+1E
βT(t− ∆)V(t− ∆)e−δIE∆ → βTn−m1Vn−m1 e−δIE∆
−δI I(t) → −δI In+1
NδI I(t) → NδI In
































= βTnVn − βTn−m1Vn−m1 e−δIE∆ − δIE In+1E ,
In+1 − In
ϕ2(h)
= βTn−m1Vn−m1 e−δIE∆ − δI In+1,
Vn+1 −Vn
ϕ3(h)
= NδI In − (C + βTn)Vn+1, (4.4)
Tn+1 − Tn
ϕ4(h)
= Λ− βTn+1Vn − µ0Tn+1.
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Al despejar In+1E , I
n+1 , Vn+1 y Tn+1 de (4.4) se obtiene la forma explicita del NSFD
In+1E =


















es un entero positivo.
A continuación debemos verificar que el modelo discreto propuesto en (4.5) cumple
las propiedades del modelo continuo que se trabajaron en el capítulo 3.
4.1. Puntos de equilibrio




In+1 = In = I∗, Vn+1 = Vn = Vn−m1 = V∗ y Tn+1 = Tn = Tn−m1 = T∗, por lo tanto
el sistema (4.5) toma la forma
I∗E =








1+ ϕ3(h)(C + βT∗)
T∗ =
ϕ4(h)Λ+ T∗
1+ ϕ4(h)(βV∗ + µ0)
.
Del cual se obtiene
0 = βT∗V∗ − βT∗V∗e−δIE∆ − δIE I∗E
0 = βT∗V∗e−δIE∆ − δI I∗ (4.7)
0 = NδI I∗ − CV∗ − βT∗V∗
0 = Λ− βT∗V∗ − µ0T∗.
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Note que las ecuaciones del esquema (4.7) corresponden a las mismas del sistema
(3.5) del capitulo 3, de manera que los puntos críticos del esquema discreto van a
























−δIE ∆ − 1





−δIE ∆ − 1)
,
NβΛe











Para el estudio de la estabilidad local de los puntos críticos del esquema numérico
(4.5) sera necesario el uso del siguiente lema, cuya demostración sera omitida ya
que no es nuestro principal interés en este trabajo, para su demostración ver Brauer
y Castillo-Chavez, 2001.
Lema 5.1 Para la ecuación cuadrática λ2 − a1λ + a2 = 0 ambas raíces satisfacen
|λi| < 1 i = 1, 2 si y solo si se cumplen las siguientes condiciones:
(i) 1− a1 + a2 > 0, (ii) 1+ a1 + a2 > 0, (iii) a2 < 1.
Teorema 4.1. El punto de equilibrio libre de enfermedad P0 del esquema (4.5) es
localmente asintóticamente estable si R0 < 1.
Prueba. Empecemos por calcular la matriz Jacobiana del sistema (4.6). Para simpli-
ficar los cálculos sean ϕ1(h) = ϕ2(h) = ϕ3(h) = ϕ4(h) = h, entonces se define
f1 =








1+ hC + hβT
y f4 =
hΛ+ T
1+ hβV + hµ0
.
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La matriz Jacobiana del sistema (4.6) esta dada por:





















































1+ hC + hβT
1
1+ hC + hβT
− (hNδI I +V)(hβ)
(1+ hC + hβT)2
0 0 − (hΛ+ T)(hβ)
(1+ hβV + hµ0)2
1
1+ hβV + hµ0
























µ0 + µ0hC + hβΛ
µ0
µ0 + µ0hC + hβΛ
0
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Entonces la ecuación característica está dada por

















µ0 + µ0hC + hβΛ
µ0
µ0 + µ0hC + hβΛ
− λ 0




















µ0 + µ0hC + hβΛ
µ0
























µ0 + µ0hC + hβΛ
µ0





− λ = 0 ó 1
1+ hµ0









µ0 + µ0hC + hβΛ
µ0
µ0 + µ0hC + hβΛ
− λ
∣∣∣∣∣∣∣∣ = 0 (4.8)
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µ0 + µ0hC + hβΛ
)
λ+ λ2 +
µ0 − h2δI NβΛe−δIE∆








µ0 + µ0hC + hβΛ
)
λ+
µ0 − h2δI NβΛe−δIE∆
(1+ hδI)(µ0 + µ0hC + hβΛ)
= 0 (4.9)
Para simplificar los cálculos hacemos p = 1+ hδI > 0 y q = µ0 + µ0hC + hβΛ > 0,










µ0 − h2δI NβΛe−δIE∆
pq
= 0 (4.10)
La magnitud de los dos autovalores restantes de la matriz Jacobiana del sistema (4.6)
evaluada en P0 se determinara usando el lema 5.1.







µ0 − h2δI NβΛe−δIE∆
pq
en la ecuación
(4.10) y verificamos las hipótesis del lema 5.1.




µ0C + βΛ > NβΛe−δIE∆
hδIµ0C + hδIβΛ > hδI NβΛe−δIE∆
µ0δI + hδIµ0C + hδIβΛ > µ0δI + hδI NβΛe−δIE∆
δI(µ0 + µ0hC + hβΛ) > µ0δI + hδI NβΛe−δIE∆
hδIq > hµ0δI + h2δI NβΛe−δIE∆
q + hδIq > q + hµ0δI + h2δI NβΛe−δIE∆
(1+ hδI)q > q + hµ0δI + h2δI NβΛe−δIE∆
pq + µ0 > q + hµ0δI + h2δI NβΛe−δIE∆ + µ0







































µ0 − h2δI NβΛe−δIE∆
pq
> 0
Esto es, 1− a1 + a2 > 0.
(ii) Dado que a1 > 0, es suficiente probar que 1+ a2 > 0.
Dado que 1 > R0 =
NβΛe−δIE∆
µ0C + βΛ
y µ0 + p + hδIµ0 > 0 se tiene
µ0C + βΛ > NβΛe−δIE∆
h2δIµ0C + h2δIβΛ > h2δI NβΛe−δIE∆
µ0 + q + hδIµ0 + h2δIµ0C + h2δIβΛ > h2δI NβΛe−δIE∆
µ0 + q + hδI(µ0 + µ0hC + hβΛ) > h2δI NβΛe−δIE∆
µ0 + q + hδIq > h2δI NβΛe−δIE∆
µ0 + (1+ hδI)q > h2δI NβΛe−δIE∆
µ0 − h2δI NβΛe−δIE∆ > −pq




µ0 − h2δI NβΛe−δIE∆
pq
> 0
Esto es, 1+ a2 > 0.
(iii) Dado que µ0 − h2δI NβΛe−δIE∆ < µ0 + µ0hC + hβΛ+ hδIq se tiene
µ0 − h2δI NβΛe−δIE∆ < q + hδIq




Esto es, a2 < 1.
Por tanto, en virtud del lema 5.1 se tiene que los autovalores de la matriz Jacobiana
del sistema (4.6) evaluada en P0 satisfacen |λi| < 1 para i = 1, 2. Entonces P0 es
localmente asintóticamente estable si R0 < 1.

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Teorema 4.2. Si R0 > 1 entonces el punto de equilibrio endémico P∗ del esquema
(4.5) es localmente asintóticamente estable.
Prueba. Para simplificar los cálculos definimos R1 = Ne−δIE∆− 1, R2 = NβΛe−δIE∆−
Cµ0 − βΛ, w = 1+ hδIE , p = 1+ hδI , q = 1+ hC + hβT y r = 1+ hµ0 + hβV.
Entonces para el punto endémico P∗ se tiene q = 1+ hC +
hC
R1




con R1 > 0, R2 > 0, w > 1, p > 1, q > 1 y r > 1 para R0 > 1.
Por tanto la matriz Jacobiana evaluada en el punto endémico P∗ nos queda
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1
w





































































































































































































La magnitud de los tres autovalores restantes de la matriz Jacobiana del sistema
(4.6) evaluada en P∗ se verificaran numéricamente con los valores de los parámetros
reales mostrados en la tabla 4.2, con lo cual se obtiene R0= 1.498891480736853 >1 y
las raíces del polinomio son λ1= 0.996841861411014, λ2= 0.998371120989047




En esta sección presentaremos algunos resultados numéricos para el modelo pro-
puesto que nos permitan estudiar el comportamiento de las soluciones y verificar lo
que ya se ha probado analíticamente, para realizar las simulaciones elegimos valo-
res de parámetros basados en datos experimentales existentes y estudios de modelos
anteriores, ver Noecker y col., 2015; V Culshaw y Ruan, 2000; Toro-Zapata, Caicedo-
Casso y Lee, 2018; los valores de dichos parámetros están consignados en la tabla 4.1
y 4.2, la primera para el caso R0 < 1 y la segunda para R0 > 1.
Parámetro Valor
β 2.5×10−3 mm3día−1












TABLA 4.1: Valor de los parámetros para las simulaciones. R0 < 1.
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Parámetro Valor
β 2.5X10−3 mm3día−1












TABLA 4.2: Valor de los parámetros para las simulaciones. R0 > 1.
Para las simulaciones usamos un tamaño de paso pequeño, h=0.001, con el fin de
mostrar las soluciones obtenidas por el esquema NSFD propuesto y compararla con
la rutina tradicional de MATLAB para solucionar EDR, dde23, verificando que am-
bos operadores tienden a la misma solución. Una gran ventaja del esquema NSFD
es que gasta menos tiempo de computo, en este caso para la primera simulación em-
pleó 0.083992 segundos mientras que la rutina dd323 gastó 2.573003 segundos, para
la segunda simulación el esquema NSFD empleó 0.090554 segundos mientras que
la rutina dd323 gastó 3.185807. Los resultados obtenidos se muestran en la figura 4.1
y 4.2 respectivamente.
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FIGURA 4.1: Simulación NSFD y dde23, donde tienden a la misma
solución. (R0 < 1)
FIGURA 4.2: Simulación NSFD y dde23, donde tienden a la misma





En este trabajo construimos y desarrollamos un esquema de diferencia finita no es-
tándar (NSFD) que describe la dinámica del VIH a nivel intracelular, el cual está
diseñado para satisfacer varias propiedades como positividad, acotación y estabili-
dad. Las simulaciones numéricas verifican que el esquema desarrollado preserva las
propiedades del modelo continuo y presenta un comportamiento robusto al trabajar
con diferentes valores de los parámetros.
Por ultimo, queremos resaltar que a lo largo del desarrollo del trabajo de tesis los
resultados parciales obtenidos se han ido presentando en diversos congresos a nivel
nacional e internacional, entre ellos:
Mathematical Modelling in Engineering and Human Behaviour 2019 Confe-
rence. Instituto de Matemática Multidisciplinaria, Universidad Politécnica de
Valencia, España, 2019. Characteristic of the numerical solutions of a new HIV mo-
del with delay using non-standar finte difeference schemes. Modalidad: Charla, a
cargo del Dr. Abraham Jose Arenas Tawil
III Congreso Internacional de Matemáticas Aplicadas. Universidad el Bosque,
Bogota D.C., 2018. Stability and boundedness of the numerical solution of a hiv model
using a non-standar finte difeference schemes. Modalidad: Poster.
XXII Congreso Colombiano de Matemáticas, Universidad del Cauca, Popayan,
2019. La dinámica de las soluciones de un modelo de transmisión de VIH con retraso
usando un esquema numérico de diferencias finitas no estándar. Modalidad: Poster.
Para trabajos futuros se espera encontrar una función de Liapunov que garantice la
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