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Rigorous approaches to the dynamics of quantum systems in large dissipative environments are 
extremely challenging, owing to the well-known exponential scaling. The work reported here 
builds up on existing highly accurate methods developed in our group, namely the quasi-
adiabatic propagator (QuAPI) and the quantum-classical path integral (QCPI). In particular, we 
present the incorporation of Langevin friction by eliminating classical trajectories, and a time-
dependent driving field to study light-matter interactions, to the framework of QCPI. We further 
introduce the possibility of using rigorous path integral methods in conjunction with master 
equation (GQME) methods and explore memory requirements of the different approaches. We 
show that while QuAPI and GQME have the same memory requirements, QCPI requires a much 
shorter quantum memory. This is associated with the ability of QCPI to include all classical 
memory effects within a time-dependent system propagator, a benefit which cannot be 
transferred to non-trajectory-based methods. 
Next, we turn our focus on a very interesting property of quantum mechanical systems, namely 
coherences, and its relation to purity of reduced systems. We show that while purity decays at 
high temperature classical regimes as predicted by short-time perturbative treatments and 
Gaussian decoherence mechanisms, pronounced quantum mechanical regimes see a significant 
long-time recovery in purity, even when coherent oscillations have completely decayed. A 
simple analysis shows three physically meaningful contributions to purity, one of which is purely 
quantum mechanical in origin and cannot be explained by classical decoherence, and is the 
dominating factor at long times in certain situations. We investigate the behavior in the exciton 
transfer in bacteriochlorophyll dimer, and show that purity is significantly recovered even at 
room temperatures in real systems.  
Finally, we investigate purity in the case of relaxation dynamics, where symmetry considerations 
lead to an entirely different picture. We identify distinct features for ground & excited state 
initial conditions, and show that in the latter case purity always goes through its minimum, 
corresponding to a maximally mixed state. We also demonstrate that, contrary to common 
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Background and Introduction 
 
A significant part of physics and almost all of chemistry can be understood within the framework 
of quantum mechanics. Two features of quantum mechanics that fundamentally demarcate it 
from its classical counterpart are that it is a linear theory, that is, the fundamental equation of 
motion (the Schrӧdinger equation) is linear in time, and that it is nonlocal in space. A 
consequence of the linearity is the fact that it does not show chaotic dynamics in many-body 
problems, which would lead to numerical instabilities. On the other hand, the spatial nonlocality 
in quantum mechanics leads to the well known exponential scaling with increasing degrees of 
freedom. This is best understood in the traditional wavefunction formulation. Numerically, 
wavefunctions are stored in a spatial grid. If the wavefunction for a single particle is stored in an 
N  point grid, the wavefunction for two interacting particles would need to be stored in an 
2N  
point grid, three particles would require an 
3N  sized grid, and so on. This feature is what makes 
quantum dynamical simulations for processes in large condensed phase environments a 
notoriously demanding task.  
 
A good portion of the latter half of the last century, as well as the last two decades, has seen the 
development of a myriad of analytical and numerical approximate methods to tackle the problem 
of tractability of many-body quantum dynamics. The theory of linear response of a system driven 
by its environment, and its family of approximations, offer a saving grace in a broad range of 
processes where, in general, the fine detailed interactions between a large number of 
uncorrelated particles are averaged out, and can be described by Gaussian processes, the 
derivation of which has been shown previously1. This is just a manifestation of the central limit 
theorem. A famous application of linear response approximation is the Marcus theory for 
electron transfer in solutions2,3. However, for several processes involving fundamentally 
quantum mechanical phenomena such as tunnelling, electronic coherence and zero-point energy, 
gross approximations of such kind fall significantly short. 
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The starting point of dynamical approaches to understand inherently quantum phenomena in 
large environments, is the realization that classically forbidden processes such as tunnelling 
(bond breaking / formation, which forms the basis for all chemistry), coherence and relaxation to 
name a few, typically involve a very low dimensional subspace of the space spanned by all 
degrees of freedom. For example, electron transfer in solutions usually occur between the 
‘donor’ and ‘acceptor’ states of a single (or a few) degree of freedom while the vast remaining 
degrees of freedom collectively influence the electronic dynamics without taking part directly in 
it themselves. This has paved the way for development of a host of methods invoking a system – 
environment decomposition. The idea is fairly simple. The low dimensional ‘system’ directly 
involved in the process of interest is treated with exact quantum mechanics, while the large 
multidimensional ‘environment’ is treated using classical trajectories. The main concern 
regarding the accuracy of methods based on this decomposition lies in the treatment of 
interaction forces between the quantum and classical degrees of freedom. This arises out of the 
fundamental incompatibility between delocalized quantum wavefunctions and spatially local 
classical trajectories. How is the force exerted by a classical particle on a quantum wavefunction 
to be calculated rigorously ? 
 
The oldest of mixed quantum – classical treatment addressing the above question is the Ehrenfest 
mean-field model4, which is practical and appealing due to its simplicity, but fails to produce 
accurate dynamics and product distributions. Surface Hopping methods5,6 correct some of the 
major shortcomings of the Ehrenfest model and have been used widely, but have been shown to 
lead to large errors in some regimes and are incapable of capturing decoherence. The Meyer – 
Miller (MM) mapping Hamiltonian approach7,8 bypasses the quantum – classical dilemma by 
replacing the quantum states with continuous degrees of freedom, which must then be described 
by linearized semiclassical (LSC)9 trajectory methods. The mixed quantum – classical Liouville 
equation (QCLE)10,11, in particular its momentum – jump formulation12,13, offers a rigorous 
solution, although its computational demands grow exponentially with propagation time.  
 
An attractive alternative that circumvents the quantum – classical incompatibility is the path 
integral formulation of quantum mechanics14. Formally equivalent to the Schrӧdinger formalism, 
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it defines the quantum mechanical amplitude as a nonlocal sum over spatially local paths. Since 
the paths are local this allows for a rigorous and physically intuitive manner of treating the 
system – environment interactions. Further, instead of considering just the paths with stationary 
action15 (the classical paths, solutions of the Euler – Lagrange equation), this formalism accounts 
for all paths in the relevant Hilbert space connecting fixed initial and final conditions. This again 
provides for an intuitive understanding of the classical limit of quantum mechanics. When the 
physically relevant scales are much larger than Planck’s constant, the vast majority of paths 
(except the classical paths) have highly oscillating phases and cancel each other, thus leading to 
dynamics well approximated by classical treatment.  
 
In this subsequent work, we primarily focus on the quantum – classical path integral (QCPI)16,17, 
which treats the system with exact quantum mechanics and relegates the environment degrees of 
freedom to much cheaper classical treatment. The method treats the interactions rigorously, 
invoking only the linearized action approximation, scales linearly in time beyond a typically 
short memory length, and is exact under convergence. Along with further developments and 
extensions18-20 , QCPI is a robust method for studying quantum dynamics in the condensed 
phase, requires modest storage, and has been applied to real atomistic systems with 
unprecedented accuracy21,22.  
 
In chapter 2, we discuss a development on QCPI aimed at scaling down its computational cost 
for dealing with large environments, based on the generalized Langevin equation23. It has been 
long known that the collective motion of a large number of Gaussian variables can be accurately 
described by a Langevin equation comprising of a ‘friction’ force and a ‘random’ noise, the two 
of which are related by the fluctuation – dissipation theorem. In fact, the Feynman – Vernon 
‘influence functional’24 can be shown to recover the generalized Langevin equation in its 
classical limit25. In several situations of interest, we either don’t have the full potential energy 
landscape of all degrees of freedom in the environment, and their influence on the system needs 
to accounted for by considering an additional harmonic bath, or the environment itself can 
accurately be represented by a vast number of harmonic modes, for example vibrational degrees 
of freedom in solids. We investigate the use of an ‘implicit’ harmonic bath coupled to the 
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explicit solvent modes in such situations. Since a major computational bottleneck in QCPI comes 
from storing and propagating classical trajectories (which grows with number of solvent modes), 
the idea is to evolve the few relevant explicit solvent modes with a Langevin equation which 
accounts for the dissipation induced by the ‘implicit’ harmonic bath. We show that a low – 
dimensional solvent following Langevin dynamics accounts for correct system dynamics and 
product distributions for a much larger – dimensional harmonic bath.  
 
In chapter 3, we explore another extension to the QCPI method which is of immense importance 
to accurate theoretical calculation of spectroscopic measurements. This is the incorporation of a 
time – dependent driving field into the QCPI framework. Traditional theoretical approaches to 
ultrafast spectroscopy begins with an ad hoc excited state population, whose subsequent 
relaxation dynamics is studied with various approximate treatments26-28. This ignores the 
dynamics of the extremely rapid excitation of the initial ground electronic state. By incorporating 
the exact time dependent Hamiltonian, this accounts for an exact treatment of both the rapid 
excitation and relaxation dynamics. We investigate the population transfer and its dependence on 
the amplitude, frequency and width of the probing field, and identify two competing timescales 
of the excitation which are functions of the frequency and envelope – width of the field, 
respectively. As preliminary model calculations, we explore the electronic states of Oxazine1* in 
N,N – Dimethylaniline, whose electronic structures have been previously reported29. 
 
Next we visit an extremely popular and well – studied method alternative to direct dynamics, the 
quantum master equation approach, in chapter 4. The Nakajima – Zwanzig master equation30,31 is 
formally exact, and treats all system – environment interactions rigorously. However, the 
computational bottleneck lies in the two – time ‘memory kernel’, which carries all complex 
system – environment interactions. Numerous approximate methods have been developed over 
the years to compute the kernel. While storage requirements of these approaches are low since 
they don’t need to store exponentially growing quantum paths over several time steps, the 
calculation of the kernel requires detailed knowledge of the system dynamics under the influence 
of the environment over the memory length. Perturbative and Markovian approximations lead to 
the well known Bloch – Redfield equations32. Other approximations to the kernel such as 
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Ehrenfest dynamics33,34, LSC approximations to the MM mapping Hamiltonian35, and truncated 
MJ – QCLE methods36 have been studied extensively. The kernel for the generalized quantum 
master equations (GQME) has been derived in terms of time – correlation functions37, while 
recent work based on the Nakajima – Zwanzig or the Mori38 formalism has shown that the kernel 
can be calculated from knowledge of the reduced density matrix (RDM) from all possible initial 
conditions39-41. We here explore the use of rigorous path integral methods, in particular the quasi 
– adiabatic propagator path integral (QuAPI)42-49 and QCPI, to generate the kernel for all initial 
conditions for the memory length, and use it to generate long time dynamics. This allows for a 
numerically exact  computation of the sought after memory kernel, and produces results 
indistinguishable from direct numerically exact path integral methods. We further show that the 
memory requirements of the GQME is the same as the full memory associated with path integral 
methods, while QCPI (along with its developed extensions) require just the quantum memory, 
which is often much shorter. However this advantage of QCPI, which is a result of accurately 
treating classical trajectories over the entire phase space, cannot be transferred to GQME, since it 
is not a trajectory – based method except with regards to the short time memory kernel. 
 
Next, in chapters 5, 6 and 7, we investigate the evolution of ‘purity’ of quantum systems 
interacting with dissipative environments, and its relation to the crucial phenomena of ‘quantum 
coherence’. Coherence is a purely quantum mechanical phenomena which is best understood as a 
measure of entanglement between quantum states, or the off – diagonals of the density matrix. In 
the condensed phase, the initially uncorrelated pure system gets entangled with the environment 
states over time due to the energy interchange. This leads to the loss of coherence, or 
decoherence. A commonly employed basis – independent measure of choice for studying 
decoherence is the ‘purity’ or idempotence of the RDM. Considerable effort has gone in towards 
elucidating the short – time behaviour of purity, using approximate analytical treatments. A 
general formal procedure based on the perturbative expansion of the von Neumann equation50 
about 0t =  has led to the well known Gaussian theory of decoherence. A second order 
perturbative approach in the interaction picture, which obviates performing operations with the 
full Hamiltonian, recovered the same for the spin – boson, Caldeira – Legget and Holstein 
Hamiltonians51-54. We explore the long – time behaviour of purity using rigorous path integral 
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methods, namely QuAPI and QCPI. We find that while purity is almost completely quenched 
(the system equilibrates to an equal mixture of its energy eigenstates) in the infinite temperature 
classical limit, pronounced quantum mechanical regimes allow an almost complete recovery of 
purity at long times. A simple theoretical analysis presented in chapter 5 shows that the purity is 
comprised of 3 independent terms, each representing incoherent, population-difference and rate 
contributions. While the incoherent contribution arises from the diagonals of the RDM and 
equilibrate to 0.5  for symmetric two-level systems and is the dominant term at high temperature 
strong-dissipation regimes, the population-difference term, related to the offdiagonals, can only 
be explained in the light of spontaneous emission and is responsible for the long time recovery of 
purity at low temperatures. The 3rd rate term usually suffers a sharp rise at early times but 
subsequently stays vanishingly low if the dynamics is not too oscillatory. 
In chapter 6, we further investigate the evolution of purity, and its related measure von Neumann 
entropy, across varied regimes and explore their dependence on dissipation strength, temperature 
and bath timescales. Our findings show that memory effects are crucial, and the mechanism of 
classical decoherence alone does not account for the long time recovery of purity. We also apply 
our methods to study the excitation energy transfer in the Bacteriochlorophyll dimer at room 
temperatures, whose dynamics has been recently studied in our group22, explicitly treating all 
coupled normal mode vibration with non-vanishing Huang-Rhys factors55. We observe that even 
at high temperatures, purity is substantially recovered in such real molecular systems.  
Finally in chapter 7, we extend these ideas to study relaxation dynamics. Owing to the symmetry 
of the eigenstate initial condition, purity becomes a simple univariate function which depends 
only on the eigenstate population-difference term. Further, we show that the purity always goes 
through its minimum value, a situation arising when the eigenstates are equally populated. Our 
findings on relaxation corroborate our ideas on tunnelling, that pronounced quantum regimes 
witness substantial recovery of purity even when the coherent oscillations have been quenched 
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Quantum dynamics simulations in condensed phase environments is a vastly explored field, but 
the primary challenge of treating a large number of degrees of freedom still exists today, owing 
to the well known exponential scaling of quantum mechanics. The “system – environment ” 
decomposition is a commonly explored avenue where a few relevant degrees of freedom are 
treated with full quantum mechanics while the multidimensional environment is treated with 
classical trajectories. The inherent incompatibility between local trajectories and non-local 
quantum amplitudes can be circumvented by resorting to the path integral formulation of 
quantum mechanics1,2 .  
The quantum-classical path integral (QCPI) formultion3,4 developed in our group offers a 
rigorous framework to study the reduced dynamics of quantum systems coupled to arbitrary 
atomistic environments; it is numerically exact once converged with respect to timesteps and 
memory, scales linearly in time beyond a certain (usually small) memory length, allows for large 
timesteps by accounting for the classical memory associated with the stimulated emission of 
phonons, in the reference system propagators5 , and has been shown to provide accurate results 
for atomistic electron transfer reactions. 
One of the major computational demands of QCPI comes from the propagation of classical 
trajectories along each of the exponentially large number of quantum paths. The cost grows more 
than linearly with the number of environment degrees of freedom. The possibility of reduction of 
this cost associated with explicit classical trajectories, without compromising on the accuracy of 
the QCPI framework is the subject of this chapter.  
In many cases of interest, the accurate potential energy surface (PES) for the entire 
multidimensional environment is relatively hard to acquire. In such cases, the full anharmonicity 
of the PES is only known for a few degrees of freedom, while the rest are often treated as 
harmonic vibrational modes to mimic the essential features of Gaussian response from a 
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dissipative system. In light of the equivalence between the Feynman-Vernon influence-
functional based approach and the generalized Langevin equations6 , this suggests that for such 
relevant situations, these harmonic modes can be integrated out analytically, thus restricting the 
classical trajectories to the explicit non-harmonic solvent modes. This treatment modifies the 
Newtonian equations of motion for the classical trajectories to generalized Langevin equations as 
shown by Zwanzig7. Thus the harmonic degrees of freedom are eliminated din favour of a 
friction term   and a stochastic force  . 
We begin in section 2.2 by providing a brief overview of the QCPI method, specializing without 
loss of generality to the dissipative two-level system8 . In section 2.3 we describe the Langevin 
bath framework, first with a rigorous treatment for all degrees of freedom which leads to 
Langevin-like equations with deterministic forces, and next with stochastic forces which mimic 
the environment in the statistical limit of a large bath.  
 
2.2 QCPI : An Overview 
The total Hamiltonian for a quantum system (described by coordinate ŝ  and momentum ˆ
sp ) 
coupled to an environment described collectively by coordinates and momenta ,q p  is, 
  ( ) ( ) ( )0 intˆ ˆ ˆ, , ,s envH H s p H V s= + +q p q    
where 
0H  describes the system, envH  the environment, and intV  the interaction between the two. 
All dynamical information of the system is contained in the reduced density matrix (RDM), 
( ) ( ) ( )
ˆ ˆ/ /ˆ ˆ'', ', " ' " 0 'iHt iHtenvs s t s t s Tr s e e s  
− =         
 
The QuAPI9-16 algorithm, which is exact for harmonic baths, derived using the quasi-adiabatic 
splitting of the system-bath propagator with a timestep /t t N =  , leads to the following 
expression for the RDM evolution for an initially product separable state ( ) ( ) ( )0 0 0env  =   , 
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−  −    + + + +
− −









+  ( js
−  ) is the coordinate of the system’s forward (backward) path at the thj  time point 
and F  is the QuAPI discretized Feynman-Vernon influence functional17which contains all 
system-bath interactions in terms of analytic coefficients. In the QCPI formalism, the influence 
functional is evaluated within a stationary phase approximation to the forward-backward bath 
propagator18-20. A rearrangement of the path sum and integrating with respect to the phase space 
variables that specify the initial conditions of the classical trajectories, leads to the following 
expression, 
( ) ( ) ( )( )
( ) ( ) ( )
( )( )
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†
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− −
−
 =  − 
 
 − 
   
q p
q p q p
 
where ( )0 0,P q p  is the initial phase space distribution for the environment (for instance a 
Boltzmann distribution of atomistic systems or the analytic Wigner distribution for a harmonic 
bath), ˆ refU is the time evolution operator for a time-dependent system Hamiltonian augmented by 
the system-environment interaction along a chosen reference trajectory5 and   is the 
difference of action integrals along the forward and backward paths. This phase contains all 
dynamical effects due to the system-environment interaction. 
A classical trajectory in the QCPI expression is propagated subject to the sequence of forces 
exerted by the system along each discrete path. This therefore leads to an exponential 
proliferation of classical trajectories with the number of PI timesteps. This seemingly peculiar 
feature is the quantum-classical manifestation of the influence functional memory4,6. Akin to the 
QuAPI expression, the memory quenching effects of the environment can be exploited to arrive 
at the i-QCPI decomposition, which maintains a constant number of trajectories beyond the 
memory length5. 
The incorporation of the action along reference trajectories in the system propagator5 is 
equivalent to including the real part of the influence functional, that is, the reference propagators 
completely account for the ‘classical’ memory21. Thus the path specific ‘back reaction’   
needs to capture only the ‘quantum’ memory, corresponding to the imaginary art of the influence 
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functional, which is often considerably shorter than the classical memory. Further, the reference 
propagator is accurate over larger timesteps.  
 
 
2.3 Langevin Friction arising out of Implicit Harmonic Bath 
We begin by investigating a system (described by 0Ĥ ) interacting with a solvent degree of 
freedom (described by ,q p ) (it is straightforward to extend to multidimensional solvents), which 
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= + + + + −  
 
   
where j  are the frequencies of the harmonic modes and jc is the coupling between the explicit 
solvent mode and the thj  harmonic mode. The collective parameters of the harmonic bath are 
contained in the spectral density function22, 










   

= −  
 
The full-space treatment amounts to solving the set of Hamilton’s equations for all the , , ,q p x P  
degrees of freedom. Integrating out the harmonic degrees of freedom analytically leads to the 
following equation of motion for the explicit solvent degree of freedom, 









= − − − +
 
  
where the friction and force terms, respectively, are given by, 
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This is analogous to the generalized Langevin equation (GLE), but is described by deterministic 
forces that depend on the harmonic bath parameters and initial conditions of all degrees of 
freedom. The GLE-like equation of motion is evaluated in the usual manner within QCPI, and 
the Langevin trajectory of the explicit solvent is propagated along all system paths.  
Next we postulate the stochastic picture where the harmonic bath is entirely implicit and its 
damping effects on the solvent is mimicked by a friction kernel and a stochastic force. We 
employ an implicit bath described by the Debye spectral density, 










=  −   
where   denotes the coupling strength of the implicit bath to the solvent, d  is the cutoff 
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At the limit of large cutoff frequency, the friction kernel takes a Markovian form, 
 
 








t t t t
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 




This friction kernel accounts for the dissipative effects at the statistical limit of an infinite 
temperature implicit bath. However, the temperature of the explicit solvent is given in its initial 
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Boltzmann equilibrium distribution (or Wigner distribution for a harmonic solvent mode). The 
high cutoff frequency of the implicit bath has important ramifications for the governing equation 
of motion, which becomes memory-less due to the Markovian nature of the kernel, as shown, 
 ( ) ( ) ( )0
V




= − − +

  
In the theory of Brownian motion of a classical particle interacting with a fluctuating 
environment thermalized at a particular temperature, the Langevin equation is characterized by 
the friction kernel responsible for relaxation and a stochastic force responsible for spontaneous 
fluctuations. When the fluctuating environment is prepared in Boltzmann equilibrium at the 
inverse temperature   , these two forces are related by the fluctuation-dissipation theorem as, 
 ( ) ( ) ( ) ( )0
21
' ' 't t t t t t

   
 
= − = −   
This essentially provides a macroscopic picture of the solvent – implicit bath from the 
microscopic full-space picture. 
The structure of the QCPI framework necessitates the specific manner in which the stochastic 
force is averaged out. The decoherence properties of a dissipative environment results in finite 
solvent-induced memory, which allows an iterative evaluation of the path integral at each 
memory interval. Within each memory interval, classical trajectories are propagated along each 
system path, and after each memory interval one of the system branches (and the trajectories 
along it) are retained according to some choice. This is purely a convergence speedup : choosing 
the branch corresponding to the higher instantaneously populated state leads to faster 
convergence23 . In the GLE method, the classical trajectories along each system path within 
memory feel a different stochastic force. The implicit bath randomly affects each path specific 
trajectory, thus randomly affecting the classical action along it. This is how an indirectly coupled 
implicit bath, through a fluctuating force that is averaged over all solvent initial conditions and 
over all paths, causes dissipation of the system. Thus the method presented captures the 
dynamics in a large dissipative environment while explicitly treating a classical environment of 




2.4 Numerical Example for the Dissipative Two-Level System 
The symmetric dissipative two-level system is described in terms of localized “right” /“left”  
states ,R L , and the system Hamiltonian is , 
 ( )0H R L L R= −  +   
The system is initially prepared in the “right” state, and we follow the population of this state. A 
high temperature implicit bath is chosen ( 0.2 = ) to verify the effects of the stochastic 
approach. 
Figure 2.1 shows results for a system coupled to one harmonic oscillator with 2.5 , 0.5c =  =  , 
which is in turn coupled to a harmonic bath with a Debye spectral density characterized by 
25d =   and 5 =  . We employ 20 oscillators in the bath with a logarithmic discretization. 
We also show results for the QCPI-GLE method where the harmonic bath is eliminated in the 
favour of a friction kernel ( )0 5 =  and a stochastic force   . The stochastic force corresponding 
to a constant friction corresponds to uncorrelated white noise, which is also uncorrelated along 
the quantum paths as described in section 2.3. Our findings show that the results produced by the 
QCPI-GLE approach, with one explicit solvent mode, agrees reasonably well with the accurate 
full-space QCPI calculation with all explicit and implicit modes. 
 
 
Figure 2.1 (cont.) 
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Figure 2.1 Population of the right state for a symmetric TLS coupled to 
 a harmonic oscillator with 2.5 , 0.5c c =  =  , coupled to a 
 Debye bath with 25 , 5d =  =  at a temperature of 0.2 = . 








In this chapter we presented a preliminary method of incorporating Langevin forces in the QCPI 
framework to circumvent the propagation of classical trajectories for large environments where 
many degrees of freedom are treated within the harmonic approximation. This greatly speeds up 
the QCPI algorithm in certain relevant situations, for instance in complex solids where vibrational 
degrees of freedom can be transformed into normal modes without loss of accuracy or 
generalization. In liquids and biological media as well, some distant degrees of freedom which do 
not greatly couple with the system, are treated as a harmonic bath. 
  
The representative example of Figure 2.1 shows that a single harmonic oscillator explicitly coupled 
to the system, can account for a 20-mode implicit bath by the use of a white-noise friction kernel 
corresponding to the specific spectral density of the bath. We note in this regard that a system 
coupled to a single harmonic solvent mode following Newtonian dynamics would lead to 
oscillatory system dynamics since energy transfer between the system states and the oscillator 
levels would not be damped by the presence of other modes to dissipate it.  
 
Future work in this direction will involve a bottom-up approach to develop the rigorous Langevin-
type equations by taking into account damping effects in the solvent trajectories themselves. For 
instance, it is well known that the Drude spectral density corresponds to an exponential damping 
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The possibility of numerically exact simulations of photoinduced dynamics is much sought-after 
because of its spectroscopic applications. Owing to great improvements in time-resolved 
femtosecond laser spectroscopy, real-time dynamics of ultrafast electron-transfer reactions in 
solution can and have been studied extensively for intra- and intermolecular processes1-4.  
On the other hand, several theoretical investigations into matter-light interactions in dissipative 
environments  have led to important findings regarding coherent control5-7 and field-induced 
localized system states. In particular, the dynamical effects resulting from incorporation of a 
classical monochromatic driving field within the numerically exact quasi-adiabatic propagator 
path integral (QuAPI)8-10 framework has been rigorously studied11-13.  
In this chapter we briefly explore the possibility of using highly accurate path integral methods 
to study photoinduced electron/charge transfer reactions in solutions, in particular to predict 
ultrafast pump-probe spectroscopic experiments. To this end, the quantum-classical path integral 
(QCPI)14,15 proves to be a useful method since it rigorously treats (within the stationary phase 
approximation) arbitrary atomistic environments and their interactions with the system.  
Pump-probe spectroscopic experiments are usually designed with three (for generality) 
electronic-vibrational manifolds, where the system is prepared in the ground vibrational state of 
the lowest electronic state. A pulsed field excites the system to its excited state which often has a 
different vibrational geometry associated with it. Finally, the system is allowed to relax from the 
excited state to a third “charge transfer” state.  
In section 3.2 we design the QCPI Hamiltonian for treating pulsed field interactions with 
dissipative systems. In section 3.3, we show preliminary results for system-field interactions and 
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photoinduced electron transfer in the highly studied Oxazine-1 molecule, whose electronic 
structure and vibrational couplings in N,N-dimethylaniline (DMA) have been calculated 
elsewhere16. Wolfseder17 has developed a minimal microscopic model to demonstrate the rapid 
initial decay caused by the few vibrational modes strongly coupled to the electron-transfer 
reaction center. In section 3.4 we present concluding remarks and discussions regarding future 
work.  
 
3.2 QCPI with Driving Field 
We consider a quantum system (described by ˆ ˆ, ss p ) coupled with a time-dependent field ( )t  in 
a dissipative environment with collective coordinates and momenta ,q p . The total Hamiltonian 
is given by 
 ( ) ( ) ( )ˆ ˆ ˆ, , ,sys s sys envH H s p t H s −= + + q p   
Since the field couples the system states we note here that the field term is in the off-diagonals of 
the reduced density matrix (RDM) in the eigenbasis of the isolated system. A simple 
transformation to the localized “site” basis leads to the field term in the diagonals of the RDM. 
As described in the previous chapter, the QCPI expression for the time evolution of the RDM is 
given by, 
( ) ( ) ( )( )
( ) ( ) ( )
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0 0 0 0 0 1 1
†
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where ( )0 0,P q p  is the initial phase space distribution of the environment degrees of freedom, 
refU  is the time evolution operator for the system along a chosen solvent-dependent reference 
trajectory18. The reference propagator is evaluated by solving the time-dependent Schrodinger 




H t U t i


=  at every timestep.  
Due to the incorporation of a time-dependent reference propagator, it becomes a simple matter to 
treat system field interaction by including it in the reference Hamiltonian, 
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( ) ( ) ( )sys ref refH t H t t− = +  , thus the modified reference propagator is obtained by solving the 
equation, 
 ( ) ( ) sys refsys ref sys ref
U








As long as our observable of interest is the subsequent electron transfer process following the 
photoexcitation, the large timestep offered by QCPI provides a simple incorporation of the field 
within the reference propagators. However, the dynamics during the initial rapid excitation needs 
a much finer time grid. In the next section we provide results both for the entire photoinduced 
dynamics for the electronic energies and couplings of the Oxazine-1 system, as well as for the 
initial ultrafast photoexcitation with a variety of pulsed fields. 
 
3.3 Numerical Examples in Oxazine System 
The minimal microscopic model employed17 for Oxazine-1 is a 3-level system, where the first 2 
are the electronic states involved in the photoexcitation (
0 1,S S ) with energies 0 1,E E  , and 
coupled by the field. The 3rd charge-transfer state 
CTS  with energy CTE  is coupled to 1S  with the 
usual diabatic coupling element, determined from electronic structure calculations16. Thus the 
















= − −  
 −  
 
For preliminary considerations we employ a harmonic bath as the environment with the 
commonly employed Ohmic spectral density19, 




    −=   
where   is the dimensionless Kondo parameter that describes the coupling strength of the bath 
to the system and c  is the cutoff frequency.  
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We proceed with reported parameters as a test of our numerically exact method for the oxazine-1 
system of three states defined by 
0 0E =  , 1 2E eV=  , 1.744CTE eV=  , and a diabatic coupling
0.03eV= . We employ a cosine field modulated by a Gaussian envelope, 








= −     
which is centered at half the duration of the pulse, / 2c pulset t=  and the frequency of the field 0  
is chosen to be in resonance with the 
0 1S S→  transition, i.e., ( )
15 1
0 1 0 / 3.04 10E E s
−= − =   . 
In figure 3.1 we show the initial photoexcitation dynamics for a pulsed field of duration ~ 14 fs  , 
0 4.354V eV=  with the inverse standard deviation of the envelope 
20.1709 fs −=  in line with 
observed resonance-Raman spectra20. 
 
Figure 3.1 Population of 
1S  state during initial photoexcitation(red curve) 
     of the oxazine system prepared in the ground state. Also shown 




The early time oscillations in the excited state populations depend strongly on the amplitude and 
width of the pulsed field. The amplitude of the field is generally chosen so as to excite sufficient 
population to the excited state to study the subsequent relaxation.  
 
The vibrational degrees of freedom are considered to constitute an Ohmic bath described by 
5c =   , strongly coupled to the system by 1 =  at a moderately low temperature 1 = . 
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QCPI calculations were performed with 60 oscillator modes with 60,000 Monte Carlo initial 
conditions. The DCSH scheme21 allows for faster convergence, which in this case was reached 
within 5 memory steps. Figure 3.2 shows the populations of the excited and charge transfer states 
following rapid photoexcitation.  
 
 
Figure 3.2 Population of 
1S (red markers) and CTS (blue line) states during  
     photoinduced ET dynamics of the oxazine system coupled to 
     a bath with 1 =  , 5c =   at 1 =   
 
 
The excited state population in figure 3.2 shows an exponential decay following the initial 
photoexcitation, characteristic of strongly dissipative environments. This estimates the decay 






The possibility of performing accurate path integral calculations for field-driven dissipative 
systems was explored by using rigorous QCPI calculations. The structure of the QCPI algorithm 
allows for incorporation of a time-dependent driving field within the reference system 
propagators in a straightforward manner. The large timestep offered by the solvent-dependent 
reference18 allows for fewer steps to span the memory length, thus greatly speeding up 
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calculations. However the rapid initial excitation, which occurs at the timescale of the pulse 
field, requires much finer timestep calculations. The saving grace comes from the fact that the 
coupling of the system to the bath involves a much longer timescale than that of the field, thus 
effectively the bath can be considered to be uncoupled during the rapid excitation, which occurs 
within 14 fs  . 
 
This approach toward extending QCPI to incorporate driving fields was validated with a simple 
minimal model of the Oxazine-1 photoinduced electron transfer reaction as employed 
previously17. Our calculations agreed reasonably well with experimentally observed decay times 
of this system in N,N-dimethylaniline solution. This is a polar solvent with a high reorganization 
energy, and expected to be strongly coupled with the system. We showed with a strongly 
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Quantum Master Equations using Rigorous PI Kernels 
 
4.1 Introduction 
This chapter is based on the paper, S. Chatterjee and N. Makri, “Real-time path integral methods, 
Quantum master equations, and classical vs quantum memory”, The Journal of Physical 
Chemistry B 2019, 123, 10470-10482. 
Quantum mechanical effects such as tunnelling, zero-point energy and phase interference play a 
crucial role in understanding important processes in biology, catalysis, energy harvesting and 
quantum computation. Theoretical efforts to develop simulation methods capable of following 
the dynamics of such processes with sufficient accuracy have intensified in recent years. The 
dissipative two-level system (TLS) (or spin-boson) model1 continues to serve as the paradigm of 
tunnelling in the condensed phase. System – bath Hamiltonians, where the environment can be 
described by harmonic oscillators collectively coupled to the system, have been amenable to 
sophisticated analytical and numerical treatments, in particular the iterative quasi-adiabatic 
propagator path integral methodology (QuAPI)2-9 and its various extensions10-21, which enables 
fully quantum mechanical simulation over long propagation times and without restrictions on the 
frequencies of the harmonic bath degrees or their coupling to the system, and other methods are 
available for low temperatures22 or for special forms of the bath spectral density23. By exploiting 
the Gaussian response approximation (which has been put on a rigorous basis through a path 
integral analysis24) , a plethora of processes in complex environments have been investigated.  
 
In sharp contrast to these advances, quantum dynamics of more complex processes continues to 
remain out of reach. While the harmonic bath mapping of a complex multidimensional 
environment is justified in many situations, it is hard to know a priori whether it provides a 
faithful description of a particular process with sufficient chemical complexity. Thus, the 
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development of accurate algorithms for simulating quantum dynamics of condensed phase 
processes is highly desirable. 
 
Significant progress has been made towards quantum – classical approximations for nonadiabatic 
dynamics, where a large number of degrees of freedom corresponding to nuclei of a solvent or a 
biological molecule which are assumed to follow classical mechanics, evolve on discrete Born – 
Oppenheimer states coupled to each other. These include the pioneering Ehrenfest mean-field 
model25, Surface Hopping methods26,27, the Meyer – Miller (MM) mapping Hamiltonian 
approach28,29 in conjunction with linearized semiclassical (LSC)30 trajectory methods, the 
quantum – classical Liouville equation (QCLE)31,32, in particular its momentum jump 
formulation (MJ-QCLE)33,34, to name a few. The quantum – classical path integral (QCPI)35-37 
methodology, which corresponds to the stationary phase limit (with respect to the classical 
nuclei) of the path integral representation of the propagator in the space of all particles, offers a 
rigorous formulation which – solely through phase interference – correctly captures the 
decoherence induced by the classical degrees of freedom. The QCPI algorithm scales linearly in 
time and has been shown to lead to extremely accurate dynamics in the condensed phase38. 
 
In the path integral formalism39, the effects of the environment are captured through the 
‘influence functional’, which can be evaluated exactly in the case of a harmonic bath, giving rise 
to the Feynman – Vernon expression40. In the QCPI method, a semiclassical approximation of 
the influence functional captures the effect of the nuclei through classical trajectories subject to 
forces specified by the state of the quantum system along a forward-backward path35. The 
influence functional contains non local interactions, also known as memory effect, which 
prevents the subsequent reduction of the problem to simple matrix vector operations. Makri and 
Makarov have shown that exploiting the finite memory of condensed phase environments leads 
to an iterative tensor product decomposition of path integral based approaches (i-QuAPI5 and i-
QCPI36 ), which leads to linear scaling with propagation length. Though the crudest form of these 
methods scales exponentially with number of timesteps required to span the memory, dramatic 
savings are possible through additional decompositions41,42 and path filtering7,8,10,43. Further, it 
has been shown that the most prominent part (‘classical memory’) of the influence functional is 
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automatically accounted for in QCPI through classical trajectories44, that some of the residual 
‘quantum memory’ can also be removed45, and the timestep can be increased46, thereby 
shortening the memory length.  
 
An alternative approach is used in quantum master equation methods,47,48 where the effects of 
the environment are lumped into a two-time memory kernel. The storage requirements of these 
methods are considerably lower as there is no need to store quantum paths over several 
timesteps. However, the computational bottleneck arises in the computation of the kernel since it 
requires knowledge of the system dynamics under the influence of the complex environment. 
Evaluation of the memory kernel using perturbation theory and Markovian approximation leads 
to the well known Bloch-Redfield equations49. In the absence of such assumptions, Geva and co-
workers have shown that the kernel in the Nakajima – Zwanzig generalized quantum master 
equation (GQME)47,48 can be obtained from time correlation functions50. Recent work based on 
the Nakajima – Zwanzig as well as the Mori formalism51 has demonstrated that the kernel can be 
obtained from knowledge of the reduced density matrix (RDM) of all initial conditions52,55. 
Thus, if one could reliably obtain the GQME kernel over its memory length, solution of the 
GQME would yield the RDM dynamics over longer times. 
 
Several approximate methods have been investigated towards this goal, including Ehrenfest 
dynamics56,57, LSC approximations to the MM mapping Hamiltonian55, and truncated MJ-QCLE 
methods58. These methods have produced the true GQME kernel reasonably well for some spin-
boson parameters, while the subsequent GQME dynamics was very good in some regimes. The 
key to the success of these approximations lie in the relatively weak coupling and short memory 
length, which allows approximate methods to yield good results, since errors tend to grow with 
propagation time. Still, it is not possible to gauge the accuracy of GQME results with 
approximate kernels without numerically exact results for the system of interests. 
 
An intriguing possibility is to compute the GQME kernel using methods capable of producing 
numerically exact or at least highly accurate results. In some cases of interest, real time path 
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integral Monte Carlo (RT-PIMC) methods can be converged over the memory length59,60. In the 
case of system-bath Hamiltonians, numerically exact kernel calculations have been reported 
based on the correlation function approach in conjunction with QuAPI calculations50, and also 
with the RDM approach using the multi-configuration time-dependent Hartree methodology54. In 
addition to full path (non-iterative) QuAPI calculations, numerically exact results for system bath 
Hamiltonians can also be obtained using the QCPI method. Since the storage requirements of the 
GQME are quite modest, it is important to assess the advantages and drawbacks of the GQME 
with path integral – generated kernels, and to compare the effort required for generating exact 
long time dynamics using i-QuAPI, i-QCPI and GQME. A key question in this regard is the 
memory length required for the convergence of GQME, compared to the path integral-based 
approaches.  
 
In this chapter, we address these questions by performing QuAPI and QCPI calculations to 
generate the GQME kernel and solving the GQME for long time dynamics for the dissipative 
TLS in several parameter regimes. We also compare the relevant memory lengths, i.e., the 
Feynman-Vernon influence functional memory that enters the i-QuAPI formulation, the quantum 
memory length in QCPI and its dynamically enhanced versions, and the GQME kernel length. 
We find that the latter is always equal to the full Feynman-Vernon influence functional memory 
length, but considerably longer than the quantum memory length relevant to QCPI.  
 
In section 4.2, we review the two path integral-based methods (QuAPI and QCPI) we employ to 
obtain the GQME memory kernel, and their computational costs. In section 4.3, we summarize 
the GQME approach and discuss the numerical procedure we employ. Section 4.4 specializes in 
the spin-boson model, where we report the kernel elements and discuss computational details. 
Results for various dissipative TLS regimes are discussed in section 4.5, along with a discussion 





4.2 Real-time Path Integral Methods 
We consider a quantum mechanical system described by the coordinate s  and conjugate 
momentum sp  , interacting with an environment composed of d  degrees of freedom with phase 
space variables q ,p . The total Hamiltonian may be written as  
 ( ) ( ) ( )intˆ ˆ ˆ ˆ, , ,sys s envH H s p H V s= + +q p q   
where sysH  and envH  describe the system and the environment respectively and intV  describes 
their interaction. In many situations of interest the environment can be described by a harmonic 
bath (particularly in solids, phonon vibrations, or under linear response in liquids), giving rise to 
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where j  and jc  denote the bath frequencies and system-bath coupling coefficients.  
The dynamical properties of the system can be obtained from the RDM, 
 ( ) ( ) ( )
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In the limit of d →  the RDM of the system-bath Hamiltonian exhibits dissipative dynamics. 
The collective parameters of the harmonic bath are captured via the spectral density function61, 
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The numerically exact QuAPI algorithm2-9, which is derived using the quasi-adiabatic splitting of 
the system-bath propagator with a timestep /t t N =  , leads to the following expression for the 
time evolution of the RDM, 
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where F  is the QuAPI-discretized Feynman-Vernon influence functional40. If the system and 
the bath are uncorrelated initially (that is the density operator is product separable into system 
and environment components), the influence functional has the form6, 
  ( ) ' ' ' '
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where k k ks s s
+ − = −  , ( )12k k ks s s
+ −= +  and the superscripts denote the forward and backward 
coordinates. The 'kk  coefficients introduce time-nonlocal interactions between the k  and 'k  
time points, which constitutes the path integral manifestation of the bath induced memory. These 
coefficients are available elsewhere in terms of spectral density integrals6, and can also be 
obtained directly from the force autocorrelation function of the bath62.  
 
In real time path integral calculations, the system coordinate is also discretized into n  grid po 
ints using a system-specific discrete variable representation (DVR)63. All integrals in the RDM 
expression are then replaced by sums and the influence functional is evaluated at the DVR 
eigenvalues64. For a given initial condition, there are Nn  forward paths and an equal number of 
backward paths, such that evaluation of the discretized path integral expression requires 
summing 2Nn  terms. 
 
The finite memory of dissipative environments allows a tensor product decomposition of the 
path sum, leading to the iterative i-QuAPI scheme4,5. The latter requires the storage of 
2 QuAPILn  
discrete system path segments, where QuAPIL  is the maximum value of 'k k− in the influence 
functional; this parameter equals the number of timesteps required to span the influence 
functional memory length. Each step in the i-QuAPI procedure involves 
2 2QuAPILn
+
 operations. For 







However, a large fraction (and often the majority) of all the paths make an exponentially small 
contribution and may be dropped. One such instance is the classical limit of quantum mechanics, 
where only the paths with stationary phase (the classical paths) survive. There are several ways 
of filtering out unimportant path segments7,8,10,43. One very efficient scheme, which is outside the 
scope of this work, is based on restructuring the path sum in terms of blips ( 0ks  ) and 
sojourns ( 0ks =  ), leading to an exponential reduction of the number of operations even 
without dropping any paths41.  
 
In the case of anharmonic environments, the time evolution of the RDM can e obtained by the 
QCPI formalism. In QCPI, the influence functional is now evaluated within a stationary phase 
approximation to the forward-backward bath propagator65-67. This procedure leads to an 
expression involving classical trajectories and hence can be used in general anharmonic 
environments. In the special case of a harmonic bath, stationary phase procedures are exact and 
reproduces the Feynman-Vernon influence functional35,65,66. A rearrangement of the path sum 
and the integral with respect to phase space variables that specify trajectory initial conditions, 
leads to the following expression for QCPI, 
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where ( )0 0,P q p  is the phase space distribution of the environment (for environments described 
by molecular dynamics simulations, which take into account certain quantum effects empirically, 
the classical Boltzmann factor is a suitable choice so as not to over count such effects; while for 
ab initio treatments the quantized Wigner distribution68 is the correct choice), ˆ refU  is the time 
evolution operator for a time-dependent system Hamiltonian augmented by the system-
environment interaction along a chosen reference trajectory46, and   is the difference of action 
integrals along the forward and backward paths. All dynamical effects due to the interaction of 




A classical trajectory in the QCPI expression is propagated subject to the sequence of forces 
exerted by the system along each discrete path. This therefore leads to an exponential 
proliferation of classical trajectories with the number of PI timesteps. This seemingly peculiar 
feature is the quantum-classical manifestation of the influence functional memory35,69. Akin to 
the QuAPI expression, the memory quenching effects of the environment can be exploited to 
arrive at the i-QCPI decomposition, which maintains a constant number of trajectories beyond 
the memory length36. 
 
The incorporation of the action along reference trajectories in the system propagator46 is 
equivalent to including the real part of the influence functional, that is, the reference propagators 
completely account for the ‘classical’ memory44. Thus the path specific ‘back reaction’   
needs to capture only the ‘quantum’ memory, corresponding to the imaginary art of the influence 
functional, which is often considerably shorter than the classical memory. Further, the reference 
propagator is accurate over larger timesteps. The combination of a shorter memory length and 
larger timesteps enables convergence of the i-QCPI expression with much shorter L  values than 
those required for i-QuAPI.  
 
Furthermore, the reference trajectory is allowed to hop between the system states at each 
successive timestep, by a dynamically consistent state hopping (DCSH)45 scheme. This 
procedure captures some of the quantum memory into the effective system propagators, thus 








4.3 Generalized Quantum Master Equation 
The Nakajima-Zwanzig47,48 GQME for propagation of the RDM is formally exact and is given 
by, 
 ( ) ( ) ( ) ( ) ( )
0




i t t i dt t t t i t
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  = − − +L K I   
where the system Liouvillian superoperator is defined as ( ) 'ˆ ˆ ˆ0 ,L Lsys env env sysTr H   =  =     , K̂  
ís the memory kernel which contains all system-environment interactions, and Î is an 
inhomogeneous term arising out of initial system-environment correlations. It can be shown that 
for separable initial condition ( ) ( ) ( )0 0 0env  =   , the inhomogeneous term vanishes
50. 
Since  the kernel generally tends to be short-lived compared to the desired dynamics, the GQME 
offers an avenue for obtaining the evolution of the RDM over much longer times than the 
environment-induced memory. However, the memory kernel is generally not known. Here we 
explore the use of rigorous PI methods to generate the kernel for use in GQME. 
 
Since the system is described in term of discrete states and the Liouvillian superoperator spans 
the 2 2n n  space where n  is the number of system states, we switch to matrix notation. We 
observe that, 
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where ( )U t  is the 2 2n n  time evolution matrix for the RDM, with elements 
 ( ) ( )
ˆ ˆ/ /ˆ 0U iHt iHtjklm env envt Tr j e l m e k
−=   
that is, ( )Ujklm t  is the RDM element ( )jk t  for the initial condition ( )' ' ' '0l m ll mm  = . The 
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If the kernel  is non-vanishing only till GQME  , the GQME takes the form, 
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Thus the RDM evolution operator along with its first and second derivatives can be used to 
construct the GQME kernel over its memory length, which can be subsequently used within the 
GQME to generate long-time RDM dynamics. 
 
Though the approach described above is simple and convenient, since it requires knowledge of 
only RDM elements which is the target of all dynamics methods, it involves numerical 
calculations of first and second derivatives, which requires a dense time grid and can be unstable 
if RDM elements have statistical noise. 
 
The computational expense for generating the RDM elements to obtain the exact GQME kernel 
at the time points ,2 , , GQMEt t L t    using a PI method (without path filtering or exploiting 
symmetry properties) are described as follows. Generating the 2n  elements of the RDM at time 
t  requires 2n  terms from each initial condition; obtaining RDM elements at time 2 t  requires 
summing the amplitudes along 4n  paths; for the final time point GQMEL t  one needs to sum 
2 GQMELn  path amplitudes. Thus, obtaining all elements of the RDM up to the kernel length 
GQME GQMEL t =   for the 
2n  possible initial conditions involves evaluating a total of 
( ) ( ) ( )2 22 2 4 4 21 1GQME GQMEL Ln n n n n n n + + + = − − integrand terms. 
 
The time derivatives are evaluated numerically. However, since the PI timestep t  is chosen as 
large as possible, a much finer spacing is required to ensure smooth and stable first and second 
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order derivatives. To this aim, PI calculations are run to generate 10r  data points per PI 
timestep. Thus, a total of  ( ) ( )24 21 1GQMELr n n n− −  integrand evaluations need to be performed to 
generate the exact GQME kernel over its memory length.  
 
4.4 Application to the Dissipative TLS and Numerical Procedures 
Here we elaborate the application of QuAPI and QCPI to generate the exact GQME kernel and 
investigate subsequent GQME dynamics for the dissipative two-level system. The system 
Hamiltonian is 
 ( ) ( )ˆ sysH R L L R R R L L= −  + + −   
where R  and L  are the localized “right” and “left” states. For notational clarity, we unfold 
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The memory kernel for the dissipative TLS satisfies the symmetry relations50 
*K KRLRR LRRR= , 
*K KRLRL LRLR=  , 
*K KRLLR LRRL=  and 
*K KRLLL LRLL= . Further, 0K KRRij LLij= =  , thus there 
are only 4 independent non-vanishing elements.  
 
The TLS RDM propagator is given by the 4 4  matrix, 
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where the subscripts on the RDM elements correspond to the final time observable, while the 
superscripts denote the initial conditions, that is, 
 ( ) ( ) ( ) ( ) †ˆ ˆˆ 0ijab envt Tr a U t i i j j U t b =   
 
In order to compare results obtained with QuAPI and QCPI, we employ harmonic baths 
described in terms of spectral densities that have the common Ohmic form61, 




    −=   
where the dimensionless Kondo parameter   denotes the TLS-bath coupling strength, and c  is 
the cutoff frequency. We evaluate the GQME kernel for the four possible initial conditions by 
performing non-iterative PI calculations. Each of these involves summing the path integral 
amplitudes over the GQME memory length, and (in the case of QCPI) integrating classical 
trajectories with initial conditions sampled by a Monte Carlo process. Implementation of QCPI 
requires discretization of the bath in terms of d  frequencies and coupling constants. Here we 
follow the logarithmic discretization70 with 60d = . The QCPI results shown in the next section 
of this chapter were performed with solvent-driven reference propagators46, utilizing the DCSH 
branching scheme45, and employed 60000  initial conditions sampled by Monte Carlo71 from the 
thermal Wigner distribution of the harmonic bath (which is available analytically). Using 10r  
RDM values per PI timestep is sufficient for derivative evaluation. Thus the total number of 
amplitudes to be summed over the GQME memory length is ( )160 4 1 3GQMEL −  . In the case of 
QuAPI, one could alternatively interpolate the RDM results to obtain r  points in each t  
interval, avoiding additional QuAPI runs.  
 
Once the PI results for all initial conditions are obtained, we further fit them to cubic splines, to 
generate time points on a still finer grid spacing of 10.0005 −  for derivative evaluation. In the 
case of QCPI, smoothing the RDM derivatives is essential so as to reduce the unavoidable Monte 
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Carlo error. Once the exact kernel is computed, we integrate the GQME approximating the 





4.5.1 Model 1 : Symmetric TLS with Moderate Dissipation at Low Temperature 
The first model involves a symmetric TLS bilinearly coupled to a harmonic bath with 5c =   , 
0.3 =  at a low temperature of 5 =  . The bath is initially at Boltzmann equilibrium, 
isolated from the TLS. With these parameters the population of the initial state exhibits strongly 
damped oscillations. Numerically exact results were obtained using i-QuAPI using a timestep of 
0.2t =  and 6QuAPIL =  , thus  the QuAPI memory (i.e., the span of Feynman-Vernon 
influence functional nonlocality) is 1.2QuAPI =  . i-QCPI calculations with 0.25t =  and 
3QCPIL =  reproduced the converged the i-QuAPI results, so the QCPI memory length is 
0.75QCPI = . The reason for the much shorter QCPI memory is the incorporation of bath 
dynamics into effective system propagators, which automatically capture at the very least all 
classical memory (the real part of the exponent of the influence functional), and (through DCSH 
branching) even a portion of the quantum nonlocality, leaving just the remaining part of the 
quantum memory to be accounted for via the path integral.  
 
Figure 4.1 shows the converged population dynamics of an initially right-localized state, along 
with shorter memory results. The memory length required to converge the GQME with QuAPI 
kernel, 1.2GQME = , is exactly the same as the memory required for i-QuAPI to converge. 
Furthermore, we find that the results obtained from the GQME using the exact kernel of any 
chosen memory length are identical to those of the i-QuAPI calculations with the same memory 
length. Also shown in Figure 4.1 are GQME results with a memory kernel generated from QCPI 
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with 1.2GQME = . While these results are converged with respect to the GQME memory, small 
deviations from the i-QuAPI and i-QCPI results arise from numerical error in the smoothing 
procedures in derivative computation.  
 
Figure 4.2 shows the independent elements of the GQME kernel obtained from numerically 
exact QuAPI calculations. Some numerical noise is observed, which arises from numerical 
derivative computations and is most pronounced in the imaginary part. Still the imaginary part is 
rather small, and the noise does not prevent the integration of the GQME.  
 
 
Figure 4.1   Population dynamics of model 1.Green hollow circles: unconverged i-QuAPI results 
                          with 0.4 =  . Green line: unconverged QuAPI-GQME results with 0.4 = . Red filled squares: 
          converged i-QuAPI results with 1.2QuAPI = . Red line: converged QuAPI-GQME results with  
          1.2GQME = . Black hollow squares: i-QCPI results with 0.75, 3QCPI QCPIL = = . 







       
 
       
Figure 4.2   Real (red) and imaginary (blue) parts of the kernel elements for model 1. 
 
4.5.2   Model 2 : Symmetric TLS with Strong Dissipation at High Temperature 
The second model employs a symmetric TLS coupled to a strongly dissipative bath with 
2.5 , 1.2c =  =  at a high temperature corresponding to 0.2 = . In this regime, coherent 
oscillations of the bare system are completely quenched and the population shows monotonic 
relaxation35. The TLS is initially in the R state, while the bath is in thermal equilibrium isolated 




Figure 4.3 shows the population of the R state as obtained through i-QuAPI calculations with 
0.15t = , and also from the GQME with QuAPI kernel.  Again, unconverged i-QuAPI and 
QuAPI-GQME results with 0.3 =  are practically indistinguishable. The GQME kernel 
memory 1.2GQME =  is equal to the converged i-QuAPI memory (i.e., the influence functional 
nonlocality) 1.2QuAPI = , which spans 8QuAPIL =  path integral timesteps.  
 
For this model, in which the population follows a simple monotonic decay, stable QCPI kernels 
are easier to obtain. While the i-QuAPI and QuAPI-GQME formulations take the same memory 
to converge, i-QCPI calculations are seen to converge considerably faster. This trend is 
illustrated in Figure 4.4, which shows the memory requirements of i-QCPI in comparison to the 
GQME. It is seen that i-QCPI with a memory of 0.3QCPI =  are in quantitative agreement with 
converged i-QuAPI results. Again, the reason for the much shorter memory requirements of i-
QCPI is the need to account for only a part of the quantum memory. The reduction of required 
memory length in i-QCPI is even more pronounced in the case of model 2, because the quantum 
memory is less significant in the incoherent regime. The QCPI-GQME results with the same 
memory are rather poor, as a 4-fold increase in memory is required to converge the GQME. 
Further, the inclusion of much of the bath dynamics into reference QCPI propagators allows a 2-
fold increase in the timestep, and results obtained with 0.3QCPIt =  are indistinguishable. The 
i-QCPI results obtained with 1QCPIL =  are indistinguishable from converged i-QuAPI results. 
Thus, though QCPI offers a dramatic gain in convergence, this advantage is lost when the 
method is combined with GQME, since the GQME kernel spans the full influence functional 
nonlocality.  






Figure 4.3   Population dynamics of model 2. Green hollow circles: unconverged i-QuAPI results  
           with 0.3 = . Green line: unconverged QuAPI-GQME results with 0.3 = . Red filled  
           circles: converged i-QuAPI results with 0.15, 8, 1.2QuAPI QuAPI QuAPIt L  = =  = .  






Figure 4.4   Population dynamics of model 2. Black line: converged i-QuAPI results. The full 
              memory is 1.2QuAPI = . Red filled circles: converged i-QCPI results with 0.3QCPI = , 










       
       
Figure 4.5   Real (red) and imaginary (blue) parts of kernel elements for model2. 
 
4.5.3   Model 3 : Asymmetric TLS Weakly Coupled to a High-Frequency Bath at Low 
Temperature 
The third model is an asymmetric TLS with a bias of  =  , weakly coupled to a fast bath with
7.5c =   and 0.1 = . This regime shows pronounced quantum mechanical behavior 
characterized by persistent oscillations in the population. The bath is initially in thermal 
equilibrium at a very low temperature of 5 = . Since the effective temperature 37.5c  =  
, this bath is highly quantum mechanical. 
 
Figure 4.6 shows population dynamics for an initially right localized state obtained by i-QuAPI 
as well by GQME using QuAPI kernels. The converged i-QuAPI results with 0.2QuAPIt =  and 
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10QuAPIL =  , i.e., 2QuAPI = , are identical with the QuAPI-GQME results with the same 
memory length, 2GQME = . Also, unconverged results with 0.4 =  using i-QuAPI and 
QuAPI-GQME are indistinguishable from each other, ,confirming once again that memory 
dependence of the GQME is exactly the same as in the i-QuAPI algorithm. Also shown are 
results obtained from i-QCPI calculations which converge with a larger timestep 0.25QCPIt =
and a shorter memory 1.25QCPI = . The QCPI reduction of memory is less dramatic in this 
case compared to model 2, because the highly quantum mechanical nature of the bath implies 
that the quantum mechanism of decoherence is quite significant here. Independent elements of 
the memory kernel are given in Figure 4.7.  
 
 
Figure 4.6   Population dynamics of model 3. Green hollow circles: unconverged i-QuAPI results 
           with 0.4 = . Green line: unconverged QuAPI-GQME results with 0.4 = . Red filled 
           squares: converged i-QuAPI results with 0.2, 10QuAPI QuAPIt L = =  and 2QuAPI = . 
           Red line: converged QuAPI-GQME results with 2GQME = . Black hollow triangles: i-QCPI  





       
       
Figure 4.7   Real (red) and imaginary (blue) parts of kernel elements for model 3. 
 
 
4.5.4   Model 4 : Symmetric TLS Strongly Coupled to a Slow Bath at Intermediate 
Temperature 
The last model uses a symmetric TLS coupled to a strongly dissipative , sluggish bath characterized 
by c =  , 2 =  at an intermediate temperature of 1 = . The TLS is initially in the R state, 
while the bath is equilibrated with respect to the initial TLS state. These parameters correspond to 
a challenging regime, and calculations require a small timestep due to the strong system-bath 




Figure 4.8 displays the time evolution of the population. Converged i-QCPI results are shown with 
0.25QCPIt =  and 8QCPIL = ; i.e., the QCPI memory length is 2QCPI = . QuAPI calculations 
converged with a smaller timestep of 0.125QuAPIt = , however the full memory exceeds the time 
length amenable to i-QuAPI calculations. The blip decomposition extends the feasibility of path 
integral calculations with the full Feynman-Vernon influence functional to much longer times, 
reproducing the QCPI results. It is again seen that the unconverged GQME results are identical to 
the i-QuAPI results with the same memory length. Also shown in Figure 4.8 are GQME results 
with the kernel generated from QCPI calculations with 2QCPI = . The small deviations are the 
result of the smoothing procedures to numerically compute the QCPI RDM derivatives, which 
have unavoidable Monte Carlo errors. The independent kernel elements obtained from QuAPI are 
shown in Figure 4.9. 
 
Figure 4.8   Population dynamics for model 4. Red filled markers: converged i-QCPI results with 
          0.25QCPIt =  and 8QCPIL = . Black circles: full QuAPI results (no memory truncation) with 
          0.125QuAPIt = . Hollow squares: full BSPI results (no memory truncation) with 3 blips and      
          0.125t = . Dashed green and blue lines, and solid black line: unconverged GQME results with  




       
       
Figure 4.9   Real (red) and imaginary (blue) parts of kernel elements for model 4. 
 
 
The findings of our calculations for models 1 – 4 , i.e., the memory times and the number of PI 
timesteps required to span the memory length in each case, are summarized in Table 4.1. In all 
cases, we found that the GQME solution based on a numerically exact memory kernel 
reproduces the converged iterative PI results with the same memory length. Further, we found 
that when the kernel memory is prematurely truncated, the unconverged GQME results agree 
exactly with the unconverged i-QuAPI results. This observation is another manifestation of the 
exact manner in which both formulations handle the dissipative effects of a bath on a quantum 
system. It is also in line with one’s expectations of the properties of the GQME solution with 




The memory required to converge i-QCPI calculations is always shorter than the GQME 
memory. This is a consequence of the ability of the QCPI methodology to incorporate the 
classical memory in its entirety, and also some of the remaining quantum memory, into effective 
system propagators that satisfy the closure property and need no path integral slicing. Because 
the classical memory is the dominant part of the influence functional nonlocality, its removal 
from explicit path integral operations implies drastic savings. However these advantages cannot 
be directly transferred onto the GQME, since it is not a trajectory based method, and the short 
initial time kernel contains no information about the unexplored parts of the environment phase 
space.  
 
Table 4.1   Summary of results for Models 1 – 4  
 Parameters GQME QuAPI  =   GQME QuAPIL L=  QCPI  QCPIL  
Model 1 c5 5 , 0.3   = =  =   1.2 6 0.75 3  
Model 2 c0.2 2.5 , 1.2   = =  =  1.2 8 0.3 1 
Model 3 c, 5, 7.5 , 0.1   =   = =  =  2 10  1.25  5  
Model 4 c1, , 2   = = =  >3 >24 2  8  
 
 
4.6  Discussion & Concluding Remarks 
The numerical calculations presented in the above section indicate that in the case of system-bath 
Hamiltonians, the memory length of the GQME kernel is the same as the full memory required 
to converge the i-QuAPI calculations. Setting GQME QuAPIL L L=   , the number of integrand 
evaluations required to generate the GQME memory kernel from full PI calculations is 
( ) ( )4 2 2 2 21 1 10L Lrn n n n +− −  . The procedure of interpolating, evaluating derivatives and 
integrating the GQME adds to the computation time, but these computations are not very 
demanding. Overall, the cost of the GQME approach seems comparable to that of an i-QuAPI 
calculation, which requires 
2 2LNn +  operations for propagation up to N  timesteps. For very large 
values of N  , the i-QuAPI calculation could become more expensive. Though the matrix-vector 
procedure in i-QuAPI is simpler than the substantial care required for generating stable 
derivatives for GQME, the main appeal for GQME lies in situations of very long memory that do 
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not permit storage of the array of path configurations that are needed in iterative PI calculations. 
With the BSPI decomposition, however, the storage of path segments is replaced by storage of 
blip configurations41,42, which reduces the RAM demands of PI methods by many orders of 
magnitudes. Thus, the storage advantage of the GQME approach with a kernel computed by 
exact path integral methods may be more important for handling multistate systems.  
 
Next we focus on the more important significant potential appeal of the GQME approach, in the 
context of simulating the dynamics of systems interacting with complex anharmonic 
environments. In this chapter, we examined the possibility of employing the rigorous QCPI 
formulation to generate the GQME kernel. The findings of our calculations are summarized in 
Table 4.1.We find that the memory length required for convergence of the i-QCPI methodology 
is always shorter than the GQME kernel length. This fact stems from two distinct contributions 
to the bath-induced memory, and the ability of the QCPI formulation to capture the entire 
classical component of this memory (which is associated with decoherence through absorption 
and stimulated emission of phonons)44, as well as a portion of the remaining quantum memory 
(which arises from spontaneous emission) within effective propagators37. This very attractive 
feature is lost when the QCPI kernel is inserted into the GQME, since the latter needs to be 
solved with the full influence functional memory. An all-path i-QCPI calculation to the time 
N t  requires the manipulation of 
2 2QCPILNn
+
 terms from each trajectory initial condition, while a 






 terms, with 
QCPI GQMEL L  . Thus, the direct i-QCPI approach is usually more efficient than the QCPI-GQME 
approach, except for situations for long memory and extremely long propagation times.  
 
Last, we note an additional advantage of the full i-QCPI method. QCPI calculations employ full 
classical trajectories of the system’s environment, which capture the true dynamical features of 
the medium that may include motions evolving over very long times. For example, protein 
conformational changes occur on the timescale of nanoseconds or even microseconds. Such 
structural changes, which can play a critical role in long-range biological electron transfer or 
isomerization reactions72,74, are fully accounted for in i-QCPI calculations. In order to capture the 
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effects of such conformational rearrangements through a memory kernel, this kernel would need 
to span a significant duration of the process. More importantly, a calculation based on a 
preconstructed memory kernel might seem to converge over a relatively short memory length, 
entirely missing important dynamical effects on the quantum process due to structural 
differences in the environment that develop much later. The advantage of full trajectory-based 
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This chapter is based on the Letter, S. Chatterjee and N. Makri, “Recovery of Purity in Dissipative 
Tunneling Dynamics”, The Journal of Physical Chemistry Letters 2020, 11, 8592-8596. 
 
Quantum mechanical coherence is responsible for some of the most intriguing phenomena 
encountered in the microscopic world.  The interference pattern of Young’s double slit experiment, 
the persisting tunneling oscillations in a two-level system and the survival probability recurrences 
of a displaced wavepacket in an anharmonic potential are typical manifestations of quantum 
coherence in small, isolated systems.  These effects arise from delicate quantum phase relations 
and are easily destroyed by the noisy effects of fluctuating polyatomic environments (or a generic 
“bath”).  Quantum coherence and its destruction are of interest not only for achieving a deeper 
understanding of countless physical and biological phenomena, but also in the design for nanoscale 
devices with a targeted function, e.g. solar energy storage and transport or quantum computers. 
 
Much effort has been spent on understanding the characteristics of decoherence in quantum 
systems in contact with dissipative environments.  The main paradigm in most studies has been 
the dissipative two-level system1 (TLS), which represents the simplest case of the more general 
system-dissipative bath Hamiltonian.2  The coupling to a bath manifests itself as noise, which 
gradually destroys the delicate quantum mechanical phase relationships, quenching the coherent 
tunneling oscillations of the bare system.  At low temperature and with weak system-bath coupling 
the oscillation amplitude of a symmetric TLS decreases slowly as time progresses.  The oscillatory 
dynamics is damped more rapidly with increasing temperature and/or system-bath coupling 
strength. Strongly dissipative environments fully quench the tunneling oscillations, typically 
leading to monotonic population decay and rate dynamics. 
 
The idempotence or “purity” of a system’s reduced density matrix (RDM) ( )t , defined as 
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( ) ( )2TrQ t t      (2.1) 
 
which is also related to the linear entropy 
lin 1S Q= − , has often been used as a well-defined, basis-
independent measure of decoherence.  The density matrix of an isolated quantum system in a pure 
state corresponds to 1Q = .  If the system and its environment are initially uncorrelated and the 
system is placed in a pure state, 2Tr (0) 1 =  and the purity is equal to unity.  Over time, interactions 
with the environment introduce entanglement between system and bath states, destroying the 
purity of the RDM and leading to ( ) 1Q t  .  In that case the system, in the presence of its 
environment, is an incoherent mixture of two or more quantum states.  The purity is also intimately 
connected to the behavior of the off-diagonal elements of the RDM (the “coherences”), and 
decoherence of an initially pure quantum system when placed in a dissipative environment has 
been associated with a decrease in purity. 
  
Previous work to determine the dynamics of purity in quantum dissipative systems has been largely 
confined to approximate analytical treatments.  Quadratic expansion in time has shown that the 
early dynamics of a quantum system’s linear entropy closely resembles the classical result.3  
Perturbative expansions about 0t =  predict a Gaussian decay with a characteristic coefficient 
given by the inverse of the decoherence time.4-7  The quantitative behavior of purity in system-
bath problems remains unexplored, owing to the computational challenges of full quantum 
mechanical treatments in condensed phase environments.   
 
In this work we use numerically exact real-time path integral methods to follow the time evolution 
of purity in the tunneling dynamics of a TLS coupled to a harmonic bath across a variety of 
parameter regimes.  Our results reveal a substantial recovery of purity following its initial drop, 
which can be nearly quantitative in the low-temperature, weak coupling regime, and a partial 
recovery under different conditions.  This effect may at first seem counterintuitive.  However, the 
equilibrium density matrix will be dominated by the ground state at sufficiently low temperatures 
in the regime of weak dissipation.  Not surprisingly, the long-time RDM of the TLS closely 




5.2 The Dissipative TLS 
  
We focus on the simple case of a symmetric two-level quantum system bilinearly coupled to a bath 
of harmonic oscillators, which clearly displays the interplay between the important, fundamentally 
quantum mechanical phenomenon of tunneling and the decohering effects from an environment.  
In the local (or site) basis, the symmetric TLS Hamiltonian has the standard form 
 
 ( )TLSˆ ˆR L L R xH = −  + = −    (2.2) 
 
where 2 0  is the tunneling splitting, 
x  is the Pauli spin operator, and R  and L  are the 
‘right’ and ‘left’ localized states, which are related to the TLS eigenstates 
0 1,   (with energy 
eigenvalues 
0 1,E E= −  =  ) through the usual sum and difference combinations, 
 
 ( ) ( )0 1
1 1
R L , R L
2 2
 = +  = −   (2.3) 
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where ˆ R R L Lz = − .  As is well known, all collective parameters of the bath are contained 
in the spectral density function 
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In this work we employ the commonly used Ohmic spectral density with an exponential cutoff, 
( ) c/12J e
    −= , which is known1 to produce rich dynamical behaviors.  In this, the TLS-bath 
coupling is quantified by the dimensionless Kondo parameter   and 
c  is the cutoff frequency. 
All dynamical properties of the system can be obtained from the RDM, 
 
 ( ) ( )
ˆ ˆ/ /
bath
ˆTr 0iHt iHtt e e    
−
 
 =   (2.6) 
 
where , R,L   =  or 0, 1.   
 
For the symmetric TLS, it is easy to show that the purity is bounded by the inequality 1
2
1Q  .  
The minimum value 1
2
Q =  is associated with the maximally mixed state ( )12 R R L L = + , 
while the highest value 1Q =  is attained when the RDM corresponds to a pure state.  While the 
density matrix can be prepared in a pure state at 0t = , evolution in contact with a dissipative 
environment leads to mixing.  After a long time, the process reaches equilibrium, thus 
ˆ ˆ
bathlim ( ) Tr / Tr
H H
t




 = , where B1/ k T =  is the inverse temperature.                   
 
The evolution of the RDM is calculated using the numerically exact quasi-adiabatic propagator 
path integral (QuAPI) methodology,8,9 and (for parameters associated with long memory) the small 
matrix disentanglement of the path integral10,11 (SMatPI) with the blip decomposition12 of the 
relevant matrices.  Once converged to the desired accuracy with respect to time step and included 
memory length, these methods produce exact results and allow propagation to long times with 
effort that scales linearly with the number of path integral time steps.  In particular, the SmatPI 
decomposition eliminates the need for storage and manipulation of large QuAPI matrices, 
facilitating calculations with long memory and multisite systems.   
 
As is customary, we use a factorized initial condition, sys bathˆ ˆ ˆ(0) (0) (0)  =  where bathˆ (0)  is the 
Boltzmann operator for the free bath Hamiltonian, given by Eq. (2.4) with 0jc = .  In all 




ˆ (0) R R = , and the purity was followed until equilibrium was reached.  The behavior of purity 
dynamics during relaxation from the excited TLS eigenstate is investigated in separate work.  
 
5.3 Recovery of Purity 
  
In Figure 5.1 we show the purity dynamics of this symmetric TLS for four parameter sets: (i) 
c2, , 0.125  = =  = , (ii) c0.3, 5 , 1  = =   = , (iii) c0.3, 7.5 , 5  = =   =  and (iv)  
c0.1, 7.5 , 5  = =   = .  These are chosen to display a variety of TLS population behaviors, 
ranging from monotonic decay toward equilibrium to weakly damped oscillatory dynamics.  With 
parameter set (i) the TLS is strongly coupled to a slow, high-temperature bath.  The purity is seen 
to drop monotonically to its equilibrium value eq 0.51Q ,  which practically corresponds to a 
completely mixed state.  The small value of the bath cutoff frequency induces long-lasting memory 
effects which lead to Gaussian purity evolution that (as seen from the logarithmic plot shown in 
the inset of Fig. 5.1) persists only up to 0.25t  and is subsequently replaced by exponential 
decay.  The transition to exponential dynamics occurs even earlier with larger values of 
c .  In 
parameter set (ii) the TLS interacts with a moderately dissipative environment at an intermediate 
temperature.  In this case the equilibrium RDM is a mixed state with eq 0.67Q .  The purity decays 
to this value nearly monotonically, although it is seen to drop to the slightly lower value min 0.63Q  
before plateauing.   
 
With parameter set (iii) the TLS population exhibits quenched oscillations.  The coupling to the 
bath is again of intermediate strength, but the low temperature prevents a monotonic decay of the 
population.  In this case the purity initially falls to the value min 0.70Q , but subsequently rises to 
the equilibrium value eq 0.81Q .  Last, parameter set (iv) shows the purity dynamics in the case of 
weakly dissipative conditions at a low temperature.  Following an initial drop to about min 0.81Q
, the purity subsequently recovers, eventually rising to the value eq 0.94Q , which represents an 
almost pure state.  At this low temperature the equilibrium distribution is dominated by the ground 
state, and since the TLS-bath coupling is weak in this case, the projection of the equilibrium density 
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on the TLS subspace results in a RDM that closely resembles the TLS ground state.  The nearly 
complete recovery of purity observed in this case follows an oscillatory pattern.   
 
While the RDM purity decays monotonically to 0.5 in the high-temperature, strongly dissipative 
regime, its dynamics is not monotonic in the other situations.  At lower temperatures and with 
weaker system-bath coupling, the lowest value the purity reaches is seen to be considerably larger 
than 0.5.  Most interestingly, the initial drop is followed by a rebound, as the RDM evolves toward 
its long-time equilibrium value.  As seen in Fig. 5.1, the minimum value reached can be 




Figure 5.1  Purity of symmetric TLS coupled to a dissipative bath for four 
sets of parameters.  Red: parameter set (i), 
c2, , 0.125  = =  = .  Green: parameter set (ii),
c0.3, 5 , 1  = =   = . Blue: parameter set (iii), 
c0.3, 7.5 , 5  = =   = .  Black: parameter set (iv), 0.1 = , 
c 7.5 =  , 5 = .  The inset shows a logarithmic plot for 
parameter set (i).  
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To understand these behaviors, we express Eq. (2.1) in terms of the TLS RDM elements, 
 
 ( ) ( )
2 2
2 2
RR LL RL RL( ) ( ) ( ) 2 Re 2 ImQ t t t   = + + + .                                     (2.7) 
 
Next, we rewrite this expression in terms of quantities that have a clear physical meaning.  It is 
easy to see that the real part of the off-diagonal element is related to the difference between the 
TLS eigenstate populations, while the imaginary part is proportional to the time derivative of the 
site population,13 i.e., 
 
( ) 11 1RL 00 11 RL RR2 2Re ( ) ( ) ( ) , Im ( ) ( )t t t t t    




Using these relations, the purity becomes the sum of three terms, 
 










( ) ( ) ( )
( ) ( ) ( )
( ) ( )
Q t t t








                                                        (2.10) 
 
The first contribution to Eq. (2.9), incohQ , is the sum of the squared diagonal elements.  This is a 
completely incoherent contribution which is dominant in the strong-dissipation, high-temperature 
regime.  For a localized initial state, RR (0) 1 = , incohQ  is initially equal to unity and begins to 
decrease as soon as the site populations change in value.  Eventually, the site populations reach 
the value 1
2
, thus the sum of the squared site populations approaches the maximally mixed value 
1
2





(0) (0) = = .  As time progresses, population begins to transfer from the excited to the ground 
state, until the two populations attain the Boltzmann relation (projected onto the TLS subspace), 
thus the population difference term rises gradually.   
 
The behavior of the third term 
t-derQ , the square of the instantaneous rate, depends strongly on the 
parameter regime.  This term starts at zero and rises slightly in the overdamped regime 
characterized by monotonic population decay.  However, the oscillatory population evolution 
typical of low-temperature, weakly dissipative conditions causes rapid, large-amplitude 
oscillations in the rate, which can counter the contribution of the first term in Eq. (2.9) early on, 
stopping the decay of purity.  The contributions of the three components given in Eq. (2.9) to the 
purity dynamics for the four parameter sets discussed earlier are seen in Figure 5.2.   
 
In the high-temperature, overdamped regime of parameter set (i), the eigenstate population 
difference remains very small because of the Boltzmann factor.  Once the site populations have 
entered the exponential decay regime 1 1RR 2 2( )
ktt e −= + , 
2 2 21 1
RR LL 2 2
( ) ( ) ktt t e  −+ = +  and 
1
RR 2
( ) ktt ke −= − .  (These forms do not apply to very short times, at which the evolution is 
Gaussian.)  From these expressions we obtain 
2 2 21 1 1
2 2 8
( ) (1 ) ktQ t k e− −+ +  , i.e. the purity decays 
exponentially to the thermodynamic limit 1
2
.  As seen in Fig. 5.2, the purity is dominated by the 
sum of squared populations at all times in this regime, as the rate contribution is also very small in 
this case.  
 
In the moderate-dissipation, intermediate-to-low temperature regime of parameter sets (ii) and (iii), 
the site populations exhibit rapidly damped oscillatory dynamics.  As a result, the sum of the 
squared populations displays a small hump after falling to its minimum value 1
2
, subsequently 
stabilizing at its thermodynamic value. The contribution of the eigenstate population difference is 
significant at intermediate temperatures and even larger at low temperature, gradually increasing 
the value of purity.  The rate term, while not particularly large in this regime, plays an important 




The low-temperature, weak coupling regime of parameter set (iv) shows the complex interplay of 
all three contributions.  In this regime the site populations exhibit damped oscillations, which can 
be described approximately by the form 1 1RR 2 2( ) cos
ktt at e −= + , 1 1LL 2 2( ) cos
ktt at e −= − , where a  is 
the renormalized tunneling frequency.1  Thus 
2 21 1
incoh 2 2
( ) cos ktQ t at e−= + , i.e. the sum of the squared 
site populations shows persistent oscillations, periodically falling to the fully mixed value 1
2
.  The 
contribution of the eigenstate population difference increases steadily over time and is responsible 
for the nearly complete recovery of purity at long times.  The time derivative of the site population 
has the form ( )1RR 2( ) cos sin
ktt k at a at e −= − + .  Since the eigenstate population difference is small 
at early times, the large, highly oscillatory 
t-derQ  term is responsible for preventing the fall of purity 
below the relatively high minimum value observed in this regime.  Overall, we find that the purity 
in the low-temperature, weakly dissipative regime satisfies the inequality 
( )
22 2 2 21 1 1
2 2 16
( ) cos cos sinkt ktQ t at e k at a at e− − − + +  + , which provides a lower bound.  
 
The three contributions to the time evolution of purity in each of the regimes discussed above are 










       
       
 
Figure 5.2 The three contributions to purity for a two-level system.  Red: 
incoherent term, incohQ .  Blue: term related to eigenstate population 
difference, pop-difQ .  Green: term related to the time derivative of the site 
population, t-derQ .  The black markers show the sum of these three 
contributions, which is identical to the calculated purity shown as a black 
line.  Top left: c2, , 0.125  = =  = . Top right: 
c0.3, 5 , 1  = =   = . Bottom left: c0.3, 7.5 , 5  = =   = .  






5.4 Discussion & Concluding Remarks 
 
These behaviors have important implications for the use of purity as a measure of decoherence. 
When the system has reached the equilibrium distribution in the presence of its environment, all 
recurrences in its dynamics have ended, and one would say that quantum coherence has been 
completely quenched.  However, the loss of coherence at equilibrium does not necessarily imply 
that the purity has decayed to its fully mixed value.  In particular, under low-temperature, weak 
coupling conditions, the equilibrium purity can be almost equal to unity.  Similarly, the transient 
short-time decrease of purity may not even approximately characterize the time length of persisting 
oscillatory dynamics over which the system remains partially coherent. Thus, these findings 
caution against the use of purity as a measure of quantum coherence and its destruction.   
 
The subsequent chapters further explore the evolution of purity in various regimes, and elucidates 
the effects of temperature, system-bath coupling strength and bath timescales on purity. 
Furthermore, in the case of relaxation dynamics, symmetry considerations lead to a different (and 
arguably simpler) picture where purity becomes a univariate function and always passes through 
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Purity Evolution in Dissipative TLS : Tunneling Dynamics 





This chapter is based on the paper, S. Chatterjee and N. Makri, “Density Matrix and Purity 
Evolution in Dissipative Two-Level Systems: I. Theory and Path Integral Results for Tunneling 
Dynamics”, Physical Chemistry Chemical Physics, submitted. 
 
Quantum coherence continues to be a subject of intense theoretical and experimental interest, not 
only because of its intriguing manifestations, but also because of important technological prospects 
related to the design of nanoscale devices, solar energy harvest and quantum computers.  In the 
context of dynamics, quantum coherence usually refers to the beating patterns that arise from the 
superposition of two or more quantum states that evolve with different phases. Unfortunately, the 
delicate nature of phase relations that enable quantum coherence1 makes such phenomena 
extremely difficult to sustain, and the textbook-type oscillatory patterns characteristic of small 
isolated molecules tend to be destroyed by the dissipative effects of a system’s environment.   
 
 For almost four decades, the model of a two-level system (TLS) coupled to a harmonic 
dissipative bath has served as the paradigm of quantum coherence and its destruction.  With simple 
forms of the collective parameters defining the bath, the tunneling dynamics of this system 
undergoes a transition from damped oscillations to monotonic decay and even complete 
localization.2  A plethora of analytical and computational treatments have established the specifics 
of such dynamical effects.  The complex interplay among coherent tunneling and thermal 
fluctuations leads to interesting phenomena in barrier crossing dynamics3-5 and nonadiabatic 
processes,6-9 which are ubiquitous in proton transfer reactions10 and charge transfer.11,12 
 
 The decay of the purity or idempotence of a system’s reduced density matrix (RDM)   




2( ) Tr ( )Q t t= . 
 
A common measure of disorder and information loss is a system’s entropy. The most commonly 
employed statistical mechanical definition of the latter is the von Neumann entropy, given by the 
expression 
 
( ) Tr ( )ln ( )S t t t = − , 
 
which (by design) is an extensive property. Another definition, with a simpler functional form, is 
the linear entropy, 
2
lin 1 Tr ( )S t= − , which is directly related to the purity.  It is often assumed that 
as a system, initially placed in a non-stationary pure state, loses coherence through interactions 
with a dissipative environment, its purity also decays within a similar characteristic time.  
 
 In a recent Letter,13 we showed that the time evolution of purity can be considerably more 
complex. In particular, we presented accurate numerical results which show that the purity of an 
initially localized TLS can recover substantially following an early drop.  We found that the 
evolution of purity often is non-monotonic, and that its recovery can be nearly complete at low 
temperature and under weakly dissipative conditions.  These findings should not be surprising, as 
the long-time value of purity is related to the equilibrium RDM, which under favorable conditions 
is dominated by the TLS ground state.  While a TLS eigenstate is a coherent superposition of the 
right- and left-localized states, an eigenstate does not display phase beating.  Thus, once 
equilibrium is reached, dynamical observables remain stationary and dynamical coherence has 
ended.  The recovery of purity when the TLS coherence has been completely lost, along with the 
fact that under some conditions the purity attains its minimum value early on, when the TLS still 
exhibits large-amplitude tunneling oscillations, suggest that purity should not be used as a measure 
of quantum coherence and its destruction by the environment.  In particular, the short time 
associated with the early decrease of purity is not necessarily characteristic of the time associated 
with quantum coherence from phase beating.  An intuitive analysis of some of the non-monotonic 
evolution of purity helped elucidate the origin of the patterns observed in our calculations. 
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 The present paper presents a comprehensive study of RDM evolution and its purity in the 
tunneling dynamics of a symmetric TLS coupled to a dissipative bath.  We begin by presenting in 
section 6.2 a theoretical analysis that establishes key properties in the early-time and equilibrium 
value of purity, along with some considerations that concern its behavior regardless of the system’s 
initial preparation.  Specifically, we establish various inequalities and limiting behaviors, and 
discuss the decomposition of purity in terms of physically meaningful components.  We also 
analyze the role of classical and quantum decoherence effects, which are associated with level 
fluctuations and spontaneous phonon emission processes,14 on the evolution of  purity.  In section 
6.3 we specialize on the time evolution of purity with a localized initial state  and use very simple 
arguments to show that the early dynamics of purity is to leading order quadratic (or, equivalently, 
Gaussian), in agreement with the result of power series expansions15 and perturbative treatments.16-
19  This analysis and conclusions pertain to a symmetric TLS in contact with a generic dissipative 
environment that does not have to be a harmonic bath. 
 
 In section 6.4 we specialize to a TLS system interacting with a dissipative harmonic bath. 
We investigate the time evolution of purity under a variety of conditions and its dependence on 
system-bath coupling strength, temperature, and the frequency composition of the bath, using 
numerically exact, fully quantum mechanical real-time path integral calculations. We also analyze 
the origin of the observed patterns, along with the underlying mechanism of these processes.  In 
section 6.5 we investigate the excitation energy transfer in the bacteriochlorophyll dimer at room 
temperature through calculations that include all intramolecular normal modes with nonzero 
Huang-Rhys factors.  Our calculations indicate that a significant recovery of purity is possible in 
large molecular systems under physiological conditions.  A summary of our results is given in 










6.2   General Theoretical Considerations 
(i)   Dissipative two-level system 
 The focus of this work is on a two-level quantum system bilinearly coupled to a bath of 
harmonic oscillators, which displays the complex interplay between the important, fundamentally 
quantum mechanical phenomenon of tunneling and the decohering effects of an environment.  In 
the local (or site) basis, the symmetric TLS Hamiltonian has the form 
 
 ( )TLSˆ R L L RH = −  +                                                       (2.1) 
 
where R  and L  are the right- and left-localized states.  The eigenstates of Eq. (2.1) are the 
sum and difference of the localized states, 
 
( ) ( )0 1
1 1
R L , R L
2 2
 = +  = −                                            (2.2) 
 







ˆ 1ˆ ˆ ˆ R R L L
2 2
j
j j j j j
j j
p
H m q c q
m
= + − − .                                     (2.3) 
 
The effects of the bath on the dynamics of the TLS are collectively described by the spectral 
density function20 
 










    

= − .                                                       (2.4) 
 




     ( ) c/12J e
    −= ,                                                              (2.5) 
where the dimensionless Kondo parameter   quantifies the system-bath coupling strength and 
c  
is the bath cutoff frequency, which corresponds to the maximum of the spectral density.  The 











=  .                                                            (2.6) 
 
For a bath described by an Ohmic spectral density, the reorganization energy is 
c2 = . 
 All dynamical properties of the TLS can be obtained from the 2 2  reduced density matrix 
(RDM), 
 
 ( ) ( )
ˆ ˆ/ /
bath
ˆTr 0iHt iHtt e e    
−
 
 =                                                (2.7) 
 
where , R,L   = .  As usual, we assume that the initial density operator is a product of system 
and bath components,  
 
sys bath







ˆ (0) / Tr
H H
e e
  − −=  (where 
B1/ k T =  is the inverse temperature) is the Boltzmann 
operator for the free bath Hamiltonian, given by Eq. (2.3) with 0jc = .   
 
(ii)   Populations, coherences and purity 
 If the RDM can be expressed in terms of a single state, the purity is equal to unity and the 
von Neumann entropy is equal to zero.  If, on the other hand, 1Q   or 0S  , the RDM represents 






RR LL RL RR LL RL RL2 1 2Q       = + + = − − .                                     (2.9) 
 








= = .                                                            (2.10) 
 
Further, the imaginary part of the off-diagonal element is related to the time derivative of a site 






= .                                                               (2.11) 
 
 According to Eq. (2.9), the purity is equal to unity if  
*
RL RL RR LL   = .  From Equations 








= =  .                                                        (2.12) 
 
Thus, we see that a complete recovery of purity is realizable if the RDM approaches the form 
 




= +  + .                                       (2.13) 
 












=    .                                         (2.14) 
 
Not surprisingly, Eq. (2.14) states that perfect purity at long times is possible if the TLS approaches 
one of its two eigenstates.  Since the excited state is not thermodynamically reachable at 









=   .                                                          (2.15) 
To achieve perfect purity at long time, the dissipative TLS must occupy the ground state of the 
bare TLS.  This seems possible in the limit of zero temperature and vanishingly small system-bath 
coupling.  
 Next, according to Eq. (2.9), 
  
2





22 2 1 1
incoh RR LL RR 2 2
2Q    + = − + .                                             (2.17) 
 
The function 
incohQ  is a fully incoherent contribution that provides a lower bound to the value of 
purity.  Its minimum value, equal to 
1
2  (which corresponds to a maximally mixed state), occurs at 
1
RR 2




 =  corresponds to a fully mixed state only if RL 0 = .  Thus the purity of a TLS is 




Tr 1  .                                                                    (2.18) 
 According to Eq. (2.9), the purity of a symmetric TLS is a function of two RDM elements, 





2 2Q  = − + +  .                                                    (2.19) 
 
The purity is plotted in Figure 6.1 as a function of the diagonal and the magnitude of the off-
diagonal RDM element.  Note that Eq. (2.19) also provides an upper limit for the magnitude of the 




( )RL RR RR1   − .                                                           (2.20) 
 
Figure 6.1  Plot of the purity as a function of the diagonal and off-diagonal RDM elements. 
 
According to Eq. (2.9), in the case of a symmetric TLS the site population 
1
RR 2
 =  of a maximally 
mixed state implies 
RL 0 = .  Thus, the RDM associated with a fully mixed state has the form 
 




= + ,                                                     (2.21) 
 
which may also be written in terms of the TLS eigenstates as 
 




=   +   .                                                 (2.22) 
 
Eq. (2.22) states that a complete loss of purity is associated with a mixture of the ground and 
excited TLS eigenstates, with equal coefficients.  When the process has reached equilibrium, this 
situation corresponds to infinite temperature.  An interesting question is whether a system can 
temporarily attain a fully mixed state, but subsequently recover and eventually evolve to a state of 
higher purity.  The calculations presented in the next section and in the companion article22 (Paper 
II) explore this question with regard to tunneling and relaxation dynamics.  
 
 The second term in Eq. (2.19), the square of the off-diagonal RDM element, can be 





RL pop-dif t-der2 ( ) ( )Q t Q t = + .                                                      (2.23) 
 







( ) ( ) ( )Q t t t  − .                                                       (2.24)                                                      
 




( ) ( )Q t t−  .                                                             (2.25) 
 
Thus the total purity is the sum of three terms, 
 
incoh pop-dif t-der( ) ( ) ( ) ( )Q t Q t Q t Q t= + +                                                    (2.26)                                               
 A great deal regarding the dynamics of purity can be deduced based on simple 
considerations for the evolution of these contributions.  As discussed earlier, incohQ  is a fully 
incoherent term that tends to dominate under strongly dissipative, high-temperature conditions.  
The population difference term is expected to be small at high temperature and approach unity in 
the low-temperature, weakly dissipative regime.  The time derivative term can be large when the 
site populations exhibit oscillatory dynamics.  Last, symmetry relations can cause these terms to 
be preserved or to vanish.  These situations are discussed in the next two sections in the context of 
tunneling dynamics, and in Paper II in the case of eigenstate initial conditions.  
 
6.3  Purity During Tunneling Dynamics 
 When prepared in a localized state,  
 
sys




an isolated symmetric TLS will execute fully coherent tunneling oscillations. Contact with a 
dissipative bath introduces dephasing, which leads to a gradual loss of coherence. Depending on 
the various parameters (and excluding the localization transition2), the site populations of a 
symmetric TLS may then display underdamped oscillations or a featureless decay, eventually 
reaching equilibrium.  
 
  The two RDM elements entering Eq. (2.19), 
RR  and RL , are connected through the 
dynamics.  An interesting question concerns what portion of the accessible space (shown in Fig. 
1) of these variables is actually visited during the time evolution of a TLS.  This question is 
investigated in detail in the next section through numerical calculations.  Interestingly, as we show 
in Paper II,22 symmetry considerations lead to an entirely different situation when the TLS is 
initially prepared in one of its eigenstates. 
 
 Eq. (2.19) may be used to deduce the early-time behavior of purity.  Taking the time 
derivative, we find 
 
( )2 RL2 RR RRRR RR RL RR RL1 2 2 2 4 2 4
dd ddQ d
dt dt dt dt dt
 
    = + − + = − +  .                  (2.2)    
 







=  ,                                                              (2.3) 
 
and since RL 0 =  with the tunneling initial condition, Eq. (2.1), we obtain RR (0) 0 = .  Thus the 
linear term in a time expansion of the site population vanishes, implying that the population 
evolution is quadratic (or higher-order) at short times.  Substitution in Eq. (2.2) leads to  
 




which implies that the purity is also quadratic at short times.  This result is consistent with the 
conclusions of earlier work based on power series expansions15 and perturbative treatments.16-19   
 For a localized initial state, 
RR (0) 1 = , incohQ  is initially equal to unity and begins to decrease 
as soon as the site populations change in value.  Eventually, the site populations reach 1
2
, thus the 
sum of the squared site populations approaches the maximally mixed value 1
2
.   
 
 The population difference term pop-difQ  vanishes at 0t =  for an initially localized TLS state, 
as 100 11 2(0) (0) = = . As time progresses, population begins to transfer from the excited to the 
ground state, until the two populations attain the Boltzmann relation (projected onto the TLS 
subspace), thus the population difference term rises gradually during tunneling dynamics and may 
lead to a rebound of purity.  The instantaneous rate term 
t-derQ , depends strongly on the parameter 
regime.  This terms starts at zero in the case of a localized initial state and grows slightly, but not 
much, in the overdamped regime characterized by a slow population decay.  However, low-
temperature, weakly dissipative conditions give rise to oscillatory population dynamics which can 
lead to large-amplitude oscillatory behavior of 
RR , and thus of t-derQ .  The contribution from this 
large term can counter early on the decay resulting from the incoherent term.  These behaviors are 
observed and discussed in the next section. 
 
 Further, it is insightful to analyze the time evolution of purity in the context of the 
dissipative processes that lead to decoherence of the TLS.  In the path integral representation23,24 
of the RDM, the effects of the bath enter through the Feynman-Vernon influence functional,25 
which is given by a Gaussian expression in terms of the coordinates of the TLS paths.  Earlier 
work14 has identified two contributions to decoherence.  The first is a classical contribution 
associated with the dephasing effects from the fluctuating TLS site energies.26  This term is 
dominant in the case of strongly dissipative, sluggish baths at high temperature. Its coherence 
quenching effects arise from phonon absorption and stimulated emission, according to a 
mechanism reminiscent of light-matter interactions.14  The memory associated with the classical 




 The second contribution to decoherence is associated with a strictly quantum mechanical 
process that involves spontaneous phonon emission.14  The memory effects from this quantum 
contribution to decoherence are linked to the “back-reaction” and are not removable.28 As expected 
based on its spontaneous emission nature, the quantum contribution to decoherence is important 
primarily at low temperatures.  This mechanism is entirely responsible for detailed balance,28  and 
thus for the eigenstate population difference term pop-difQ .   
   
6.4  Path Integral Results During Tunneling Dynamics 
 In this section we investigate the time evolution of purity during the tunneling dynamics 
of a symmetric TLS coupled to a model harmonic bath. The initial density operator corresponds 
to the right-localized state given in Eq. (2.1).  Numerically exact results for the time evolution of 
the RDM are obtained through a combination of the iterative quasi-adiabatic propagator path 
integral29-31 (QuAPI) methodology, along with its blip decomposition32,33 and the small matrix 
disentanglement of the path integral34,35 (SmatPI) which eliminates the tensor storage requirement 
of the QuAPI algorithm.  These methods are numerically exact once converged with respect to the 
path integral time step and the included memory length, and are applicable to dissipative baths 
characterized by completely general spectral density functions, which may correspond to simple 
analytical models or may describe solvent or biological environments.  
 
(i) Dependence of purity dynamics on dissipation strength  
 To elucidate the effect of system-bath coupling strength on the long time behavior of purity, 
we focus on the low-temperature regime where a variety of behaviors are observed. Figure 6.2 
shows the dependence of purity on dissipation strength for a TLS coupled to a low-temperature 
bath characterized by 10 =  and c 5 =  .  The low effective bath temperature of c 50  =  
causes the majority of excited system-bath states to be inaccessible, and with sufficiently weak 
system-bath coupling the equilibrium RDM is dominated by the TLS ground state.  This implies 
that the long-time value of purity can approach unity in this regime.  However, its transient 
dynamics can exhibit strongly non-monotonic behavior. As seen in Fig. 6.2, the purity decreases 
rapidly at early times, falling to a minimum value and subsequently recovering for some of the 
parameters.  The partial decay of purity spans a time much shorter than the span of the oscillatory 
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population dynamics, which are associated with quantum coherence. The subsequent revival is 
seen to be nearly complete at small values of the Kondo parameter and partial at intermediate 
values.  As the dissipation strength grows, the entanglement of system and bath states increases, 
leading to a less pronounced recovery of purity.  No rebound is observed under strongly dissipative 
conditions, and purity then decays monotonically to its equilibrium value.   
 
 Also shown in Fig. 6.2 is the time evolution of the von Neumann entropy.  Consistent 
trends are observed, i.e. the TLS entropy increases monotonically in the strong dissipation regime 
but decreases subsequent to its early rise when the system-bath coupling is weak.   
 
     
Figure 6.2  Purity (solid lines, left) and von Neumann entropy (right) dynamics for 
a symmetric TLS coupled to a bath with c 5 =   at 10 =  from 
converged path integral calculations. Black: 0.1 = . Blue: 0.3 = . Green: 
0.5 = . Red: 0.7 = .  The dashed black lines shows the population of the 
initial state, RR ( )t . 
 
 
(ii)  Temperature dependence of purity dynamics  
 Figure 6.3 shows the effect of temperature on the time evolution of purity for c 5 =   with 
an intermediate value of the system-bath coupling strength, 0.3 =  and 3 =  .  The most 
pronounced recovery of purity is observed at the lowest temperature. The non-monotonic evolution 
disappears when the temperature becomes approximately equal to the TLS tunneling splitting, and 
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a continuous decay of purity is observed at higher temperatures.  At the highest temperature of 
0.1 =  the purity decays monotonically to an almost fully mixed state.  The von Neumann 
entropy displays similar trends, reaching a local maximum at low temperatures followed by a 
significant decrease. 
 
     
Figure 6.3  Purity (left) and von Neumann entropy (right) dynamics 
for a symmetric TLS coupled to a bath with 0.3 =  and 
5c =   from converged path integral calculations. Black: 
10 = . Blue: 5 = . Green: 1 = . Red: 0.1 = .   
 
(iii) Dependence of purity on bath timescale 
 Next, we examine the effects of varying the frequency composition of the bath. For this 
study we vary the Kondo parameter in order to maintain a constant reorganization energy.  The 
path integral results for the time evolution for purity and entropy are shown in Figure 6.4.  It is 
seen that the purity dynamics depends significantly on the value of the bath cutoff frequency.  The 
most pronounced recovery of purity is observed with large values of 
c , for which the majority 
of bath oscillators remain in their ground state. An interesting behavior is observed a small 
c  
values, which correspond to a nearly classical bath. In this regime the purity begins to rise after 




     
Figure 6.4 Purity (left) and entropy (right) dynamics for a symmetric TLS 
coupled to bath of 5 = , 4.5 =  from converged path integral 
calculations. Black: c 10 , 0.225 =  = .  Blue: c 7.5 , 0.3 =  = . 
Green: c 5 , 0.45 =  = . Red: c 2.5 , 0.9 =  = .  Orange: 
c 1.25 , 1.8 =  = .  
 
 
(iv)  Memory effects 
 Memory effects tend to be more prominent when the bath is composed primarily of slow 
degrees of freedom, i.e. when c  , as the bath correlation function tends to decay slowly in 
such cases.  With the large bath cutoff frequency of the parameter set in Fig. 6.2, memory effects 
on the population dynamics tend to be moderate.  However, Figure 6.5 shows that bath-induced 
memory plays a crucial role to the recovery of purity at low temperature. When a memory is 
truncated to short lengths in the calculation, purity always shows a downward behavior, attaining 
a long-time value close to 
1
2 , which is far from being correct when the system-bath coupling 
strength is small.  As the memory length m  included in the calculation increases, purity rebound 
in the small coupling regime becomes noticeable, eventually converging to the nearly complete 





Figure 6.5 Memory effects on purity dynamics for a symmetric TLS 
coupled to bath of c 5 =   at 10 = .  Solid lines: exact path 
integral results.  Circles, triangles and squares are unconverged 
results obtained with m 0.15,0.3 = and 0.6  .  Blue: 0.1 = .  
Red: 0.3 = . 
 
(v)  Physically meaningful contributions to purity dynamics 
 The three contributions to purity discussed in the previous section are shown in Figure 6.6 
for small and moderate values of the system-bath coupling.  In this regime the incoherent term 
incohQ  displays an oscillatory pattern which follows the oscillations of the site populations. The 
term pop-difQ , which is associated with the difference of the eigenstate populations, rises steadily to 
its maximum value, which can approach 
1
2  at this low temperature.  This term is responsible for 
the long-time recovery of purity.   
 
 Under weakly dissipative conditions, the third term, t-derQ  exhibits oscillatory evolution, 
attaining relatively large values early on, which result from the rapid, large-amplitude oscillation 
of the site populations.  As seen in Fig. 6.6, the magnitude of this term opposes the drop of purity 
from the incohQ  term, preventing a significant decrease at early times.  Thus, the complex interplay 
among the three contributions given in Eq. (2.26) lead to the observed non-monotonic evolution 
of purity.  In particular, the combination of pop-difQ  and t-derQ  allows purity to sustain a relatively 
high value throughout the dynamics. 
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 Also shown in Fig. 6.6 is the contribution to these terms from the classical decoherence 
process associated with level fluctuations driven by the bath, which lead to energy exchange in the 
form of phonon absorption and stimulated emission.  It is seen that this classical mechanism 
captures almost quantitatively the incoherent contribution to purity, 
incohQ , as well as the time-
derivative contribution 
t-derQ .  However, this classical process is unable to account for detailed 
balance, thus it fails to reproduce the rise of the population difference component pop-difQ .  As a 
result, the classical decoherence mechanism alone fails to account for the recovery of purity.  Thus, 
it is seen that purity recovery involves a strictly quantum mechanical decoherence process 
associated with spontaneous phonon emission.  The latter is required for the cooling the TLS.   
 
     
Figure 6.6 Contributions to TLS purity dynamics at a low temperature, 10 = , c 5 =  .  Red, 
blue and green lines show the incohQ , pop-difQ  and t-derQ  terms.  Red, blue and green circles 
show the contribution to these terms from the classical decoherence mechanism. The black 
line shows the total purity, and the black circles show the total classical contribution to the 
purity. Left: 0.1 = .  Right: 0.3 = . 
 
(vi)  Flow of RDM elements 
 The analysis presented in section II showed that in the case of a symmetric TLS purity 
depends on two variables, the population of a TLS site and the magnitude of the off-diagonal 
element. The relation between these two variables is determined by the dynamics, and the possible 
spread of the ( )RR RL,   pairs is bounded by Eq. (2.20).  For each such pair, the value of purity is 
given by Eq. (2.19).  
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 Figure 6.7 shows the spread of the RDM pairs ( )RR RL,  , along with the corresponding 
value of purity for four parameters sets.  The initial point (1,0)  has 1Q =  and thus lies on the 
boundary of the purity region.  As time progresses the purity begins to drop, thus the pair begins 
to move toward the interior of the allowed region.     
 With weakly dissipative, low-temperature parameters, the RDM pairs follow a ribbon-like 
curve that intersects itself a few times, eventually stabilizing at the equilibrium value ( )21 RL2 ,(Re )  
which lies near the boundary of the accessible region, as the equilibrium purity value is close to 
unity in this regime. By contrast, the evolution becomes less complex as the site population 
dynamics becomes less oscillatory.  Under strongly dissipative conditions and high temperature, 
the RDM pairs quickly turn toward the central, low-purity region without recrossing.  In all cases, 
the bulk of the interior is not accessed by the dynamics.   
 
     
     
Figure 6.7 Exploration of the ( )RR RL,   space during the RDM 
dynamics.  The color map corresponds to the purity value 
at each point.  (a)  c0.3, 5 , 0.1  = =   = , (b)
c0.3, 5 , 1  = =   = , (c) c0.3, 5 , 10  = =   = , (d) 





6.5  Purity During Excitation Energy Transfer in the Bacteriochlorophyll 
Dimer 
 To assess the relevance of these behaviors to real molecular systems, we investigate in this 
section the evolution of purity during the dynamics of excitation energy transfer in the 
bacteriochlorophyll (BChl) dimer. This system is of interest because of its role in the solar energy 
capture by photosynthetic bacteria.36  In the BChl dimer energy flows between the singly excited 
electronic states of a BChl pair, where the two molecules, each with its own intramolecular 
vibrations, interact through Frenkel exciton terms37-39 with a calculated coupling constant 
1363 cmJ −= .40  The parameters of the 50 vibrational BChl modes with nonzero Huang-Rhys 
factors are available from high-resolution spectroscopic experiments.41  Recent work42 showed 
that a coordinate transformation maps the dimer on a TLS  where both states are coupled to a 
common vibrational bath with rescaled coupling coefficients and calculated the time evolution of 
the excited state populations, which were seen to exhibit underdamped oscillations. These 
calculations were performed using the quantum-classical path integral (QCPI) methodology28,43 
with dynamically consistent state hopping44 (DCSH) and the harmonic treatment of the back 
reaction45,46 (HBR), which yields fully quantum mechanical results when the system’s 
environment is given by a quadratic Hamiltonian, while maintaining a constant number of 
trajectories and thus scales like a typical molecular dynamics (MD) simulation.  
 
 In Figure 6.8 we compare QCPI and SmatPI results for the time evolution of purity in the 
BChl dimer at 300 K.  The 50 vibrational modes are initially equilibrated with respect to the ground 
electronic state of each pigment, in accordance with a Franck-Condon excitation.  Once converged, 
both methods produce numerically exact results.  In the case of the BChl dimer, the discrete 
vibrational modes induce a very long-lived memory. The QCPI methodology automatically (i.e. 
without path integral time slicing) captures all the classical memory associated with stimulated 
phonon events,26 and (through DCSH) some of quantum memory as well.  For this reason the 
QCPI calculation converges faster with respect to the memory treated explicitly.  However, the 
SmatPI decomposition allows the treatment of more memory steps, leading to converged and 
stable results over long times.  As seen in Fig. 8, the results obtained with the two methods are in 
good agreement within the Monte Carlo error of the QCPI calculation (with 150000 initial 
condition samples per integration variable).  We emphasize again that the purity, a quantity that 
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depends on the squares of diagonal and off-diagonal RDM elements, is very sensitive to memory 
and requires highly accurate calculations. 
 
 The evolution of purity during the excitation energy transfer dynamics of the BChl dimer 
is seen to be similar to that observed in the low-temperature, weak dissipation models examined 
in the previous section. An attempt to estimate the decoherence time from the initial decay of purity 
would lead to the incorrect conclusion that quantum coherence is quenched within approximately 
20 fs. However, one sees from Fig. 8 that large amplitude oscillations in the population of the 
excited BChl molecule continue for more than 200 fs.  
 
 Also shown in Fig. 6.8 are the contributions from the incoherent, population difference and 
time derivative terms. The incoherent contribution reaches its minimum value early on and 
oscillates around its equilibrium value of 0.5 .  The population-difference term reaches a 
moderately high value of 0.3  that eventually sustains the purity around 0.83. The time derivative 
contribution exhibits an initial jump owing to the large-amplitude site oscillations, which keeps 
the purity from dropping significantly early on, when the population difference is still quite small.  
As a result, the total purity drops to its minimum value of  0.74 around 15 fs, and subsequently 
recovers to a considerably high equilibrium value of 0.86.  These results show that the recovery of 







Figure 6.8 Contributions to purity in BChl exciton-vibration dynamics with 
Franck-Condon initial condition. Markers: QCPI results. Lines: SmatPI 
results. Red, blue and green lines and markers show the incohQ , pop-difQ  and 
t-derQ  terms. The total purity is shown in black. The dashed black line shows 





6.6  Concluding Remarks 
 The evolution of purity in a symmetric TLS coupled to a dissipative harmonic bath can 
display complex behaviors.  Through a general theoretical analysis we established bounds and 
some general constraints.  The behaviors discussed in section II are valid with any initial condition.  
The remaining of this paper focused on the purity of a TLS undergoing dissipative tunneling 
dynamics.  In this case we used simple arguments to show in section 6.3 that the initial decay of 
purity is quadratic in time.   
 
 In sections 6.2 and 6.3 we also discussed the role of various physical processes on the 
dynamics of purity. We showed that under high-temperature, strongly dissipative conditions, 
which give rise to monotonic population decay, the purity is dominated by the incoherent term 
given by the sum of the squared site populations, which decays to the lowest possible value of 
purity associated with a maximally mixed RDM.  As the temperature is lowered, a second 
contribution, which arises from the population difference of the TLS eigenstates, becomes 
increasingly important as time progresses and dominates the purity value at long times.  When the 
equilibrium Boltzmann factor reflects a significant population difference, the long-time value of 
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purity can approach unity.  This implies that purity reaches a minimum at intermediate times, after 
which it rises again.  A third contribution to purity is associated with the time derivative of site 
populations.  Under weakly dissipative conditions which lead to underdamped population 
dynamics, this term introduces a large oscillatory contribution to purity which is most important 
at short to intermediate times and which increases the minimum value of purity, maintaining a 
relatively high value throughout the course of dynamics.   
 
 This analysis was supported and quantified through numerically exact real-time path 
integral calculations.  The results presented in sections 6.4 and 6.5 showed that the recovery of 
purity can be substantial in the low-temperature, weak-dissipation regime, and examined the 
effects from dissipation strength, temperature, and the timescale of the bath on purity dynamics.  
This behavior was also observed in the excitation energy transfer within a BChl dimer at room 
temperature, showing that this effect is not expected only in model systems under unrealistic 
conditions. The path integral calculations also revealed the emergence of a new non-monotonic 
behavior in the strong dissipation regime caused by a slow bath. 
 Memory effects induced by the bath play a very important role to the evolution of purity, 
in particular to its recovery.  Early truncation of the length of memory terms included in the path 
integral calculations prevented the rebound of purity, leading to a steady decline. The purity is 
considerably more sensitive to memory than the site populations. 
 
 We also discussed the effects on purity dynamics arising from the two distinct decoherence 
mechanisms associated with stimulated and spontaneous phonon processes. The former, classical 
decoherence process is the dominant contribution to the incoherent and the time derivative purity 
terms, as it is associated with the dephasing effects from site level fluctuations.  On the other hand, 
spontaneous phonon emission is intimately linked to the detailed balance property and thus to the 
eigenstate population difference reached at long times. As a result, this strictly quantum 
mechanical mechanism is responsible for the long-term recovery of purity at low temperatures. 
 
 The non-monotonic evolution of purity in some regimes and its nearly quantitative 
recovery when the TLS dynamics has settled to the RDM equilibrium values imply that the value 
of purity is not necessarily indicative of coherence or its loss.  Examination of the numerical results 
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presented in sections 6.4 and 6.5 reveals that the purity can be at its minimum value early on, when 
the population dynamics is highly oscillatory.  An attempt to deduce the decoherence time from 
the early dynamics of purity, under the assumption that the purity would continue to decay to its 
minimum value, would lead to the incorrect prediction of very short-lived coherence. This situation 
was illustrated very clearly in the case of excitation energy transfer in the BChl dimer shown in 
Fig. 6.8, where the initial decay of purity spans just 20 fs, while coherent oscillations persist for 
over 200 fs.  Further, the purity may reach a value indicative of a nearly pure RDM after all 
dynamics has ended. This is the case when the equilibrium RDM is dominated by the ground state 
of the TLS.  While the ground eigenstate is a coherent superposition of the two localized states, 
coherence in the context of dynamics is associated with quantum beats which, in the case of a TLS, 
lead to the transformation between right- and left-localized states, which has completely ceased 
when equilibrium is reached.  Both of these observations suggest that the purity of the RDM should 
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This chapter is based on the paper, S. Chatterjee and N. Makri, “Density matrix and Purity 
Evolution n Dissipative Two-Level Systems: II. Relaxation Dynamics”, Physical Chemistry 
Chemical Physics, submitted. 
Much attention has recently been given to questions related to quantum coherence and its 
destruction by intramolecular and external degrees of freedom with which a system interacts.1  
Quantum coherence is a fascinating phenomenon2 which, if sustainable, could open up new 
possibilities with potentially important technological applications.   
 
 The purity of a quantum system embedded in a dissipative environment is defined as 
 
2( ) Tr ( )Q t t=  
 
where   is the system’s reduced density operator,   
 
env
ˆ ˆ( ) Tr ( )t t =  
 
i.e. the density operator traced with respect to the degrees of freedom comprising the system’s 
environment.  If   can be expressed in terms of a single state, the purity is equal to unity; otherwise 
the reduced density matrix (RDM) represents a mixture and 1Q  . The purity is closely related to 
the linear entropy 
2
lin 1 Tr ( )S t= − , which is a simpler form of the von Neumann entropy 
( ) Tr ( )ln ( )S t t t = − .  The time evolution of purity has been the subject of many studies using a 
variety of approaches.3-8 The behavior of purity has often been used as a basis-independent 
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measure of coherence loss, and estimates of the decoherence time have been obtained by 
examining the early-time Gaussian decay of purity.                               
                  
  In a recent paper9 we showed that under certain conditions, the purity of a dissipative 
symmetric two-level system (TLS) prepared in a localized state (i.e. a superposition of its two 
eigenstates) coupled to a bath can undergo nonmonotonic evolution, increasing substantially after 
an initial decrease. At sufficiently low temperature and weak coupling to the bath, the recovery of 
purity can be nearly quantitative, reaching values consistent with a nearly pure state. We also 
showed that the observed behaviors can be understood in terms of physically meaningful 
components, such as the instantaneous rate and the difference of the TLS eigenstate populations.   
 
 In the preceding article10 (Paper I) we analyzed the behavior of the purity for symmetric 
TLS coupled to a dissipative bath subject to a general initial condition. Using simple arguments, 
we established some bounds and limiting behaviors. We also examined the evolution of purity 
with a localized initial condition which gives rise to tunneling dynamics. This basic analysis 
showed that the early time evolution of purity is quadratic (i.e. Gaussian), although this time 
dependence is often valid over a very narrow time interval.  Using numerically exact path integral 
methods, we obtained the evolution of purity under a variety of conditions.  We related these results 
to the dynamics of a site population and the modulus of the off-diagonal RDM element, and 
examined the contributions to purity dynamics from physically meaningful RDM properties and 
from classical and quantum contributions to the decoherence process. 
 
 In this paper we extend the study of TLS purity evolution to the case of eigenstate initial 
preparation. Following an overview, we show in section 7.2 that in this case the purity depends on 
a single element of the RDM, unlike the general case where it depends on two elements. We also 
show that during the relaxation of an initially excited TLS the purity always displays a transient 
drop to 1
2
 (the value corresponding to a maximally mixed RDM). Unless the bath is practically at 
infinite temperature, the purity will necessarily rebound to reach at long times its equilibrium value 
1
2
1Q  . 
 Using real-time path integral methods, we present in section 7.3 accurate numerical results 
for the time evolution of purity for various parameters. These results illustrate the patterns 
96 
 
established analytically and show a nearly quantitative rebound of purity during relaxation in the 
low-temperature, weak dissipation regime, from its minimum value 1
2
 to values that can approach 
unity.  In close analogy with the case of tunneling dynamics, we find that the strictly quantum 
mechanical mechanism of decoherence associated with spontaneous phonon emission11 is entirely 
responsible for the recovery of purity, while the classical decoherence process associated with 
stimulated phonon emission through level fluctuations predicts a monotonic decay.  We also 
consider the case where the TLS is initially placed in its ground state. In this case we find that the 
excited state population does not remain equal to zero even at zero temperature, in agreement with 
earlier work. Further, we observe an unexpected nonmonotonic feature in the evolution of the 
eigenstate populations at low temperatures.  In section 7.4 we show that coupling to a low-
temperature bath can purify a TLS prepared in the maximally mixed state.  In that case purity 
increases monotonically, even at very short times.  In section 7.5 we give some concluding 
remarks, emphasizing that the loss or recovery of purity is distinct from quantum coherence, and 
these two concepts should not be used interchangeably.  
 
7.2  Theoretical Considerations 
 We focus again on the simple case of a two-level quantum system bilinearly coupled to a 
bath of harmonic oscillators.  In the energy eigenstate basis, the TLS Hamiltonian has the usual 
form 
 
 TLS 0 0 1 1Ĥ = −    +                                                        (2.1) 
 






bath 0 1 1 0
ˆ 1ˆ ˆ ˆ
2 2
j
j j j j j
j j
p
H m q c q
m
= + −   +   .                                    (2.2) 
 















    

= − .                                                       (2.3) 
 
In this work we use the common Ohmic form, 
 
     ( ) c/12J e
    −= ,                                                              (2.4) 
where the TLS-bath coupling is quantified by the dimensionless Kondo parameter   and 
c  is 
the bath cutoff frequency.1  The initial density operator is given by 
 
bath










  − −= , where 
B1/ k T =  is the Boltzmann operator for the free bath 
Hamiltonian, given by Eq. (2.2) with 0jc = .   We calculate the time evolution of the 
reduced density operator, 
 
( ) ( )( )ˆ ˆ/ /bathˆ ˆTr 0iHt iHtt e e −= .                                                     (2.6) 
 
The TLS is initially placed in one of its eigenstates, i.e. 
 
1 1
ˆ(0) =     or  0 0
ˆ(0) =   .                                                  (2.7) 
 
For each of these initial conditions we follow the TLS dynamics until equilibrium is reached.  As 
in Paper I, we indicate the initial condition with a superscript in the RDM, i.e. we investigate 
11( )t  
and 
00 ( )t .   
 In order to utilize the analytically available influence functional13 in the path integral 
calculations, it is advantageous to use a TLS basis in which the system-bath coupling is diagonal.  








=  +  =  −  .                                         (2.8) 
 
The states R  and L  are the ‘right’ and ‘left’ localized states of a symmetric TLS Hamiltonian. 
In this basis the problem becomes the spin-boson Hamiltonian examined in Paper I, in which the 
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p
H m q c q
m
= + − − .                                       (2.9) 
 








ˆ (0) R R L L R L R L
ˆ (0) R R L L R L R L


= + − −
= + + +
                                         (2.10) 
 
The RDM is propagated by combining the contributions obtained from each of the localized initial 
condition in Eq. (2.10).  The evolution of these components involves tunneling dynamics.  
 
 The purity is independent of representation, and to understand its behavior it is convenient 
to alternate between eigenstate and site representations.  Thus, the RDM with the excited eigenstate 





ˆTr (0)iHt iHtt e e      
−
 
 =   ,                                    (2.11) 
 
where 0,1 =  and , 0,1   =  or R,L .   







11 00 10( ) ( ) ( ) 2 ( )Q t t t t  = + + .                                               (2.12) 
 
As is well known, the equations for the diagonal and off-diagonal RDM elements are not coupled 
in the eigenstate basis.14  With an eigenstate initial condition, this implies that 
10 ( ) 0t
 =  at all 






( ) 2 ( )Q t t = − + .                                                       (2.13) 
 
 It is instructive to examine the contributions to purity discussed in Paper 1. For this purpose 
we express again the purity in the site representation, 
 
( ) ( )
2 2
2 2
RR LL RL RL( ) ( ) ( ) 2 Re ( ) 2 Im ( )Q t t t t t   = + + + ,                              (2.14)                                    
 
The real part of the off-diagonal element is related to the difference of eigenstate populations, 
 
( )1RL 00 112Re ( ) ( ) ( )t t t  = − .                                                    (2.15) 
 
The eigenstate initial condition corresponds to 1RR 2(0)
 =  and 
11 1
RL 2
(0) = − , 
00 1
RL 2
(0) = . Further, 
the symmetry of the TLS and the initial state implies that  
 
( ) ( ) 1RR LL 2t t
  = =                                                             (2.16) 
 
at all times.  Since the time derivative of the site population is proportional to the imaginary part 
of the off-diagonal RDM element,15 we also conclude that 
RLIm ( ) 0t
 = .  Using these simple 
observations, we find that with the eigenstate initial condition the purity can be expressed in terms 







( ) 2 ( ) 2 ( )Q t t t   = + = + .                                              (2.17) 
 
Using Eq. (2.15), we recover the result of Eq. (2.13).  
 Eq. (2.13) is reminiscent of the expression for the incoherent contribution to purity obtained 
in Paper I in terms of the site population.  However, Eq. (2.13) pertains to the total purity.  In the 
case of relaxation from a TLS eigenstate, the purity depends on a single RDM element, which is 
the survival probability of the initially excited state.  This result is the consequence of symmetry 
in the eigenstate initial condition.  As discussed in Paper I, in the general case (for example, when 
the TLS is initially prepared in a localized state) the purity is a function of a diagonal and an off-
diagonal RDM element, thus the dynamics explores a two-dimensional region in the 11 11
RR RL( , )   
space, as shown in Fig. 7 of that paper.  The present symmetry constraint forces the dynamical 
evolution to lie along the 1
RR 2
 =  line on the purity contour map displayed in those graphs. In this 
sense, the dynamics of relaxation is simpler than that resulting with tunneling initial conditions.  
Further, 11
RL  remains real-valued throughout the dynamics. 
 
 The function in the right-hand side of Eq. (2.13) has a global minimum, 1min 2Q




.  If the TLS starts out in the excited state, the initial value of this RDM element is 11
11 (0) 1 = .  At 
any finite temperature, the population of the excited state at equilibrium will be smaller than that 






 .  By virtue of the intermediate value theorem, we conclude 
that the population of the excited state must go through the value 
11 1
11 2
 =  at least once. At that 
instant the purity will attain its minimum value 
11 1
min 2
Q = .  Since at any finite temperature 
(regardless of parameter values) the purity goes through a minimum at some time during excited 
state relaxation, its evolution is always nonmonotonic during relaxation, and the system passes 
through a maximally mixed state before reaching equilibrium. 
 
 This situation does not arise during the evolution following the preparation of the TLS in 




 , but since now 
00
11 (0) 0 =  and the population evolution is exponential once short-time transients have died out, we 
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do not expect the excited state population to reach the value 12  at any time. Thus we expect the 
purity to remain greater than 12  in this case. This implies that the purity will exhibit monotonic 
evolution in this case, unless the TLS populations 00
00 (0)  and 
00
11 (0)  display oscillatory features.  
Our numerical results in section III show that this behavior is indeed possible. 
 
7.3  Path Integral Results for Purity During Relaxation Dynamics 
 In this section we present path integral results for the time evolution of the TLS purity 
following its initial preparation in a TLS eigenstate.  The calculations are performed using the 
iterative quasi-adiabatic propagator path integral (QuAPI) methodology16 and the small matrix 
disentanglement of the path integral17,18 (SmatPI).  These methods yield numerically exact results 
once converged with respect to the path integral time step and the memory length.  We set the bath 
cutoff frequency 
c 5 =   and consider the following four combinations of system-bath coupling 
strength and temperature: (i) 0.3, 0.1 =  = , (ii) 0.3, 1 =  = , (iii) 0.3, 10 =  = , (iv) 
0.1, 10 =  = .  With parameter sets (iii) and (iv) both the TLS and the majority of bath degrees 
of freedom are practically at zero temperature. 
 
 In Figures 7.1 and 7.2 we show the time evolution of the excited TLS eigenstate  and the 
purity for the two eigenstate initial conditions for each parameter set.  When the TLS is initially in 
the excited state, we observe that the purity always goes through its minimum value 1min 2Q =  at 
the time at which 
11 1
RR 2
 = , in agreement with the analysis presented in the previous section.  With 
the exception of the very high temperature bath of parameter set (i), the purity always rises again, 
reaching a value near unity in the low temperature cases of parameter sets (iii) and (iv). The excited 
state population falls to low values in both of these cases, but not to the very small value that one 
would expect on the basis of the Boltzmann factor for the TLS alone. This is a consequence of 
system-bath coupling, i.e. the true eigenstate of the full system-bath Hamiltonian has a 
nonvanishing projection on the excited TLS state.  Similar observations have been made in regard 
to the long-time populations reached during the tunneling dynamics of asymmetric two-level 
systems, in particular with strong system-bath coupling. This effect causes the long-time survival 
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probability of the excited state to attain a larger value in the case of parameter set (iii), compared 
to that of parameter set (iv), which has the same near-zero temperature.  
 
 
     
     
Figure 7.1 Time evolution of excited state population (blue curves) and of purity (red 
curves) for a TLS initially prepared in the excited eigenstate from path integral 
calculations. Top left: c0.3, 5 , 0.1  = =   = . Top right:  
c0.3, 5 , 1  = =   = . Bottom left c0.3, 5 , 10  = =   = .  Bottom right: 
c0.1, 5 , 10  = =   = .  Solid lines: results with full decoherence factors 







     
     
Figure 7.2 Time evolution of excited state population (blue curve) and of purity (red 
curve) for a TLS initially prepared in its ground eigenstate from path integral 
calculations. Top left: c0.3, 5 , 0.1  = =   = . Top right:  
c0.3, 5 , 1  = =   = . Bottom left c0.3, 5 , 10  = =   = .  Bottom 
right: c0.1, 5 , 10  = =   = .  The nonmonotonic feature of the 
population is highlighted with an arrow. 
 
For the same reason, when the TLS is initially placed in its ground state, Fig. 7.2 shows that some 
of the population leaks to the excited state even with the extremely low temperature of parameter 
sets (iii) and (iv).  This zero-temperature excitation has been discussed in the context of the “up” 
rate constant in the higher-order extension of the Bloch equations.19,20  Interestingly, we observe 
that the excited population displays mildly nonmonotonic dynamics in the low-temperatures, weak 
dissipation regime, rising higher than its equilibrium value at early times.  No such transient 
nonmonotonic behavior is observed during relaxation from the excited TLS eigenstate.  With all 
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parameter sets, the purity initially falls by an amount that depends on the temperature and 
dissipation strength, but under low-temperature conditions it rises again to its long-time value.  As 
discussed in the previous section, this rise is the result of nonmonotonic population evolution 
following the preparation of the TLS in the ground state.  In all cases the long-time values of the 
populations and purity are identical for the two TLS initial conditions.  
 
 As discussed in the previous section, in the case of an eigenstate initial condition 1RR 2
 =  
and 
RLIm ( ) 0t
 =  at all times, thus only RLRe ( )t
  evolves.  Nevertheless, in order to contrast with 
the spread of RDM elements the case of tunneling dynamics, we show in Figure 7.3 the progression 
of the RDM pairs 
RR
 , RL
  on the purity color map during the evolution from the two eigenstate 
initial conditions for each of these parameter sets.   
 
In the case of relaxation from the TLS excited state, the initial point 
11 111 1
RR RL2 2
, = = −  lies at the 
center of the bottom boundary on the purity contour map. Under strongly dissipative conditions 
(high temperature and large system-bath coupling) the absolute value of the off-diagonal element 
decreases rapidly and monotonically toward half of the equilibrium value of the TLS eigenstate 
population difference. At infinite temperature the long-time population difference vanishes, thus 
11
RLRe reaches the center of the color map, which corresponds to a completely mixed state. This 
behavior is observed with parameter set (i), where the RDM pair suffers a steep drop to 
11
min 0.5Q =  














Figure 7.3 Exploration of the ( )RR RL,  space during dynamics of a TLS 
prepared in the excited eigenstate (small solid black markers) and the 
ground state (larger, hollow white markers). The color map 
corresponds to the purity value at each point. The thermodynamic 
equilibrium point is indicated with a black square. The direction of the 
evolution with the excited state initial condition is indicated with a 
black arrow, while the evolution with the ground state initial condition 
is indicated with a white arrow for one of the parameters. The dashed 
white circle in the bottom left panel shows the boundary of the region 
in which an initial RDM will be purified by coupling to the bath. Top 
left: c0.3, 5 , 0.1  = =   = . Top right: c0.3, 5 , 1  = =   = . 
Bottom left:  c0.3, 5 , 10  = =   = . Bottom right: 
c0.1, 5 , 10  = =   = .   
 
 
At low temperatures and under weakly dissipative conditions, the population difference 11 11
00 11 −  
approaches unity at long times. Thus, under low-temperature conditions, 11
RL  evolves toward the 
top of the color map, where 11 1Q = .  As argued in the previous section, the evolution of 11RL , 
and thus of Q, is non-monotonic as the population difference changes sign. At intermediate 
temperatures and dissipation strength, the off-diagonal element eventually stabilizes at a value 
11 1
RL 2
0 ( )   . We emphasize again that the imaginary part of the off-diagonal element remains 
equal to zero at all times.   
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 Parameter set (ii) corresponds to an intermediate temperature and moderate dissipation 
strength. The RDM pair initially moves to the center of the color map where 0.5Q = , but 
subsequently recovers, settling at a higher value 11
RL ( ) 0.29   for which 
11( ) 0.67Q  .  With 
parameter sets (iii) and (iv), which are characterized by moderate and weak system-bath couplings 
respectively and a low temperature, the RDM pair initially evolves to a fully mixed state with 
11 0.5Q = , but the purity subsequently recovers to much higher values.  In particular  with parameter 
set (iv), the RDM pair is seen to settle close to 11( ) 0.95Q  .  This implies the recovery of an 
almost pure state, which is the ground eigenstate (thus different from the RDM state at 0t = ), as 
expected from the Boltzmann distribution at low temperatures.  
 
 Complementary information is obtained by plotting in Figure 7.4 the sequence of eigenstate 
population values 11
11   and 
00
11  attained during the TLS dynamics following its initial preparation 
in the excited or ground state.  The data from each parameter set is shown with markers positioned 
on the parabolic purity curve given by Eq. (2.13).  With the excited state initial condition 11
11  
always starts at 1, and its decay is characteristic of the different regimes.  In the high temperature, 
strongly dissipative regime (i), 11
11  falls to around 0.5 and settles there, indicating a maximally 
mixed state has been reached. In set (ii), after reaching the fully mixed state with 11
11 0.5 = , 
11
11  
falls further to about 0.2, accompanied by a rise in purity to ~0.67.  In the low temperature sets 
(iii) and (iv), 11
11  eventually falls to even lower and purity exhibits a very pronounced recovery.  
In the moderate dissipation case of parameter set (iii), the long-time value of the excited state 
population is 11
11 ( ) 0.07   is 0.073  (with  
11( ) 0.86Q  ), while in the weakly dissipative regime 
of set (iv) the RDM approaches an almost pure state with 11
11 ( ) 0.028  =  and 
11( ) 0.95Q  . With 
all parameters the population evolution is monotonic with the excited state initial condition, and 
the RDM points do not cross the line indicating the equilibrium point.  On the other hand, when 
the TLS is initially in its ground state, the excited state population rises higher than its long-time 






    
     
Figure 7.4 Population evolution and purity as a function of 11  for a TLS initially 
prepared in an eigenstate from path integral calculations. Large, solid red 
markers: 1111 . Small, solid blue markers: 
00
11 . The dashed line indicates the 
equilibrium population value. The red and blue arrows show the direction of 
11  flow for each initial condition. Top left: c0.3, 5 , 0.1  = =   = . Top 
right:  c0.3, 5 , 1  = =   = . Bottom left c0.3, 5 , 10  = =   = .  Bottom 
right: c0.1, 5 , 10  = =   = .  
 
 To further understand the nature of the decoherence processes that contribute to the 
observed revival of purity, we also show in Fig. 7.1 results obtained by including only the classical 
decoherence component,11 which corresponds to the real part in the exponent of the influence 
functional.  As expected, the omission of quantum memory is barely noticeable in the high-
temperature regime.  However, Fig. 7.1 shows that quantum memory leads to qualitative changes 
in the evolution of purity at intermediate and low temperatures, as its omission causes a monotonic 
decay of purity.  In common TLS relaxation language, the classical component of decoherence 
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corresponds to equal “up” and “down” rates, i.e. to an infinite temperature limit. Thus the effect 
of this mechanism is to produce equal TLS eigenstate populations and not allow further cooling. 
The physical origin of this process is the fluctuation of left/right levels in the site representation.  
On the other hand, quantum decoherence processes associated with the imaginary part in the 
exponent of the influence functional, which are associated with spontaneous phonon emission, 
allow the “up” and “down” rates to attain their correct values.  The resulting cooling leads to the 
rebound of purity following the formation of a maximally mixed RDM. At sufficiently low 
temperatures such quantum mechanical energy exchange events are also important during the early 
decrease of purity, accelerating the time for its decay.  
 
 
7.4  Bath-Induced Purification 
 The observed recovery of purity during TLS relaxation suggests that coupling to a bath 
purifies the fully mixed RDM that has been produced temporarily through the system-bath 
dynamics from the chosen initial condition.  In the full density matrix that has been generated 
when 1
min 2
Q = , the system is fully entangled with the bath.  An natural question is whether a bath 
can purify a mixed RDM constructed at 0t =  with a simpler initial condition, e.g. a product RDM 
of the type given in Eq. (2.5).   
 
 To explore this possibility, we show in Figure 7.5 the RDM dynamics in the low-
temperature, weakly dissipative conditions of purity for parameter set (iv) with an initial condition 
that corresponds to a maximally mixed state, 
 
1 1 1 1 1
2 2 2 2 2
ˆ ˆ(0) R R L L 1 1 0 0 I = + = + =                                         (2.18) 
 
where Î  is the identity operator. The ground and excited state eigenstate populations grow and 
decrease, respectively, toward their equilibrium values.  As a result, the purity increases 
monotonically, and does not exhibit an initial decrease.  Thus, coupling to a low-temperature heat 
bath purifies the system, decreasing its entropy.  While this outcome is hardly surprising, it shows 





Figure 7.5 Populations and purity as a function of time for a TLS initially 
prepared in the maximally mixed state, with c0.1, 5 , 10  = =   =




The RDM given in Eq. (2.18) lies at the center of the purity color maps shown in Fig. 7.3. Since 
at any finite temperature the equilibrium RDM lies on the central line and higher up, it is clear that 
evolution will eventually increase the value of purity. The same conclusion can be drawn for an 
initial condition that corresponds to an RDM located inside the circle that passes through the RDM 
equilibrium value (see the bottom left panel of Fig. 7.3). Thus, if the initial RDM satisfies the 
condition  
 
( ) ( ) ( )
22 2 eq1
RR RL RL2













7.5  Concluding Remarks 
 In this paper we have investigated the time evolution of populations and purity in a 
dissipative TLS initially prepared in one of its eigenstates.  Using simple arguments, we showed 
that the symmetry of the initial condition implies that the two RDM elements evolve on a one-
dimensional subspace of the full two-dimensional region that can be visited by other initial 
conditions, and that the purity is a function of a single RDM element, which may be chosen as one 
of the eigenstate populations.  These facts are in line with the known decoupling of the RDM 
equations in the eigenstate basis subject to eigenstate initial conditions.  When the TLS is initially 
in its excited state, the eigenstate population difference changes sign on the way to equilibrium at 
a finite temperature, thus there is always a time at which the ground and excited states have equal 
populations, i.e. the RDM is maximally mixed. As the system evolves past that point toward 
equilibrium, the ground state population grows relative to that of the excited state and purity rises. 
This simple analysis was quantified by accurate numerical results based on real-time path integral 
calculations.  These results showed clearly the drop of purity at some time to its minimum value 
1
min 2
Q =  and its subsequent recovery, which can be substantial and in some cases dramatic, with 
purity approaching unity in the low-temperature, weak dissipation regime.   
 The rebound of purity, which is associated with unequal eigenstate populations owing to 
cooling, is a consequence of quantum mechanical interactions with the bath that are captured in 
the imaginary part terms in the exponent of the influence functional. These terms are associated 
with spontaneous phonon emission and are responsible for the correct relation between the “up” 
and “down” rates, which allows the TLS populations to evolve to their proper thermodynamic 
values.  
 If the TLS is placed in its ground eigenstate, the purity decreases without falling to 1
min 2
Q =  
(except at infinite temperature), rising again at sufficiently low temperature and weak system-bath 
coupling. In that case the excited state population rises, even at zero temperature, because the TLS 
excited state has a nonzero component in the ground eigenstate of the full system-bath 
Hamiltonian. Interestingly, we find that the eigenstate populations exhibit nonmonotonic dynamics 
in the low-temperature regime, which lead to a nonmonotonic behavior of purity. Since population 




 Last, we investigated the dynamics resulting from a TLS initially described by a maximally 
mixed RDM. We found that coupling to a low-temperature can purify the system, increasing its 
purity to the thermodynamic value corresponding to the particular parameters. This situation 
represents an example of upward purity behavior at all times. It is clear that the evolution of purity 
is not necessarily Gaussian, or even decreasing, even at very short times.  In fact, it is clear that 
any initial RDM that corresponds to a point inside the circle 
2 2 eq 21
RR RL RL2
( ) ( )  − +   will have 
its purity increased through contact with the bath.  The only reason for typically observing a 
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Quantum dynamics is a rich and exciting field. The primary challenge of exponential scaling has, 
over the years, led to myriads of innovative techniques and deep physically motivated 
approximate methods. In terms of computational and technological resources, we are nowhere 
near where we were half a century ago. However, as we are often reminded, physical insights 
once developed still have immense value and serves as a beacon. 
 
The QCPI method developed in our group started from such insights, and has proved to be an 
invaluable tool for rigorously studying quantum dynamics in arbitrary real-world atomistic 
systems. Further developments to the algorithm led to significant improvements in terms of 
computational expense and has been rewarded by accurate results in ultrafast reactions in 
atomistic systems. A starting point of our work was along the same line of innovative 
developments to the method. The methods discussed in chapters 2 and 3 offer approaches to 
circumvent the classical trajectory proliferation in case of largely harmonic environments, and 
incorporation of a driving field to study light-matter interactions, respectively. It will be valuable 
to form a rigorous bottom-up approach to generate the Langevin kernels by employing 
phenomenologically damped trajectories, and this is being pursued currently. 
 
Owing to the formal simplicity of the framework, generalized quantum master equations 
(GQME) have become a massively used tool to investigate dynamics in the condensed phase. 
They are used in conjunction with several approximate methods, and are often shown to improve 
the accuracy of such methods. We were curious to explore this in relation to real-time path 
integral methods. GQME, when used with accurate QuAPI kernels, showed an almost identical 
memory associated with the two methods. However, QCPI requires a much shorter ‘quantum 
memory’, owing to the solvent-driven reference trajectories. This is only possible in trajectory-
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based methods where a significant part of the phase space has been explored, and these benefits 
were shown to be non-transferable to short-time kernel-based approaches like the GQME.  
 
Finally, we took a detour from chapter 5 onwards, from incremental method development to the 
frequently debated topic of quantum coherence. Broadly speaking, the idea of coherence is 
associated with oscillatory dynamics and the off-diagonals of the reduced density matrix (RDM). 
Preservation of coherences have important ramifications in quantum computing technology, and 
is a matter of immense current and future importance. However, we were curious about the 
commonly understood association of coherence and purity of the RDM, which is based on short-
time perturbative treatments. On investigation, our calculations suggested a significant long-time 
recovery of purity in certain situations, even when the coherences had decayed. A simple 
analysis was presented, which shed light on three physically meaningful contributions to purity, 
each of which dominated in various situations. We realized that one of the contributions 
depended on the eigenstate population difference, a quantity that dominated the long time 
behavior of purity. In fact, this term is associated with the spontaneous emission of phonons, and 
cannot be recovered by Gaussian decoherence theories based on perturbative approaches. We 
applied our understanding to the exciton-vibration dynamics of the bacteriochlorophyll dimer at 
room temperatures, and found that purity indeed is significantly recovered at long times in real 
systems. Furthermore, we explored relaxation dynamics and found similar trends, and even 
simpler ones owing to symmetry considerations. We identified fundamentally different behavior 
for the initial preparation of the system in the ground or excited state, and showed that the bath 
can actually purify an initially mixed system. A rigorous understanding of relaxation dynamics is 
especially valuable due to its relation to the rich subject of Bloch-Redfield theory and its family 
of approximations, and this is currently under way. 
 
 
 
 
