Abstract. A semilinear elliptic equation on a bounded domain in R 2 with large exponent in the nonlinear term is studied in this paper. We investigate positive solutions obtained by the variational method. It turns out that the constrained minimizing problem possesses nice asymptotic behavior as the nonlinear exponent, serving as a parameter, gets large. We shall prove that cp, the minimum of energy functional with the nonlinear exponent equal to p, is like (8 e) 1=2 p ?1=2 as p tends to in nity.
Introduction
Studies concerning asymptotic behavior of elliptic nonlinear partial di erential equations have grown rapidly in recent years. Among many delicate results, we would like to mention one obtained independently by Z. Han 7] and O. Rey 12] through di erent approaches. They considered the following semilinear elliptic problem on a smooth bounded domain in R n with n 3 ( u + u p = 0 in R n ; n 3 uj @ = 0: (1) They showed that when p approaches n+2 n?2 , the well known critical exponent, the positive solutions obtained by the variational method will blow up at some point x 0 which is a critical point of function R where R(x) = g(x; x), and g(x; y) is the regular part of the Green's function of ? . In this paper we consider the same equation on a smooth bounded domain in R 2 ( u + u p = 0 in R 2 uj @ = 0: (2) This time because the exponent can be arbitrarily large for (1.2) to have a positive variational solution, we impose the following questions.
Question 1: If we take p to be a parameter, do solutions obtained by variational method, speci ed later, blow up when p approaches in nity?
Question 2: What do the normalized solutions, speci ed later, look like when p approaches in nity?
It turns out that the answer to the rst question surprisingly di ers from the one in higher dimensional case while the answer to the second question remains similar to the one in higher dimensional case for some domains. To state our results precisely we need a few words on the solutions to (1.2). Since a complete classi cation of the solutions to (1.2) is still open, we shall focus on the solutions to (1.2) obtained by the following variational method. These solutions exist for any p provided is bounded and smooth enough.
Consider the constrained minimizing problem inff Z jruj 2 : u 2 W 1;2 0 ( ); kuk p+1 = 1g := c 2 p :
A standard variational argument shows that c 2 p can be achieved by a positive function, say u 0 p , in the desired class. Then a positive scalar multiple of u 0 p , say u p , solves (1.2) and
From now on throughout the rest of this article we denote solutions obtained in this way by u p . Our rst result is Theorem 1.1. There exist C 1 , C 2 , independent of p, such that 0 < C 1 < ku p k L 1 < C 2 < 1 for p large enough. Theorem 1.1 shows a substantial di erence between (1.1) and (1.2). It also shows that the peak set of u p is nonempty. By a point P being in the peak set of u p , we mean that u p doesn't vanish in L 1 norm in any small neighborhood of P as p ! 1. To state further results, we need some de nitions.
For a sequence v pn of v p we de ne the blow-up set S of v pn to be the subset of such that x 2 S if there exist a subsequence, still denoted by v pn , and a sequence x n in with v pn (x n ) ! 1 and x n ! x: (5) We shall use #S to denote the cardinality of S. It will be shown later that the blow-up set S of v pn contains the peak set of u pn .
We say that a smooth bounded domain has condition (T) if there exists a point y in such that in other words the subsequence must blow up and it blows up at most at two points in .
(2) If meets condition (T), then the above subsequence must blow up at one point in .
In the second case of the above theorem, we have a more delicate description; especially we can locate the blow-up point, i.e. peak point. 
Choosing l = Le ?(p+1)=4 , we have 
Apply it to u + u p = 0 in uj @ = 0: Therefore assuming that y is the point in the de nition of condition (T) (without the loss of generality we take y to be 0 in R 2 ), 2 p + 1 Applying this lemma to v p = u p R u p p we have the following uniform boundary estimate. In particular, it implies that fv p g doesn't blow up on the boundary of ; hence fu p g has no peak on the boundary for any peak point of fu p g must be a blow-up point of fv p g, see Remark 4.7. Lemma 4.2. There exist a constant C and a neighborhood ! of @ both depending on the geometry of only such that v p C in !.
Proof. Because k v p k L 1 = 1, combining the elliptic L p estimate with the duality argument (see 2] for details), we have that v p is bounded uniformly in W 1;q ( ) for 1 q < 2; hence v p is uniformly bounded in L 1 . Then using Lemma 4.1, we obtain the desired result.
We quote some interesting results from 1]. The rst one is their Theorem 1, while the second one is a combination of their corollary 3 and corollary 4. We de ne ( ) = fx 0 2 : x 0 is not a -regular pointg:
We shall frequently say`regular',`irregular' and` ' not mentioning if no confusion exists.
Lemma 4.5. Let S be the blow-up set de ned in (1.5) of the subsequence v n . Then S is nonempty and there is a small neighborhood ! of @ which depends on the geometry of only such that S doesn't contain any point in !. (7) on B R1=2 (x 0 ). Combining (4.6) and (4.7), we get that f n e ?v1n is bounded in L t (B R 1=2 (x0) ). Therefore applying Lemma 4.4 part 2 to v 1n on B R1=2 (x 0 ), we get uniform L 1 bound for fv 1n g; hence uniform L 1 bound for fv n g on B R1=4 (x 0 ).
We nally get down to the goal of this section.
Proof of Theorem 1.2 We rst claim S = ( ) for any > 0.
Clearly S . In fact, let x 0 6 2 ; then x 0 is a regular point. Hence by Lemma 4.6 fv n g is bounded in L 1 (B R (x 0 )) for some R, i.e. x 0 6 2 S Conversely suppose x 0 2 . Then we have for every R > 0, passing to a subsequence of fv n g if necessary, Remark 4.7. The fact that the peak set of fu n g is included in the blow-up set S of fv n g follows easily from the fact that n ! 0 as n ! 1 by Corollary 3.1. To prove part 3 we assume, without losing generality, x 0 = 0. We need only to prove that 0 is a critical point of function R de ned in theorem 1.3.
By the Pohozaev's Identity (2. 
