Abstract. The class of normal spaces that have normal product with every countable space is considered. A countably compact normal space X and a countable Y such that X ×Y is not normal is constructed assuming CH. Also, ♦ is used to construct a perfectly normal countably compact X and a countable Y such that X × Y is not normal. The question whether a Dowker space can have normal product with itself is considered. It is shown that if X is Dowker and contains any countable non-discrete subspace, then X 2 is not normal. It follows that a product of a Dowker space and a countable space is normal if and only if the countable space is discrete. If X is Rudin's ZFC Dowker space, then X 2 is normal. An example of a Dowker space of cardinality ℵ 2 with normal square is constructed assuming ♦ * ω2 . §0. Introduction The question that motivated this paper, is whether a Dowker space can have normal square. I.e., Question 1. If X is Dowker can X × X be normal?
§0. Introduction The question that motivated this paper, is whether a Dowker space can have normal square. I.e., Question 1. If X is Dowker can X × X be normal?
This question was recently raised by Franklin Tall and while it does not seem to have been previously considered, it is quite natural. We first consider this question, construct a (somewhat) new Dowker space and prove that most "small" Dowker spaces do not have normal square. This will naturally lead us to the topic of the title: when does a normal space have normal product with every countable space? We find a number of necessary conditions that imply a space is in the class of spaces whose product with every countable space is normal and present the construction of some counter-examples. Finally, a number of open problems will be stated.
All spaces considered are regular. All topological notions considered are standard and can be found in [4] . §1. If X is Dowker can X 2 be normal?
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A Dowker space is a normal space whose product with the closed unit interval (equivalently, any second countable compact space) is not normal. In this section we show that if a Dowker space is to have normal square, it cannot be very small. First we need a lemma: Theorem 1. If X is not countably paracompact and Y is any space with a countable non-discrete subspace, then X × Y is not normal.
Proof. A small variation on Dowker's original proof that if X is not countably paracompact, then X × [0, 1] is not normal works (see [3] ): Let A ⊆ Y be countable and let a ∈ A be not isolated. Fix a decreasing sequence {V n : n ∈ ω} of neighborhoods of a such that {V n : n ∈ ω} ∩ A = {a}. Let {D n : n ∈ ω} be the decreasing sequence of closed sets in X witnessing the failure of countable paracompactness. So, {U n : n ∈ ω} = ∅ whenever {U n : n ∈ ω} is an open expansion of {D n : n ∈ ω}. Let H = X × {a} and K = {D n × (Y \ V n ) : n < ω}.
H is clearly closed, and to see that K is closed, suppose that (x, y) ∈ K.
There is a k such that
n < k} is closed, it follows that (x, y) ∈ K. To see that H and K cannot be separated suppose that O is an open set containing K. List A \ {a} as {y n : n ∈ ω}. Wlog, by shrinking the V 's we may assume that y 0 ∈ V 0 . For each n, let U n be open in X defined as follows: for each x ∈ D n let U n (x) be an open set containing
Note that U n ⊇ D n for every n (here it is needed that y k ∈ V n for some k ≤ n, hence the requirement that y 0 ∈ V 0 ). So by our assumption, there is an z ∈ {U n : n ∈ ω}. We now claim that (z, a) ∈ O. Thus H∩O = ∅ hence H and K cannot be separated. To see this final claim, suppose that W z and V a are open neighborhoods of z and a respectively. Since a is not isolated, there is a k such that y k ∈ V a . Choose n > k large enough so that
Corollary 2. If X is Dowker, and Y is any countable non-discrete space, then X × Y is not normal.
Corollary 3. If X is Dowker and contains a countable set with a limit point, then X × X is not normal.
Hence a Dowker space that is separable or locally compact or countably tight has non-normal square. On the other hand, the square of Rudin's Dowker space [9] is normal.
Theorem 4. Let X be Rudin's ZFC Dowker space, then X × X is normal.
Proof. Recall, X is the subspace of {ω n + 1 : 1 ≤ n < ω} consisting of all s such that for some k < ω ω < cof (s(n)) ≤ ω k for all n. Then it is not hard to see that X × X is homeomorphic to the closed subspace
We now construct a relatively small Dowker space with normal square:
Theorem 5. Let S ⊆ ω 2 be the stationary set of ordinals of cofinality ω 1 . Then ♦ * S implies that there is a Dowker space of size ω 2 with normal square.
Proof. Fix a ♦ * S sequence {D α : α ∈ S}. For our purposes this means:
Partition S into a countable pairwise disjoint family of stationary sets {S n : 0 < n ∈ ω}. Let S 0 = ω 2 \ S. For each n and each α ∈ S n+1 choose s α ⊆ S n ∩ α as follows:
If S n ∩ α is bounded in α, let s α = ∅. Otherwise let B α be the set of x ∈ D α such that, (d) x ⊆ S n or ⊆ S n × S n , and (e) x is unbounded in α, in the case x ⊆ α, and (f) x \ η × η = ∅ for all η < α, in the case x ⊆ α × α. I.e., x is dominating in α × α (w.r.t. to the natural product ordering on α × α).
Enumerate B α as (x β : β < ω 1 ) so that each x is enumerated ω 1 times. Now recursively construct s α ⊆ S n ∩ α so that s α ∩ x β \ β = ∅ whenever x β ⊆ α, and (s α × s α ) ∩ x β \ β × β = ∅ whenever x β ⊆ α × α. This will guarantee that (g) x ∩ s α is unbounded in α whenever x ∈ D α is such that x ⊆ S n and x is unbounded in α, and
Now that we have chosen {s α : α ∈ S} let us define a topology on ω 2 by taking the {s α \ β : β < α} as a weak neighborhood base at α for each α. I.e., U ⊆ ω 2 is open if and only if for each n > 0 and each α ∈ U ∩ S n there is a β < α such that s α \ β ⊆ U . Let X denote the space ω 2 with this topology. In particular, we have (i) X is zero-dimensional T 2 .
(j) The points of S 0 = ω 2 \ {S n : n > 0} are isolated in X, and
(1) X is a P -space: countable intersections of open sets are open. We need to prove that X is Dowker (normal and not countably paracompact) and that X × X is normal. Toward this we first prove
Proof. Suppose that A ⊆ S n . Then the set of α such that A ∩ α is unbounded in α and such that A ∩ α ∈ D α contains a set of the form C ∩ S n where C is club. Thus C ∩ S n ⊆ A. It easily follows that
Proof. If A and B are disjoint closed sets, by the lemma, one of them is of size ≤ ℵ 1 . So wlog there is an α such that A ⊆ α + 1. α + 1 is clopen, so it suffices to separate A and B ∩ α + 1. But since X is a zero-dimensional P -space, it follows that subspaces of size ℵ 1 are normal.
Claim 8. X is not countably paracompact.
Proof. The family of open sets W n defined above in (k) form a countable open cover. So it suffices to show that {W n : n ∈ ω} does not have a closed precise refinement. Toward this suppose that {H n : n ∈ ω} is a closed cover of X such that H n ⊆ W n . There is an n such that
Proof. We will first prove by induction on α that the clopen subspace (α + 1) × ω 2 is normal. Assume that β + 1 × X is normal for all β < α. In the case that α is a successor α = β + 1, we have that
so is also normal. In the case that the cofinality of α is countable, we have that α is isolated in X so
where {β n : n ∈ ω} is an increasing sequence cofinal in α. The case where α has uncountable cofinality requires a bit more work. Enumerate as {η ξ : ξ < ω 1 } an increasing cofinal subset α. Fix A, B disjoint closed subsets of (α + 1) × ω 2 . By Lemma 6 it cannot be the case that both A∩{α}×X and B ∩{α}×X have cardinality ℵ 2 . So without loss of generality, there is a γ < ω 2 such that A ∩ {α} × X ⊆ {α} × (γ + 1). Let P = {β < α : |A ∩ {β} × X| = ℵ 2 }. Case 1: α ∈ P . In this case we may fix U a clopen neighborhood of α in X such that U ∩ P = ∅. By choosing a larger γ we may assume that γ is also an upperbound for all the sets A ∩ {β} × X for β ∈ P . Then (α + 1) × X is partitioned by the following disjoint family of clopen sets:
By the inductive hypotheses, each clopen set (η ξ , η ξ+1 ] × X is normal. Since X × X is a zero-dimensional P -space, the clopen subspace (α + 1) × (γ + 1), having cardinality ≤ ℵ 1 is also normal. Finally, the only other clopen piece, U × (X \ γ + 1) is disjoint from A. It follows that A and B can be separated. Case 2. α ∈ P . For each n let P n = P ∩ S n . So, since X is a P -space, there is an n such that α ∈ P n . There is a club C such that for each η ∈ C ∩ S n+1 we have (m) A ∩ {β} × X is cofinal in γ for all β ∈ P n . And by the assumption ♦ * S there is an η ∈ S n+1 ∩ C such that (n) for every β ∈ P n , A ∩ ({β} × X) ∩ ({β} × γ) ∈ D γ Since we can choose this η > γ, we will get a contradiction if we show that (α, η) ∈ A. To see this let U ∩ V be basic open such that (α, η) ∈ U ∩V . So U ∩P n is cofinal in α. Fix β ∈ U ∩P n . Then, by (m), (n) and our construction of s e ta, we have ({β} × s η ) ∩ A is cofinal in η. Since by definition of the topology V must contain a cofinal subset of s η , it follows that A ∩ (U × V ) = ∅. Therefore (α, η) ∈ A. §2. Normality in products with a countable factor. Corollary 2 raises a natural question:
For what spaces X is it the case that X × Y is normal for any countable space Y .
Clearly normality and, by Corollary 2, countable paracompactness are necessary conditions. Purisch and Rudin considered the question in [8] where they showed that being linearly ordered is a sufficient condition. In fact, they showed more: if X is suborderable and Y countably tight such that Y has normal product with any paracompact suborderable space, then X × Y is normal. In addition they showed that monotonically normal is not sufficient to guarantee normal product with a countable space: they constructed a monotonically normal space X and a countable regular space Y with X × Y not normal. Moreover, paracompactness is another sufficient condition. Michael showed that if X is paracompact and Y is σ-compact then X × Y is paracompact [6] .
In this section we first establish a fairly general necessary condition for a space to have normal product with every countable space with a single non-isolated point. The theorem is very much in the spirit of Dowker's characterization of normal spaces with normal product with any second countable compact space. Unfortunately, having normal product with every countable space with a single non-isolated point is not equivalent to having normal product with every countable space (see the comments after the proof of Theorem 12). First we need a definition.
Definition 10. Given a space X and a filter p on ω, we say that a point x ∈ X is a p-limit of Y n : n ∈ ω of subsets of X if
Equivalently, if for every neighborhood V of x,
Notice that if Y n = {y n }, then this notion a p-limit of the sequence of sets Y n : n ∈ ω coincides with Bernstein's notion of a p-limit of the sequence y n : n ∈ ω [1] .
The proof of the following lemma is straightforward and it will be invoked frequently in the sequel:
Lemma 11. Let X be a space. Given a free filter p, let Y denote any space of the form ω ∪ {y} where the neighborhoods of y are of the form u ∪ {y} where u ∈ p. If Z = Z n : n ∈ ω is a sequence of subsets of X, then Z has a p-limit in X if and only if {Z n × {n} : n ∈ ω} ∩ X × {p} = ∅ in X × Y .
Now we can state our theorem:
Theorem 12. Let p be a free filter on ω. Let Y p denote the space ω ∪ {p} where ω consists of isolated points and the neighborhoods of p are of the form u ∪ {p} where u ∈ p. Then X × Y p is normal if and only if X is normal and for every sequence D n : n ∈ ω of closed subsets of X with no p-limit, there is an open expansion U n ⊃ D n with no p-limit.
Proof. Suppose that X is normal, and that a free filter p is given. Suppose that there is a sequence of closed sets D n : n ∈ ω with no p-limit, but every open expansion has a p-limit. To see that X × Y p is not normal, let H = X × {p}. And let K = {D n × {n} : n ∈ ω}. H and K are disjoint by Lemma 11. To see that H and K cannot be separated fix an open set W ⊇ K. For each n, we can find an open U n such that D n × {n} ⊆ U n ⊆ W . By assumption, the sequence of open sets U n has a p-limit x. And again using Lemma 11 it follows that W ∩ H = ∅.
Conversely, suppose that for every sequence D n : n ∈ ω of closed subsets of X with no p-limit, there is an open expansion U n ⊃ D n with no p-limit. Let H and K be any disjoint closed subsets of X × Y p . Since Y p is countable, using the shoelace lemma (Lemma 1.5.15 in [4] ), it suffices to separate H and K in the case that H ⊆ X × {y 0 } for some fixed y 0 ∈ Y p . Moreover, we may assume that K ∩ X × {y 0 } = ∅, so that we might as well assume that H = X × {y 0 }. Since p is the only non-isolated point, we may assume that y 0 = p and therefore K ⊆ X × ω. For each n ∈ ω, let K n ⊆ X be the closed fiber on n, i.e., K n × {n} = K ∩ (X × {n}. And since K ∩ X × {p} = ∅ and K is closed, it follows that K n : n ∈ ω has no p-limit. So, by our assumption, we may fix an open expansion {U n : n ∈ ω} with no p-limit.
Let W = {U n × {n} : n ∈ ω}. Again by Lemma 11 we have that W ∩ H = ∅. Thus H and K can be separated, as required.
Remarks: If p is the Frechet filter, then the space Y p is a convergent sequence and the condition stated in Theorem 12 is Dowker's characterization of countable paracompactness in terms of decreasing sequences of closed sets.
Recall that Purisch and Rudin constructed (in ZFC) a monotonically normal X and a countable Y with non-normal product. Their example was of the form ω 1 ∪ I where ω 1 was given the usual order topology and I consisted of isolated points. It is not difficult to show that any such space has the property that for any free filter p, if {K n : n ∈ ω} is a sequence of sets with no p-limit then there is a u ∈ p such that K n ⊆ I for every n ∈ p. Thus, in addition to being closed, K n is open for every n ∈ u. So the sequence has a trivial open expansion with no p-limit. Nonetheless, there is a countable space Y such that X × Y is not normal. Therefore the preservation of normality with a countable factor is not equivalent to preservation of normality with a countable factor with one non-isolated point.
This leaves open the question whether there is a natural characterization or even non-trivial necessary conditions to guarantee that normality is preserved in products with a countable factor. In the remainder of this section we construct two counter-examples. A countably compact normal space assuming CH and a perfectly normal countably compact space assuming ♦.
The following is not quite a modification of Rudin-Purisch example but was certainly inspired by it.
Theorem 13. Assume CH. Then there is a countably compact normal X and a countable regular Y such that X × Y is not normal.
Proof. As a first step we need to find an Z ⊆ 2 ω 1 such that Z includes two subspaces X = {x α : α < ω 1 } and Y where (1) Z is normal and countably compact, (2) Y is countable and dense in 2
Perhaps such a space exists in ZFC but, in lieu of that, we may assume CH and let Z be Hajnal and Juhasz's countably compact HFD from [5] . Their space Z is a dense subset of 2 ω 1 , is countably compact and hereditarily normal, and includes a canonical right separated subspace X = {x α : α ∈ I} for some uncountable I ⊆ ω 1 (canonical in the sense that for each α ∈ I, x α α is identically 0). Items (1) and (2) are properties explicitly stated in [5] and (3) follows from the construction. Also, by taking an appropriate translation, we may assume that the constant 0 function 0 is not an element of Z (alternately, since Z has no convergent sequences (it is an HFD) we can delete 0 from Z and still retain countable compactness).
Now, given such a Z, and its countable dense subspace Y , adjoin 0 to Y to get Y = Y ∪ {0}. Then Z is countably compact and normal, Y is countable and we wish to show that Z × Y is not normal. We give two proofs of this fact. The first is a proof that does not apply Theorem 12 and the second uses it explicitly. PROOF #1: Let H = {(x α , 0) : α ∈ ω 1 }. And let K = {(y, y) : y ∈ Y }. Then both H and K are closed. To see that they are disjoint, suppose that (x, z) ∈ H. Then by definition of H, we have that z = 0. And since 0 ∈ X, it follows that (x, z) ∈ K.
Now to see that H and K cannot be separated, we fix an open U containing H, and we will show that U ∩ K = ∅. To this end, for
. By going to an uncountable subset A of ω 1 , we may assume that the domains of s α 's and t α 's form ∆-systems with roots s and t respectively. Since each x α α ≡ 0 we have that s α restricted to its domain below α is also 0. Thus it follows that s is identically 0. Also note that [t α ] is a neighborhood of 0 so t α is also identically 0 on its domain. Since Y is dense in 2
PROOF #2: Let p be the neighborhood filter of 0 restricted to Y . Then {{y} : y ∈ Y } has no p-limit in Z. So countable compactness is not enough to assure normal product with a countable space. It is natural to ask whether perfectly normal spaces have normal product with every countable space. It is worthwhile to point out that together with countable compactness we obtain at least a consistent positive answer. Indeed, assuming MA + ¬CH, perfectly normal countably compact spaces are compact [11] , hence a product with a countable space is σ-compact, hence normal. On the other hand, assuming ♦, there are perfectly normal countably compact not compact spaces [7] . In fact, under this assumption, Ostaszewski constructed what has now become known as an Ostaszewski space: a locally countable and locally compact, countably compact topology on ω 1 such that any closed subset is either countable or has countable complement. We construct a special Ostaszewski space with non-normal product with some countable space. Theorem 14. Assume ♦. Then there is an Ostaszewski space X and a countable regular Y such that X × Y is not normal.
Proof. The plan is to define an Ostaszewski topology on ω 1 and an ultrafilter p on ω so that (a) the sequence {ω · n : n ∈ ω} has no p-limit, but (b) for any sequence of open sets {U n : n ∈ ω} such that ω · n ∈ U n for each n, there is a sequence ξ n ∈ U n such that {ξ n : n ∈ ω} has a p-limit. Clearly, by Theorem 12, the space would then have non-normal product with Y p .
Our presentation of the construction of the topology assumes the reader is familiar with Ostaszewski's construction as presented in the literature, e.g., Ostaszewski's original construction [7] or Rudin's lecture note [10] . let L denote the set of limit ordinals in ω 1 . Let {S α : α ∈ L)} be a ♣ sequence. Let {B α : ω · ω ≤ α < ω 1 } list all countable subsets of ω 1 . The only additional ingredients that we need are (a) an enumeration {f α : α < ω 1 } of an ω 1 -scale in ω ω (so α < β implies that f α < * f β ) and (b) a P-point ultrafilter p on ω. We initiate the construction by fixing the topology on ω · ω to be the usual order topology. For α ≥ ω · ω define a topology τ α on α + 1 recursively in the usual way. Thus, for α ∈ L, one extends the topology to α + ω assuring that (c) the closure of S α includes all points α + n for n < ω, and (d) If B α is closed discrete in the topology defined up to α, then the closure of B α also includes all points α + n for n < ω. Here we modify the construction to assure that (a) and (b) also hold: if B α is closed discrete at stage α, by going to a subset we may assume that {n : ω · n ∈ B α } ∈ p. Moreover, since no γ is a p-limit of the sequence {ω · n : n ∈ ω} we may fix open sets U (γ) for γ ∈ B α such that {n : ω · n ∈ U (γ)} ∈ p. Since p is a P-point, we may fix a x ∈ p such that x ∩ {n : ω · n ∈ B α } = ∅ and x ∩ {n : ω · n ∈ U (γ)} is finite for each γ ∈ B α . By shrinking each U (γ) we can actually get that x ∩ {n : ω · n ∈ U (γ)} = ∅ for each γ ∈ B α . This guarantees that when we define the topology at the points α + n for each n ∈ ω in the standard Ostaszewski construction, we preserve (a), i.e., none of the α + n will be p-limits of the sequence {ω · n : n ∈ ω}. To assure that (b) holds, we need to also choose ξ n such that ω ·n+f α (n) < ξ n < ω ·(n+1) so that {ξ n : n ∈ ω} is closed discrete in the topology at stage α. That this can be done follows from the fact that the topology at stage α is countable and the sets (ω · n, ω · (n + 1)] are clopen subsets. Then in the extension of the topology to α + ω we can make sure that {ξ n : n ∈ ω} converges to some point in (α, α + ω).
Since the f α 's form a dominating family in ω ω (b) will follow. Thus completing the proof. §3. Problems. Note that Questions 5 and 6 have positive answers if we add countable compactness to hypotheses: By Weiss's theorem [11] perfectly normal countable compact spaces are compact assuming M A + ¬CH; countably compact normal Moore spaces a are metrizable and by a theorem of Michael [6] a metrizable space has paracompact product with any countable space.
One cannot consider the question whether a Dowker space has normal square without recalling Dowker products: spaces X such that X is normal and countably paracompact with the property that some power X n is Dowker. Bešlagić constructed many consistent examples of such spaces, e.g., even perfectly normal X's with X × X Dowker [2] . It is open whether there can be a ZFC example of such a space. Perhaps Balogh's technique for constructing Q-set spaces and Dowker spaces in ZFC would be a natural technique to consider: Question 7. Is there a ZFC example of a perfectly normal X such that X × X is normal and not countably paracompact?
More generally, one can ask for sufficient conditions on X to assure that normality and countable paracompactness are equivalent properties in X × X. By Bešlagić's construction normality does not imply countable paracompactness in X × X for X perfectly normal (at least consistently). There should be consistent examples of "anti-Dowker products" that are at least as nice as known Dowker products: Question 8. Can there be examples of perfectly normal X such that X × X is countably paracompact but not normal?
Barring any ZFC examples, we would ask then for a consistent result showing that normality and countable paracompactness coincide in products of perfectly normal spaces.
Question 9. Is it consistent that for every perfectly normal X we have that X × X is normal if and only if it is countably paracompact?
