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Abstract
Bayesian simultaneous estimation of nonparametric quantile curves is a challeng-
ing problem, requiring a flexible and robust data model whilst satisfying the mono-
tonicity or noncrossing constraints on the quantiles. This paper presents the use of the
pyramid quantile regression method in the spline regression setting. In high dimen-
sional problems, the choice of the pyramid locations becomes crucial for a robust pa-
rameter estimation. In this work we derive the optimal pyramid locations which then
allows us to propose an efficient adaptive block-update MCMC scheme for posterior
computation. Simulation studies show the proposed method provides estimates with
significantly smaller errors and better empirical coverage probability when compared
to existing alternative approaches. We illustrate the method with three real applica-
tions.
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1 Introduction
Quantile regression models (QR; Koenker and Bassett 1978) provide a comprehensive
description of the conditional distribution of the response variable by capturing the ef-
fect of covariates at different quantile levels. It is a robust alternative to ordinary mean
regression and has been embraced by a variety of fields, including biology, economics,
environmental sciences, medicine and ecology (Fitzenberger et al. 2002, Reich et al. 2011,
Portnoy 2003, Cade et al. 1999). For modelling the τ -th conditional quantile curve of
a response variable Y given the value X = x of some covariate X as Qτ (Y |x) = fτ (x),
τ ∈ (0, 1), consider
Y |X = x ∼ fτ (x) + ,
where the error variable  satisfies Qτ (|x) ≡ inf{a : P ( ≤ a|X = x) ≥ τ} = 0, and the
function fτ (x) changes with τ and describes the relationship between X and Y . In this
article, we are interested in the case where the curve fτ is modeled with spline functions
of a given degree, P ≥ 1, so that,
fτ (x) = α0 +
P∑
j=1
αjx
j +
K∑
k=1
ηk(x− γk)P+ (1)
where z+ = max(0, z) and where γk, k = 1, . . . , K, represent the locations of K knot points
(see Hastie and Tibshirani 1990). Typically, the degree P is set to 3, since cubic splines are
known to approximate locally smooth functions sufficiently well.
Frequentist literature on quantile regression is largely based on the seminal work by
Koenker and Bassett (1978), in which the noise distribution is left unspecified and quan-
tiles are estimated by solving the linear optimisation problem
Q̂τ (Y |x) = arg min
fτ (x)
n∑
i=1
ρτ (yi − fτ (xi)) , (2)
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where ρτ (·) is an asymmetric loss function given by ρτ () = τ if  ≥ 0, and ρτ () = (τ−1)
otherwise. In the spline fitting context, a penalty term is added to (2) in order to restrict
the class of functions fτ (x) to be sufficiently smooth. However, the simplicity of linear
programming is jeopardised when the classical quadratic penalty, L2 =
∫
(f ′′(x))2dx, is
added to this objective function (Bosch et al. 1995). Koenker et al. (1994) advocate the use
of a linear norm under the total variation roughness penalty, L1 =
∫ |(f ′′(x))|dx, never-
theless one becomes harshly delimited by the space of piecewise linear fits. On the other
hand, under the scope of linear programming, extension to quadratic splines is still pos-
sible when using the L∞-norm, L∞ = sup|f ′′(x)|, see e.g. Koenker et al. (1994) or He
and Ng (1999). In the Bayesian framework, the need for a likelihood specification was
initially accommodated by the asymmetric Laplace error model introduced by Yu and
Moyeed (2001a), based on its analogy to the minimisation problem (2). Smoothing cubic
splines can be easily incorporated considering a prior density for fτ (x) proportional to
exp{−1
2
λ
∫
f ′′(x)2dx} (see Thompson et al. 2010).
However, one common issue facing these approaches is that quantiles at different lev-
els have to be fitted singly for each τ and final estimates may cross, ie. estimates may
not respect the monotonicity of the quantile function. In the context of nonparametric re-
gression, the flexibility granted to the quantile curves makes crossing more severe. Post-
processing procedures (e.g. Dette and Volgushev 2008, Chernozhukov et al. 2009) which
correct for crossing still suffer from a poor borrowing of information, and can still lead
to wildly variable curves across quantile levels τ . Rodrigues and Fan (2017) proposed a
procedure to postprocess crossing quantiles in a Bayesian framework, however its per-
formance is still influenced by the initial estimates. Recently, several authors have argued
that simultaneous estimation offers better estimates, better global efficiency for the esti-
mators have been observed empirically in several studies (Reich and Smith 2013, Yang
and Tokdar 2017, Fang et al. 2015, Rodrigues et al. 2016). Indeed simultaneous quantile
fitting is a challenging problem that has gained a lot of attention in recent times. A so-
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lution to the constrained minimisation problem was proposed by Bondell et al. (2010),
however estimation is again limited to piecewise linear fits. One can also achieve non-
crossing by restricting the class of models to the location-scale family (He 1997), or by
minimising the objective function sequentially while imposing ordering through the pa-
rameters (Muggeo et al. 2013), but there are naturally limitations when rigid assumptions
are imposed. More recently, Yang and Tokdar (2017) proposed a Bayesian model for joint
estimation of quantile planes using a convenient parameterisation to facilitate the incor-
poration of monotonicity constraints. Although its focus is linear regression, shrinkage
priors for variable selection could potentially be used for fitting splines.
Pyramid quantile regression was first presented in Rodrigues et al. (2016) as an al-
ternative Bayesian procedure for simultaneous quantile fitting. This approach compared
favourably with competing methods in empirical studies. It relies on the use of several
so-called quantile pyramid priors introduced by Hjort and Walker (2009) placed at some
chosen locations in the covariate space. By construction this method ensures non-crossing
of the different quantile planes within the convex hull of the pyramid locations. Although
the spline regression model (1) can be estimated under the linear regression umbrella, the
pyramid quantile regression when a large number of basis functions are used can be prob-
lematic. As a matter of fact, the choice of pyramid locations is intricate in this situation
since standard convex hull algorithms either cannot cope with high-dimensional spaces
or return too many vertices. This complicates estimation, as crossing of quantile curves
will need to be checked at many locations for each parameter update of an MCMC sam-
pling algorithm.
In this paper, we propose a method based on the pyramid quantile regression for si-
multaneously fitting several penalised spline quantile curves which automatically satisfy
the non-crossing constraints. In order to achieve that, we propose to enclose the data
cloud with a polytope whose number of vertices equals the number of parameters in the
regression spline model, and we derive a general algorithm to find the optimal vertex
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locations of this convex set, efficiently eliminating all monotonicity constraints. As far
as we are aware, there are no existing algorithms in the convex optimisation literature
which can compute such vertices. Our approach here is also scalable to high dimensions.
Next, we develop penalty criterions for estimating flexible quantile curves, and propose
an efficient adaptive block-update strategy for MCMC sampling, taking advantage of the
proposed convex polytope approach.
The rest of the article is organised as follows. Section 2 presents the optimal convex set
enclosing the data cloud with the given number of vertices. Section 3 recalls some basics
on quantile pyramids introduced by Hjort and Walker (2009) and briefly describe their use
in Rodrigues et al. (2016) in a regression set-up. In Section 4 we introduce the penalised
quantile splines model and describe the modelling set up. Section 5 presents simulation
studies and comparisons with the best alternative approaches. Several real datasets are
analysed in section 6, and concluding remarks are discussed in the final section.
2 Convex set vertices
The convex hull of the predictor cloud has a special role in simultaneous linear quantile
regression. It is well known that if the conditional quantiles do not cross at the vertices of
a convex set, they do not cross anywhere inside the convex set, see for example Bondell
et al. (2010). This fact reduces the problem of infinite quantile monotonicity constraints
to ensuring monotonicity only at the vertices of the convex set. Rodrigues et al. (2016)
used quantile pyramids at selected vertices of the convex hull of the predictor cloud,
non-crossing conditions being checked at the remaining vertices. However, in practice,
convex hulls of datapoints in dimensions higher than 9 or 10 can be difficult to obtain, and
when an algorithm is successful at doing so it may return a large number of vertices. In
these cases, it may be better to work with a larger convex set which gives fewer vertices
and, consequently, reduced constraints. Nevertheless, some caution needs to be taken
when imposing noncrossing constraints on a too large simplex , as it can result in parallel
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quantile planes (see Yang and Tokdar 2017). This point is particularly relevant when
covariates are correlated.
The spline regression model (1), viewed as a multiple linear regression model, is
an example of such a difficult situation. Here the predictor data cloud lies on a one-
dimensional curve, say X , in the high dimensional space RK+P+1 and the number of ver-
tices of the convex hull of this predictor data cloud is the entire data set. To avoid all
the abovementioned problems the following proposition gives, for the cubic case P = 3,
the optimal convex set with K + 4 vertices that contains the curve X (see Appendix for a
proof).
Proposition 1. Without loss of generality, suppose the covariate x lies in (0, 1). Consider a cubic
polynomial splines basis with K internal knots denoted by 0 < γ1 < γ2 < ... < γK < 1. The
minimum volumn convex set with K + 4 vertices that encompasses the curve X is a polytope in
RK+3 with the following vertices:
x1 = (0, 0, 0, 0, 0, ..., 0)
x2 = (1
2
, 0, 0, 0, 0, ..., 0)
x3 = (2
3
, 1
3
, 0, 0, 0, ..., 0)
x4 = (2+γ1
3
, 1+2γ1
3
, γ1, 0, 0, ..., 0)
x5 = (2+γ2
3
, 1+2γ2
3
, γ2, (γ2 − γ1)(1− γ1)2, 0, ..., 0)
x6 = (2+γ3
3
, 1+2γ3
3
, γ3, (γ3 − γ1)(1− γ1)2, (γ3 − γ2)(1− γ2)2, 0, ..., 0)
x7 = (2+γ4
3
, 1+2γ4
3
, γ4, (γ4 − γ1)(1− γ1)2, (γ4 − γ2)(1− γ2)2, (γ4 − γ3)(1− γ3)2, 0, ..., 0)
...
xK+3 = (2+γK
3
, 1+2γK
3
, γK , (γK − γ1)(1− γ1)2, (γK − γ2)(1− γ2)2, ..., (γK − γK−1)(1− γK−1)2, 0)
xK+4 = (1, 1, 1, (1− γ1)3, (1− γ2)3, ..., (1− γK)3)
Figure 6 in the Appendix illustrates the choice of the vertex locations for the first ele-
ments of the cubic polynomial spline basis, {1, x, x2} and {1, x, x2, x3}. The correspond-
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ing convex hull are the shaded regions enclosing, as narrowly as possible, the curves
{(x, x2), x ∈ (0, 1)} and {(x, x2, x3), x ∈ (0, 1)}. The choice of fixed K + 4 vertices is related
to our modelling framework (detailed in the next sections) and reflects the spline curve
degree of freedom. Proposition 1 can of course also be used with other modelling setups
to ensure non-crossing.
Proposition 1 provides the vertices with respect to the cubic polynomial spline basis.
For B-splines basis functions, a transformation of basis can be applied to the aforemen-
tioned vertices to find the corresponding ones in the new coordinate system (see Ruppert
et al. (2003) and Spiriti et al. (2013)). Although the same fit is obtained with both basis,
in many applications, the B-spline basis are preferred for computational reasons and will
be used in this paper. More specifically, we replace Equation (1) with cubic B-splines to
nonparametrically model the quantile curve,
fτ (x) =
K+4∑
j=1
θjτBj(x) , (3)
where Bj(x), j = 1, ..., K + 4, are the B-splines basis functions with K internal knots, and
θjτ denotes the corresponding jth coefficient for the τ th quantile curve. The corresponding
vertex locations under the B-splines basis are easily obtained by a simple linear mapping
corresponding to the change of basis, see Ruppert et al. (2003). In the next sections,
we will describe our modelling approach for the simultaneous penalised quantile spline
curves.
3 Quantile pyramids
Here we provide some background on quantile pyramids, which was introduced by Hjort
and Walker (2009). Quantile pyramid is a method for constructing a random probability
measure via the quantile function. We will use hereafter these priors for simultaneous
inference on quantile spline curves, in the spirit of the linear quantile regression model
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recently proposed in Rodrigues et al. (2016).
Quantile pyramid is a tree generation process with M levels where, at each level m,
quantiles for fixed probabilities τmj , j = 1, 2, ..., 2m−1, are randomly generated. Consider
first that the process starts with Q0 = 0 and Q1 = 1, so that the quantile pyramid defines a
random distribution on [0, 1]. Then, the sampling order of the set of given quantile levels
τ1 < τ2 < ... < τT is defined as follows. At m = 1, we draw a single quantile Qτ11 , whose
level τ11 is halfway into this set of given levels. Now let τLmj and τRmj be the closest left and
right ancestors of the next quantile level to be drawn τmj (ie. antecessors whose quantile
levels are adjacent to τmj). So for the subsequent levels (m > 2), we draw quantiles Qτmj ,
where τmj is chosen as the middle level between τLmj and τRmj . If there is an even number
of quantile levels to split, for identification purposes, we take the middle value to be the
smallest level. The process stops at a finite level M , when all quantile levels of interest
have been sampled, and the random quantile function is obtained by linear interpolation
on the set of quantiles Qτt , t = 1, ..., T .
Regarding the random generation process of quantile Qτmj , this is dictated by
Qτmj = QτLmj(1− Vmj) +QτRmjVmj , (4)
where Vmj is a random variable on (0, 1) that defines the weights of the averaging process
at level m. Following Hjort and Walker (2009) and Rodrigues et al. (2016), we assume
that Vmj ∼ Beta(amj, bmj), with amj = 2m and expected value given by
E(Vmj) =
τmj − τLmj
τRmj − τLmj
. (5)
This describes a quantile process centred on a standard Uniform distribution, denoted
thereafter as Qunifτ , where the variance of the variables Vmj decreases with m.
Furthermore, one can centre the quantile process in any distribution with cdf F by
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applying the following transformation
Qτ = F
−1(Qunifτ ) . (6)
Therefore, prior knowledge about the distributional form of the data can be incorporated
into the model via F . Here we will consider data arising from the reals and use as default
centring choice the Gaussian distribution.
The simultaneous prior density for the quantiles can be expressed as
pi (Qτ1 , ..., QτT ) =
M∏
m=1
2m−1∏
j=1
pimj
(
Q (τmj) | Q
(
τLmj
)
, Q
(
τLmj
))
, (7)
where the conditional densities pimj are derived from the transformation of variables
given in Equations (4) and (6), and considering Vmj ∼ Beta(amj, bmj). Samples from this
quantile process are then piecewise Normal quantile functions. For further details, we
refer to Hjort and Walker (2009). In particular they give conditions for the Bayesian con-
sistency of the procedure when one uses as prior on the distribution of the data a quantile
pyramid with infinite level M = +∞.
The pyramid quantile regression model described in Rodrigues et al. (2016) uses these
pyramid quantile priors in a regression setting. In short, independent pyramid quantile
placed at different locations of the predictor space define the quantile planes. This offers a
method for simultaneous inference on the quantile planes, that are by nature non crossing
on the convex hull of the pyramid locations. We refer also to this article for a discussion
on the posterior consistency of the procedure.
4 Quantile Pyramids for Penalised Splines
The proposed model for simultaneously fitting penalised splines using quantile pyramids
is discussed in this section. We consider jointly modelling quantile curves, for a number
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T of finite quantile levels τ = τ1 < τ2 < ... < τT , as a function of a covariate x ∈ R.
4.1 Model formulation
For given quantile levels τ , we consider the use of cubic splines to the model quantile
curves. Denote the K internal knots as γ1 = γ2 = γ3 = γ4 < γ5 < ... < γK+4 < γK+5 =
γK+6 = γK+7 = γK+8, so that Qτ (Y |x) =
∑K+4
j=1 θ
j
τBj(x), where B1, ..., BK+4 are the B-
splines basis functions defined by these knots. For each τ , such linear combinations can
be seen as a hyperplane in RK+4, and represented as an affine combination ofK+4 points
Qτ (y|xp), or in short Qpτ , located at distinct locations xp ∈ RK+4, p = 1, ..., K + 4, that is,
Qτ (Y |x) =
K+4∑
p=1
QpτMp(x) = Q
p
τ M , (8)
where the design matrix M can be obtained from M = (Qpτ )−1 Qτ (Y |x), for arbitrary
points Qpτ and the corresponding quantiles Qτ (Y |xi), i = 1, ..., n.
Since model (8) is parameterised in terms of the quantiles Qpτ , we consider using K+4
separate quantile pyramids to represent the prior quantile processes at each xp location.
We use as the pyramid locations the vertices of the convex hull given in Proposition 1.
This ensures that the hyperplanes that passes through these points at varying quantile
levels τ will not cross inside the convex hull, thereby producing non-crossing regression
splines without any additional need to check for non-crossing during computation.
Assuming pyramid priors centred on the Normal distribution, the corresponding like-
lihood is formulated as a piecewise Normal density
f(y|x) =
T∑
t=1
(τt − τt−1) φ(y;µx, σ
2
x)
Φ
(
Qτt (Y |x)−µx
σx
)
− Φ
(
Qτt−1 (Y |x)−µx
σx
)I(Qτt (Y |x),Qτt−1 (Y |x)](y), (9)
where I(q1,q2](y) is 1 if y ∈ (q1, q2] and zero otherwise, and φ(·;µx, σ2x) denotes the den-
sity function of the centring Normal distribution N (µx, σ2x) , where the centring mean µx
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and the centring standard deviation σx can vary with x. We describe how to specify the
centring parameters and penalisation in the next sections.
4.2 Penalised centring mean
For nonlinear curve fitting, we consider allowing the centring mean µx to also vary flexi-
bly and smoothly with x. To achieve this, we assume that the mean curve of the centring
distribution is a cubic B-spline with the same set of knots γ, ie. µx =
∑K+4
j=1 ηjBj(x) = ηB,
as for the quantiles. It is well known that the number and location of knots in spline
based regression models play an important role in obtaining a good fit. Here we use a
large number of knots K, and penalise the centring mean curve to obtain smoothness.
Note that by constraining the mean and variance parameters of the centring distribution
to vary smoothly across x, we obtain smoothness for the entire centring distributions (ie.
all centring quantiles).
In order to avoid rank deficient covariance matrix and facilitate the incorporation of
more complex models, we use the O’Sullivan penalised splines. See Wand and Ormerod
(2008) for a discussion on the differences between P-splines and smoothing splines. Their
mixed model formulation is considered here,
µx = Xβ + Zu , (10a)
u ∼ N (0, σ2uI) , (10b)
with design matrices X(N×2) = [1, xi]1≤i≤n and Z(N×(K+2)) = BUZdiag(d
−1/2
Z ), for the fixed
and random effects, respectively. In order to obtain UZ and dZ , consider the (K + 4) ×
(K+4) penalty matrix Ω, whose entries are Ωkk′ =
∫ b
a
B′′k(x)B
′′
k′(x)dx, and take its spectral
decomposition Ω = U diag(d) UT . Here UTU = I, and dZ is the (K + 2) sub-vector of
d containing its positive entries, whereas UZ is the (K + 4) × (K + 2) sub-matrix of U
with columns corresponding to the positive entries of d. For further details, including
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codes, see Wand and Ormerod (2008). Following their suggestions, we adopt throughout
the paper standard non-informative priors for the additional parameters β and σ2u, β0 ∼
N (0, 108), β1 ∼ N (0, 108) and σ2u ∼ IG(0.01, 0.01), but results are not sensitive to these
choices.
4.3 Centring standard deviation
A simpler cubic B-splines is considered for modelling the standard deviation of the cen-
tring distribution, as generally the variability function has less fluctuation and complex-
ity. Therefore, we consider σx =
∑R+4
j=1 νjBj(x), where R is a reduced number of interior
knots. Using the hyperplane parameterisation we have
σx =
R+4∑
p=1
σpNp(x) = σ
pN , (11)
where N is the corresponding design matrix and σp is a vector containing the standard
deviations at (R + 4) pyramids. Independent uniform priors were adopted for the stan-
dard deviations, σp ∼ U(0.01, 106), and R = 3 internal knots were used for all simulations
and applications, providing sufficient flexibility for the variability curves.
4.4 Model fitting
Based on these prior specifications, the proposed model can be summarized as follows
Y |x ∼ pwN (Qτt,t=1:T (Y |x), µx, σx) (12a)
Qτt(Y |x) = Qpτt M, ∀t = 1, ..., T (12b)
µx = Xβ + Zu , u ∼ N (0, σ2uI) (12c)
σx = σ
pN (12d)
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where pwN (Qτt,t=1:T (Y |x), µx, σx) is the distribution with piecewise Normal density (9),
whose parameters µx and σx are functions of covariate x. More specifically, quantiles
Qτt(Y |x) are cubic B-splines with K knots (12b), mean function µx is a penalised cubic
B-spline (12c), and σx is a cubic B-spline with reduced R knots (12d). And with respect
to the prior choices, quantile pyramid is considered for Qτt(Y |x), whereas for the other
parameters we use β0, β1 ∼ N (0, 108), σ2u ∼ IG(0.01, 0.01), σp ∼ U(0.01, 106).
Model inference is based on running Markov Chain Monte Carlo over the parameter
vector (Qpτt ,β,u, σ
2
u,σ
p), whose elements have dimensions (K+4)×T, 2, (K+2), 1, R+4,
respectively. When the number of covariates is large, parameters become highly corre-
lated and more advanced MCMC techniques become necessary. Placing quantile pyra-
mids at the convex hull vertices produces non-crossing planes by construction, this also
means that constructing an adaptive MCMC algorithm in which we make use of param-
eter correlation structure is now feasible. It turns out that learning the correlation is cru-
cial to MCMC performance. We propose to do this is in a two stage procedure. In a
first stage, parameters are updated one at a time using the Metropolised Gibbs sampling.
Proposal distributions for quantiles Qpτt are Uniform, and for the remaining parameters
are Gaussian, all centred on the current value of the chain. A Robbins-Monro search
scheme algorithm detailed in Garthwaite et al. (2016) is used to automatically tune the
scaling parameters of these proposal distributions in order to achieve the optimal accep-
tance rate of 0.44 (Roberts and Rosenthal 2001).The covariance structure among model
parameters is estimated based on the first stage sampling, and hierarchical clustering
is performed to create blocks based on this posterior correlation (using Blocks function
from R-package LaplacesDemon, Statisticat and LLC. 2016). Then, in a second stage,
block-wise Metropolis-Hastings is performed using a multivariate Normal proposal dis-
tribution, with previously estimated posterior correlation matrix. Again, we consider the
algorithm of Garthwaite et al. (2016) to tune the scaling in order to achieve the multi-
variate optimal acceptance rate of 0.23 (Roberts et al. 1997). Parameter estimates are then
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calculated considering the posterior mean of the chain.
5 Simulated examples
In this section we examine the performances of the proposed method via a simulation
study. We compare its results with the ones obtained by recent alternative approches with
available codes. This includes constrained B-splines smoothing (COBs), which provides
individual quantile fittings using quadratic splines with L∞ penalty, available in the R
package cobs, see Ng and Maechler (2015) and Ng and Maechler (2007). This includes
also the simultaneous quantile curve estimation available from the gcqr function of the
quantregGrowth R-package (Muggeo et al. 2013), which provides cubic p-splines with L2
penalty. Here standard errors of the estimates under this method were calculated using
100.000 bootstrap samples.
In the Bayesian framework, Yang and Tokdar (2017) recently proposed a model for
joint estimation of quantile planes (QRJ from R-package qrjoint, Tokdar 2016). QRJ esti-
mates were obtained here using 40.000 MCMC samples, thinning every 10 samples and
discarding the initial 20% of the samples as burn-in, also τ increment was set to 0.001. Al-
though QRJ primary focus is linear regression, the authors point out that their modelling
platform is broad and discuss the use of shrinkage priors for variable selection. Therefore,
we attempted here to use B-spline transform of the covariate variable as linear predictor
in the regression model, and applied the suggested shrinkage priors (horseshoe prior for
γ0 and γ, and a spike-slab mixture of gamma for κ).
Estimates from the method presented in this paper, pyramid quantile penalised splines
(PQPS), are obtained from an adaptive Markov chain Monte Carlo sampler. The under-
lying covariance structure is estimated considering 60.000 MCMC draws and burn-in of
10.000. Thereafter blockwise sampling is performed with 200.000 MCMC draws, thinning
every 10 samples, and 10.000 burn-in. For all aforementioned approaches we consider fit-
ting a B-spline curve with 20 knots spread evenly across covariate values.
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Codes for fitting noncrossing splines regression quantiles (NCRQ) by solving a con-
strained minimisation problem (Bondell et al. 2010) are not available, so we included here
the nonparametric simulation designs proposed by them to have their results for compar-
ison. NCRQ fits linear splines with the total variation penalty, and adopted in the simula-
tion study B-splines with 25 knots. Therefore, following Bondell et al. (2010), a sample of
n = 100 observations is drawn from a heteroscedastic error model yi = f(xi)+g(xi)i, with
xi sampled from the U(0, 1) distribution and i sampled from theN(0, 1) distribution, and
the following choices of mean and covariance functions:
Design 1. f(x) = 0.5 + 2x+ sin(2pix− 0.5), g(x) = 1;
Design 2. f(x) = 3x, g(x) = 0.5 + 2x+ sin(2pix− 0.5);
To compare the methods, 200 data sets were simulated and empirical root mean in-
tegrated squared error, RMISE =
√
1/n
∑n
i=1 {Q(τ |xi)− Q̂(τ |xi)}2, and 95% (frequentist)
coverage probabilities were computed for quantile levels τ = 0.5, 0.7, 0.9, 0.95, 0.99. Re-
sults for Designs 1 and 2 are presented in Tables 1 and 2, respectively. Note that results
for NCQR quantile estimates at τ = 0.5, 0.7, 0.9 are borrowed from Bondell et al. (2010),
and coverages were not reported.
Design 1 presents a simple scenario in which the variance function is constant, so
quantile curves are simply parallel. From Table 1, PQPS performs similarly to NCQR in
terms of RMISE, both considerably outperforming the other methods. Although coverage
probabilities are not reported in Bondell et al. (2010) for NCQR, as shown in Rodrigues
et al. (2016), for linear regression this estimate has coverages well below nominal level
for quantiles at the tails, and similar behaviour is expected here as inference is also based
on asymptotic results. Coverage probabilities for frequentist methods COBs and GCQR
are also unsatisfactory for the same reason. QRJ presents nice coverage probabilities,
although this current implementation evidently overfits the data, as shown in Figure 1,
which illustrates estimated quantile curves for one sample from Designs 1 and 2. We
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Table 1: RMISE (×100) and 95% coverage probabilities for Design 1
0.5 0.7 0.9 0.95 0.99
RMISE
PQPS 24.5 24.9 32.4 37.2 46.6
COBs 26.9 29.0 41.0 53.3 93.3
GCQR 28.6 29.7 36.2 42.5 62.1
QRJ 36.9 37.2 39.0 40.2 47.7
NCQR 25.7 25.9 31.8 - -
Coverage
PQPS 0.95 0.95 0.95 0.95 0.95
COBs 0.77 0.76 0.58 0.31 0.00
GCQR 0.95 0.95 0.92 0.82 0.49
QRJ 0.94 0.95 0.96 0.97 0.97
NCQR - - - - -
Table 2: RMISE (×100) and 95% coverage probabilities for Design 2
0.5 0.7 0.9 0.95 0.99
RMISE
PQPS 18.5 23.0 41.6 51.4 69.3
COBs 26.7 35.9 58.2 76.2 140.4
GCQR 41.6 45.9 57.0 67.0 105.1
QRJ 55.9 64.5 89.5 105.2 146.3
NCQR 26.4 32.2 48.5 - -
Coverage
PQPS 0.97 0.97 0.94 0.92 0.90
COBs 0.85 0.77 0.62 0.42 0.00
GCQR 0.96 0.95 0.87 0.77 0.49
QRJ 0.91 0.91 0.87 0.85 0.86
NCQR - - - - -
note that QRJ was not developed specifically for nonparametric regression, and although
we tried different hyperparameters choices, no significant changes in the final fits were
observed. Therefore, QRJ results throughout are preliminary and should be interpreted
accordingly.
On the other hand, Design 2 brings an elaborate variance function and very distinct
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Figure 1: Estimated quantile curves at τ = 0.5, 0.7, 0.9, 0.95, 0.99 for one sample from De-
sign 1 (first row) and Design 2 (second row). Dashed lines are true quantile functions,
and solid lines are quantile estimates from pyramid quantile penalised spline (PQPS),
constrained B-splines (COBs), growth chart regression quantiles (GCRQ) and joint esti-
mation of linear quantile planes (QRJ).
quantile curves for each τ (see Figure 1). For this scenario, Table 2 shows that PQPS
has considerably smaller RMISE than all other methods across all quantile levels, which
demonstrates the flexibility of the proposed approach to fit complex quantile functions.
In addition, PQPS coverage probabilities are also better than its competitors, being closer
to the 95% nominal level.
For both simulation designs, Figure 1 shows severe crossings for individual quantile
fitting curves from COBs, furthermore its quantile curves are clearly dissociated from one
another as no borrowing information is considered. For GCQR, although quantile curves
do not cross, curves are also unrelated. Indeed, when quantiles are fitted separately (or
merely considering monotonicity constraints), one is discarding valuable information,
which is particularly troublesome when interest also lies at the tails of the distribution,
where data is already scarce. From Figure 1, we also note that the shrinkage priors used
in QRJ for variable selection were incapable of discarding irrelevant covariates, so over-
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fitting occurs.
Simulation Designs 3 and 4 are adapted from Smith and Kohn (1996). Here we con-
sider a sample of n = 100 observations coming from
Design 3. y = φ(x, 0.15, 0.12)/4 + φ(x, 0.6, 0.22)/4 +  ;
Design 4. y = φ(x, 0.15, 0.052)/4 + φ(x, 0.6, 0.22)/4 +  ;
where φ(x, µ, σ2) denotes the value at x of the Normal density N (µ, σ2), x is an observa-
tion of X ∼ U(0, 1) and errors are heteroscedastic  ∼ N(0, (0.1 + x/10 + x2/10)2). While
Design 3 showcases a slow varying quantile function, Design 4 presents quantile curves
with degree of smoothness changing abruptly with x. This feature can easily be incorpo-
rated into our modelling framework by specifying a fat tailed distribution for the random
effects parameters u (Equation 10b), which are responsible for controlling the smoothness
of the fit at different x. Thus, for Design 4, we assume u ∼ Cauchy(0, σ2uI). One sample
from each design is illustrated in Figure 2, as well as the quantile fittings from PQPS,
COBs, GCQR and QRJ, all using B-splines with 20 internal knots.
From Design 4 in Figure 2, we observe that COBs quantile estimates are oversmoothed
for x < 0.4 and undersmoothed for x > 0.4, as curve smoothness is assumed fixed, and an
overall average smoothness is naturally not suitable here. In addition, quantile curves are
dissociated from each other for COBs and GCQR, which clearly jeopardises the estimation
of extreme quantiles. Notably, PQPS again exhibits the best model fit among the different
methods. RMISE and 95% coverage probabilities, based on 200 simulated datasets, are
presented in Tables 3 and 4.
From Tables 3 and 4, we conclude that PQPS has significantly lower RMISE for both
designs and all quantile levels. COBs errors are very high for Design 4, when compared
to the other methods, due to the rigid smoothness assumption. In addition, for both
simulation designs, COBs coverages probabilities are well below nominal level for all
quantiles. A drastic decrease is also observed for GCQR coverage probabilities at the
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Figure 2: Estimated quantile curves at τ = 0.5, 0.7, 0.9, 0.95, 0.99 for one sample from De-
sign 3 (first row) and Design 4 (second row). Dashed lines are true quantile functions,
and solid lines are quantile estimates from pyramid quantile penalised spline (PQPS),
constrained B-splines (COBs), growth chart regression quantiles (GCRQ) and joint esti-
mation of linear quantile planes (QRJ).
tails. PQPS coverage is slightly under 95% for Design 4, but results are still better than the
other approaches.
Table 3: RMISE (×100) and 95% coverage probabilities for Design 3
0.5 0.7 0.9 0.95 0.99
RMISE
PQPS 5.2 5.6 7.3 8.4 10.4
COBs 7.2 7.8 9.6 11.4 18.6
GCQR 6.6 7.0 9.0 10.9 18.0
QRJ 8.7 9.1 10.8 12.0 16.3
Coverage
PQPS 0.97 0.96 0.96 0.96 0.96
COBs 0.55 0.53 0.46 0.24 0.00
GCQR 0.95 0.93 0.89 0.79 0.60
QRJ 0.94 0.93 0.91 0.90 0.88
In conclusion, pyramid quantile penalised spline provides a robust quantile estimate,
with significantly smaller errors than all investigated methods, and also better coverages
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Table 4: RMISE (×100) and 95% coverage probabilities for Design 4
0.5 0.7 0.9 0.95 0.99
RMISE
PQPS 8.1 8.4 9.9 10.9 12.9
COBs 28.2 28.0 37.0 40.3 43.4
GCQR 8.1 8.4 10.8 14.8 52.0
QRJ 8.9 9.4 11.3 12.6 16.7
Coverage
PQPS 0.88 0.88 0.89 0.90 0.91
COBs 0.48 0.46 0.32 0.24 0.00
GCQR 0.97 0.96 0.88 0.81 0.55
QRJ 0.93 0.92 0.90 0.89 0.88
and model fit. In particular, the method does not drastically deteriorate in the tails. This
appears to be a characteristic of the proposed procedure which adopts simultaneous fit,
not only considering the noncrossing constraint.
6 Real examples
6.1 Motorcycle data set
Here we analyse the prominent motorcycle dataset (Silverman 1985). The dataset is ob-
tained from an experiment on the efficacy of crash helmets, and contains 133 observa-
tions of head acceleration (in g) as a function of time since impact (in milliseconds). As
interest lies in describing the acceleration curve, and particularly the behaviour at the
tails of the distribution, quantile regression modelling is an appealing technique which
has been repeatedly considered here (see Koenker 2005, Chen and Yu 2009, Pratesi et al.
2009 and Dortet-Bernadet and Fan 2012). However, all aforementioned works estimate
each quantile level individually, and although quantile ordering could be imposed in a
post-processing step to correct the crossing, the separate fits loose borrowing informa-
tion among the quantile levels and the curves are overall dissociated from one another, as
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discussed on the previous section.
We consider here the simultaneous estimation of quantile curves using smoothing B-
splines with 20 internal knots. Similarly, we use an adaptive MCMC, where the covari-
ance structure among the parameters is learnt in a first stage using 60.000 MCMC draws
and burn-in of 10.000. Model parameters are estimated afterwards based on 200.000
MCMC draws, thinning every 20 samples, and 10.000 burn-in. Considering that the ac-
celeration data presents remarkably distinct patterns of variation throughout time, with
a sudden change between 10ms and 30ms lying in between very smooth trajectories (see
Figure 3), we again assume a Cauchy distribution for the random effects parameters,
u ∼ Cauchy(0, σ2uI) (Equation 10b), in order to allow this broader range of smoothness.
Figure 3(a) shows the estimated quantile curves for PQPS at quantile levels τ = 0.05,
0.10, 0.25, 0.5, 0.75, 0.90, 0.95. Estimated fits from alternative methods are also presented.
Constrained B-splines (COBs) estimates quadratic splines (with L∞ penalty) individu-
ally for each quantile level, whereas growth chart regression quantiles (GCQR) and joint
quantile regression planes (QRJ) fits jointly cubic splines, with an L2 penalty and shrink-
age priors, respectively.
The proposed model for quantile regression provides a good fit to the acceleration
quantile curves from the motorcycle dataset (Figure 3). PQPS quantile curves estimates
are noncrossing, coherent to each other (due to the borrowing information granted by the
simultaneous fit) and they nicely adapt for changes in the curve degree of smoothness.
On the contrary, COBs estimates are crossing and unable to capture this varying smooth-
ness due to the use of a global smoothness parameter, as depicted in simulation Design
4. GCRQ overall provides a reasonable fit, however there is little borrowing information
among the quantile levels, so the fitted curves are dissociated from one another. As shown
in the simulation studies, this is an issue for tail quantile estimation, which presents lower
accuracy and coverage. The simultaneous fit provided by QRJ is noncrossing and congru-
ent among the quantile levels, however the fit is clearly poor.
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Figure 3: Estimated quantile curves for the motorcycle dataset at τ = 0.05, 0.10, 0.25,
0.5, 0.75, 0.90, 0.95 from (a) PQPS: Pyramid quantile penalised spline (b) COBS: Con-
strained B-splines (c) GCRQ: Growth chart regression quantiles (d) QRJ: Joint estimation
of linear quantile planes.
6.2 Immunoglobulin-G data set
We consider the well known dataset for analysing immunodeficiency in infants. In the
search for reference ranges to help diagnose infant immunodeficiency, Isaacs et al. (1983)
measured the serum concentration of immunoglobulin-G (IgG) in 298 preschool children.
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As interest lies in estimating many quantiles of the response distribution, the estimates
often cross. A quadratic model in age has been used previously to fit the data due to
the expected smooth change of IgG with age. See Rodrigues and Fan (2017), Isaacs et al.
(1983), Yu and Moyeed (2001b) and Kottas and Krnjajic (2009). For more flexibility, we
consider fitting the nonparametric spline model to this dataset.
We run our proposed pyramid quantile penalised splines under similar conditions as
in Section 6.1, using adaptive MCMC in a two stage procedure. The only difference is that
here we used the Normal distribution for the random effects as in Equation (10b), since
the smoothness here does not vary dramatically across the covariate. Figure 4 shows the
fitted quantile curves at τ = 0.05, 0.10, 0.25, 0.5, 0.75, 0.90, 0.95 from PQPS, COBs, GCRQ
and QRJ. It is evident here that QRJ does not produce enough smoothness and provides
nearly parallel curves. Both COBs and GCRQ produced similar curves to PQPS for all
but the more extreme quantiles. However COBs shows wild behaviour in the two most
extreme quantiles, producing crossing curves. This behaviour is also observed in earlier
simulations studies for COBs. The main difference between the estimates given by GCRQ
appears to be at the rightmost covariate range. Here, particularly at the higher quantile
levels, GCRQ estimates suggests an increase in the IgG measurements as age increases,
while both PQPS and QRJ suggest a flattening off or a small decrease. In previous simu-
lation studies we have seen that QCRQ can perform poorly in the tails, due to the scarcity
of data and not enough sharing of information across the quantiles. In this example it has
lead to a rather different estimate in the higher ranges of the quantile curves.
6.3 Lidar data set
In this final example, we consider the famous heteroscedastic dataset of light detection
and ranging (lidar) described in Holst et al. (1996). The dataset contains measurements of
the concentration of mercury in the atmosphere, with N = 221 observations. As concen-
tration depends on altitude we use the distance range, i.e. the distance travelled before a
23
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Figure 4: Estimated quantile curves for the IgG dataset at τ = 0.05, 0.10, 0.25,
0.5, 0.75, 0.90, 0.95 from (a) PQPS: Pyramid quantile penalised spline (b) COBS: Con-
strained B-splines (c) GCRQ: Growth chart regression quantiles (d) QRJ: Joint estimation
of linear quantile planes.
laser light is reflected back to its source, as covariate. The dependent variable logratio (the
logarithm of the ratio of received light from two laser sources, see Ruppert et al. (1997)
for more details) reflects the concentration of mercury, as they are an exact function of
each other. This dataset has been frequently used to demonstrate smoothing for the mean
regression curve.
We again run MCMC under the same condition as in Section 6.1, using the Cauchy
distribution for the random effects parameters. Figure 5 shows the fitted quantile curves
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for τ = 0.05, 0.10, 0.25, 0.5, 0.75, 0.90, 0.95 using PQPS, COBS, GCRQ and QRJ. All the
methods here produced visually similar results, with QRJ again not penalising enough
for smoothness of the curve. While crossing does occur for this example, it is not very
severe, leading to similar estimates between COBS and GCRQ. Most of the differences
between the four methods of estimation appear at the leftmost of the covariate range, the
COBs estimate here almost collapse to a single point, while GCRQ avoids this problem
by enforcing the non-crossing constraint. Both PQPS and GCRQ perform adequately in
this example, with GCRQ producing slightly more smooth estimate than PQPS.
7 Discussion
In this article, we introduced a fully nonparametric quantile regression model using the
quantile pyramids. Our method uses K + 4 quantile pyramids to model a cubic regres-
sion spline with K knots, and places these pyramids on the vertices of an optimal convex
set enclosing the predictor cloud to ensure that the fitted curves will not cross. The main
features of this prior are flexibility and interpretability, as it avoids strong parametric
assumptions about the data, and yet provides a straightforward construction for incor-
porating prior information. For instance, here we considered centring the prior on the
Normal distribution, nevertheless one can easily centre it in any distribution according to
prior knowledge available, or incorporate different hyperparameter modelling strategies.
The nonparametric curves were modelled using cubic B-splines with a large number
of knots. Smoothing was then achieved by fitting the centring mean with O’Sullivan pe-
nalised splines. More flexibility in penalisation across quantile levels can be obtained via
penalties on the scaling parameter of the centring distribution, but this was found not to
be necessary in our examples. We also demonstrated with simulations and real examples
that local smoothness can be easily handled by assuming a heavy tailed distribution for
the random effects parameters of the mixed model formulation (Section 4.2).
A feature of our modelling approach is the simultaneous estimation of quantiles, this
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Figure 5: Estimated quantile curves for the LIDAR dataset at τ = 0.05, 0.10, 0.25,
0.5, 0.75, 0.90, 0.95 from (a) PQPS: Pyramid quantile penalised spline (b) COBS: Con-
strained B-splines (c) GCRQ: Growth chart regression quantiles (d) QRJ: Joint estimation
of linear quantile planes.
allows the sharing of information with each other. The advantage can be empirically
observed, particularly in the tails of the distribution, where methods which employ si-
multaneous fitting hold up well into the high quantiles. Our procedure to find pyramid
locations in high dimensions avoids the need to check for noncrossing constraints, allow-
ing us to construct an effective adaptive MCMC sampling algorithm which can provide
robust parameter estimates. Through simulation studies, and the analyse of real datasets,
we showed that PQPS estimates have significantly smaller errors than the best available
26
approaches across all quantile levels, and they also provide better coverages and model
fit. Extending the current framework to handle additive modelling is trivial, although the
computational burden would be heavy. Computational efficiency remain an issue with
the pyramid quantile approach in general, recent developments in high performance soft-
ware such as RStan RStan (2017) and variational Bayes approaches Han et al. (2016), offers
some encouraging future directions for improvements.
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8 Appendix
Proof of Proposition 1. Without loss of generality, suppose that x ∈ (0, 1). Consider the
cubic splines truncated power basis
1, x, x2, x3, (x− γ1)3+, (x− γ2)3+, . . . , (x− γK)3+
with K knots 0 < γ1 < γ2 < ... < γK < 1. Also, let
X = {(x, x2, x3, (x− γ1)3+, . . . , . . . , (x− γK)3+), x ∈ (0, 1)}
be the corresponding one-dimensional curve inRK+3. We consider findingK+4 locations
in RK+3 whose convex hull encloses, as narrowly as possible, this curve X . The following
steps describe the selection of the tightest region using tangent planes.
First, we consider the first three elements of the basis, 1, x and x2, with corresponding
curve X1 = {(x, x2), x ∈ (0, 1)} in R2. To enclose this curve we set some pyramid locations
at its two extremities, say x11 = (0, 0) and x31 = (1, 1). For the remaining location, we note
27
that the smallest triangle enclosing X1 is obtained when its sides are tangent to X1 at x11
and x31. Calculating the intersection of the two tangent lines to the curve at x11 and x31 and
we get x21 = (
1
2
, 0). See Figure 6a.
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Figure 6: Pyramid locations for the basis {1, x, x2} (a) and {1, x, x2, x3} (b). The pyramid
locations are given by the dots, the corresponding convex hull are the shaded regions
enclosing the curves X1 = {(x, x2), x ∈ (0, 1)} and X2 = {(x, x2, x3), x ∈ (0, 1)}.
At the second step, we consider the first four elements of the basis and the corre-
sponding curve in R3, X2 = {(x, x2, x3), x ∈ (0, 1)}. To enclose this curve, again, we
set two pyramid locations at its extremities, x12 = (0, 0, 0) and x42 = (1, 1, 1). Let (x, y, z)
be the Cartesian coordinates in R3. Since the derivative of the curve at x12 is (1, 0, 0)′
we know that the two remaining pyramid locations are on the plane {z = 0}. Since
the mapping of X2 onto this plane is X1, we re-use the pyramid location defined at first
step, x22 = (
1
2
, 0, 0). For the last pyramid location, we calculate the intersection of the line
given by the derivative of the curve at x42 with the plane {z = 0}. The line has equation
{(x, y, z)′ = (1, 1, 1)′ + t(1, 2, 3)′, t ∈ R}, thus we get x32 = (23 , 13 , 0). See Figure 6b.
For the next step, we introduce in the basis the truncated cubic function (x−γ1)3+ for a
knot 0 < γ1 < 1. To enclose the corresponding curveX3 = {(x, x2, x3, (x−γ1)3+), x ∈ (0, 1)},
we proceed as before: two pyramid locations are set at the extremities of the curve, x13 =
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(0, 0, 0, 0) and x53 = (1, 1, 1, (1 − γ1)3), and we re-use the pyramid locations previously
defined, now x23 = (
1
2
, 0, 0, 0) and x33 = (
2
3
, 1
3
, 0, 0). The only new pyramid location to
calculate lies at the intersection of the line given by the derivative of the curve at x53 with
the hyperplane {(x, y, z, 0), (x, y, z) ∈ R3} of R4. The line has equation {(x, y, z, w)′ =
(1, 1, 1, (1− γ1)3)′ + t(1, 2, 3, 3(1− γ1)2)′, t ∈ R}, and setting the last coordinate to 0 we get
x43 = (
2+γ1
3
, 1+2γ1
3
, γ1, 0).
New truncated cubic functions can be added to the basis by induction. Suppose we
want to add to the basis 1, x, x2, (x− γ1)3+, . . . , (x− γK−1)3+ the function (x− γK)3+, we then
re-use the pyramid locations previously defined, and calculate the only new pyramid
location. For that, we first determine the line given by the derivative of X at xK+4 =
(1, 1, 1, (1− γ1)3, ..., (1− γK)3),
{
(1 + t, 1 + 2t, 1 + 3t, (1− γ1)3 + 3t(1− γ1)2, . . . , (1− γK)3 + 3t(1− γK)2), t ∈ R
}
,
then setting its last coordinate to 0, we get
xK+3 =
(
2+γK
3
, 1+2γK
3
, γK , (γK − γ1)(1− γ1)2, (γK − γ2)(1− γ2)2, . . . ,
(γK − γK−1)(1− γK−1)2, 0) .
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