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We prove that any (possibly degenerate) center of an analytic
planar system admits a C∞ inverse integrating factor and a C∞
Lie symmetry in a neighborhood of the singularity. We also show
that there exists an analytic degenerate center for which any
C∞ inverse integrating factor is ﬂat at the singular point, and
that a suﬃcient condition for the existence of an analytic inverse
integrating factor is the existence of an analytic ﬁrst integral.
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1. Introduction and statement of results
We consider the system of differential equations given by
x˙ = P (x, y), y˙ = Q (x, y), (1)
where X := P (x, y)∂x + Q (x, y)∂y is a planar vector ﬁeld deﬁned in a domain U ⊂ R2. We shall
always assume that X is real analytic in its domain and that 0 ∈ U is an isolated singularity of X , i.e.
X(0) = 0. Let us recall that the singular point 0 of X is called a center if there exists a neighborhood
B ⊂ U of 0 such that B \ {0} is ﬁlled with closed (non-trivial) orbits of X .
The study of centers of analytic differential systems in the plane is a classical subject in the qual-
itative theory of dynamical systems. A center is called linear or nilpotent if, after an aﬃne change of
variables and a rescaling of the time variable, the linear part of X at 0 takes the form −y∂x + x∂y or
y∂x respectively. If the linear part of X at 0 is identically zero then the center is called degenerate.
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ter and a focus, the celebrated “center-focus problem”. For linear and nilpotent centers this problem
is solved in some sense (see [22,14,23,17,1] for a precise formulation), but for degenerate centers it is
still wide open, see e.g. [8] and references therein.
The problem of characterizing center singularities is intimately related to the integrability of X , i.e.
to the existence of a ﬁrst integral in a neighborhood of the singularity. The well-known Lyapunov–
Poincaré theorem [22,14,18] ensures that 0 is a linear center if and only if X admits a Cω ﬁrst
integral in a neighborhood of the origin. If 0 is a nilpotent or degenerate center, then X does not
need to admit an analytic ﬁrst integral, as illustrated with several examples in [19,18,3]. However, if
we allow for lower regularity of the ﬁrst integral, Mazzi and Sabatini proved [15] that any (possibly
degenerate) center admits a C∞ ﬁrst integral in a neighborhood of the origin.
The integrability of a vector ﬁeld is usually analyzed with the help of integrating factors and
Lie symmetries. The existence of a C∞ integrating factor in a neighborhood of a center singularity
was proved in [15], but the problem whether any degenerate center admits a smooth Lie symmetry
was not addressed. Moreover, there is an increasing interest in studying the existence of inverse
integrating factors because of the connection of their zero set with the compact limit sets of X , i.e.
singular points, limit cycles and polycycles [9,2,4,7,5,6], and their relationship with the reversibility
problem [11].
Let us recall [9] that a function V ∈ C1(U ) is an inverse integrating factor (IIF) of the planar sys-
tem (1) if it is not identically zero and satisﬁes the partial differential equation given by
P
∂V
∂x
+ Q ∂V
∂ y
= V div(X),
where div(X) := ∂ P
∂x + ∂Q∂ y is the divergence of the vector ﬁeld X . The terminology IIF for the func-
tion V comes from the fact that 1/V is an integrating factor for the vector ﬁeld X , that is, X/V is
divergence-free in U \ V−1(0).
In this paper we focus on the problem of the existence of inverse integrating factors and Lie
symmetries for analytic centers. Our ﬁrst theorem complements Ref. [15] and solves an open problem
stated in [11] by proving the existence of a C∞ IIF in a neighborhood of any analytic center. Our proof
makes essential use of the techniques introduced in [15].
Theorem 1. Let X be an analytic planar vector ﬁeld with a (possibly degenerate) center singularity at the
origin. Then there exist a neighborhood B of 0 and a function V ∈ C∞(B) which is an inverse integrating
factor of X , is positive in B \ {0} and is ﬂat at the origin (that is, V and all its derivatives vanish at 0).
The proof of this theorem is presented in Section 2 and consists in obtaining an IIF V˜ ∈ C∞(B \{0})
of X , which is then regularized at the origin by multiplication of a suitable function which is a ﬁrst
integral of X . Theorem 1 is optimal in the sense that the existence of an analytic IIF (as well as
the existence of an analytic ﬁrst integral) is not a complete characterization of an analytic center
because there are analytic centers for which any smooth IIF is ﬂat at the origin. This is established in
Theorem 2 below, whose proof appears in Section 3.
Theorem 2. There exists a polynomial planar vector ﬁeld with a degenerate center at the origin such that any
function V ∈ C∞(B) which is an inverse integrating factor of X in a neighborhood B of 0 is ﬂat at the origin.
We also prove in Section 3 that an isolated singular point (not necessarily a center) which admits
an analytic ﬁrst integral, also admits an analytic IIF, cf. Theorem 7. This result answers a natural
question in the area, so we provide a complete demonstration of it because we have not been able to
trace it back in the literature.
Our last result shows that any analytic center admits a C∞ Lie symmetry which is transverse
to X in a neighborhood of 0. This result solves an open problem posed in Ref. [10], where C∞ Lie
symmetries collinear with X were constructed for analytic centers. The method of proof combines
346 J. Giné, D. Peralta-Salas / J. Differential Equations 252 (2012) 344–357Fig. 1. Construction of the point z∗ .
ideas from [15] with a classical technique to construct Lie symmetries in terms of ﬁrst integrals, see
e.g. [21]. This theorem is proved in Section 4. Let us notice that Theorem 3 can be used to prove
Theorem 1 in a different way, see Corollary 15 for details.
Theorem 3. Let X be an analytic planar vector ﬁeld with a (possibly degenerate) center singularity at the
origin. Then there exist a neighborhood B of 0, a function h ∈ C∞(B) and a vector ﬁeld Y ∈X∞(B) which is a
Lie symmetry of X , that is [Y , X] = h X, where [·,·] denotes the Lie bracket of vector ﬁelds. Both h and Y are
ﬂat at the origin and Y does not vanish and is orthogonal to X in B \ {0}.
We conclude this section by introducing some notation. A point in R2 will be denoted by z, which
in coordinates reads as (x, y). We shall occasionally need to complexify R2 to C2, and we shall call
z1 ∈ C and z2 ∈ C the complex coordinates which correspond to x and y. For the sake of notational
simplicity we will denote with the same letter an object (function, vector ﬁeld, 1-form) deﬁned in R2
and its complex extension to C2. As usual, ∇ and div stand for the gradient and the divergence
operator respectively with respect to the standard Euclidean metric.
2. Existence of smooth inverse integrating factors
In this section we prove Theorem 1 using the techniques introduced by Mazzi and Sabatini
in [15]. Let us ﬁrst recall a result on the existence of ﬁrst integrals for analytic centers [15, The-
orem 1.1] (in fact, Mazzi and Sabatini proved this theorem for centers of Ck vector ﬁelds for any
k ∈ {1,2, . . . ,∞,ω}).
Theorem 4. (See Mazzi and Sabatini [15].) Let X be an analytic planar vector ﬁeld with an isolated singularity
at the origin. Then 0 is a center if and only if there exist a neighborhood B of 0 and a function I ∈ C∞(B0) ∩
C0(B), positive in B0 and with I(0) = 0, which is a ﬁrst integral of X . Here B0 denotes the set B \ {0}.
This result is standard and can be proved in several ways, but for our purposes the proof in Mazzi–
Sabatini’s paper will be quite convenient. Let us observe that Mazzi and Sabatini used Theorem 4 to
prove the existence of a ﬁrst integral f = F (I) of X in B which extends smoothly to the origin (as a
ﬂat function), but we shall not need this reﬁnement. The following lemma shows that ∇ I = 0 in B0,
and is an instrumental result in the proof of Theorem 1. It is essentially a consequence of the proof
of Step 6 in Theorem 1.1 of Mazzi–Sabatini’s paper, but we include a different proof for the sake of
completeness.
Lemma 5. ∇ I = 0 in the punctured neighborhood B0 .
Proof. To prove the lemma let us recall the construction of I from [15, Theorem 1.1]. We deﬁne the
vector ﬁeld X⊥ := −Q (x, y)∂x + P (x, y)∂y , which is orthogonal to X at any regular point. In [15] the
following properties of the integral curves of X⊥ are proved:
(1) Any integral curve of X⊥ in B intersects each integral curve of X at exactly one point.
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(2) Any integral curve of X⊥ tends to 0 as t → ∞ (or −∞ but let us ﬁx the orientation so that 0 is
a stable singularity of X⊥).
Take an integral curve γ : R → R2 of X⊥ with γ (0) = z0 ∈ B , and deﬁne for each point z ∈ B the
point z∗(z) ∈ B as z∗(z) = γ (R) ∩ ϑz , where ϑz is the unique orbit of X which contains the point z
(see Fig. (1)). Now we deﬁne the function β : B0 → R as
β(z) = τ (z0, z∗(z)),
where τ (z1, z2) := t2 − t1 for zi = γ (ti). It is easy to check that β is smooth because the ﬂow of X⊥
is smooth. The function I : B → R is constructed as
I(z) =
{
exp(−β(z)), for z = 0;
0, for z = 0,
and is obviously smooth in B0 and continuous at 0. From the construction it is evident that I is
constant on each orbit of X , so it is a ﬁrst integral of X . Since ∇ I = −exp(−β)∇β , we obtain that
{∇ I = 0} = {∇β = 0} ⊂ B0.
Now we shall prove that ∇β(z) = 0 for any z ∈ B0. Let us denote by ψ(s, z) the ﬂow of X and by
ϕ(t, z) the ﬂow of X⊥ . We construct the smooth function σ : B \ γ (R) → [0,∞) as
σ(z) := min{s ∈ (0,∞): ψ(s, z) = z∗(z)}.
If we deﬁne the function G(s, t, z) = (G1(s, t, z),G2(s, t, z)) := ψ(s, z) − ϕ(t, z0), it is straightforward
to check that σ(z) and β(z) satisfy the equation
G
(
σ(z),β(z), z
)= 0. (2)
A pictorial representation of how σ(z) and β(z) are deﬁned is presented in Fig. 2. Let us take a point
z˜ ∈ B \ γ (R), then (σ (z˜), β(z˜), z˜) verify Eq. (2). Observe that
 := det
(
G1,s G1,t
G2,s G2,t
)
= det
(
ψ1,s −ϕ1,t
ψ2,s −ϕ2,t
)
= det(X,−X⊥)= −|X |2,
which is = 0 for any point z ∈ B0, then the implicit function theorem ensures that σ(z) and β(z)
can be computed from Eq. (2) for any z ∈ N(z˜) for some neighborhood N(z˜) of z˜. In this equation
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compute the derivatives of β(z) at z˜ as
∇β(z˜) = −1
(
ψ1,x ψ2,x
ψ1,y ψ2,y
)(−ψ2,s
ψ1,s
)∣∣∣∣
(σ (z˜),z˜)
= −1(Dψ)∣∣
(σ (z˜),z˜)X
⊥(z∗),
(Dψ) denoting the transpose of the Jacobian matrix of ψ . From this expression we conclude that
∇β(z) = 0 for any z ∈ B \ γ (R) because Dψ is a non-degenerate matrix (ψ(σ (z), ·) is a diffeomor-
phism) and X(z) = 0 if z = 0.
It is clear that the function σ can be constructed in a different way by taking an integral curve Γ
of X⊥ different from γ as the set where σ fails to be continuous (now σ takes positive and negative
values on each side of γ ). Let us call σ˜ ∈ C∞(B \ Γ (R)) this new function which is deﬁned as
σ˜ (z) := min{s ∈ R: ψ(s, z) = z∗(z) and ψ([0, s], z) ∩ Γ (R) = ∅}.
The lemma then follows by noticing that G(σ˜ (z), β(z), z) = 0 and proceeding exactly as before to
prove that ∇β(z) = 0 for z ∈ γ (R) ∩ B . 
Proof of Theorem 1. Let B be a neighborhood of the origin which is foliated by closed orbits of X
(a center domain) and denote by ω := −Q (x, y)dx+ P (x, y)dy the 1-form associated to X . Lemma 5
and the fact that X = 0 in B0 imply that the function
V˜ := |X ||∇ I|
is C∞ in B0. As we have assumed in the proof of Lemma 5 that 0 is a stable singularity of X⊥ and
I has a minimum at the origin, we conclude that ω = −V˜ dI in B0, so V˜ deﬁnes a smooth IIF in a
punctured neighborhood of 0.
Let us now prove that there exists a nonnegative function G ∈ C∞(R) such that the function
V (z) :=
{
G(I(z))V˜ (z), for z ∈ B0;
0, for z = 0, (3)
is C∞ in B and ﬂat at the origin.
Indeed, let us ﬁx a nonnegative integer k. A straightforward computation shows that the derivatives
of V at z = 0 of order |α| k (here α is a multiindex) can be written as
DαV (z) = Dα[G(I(z))V˜ (z)]= |α|∑
i=0
G(i)
(
I(z)
)
Aαi (z), (4)
where G(i) denotes the i-th derivative of the function G and Aαi (z) are polynomials in some deriva-
tives of I and V˜ of order not greater than |α|. Proceeding exactly as in the proof of [15, Lemma 1.5]
with Eq. (4) (the details are omitted because they are the same as in Mazzi–Sabatini’s paper mutatis
mutandis) we obtain a function Gk ∈ Ck(R) which is positive in R \ {0}, Ck-ﬂat at 0 and such that∣∣Dα[Gk(I(z))V˜ (z)]∣∣ |z|2
for each α with |α| k and for any z = 0 in a suﬃciently small neighborhood of the origin. Therefore
a standard comparison argument implies that Gk(I)V˜ is a positive function which can be extended
at 0 as a Ck function which is Ck-ﬂat.
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gluing in a suitable way the functions Gk constructed above, so that G is ﬂat at 0, positive in R \ {0}
and the following estimate holds
∣∣Dα[G(I(z))V˜ (z)]∣∣ |z|2
for any multiindex α and all z ∈ N|α| , where N|α| is a neighborhood of the origin whose diameter
depends on |α|. This ensures that the function V deﬁned in Eq. (3) is C∞ in B , ﬂat at 0 and positive
in B0, as we desired to prove.
Finally, it is standard to check that the smooth function V deﬁned in Eq. (3) is an IIF of X in B .
Indeed, as G(I(z)) = 0 for z = 0, it follows that V−1(0) = {0}, and a straightforward computation
shows that
d
(
ω
V
)
= 0
in B0, thus proving the claim. 
3. Analytic inverse integrating factors and ﬁrst integrals
Theorem 1 shows that any analytic center admits a C∞ inverse integrating factor in a neighbor-
hood of the origin. The function V which is constructed in the proof of this theorem is ﬂat at 0 and
hence it is not analytic, so this raises the question whether this result can be improved by showing
that any analytic center admits a Cω IIF or a C∞ IIF which is not ﬂat, or on the contrary our theorem
is optimal.
Let us ﬁrst prove that a suﬃcient condition for the existence of an analytic inverse integrating
factor is the existence of an analytic ﬁrst integral in a neighborhood of the singularity. The sketch of
the proof of the following theorem was communicated to us by Robert Moussu, to whom we are very
grateful. Let us recall that a singularity of a holomorphic 1-form (a critical point of a holomorphic
function) is algebraically isolated if it is isolated in C2 (if it is an algebraically isolated singularity of
the differential of the function in C2). If R(z1, z2) and R˜(z1, z2) are irreducible holomorphic functions
in C2 we say that R = R˜ if there is no holomorphic unit U such that R = U R˜ . We refer the reader to
Ref. [12] for the deﬁnition of irreducible holomorphic functions and related results.
Lemma 6. Let ω be a holomorphic 1-form which is deﬁned in a neighborhood B of 0 and ω(0) = 0. Then there
exist a holomorphic function F and a holomorphic 1-form ω0 such that ω = Fω0 in B and if 0 is a singularity
of ω0 , it is algebraically isolated.
Proof. In coordinates (z1, z2) ∈ C2 the 1-form ω reads as
ω = M(z1, z2)dz1 + N(z1, z2)dz2,
where M and N are holomorphic functions in B and M(0,0) = N(0,0) = 0. It is well known [12] that
M and N admit a unique factorization (up to units) in irreducible factors, that is
M =
n1∏
i=1
Mνii , N =
n2∏
j=1
N
μ j
j ,
where each Mi and N j is an irreducible holomorphic function, νi and μ j are positive integers and
Mi = Mk and N j = Nk for any i = k and j = k. There is no loss of generality in assuming that ν1 =
μ1 = 1, M1,N1 are units and Mi(0,0) = N j(0,0) = 0 for all i, j  2, which implies that n1,n2  2.
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teger p with 1 p min{n1,n2} such that Mi = N j for 2 i = j  p and Mi = N j for all i, j > p. The
case p = 1 means that there are no common irreducible factors (up to units) in M and N . Therefore
the 1-form ω can be written as
ω =
( p∏
i=2
Mrii
)[(
M1M
ν2−r2
2 · · ·M
νp−rp
p ·
n1∏
i=p+1
Mνii
)
dz1
+
(
N1N
μ2−r2
2 · · ·N
μp−rp
p ·
n2∏
j=p+1
N
μ j
j
)
dz2
]
with ri := min{νi,μi}. Let us set
F :=
p∏
i=2
Mrii ,
ω0 = M0 dz1 + N0 dz2
:=
(
M1M
ν2−r2
2 · · ·M
νp−rp
p
n1∏
i=p+1
Mνii
)
dz1 +
(
N1N
μ2−r2
2 · · ·N
μp−rp
p
n2∏
j=p+1
N
μ j
j
)
dz2.
Note that F and ω0 are holomorphic by construction and ω = Fω0. We claim that 0 is an algebraically
isolated singularity of ω0, provided that ω0(0) = 0. Indeed, the deﬁnition of ri and the way in which
Mi and N j have been constructed ensure that M0/M1 and N0/N1 do not have irreducible factors
which are equal up to units. The claim and hence the lemma then follow by observing that if R(z1, z2)
and R˜(z1, z2) are irreducible holomorphic functions such that R(0,0) = R˜(0,0) = 0 and R = R˜ , then
it is standard [12] that {R(z1, z2) = R˜(z1, z2) = 0} ∩ B = {0} if B is taken small enough. 
Theorem 7. Let X be an analytic planar vector ﬁeld with an isolated singularity at 0 ∈ R2 . Assume that there
exist a neighborhood B of 0 and a function I ∈ Cω(B) which is a non-trivial ﬁrst integral of X . Then there exists
a function V ∈ Cω(B) which is an inverse integrating factor of X .
Proof. Let ω be the 1-form associated to X . We shall work with the complex extensions of ω and I ,
which are holomorphic in a neighborhood of 0 ∈ C2 that we shall call B as well. Since ω = Fω0 by
Lemma 6 and I is a ﬁrst integral of ω we get that ω0 ∧ dI = 0. ω0 having an algebraically isolated
singularity at 0, De Rham’s division lemma [16] implies that there exists a holomorphic function G in
a neighborhood of 0 such that dI = Gω0, and therefore
ω = RdI, (5)
where R := FG is a meromorphic function.
There is no loss of generality in assuming that I(0,0) = 0 and that dI(0,0) = 0, otherwise the
statement of the theorem is a trivial consequence of De Rham’s division lemma. Let us decompose I
in irreducible factors as in the proof of Lemma 6, that is, there are a holomorphic unit I1, irreducible
holomorphic functions Ii , 2 i  n, such that Ii = I j for i = j and Ii(0,0) = 0, and positive integers νi
such that
I = I1
n∏
Iνii .
i=2
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because the singularity of ω0 is algebraically isolated. A straightforward computation yields
dI =
(
n∏
i=2
Iνi−1i
)
[I2 · · · IndI1 + ν2 I1 I3 · · · IndI2 + · · · + νn I1 · · · In−1dIn].
Since {dI = 0} ⊂ {I = 0} if the neighborhood B of 0 is small enough [12], we derive that the 1-form
I2 · · · IndI1 + ν2 I1 I3 · · · IndI2 + · · · + νn I1 · · · In−1dIn vanishes only at 0 because there is not a common
(up to unit) irreducible factor for all the coeﬃcients of dIi . Therefore
{dI = 0} = {0} ∪
⋃
i such that νi2
{Ii = 0}, (6)
and the vanishing of dI on each curve {Ii = 0} has multiplicity νi − 1. By Hartogs’ extension theorem,
a holomorphic function cannot vanish at isolated points, so we conclude from Eq. (6) that G has the
factorization
G = G0
∏
i such that νi2
Iνi−1i ,
where G0 is a holomorphic unit. We have hence proved that
R = F
G0
∏
i such that νi2 I
νi−1
i
,
which implies that the function
V := I R = I1F
G0
n∏
i=2
Ii (7)
is holomorphic. The theorem then follows by noticing that
d
(
ω
V
)
= d
(
dI
I
)
= 0
in B \V−1(0) on account of Eq. (5), and that R is a real-valued function when restricted to R2 because
ω and I are real-valued in R2. 
Remark 8. Observe that Theorem 7 does not only hold for centers but for any isolated singularity. If
0 is a center then V vanishes only at 0 ∈ R2. Note also that if 0 is an algebraically isolated singularity
of both ω and dI , the proof of Theorem 7 implies that there exists a Cω inverse integrating factor
with V (0) = 0, as in the case of linear centers.
Remark 9. Concerning the existence of integrating factors, let us notice that if 0 is an algebraically
isolated singularity of ω, the existence of an analytic integrating factor in a neighborhood of the
origin is a straightforward consequence of De Rham’s division lemma. On the contrary, if 0 is not an
algebraically isolated singularity, there does not exist an analytic integrating factor in general, as one
can easily check with ω = (x4 + y4)(xdx+ y dy).
352 J. Giné, D. Peralta-Salas / J. Differential Equations 252 (2012) 344–357The following example complements this theorem in the sense that it shows that there exist
integrable analytic centers which do not admit an analytic ﬁrst integral whose critical point is alge-
braically isolated and consequently we must apply the procedure described in the proof of Theorem 7
to construct an analytic IIF.
Example 10. Let us consider the following polynomial 1-form:
ω = x(5x4 + 4x2 y2 + y4)dx+ y(x4 + 4x2 y2 + 5y4)dy.
It is straightforward to check that 0 is an algebraically isolated singularity of ω and that
I = (x2 + y2)(x4 + y4)2
is a ﬁrst integral of ω, i.e. ω ∧ dI = 0. Moreover, one readily checks that 0 is a non-isolated critical
point of I and that I is a primitive function, that is all its level sets in a neighborhood of 0 ∈ C2 are
connected. It then follows [13] that any other analytic ﬁrst integral of ω in a neighborhood of 0 has
the expression R(I), where R is the germ of a holomorphic function at 0, thus concluding that ω does
not admit an analytic ﬁrst integral in a neighborhood of the origin for which 0 is an algebraically iso-
lated critical point. On the other hand, on account of Eq. (7) and the expression for the ﬁrst integral I ,
there exists an analytic inverse integrating factor of the form:
V = U (x, y)(x2 + y2)(x4 + y4),
where U is an analytic unit. In fact it is easy to check that U = 1 works to give an inverse integrating
factor of ω.
On account of Theorem 7, if we want to ﬁnd analytic centers which do not admit analytic IIF’s we
must focus on analytic centers which do not have analytic ﬁrst integrals. The fact that the existence
of an analytic ﬁrst integral is not a necessary condition for the existence of an analytic inverse inte-
grating factor is illustrated by the following examples, which show that the connection between both
properties is necessarily subtle.
Example 11. The vector ﬁeld X = (y + x2)∂x − y3∂y has a nilpotent center at the origin and it does
not admit a (non-trivial) formal ﬁrst integral [3]. On the contrary, the polynomial function V (x, y) =
x4 + 2x2 y + 2y2 is an inverse integrating factor of X .
Example 12. The Nemytskii–Stepanov’s vector ﬁeld X = −y[2x2 + y2 + (x2 + y2)2]∂x + x[2x2 + y2 +
2(x2 + y2)2]∂y has a (degenerate) center at 0 [19] and it does not posses a (non-trivial) formal
ﬁrst integral [2]. On the other hand, it has the polynomial inverse integrating factor V (x, y) =
(x2 + y2)2(2x2 + y2).
Let us now prove Theorem 2 by showing that the degenerate analytic center without formal ﬁrst
integral studied by Moussu in [18] does not admit a formal inverse integrating factor either, thus
showing that any C∞ IIF is ﬂat at the origin.
Proof of Theorem 2. We consider the polynomial vector ﬁeld
X = y3∂x +
(
−x3 + 1
2
x2 y2
)
∂y .
It can be checked that 0 is a degenerate center of X [18]. Let us assume that there exists a (non-
trivial) formal power series V (x, y) = ∑∞i=m Pi(x, y), where Pi is a homogeneous polynomial of
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the convergence of this power series):
y3
∂V (x, y)
∂x
+
(
−x3 + 1
2
x2 y2
)
∂V (x, y)
∂ y
= x2 yV (x, y).
Substituting the formal power series into this equation and identifying homogeneous terms of the
same degree we derive the following hierarchy of differential equations:
y3Pm,x − x3Pm,y = 0,
y3Pi+1,x − x3Pi+1,y = x2 yPi − 12 x
2 y2Pi,y for i m.
The solution to the ﬁrst equation of the hierarchy is Pm(x, y) = C(x4 + y4)p , where C ∈ R and m = 4p,
p being a nonnegative integer. In what follows we shall assume without loss of generality that C = 1.
To get a contradiction with the existence of a non-trivial formal power series which formally solves
the IIF equation, it is enough to consider the second equation in the hierarchy:
y3
∂ Pm+1
∂x
− x3 ∂ Pm+1
∂ y
+ 2px2 y5(x4 + y4)p−1 − x2 y(x4 + y4)p = 0. (8)
If we make the change of variables v = x4 + y4 and u = y/x wherever it makes sense, Eq. (8) takes
the form
(
1+ u4)9/4 ∂ Pm+1(u, v)
∂u
− uvp+1/4(−1+ (2p − 1)u4)= 0. (9)
We want to check whether Eq. (9) has homogeneous polynomial solutions Pm+1(x, y) of degree
m + 1 = 4p + 1 or not. In the variables (u, v), P4p+1 takes the form
P4p+1(u, v) =
(
v
1+ u4
)p+1/4
S(u),
where S(u) is a polynomial of degree (at most) 4p + 1. It stems from Eq. (9) that S(u) satisﬁes the
following differential equation:
(
1+ u4)2−p S ′(u) − (1+ 4p)u3(1+ u4)1−p S(u) − u(−1+ (2p − 1)u4)= 0.
The dependence of this equation with respect to powers of order p can be eliminated by doing the
change of unknown function
f (u) = S(u)
(1+ u4)p−1 , (10)
which yields the following ODE for the function f :(
1+ u4) f ′(u) − 5u3 f (u) + u − (2p − 1)u5 = 0. (11)
The general solution to this equation is:
f (u) = C(1+ u4)5/4 + u2[2p − 5
5
+ 4p − 5
5
u4 +
(
1
2
− 2p
5
)(
1+ u4)5/4H(u)], (12)
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Eqs. (10) and (12) it is straightforward to write H(u) in terms of S(u):
H(u) = S(u) −
( 2p−5
5 + 4p−55 u4
)( 1
2 − 2p5
)
u2(1+ u4)p−1 − C(1+ u4)p+1/4( 1
2 − 2p5
)
u2(1+ u4)p+1/4 . (13)
Deﬁning
S˜(u) := S(u) −
(
2p − 5
5
+ 4p − 5
5
u4
)(
1
2
− 2p
5
)
u2
(
1+ u4)p−1,
which is a polynomial of degree 4p + 2, Eq. (13) reads as
H(u) = S˜(u) − C(1+ u
4)p+1/4( 1
2 − 2p5
)
u2(1+ u4)p+1/4 . (14)
Let us now prove that there does not exist a polynomial S˜ of degree 4p + 2 such that the Gauss
hypergeometric function H satisﬁes the identity (14). In order to do this, it is convenient to consider
the extensions of H, S˜ and Eq. (14) to the complex plane C. It is well known [20] that the hyper-
geometric function F2,1[1/4,1/2,3/2; z] is holomorphic on C \ {z ∈ C: Re(z) 1, Im(z) = 0}, where
z = 1 is a branch point of ﬁnite value given by
F2,1[1/4,1/2,3/2;1] = Γ (3/2)Γ (3/4)
Γ (5/4)Γ (1)
.
The right hand side of Eq. (14) has 5 potential poles at the points u = 0 and u = ci , 1 i  4, where
c4i = −1. Since H(c0) = F2,1[1/4,1/2,3/2;0] and H(ci) = F2,1[1/4,1/2,3/2;1], 1  i  4, are ﬁnite,
it is then ready to check that S˜(u) must fulﬁll the following conditions:
S˜(0) = C, (15)
S˜ ′(0) = 0, (16)
S˜( j)(ci) = 0 for 1 i  4, 0 j  p − 1. (17)
Eqs. (15), (16) and (17) imply that S˜(u) = (1+ u4)p(C + au2), a ∈ R. Introducing this expression for S˜
in Eq. (14), we conclude that the function
C + au2 − C(1+ u4)1/4( 1
2 − 2p5
)
u2(1+ u4)1/4
still has poles at u = ci , 1 i  4, unless C ± ia = 0, thus implying that C = a = 0, which is a contra-
diction. This proves that Eq. (11) has no rational solutions of the form (10), so Eq. (8) does not admit
solutions which are homogeneous polynomials of degree 4p + 1, and the theorem then follows. 
Remark 13. Using the machinery of differential Galois theory it can be shown (David Blazquez-Sanz,
private communication) that the hypergeometric function H cannot be expressed as the quotient of
radical functions, but this reﬁnement is not necessary to prove Theorem 2.
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In this section we prove Theorem 3. Let B be a neighborhood of the origin which is foliated by
closed orbits of X (a center domain). According to Theorem 4 there exists a function I ∈ C∞(B0) ∩
C0(B) which is a ﬁrst integral of X . Let us denote by ∇⊥ I := I y∂x − Ix∂y the orthogonal gradient of I .
Lemma 5 implies that the vector ﬁeld Y˜ deﬁned as
Y˜ := F (I) ∇ I
(∇ I)2
is C∞ in B0. Here F ∈ C∞(R) is a function which will be speciﬁed later. The proof of the following
lemma is modeled upon the proof of [21, Proposition 1].
Lemma 14. [Y˜ ,∇⊥ I] = (F ′(I) − div(Y˜ ))∇⊥ I .
Proof. First let us recall the standard identities for vector ﬁelds X1 and X2 and 1-forms ω1 given
by i[X1,X2] = LX1 i X2 − i X2 LX1 , LX1ω1 = i X1dω1 + diX1ω1 and LX1Ω2 = div(X1)Ω2, where i stands for
the contraction operator, L is the Lie derivative, d is the exterior derivative and Ω2 := dx ∧ dy is the
Euclidean volume form. Using these identities and noticing that i∇⊥ IΩ2 = dI and iY˜ dI = F (I), we
compute i[Y˜ ,∇⊥ I]Ω2 as
i[Y˜ ,∇⊥ I]Ω2 = LY˜ dI − div(Y˜ )dI =
(
F ′(I) − div(Y˜ ))dI = i(F ′(I)−div(Y˜ ))∇⊥ IΩ2.
Therefore we get that
i[Y˜ ,∇⊥ I]−(F ′(I)−div(Y˜ ))∇⊥ IΩ2 = 0,
which proves the lemma because Ω2 is non-degenerate and hence its kernel is trivial. 
Since ∇ I = 0 (see Lemma 5) and X = 0 in B0 it follows that there exists a positive function
ρ ∈ C∞(B0) such that
∇⊥ I = −ρX, (18)
where we are using the convention for the orientation introduced in Section 2. This function is called
an integrating factor of X in B0. We conclude on account of Lemma 14 that
[Y˜ , X] =
(
F ′(I) − div(Y˜ ) − Y˜ · ∇ρ
ρ
)
X (19)
in B0, the dot · denoting scalar product. We claim that there exists a function F ∈ C∞(R) which is
positive in R \ {0} and ﬂat at 0 such that the vector ﬁeld
Y (z) :=
{
F (I(z)) ∇ I(z)
(∇ I(z))2 , for z ∈ B0;
0, for z = 0,
(20)
and the function
h(z) :=
{
F ′(I(z)) − div(F (I(z)) ∇ I(z)
(∇ I(z))2 ) − F (I(z))∇ I(z)·∇ρ(z)ρ(z)(∇ I(z))2 , for z ∈ B0; (21)
0, forz = 0,
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[Y , X] = hX
in B , which proves the theorem just noticing that Y does not vanish in B0 by the properties of F
and I .
Indeed, let us deﬁne in B0 the C∞ functions:
μ˜1 := Ix
(∇ I)2 ,
μ˜2 := I y
(∇ I)2 ,
μ˜3 := ∇ I · ∇ρ
ρ(∇ I)2 .
Arguing exactly as in the proof of Theorem 1, we derive that there exist functions Fi ∈ C∞(R)
(i = 1,2,3), positive in R \ {0} and ﬂat at 0 such that the functions
μi(z) :=
{
Fi(I(z))μ˜i(z), for z ∈ B0;
0, for z = 0, (22)
are C∞ in B and ﬂat at the origin for any i ∈ {1,2,3}. Finally we deﬁne the function F ∈ C∞(R) as
F := F1F2F3,
which is obviously positive in R \ {0} and ﬂat at 0. Moreover, Eq. (22) and the deﬁnitions of μ˜i imply
that Eqs. (20) and (21) deﬁne functions which are C∞ in B and ﬂat at 0, as we desired to prove.
It is obvious from the construction of the vector ﬁeld Y that it is orthogonal to X in B0 because
X · ∇ I = 0. We conclude this section by observing that Theorem 1 can be proved in a different way
using Theorem 3. We note that the IIF obtained below is generally different from the one derived in
Section 2 because the functions G and F do not need to coincide.
Corollary 15. The function V := − F (I)|X ||∇ I| is a C∞ inverse integrating factor of X in B.
Proof. It is well known that if X = P∂x + Q ∂y has a Lie symmetry Y = f1∂x + f2∂y then V := P f2 −
Q f1 is an inverse integrating factor of X . As the vector ﬁeld Y deﬁned in Eq. (20) is a Lie symmetry
of X , we get that the function
V := F (I)∇
⊥ I · X
(∇ I)2
is C∞ in B and an IIF of X . The result then follows because ∇⊥ I · X = −|∇ I||X | according to
Eq. (18). 
Remark 16. From the proof of Corollary 15 it stems that if an analytic center does not admit an ana-
lytic IIF, then it does not admit an analytic Lie symmetry. Therefore, Moussu’s example of degenerate
center (see the proof of Theorem 2) does not posses a Cω Lie symmetry.
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