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Abstract
In this paper, we obtain some new and general existence and uniqueness theorems of positive fixed points
for mixed monotone operators with perturbation, which extend the corresponding results in [Z.T. Zhang,
New fixed point theorems of mixed monotone operators and applications, J. Math. Anal. Appl. 204 (1996)
307–319, Theorem 1, Corollaries 1 and 2]. Moreover, some applications to nonlinear integral equations on
unbounded region are given.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Various existence and uniqueness theorems of fixed points for monotone operators are of great
use in the study of nonlinear equations, and much effort has been devoted to this topic (cf., e.g.,
[1–6,9,10]). In 1996, Zhang [9] investigated the existence and uniqueness of positive fixed points
for concave and convex mixed monotone operators, i.e., the existence and uniqueness of positive
solutions to operator equation,
A(x,x) = x, x ∈ E,
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cone of Banach space E, and proved the following result.
Theorem A. [9, Theorem 1] Let P be a normal cone of Banach space E, and let A :P ×P → P
be a mixed monotone operator. Suppose that:
(i) for fixed y, A(·, y) :P → P is concave; for fixed x, A(x, ·) :P → P is convex.
(ii) ∃v > θ, c > 12 such that θ < A(v, θ) v and
A(θ, v) cA(v, θ).
Then A has exactly one fixed point x∗ ∈ [θ, v], and constructing successively the sequences
xn = A(xn−1, yn−1), yn = A(yn−1, xn−1) (n = 1,2, . . .)
for any initial (x0, y0) ∈ [θ, v] × [θ, v], we have
‖xn − x∗‖ → 0, ‖yn − x∗‖ → 0 (n → ∞)
with the convergence rate
‖xn − x∗‖N2
(
1 − c
c
)n
· ‖v‖, ‖yn − x∗‖N2
(
1 − c
c
)n
· ‖v‖,
where N is the normal constant of P , and θ denotes zero in E.
In this paper, we study the existence and uniqueness of positive fixed points for more general
operators, precisely, for concave and convex mixed monotone operator with perturbation. In other
words, we investigate the existence and uniqueness of positive solutions of the following operator
equation in a real ordered Banach space E,
A(x,x)+Bx = x, x ∈ E, (1)
where A is a mixed monotone operator with convexity and concavity, and B is affine. By using
the partial order theory and monotone iterative technique, we obtain new and general existence
and uniqueness theorems of positive solutions for Eq. (1) without assuming operators to be con-
tinuous or compact, which extend the corresponding results in [9, Theorem 1, Corollaries 1
and 2]. Even in the special case of B being a null operator, the condition of our result (Theo-
rem 2.1 below) is weaker than that of Theorem A, i.e., our result (Theorem 2.1 below) improves
Theorem A. In addition, our result is applied to the following nonlinear integral equation on
unbounded region,∫
Rn
K(t, s)
[
f
(
x(s)
)+ g(x(s))]ds = [1 +G1(t)]x(t)−G2(t)x(t + τ)−G3(t),
t, τ ∈ Rn, (2)
and we obtain the existence and uniqueness of positive solutions.
Throughout this paper, E is a real Banach space with norm ‖ · ‖, and P is a cone in E. So a
partial order in E is given by x  y iff x − y ∈ P . Recall that a cone P is said to be normal if
there exists a constant N such that
θ  x  y ⇒ ‖x‖N‖y‖,
where N is called a normal constant. P is said to be solid if the interior intP is nonempty.
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(respectively, concave operator) if
A
(
tx + (1 − t)y) tAx + (1 − t)Ay(
respectively A
(
tx + (1 − t)y) tAx + (1 − t)Ay)
for x, y ∈ D, x  y, and t ∈ [0,1]. In addition, if B :D → E satisfies
B
(
tx + (1 − t)y)= tBx + (1 − t)By,
where x, y ∈ D and t ∈ [0,1], then B is said to be affine.
Definition 1.2. Let W ⊂ E. Operator A :W ×W → E is said to be mixed monotone if A(x,y) is
increasing in x and decreasing in y, i.e., x1, x2, y1, y2 ∈ W ; x1  x2, y1  y2 implies A(x1, y1)
A(x2, y2). Element x∗ ∈ W is called a fixed point of A if A(x∗, x∗) = x∗.
Definition 1.3. An operator T :E1 → E2 between two ordered vector spaces is called positive,
i.e., T  0, if T (P1) ⊂ P2, where P1 and P2 are two cones in E1 and E2, respectively. A semi-
group {T (t)}t0 on E is positive if T (t) 0 for all t  0.
2. Main results
Theorem 2.1. Let P be normal, N be the normal constant of P . Let u,v ∈ P ∩D(B), u < v,
operator A : [u,v]×[u,v] → E be mixed monotone and B :D(B) → E be affine on [u,v], where
[u,v] = {x ∈ E | u x  v}. Assume that:
(i) for fixed y, A(·, y) : [u,v] → E is concave, and for fixed x, A(x, ·) : [u,v] → E is convex;
(ii) (I − B)−1 :E →D(B) exists and is an increasing operator on [u − Bu,v − Bv], i.e., for
x, y ∈ [u−Bu,v −Bv], x  y, implies (I −B)−1x  (I −B)−1y, where I is the identity
operator on E;
(iii) A(u,v) u,A(v,u) v, Bu θ , and Bv  θ ;
(iv) there exists some m0 ∈ N ∪ {0} such that
um0+1 
1
2
(vm0+1 + um0), (3)
where
u0 = u, v0 = v,
un = (I −B)−1A(un−1, vn−1) (n = 1,2, . . .), (4)
vn = (I −B)−1A(vn−1, un−1) (n = 1,2, . . .). (5)
Then Eq. (1) has a unique positive solution x∗ in [u,v]. Moreover, constructing successively the
sequences
xn = (I −B)−1A(xn−1, yn−1) (n = 1,2, . . .) (6)
and
yn = (I −B)−1A(yn−1, xn−1) (n = 1,2, . . .) (7)
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xn → x∗, yn → x∗ (n → ∞),
and the convergence rates are
‖xm0+n − x∗‖
2N2
n+ 1‖v − u‖ (n = 1,2, . . .), (8)
‖ym0+n − x∗‖
2N2
n+ 1‖v − u‖ (n = 1,2, . . .). (9)
Proof. For convenience of presentation, we denote C = (I −B)−1A. From (ii) and (iii) we have
C(u, v) = (I −B)−1A(u,v) (I −B)−1u u (10)
and
C(v,u) = (I −B)−1A(v,u) (I −B)−1v  v. (11)
Hence R(C|[u, v]×[u, v]) ⊂ [u,v]. Since B is affine on [u,v], it follows that (I − B)−1 is
affine on [u − Bu,v − Bv]. So by (ii) we know that C is mixed monotone, and for fixed y,
C(·, y) : [u,v] → E is concave, for fixed x, C(x, ·) : [u,v] → E is convex.
By (4), (5), (10) and (11), we show easily that for n ∈ N,
u = u0  u1  · · · um0  um0+1  · · · um0+n  um0+n+1  · · ·
 vm0+n+1  vm0+n  · · · vm0+1  vm0  · · · v1
 v0 = v. (12)
Thus, it follows from (3) and (12) that
θ  1
2
(vm0+n − um0) · · ·
1
2
(vm0+1 − um0) um0+1 − um0  · · · um0+n − um0 .
We set
tn = sup
{
t > 0
∣∣ um0+n  tvm0+n + (1 − t)um0} (n = 1,2, . . .).
Obviously,
um0+n  tnvm0+n + (1 − tn)um0 (13)
and
1
2
 t1  t2  · · · tn  tn+1  · · · 1.
Next, we prove tn → 1 as n → ∞. For n ∈ N, making use of (13) we obtain
um0+n  tnvm0+n + (1 − tn)um0
 tnvm0+n + (1 − tn)
2um0 − tnvm0+n
2 − tn
= tn
2 − tn vm0+n +
2(1 − tn)
2 − tn um0 .
So,
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 tn
2 − tn C(vm0+n, vm0+n)+
2(1 − tn)
2 − tn C(um0 , vm0+n)
 tn
2 − tn C(vm0+n, vm0+n)+
2(1 − tn)
2 − tn C(um0 , vm0+1),
i.e.,
tnC(vm0+n, vm0+n)+ 2(1 − tn)C(um0 , vm0+1) (2 − tn)um0+n+1. (14)
From (3), (13) and (14) we have
vm0+n+1 = C(vm0+n,um0+n)
 tnC(vm0+n, vm0+n)+ (1 − tn)C(vm0+n,um0)
 tnC(vm0+n, vm0+n)+ (1 − tn)vm0+1
 tnC(vm0+n, vm0+n)+ (1 − tn)(2um0+1 − um0)
= tnC(vm0+n, vm0+n)+ 2(1 − tn)um0+1 − (1 − tn)um0
 tnC(vm0+n, vm0+n)+ 2(1 − tn)C(um0 , vm0+1)− (1 − tn)um0
 (2 − tn)um0+n+1 − (1 − tn)um0 .
Consequently,
um0+n+1 
1
2 − tn vm0+n+1 +
1 − tn
2 − tn um0 .
This means that
tn+1 
1
2 − tn ,
i.e.,
1 − tn+1  1 − tn2 − tn . (15)
For convenience, we set sn = 1 − tn = 0. Then (15) can be rewritten as follows:
sn+1 
sn
1 + sn =
1
1 + 1
sn
. (16)
Therefore,
1
sn+1
 1 + 1
sn
and
1
sn
 1 + 1
sn−1
. (17)
Combining (16) and (17) gives
1 − tn+1 = sn+1  1
2 + 1  · · ·
1
n+ 1 
1
n+ 2 . (18)sn−1 s1
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In addition, from (12) and (13) we obtain that for n,p ∈ N
θ < um0+n+p − um0+n  vm0+n − um0+n
 (1 − tn)(vm0+n − um0) (1 − tn)(v − u). (19)
Since P is normal we get
‖um0+n+p − um0+n‖N(1 − tn)‖v − u‖ (20)
and
‖vm0+n − um0+n‖N(1 − tn)‖v − u‖. (21)
From (20) we know that {um0+n}∞n=1 is a Cauchy sequence. Hence there exists x∗ ∈ [u,v] such
that un → x∗ (n → ∞). In combination with (12), (19) and (21), this implies
lim
n→∞vn = limn→∞un = x
∗ (22)
and
um0+n  x∗  vm0+n. (23)
Therefore,
um0+n+1 = C(um0+n, vm0+n) C(x∗, x∗)C(vm0+n,um0+n) = vm0+n+1.
Taking limit and using (22), we conclude that
C(x∗, x∗) = x∗,
i.e.,
(I −B)−1A(x∗, x∗) = x∗.
So,
A(x∗, x∗)+Bx∗ = x∗,
that is, Eq. (1) has a positive solution, namely, x∗.
Now for each (x0, y0) ∈ [u,v] × [u,v] considering the sequences (6) and (7) we have
un  xn  vn (n = 0,1, . . .) (24)
and
un  yn  vn (n = 0,1, . . .). (25)
Hence by (22) we get
‖xn − x∗‖ → 0 (n → ∞) (26)
and
‖yn − x∗‖ → 0 (n → ∞). (27)
Moreover, using (18), (21), (23), and (24) we obtain the following inequality
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 2N‖vm0+n − um0+n‖
 2N2(1 − tn)‖v − u‖
 2N
2
n+ 1‖v − u‖ (n = 1,2, . . .).
In the same way we can get (9).
Finally, let y∗ ∈ [u,v], y∗ = x∗ and C(y∗, y∗) = y∗. We take initial value (x0, y0) = (y∗, y∗).
Then,
x1 = C(x0, y0) = C(y∗, y∗) = y∗
and
y1 = C(y0, x0) = C(y∗, y∗) = y∗.
By mathematical induction we have xn = yn = y∗ (n = 1,2, . . .). Noting that (26) and (27), we
get y∗ = x∗. This implies the uniqueness of positive solutions of Eq. (1).
This ends the proof of Theorem 2.1. 
Remark 2.2. In Theorem 2.1 we do not require operators A and B to be compact or continuous.
Moreover, compared with Theorem A, Theorem 2.1 deals with more general monotone operators,
i.e., concave and convex mixed monotone operators with perturbation.
In the special case B = 0, we have the following corollary, which improves [9, Theorem A
and Corollary 1].
Corollary 2.3. Let P be normal, u,v ∈ P and u < v. Let operator A : [u,v] × [u,v] → E be a
mixed monotone operator and satisfy the condition (i) of Theorem 2.1. Suppose that
A(u,v) u, A(v,u) v and A(u,v) 1
2
[
A(v,u)+ u].
Then operator A has a unique fixed point x∗ in [u,v].
Remark 2.4. In [9, Theorem A and Corollary 1], the constant c must be strictly larger than 12 .
But, Corollary 2.3 works even for c = 12 .
Corollary 2.5. Let P be normal, u,v ∈ P ∩D(B) and u < v. Suppose that operator A : [u,v] ×
[u,v] → E is mixed monotone, B :D(B) → E is affine on [u,v], and assume that:
(a) for fixed y, A(·, y) : [u,v] → E is convex, and for fixed x, A(x, ·) : [u,v] → E is concave;
(b) (I −B)−1 :E →D(B) exists and is increasing on [u−Bu,v −Bv];
(c) A(u,v)+Bu u, A(v,u)+Bv  v and A(v,u) 12 [v +A(u,v)−Bv].
Then Eq. (1) has a unique positive solution x∗ in [u,v].
Proof. Define operator Q : [u,v] × [u,v] → E by
Q(x,y) = u+ v − (I −B)−1A(u+ v − x,u+ v − y), (x, y) ∈ [u,v] × [u,v].
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a unique positive solution x¯ ∈ [u,v], that is, x∗ = u+v− x¯ ∈ [u,v] is the unique positive solution
of Eq. (1).
This completes the proof. 
Remark 2.6. It is clear that Corollary 2.5 generalizes [9, Corollary 2].
Corollary 2.7. Let P be normal and solid, u,v ∈ P, u < v. Suppose that operator A : [u,v] ×
[u,v] → E is mixed monotone and B :E → E is affine. We make the following assumptions:
(a) for fixed y, A(·, y) : [u,v] → E is concave, and for fixed x, A(x, ·) : [u,v] → E is convex;
(b) (I −B)−1 :E → E exists;
(c) there exist w ∈ intP and number b 0 such that
Bw  Bθ and Bx + bx  Bθ for ∀x ∈ P ;
(d) A(u,v) u, A(v,u) v, A(u, v) 12 [A(v,u)+ u], Bu θ , and Bv  θ .
Then Eq. (1) has exactly one positive solution in [u,v].
Proof. We define operator S :E → E by
Sx = Bx −Bθ, x ∈ E. (28)
It is not hard to verify that S is linear (see [8]).
In the following, we show that
(I −B)−1x = (I − S)−1(x +Bθ), x ∈ E. (29)
For the sake of convenience, we let Mx = (I − S)−1(x +Bθ) for ∀x ∈ E. It is clear that
M(I −B)x = x, x ∈ E,
i.e., operator I −B is left invertible. On the other hand, we have
(I − S)(I − S)−1Bθ = Bθ,
i.e.,
(I − S)−1Bθ − S(I − S)−1Bθ −Bθ = θ.
Therefore,
(I −B)(I − S)−1Bθ = θ. (30)
By (30) and the fact that (I −B) is affine, we have
(I −B)Mx = (I −B)(I − S)−1(x +Bθ)
= (I −B)(I − S)−1(x +Bθ)− (I −B)θ −Bθ
= (I −B)(I − S)−1x + (I −B)(I − S)−1Bθ +Bθ
= (I − S)−1x −B(I − S)−1x +Bθ
= (I − S)−1x − S(I − S)−1x
= (I − S)(I − S)−1x = x,
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can assert that (I − S)−1 is increasing implies (I −B)−1 is increasing.
We now prove that (I − S)−1 is increasing, i.e., for x ∈ E, (I − S)x  θ implies x  θ . Let
Φw(x) = inf{λ 0 | x  λw}. Then,
x Φw(x)w, ∀x ∈ E, (31)
Φw is a half-norm on E and
P = {x ∈ E ∣∣Φw(−x) = 0}. (32)
Furthermore, the subdifferential ∂Φ of Φ in x ∈ E is defined by
∂Φ(x) = {φ ∈ E∗ ∣∣ 〈x,φ〉 = Φ(x), 〈y,φ〉Φ(y), ∀y ∈ E}, (33)
where E∗ denotes the dual space of E. It follows from the Hahn–Banach theorem that ∂Φ(x) = ∅
for all x ∈ E. From (32) and (33) we have
〈−y,φ〉Φw(−y) = 0, ∀φ ∈ ∂Φw(x), y ∈ P,
i.e., 〈y,φ〉 0. Hence φ  0 for ∀φ ∈ ∂Φw(x).
Based on (31) and (33) we obtain for ∀φ ∈ ∂Φw(−x),
Φw(−x) = 〈−x,φ〉Φw(−x)〈w,φ〉Φw(−x)Φw(w) = Φw(−x).
This implies
〈−x,φ〉 = Φw(−x)〈w,φ〉, φ ∈ ∂Φw(−x).
So 〈Φw(−x)w + x,φ〉 = 0 for ∀φ ∈ ∂Φw(−x), i.e.,
〈z,φ〉 = 0, φ ∈ ∂Φw(−x), (34)
where z = Φw(−x)w + x  θ . By (c), (34) and φ  0 we have
〈Sz,φ〉 = 〈Sz + bz,φ〉 = 〈Bz −Bθ + bz,φ〉 0, φ ∈ ∂Φw(−x),
i.e., 〈
Φw(−x)Sw + Sx,φ
〉
 0, φ ∈ ∂Φw(−x). (35)
It follows from (35), (c) and Sx  x that
0−Φw(−x)〈Bw −Bθ,φ〉 = −Φw(−x)〈Sw,φ〉
 〈Sx,φ〉 〈x,φ〉 = −〈−x,φ〉 = −Φw(−x) 0.
So Φw(−x) = 0, i.e., x  θ . This proves that (I − S)−1 is increasing, and therefore, (I − B)−1
is increasing. By (d) and the fact that B is affine we have
(I −B)−1A(u,v) 1
2
[
(I −B)−1A(v,u)+ (I −B)−1u] 1
2
[
(I −B)−1A(v,u)+ u].
Consequently, we get the conclusion by Theorem 2.1 with m0 = 0.
The proof is then complete. 
Corollary 2.8. Let P be normal, u,v ∈ P, u < v. Let operator A : [u,v] × [u,v] → E be mixed
monotone, B :E → E be affine, and suppose that
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(b) sup‖x‖=1 ‖Bx −Bθ‖ < 1, Bu θ and Bv  θ ;
(c) there exists some number β  0 such that Bx + βx  Bθ , x ∈ P .
Then Eq. (1) has exactly one positive solution in [u,v].
Proof. Similarly to the proof of Corollary 2.7, it is sufficient to prove that (I − S)−1 exists and
is increasing, i.e., (I − S)−1  0, where operator S :E → E is defined by (28).
It follows from (b) that ‖S‖ < 1. Consequently, (I −S)−1 exists on E and operator S generates
a uniformly continuous semigroup {T (t)}t0. Furthermore, we have
T (t) = etS and ‖T (t)‖ et‖S‖ for all t  0.
Let ω0 be the growth bound of {T (t)}t0. Then ω0  ‖S‖ < 1. In addition, from (c) we have
S + βI  0. So we get
T (t) = etS = e−βt et (S+βI) = e−βt
∞∑
n=0
tn
n! (S + βI)
n  0, t  0.
This implies {T (t)}t0 is a positive semigroup. Consequently, (I − S)−1  0 (cf. [7]). Hence,
(I −B)−1 is increasing.
This completes the proof. 
3. Application
Theorem 3.1. Let E = Cb(Rn), the Banach space of all bounded and continuous functions on
Rn with the supremum norm. Increasing function f : R → R and decreasing function g : R → R
are concave and convex on [a, b], respectively, where 0 a < b. Moreover, continuous function
K : Rn × Rn → R and G1,G2,G3 ∈ E satisfy the following assumptions:
(a) K(t, s) 0 on Rn × Rn, 2[f (a)+ g(b)] − f (b)− g(a) > 0 and
a
2[f (a)+ g(b)] − f (b)− g(a) 
∫
Rn
K(t, s) ds  b
f (b)+ g(a) , t ∈ R
n;
(b) a[G2(t)−G1(t)] +G3(t) 0 and b[G2(t)−G1(t)] +G3(t) 0, t ∈ Rn;
(c) there exist g1, g2 ∈ R such that for all t ∈ Rn,
0G1(t) g1, 0G2(t) g2 and g1 + g2 < 1.
Then Eq. (2) has a unique positive solution x∗ in Cb(Rn) and a  x∗(t) b, t ∈ Rn.
Proof. We set P = {x ∈ E | x(t)  0, ∀t ∈ Rn}. Clearly, P is a normal cone in E, and the
normal constant N = 1. In the following, we define operator(
A(x,y)
)
(t) =
∫
Rn
K(t, s)
[
f
(
x(s)
)+ g(y(s))]ds, t ∈ Rn,
and
(Bx)(t) = G2(t)x(t + τ)−G1(t)x(t)+G3(t), t ∈ Rn.
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A(x,x)
)
(t)+ (Bx)(t) = x(t), t ∈ Rn.
Let u(t) ≡ a, v(t) ≡ b, t ∈ Rn. It is easy to show that A : [a, b] × [a, b] → E is mixed
monotone and (a) of Corollary 2.8 is satisfied. On the other hand, from (b) we have
(Bu)(t) = a[G2(t)−G1(t)]+G3(t) 0, t ∈ Rn,
and
(Bv)(t) = b[G2(t)−G1(t)]+G3(t) 0, t ∈ Rn.
So Bu θ and Bv  θ . Furthermore, by (c) it can be inferred that
sup
‖x‖=1
‖Bx −Bθ‖ g1 + g2 < 1.
Hence (b) of Corollary 2.8 also holds.
In addition, we show easily that for β  g1,
(Bx + βx)(t) = G2(t)x(t + τ)+
(
β −G1(t)
)
x(t)+G3(t)
G3(t) = (Bθ)(t), x ∈ P, t ∈ Rn.
Consequently,
Bx + βx  Bθ, x ∈ P.
Thus applying Corollary 2.8 we obtain the existence and uniqueness of positive solution x∗
of Eq. (2). Moreover, we have
a  x∗(t) b, t ∈ Rn.
This ends the proof of Theorem 3.1. 
If G1(t) = G2(t) = G3(t) ≡ 0, t ∈ Rn, we have the following theorem.
Theorem 3.2. Let E = Cb(Rn). Increasing function f : R → R and decreasing function
g : R → R are concave and convex on [a, b], respectively, where 0 a < b, and f (a)+g(b) > 0.
In addition, we set
α1 = inf
{
x ∈ [a, b] ∣∣H1(x) = 2f (x)− g(x)− f (b)− f (a)+ g(b) = 0}, (36)
α2 = sup
{
x ∈ [a, b] ∣∣H2(x) = 2g(x)− f (x)+ f (a)− g(a)− g(b) = 0}, (37)
and suppose continuous function K : Rn × Rn → R satisfies K(t, s) 0 on Rn × Rn, and one of
the following two hypotheses:
(H) α1
f (a)+ g(b) 
∫
Rn
K(t, s) ds  b
f (b)+ g(a) , t ∈ R
n;
(H′) a
f (a)+ g(b) 
∫
n
K(t, s) ds  α2
f (b)+ g(a) , t ∈ R
n
.R
764 K. Li et al. / J. Math. Anal. Appl. 328 (2007) 753–766Then Eq. (2) has a unique positive solution x∗ in Cb(Rn) and a  x∗(t) b, t ∈ Rn. Moreover,
for all x0, y0 ∈ [a, b], constructing successively the sequences
xm(t) =
∫
Rn
K(t, s)
[
f
(
xm−1(s)
)+ g(ym−1(s))]ds, t ∈ Rn, m ∈ N,
ym(t) =
∫
Rn
K(t, s)
[
f
(
ym−1(s)
)+ g(xm−1(s))]ds, t ∈ Rn, m ∈ N,
we have
xm → x∗, ym → y∗ (m → ∞)
with the convergence rate
‖xm − x∗‖ 2
m
(b − a) (m = 2,3, . . .),
‖ym − x∗‖ 2
m
(b − a) (m = 2,3, . . .).
Proof. As in the proof of Theorem 3.1, we need only to prove that (iii) and (iv) of Theorem 2.1
with B = 0 holds.
When (H) is satisfied, we have
u1(t) =
(
A(u,v)
)
(t) = [f (a)+ g(b)] · ∫
Rn
K(t, s) ds
 α1  a ≡ u(t), t ∈ Rn, (38)
and
v1(t) =
(
A(v,u)
)
(t) = [f (b)+ g(a)] · ∫
Rn
K(t, s) ds
 b ≡ v(t), t ∈ Rn. (39)
Hence, by (36), (38), (39) and the fact that H1(x) is increasing for x, we get
u2(t) =
(
A(u1, v1)
)
(t) =
∫
Rn
K(t, s)
[
f
(
u1(s)
)+ g(v1(s))]ds

∫
Rn
K(t, s)
[
f
(
u1(s)
)+ g(b)]ds
 1
2
∫
Rn
K(t, s)
[
f (b)+ g(u1(s))+ f (a)+ g(b)]ds
 1
2
{∫
Rn
K(t, s)
[
f
(
v1(s)
)+ g(u1(s))]ds + [f (a)+ g(b)] ·
∫
Rn
K(t, s) ds
}
= 1
2
[(
A(v1, u1)
)
(t)+ (A(u,v))(t)]
= 1 [v2(t)+ u1(t)], t ∈ Rn. (40)2
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Thus applying Theorem 2.1 with B = 0, m0 = 1 gives rise to the conclusion. This ends the
proof of Theorem 3.2. 
We close this paper with the following more concrete example.
Example 3.3. Consider the following nonlinear integral equation:∫
Rn
K(t, s)
[√
2x(s)+ 4√
1 + x(s)
]
ds
= 1
12
(
1
n
n∑
i=1
sin ti + 19
)
x(t)− 1
24
(
1
n
n∑
i=1
cos ti + 3
)
x(t + τ)
− 1
5nπ
(
n∑
i=1
arctan ti
)
− 1
10
, (41)
where
K(t, s) 0 and 0
∫
Rn
K(t, s) ds  4 −
√
2
14
, t = (t1, t2, . . . , tn), s, τ ∈ Rn.
Letting
a = 0, b = 1,
f (x) = √2x, g(x) = 4√
1 + x , x  0,
G1(t) = 112
(
1
n
n∑
i=1
sin ti + 7
)
,
G2(t) = 124
(
1
n
n∑
i=1
cos ti + 3
)
,
G3(t) = 15nπ
(
n∑
i=1
arctan ti
)
+ 1
10
,
where t = (t1, t2, . . . , tn) ∈ Rn, and making use of Theorem 3.1 one can see that Eq. (41) has a
unique positive solution x∗ ∈ Cb(Rn) and 0 x∗(t) 1, t ∈ Rn.
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