Abstract: Nonparametric estimation of tail dependence can be based on a standardization of the marginals if their cumulative distribution functions are known. In this paper it is shown to be asymptotically more efficient if the additional knowledge of the marginals is ignored and estimators are based on ranks. The discrepancy between the two estimators is shown to be substantial for the popular Clayton and Gumbel-Hougaard models. A brief simulation study indicates that the asymptotic conclusions transfer to finite samples.
Introduction
Let ( , ) be a bivariate random vector with joint cumulative distribution function (cdf) and continuous marginal cdfs and . The cdf of ( , ) = ( ( ), ( )), called the copula of ( , ) , is the only function satisfying the relationship ( , ) = { ( ), ( )} for all , ∈ ℝ and therefore characterizes the stochastic dependence between and . The lower and upper tail copulas of ( 1 , 1 ), . . . , ( , ) such that ( , ) = ( , ) has first been addressed by [22] .
The underlying idea of his estimator (and of several variants) can be summarized as follows. For the sake of brevity we restrict ourselves to lower tail copulas and we begin by supposing that the marginal distributions are known to the statistician. In that case, a natural estimator for is given by the empirical distribution function of the standardized sample ( ( 1 ), ( 1 )), . . . , ( ( ), ( )), i.e., tions we must replacẽ( , ) by the empirical copulâ. With the pseudoobservationŝ= ( ) = rank( among 1 , . . . , )/ and̂= ( ) = rank( among 1 , . . . , )/ , where and denote the marginal empirical distribution functions, the empirical copula is defined aŝ( , ) = −1 ∑ =1 1{̂≤ ,̂≤ }. Hence, we can definê
as a rank-based estimator for Λ . The asymptotics of these estimators (or of slight variants thereof) have been investigated in several papers. The first weak conver-gence results dates back to [22] , while [10] consider the problem of which rate can be achieved in this estimation problem. [15] prove weak convergence with respect to weighted metrics, whereas [37] give an alternative proof for the asymptotics by the functional delta method. [16] and [4] provide some improvements regarding the imposed smoothness conditions on the tail copulas, which we also adopt in the present paper. In order to control the bias of the estimators one needs to assume a second order condition on the speed of convergence in the defining relation for Λ. Suppose 
Note that the definition of Λ can be extended to the set [0, ∞] 2 \ {(∞, ∞)}.
Using the margin-free estimatorΛ , and assuming that the partial derivativeṡ Λ ,1 = Λ andΛ ,2 = Λ exist and are continuous on (0, ∞) 2 , we have
where the process Λ can be expressed as
see, in particular, [4] for the imposed smoothness conditions on the partial derivatives of Λ . Similar results hold for the upper tail copula and its corresponding 
, where Λ and Λ are defined exactly as before, but with Λ replaced by Λ .
In the case of unknown marginal distributions, a statistician being interested in (say, the lower) tail dependence has no choice between the estimatorsΛ and Λ and has to rely onΛ . The question of interest of this note deals with the case of having knowledge of the marginal distributions. Then we are confronted with the question of which estimator to prefer, and observing thatΛ exploits additional knowledge and has the somewhat easier limiting distribution might suggest to use this estimator. We are going to show that this conclusion is misleading: even thoughΛ is discarding what appears to be pertinent information, this estimator is always preferable from an asymptotic point-of-view. This result is inline with a recent observation by [19] for the empirical copula process, where the rank-based estimator for the copula is more efficient for a broad class of positively associated copulas. For a similar observation regarding the analysis of censored data see, e.g., [33] .
The remainder of this note is organized as following. In Section 2 we discuss the bias and the asymptotic variance of the two estimatorsΛ andΛ . While the bias is shown to be (almost) the same for both estimators the variance ofΛ is shown to be substantially smaller. We investigate our findings for the Clayton and Gumbel tail copula both theoretically and by means of a small simulation study.
Main result
In the subsequent developments we restrict ourselves to the investigation of lower tail dependence. As mentioned in the Introduction, by passing from ( , ) to (− , − ), we easily obtain the same results for the upper tail dependence. We are going to show that both estimatorsΛ andΛ share a comparable bias under usual second order conditions, whereas the variance ofΛ is substantially smaller than the one ofΛ . We begin with the discussion of the bias which can be derived from the decompositions
The first summand in each line is the leading term and converges weakly towards Λ and Λ , respectively. Whereas the leading term in the first line is unbiased for every , its counterpart in the second line is asymptotically unbiased. The summands on the right-hand side of the preceding decomposition are the same for both estimators and constitute the term which determines the asymptotic bias.
Depending on the second order condition and on the limit behavior of √ ( / ) for → ∞ it may converge to 0 or to some function , or its absolute value may blow up to ∞.
For these reasons an (asymptotic) comparison of the estimatorsΛ andΛ must be based on a discussion of their asymptotic (co)variance. The following theorem, in which we abbreviate Λ by Λ, is our main result. 
We only show that 1 and 2 are non-positive, since, for symmetry reasons, 3 and 4 can be treated analogously. Let us first consider 1 and suppose that ≤ .
Note that Λ( , )/ = Λ(1, / ) together with monotonicity of Λ(1, ⋅) implies that the function → Λ( , )/ is non-increasing. Hence, for all , > 0,
which implies that 1 ≤ 0 for ≤ . On the other hand, for > , we can use (2.2) and homogeneity and monotonicity of Λ to see thaṫ
whence, again, 1 ≤ 0. Now consider 2 . For ≤ , the assertion 2 ≤ 0 simply follows by boundedness of the partial derivative, i.e., 0 ≤Λ 2 ≤ 1. For > , note that the same argumentation as for (2.2) implies thatΛ 2 ( , ) ≤ Λ( , ) for any , > 0. Hence, we get 2 ≤ 0 upon noting that Λ( , ) ≤ .
The superiority of the rank-based estimator from the point of view of its (asymptotic) variance can be explained, at least partially, as follows. For ≥ / (or, with a similar argumentation, for ≥ / ), the function →Λ ( , ) = −1 ∑ =1 1(̂≤ / ) is a non-random step function with jumps of size −1 in the points / , where = 1, . . . , . Therefore, its variance is zero. On the other hand, the variance of its counterpart →Λ ( , ) = −1 ∑ =1 1( ( ) ≤ / ) is easily seen to be given by / 2 { / (1 − / )} = / − 2 / for all ∈ [0, / ], which explains the superiority ofΛ for those ( , ) for which at least one coordinate is larger than / . For continuity reasons, this argument shows thatΛ should be preferable at least for all "large" ( , ). Theorem 2.1 shows theoretically that it actually is preferable for all ( , ).
As already mentioned in the Introduction a result similar to that in Theorem 2.1 has recently been shown by [19] for the estimation of copulas. Even though copulas and tail copulas are closely related (the latter being directional derivatives of the former), the problems of comparing their asymptotic covariances are slightly different and the corresponding results do not imply each other. Among other things, this is due to the fact that the copula estimator̃based on known marginals converges to a Gaussian limiting field with covariance
Cov{ ( , ), ( , )} = ( ∧ , ∧ ) − ( , ) ( , ),
as opposed to the tail copula setting in (1.1), where only one summand appears. Additionally, note that the results for copulas in [19] only hold for a subclass of copulas, namely for all copulas that are left tail decreasing in both arguments, whereas the tail copula-pendant holds for every tail copula. Finally, as a consequence of Theorem 2.1 and the functional delta method and by the same arguments as in Proposition 3 in [19] , we can conclude that any real-valued estimator̂= Φ(Λ ) that is a non-decreasing and sufficiently smooth functional ofΛ is preferable to the competitor̃= Φ(Λ ) from an asymptotic variance point-of-view. We omit the details of this observation.
Illustration
In this section we are going to illustrate the results of the previous section at hand of two popular exemplary models, both asymptotically and for finite sample sizes by means of Monte-Carlo simulations. We consider the following two underlying copulas.
• The bivariate Clayton copula is defined as
where > 0. The Clayton copula is lower tail dependent, with lower tail copula given by
The first order partial derivatives of Λ are calculated aṡ
• The bivariate Gumbel-Hougaard copula (also known as logistic copula) is defined as
where ≥ 1. Since Gu is an extreme-value copula with Pickands-dependence function ( ) = { + (1 − ) } 1/ , it is upper tail dependent for any > 1 with upper tail copula given by
see, e.g., [21] . The first order partial derivatives of Λ are calculated aṡ 
for the Clayton lower tail copula and by
for the Gumbel tail copula. In Figure 3 .2, these variances are plotted as a function of . It can be seen that, in both models, the rank-based estimator becomes substantially better with increasing degree of tail dependence. Finally, we investigate the finite-sample performance of the estimators for and , respectively, by means of a small simulation study. To this end, we simulate i.i.d. samples of size = 1,000 from the Clayton copula with parameter = 0.5 and from the Gumbel copula with parameter = log(2)/ log(7/4) ≈ 1.24 such that the coefficient of tail dependence are = 0.25 and = 0.25, respectively. Our objective is the estimation of (or ) and we investigate both the squared bias and the asymptotic variance as a function of the parameter . As usual in extreme value theory, larger values of result in a larger bias, whereas the variance decreases in . The results, which are based on 10 000 repetitions, are plotted in Figure 3 .3. We clearly see the expected superiority of the rank-based versions in Variance and Mean Squared Error. The bias of both estimators is indeed comparable as indicated by decomposition (2.2) at the beginning of this Section. Note also that the difference in variance entails a different "optimal" choice of for the two estimators, which is seen to be slightly larger for the estimator based on known marginals. This discrepancy reveals that there is no perfect global answer to the question of where the tail begins.
