With the increased use of biometrics for identity verification, there has been a similar increase in the use of multimodal fusion to overcome the limitations of unimodal biometric systems. While there are several types of fusion (e.g. decision level, score level, feature level, sensor level), research has shown that score level fusion is the most effective in delivering increased accuracy. Recently a promising framework for optimal combination of match scores based on the likelihood ratio test is proposed; where the distributions of genuine and impostor match scores are modelled as finite Gaussian mixture model. In this paper, we examine the performance of combining face and voice biometrics at the score level using the LR classifier. Our experiments on the publicly available scores of the XM2VTS Benchmark database show a consistent improvement in performance compared to the famous efficient sum rule preceded by Min-Max, z-score and tanh score normalization techniques.
INTRODUCTION AND MOTIVATION
Nowadays, biometric verification systems based on face images and/or speech signals have been shown to be quite effective in various security applications such as local or distant secure access, identity check at an airport, , forensics ...etc. However, their performance easily degrades in the presence of a mismatch between training and testing conditions. For speech based systems this is usually in the form of channel distortion and/or ambient noise; for face based systems it can be in the form of a change in the illumination direction, varying pose, occlusion, non-uniform background, etc. In order to achieve better recognition performance and to overcome other limitations of unimodal biometric systems; information fusion from multiple biometric systems has already been the subject of an intensive research (Ross et al., 2006) , (Toh et al., 2004) . Multibiometric systems are categorized into four system architectures according to the strategies used for information fusion: at the sensor, feature extraction, matching score and decision levels (Ross and Jain, 2003) . The score level fusion is generally preferred because of its good performance and simplicity (Alsaade, 2008) . Combining match scores is a challenging task because the scores of different matchers don't have the same nature and scale. According to (Nandakumar et al., 2007) , score fusion techniques can be divided into the following three categories: transformation-based score fusion , (Snelick, et al., 2005) , classifierbased score fusion (Ma et al., 2005) , (FierrezAguilar et al., 2003) and density-based score fusion (Dass et al., 2005) , (Nandakumar, 2008) , the last category is based on the likelihood ratio test and it requires explicit estimation of genuine and impostor match score densities. Density based approach followed by a classifier based on the NeymanPearson theorem (Lehmann and Romano, 2005) has the advantage that it directly achieves optimal performance at any desired operating point (FAR), provided the score densities are estimated accurately.
The authors in (Nandakumar et al., 2007) highlight that finite Gaussian mixture model (GMM) is quite effective in modelling the genuine and impostor score densities and the likelihood ratio based fusion rule with GMM-based density estimation achieves consistently low verification errors rates without the need for parameter tuning by the system designer, and they conclude their work by saying "while other fusion schemes such as sum rule and SVM can provide performance comparable to that of LR fusion, these approaches require careful selection of parameters (e.g., score normalization and fusion weights in sum rule, type of kernel and kernel parameters in SVM) on a caseby-case basis".
However, their tests on the XM2VTS database (Poh and Bengio, 2006) were restricted only to the fusion of the best face and voice matchers, although we have a total of 8 matchers (5 for face and 3 for voice) yielding to a total of 15 bimodal combinations.
In this paper, we examine the performance of combining face and voice biometrics at the score level using the LR classifier and a finite Gaussian mixture model (GMM) in modelling the genuine and impostor score densities. The tests are done for all the 15 possible combinations with different GMM model orders. The results are compared with the famous efficient sum rule preceded by Min-Max, zscore and tanh score normalization techniques. This paper is organized as follows: in section 2 we review the likelihood ratio based score fusion using GMM. Section 3 is dedicated to the elaboration and analysis of experimental results. Finally in the last section we conclude this work and highlight a possible perspective.
OVERVIEW OF LIKELIHOOD RATIO BASED SCORE FUSION
The Likelihood Ratio Test (LRT) has been used in fusion by many researchers (Nandakumar et al., 2007) . Let be a random variable denoting the match score provided by a matcher. Let the distribution function for the genuine scores be denoted as P gen (s) (i.e., P(S≤s|S is genuine)=Pgen(s)) with the corresponding density function p gen (s) . Similarly, let the distribution function for the impostor scores be denoted as Pimp(s) with the corresponding density function p imp (s). Suppose we need to decide between the genuine and impostor classes (to verify a claimed identity) based on the observed match score s. The likelihood ratio criterion can be expressed as:
The likelihood ratio method avoids the priors of the genuine and the impostor required by the Bayesian decision method, which are hard to estimate or to guess in reality. Instead it calculates the ratio and then thresholds it according to certain performance criterion such as false accept rate (FAR) or false reject rate (FRR). It can be formally proved that the likelihood ratio criterion is optimal in the Neyman-Pearson sense, i.e., when the FAR is fixed, the likelihood ratio criterion minimizes the FRR, and vice versa.
Assuming that both the genuine class and the impostor class have a mixture of Gaussians distribution, as expressed by
where s is match score vector, d is its dimensionality, μ is the mean vector, Σ is the covariance matrix and M is the number of mixture. Introducing logarithm, the criterion in Eq(1) can be rewritten:
In our study, the operating threshold used for performance comparison is the equal error rate obtained when the false accept rate (FAR) is equal to the false reject rate (FRR). From equation (3) we can remark that for a single multidimensional Gaussian the logarithm essentially reduces the probability measure to the difference between the two squared Mahalanobis distances in the genuine and the impostor class.
EXPERIMENTAL RESULTS

The XM2VTS Database and the Lausanne Protocols
The performance of likelihood ratio based fusion rule was evaluated on the score of the XM2VTS Benchmark database available from the website (http://personal.ee.surrey.ac.uk/Personal/Norman.Po h/), (Poh and Bengio, 2006) . This database contains synchronised video and speech data from 295 subjects, recorded during four sessions taken at one month intervals. The database is divided into three sets: a training set, an evaluation set and a test set. The training set (LP Train) was used to build client models, while the evaluation set (LP Eval) was used to compute the decision thresholds used by classifiers. Finally, the test set (LP Test) was used to estimate the performance. The 295 subjects were divided into a set of 200 clients, 25 evaluation impostors and 70 test impostors. There exist two configurations or two different partitioning approaches of the training and evaluation sets. They are called Lausanne Protocol I and II, denoted as LP1 and LP2 (Poh and Bengio, 2006) , the description of the Lausanne Protocol is shown in Table 1 . In this paper, we have used the Lausanne Protocol I (LP1).
Test Protocol
We have used combination of classifiers and face and speech features like in (Poh and Bengio, 2006 ). So we have 15 possible combinations. In the fusion based on Likelihood ratio, we have varied the number of mixtures to estimate the density of impostor and genuine. We have used 1, 2, 4 and 8 mixtures. The simple sum rule preceded with the min-max and tanh normalization methods (Snelick et al., 2005) is used for the aim of comparison.
The min-max normalization method maps the score to the [0, 1] range, the quantities Smax and Smin specify the end points of the score range (Snelick et al., 2005) and Sn (the normalized score) is given by:
where Smin=min(s1, …, sK) and Smax=max(s1, …, sK) . On other hand the hyperbolic tangent (Tanh) is a robust statistical method which maps the scores to the [0, 1] range (Snelick et al., 2005) :
where std stands for the standard deviation and gen for the genuine scores (it was proven via experiments that it is better to use the genuine scores rather than both the genuine and impostor scores). We have also compared the Likelihood ratio with the work of (Poh and Bengio, 2006) in which, he have used the simple sum rule with z-score normalization.
Performance Evaluation
The Half Total Error Rate (HTER) (Poh and Bengio, 2006) of the likelihood ratio based fusion, simple sum rule using min-max and z-score and tanh normalization techniques is used to compare the performance of the different fusion techniques. Note that the HTER is defined as: * Δ is the optimal threshold that minimizes the Error Equal Rate (EER) on a development set. It can be 
where FAR and FRR designate the false acceptance rate and false rejection rate respectively. We can notice from table 2, that using LR test with only one Gaussian gives the worst results. This is expected because only one Gaussian is not sufficient to estimate efficiently the score distributions. However a consistent performance improvement is obtained by increasing the number of Gaussians to 4 where the best performance are abstained, good results are obtained with eight Gaussians but it is clear that 8 Gaussians are more than enough to estimate the client and impostor distributions and also this is due to the lack of data. To summarize Table 2 , we have computed the average HTER of the 15 possible matcher combinations, the results are summarized in Table 3 . It is so clear from this table the superiority of the LR test using GMM for modelling the genuine and impostor classes. We can conclude that although the sum rule can obtain a better performance with an appropriate normalisation (min-max or tanh in our case) the gain compared to the LR is not significant.
CONCLUSIONS
In this paper, we have analyzed the performance of combining face and voice biometrics at the score level using the LR classifier. Our experiments on the publicly available scores of the XM2VTS Benchmark database show a consistent high performance regardless of the score nature of different speech and face matchers. As a perspective of this work is the introduction of user specific information jointly with the LR test and GMM score modelling.
