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Soluções em biometria por impressões sem contato têm sido propostas com o objetivo de se
superar os problemas intrínsecos relacionados às tecnologias que exigem o contato. Para desfrutar-
mos das vantagens operacionais dos digitalizadores sem toque, as imagens resultantes deste tipo
de captura devem ser processadas a fim de se tornarem similares àquelas obtidas por meio dos
digitalizadores tradicionais baseados em contato, visto que os sistemas legados possuem bancos
de mais de 200 milhões de imagens adquiridas com contato, as quais são diariamente utilizadas
para efetuar identificações. O presente trabalho apresenta uma solução em duas etapas visando a
compatibilidade entre essas duas tecnologias, onde: (I) Procura reproduzir a textura de impressões
digitais legadas; e (II) simular o processo de rolagem unha-a-unha. A partir de testes, comprovamos
que 90% das impressões adquiridas sem toque e então processadas são consideradas boas, muito
boas ou excelentes e que sistemas já existentes para impressões digitais com toque retornaram um
EER (Equal Error Rate) em torno de 0.34% para casamentos entre impressões digitais sem contato
multivista e de 13% entre impressões digitais com e sem contato. Desta forma, demonstrando a
viabilidade do método aqui proposto.
ABSTRACT
Touchless multiview fingerprinting technology has recently been proposed as an alternative to
overcome the intrinsic problems of traditional touch-based systems. However, since touch-based
fingerprinting technology is undoubtedly the most used nowadays, images captured by touchless
devices must be further processed in order to become similar (and therefore compatible) to those
obtained by conventional scanners. This work presents a two-step solution in order to make
touch and touchless technologies work together. Test results have shown that 90% of fingerprints
acquired without touch and then processed were considered good, very good or excellent and
existing touch based systems returned an EER around 0.34% for matchings between touchless
multi view fingerprints and 13% between contact and contactless. Therefore, demonstrating the
feasibility of the proposed method.
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A autenticação biométrica, ou simplesmente biometria, pode ser definida como a verificação ou
o reconhecimento automático da identidade de um indivíduo a partir de características fisiológicas
ou comportamentais. Impressões digitais, geometria da mão, voz, íris, face, caligrafia e dinâmica de
digitação são exemplos dessas características. Em geral, diferentes sistemas biométricos requerem
tecnologia específica, dependendo da característica fisiológica/comportamental considerada. No
entanto, independentemente das especificidades dos diversos sistemas biométricos, há problemas
que precisam ser tratados pela maioria deles.
Não é tarefa fácil determinar qual característica biométrica é a mais adequada, considerando
a diversidade de aplicações e condições de operação. No entanto, em aplicações forenses, civis e
comerciais, impressões digitais têm se tornado largamente utilizadas. A entrada de um sistema
de autenticação por impressões digitais é uma imagem digital que representa a estrutura de va-
les e franjas de um dedo real. Isso torna o processo de aquisição uma etapa crítica, que afeta
significativamente o desempenho geral do sistema.
1.2 Definição do problema
Atualmente, a maior parte das atuais tecnologias que lidam com impressões digitais é baseada
em contato, ou seja, requerem que o usuário pressione os dedos contra uma superfície de aquisição.
Podemos ver um exemplo de leitor de impressões digitais com toque e um sem toque na Figura
1.1. O maior problema advindo dessa tecnologia são as distorções e inconsistências que podem ser
introduzidas devido à elasticidade da pele. A qualidade das impressões digitais pode também ser
seriamente afetada pelo contato não ideal causado por sujeira, suor, oleosidade, excesso de secura
ou umidade, temperatura e impressões latentes. Além disso, partes diferentes do mesmo dedo
podem ser capturadas a cada vez que o mesmo é apresentado ao sensor, resultando em amostras
irreprodutíveis. Em alguns cenários, tais desvantagens podem impor a necessidade de um operador
qualificado durante a fase de registro e, em muitos casos, múltiplas tentativas são efetuadas por
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dedo até que sejam produzidas amostras com qualidade suficiente. Em aplicações governamentais
como, por exemplo, o uso de biometria nas urnas eletrônicas empregadas pelo sistema eleitoral
brasileiro, o processo de registro da população votante pode revelar-se extremamente lento. Neste
exemplo específico, a expectativa do Tribunal Superior Eleitoral (TSE) é de que até 2018 todos os
eleitores possam votar utilizando-se desse recurso. Apesar de nos últimos anos alguns algoritmos
terem sido propostos com o objetivo de se compensar as limitações dos dispositivos com contato,
esse paradigma de captura pode representar um gargalo no que tange o aprimoramento da qualidade
de imagens de impressões digitais.
(a) (b)
Figura 1.1: Leitor de impressão digital com toque (a) e leitor sem toque (b).
Soluções em biometria por impressões digitais sem contato têm sido propostas com o objetivo
de se superar os problemas intrinsecamente relacionados a tecnologias que exigem o contato. Tais
soluções procuram atacar o problema da qualidade da impressão digital em seu nível mais fun-
damental. Uma vez que sistemas sem contato não obrigam o usuário a pressionar os dedos em
uma superfície, tais sistemas não requerem, por exemplo, algoritmos que procuram compensar as
deformações decorrentes das propriedades elásticas da pele. Dentre as propostas de soluções sem
contato, os dispositivos desenvolvidos pela empresa Touchless Biometric Systems (TBS) utilizam
uma abordagem bastante interessante e promissora.
1.3 Objetivos do projeto
As imagens adquiridas por meio da tecnologia sem contato, em geral, não são compatíveis com
as obtidas por digitalizadores convencionais, principalmente quando temos impressões digitais sem
contato multivista. Esta incompatibilidade se dá pela natureza da imagem, onde a primeira é
uma imagem costurada de três vistas do dedo e a segunda é uma representação obtida a partir de
sensores, não necessariamente ópticos.
Desta forma, para desfrutarmos das vantagens operacionais dos dipositivos sem contato, sem
que seja necessária a troca de todo o sistema atualmente implementado e softwares desenvolvidos,
o presente Trabalho propõe uma solução para compatibilizar os sistemas com e sem toque, baseada
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em processamento digital de imagens, a qual é dividida em duas etapas: (I) Procura reproduzir a
textura de impressões digitais legadas; e (II) simular o processo de rolagem unha-a-unha.
Esta solução, além de propor uma compatibilidade entre os dois sistemas, visa também propor-
cionar aos papiloscopistas imagens que estão acostumados à trabalhar, fazendo com que eles não
consigam distinguir entre impressões digitais adquiridas com e sem toque. A Figura 1.2 mostra a
conversão desejada.
Para avaliar a eficácia do método, foram desenvolvidos dois principais experimentos: O pri-
meiro procura verificar se os algoritmos já desenvolvidos para impressões digitais com toque são
compatíveis com as imagens sem toque processadas; e o segundo experimento objetiva verificar a
completa compatibilidade dos sistemas com e sem toque, casando-se impressões digitais legadas
com as adquiridas sem toque e então processadas.
Figura 1.2: Impressão digital capturada sem toque e então convertida para com toque.
1.4 Apresentação do manuscrito
No Capítulo 2 faremos uma revisão sobre processamento de imagens. Falaremos sobre o que é
uma imagem digital e como ela é representada pelo computador, e também falaremos sobre algumas
técnicas clássicas de processamento. Em seguida, no Capítulo 3, efetuaremos uma contextualização
sobre Biometria, elencando tipos, características e histórico. No mesmo capítulo entramos em mais
detalhes sobre a autenticação biométrica por meio de impressões digitais com contato, mostrando
tecnologias de captura, funcionamento de sistemas AFIS (Automated Fingerprint Identification
System) e alguns dos algoritmos mais utilizados.
No Capítulo 4 falaremos sobre uma nova tecnologia de sistemas biométricos, baseado em im-
pressões digitais sem contato, multivista, mostrando suas vantagens sobre a biometria com toque e
listando as tecnologias que estão no mercado. Já no Capítulo 5, descreve-se a metodologia utilizada
para resolver o problema de compatibilidade anteriormente apresentado. Resultados experimen-
tais e as conclusões são mostradas nos capítulos 6 e 7, respectivamente. Bibliografia e anexo com
material complementar são dispostos no final deste manuscrito.
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Capítulo 2
Processamento Digital de Imagens
2.1 Sinais
Sinais constituem um ingrediente básico de nossa vida diária, principalmente quando falamos
de comunicação, seja ela por meio de áudio, por meio de um sinal unidimensional, como a fala
ou uma música ou por meio da visão, como o fato de vermos uma foto ou um vídeo no Youtube,
que são sinais bidimensionais e tridimensionais respectivamente [2]. Em todos estes casos, o sinal
é uma função que carrega informações sobre um comportamento ou um atributo de um fenômeno
físico. Estes sinais por sua vez, parte estão contidos em um espectro eletromagnético, sendo cada
banda deste espectro utilizada para um fim, como podemos ver na Figura 2.1 a seguir.
Figura 2.1: Espectro Eletromagnético.
Estes sinais caracterizados principalmente pela sua frequência, por vez, podem ser classificados,
em função do tempo, em dois grandes grupos, sendo eles:
• Contínuo Neste contexto, diz-se que um sinal g(t) é um sinal de tempo contínuo se ele
for definido para todo tempo t, com t pertencente aos reais. A Figura 2.2 representa um
exemplo de um sinal contínuo, cuja amplitude varia continuamente no tempo. Este tipo de
sinal é naturalmente encontrado em ondas físicas como, por exemplo, um som emitido por
um violino.
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• Discretos Um sinal de tempo discreto é definito somente em instantes isolados do tempo, ou
seja, tem somente valores discretos para g[nT ] definido para todo tempo nT , com n perten-
cente aos inteiros e T sendo o período de amostragem. Este tipo de sinal é encontrado quando
amostramos um sinal contínuo e para representá-lo digitalmente. A Figura 2.2 representa
um exemplo de sinal discreto obtido a partir de um sinal contínuo.
Figura 2.2: Exemplo de sinal Contínuo e Discreto.
2.1.1 Convolução
A resposta ao impulso é definida como saída de um sistema linear e invariante no tempo (LTI )
devido à entrada de um impulso aplicado no instante t = 0. A partir desta resposta podemos
caracterizar de forma completa o comportamento de um Sistema LTI.
Se a entrada de um sistema linear for escrita como uma superposição ponderada de impulsos
deslocados no tempo, a saída também será uma superposição ponderada da resposta ao impulso,
deslocada no tempo. Esta superposição, por vez, denominamos como Integral de Convolução, para
tempos contínuos, ou Soma de Convolução para tempos discretos.
Sendo assim, podemos expressar um sinal de tempo contínuo como a superposição ponderada





Se temos que a resposta ao impulso para um sistema linear é definido como h(t) = H{δ(t)} e quando
o sistema é dito invariante no tempo temos h(t−τ) = H{δ(t− τ)}, ou seja, uma entrada de impulso
deslocado no tempo gera uma saída de resposta ao impulso deslocada no tempo. Consideremos












Portanto definimos a convolução como uma operação matemática linear e invariante definida
por:




ou seja, para termos a resposta do sinal aplicado à um sistema LTI, basta efetuarmos a convolução
do sinal com a resposta ao impulso do sistema.
A interpretação da equação de convolução pode ser dada como:
1. inverter um dos sinais, no caso estamos invertendo o sinal simétrico (Fig 2.3(a) );
2. Ir deslocando o sinal invertido de −∞ até ∞, efetuando a multiplicação de todas as partes
que se sobrepõem dos dois sinais e integrar todos os seus valores, ou seja, a área do gráfico
que se sobrepõem ( Fig. 2.3(b) - 2.3(c) );
3. Plotar para cada t o resultado de y(t) = x(t) ∗ h(t), como podemos ver na Figura 2.3(d).
2.2 Imagem digital
Uma imagem digital pode ser definida como sendo um sinal bidimensional discreto G[i, j]
dependente de duas variáveis espaciais, ou também chamadas de coordenadas, e também de um
valor de amplitude o qual definirá a intensidade, de forma discreta, daquele sinal naquele exato par
ordenado [i, j], dando a tonalidade de cinza desejada. A representação de imagens coloridas, como
por exemplo em RGB (Red, Green and Blue), a imagem é formada por três planos do mesmo tipo
de sinal bidimensional citado anteriormente, porém cada plano representa a quantidade daquela
cor existente naquele ponto G[i, j], sendo os planos R para vermelho, G para verde e B para azul,
como mostrado na Figura 2.4.
Estas imagens são compostas por um número finito de elementos definidos em cada imagem
por G[i,j], tanto em imagens coloridas como em tons de cinza, contendo uma amplitude específica.
Estes elementos são comumente chamados de pixels
É importante lembrar que imagens digitais não são somente aquelas contendo dados do espectro
visível, mas também são imagens adquiridas utilizando sensores de outras frequências, como por
exemplo raios-x, sensores infravermelhos e raios gama.
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(a) Passo 1 - Plotar ambos os sinais e inverter um deles
(b) Passo 2 - Deslocamento do sinal invertido de −∞
até ∞
(c) Continuação do passo 2
(d) Resultado da Convolução dos dois sinais
Figura 2.3: Exemplo de convolução de um sinal e uma resposta ao impulso de um sistema.
2.3 Processamento digital de Imagens
Quando uma imagem é adquirida por uma câmera digital ou outro sistema de imageamento,
muitas vezes estas imagens não estão prontas para serem utilizadas diretamente, pois as mesmas
podem estar, por exemplo, com baixo contraste, necessitando serem pré-processadas.
Este capítulo apresenta métodos para melhora destas imagens com o objetivo de eliminar
características não desejadas.
2.3.1 Transformação Gama
Gama é uma característica muito importante para todos os sistemas de imageamento digital
mas normalmente desconhecida por leigos. Ela define a relação entre os valores numéricos dos
pixels e sua luminância. Sem gama, sombras capturadas por meio de dispositivos digitais, não
seriam nada parecidas com o que enxergamos com nossos olhos.
Em uma câmera digital, quanto mais fótons atingem o sensor, por conta das características de
sua contrução, somente é capturado uma fração do sinal daquela determinada cor, seguindo uma
relação não linear entre o sinal de entrada e o sinal capturado pelo sensor, porém o que ocorre com
nossos olhos é uma relação linear, onde quanto mais fótons atingem nossos olhos, mais percebemos
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Figura 2.4: Exemplo de imagem colorida RGB e exemplo de pixel.
o aumento de luminosidade [1]. Comparado à câmeras digitais, nós somos muito mais sensíveis
à mudanças de tons escuros que tons claros. Esta característica se da por uma peculiaridade
biológica, a qual nos permite enxergar uma maior faixa de luminância, como podemos observar na
Figura 2.5.
Figura 2.5: Diferença entre a luminância percebida pelo olho humano e a câmera digital.
Baseado nestes fatos acima descritos, deve existir uma função que transforma a luminosidade
obtida pela câmera para a vista pelos nosso olhos. Temos esta função chamada de Correção Gama,
também chamada de Transformação Gama, a qual redistribui os tons de luminosidade, como pode
ser visto na Figura 2.6 . Esta Transformação é dada por [3]
Iγ = c · Iγ (2.5)
Esta operação possui sua devida importância no processamento digital de imagens para que
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nós possamos não somente observar a imagem igual a real, mas também para garantir que pro-
cessamentos futuros e dados como cores e histograma sejam completamente baseados na imagem
natural.
(a) Original.
(b) Capturado pela camera.
(c) Transformação Gama.
Figura 2.6: Barra de luminância Original (a), capturada pela câmera (b) e pós correção gama (c).
O workflow básico de transformações gama permeia desde a aquisição da imagem até a sua
visualização, passando passos intermediários de processamento, como por exemplo amostragem,
correção de níveis de cor e até compressão, sendo os passos básicos:
• Gamma Encoding - Esta etapa é aplicada pela câmera no momento de captura da imagem.
Neste momento ocorre uma redistribuição dos tons de luminância de acordo com a especifi-
cação do sensor ótico (Fig. 2.7(a)) e com a quantidade de bits existente para armazenamento
da imagem.
(a) Gamma Encoding. (b) Gamma Correction. (c) Gama Corrigido.
Figura 2.7: Gráficos do gama de um dispositivo e da sua correção.
• Gamma Correction - Esta etapa é aplicada pelo hardware que mostrará a imagem, seja
ele o visor da câmera, sua placa de vídeo, seu monitor ou também seu software de edição.
Neste momento tenta-se compensar o momento de codificação para que o observador tenha
a imagem mais real possível(Fig. 2.7(c)), fazendo com que o observador tenha um γ mais
próximo de 1 possível.
Porém esta correção efetuada pode também ser ajustada para γ maiores que um, efetuando
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um realce maior da imagem possibilitando a visualização de detalhes mais escuros ou mais claros
da foto anteriormente não vistos, um exemplo são as imagens na Figura 2.8.
(a) γ = 1.0 (b) γ = 1.8 (c) γ = 2.2 (d) γ = 4.0
Figura 2.8: Exemplo de imagem em tons de cinza com correções gama distintas.
2.3.2 Equalização de Histograma
Um histograma de uma imagem digital com um total T de possíveis valores de pixels, onde T
é definido em [0 ≤ T ≤ G], é definido como uma função discreta
h (rk) = nk (2.6)
onde rk é o k-ésimo valor de intensidade no intervalo [0, G] e nk é o número de pixels na imagem
que possuem a intensidade rk. O Valor G normalmente é definido como sendo 255, com T ∈ N ou
como 1 com T ∈ R. Normalmente é muito útil trabalhar com histogramas normalizados, os quais






A partir das definições acima, podemos verificar que as informações espaciais da imagem não
são representadas e que um histograma é único para cada imagem. Exemplos de histograma estão
na Figura 2.9.
Vamos assumir por um instante que temos um histograma normalizado entre 0 e 1, e façamos
pr sendo uma Função de Densidade de Probabilidade (FDP) dos níveis de intensidade da imagem.
Agora executemos a seguinte transformação sobre esta FDP, tendo φ como uma variável auxiliar
de integração, poderemos demonstrar [1] que a saída será uma FDP uniforme.

































Figura 2.9: Histogramas da imagem tires com 50 níveis de resolução (a) e (b).
Em outras palavras, tentamos distribuir de maneira uniforme o número de ocorrências por valor
de intensidade, tendo como resultado uma imagem onde os níveis de intensidade tendem a estar
similares. Quando efetuamos tal operação, acabamos por aumentar o intervalo dinâmico, melho-
rando o contrate da imagem como um todo ou localmente em um conjunto de pixels específicos,
realçando detalhes pouco visíveis de imagens adquiridas sob péssimas condições de iluminação,
como vemos na Figura 2.10.
(a) Imagem original. (b) Imagem com histograma equali-
zado.








Figura 2.10: Imagem tires original (a), com o histograma equalizado (b) e seu histograma (c).
2.3.3 Filtragem Espacial
Como falamos no início deste capítulo, imagens podem vir danificadas por variações randômicas
dos sensores, lentes ou por causa da própria iluminação. Estas variações randômicas são comumente
chamadas de ruídos. Alguns tipos mais encontrados de ruídos são chamados de salt and pepper,
impulso e Gaussiano. Ruídos salt and pepper contem ocorrências aleatórias de pixels pretos e
brancos (Fig. 2.11(a) ), já ruídos impulso são somente ocorrências aleatórias de pixels brancos (Fig.
2.11(b) ). Diferentemente dos dois anteriores, o ruído Gaussiano contem variações de intensidade
dos pixels seguindo a distribuição normal. Por causa desta característica, o ruído Gaussiano é um
bom modelo de ruído gerado pelos sensores de câmeras digitais.
Para eliminarmos ou reduzirmos estes ruídos, efetuamos uma operação sob a imagem utilizando
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(a) Salt & Pepper. (b) Impulso. (c) Gaussiano.
Figura 2.11: Imagem com os três tipos de ruídos, Salt & Pepper, Impulso e Gaussiano.
um filtro. Este processo de filtragem, por definição, se baseia em efetuar uma convolução da
imagem, que é um sinal de duas dimensões, com o filtro, que é a resposta do sistema ao impulso
de duas dimensões. Desta forma, efetuamos as mesmas três operações definidas na Seção 2.1.1, e
obtermos a imagem final. O passo de inverter a resposta ao impulso é usualmente pulado, visto
que os filtros que utilizamos são em grande maioria simétricos.
Um tipo de filtro bom para remover ruídos em geral, são filtros lineares que possuem um
pico central e que quanto mais distante do centro possúem valores cada vez menores, tendendo
à zero. Estes filtros, são de uma classe de filtros chamada FIR (Finite Impulse Response), que
são implementados por meio de uma média ponderada dos pixels vizinhos também chamada de
máscara de convolução (Fig. 2.12), o qual é passado pela imagem como um todo, linha a linha,
operando sempre em blocos de um tamanho específico, sempre com os mesmos valores, o que
caracteriza o filtro como invariante no espaço.
h[i, j] = Ap1 +Bp2 + Cp3 +Dp4 + Ep5 + Fp6 +Gp7 +Hp8 + Ip9
Figura 2.12: Exemplo de Mascara de Convolução.
Nesse tipo de filtragem, o tamanho da vizinhança determina o nível de suavização desejada.
Um número maior de vizinhos define uma máscara de convolução, que resultará em um nível
de filtragem maior, que por sua vez irá remover o ruído de forma mais eficiente, porém desta
forma acabará ocorrendo uma maior degradação na imagem original, levando à um tradeoff entre
quantidade de ruído e qualidade de imagem.
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Quando projetamos filtros lineares, os pesos devem ser escolhidos de forma que exista somente
um pico e que ele seja simétrico tanto horizontalmente como verticalmente, como por exemplo a
Figura 2.13
Figura 2.13: Exemplo de filtro linear.
Filtros lineares que suavizam são feitos para removerem componentes de alta frequência (filtros
passa baixa), porém, além disso, acabam por diminuir a nitidez da imagem. Por exemplo, algo
que possui uma mudança brusca de branco para preto, agora passará por tons de cinza, o que
obrigatoriamente dificultará precisarmos a localização exata de onde ocorre a mudança de preto
para branco. Para resolver este problema, são propostos filtros especialmente variáveis que se
ajustam para borrarem menos em áreas com bordas ou trocas bruscas de cores. Um exemplo de
imagem filtrada por um filtro gaussiano é mostrado na Figura 2.14.
(a) Imagem original (b) Imagem Filtrada
Figura 2.14: (a) Imagem original com ruído e (b) Imagem filtrada com filtro gaussiano.
2.3.3.1 Filtro Gaussiano
Filtros Gaussianos são um tipo de filtro linear e que possuem os pesos definidos conforme
a distribuição gaussiana. Como anteriormente citado, este filtro é ótimo para remover ruídos






onde o parâmetro σ determina o quanto estreita é a gaussiana que o filtro irá modelar. Para
imagens, que são sinais bidimensionais, utilizamos a equação bidimensional discreta da distribuição
normal a seguir,
g(i, j) = e−
(i2+j2)
2σ2 (2.11)
Esta equação pode ser visualizada na Figura 2.15
Figura 2.15: Visualização de uma Gaussiana Bidimensional.
Gaussianas possuem algumas propriedades que as tornam particularmente muito úteis para
processamento de imagens. Estas propriedades demostram que ela é um filtro passa-baixas muito
eficiente, tanto para o domínio espacial quanto da frequência, e são muito eficientes. Estas propri-
edades são [4] :
1. São resistentes à rotações devido sua simetria, sendo assim, este filtro irá borrar igualmente
para todos os lados, não sendo necessário modificar parâmetros do filtro durante a filtragem.
Devido esta característica, uma futura detecção de bordas não seria prejudicada, além do
mesmo filtro poder ser utilizado para a mesma imagem só que rotacionada.
2. Possuem um único pico, o que significa que após a filtragem, cada pixel será substituído pela
média dos seus vizinhos, onde os pesos dos mesmos vão reduzindo monotonicamente quanto
mais se distanciam do pixel central. Desta forma, a presente informação contida naquele
pixel não será tão alterada por um valor distante dele.
3. A sua transformada de Fourier também possuirá somente um único pico, pois a Transformada
de uma gaussiana é também uma gaussiana.
4. Seu tamanho e o grau de esmaecimento são controlados pelo σ, e a relação entre o σ e o
grau de esmaecimento é muito simples, onde um σ maior implicará em uma Gaussiana mais
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larga e um maior grau de esmaecimento. Sendo assim, podemos ajustar este parâmetro para
atingir o melhor ajuste entre o nível de esmaecimento e o nível de detalhes desejados.
5. Filtros gaussianos muito grandes podem ser implementados de forma muito eficiente, pois as
funções gaussianas de duas dimensões podem ser divididas em duas de uma única dimensão,
ou seja, podemos aplicar a convolução da gaussiana de duas dimensões convoluindo a imagem
original primeiramente com uma gaussiana de uma dimensão, e após isso, pegar a imagem
resultante e convoluí-la com uma gaussiana ortogonalmente orientada em relação à primeira.
Além dos itens acima citados, filtros gaussianos podem ser simplesmente projetados a partir
do binômio,





















ou seja, utilizamos a n-ésima linha do triângulo de Pascal (Fig. 2.16) para gerar um filtro de uma
dimensão. Assim, para filtrar uma imagem, basta filtrarmos com o mesmo filtro duas vezes, sendo
uma ortogonal a outra.
Figura 2.16: Triangulo de Pascal.
2.3.4 Binarização
O processo de binarização consiste em transformar um imagem em tons de cinza e converter
cada pixel para somente dois valores possíveis de cores distantes na escala de cinza. Normalmente
utiliza-se a cor preta (0) e branca (255).
Para transformarmos uma imagem em tons de cinza para binária, devemos estabelecer um
limiar ψ , onde todos os valores abaixo de ψ serão representados como 0, conhecido também como
background, e os maiores que este valor devem ser tomados como 255 também conhecido como
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foreground. Este limiar deve ser bem determinado para efetuar uma binarização correta para que
as informações que são alvo de nosso processamento não sejam descartadas. Neste caso, imagens
binarizadas acabam por reduzir o espaço de armazenamento de forma à utilizarem somente 1 bit
a cada pixel. A equação que determina a função de binarização é:
g[i, j] =
{
0 para 0 ≤ gantigo[i, j] ≤ ψ
1 para ψ ≤ gantigo[i, j] ≤ 255
(2.13)
Um exemplo de imagem binarizada com diferentes ψ pode ser vista na Figura 2.17.
(a) Imagem Original (b) ψ = 25 (c) ψ = 100
(d) ψ = 150 (e) ψ = 200 (f) ψ = 250
Figura 2.17: Imagens binarizadas com limiares diferentes.
2.3.4.1 Limiar - Threshold
Escolher um valor para o limiar pode ser complicado, pois não devemos perder informações.
Um método empírico utilizado é observando o histograma. Como podemos observar na Figura
2.18, existem dois grupos de valores distintamente separados. Outro método para escolhermos este
limiar é por tentativa e erro, onde efetua-se a binarização a partir de tal limiar e o observador visu-
almente verifica qual é o melhor. Esta última opção acaba por ser a mais eficaz caso não tenhamos
menor noção por onde começar. Um dos métodos iterativos muito utilizado e bem sucedido foi
descrito por Nobuyuki Otsu [5].
O método de Otsu se baseia em iterar em todos os valores possíveis de ψ e calculando a medida
de propagação (variância) para os valores dos píxels de cada lado do limiar estabelecido. O objetivo
é achar o valor ψ onde a variância tanto do background como do foreground serão mínimas.
16












0 50 100 150 200 250ψ
(c) Histograma da imagem e ψ = 88
Figura 2.18: Exemplo de imagem binarizada por meio do limiar estabelecido pelo método de Otsu.
2.4 Codificadores de Imagem
Devido ao avanço da computação e principalmente o surgimento de ambientes móveis, o mundo
se deparou com uma quantidade enorme de informações capturadas instantaneamente e então
transferidas entre dispositivos. Dentre estas informações, podemos destacar as imagens, as quais
fazem grande parte da nossa vida, seja para um trabalho técnico, ou para entretenimento. Estas
imagens precisam ser armazenadas, transmitidas, analisadas e processadas. Desta forma a área de
compressão de imagens se torna muito importante dentro do processamento digital de imagens,
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viabilizando, cada vez mais, a utilização de imagens em maiores resoluções e com melhor qualidade,
ocupado menos espaço.
Comprimir uma imagem é distinto de comprimir um arquivo binário convencional. Imagens
possuem propriedades altamente correlatadas, as quais podem ser exploradas por codificadores,
desta forma possibilitando arquivos mais otimizados que quando utilizamos codificadores de uso
genérico em uma imagem. Os codificadores de imagens objetivam aproveitar tais propriedade
e, em certos casos, remover a redundância e a irrelevância existente em uma imagem, de forma à
transferirmos e armazenarmos o mínimo de informação possível, possibilitando, quando necessário,
a reconstrução da imagem original de forma que um ser humano não possa perceber distorções ou
falta de informações nela.
Técnicas de codificação tentam remover alguns tipos básicos de redundância, como:
• Redundância espacial, onde os pixels vizinhos possuem uma alta correlação
• Correlação entre planos de cores ou espectros de frequência
Dentro do ramo da compressão digital de imagens, existem dois tipos básicos de compressão:
Lossy Codificadores lossy são aqueles caracterizados pela perda de informação em detrimento
do espaço utilizado para armazenar, sendo impossível reconstituir a imagem original após a deco-
dificação.
Lossless Codificadores lossless são aqueles caracterizados pela manutenção total da informação
antes e pós codificação e decodificação, sendo possível recuperar a imagem por completo.
Em geral, codificadores de imagens possuem uma estrutura de sistema muito semelhante, sendo
compostos pelos subsistemas:
• Transformador linear - Tem como objetivo descorrelacionar o sinal de entrada por meio
de uma transformada, levando-o para uma representação onde os valores são limitados, desta
forma compactando a informação do sinal em um conjunto pequeno e finito de coeficientes.
Dentre as transformadas, podemos citar a DCT (Discrete Cosine Transform) [54], DWT
(Discrete Wavelet Transform) [55] e DFT (Discrete Fourier Transform) [56];
• Quantizador Um quantizador tenta reduzir ao máximo o número de bits necessários para
armazenar os coeficientes transformados, no caso dos codificadores lossy, reduz-se a precisão
dos mesmos, chegando a arredondar valores muito próximos;
• Codificador de entropia - São responsáveis por retirar a redundância dos bits resultantes
da quantização, removendo padrões de bits repetidos e trocando-os por identificadores me-
nores. Exemplos de codificadores são Huffman, Aritmético, RLE (Run Lenght Encoding) e
LZ (Lempel-Ziv)[50].
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Figura 2.19: Diagrama de blocos do funcionamento de Codificadores de imagem.
Podemos observar o funcionamento e os sistemas envolvidos na Figura 2.19.
A seguir listaremos alguns codificadores utilizados no presente Trabalho, além de exemplo
comparativo entre eles, com uma baixa taxa de compressão (Fig. 2.24).
2.4.1 JPEG
O JPEG (Joint Photographic Experts Group) [59] é um padrão ISO/ITU-T, para compressão
de imagens coloridas, largamente conhecido e utilizado, desenvolvido no final dos anos de 1980. O
modo mais comum de operação do JPEG segue a seguinte estrutura descrita a seguir:
• Conversão do espaço de cor de RGB para YCbCr:
O espaço de cor YCbCr são divididos de forma ao Y ser a luminância e Cb e Cr serem a
crominância. O RGB é uma mistura de luminância e crominância como sendo atributos da
luz. Descrever cores em termos de luminância e crominância separadamente, permitem uma
transmissão e processamento mais eficientes dessas cores em diversas aplicações.
Para efetuarmos esta transformação, basta efetuarmos uma simples operação matricial, como














• Divisão em blocos de 8× 8,pixels, aplicando-se a DCT em cada bloco:
A transformada consiste em slecionar sequencialmente blocos 8 × 8 de cada componente de
cor e então levá-las para outro domínio, por meio das operações indicadas na Equação 2.15.















para u = 0, ..., N − 1; v = 0, ..., N − 1




para k = 0
1 c.c.
(2.15)
• Quantiza-se cada bloco da imagem:
Nesta etapa iniciamos a degradação da imagem, onde dividimos os valores transformados por
uma matriz de quantização[40], definida pela Equação 2.16 e em seguida estes valores são
então arredondados, objetivando a redução de altas frequências e então sua conversão para
0. Já as baixas frequências devem ser mantidas devido à característica do olho humano ser
mais sensível à elas que às altas frequências.






• Codifica-se a imagem quantizada utilizando-se um codificador de entropia:
Nesta etapa, o codificador de entropia tenta efetuar uma redução do tamanho do arquivo
por meio da redução de bits utilizados para armazenar um componente da DCT. No caso do
JPEG, é utilizado uma versão do algoritmo de Huffman/run-length [50].
O algoritmo descrito por Huffman, inicia com um conjunto de símbolos, os quais são as-
sociados à probabilidades de ocorrência deles, onde tal conjunto é chamado de tabela de
frequência. Ela é utilizada, por vez, para construir a árvore de probabilidades, a qual ao ser
percorrida definirá a string do símbolo comprimido. Esta árvore possui nós, cada um con-
tendo símbolos, a sua frequência de ocorrência, um ponteiro para o nó pai e ponteiros para
os filhos tanto da direita quanto da esquerda. A compressão ocorre percorrendo a árvore co-
meçando pela folha do símbolo a ser comprimido e então navegar até a raiz. Dependendo do
caminho tomado, iremos adicionar um bit 1, ou 0 à string comprimida. No final invertemos
a string de bits, pois começamos das folhas até a raiz [39].
No caso JPEG, a tabela de frequências de Huffman é estática e faz parte de todo codificador
e decodificador JPEG. Além deste codificador, para aproveitar o fato de imagens possuírem
uma grande correlação entre os pixels vizinhos, também utiliza-se o algorítmo Run-length.
Este algoritmo se baseia em dada uma quantidade repetida de um determinado valor, arma-
zenamos somente um tupla com o valor e o número de vezes que ele se repete até a ocorrência
de um valor distinto. Desta forma, uma sequencia "0,0,0,0,0,0,0,0,0,0"seria representada por
somente (0,10) [51].
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Figura 2.20: Diagrama de blocos do funcionamento do WSQ.
2.4.2 WSQ - Wavelet Scalar Quantization
O WSQ [52] é um método de compressão de imagens desenvolvido pelo FBI (Federal Bureau
of Investigation) específico para impressões digitais em níveis de cinza.
Baseia-se em decompor a imagem da impressão digital em um número finito de subbandas, onde
cada uma representa a informação em um conjunto especifico de frequências. Esta decomposição é
efetuada por meio da DWT [52] da imagem da impressão digital, utilizando um conjunto de wavelets
definidas por uma tabela, a qual será explicada ainda nesta subseção. Após a DWT, é aplicada a
quantização, por meio de uma tabela de quantização, onde ocorre a perda de informações. Estes
coeficientes então são passados pelo Codificador de Huffman. Podemos observar o funcionamento
em diagrama de blocos do WSQ na Figura 2.20.
A DWT é uma transformada linear que opera em um vetor de tamanho inteiro em potência
de 2, transformando-o em um vetor com o mesmo tamanho, porém com valores distintos. É
uma ferramenta que consegue separar os dados em componentes com frequências distintas, onde
cada componente é computado de acordo com a sua resolução em relação à sua escala. A DWT
é computada por meio de filtros em cascata seguidos por um fator de subamostragem 2, como
podemos observar na Figura 2.21, onde H e L denotam respectivamente filtros de passa alta e
passa baixa e ↓ 2 denota a subamostragem, onde a saída destes filtros são dados pela Equação
2.17. O valor aj é utilizado para escalar e transformar os elementos dj , os quais são os coeficientes
da wavelet, determinando a saída da transformada. l[n] e h[n] são coeficientes dos filtros FIR passa
baixa e passa alta respectivamente e p é a variável auxiliar de convolução.
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A principal característica da DWT é a representação multiescalar de uma função por meio de
wavelets, desta forma, permitindo a análise de uma função por meio de várias resoluções. Podemos
observar a divisão em subbandas na Figura 2.22. Para mais detalhes sobre Wavelets, o leitor pode
consultar os trabalhos de Strang e Nguyen [41].
Após a DWT, os coeficientes aj(m,n) são quantizados conforme a Equação 2.18, de forma






] + 1, aj(m,n) > Zj/2




] + 1, aj(m,n) < Zj/2
 (2.18)
Após esta etapa, os coeficientes quantizados são submetidos ao codificador de entropia de
Huffman, previamente descrito.
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Figura 2.22: Subbandas obtidas pela DWT.
2.4.3 JPEG2000
Semelhante ao WSQ, o JPEG2000 [45] também utiliza como transformada a DWT, que ao
compararmos com o JPEG, proporciona transições mais suaves e menos efeito de bloco, e contornos
mais nítidos, como podemos observar na Figura 2.24(d).
O funcionamento é praticamente o mesmo que o observado no WSQ. A primeira etapa consiste
em efetuar a transformação por meio da DWT, onde a maior parte da informação visual passa
a concentrar-se em uma quantidade de coeficientes inferior à quantidade de pixels existentes na
imagem original, possibilitando uma melhor taxa de compressão comparada ao JPEG. Em seguida,
os coeficientes são quantizados por meio da DZQ (Dead Zone Quantization) [42] e então codificados
por meio do codificador de entropia MQ-coder. Para mais detalhes, é sugerido consultar o trabalho
realizado por Taubman e Marcellin [43].
2.4.4 H.264/AVC-I
O H.264/AVC é o mais novo padrão pra compressão de vídeos, publicado em 2003 pelo JVT -
Joint Video Team e VCEG (Video Coding Experts Group), onde foi publicado sob a denominação
H.264 e MPEG-4 part 10. Este padrão também é chamado de AVC (Advanced Video Coding) [53].
Muitas publicações ilustram o desempenho do H.264/AVC, comparando-o com outros codifi-
cadores de vídeo, e todos os resultados apontam para uma redução media da taxa de bits pela
metade, dado o mesmo valor de distorção [60, 61].
Apesar do H.264/AVC ser um padrão de codificação para vídeos, os avanços incorporados a
ele não apenas estabelecem um novo patamar de compressão de vídeos, mas como também um
excelente codificador de imagens estáticas [47, 48, 49]. Este fato é devido à predição intra-quadro
feitas em macroblocos, a otimização taxa-distorção lagrangeana e à codificação aritmética binária
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Figura 2.23: Diagrama de blocos para compressão do H.264/AVC-I.
adaptativa baseada em contexto, as quais serão brevemente discutidas ainda nesta subseção. Para
podermos utiliza-lo como codificador de imagens, basta configurá-lo para operar apenas um único
quadro de vídeo, forçando-o a operar no seu modo Intra, o qual é ilustrado pela Figura 2.23. Este
codificador operando especificadamente no modo intra é chamado de AVC-I.
2.4.4.1 Predição Intra
Uma das diferenças que contribuem para o alto desempenho do H.264/AVC é a predição intra,
a qual oferece 22 modos de predição para blocos de luminância com tamanhos variados, 4×4, 8×8
e 16×16 pixels e quatro modos para blocos de crominância com tamanho 8×8 pixels. Vale lembrar
que no presente trabalho não iremos abordar imagens coloridas, sendo assim o processamento da
crominância não é abordado. Esta predição intra reduz a redundância espacial, aproveitando-se
da correlação espacial entre macroblocos adjacentes.
2.4.4.2 Otimização Taxa-Distorção Lagrangeana
Para atingir um maior grau de eficiência, o H.264/AVC utiliza uma técnica não normativa
denominada Rate-Distortion Optimization para decidir qual modo de predição deve ser escolhido,
e para isso ele codifica todos os macroblocos utilizando todos os possíveis modos, e se escolhe
aqueles que resultam o menor custo taxa-distorção local. Para mais detalhes sobre o algoritmo de
otimização que codifica a componente de luminância de um macrobloco pode ser visto em trabalhos
de Sullivan e Wiegand [44].
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2.4.4.3 Codificação Aritmética Binária Adaptativa Baseada em Contexto
A codificação aritmética binária adaptativa baseada em contexto (CABAC) é uma das técnicas
sugeridas pelo H.264/AVC para a realização da fase de codificação de entropia. Esta técnica
além de possuir um alto desempenho computacional, é extremamente eficiente. Baseia-se em três
principais fases, as quais serão somente citadas a seguir. Para mais detalhes, o leitor pode verificar
o trabalho de Marpe e Schwarz [46].
1. Codificação aritmética;
2. Seleção de um modelo de probabilidade baseado em contexto; e
3. Adaptação dos modelos de probabilidade de acordo com as estatísticas locais.
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(a) Original (b) JPEG
(c) WSQ (d) JPEG2000
(e) H.264




A autenticação biométrica, ou simplesmente biometria, pode ser definida como a verificação ou
o reconhecimento automático da identidade de um indivíduo a partir de características fisiológicas
ou comportamentais. Em geral, diferentes sistemas biométricos requerem tecnologia específica,
dependendo da característica fisiológica ou comportamental considerada.
As técnicas aqui estudadas são feitas completamente por meio de máquinas, muitas vezes
computadores. Técnicas laboratoriais ou forenses, como por exemplo impressões digitais latentes,
DNA e análise de fibras, não são consideradas neste estudo por não fazerem parte da definição de
biometria.
Neste capítulo visamos apresentar vários aspectos referentes a biometria, mas principalmente
as baseadas em impressões digitais.
(a) Impressão Digital. (b) Iris. (c) Geometria da mão. (d) Facial.
Figura 3.1: Exemplo de biometrias.
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3.1.1 O que define uma boa técnica biométrica
Atualmente podemos observar a existência de um número vasto de técnicas para identificar o
indivíduo a partir de suas características físicas como Impressões digitais, geometria da mão, voz,
íris, face, caligrafia e dinâmica de digitação são exemplos dessas características. Esta é somente uma
parte da lista de características existentes. Pesquisadores já estão publicando artigos referentes à
novos tipos de biometria como por exemplo geometria da orelha, reflexão ótica da pele e odor da
pele do indivíduo.
Devido à esta extensa lista de características, foi necessário estabelecer critérios não só para
julgar o quão bom é tal sistema biométrico, mas também para avaliar qual tipo de autenticação
biométrica é melhor para o cenário atual. São cinco critérios estabelecidos, dentre eles estão [11]
[12]:
• Robustez - A característica deve ser robusta, por exemplo, não modificar com o passar do
tempo para aquele determinado indivíduo.
• Unicidade - Esta característica deve possuir grande variância dentre a população, sendo esta
característica única para cada indivíduo, ou seja, a probabilidade de existir outro indivíduo
com as mesmas características deve tender a 0.
• Disponibilidade - Os indivíduos devem possuir múltiplos locais de captura do mesmo tipo
de informação, assim impedindo que o sistema sempre funcione, mesmo se o usuário perder
algum órgão ou nascer com deficiência física.
• Acessibilidade - Os sistemas devem ser simples de implementar utilizando sensores eletrô-
nicos, objetivando uma menor interferência humana.
• Aceitabilidade - Os usuários do sistema deverão se sentir confortáveis em possuir esta
característica observada e capturada.
Os valores quantitativos destas 5 características foram desenvolvidos e dois deles são altamente
relevantes. Robustez é medida pela taxa de falsa negação, conhecido também como Erro tipo I,
ou seja, a probabilidade de uma amostra não casar com o seu template. E unicidade é medida
pela taxa de falsa aceitação, conhecido também como Erro tipo II, ou seja, a probabilidade uma
amostra submetida casar com um template de outro usuário. Outras taxas também avaliadas
são a vazão de captura das amostras e a taxa de falha na captura da digital, respectivamente
relacionadas com acessibilidade e disponibilidade.
Baseado nos erros possíveis de ocorrer, administradores de sistemas biométricos devem estar
cientes de que erros do tipo I irão causar maior inconveniência, pois o usuário está sendo negado
de obter acesso que é seu por direito. Erros do tipo II irão possibilitar a existência de fraudes,
onde um usuário passará por outro;
Após identificarmos as qualidades que queremos de um sistema biométrico, baseando-se nas
métricas acima descritas, e aplicando os devidos pesos para cada característica, será ligeiramente
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mais fácil decidirmos qual sistema biométrico é melhor para nosso cenário. Infelizmente para todas
as características biométricas, as qualidades desejadas são altamente dependentes do público alvo,
tanto psicologicamente quanto fisicamente, o que acabará influenciando indiretamente no tipo de
hardware e software utilizado [13]-[16], sendo assim impraticável predizer o funcionamento de um
sistema baseando-se em testes efetuados em outros cenários. De qualquer forma, definida uma
política de uso do sistema biométrico, definindo padrões de captura e uso, se torna mais fácil a
implementação e funcionamento dos sistemas.
3.1.2 Taxonomia dos ambientes de aplicação
Um sistema biométrico pode ser projetado para duas situações: as amostras submetidas são de
uma pessoa conhecida; ou as amostras são de um indivíduo desconhecido pelo sistema. Estes tipos
de aplicações são chamadas de Identificação Positiva e Identificação Negativa respectivamente.
As aplicações de sistemas biométricos podem ser classificadas nestas duas categorias, sendo uma
o inverso da outra, onde a dita positiva deve prevenir vários usuários de se identificarem sendo
um único indivíduo, e a negativa deve prevenir várias identidades pertencerem à um único usuá-
rio. Devido estas definições, algumas características acabam por ser necessárias para implantação
destes sistemas, influenciando inclusive a infraestrutura necessária para executar o sistema. Por
exemplo, um sistema dito positivo pode utilizar base de templates distribuída, podendo inclusive
ser armazenada dentro de um smartcard, onde uma comparação one-to-one será efetuada. Já sis-
temas ditos negativos é necessário possuir esta base completamente centralizada, sendo necessário
efetuar uma comparação one-to-many.
Estas duas categorias podem ser subdivididas em outras seis subcategorias, sendo que estas
são sempre pares duais, as quais serão discutidas a seguir.
3.1.2.1 Explícito e Oculto
Um sistema onde o usuário sabe que está sendo observado ou o usuário prontamente fornece sua
biometria, é dito explícito. Temos como exemplo o sistema de votação biométrico brasileiro, onde
o usuário é claramente informado para se identificar biometricamente por meio de sua digital.
Já sistemas ocultos, o usuário não tem ideia de que está sendo identificado por meio de suas
características biométricas, como por exemplo sistemas de vigilância aeroportuários que possuem
identificação facial automática por meio de câmeras de segurança padrão.
3.1.2.2 Supervisionado e não supervisionado
A segunda classificação se refere ao tipo de supervisão dada ao usuário no uso do sistema
biométrico. Aplicações supervisionadas normalmente são utilizadas para sistemas que necessitam
de alto controle de qualidade na captura das informações biométricas, onde o usuário é altamente
instruído como se posicionar e movimentar. Podemos citar, por exemplo, sistema de passaportes da
Polícia Federal Brasileira, onde a captura do template é feita de forma altamente supervisionada,
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como observamos na Figura 3.2 1. Um exemplo de não supervisionada seria leitores biométricos
utilizados para academias ou ponto eletrônico utilizado no serviço público brasileiro.
Figura 3.2: Aquisição de impressões digitais Supervisionada pela Polícia Federal Brasileira.
3.1.2.3 Controlados e não controlados
A característica sobre controle, é referente ao ambiente e meio que este é utilizado, ou seja, se
ele irá funcionar em ambientes fechados, com luz constante a uma temperatura padrão de 21oC, que
seria um ambiente considerado controlado, ou ambientes instáveis onde iluminação, temperatura,
umidade e outros fatores ambientais não são constantes.
3.2 Impressão digital
Um dos métodos mais comuns para autenticação biométrica se da por meio das impressões
digitais, devido à sua robustez, unicidade, disponibilidade, acessibilidade e aceitabilidade, visto que
Impressões digitais são praticamente únicas para cada usuário [17], a maioria dos seres humanos
não sofrem modificações em suas impressões digitais durante a sua vida, possuímos vários membros
que podemos utilizar para o mesmo sistema biométrico, scanners são baratos e acessíveis e acima
de tudo, não é constrangedor ou irritante apresentar sua impressão digital para um sistema. Sendo
assim, podemos concluir que o sistema biométrico por impressão digital é uma boa escolha para
autenticação pessoal. Além deste fator, impressões digitais humanas são facilmente deixadas em
locais onde ocorreram delitos, chamadas de impressões digitais latentes (Fig. 3.3), proporcionando
assim facilidade para reconhecimento e identificação do criminosos.
3.2.1 Histórico
Impressões digitais são mais antigas que imaginamos. Evidências arqueológicas datadas de
6000A.C. demostram que elas já eram utilizadas na China, Babilônia e Assíria [18] para associar
uma pessoa à transações ou eventos. Em 1686 um professor de anatomia da Universidade de Bolo-
nha, Marcello Malpighi, publicou um paper constatando que impressões digitais possuíam cumes,
espirais e loops, porém ele não se referiu ao fato de utilizar tais informações para identificação
1Foto: Christiano Diehl Neto/ Gazeta de Piracicaba
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Figura 3.3: Exemplo de impressão digital Latente.
[19]. Já em estudos posteriores efetuados por John Purkinji, professor de anatomia da Universi-
dade de Breslau, é explicitado a existência de nove tipos distintos de impressões digitais, além da
possibilidade de se utilizar tais características biométricas para identificação [20].
Após alguns anos, observaram-se esforços para utilização da biometria por meio da impressão
digital como forma de identificação, dentre eles podemos destacar:
(a) William Herschel. (b) Henry Faulds. (c) Francis Galton. (d) Juan Vucetich.
Figura 3.4: Precursores da Biometria por impressão digital.
• Sir William Herschel, Magistrado Britânico locado na Índia, em 1880 iniciou a utilização
de impressão digital para certificar contratos estabelecido com nativos, fazendo-os acreditar
mais pela forma supersticiosa que na ciência de identificação [21]. Depois de uma grande
quantidade de impressões capturadas, Herschel chegou a conclusão de que poderia utilizá-las
para provar ou negar a identidade de uma pessoa.
• Dr. Henry Faulds, cirurgião Britânico locado no Japão, após notar marcas de impressões
digitais marcadas de tinta em uma antiga poesia, ele começou a se interessar por impressões
digitais, as quais estudou e reconheceu o grande potencial para identificação, inclusive pro-
pondo um método para classificação dos padrões [22]. Faulds também foi responsável pela
primeira identificação, documentada, por meio de impressões digitais latentes deixadas em
uma garrafa de álcool. Em 1880, ele enviou seus estudos e métodos para Charles Darwin, o
qual acabou repassando o material para seu primo, Sir Francis Galton.
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• Sir Francis Galton, antropólogo, a partir dos estudos realizados por Faulds, iniciou seu
trabalho sistematizado em impressões digitais como meio de identificação ainda em 1880 [23].
Doze anos depois, em 1892, publicou o primeiro livro sobre impressões digitais chamado Fin-
gerprints [17]. Neste livro ele embasou cientificamente o que Herschel e Faulds especulavam,
o fato destas impressões serem permanentes ao longo da vida e que a probabilidade de duas
impressões serem idênticas seria de 1 em 64 bilhões. Galton também desenvolveu um sistema
de classificação, chamado hoje de Galton Pattern Types. Além disso, ele identificou pequenas
características nas impressões digitais, o que chamamos de minúcias, também referidas como
Detalhes de Galton, as quais ainda são utilizadas para determinar o casamento entre duas
impressões digitais.
• Juan Vucetich, policial Argentino, iniciou o primeiro preenchimento e organização sistemá-
tica de impressões digitais baseando-se nos trabalhos de Galton. Em 1892, ele fez a primeira
identificação, por meio de impressão digital, utilizando uma digital latente em sangue, para
provar um homicídio.
Oito anos após Vucetich, iniciou-se uma tendência da utilização de impressões digitais. Em
1901, Sir Edward Henry estabeleceu o processo biométrico na Scotland Yard, logo depois, em
1902, criou-se o primeiro sistema biométrico dos Estados Unidos da América, instalado pelo New
York Civil Service Commission e logo em seguida o primeiro sistema prisional a utilizar biometria,
também em New York. Em 1904, com auxílio da Polícia Britânica, iniciou-se o primeiro esforço
do desenvolvimento de uma base nacional de identificação, sendo que somente em 1924 foi criada
uma divisão específica do FBI, por meio de uma lei, onde todos os dados biométricos criminais
baseados no método de Henry seriam guardados. Com o passar dos anos, até 2004, o FBI já conta
com um banco de dados de mais de 200 milhões de impressões digitais.
Figura 3.5: Impressões digitais de Francis Galton.
Os sistemas biométricos criados tanto por Henry quanto por Vucetich se baseavam em cartões
de papel decadactilares, como inicialmente proposto por Galton, onde as digitais eram coletadas
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com a supervisão de um especialista utilizando tinta para carimbo (Fig. 3.5). Posteriormente os
cartões evoluíram para modelos parecidos com o da Figura 3.62 Nestes sistemas os cartões eram
organizados por índice baseado na combinação dos padrões dos dez dedos. O índice desenvolvido
por Henry acabou por se tornar popular no mundo todo, enquanto o de Vucetich foi utilizado
brevemente na América latina.
Figura 3.6: Exemplo de cartão utilizado pelo FBI.
No método de Henry determina-se um peso para cada dedo com um whorl e somar-se os valores
resultantes da mão direita e efetuar o mesmo para a mão esquerda, possibilitando 1024 possíveis
combinações. Após esta primeira classificação, definiam-se símbolos para cada dedo, como por
exemplo, letras maiúsculas eram designadas para os dedos indicadores e minúsculas para os outros
dedos. Desta forma, cartões com o mesmo padrão deveriam sempre ser armazenados juntos. Este
método logo se tornou problemático devido sua grande dificuldade de pesquisa e erro associado à
classificação, estimado em 25% das pesquisas. Com isso foi necessário efetuar mais divisões, porém
o sistema se mostrava mais lento ainda, desta forma existindo uma dualidade entre performance e
precisão.
Já por volta dos anos 1960, iniciaram-se movimentos de automatização principalmente em
agências com grandes bancos de impressões digitais e grande volume de trabalho. Além disso era
aparente que a inacurácia do sistema manual era um limitador de performance, forçando estas
agências a investirem em automatização. Algumas agências foram pioneiras neste aspecto, entre
as quais devemos destacar:
• NIST - National Institute of Standards and Technology , iniciou vários projetos de pesquisa
com o objetivo de automatizar o processo de identificação como um todo, sendo apoiado
2Foto obtida no site de treinamento do Governo Americano http://www.highered.nysed.gov/tcert/ospra/samplefpcard.html
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diretamente pelo FBI. O objeto de pesquisa do NIST foi desde métodos de digitalização
dos cartões em papel com tinta, efeitos de compressão na qualidade destas imagens digitais,
classificação até casamento entre impressões digitais adquiridas e latentes [25].
• RCMP - Royal Canadian Mounted Police, já possuía uma base de mais de 1 milhão de
impressões digitais por volta dos anos de 1960 e necessitavam de um método para manter
o sistema biométrico em funcionamento. A solução foi adaptar, com auxílio de empresas
privadas como a Ampex Corporation, métodos automáticos desenvolvidos para ferrovias, que
utilizavam fitas de vídeo para armazenar e efetuar pesquisa em dados de forma computacional
e autônoma. Este sistema já estava pronto para funcionar no meado dos anos de 1970, sendo
caracterizado como o primeiro AFIS - Automated Fingerprint Identification System.
• FBI - Federal Bureau of Investigation, paralelamente ao RCMP e o SRDB, estava investi-
gando maneiras de se automatizar vários sistemas de identificação que possuíam, incluindo o
por impressões digitais. Este sistema de biometria necessitava de automação devido ao seu
grande fluxo diário de casamentos de 25 mil impressões digitais em uma base de mais de 20
milhões de entradas.
Ainda nos anos de 1960, o FBI assinou contratos de cooperação com empresas a fim de se
produzir um protótipo funcional para escanear os cartões decadactilares. O protótipo ficou
pronto no começo dos anos de 1970, o qual após testes de performance, decidiu-se por se
adquirir 5 unidades do digitalizador.
• SRDB - Scientific Research and Development Branch, uma subdivisão do Home Office Bri-
tânico (HO), juntamente com empresas de tecnologia, estava iniciando o desenvolvimento de
tecnologias para automatizar o processo de biometria por impressão digital. O HO estava
dedicado a projetar algoritmos e técnicas necessárias para o NPS (National Police Service)
no intuito de implementar o sistema biométrico de forma nacional. Ao mesmo tempo, a
Metropolitan Police Service juntamente com a Ferranti Ltd., desenvolveram um protótipo
funcional para impressões digitais latentes. Este protótipo já era capaz de adquirir digi-
tais, armazenar, buscar e efetuar casamento entre impressões digitais, e futuramente o seu
aprimoramento seria denominado NAFIS - National Automated Fingerprint Identification
System.
• JNP - Japanese National Police necessitava urgente de um sistema eficiente, pois o seu
repositório já possuía mais de seis milhões de registros. A JNP colocou a disposição seu
pessoal para trabalhar juntamente com os pesquisadores do FBI e do Home Office. Desta
forma, os japoneses acabaram por desenvolver seu próprio sistema, porém contendo conceitos
tanto desenvolvidos pelos EUA quanto pelo Reino Unido.
34
3.2.2 Classificação e Casamento dos sistema de Henry
3.2.2.1 Classificação
A classificação no sistema de Henry, como foi dita anteriormente, normalmente determina
padrões de impressões sendo Loops (para direita ou para esquerda), também chamados de Presilhas,
Whorls (Verticilo) e Arcs (Arcos), como podemos observar na Figura 3.7. Após classificarmos
dentre estes tipos, esses padrões são subdivididos baseados na presença de nenhum, um ou dois
deltas os quais são regiões definidas claramente por franjas em forma triradial (parecidas com um
triângulo). Por definição, arcos não possuem deltas, loops possuem um delta e whorls possuem
dois deltas.
(a) Arco (b) Loop (c) Whrol
Figura 3.7: Tipos básicos de Impressão digital.
Existem alguns padrões que são ditos transicionais que são usados para efetuar subdivisões.
Transições entre arcos e loops ocorrem em pequenos loops que dão origem para o que chamamos
de tented arch, os quais possuem uma ponta notável no arco. Loops possuem somente um delta
e tendem a transacionar para whrol por meio dos padrões C-Whrol e D-Whrol (Central pocket
loop e Double loop respectivamente), os quais podemos ver na Figura 3.8. Estes dois padrões são
caracterizados pela presença de dois deltas, mesmo que não muito evidentes.
(a) Tented Arch (b) C-Whrol (c) D-Whrol
Figura 3.8: Sub tipos de Impressão digital.
Muitas vezes era difícil determinar qual padrão determinado Whrol se encaixava, muitas ve-
zes requeria testes topológicos para determinar se existia uma real recurvação, necessária para
existência de um loop, ou a presença de um delta, que classificaria como um whrol.
Com o crescimento destas bases de impressões digitais, foi necessário desenvolver outros méto-
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Figura 3.9: Exemplo de cumes e vales.
dos de subdivisão, a fim de facilitar posteriores pesquisas, os quais são muito interessantes, porém
vão além do escopo desta Seção.
3.2.2.2 Casamento
O casamento se baseava em um exame manual dos detalhes de Galton, onde se utilizava uma
lupa ou ainda um microscópio, observando características de todas as impressões digitais contidas
no banco e comparando-as com a amostra alvo. Caso as características fossem semelhantes, era
identificado o indivíduo. Dificilmente um casamento era dado como verdadeiro se não fosse verdade,
visto que os papiloscopistas (profissionais especialistas em impressões digitais) eram altamente
treinados além de que eram submetidos à penalidades severas se cometessem algum erro. Mesmo
assim, tal casamento poderia não acontecer, devido a uma pré classificação no banco de digitais
efetuada de maneira incorreta.
3.2.3 Minúcias
Impressões digitais são representações externas da sua epiderme[28], onde a parte rugosa que
facilmente conseguimos observar quando olhamos para os nossos dedos, são chamadas de franjas.
Estas franjas definem duas formas, chamadas de cumes (partes mais altas) e entre dois cumes
existem vales (partes mais baixas). Quando observamos uma imagem de impressão digital os
cumes e vales se transformam em preto e branco respectivamente (Fig. 3.9). Estas estruturas
podem possuir larguras variando de 100 µm até 300 µm.
Detalhes dos cumes são diferenciados em uma ordem hierárquica de 3 níveis, sendo o primeiro
o fluxo dos cumes, o segundo as minúcias e o terceiro detalhes de cada minúcia como poros, formas
e etc.
No 1o nível, observamos o fluxo das franjas, ou seja, sua direção e forma, que acabam por
formar três tipos de área de nosso interesse como núcleos e deltas (Fig. 3.10). Esta foi a primeira
característica observada por Galton. Estas características determinam o tipo básico de impressão
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digital que possuímos como loops, arcos e whrols.
Figura 3.10: Exemplo de impressões digitais com núcleos e deltas.
Em seu segundo nível, já observamos os chamados Detalhes de Galtom, ou como atualmente
chamamos, minúcias. As minúcias, por definição, são pontos de descontinuidade das franjas (Fig.
3.11), como por exemplo uma terminação, uma subdivisão em duas outras franjas, ou quando dois
cumes paralelos se encontram em um determinado ponto e posteriormente se subdividem.
No terceiro nível observamos detalhes mais finos da imagem, nos quais podemos incluir largura
do cume, forma das terminações, pequenas cicatrizes e poros. Uma das características mais notáveis
é que todos os cumes de sua epiderme possuem poros, com dimensões de 60 até 250 µm, devido aos
canais sudoríparos por toda a sua extensão, os quais são presos a sua derme por protuberâncias,
chamadas papilas, de forma única (Fig. 3.12).
3.2.4 Áreas de aplicação
Biometria por meio de impressão digital pode ser utilizada praticamente em qualquer local em
que se necessita efetuar controle de acesso, porém esta identificação pode servir para várias áreas
como por exemplo:
• Forense - Impressões digitais são a biometria mais utilizada para aplicações forenses, sendo
utilizada não somente para ligar suspeitos à cenas do crime, mas também para ligar pessoas
Figura 3.11: Alguns tipos de minúcia existentes.
37
Figura 3.12: Exemplo de poros contidos em uma impressão digital.
já presas com prisões passadas onde utilizaram outro nome e identificar mortos e associar
pessoas à documentos de identificação. Neste tipo de aplicação, muitas vezes utilizam-se
digitais latentes deixadas para trás.
• Genética - Este ramo é o precursor da biometria por impressão digital, visto que este método
de identificação surgiu dos estudos feitos por Galton. Ainda existem grupos de pesquisa
efetivos traçando história genética da população por meio de padrões encontrados nas digitais
[24].
Outro ramo da genética que auxilia a medicina e que torna a biometria uma importante
ferramenta é na detecção de doenças e defeitos congênitos, os quais podem ser detectados
por meio de exames de imagem e podem ser tratados ainda em fase gestacional. Um dos
exemplos clássicos é detecção da Síndrome cri-du-chat 3 , onde 90% dos portadores possuem
excesso de arcos e pregas simétricas que se unem.
• Comercial e Civil - Como visto mais cedo, arquivos indicam que impressões digitais já eram
utilizadas para associar um indivíduo com um evento ou transação, porém não sabemos se
as pessoas que utilizavam tal método sabiam que tais digitais poderiam ser utilizadas para
identificação ou se somente utilizavam da fé das pessoas.
Atualmente impressões digitais são utilizadas para fins parecidos com os descritos nos ar-
quivos históricos, porém temos certeza que ocorre o processo de identificação. Por exemplo,
bancos e caixas eletrônicos já estão utilizando impressões digitais no lugar de senha; Centros
comerciais e residenciais também utilizam tal biometria para demarcar quem entrou e quem
saiu do prédio. Um dos maiores problemas deste tipo de aplicação é a falta de qualidade
de impressão digital adquirida como template, visto que é feita por pessoas com mínima ou
nenhuma instrução, onde a área capturada do dedo não possui partes consistentes, tornando
assim o processo de localização e identificação de uma pessoa um fator crítico.
• Governamental - Em vários países, incluindo o Brasil, impressões digitais são coletadas
quando emitimos nossa carteira de identidade, visando criar uma base de dados para a
3http://www.nlm.nih.gov/medlineplus/ency/article/001593.htm
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polícia civil utilizar em caso de crimes. Outro sistema governamental que utiliza impressões
digitais para nos identificar é o Sistema Eleitoral Brasileiro, o qual se tornou obrigatório o
uso de digitais no ano de 2014.
3.2.5 A tecnologia nos sistemas atuais
Atualmente ainda restam pouquíssimas novas aquisições de impressão digital que utilizam
cartões decadactilares e que são posteriormente escaneados. Estes foram substituídos por equipa-
mentos live-scan, ou seja, os quais já efetuam a leitura biométrica diretamente para o computador.
Estes dispositivos podem utilizar diversas tecnologias, como pro exemplo:
• dispositivos ultrassom, que utilizam a mesma tecnologia médica. Este tipo de dispositivo por
vez não possui interferência luminosa nem de impurezas e umidade encontrada na pele.
• dispositivos capacitivo, que utilizam um array de sensores capacitivos que percebem a dife-
rença de capacitância entre os cumes e vales. Este tipo de sensor, a pesar do seu preço e
espaço reduzido, possui grande interferência devida a eletricidade estática, além da umidade
impossibilitar o seu uso.
• dispositivos térmicos, que utilizam a mesma tecnologia de câmeras térmicas, medindo a dife-
rença de temperatura, mesmo que ínfima, entre os cumes e os vales. Estes leitores necessitam
de no mínimo 1oC de diferença entre o dedo a ser capturado e o equipamento e o tempo entre
duas leituras deve ser maior que 1 segundo.
• dispositivos óticos, que normalmente são implementados por meio de scanners óticos uti-
lizando a técnica de FTIR (frustrated total internal reflection) [62], a qual se baseia em
emitir luz no meio de uma superfície condutora ótica, como plástico, vidro e acrílico, e que
quando tocamos em sua superfície, pequenos raios colidem com a nossa impressão digital,
refletindo sua imagem que é capturada por um sensor ótico, como podemos ver na Figura
3.13, possuindo por sua vez o melhor custo-benefício. No caso de dispositivos óticos,as ima-
gens podem possuir muito ruído ou inconsistências devido à umidade, elasticidade da pele,
segura e condições de iluminação.
Com o objetivo de popularizar a biometria e assim torna-la mais acessível à população, o
método ótico foi escolhido pelos órgãos governamentais e entidades, como por exemplo o ANSI
e NIST, inclusive determinando requisitos mínimos[26] para o funcionamento dos AFIS. Dentre
estes requisitos podemos destacar a resolução do scanner, a qual deve ser de no mínimo 500 DPI,
possibilitando a captura das minúcias sem seus detalhes. No caso de necessidade de captura de
detalhes das minúcias, como por exemplo poros, é recomendado scanners com no mínimo 1000
DPI.
Devido sua característica ótica possuir ruídos, estas imagens devem ser pós processadas para a
correta extração das minúcias de forma automatizada. Este préprocessamento, que será explicado
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Figura 3.13: Funcionamento do FTIR.
na subseção seguinte, deve ser capáz de produzir imagens onde a diferença entre os cumes e vales
está mais evidente possível, mantendo as propriedades originais do dedo.
3.2.5.1 Técnicas para melhora da imagem adquirida
1. Aumento de contraste local - Esta etapa é útil para normalizar os valores dos pixels da
imagem em relação à uma média global, ou seja, efetua-se uma equalização de histograma.
Neste caso computa-se a média global do valor dos pixels e então calcula-se a média local e a
variância para uma vizinhança de 15x15 pixels. O ganho de cada píxel é calculado utilizando
a fórmula a seguir da forma a 1.0 ≤ GanhoDoPixel ≤ 5.0




GanhoGlobal = CorrecaoGlobal ×MediaGlobal (3.2)
Onde a correção global é determinada empiricamente, porém normalmente definida como 0.5.
A nova intensidade pra cada píxel é calculada utilizando o GanhoDoPixel e a MediaLocal
seguindo a seguinte equação
NovoPixel = GanhoDoPixel × (PixelOriginal −MediaLocal) +MediaLocal (3.3)
Podemos ver o efeito desta equalização na Figura 3.14.
2. Filtragem Contextual - Esta etapa é utilizada para limpar a imagem em si, afim de
separar, por meio de um filtro ortogonal aos cumes, as paralelas franjas que ficaram juntas e
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(a) Imagem Original (b) Imagem Equalizada
Figura 3.14: Imagem original e pós equalização local
unir franjas que foram brevemente separadas por conta de ruídos existentes no processo de
aquisição.
Normalmente utilizamos o filtro de Gabor[27, 28], os quais podemos selecionar tanto ori-
entação quanto frequência de filtragem. Desta forma estes filtros possuem a habilidade de
minimizar a largura de banda necessária, maximizando a resolução espacial[29]. Podemos ver
um exemplo do Filtro na Figura 3.15(a) e o resultado da filtragem (Fig. 3.15(b)) efetuada
sobre a imagem previamente equalizada (Fig. 3.14(b)).
Deve-se tomar cuidado com qualquer tipo de processamento a ser efetuado em cima das imagens
adquiridas, pois eles podem não somente estragar as imagens adquiridas, mas também podem
acabar gerando minúcias falsas.
(a) Exemplo de filtro de Gabor com
parâmetros θ = 135o,f = 1/5,σx =
σy = 3
(b) Imagem Filtrada
Figura 3.15: Exemplo de filtro de Gabor e impressão digital resultante da filtragem.
3.2.5.2 Extracão de minúcias
Extração de minúcias A maior parte dos métodos existentes de extração de minúcias requerem
que as impressões digitais estejam em tons de cinza para posteriormente serem binarizadas. Alguns
processos de binarização trazem grandes benefícios para a detecção de minúcias. Porém alguns
algoritmos de melhora de imagem já produzem imagens binárias. Independente do método, ao
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Figura 3.16: Impressão digital após algoritmo de thinning.
obtermos imagens binárias, estas são submetidas à algoritmos de thinning, o qual tem por objetivo
efetuar sucessivas erosões nas franjas até ficarem somente o esqueleto da impressão digital, ou
seja, as franjas devem possuir 1 pixel de espessura[30], como podemos observar na Figura 3.16.
Neste caso foi utilizado um algoritmo proposto por Rosenfeld[32], o qual examina blocos de 3× 3
pixels, indo da margem superior direita até a margem inferior esquerda, para decidir quando o
pixel central deve ser preto (Cume) ou branco (Vale). Exemplos de como as vizinhanças devem ser
para se determinar um cume estão na Figura 3.17(a)-3.17(d). Também é importante definirmos
quando um cume termina, e para isso utilizamos vizinhanças da Figura 3.17(e)-3.17(h).
(a) (b) (c) (d)
(e) (f) (g) (h)
Figura 3.17: Exemplo de vizinhanças utilizadas pra determinar cumes (a)-(d) e determinar o fim
dos cumes (e)-(h).
Uma vez que possuímos a impressão digital esqueletizada, efetuamos a detecção de minúcias
utilizando outro conjuntos de mascaras de 3 × 3 pixels mostradas na Figura 3.18. Uma vez que
já possuímos o conjunto de minúcias, podemos extrair outras características como a confiabilidade
das minúcias, quantidade de cumes e a localização de núcleos e deltas. Estas características poste-
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riormente adquiridas podem ser úteis para analisarmos a qualidade da impressão digital adquirida
além de facilitar a busca em um banco de dados.
(a) (b) (c) (d)
Figura 3.18: Máscaras utilizadas para detecção de minúcias.
É importante ressaltar que outros autores [31] propuseram algoritmos de extração de minúcias
que utilizam a imagem em escala de cinza, não necessitando o processo de binarização e nem de
thinning. Esta abordagem é motivada por:
• Informações relevantes podem ser perdidas no processo de binarização das imagens;
• Algoritmos tanto de binarização quanto de thinning gastam tempo de processamento, o qual
se torna relevante em largas bases de impressões digitais.
• No caso de não possuirmos a imagem original, a maioria das técnicas de binarização não
produzem resultados desejados em imagens de baixa qualidade.
3.2.5.3 Classificação de impressões digitais
A classificação de impressões digitais é feita para facilitar não somente uma posterior busca,
mas também quando efetuamos uma verificação de um usuário, reduzindo drasticamente a quan-
tidade de impressões digitais as quais devem ser comparadas com a amostra atual. Estes sistemas
de classificação devem ser capazes de avaliar em qual subgrupo tal impressão digital deve ser ar-
mazenada, ou seja, se ela é um loop, arco ou whrol, por exemplo. Os algoritmos em estado da arte
são capazes de classificar corretamente 99% das impressões digitais corretamente.
Esta classificação pode ser efetuada por meio de classificadores treinados para reconhecer deter-
minados padrões. Os padrões de delta e núcleos são normalmente detectados utilizando o método
descrito por Poincaré [34, 35], o qual procura determinar a orientação das franjas por meio das
vizinhanças, como podemos observar na Figura 3.19. Após determinados os pontos de interesse
(deltas e núcleos), aplicamos uma série de regras, como por exemplo: Arcos não possuem deltas
ou loops, whrols possuem dois deltas e dois loops e etc. Estas regras por sua vez podem ser in-
seridas em uma rede neural artificial, deixando-a decidir qual tipo de impressão digital estamos
processando.
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Figura 3.19: Exemplo de análise de vizinhança para o algoritmo de Poincaré.
3.2.5.4 Matching
Matching automático de impressões digitais é utilizado em sistemas AFIS desde 1970 para
identificar suspeitos em uma determinada cena do crime sem prévio conhecimento dos suspeitos.
Antes da década de 70, era impossível efetuar tais identificações, logo só eram coletadas impressões
digitais de crimes realmente importantes, devida à grande quantidade de pessoas necessárias para
conseguir efetuar uma pesquisa na base de dados.
O problema de efetuar casamentos de minúcias é um problema de casamento de padrões extre-
mamente complicado devido à sua natural variabilidade em diferentes amostras do mesmo dedo.
Dentre estes problemas que causam a variabilidade, podemos citar:
• Deslocamento - O mesmo dedo pode ser facilmente colocado, mesmo que na mesma direção,
em diversas posições durante a aquisição;
• Rotação - O mesmo dedo pode estar rotacionado com diferentes ângulos;
• Sobreposição Parcial - Deslocamento ou rotação do dedo, dependendo da área do sensor
utilizado, pode impedir que partes importantes do dedo sejam capturadas, impossibilitando
muitas vezes de se identificar um sujeito corretamente.
• Pressão e condições da pele - Devido à característica natural do dedo e do sensor de captura,
a estrutura dos cumes será planificada de forma uniforme na superfície de contato. Quando
aplicamos pressão sobre a superfície, secura, doenças, suor, sujeira, oleosidade e umidade,
resultarão, a cada amostra, impressões digitais com diferentes ruídos, inclusive dependendo
da quantidade de ruído, podem surgir minúcias que não existiam.
• Algoritmos de extração de minúcias - Estes algoritmos são imperfeitos e de vez em quando
acabam inserindo erros durante o processo. Outro algoritmo que pode acarretar erros nesta
faze é o de préprocessamento (melhoramento), o qual pode adicionar inconsistências que
modifiquem a localização ou direção de uma determinada minúcia.
Este problema pode ser descrito matematicamente[28] considerando A e B, impressão a ser
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(a) Primeira amostra do dedo (b) Segunda amostra do mesmo
dedo
(c) Casamento de minúcias sendo
efetuado
Figura 3.20: Exemplo de matching sendo efetuado.
testada e impressão digital alvo respectivamente, e cada minúcia mi é descrita por uma tripla de
suas coordenadas x e y e a sua orientação θ, ou seja:
A = {m1,m+ 2, ...,mm},mi = {xi, yi, θi}, i = 1..m (3.4)
B = {m1,m+ 2, ...,mn},mi = {xj , yj , θj}, j = 1..n (3.5)
e definirmos que duas minúcias estão espacialmente dentro de uma margem de erro d0 e que a
direção destas minúcias estão dentro do limite de tolerância θ0, onde estes valores são definidos
baseado nas características ruidosas explicadas nesta subseção.
|xj − xi| ≤ d0 e |yj − yi| ≤ d0 (3.6)
min(|θj − θi| , 360− |θj − θi|) ≤ θ0 (3.7)
Caso as duas equações acima sejam verdadeiras, é definido que foi efetuado um casamento entre
as duas minúcias. Podemos ver este efeito ocorrendo na Figura 3.20.
Então devemos efetuar tal operação para todas as minúcias contidas na imagem, de forma a
gerarmos um mapa de casamento onde caso ocorra o casamento teremos o valor 1 e caso contrário
0. Com este mapa de casamento em mãos, basta somarmos o número de 1’s e caso este número
seja maior que um limiar τ , determinaremos que as duas impressões digitais são semelhantes e por
tanto do mesmo indivíduo, possibilitando a identificação de maneira correta.
Ná literatura de reconhecimento de padrões, o problema de casamento de minúcias já está
basicamente resolvido como point pattern matching.
De forma leiga, podemos enxergar o casamento de minúcias como o experimento de pegar duas
folhas de papel com as impressões digitais nelas e as sobreponhamos de forma a tentar encaixá-las
corretamente uma em cima da outra, e caso encaixem, consideraríamos a mesma impressão digital.
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3.2.5.5 Verificação de Taxas de Erro
Na Seção 3.1.1, definimos dois tipos de erros de verificação, sendo eles o Erro tipo I, referente
à taxa de falsa negação, e o Erro tipo II, referente à falsa aceitação. Definiremos A e B, impressão
a ser testada e impressão digital alvo respectivamente e então definirmos as seguintes hipóteses(Hi)
e decisões(Di):
• H0 A 6= B, as impressões digitais são de dedos diferentes;
• H1 A = B, as impressões digitais são do mesmo dedo.
• D0 : Não Casam;
• D1 : Casam.
Figura 3.21: Representação da FNMR e FMR.
A verificação envolverá efetuar o casamento entre A e B utilizando algum método de simila-
ridade s(A,B), onde, se o resultado de tal função for menor que um limiar τ , teremos a decisão
D0, caso contrário, teremos D1. O objetivo deste experimento é verificar a existência de ruídos no
canal entre o dedo do indivíduo e o casamento de informações, onde H0 é a hipótese de termos
recebido somente ruído (dedo que não confere) e H1 de termos recebido o ruído proveniente do
canal juntamente com o dedo correto, ou seja, Erro tipo I e tipo II respectivamente.
A taxa de falsa Aceitação (FMR - False Match Rate) é a probabilidade de um erro tipo I
ocorrer, e a taxa de falsa não aceitação (FNMR - False Non Match Rate) é a probabilidade de um
erro tipo II ocorrer, ou seja, FMR = P(D1|H0) e FNMR = P(D0|H1).
Para aferirmos um método biométrico devemos obter estes valores de uma base de dados de
dados maior possível, efetuando o casamento do dedo com várias amostras do mesmo dedo (p(s|H1))
e posteriormente com varias de outros dedos (p(s|H0)). Podemos observar graficamente as taxas
FMR e FNMR na Figura 3.21.
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Figura 3.22: Exemplo de curva DET para determinação dos pontos de interesse como o EER,
ZeroFNMR e o ZeroFMR.
Uma das coisas que precisamos notar baseado-se na Figura 3.21, é que tanto a FMR e FNMR
são dependentes do limiar τ definido, ou seja, dado o mesmo conjunto de amostras, se reduzirmos
o valor de τ para tolerarmos mais ruído, então a FMR aumentará e se caso aumentarmos o valor
de τ para tolerarmos nenhum ruído, então a FNMR aumentará. Desta forma, o valor de τ deve ser
escolhido de uma forma ótima a obtermos a melhor performance do sistema. Isto é feito plotando as
curvas ROC (Receiver Operating Characteristic) ou DET (Detection-Error Tradeoff ) pois ambas
as curvas são invariantes ao limiar, permitindo assim efetuarmos a comparação entre diferentes
sistemas biométricos baseados em Impressões digitais.
A curva ROC é o plot da FRM contra (1-FNMR) para vários valores de τ . Já a curva DET
é o plot da FMR contra a FNMR, possibilitando uma visualização mais direta de qual limiar
devemos escolher para o sistema que estamos projetando, podendo definir se queremos zerar os
falso positivos (definido como ponto ZeroFNMR) ou se queremos zerar os falsos negativos (definido
como ZeroFMR).
Um dos índices mais importantes para resumirmos e compararmos diretamente os sistemas e
escolhermos um limiar ótimo é por meio do EER - Equal Error Rate (Fig. 4.2), o qual denota qual
a taxa de erro onde o limiar τ é a mesma tanto para falsos positivos quanto para falsos negativos
(FNMR = FMR). É importante ressaltar que o EER nunca será um valor exato, porém uma faixa
devido à taxa de amostragem [33].
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Capítulo 4
Impressões Digitais Sem Contato
4.1 Introdução
Neste capítulo visamos apresentar a tecnologia biométrica de impressões digitais sem contato
(Touchless) multivista (Multiview). Tal tecnologia apresenta vantagens tecnológicas e operacionais
incontestáveis quando comparadas ao modelo tradicional, também chamadas 2D ou com toque,
baseados em rolagem e contato do dedo com a superfície de captura.
Como vimos brevemente na Seção 3.2.5.4, existem problemas inerentes ao método de captura
por meio do toque. Dentre tais problemas destacamos:
• Inconsistência entre capturas - Procedimentos tradicionais de aquisição de impressões
digitais exigem que o usuário posicione ou role o dedo sobre uma superfície de aquisição.
Desta forma, o usuário deve aplicar uma força para garantir que o dedo se deforme e que as
franjas façam contato com a superfície de captura. Como a força aplicada é diferente à cada
captura, acabamos por gerar inconsistências entre o template e a amostra.
• Impressões digitais latentes - O contato com o dispositivo de aquisição transfere para
a superfície de captura sujeiras, suor, gordura e principalmente impressões digitais latentes.
Desta forma acabam por se gerar dois problemas, um deles é que em próximas capturas, estas
impuresas deixadas na superfície podem gerar inconformidades na leitura, necessitando uma
limpeza frequente do dispositivo. Outro problema relativamente preocupante, que aumenta a
vulnerabilidade do sistema, é que por meio de ferramentas mecânicas e químicas, conseguimos
extrair a impressão digital do equipamento e construir uma cópia das franjas em látex,
possibilitando assim uma infração.
• Contato não uniforme - Este problema ocorre devido à problemas de secura da pele,
franjas desgastadas, doenças de pele, sujeira e umidade do ar.
• Escorregamento do dedo - Devido à oleosidade do dedo, quando pressionamos o dedo
no leitor, possivelmente o mesmo escorregará, desta forma obtendo uma captura borrada da
impressão digital.
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• Presença de Halo - Mesmo que pouco provável de acontecer em países tropicais, devido à
diferença de temperatura entre o dedo e o dispositivo, pode ocorrer a presença de um halo
ao redor do dedo na imagem capturada.
Baseado nestes fatores acima listados, parte dos algoritmos de casamento de impressão digital
procuram compensar parcialmente estes problemas, principalmente distorções da pele. Ao longo
dos anos, estes algoritmos foram continuamente aperfeiçoados, porém estavam sempre limitados
devido a tecnologia de captura, ainda mais se estes sistemas não fossem operados por usuários
treinados. Desta forma, se faz necessário uma tecnologia capaz de resolver tais problemas durante
a aquisição, possibilitando a utilização e a disseminação da biometria por impressão digital em
todos os âmbitos. Sendo assim, equipamentos de aquisição sem contato, baseados em reflexão,
utilizando a abordagem multivista, representam uma solução muito interessante.
4.2 A tecnologia Sem Toque
A tecnologia sem toque para impressões digitais se mostra muito eficiente no âmbito de resolver
problemas intrínsecos à captura realizada por meio de dispositivos com toque. Isto se da princi-
palmente pelo fato de não existirem deformações da pele ou inconsistências entre leituras causadas
pela elasticidade do dedo, assim como sujeiras, oleosidade e impressões digitais latentes deixadas
na superfície de aquisição, não dependendo de algoritmos que tentam compensar tais problemas.
Podemos observar por meio da Tabela 4.1 a comparação entre os dois sistemas.
Características Sem toque Com Toque
Distorções da pele 7 3
Captura Borrada 7 3
Impressões digitais Latentes 7 3
Área de Captura Grande Pequena
Tolerância a condições da pele Alta Baixa
Tolerância a condições de iluminação Baixa Alta
Espaço necessário Grande Pequeno
Custo Alto Baixo
Tabela 4.1: Comparativo entre sistemas com e sem toque.
Sendo assim, foram propostas algumas abordagens para implementação desta tecnologia os
quais serão listados a seguir.
• FlashScan 3D
O FlashScan 3D 1 utiliza da tecnologia de sensores sem contato univista baseados em SLI -
Structured Light Illumination, que possibilita a extração da informação de profundidade das
franjas, possibilitando uma representação 3D da topografia do dedo. O conceito da tecnologia
1http://www.flashscan3d.com
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SLI baseia-se em projetar um padrão estruturado de luz na superfície do alvo e então medir
a sua profundidade pela quantidade de luz refletida que foi desviada.
(a) Equipamento FlashScan 3D (b) Exemplo de SLI projetada em um dedo
Figura 4.1: FlashScan 3D e exemplo de SLI
• NEC Contactless Hybrid Finger Scanner
O NEC CHF é uma tecnologia biométrica multimodal, a qual utiliza duas características
biométricas para melhorar ou suprir o defeito uma da outra. A pesar deste tipo de sistema
promover maior segurança, sistemas multimodais tendem a ser mais lentos. Neste caso, em
somente um passo, captura-se tanto a impressão digital sem toque univista, como também o
padrão venoso do dedo.
Figura 4.2: NEC Contactless Hybrid Finger Scanner.
• Touchless Biometric Systems
A TBS desenvolveu e patenteou uma tecnologia sem toque multivista baseada em reflexão,
que, como podemos ver na Figura 4.3(a), possuí uma câmera central posicionada para captu-
rar a porção central do dedo, onde os cores e deltas estão localizados, e as outras duas estão
à ± 45o da câmera central. Quando o dedo está posicionado corretamente, três fotos são
tiradas simultaneamente e posteriormente costuradas [36] para obter uma vista semelhante à
adquirida por meio da aquisição com toque rolada. Este sistema se mostra muito interessante
devido ao tempo de captura, inferior à 1 segundo, redução significativa de aquisições ruins e
maior área de captura.
A pesar destes sistemas anteriormente citados resolverem problemas intrínsecos aos sistemas
com toque, os mesmos acabam por gerar outro problema, o qual se torna relativamente preocupante
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(a) Esquemático de posicionamento
das câmeras
(b) Dispositivo de captura TBS
Figura 4.3: TBS - Touchless Biometric Systems.
para a adoção de tais sistemas. Este problema é que se faz necessária a existência de um método
que possibilite tais leitores biométricos gerarem imagens compatíveis com sistemas AFIS legados,
que possuem bases de dados com bilhões de entradas de impressões com toque e softwares de
casamento específicos para sistemas com toque.
Algumas destas empresas já se preocuparam com este problema, e algumas abordagens já
foram efetuadas. Dentre elas podemos citar o algoritmo proposto pela TBS [37], o qual se propõe
a efetuar a planificação parametrizada e não parametrizada da imagem (unwrapping) sem toque
em com toque (Fig. 4.4).
A planificação parametrizada é feita por meio de uma aproximação cilíndrica do dedo, supondo
que os dedos possuem aproximadamente o mesmo diâmetro. A outra forma de planificação tenta
manter a distância natural entre dois pontos, visto que algoritmos de casamento utilizam tais
distâncias para efetuar o matching. Para conseguirem tal efeito, eles localmente desdobram a
superfície do dedo e a escala é preservada o máximo possível, simulando a elasticidade do dedo.
A pesar dos esforços, este método ainda não efetua compatibilidade real com sistemas legados,
pois as imagens não possuem deformações que ocorrem naturalmente com as capturas com toque,
possibilitando, assim, um aumento do EER.
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(a) Parametrizada (b) Cilindro utilizado para a para-
metrização
(c) Não parametrizada





Para obtermos compatibilidade entre os sistemas biométricos de impressão digital com e sem
toque, 2D e 3D respectivamente, é necessário que as imagens 3D fiquem visualmente parecidas com
as 2D (Fig. 5.1), e para isso foram necessários 8 passos, dentre eles podemos destacar equalização
local, correção gama, filtragem gaussiana, binarização e distorção geométrica. A seguir, cada um
das etapas será descrita.
Figura 5.1: Imagem capturada e a mesma imagem após conversão
É importante ressaltar que a imagem utilizada para efetuar o processo (Fig. 5.1), é uma
imagem obtida a partir das três vistas fornecidas pelo dispositivo (Fig. 5.2), representando uma
captura unha-a-unha, a qual já é fornecida diretamente pelo Scanner da própria empresa, não
sendo necessário esforço de efetuar a costura das imagens.
5.2 Equalização Local de Histograma
Inicialmente realizamos uma equalização local de histograma a partir de blocos de n×n pixels,
a fim de obtermos um maior realce das franjas, visto que a iluminação do scanner não é constante
para todo o dedo.
A Figura 5.3 mostra: (a) uma imagem original I, obtida por meio do dispositivo de captura
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(a) Vista 0 (b) Vista 1 (c) Vista 2
Figura 5.2: Exemples de vistas (1024 × 1280 pixels, 8 bits/pixels) adquiridas por meio de um
dispositivo sem contato multivista.
sem contato aqui estudado1; e (b) o resultado da equalização global de histograma, e o resultado
da equalização local Ih, e seus respectivos histogramas.
(a) Imagem original (b) Imagem com histograma global-
mente equalizado
(c) Imagem com histograma local-
mente equalizado
Figura 5.3: Imagem original adquirida pelo dispositivo sem toque (a), com o histograma equalizado
globalmente (b) e com o histograma equalizado localmente (c).
5.3 Correção Gama
O segundo estágio do algoritmo proposto consiste em submeter a imagem Ih a uma transforma-
ção gama com o objetivo de deixar mais nítida a diferença entre os vales e cumes, sendo definida
pela equação descrita na Seção 2.3.1. O resultado da transformação em níveis de cinza sugerida
pode ser visualizado na Figura 5.4.
5.4 Filtragem Gaussiana
O passo seguinte consiste em filtrar a imagem Ihγ com k filtros gaussianos de tamanhos hi =
[3 5 7 ... k]. Considerando que esses tamanhos de filtro representam as larguras a meia altura
1TBSGuard 3D.
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Figura 5.4: Imagem Ihγ , com c = 1 e γ = 1.5 .
(full width at half maximum ou FWHM) de Gaussianas [8], os respectivos desvios padrões σi são







Observamos a imagem Ihγ filtrada com 3 tamanhos de filtro na figura 5.5.
(a) hi = 3 (b) hi = 5 (c) hi = 7
Figura 5.5: Imagens Ifi resultantes do processo de filtragem: (a) a (c). Na filtragem foram
utilizados filtros gaussianos de tamanho hi = [3 5 7] e respectivos desvios padrões dados pela
Equação 5.1.
5.5 Binarização
As k novas imagens, Ifi, i = 1..k, resultantes do processo de filtragem anteriormente citado,
são então binarizadas por meio do software mindtct oferecido pelo NIST(National Institute of
Standards and Technology) no pacote NIST Biometric Image Software (NBIS) [10] devido ao seu
algoritmo de binarização ser otimizado e altamente adaptado para impressões digitais. O resultado
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são as imagens binárias Ibi, i = 1..k. A imagens filtradas e binarizadas podem ser visualizadas na
Figura 5.6.
(a) Ib1 (b) Ib2 (c) Ib3
Figura 5.6: Imagens Ibi resultantes do processo binarização: (a) a (c). A binarização foi realizada
utilizando-se o software mindtct.
5.5.1 Soma das imagens binarizadas
Gera-se, então, uma imagem IM a partir da média das imagens Ibi, conforme a Equação 5.2,
e realça-se um recorte exatamente nos limites da impressão digital. Esta etapa se faz altamente
necessária para verificarmos quais franjas são reais e quais foram geradas pelo processo de filtragem
seguida de binarização. O resultado pode ser visualizado na Figura 5.7. Pode-se observar que o








Figura 5.7: Imagem IM , gerada a partir da média das imagens Ibi.
Nota-se empiricamente que estas ultimas 3 etapas se dão por necessário, visto que quando não
as efetuávamos obtinha-se uma impressão digital com minúcias que não eram contidas na imagem
original, porém com diferentes níveis de filtragem e uma posterior soma das imagens resultantes da
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binarização, reforçamos as minúcias verdadeiras existentes e descartamos as geradas pelo processo
de conversão.
5.6 Correção Geométrica
Geralmente, em imagens adquiridas por meio de rolagem unha-a-unha, a diferença entre a lar-
gura da parte superior e a largura da parte inferior não é tão acentuada como observada até o
presente momento. Por isso, faz-se necessário um processamento cujo resultado é o alargamento
da parte superior da impressão digital.
O algoritmo proposto procura estimar por meio de uma regressão polinomial qual seria a função
matemática que aproxima as bordas direita e esquerda da impressão digital. Estamos assumindo
que a distorção observada é simétrica, ou seja, ocorre a mesma distorção tanto na parte direita
quanto na esquerda do dedo. Podemos concluir esta simetria devido ao caráter de construção do
dispositivo utilizado para captura, onde as câmeras laterais observam áreas de imagem pratica-
mente iguais, e que um erro para um dos dois lados significaria um deslocamento ínfimo em relação
à distorção efetuada pela correção geométrica. Outro fato que nos possibilita aceitar este erro, em
benefício da performance, é devido ao fato de existirem erros ou borrões na captura unha-a-unha
tradicional.
(a) (b)
Figura 5.8: Correção geométrica proposta (a); e (b) resultado da correção geométrica aplicada à
imagem da Figura 5.7. Utilizaram-se polinômios de grau 5.
Uma vez encontrado o polinômio p1(x) que descreve a borda esquerda, por exemplo, assumimos
que esse mesmo polinômio pode ser utilizado como referência para compensar também a borda
direita, a partir de um polinômio simétrico p2(x), onde p2(x) = p1(−x). A correção geométrica
proposta interpola cada linha da impressão digital nas direções indicadas pela ilustração da Fi-
gura 5.8 (a) até o limite do polinômio −p(x). Os eixos foram rotacionados para acompanharem a
orientação de captura da imagem. A Figura 5.8 (b) mostra a imagem ID resultante da correção
geométrica. Utilizaram-se polinômios de grau 5, determinados de forma empírica, devido ao fato
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destes serem o mínimo necessário para reconstrução da curvatura do dedo, onde polinômios de
ordem maior geravam distorções indesejadas na imagem, diferindo demasiadamente de um dedo
capturado por digitalizadores com toque.
5.7 Adição de textura
A penúltima etapa de processamento consiste em aplicar uma textura sobre e imagem ID, pio-
rando a qualidade da imagem, com o objetivo de emular os problemas intrínsecos a aquisição com
toque, tornando as imagens semelhante às adquiridas com toque. Esta etapa se da por necessária
devido ao fato dos algoritmos de matching serem projetados para lidar com este tipo de textura,
apresentando um pior desempenho quando utilizadas imagens sem textura [9]. Outro motivo desta
etapa ser importante se da pelo fato dos papiloscopistas estarem acostumados com estes tipos de
imagem e não com imagens limpas.
Figura 5.9: Imagem ID com textura gerada artificialmente por meio de elipses.
Para isso, projetam-se sinteticamente [9] elipses sobre ID com diagonais maiores (entre 1 e 5
pixels), diagonais menores (entre 1 e 3 pixels), ângulos (entre 0 e 180◦) e níveis de cinza (entre 0
e 255) gerados aleatoriamente. O resultado é o observado na Figura 5.9.
5.7.1 Esmaecimento
Agora a imagem está praticamente igual à uma adquirida por um scanner com toque à não
ser pela qualidade da impressão digital que pode ser considerada superior, como demonstrado no
capítulo 6, e pela existência de uma margem na impressão digital causada pela baixa frequência
de franjas. Para isso, realiza-se um esmaecimento nas bordas da imagem.
Este esmaecimento é feito por meio de uma mascara de tamanho variável conforme a altura
e largura da imagem, onde as partes de cima e de baixo são delimitadas por retas e as laterais
por polinômios de grau 2. Após a obtenção desta máscara, nos efetuamos uma soma dela com a
imagem ID. A Figura 5.10 mostra a mascara utilizada e o resultado do esmaecimento que, também,




Figura 5.10: (a) Mascara utilizada para efetuar o esmaecimento e (b) Imagem Final do processa-





Os experimentos aqui executados foram elencados a fim de comprovar a interoperabilidade
do método proposto, propiciando a utilização de algoritmos já existentes em impressões digitais
sem toque, verificar a reação do sistema biométrico à taxas de compressão distintas para quatro
tipos de algoritmos de compressão e, por último, verificar a compatibilidade total com os sistemas
biométricos legados.
Desta forma, podemos listar os seguintes testes a serem executados:
• Teste 1: Casamento entre impressões digitais sem contato multivista;
• Teste 2: Casamento entre impressões digitais sem contato multivista com diversos algoritmos
e níveis de compressão;
• Teste 3: Casamento entre impressões digitais sem contato multivista e impressões digitais
com toque.
Todos os testes e método proposto foram desenvolvidos utilizando a ferramenta MATLAB
Revision 2013A e executados em ambiente UNIX Mac OSX 10.9.3.
6.2 Base de impressões digitais para teste
Para efetuarmos os testes, foram coletados um total de 840 impressões digitais sem contato
multivista e 420 impressões digitais com toque, as quais foram capturadas da forma mais natural
possível, simulando um processo de aquisição real, ou seja, o procedimento de captura foi descrito ao
usuário e o operador apenas interferiu indicando ao usuário o momento exato que o dedo deveria ser
posicionado no dispositivo. Além disso, não foram descartadas quaisquer imagens, mesmo aquelas
que pudessem ser classificadas como sendo de baixa qualidade a partir de uma avaliação prévia do
operador. Estas imagens representam um total de 420 dedos diferentes, onde foram efetuadas duas
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(a) Imagem adquirida com scanner TBS (b) Imagem adquirida com scanner Akiyama
Figura 6.1: Exemplo de amostras sem toque e com toque utilizadas nos testes.
capturas sem toque para cada dedo e uma única captura com toque. Podemos observar amostras
deste conjunto de teste na Figura 6.1.
Para a coleta de amostras sem toque foi utilizado o leitor biométrico da TBS, o qual foi descrito
na seção 4.2, modelo 3D Enroll; E para a coleta de impressões digitais com toque, foi utilizado
o scanner da Akiyama, os mesmos utilizados pelo Tribunal Superior Eleitoral Brasileiro1 para o
recadastramento eleitoral obrigatório.
É importante ressaltar que dentro deste conjunto de teste, foram adquiridas impressões digitais
de pessoas com uma gama de doenças reumatológias, visto que estas apresentam uma grande
dificuldade de movimentar seus dedos, seja por dor ou por serem impossibilitadas de efetuar o
movimento normal do membro, impedindo o posicionamento ideal do dedo em ambas tecnologias.
6.3 Teste 1: Casamento entre impressões digitais sem contato mul-
tivista para determinação dos melhores parâmetros
Neste primeiro teste, submetemos a base de 840 imagens adquiridas sem toque ao algoritmo
descrito na seção 5, onde variamos 3 parâmetros do sistema, os quais definem o tamanho do bloco
a ser utilizado para a equalização local, o valor da correção gama a ser aplicada e por último a
quantidade de filtros gaussianos juntamente com seus desvios padrões. As combinações utilizadas
foram a permutação de todos os valores de tamanho de bloco, três ao total (7,8 e 9), nível de
correção gama, total de três (1, 1.5 e 2) e o número de filtros, um total de 4 combinações ([(3),(3 e
5),(3, 5 e 7) e (3, 5, 7 e 9)]), ou seja, foram efetuadas um total de 36 combinações para determinar
os melhores parâmetros.




todas as imagens processadas com cada combinação de parâmetros, ao software de extração de
minúcias mindtct provido pelo NIST (National Institute of Standards and Technology)2, o qual é
referência e vastamente utilizado para impressões digitais com toque. Paralelamente a esta etapa,
analisamos a qualidade das impressões digitais por meio do software nfiq, retornando um dos
índices de qualidade: (1) Excelente, (2) Muito Bom, (3) Bom, (4) Regular e (5) Ruim. Utilizando
a saída do mindtct como entrada, utilizamos o bozorth3, para casar as impressões digitais uma à
uma. Podemos observar este processo no diagrama de blocos na Figura 6.2. Mais detalhes sobre
os softwares do NIST, podem ser encontrados nos trabalhos do NIST/ITL Image Group [57, 58].
Figura 6.2: Diagrama de blocos do Teste 1.
A partir deste teste, conseguimos plotar a curva DET e obtermos a qualidade média das
impressões digitais para cada combinação de parâmetros a partir da Equação 6.1, onde i é a
qualidade e Iij é a imagem j cuja qualidade é i, possibilitando, por consequência, verificar qual








Para avaliarmos a taxa de Falsa Negação, casamos uma das impressões digitais de cada dedo
com a outra impressão digital do mesmo dedo. A taxa de Falsa Aceitação foi calculada casando-se
as duas impressões digitais de cada dedo com todas as impressões digitais dos demais dedos. Ou
seja, as duas impressões digitais do dedo 1 foram casadas com todas as impressões digitais dos
dedos 2 a 200 (198 casamentos), dos dedos 2 foram casadas com as digitais dos dedos 3 a 200 (196
casamentos) e assim por diante. Foram um total de 200 casamentos para se determinar a taxa de
Falsa Rejeição e 20.000 para se determinar a de falsa aceitação. A definição dessas taxas também
depende de um limiar, o qual foi variado entre 0 e 150, para o índice de similaridade retornado
pelo bozorth3.
Para este teste, como podemos observar na Tabela 6.1, a combinação que deu melhor resultado,
de forma a minimizar o EER, foi com Tamanho de bloco = 9, Gama = 1.5 e Quantidade de filtros
= 3, resultando em um EER = 0.3469% e Qualidade Média (QM) = 1.85.
2http://www.nist.gov/itl/iad/ig/nbis.cfm
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Tamanho de Bloco Gama Quantidade de filtros Q1 Q2 Q3 Q4 Q5 QM EER
7 1 1 15 69 10 4 2 2.09 0.02102
7 1 2 15 76 4 3 2 2.01 0.032959
7 1 3 18 79 0 2 1 1.89 0.02
7 1 4 47 33 16 1 3 1.8 0.039694
7 1.5 1 13 72 12 2 1 2.06 0.040612
7 1.5 2 13 74 11 1 1 2.03 0.04
7 1.5 3 18 77 2 2 1 1.91 0.041837
7 1.5 4 50 31 13 2 4 1.79 0.032245
7 2 1 8 72 16 1 3 2.19 0.032857
7 2 2 11 81 5 1 2 2.02 0.039286
7 2 3 18 78 1 1 2 1.91 0.036327
7 2 4 50 26 17 3 4 1.85 0.049286
8 1 1 15 70 8 4 3 2.1 0.038367
8 1 2 14 79 3 1 3 2 0.018367
8 1 3 23 71 1 2 3 1.91 0.039898
8 1 4 46 42 6 3 3 1.75 0.042755
8 1.5 1 16 73 8 1 2 2 0.01898
8 1.5 2 13 78 2 4 3 2.06 0.04102
8 1.5 3 20 79 1 0 0 1.81 0.042959
8 1.5 4 51 37 9 2 1 1.65 0.042551
8 2 1 12 73 8 2 5 2.15 0.020918
8 2 2 15 80 2 1 2 1.95 0.005
8 2 3 24 73 0 0 3 1.85 0.018469
8 2 4 50 34 10 4 2 1.74 0.038878
9 1 1 13 78 4 2 3 2.04 0.021122
9 1 2 16 78 4 0 2 1.94 0.018163
9 1 3 22 73 2 1 2 1.88 0.038163
9 1 4 46 37 11 3 3 1.8 0.034898
9 1.5 1 15 81 3 0 1 1.91 0.017347
9 1.5 2 16 80 2 0 2 1.92 0.016429
9 1.5 3 22 75 1 0 2 1.85 0.003469
9 1.5 4 45 36 15 3 1 1.79 0.039694
9 2 1 12 79 6 0 3 2.03 0.040714
9 2 2 14 83 0 0 3 1.95 0.010306
9 2 3 20 77 1 0 2 1.87 0.020102
9 2 4 43 43 8 3 3 1.8 0.01898
Tabela 6.1: Tabela utilizada para definir os melhores parâmetros (tamanho de bloco para equa-
lização local, indice de correção gama e quantidade de filtros a serem utilizados) para o método
proposto.
63
6.4 Teste 2: Casamento entre impressões digitais sem contato mul-
tivista com diversos algoritmos e níveis de compressão
Neste segundo teste, submetemos as 840 imagens a diferentes algoritmos e níveis de compressão
de imagem descritos na Seção 2.4, todos lossy (com perdas), com o intuito de avaliarmos como o
impacto dos padrões de compressão no processo de autenticação biométrico que aplica o sistema
de compatibilidade discutido anteriormente.
Em trabalhos anteriores [38] foi avaliado o desempenho de algoritmos de compressão de imagens
considerando um conjunto de teste restrito de 6 amostras, onde cada amostra era também composta
pelas três vistas, porém separadas, com o objetivo de comparar o desempenho dos codificadores em
termos de taxa-distorção (taxa de bits versus peak signal-to-noise ratio). É importante ressaltar
que neste teste não estamos interessados em avaliar o desempenho dos codificadores de imagens em
termos de taxa-distorção, mas sim o impacto destes codificadores em termos de ERR no processo
de autenticação biométrica após o algoritmo de compatibilidade entre as tecnologias com e sem
contato ter sido aplicado. A tabela 6.2 lista todos os codificadores utilizados, assim como suas taxas
em bit/pixel, utilizadas neste cenário. Podemos observar amostras de cada dipo de codificação e
suas respectivas taxas nas Figuras 6.5 até 6.8, e a amostra original na Figura 6.1(a).
Tentou-se ao máximo obter a mesma taxa de compressão para todos os codificadores utilizados,
porém devido a eficiência do H-264 AVC-I, iniciamos a uma taxa de aproximadamente 0.5 bit/pixel.
Algoritmo de compressão Taxa 1 Taxa 2 Taxa 3 Taxa 4
BMP 8.0000 - - -
JPEG 0.9492 0.7067 0.4677 0.1613
JPEG2000 0.9972 0.4978 0.2480 0.0986
WSQ 0.7925 0.4065 0.2130 0.0985
AVC-I 0.4543 0.3849 0.2502 0.1428
Tabela 6.2: Algoritmos de codificação e as suas respectivas taxas em bit/pixel utilizadas para
comprimir as imagens.
Após obtermos as imagens comprimidas pelos algoritmos, submetemos-as ao sistema de com-
patibilidade de impressões biométricas e então efetuamos o procedimento descrito no Diagrama de
blocos da Figura 6.4 para cada compressor e cada taxa de compressão, a fim de obter as métricas
de comparação objetivas, ou seja, EER e QM. Podemos observar os resultados, separados para
cada tipo de algoritmo de compressão nas Tabelas 6.3 até 6.6. Os gráficos presentes na Figura 6.3
resumem de forma gráfica estas tabelas. Informações detalhadas sobre a Qualidade e as curvas
































Tabela 6.6: Resultados para Teste 2 utilizando
WSQ.
6.5 Teste 3: Casamento entre impressões digitais sem contato mul-
tivista e impressões digitais com toque.
Neste último teste tenta-se verificar a compatibilidade total com os sistemas biométricos lega-
dos, ou seja, além de utilizar o sistema AFIS para impressões digitais 2D com impressões digitais
sem toque multivista, também efetuar verificação biométrica entre impressões digitais legadas (com
toque) e impressões digitais 3D (sem toque). Para isso utilizou-se o resultado do processamento
das 840 imagens adquiridas sem toque resultante do teste 1 com os melhores parâmetros, e a base
de dados com uma única amostra de cada dedo adquiridas com toque. Desta forma, temos um total
de de 420 dedos a serem analisados, onde foram coletadas 840 imagens sem toque, duas amostras
por dedo, e 420 com toque, uma amostra por dedo. A partir desta base de impressões digitais,
passamos todos as imagens resultantes pelo software de extração de minúcias mindtct, exceto to-
das as impressões com toque, que sofreram previamente uma translação em torno do eixo vertical,
conforme podemos observar na Figura 6.9, para que as minúcias dos mesmos dedos ficassem na
mesma direção.
A partir dos dados obtidos, efetuou-se o casamento um-a-um de todas as amostras sem toque
com as com toque para a obtenção das taxas de falso positivo e falso negativo, e por consequência
o cálculo do EER. Além deste teste, também avaliou-se a qualidade das impressões com toque por
meio do nfiq.
Podemos observar os resultados obtidos deste teste, descrito em forma de diagrama de blocos
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(a) Gráfico compliado do EER





























(b) Gráfico compliado da Qualidade Média
Figura 6.3: Gráficos dos resultados compilados do teste 2.
na Figura 6.10, nos gráficos de qualidade e curva ROC, onde obtivemos Qualidade média (QM) =
1.4171 e o EER = 0.1347 ( Fig. 6.11).
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Figura 6.4: Diagrama de blocos do Teste 2.
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(a) 0.15 bpp (b) 0.46 bpp
(c) 0.70 bpp (d) 0.94 bpp
Figura 6.5: Amostra 1 do dedo 1 sem toque codificados com JPEG.
68
(a) 0.1 bpp (b) 0.25 bpp
(c) 0.5 bpp (d) 1.0 bpp
Figura 6.6: Amostra 1 do dedo 1 sem toque codificados com JPEG2000.
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(a) 0.1 bpp (b) 0.25 bpp
(c) 0.5 bpp (d) 1.0 bpp
Figura 6.7: Amostra 1 do dedo 1 sem toque codificados com WSQ.
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(a) 0.14 bpp (b) 0.24 bpp
(c) 0.37 bpp (d) 0.43 bpp
Figura 6.8: Amostra 1 do dedo 1 sem toque codificados com H-264 AVC-I.
(a) Impressão digital 3D (b) Impressão digital 2D (c) Impressão digital 2D transla-
dada em torno do eixo vertical
Figura 6.9: Mesmo dedo adquirido (a) sem toque, (b) com toque e (c) com toque transladada no
eixo vertical.
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Figura 6.10: Diagrama de blocos do Teste 3.
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Excelente Muito bom Bom Regular Ruim
(b) Qualidade das impressões digitais com toque





A presente monografia teve como objetivo verificar a possibilidade da adoção completa de
biometria por impressões digitais sem toque em sistemas AFIS e comerciais já existentes, por meio
de um método que visa transformar as impressões digitais sem contato multivista em uma similar
à obtida com toque.
7.2 Teste 1
A partir do Teste 1, pudemos observar que o projeto aqui explicitado propicia a utilização de
algoritmos já existentes para impressões digitais com contatos, em impressões digitais sem con-
tato multivista, como por exemplo algoritmos de extração de minuncias, qualidade de impressões
digitais e, por consequência, casamento entre impressões digitais. Podemos observar este fato
pelos resultados de Qualidade Média (QM) das impressões digitais sem contato analisados pelo
nfiq de 1.85 e Equal Error Rate (EER) de 0.3469%. Para fins de comparação, em sistemas com
toque, durante o FVC (international Fingerprint Verification Competitions) [63], os algorirmos de
casamento entre impressões digitais com toque unha-a-unha retornam um EER médio de 2.9.
Além disso, resultados da Tabela 6.1 indicam uma clara não correlação entre a QM e o EER,
onde, por exemplo, imagens consideradas melhores (QM = 1.65), geraram um EER de 4.25%,
muito maior que o observado com uma qualidade pior.
7.3 Teste 2
Atualmente, devido ao grande volume de dados, imagens necessitam ser comprimidas para
serem, não somente armazenadas de forma mais eficiente, mas também melhorar o desempenhos
dos sistemas AFIS. Desta forma, afim de verificarmos o comportamento do Trabalho Proposto à
diferentes algoritmos e taxas de compressão, submetemos o algoritmo ao Teste 2.
74
A partir dos resultados observados na Figura 6.3, podemos concluir que o sistema se comporta
da forma esperada até compressões à 0.4 bpp, onde quão melhor a imagem original, melhor seria o
EER, porém após este ponto, notamos uma anomalia do sistema à todos os codificadores utilizados,
onde a imagem com uma taxa de compressão menor e por consequência uma melhor qualidade,
possui um EER mais elevado. Além deste fator, quando observamos a Qualidade Média obtida
por meio do nfiq, também observamos a mesma anomalia, exceto para o H.264/ACV-I, em pontos
distintos para cada codificador ( 0.2 à 0.4 para o WSQ, 0.7 à 0.9 para o JPEG e 0.5 à 1.0 para o
JPEG2000).
Ao levarmos estes resultados em consideração, juntamente com o método proposto e o fun-
cionamento de cada codificador, inicialmente reforçamos a conclusão obtida à partir do teste 1,
que existe uma completa descorrelação entre a qualidade da imagem adquirida e a sua EER, de-
monstrando um grave defeito nos softwares do NIST. Além deste fator, suspeitamos que a elevação
do EER se dá pelo tipo de filtro gaussiano utilizado para borrar as imagens originais, e que uma
escolha distinta de filtro possa melhorar o método aqui proposto.
7.4 Teste 3
Devido aos sistemas AFIS já existentes conterem uma quantidade significativa de impressões
digitais catalogadas, se torna imprescindível avaliar a compatibilidade total das impressões digitais
legadas já existentes nos sistemas AFIS e as impressões digitais sem toque. Para isso, elencamos
o Teste 3, onde efetuamos o casamento das impressões com toque não roladas, com impressões
digitais sem toque multivista processadas pelo algoritmo proposto por este Trabalho. Inicialmente
verificamos a qualidade das impressões digitais com toque, as quais nos retornou um índice de
Qualidade Média superior às impressões digitais processadas pelo nosso algoritmo, no valor de
QM = 1.4171, o que significa que as imagens são em sua grande maioria consideradas como
excelentes (Fig. 6.11(b)), e, em um segundo instante, efetuamos o casamento entre as bases de
impressões digitais onde obtivemos um EER = 13.47%.
Baseando-se nos dados observados durante este teste, observamos que imagens com toque,
mesmo que adquiridas somente por meio de um rápido toque na superfície, foram consideradas
como impressões digitais de altíssima qualidade e que ao efetuarmos um casamento entre impressões
digitais roladas e não roladas, conseguimos obter um bom EER, visto que a literatura nos apresenta
EER entre impressões com contato simples e unha-a-unha por volta de 10% [63].
Desta forma, podemos concluir que os algoritmos desenvolvidos pelo NIST melhor qualifi-
cam impressões digitais com toque, mesmo que inferiores às adquiridas sem toque, como sendo
excelentes. Mesmo assim, o método aqui proposto se mostrou eficaz no quesito de efetuar a com-
patibilidade entre as duas tecnologias, possibilitando a utilização de impressões digitais sem toque
multivista em sistemas AFIS legados.
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7.5 Considerações Finais
As contribuições aqui desenvolvidas, mesmo não sendo a solução ideal, demonstram a viabi-
lidade do método proposto e da completa adoção da biometria por impressão digital sem toque
por empresas, órgãos e instituições governamentais, além de questionar a real qualidade e acu-
rácia dos softwares feitos pelo NIST/FBI. Desta forma, estas contribuições também representam
um avanço para o mercado de identificação, proporcionando a criação de novas oportunidades e o
desenvolvimento de novos negócios e novas tecnologias, levando a humanidade um passo à frente.
7.5.1 Trabalhos futuros
Com o objetivo de continuar evoluindo a tecnologia ao seu estado da arte, algumas melhorias
e testes devem ser efetuados, dentre os quais podemos citar:
1. Avaliação de outros algoritmos para impressões digitais com toque;
2. Estudo de outros tipos de filtros para o método proposto;
3. Captura de base de dados de impressões digitais com toque unha-a-unha;
4. Efetuar casamento entre bases de impressões digitais com toque a fim de parametrização dos
testes;
5. Efetuar casamento entre impressões digitais unha-a-unha com e sem toque.
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I. DETALHES DOS RESULTADOS
EXPERIMENTAIS
83
















































Excelente Muito bom Bom
Índice de qualidade
Regular Ruim
(b) Gráfico da Qualidade para a base de dados 3D
Figura I.1: Gráficos dos resultados obtidos para o teste 1 com os melhores parâmetros
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EER = 0.0458 
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(b) Qualidade à 0.1428 bpp



















































Excelente Muito bom Bom
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(d) Qualidade à 0.2502 bpp















































Excelente Muito bom Bom
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(f) Qualidade à 0.3849 bpp



















































Excelente Muito bom Bom
Indice de qualidade
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(h) Qualidade à 0.4543 bpp
Figura I.2: Gráficos dos resultados obtidos para o teste 2 para o codificador H264 AVC-I
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Falsa rejeiçãoEER = 0.0472
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Excelente Muito bom Bom
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(f) Qualidade à 0.2480 bpp




















































Excelente Muito bom Bom
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(h) Qualidade à 0.0986 bpp
Figura I.3: Gráficos dos resultados obtidos para o teste 2 para o codificador JPEG200086
















































Excelente Muito bom Bom
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Excelente Muito bom Bom
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Excelente Muito bom Bom
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(f) Qualidade à 0.7067 bpp
















































Excelente Muito bom Bom
Índice de qualidade
Regular Ruim
(h) Qualidade à 0.9492 bpp
Figura I.4: Gráficos dos resultados obtidos para o teste 2 para o codificador JPEG87
















































Excelente Muito bom Bom
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(b) Qualidade à 0.0985 bpp
















































Excelente Muito bom Bom
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Excelente Muito bom Bom
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(f) Qualidade à 0.4065 bpp
















































Excelente Muito bom Bom
Índice de qualidade
Regular Ruim
(h) Qualidade à 0.7925 bpp
Figura I.5: Gráficos dos resultados obtidos para o teste 2 para o codificador WSQ88
II. DESCRIÇÃO DO CONTEÚDO DO CD
No CD que acompanha este Trbalho em sua forma física, existem 2 principais arquivos:
1. Monografia no formato PDF;
2. Resumo deste Trabalho.
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