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Abstract
The purpose of this paper is to investigate uniform persistence for nonautonomous and random
parabolic Kolmogorov systems via the skew-product semiﬂows approach. It is ﬁrst shown that the
uniform persistence of the skew-product semiﬂow associated with a nonautonomous (random)
parabolic Kolmogorov system implies that of the system. Various sufﬁcient conditions in terms of
the so-called unsaturatedness and/or Lyapunov exponents for uniform persistence of the skew-
product semiﬂows are then provided. Among others, it is shown that if the associated skew-
product semiﬂow has a global attractor and its restriction to the boundary of the state space has a
Morse decomposition which is unsaturated or whose external Lyapunov exponents are positive,
then it is uniformly persistent. More speciﬁc conditions are discussed for uniform persistence in
n-species, particularly 3-species, random competitive systems.
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1. Introduction
Uniform persistence is an important concept in population dynamics since it
characterizes the long-term survival of some or all interacting species in an
ecosystem. There have been extensive investigations on uniform persistence for both
continuous and discrete dynamical systems. We refer to [19,20,38,43] for surveys and
reviews. For uniform persistence in almost periodic systems and nonautonomous
semiﬂows, also see [16,37,40–42]. Looked at abstractly, uniform persistence is the
notion that a closed subset (say, the boundary) of the state space is repelling for the
dynamics on the complementary set. Thus, the behavior of a system on the boundary
of the state space (i.e., at least one of the components of the system is zero) has
clearly a strong impact on uniform persistence. In [13], a no-cycle theorem on
uniform persistence was generalized to inﬁnite dimensional semiﬂows. Roughly, this
theorem requires that the system admit a global attractor and have an acyclic
covering or Morse decomposition on the boundary of the state space whose stable
manifolds do not intersect with the interior of the state space. In [9,18,27,34],
sufﬁcient conditions for robust persistence of autonomous Kolmogorov ordinary
differential systems were established in terms of so called unsaturatedness or
Lyapunov exponents. Roughly, they require that the system admit a global attractor
and have a Morse decomposition on the boundary of the state space which is
unsaturated or whose external Lyapunov exponents are positive.
The purpose of this paper is to study the uniform persistence in the
nonautonomous parabolic Kolmogorov system
@ui
@t
¼ Dui þ fiðt; x; uÞui; xAD; t40;
Biui ¼ 0; xA@D; t40;
8<: ð1:1Þ
where i ¼ 1; 2;y; n; DCRN is a bounded domain with sufﬁciently smooth boundary
@D; f ¼ ðf1; f2;y; fnÞ :R %D  ½0;NÞn-Rn is a smooth function, and Bi is a
boundary operator either of the Dirichlet type or of the Robin type (see Section 3 for
detail), and the random parabolic Kolmogorov system
@ui
@t
¼ Dui þ fiðyto; x; uÞui; xAD; t40;
Biui ¼ 0; xA@D; t40;
8<: ð1:2Þ
where i ¼ 1; 2;y; n; DCRN is as in (1.1), oAO; ðO;F;PÞ is a probability space and
ððO;F;PÞ; fytgtARÞ is an ergodic metric dynamical system, and f ¼ ðf1;y; fnÞ :O
%D  ½0;NÞn-Rn is measurable in o and smooth in other variables (see Section 4 for
detail), and Bi is as in (1.1). The consideration of such systems is of great importance
both mathematically and biologically. In nature, many systems are subject to
certain time dependence which may be neither periodic nor quasi-periodic or
almost periodic, and may not be even known exactly and is known only in
certain probability. Systems with such time dependence are characterized more
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appropriately by nonautonomous or random equations. Much research toward
nonautonomous and random differential equations has been carried out
(see [1–5,7,17,22,33] and references therein). The ﬁrst two authors of the current
paper have recently established some general theory on principal spectrum/
Lyapunov exponents for linear nonautonomous/random parabolic equations (see
[28,29]), which extends the existing theory on principal eigenvalue and principal
eigenfunction for linear time independent, periodic, and almost periodic parabolic
equations (see, e.g., [15,21]) and has found important applications. We shall employ
the notion of skew-product semiﬂows (see, e.g., [32,35,36] for general theory of skew-
product semiﬂows), the abstract persistence results obtained in [18], and the principal
spectrum theory established in [26,28,29] to carry out our study.
To be more speciﬁc, consider (1.1) and embed it into the skew-product semiﬂow
S ¼ fStgtX0; St : Xþ  Y-Xþ  Y ;
Stðu0; gÞ ¼ ðuðt; 
; u0; gÞ; ytgÞ;
where uðt; 
; u0; gÞ is the solution of
@ui
@t
¼ Dui þ giðt; x; uÞui; xAD; t40;
Biui ¼ 0; xA@D; t40;
8<: ð1:3Þ
with uð0; 
; u0; gÞ ¼ u0ð
Þ; u0AXþ and Xþ ¼ ðX1Þþ ? ðXnÞþ; ðXiÞþ is a subspace
of fu : %D-R j uðxÞX0 for xADg; and g ¼ ðg1; g2;y; gnÞAY ;
Y :¼ clfft j tX0; ftðt; x; uÞ ¼ f ðt þ t; x; uÞg
and ytgð
; 
; 
Þ ¼ gðt þ 
; 
; 
Þ (see (3.3) for detail).
We have the following main results about uniform persistence for (1.1).
Theorem A. (1) (Theorem 3.1) If S ¼ fStgtX0 has a global attractor and there is a
Morse decomposition fM1;y; Mkg of the maximal compact invariant set of S in
@Xþ  Y such that each Mj is unsaturated (see Definition 3.4), then system (1.1) is
uniformly persistent (see Definition 3.1).
(2) (Corollary 3.1) If S has a global attractor and there is a Morse decomposition
fM1;y; Mkg of the maximal compact invariant set of S in @Xþ  Y such that for any
1pjpk; there is an 1pipn with the property liminðMjÞ40; where liminðMjÞ is the
minimum of the principal spectrum of Mj with respect to the index i (see Definition 3.3),
then system (1.1) is uniformly persistent.
(3) (Theorem 3.2) If S has a global attractor A in Xþ  Y andZ
ð@XþY Þ-A
Gi dm40
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for any ergodic measure m with suppðmÞCð@Xþ  YÞ-A and any external index i
(see Definition 3.2), where
Giðu0; gÞ :¼ /ðDþ gið0; 
; u0ð
ÞÞÞwiðu0; gÞ; wiðu0; gÞS2;
wiðu0; gÞ is the principal direction at ðu0; gÞ with respect to the index i (see Lemma 3.1),
then (1.1) is uniformly persistent.
The above results are new even in the case that fi ði ¼ 1; 2;y; nÞ are independent
of t: In the last case a partial converse holds (Theorem 3.4): If S has a global
attractor A in Xþ and there is an ergodic invariant probability measure m supported
on @Xþ-A for which Z
suppðmÞ
Gi dmo0
for any external index i; then (1.1) is not uniformly persistent.
There has not been much study of persistence for random dynamical systems
except for some investigations on stochastic ordinary differential systems (see, e.g.,
[10–12] and references therein). In the current paper, we ﬁrst establish a uniform
persistence theorem for general random Kolmogorov systems and then give more
speciﬁc discussions in the case that the systems are competitive. Similarly, we embed
(1.2) into the skew-product semiﬂow S ¼ fStgtX0; St :Xþ  Y-Xþ  Y ;
Stðu0; gÞ ¼ ðuðt; 
; u0; gÞ; ytgÞ;
where uðt; 
; u0; gÞ is as above, gAY ;
Y ¼ clff o j f oðt; x; uÞ ¼ f ðyto; x; uÞ; oAOg;
ytgð
; 
; 
Þ ¼ gðt þ 
; 
; 
Þ (see (4.4) for detail). Let li be the minimum of the principal
spectrum interval of the linear scalar equation (see Deﬁnition 2.2)
@vi
@t
¼ Dvi þ fiðyto; x; 0Þvi; xAD;
Bivi ¼ 0; xA@D:
8<: ð1:4Þ
It follows from [29] that if (1.2) is an n-species competitive system (see (A3) in
Section 4.2) and li40 then the equation
@ui
@t
¼ Dui þ fiðyto; x; 0;y; 0; ui; 0;y; 0Þui; xAD;
Bivi ¼ 0; xA@D
8<: ð1:5Þ
has a unique globally attracting uniformly positive random equilibrium
fi :O-IntðXiÞþ (see Lemma 2.6). Moreover, the subsystem of S corresponding
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to ui; that is,
Sjðf0g?f0gðXiÞþf0g?f0gÞY ;
has a global and uniformly positive attractor Ei (see Lemma 4.1).
We have the following main results about uniform persistence for (1.2).
Theorem B. (1) (Theorem 4.1) Assume that S has a global attractor and there is a
Morse decomposition fM1; M2;y; Mkg of the maximal invariant set of S in @Xþ  Y
such that for any 1pjpk; Mj is strongly unsaturated (see Definition 4.2). Then (1.2) is
strongly uniformly persistent (see Definition 4.1).
(2) (Theorem 4.2) Assume that (1.2) is an n-species competitive system, li40 ði ¼
1; 2;y; nÞ; and mi40 ði ¼ 1; 2;y; nÞ; where mi is the minimum of the principal
spectrum interval of the linear scalar equation
@vi
@t
¼ Dvi þ fiðyto; x;f1ðytoÞðxÞ;y;fi1ðytoÞðxÞ; 0;
fiþ1ðytoÞðxÞ;y;fnðytoÞðxÞÞvi;
Bivi ¼ 0; xA@D:
8><>: ð1:6Þ
Then (1.2) is strongly uniformly persistent.
(3) (Theorem 4.3) Assume that (1.2) is a 3-species competitive system and li40
ði ¼ 1; 2; 3Þ: Let mij be the minimum of the principal spectrum of Ej with respect to the
index i and Si;j be the subsystem of S corresponding to ðui; ujÞ (e.g., S1;3 ¼
SjððX1Þþf0gðX3ÞþÞY ).
(i) If S1;2; S1;3; and S2;3 admit global and uniformly positive attractors E1;2; E1;3; and
E2;3; respectively, and
(a) mij40; 81pi; jp3; iaj;
(b) m31;240; m
2
1;340 and m
1
2;340; where m
k
i;j is the minimum of the principal
spectrum of Ei;j with respect to the index k;
then system (1.2) is strongly uniformly persistent.
(ii) If S1;2 and S1;3 admit global and uniformly positive attractors E1;2 and E1;3;
respectively, E2 is a global attractor for S2;3; and
(a) mij40; 81pi; jp3; iaj; ja2; and m1240;
(b) m31;240 and m
2
1;340;
then system (1.2) is strongly uniformly persistent.
(iii) If S1;2 admits a global and uniformly positive attractor E1;2; E3 and E2 are global
attractors for S1;3 and S2;3; respectively, and
(a) mi140; 82pip3; m1240 and m2340;
(b) m31;240
then system (1.2) is strongly uniformly persistent.
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The paper is organized as follows. In Section 2, we present some preliminary
materials about uniform persistence and Morse decomposition, exponential
separation and principal spectrum, and scalar random parabolic equations, for the
use in later sections. We investigate uniform persistence for nonautonomous systems
and prove the results stated in Theorem A in Section 3. Section 4 is devoted to the
study of uniform persistence for random systems. The results stated in Theorem B
are also proved in this section.
2. Preliminaries
2.1. Uniform persistence and Morse decomposition
Let Y be a compact metric space with metric dY ; and s : Y  Rþ-Y be a
continuous semiﬂow. Let X be a metric space with metric dX ; and X0 be an open
subset of X : Set @X0 :¼ X \X0: Clearly, @X0 is a closed subset of X : Recall that a
continuous semiﬂow P ¼ fPtgtX0 ¼ fPðtÞgtX0; PðtÞ : X  Y-X  Y ; is called a
skew-product semiflow if
PðtÞðx; yÞ ¼ ðuðt; x; yÞ; sðy; tÞÞ; 8ðt; x; yÞARþ  X  Y :
For convenience we set Z :¼ X  Y ; Z0 :¼ X0  Y and @Z0 :¼ @X0  Y : Deﬁne
dððx1; y1Þ; ðx2; y2ÞÞ :¼ dX ðx1; x2Þ þ dY ðy1; y2Þ; 8ðx1; y1Þ; ðx2; y2ÞAZ: A subset ACZ is
said to be an attractor for P if A is nonempty, compact and invariant (i.e., PðtÞA ¼
A; 8tX0) and there exists some open neighborhood U of A in Z such that
limt-N supzAUfdðFðtÞz; AÞg ¼ 0: A global attractor for P is an attractor which
attracts every point in Z (that is, limt-N dðPðtÞz; AÞ ¼ 0 for each zAZ).
Deﬁnition 2.1. A skew-product semiﬂow P on Z with PðtÞZ0CZ0; 8tX0; is said to
be uniformly persistent with respect to ðX0; @X0Þ if there exists Z40 such that
lim inf t-N dX ðuðt; x; yÞ; @X0ÞXZ for all ðx; yÞAZ0:
Let S be a compact metric space and F ¼ fFtgtX0 ¼ fFðtÞgtX0; FðtÞ : S-S; be a
continuous semiﬂow with FðtÞS ¼ S; 8tX0: A nonempty invariant set M is said to
be isolated if it is the maximal invariant set in some neighborhood of itself. For zAS
its o-limit set is deﬁned as oðzÞ :¼ fyASjFðtkÞz-y for some tk-Ng: A backward
orbit through zAS is a continuous mapping gðzÞ:ðN; 0-S such that gðzÞð0Þ ¼ z
and gðzÞðt þ sÞ ¼ FðsÞgðzÞðtÞ for any two tp0; sX0 such that t þ sp0: For a
given backward orbit gðzÞ its a-limit set is deﬁned as aðgÞ :¼ fyASjgðtkÞz-y for
some tk-Ng: The union of a backward orbit and the forward orbit through zAS
is called a full orbit through z: An ordered collection fM1;y; Mkg of pairwise
disjoint, compact and invariant subsets of S under F is called a Morse decomposition
of S if for each zAS\
Sk
i¼1 Mi there is an i with oðzÞCMi and for any backward orbit
gðzÞ through z there is a j4i with aðgÞCMj :
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Let A and B be two isolated invariant sets for the semiﬂow FðtÞ : S-S: A is said to
be chained to B; written A-B; if there exists a backward orbit g through some
zeA,B such that aðgÞCA and oðzÞCB: A ﬁnite sequence fM1;y; Mkg of
invariant sets is called a chain if M1-M2-?-Mk: The chain is called a cycle if
Mk ¼ M1:
A collection fM1;y; Mkg of pairwise disjoint, compact and invariant subsets of S
under F is called an acyclic covering of OðSÞ :¼ SzAS oðzÞ if each Mi is isolated in S;
OðSÞCSki¼1 Mi; and no subset of Mi’s forms a cycle in S:
Lemma 2.1. [18, Lemma 3.4] A finite sequence fM1;y; Mkg of pairwise disjoint,
compact and invariant sets of F in S is an acyclic covering of OðSÞ if and only if it
(after re-ordering) is a Morse decomposition of S:
The following result is a straightforward corollary of [18, Theorem 4.3], as applied
to the skew-product semiﬂow P on X  Y :
Lemma 2.2. Assume that P has a global attractor A in X  Y ; and the maximal
compact invariant set A@ of P in @Z0 admits a Morse decomposition fM1;y; Mkg
such that for some positive number Z; there holds
lim sup
t-N
dðPðtÞðx; yÞ; MiÞXZ; 8ðx; yÞAZ0; 1pipk:
Then P is uniformly persistent with respect to ðX0; @X0Þ:
2.2. Exponential separation and principal spectrum
In this subsection we assume that P ¼ fPðtÞgtX0 is a continuous skew-product
semiﬂow ðPðtÞ : X  Y-X  YÞ and X is a Banach space with an ordering ‘‘p’’,
Int Xþa|; where Xþ ¼ fxAX j 0pxg: Assume that P is strongly monotone in the
sense that for any yAY and x1; x2AX with x1px2; uðt; x1; yÞpuðt; x2; yÞ for any
t40; and if in addition x1ax2; then uðt; x2; yÞ  uðt; x1; yÞAInt Xþ: Assume also that
P is completely continuous in the sense that for any bounded subset ECX ; PðtÞðE 
YÞ is relatively compact for any t40: Moreover, assume that PðtÞ is linear in the
sense that uðt; x; yÞ is linear in x: Denote X  to be the dual of X and /
; 
S to
be the duality pairing between X and X : Let X þ stand for the dual cone of Xþ;
that is,
X þ ¼ fwAX  j/x; wSX0 for any xAXþg:
Put
X þs ¼ fwAX þ j/x; wS40 for any xX0; xa0g:
Following from [31, Theorem 1] and [36, Theorem 4.4], we have
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Lemma 2.3. P admits an exponential separation in the sense that there exist
continuous w : Y-Int Xþ; w : Y-X þs with jjwðyÞjj ¼ 1; jjwðyÞjj ¼ 1 for any yAY ;
such that the one-dimensional subbundle
X 1 ¼ fX 1ðyÞgyAY ; X 1ðyÞ ¼ spanfwðyÞg
of the product bundle X  Y ; and the complementary subbundle
X 2 ¼ fX 2ðyÞgyAY ; X 2ðyÞ ¼ fzAX j/z; wðyÞS ¼ 0g;
satisfy the following properties:
(1) X ¼ X 1ðyÞ"X 2ðyÞ for any yAY ;
(2) X 2ðyÞ-Xþ ¼ f0g ðyAYÞ;
(3) for any t40 and yAY ;
uðt; X 1ðyÞ; yÞ ¼ X 1ðstyÞ
and
uðt; X 2ðyÞ; yÞCX 2ðstyÞ;
(4) there are constants MX1 and d40 such that for any yAY and zAX 2ðyÞ with
jjzjj ¼ 1;
jjuðt; z; yÞjjpMedtjjuðt; wðyÞ; yÞjj ðt40Þ:
Deﬁnition 2.2. (1) lAR belongs to the principal resolvent ofP if either there are KX1
and g40 such that
jjuðt; wðyÞ; yÞjjpKeðlgÞðtsÞjjuðs; wðyÞ; yÞjj for all yAY and spt;
or there are 0oKp1 and g40 such that
jjuðt; wðyÞ; yÞjjXKeðlþgÞðtsÞjjuðs; wðyÞ; yÞjj for all yAY and spt:
(2) The principal spectrum of P is the complement in R of the principal resolvent.
Following from Lemma 2.3 and the arguments in [28, Theorem 3.2], we have
Lemma 2.4. For a s-invariant ergodic measure m supported on Y there exists a
measurable set K with mðKÞ ¼ 1 and lðmÞAR such that
lim
t-N
ln jjuðt; wðyÞ; yÞjj
t
¼ lðmÞ
for all yAK :
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The number lðmÞ is referred to as the principal Lyapunov exponent of P for m;
see [28].
2.3. Scalar random parabolic equations
In this subsection, ððO;F;PÞ; fytgtARÞ denotes an ergodic metric dynamical
system (see [1] for detail). Consider
@u
@t
¼ Du þ aðyto; xÞu; xAD; t40;
Bu ¼ 0; xA@D; t40;
8<: ð2:1Þ
where uAR; xAD; DCRN is a bounded domain with sufﬁciently smooth boundary
@D; oAO; a :O %D-R is an ðF#Bð %DÞ; BðRÞÞ-measurable function and for any
ﬁxed oAO the function aoðt; xÞ :¼ aðyto; xÞ is bounded and globally Ho¨lder
continuous in tAR and xA %D; that is, there are M040 and d040 such that
jaoðt; xÞjpM0 and jaoðt; xÞ  aoðs; yÞjpM0ðjt  sjd0 þ jx  yjd0Þ for oAO; t; sAR
and x; yA %D; and B is a boundary operator either of the Dirichlet type
Bu ¼ u;
or of the Robin type
Bu ¼ @u
@n
þ bð
Þu;
where n denotes the normal vector pointing out of D and b : @D-½0;NÞ is a given
C1-function.
Let
Y :¼ clfaojoAOg;
where the closure is taken under the open compact topology, and let st : Y-Y be
deﬁned by styð
; 
Þ :¼ yð
 þ t; 
Þ: Let XCLpðD;RÞ ðp4NÞ be a fractional power
space of D :D-LpðD;RÞ satisfying X+C1ð %D;RÞ; where D ¼
fuAH2;pðD;RÞ j Bu ¼ 0 on @Dg: The symbol Xþ denotes the standard nonnegative
cone in X ; Xþ :¼ fuAX j uðxÞX0 for any xADg: The interior, Int Xþ; of X ; is
nonempty. In the case of the Dirichlet boundary conditions, Int Xþ ¼
fuAXþ j uðxÞ40 for any xAD and ð@u=@nÞðxÞo0 for any xA@Dg: In the case of
the Robin boundary conditions, Int Xþ ¼ fuAXþ j uðxÞ40 for any xA %Dg:
Eq. (2.1) induces a skew-product semiﬂow S ¼ fStgtX0; St :X  Y-X  Y ;
Stðu0; yÞ ¼ ðuðt; 
; u0; yÞ; styÞ; tX0;
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where uðt; 
; u0; yÞ is the solution of
@u
@t
¼ Du þ yðt; xÞu; xAD; t40;
Bu ¼ 0; xA@D; t40;
8<: ð2:2Þ
with uð0; 
; u0; yÞ ¼ u0:
The y-invariant probability measure P lifts to a s-invariant probability measure
(denoted also by P) on Y : By the principal Lyapunov exponent of (2.1) we understand
the principal Lyapunov exponent of S for P (see [28]).
Lemma 2.5. The principal Lyapunov exponent of (2.1) is continuous in a with respect
to the uniform convergence topology.
Proof. For a function b satisfying all the assumptions on (2.1) denote by lðbÞ the
principal Lyapunov exponent of (2.1) with a replaced by b: Let ak be a sequence of
functions converging uniformly in oAO and xA %D to a function a: Suppose moreover
that the functions ak as well as a satisfy the assumptions on (2.1), with uniform
constants M0 and d0: For any e40 there is k0AN such that jakðo; xÞ  aðo; xÞjoe
for kXk0; oAO and xA %D: [28, Theorem 3.2(3)] yields
lða  eÞplðakÞplða þ eÞ
for all kXk0: Clearly, lða7eÞ ¼ lðaÞ7e; hence
lðaÞ  eplðakÞplðaÞ þ e
for all kXk0: &
Consider
@u
@t
¼ Du þ f ðyto; x; uÞu; xAD; t40;
Bu ¼ 0; xA@D; t40;
8<: ð2:3Þ
where the function f :O %D  ½0;NÞ-R satisﬁes the following assumptions:
(H1) f is ðF#Bð %DÞ#Bð½0;NÞÞ;BðRÞÞ-measurable and bounded in O %D 
½0; A for any A40; that is, for any A40 there is MðAÞ40 such that
jf ðo; x; qÞjpMðAÞ for oAO; xA %D; and qA½0; A:
(H2) f oðt; x; uÞ :¼ f ðyto; x; uÞ; Du f oðt; x; uÞ; D2uu f oðt; x; uÞ are globally Ho¨lder
continuous in tAR; xA %D; and u in bounded sets, that is, for any A40 there
are M0ðAÞ and d0ðAÞ such that jhðt; x; qÞ  hðs; y; pÞjpM0ðAÞðjt  sjd0ðAÞ þ
jx  yjd0ðAÞ þ jp  qjd0ðAÞÞ for oAO; t; sAR; x; yA %D; and p; qA½0; A; where
hðt; x; uÞ ¼ f oðt; x; uÞ or Du f oðt; x; uÞ or D2uu f oðt; x; uÞ:
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(H3) Du f ðo; x; uÞo0 for oAO; xA %D; uX0; and there is q40 such that f ðo; x; uÞo0
for oAO; xA %D; u4q:
Let XCLpðD;RÞ; Xþ; Int Xþ be as above. Eq. (2.3) induces a nonlinear random
dynamical system *S ¼ f *StgtX0;
*St : Xþ  O-Xþ  O;
*Stðu0;oÞ ¼ ðuðt; 
; u0;oÞ; ytoÞ;
where uðt; 
; u0;oÞ is the solution of (2.3) with uð0; 
; u0;oÞ ¼ u0ð
Þ (see [1]).
Deﬁnition 2.3. A random variable f :O-Xþ is called a random equilibrium of (2.3) if
uðt; 
; fðoÞ; oÞ ¼ fðytoÞ for tAR: A random equilibrium is said to be trivial if
fðoÞ ¼ 0 for a.e. oAO; and uniformly positive if there is b40 such that fðoÞbbe for
a.e. oAO; where e is the normalized principal eigenfunction of the Laplace operator
on D with the corresponding boundary conditions.
Following from [29, Theorem C], we have
Lemma 2.6. Assume that ððO;F;PÞ; fytgtARÞ is ergodic. If the principal spectrum of S
with aðyto; xÞ ¼ f ðyto; x; 0Þ is contained in ð0;NÞ; then there is a unique globally
attracting uniformly positive random equilibrium of (2.3).
3. Nonautonomous case
Consider boundary value problems (BVPs) for systems of second-order partial
differential equations (PDEs) of parabolic type
@ui
@t
¼ Dui þ fiðt; x; uÞui; xAD; t40;
Biui ¼ 0; xA@D; t40;
8<: ð3:1Þ
where u ¼ ðu1;y; unÞ; f ¼ ðf1;y; fnÞ; x ¼ ðx1;y; xNÞ; DCRN is a bounded domain
with sufﬁciently smooth boundary @D; f :R %D  ½0;NÞn-Rn is a function bounded
on sets of the form R %D  B with bounded BC½0;NÞn; uniformly Ho¨lder continuous
in ðt; xÞ and C2 in u; and Bi is a boundary operator either of the Dirichlet type
Biui ¼ ui;
or of the Robin type
Biui ¼ @ui
@n
þ bið
Þui;
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where n denotes the normal vector pointing out of D and bi : @D-½0;NÞ is a given
C1-function.
Let XiCLpðD;RÞ ðp4NÞ be a fractional power space of D :D-LpðD;RÞ
satisfying Xi+C
1ð %D;RÞ; where D ¼ fuAH2;pðD;RÞ j Biu ¼ 0 on @Dg: Let X ¼
X1 ? Xn; and dX be the distance induced by the norm on X : The symbols ðXiÞþ
and Xþ denote the standard nonnegative cone in Xi and X ; ðXiÞþ ¼
fuiAXi j uiðxÞX0 for any xADg; Xþ :¼ ðX1Þþ ? ðXnÞþ: The interiors,
IntðXiÞþ and Int Xþ; of Xi and X ; are nonempty. In the case of the Dirichlet
boundary conditions, IntðXiÞþ ¼ fuiAðXiÞþ j uiðxÞ40 for any xAD and
ð@ui=@nÞðxÞo0 for any xA@Dg: In the case of the Robin boundary conditions,
IntðXiÞþ ¼ fuiAðXiÞþ j uiðxÞ40 for any xA %Dg:
For u0AX let uðt; 
; u0; f Þ denote the solution of system (3.1) satisfying the initial
condition uð0; 
; u0; f Þ ¼ u0:
For a given ICf1; 2;y; ng; denote
X Iþ :¼ fuAXþ j ujðxÞ ¼ 0 for jeI and xADg;
fIntðX IþÞ :¼ fuAX Iþ j for each jAI there is xAD such that ujðxÞ40g
and
@X Iþ :¼ X Iþ\fIntðX IþÞ:
Notice that fIntðX IþÞ is not the interior of X Iþ: When I ¼ f1; 2;y; ng; X Iþ ¼ Xþ; and
we denote @X Iþ as @Xþ: When I ¼ |; X Iþ ¼ f0g; fIntðX IþÞ ¼ f0g; and @X Iþ ¼ |: The
sets fIntðX I1þ Þ and fIntðX I2þ Þ are disjoint for any two I1aI2; cardðI1Þpn  1;
cardðI2Þpn  1:
Deﬁne eiAC2ð %DÞ to be the nonnegative principal eigenvalue of the Laplacian on D
with the corresponding boundary conditions, normalized so that its L2ðDÞ-norm
equals 1. In the case of the Dirichlet boundary conditions, eiðxÞ40 for xAD and
eiðxÞ ¼ 0 for xA@D; whereas in the case of the Robin boundary conditions, eiðxÞ40
for xA %D (consequently, the values of ei on %D are bounded away from zero).
Deﬁnition 3.1. System (3.1) is said to be uniformly persistent if for any u0AfIntðXþÞ;
uðt; 
; u0; f Þ exists for all t40 and there exists Z40 such that for any u0AfIntðXþÞ;
there exists t0 ¼ t0ðu0Þ40 such that
uiðt; x; u0; f ÞXZeiðxÞ; 8tXt0; xA %D; 1pipn:
In order to obtain some sufﬁcient conditions for (3.1) to be uniformly persistent,
we embed the system (3.1) into a family of systems in the following way. Let
Y :¼ cl fft j tX0; ftðt; x; uÞ ¼ f ðt þ t; x; uÞg;
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where the closure is taken under the topology of uniform convergence on compact
subsets of R %D  ½0;NÞn: For any tX0 and gAY deﬁne stg to be the t-translate of
g; stgðs; x; uÞ :¼ gðs þ t; x; uÞ for sAR; xA %D and uA½0;NÞn: Then s :Rþ  Y-Y ;
sðt; gÞ ¼ stg; is a continuous semiﬂow.
For g ¼ ðg1;y; gnÞAY and u0AXþ; let uðt; x; u0; gÞ stand for the solution of the
boundary value problem
@ui
@t
¼ Dui þ giðt; x; uÞui; xAD; t40;
Biui ¼ 0; xA@D; t40;
8<: ð3:2Þ
with uð0; x; u0; gÞ ¼ u0ðxÞ:
Throughout this section, it is always assumed that for each u0AXþ and each gAY
the solution uðt; 
; u0; gÞ is deﬁned for all tX0: Note that this is satisﬁed if
fiðt; x; uÞo0 for tAR; xA %D and juj ¼ ju1j þ?þ junjb1:
The family (3.2) generates a skew-product semiﬂow S ¼ fStgtX0; St : Xþ 
Y-Xþ  Y ;
Stðu0; gÞ :¼ ðuðt; 
; u0; gÞ; stgÞ: ð3:3Þ
Moreover, for each gAY and t40 the mapping u0/uðt; 
; u0; gÞ has second
derivatives continuous in ðt; u0; gÞAð0;NÞ  Xþ  Y (see, e.g., [6,14]).
First of all, we have
Proposition 3.1. Assume that S has a global attractor and is uniformly persistent with
respect to ðfIntðXþÞ  Y ; @Xþ  YÞ: Then (3.1) is uniformly persistent.
Proof. We use the same argument as in [42, Theorem 3.1] to prove the proposition.
Since S ¼ fStgtX0; SðtÞ : Xþ  Y-Xþ  Y is uniformly persistent with respect to
ðfIntðXþÞ  Y ; @Xþ  YÞ; the restriction Sj eIntðXþÞY of S to fIntðXþÞ  Y has a global
attractor A0 (see [13, Theorem 3.2]). Since A0CfIntðXþÞ  Y and SðtÞA0 ¼
A0; 8tX0; it follows that for any ðv; hÞAA0; there exists ðu; gÞAA0 such that ðv; hÞ ¼
Sð1Þðu; gÞ ¼ ðuð1; 
; u; gÞ; s1ðgÞÞAðIntðX1Þþ ? IntðXnÞþÞ  Y ¼ Int Xþ  Y :
Thus we get A0CInt Xþ  Y : Deﬁne a function p : Xþ  Y-½0;NÞ by
pðu; gÞ :¼ supfbA½0;NÞj uiðxÞXbeiðxÞ; 8xA %D; 1pipng; ðu; gÞAXþ  Y :
Clearly, eiAInt Xi; 81pipn; and pðu; gÞ40 if and only if uAInt Xþ: It then follows
that p : Xþ  Y-½0;NÞ is lower semi-continuous. Since pðu; gÞ40; 8ðu; gÞAA0; the
compactness of A0 and lower semi-continuity of p imply that there exist an open
neighborhood U of A0 in Xþ  Y and a positive number Z such that
pðu; gÞXZ; 8ðu; gÞAU :
Thus, the global attractivity of A0 for Sj eIntðXþÞY completes the proof. &
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Notice that the sets X Iþ  Y ; fIntðX IþÞ  Y and @X Iþ  Y are forward invariant in
the sense that ðu0; gÞAX Iþ  Y implies that Stðu0; gÞAX Iþ  Y for all tX0: Hence,
S restricted to X Iþ  Y deﬁnes a skew-product semiﬂow on X Iþ  Y : We denote
it by SI :
For each 1pipn consider the family of linear nonautonomous parabolic PDEs of
second order
@vi
@t
¼ D vi þ giðt; x; uðt; x; u0; gÞÞvi; xAD; t40;
Bivi ¼ 0; xA@D; t40;
8<: ð3:4Þ
indexed by ðu0; gÞAXþ  Y : Denote by viðt; 
; u0; v0; gÞ the solution of (3.4) satisfying
the initial condition við0; 
; u0; v0; gÞ ¼ v0; v0AXi: As system (3.4) is linear, we can
deﬁne a linear operator fiðt; u0; gÞ : Xi-Xi as fiðt; u0; gÞv0 :¼ viðt; 
; u0; v0; gÞ; v0AXi;
tX0: Thus, the family (3.4) generates a linear skew-product semiﬂow Fi ¼
fðFiÞtgtX0; ðFiÞt : Xi  ðXþ  YÞ-Xi  ðXþ  YÞ:
ðFiÞtðv0; u0; gÞ :¼ ðfiðt; u0; gÞv0;Stðu0; gÞÞ:
Let KC@Xþ  Y be a compact invariant set for S: As K is invariant and
backward uniqueness holds [14, Theorem 7.3.4], it makes sense to write uðt; 
; u0; gÞ
for all tAR and ðu0; gÞAK :
Lemma 2.3 yields
Lemma 3.1. Let KC@Xþ  Y be a compact invariant set for S: For each 1pipn
there exist continuous wi : K-IntðXiÞþ and wi : K-ðXiÞþs with jjwiðu0; gÞjj ¼
jjwi ðu0; gÞjj ¼ 1 for any ðu0; gÞAK ; such that the one-dimensional subbundle
X 1i ¼ fX 1i ðu0; gÞgðu0;gÞAK ; X 1i ðu0; gÞ ¼ span fwiðu0; gÞg;
of the product bundle Xi  K and the complementary subbundle
X 2i ¼ fX 2i ðu0; gÞgðu0;gÞAK ; X 2i ðu0; gÞ ¼ fzAXi j/z; wi ðu0; gÞS ¼ 0g;
satisfy the following properties:
(1) Xi ¼ X 1i ðu0; gÞ"X 2i ðu0; gÞ for any ðu0; gÞAK ;
(2) X 2i ðu0; gÞ-ðXiÞþ ¼ f0g ððu0; gÞAKÞ;
(3) For any t40 and ðu0; gÞAK ;
fiðt; u0; gÞX 1i ðu0; gÞ ¼ X 1i ðuðt; 
; u0; gÞ; stgÞ
and
fiðt; u0; gÞX 2i ðu0; gÞCX 2i ðuðt; 
; u0; gÞ; stgÞ;
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(4) There are constants MX1 and d40 such that for any ðu0; gÞAK and zAX 2i ðu0; gÞ
with jjzjj ¼ 1;
jjfiðt; u0; gÞzjjpMedtjjfiðt; u0; gÞwiðu0; gÞjj ðt40Þ:
Property (4) is called exponential separation and wiðu0; g0Þ is referred to as the
principal direction at ðu0; g0Þ with respect to the index i:
In the following, KC@Xþ  Y denotes a compact invariant set of S; MinvðKÞ
denotes the set of all S-invariant probability measures m with suppðmÞCK ; and
MergðKÞ denotes the subset ofMinvðKÞ consisting of ergodic measures. Observe that
for a given mAMergðKÞ; as the sets fIntðX IþÞ are pairwise disjoint, there is a unique
ICf1;y; ng with cardðIÞpn  1 such that suppðmÞCðfIntðX IþÞ  YÞ-K :
Deﬁnition 3.2. Let mAMergðKÞ and ICf1;y; ng with cardðIÞpn  1 be the unique
subset of f1;y; ng such that suppðmÞCðfIntðX IþÞ  YÞ-K: The indices belonging to
I are called internal indices and the remaining indices are called external indices of m:
Deﬁnition 3.3. Given 1pipn; siðKÞ ¼ principal spectrum of ðFiÞt : Xi  K-Xi  K
is called the principal spectrum of K with respect to the index i:
For a given 1pipn we denote liminðKÞ to be the supremum of those lAR with the
property that there are e40 and L40 such that
jjfiðt; u0; gÞwiðu0; gÞjjXLeðlþeÞt for all t40 and ðu0; gÞAK :
Observe that liminðKÞ is the minimum of siðKÞ:
Deﬁne the function Gi : K-R in the following way
Giðu0; gÞ :¼ /ðDþ gið0; 
; u0ð
ÞÞÞwiðu0; gÞ; wiðu0; gÞS2;
where /
; 
S2 denotes the inner product in L2ðDÞ: Note that
GiðStðu0; gÞÞ
¼ /ðDþ giðt; 
; uðt; 
; u0; gÞÞÞwiðuðt; 
; u0; gÞ; stgÞ; wiðuðt; 
; u0; gÞ; stgÞS2
and
Giðu0; gÞ ¼ 
Xn
j¼1
@wiðu0; gÞ
@xj
;
@wiðu0; gÞ
@xj

 
2
 /wiðu0; gÞ; biwiðu0; gÞS2;@D þ/gið0; 
; u0ð
ÞÞwiðu0; gÞ; wiðu0; gÞS2;
where /
; 
S2;@D denotes the inner product in L2ð@DÞ: From the last equality it
follows that the functions Gi are continuous.
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Deﬁnition 3.4. A compact invariant set KC@Xþ  Y is said to be unsaturated if
min
mAMinvðKÞ
max
1pipn
Z
K
Gi dm40:
The following are the main results of this section.
Theorem 3.1. Assume that S has a global attractor A and there is a Morse
decomposition fM1;y; Mkg of the maximal compact invariant set of S in @Xþ  Y
such that each Mj is unsaturated. Then system (3.1) is uniformly persistent.
Corollary 3.1. Assume S has a global attractor and that there is a Morse
decomposition fM1;y; Mkg of the maximal compact invariant set of S in @Xþ  Y
such that for any 1pjpk; there is an 1pipn with the property liminðMjÞ40: Then
system (3.1) is uniformly persistent.
Theorem 3.2. Assume that S has a global attractor A: If
Z
ð@XþYÞ-A
Gi dm40
for any mAMergðð@Xþ  Y Þ-AÞ and any external index i of m; then SI is uniformly
persistent with respect to ðfInt X Iþ  Y ; @X Iþ  YÞ for any ICf1; 2;y; ng
ðcardðIÞX1Þ and (3.1) is uniformly persistent.
To prove Corollary 3.1, we need the following lemma.
Lemma 3.2. For mAMergðKÞ ðKCð@Xþ  YÞ compact invariant) and an external
index i the integral
Z
suppðmÞ
Gi dm
equals the principal Lyapunov exponent liðmÞ for Fi restricted to K :
Proof. By Birkhoff’s ergodic theorem (see, e.g., [24]), there is a m-measurable set
K˜CK ; mðK˜Þ ¼ 1; such that
lim
t-N
1
t
Z t
0
GiðSsðu0; gÞÞ ds ¼
Z
K
Gi dm ¼
Z
suppðmÞ
Gi dm
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for any ðu0; gÞAK˜: Notice thatZ t
0
GiðSsðu0; gÞÞ ds ¼ lnjjviðt; 
; u0; wiðu0; gÞ; gÞjj2:
It sufﬁces now to apply Lemma 2.4 to the restriction of Fi to K : &
Proof of Corollary 3.1. Fix 1pjpk and 1pipn as in the assumption. By [28,
Theorem 4.2], there is mjAMergðMjÞ such that for each mAMergðMjÞ one has
liðmÞXliðmjÞ ¼ liminðMjÞ: The ergodic decomposition theorem (see [24, Theorem
6.4]) states that for each mAMinvðMjÞ; there holdsZ
Mj
Gi dm ¼
Z
Mj
Z
Mj
Gi dmðu0;gÞ
 !
dm;
where mðu0;gÞ is deﬁned by the formulaZ
Mj
F dmðu0;gÞ ¼ limt-N
1
t
Z t
0
FðSsðu0; gÞÞ ds
for every continuous F : Mj-R: Moreover, there is a m-measurable set KˆCMj ;
mðKˆÞ ¼ 1; such that mðu0;gÞAMergðMjÞ for each ðu0; gÞAKˆ: Consequently, by Lemma
3.2, for any mAMinvðMjÞ we haveZ
Mj
Gi dmX
Z
Mj
Gi dmj40:
Therefore, Mj is unsaturated. Now we apply Theorem 3.1. &
To prove Theorem 3.1 we investigate also a linear skew-product ﬂow generated by
(3.4) on L2ðDÞ  K : Let jj 
 jj2 stand for the norm of L2ðDÞ:
Following from [30, Theorem 1.3 and Proposition 1.1], the existence of
exponentially separated subbundles X 1i and X
2
i carries over to L
2ðDÞ  K : More
precisely, by [30, Theorem 1.3 and Proposition 1.1], wiðu0; gÞ; wi ðu0; gÞAL2ðDÞ and
the mappings
K{ðu0; gÞ/wiðu0; gÞ=jjwiðu0; gÞjj2AL2ðDÞ
and
K{ðu0; gÞ/wi ðu0; gÞ=jjwi ðu0; gÞjj2AL2ðDÞ
are continuous. Now X 1i and X
2
i extend to L
2ðDÞ  K by keeping X 1i ðu0; gÞ
and redeﬁning X 2i ðu0; gÞ by fzAL2ðDÞ j/z; wi ðu0; gÞS2 ¼ 0g for any ðu0; gÞAK :
The standard estimates give also exponential separation (with perhaps a different
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constant M). We will denote the subbundles extended to L2ðDÞ  K also by
X 1i and X
2
i :
For ðu0; gÞAK and 1pipn denote by P1i ðu0; gÞ (resp. P2i ðu0; gÞ) the projection of
L2ðDÞ on X 1i ðu0; gÞ along X 2i ðu0; gÞ (resp. on X 2i ðu0; gÞ along X 1i ðu0; gÞ).
Lemma 3.3. For each 1pipn there exist continuous extensions X˜1i and X˜ 2i into
L2ðDÞ  ðXþ  YÞ of the subbundles X 1i and X 2i having the following properties:
(1) X˜1i ðu0; gÞ ¼ spanfw˜iðu0; gÞg; where w˜iðu0; gÞAIntðXiÞþ and jjw˜iðu0; gÞjj2 ¼
1 ððu0; gÞAX  YÞ;
(2) X˜ 2i ðu0; gÞ-L2ðDÞþ ¼ f0g ððu0; gÞAXÞ:
Proof. By the Dugundji theorem (see e.g. [8, Theorem II.10.5]) there are continuous
extensions w˜i : Xþ  Y-IntðXiÞþ of wi and w˜i : Xþ  Y-L2ðDÞþs of wi : The
lemma then follows with
X˜1i ðu0; gÞ ¼ span fw˜iðu0; gÞg
and
X˜ 2i ðu0; gÞ ¼ fzAL2ðDÞ j/z; w˜i ðu0; gÞS2 ¼ 0g
for ðu0; gÞAXþ  Y : &
Denote by P˜1i ð
Þ and P˜ 2i ð
Þ the extensions of the projections P1i ð
Þ and P2i ð
Þ
corresponding to the decomposition L2ðDÞ ¼ X˜1i ð
Þ"X˜ 2i ð
Þ:
Proposition 3.2. There is k40 such that one has
jjP˜ 2i ðuðt; 
; u0; gÞ; stgÞfiðt; u0; gÞv0jj2
jjP˜1i ðuðt; 
; u0; gÞ; stgÞfiðt; u0; gÞv0jj2
pk
for all tX1; all nonzero v0AðXiÞþ and all ðu0; gÞAX0  Y within distance 1 from the
global attractor A:
Proof. Denote Að1Þ :¼ fðu0; gÞAXþ  Y j dððu0; gÞ; AÞp1g:
As A is compact and, by standard estimates, the semiﬂow S is completely
continuous, the set
SN
tX1 uðt; 
; Að1ÞÞ has compact closure (denote this closure by A˜).
By estimates of the Green’s functions, proceeding as in [25], we prove that there is
0oko1 such that for all nonzero v0AðXiÞþ and all ðu0; gÞAA˜ one can ﬁnd ai ¼
aiðuð1; 
; u0; gÞ;fið1; u0; gÞv0Þ40 with the property
kaieiðxÞpfið1; u0; gÞv0ðxÞpaieiðxÞ
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for all xA %D (recall that ei stands for the normalized (in L2ðDÞ) nonnegative principal
eigenfunction of the Laplacian on D with the corresponding boundary conditions).
Fix 1pipn: Assume that z :¼ fið1; u0; gÞv0 is such that
jjP˜1i ðuð1; 
; u0; gÞ; s1gÞzjj2 ¼ 1:
In order not to overburden the notation we suppress base points and write simply
P˜1i z; wi; w

i ; etc.
By the construction of the subbundles X˜1 and X˜2;
P˜1i z ¼
/z; w˜iS2
/w˜i; w˜iS2
w˜i
and hence
/z; w˜iS2
/w˜i; w˜iS2
¼ 1:
As a result, there is a40 such that
ka
/ei; w˜iS2
/w˜i; w˜iS2
p1pa /ei; w˜

iS2
/w˜i; w˜iS2
:
We want to prove that the norms jjzjj2 are bounded uniformly in u0AA˜; gAY and
v0AðXiÞþ such that jjP˜1i ðuð1; 
; u0; gÞ; s1gÞzjj2 ¼ 1: Suppose to the contrary that there
are sequences fðu0;l ; glÞgCA˜ and fv0;lgCðXiÞþ such that jjzl jj2-N as l-N; where
zl :¼ fið1; u0;l ; glÞv0;l : Put al :¼ aiðuð1; 
; u0;l ; glÞ;fið1; u0;l ; glÞv0;lÞ: Since
zlðxÞraleiðxÞ
for all xAD; we deduce by the monotonicity of the L2ðDÞ-norm that al-N as
l-N: On the other hand, we have
kal
/ei; ðw˜i ÞlS2
/ðw˜iÞl ; ðw˜i ÞlS2
p1;
where ðw˜iÞl :¼ w˜iðuð1; 
; u0;l ; glÞÞ and ðw˜i Þl :¼ w˜i ðuð1; 
; u0;l ; glÞÞ: But this is impos-
sible, as the quotient on the left-hand side is bounded away from zero.
We have proved that there is K40 such that if ðu0; gÞAA˜; v0AðXiÞþ and
jjP˜1i ðuð1; 
; u0; gÞ; s1gÞfið1; u0; gÞjj2 ¼ 1 then jjfið1; u0; gÞjj2pK : As P˜ 2i ¼ Id P˜1i ; the
conclusion follows. &
Proof of Theorem 3.1. We ﬁrst note that by Proposition 3.1 it sufﬁces to show that
the skew-product semiﬂow S is uniformly persistent with respect to ðfIntðXþÞ 
Y ; @Xþ  Y Þ: By Lemma 2.2, it is enough to prove that for each Mi there exists Zi40
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such that
lim sup
t-N
dðSðtÞðu; gÞ; MiÞXZi; 8ðu; gÞAfIntðXþÞ  Y ; 1pipk:
Assume, by contradiction, that the above weak repelling property does not hold for
some Mj: We want to ﬁnd an invariant measure m supported on Mj such thatZ
Mj
Gi dmp0; 81pipn;
which contradicts the unsaturatedness of Mj:
As argued in [18, Lemma 4.2] and [34, Subsection 6.1], it then follows that there
exists a sequence ðum0 ; gmÞ in IntðXþÞ  Y such that
lim sup
t-N
dððuðt; 
; um0 ; gmÞ; stgmÞ; MjÞo
1
m
for all mAN:
Consequently, there is a sequence sðmÞ such that
dððuðt; 
; um0 ; gmÞ; stgmÞ; MjÞo
1
m
for all tXsðmÞ and mAN:
Let ðwm0 ; g˜mÞ :¼ ðuðsðmÞ; 
; um0 ; gmÞ; ssðmÞgmÞ: We have
dðuðt; 
; wm0 ; g˜mÞ; stg˜mÞ; MjÞo
1
m
for all tX0 and mAN:
Now, when talking about exponential separation, subbundles X 1i and X
2
i we
assume that Mj plays the role of the compact invariant set KC@X0  Y :
Take T40 such that
jjP2i ðuðT ; 
; u0; gÞ; sT gÞfiðT ; u0; gÞv0jj2
jjP1i ðuðT ; 
; u0; gÞ; sT gÞfiðT ; u0; gÞv0jj2
o1
2
jjP2i ðu0; gÞv0jj2
jjP1i ðu0; gÞv0jj2
ð3:5Þ
for all 1pipn; ðu0; gÞAMj and v0AXi with P1i ðu0; gÞv0a0 (the existence of such T
follows by exponential separation).
For any ðu0; gÞAXþ  Y and 1pipn deﬁne the linear operators
Aiðu0; gÞ : X˜1i ðu0; gÞ-X˜1i ðuðT ; 
; u0; gÞ; sT gÞ;
Biðu0; gÞ : X˜ 2i ðu0; gÞ-X˜1i ðuðT ; 
; u0; gÞ; sT gÞ;
Ciðu0; gÞ : X˜1i ðu0; gÞ-X˜ 2i ðuðT ; 
; u0; gÞ; sT gÞ;
Diðu0; gÞ : X˜ 2i ðu0; gÞ-X˜ 2i ðuðT ; 
; u0; gÞ; sT gÞ;
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as
Aiðu0; gÞ :¼ P˜1i ðuðT ; 
; u0; gÞ; sT gÞ3fiðT ; u0; gÞ j X˜1i ðu0; gÞ;
Biðu0; gÞ :¼ P˜1i ðuðT ; 
; u0; gÞ; sT gÞ3fiðT ; u0; gÞ j X˜ 2i ðu0; gÞ;
Ciðu0; gÞ :¼ P˜ 2i ðuðT ; 
; u0; gÞ; sT gÞ3fiðT ; u0; gÞ j X˜1i ðu0; gÞ;
Diðu0; gÞ :¼ P˜ 2i ðuðT ; 
; u0; gÞ; sT gÞ3fiðT ; u0; gÞ j X˜ 2i ðu0; gÞ:
In other words, the linear operator fiðT ; u0; gÞ is represented in the decomposition
Xi ¼ X˜1i"X˜ 2i by the matrix
Aiðu0; gÞ Biðu0; gÞ
Ciðu0; gÞ Diðu0; gÞ
 
:
The operators Ai; Bi; Ci and Di depend continuously, as elements of LðL2ðDÞ; X Þ;
on ðu0; gÞAX0  Y :
As the subbundles X 1i ¼ X˜1i jMj and X 2i ¼ X˜ 2i jMj are invariant, we have Biðu0; gÞ ¼
0 and Ciðu0; gÞ ¼ 0 for each 1pipn and each ðu0; gÞAMj :
Consider
jjP˜ 2i ðuðT ; 
; u0; gÞ; sT gÞfiðT ; u0; gÞv0jj2
jjP˜1i ðuðT ; 
; u0; gÞ; sT gÞfiðT ; u0; gÞv0jj2
¼ jjCiðu0; gÞP˜
1
i ðu0; gÞv0 þ Diðu0; gÞP˜ 2i ðu0; gÞv0jj2
jjAiðu0; gÞP˜1i ðu0; gÞv0 þ Biðu0; gÞP˜ 2i ðu0; gÞv0jj2
:
Take m0 so large that I40; where
I :¼ inffjjAiðu0; gÞjj2  2jjDiðu0; gÞjj2  kjjBiðu0; gÞjj2 j ðu0; gÞABðMj; 1=m0Þg;
BðMj; 1=m0Þ :¼ fðu0; gÞAXþ  Y j dððu0; gÞ; MjÞo1=m0g:
For mXm0; let
lðmÞ :¼ 2
I
supfjjCiðu0; gÞjj2 j ðu0; gÞABðMj; 1=mÞg:
Assume that both ðu0; gÞ and ðuðT ; 
; u0; gÞ; stgÞ belong to BðMj; 1=m0Þ: Let
%lðmÞ ¼ supðu0;gÞABðMj ;1=mÞ jjCiðu0; gÞjj2 þ supðu0;gÞABðMj ;1=mÞ jjDiðu0; gÞjj2 
 lðmÞ
inf ðu0;gÞABðMj ;1=mÞjjAiðu0; gÞjj2  supðu0;gÞABðMj ;1=mÞjjBiðu0; gÞjj2 
 lðmÞ
:
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Then when
jjP˜ 2i ðu0; gÞv0jj2
jjP˜1i ðu0; gÞv0jj2
plðmÞ;
there holds
jjP˜ 2i ðuðT ; 
; u0; gÞ; sT gÞfiðT ; u0; gÞv0jj2
jjP˜1i ðuðT ; 
; u0; gÞ;sT gÞfiðT ; u0; gÞv0jj2
p%lðmÞ:
When
ðkXÞjjP˜
2
i ðu0; gÞv0jj2
jjP˜1i ðu0; gÞv0jj2
4lðmÞ;
there holds
rðu0; g; v0Þ :¼ jjP˜
2
i ðuðT ; 
; u0; gÞ; sT gÞfiðT ; u0; gÞv0jj2
jjP˜1i ðuðT ; 
; u0; gÞ; sT gÞfiðT ; u0; gÞv0jj2
jjP˜ 2i ðu0; gÞv0jj2
jjP˜1i ðu0; gÞv0jj2
p
jjCiðu0; gÞjj2
jjP˜1i ðu0; gÞv0jj2
jjP˜ 2i ðu0; gÞv0jj2
þ jjDiðu0; gÞjj2
jjAiðu0; gÞjj2  jjBiðu0; gÞjj2
jjP˜ 2i ðu0; gÞv0jj2
jjP˜1i ðu0; gÞv0jj2
o 1
2
and hence
jjP˜ 2i ðuðT ; 
; u0; gÞ; sT gÞfiðT ; u0; gÞv0jj2
jjP˜1i ðuðT ; 
; u0; gÞ; sT gÞfiðT ; u0; gÞv0jj2
p1
2
jjP˜ 2i ðu0; gÞv0jj2
jjP˜1i ðu0; gÞv0jj2
:
It then follows that there exist m1Xm0 and a function %l : fm1; m1 þ 1;yg-Rþ
having the following properties:
(i) limm-N %lðmÞ ¼ 0;
(ii)
lim sup
p-N
jjP˜ 2i ðuðpT ; 
; u0ðmÞ; g˜mÞ; spT g˜mÞuiðpT ; 
; u0ðmÞ; g˜mÞjj2
jjP˜1i ðuðpT ; 
; u0ðmÞ; g˜mÞ; spT g˜mÞuiðpT ; 
; u0ðmÞ; g˜mÞjj2
p%lðmÞ
for all m ¼ m1; m1 þ 1;y and 1pipn:
Now, after replacing ðum0 ; g˜mÞ by ðuðtm; 
; um0 ; g˜mÞ; stm g˜mÞ for sufﬁciently large
tm; passing to a subsequence and relabeling we can assume that there is a
sequence ðum0 ; g˜mÞAX0  Y such that
(a)
dððuðt; 
; um0 ; g˜mÞ; stg˜mÞ; MjÞo
1
m
for all mAN and all tX0; and
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(b)
jjP˜ 2i ðuðt; 
; um0 ; stg˜mÞuiðt; 
; um0 Þjj2
jjP˜1i ðuðt; 
; um0 ; stg˜mÞuiðt; 
; um0 Þjj2
plˆðmÞ
for all mAN; 1pipn and tX0;
where limm-N lˆðmÞ ¼ 0: (We need to replace %l with perhaps larger lˆ in order to take
into account the fact that we control the behavior of the above ratio over the whole
½0;NÞ rather than on the discrete set fT ; 2T ;yg:)
We repeat now the construction of the invariant measure m as the weak- limit of a
subsequence of measures mm; deﬁned as the averaging of the Dirac delta at u
m
0 along
the orbit interval from t ¼ 1 to t ¼ tm for some tm-N: Just as in [34] or in [18] we
prove that m is invariant.
More precisely, deﬁne the function G˜i : Xþ  Y-R in the following way:
G˜iðu0; gÞ ¼ 
Xn
j¼1
@w˜iðu0; gÞ
@xj
;
@w˜iðu0; gÞ
@xj

 
2
 /w˜iðu0; gÞ; biw˜iðu0; gÞS2;@D þ/gið0; 
; u0ð
ÞÞw˜iðu0; gÞ; w˜iðu0; gÞS2;
where w˜iðu0; gÞ is a normalized (in L2ðDÞ) nonnegative function spanning X˜1i ðu0; gÞ:
The continuous function G˜i is an extension of Gi to the whole of Xþ  Y :
Take a sequence tm-N and deﬁne a sequence of Borel probability measures mm on
Xþ  Y by Z
XþY
h dmm ¼
1
tm  1
Z tm
1
hðSsðum0 ; g˜mÞÞ ds
for any continuous function hAðXþ  Y ;RÞ: Note that suppðmmÞCfðu0; gÞAXþ 
Y jðu0; gÞAS1ðXþ  Y Þ; dððu0; gÞ; MjÞp1g and fðu0; gÞAXþ  Y j ðu0; gÞAS1ðXþ 
YÞ; dððu0; gÞ; MjÞp1g is relatively compact. We can then assume that mm converges
in the weak topology to some probability measure m; i.e.,Z
XþY
h dm ¼ lim
m-N
Z
XþY
h dmm:
Moreover, it can be proved that m is an invariant measure. As the measures mm
converge weakly- to m; we have
lim
m-N
Z
XþY
G˜i dmm ¼
Z
XþY
G˜i dm:
From properties (i) and (ii) and the deﬁnition of G˜i it follows that
lim
m-N
Z
XþY
G˜i dmm 
1
tm  1
Z tm
1
%GiðmÞðsÞ ds
  ¼ 0;
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where
%GiðmÞðsÞ :¼/ðDþ giðs; 
; uðs; 
; u
m
0 ; g˜
mÞÞuiðs; 
; um0 ; g˜mÞÞ; uiðs; 
; um0 ; g˜mÞS2
jjuiðs; 
; um0 ; g˜mÞjj2
¼ 
Pn
j¼1
@uiðs; 
; um0 ; g˜mÞ
@xj
;
@uiðs; 
; um0 ; g˜mÞ
@xj

 
2
jjuiðs; 
; um0 ; g˜mÞjj22
 /uiðs; 
; u
m
0 ; g˜
mÞ; biuiðs; 
; um0 ; g˜mÞS2;@D
jjuiðs; 
; um0 ; g˜mÞjj2
þ /giðs; 
; uiðs; 
; u
m
0 ; g˜
mÞÞu˜iðs; 
; um0 ; g˜mÞ; uiðs; 
; um0 ; g˜mÞS2
jjuiðs; 
; um0 ; g˜mÞjj2
:
But Z tm
1
%GiðmÞðsÞ ds ¼ ln jjuiðtm; 
; um0 ; g˜mÞjj  ln jjuið1; 
; um0 ; g˜mÞjj:
As the solutions t/uiðt; 
; um0 ; g˜mÞ are bounded, we have that
lim sup
m-N
1
tm  1
Z tm
0
%GiðmÞðsÞ dsp0;
from which it follows that Z
XþY
G˜i dmp0
for all 1pipn: &
Before proving Theorem 3.2, we give an example of a Morse decomposition of the
maximal compact invariant set of S in @Xþ  Y : Assume that S has a global attractor
in Xþ  Y : For a given ICf1; 2;y; ng with cardðIÞpn  1; if SI is uniformly
persistent with respect to ðfIntðX IþÞ  Y ; @X Iþ  YÞ; then SI ¼ fSIt gtX0; SIt : X Iþ 
Y-X Iþ  Y has a global attractor MICfIntðX IþÞ  Y (see [13, Theorem 3.2]).
Proposition 3.3. Assume that S has a global attractor in Xþ  Y : If SI is uniformly
persistent with respect to ðfIntðX IþÞ  Y ; @X Iþ  Y Þ for each ICf1; 2;y; ng with
1pcardðIÞpn  1; then the collection fMI jICf1; 2;y; ng with cardðIÞpn  1g is a
Morse decomposition of the maximal compact invariant set of S in @Xþ  Y :
Proof. We use the induction argument on n: Clearly, the conclusion is true in the
case where n ¼ 1: Suppose the conclusion is true for all nom: Consider system (3.1)
with n ¼ m: Note that for each JCf1; 2;y; mg with cardðJÞ ¼ m  1; MJ is a global
attractor on fIntðX JþÞ  Y : It then follows that each MI is also an isolated invariant
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set for S on @Xþ  Y ; and any possible cycle among MI ’s cannot contain MJ with
cardðJÞ ¼ m  1: By our induction assumption, there is no cycle among all MI ’s with
cardðIÞpm  2: Thus, the set of all MI ’s is an acyclic covering for S in @Xþ  Y :
Now Lemma 2.1 implies that the set of all MI ’s (after re-ordering) is a Morse
decomposition of the maximal compact invariant set of S in @Xþ  Y : &
Proof of Theorem 3.2. We ﬁrst prove by induction on m ¼ cardðIÞ that SI is
uniformly persistent with respect to ðfIntðX IþÞ  Y ; @X Iþ  Y Þ for each
ICf1; 2;y; ng ðcardðIÞX1Þ: The case m ¼ 1 is immediate. Suppose that the
statement holds for all dimensions strictly less than m: Then by Proposition 3.3,
for each ICf1;y; ng with cardðIÞ ¼ m the collection MI :¼ fMJ j JCI with
cardðJÞpm  1g is a Morse decomposition of the maximal compact invariant set of
SI in @X Iþ  Y : Note that Z
ð@XþYÞ-A
Gi dm40
for any mAMergðð@Xþ  YÞ-AÞ and any external index i; by the arguments of
Corollary 3.1, liminðMJÞ40 for any JCI with cardðJÞpm  1 and ieJ and then SI
is uniformly persistent with respect to ðfIntðX IþÞ  Y ; @X Iþ  YÞ:
The uniform persistence of (3.1) follows from Proposition 3.1. &
In the case of autonomous PDEs, Theorem 3.1 is also new. To be more speciﬁc,
consider
@ui
@t
¼ Dui þ fiðx; uÞui; xAD; t40;
Biui ¼ 0; xA@D; t40;
8<: ð3:6Þ
where u ¼ ðu1;y; unÞ; f ¼ ðf1;y; fnÞ; x ¼ ðx1;y; xNÞ; DCRN is a bounded domain
with sufﬁciently smooth boundary @D; f : %D  ½0;NÞn-Rn is a function uniformly
Ho¨lder continuous in x and C2 in u; and Bi is a boundary operator either of the
Dirichlet type
Biui ¼ ui;
or of the Robin case
Biui ¼ @ui
@n
þ bið
Þui;
where n denotes the normal vector pointing out of D and bi : @D-½0;NÞ is a given
C1-function.
Note that the compact set Y is now the singleton ff g (so we suppress it). The local
semiﬂow S acts now on Xþ;
Stðu0Þ ¼ uðt; 
; u0Þ:
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All the previous results can evidently be formulated for autonomous systems, in
particular we have
Theorem 3.3. Assume that S has a global attractor and there is a Morse decomposition
fM1;y; Mkg of the maximal compact invariant set of S in @Xþ such that each Mj is
unsaturated. Then system (3.6) is uniformly persistent.
There is a partial converse to the above theorem.
Theorem 3.4. Assume that S has a global attractor and there is an ergodic invariant
measure m supported on @Xþ for whichZ
suppðmÞ
Gj dmo0
for all external indices j: Then system (3.6) is not uniformly persistent.
Proof. Put K :¼ suppðmÞ: Note that the derivative of the semiﬂow S along the
solution t/uðt; 
; u0Þ in the direction of z0 ¼ ðz01;y; z0NÞAX is a solution of the
system
@zi
@t
¼Dzi
þ fiðx; uðt; x; u0ÞÞ þ uiðt; x; u0Þ 
 @fi
@ui
ðx; uðt; x; u0ÞÞ
 
zi
þ
Xn
k¼1
kai
uiðt; x; u0Þ 
 @fi
@uk
ðx; uðt; x; u0ÞÞzk; xAD; t40 ð3:7Þ
with boundary conditions
Bizi ¼ 0; xA@D; t40 ð3:8Þ
and initial condition
zið0; xÞ ¼ z0iðxÞ; xAD: ð3:9Þ
For u0AK ; z0AX ; denote by zð
; 
; u0; z0Þ the solution of (3.7)–(3.9). Deﬁne
a linear skew-product semiﬂow C ¼ fCtgtX0; Ct : X  K-X  K ; Ctðz0; u0Þ :¼
ðzðt; 
; z0; u0Þ; uðt; 
; u0ÞÞ:
Let j be an external index for m: Consider the family of systems of nonautonomous
linear PDEs
@vj
@t
¼ Dvj þ fjðx; uðt; x; u0ÞÞvj; xAD; t40;
Bjvj ¼ 0; xA@D; t40
8<: ð3:10Þ
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indexed by u0AK : Denote by vjðt; 
; v0; u0Þ the solution of Eq. (3.10) satisfying the
initial condition vjð0; 
; v0; u0Þ ¼ v0; v0AXj:
By relabeling the components we can assume that the ﬁrst n0; 1pn0on; indices are
internal. Fix some j; n0 þ 1pjpn: We claim that the subbundle
Bj :¼
[
u0AK
Bjðu0Þ  fu0g
with
Bjðu0Þ :¼ X1"?"Xn0"f0g"?"f0g"spanfwjðu0Þg"f0g?"f0g
isC-invariant. Indeed, it sufﬁces to notice that for n0 þ 1pipn the ith component of
system (3.7) reduces to equation (3.10).
By an application of the continuous-time analog of Man˜e´’s version of Oseledets’
theorem [23] to the system CjBj ; either
(A) there is a S-invariant m-measurable set KjCK with mðKjÞ ¼ 1 such that
lim
t-N
ln jjzðt; 
; v0; u0Þjj
t
¼ N for any u0AKj and any nonzero v0ABjðu0Þ;
or
(B) there are a S-invariant m-measurable set KjCK with mðKjÞ ¼ 1; C-invariant
measurable families E
j
1ðu0Þ;y; Ejl ðu0Þ; HjNðu0Þ ðu0AKjÞ of subspaces of X and
real numbers *lj14?4*l
j
l such that
(i) E
j
1ðu0Þ"?"Ejl ðu0Þ"HjNðu0Þ ¼ Bjðu0Þ;
(ii) dim E
j
kðu0Þ is ﬁnite for 1pkpl;
(iii) For each nonzero v0AE
j
kðu0Þ; 1pkpl; there is a unique full C-orbit
through ðv0; u0Þ (we denote it by zðt; 
; v0; u0Þ; tAðN;NÞ) such that
lim
t-7N
ln jjzðt; 
; v0; u0Þjj
t
¼ *ljk;
(iv)
lim
t-N
ln jjzðt; 
; v0; u0Þjj
t
¼ N
for any nonzero v0AHjNðu0Þ; or else
(C) there are a S-invariant m-measurable set KjCK with mðKjÞ ¼ 1; C-invariant
measurable families E
j
kðu0Þ; Hjkðu0Þ ðk ¼ 1; 2;y; u0AKjÞ of subspaces of X and
real numbers *lj14*l
j
24? such that
(i) E
j
1ðu0Þ"?"Ejkðu0Þ"Hjkðu0Þ ¼ Bjðu0Þ for k ¼ 1; 2;y;
(ii) limk-N *l
j
k ¼ N;
(iii) dim E
j
kðu0Þ is ﬁnite for all k;
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(iv) For each nonzero v0AE
j
kðu0Þ there is a unique full C-orbit through ðv0; u0Þ
(we denote it by zðt; 
; v0; u0Þ; tAðN;NÞ) such that
lim
t-7N
ln jjzðt; 
; v0; u0Þjj
t
¼ *ljk;
(v)
lim
t-N
ln jjzðt; 
; v0; u0Þjj
t
¼ N
for any nonzero v0AHjNðu0Þ :¼
TN
kþ1 H
j
kðu0Þ:
Case (A) is impossible, as by [28, Theorem 3.2] there is a S-invariant m-measurable
set K0CK with mðK0Þ ¼ 1 such that for each u0AKj-K0 the following holds:
lim
t-N
ln jjzðt; 
; v0; u0Þjj
t
X lim
t-N
ln jjvjðt; 
; wjðu0Þ; u0Þjj
t
¼ ljðmÞ4N;
where ljðmÞ is the principal Lyapunov exponent of (3.10) for the ergodic measure m
and v0ABjðu0Þ is any vector having nonzero jth component.
Notice that for any k; we have either E
j
kðu0ÞCX n0 for m-a.e. u0AKj or Ejkðu0ÞgX n0
for m-a.e. u0AKj: We claim that there is k0ðjÞ such that Ejk0ðjÞðu0ÞgX n0 :¼
X1"?"Xn0"f0g"?"f0g for m-a.e. u0AKj : Suppose otherwise. Then for m-
a.e. u0AKj-K0 there is v0AHjNðu0Þ\X n0 : We obtain the contradiction by copying the
reasoning in the above paragraph.
We see that
lim
t-N
ln jjzðt; 
; v0; u0Þjj
t
X lim
t-N
ln jjvjðt; 
; wjðu0Þ; u0Þjj
t
¼ ljðmÞ
and
lim
t-N
lnjjzðt; 
; v0; u0Þjj
t
p lim
t-N
ln jjvjðt; 
; wjðu0Þ; u0Þjj
t
¼ ljðmÞ
for any u0AKj-K0 and any v0AEjk0ðjÞðu0Þ\X n0 : Consequently, *l
j
k0
¼ ljðmÞ ¼R
suppðmÞ Gj dmo0 (by Lemma 3.2).
By the continuous-time analog of Man˜e´’s version of Oseledets’ theorem [23]
applied to C; either
ðA0Þ there is a S-invariant m-measurable set K 0CK with mðK 0Þ ¼ 1 such that
lim
t-N
ln jjzðt; 
; v0; u0Þjj
t
¼ N for any u0AK 0 and any nonzero v0AX ;
or
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ðB0Þ there are a S-invariant m-measurable set K 0CK with mðK 0Þ ¼ 1; C-invariant
measurable families E1ðu0Þ;y; Elðu0Þ; HNðu0Þ ðu0AK 0Þ of subspaces of X and
real numbers *l14?4*ll such that
(i) E1ðu0Þ"?"Elðu0Þ"HNðu0Þ ¼ X ;
(ii) dim Ekðu0Þ is ﬁnite for 1pkpl;
(iii) For each nonzero v0AEkðu0Þ; 1pkpl; there is a unique full C-orbit
through ðv0; u0Þ (we denote it by zðt; 
; v0; u0Þ; tAðN;NÞ) such that
lim
t-7N
ln jjzðt; 
; v0; u0Þjj
t
¼ *lk;
(iv)
lim
t-N
ln jjzðt; 
; v0; u0Þjj
t
¼ N
for any nonzero v0AHNðu0Þ;
(in the case of (B0) we put Hkðu0Þ :¼ Ekþ1ðu0Þ"?"Elðu0Þ"HNðu0Þ;
1pkpl  1; Hlðu0Þ :¼ HNðu0Þ),
or else
ðC0Þ there are a S-invariant m-measurable set K 0CK with mðK 0Þ ¼ 1; C-invariant
measurable families Ekðu0Þ; Hkðu0Þ ðk ¼ 1; 2;y; u0AK 0Þ of subspaces of X and
real numbers *l14*l24? such that
(i) Ekðu0Þ"?"Ekðu0Þ"Hkðu0Þ ¼ X for k ¼ 1; 2;y;
(ii) limk-N *lk ¼ N;
(iii) dim Ekðu0Þ is ﬁnite for all k;
(iv) For each nonzero v0AEkðu0Þ there is a unique full C-orbit through
ðv0; u0Þ (we denote it by zðt; 
; v0; u0Þ; tAðN;NÞ) such that
lim
t-7N
ln jjzðt; 
; v0; u0Þjj
t
¼ *lk;
(v)
lim
t-N
ln jjzðt; 
; v0; u0Þjj
t
¼ N
for any nonzero v0AHNðu0Þ :¼
TN
k¼1 Hkðu0Þ:
By the previous reasoning it follows that the case ðA0Þ is impossible. Let k1 be such
that
04*lk1 ¼maxf*ljk0ðjÞ j n0 þ 1pjpng
¼max
Z
suppðmÞ
Gj dmo0jn0 þ 1pjpn
( )
:
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By the noninclusion E
j
k0ðjÞðu0ÞgX n0 for m-a.e. u0AKj ðn0 þ 1pjpnÞ; for m-a.e.
u0AK we can ﬁnd in Hk1ðu0Þ a vector whose jth component, for each n0 þ 1pjpn; is
equal to wjðu0Þ: By [23, Theorem F] it follows that there is a m-measurable set K 00CK 0
such that for each u0AK 00 one can ﬁnd an immerse submanifold Wðu0Þ; tangent at u0
to Hk1ðu0Þ; such that for each u˜0AWðu0Þ; limt-N jjuðt; 
; u0Þ  uðt; 
; u˜0Þjj ¼ 0: This
contradicts the uniform persistence of system (3.6). &
4. Random case
4.1. General random case
First, we consider the following random system of parabolic equations:
@ui
@t
¼ Dui þ fiðyto; x; uÞui; xAD; t40;
Biui ¼ 0; xA@D; t40;
8<: ð4:1Þ
where oAO; ðO;F;PÞ is a probability space and ððO;F;PÞ; fytgtARÞ is an ergodic
metric dynamical system, and f ¼ ðf1;y; fnÞ satisﬁes
(A1) f ¼ ðf1;y; fnÞ; fi :O %D  ½0;NÞn-R are ðF#Bð %DÞ#Bð½0;NÞnÞ;BðRÞÞ-
measurable and bounded in O %D  ½0; A for any A40; that is, for any A40
there is MðAÞ40 such that jfiðo; x; qÞjpMðAÞ for 1pipn; oAO; xA %D; and
qA½0; A:
(A2) f oi ðt; x; uÞ :¼ fiðyto; x; uÞ; Du f oi ðt; x; uÞ; D2uu f oi ðt; x; uÞ are globally Ho¨lder
continuous in tAR; xA %D; and u in bounded sets, that is, for any A40 there
are M0ðAÞ and d0ðAÞ such that
jhðt; x; qÞ  hðs; y; pÞj
pM0ðAÞðjt  sjd0ðAÞ þ jx  yjd0ðAÞ þ jp  qjd0ðAÞÞ
for oAO; t; sAR; x; yA %D; and p; qA½0;NÞn; jpjpA; jqjpA; where hðt; x; uÞ ¼
f oi ðt; x; uÞ or Du f oi ðt; x; uÞ or D2uu f oi ðt; x; uÞ:
System (4.1) generates a random dynamical system P ¼ fPtgtX0
Pt : Xþ  O-Xþ  O; ð4:2Þ
Ptðu0;oÞ ¼ ðuðt; 
; u0;oÞ; ytoÞ;
where uðt; 
; u0;oÞ is the solution of (4.1) with uð0; 
; u0;oÞ ¼ u0ð
Þ:
Let eiðxÞ be as deﬁned in Section 3.
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Deﬁnition 4.1. (1) System (4.1) is strongly uniformly persistent if for any u0AfIntðXþÞ
and oAO; uðt; 
; u0;oÞ exists for t40 and there exists Z40 such that for any
u0AfIntðXþÞ there exists t0 ¼ t0ðu0Þ40 such that
uiðt; x; u0;oÞXZeiðxÞ; 8xA %D; 1pipn
for all tXt0 and a.e. oAO;
(2) System (4.1) is uniformly persistent if for any u0AfIntðXþÞ and oAO;
uðt; 
; u0;oÞ exists for t40 and for a.e. oAO there exists ZðoÞ40 such that for any
u0AX0 there exists t0 ¼ t0ðu0Þ40 such that
uiðt; x; u0;oÞXZðoÞeiðxÞ; 8xA %D; 1pipn:
In this subsection, we provide sufﬁcient conditions for system (4.1) to be (strongly)
uniformly persistent.
To do so, we embed (4.1) into a family of equations as follows. For each oAO and
tX0; let f o ¼ ðf o1 ;y; f on Þ; stf oðt; x; uÞ ¼ f oðt þ t; x; uÞð¼ f ytoðt; x; uÞÞ; and
YðoÞ ¼ clfstf ojtX0g;
where the closure is taken under the topology of uniform convergence on compact
subsets of R %D  ½0;NÞn (the compact open topology). Let
Y ¼ clff o joAOg;
where the closure is also taken under open compact topology.
As in the previous section, for gAY and u0AXþ let uðt; x; u0; gÞ stand for the
solution of the boundary value problem
@ui
@t
¼ Dui þ giðt; x; uÞui; xAD; t40;
Biui ¼ 0; xA@D; t40
8<: ð4:3Þ
with uð0; x; u0; gÞ ¼ u0ðxÞ ðu0AXþÞ; where g ¼ ðg1;y; gnÞ:
It is also assumed that for each u0AXþ and each gAY the solution uðt; 
; u0; gÞ is
deﬁned for all tX0:
Again family (4.3) generates a local skew-product semiﬂow S ¼ fStgtX0; St : Xþ 
Y-Xþ  Y ;
Stðu0; gÞ :¼ ðuðt; 
; u0; gÞ; stgÞ: ð4:4Þ
Deﬁne h : Xþ  O-Xþ  Y ; hðu0;oÞ :¼ ðu0; f oÞ: We then have
Stðhðu0;oÞÞ ¼ hðPtðu0;oÞÞ
for any tX0 and ðu0;oÞAXþ  O:
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For each 1pipn consider the family of linear nonautonomous parabolic PDEs of
second order
@vi
@t
¼ Dvi þ giðt; x; uðt; x; u0; gÞÞvi; xAD; t40;
Biui ¼ 0; xA@D; t40;
8<: ð4:5Þ
indexed by ðu0; gÞAXþ  Y : Denote by viðt; 
; u0; v0; gÞ the solution of (4.5) satisfying
the initial condition við0; 
; u0; v0; gÞ ¼ v0; v0AXi: As system (4.5) is linear, we can
deﬁne a linear operator fiðt; u0; gÞ : Xi-Xi as fiðt; u0; gÞv0 :¼ viðt; 
; u0; v0; gÞ; v0AXi;
tX0: Thus, the family (4.5) generates a linear skew-product semidynamical system
Fi ¼ fðFiÞtgtX0; ðFiÞt : Xi  ðXþ  YÞ-Xi  ðXþ  Y Þ:
ðFiÞtðv0; u0; gÞ :¼ ðfiðt; u0; gÞv0; uðt; 
; u0; gÞ; stgÞ:
Let KC@Xþ  Y be a compact invariant set for S: Then Lemma 3.1 also holds.
Let wiðu0; gÞ and wi ðu0; gÞ be as in Lemma 3.1. Denote byMinvðKÞ the set of all S-
invariant probability measures m with suppðmÞCK and denote byMergðKÞ the subset
ofMinvðKÞ consisting of ergodic measures. For a given oAO; denote byMinvðK ;oÞ
the subset of MinvðKÞ with suppðmÞCK-ðXþ  YðoÞÞ: Again deﬁne the function
Gi : K-R in the following way
Giðu0; gÞ :¼ /ðDþ gið0; 
; u0ð
ÞÞÞwiðu0; gÞ; wiðu0; gÞS2;
where /
; 
S2 denotes the inner product in L2ðDÞ: The functions Gi are continuous.
Deﬁnition 4.2. (1) A compact invariant set KC@Xþ  Y is strongly unsaturated if
min
mAMinvðKÞ
max
1pipn
Z
K
Gi dm40:
(2) A compact invariant set KC@Xþ  Y is unsaturated if for a.e. oAO;
min
mAMinvðK;oÞ
max
1pipn
Z
K
Gi dm40:
Theorem 4.1. (1) Assume that S has a global attractor and there is a Morse
decomposition fM1; M2;y; Mkg of the maximal invariant set of S in @Xþ  Y such
that for any 1pjpk Mj is strongly unsaturated. Then the semiflow S is uniformly
persistent with respect to ðfIntðXþÞ  Y ; @Xþ  YÞ; and hence, (4.1) is strongly
uniformly persistent.
(2) Assume that S has a global attractor and there is a Morse decomposition
fM1; M2;y; Mkg of the maximal invariant set of S in @X0  Y such that for any
1pjpk; Mj is unsaturated. Then for a.e. oAO the semiflow S restricted to Xþ  YðoÞ
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is uniformly persistent with respect to ðfIntðXþÞ  Y ; @Xþ  Y Þ; and hence, (4.1) is
uniformly persistent.
Proof. It can be proved by similar arguments as in Theorem 3.1. &
Similarly to Corollary 3.1, we also have
Corollary 4.1. Assume that S has a global attractor and there is a Morse
decomposition fM1;y; Mkg of the maximal compact invariant set of S in @Xþ  Y
such that for any 1pjpk; there is an 1pipn with the property liminðMjÞ40: Then
system (4.1) is strongly uniformly persistent.
4.2. Competitive random case
In this subsection we consider n-species competitive systems of parabolic
equations (4.1). More precisely, we assume in addition to (A1) and (A2) that
(A3) @fi@ujp0 and
@fi
@ui
o0; 0piajpn; and there is a positive number q such that
fiðo; x; 0;y; 0; ui ¼ q; 0;y; 0Þo0; 8oAO; xAD:
For each 1pipn; let li be the minimum of the principal spectrum interval of the
linear equation
@vi
@t
¼ Dvi þ fiðyto; x; 0Þvi; xAD;
Bivi ¼ 0; xA@D:
8<: ð4:6Þ
Assume that
(A4) li40; 81pipn:
By Lemma 2.6, the scalar nonlinear random equation
@ui
@t
¼ Dui þ fiðyto; x; 0;y; 0; ui; 0;y; 0Þui; xAD;
Biui ¼ 0; xA@D
8<: ð4:7Þ
admits a unique uniformly positive random equilibrium fi :O-IntðXiÞþ such that
lim
t-N
ð %uiðt; 
; u0i;oÞ  fiðytoÞÞ ¼ 0
for any u0i40 and a.e. oAO; where %uiðt; 
; u0i;oÞ is the unique solution of (4.7)
satisfying %uið0; 
; u0i;oÞ ¼ u0i:
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Let mi be the minimum of the principal spectrum interval of the linear equation
@vi
@t
¼ Dvi þ fiðyto; x;f1ðytoÞðxÞ;y;fi1ðytoÞðxÞ; 0;
fiþ1ðytoÞðxÞ;y;fnðytoÞðxÞÞvi;
Bivi ¼ 0; xA@D:
8><>>: ð4:8Þ
We further assume that
(A5) mi40; 81pipn:
Then by Lemma 2.6 again, the scalar random equation
@ui
@t
¼ Dui þ fiðyto; x;f1ðytoÞðxÞ;y;fi1ðytoÞðxÞ; ui;
fiþ1ðytoÞðxÞ;y;fnðytoÞðxÞÞui;
Biui ¼ 0; xA@D:
8>><>: ð4:9Þ
has a unique uniformly positive and globally attractive random equilibrium ci:
Theorem 4.8. Assume that (A1)–(A5) hold. Then (4.1) is strongly uniformly persistent.
Proof. For u0 ¼ ðu01;y; u0nÞAIntðXþÞ; assumption (A3) implies that uðt; 
; u0;oÞ
satisﬁes
@ui
@t
pDui þ fiðyto; x; 0;y; 0; ui; 0;y; 0Þui:
By the comparison theorem, it follows that
0puiðt; 
; u0;oÞp %uiðt; 
; u0i;oÞ; 8tX0; ð4:10Þ
where %uiðt; 
; u0i;oÞ is the unique solution of the scalar random equation (4.7)
satisfying %uið0; 
; u0i;oÞ ¼ u0i:
For sufﬁciently small e40; let mei be the principal Lyapunov exponent of the linear
equation
@vi
@t
¼ Dvi þ fiðyto; x;f1ðytoÞðxÞ þ eeiðxÞ;y;fi1ðytoÞðxÞ þ eeiðxÞ;
0;fiþ1ðytoÞðxÞ þ eeiðxÞ;y;fnðytoÞðxÞ þ eeiðxÞÞvi;
Bivi ¼ 0; xA@D:
8><>: ð4:11Þ
By Lemma 2.5, there exists an e040 such that mei40 for any eA½0; e0: As
limt-Nð %uiðt; 
; u0;oÞ  ciðytoÞÞ ¼ 0; given eA½0; e0 and oAO; there exists t0 ¼
t0ðu0; e;oÞ40 such that
uiðt; x; u0;oÞpfiðytoÞðxÞ þ eeiðxÞ; 8tXt0; xAD; 1pipn: ð4:12Þ
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Then each uiðt; x; u0;oÞ satisﬁes
@ui
@t
XDui þ fiðyto; x;f1ðytoÞðxÞ þ eeiðxÞ;y;fi1ðytoÞðxÞ þ eeiðxÞ;
ui;fiþ1ðytoÞðxÞ þ eeiðxÞ;y;fnðytoÞðxÞ þ eeiðxÞÞui; 8tXt0;
Bivi ¼ 0; xA@D:
8>><>: ð4:13Þ
Since mei40; Lemma 2.6 implies that the scalar random equation
@ui
@t
¼ Dui þ fiðyto; x;f1ðytoÞðxÞ þ eeiðxÞ;y;fi1ðytoÞðxÞ þ eeiðxÞ;
ui;fiþ1ðytoÞðxÞ þ eeiðxÞ;y;fnðytoÞðxÞ þ eeiðxÞÞui
Bivi ¼ 0; xA@D
8>><>: ð4:14Þ
has a unique uniformly positive and globally attractive random equilibrium cei : By
the comparison theorem, it then follows that there exists t1 ¼ t1ðu0; e;oÞXt0 such
that
uiðt; x; u0;oÞXcei ðytoÞðxÞ  eeiðxÞ 8tXt1; xAD; 1pipn: ð4:15Þ
Note that lime-0 c
e
i ¼ ci: The theorem then follows from the uniform positivity
and (4.15). &
In the case where n ¼ 2; ðf1; 0Þ and ð0;f2Þ are two semitrivial random equilibria
of (4.1), and hence, (A5) is a natural invasibility condition. However, for the case
where nX3; ðf1;y;fi1; 0;fiþ1;y;fnÞ; 1pipn; is not a solution of (4.1). Thus,
(A5) is a stronger invasibility condition than necessary. In what follows, we show
that the expected natural invasibility conditions are sufﬁcient for the uniform
persistence of three interacting species under some reasonable restrictions on the
global dynamics of each of the three, 2-species subsystems. Note that these natural
invasibility conditions were obtained earlier in [39] for 3-species competition in a
periodic chemostat.
Consider
@u1
@t
¼ Du1 þ f1ðyto; x; u1; 0; 0Þu1;
B1u1 ¼ 0; xA@D;
8<: ð4:16Þ
@u2
@t
¼ Du2 þ f2ðyto; x; 0; u2; 0Þu2;
B2u2 ¼ 0; xA@D;
8<: ð4:17Þ
@u3
@t
¼ Du3 þ f3ðyto; x; 0; 0; u3Þu3;
B3u3 ¼ 0; xA@D
8<: ð4:18Þ
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and
@u2
@t
¼ Du2 þ f2ðyto; x; 0; u2; u3Þu2;
@u3
@t
¼ Du3 þ f3ðyto; x; 0; u2; u3Þu3;
B2u2 ¼ B3u3 ¼ 0;
8>><>>: ð4:19Þ
@u1
@t
¼ Du1 þ f1ðyto; x; u1; 0; u3Þu1;
@u3
@t
¼ Du3 þ f3ðyto; x; u1; 0; u3Þu3;
B1u1 ¼ B3u3 ¼ 0;
8>><>>>: ð4:20Þ
@u1
@t
¼ Du1 þ f1ðyto; x; u1; u2; 0Þu1;
@u2
@t
¼ Du2 þ f2ðyto; x; u1; u2; 0Þu2;
B1u1 ¼ B2u2 ¼ 0:
8>><>>>: ð4:21Þ
Let ðXi;jÞþ :¼ ðXiÞþ  ðXjÞþ; IntðXi;jÞþ ¼ IntðXiÞþ  IntðXjÞþ ð1pi; jp3Þ: Deﬁne
S1t : ðX1Þþ  Y-ðX1Þþ  Y ;
S2t : ðX2Þþ  Y-ðX2Þþ  Y ;
S3t : ðX3Þþ  Y-ðX3Þþ  Y
and
S2;3t : ðX2;3Þþ  Y-ðX2;3Þþ  Y ;
S1;3t : ðX1;3Þþ  Y-ðX1;3Þþ  Y ;
S1;2t : ðX1;2Þþ  Y-ðX1;2Þþ  Y
to be the skew-product semiﬂows induced from (4.16), (4.17), (4.18), and
(4.19),(4.20), (4.21), respectively. That is,
S1t ðu01; gÞ ¼ ðu1ðt; 
; u01; g1Þ; stgÞ;
where u1ðt; 
; u01; g1Þ is the solution ofc (4.16) with f1 being replaced by g1 and
u1ð0; 
; u01; g1Þ ¼ u01ð
Þ; and g ¼ ðg1; g2; g3ÞAY ; stgð
; 
; 
Þ ¼ gð
 þ t; 
; 
Þ; etc.
By Lemma 2.6, we have the following result.
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Lemma 4.1. Assume (A1)–(A4). Then SijIntðXiÞþYi has a global and uniformly positive
attractor Ei ði ¼ 1; 2; 3Þ:
We will distinguish between three cases:
(C1) The skew-product semiﬂows S1;2jIntðX1;2ÞþY ; S
1;3jIntðX1;3ÞþY and S
2;3jIntðX2;3ÞþY
admit global and uniformly positive attractors E1;2; E1;3 and E2;3; res-
pectively;
(C2) The skew-product semiﬂows S1;2jIntðX1;2ÞþY and S
1;3jIntðX1;3ÞþY admit global
and uniformly positive attractors E1;2 and E1;3; respectively, and E2 is a global
attractor for S2;3t jIntðX2;3ÞþY ;
(C3) The skew-product semiﬂow S1;2jIntðX1;2ÞþY admits a global uniformly positive
attractor E1;2; and E3 and E2 are global attractors for S1;3jIntðX1;3ÞþY and
S2;3jIntðX2;3ÞþY ; respectively.
Let mij be the minimum of the principal spectrum of FijEj ð1pi; jp3Þ and let m12;3
be the minimum of the principal spectrum of F1jE2;3 : Similarly, we can deﬁne m21;3
and m31;2:
Theorem 4.3. (1) Let (A1)–(A4) and (C1) hold. Assume that
(i) mij40; 81pi; jp3; iaj;
(ii) m31;240; m
2
1;340 and m
1
2;340:
Then system (4.1) is strongly uniformly persistent.
(2) Let (A1)–(A4) and (C2) hold. Assume that
(i) mij40; 81pi; jp3; iaj; ja2; and m1240;
(ii) m31;240 and m
2
1;340:
Then system (4.1) is strongly uniformly persistent.
(3) Let (A1)–(A4) and (C3) hold. Assume that
(i) mi140; 82pip3; m1240 and m2340;
(ii) m31;240:
Then system (4.1) is strongly uniformly persistent.
Proof. (1) First, by (A3), S has a global attractor. Next, it is not difﬁcult to see that
fM1; M2;y; M7g is an acyclic cover of @Xþ  Y ; where M1 ¼ ð0; 0; 0Þ; M2 ¼ E1;
M3 ¼ E2; M4 ¼ E3; M5 ¼ E1;2; E6 ¼ E2;3; M7 ¼ E1;3 and hence is a Morse
decomposition of the maximal invariant set of S in @Xþ  Y : By assumptions (1)
and (2), each Mj is unsaturated. Therefore, by Corollary 4.1, (4.1) is strongly
uniformly persistent.
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(2) It can be proved by the arguments similar to those in (1).
(3) It can be proved by the arguments similar to those in (1). &
We end this section by providing some sufﬁcient conditions for (C1)–(C3) to hold
for the following three species Lotka–Volterra competitive systems:
@u1
@t
¼ Du1 þ u1ða1  b11u1  b12u2  b13u3Þ;
@u2
@t
¼ Du2 þ u2ða2  b21u1  b22u2  b23u3Þ;
@u3
@t
¼ Du3 þ u3ða3  b31u1  b32u2  b33u3Þ;
B1u1 ¼ B2u2 ¼ B3u3 ¼ 0; xA@D;
8>>>>><>>>>:
ð4:22Þ
where ai ¼ aiðyto; xÞ and bij ¼ bijðyto; xÞ for i; j ¼ 1; 2; 3:
We consider the case B1u1 ¼ @u1@n ; B2u2 ¼ @u2@n ; and B3u3 ¼ @u3@n : Other cases can
considered similarly. Deﬁne
aiLðMÞ ¼ infðsupÞoAO;xA %Daiðo; xÞ; i ¼ 1; 2; 3
bijLðMÞ ¼ infðsupÞoAO;xA %Dbijðo; xÞ; i; j ¼ 1; 2; 3
Following the arguments in [16, Theorem 5.1], we have
Proposition 4.1. Assume that aiL40 and bijL40 for i; j ¼ 1; 2; 3: Then the following
three statements are valid:
(1) If a1L4a2M b12Mb22M ; a2L4
a1M b21M
b11L
; a1L4a3M b13Mb33L ; a3L4
a1M b31M
b11L
; and a2L4a3M b23Mb33L ;
a3L4a2M b32Mb22L ; then (C1) holds.
(2) If a1L4a2M b12Mb22M ; a2L4
a1M b21M
b11L
; a1L4
a3M b13M
b33L
; a3L4
a1M b31M
b11L
; and a2L4
a3M b23M
b33L
;
a3Moa2Lb32Lb22M ; then (C2) holds.
(3) If a1L4a2M b12Mb22M ; a2L4
a1M b21M
b11L
; a1Moa3Lb13Lb33M ; a3L4
a1M b31M
b11L
; and a2L4a3M b23Mb33L ;
a3Moa2Lb32Lb22M ; then (C3) holds.
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