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Abstract
The authors analyze asymptotic behavior of the partial functional differential equations, and the
sufficient conditions on existence of global attractor of a class of reaction–diffusion equations with
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1. Introduction
Consider the boundary-initial value problem

∂ui
∂t
=∑mk=1 ∂∂xk (Gik ∂ui∂xk )− biui(t, x)+ fi(ut (x)),
∂ui
∂n
:= ( ∂ui
∂x1
, . . . , ∂u
i
∂xm
)T = 0, t  t0, x ∈ ∂Ω,
ui(t0 + s, x)= φi(s, x), −r  s  0, x ∈Ω, r  0, i = 1, . . . , n.
(1.1)
The system (1.1) includes the models which have been discussed by many researchers.
Such as: If diffusion operator Gik = ai > 0 (i = 1, . . . , n, k = 1,2, . . . , n), (1.1) is
Xu’s model (see, Xu [20]). If Gik = ai > 0 and r = 0, (1.1) is Temam’s model (see,
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440 L. Wang, D. Xu / J. Math. Anal. Appl. 281 (2003) 439–453Temam [17]). If m = n, r = 0, and (Gik(x,u))n×n =G (G nonnegative matrix), the sys-
tem (1.1) belongs to a Hodgekin–Huxley system (see, Carpenter [3], Galusinski [6]). If
r = 0 and F(u) = Tg(u) + I (where T = (Tij )n×m,g(u) = (g1(u1), . . . , gn(un))T, and
I = (I1, . . . , In)T), (1.1) becomes Liao’s model (see, Liao et al. [13]).
The invariant sets and attractor of dynamical systems have attracted the attention of
researchers recently (see, Xu et al. [21], Hale [7], Bates et al. [2], Lasalle [10], Fabrie and
Galusinski [5], Martin [16], Marion [15], Idezak [8], Dalmasso [4], Zhou [22]). And the
investigations on stability, oscillation and bifurcation of the partial functional differential
equations have made progress (see, Wu [19], Travis and Webb [18], Liu and Xu [14], Li
et al. [12]), too. Unfortunately there is very little research results on attractor of these kinds
of equation, and there is not a mature method of studying the attractor at the present time.
Because it is difficult to know whether the equilibrium point exists in the dynamical system
described by a partial functional differential equation, the investigations on the invariant
sets and attractor of the system present more importance.
In this paper, the invariant sets and attractor of the system (1.1) are discussed. A new
approach is developed to study the invariant sets and global attractor of (1.1), and the
sufficient conditions on existence of the invariant sets and attractor of (1.1) are given.
2. Preliminary
• Ω : A bounded domain in Rm with smooth boundary ∂Ω and measure µ(Ω)> 0.
• C(X,Y ): The class of continuous mapping from a Banach space X to a Banach
space Y , specially, C = C([−r,0] ×Ω,Rm).
• L2(Ω): The space of real Lebesgue measurable functions on Ω . It is a Banach space
for the norm
‖u‖ =
[∫
Ω
∣∣u(x)∣∣2 dx]1/2,
where |u| denotes the Euclid norm of a vector u ∈Rn.
H 1(Ω) := {u ∈ L2(Ω),∇u ∈ L2(Ω)}.
• C∞0 (Ω): The space of real C∞ function on Ω with a compact support set in Ω .
• H 10 (Ω): Closure of C∞0 in H 1(Ω). H 10 (Ω) is a Banach space for the semi-norm
|||u||| = [∫
Ω
|∇u(x)|2 dx]1/2, because the semi-norm |||u||| is equivalent to the norm
|||u|||1 =
(∫
Ω
∑
|α|1
|Dαu|2 dx
)1/2
in H 10 (Ω) (see, Li [11]).• A  B (A < B): If A = (aij )n×m, B = (bij )n×m, then aij  bij (aij < bij ), i =
1, . . . , n, j = 1, . . . ,m.
• A is called to be a nonnegative matrix if A 0.
• D(ui) := diag(u1, . . . , un).
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• A ◦B = (aij bij )n×m: Hadamard product of matrix A and B .
• For u= (ui, . . . , un)T we define u◦ := u ◦ u.
• [u]+ := (|u1|, . . . , |un|)T, [u◦]+ := [u]+ ◦ [u]+ = (|u1|2, . . . , |un|2)T.
• [ut ]+r := (|u1t |r , . . . , |unt |r )T, |uit |r = sup−rs0 |ui(s + t, x)|, i = 1, . . . , n.
• [u◦t ]+r := [ut ]+r ◦ [ut ]+r .
• [u]L := (‖u1‖, . . . ,‖un‖)T, [u◦]L := [u]L ◦ [u]L.
• [ut ]Lr := (‖u1t ‖r , . . . ,‖unt ‖r )T,‖uit‖r = sup−rs0 ‖ui(t + s)‖, i = 1, . . . , n.
• [u]Lr = (‖u1‖r , . . . ,‖un‖r )T,‖ui‖r = sup−rs0 ‖ui(s)‖, i = 1, . . . , n.
• [u◦t ]Lr := [ut ]Lr ◦ [ut ]Lr .
• [u]∇ := (|||u1|||, . . . , |||un|||)T, [u◦]∇ := [u]∇ ◦ [u]∇ .
• [ut ]∇r := (|||u1t |||r , . . . , |||unt |||r )T, |||uit |||r = sup−rs0 |||ui(t + s)|||, i = 1, . . . , n.
• [u]∇r = (|||u1|||r , . . . , |||un|||r )T, |||ui |||r = sup−rs0 |||ui(s)|||, i = 1, . . . , n.
• [u◦t ]∇r := [ut ]∇r ◦ [ut ]∇r .
• CL := C([−r,0],L2(Ω)). CL is a Banach space for the norm ‖u‖r = ([u]Lr , [u]Lr )1/2,
where (· , ·) denotes inner product.
• C∇ := C([−r,0],H 10 (Ω)).C∇ is a Banach space for the norm |||u|||r = ([u]∇r , [u]∇r )1/2.
• ∆u := (∆u1, . . . ,∆un)T,∆ui = ∂2ui/∂x21 + · · · + ∂2ui/∂x2n .
• ∇u := (∇u1, . . . ,∇un)T,∇ui = (∂ui/∂x1, . . . , ∂ui/∂xn).
• ∇ · u= ∂u1/∂x1 + · · · + ∂un/∂xn, where “·” denotes inner product.
• Let Yi = (yi1, . . . , yim)T, i = 1, . . . , n, and matrix Y = [Y1, . . . , Yn]T, we denote
∇ · Y := (∇ · Y1, . . . ,∇ · Yn)T, (2.1)∫
Ω
∇ · Y dx :=
(∫
Ω
∇ · Y1 dx, . . . ,
∫
Ω
∇ · Yn dx
)T
, (2.2)
∫
∂Ω
Y · ds :=
( ∫
∂Ω
Y1 · ds, . . . ,
∫
∂Ω
Yn · ds
)T
. (2.3)
From the properties of Gradient and Gauss formula:∫
∂Ω
Yi · ds =
∫
Ω
∇ · Yi dx, i = 1, . . . , n, (2.4)
we have the following lemma.
Lemma 2.1. If Ω and Yi, i = 1, . . . , n, admit the application of the Gauss formula, we
have ∫
∂Ω
Y · ds =
∫
Ω
∇ · Y dx, (2.5)
∇ · (D(ui)Y )=D(ui)∇ · Y + (∇u ◦ Y )E, (2.6)
where E = (1, . . . ,1)T.
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(I denotes identity mapping).
Definition 2.1. Set S ⊂ C([−r,0] ×Ω,Rn) is called positively invariant set for the semi-
group operator T (t) of (1.1) if for any initial value φ ∈ S, the solutions u(t, x) of (1.1) with
φ satisfy u(t, x) ∈ S, t  t0, where T (t)φ = ut .
Lemma 2.2. If M  0 and ρ(M) < 1 then (I −M)−1  0.
Lemma 2.3. We assume that H is a metric space and the semigroup operator T (t) is
continuous and uniformly compact for t large. We also assume that there exists a bounded
set S0 such that S0 is absorbing in H . Then there is a global attractor R for the semigroup
operator T (t). Furthermore, if H is a Banach space, then R is connected, too.
3. Main results
For convenience, we rewrite the system (1.1) as the following vector form

∂u
∂t
=∇ · (G(x,u) ◦ ∇u)−Bu+ F(ut ),
∂u
∂n
∣∣
∂Ω
= 0, t  t0,
u(t0 + s, x)= φ(s, x), −r  s  0, x ∈Ω, r  0,
(3.1)
where B = diag(b1, . . . , bn), bi > 0, G(x,u)= (Gik(x,u))n×m, F(ut )= (f1(ut (x)), . . . ,
fn(ut (x)))
T
, ut (x)= u(t + s, x), −r  s  0, φ(s, x)= (φ1(s, x), . . . , φn(s, x))T ∈ C.
Assume that F(ut ) ∈ C(C,Rn) is globally Lipschitz uniformly in x ∈Ω , and the dif-
fusion operator G(x,u) 0 is smooth, the assumptions of existence and uniquence results
(see, Liao et al. [13], Wu [19], Xu [20]) are then satisfied for problems of Neumann
boundary-initial value ( ∂u
∂n
|∂Ω = 0, t  t0 and u(t0 + s, x) = φ(s, x),−r  s  0) and
Dirichlet boundary-initial value (u|∂Ω = 0, t  t0 and u(t0 + s, x)= φ(s, x),−r  s  0)
on autonomous system (3.1). If defined
T (t) :φ ∈CL → ut ∈CL
then T (t) is a semigroup operator of the system (3.1) (see, Wu [19]).
Theorem 3.1. Assume that
(H1) [F(ut )]+ W [ut ]+ + P , W = (wij )n×n  0,P = (p1, . . . , pn) > 0,
(H2) ρ(M) < 1, M = B−1W ,
(H3) infG(x,u)= (infGik)n×m > 0, and D(di), di > 0, i = 1, . . . , n.
Such that∫
Ω
(∇(∆u) ◦G(x,u) ◦ ∇u)E dx D(di)∫
Ω
(∇(∆u) ◦ ∇u)E ds,
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by Poincare inequality, and W ◦ =W ◦W . Especially, if Ω = {x ∈ Rm | |xk|  h},
then
N = h
2
2
D−1
(
di
)
B−1W ◦.
Then the semigroup T (t) associated to the system (3.1) possesses a global attractor R
which is bounded in C∇ , compact and connected in CL. The attractor R, which is included
in set
Γ1 =
{
φ ∈C∇
∣∣∣ [φ◦]∇r  (1−N)−1ρ∧, ρ∧ = µ(Ω)2 D−1
(
di
)
B−1p◦
}
,
attracts the bounded sets of CL.
In order to prove our theorem, we first show the following two propositions.
Proposition 3.1. If (H1) and (H2) hold, then all solutions u(t, x) of Neumann boundary-
initial value problem are uniformly bounded in L2(Ω), and the set
Sα =
{
φ ∈ CL ∣∣ [φ]Lr  α(I −M)−1Q, α  1, Q=√µ(Ω)B−1p}
is a positively invariant set for the semigroup operator T (t) associated to the system (3.1).
The set
S1 =
{
φ ∈ CL ∣∣ [φ]Lr  (I −M)−1Q}
is a global attracting set for T (t).
Proof. Part 1: Sα is a positively invariant set for T (t).
After left multiplying (3.1) by D(ui), by integration of (3.1) we find
1
2
d
dt
[
u◦(t)
]L = ∫
Ω
D
(
ui
)∇ · (G(x,u) ◦ ∇u)dx −B[u◦(t)]L
+
∫
Ω
D
(
ui
)
F(ut ) dx. (3.2)
From Lemma 2.1 and Neumann boundary value condition ∂u
∂n
|∂Ω = 0, t  t0. We obtain∫
Ω
D
(
ui
)∇ · (G(x,u) ◦ ∇u)dx
=
∫
Ω
∇ · (D(ui)(G(x,u) ◦ ∇u))dx − ∫
Ω
(∇u ◦ (G(x,u) ◦ ∇u))E dx
=
∫
∂Ω
(
D
(
ui
)(
G(x,u) ◦ ∇u)) · ds − ∫
Ω
(
G(x,u) ◦ ∇u ◦ ∇u)E dx
=−
∫ (
G(x,u) ◦ ∇u ◦ ∇u)E dx. (3.3)
Ω
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d
dt
[
u◦(t)
]L −2∫
Ω
(
G(x,u) ◦ ∇u ◦ ∇u)E dx − 2B[u◦(t)]L
+ 2
∫
Ω
D
(∣∣ui∣∣)[F(ut )]+ dx. (3.4)
If G(x,u) 0, from (H1) and Holder inequality, we have
d
dt
[
u◦(t)
]L −2B[u◦(t)]L + 2BD(∥∥ui∥∥)(M[ut ]Lr +Q). (3.5)
From (3.5), we get
[
u◦(t)
]L  e−2B(t−t0)[φ◦]Lr +
t∫
t0
e−2B(t−s)2BD
(∥∥ui∥∥)(M[us]Lr +Q) ds. (3.6)
By (H2), we know ρ(M) < 1. So, from Lemma 2.2, we have
(I −M)−1  0, K = (1−M)−1Q> 0.
Let K = (K1, . . . ,Kn)T, we want to prove when [φ]Lr < αK (α  1), then[
u(t)
]L
< αK, t  t0. (3.7)
If (3.7) is not so, there must be some i0 (1 i0  n) and t1 > t0, such that∥∥ui0(t1)∥∥= αKi0 , (3.8)∥∥ui0(t)∥∥< αKi0 , t0  t < t1, and [u(t)]L  αK, t0  t  t1, (3.9)
where Ki0 is the i0th component of vector K . Then, from (3.6), we have
[
u◦(t1)
]L  e−2B(t1−t0)[φ◦]Lr +
t1∫
t0
2αe−2B(t1−s)BD(Ki)(αMK +Q)ds. (3.10)
Since K = (I −M)−1Q, that is MK +Q=K , then when [φ]Lr < αK , we obtain[
u◦(t1)
]L
< α2e−2B(t1−t0)D(Ki)(MK +Q)
+
t1∫
t0
2αe−B(t1−s)BD(Ki)(αMK +Q)ds
 α(α − 1)e−2B(t1−t0)D(Ki)Q+ αD(Ki)(αMK +Q)
 α(α − 1)D(Ki)Q+ αD(Ki)(αMK +Q)= α2
(
K21 , . . . ,K
2
n
)T
. (3.11)
That is, [u(t1)]L < αK . So, this implies that ‖ui0(t1)‖< αKi0 , which contradicts the equal-
ity in (3.8), and so (3.7) holds.
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For any given φ ∈ CL, there exists a α  1 such that φ ∈ Sα . From Part 1, we have
[u(t)]L < αK, t  t0. So, all solutions of (3.1) are uniformly bounded in L2(Ω).
Part 3: S1 is global attracting set for T (t).
For any given φ ∈CL, there exists a α  1 such that φ ∈ Sα . From Part 2, we know that
the solution u(t, x) of (3.1) with φ is bounded. We will prove
lim
t→+∞ sup
[
u(t)
]L K = (I −M)−1Q. (3.12)
Since u(t, x) is bounded, there exists a vector σ = (σ1, . . . , σn)T  0 such that
lim
t→+∞ sup
[
u(t)
]L = σ. (3.13)
So, for sufficient small positive constant : < σ , there is t2 > t0 such that for any t  t2
[ut ]Lr  σ + :E. (3.14)
Since B > 0, for the above : and K , there must be T > 0 such that when t  T ,
α2e−2B(t−t0)D(Ki)K +
∞∫
T
2αe−BsBD(Ki)(αMK +Q)ds  :E. (3.15)
So, when t  t2 + T ,
[
u◦(t)
]L  e−2B(t−t0)[φ◦]Lr +
{ t−T∫
t0
+
t∫
t−T
}
e−2B(t−s)2BD
(∥∥ui∥∥)(M[us]Lr +Q)ds
 :E +
t∫
t−T
e−2B(t−s)2BD(σi + :)
(
M(σ + :E)+Q)ds
 :E +D(σi + :)
(
M(σ + :E)+Q). (3.16)
Letting :→ 0, from (3.13), (3.14), and (3.16), we have
D(σi)σ D(σi)(Q+Mσ).
So, σ  (I −M)−1Q. That is
lim
t→+∞ sup
[
u(t)
]L K = (I −M)−1Q. (3.17)
Hence, S1 is a global attracting set for T (t), and the proof is completed. ✷
Corollary 3.1. In the Proposition 3.1, if P = 0, then S1 = {0} and there must be null
solution of (3.1) which is globally asymptotically stable.
Remark 3.1. The Corollary 3.1 includes of Liao’s results (see, Liao et al. [13]) as special
cases.
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Γα =
{
φ ∈C∇
∣∣∣ [φ◦]∇  α(I −N)−1p∧, α  1,
p∧ = µ(Ω)
2
D−1
(
di
)
B−1D(Pi)P
}
,
Γ1 =
{
φ ∈C∇ ∣∣ [φ◦]∇  (I −N)−1p∧}
are positively invariant set and global attracting set for T (t), respectively.
Proof. Part 1: Γα is a positively invariant set for T (t).
After left multiplying (3.1) by −D(∆ui), by integration of (3.1) we find
−
∫
Ω
D
(
∆ui
)∂u
∂t
dx =−
∫
Ω
D
(
∆ui
)∇ · (G(x,u) ◦ ∇u)dx +B ∫
Ω
D
(
∆ui
)
udx
−
∫
Ω
D
(
∆ui
)
F(ut ) dx. (3.18)
From Lemma 2.1, Neumann boundary value condition and (H3), we have
−
∫
Ω
D
(
∆ui
)∂u
∂t
dx = 1
2
d
dt
[u◦]∇ , (3.19)
∫
Ω
D
(
∆ui
)
udx =−[u◦]∇ , (3.20)
−
∫
Ω
D
(
∆ui
)∇ · (G(x,u) ◦ ∇u)dx
=−
∫
Ω
∇ · (D(∆ui)(G(x,u) ◦ ∇u))dx + ∫
Ω
(∇(∆u) ◦D(x,u) ◦ ∇u)E dx
=−
∫
∂Ω
(
D
(
∆ui
)(
G(x,u) ◦ ∇u)) · ds + ∫
Ω
(∇(∆u) ◦G(x,u) ◦ ∇u)E dx
=
∫
Ω
(∇(∆u) ◦G(x,u) ◦ ∇u)E dx D(di)∫
Ω
(∇(∆u) ◦ ∇u)E dx
=D(di)(∫
Ω
∇ · (D(∆ui)∇u)dx − ∫
Ω
D
(
∆ui
)∇ · (∇u) dx)
=D(di)( ∫
∂Ω
(
D
(
∆ui
)∇u) · ds − ∫
Ω
[∆u]+ ◦ [∆u]+ dx
)
=−D(di)∫ [∆u]+ ◦ [∆u]+ dx =−D(di)[(∆u)◦]L, (3.21)
Ω
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Then we deduce from (3.18)–(3.21)
d
dt
[u◦]∇ −2D(di)[(∆u)◦]L − 2B[u◦]∇ − 2∫
Ω
D
(
∆ui
)
F(ut ) dx
−2D(di)[(∆u)◦]L − 2B[u◦]∇ + 2∫
Ω
D
(∣∣∆ui ∣∣)[F(ut )]+ dx. (3.22)
By using (H1), Holder inequality and (3.22), we have
d
dt
[u◦]∇ −2D(di)[(∆u)◦]L − 2B[u◦]∇ + 2D(∥∥∆ui∥∥)(W [ut ]Lr +√µ(Ω)P )
=−2B[u◦]∇ −D(di)[(∆u)◦]L + 2WD(∥∥∆ui∥∥)[ut ]Lr −D(di)[(∆u)◦]L
+ 2√µ(Ω)D(∥∥∆ui∥∥)P
−2B[u◦]∇ + nD−1(di)W ◦[u◦t ]Lr +µ(Ω)D−1(di)D(Pi)P. (3.23)
Under φ ∈ Γα (u|∂Ω = 0, t  t0), from Poincare inequality,∫
Ω
∣∣ui∣∣2 dx  r2i
∫
Ω
∣∣∇ui∣∣2 dx, ui ∈H 10 (Ω),
we have ‖ui‖ ri |||ui |||, ui ∈H 10 (Ω), i = 1, . . . , n.
So,
[u◦]L D(r2i )[u◦]∇ . (3.24)
From (3.24) and (3.23), we then obtain
d
dt
[u◦]∇ −2B[u◦]∇ + 2B
(
n
2
B−1D
(
r2i
)
D−1
(
di
)
W ◦
[
u◦t
]∇
r
+ 1
2
µ(Ω)B−1D−1
(
di
)
D(Pi)P
)
=−2B[u◦]∇ + 2B(N[u◦t ]∇r + P∧). (3.25)
Since N  0 and ρ(N) < 1, we know (I −N)−1  0 by using Lemma 2.2. P∧ > 0 implies
K∧ = (I −N)−1P∧ > 0.
We will prove when [φ◦]∇r < αK∧ (K∧ = (K∧1 , . . . ,K∧n )T)[
u◦(t)
]∇
< αK∧, t  t0 (α  1). (3.26)
If (3.26) is not so, there must be some i1,1 i1  n and t1 > t0, such that∣∣∣∣∣∣ui1(t1)∣∣∣∣∣∣2 = αK∧i1 , (3.27)∣∣∣∣∣∣ui1(t)∣∣∣∣∣∣2 < αK∧i , t0  t < t1, and [u◦(t)]∇  αK∧, t0  t  t1. (3.28)1
448 L. Wang, D. Xu / J. Math. Anal. Appl. 281 (2003) 439–453From (3.25), we have
[
u◦(t)
]∇  e−2B(t−t0)[φ◦]∇r +
t∫
t0
2Be−2B(t−s)
(
N
[
u◦s
]∇
r
+ P∧)ds. (3.29)
By using K∧ =NK∧ + P∧ and (3.29), we obtain[
u◦(t1)
]∇
< αe−B(t1−t0)K∧ + (I − e−2B(t1−t0))(αNK∧ + P∧)
 (α − 1)P∧ + αNK∧ + P∧ = α(NK∧ + P∧)
= αK∧, t1 > t0. (3.30)
This implies that |||ui1(t1)|||2 < αK∧i1 , which contradicts the equality in (3.27), and so (3.26)
holds.
Part 2: Γ1 attracts each bounded set ∧ in C∇ under T (t).
For any bounded set ∧⊂ C∇ , there is an α  1 such that
∧⊂ Γα =
{
φ ∈ C∇ ∣∣ [φ◦]∇r  αK∧}.
From part 1, for any φ ∈ ∧, the solution u(t, x) satisfies[
u◦(t)
]∇  αK∧, t  t0. (3.31)
For any given δ > 0, we choose T1 such that for t  T1
e−2B(t−t0)[φ◦]∇r + e−2BT1(αNK∧ + P∧) δE. (3.32)
From (3.29) and (3.32), we have
[
u◦(t)
]∇  e−2B(t−t0)[φ◦]∇r +
{ t−T1∫
t0
+
t∫
t−T1
}
e−2B(t−s)2B
(
N
[
u◦s
]∇
r
+ P∧)ds
 e−2B(t−t0)[φ◦]∇r + e−2BT1(αNK∧ + P∧)
+
t∫
t−T1
e−2B(t−s)2B
(
N
[
u◦s
]∇
r
+ P∧)ds
 δE +
t∫
t−T1
e−2B(t−s)2B
(
N
[
u◦s
]∇
r
+ P∧)ds. (3.33)
Since u(t, x) is uniformly bounded in H 1, there exists a vector σ = (σ1, . . . , σn)T  0 such
that
lim
t→+∞ sup
[
u◦(t)
]∇ = σ. (3.34)
Then, from (3.33) we have
σ Nσ + P∧ + δE. (3.35)
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σ K∧ = (I −N)−1P∧. (3.36)
This implies that Γ1 attracts each bounded set ∧ in C∇ under T (t), and the proof is com-
pleted. ✷
Proof of Theorem 3.1. We shall prove that the semigroup operator T (t) is uniformly
compact and there exists a bounded set Γα′ which is a absorbing set in C∇ under T (t).
For any given φ ∈ CL, by using Part 1 in Proposition 3.1 there exists α  1 such that
φ ∈ Sα and [u(t)]L  αK, t  t0.
From (3.4) we get
d
dt
[
u◦(t)
]L −D(di∗)
∫
Ω
(∇u ◦ ∇u)E dx − 2B[u◦(t)]L
+ 2D(∥∥ui∥∥)(W [ut ]Lr +√µ(Ω)P )
−D(di∗)[u◦(t)]∇ + δ∗, t  t0, (3.37)
where di∗ = min1km(inf 2Gik(x,u)) > 0, and
δ∗ = (δ∗1 , . . . , δ∗n)T, δ∗i = 2αKi
n∑
j=1
(
αwijKj + Pi
√
µ(Ω)
)
, i = 1, . . . , n.
For l > r  0 fixed, we integrate (3.37) between t and t + l and obtain
t+l∫
t
[
u◦(s)
]∇
ds  lD−1
(
di∗
)
δ∗ +D−1(di∗)[u◦(t)]L
 lD−1
(
di∗
)
δ∗ + α2D−1(di∗)D(Ki)K. (3.38)
On the other hand, from Part 1 in Proposition 3.1 and (3.23), we have
d
dt
[
u◦(t)
]∇  α2nD−1(di)W ◦D(Ki)K +µ(Ω)D−1(di)D(Pi)P
=: η, t  t0. (3.39)
We multiply (3.39) by t and obtain
d
dt
(
t
[
u◦(t)
]∇) ηt + [u◦(t)]∇ . (3.40)
By integration between 0 and l and using (3.38), we get
[
u◦(l)
]∇  l
2
η+ 1
l
l∫
0
[
u◦(s)
]∇
ds  l
2
η+ 1
l
(
lD−1
(
di∗
)
δ∗ + α2D−1(di∗)D(Ki)K)
=: ξ. (3.41)
For the above ξ = (ξ1, . . . , ξn)T, there must be α1  1 such that ξ  α1K∧. If φ ∈ Sα , then
ul = T (l)φ ∈ Γα1 ⊂ C∇ . It is easy to deduce from Parts 1 and 2 in the Proposition 3.2.
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and absorbing in C∇ . If & is any bounded set of CL included in Sα , after a certain time
t2 = t2(&, α1), we find that u(t, x) belongs to the absorbing set Γα1 . This shows that
T (t)& ⊂ Γα1, ∀t  t2. (3.42)
The embedding H 1(Ω) ↪→ L2(Ω) is compact (see, Adams [1]), so is Γα1 ↪→ CL.
From the above proof and Propositions 3.1–3.2, all the assumptions of Lemma 2.3 are
now satisfied with H = CL and the proof of Theorem 3.1 is completed. ✷
4. Example
Example 4.1. Consider autonomous reaction–diffusion equation with time delays

∂u
∂t
= ∂(ax∂u/∂x)
∂x
− bu(t, x)+ f (ut (x)), t  t0, c x  d,
∂u
∂x
∣∣
x=c= ∂u∂x
∣∣
x=d = 0, t  t0, d > c > 0,
u(t0 + s, x)= φ(s, x), −r  s  0, c x  d, r  0.
(4.1)
Assume |f (u∗t )− f (u∗∗t )| L|u∗t − u∗∗t | (L > 0), φ(s, x) ∈ C([−r,0],R), a > 0, b > 0,
|f (ut )|L|ut | + |f (0)|, b−1L< 1, and 12a−1b−1(d − c)2L2 < 1.
Then, the semigroup operator T (t) associated to the system (4.1) possesses a global
attractor R.
In fact, from
∫
Ω
(∇(∆u) ◦G(x,u) ◦ ∇u)E dx =
d∫
c
∂3u
∂x3
ax
∂u
∂x
dx
= a
d∫
c
∂3u
∂x3
x
∂u
∂x
dx = a
(
x
∂u
∂x
∂2u
∂x2
∣∣∣∣
d
c
−
d∫
c
∂2u
∂x2
d
(
x
∂u
∂x
))
=−a
d∫
c
∂2u
∂x2
(
∂u
∂x
+ x ∂
2u
∂x2
)
dx =−a
d∫
c
∂u
∂x
∂2u
∂x2
dx − a
d∫
c
x
(
∂2u
∂x2
)2
dx
=−a
d∫
c
∂u
∂x
∂2u
∂x2
dx − ax∗
d∫
c
(
∂2u
∂x2
)2
dx, x∗ ∈ [a, b], (4.2)
and
d∫
∂u
∂x
∂2u
∂x2
dx =
d∫
∂u
∂x
d
(
∂u
∂x
)
=
(
∂u
∂x
)2∣∣∣∣
d
c
−
d∫
∂u
∂x
∂2u
∂x2
dx,c c c
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∫ d
c
∂u
∂x
∂2u
∂x2
dx = ( ∂u
∂x
)2|dc = 0. That is,
∫ d
c
∂u
∂x
∂2x
∂x2
dx = 0. So,
d∫
c
∂3u
∂x3
(
ax
∂u
∂x
)
dx =−ax∗
d∫
c
(
∂2u
∂x2
)2
dx.
Since
ax∗
d∫
c
∂3u
∂x3
∂u
∂x
dx = ax∗
d∫
c
∂u
∂x
d
(
∂2u
∂x2
)
= ax∗
(
∂u
∂x
∂2u
∂x2
∣∣∣∣
d
c
−
d∫
c
(
∂2u
∂x2
)2
dx
)
=−ax∗
d∫
c
(
∂2u
∂x2
)2
dx,
this implies
d∫
c
∂3u
∂x3
(
ax
∂u
∂x
)
dx = ax∗
d∫
c
∂3u
∂x3
∂u
∂x
dx.
That is,∫
Ω
(∇(∆u) ◦G(x,u) ◦ ∇u)E dx =D(di)∫
Ω
(∇(∆u) ◦ ∇u)E dx,
where
D
(
di
)= ax∗ > 0.
Hence, all the assumptions of Theorem 3.1 are now satisfied and conclusion is true.
Example 4.2. Consider the following boundary-initial value problems

∂u
∂t
=D(ai)∆u−Bu+ F(ut ), ai > 0, i = 1, . . . , n,
∂u
∂n
∣∣
∂Ω
= 0 (or u|∂Ω = 0), t  t0,
u(t0 + s, x)= φ(s, x), −r  s  0, x ∈Ω, r  0.
(3.1′)
If, in addition to (H1) and (H2),
(H5) ρ(N) < 1, N = n2D−1(ai)B−1D(r2i )W ◦, then the Theorem 3.1 is true for sys-
tem (3.1′).
When the
G(x,u)=A=
(
a1 · · ·a1
. . . . . . .
an · · ·an
)
in the system (3.1′), (H3) is obviously satisfied. In fact,
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∫
Ω
D
(
∆ui
)∇ · (G(x,u) ◦ ∇u)dx =−∫
Ω
D
(
∆ui
)∇ · (A ◦ ∇u) dx
=−D(ai)
∫
Ω
D
(
∆ui
)∇ · (∇u) dx =−D(ai)[(∆u)◦]L =−D(di)[(∆u)◦]L,
where ai = di, i = 1, . . . , n. So, the conclusion is true.
Remark 4.1. When r = 0 and F is bounded (that is, W = 0), Temam has proved that the
system (3.1′) has a global attractor (see, Temam [17, Theorem 1.3, p. 98]). So, Example 4.2
includes Temam’s result.
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