Rapid Control Prototyping (RCP) tools are becoming an essential part of the development process of modern automotive control strategies. The interface between the RCP real-time hardware and the existing electronic control unit (ECU) can be established via Controller Area Network (CAN). In a typical production ECU, the limited availability of unused message objects and the rate of data transfer on the CAN bus are limiting factors which influence the mechanism used for communication between the ECU and the RCP system. This document outlines the details involved in a CAN-based selective bypass approach. A data transfer mechanism is proposed which makes use of only two message objects to establish communication. The introduced time delays and the synchronization of the time driven main tasks are discussed. The proposed mechanism is validated through engine testing and the implementation details are described as well. A standard realization of the proposed mechanism is presented based on the CAN Calibration Protocol (CCP) standard . The CAN-based approach to RCP is shown to be a viable alternative to a Dual Port RAM (DPRAM)-based approach, especially in light of the fact that the hardware flexibility is maintained when the original ECU is being upgraded.
Introduction
With the increasing complexity of modern automotive control strategies, the need for reliable tools that allow for the rapid development, testing and calibration of strategies is becoming more and more important. As a consequence, Rapid Control Prototyping (RCP) tool-sets are developed by several companies (such as dSPACE or ETAS) to assist the engineer throughout the complete process of strategy development and implementation. The interface between the RCP real-time hardware and the existing electronic control unit (ECU) can be established via a Dual Port RAM (DPRAM) or a Controller Area This paper is typeset in L A T E X 2¡ Network (CAN). This document outlines the details involved in a CAN-based selective bypass approach which was developed at Ford Forschungszentrum Aachen GmbH (FFA). The paper is organized in four parts. In the first part, a brief description of RCP concepts is given and different bypass solutions are reviewed and finally compared. The purpose of the second section is to outline the conceptual details involved in our CAN-based selective bypass approach. In the third part, hardware and software details of our experimental setup are presented and validation results are shown. The fourth section is dedicated to a discussion on how to modify existing CAN standards so that they could comply with the RCP concepts presented in the previous sections. The paper is finally ended with some concluding remarks.
Rapid Control Prototyping Concepts
Typically, the RCP procedure involves three steps
Strategy design and Off-line simulation
The new strategy is developed completely under a userfriendly graphic interface (such as Simulink, SystemBuild or ASCET-SD) and no time needs to be spent in C code programming. Provided a model of the plant to be controlled is available, the strategy can be pre-tested off-line in simulation. The modular architecture of such a programming environment also allows for partial or complete reuse of the strategy in a later project.
Automatic code generation for the RCP real-time hardware
Software tools are used to convert automatically the strategy, first into C code and finally into machine code. This code is then downloaded onto a specific real-time hardware connected via I/O-cards to the engine or any other relevant part of the vehicle.
Test on the plant
Test the strategy in real-time on the plant and eventually, go back to step one to modify/refine the strategy.
It must be noted that our definition of RCP does not include steps such as Automatic Code Generation targeted for production hardware nor Hardware-in-the-Loop (HIL) Simulation.
The primary goal of RCP is to enable new control concepts to be implemented and tested on (powerful) real-time hardware quickly and easily, long before the production hardware has been developed. However, RCP can also be used to rapidly modify, replace or append parts of an existing strategy (also known as features), running on already existing hardware. In this case, the development time can be shortened even further by using a selective bypass solution which allows to integrate the new features directly into the existing ECU.
Bypassing ECU functions
As mentioned previously, an engine strategy is usually made up of many features (Fuel Quantity control, Fueling Timing control, Cylinder Balancing control, pre-/post-processing of the I/O functions, Exhaust Gas Recirculation (EGR) control, Cruise control, Variable Geometry Turbine (VGT) control, etc.), each being executed in a different time frame (event based or time based) with different time slices. This is illustrated in Figure 1 where each element of the puzzle symbolizes one feature of the strategy, and each line of the puzzle corresponds to one time frame in the scheduler. Typically, during the refinement phase of a strategy, only a few features of the original strategy need to be replaced (for example, Fueling Quantity, Fueling Timing, Cylinder Balancing). Since most of the required hardware interface (low level code layer) to sense and control the engine is already provided in the original ECU, it makes sense to keep the existing hardware (ECU) and most of the existing software (strategy) as an interface to the engine. As depicted in Figure 1 , only the functions to be replaced (or integrated if new) are implemented (by-passed) in the RCP real-time hardware.
In order to be able to interface the RCP real-time hardware and the existing ECU, two solutions are possible: DPRAM or CAN interface.
Dual Port RAM (DPRAM)
In order to be able to have access to different variables from the ECU and to override the relevant features, access between the ECU and the real-time RCP processor is provided through a DPRAM which can be accessed simultaneously by the ECU and the RCP hardware. Various types of interrupts ensure synchronized communication and data consistency. In case the ECU does not provide for direct access to the address bus, the data bus and the control signals (Read, Write, and Chip Select), an externally mounted plug-on device (POD) can be used 1 . The principle of selective by-pass using the DPRAM interface is illustrated in Figure 2 . The ECU retrieves sensor signals from the plant and pre-processes them. Then the input data for the new function being developed is written to the DPRAM. In order to do so, the ECU software needs to be slightly modified with software hooks (defined as conditional jumps from and to the DPRAM which provide for some kind of remapping of the original Random Access Memory (RAM) into the DPRAM) placed in the original strategy. When all the values have been written, the ECU generates an interrupt to the RCP hardware. The RCP hardware then reads the data from the DPRAM and executes the simulated function. The result values are written back to the DPRAM, and the ECU reads them for further processing.
Interrupts
A typical bypass solution with the DPRAM is illustrated in Figure 3 . 1 At FFA, the connection between the POD and the ECU is done via an incircuit emulator (ICE) socket mounted in place of the micro-controller
Controller Area Network (CAN)
As an alternative to the DPRAM approach, the communication between the ECU and the RCP system can be established via a CAN.
The CAN is a serial communications protocol which provides a highly secure means of communication between distributed realtime control systems at transfer rates which typically range from 125 kbit/sec to 1 Mbit/sec. In automotive applications, its main function is to allow the communication between individual control units which manage the functionalities of engine, injection system, transmission, etc. The CAN bus is a linear structure which connects several control units of equal priority rating (multi-master) (see Figure 4) . The data transfer is achieved via uniquely defined messages. Each control unit connected to the CAN bus has an acceptance list (mail boxes/message objects) which is used to filter the incoming messages for further processing and set a priority level for the received and transmitted messages (see Figure 5 ). The CAN message is composed of seven consecutive fields of different bit lengths (see Figure 6 ). These are the start of frame (used for synchronization), the arbitration field (contains mainly the message identifier which is either 11 bits -standard-or 29 bits -extended-in length), the control field (indicates the number of data bytes in the data field), data field which holds a maximum of 8 bytes of data, the cyclic redundancy check (CRC) field, the acknowledgement field, and the end of frame field. Since it is out of the scope of this document to detail the CAN protocol specifications, the interested reader is referred to references [3] and [4] . The implementation details of a CAN-based selective bypass approach are given in Section 3 and Section 4.
CAN versus DPRAM
The limited rate of data transfer when using the CAN is considered as the main disadvantage compared to the DPRAM. This limit is set by the maximum transfer rate of the CAN bus and the traffic on the bus in terms of availability of unused messages on the ECU and priority levels of already used messages. In contrast, the DPRAM read or write accesses is only limited by the ECU processor bus cycle.
On the other hand, the main advantages of a CAN-based approach are:
the CAN bus is already available in most production implementations.
the CAN is less intrusive than the DPRAM since it requires no hardware modification to a production ECU. This modification may result in significant lead time, especially for prototype ECU's which are likely to be upgraded frequently.
the hardware modification required in the DPRAM solution can be very problematic in applications susceptible to vibration and instability of the power supply.
1. The limited availability of unused message objects. Many of the message objects available using the CAN controller are already configured to handle the communication between the ECU and other control units (such as the ICU and/or the TCU). As explained later, at least two message objects are required to handle the ECU-RCP communication.
2. The minimum time period for the time-driven tasks and the overall time period required to execute all the 'main' timedriven tasks. The keyword 'main' refers to the functionalities which influence the fuel and the air path. These are a typical target of a rapidly prototyped control strategy. Figure 7 shows a sample code of how the overall time period that handles the air and fuel control can be laid out. In this example, the following can be noted:
(a) The overall time period consists of several minimum time periods slots.
(b) The different features are spread evenly over the respective time slots.
(c) The sensor information is obtained as close as possible to the control function that makes use of them e.g. manifold absolute pressure (MAP) signal for VGT control, mass air flow (MAF) signal for EGR control.
(d) The control variables that influence the fuel path are only calculated in the time-driven slot and the actual commands are sent to the appropriate cylinder every event.
3. The synchronization of the 'main' time-driven tasks in the code running in the ECU and the code running in the rapid prototyping processor.
4. The minimization of the time delays introduced through the bypass path, especially in view of the above mentioned constraints.
In the data transfer mechanism considered, it is assumed that only two message objects are available on the ECU side to handle the ECU-RCP communication. It is also assumed that the total number of read or write variables can be communicated between the ECU and RCP within the overall time period for the time-driven tasks. In view of both assumptions, it becomes necessary to use the same message object to transmit all the variables from the ECU to the RCP system and vice versa. Since the message data field is only 8 bytes long, one needs to introduce a second identifier for the message, as a part of the data field, if the same data field is to be used to transfer different variable sets. An abstraction of this idea is shown in Figure 8 . Byte 0 is used to identify the variables in the following data bytes. Byte 1 is used to activate the bypass mechanism, where bits 0 and 1 are used to set an overwrite-all enable flag (which can identify 4 different modes of operation). For each transmitted variable, two bits are used to individually enable the overwrite operation, with the value stored in the corresponding two bytes as a signed integer. Using this format, the total number of variables is limited to three per message. Also, the total number of variables to be communicated within the overall period of the time-driven tasks is limited to three times the number of minimum time period (slots) in the overall time period e.g. this would be
variables for a 5 ms minimum time period and a 20 ms overall time period. The synchronization between the ECU and the RCP system is realized by initiating the message transmit from the ECU to the RCP at the beginning of the minimum time period slot within the overall time period. The reception of this message results in the RCP-CAN controller interrupting the RCP processor. An interrupt service routine (ISR) (on the RCP side) downloads and decodes the received read-variables, encodes the data to be transmitted, and transmits the encoded write-variables back to the ECU. The second identifier of the transmitted message is the same as that for the received message which triggered its transmission. The reception of this message interrupts the ECU processor and an ISR (on the ECU side) is used to buffer the received data field. This procedure (ECU:transmit-RCP:receive then RCP:transmit-ECU:receive) is completed within the same minimum time period slot that initiated it. This procedure is repeated for the next set of variables in the following minimum time period slot for as many times as time slots in the overall time period. After the transmission of the last write-message from the RCP to the ECU, an interrupt signal is generated to trigger the calculation of the time-based control task bypassed 
Time Delays
In an RCP setup, the production ECU would be handling all the I/O functionalities and all the control features other than those handled by the RCP processor. This means that many of the inputs to the RCP control algorithm are first processed by the ECU and then transmitted to the RCP system and many of the outputs of the RCP control algorithm have to be transmitted back to the ECU to be further processed then sent to the control actuators. This procedure introduces time delays in the original control loop in two ways:
1. the time to communicate the read and write variables between the ECU and the RCP system.
2. the time to run the control algorithm on the RCP processor.
In the proposed communication mechanism the data exchange between the ECU and the RCP system is done once every overall time period. This rate of transfer corresponds to the rate at which the sensors and actuators signals are being processed. This approach is relatively generic since it ignores when in the overall time period the input signals are read, in which features they are processed, and when the output signals to the actuators are generated. In control applications, time delays are undesirable as they directly limit the achievable bandwidth of the controlled system. Figure 10 illustrates the data transfer mechanisms and worst case time delays for different setups. In the original ECU code, the worst case time delay is one overall time period. This is the case, if the sensor information is read at the beginning of the first minimum time period slot and the output to the control actuator is generated at the end of the last time slot in the same overall time period. On the other hand, the worst case time delay is three overall time period in an RCP setup where the time to transfer the data between the ECU and the RCP system is considered negligible (case when using the DPRAM). The extra two overall time period are mainly due to the insertion of the RCP control algorithm in the control loop and to the fact that the data transfer is conducted once every overall time period.
Two approaches are illustrated in Figure 10 for an RCP setup which uses the CAN bus to communicate between the ECU and the RCP system. The first is a generic approach which ignores the details of the original control strategy on the scale of the minimum time period slot and the worst case time delay is five overall time periods. This is two overall time periods more than the DPRAM setup because of the mechanism used to transfer the data over the CAN bus. The second approach is less-generic 2 as it makes use of the specific structure of the original control algorithm on the scale of the minimum time period slots. The read-variable transmitted at the beginning of a time slot are those read in the previous slot and the write-variables received are those to be used in the next minimum time period slot i.e. the data transfer is staggered efficiently between the sensor-read and the actuator-write steps. As a result, the worst case time delay is reduced to three overall time periods plus two minimum time periods, as illustrated in Figure 10 .
Procedure Validation
In order to validate the different RCP concepts presented in this paper, a CAN-based selective bypass was implemented and validated through engine testing. The implementation details and the obtained results are presented in the following sections.
Hardware Setup
The hardware setup is shown in Figure 11 . The communication between the ECU and the Injection Control Unit (ICU) takes place through the CAN bus. This data transfer consists mainly of the event-based injection request and acknowledgement transmissions, the time-based transmissions related to the cross checking functionality on periodic basis, and asynchronous transmissions related to diagnostic information. The host PC running Matlab/Simulink and Control Desk communicates with the dSPACE hardware via ETHERNET. The DS4301 CAN board is used to connect the dSPACE system to the ECU and ICU units via the CAN. The access to the CAN bus is provided by wiring a twisted pair 20 cm in length T-eed to the bus Corporate Diagnostic Connector (CDC) connection, as shown in Figure 11 . Both ECU and DS4301 use the Intel 82527 CAN controller to manage the transmission and reception of messages as well as the error handling without any burden on the central processor unit (CPU). The 82527 serial communications controller is a highly integrated device that performs serial communication according to the CAN protocol. It provides storage for 15 message objects of 8-byte data length. Each message can be configured as either transmit or receive except for message 15 which is a receive only buffer that allows for a selected group of different message identifiers to be received. Message 15 has the highest priority of all message objects. This is followed by message 1 where the priority order decreases from 1 to 14. Details of the Intel 82527 CAN controller architecture is given in [5] . 
Software Setup

ECU code
The original ECU strategy had to be slightly modified to handle the two new CAN messages; the software hooks necessary to jump in and out of the original strategy were also added to the code.
Simulink Model
A schematic block diagram of the Simulink model running in the real-time hardware is shown in Figure 12 . The CAN board DS4301 generates an interrupt signal each time it receives a message. This interrupt is used to trigger the CAN block subsystem which makes use of an s-function to handle the communication between the ECU and the dSPACE system. After the transmission of the last write message from dSPACE, an interrupt signal is generated to trigger the overall time period task in the model. The I/O board DS2201 is used to generate this interrupt by writing to the communication command register of the slave-DSP micro-controller. Alternatively, the task signal for the overall time period task can be generated via a software interrupt or a subsystem function-call within the s-function.
Synchronization
An important aspect of the proposed procedure is to test and validate that none of the communication messages in one minimum time period slot are overwritten by the following message in the next minimum time period slot. This risk comes from the fact that two message objects are used to communicate the different sets of variables between the ECU and the RCP system. This is more critical at higher engine speeds because the higher priority event-based tasks increase the load on the processors of the ECU and the RCP system as well as the traffic on the CAN bus. This check can be performed by inspecting the second identifier of the message as received at the RCP system within an overall time period. Non missing identifiers validate the integrity of the ECU:transmit-RCP:receive procedure. In order to validate the integrity of the RCP:transmit-ECU:receive procedure, timestamped write-variables are used. The procedure is demonstrated in Figure 13 . Initially, a time-stamp is captured every overall time period in the RCP system and is transmitted as write-variable to the ECU. At the beginning of the second overall time period, the ECU write-variables are updated. Finally, in the third overall time period, the read-variables are set equal to the write-variables and are transmitted back to the ECU. Thus, the time delay between sending the time stamp and receiving it back should range from two overall time periods plus one minimum time period to three overall time periods. Figure 14 shows the results obtained at 3684 rpm and 2 kHz sampling frequency.
Neither of the second identifier of the message nor the injector number identifier are missing, as shown in Figure 14 
Delays
In order to demonstrate the influence of the introduced time delays in an RCP system, an idle speed controller (PI) is implemented in a setup which allows switching between the two CAN-based approaches presented in Section 3. The set-point for idle speed is changed between 800 and 1000 rpm. The performance of the controller is evaluated when switching from one mode to the second and the controller gains are fixed. The overshoot in engine speed is higher for mode I as compared to mode II, as shown in Figure 15 . As expected, the increased time delay (when operating in mode I), results in a decrease in the phase margin of the closed loop transfer function and thus lower damping characteristics.
Standardization
The growing complexity of the automotive electronic system configurations has motivated several European manufactures to adopt standard protocols to ensure the compatibility of all equipment to do measurement, calibration, and diagnostics. A part of these growing standards is the CAN Calibration Protocol (CCP) which was originally introduced by Ingenieurobüro Helmut Kleinknecht, a manufacturer of calibration systems, and adopted by a consortium of European manufacturers as a part of the Arbeitkreis zur Standarisierung von Applikationssystemen (ASAP) standards. Although the general aim of these standards is to guarantee the compatibility and hence the interchangeability of the different subsystems during the development phase, they mainly focused on the calibration phase and clearly fail to address the requirements for rapid control prototyping.
One can regard RCP as a part of the calibration procedure with more restrictive requirements on the synchronization and time delays, as explained earlier in this paper. A natural step towards standardizing the previously outlined CAN-based RCP mechanism is to modify the CCP standard in order to satisfy the RCP requirements. Some of the proposed modifications are described below. Since these proposed modifications are specific to the CCP standard, the reader is referred to reference [6] for a detailed description of the CCP protocol.
As in the original CCP, the RCP system (replacing the calibration tool) is the master and the ECU is the slave. In general, the communication mechanism between the RCP system and the ECU should perform the following functionalities:
1. Uploading of a set of read variables from the ECU to the RCP system 2. Downloading of a set of write variables from the RCP system to the ECU 3. Perform the above functionalities every overall time period and/or every power stroke
The overall time period is defined for the time driven tasks required to handle the air and the fuel paths. The function that handles this periodic ECU-RCP-ECU communication shall be executed at the very beginning or at the very end of this overall time period. The current modification is restricted to the time driven tasks and will be latter extended to cover the event-based tasks.
The proposed mechanism shall make use of Data Acquisition (DAQ) Object Descriptor Tables (ODT) built by the master (RCP system) in the initialization step and subsequently used to establish the periodic communication of the read and write variables between the ECU and the RCP system. The functionalities in the original CCP are capable of handling the periodic transfer of read variables from the ECU to the RCP system. The CCP needs to be modified in order to handle the transfer of write variables from the RCP system to the ECU. This is mainly because the original CCP does not provide for a functionality that will allow overwrite of non-contiguous memory locations in the ECU. For example, one has to use SET_MTA (set memory address) followed by DOWNLOAD command (n) times to download (n) two byte write variables, which are stored at several memory addresses. In order to avoid such an unnecessary traffic on the CAN bus, the proposed mechanism makes use of DAQ-ODTs not only for the acquisition of read variables from the ECU but also for the download of write variables from the RCP system to the ECU.
A realization of the proposed transfer mechanism can be given as follows:
1. In the initialization step, the RCP system will build up DAQ-ODTs for read variables with Packet IDs (PId) range from 0x00 to 0x80 and DAQ-ODTs for write variables with PId range from 0x81 to 0xAF. Note that for Command Receive Objects (CRO), the command Code range is from 0x00 to 0x23 i.e.PIds for write ODTs should be greater than 0x23 which is satisfied by the proposed range.
2. The CRO with command codes greater than 0x81 are sent from the RCP system to the ECU where they are interpreted as DWN_LD_ODT (Down Load ODT) command with the command code field containing the appropriate PId.
3. It is assumed that the read and write ODTs are paired in the sense that one communication loop starts on the ECU side by sending the read variable ODT which triggers a write variable ODT when received by the RCP system and thus ending the communication loop. This communication loop is repeated for the next read/write ODTs until the end of the DAQ list is reached.
Conclusion
A data transfer mechanism to establish the communication between the ECU and RCP has been proposed and validated through actual engine testing. The transfer mechanism is based on a CAN and makes use of only two message objects to establish communication. The transfer mechanism guarantees the synchronization of the main time driven tasks running on the ECU and the RCP processors. The worst case time delay for the proposed mechanism is two overall time periods larger than the case for an implementation which makes use of a DPRAM. However, this delay can be reduced to two minimum time periods if the communication makes use of the specific structure of the original control algorithm.
The standardization of the proposed RCP transfer mechanism can be achieved when adopting the CCP standard which is modified to guarantee communication synchronization as well as minimization of transfer time delays.
