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MAXIMALITE´ DES VARIE´TE´S TORIQUES DE
DIMENSION 4
par
Alexandre Sine
Re´sume´. — Une varie´te´ alge´brique complexe de´finie sur les re´els est dite maximale
si la somme de ses nombres de Betti pour l’homologie de Borel Moore a` coefficients
dans Z2Z est e´gale a` la somme de nombres de Betti de sa partie re´elle. On montrera
dans cet article que les varie´te´s toriques de dimension 4 sont maximales.
Mots-cle´s : varie´te´ torique re´elle, homologie, maximalite´
Abstract. — A complex algebraic variety defined over the reals is maximal when
the sum of its Betti numbers for Borel Moore homology with Z2Z coefficients coincides
with the sum of the Betti numbers of its real part. We will show in this paper that
toric varieties of dimension 4 are maximal.
Index words : real toric variety, homology, maximality
1. Introduction
Dans cet article, on va s’inte´resser a` la question suivante :
Est ce que les varie´te´s toriques sont maximales ?
Ici, une varie´te´ alge´brique complexe X := X(C) de´finie sur R est maximale lorsque,
pour l’homologie de Borel Moore a` coefficients dans Z
2Z , la somme de ses nombres
de Betti co¨ıncide avec la somme correspondante pour sa partie re´elle, X(R). Ce qui
peut eˆtre re´sume´ par l’e´galite´ :∑
i
dim HBMi (X(R),
Z
2Z
) =
∑
i
dim HBMi (X(C),
Z
2Z
)
Dans [2] (page 11), les 4 auteurs ont prouve´ que ce re´sultat est vrai jusqu’en
dimension 3. Ceci fuˆt obtenu en construisant une suite spectrale G∗pq(X(R)) conver-
geant vers HBM∗ (X(R), Z2Z), en la comparant a` une autre suite spectrale E
∗
pq(X(C))
convergeant, elle, vers HBM∗ (X(C), Z2Z) et en utilisant l’ine´galite´ de Thom-Smith :∑
i
dim HBMi (X(R),
Z
2Z
) ≤
∑
i
dim HBMi (X(C),
Z
2Z
)
Le point cle´ e´tant la de´ge´ne´rescence a` l’ordre 1 de la suite spectrale G∗pq(X(R))
(ie : G∞pq(X(R)) = G1pq(X(R))).
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Dans [5], V.Hower a montre´ que cette suite de´ge´ne`re a` l’ordre 1 lorsque X est une
varie´te´ torique projective dont le polytope ∆ lui e´tant associe´ ve´rifie :
– ∆ est re´flexif.
– L’e´ventail normal du polytope dual de ∆ est re´gulier modulo 2.
Dans [6], elle a donne´ un exemple de varie´te´ torique de dimension 6 n’e´tant pas
maximal. Cependant, ce contre-exemple fut obtenu de manie`re purement calcula-
toire et ne donne pas beaucoup d’indications sur le proble`me. La question de la
dimension 5 reste toutefois ouverte (le cas des varie´te´s toriques affines simpliciales
de dimension 5 a e´te´ re´solu dans [9]). On montrera dans ce texte que la re´ponse est
encore affirmative pour les varie´te´s toriques de dimension 4.
On supposera fixe´, pour toute la suite, N ' Zn un re´seau de dimension n
(dans la dernie`re section, ce re´seau sera de dimension 4) et ∆ un e´ventail de N ⊗Q.
Introduisons maintenant les notations qui seront utilise´es ici. On notera X∆(C)
l’ensemble des points complexes ferme´s de la varie´te´ torique X∆ associe´e a` l’e´ventail
∆ et X∆(R) sa partie re´elle.
On de´signera par V = N ⊗ Z
2Z =
N
2N
la re´duction modulo 2 du re´seau N et pour
p ∈ N, ∆(p) de´signera le p−squelette de ∆. Explicitement :
∆(p) =
⋃
σ∈∆,dim(σ)=n−p
σ
E´tant donne´ un coˆne σ de ∆, on notera [σ]2 ⊂ V la re´duction modulo 2 du sous
re´seau engendre´ par σ dans N . C’est a` dire :
[σ]2 = (V ectQ(σ) ∩N)⊗ Z
2Z
Si τ et σ sont 2 coˆnes de ∆, on notera pτ,σ :
V
[τ ]2
→ V
[σ]2
la projection naturelle
et piτ,σ : H0(
V
[τ ]2
)→ H0( V
[σ]2
) l’application induite par pτ,σ.
2. Les suites spectrales re´elles et complexes
L’homologie de Borel Moore a` coefficients dans Z
2Z de la varie´te´ torique re´elle
X∆(R) est donne´e par le complexe A∗(∆) (cf [2] pour les de´tails) ou` :
– Pour σ ∈ ∆, on pose Aσ = H0( V
[σ]2
).
– Pour 0 ≤ p ≤ n, on pose Ap(∆) =
⊕
σ∈∆(n−p) Aσ.
La diffe´rentielle ∂p : Ap(∆) → Ap−1(∆) est donne´e par la somme directe sur τ ∈
∆(n− p− 1) des applications :∑
σ>τ,dim(σ)=n−p
piτ,σ : H0(
V
[τ ]2
)→
⊕
σ>τ,dim(σ)=n−p
H0(
V
[σ]2
)
Ce complexe correspond au complexe cellulaire obtenu par la de´composition en
orbite de X∆(R). Chaque orbite de dimension p, 0 ≤ p ≤ n, e´tant isomorphe a`
(R∗)p, est une re´union disjointe de 2p quadrants de la forme Rp≤0 et ces derniers,
tous home´omorphes a` Rp, constituent les p−cellules de la de´composition cellulaire.
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En ce qui concerne la varie´te´ torique complexe X∆(C), la filtration donne´e
par
∅ ⊂ X0 ⊂ X1 ⊂ . . . ⊂ Xn = X∆(C)
ou` pour 0 ≤ p ≤ n,Xp = X∆(n − p) est la re´union des orbites de X∆(C) dont les
dimensions sont infe´rieures ou` e´gales a` p donne naissance a` une suite spectrale :
Elpq(X∆(C))⇒ Hp+q(X∆(C))
convergeant vers l’homologie de Borel Moore de X∆(C).
Dans [8], A.Jordan montre que le terme E1pq(X∆(C)) est donne´ par :
E1pq(X∆(C)) '
⊕
σ∈∆(n−p)
∧q V
[σ]2
et que via ces identifications, la diffe´rentielle d’ordre 1 de E1pq(X∆(C)),
d1pq : E
1
pq(X∆(C))→ E1p−1q(X∆(C)) est donne´e par la somme directe sur ∆(n−p−1)
des applications :
∑
σ>τ,dim(σ)=n−p
∧q
pτ,σ :
∧q V
[τ ]2
→
⊕
σ>τ,dim(σ)=n−p
∧q V
[σ]2
)
Il est possible de de´finir une filtration F∗ (cf [2] pour les de´tails) sur le complexe
A∗(X∆(R)) de tel sorte que le terme G˜0pq(X∆(R)) de la suite spectrale G˜lpq(X∆(R))
associe´e a` cette filtration soit isomorphe au terme E1p+q,−p(X∆(C)). De plus, si
l’on de´signe par ∂˜0pq : G˜
0
pq(X∆(R)) → G˜0pq−1(X∆(R)) les diffe´rentielles du terme
G˜0pq(X∆(R)), alors le diagramme suivant commute :
E1p+q,−p(X(C))
d1p+q,−p

∼ // G˜0pq(X)
e∂0pq

E1p+q−1,−p(X(C))
∼ // G˜0p,q−1(X)
Ainsi, pour p, q ∈ Z, on obtient un isomorphisme :
G˜1pq(X∆(R)) ' E2p+q,−p(X∆(C))
On posse`de ainsi un moyen de comparer
∑
p∈N bi(X∆(R)) et
∑
p∈N bi(X∆(C)).
Proposition 2.1. — Si la suite spectrale G˜lpq(X∆(R)) de´ge´ne`re a` l’ordre 1 (ie :
G˜∞pq(X∆(R)) = G˜1pq(X∆(R))), Alors la suite spectrale Elpq(X∆(C)) de´ge´ne`re a` l’ordre
2 et on a en particulier : ∑
p∈N
bi(X∆(R)) =
∑
p∈N
bi(X∆(C))
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De´monstration:
D’apre`s l’ine´galite´ de Thom-Smith, on a :∑
p∈N
bi(X∆(R)) ≤
∑
p∈N
bi(X∆(C))
Si G˜lpq(X∆(R)) de´ge´ne`re a` l’ordre 1, on a :∑
p∈N
bi(X∆(R)) =
∑
p,q
dim(G˜1pq(X∆(R)))
Comme
∑
p∈N bi(X∆(C)) =
∑
p,q dim(E
∞
pq (X∆(C))), on obtient donc :∑
p,q
dim(E2pq(X∆(C))) ≤
∑
p,q
dim(E∞pq (X∆(C))) 
Il est montre´ dans [2] que la suite spectrale G˜lpq(X∆(R)) de´ge´ne`re a` l’ordre 1 si
X∆(R) est de dimension infe´rieure ou` e´gale a` 3 et dans [7], que c’est encore le cas
si X∆(R) est compacte a` singularite´s isole´es (en adaptant les re´sultats de [1]).
On montrera dans la deuxie`me partie que c’est encore le cas lorsque X∆(R) est de
dimension 4.
Comme les notations qui seront utilise´es par la suite diffe`rent de celles choisies
dans [2], rappelons brie`vement la construction de la filtration F∗ sur A∗(X∆(R)).
Pour construire la filtration F∗, il suffira de construire une filtration sur cha-
cun des espaces H0(
V
[σ]2
) pour σ ∈ ∆.
Soit σ ∈ ∆(n − p). Il est possible de munir H0( V
[σ]2
) d’une structure d’alge`bre
par :
× : H0( V
[σ]2
)×H0( V
[σ]2
) → H0( V
[σ]2
)
([v1], [v2]) 7→ [v1 + v2]
De´finition 2.2. — Si H est un sous espace vectoriel de dimension r de
V
[σ]2
, on
de´finit la classe de H note´e [H] dans H0(
V
[σ]2
) par :
[H] =
∑
v∈H
[v]
Si (ei)
r
i=1 est une base de H, on a e´galement :
[H] =
r∏
i=1
([0] + [ei])
Pour 0 ≤ q ≤ p, on pose :
Iq = V ect([H], dim(H) = q)
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Remarque:
I est le noyau du morphisme :
µ : H0(
V
[σ]2
) → Z
2Z∑
i∈I ai[vi] 7→
∑
i∈I ai
En particulier I est un ide´al de H0(
V
[σ]2
) et Iq correspond a` la puissance qie`me de
cet ide´al.
Si H est un sous espace vectoriel de dimension q de
V
[σ]2
, q ∈ N, on notera [H] la
classe de la chaˆıne [H] dans
Iq
Iq+1
H0(
V
[σ]2
).
La loi produit × sur H0( V
[σ]2
) induit une structure d’alge`bre gradue´e sur
Gr∗I (H0(
V
[σ]2
)) de´finie sur les ge´ne´rateurs par :
× : GrpI (H0(
V
[σ]2
))×GrqI(H0(
V
[σ]2
)) → Grp+qI (H0(
V
[σ]2
))
([H], [H ′]) 7→ [H +H ′]
ou` H (resp H ′) est un sous espace vectoriel de
V
[σ]2
de dimension p (resp q).
Ensuite, il existe un isomorphisme d’alge`bre gradue´e :
ψ∗ :
∧∗ V
[σ]2
→ Gr∗I (H0(
V
[σ]2
)
On peut expliciter cet isomorphisme. Si on se donne q ∈ N, 1 ≤ q ≤ n, alors ψq est
de´fini sur les ge´ne´rateurs par :
ψq :
∧q V
[σ]2
→ GrqI(H0(
V
[σ]2
))
v1 ∧ . . . ∧ vq 7→ [H] =
∏q
i=1([0] + [vi])
L’inverse de ψq est alors donne´ par :
ψ−1q : Gr
q
I(H0(
V
[σ]2
)) →
∧q V
[σ]2
[H] 7→ v1 ∧ . . . ∧ vq
ou` H est un sous espace vectoriel de
V
[σ]2
de dimension q et (v1, . . . , vq) est une base
de H.
Regardons par exemple ce qui se passe pour q = 1.
Soit v1, v2 ∈ V . Alors :
([0] + [v1]) + ([0] + [v2]) = ([0] + [v1])× ([0] + [v2]) + ([0] + [v1 + v2])
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Ainsi si ([0] + [v1]) de´signe la classe de ([0] + [v1]) dans
I
I2
H0(
V
[σ]2
), ([0] + [v2])
celle de ([0] + [v2]) et ([0] + [v1 + v2]) celle de ([0] + [v1 + v2]), alors :
([0] + [v1]) + ([0] + [v2]) = ([0] + [v1 + v2])
et ainsi :
ψ1(v1) + ψ1(v2) = ψ1(v1 + v2)
Finalement, la filtration F∗ sur le complexe A∗(X∆(R)) est de´finie pour q ≤ 0
par :
Fq(Ap(X∆(R))) =
⊕
σ∈∆(n−p)
I−qH0(
V
[σ]2
)
Dans toute la suite, on conside´rera le re´arrangement Glpq(X∆(R)) de la suite spec-
trale G˜lpq(X∆(R)). Ceci revient a` poser :
Glpq(X∆(R)) = G˜l−q,p+q(X∆(R))
Si l’on utilise cette notation, les diffe´rentielles ∂˜lpq se transforment en :
∂lpq : G
l
pq(X∆(R))→ Glp−1,q+l(X∆(R))
3. E´tude des diffe´rentielles du complexe A∗(X∆(R))
On montrera a` la fin de cette partie que la suite spectrale Glpq(X∆(R)) de´ge´ne`re
a` l’ordre 1 lorsque X∆(R) est une varie´te´ torique re´elle de dimension 4.
3.1. Me´thode. — En ge´ne´ral, pour montrer que la suite spectrale G∗pq(X∆(R))
de´ge´ne`re a` l’ordre 1, on utilisera le proce´de´ suivant :
De´finition 3.1. — On dira que le complexe A∗(X∆(R)) satisfait la proprie´te´ spq
pour 0 ≤ p, q ≤ n si la diffe´rentielle ∂p ve´rifie :
∀c ∈ Iq(Ap(X∆(R))), ∂p(c) ∈ Iq+1Ap−1(X∆(R)), ∃d ∈ Iq+1Ap(X∆(R)), ∂p(c) = ∂p(d)
Pour montrer que A∗(X∆(R)) satisfait la condition spq, on utilisera la proposition
suivante :
Proposition 3.2. — Pour 0 ≤ p, q ≤ n, les 2 conditions suivantes sont e´quiva-
lentes :
(1) Le complexe A∗(X∆(R)) satisfait la condition spq.
(2) Pour toute classe c¯ ∈ G0pq(X∆(R)) =
Iq
Iq+1
Ap(X∆(R)) telle que ∂0pq(c) = 0,
il est possible de trouver c′ ∈ IqAp(X∆(R)) ve´rifiant ∂p(c′) = 0 et c = c′ ∈
G0pq(X∆(R)).
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De´monstration:
Voir [9] ou [3].
Remarque:
le complexe A∗(X∆(R)) satisfait la condition spq si et seulement si toutes les diffe´-
rentielles de la forme ∂rpq : G
r
pq(X∆(R)) → Grp,q+r(X∆(R)) sont nulles pour r ≥ 1.
Ceci revient a` dire que l’on a G1pq(X∆(R)) = G∞pq(X∆(R)).
Corollaire 3.3. — Si pour tout (p, q) ∈ N2, le complexe A∗(X∆(R)) satis-
fait la condition spq, alors la suite spectrale G
∗
pq(X∆(R)) de´ge´ne`re a` l’ordre 1
(G1∗∗(X∆(R)) = G∞∗∗(X∆(R))).
Pour pouvoir appliquer la proposition 3.2 et le corollaire 3.1, on aura besoin de
bien comprendre la relation entre diffe´rentielles de G0pq(X∆(R)) et celles du complexe
A∗(X∆(R)).
3.2. Conditions sp0, p ∈ N, pour le complexe A∗(X∆(R)). — Soit p ∈ N fixe´.
On va montrer que le complexe A∗(X∆(R)) satisfait la condition sp0. En fait ce
re´sultat est de´ja` de´montre´ dans [2] (remarque 7.4) avec une de´monstration un peu
diffe´rente mais la preuve de ce re´sultat que l’on va donner ici constitue un exemple
simple d’application de la me´thode qui sera utilise´e par la suite pour montrer que
A∗(X∆(R)) ve´rifie d’autres conditions spq.
Remarque:
Soit c = (cσ)σ∈∆(n−p) ∈ Ap(X∆(R)). Pour chaque σ ∈ ∆(n − p), il n’y a que 2
possibilite´s pour la classe cσ de cσ dans
Ap(X∆(R))
I
:
– Soit cσ ∈ I et alors cσ = 0.
– Soit cσ /∈ I et alors cσ = [0σ] ou` 0σ est l’e´le´ment neutre de V
[σ]2
(dans ce cas,
[0σ] est l’e´le´ment unite´ de H0(
V
[σ]2
)).
Lemme 3.4. — La condition sp0 est ve´rifie´e par A∗(X∆(R)).
De´monstration:
Soit c = (cσ)σ∈∆(n−p) ∈ Ap(X∆(R)), c /∈ I(Ap(X∆(R)) tel que ∂p(c) ∈ I(Ap−1(X∆(R))).
On note c = (cσ)σ∈∆(n−p) la classe de c dans
Ap(X∆(R))
I
. D’apre`s la remarque pre´-
ce´dente, pour tout σ ∈ ∆(n− p), cσ = σ[0σ] avec σ ∈ Z2Z .
Soient γ ∈ ∆(n− p+ 1), σ ∈ ∆(n− p) tels que γ > σ. Alors piσ,γ([0σ]) = [0γ] vu que
piσ,γ est un morphisme d’anneaux.
Soit γ ∈ ∆(n− p+ 1). On conside`re les applications :
– pγ :
⊕
σ∈∆(n−p)
Aσ(X∆(R))
I
→ Aγ(X∆(R))
I
de´finie par la somme directe sur
{σ ∈ ∆(n− p), γ > σ} des applications pσ,γ.
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– piγ :
⊕
σ∈∆(n−p)
Aσ(X∆(R))→ Aγ(X∆(R)) de´finie par la somme directe sur
{σ ∈ ∆(n− p), γ > σ} des applications piσ,γ.
Avec ces notations, on a :
– pγ = (∂
1
p0)|Aσ
I
– piγ = (∂p)|Aσ
Soit c′ = (c′σ)σ∈∆(n−p) ∈ Ap(X∆(R)) de´fini par c′σ = σ[0σ]. Par construction, on a
donc c = c′ ∈ Ap(X∆(R))
I
.
Comme ∂p(c) ∈ I(Ap(X∆(R))), pγ(c) = 0. En particulier, on doit avoir :∑
σ∈∆(n−p),σ>γ
σ = 0
Mais alors on doit aussi avoir :
piγ(c
′) = 0
En re´sume´, c′ est un cycle et c = c′ donc d’apre`s 3.2, sp0 est ve´rifie´e.
3.3. Conditions snq, q ∈ N, pour le complexe A∗(X∆(R)). — D’apre`s la
proposition 3.2, il suffira a` nouveau, pour 1 ≤ q ≤ n (la condition sn0 est ve´rifie´e
par 3.4), de montrer la proposition suivante : :
Proposition 3.5. — Soit q ∈ N∗ fixe´ et c ∈ IqAn(X∆(R)) telle que ∂0nq(c) = 0
ou` c de´signe la classe de c modulo Iq+1. Alors il existe c′ ∈ IqAn(X∆(R)) telle que
∂p(c
′) = 0 et c = c′ ∈ G0nq(X∆(R)) =
Iq
Iq+1
An(X∆(R)).
Il faut d’abord trouver un moyen naturel de relever un e´le´ment de
Iq
Iq+1
An(X∆(R)) '∧q
V en un e´le´ment de IqAn(X∆(R)). Soit (p, q) ∈ N2 et σ ∈ ∆(p).
En ge´ne´ral, lorsque l’on fixe une base e = (ei)i=1...n−p de
V
[σ]2
, alors cela de´finit
des applications sqσ :
Iq
Iq+1
Aσ → Iq(Aσ), 0 ≤ q ≤ n, de la manie`re suivante :
Si w ∈
∧q V
[σ]2
' I
q
Iq+1
Aσ, on peut de´composer w sous la forme :
w =
∑
I⊂{1...n−p},card(I)=q
IeI
ou` I ⊂ {1 . . . n− p},Card(I) = q et eI =
∧
i∈I ei.
Si [eI ] de´signe la classe fondamentale du sous-espace de dimension q de V en-
gendre´ par les vecteurs ei, i ∈ I dans V (ie : [eI ] =
∑
v∈V ect(ei,i∈I)
[v]), alors on
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pose :
sqσ(w) =
∑
I⊂{1...n−k},card(I)=q
I [eI ]
Remarque:
L’application sqσ est une section de la projection f
q
σ : I
q(Aσ)→ I
q
Iq+1
Aσ (f
q
σ◦sqσ = id).
Par contre, sqσ ◦ f qσ 6= id. Pour le voir, on peut prendre par exemple σ = {0}, q = 2
et n = 3. Soit (ei)i=1...3 une base de V , s
2
{0} :
I2
I3
H0(V ) → I2H0(V ) l’application
de´finie par cette base et f 2{0} : I
2H0(V )→ I
2
I3
H0(V ) la projection. Si c = ([0] + [e1 +
e2])([0] + [e3]) alors :
s2{0} ◦ f 2{0}(c) = s2{0}((e1 + e2) ∧ e3)
= s2{0}(e1 ∧ e3 + e2 ∧ e3)
= ([0] + [e1])([0] + [e3]) + ([0] + [e2])([0] + [e3])
6= c
Remarque:
Lorsque q = 1, il est possible de de´finir une telle application sans fixer au pre´alable
une base de V .
En effet, si v ∈ V
[σ]2
' I
I2
Aσ, il suffit de poser s
1
σ(v) = [0] + [v].
Il faut ensuite s’assurer que la base e que l’on choisi soit bonne. Plus pre´cisemment,
on veut que l’application se ve´rifie la proprie´te´ suivante :
∂0nq(c) = 0 ∈
Iq
Iq+1
An(X∆(R))⇒ ∂n(se(c)) = 0 ∈ IqAn(X∆(R))
On aura besoin pour cela du lemme suivant :
Lemme 3.6. — Soit [H] la classe fondamentale d’un hyperplan de V dans H0(V )
et soit V ′ un sous-espace vectoriel de V .
On conside`re l’application pi : H0(V ) → H0( VV ′ ) induite par la projection naturelle
p : V → V
V ′ de V sur V
′. Alors :
H ∩ V ′ 6= {0} ⇒ pi([H]) = 0
De´monstration:
Supposons que H ∩ V ′ contienne v1 6= 0. On peut comple´ter v1 en une base
(v1, . . . , vm) de H ou` m = dim(H). Alors on a dans H0(V ) :
[H] =
m∏
i=1
([0] + [vi])
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Ainsi :
pi([H]) =
m∏
i=1
(pi([0]) + pi([vi]))
=
m∏
i=1
([0] + [p(vi)])
= ([0] + [0])×
m∏
i=2
([0] + [p(vi)])
= 0 
Toute la difficulte´ sera donc d’exhiber une telle base.
On pose ∆(1) =
⋃m
i=1 τi et pour chaque coˆne τi, on notera vi le ge´ne´rateur
de [τi]2. De´montrons a` pre´sent la proposition 3.5.
De´monstration:
Comme ∂n(c) ∈ Iq+1(An−1(∆)), on doit avoir :
∂0nq : G
0
nq(X∆(R)) '
∧q V → G0n−1,q(X∆(R)) '⊕ri=1∧q V[τi]2
c 7→ 0
On peut supposer que v1, . . . , vr est une base de Vect(vi, i = 1, . . . ,m).
Il y a deux cas :
* Si r > q, alors ∂0nq est injective. Ainsi c = 0 et c ∈ Iq+1. On peut donc choisir
c′ = 0.
* Si r ≤ q, on choisit une base e = (e1, . . . , en) de V telle que ei = vi pour
i = 1, . . . , r.
On peut alors e´crire c dans cette base sous la forme :
c =
∑
I
IeI
Comme ∂0nq(c) = 0, chacun des termes eI doit ve´rifier :
I 6= 0⇒ {1, . . . , r} ⊂ I
Maintenant qu’une base de V est fixe´e, on dispose de l’application se qui lui
est associe´e. On pose c′ = se(c) ∈ Iq(An(∆)).
Si c′ ∈ G0nq de´signe la classe de c′ modulo Iq+1, on a ainsi :
c = c′
Il reste a` montrer que ∂n(c
′) = 0. Or pour i = 1, . . . ,m et I ⊂ {1, . . . ,m},
Card(I) = q, ve´rifiant I 6= 0, le sous-espace Vect(ej, j ∈ I) contient vi.
Ainsi d’apre`s le lemme 3.6, on a pour i = 1, . . . ,m :
pii : H0(V ) → H0( V[τi]2 )
[eI ] 7→ 0
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Alors on a :
pii(c
′) = pi(
∑
I
I [eI ])
=
∑
I
Ipii([eI ])
= 0
Ainsi ∂n(c
′) = 0 et c′ convient. 
3.4. Condition sn−1,1 pour le complexe A∗(X∆(R)). — Toujours d’apre`s 3.2,
il faudra montrer la proposition suivante :
Proposition 3.7. — Soit c ∈ IAn−1(X∆(R)) telle que ∂0n−1,1(c) = 0 ou` c de´signe
la classe de c modulo I2. Alors il existe c′ ∈ I2An−1(X∆(R)) telle que ∂p(c′) = 0 et
c = c′ ∈ G0n−1,1(X∆(R)) =
I
I2
An(X∆(R))
Rappelons que la diffe´rentielle a` laquelle on s’inte´resse est :
∂0n−1,1 : G
0
n−1,1(X∆(R)) '
⊕
τ∈∆(1)
V
[τ ]2
→ G0n−2,1(X∆(R)) '
⊕
σ∈∆(2)
V
[σ]2
De´monstration:
Soit ∆(1) =
⋃m
i=1 τi. Pour 1 ≤ i ≤ m, on notera ρi ∈ N le vecteur primitif
engendrant le coˆne τi et vi ∈ V = N
2N
de´signera sa classe modulo 2.
E´tant donne´ σ ∈ ∆(2), il existe 1 ≤ i < j ≤ m tels que σ soit engendre´ par
ρi et ρj. On pose alors σ = σij.
Soit c ∈ I(An−1(X∆(R))) telle que ∂n−1(c) ∈ I
I2
An−2(X∆(R)). On pose c = (ci)i=1...m
et on de´signe par ci ∈ V
[τi]2
la classe de ci modulo I
2.
Pour chaque i = 1 . . .m, on de´signe par si l’application de´finie par :
si :
V
[τi]2
→ I(H0( V
[τi]2
))
v 7→ [0] + [v]
et l’on note c′i = si(ci).
On obtient ainsi une nouvelle chaˆıne c′ ∈ An−1(X∆(R)) qui ve´rifie :
– c′ ∈ I(An−1(X∆(R))).
– c = c′ modulo I2 si (c′) de´signe la classe de c′ modulo I2.
Il reste a` ve´rifier que c′ ve´rifie ∂n−1(c′) = 0. Soit b = ∂n−1(c′). On pose b =
(bσ)σ∈∆(2).
E´tant donne´ σij ∈ ∆(2), on notera :
– pij :
V
[τi]2
→ V
[σij]2
la projection naturelle.
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– piij : H0(
V
[τi]2
)→ H0( V
[σij]2
) l’application induite par pij.
Soit σ = σij ∈ ∆(2). On a :
bσij = piij(c
′
i) + piji(c
′
j)
= piij([0] + [ci]) + piji([0] + [cj])
= [0] + [pij(ci)] + [0] + [pji(cj)]
Comme ∂n−1(c) ∈ I2, on doit avoir pij(ci)+pji(cj) = 0 donc bσij = 0 et finalement,
on obtient bien b = 0.
3.5. Maximalite´ des varie´te´s toriques de dimension 4. —
The´ore`me 3.8. — Soit X une varie´te´ torique de dimension 4. Alors la suite spec-
trale Glpq(X∆(R)) associe´e a` X de´ge´ne`re a` l’ordre 1.
De´monstration:
D’apre`s 3.4, les conditions s00, s10, s20, s30 et s40 sont ve´rifie´es par A∗(X∆(R)). la
proposition 3.5 permet de voir que les conditions s41, s42, s43, s44 le sont e´galement.
Ensuite, la proposition 3.7 donne la condition s31. Finalement, les autres conditions
spq e´tant trivialement ve´rifie´es lorsque n = 4, toutes les diffe´rentielles ∂
∗
pq de la suite
spectrale G∗pq(X∆(R)) de degre´ supe´rieur a` 1 sont nulles. Ainsi, G∗pq(X∆(R)) de´ge´ne`re
a` l’ordre 1 et d’apre`s 2.1, X∆(C) est maximale.
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