In this paper we describe the Jordan-Hölder series of the standard modules over the rational Cherednik algebras associated with the dihedral group. In particular, we compute the characters of the irreducible representations from the category O and classify the finite dimensional representations.
Introduction
The rational Cherednik algebra H k (W ) for a complex reflection group W arises from the study of Dunkl operators ( [Du] , [DO] ), and is an important special case of symplectic reflection algebras ( [EG] ).
In the recent years, a number of authors studied representations of H k (W ) (see e.g. [GGOR, BEG, BEG1, DO, De, Go] ). Specifically, the paper [GGOR] defines the category O for H k (W ), and shows that its basic structure is quite similar to the structure of the category O for a simple Lie algebra, studied by Bernstein, I. Gelfand and S. Gelfand. In particular, the main problem about this category is to find the characters of the irreducible modules in O and their multiplicities in standard modules.
Although many partial results are available, this problem remains open in all interesting situations. The goal of this paper is to solve this problem for dihedral groups, which is the simplest nontrivial case. We describe the structure of the standard modules over rational Cherednik algebras corresponding to the dihedral group I 2 (d). The structure depends on the parity of d.
When d is odd the Cherednik algebra depends on one complex parameter. For general value of the parameter, all the standard modules are irreducible. The set of exceptional values consists of a finite number of arithmetic progressions of rational numbers, each with the common difference 1. For these values, the standard modules have length at most 2, and at least one of them is reducible. The category O is not semisimple in this case. This classification is given in theorems 3.1.1 and 3.1.2.
The case of even d is more complicated since the Cherednik algebra depends on two complex parameters. If the values of the parameters do not belong to four exceptional families of lines, all the standard modules are irreducible. For generic points of the exceptional lines the maximal length of standard modules is 2 and at least one is reducible. The category O for these values of parameters is not semisimple. At the points of intersection of the lines in these families, the structure of the standard modules might be complicated, and the length might reach 4. For some of the intersection points even the category of the finite dimensional modules is not semisimple. This case is described in theorems 3.2.2 and 3.2.3.
Preliminaries
2.1. Let W be a finite real reflection group, h R be its reflection representation, and h be the complexification of this representation. Fix a non-degenerate W -invariant scalar product (−, −) on h. Denote by the same sign the induced scalar product on h * . Let S ⊂ W be the set of all reflections s ∈ W . To each reflection s ∈ S we associate its fixed hyperplane H s , a nonzero linear function α s ∈ h * which vanishes on H s , and the element α ∨ s = 2(αs,−) (αs,αs) ∈ h. In other words, to each s we associate the corresponding positive root α s and coroot α ∨ s . Let us fix a W -invariant function k : S → C, where W acts on S via conjugation.
Definition 2.1.1. The rational Cherednik algebra H k (W ) is an associative algebra generated by all elements of W , h * , and h with the following defining relations:
where x, x ′ ∈ h * , y, y ′ ∈ h and w ∈ W (see also [EG] As a vector space, M k (V ) is naturally identified with C[h] ⊗ V . Hence the usual grading on C[h] induces a grading on M k (V ).
The standard module M k (V ) has a unique simple quotient L k (V ) (see [DO] ). An important special case of standard modules is M k (triv), which is also called the polynomial representation of H k (W ). The space of this representation is C[h]. An element w ∈ W acts on C[h] in the natural way, x ∈ h acts by left multiplication, and the action of y ∈ h is given by the Dunkl operator
In particular, the singular vectors in M k (triv) are exactly those annihilated by all Dunkl operators.
2.3. Every rational Cherednik algebra contains a canonically defined sl 2 -triple: For M ∈ O, let M = ⊕ a M a be its h-weight decomposition.
Definition 2.3.3. The character of M is a formal power series in t given by
where g ∈ W , and Tr Ma (g) is the trace of g-action on M a .
The character of the standard module M k (V ) is given by [BEG] , formula (1.5)).
Remark 2.3.4. For any character ε : W → C * there is a symmetry between H k (W ) and H εk (W ). Namely, there exists an isomorphism H k (W ) ∼ → H εk (W ), which acts identically on h and h * , and sends w ∈ W to ε(w)w. This isomorphism induces an equivalence of categories of representations of these algebras. Under this equivalence, M k (V ) goes to M εk (ε ⊗ V ).
Results
The group I 2 (d) acts via reflections on h R ≃ C. The subset S ⊂ W of reflections consists of elements s j : z → ω jz , where ω = e 2πi/d and 1 j d.
3.1. The case d = 2m + 1. All the reflections in S are conjugate, and an I 2 (m)invariant function k : S → C is a constant function k = c ∈ C. Denote by H c the corresponding rational Cherednik algebra H k (W ).
The irreducible representations of I 2 (d) are: the trivial representation triv, the sign representation sgn, and two-dimensional representations τ l , where 1 l m. The representations τ l are realized on the span of {z l ,z l }.
In what follows, we denote the product dc by r.
Theorem 3.1.1. The structure of M c (triv) for different values of c is described in the table below.
Values of c Structure of the standard module
Character of the irreducible quotient
The description of the M c (sgn) follows from theorem 3.1.1 by symmetry (Remark 2.3.4).
Theorem 3.1.2. Fix 1 l m. The structure of M c (τ l ) for different values of c is described in the following table.
Values of c
Structure of the standard module Character of the irreducible quotient
Remark 3.1.3. All the standard modules over H c are of length either 1 or 2.
3.2. The case d = 2m. There are two conjugacy classes of reflections: {s 2i } 1 i m and {s 2i−1 } 1 i m . Hence a W -invariant function k : S → C is a pair (k 1 , k 2 ), where k 1 = k(s 2i+1 ) and k 2 = k(s 2i ). Let H k1,k2 denote the corresponding rational Cherednik algebra H k (W ). The group I 2 (d) has four irreducible one-dimensional representations: triv, sgn, ε 1 , ε 2 = ε 1 ⊗ sgn, and (m − 1) two-dimensional representations τ l , 1 l < m. The representation ε 1 is defined by
and τ l 's are realized on span{z l ,z l }.
Remark 3.2.1. Note that sgn ⊗ τ l = τ l and ε i ⊗ τ l = τ m−l for i = 1, 2.
The structure of the standard H k1,k2 -modules depends on the location of the point (k 1 , k 2 ) with respect to certain exceptional lines on the complex plane of parameters (k 1 , k 2 ). We distinguish the four families E + r , E − r , L 1 i , L 2 i of parallel exceptional lines:
• for every integer r, non divisible by m, let
By symmetry reasons, in order to describe the standard modules induced from one-dimensional representations, it is enough to describe M k1,k2 (triv).
Theorem 3.2.2. Depending on the location of the point (k 1 , k 2 ), there are following seven cases for the standard module M k1,k2 (triv).
(i) (k 1 , k 2 ) ∈ E + r for some r > 0, and (k 1 , k 2 ) / ∈ L 1 i , L 2 i for all i > 0. In this case determine an integer l in the range 1 l < m from the congruence r ≡ ±l (mod 2m). Then M k1,k2 (triv) contains a submodule isomorphic to L k1,k2 (τ l ). The quotient is irreducible and has the character
In particular, its dimension is r 2 .
The quotient is irreducible and infinite dimensional. The character is given by the formula
Determine an integer l from the same conditions r ≡ ±l (mod 2m) and 1 l < m. We have the following inclusions of the submodules
In both cases the character of L k1,k2 (triv) is given by the formula
In particular, its dimension is equal to 4m 2 k 1 k 2 .
Again, let l be an integer, satisfying the conditions r ≡ ±l (mod 2m) and 1 l < m. Then M k1,k2 (triv) contains a submodule isomorphic to L k1,k2 (ε 2 ) (resp. L k1,k2 (ε 1 )). The quotient Q k1,k2 = M k1,k2 (triv)/L k1,k2 (ε 2 ) (resp. Q k1,k2 = M k1,k2 (triv)/L k1,k2 (ε 1 )) contains a submodule P k1,k2 isomorphic to L k1,k2 (τ l ). The quotient Q k1,k2 /P k1,k2 is irreducible and has the character
In particular, it has dimension 4m 2 k 1 k 2 .
(vii) For all other values of (k 1 , k 2 ) the module M k1,k2 (triv) is irreducible and has the character
The structure of the standard modules, induced from the two-dimensional representations τ l of the group W = I 2 (d) is described by the following theorem.
Theorem 3.2.3. Fix 1 l < m and consider the two-dimensional representation τ l of I 2 (d). Then, depending on the location of the point (k 1 , k 2 ), there are following four cases for the standard module M k1,k2 (τ l ).
The module M k1,k2 (τ l ) contains a submodule I k1,k2 generated by one vector of degree |r|.
If
For r < 0, the character can be easily obtained using symmetry arguments.
The module M k1,k2 (τ l ) contains a submodule I k1,k2 generated by one vector of degree |r ′ |.
For r ′ < 0, the character can be easily obtained using symmetry arguments.
. The module M k1,k2 (τ l ) contains two submodules: I k1,k2 and I k1,k2 . If min{|k 1 |, |k 2 |} ∈ Z + 1/2, then one of these submodules contains another one; otherwise they intersect by 0. The quotient of M k1,k2 (τ l ) by those two submodules is irreducible in both cases. If r, r ′ > 0, then the character is
in the first case, and
in the second case. For other combinations of signs of r and r ′ , the characters can be easily obtained using symmetry arguments.
(iv) For all other values of (k 1 , k 2 ) the module M k1,k2 (τ l ) is irreducible and has the character
.
Examples.
In order to illustrate the Theorems 3.2.2 and 3.2.3, let us look at W = I 2 (8). The Theorem 3.2.2 gives us the following picture for M k1,k2 (triv) in (k 1 , k 2 )-plane. Notations:
-M k1,k2 (triv) contains M k1,k2 (ε 1 ) and M k1,k2 (ε 2 ), quotient is finite dimensional.
For all the points outside the indicated lines, M k1,k2 (triv) is irreducible. Using this information and the symmetry arguments, one can find all the values of (k 1 , k 2 ), for which there exist finite dimensional representation of H k1,k2 : The following table lists the finite dimensional irreducible representations for k 1 , k 2 > 0.
Values of parameters
Finite dimensional irreducible modules
Isolated points on the picture above L k1,k2 (triv) 64k 1 k 2 Remark 4.0.4. If (k 1 , k 2 ) lies on one of the exceptional lines, the category O is not semisimple. If (k 1 , k 2 ) is one of the points denoted by ⊙ in the picture above, the category of finite dimensional H k1,k2 -modules is not semisimple. For example, in the case of k 1 > k 2 > 0 Ext 1 (L k1,k2 (triv), L k1,k2 (ε 1 )) = 0.
Applying the theorem 3.2.3 to M k1,k2 (τ 1 ), we will get the following picture: Notations:
As before, for all the points outside the indicated lines, M k1,k2 (τ 1 ) is irreducible.
Preparations for the proofs.
In this section we collect known results, which we need for the proofs.
5.1. The Knizhnik-Zamolodchikov functor. We will briefly remind the construction of the KZ-functor which, maps certain modules over the Cherednik algebra to modules over the Artin braid group. A more detailed discussion on this subject can be found in [BEG1] , [GGOR] and [BMR] . 5.1.1. Hecke algebras and the Knizhnik-Zamolodchikov functor. Let us first recall the definition of Hecke algebras associated to a reflection group W .
Let
Definition 5.1.1. The Artin braid group associated to W is B W = π 1 (h reg /W, x 0 ).
One can describe B W using generators and relations as follows (see [Br] ). Fix a chamber C in h, and let Σ be the set of reflections with respect to the walls of this chamber. The generators T s are numbered by element s ∈ Σ. An element T s corresponds to the monodromy around the wall of C, fixed by s. The relations are
where m(s, t) is the order of the element st.
Let {q s } s∈Σ be the set of parameters such that q s = q t if s and t are conjugated to each other. This module has a natural action of H k loc .
The polynomial representation (see section 2.2) gives an injective homomorphism H k ֒→ W ⋉D(h reg ), which extends to an isomorphism H k loc ∼ → W ⋉D(h reg ). Hence the module M loc has a structure of W ⋉ D(h reg )-module, and therefore, a structure of W -equivariant D-module on h reg .
Since M is finitely generated over C[h], the module M loc is a vector bundle over h reg . This vector bundle is equipped with a connection ∇, coming from the Dmodule structure. The horizontal sections of this connection define a monodromy representation
where N is the rank of M loc . 2 Hence, in order to describe the structure of standard modules, it is important to study U .
Denote by U ′ ⊂ U the space of all singular vectors of positive degree. For the polynomial representation, this space was studied by C. Dunkl, E. Opdam and M.F.E. de Jeu.
Theorem 5.2.2. (see [DJO] ) Consider the Cherednik algebra H c (I 2 (d)), where d = 2m + 1.
(1) Let c = n ± l/d > 0, where n and l are integers and 1 l m. Then U ′ ⊂ M c (triv) is isomorphic to τ l as a representation of W . This space sits in degree dn + l. It is spanned by
and its conjugate. Theorem 5.2.3. (see [DJO] ) Consider the Cherednik algebra H k1,k2 (I 2 (2m) ). The space U ′ is nonzero only in the following cases.
(1) If (k 1 , k 2 ) ∈ E + r for some 0 < r ≡ ±l (mod 2m) where 1 l < m, then U ′ ⊂ M k1,k2 (triv) contains a W -subrepresentation isomorphic to τ l and consisting of vectors of degree r.
(2) If (k 1 , k 2 ) ∈ L 1 i for some i 0, then U ′ ⊂ M k1,k2 (triv) contains a Wsubrepresentation, isomorphic to ε 2 and spanned by the singular vector k2 (triv) contains a Wsubrepresentation isomorphic to ε 1 and spanned by the singular vector
Note that if (k 1 , k 2 ) belongs to the intersection of E + r with some of the lines L 1 i (resp. L 2 i ), then U ′ is the direct sum of two irreducible representations of W , which are described in the cases (1) and (2) (resp. (3)). The intersection of lines L 1 i and L 2 i ′ is described separately in the case (4), because an additional singular vector appears.
5.3.
The lowest h-weights of standard modules. Let V ⊂ U ⊂ M be an irreducible W -subrepresentation, consisting of singular vectors. Then V is contained in the generalized eigenspace of h with eigenvalue h 0 (V ). Indeed, the ideal generated by V is an H k (W )-module of lowest weight V . Hence, the smallest eigenvalue of h on this module is h 0 (V ), and it is achieved on the generating vectors, i.e. on V .
The knowledge of the spectrum of h will help us to understand U as a representation of W .
Proposition 5.3.1.
(1) Let d = 2m + 1. The lowest weights of standard H cmodules are given in the table below:
The lowest weights of standard H k1,k2 -modules are given in the table below:
Proof. The proposition follows from the formula for h 0 (V ) (see section 2.3). 
In particular, the dimension of Q k is r d . .
Proofs
Remark 6.0.2. In all the classification theorem the character formulas follow easily from the structure of standard modules, since we know the characters of the last ones.
6.1. Case of d = 2m + 1.
Proof of theorem 3.1.2. Let us describe the W -action on the set U ′ of singular vectors of positive degree. Claim 1. There are no two-dimensional irreducible subrepresentations in U ′ . By proposition 5.3.1, h acts by 1 on all irreducible two-dimensional representations of W consisting of singular vectors. However, the space on which h acts by 1, is exactly the space of vectors of degree 0, which does not intersect U ′ .
Claim 2. For c = n ± l/d there are no one-dimensional representations in U ′ . By symmetry reasons (see remark 2.3.4), it is enough to prove that U ′ does not contain the sign representation.
Suppose U ′ contains a W -representation isomorphic to sgn. This representation generates an H c -submodule isomorphic to M c (sgn) in M c (τ l ). Therefore Let us compute the dimension of Hom H-mod (KZ(M c (sgn)), KZ(M c (τ l ))).
Recall that in case of W = I 2 (d) the Hecke algebra H(q) is generated by two elements T 1 and T 2 with relations
In order for theorems 5.1.5 and 5.1.6 to hold, we need q = e 2πic .
Representation KZ(M c (τ l )) of H(q) corresponds to τ l via Tits' Deformation Theorem and is given explicitly by:
where c l c ′ l = q(2 + ω l + ω −l ) (see [GP] , p. 268). Representation KZ(M c (sgn)) is given explicitly by T 1 → −1 and T 2 → −1.
An easy computation shows that (4) dim Hom H (KZ(M c (sgn)), KZ(M c (τ l ))) = 1 if q = ω ±l , 0 otherwise.
Hence, Hom Hc (M c (sgn), M c (τ l )) = 0 for e 2πic = ω ±l , i.e. c = n ± l/d. This contradicts to (2), and hence U ′ does not contain subrepresentations isomorphic to sgn. Claim 2 is proved.
From Claims 1 and 2 it follows that U ′ = 0 for r ≡ ±l (mod d). Thus, U is the space of all vectors of degree 0 in M c (τ l ). It is isomorphic to τ l as a representation of W , and spans M c (τ l ). By proposition 5.2.1, M c (τ l ) is irreducible for these values of c. Hence, the last row of the table is proved.
Claim 3. If 0 < c = n±l/d for some n ∈ Z, then U ′ ≃ sgn as a W -representation. The H c (W )-submodule I, spanned by U ′ , and the quotient M c (τ l )/I are both irreducible.
By claim 1, U ′ does not contain two-dimensional representations of W . By proposition 5.3.1, for c > 0 it does not contain the trivial representation either. Hence, U ′ is either 0 or several copies of sgn.
On the one hand, the multiplicity of sgn in U ′ is at most 1 (see equations (3) and (4)). On the other hand, according to the theorem 5.2.2, there is a singular copy of τ l in M c (triv). An H c -submodule J, generated by this copy, is not isomorphic to M c (τ l ), since M c (triv) is free of rank 1 over C[h] meanwhile M c (τ l ) is free of rank 2. Hence M c (τ l ) is reducible and U ′ = 0. This proves that U ′ ≃ sgn.
The submodule I generated by U ′ is isomorphic to M c (sgn). By theorem 5.2.1 it is irreducible.
From proposition 5.3.1 it follows that all the singular vectors in M c (τ l )/I are images of singular vectors in M c (τ l ). From this fact and proposition 5.2.1 it follows, that M c (τ l )/I is irreducible. This completes the proof of claim 3 and of the first row in the table.
The second row in the table follows via symmetry arguments.
Proof of theorem 3.1.1. Claim 1. If 0 < r ≡ ±l (mod d), then M c (triv) contains a submodule isomorphic to L c (τ l ), the quotient by which is irreducible.
By theorem 5.2.2, U ′ ⊂ M c (triv) is isomorphic to τ l as a representation of W , and consists of vectors of degree r. Denote an H c -submodule of M c (triv) generated by U ′ by I c . By definition, I c is a module with lowest weight τ l . By theorem 3.1.2, there are only two such modules: M c (τ l ) and L c (τ l ) ≃ M c (τ l )/M c (sgn). Since there are no singular vectors of type sgn in I c (see theorem 5.2.2), I c ≃ L c (τ l ).
For eigenvalues of h big enough, the dimensions of the corresponding eigenspaces in M c (triv) and L c (τ l ) coincide. Hence, the quotient M c (triv)/L c (τ l ) is finite dimensional. The claim follows from proposition 5.4.1.
Claim 2. If 0 < c = n + 1/2, then M c (triv) contains a submodule isomorphic to L c (sgn), the quotient by which is irreducible.
By theorem 5.2.2, U ′ ⊂ M c (triv) is isomorphic to sgn as a W -representation, and is spanned by a vector of degree d(2n + 1). A submodule generated by U ′ is isomorphic to M c (sgn). By symmetry reasons and claim 1, it is irreducible, i.e. isomorphic to L c (sgn).
By the lowest weights reasons (proposition 5.3.1), there are no singular vectors of positive degree in Q c = M c (triv)/M c (sgn), and hence Q c is irreducible. Comparing the dimensions of h-eigenspaces one can show, that Q c is infinite dimensional. Proof of theorem 3.2.3. The proof is analogous to that of theorem 3.1.2. We will describe U ′ , the set of singular vectors of positive degree, as a representation of W .
Claim 1. There are no two-dimensional irreducible subrepresentations in U ′ . See proof of claim 1 of theorem 3.1.2.
By symmetry reasons (remark 2.3.4), it is enough to prove that if (k 1 , k 2 ) / ∈ E + r for all r ≡ ±l (mod 2m), then U ′ does not contain any W -subrepresentations isomorphic to sgn.
Suppose U ′ contains a W -representation isomorphic to sgn. This representation generates an H k1,k2 -submodule of M k1,k2 (τ l ), which is isomorphic to M k1,k2 (sgn). Therefore (5) Hom H k 1 ,k 2 (M k1,k2 (sgn), M k1,k2 (τ l )) = 0.
Both M k1,k2 (sgn) and M k1,k2 (τ l ) are free over C [h] . By theorem 5.1.6,
dim Hom H (KZ(M k1,k2 (sgn)), KZ(M k1,k2 (τ l ))), and hence, Hom H-mod (KZ(M k1,k2 (sgn)), KZ(M k1,k2 (τ l ))) = 0.
Let us compute the dimension of Hom H-mod (KZ(M k1,k2 (sgn)), KZ(M k1,k2 (τ l ))).
Recall that in case of W = I 2 (2m) the Hecke algebra H(q 1 , q 2 ) is spanned by two elements T 1 and T 2 with relations
In order for theorems 5.1.5 and 5.1.6 to hold, we need q j = e 2πikj . The representation KZ(M k1,k2 (τ l )) of H(q 1 , q 2 ) corresponds to τ l via Tits' Deformation Theorem. It is given explicitly by:
where c l c ′ l = q 1 + q 2 + √ q 1 q 2 (ω l + ω −l ) and √ q 1 q 2 is fixed to be e πi(k1+k2) (see [GP] , p. 268). The representation KZ(M c (sgn)) is given explicitly by T 1 → −1 and T 2 → −1.
contains, generates the whole module. Hence, if intersection of I k1,k2 and I k1,k2 is nonzero, then I k1,k2 ⊃ I k1,k2 . Suppose this intersection is nonzero. Then in M k1,k2 (ε 2 ) there is a singular vector, on which I 2 (2m) acts by sgn. By symmetry reasons, this happens only for those (k 1 , k 2 ), for which M −k1,k2 (triv) contains a submodule isomorphic to M −k1,k2 (ε 1 ). By proposition 5.2.3, this is the case if k 2 = i + 1/2 for some positive integer i. This proves claim 4.
Claim 5. Let (k 1 , k 2 ) be as in claim 4. Then the quotient Q k1,k2 of M k1,k2 (τ l ) by the submodule generated by I k1,k2 and I k1,k2 is irreducible.
By proposition 5.3.1, the only possible singular vectors in Q k1,k2 are of type sgn and degree r, or of type ε 2 and degree r ′ .
From equations (4) and (7), it follows that the set of singular vectors in M k1,k2 (τ l ) is isomorphic to τ l ⊕ ε 2 ⊕ sgn as a W -representation. Hence, all the singular vectors in Q k1,k2 , except the one, which generates this module, are secondary, i.e. singular only "modulo I k1,k2 and I k1,k2 ".
For the values of parameters that we consider, the lowest possible degree of a vector in the ideal generated by I k1,k2 and I k1,k2 is r ′ . Hence, a vector of type ε 2 can not be secondary. Therefore, if Q k1,k2 is reducible, then it contains a singular vector of type sgn. By theorem 5.3.1, the H k1,k2 -submodule P k1,k2 , generated by this copy, is isomorphic to L k1,k2 (sgn) ≃ M k1,k2 (sgn).
For k 2 / ∈ Z + 1/2 the intersection of I k1,k2 and I k1,k2 is zero. Suppose that Q k1,k2 has a submodule P k1,k2 . Then Q k1,k2 /P k1,k2 , and hence L k1,k2 (τ l ), is finite dimensional. But it is known (see [De] remark 5.7), that L k1,k2 (τ l ) is always infinite dimensional. Hence, Q k1,k2 is irreducible.
For k 2 ∈ Z + 1/2 we have the following sequence of modules
and Q k1,k2 = M k1,k2 (τ l )/M k1,k2 (ε 2 ). Suppose Q k1,k2 contains a submodule P k1,k2 . Denote by N its primage in M k1,k2 (τ l ). Since P k1,k2 is generated by secondary vector, the following exact sequence does not split.
Apply KZ functor to this sequence. Note that the second parameter of the Hecke algebra is q 2 = −1, since k 2 ∈ Z+ 1/2. Hence, KZ(M k1,k2 (ε 2 )) and KZ(M k1,k2 (sgn)) are given explicitly by T 1 , T 2 → −1. To find KZ(N ) consider the following exact sequence
The cokernel J is supported on h\h reg , and hence KZ(J) = 0. Applying KZ-functor to the sequence above, we'll get that KZ(N ) ≃ KZ(M k1,k2 (τ l )), since this functor is exact. Hence, KZ(N ) is given explicitly by
Since KZ-functor is exact, KZ(N ) is a nontrivial extension of KZ(M k1,k2 (ε 2 )) by KZ(M k1,k2 (sgn)). It is impossible, since in every such extension tr T 1 = −2 meanwhile the trace of T 1 in KZ(N ) is −1 + q 1 = −2. Hence, Q k1,k2 does not contain any submodule and is irreducible. This proves claim 5.
Part (iii) of the theorem for k 1 k 2 > 0 follows from claims 4 and 5. For all the other values of parameters the proof is analogous.
Proof of theorem 3.2.2. (i) By theorem 5.2.3, the space U ′ ⊂ M k1,k2 (triv) is isomorphic to τ l as a representation of W and sits in degree r. The submodule I k1,k2 , spanned by U ′ , is isomorphic to L k1,k2 (τ l ) since it does not contain any singular vectors except the one, by which it is generated. By parts (i) and (iii) of theorem 3.2.3, L k1,k2 (τ l ) ≃ M k1,k2 (τ l )/M k1,k2 (sgn).
For eigenvalues of h big enough, the dimensions of the corresponding eigenspaces in M k1,k2 (triv) and L k1,k2 (τ l ) coincide. Hence, the quotient M k1,k2 (triv)/L k1,k2 (τ l ) is finite dimensional. The statement follows from proposition 5.4.1.
(ii) By theorem 5.2.3, the space U ′ ⊂ M k1,k2 (triv) is isomorphic to ε 2 as a W -representation. It is easy to see that it generates a submodule isomorphic to M k1,k2 (ε 2 ).
Consider the quotient Q k1,k2 = M k1,k2 (triv)/M k1,k2 (ε 2 ). From the proposition 5.3.1 it follows that Q k1,k2 does not contain any singular vectors and hence is irreducible. Comparing dimensions of eigenspaces of h in M k1,k2 (ε 2 ) and in M k1,k2 (triv), one can show that Q k1,k2 is infinite dimensional.
(iii) Analogous to part (ii).
(iv) Consider the case of (k 1 , k 2 ) ∈ E + r ∩ L 1 i with k 1 < k 2 . The other case is proved analogously.
By theorem 5.2.3, the space U ′ ⊂ M k1,k2 (triv) is isomorphic to τ l ⊕ ε 2 as a W -representation.
A submodule I k1,k2 of M k1,k2 (triv), generated by a singular vector of type ε 2 , is isomorphic to M k1,k2 (ε 2 ). By symmetry reasons, M k1,k2 (ε 2 ) has the same structure as M −k1,k2 (triv) and hence, by part (i), it contains a singular copy of τ l , which generates a submodule isomorphic to L k1,k2 (τ l ). So we have the following picture: M k1,k2 (triv) ⊃ M k1,k2 (ε 2 ) ⊃ L k1,k2 (τ l ).
By symmetry arguments, since M −k1,k2 (triv)/L −k1,k2 (τ m−l ) is irreducible, so is the quotient M k1,k2 (ε 2 )/L k1,k2 (τ l ).
Consider the quotient Q k1,k2 = M k1,k2 (triv)/M k1,k2 (ε 2 ). Comparing the dimensions of h-eigenspaces in M k1,k2 (triv) and M k1,k2 (ε 2 ), one gets that Q k1,k2 is infinite dimensional.
Since Q k1,k2 has the lowest weight triv, its irreducible quotient is isomorphic to L k1,k2 (triv). For all (k 1 , k 2 ) the module L k1,k2 (triv) is defined as a quotient of M k1,k2 (triv) by the kernel of Shapovalov form. By part (i), for generic (k 1 , k 2 ) ∈ E + r the irreducible quotient has dimension r 2 and hence dim L k1,k2 (triv) r 2 .
Hence Q k1,k2 is reducible and contains singular vectors. Note that these vectors are secondary, i.e. singular only "modulo M k1,k2 (ε 2 )". By the table of lowest hweights (proposition 5.3.1), there exit the following possibilities for singular vectors: vectors of type τ l sitting in degree r, vectors of type ε 1 sitting in degree 2mk 2 or vectors of type sgn in degree 2r.
The sequence of the dimensions of h-eigenspaces in Q k1,k2 is (8) (1, 2, 3, . . . , 2k 1 m, 2k 1 m, 2k 1 m, . . . ).
Since L k1,k2 (triv) is a finite dimensional sl 2 -module, the sequence of dimensions of its h-eigenspaces is finite and symmetric with respect to the 0-eigenspace. From the table of lowest h-weights (proposition 5.3.1) it follows that h acts by 0 on
