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GLOSARIO 
ALGORITHM BLOCK: encapsula el diseño del algoritmo de tal forma que se pueda 
comunicar con los core-services1. 
API: por sus siglas en inglés (Application Programing Interface) es el conjunto de funciones 
y procedimientos que ofrece cierta biblioteca para ser utilizados por otro software como 
una capa de abstracción2. 
BIOMETRIA: “el término se deriva de las palabras griegas "bios" de vida y "metron" de 
medida.”3 “la biometría es un sistema de reconocimiento humano basado en 
características físicas (huella dactilar, iris, geometría de la mano, rostro) y de 
comportamiento (voz, firma, dinámica del tecleo o forma de caminar), cuyas aplicaciones 
tienen un único propósito y es la autenticación de los individuos para evitar fraudes, robos 
de información, restringir el acceso a redes y computadores y como arma contra el 
terrorismo; o para verificar la identidad de un delincuente, dado que valida rasgos únicos 
e irrepetibles en cada individuo”4. 
BITSTREAM: archivos generados después de la síntesis, que permiten la implementación 
del algoritmo en la fpga de rasc5. 
CORE SERVICES: es un controlador que comunica el algorithm-block con los dispositivos6. 
FPGA: por sus siglas en inglés (Field Programmable Gate Array), son dispositivos lógicos de 
propósito general programables por los usuarios, se componen de bloques lógicos 
comunicados  por conexiones programables7. 
MATLAB: por sus siglas en inglés (MATrix LABoratory), es un programa que realiza cálculos 
numéricos con vectores y matrices.8 
RASC: por sus siglas en inglés (Reconfigurable Application-Specific Computing) es propia 
de Silicon Graphics. Utiliza FPGAs para el desarrollo de computación reconfigurable9. 
                                                          
1
 SILICON GRAPHICS.Inc. Reconfigurable Application-Specific, Computing User’s Guide.silicon Graphics.Inc, Estados 
Unidos.Terry Schultz.2006. 
2
 TECNOLOGIA HECHA PALABRA. API: Application Programming Interface. [En - línea].17 de Marzo de 2008. [Citada 
15 de Junio, 2010]. Disponible en internet:  
http://www.tecnologiahechapalabra.com/tecnologia/glosario_tecnico/articulo.asp?i=2220 
3 Usuario 83.35.250.102. Fundación Wikimedia. Biometría. [En - línea]. Fundación Wikimedia. 2 Marzo 2008. [Citada 
27 de Marzo, 2008].  Disponible en internet:  http://es.wikipedia.org/wiki/Biometr%C3%ADa 
4 MARTÍN MÉNDEZ, Angela. La Biometría: el método de identificación más seguro. [En - línea]. Bogotá D.C., 
Colombia. Channel Planet Inc. 25 de octubre de 2006. [Citada 28 de Marzo, 2008]. Disponible en internet: 
http://www.channelplanet.com/?idcategoria=17370 
5 SILICON GRAPHICS.Inc, Op cit. 
6 Ibid. 
7 SÁNCHEZ SUÁREZ, Gabriel. FPGA. [diapositivas]. Microelectrónica - Universidad Francisco de Paula Santander. 
8
 Esteban M. Correa agudelo, René Gómez Londoño. Uso de técnicas de visión por computador para la medición de 
variables del tráfico, en el proyecto observatorio de movilidad vial de Pereira. Pereira : Universidad Tecnológica de 
Pereira, 2009. 
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VHDL: Lenguaje de descripción de hardware10. 
TRANSFORMADA WAVELET: técnica matemática para el análisis de series temporales. 
Básicamente realiza un análisis de una señal a diferentes niveles de resolución11. 
  
                                                                                                                                                                                 
9 SILICON GRAPHICS.Inc, Op cit. 
10 GOKHALE, Maya.GRAHAM, Paul. RECONFIGURABLE COMPUTING, Accelerating Computation with Field-
Programmable Gate Arrays.Los Alamos National Laboratory. Springer. 2005. 
11 COOMONTE BELMONTE, Rafael. Sistema de reconocimiento de personas mediante su patrón de iris basado en la 
transformada wavelet. Matemática Aplicada a las Tecnologías de la Información. Escuela Técnica Superior de 
Ingenieros de Telecomunicación. 2006 
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RESUMEN 
El presente trabajo busca la posibilidad de utilizar la Transformada Wavelet Daubechies de 
orden 4 en el proceso de reconocimiento de patrones para un mejoramiento en los 
resultados de la autenticación del iris, para esto se inició con el estudio del área de 
conocimiento llamado biometría, específicamente biometría del iris. Durante el proceso 
se encuentra que un algoritmo utilizado para tal fin es el desarrollado por Masek, éste es 
un algoritmo libre y desarrollado totalmente en Matlab. 
El análisis del algoritmo permite determinar que en la etapa de segmentación se 
encuentra la técnica que realiza el reconocimiento de patrones y además devuelve la 
parte de la imagen de interés, es decir, la imagen donde se encuentra el iris. El algoritmo 
de Canny es la técnica utilizada en la parte de segmentación en Masek y fue modificada 
para mejores resultados. 
Para implementar la Transformada Wavelet Daubechies de orden 4 en computación 
reconfigurable, se determina que es necesario utilizar un lenguaje de programación que 
tenga disponible la api de RASC así que se optó por hacer la implementación en C. Para 
facilitar el desarrollo se determina utilizar una librería que facilite la captura y el 
procesamiento de imágenes por lo que se utiliza la librería OpenCV. 
Al trabajar con la librería OpenCV, se encuentra que no cuenta con una función que realice 
la Transformada Wavelet Daubechies de orden 4, esto proporciona una oportunidad para 
desarrollarla, lo que genera un aporte adicional a la comunidad, producto de este trabajo.  
Posteriormente y teniendo el ambiente necesario para la implementación en computación 
reconfigurable, se realiza el diseño e implementación en vhdl tanto del algoritmo como 
del hardware necesario para el intercambio de datos con la memoria. Esta 
implementación mejora el desempeño de la ejecución de la Transformada Wavelet 
Daubechies de orden 4 debido a las características de las FPGA’s.  
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1. INTRODUCCIÓN 
1.1 Definición del Problema 
El proyecto propone diseñar un sistema embebido en una FPGA para el análisis de 
imágenes utilizando la Transformada Wavelet Discreta con el fin de lograr la autenticación 
del iris humano 
1.2 Justificación 
 Implementar en una FPGA un diseño que permita el procesamiento de imágenes, 
utilizando como algoritmo una Transformada Wavelet, hace de este un sistema 
eficiente. 
 Esta tecnología se aplicará debido a que la Universidad Tecnológica de Pereira 
cuenta con un Laboratorio en el que se desarrollan diferentes proyectos basados 
en la tecnología en mención12. 
 
 Es una base para nuevos proyectos. 
 
 La tecnología utilizada en la seguridad biométrica, es tecnología extranjera, esto no 
permite la transferencia tecnológica, ni la capacitación correcta, por lo que puede 
que no sea utilizada correctamente. 
 
 “Una de las características más importantes del diseño mediante VHDL13, es la 
flexibilidad que hereda el sistema al ser sintetizado en un dispositivo de lógica 
programable reconfigurable como lo es una FPGA”14. 
 
 “El reconocimiento de iris es una solución de control de acceso ideal para los 
edificios de oficinas. Puede ser utilizado para evitar que los empleados y los 
visitantes desautorizados entren en15 áreas seguras tales como centros de datos y 
cuartos del servidor, materiales y almacenes de los efectos de escritorio, así como 
las oficinas ejecutivas y los cuartos de demostración”16. 
                                                          
12 http://sirius.utp.edu.co 
13 VHDL es el acrónimo que representa la combinación de VHSIC y HDL, donde VHSIC es el acrónimo de Very High 
Speed Integrated Circuit y HDL es a su vez el acrónimo de Hardware Description Language. Tomado de: 
http://www.babylon.com/definition/VHDL/Spanish. 
14 DIVISIÓN DE INGENIERÍAS y CENTRO EDUCACIÓN CONTINUADA (CEC), Barranquilla, Colombia. VHDL BÁSICO 
CON APLICACIONES EN FPGA. [En – línea]. [Citada 25 de Marzo, 2008]. Disponible en internet: 
http://www.uninorte.edu.co/extensiones/cec/secciones.asp?ID=24#3. 
15
 La letra en cursiva es introducida por la autora para hacer la debida corrección del texto original. 
16 Panasonic. [En - línea]. [Citada 25 de Marzo, 2008]. Disponible en internet: 
http://www.panasonic.co.uk/iris/spanish/applications.html.  
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1.3 Objetivos 
1.3.1 Objetivo General 
Diseñar un sistema embebido en una FPGA para el análisis de imágenes utilizando la 
Transformada Wavelet Discreta para la autenticación del iris humano. 
1.3.2 Objetivos Específicos 
 Recopilar literatura existente sobre FPGA’s, Transformada Wavelet, sensores 
CMOS, procesamiento de imágenes y del Iris en el control de seguridad. 
 
 Realizar el estudio y el análisis de la literatura recopilada. 
 
 Elaborar los modelos lógicos y conceptuales para la solución propuesta. 
 
 Desarrollar el modelo propuesto como un sistema embebido en un FPGA. 
 
 Probar del modelo. 
 
 Realizar las conclusiones correspondientes. 
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2. INTRODUCCIÓN A LA BIOMETRÍA POR IRIS 
A diferencia de métodos tradicionales de identificación que utilizan elementos que una 
persona puede poseer como tarjetas de seguridad o de algo que conoce como una 
contraseña, las características usadas por los sistemas biométricos son propias de cada 
persona, lo que confiere mayor confianza, ya que no pueden ser perdidas ni olvidadas[1]. 
2.1 Definición 
A continuación, se muestran dos de las definiciones comunes que se utilizan de biometría. 
Según la RAE17, la biometría es el estudio mensurativo o estadístico de los fenómenos o 
procesos biológicos. 
Y según lo dicho en la web de Channel Planet18, “La biometría es un sistema de 
reconocimiento humano basado en características físicas (huella dactilar, iris, geometría 
de la mano, rostro) y de comportamiento (voz, firma, dinámica del tecleo o forma de 
caminar), cuyas aplicaciones tienen un único propósito y es la autenticación de los 
individuos para evitar fraudes, robos de información, restringir el acceso a redes y 
computadores y como arma contra el terrorismo; o para verificar la identidad de un 
delincuente, dado que valida rasgos únicos e irrepetibles en cada individuo”. 
Los párrafos anteriores persiguen mostrar al lector que las definiciones pueden ser tan 
técnicas y cortas como la de la Rae o basadas en la experiencia y más amplias como la de 
Channel Planet, que reúne varias de las definiciones encontradas en otras fuentes. 
2.2 Historia 
La Biometría es una técnica que ha existido desde hace varios siglos para la identificación 
de las personas. Antiguamente, se utilizaban los principios básicos de la biometría para 
verificar a los participantes de operaciones comerciales y judiciales.  
Se tienen referencias de personas que en la antigüedad han sido identificadas por medio 
de características físicas y morfológicas tales como cicatrices medidas, color de los ojos, 
tamaño de la dentadura. 
Joao de Barros, un explorador y escritor español, escribió que los comerciantes chinos 
utilizaban las huellas de la palma de las manos de los niños para distinguirlos, para esto 
usaban tinta y papel. 
                                                          
17 Real Academia Española. http://buscon.rae.es/draeI/SrvltConsulta?TIPO_BUS=3&LEMA=biometr%EDa  
18 Channel Planet es una empresa proveedora de información estratégica para el sector empresarial. 
http://www.channelplanet.com/?idcategoria=11671 
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A mediados de la década de 1800, con el rápido crecimiento de las ciudades, debido a la 
revolución industrial y la agricultura más productiva, se vio la necesidad por parte de los 
comerciantes y las autoridades de reconocer la identificación de las personas 
oficialmente. 
El primero de dos enfoques es el sistema de Bertillon, originado en Francia y consiste en 
medir diferentes dimensiones corporales. Este campo se llamó: Antropometría. 
El otro enfoque es el uso formal de las impresiones dactilares de los departamentos de 
policía. Este proceso surgió en América del Sur, Asia y Europa [2].   
El sistema de Bertillon fue adoptado extensamente en occidente hasta que aparecieron 
defectos en el sistema, principalmente por problemas con métodos distintos de medidas y 
cambios de medida. 
Ya en el siglo XX, la mayoría de los países del mundo utiliza sistemas de identificación, 
como el de la huella digital. Con el avance tecnológico nuevos instrumentos aparecen para 
la obtención y verificación de rasgos morfológicos como variantes de identificación, por 
ejemplo el iris del ojo, el calor facial o la voz[3]. 
2.3 Aplicaciones 
Tal como se dijo, un sistema biométrico se encarga de hallar características y a partir de 
ellas obtener una secuencia de números que representan la firma de cada persona. 
Sus aplicaciones abarcan varios sectores: desde el acceso seguro a computadores, redes, 
protección de ficheros electrónicos, hasta el control horario y control de acceso físico a 
una sala de acceso restringido. 
Por esta razón la definen como una rama de las matemáticas estadísticas que se ocupa del 
análisis de datos biológicos y que comprende temas como población, medidas físicas, 
tratamientos de enfermedades y otros por el estilo[4]. 
2.4 Reconocimiento del Iris 
La identificación Biométrica basada en el Iris ha tenido gran acogida en los últimos años 
debido a sus excelentes resultados, tal como se muestra en la Tabla 1. 
2.4.1 Historia 
En 1936, el oftalmólogo Frank Burch fue el primero en proponer el patrón del iris para 
identificar a las personas. Sin embargo, sólo hasta la década de los 80, se comenzó a 
conocer por medio de películas de ficción. En 1987, los oftalmólogos americanos, Leonard 
Flom y Aran Safir, patentaron el concepto de Burch. Para poder desarrollar el sistema, 
contactaron a John G. Daugman, profesor en ese entonces de la Universidad de Harvard 
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para que desarrollara los algoritmos necesarios para poder realizar el reconocimiento 
biométrico por medio del patrón del iris. Así mismo, Daugman patentó estos algoritmos 
en 1994 y son la base de todos los sistemas de reconocimiento de iris existente[5]. 
Una de las técnicas más confiables, es el reconocimiento del iris, fue impulsada por John 
G. Daugman en 1993 [6]. Los resultados obtenidos son, sin lugar a dudas, unos de los 
mejores de la actualidad [7] [8], teniendo en cuenta que las características en las que está 
basada, el patrón de la textura del iris ocular, permanece inalterable durante la vida del 
sujeto debido a la protección que le proporciona la córnea. 
2.4.2 Estructura 
El iris se desarrolla durante el crecimiento prenatal por medio de un estricto proceso de 
formación. Aunque genéticamente son idénticos, el iris de cada individuo es único y 
estructuralmente distinto, lo que permite que sea utilizado para fines de reconocimiento. 
Figura 1. Estructura del ojo 
 
Fuente: http://www.portalplanetasedna.com.ar/archivos_varios1/corte_ojo.jpg 
A continuación, se hace una breve descripción del ojo humano para ubicar el iris dentro 
del mismo y así, entender más adelante las ventajas para ser utilizado en un sistema 
biométrico. 
El ojo es una cavidad esférica recubierta por una capa externa, una media y una interna. 
En la capa externa del ojo, se encuentra la esclerótica (zona blanca del ojo), el exterior de 
ésta capa está cerrada por la córnea que a su vez, comunica  ópticamente el exterior con 
el interior del glóbulo ocular y proporciona protección contra elementos externos. En la 
capa media, se encuentra en su parte anterior (la más cercana a la córnea) por el cuerpo 
ciliar y el iris. La parte muscular del cuerpo ciliar es la que se encarga del cambio de forma 
del cristalino que es necesario para lograr la correcta acomodación (enfoque). El iris a su 
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vez, se compone  de un estroma con células pigmentadas y de un epitelio que también 
consta de células pigmentadas y además contiene los músculos esfínter y dilatador del iris, 
actuando como diafragma ocular. El iris tiene una abertura central llamada pupila y es la 
que forma la barrera entre las cámaras anterior y posterior del glóbulo ocular. La pupila es 
dilatable y contráctil, su función es regular la cantidad de luz que llega a la retina [5]. 
2.4.3 ¿Por qué el Iris? 
Teniendo en cuenta la anatomía del ojo y la localización del iris dentro del mismo, se 
puede determinar que es un tejido pigmentado y visible desde el exterior debido a la 
transparencia de la córnea y que gracias a la protección de ésta se cuenta con estabilidad 
frente a cambios originados por accidentes. Además, al tener pequeñas variaciones en la 
iluminación (incluso con iluminación fija), se producen alteraciones en la apertura de la 
pupila, facilitando el mecanismo de detección. El intento de falsificación del iris lleva a 
operaciones quirúrgicas que podrían dañar seriamente la visión. Otra ventaja es que la 
capturar de la imagen del iris (datos) se hace de forma no invasiva, al ser visible desde el 
exterior por la transparencia de la córnea. 
Además, la característica fundamental es la unicidad, el iris contiene más información 
única que la huella dactilar para la  identificación de una persona. Incluso, los dos ojos de 
una persona o entre hermanos gemelos, el patrón es diferente. Es estable y sin cambios 
durante el periodo de vida de la persona. Todo lo anterior lleva a pensar en la viabilidad 
del patrón del iris, para ser utilizada en identificación en entornos de alta seguridad. 
El siguiente cuadro comparativo, ilustra las ventajas de los distintos sistemas biométricos. 
Tabla 1. Cuadro Comparativo de los diferentes sistemas de reconocimiento biométrico 
 
Fuente: Sistema De Reconocimiento De Personas Mediante Su Patrón De Iris Basado En La Transformada Wavelet. 
Belmonte, Rafael Coomonte. 
Teniendo en cuenta las ventajas de utilizar el Iris para la identificación de personas, se 
mostrarán a continuación los pasos generales para lograrlo.  
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2.5 Sistema de Identificación 
Para conseguir la firma del iris de una persona, la imagen debe pasar por un proceso que 
identifique las características propias del iris, a continuación se ha realizado una breve 
descripción de cada etapa del proceso. 
2.5.1 Adquisición de la Imagen 
Un gran desafío para el reconocimiento del iris es la captura de una imagen de calidad, 
debido a que el iris es relativamente pequeño y oscuro. Siendo el primer paso del proceso, 
el resultado final depende directamente de la calidad de la misma. 
La imagen debe tener una resolución adecuada, es importante tener un buen contraste 
sin necesidad de una determinada iluminación que pueda incomodar al usuario. Además, 
debe determinarse un ángulo que permita la captura sin exigir al usuario alguna posición 
de contacto que sea intrusiva [9]. 
En la actualidad, existen varios sistemas de adquisición de imágenes, la mayoría de ellos 
usan cámaras de video y sistemas de iluminación sofisticados. Por consiguiente, en el 
presente trabajo se ha determinado el uso de la base de datos (CASIA Iris Image Database 
v3) que es de acceso libre, puede ser descargada en [10] y ampliamente utilizada [1] [11] 
ya que cuenta con las características requeridas para pruebas en sistemas biométricos 
basados en iris, aislando éste factor de error. 
Ésta base de datos consta de tres subgrupos: CASIA-IrisV3-Interval, CASIA-IrisV3-Lamp, 
CASIA-IrisV3-Twins. CASIA-IrisV3 contiene un total de 22.051 imágenes del iris tomadas de 
más de 700 personas, en su mayoría de origen chino. Son imágenes de 8 bits a escala de 
grises y en formato JPEG. Tomadas bajo una iluminación cercana a la infrarroja. 
2.5.2 Procesamiento de la imagen 
Es necesario hacer un pre-proceso con la imagen que se toma de la base de datos (ver 
Figura 2, esto debido a que además del iris, contiene otras regiones que no son de interés, 
esto incluye que el iris puede ser obstruido por los párpados, pestañas y algunas 
reflexiones que se producen por el sistema de iluminación cuando fue tomada la imagen. 
Adicionalmente, una iluminación distinta también puede ocasionar la dilatación o 
contracción del iris, variando el tamaño de la pupila. 
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Figura 2. Imagen del ojo. CASIA-IrisV3-Lamp 
 
Fuente: CASIA-IrisV3 
2.5.2.1 Segmentación 
La etapa de segmentación es importante para obtener los resultados esperados, ya que es 
donde se localiza la imagen del iris y si no se tienen buenos resultados de ésta etapa las 
posteriores utilizaran datos erróneos, generando un código defectuoso, logrando un bajo 
rendimiento del sistema. Es aquí, donde el presente proyecto se centra para utilizar una 
técnica basada en wavelets en busca de mejorar la efectividad del algoritmo. 
2.5.2.2 Normalización 
Una vez segmentada la imagen se debe normalizar para obtener una imagen del iris que 
sea independiente del tamaño de la pupila y permita la comparación entre diferentes iris. 
Es decir, dos imágenes de iris, independiente de sus condiciones, tendrán las mismas 
características espaciales[12]. 
Con el iris localizado, se realiza un cambio de coordenadas para poder extraer las 
características del iris y armar un código que lo identifique. 
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Figura 3. Procedimiento de representación rectangular de la imagen de iris. 
 
Fuente: Biometria Optica De Iris. Kemper-Vásquez Et Al. 
Para la representación rectangular del iris se hace el siguiente procedimiento: 
Los parámetros que describen el sistema de coordenadas polares son:    2;0  y 
  1;0  y la transformación de coordenadas cartesianas a coordenadas polares se 
puede representar como        ,,,, IyxI  . Mediante la implementación de 
las ecuaciones: 
        ip xxx **1,    ( 1 ) 
        ip yyy **1,    ( 2 ) 
Teniendo en cuenta que:   
      cos*0 ppp rxx    ( 3 ) 
      senryy ppp *0    ( 4 ) 
      cos*0 iii rxx    ( 5 ) 
      senryy iii *0    ( 6 ) 
En donde: 
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 0p
x
 es el centro de la pupila en x. 
 0p
y
 es el centro de pupila en y. 
 
0ix  es el centro del iris en x. 
 
0iy  es el centro del iris en y. 
 p
r
 es el radio de la pupila. 
 
ir  es el radio del iris. 
Al normalizar la imagen del iris, se genera otra imagen conocida como plantilla de ruido. 
Tiene las mismas dimensiones que la imagen del iris normalizado, con la diferencia que en 
la plantilla de ruido se muestran las regiones donde el patrón del iris está oculto por los 
párpados (ver Figura 4). Así, la plantilla de ruido se utiliza como máscara en la etapa de 
comparación, para evitar comparar regiones ocultas. 
Figura 4. Normalización. (a) Imagen segmentada. (b) Iris normalizado. (c) Plantilla de ruido. [13] 
 
Fuente: Sistema de Reconocimiento de Iris. Lucas D. Terissi Et Al. 
2.5.3 Autenticación  
Durante la investigación inicial en la realización del proyecto se determinó trabajar con el 
algoritmo de Masek debido a dos características importantes; es de código abierto y está 
bien documentado. El siguiente capítulo mostrará apartes del algoritmo de Masek, 
esenciales para la realización del presente proyecto.  
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3. ALGORITMO DESCRITO EN EL LIBRO DE MASEK 
El libro de Masek fue publicado en al año 2003 e inicialmente presentado a la licenciatura 
en Ingeniería de la Facultad de Ciencias de la Computación e Ingeniería del Software, de la 
Universidad de Western Australia. Hoy, está disponible al público19 junto al código fuente 
desarrollado en MATLAB20. 
3.1 Sumario del Libro 
En resumen, se habla del sistema de reconocimiento del iris compuesto de un sistema de 
segmentación automática que se basa en la transformada de Hough que puede ser capaz 
de localizar el círculo del iris y de la región de la pupila, oculta los párpados, las pestañas y 
los reflejos. La región extraída del iris luego fue normalizada en un bloque rectangular con 
dimensiones constantes para poder determinar las inconsistencias de la imagen. 
Finalmente, en la fase de codificación, del filtro 1D Log-Gabor fue extraído y cuantificado a 
cuatro niveles para codificar un patrón único de iris dentro de una plantilla biométrica bit 
a bit. 
La distancia de Hamming fue empleada para la clasificación de las plantillas del iris y se 
encontraron dos plantillas para igualarlas por si una prueba de independencia estadística 
falla. El sistema se desempeñó con un reconocimiento perfecto sobre un conjunto de 75 
imágenes de ojos, sin embargo, pruebas en otro conjunto de 624 imágenes resultaron en 
falsa aceptación y falso rechazo de 0,005% y 0,238% respectivamente. Por lo tanto, el 
reconocimiento del iris como tecnología biométrica es fiable y preciso. 
Teniendo un panorama general del algoritmo, ahora se verá con mayor detalle el análisis 
hecho a éste centrándose en la etapa de reconocimiento de contornos. 
3.2 Algoritmo 
Una vez conocido el algoritmo se procedió a realizar un diagrama de flujo de datos de las 
funciones que lo componen en la implementación en Matlab, con el fin de concentrar la 
atención en el segmento de código de interés para éste proyecto (ver Figura 5). 
Para comenzar, la función principal “createiristemplate” fue ejecutada, dando como 
resultado una plantilla y una máscara. La plantilla contiene las características propias del 
iris, en otras palabras, la firma de cada persona. La máscara es la plantilla de ruido de la 
que se habla en el capítulo 2; permite la correcta comparación de dos iris distintos, ya que 
no permite el paso de regiones que no deben ser comparadas, como los párpados. La 
función createiristemplate, llama a su vez a las funciones segmentiris, circlecoords, 
normaliseiris, encode, que son los pasos a seguir en un sistema biométrico basado en iris, 
                                                          
19 http://www.csse.uwa.edu.au/~pk/studentprojects/libor/ 
20
 MATrix LABoratory, Software matemático. 
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tal como se describe en el capítulo 2. Varias de las imágenes resultantes de cada proceso 
son guardadas por la función createiristemplate en una carpeta llamada diagnostics que 
se encuentra en la carpeta de MATLAB que es la dirección asignada para trabajar. 
Determinando de ésta manera el mecanismo del flujo de datos del algoritmo en cuestión.  
Figura 5. Diagrama del Algoritmo de Masek 
 
Fuente: el Autor. 
Teniendo en cuenta que las imágenes que se utilizan para las pruebas son de la base de 
datos CASIA v3, el resultado del algoritmo de canny, que no es más que el reconocimiento 
de contornos, se convierte ahora en la base del algoritmo. 
3.2.1 Algoritmo de Canny 
El algoritmo de Canny fue desarrollado por John Canny y es un método de detección de 
contornos. En éste se utiliza la primera derivada para la detección de contornos, ya que 
toma el valor cero en las regiones en donde la intensidad no varía y tiene un valor 
constante en toda la transición de intensidad. De esta manera, un cambio de intensidad se 
refleja como un cambio brusco en la primera derivada, encontrando así un borde.  
Como primer paso en el algoritmo de Canny se obtiene el gradiente, obteniendo la 
magnitud y la orientación del vector gradiente de cada uno de los pixeles, luego viene lo 
que se conoce como "supresión no máxima", en donde se adelgaza el ancho de los bordes 
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que se han obtenido con el gradiente hasta que lleguen a un ancho de un sólo pixel. Para 
terminar, se aplica una función de histéresis que se basa en dos umbrales, éste paso se 
conoce como "Histéresis de umbral" y busca reducir la posibilidad de que aparezcan 
contornos falsos [14]. 
3.2.2 Algoritmo de Canny Modificado por Masek 
Para el trabajo desarrollado en el libro de Masek, el algoritmo de canny fue modificado; 
dividiendo los tres pasos establecidos en tres funciones diferentes (mencionadas 
anteriormente) y adicionando una función llamada adjgamma después de obtener el 
gradiente para mejorar su resultado, tal como se muestra en la Figura 6. 
Figura 6. Comparación entre (a) función canny, Matlab y (b) función canny de Masek 
 
Fuente: el Autor. 
Por lo tanto, el algoritmo de canny implementado en el código de Masek se representa en 
las cuatro funciones canny, adjgamma, nonmaxsup, hysthresh, que se muestran como 
óvalos rellenos en la Figura 5.  
En la primera función se determina el gradiente, aplicando como primer paso una función 
de Matlab que atenúa las altas frecuencias de la imagen mediante un filtro gaussiano y 
hallando la magnitud y orientación del gradiente para cada pixel. 
Luego, el gradiente resultante se pasa a la función adjgamma que se encarga de 
normalizar la imagen. 
La función nonmaxsup tal como lo describe el algoritmo de canny original, adelgaza los 
borde más anchos y elimina los bordes más delgados, evitando falsos contornos. 
La función hysthresh, toma los pixeles con valores por encima de un umbral T1 y los señala 
como bordes y los valores que son adyacentes a los puntos que ya se han marcado como 
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bordes y además con valores por encima de un umbral T2, también son marcados como 
bordes. 
Luego de ejecutar éstas cuatro funciones que representan el algoritmo de canny pero 
mejorado, la imagen resultante se puede apreciar en la Figura 6 (b). Esto permite 
encontrar formas dentro de la imagen de una manera efectiva, al invocar la función 
houghcircle, que es el siguiente paso en la segmentación de la imagen. 
Con el presente proyecto aplica una técnica más avanzada en la detección de contornos 
para facilitar el proceso de búsqueda del iris dentro de la imagen. Por lo tanto, en el 
capítulo que sigue se hará una breve descripción de algunas transformadas que pueden 
alcanzar éste objetivo.  
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4. RECONOCIMIENTO DE PATRONES 
Dentro del procesamiento digital de imágenes, el desarrollo y la aplicación de mecanismos 
y algoritmos que permitan la identificación de contornos para el reconocimiento de 
patrones, es común, uno de esos mecanismos es por medio de transformadas.   
Una transformada, es la operación matemática que convierte una función de un dominio 
al otro, sin pérdida de información. Por ejemplo, la Transformada de Fourier se utiliza para 
pasar una señal periódica, del dominio del tiempo al dominio de la frecuencia, esto 
permite encontrar información de la señal que en el dominio del tiempo no es tan 
evidente. El problema, es que tiene limitaciones para ofrecer información en el tiempo, ya 
que no muestra los instantes de tiempo en los que ocurren eventos importantes para la 
señal. 
Así, si se requiere obtener una localización temporal de los componentes espectrales, se 
debe recurrir a transformadas que tengan una representación tiempo-frecuencia de la 
señal no periódica, tal como la Transformada STFT (Short-Time Fourier Transform) y la WT 
Transformada Wavelet 
El presente capítulo da una aproximación sobre los componentes básicos relacionados con 
las transformadas usualmente utilizadas en procesamiento digital de señales[14]. 
4.1 Transformada de Fourier 
La Transformada de Fourier se encarga de llevar una función del dominio del tiempo al 
dominio de la frecuencia, separando cada frecuencia contenida en la señal original y así 
poder tomar las frecuencias requeridas después de hacer el análisis correspondiente. 
Según lo expuesto en [16]: 
“Fourier demostró que prácticamente cualquier función periódica se puede representar 
como una suma de Senos y Cosenos asignándole a cada uno un coeficiente de 
ponderación”. Lo anterior, muestra una de las limitaciones con ésta transformada, ya que 
su base se puede representar únicamente por medio de funciones sinusoidales (Ver Figura 
7). 
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Figura 7. Transformada de Fourier. 
 
Fuente: Sistema de Reconocimiento de Personas Mediante su Patrón de Iris Basado en la Transformada Wavelet. 
Coomonte Belmonte, Rafael 
Cuando se aplica una transformada se debe tener en cuenta el tiempo en el que se 
encuentra la señal, por ejemplo, para ésta transformada la señal está en tiempo continuo, 
en caso de encontrarse en tiempo discreto, se debe utilizar la Transformada Discreta de 
Fourier. 
4.1.1 Transformada Discreta de Fourier 
La Transformada discreta de Fourier (DFT), calcula la transformada de Fourier de una 
función que tenga un número finito de puntos de muestreo. Es de suponer que los puntos 
de muestreo se parecen a otros puntos de la señal en cualquier otro momento, es decir 
que la señal es periódica [15], esto representa una limitación en el análisis de señales, por 
lo que se presenta la transformada rápida de Fourier. 
4.1.2 Transformada STFT (short-time Fourier transform) 
Ahora bien, si la señal es no periódica, la suma de las señales periódicas, seno y coseno, no 
representa exactamente la señal. La Transformada STFT, es una solución al problema de 
una mejor representación  de la señal no periódica. 
La Transformada SFTF, se puede utilizar para dar información sobre las señales de forma 
simultánea, tanto en el dominio del tiempo como en el dominio de frecuencia.  
Así, la señal se descompone en segmentos y se analizan independientemente. Para esto se 
debe establecer una ventana que permita enmarcar una muestra de la señal, es decir, 
cada componente espectral se analiza con una resolución diferente, así, la ventana se 
desplazará a una nueva ubicación hasta que recorra toda la señal [15]. 
Ésta ventana es de longitud finita, lo que disminuye la resolución en frecuencia; de 
manera que se puede obtener una buena resolución en el tiempo o una buena resolución 
en frecuencia, pero no ambas. Por ejemplo, para obtener buena resolución temporal, se 
elige una ventana estrecha en la que la señal sea lo más estacionaria posible, lo que lleva a 
 17 
 
una buena resolución en el tiempo pero con una disminución importante en la resolución 
en frecuencia, tal como se muestra en Figura 8, los cuatro picos están bien separados en el 
dominio del tiempo.  
Figura 8. STFT con Ventana  Estrecha 
 
Fuente: Sistema de Reconocimiento de Personas Mediante su Patrón de Iris Basado en la Transformada Wavelet. 
Coomonte Belmonte, Rafael 
Por el contrario si la ventana es ancha, se obtiene una buena resolución en el dominio de 
la frecuencia pero pobre en el dominio del tiempo, como se muestra en Figura 9, los 
cuatro picos correspondientes a cada frecuencia de la señal, no están bien separados en el 
dominio del tiempo, en cambio la resolución en el dominio del tiempo es mejor. Debido a 
esto, es importante seleccionar la ventana adecuada para cada caso específico [1]. 
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Figura 9. STFT con Ventana Ancha 
 
Fuente: Sistema de Reconocimiento de Personas Mediante su Patrón de Iris Basado en la Transformada Wavelet. 
Coomonte Belmonte, Rafael 
Teniendo en cuenta que una elección adecuada de la función ventana es fundamental 
para el análisis de la señal, se debe encontrar una transformada adecuada que resuelva el 
problema. De esta manera se llega a la Transformada Wavelet como alternativa a la STFT. 
4.2 Análisis Multiresolución (MRA) 
Independientemente de la transformada que se emplee, el problema de la resolución 
tiempo-frecuencia siempre aparece, sin embargo, se puede analizar cualquier señal 
utilizando una técnica alternativa llamada análisis multirresolución (MRA) por sus siglas en 
inglés (multiresolution analysis), con este, se puede obtener una imagen a diferentes 
resoluciones, las cuales tendrán características propias.  
El MRA resulta especialmente útil para el estudio de información contenida en imágenes. 
Normalmente las estructuras a analizar no tienen el mismo tamaño, por lo que la 
información debe ser organizada en conjuntos de detalle que pueden ser apreciados en 
diferentes resoluciones. Éste análisis es la idea básica detrás de la Transformada Wavelet 
[1] [17]. 
4.2.1 Transformada Wavelet 
Esta técnica hace posible la buena representación de una señal en tiempo-frecuencia, lo 
que determina el intervalo de tiempo en el que aparecen determinadas componentes 
espectrales. 
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Básicamente, lo que hace es filtrar una señal en el dominio del tiempo por medio de filtros 
paso bajo y paso alto que eliminen ciertas componentes de la señal (de alta o baja 
frecuencia) y si se requiere un mayor nivel de detalle, se repite el proceso para las señales 
resultantes del proceso de filtrado anterior. Este grupo de señales representan la misma 
señal, pero cada una a diferentes bandas de frecuencia. Si se agrupan todas y teniendo en 
cuenta que cada banda conoce su respectiva señal, se podría representar en una gráfica 
tridimensional, en donde los ejes serían; tiempo, frecuencia y amplitud. 
Con la Transformada Wavelet, las altas frecuencias tienen mejor resolución en el tiempo, 
en cambio, las bajas frecuencias tienen mejor resolución en el dominio de la frecuencia. Es 
decir, una componente de alta frecuencia puede localizarse mejor en el tiempo que una 
componente de baja frecuencia, como se puede ver en la Figura 10. 
Figura 10. Resolución en el tiempo y en la frecuencia. 
 
Fuente: Sistema de Reconocimiento de Personas Mediante su Patrón de Iris Basado en la Transformada Wavelet. 
Coomonte Belmonte, Rafael 
El análisis wavelet se realiza de forma similar al análisis STFT, ya que la señal es 
multiplicada por una función (wavelet madre) y además la transformada es calculada por 
separado, para segmentos diferentes de la señal en el dominio del tiempo. 
Transformada Wavelet Continua:  
        




 
 


s
t
s
tdondeendtttfsC ss

 
1
,, ,,  ( 7 ) 
Como se muestra en la ecuación ( 7 ), la señal transformada es una función compuesta por 
las variables  𝜏  𝑦  𝑠, que son los parámetros de traslación y de escala respectivamente 
(Ver Figura 11);  ts,  corresponde a la wavelet madre.  
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Figura 11. Transformada Wavelet. 
 
Fuente: Sistema de Reconocimiento de Personas Mediante su Patrón de Iris Basado en la Transformada Wavelet. 
Coomonte Belmonte, Rafael 
La wavelet madre se refiere a la función principal que determina las funciones para las 
diferentes regiones de actuación usadas en el proceso de transformación [1]. 
La traslación está relacionada con la posición de la ventana a medida que se desplaza 
sobre la señal y corresponde al tiempo en el dominio transformado (Ver Figura 12). 
Figura 12. Traslación de una función Wavelet. 
 
Fuente: López Herraiz, Departamento de Física Atómica, Molecular y nuclear. Universidad Complutense de Madrid. 
Octubre 2004. 
Aunque en realidad, en la Transformada Wavelet no se cuenta con un parámetro que sea 
la frecuencia tal como sucede en el caso de la STFT, ya que no realiza una descomposición 
en el dominio de la frecuencia de la señal, lo que hace es analizar la señal a diferentes 
niveles de resolución o escalas (Ver Figura 13).  
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Figura 13. Escala de una función Wavelet 
 
Fuente: López Herraiz, Departamento de Física Atómica, Molecular y Nuclear. Universidad Complutense de Madrid. 
Octubre 2004. 
La escala se define como: 
Frecuencia
Escala
1
   ( 8 ) 
Así como la escala utilizada en los mapas, las altas escalas corresponden a una visión 
global y las bajas escalas a una visión detallada [1]. De esta manera, la representación 
gráfica de la Transformada Wavelet se realiza en un plano tiempo-escala (Ver Figura 14). 
Figura 14. Plano Tiempo - Escala 
 
Fuente: López Herraiz, Departamento de Física Atómica, Molecular y nuclear. Universidad Complutense de Madrid. 
Octubre 2004. 
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Como se muestra en la Figura 15, los ejes están escalados y trasladados en vez de 
aparecer en el tiempo y en la frecuencia, sin embargo, la traslación está ligada al tiempo 
debido a que indica donde está localizada la wavelet madre. 
Como se mencionó antes, la escala es la inversa de la frecuencia, es decir que las 
propiedades de la Transformada Wavelet con respecto a la resolución en frecuencia 
deben aparecer de forma inversa en las figuras que muestren la Transformada Wavelet de 
una señal en el dominio del tiempo. 
Figura 15. Transformada wavelet continua de una señal no estacionaria. 
 
Fuente: Sistema de Reconocimiento de Personas Mediante su Patrón de Iris Basado en la Transformada Wavelet. 
Coomonte Belmonte, Rafael 
Debido a que en la Transformada Wavelet se tienen diferentes ventanas o funciones 
madre y no una función fija como en la STFT, los resultados son mejores en imágenes, tal 
como se muestra en la Figura 16. 
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Figura 16. Imagen Filtrada con Fourier y con Wavelet. 
 
Fuente: López Herraiz, Departamento de Física Atómica, Molecular y nuclear. Universidad Complutense de Madrid. 
Octubre 2004. 
Ahora bien, si se quiere reconstruir una señal, debe estar en forma discreta debido a la 
redundancia que presenta de no hacerlo. Esta redundancia lleva a un aumento 
significativo de tiempo de cálculo. 
4.2.2 Transformada Wavelet Discreta 
La Transformada Wavelet Discreta (DWT), es capaz de entregar la suficiente información 
como para hacer el análisis y además para la reconstrucción de la señal con un tiempo de 
procesamiento menor y con la ventaja de ser más fácil de implementar. 
Se debe contar con algoritmos rápidos para su uso en computadores para que la teoría 
wavelet sea útil. Existe una familia rápida de algoritmos que se basan en el análisis 
multiresolución y fue desarrollado para descomponer señales de tiempo discreto. En la 
DWT se pretende obtener una representación tiempo-escala de una señal discreta, los 
filtros trabajan a distintas frecuencias de corte y analizan la señal en diferentes escalas.  
El procesamiento de imágenes es un área que puede beneficiarse en gran medida por la 
DWT, ya que las imágenes de gran resolución necesitan una considerable cantidad de 
espacio en disco y esto se puede reducir con la DWT. 
Para analizar las componentes de frecuencia alta, la señal se pasa por un filtro pasa alto, lo 
que resulta en el “detalle” de la señal y por un filtro pasa bajo para analizar las 
componentes de baja frecuencia, éste filtro entrega una “aproximación” de la señal.  Esto 
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cambia la resolución de la señal y la escala se cambia por medio de operaciones de 
interpolación y submuestreo (downsampling).  
Figura 17. Descomposición de una señal por Wavelets. 
 
Fuente: Matlab 7.6.0 (R2008a). 
Los filtros que se utilizan para las wavelets tienen una serie de condiciones que son las 
que caracterizan las propiedades de las wavelets que se obtendrán. Si estas condiciones 
son muy restrictivas, se obtendrá como solución la Wavelet de Haar. A medida que las 
condiciones sean menos restrictivas, van apareciendo una amplia variedad de Wavelets. 
Se comenzará por explicar la Wavelet de Haar. 
4.2.3 Haar 
La Wavelet Haar, es la primera Wavelet madre conocida y se escogió en un principio, 
debido a su sencillez y a que puede funcionar para las necesidades del proyecto. 
  
 25 
 
Figura 18. Wavelet Haar 
 
Fuente: http://commons.wikimedia.org/wiki/File:Haar_wavelet.svg 
Para los filtros utilizados por la Transformada Wavelet se hace uso de ecuaciones en 
diferencia, ya que ayuda a describir la salida del sistema descrito en la fórmula para 
cualquier N. El valor N representa el orden de la ecuación en diferencia que corresponde a 
la memoria del sistema, en éste caso la Wavelet Haar es de orden uno, por lo que sólo 
dependerá del término anterior. 
𝒚 𝒏 =  𝒙 𝒏 − 𝒒 𝜷𝒒 −
𝑴
𝒒=𝟎  𝒚 𝒏 − 𝒑 𝜶𝒑
𝑵
𝒑=𝟏  ( 9 ) 
Para comenzar, se utiliza el filtro paso-bajo que es un promedio, el cual entrega una 
aproximación de la señal, es decir, una onda que representa la forma general de la señal 
original. Este filtro es aplicado a la señal discretizada por medio de la siguiente ecuación 
en diferencia: 
𝒙𝑳 𝒌 =
𝒚 𝒌 +𝒚 𝒌−𝟏 
𝟐
 ( 10 ) 
Así mismo, el filtro paso-alto es una diferencia y es la que entrega el detalle de la señal, es 
decir, una onda que representa la forma de la línea de manera específica  y se aplica a la 
señal discretizada por medio de la siguiente ecuación en diferencia: 
𝒙𝑯 𝒌 =
𝒚 𝒌 −𝒚 𝒌−𝟏 
𝟐
 ( 11 ) 
Por ejemplo, se tiene una señal discreta: 
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𝑦 𝑘 =  2  5  1  6  5  3  6  7  
Figura 19. Señal discretizada. 
 
Fuente: el Autor. 
Al aplicarle la fórmula del filtro paso-bajo y teniendo en cuenta, que para el ejemplo, se 
comenzará en 𝑥𝐻 1 = 5, se obtiene la señal: 
𝑥𝐿 𝑘 =  3,5  3  3,5  5,5  4  4,5  6,5  
Figura 20. Señal después del filtro paso-bajo 
 
Fuente: el Autor 
Al aplicarle la fórmula del filtro pasa-alto se obtiene la señal:  
𝑥𝐻 𝑘 =  1,5  − 2    2,5  − 0,5  − 1    1,5    0,5  
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Figura 21. Señal después del filtro paso-alto 
 
Fuente: el Autor 
Ahora bien, con la información obtenida en XL(k) y XH(k) se debería poder reconstruir la 
señal original, pero si se considera el número de elementos que hay en el resultado de 
cada uno de los filtros, se puede apreciar que el resultado final tendrá el doble de las 
muestras originales. Lo que lleva a hacer un submuestreo después de aplicar cada filtro, 
que significa tomar muestras de manera alterna a la señal original. 
 
De ésta manera, se puede reconstruir la señal original por medio de sumas y restas con los 
pares submuestreados. 
 
Es decir, si el primer par se resta se recupera el primer valor de la señal original y si se 
suma se recupera el segundo valor y así con el resto de los pares encontrados. 
 
Como se dijo anteriormente, el filtro pasa-bajo es la aproximación de la señal y el filtro 
pasa-alto es el detalle, ahora bien, si se quiere tener varios niveles de detalle se debe 
hacer el mismo proceso, tomando como señal original la aproximación resultante. 
Ahora bien, si la wavelet haar es aplicada a una imagen, se hace el mismo proceso a cada 
fila, como si cada una fuera una señal independiente (ver Figura 22(a)). 
 28 
 
Entonces, al hacer el filtrado horizontal a una imagen de 8x8, se aplica primero el filtro 
paso-bajo teniendo en cuenta el submuestreo y así se obtienen los primeros cuatro 
valores de cada fila. En las siguientes cuatro posiciones se ubican los resultados del 
segundo filtro, es decir, el filtro paso-alto, dividiendo la imagen en dos (ver Figura 22(b)). 
Figura 22. Filtrado Horizontal 
Fuente: el Autor 
Para terminar el primer nivel de detalle se realiza de nuevo el proceso pero ésta vez de 
manera vertical. De manera que las aproximaciones quedan guardadas en las primeras 
cuatro filas y los detalles en las cuatro últimas filas (ver Figura 23). 
Figura 23. Filtrado Vertical 
Fuente: el Autor 
Si se requiere otro nivel de resolución, se hace el mismo proceso a la aproximación A (ver 
Figura 24) y así mismo cuantos niveles se necesiten. 
  
Aproximación Detalle 
Filtro pasa-alto Filtro pasa-bajo 
(a) (b) 
DWT   en 2D,  Nivel 1. 
Aproximación Detalle 
Aproximación 
Detalle 
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Figura 24. Primer nivel de detalle 
Fuente: el Autor 
Figura 25. Segundo nivel de detalle 
Fuente: el Autor 
Aunque Haar es una buena manera de comenzar con la teoría y la práctica de las wavelets, 
sin embargo, resulta menos útil para la mayoría de las aplicaciones porque su resultado es 
de líneas irregulares en vez de curvas suaves. De ésta manera, si se reconstruye una 
imagen con Haar la imagen resultante se verá distorsionada [18]. 
4.2.4 Daubechies 
Las Wavelets de Daubechies son una familia de wavelets ortogonales y son casi tan 
sencillas como las Wavelets de Haar, se define de la misma manera, mediante el cálculo 
de promedios y diferencias. Sin embargo, con la Wavelet de Daubechies se obtienen 
resultados suaves, sin los saltos de las Wavelets de Haar. 
Con las Wavelets se puede filtrar una señal de un ruido. Por ejemplo si se tienen dos 
señales (ver Figura 26), una con saltos y tramos suaves (a) y en (b), la misma pero con 
ruido de la señal, de la que se quiere eliminar el ruido. En la Figura 26 (c) se puede 
observar el resultado de la eliminación de ruido, utilizando la Wavelet de Haar que 
produce una línea irregular en vez de una curva suave. Para la segunda señal, se utiliza la 
Wavelet de Daubechies, lo que da como resultado una curva suave (d). 
DH 
DV 
DH 
AV 
AH 
DV 
AH 
AV 
Aproximación Horizontal (AH) 
Aproximación Vertical ( AV) 
Detalle Horizontal (DH) 
Detalle Vertical (DV) 
AH 
AV =     A 
AH 
DV 
=     DV 
DH 
AV 
=     DH 
DH 
DV =     DD 
DV1 DD1 
DH1 DH2 
DD2 DV2 
A2 
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Figura 26. Haar - Daubechies. 
 
Fuente: The National Academies
21
 
Para el presente proyecto se determinó utilizar específicamente la Wavelet madre  
Daubechies de orden 4 (Ver Figura 27). 
Figura 27. Función Wavelet Daubechies 4. 
 
Fuente: Wavelet Browser. http://wavelets.pybytes.com/wavelet/db4/ 
Daubechies de orden 4 está definida por los coeficientes: 
ℎ 0 =  
1 +  3
4 2
;                  ℎ 1 =  
3 +  3
4 2
 
ℎ 2 =  
3 −  3
4 2
;                  ℎ 3 =  
1 −  3
4 2
 
 
                                                          
21
 http://www7.nationalacademies.org/spanishbeyonddiscovery/mat_008276-03.html 
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5. HERRAMIENTAS DE DESARROLLO 
En el presente capítulo se mencionan algunas de las herramientas utilizadas para el 
análisis e implementación de la Transformada Wavelet. Inicialmente se abarcará Matlab 
como herramienta utilizada para el desarrollo del algoritmo de Masek y finalmente 
OpenCV que es una librería de C para procesamiento de imágenes. 
5.1 Matlab 
Como se mencionó anteriormente, MASEK esta implementado en MATLAB. MATLAB 
(MATrix LABoratory), es un programa que realiza cálculos numéricos con vectores y 
matrices. Una de las características más interesante es que se pueden realizar una amplia 
variedad de gráficos en dos y tres dimensiones y cuenta con su propio lenguaje de 
programación. 
Sin embargo, tal como se menciona en [19] y para el caso específico del proyecto, ofrece 
menor desempeño que implementaciones realizadas con otras herramientas, ya que 
Matlab basa su enfoque en el prototipo y simulación de sistemas a través de modelos. De 
igual forma con el fin de lograr el objetivo del presente trabajo se requiere de una 
herramienta de programación que permita realizar una interfaz entre un esquema de 
computación convencional y un sistema de computación reconfigurable. 
Es por tal motivo que se buscó una herramienta en otro lenguaje, preferiblemente C para 
la implementación del algoritmo, por la existencia de la librería RASCLIB que permite el 
llamado a funciones para utilizar la plataforma de computación reconfigurable. Una vez 
definido C como el lenguaje a utilizar para el desarrollo se procedió a la búsqueda de una 
librería que permitiera el procesamiento de imágenes y es en este punto donde aparece 
OpenCv. 
5.2 OpenCV  
Desde su lanzamiento alpha, en Enero de 1999, OpenCV ha sido utilizado en muchas 
aplicaciones y productos como análisis de objetos, sistemas de seguridad, aplicaciones 
militares, entre muchas otras, por lo que se han hecho esfuerzos en su investigación. 
OpenCV es una librería de código abierto que está escrita en C y C++, es multiplataforma 
(Linux, Windows y Mac OS X). 
Fue diseñado pensando en la eficiencia computacional, con un fuerte enfoque en 
aplicaciones de tiempo real y puede tomar ventaja de los procesadores multinúcleo. 
Ésta librería, contiene más de 500 funciones que abarcan muchos ámbitos de la visión. 
Cuenta con una gran comunidad de usuarios que incluye a personas de grandes empresas 
(IBM, Microsoft, Intel, Sony, Google, entre otras) y centros de investigación (como 
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Stanford, MIT, Cambridge, CMU, INRIA), un foro22 con alrededor de 42.000 miembros. 
Comunidades de usuarios en China, Japón, Rusia, Europa e Israel, lo que genera un 
constante intercambio de información, desarrollos y constante aprendizaje. 
OpenCV optimiza los recursos tanto físicos como lógicos en tareas de  procesamiento de 
imágenes, ya que requieren de un alto costo computacional [20]. 
Además, existe una página23 en donde se puede descargar OpenCV para las diferentes 
plataformas, documentación (que incluye el libro “Learning OpenCV: Computer Vision 
with the OpenCV Library”) y soporte. Las funciones incluidas en ésta librería, se pueden 
encontrar con la documentación necesaria para ser utilizadas.  
Al investigar sobre ésta librería, se encontró que la Transformada Wavelet no estaba 
implementada, lo que generó la necesidad de implementarla. El desarrollo de ésta se 
puede tomar como una ventaja, ya permitió ir a la minucia del algoritmo y al mismo 
tiempo conocer las estructuras utilizadas por OpenCV para la manipulación y 
procesamiento de las imágenes. 
Todo lo anterior, muestra la ventaja de trabajar con OpenCV para procesamiento de 
imágenes, pero para el caso específico, se tiene una razón más fuerte basada en el 
rendimiento otorgado por C y OpenCV, de manera conjunta, contra el rendimiento 
proporcionado por Matlab [19]. 
Debido a las características altamente paralelizables del algoritmo de la Transformada 
Wavelet (series sucesivas de suma de productos) se halló como una buena opción la 
implementación del algoritmo en un sistema de computación reconfigurable, añadiendo 
rendimiento a lo anteriormente mencionado. 
Ya que la computación reconfigurable, más que una herramienta es un concepto se 
determinó hacer un capitulo independiente para ésta, donde se describe en detalle, el 
concepto y las herramientas que fueron utilizadas para el desarrollo del presente trabajo. 
  
                                                          
22 http://groups.yahoo.com/group/OpenCV 
23
 http://opencv.willowgarage.com/wiki/ 
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6. COMPUTACIÓN RECONFIGURABLE 
Se define como un sistema computacional que se compone de un sistema de 
procesamiento convencional y un sistema reconfigurable, conectados a través de un bus 
de baja latencia y alta tasa de transferencia para trabajar conjuntamente en la ejecución 
de aplicaciones específicas tal como se muestra en la Figura 28. 
Figura 28. Sistema de Computación Reconfigurable. 
 
Fuente: Reconfigurable Computing, MAYA GOKHALE. 
Una definición clara de la potencia de Computación Reconfigurable puede ser reflejada 
en: “La arquitectura reconfigurable se encarga de trazar directamente aplicaciones 
computacionalmente densas a hardware. Esta trazabilidad provee mejoramiento en el 
orden de magnitud de la velocidad mientras reduce requerimientos de espacio y 
potencia” [21]. 
Las ventajas de velocidad se derivan en que el hardware reconfigurable (FPGA’s) es 
adaptado para procesar algoritmos particulares de forma paralela en contraste con el 
sistema de procesamiento convencional (CPU) cuyas instrucciones son fijas y atraviesan 
un camino de datos establecidos. 
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6.1 FPGA’s 
Las FPGA’s (Field Programmable Gate Array), son las unidades computacionales de los 
sistemas reconfigurables. La FPGA, es un arreglo bidimensional de bloques lógicos, cada 
bloque lógico está compuesto de una o dos Look-Up Table (LUT), que no es más que una 
memoria simple que puede almacenar una función booleana de N entradas, estos bloques 
lógicos se conectan por medio de una red de interconexión programable que incluye, 
tanto vecinos más cercanos como caminos largos. Contiene también, bloques de 
entrada/salida que sirven de interfaz entre los bloques lógicos internos y los pines de 
entrada/salida. 
Adicionalmente y de manera opcional se puede ver como un sistema más heterogéneo 
que incluye bloques de memoria, bloques DSP’s, bloques MAC (Multiply-Accumulate) en 
chips conectados a la red de interconexión [22]. 
Figura 29. Arquitectura General de una FPGA. 
 
Fuente: Reconfigurable Computing, MAYA GOKHALE. 
Son utilizadas en desarrollos de sistemas digitales de mediana o baja escala de producción 
como sistemas embebidos y aplicaciones de procesamiento digital de señales, estos son 
flexibles para adaptar los diseños a futuros cambios. 
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6.2 Diseño de sistemas digitales en HDL 
Con el fin de llevar el algoritmo que se desea implementar en computación reconfigurable 
a un diseño de hardware dentro de la FPGA, es necesario realizar un proceso de diseño de 
sistema digital en un lenguaje HDL para el algoritmo. En la Figura 30 se observa el ciclo de 
vida de un diseño digital en HDL, recortado para el caso de computación reconfigurable. 
Figura 30. Ciclo de vida de Diseño de Sistemas Digitales en RC. 
 
Fuente: el Autor 
Este ciclo de vida será seguido durante el proceso de diseño e implementación para cada 
uno de los módulos que componen al sistema que finalmente será implementado en un 
sistema de computación reconfigurable. 
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6.3 RASC 
Figura 31. Sistema de Computación Reconfigurable 
 
Fuente: Reconfigurable Computing. Maya Gokhale. Paul Graham. 
RASC (Reconfigurable Application-Specific Computing) utiliza FPGAs como elemento 
reconfigurable. Las FPGAs, al igual que los procesadores se conectan a una red de 
interconexión NUMALink, lo que genera un alto ancho de banda y una baja latencia, lo 
que además de alto desempeño, permite escalabilidad. Con esta conexión, RASC puede 
disponer de recursos dentro del dominio del sistema computacional base, además cuenta 
con un sistema para poder utilizar y reprogramar el contenido de la FPGA de una manera 
rápida para reusar los recursos. 
Figura 32. Diagrama de Bloques del algoritmo de la FPGA para RASC. 
 
Fuente: Reconfigurable Application-Specific Computing, User’s Guide. Silicon Graphics. 
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El algorithm-block es la entidad que permite encapsular el diseño específico del algoritmo 
garantizando una interacción de éste con el resto del sistema. Esto se logra gracias a la 
interfaz realizada entre el algorithm-block y los core services (memoria, reloj, datos de 
entrada). En este orden de ideas, los core services actúan como drivers ante los 
dispositivos periféricos de la FPGA, es por ello que el diseño de los algoritmos requieren 
de un alto tiempo de desarrollo ya que cada diseño debe realizar un análisis de los 
dispositivos que debe acceder y debe tener en cuenta las señales de control de estos con 
el fin de garantizar su funcionamiento adecuado. 
Una vez realizado el diseño del algoritmo, se procede a sintetizarlo en una carpeta de 
trabajo especial, que permite la generación de los archivos bitstream necesarios para que 
el sistema de computación reconfigurable cargue éste en la FPGA cuando sea requerido. 
Esta carpeta contiene algunos archivos de configuración y otros con el código en verilog y 
vhdl de los core services, pues estos también son implementados en la FPGA. 
Con los archivos bitstream generados, se procede a incluirlos en la base de datos de RASC. 
Una vez sea registrado el algoritmo, puede ser utilizado por aplicaciones que hagan 
requerimiento de él. Es en este punto donde aparece un componente adicional que 
consiste en el desarrollo de una aplicación en c u otro lenguaje que contenga una api que 
permita el acceso a RASC. Para el caso particular se prefiere trabajar en c utilizando la 
librería RASClib, ya que la interfaz con OpenCV sería transparente debido a que éste 
último está desarrollado en éste lenguaje. Las funciones que contiene ésta api consisten 
en una secuencia que permite reservar el dispositivo para su uso, preparar el algoritmo 
que deseamos corra en la FPGA, realizar la transferencia de datos entre el software y el 
hardware, y finalmente liberar de nuevo el dispositivo en cuanto éste haya finalizado el 
procesamiento [21]. 
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7. DISEÑO E IMPLEMENTACIÓN 
7.1 SW OpenCV 
Para hacer la implementación de la Transformada Wavelet en OpenCV, se hace necesario 
conocer la estructura interna de IplImage, la cual está basada en la estructura CvMat (ver 
Figura 33). 
Figura 33. Dependencia de IplImage 
 
Fuente: Learning OpenCV:Computer Vision with the OpenCV Library 
OpenCV utiliza la estructura de IplImage para manejar todo tipo de imágenes. Éstas 
imágenes pueden estar en escala de grises, escala de colores, de cuatro canales (RGB + 
alfa), entre otras. 
Para determinar el uso de cada campo de la estructura, se recurrió al libro de OpenCV[20]. 
Sin embargo, para entender su uso, se creó una imagen de 8x8 monocromática para saber 
que campos debían ser inicializados por defecto y cuáles variaban dependiendo de las 
características de la imagen (ver Tabla 2). 
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Tabla 2. Estructura de IplImage 
Fuente: Learning OpenCV:Copmuter Vision with the OpenCV Library 
La estructura IplImage hereda de CvMat (ver Figura 33) teniendo ventajas adicionales para 
lograr la interpretación de una matriz como una imagen. Ésta estructura fue originalmente 
definida como parte de la librería de Intel (Image Processing Library IPL), por lo cual hay 
campos que OpenCV ignora o no son necesarios (ver Tabla 2). 
Para implementar el filtro paso-bajo y paso-alto de la Transformada Wavelet con Haar, se 
debió tener en cuenta que para recorrer la imagen, cada pixel tiene tres componentes 
(RGB), cada componente es de un byte y además, tener clara la diferencia entre widthstep 
y width, para recorrer todas y cada una de las filas sin mayor problema (ver  Figura 34). 
TIPO VARIABLE DESCRIPCIÓN
Int nSize Sizeof(IplImage)
Int ID Siempre igual a 0 (cero)
Int nChannels Número de canales. 
Int alphaChannel Es ignorado por OpenCV.
Int Depth Intensidad del pixel en bit
Char colorModel Es ignorado por OpenCV.
Char channelSeq[4] Es ignorado por OpenCV.
int dataOrder 0
Int Origin 0 – Origen en la parte superior-izquierda
int Align Es ignorado por OpenCV.
Int Width Ancho (columnas) de la imagen en pixels.
int Height Altura (filas) de la imagen en pixels.
Struct _IplROI* roi Región de Interés. Para éste caso es NULL
struct 
_IplImage*
maskROI Debe ser NULL en OpenCV.
void* imageId Debe ser NULL en OpenCV.
struct 
_IplTileInfo*
tileInfo Debe ser NULL en OpenCV
int imageSize Tamaño de la imagen en bytes. En éste caso 
width*height*nchannels
char* imageData Reserva memoria para la imagen
Int widthStep Tamaño de cada fila de la imagen, para hacer el salto
e ir de fila en fila. En éste caso width*nchannels
Int BorderMode Es ignorado por OpenCV.
int BorderConst Es ignorado por OpenCV.
char* imageDataOrigin No es necesario. En éste caso NULL .
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Figura 34. Estructura interna de la imagen para OpenCV 
 
Fuente: el Autor 
Como se dijo en el capítulo anterior, Haar se compone de dos filtros; filtro paso-bajo y 
filtro paso-alto. Para aplicar el primer filtro en la imagen, se hace la suma de la ecuación 
en diferencia componente a componente como se muestra en la Figura 35. De esta 
manera, se suma el componente R del segundo pixel con el componente R del primer 
pixel, de igual manera para los dos componentes faltantes. Al terminar el proceso anterior 
para los dos primeros pixeles, se pasa a realizar el mismo proceso pero entre el pixel 
cuatro y el pixel tres (aplicando de una vez el downsampling) para evitar un resultado con 
el doble de muestras. 
Para el segundo filtro, se realiza un proceso parecido, pero en esta ocasión en vez de 
hacer el recorrido por columnas se hace por filas, además, en éste caso se realiza una 
diferencia y no un promedio como en el filtro anterior. Así, el componente R del primer 
pixel de la segunda fila se resta con el componente R del primer pixel de la primera fila y 
de nuevo se aplica el downsampling, pasando al primer componente de la cuarta y tercera 
fila.  
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Figura 35. Aplicación de los filtros sobre la estructura 
 
Fuente: el Autor 
Una vez implementado Haar, se hacen pruebas iniciales, con cuatro imágenes de 8x8 
pixeles, cuyas formas son triangulares y rectangulares (ver Figura 36). 
Figura 36. Imágenes de 8x8. (a) Triangular, (b) Triangular Invertido, (c) Rectángulo con un cambio exactamente en la 
mitad de la imagen, (d) Rectángulo con cambio en un lugar diferente a la mitad de la imagen. 
  
 
(a) (b) 
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Fuente: el Autor 
Los resultados de las pruebas a las imágenes de los triángulos mostraron los siguientes 
resultados (Ver Figura 37). 
Figura 37. Resultados Imagen Triangular. 
 
Fuente: el Autor 
En las imágenes, se observa en cada uno de los detalles, la línea producto del borde 
detectado y en la aproximación, la imagen base con una distorsión, que se hace notoria en 
el ejemplo debido a que la imagen original está pixelada. El tamaño de las imágenes fue 
definido por la facilidad de realizar pruebas con los valores de las intensidades, sin 
embargo, se realizó una prueba con una imagen de mayor tamaño para mostrar que los 
resultados son iguales, pero con líneas más suaves (Ver Figura 38). 
(c) (d) 
 43 
 
Figura 38. Imagen Triangular a diferentes resoluciones. 
 
Fuente: el Autor. 
Los resultados obtenidos de las imágenes de los rectángulos se muestran en la Figura 39. 
Figura 39. Resultados Imagen Rectangular. 
 
Fuente: el Autor 
En los resultados de la imagen del rectángulo horizontal (Ver Figura 39(a)), se ven 
evidenciados los problemas con el downsampling, debido a que las operaciones se hacen 
de a pares de filas y de columnas como se explica detalladamente en la sección 4.2.3, por 
esto en donde están ubicados los detalles aparece en negro, ya que cuando verifica si hay 
cambios en las filas 3 y 4, no encuentra ninguno pues tienen la misma intensidad, 
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igualmente pasa entre las filas 5 y 6, tal como se muestra en la Figura 40. Sólo si la línea se 
encuentra en una posición diferente a la mitad, es reconocida en el detalle vertical como 
es de esperarse. 
Figura 40. Figura Original. 
 
Fuente: el Autor 
Ahora, cuando el borde se encuentra en una posición diferente a la mitad, no tiene 
problemas para detectarla. Como se ve en la Figura 39(b), en el detalle vertical, los otros 
detalles aparecen en negro que es lo esperado.  
Sin embargo, se hizo la prueba con una imagen de la base de datos CASIA, detectando más 
bordes de los esperados (Ver Figura 41). 
Figura 41. Resultado de la transformación utilizando Haar.  
 
Fuente: el Autor. 
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Debido a los saltos bruscos que presenta la Wavelet de Haar y a que no responde a las 
necesidades del proyecto, se determinó que ésta wavelet madre no es la mejor opción 
para definir contornos, así que se opta por implementar la Wavelet Daubechies de orden 
4, sacando los coeficientes por medio de la función wfilters de matlab, ésta wavelet 
madre, se diseñó y se implementó tanto software como en hardware, proceso que será 
explicado a continuación. 
Para comenzar, se debe tener en cuenta que se tienen dos filtros, cada uno con ocho 
coeficientes, estos se irán multiplicando con los pixeles entrantes e irán avanzando de a 
dos.  
Las ecuaciones generales para los filtros (paso-alto, paso-bajo), en el filtrado horizontal, 
son como sigue: 
𝑟𝑒𝑠  
𝑖
2
 =  𝑖𝑚𝑔 𝑖 + 𝑥 ∗ 𝐻𝑖𝑅 𝑥 
7
𝑥=0
, 𝑖 = 0, 2, 4 … 𝑤𝑖𝑑𝑡ℎ  
𝑟𝑒𝑠  
𝑖
2
+
𝑤𝑖𝑑𝑡ℎ
2
 =  𝑖𝑚𝑔 𝑖 + 𝑥 ∗ 𝐿𝑜𝑅 𝑥 
7
𝑥=0
, 𝑖 = 0, 2, 4 …𝑤𝑖𝑑𝑡ℎ 
En donde res, corresponde a la imagen resultante; img, corresponde a la imagen que se va 
a procesar; HiR corresponde al filtro paso-alto; LoR corresponde al filtro paso-bajo; width 
corresponde al ancho de la imagen y el iterador i que avanza de dos en dos para hacer el 
downsampling. Cada filtro (LoR y HiR) contiene ocho coeficientes, como se muestra en la 
Tabla 3. 
Cuando se llega al último pixel de la fila, es decir i=width, se debe aplicar un padding para 
no tener problemas con falsos bordes, que consiste en ir multiplicando los últimos 
coeficientes con los primeros pixeles de la imagen, como se muestra en la Figura 42. 
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Figura 42. Filtrado Horizontal. 
 
Fuente: el Autor 
Debido a esto, en los casos 2, 4 y 6, se utiliza la ecuación general pero con una 
modificación para cada caso, de manera que las ecuaciones quedan como siguen: 
Caso 6: 
𝑟𝑒𝑠  
𝑖
2
 =  𝑖𝑚𝑔 𝑖 + 𝑥 ∗ 𝐻𝑖𝑅 𝑥 
5
𝑥=0
 + 𝑖𝑚𝑔 0 ∗ 𝐻𝑖𝑅 6 + 𝑖𝑚𝑔 1 ∗ 𝐻𝑖𝑅 7  
𝐷𝑜𝑛𝑑𝑒, 𝑖 = 0, 2, 4 … 𝑤𝑖𝑑𝑡ℎ 
Caso 4: 
𝑟𝑒𝑠  
𝑖
2
 =  𝑖𝑚𝑔 𝑖 + 𝑥 ∗ 𝐻𝑖𝑅 𝑥 
3
𝑥=0
 + 𝑖𝑚𝑔 0 ∗ 𝐻𝑖𝑅 4 + 𝑖𝑚𝑔 1 ∗ 𝐻𝑖𝑅 5 + 𝑖𝑚𝑔 2 
∗ 𝐻𝑖𝑅 6 + 𝑖𝑚𝑔 3 ∗ 𝐻𝑖𝑅 7  
𝐷𝑜𝑛𝑑𝑒, 𝑖 = 0, 2, 4 … 𝑤𝑖𝑑𝑡ℎ 
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Caso 2: 
𝑟𝑒𝑠  
𝑖
2
 =  𝑖𝑚𝑔 𝑖 + 𝑥 ∗ 𝐻𝑖𝑅 𝑥 
1
𝑥=0
 + 𝑖𝑚𝑔 0 ∗ 𝐻𝑖𝑅 2 + 𝑖𝑚𝑔 1 ∗ 𝐻𝑖𝑅 3 + 𝑖𝑚𝑔 2 
∗ 𝐻𝑖𝑅 4 + 𝑖𝑚𝑔 3 ∗ 𝐻𝑖𝑅 5 + 𝑖𝑚𝑔 4 ∗ 𝐻𝑖𝑅 6 + 𝑖𝑚𝑔 5 ∗ 𝐻𝑖𝑅 7  
𝐷𝑜𝑛𝑑𝑒, 𝑖 = 0, 2, 4 … 𝑤𝑖𝑑𝑡ℎ 
Hay que tener en cuenta que las ecuaciones anteriores, son para el filtro paso-alto, ya que 
si se utiliza para el filtro paso-bajo, se debe cambiar HiR por LoR y además res(i/2) debe 
cambiar por →  
𝑖
2
+
𝑤𝑖𝑑𝑡 ℎ
2
 
Ahora, para el filtrado vertical se debe tener en cuenta que para cambiar de fila, se hace 
un salto (st) que corresponde al ancho de cada fila de la imagen y height, corresponde a la 
altura de la imagen, es decir, al número de filas, dicho esto, las ecuaciones generales para 
el filtrado vertical, son: 
𝑟𝑒𝑠  𝑖 =  𝑖𝑚𝑔 𝑖 +  𝑠𝑡 ∗ 𝑥  ∗ 𝐻𝑖𝑅 𝑥 
7
𝑥=0
, 𝑖 = 0, 1, 2 …ℎ𝑒𝑖𝑔ℎ𝑡 
𝑟𝑒𝑠  𝑖 +  
ℎ𝑒𝑖𝑔ℎ𝑡
2
∗ 𝑠𝑡  =  𝑖𝑚𝑔 𝑖 +  𝑠𝑡 ∗ 𝑥  ∗ 𝐿𝑜𝑅 𝑥 
7
𝑥=0
, 𝑖 = 0, 1, 2 … ℎ𝑒𝑖𝑔ℎ𝑡 
Para los casos especiales, hay que tener en cuenta que los últimos coeficientes se 
multiplican con los primeros pixeles de la columna, pero no de la imagen original, sino con 
los primeros pixeles de la columna; resultantes del filtrado horizontal, tal como se muestra 
en la Figura 43, en donde Results_h, es el resultado del filtrado horizontal y se realiza un 
proceso similar a éste, solo que no se recorre la imagen por columnas sino por filas.  
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Figura 43. Filtrado Vertical. 
 
Fuente: el Autor. 
En los casos especiales 2, 4 y 6 se utiliza igualmente la ecuación general pero con una 
modificación para cada caso, de manera que las ecuaciones quedan como siguen:  
Caso 6: 
𝑟𝑒𝑠  𝑖 =  𝑖𝑚𝑔 𝑖 +  𝑠𝑡 ∗ 𝑥  ∗ 𝐻𝑖𝑅 𝑥 
5
𝑥=0
 + 𝑟𝑒𝑠𝑢𝑙𝑡𝑠_ℎ 𝑖 ∗ 𝐻𝑖𝑅 6 + 𝑟𝑒𝑠𝑢𝑙𝑡𝑠_ℎ 𝑖 + 𝑠𝑡 
∗ 𝐻𝑖𝑅 7  
𝐷𝑜𝑛𝑑𝑒, 𝑖 = 0, 1, 2 …ℎ𝑒𝑖𝑔ℎ𝑡 
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Caso 4: 
𝑟𝑒𝑠  𝑖 =  𝑖𝑚𝑔 𝑖 +  𝑠𝑡 ∗ 𝑥  ∗ 𝐻𝑖𝑅 𝑥 
3
𝑥=0
 + 𝑟𝑒𝑠𝑢𝑙𝑡𝑠_ℎ 𝑖 ∗ 𝐻𝑖𝑅 4 + 𝑟𝑒𝑠𝑢𝑙𝑡𝑠_ℎ 𝑖 + 𝑠𝑡 
∗ 𝐻𝑖𝑅 5 + 𝑟𝑒𝑠𝑢𝑙𝑡𝑠_ℎ  𝑖 +  2 ∗ 𝑠𝑡  ∗ 𝐻𝑖𝑅 6 + 𝑟𝑒𝑠𝑢𝑙𝑡𝑠_ℎ  𝑖 +  3 ∗ 𝑠𝑡  
∗ 𝐻𝑖𝑅 7  
𝐷𝑜𝑛𝑑𝑒, 𝑖 = 0, 1, 2 …ℎ𝑒𝑖𝑔ℎ𝑡 
Caso 2: 
𝑟𝑒𝑠  𝑖 =  𝑖𝑚𝑔 𝑖 +  𝑠𝑡 ∗ 𝑥  ∗ 𝐻𝑖𝑅 𝑥 
1
𝑥=0
 + 𝑟𝑒𝑠𝑢𝑙𝑡𝑠 _ℎ 𝑖 ∗ 𝐻𝑖𝑅 2 + 𝑟𝑒𝑠𝑢𝑙𝑡𝑠 _ℎ 𝑖 + 𝑠𝑡 
∗ 𝐻𝑖𝑅 3 + 𝑟𝑒𝑠𝑢𝑙𝑡𝑠 _ℎ  𝑖 +  2 ∗ 𝑠𝑡  ∗ 𝐻𝑖𝑅 4 + 𝑟𝑒𝑠𝑢𝑙𝑡𝑠_ℎ  𝑖 +  3 ∗ 𝑠𝑡  
∗ 𝐻𝑖𝑅 5 + 𝑟𝑒𝑠𝑢𝑙𝑡𝑠_ℎ  𝑖 +  4 ∗ 𝑠𝑡  ∗ 𝐻𝑖𝑅 6 + 𝑟𝑒𝑠𝑢𝑙𝑡𝑠_ℎ  𝑖 +  5 ∗ 𝑠𝑡  
∗ 𝐻𝑖𝑅 7  
𝐷𝑜𝑛𝑑𝑒, 𝑖 = 0, 1, 2 …ℎ𝑒𝑖𝑔ℎ𝑡 
7.2 Ciclo de Diseño 
En coherencia con lo mencionado en el capítulo anterior, se procederá a la descripción en 
el desarrollo del diseño del algoritmo Wavelet Daubechies de orden 4 para una FPGA en 
lenguaje VHDL. 
Se iniciará haciendo un análisis del sistema como un todo y se continuara con la 
descripción del mismo proceso, módulo a módulo, que compone éste sistema utilizando el 
mismo esquema. 
7.2.1 Diseño General 
En esta etapa se describe el sistema como el todo. De acuerdo a lo descrito en el aparte 
7.1 con relación al análisis del algoritmo, para el hardware se detectan inicialmente tres 
etapas; etapa de entrada de datos, etapa de procesamiento de filtros y etapa de salida de 
datos. 
Para modelar el sistema y poderlo mostrar de una forma clara, se hace un diseño RTL 
(Register Transfer Level), que se compone de elementos de almacenamiento (como flip-
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flops o registros) y combinatorios, que son los que realizan la transferencia de los 
resultados entre registros. 
7.2.1.1 Requerimientos 
Los siguientes son los requerimientos visualizados: 
 Entrada y almacenamiento de datos. 
 Procesamiento de datos. 
o Disposición de datos de entrada 
o Almacenamiento de constates de los filtros 
 Almacenamiento y salida de Datos. 
Entrada y almacenamientos de datos: hace mención a la forma en que se tienen los datos 
de entrada determinados por el software y el proceso necesario para adaptarlos al 
formato en el cual deben estar para poder disponer de ellos. 
Procesamiento de datos: hace referencia al proceso de los datos en cada uno de los filtros 
y a la disponibilidad de los coeficientes que componen cada filtro. 
Almacenamiento y salida de datos: se refiere a la preparación de los datos resultado de los 
filtros para que sean llevados a la memoria y puedan ser tomados de nuevo por el 
software. 
7.2.1.2 Análisis de Requerimientos 
Datos de entrada: Teniendo en cuenta que los datos están almacenados en el campo 
imageData de la estructura IplImage de OpenCV y que estos se encuentran en formato 
unsigned char, se reconoce cada 8 (ocho) bits como la intensidad de un pixel de la imagen. 
Teniendo en cuenta que la imagen será de una resolución de 640x480, se necesitará una 
capacidad de almacenamiento de 2400 kbits. 
Procesamiento de datos: Teniendo en cuenta que los coeficientes son números 
fraccionales, que van desde -0.6309 hasta 0.7148 y que son fijos, se requiere de unos 
registros en los cuales se pueda disponer de ellos en el formato adecuado para el 
procesamiento de los filtros. Este formato será fijado como punto fijo por la simplicidad a 
la hora del procesamiento en hardware. 
Almacenamiento y salida de datos: Debido a que dentro del procesamiento se realizan 
operaciones matemáticas entre los datos de entrada y los coeficientes almacenados, y a 
que estos últimos son fraccionales, el resultado será en números fraccionales que según lo 
dispuesto anteriormente estarán en punto fijo, pero que pensando en llevar estos datos 
de nuevo al software se deberá hacer un proceso de conversión de formato a coma 
flotante que es de 32 bits. Teniendo en cuenta la resolución de la imagen y que por cada 
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pixel de ésta se requieren 32 bits, se necesita una capacidad de almacenamiento de 9600 
kbits. 
7.2.1.3 Selección de Tecnologías y Herramientas 
Con el fin de implementar este diseño en el sistema de computación reconfigurable RASC 
SGI Altix 350, se limita la selección de las herramientas a la FPGA de la familia Virtex2, 
dispositivo V6000, y a los requerimientos de software, como la librería RASCLIB. En la 
Figura 45 se puede observar un diseño de bloque general de RASC y su relación con los 
periféricos. 
En este punto vale la pena aclarar que todo el diseño del algoritmo debe estar contenido 
en el algorithm-block, cuyas entradas y salidas están ya definidas para poderse relacionar 
con los core services, que son la interfaz entre el algorithm-block y los periféricos. De ahí 
que las entradas y salidas de los datos estén limitadas a 128 bits por ciclo de reloj.  
En la Figura 44 se muestran las características de la FPGA que se va a utilizar. Es 
conveniente aclarar en este punto que las características Virtex2 V6000, serán 
compartidas entre el Algorithm-block (que es el diseño del algoritmo a implementar) y los 
core services, por lo que inicialmente se hará un diseño pensando en estas características 
pero dando una holgura para dar cabida a los core services. Lo anterior debido a que se 
utilizó una estrategia de diseño modular, donde cada requerimiento sería diseñado, 
implementado, simulado y verificado por aparte antes de integrarlo al sistema. 
Figura 44. Características de la FPGA Virtex2 V6000. 
 
Fuente: Virtex II Platform FPGAs: Complete Data Sheet. Xilinx 
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Figura 45. Arquitectura FPGA - RASC 
 
Fuente: Reconfigurable Application-Specific Computing, User’s Guide. Silicon Graphics. 
7.2.1.4 Diseño 
Producto del análisis realizado anteriormente en la Figura 46 se muestra un esquema 
general de la Wavelet de Daubechies de orden 4, donde se distinguen claramente tres 
etapas, cada una de ellas abordando uno de los requerimientos antes mencionados. Al 
mismo tiempo se visualizan dentro de alguna de ellas, procesos que son requeridos y 
discutidos en detalle más adelante. 
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Figura 46. RTL General de la Wavelet DB4. 
 
Fuente: el Autor 
7.2.2 Etapa de Entrada de datos 
En esta etapa se busca proporcionar una interfaz entre los datos que provienen del 
software y la forma en que estos deben estar dispuestos para ser utilizados por la etapa 
de procesamiento. Adicional a ello y teniendo en cuenta que se realizan dos filtros 
(horizontal y vertical), se garantiza la disposición de los datos, resultados del primer filtro, 
para el segundo filtro. 
7.2.2.1 Requerimientos. 
Primero debemos tener en cuenta dos características: la primera, está relacionada con la 
limitante ofrecida por la interfaz del algorithm block con relación al bus de datos de 128 
bits proveniente de los core services, y la segunda con relación al formato de los datos 
provenientes del software, donde la intensidad de cada pixel es mantenida en un byte con 
formato unsigned char (valores entre 0 y 255). De igual forma, esta etapa debe tener en 
cuenta el proceso de downsampling y padding usados por defecto en la Transformada 
Wavelet db4 de matlab (que servirá como control). 
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7.2.2.2 Análisis de requerimientos 
Teniendo en cuenta las dos limitantes para el diseño, se tendrá como entrada un paquete 
de 16 pixeles (llamado datain), por vez en el diseño, cada uno de ellos de 8 bits (Ver Figura 
47). Cada pixel contiene una intensidad, que puede ir desde 0 hasta 255. Como ya se 
mencionó anteriormente, se necesitarán datos en forma fraccional; para ello y por la poca 
precisión que se requería (determinada por los coeficientes), se ha optado por trabajar 
con datos en punto fijo (por su simplicidad de manejo), con un máximo de 18 bits. Lo 
anterior, con el fin de utilizar los bloques multiplicadores de 18 bits de la FPGA. Esto haría 
pensar en transformar los datos de la entrada de 8 bits a un formato de 18 bits, donde los  
bits originales del dato pasarán a ser la parte entera de este último. 
Figura 47. Registro datain 
 
Fuente: el Autor 
7.2.2.3 Diseño 
Para mantener el paquete de 16 pixeles por vez que se reciben de la imagen original, se 
diseñó un registro de 512 bits, llamado datareg, donde cada 16 bits representa un pixel 
del paquete. Cabe recordar que el dato que llega es de 128 bits, mostrado en la Figura 48 
como datain. Estos serán mantenidos en la parte baja del registro datareg, después de 
haber sido transformados de 8 bits por pixel (enteros) a 16 bits por pixel (punto fijo). Para 
el siguiente paquete de datos, se realiza un corrimiento de datareg, tal que los 256 bits de 
la parte baja pasan a los 256 bits de la parte alta, dando espacio para el nuevo paquete. 
Después del segundo paquete ya se tiene el primer grupo de 24 pixeles a procesar, esto 
sumado al corrimiento antes mencionado se realiza con el fin de realizar un empalme 
entre el grupo enviado a procesar y el paquete de datos que llega. Dado que por cada 
procesamiento se obtienen 8 pixeles por cada grupo de coeficientes y cada pixel es de 16 
bits, se hace necesario realizar un retardo de un ciclo por cada paquete recibido con el fin 
de dar tiempo a almacenar los dos grupos de resultados en la memoria. Al finalizar cada 
línea se realiza el padding con los últimos 8 pixeles del último paquete recibo de esa línea. 
Este proceso puede ser visto en la figura Figura 48. 
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Figura 48. Proceso de entrada para el filtro horizontal. 
 
Fuente: el Autor 
Figura 49. Proceso de entrada para el filtro vertical. 
 
Fuente: el Autor 
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Para el filtro vertical y pensando en realizar un diseño general, la etapa de entrada de 
datos dispondrá de los datos resultados del primer filtro. A diferencia del primer filtro, el 
diseño realizado para satisfacer éste es sistólico, ya que cada paquete se corresponde a 8 
pixeles de una línea, y el siguiente paquete a 8 pixeles de la siguiente línea inferior a la 
anterior, lo que lleva a no tener listos los datos a procesar hasta no tener 16 lineas 
siguiendo el mismo esquema para el filtro horizontal. Resultado de esto se deben 
almacenar 16 paquetes de 8 pixeles cada uno, que posteriormente serán 8 grupos a 
procesar y que darán como resultado 16 paquetes de 4 pixeles por cada grupo de 
coeficientes, es decir 32 ciclos de retardo para almacenar los resultados antes de volver a 
solicitar los siguientes datos de memoria. Esto puede ser observado mejor en la figura 
Figura 49. 
Como se había mencionado anteriormente, el formato de los coeficiente es en punto fijo, 
que se limitará a 16 bits, se toman los 8 bits del pixel y se almacenan desde la posición 5 
hasta la posición 12 del formato en punto fijo, que corresponden a los 8 bits menos 
significativos de los 10 bits de la parte entera, y el resto se colocan en 0 (cero), tal como 
muestra la Figura 50. El diseño de la estructura en punto fijo será explicado en la siguiente 
sección. 
Figura 50. Datos de entrada. 
 
Fuente: el Autor 
7.2.3 Etapa de Procesamiento 
Este bloque se encargará de realizar los dos filtros, en ambas pasadas  
7.2.3.1 Requerimientos 
Como se mencionó anteriormente, el resultado de la Transformada Wavelet, obtiene el 
valor de un pixel de la imagen por cada muestreo del filtro. Este resultado, para la Wavelet 
madre Daubechies de orden 4, proviene de la suma de los productos de cada uno de los 
coeficientes con un pixel de la muestra, esto para cada uno de los dos filtros denominados 
LoR y HiR. 
7.2.3.2 Análisis de Requerimientos 
Esta etapa se compone de dos bloques que procesan los dos filtros (LoR y HiR). Estos dos 
bloques son idénticos en estructura, la diferencia radica en el registro de coeficientes que 
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tienen como entrada. Lo anterior indica que existirá un registro para los coeficientes del 
filtro LoR y otro para los coeficientes del filtro HiR. 
En la Tabla 3 se muestran los valores de los ocho coeficientes para cada filtro. Como se 
puede observar, estos coeficientes van de -0.6309 hasta 0.7148, lo que nos indica que 
estos valores están alrededor de cero, es decir, no son relevantes para determinar las 
cantidad de bits para la parte entera, pero si son de gran importancia para determinar, la 
cantidad de bits de la parte real. De ahí el interés en los valores intermedios, que 
requieren mayor precisión, entre estos están; -0.0106, -0.0280 y 0.0308, que en pruebas 
realizadas se determinó que con 6 bits en la parte real, serían suficientes para la precisión 
requerida. Ahora, para determinar los bits necesarios para la parte entera, se realizó una 
prueba donde las intensidades de los pixeles de la imagen entrante, estuvieran alrededor 
de 255, encontrando que los valores resultantes después de haber pasado por los dos 
filtros rara vez pasaban de los 512 en la intensidad, sin embargo, por no haber sido una 
prueba exhaustiva se determinó proporcionar 10 bits para la parte entera, lo que da un 
rango de valores entre 0 y 1023 bits. Adicional a esto, se tiene un bit para el signo, ubicado 
en el bit más significativo. Como resultado se obtiene una estructura de punto fijo, en la 
que se construyó la representación de todos los coeficientes. 
Tabla 3. Coeficientes LoR y HiR 
LoR -0.2304 0.7148 -0.6309 -0.0280 0.1870 0.0308 -0.0329 -0.0106
HiR -0.0106 0.0329 0.0308 -0.1870 -0.0280 0.6309 0.7148 0.2304  
Fuente: el Autor  
7.2.3.3 Diseño 
Para el procesamiento de un filtro se requería de un bloque que tuviera como mínimo una 
unidad de procesamiento que constara de ocho multiplicadores (Multiplicación entre pixel 
y coeficiente) y un sumador (suma de los resultados de los ocho multiplicadores), tal como 
se muestra en Figura 51.  
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Figura 51. Unidad de Procesamiento 
 
Fuente: el Autor 
Sin embargo y pensando en proporcionar concurrencia al diseño, teniendo en cuenta las 
limitantes físicas de la FPGA (144 bloques multiplicadores de 18 bits), se determinó que 
para cada filtro se podrían tener hasta ocho de éstas unidades de procesamiento (Ver 
Figura 52), proporcionando una capacidad de procesar paquetes de hasta 24 pixeles. 
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Figura 52. Filtro LoR 
 
Fuente: el Autor 
En la Figura 53 se muestra la forma en que se modela el downsampling entre unidades de 
procesamiento, donde se descartan los dos pixeles más significativos de la primera unidad 
y se llevan a la siguiente unidad los seis pixeles restantes. En esta nueva unidad se 
procesarán estos seis pixeles más los dos pixeles siguientes en la entrada. 
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Figura 53. Downsampling 
 
Fuente: el Autor 
Todo este diseño se encapsuló en un bloque llamado BBLOCK. De tal manera que 
continuando con el diseño del bloque de procesamiento, se debe tener una doble 
instancia de BBLOCK, una por cada filtro, conectada al registro de los coeficientes 
correspondientes (Ver Figura 54). 
Figura 54. Filtros 
 
Fuente: el Autor 
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7.2.4 Etapa de Salida de Datos 
Esta etapa se encargará de almacenar los resultados del primer filtro en la memoria, para 
que sean accedidos por la etapa de entrada en cuanto se termine el filtro horizontal. De 
igual forma deberá preparar los datos para que puedan ser manipulados por el software 
después del procesamiento de la transformada completa, es decir transforma los datos de 
punto fijo a punto flotante y posteriormente almacenarlos en memoria. 
7.2.4.1 Requerimientos 
Para mantener los datos resultados del primer filtro se debe contar con un espacio fijo en 
la memoria de 600 K bytes donde se puedan almacenar realizando la indexación 
adecuada. 
Debido a que en software se trabaja con números en coma flotante, los datos de salida del 
hardware, deben estar en dicho formato. Teniendo en cuenta que los datos vienen en un 
formato de punto fijo desde el bloque de procesamiento, se debe hacer la conversión. 
Para ello se cuenta con el estándar IEEE 754-2008, donde se define el formato del punto 
flotante. Dado que el formato de punto flotante es de 32 bits, se requiere un espacio de 
memoria fijo de 1200 K bytes para almacenar los resultados finales. 
7.2.4.2 Análisis de Requerimientos 
Después de realizar un análisis del estándar IEEE 754-2008, se hace una descripción de la 
parte que se utiliza en éste proyecto.  
Lo primero que se realiza es un proceso de normalizado, que consiste en hacer un 
corrimiento del punto hacia la izquierda de la parte entera del número en punto fijo, las 
veces necesarias hasta llegar al uno más significativo de éste. Luego se debe sumar 127 al 
número de veces que se corrió el punto y este será el valor que vaya en la parte que 
corresponde al exponente del punto flotante. Finalmente, el valor que va en la mantisa 
corresponde a los binarios que están después del punto luego del corrimiento. 
7.2.4.3 Diseño 
De acuerdo a lo anterior, se ha realizado un diseño de hardware que cumpla con éste 
proceso (Ver Figura 55). 
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Figura 55. Diseño de Hardware 
 
Fuente: el Autor 
Debe aclararse que éste proceso debe ser realizado para cada una de las intensidades 
resultantes de ambos filtros antes de ser pasados a memoria, como se muestra en la 
Figura 56. 
Figura 56. Registro resultante. 
 
Fuente: el Autor 
A continuación, se describirá brevemente cada uno de los componentes. 
Priority Encoder 
Se utilizan dos instanciaciones de éste módulo al cual entran 16 bits y salen 4 bits. Los 4 
bits de salida, corresponden a la posición del bit en uno, más significativo de la entrada.  
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En el primero, de los 16 bits que ingresan, desde el bit 9 hasta el bit 0 corresponden a los 
10 bits de la parte entera del punto fijo y el resto se ponen en 0. El resultado de éste será 
útil en el caso general. 
En el segundo, de los 16 bits que ingresan,  desde el bit 15 hasta el bit 10 corresponden a 
los 6 bits de la parte real del punto fijo y el resto se ponen en 0. El resultado de éste será 
útil en el caso especial. 
Para este diseño los priority encoder serán utilizados con el fin de determinar el número 
de corrimientos y de esta manera proporcionar los valores adecuados para el exponente y 
la mantisa en el número en punto flotante. 
or_enc 
En caso de que no haya algún bit en uno en la parte entera del número en punto fijo, la 
señal or_enc se pone en 0 (cero), en caso contrario será 1 (uno). 
Para este diseño la señal or_enc será utilizada con el fin de determinar cuál de las dos 
posiciones serán utilizadas; caso general (Cuando la parte entera es diferente de cero) o 
caso especial (Cuando la parte entera es igual a cero). La posición elegida será la que vaya 
a la ROM como dirección. 
ROM 
Continuando con el proceso de normalización, se debe hacer la suma de 127 al número de 
veces que se hizo el corrimiento, que corresponde al resultado del priority encoder. En 
lugar de hacer un sumador y con el fin de ahorrar área y tiempo en la implementación del 
diseño y teniendo en cuenta que son a lo máximo 10 posibles resultados de ésta suma, se 
opta por diseñar una memoria ROM donde la salida del priority encoder se convierte en la 
dirección de entrada de la ROM y la salida, corresponde al resultado de la suma. 
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Tabla 4. ROM 
 
Fuente: el Autor 
La herramienta de síntesis infiere el tamaño total de la ROM, de acuerdo al número de 
bits de la dirección (td) y al tamaño de la salida (ts) de la siguiente manera: (2^td)*ts. 
Sabiendo que máximo tendremos nueve corrimientos, solo nos serán útiles 10 de las 16 
posiciones direccionables (teniendo en cuenta cuando no se corre, esto es 0), sin embargo 
la herramienta de síntesis genera las otras seis restantes posiciones, que iniciaremos en 0 
(posiciones que aparecen en gris). 
Sin embargo, para un número en el cual el punto fijo tiene como parte entera 0 (cero), se 
crea un caso especial en el diseño, en el que se tomarán en cuenta las posiciones que no 
se utilizaron en la ROM. 
Control de corrimiento 
Para éste módulo, se ha diseñado un control basado en la posición escogida de acuerdo al 
valor de or_enc que determina los bits del número en punto fijo que serán puestos en la 
parte de la mantisa en el número en punto flotante (bit 22 a bit 0). 
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8. PRUEBAS 
Algunas de las pruebas realizadas con la wavelet madre Daubechies de orden 4, 
implementada en OpenCV se muestran a continuación. 
Para comenzar, se realizan pruebas con algunas de las imágenes utilizadas anteriormente 
para probar la wavelet madre Haar. 
8.1 Prueba 01 
En la Figura 57 se muestra una imagen de 256x256 pixeles, que es dividida diagonalmente 
y por la mitad, por un borde que define el cambio de dos intensidades de color diferentes. 
Figura 57. Imagen triangular. 
 
Fuente: el Autor. 
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8.2 Prueba 02 
En la Figura 58, se muestra una imagen de 256x256 pixeles, que es dividida 
horizontalmente en la mitad, por un borde que define el cambio de dos intensidades de 
color diferentes. 
Figura 58. Imagen Rectangular Horizontal. 
 
Fuente: el Autor. 
8.3 Prueba 03 
Figura 59, se muestra una imagen de 256x256 pixeles, que es dividida verticalmente y en 
la mitad, por un borde que define el cambio de dos intensidades de color diferentes.  
Figura 59. Imagen Rectangular Vertical de 256x256. 
 
Fuente: el Autor. 
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8.4 Prueba 04 
Se realiza una prueba de concordancia utilizando la Transformada Wavelet Daubechies de 
orden 4 entre Matlab y OpenCV, utilizando una de las imágenes contenidas en la base de 
datos CASIA. 
8.5 Prueba 05 
Se realiza una prueba para comparar el resultado del algoritmo de Canny de Masek y el 
resultado de la Transformada Wavelet Daubechies de orden 4 implementada en OpenCV, 
utilizando una de las imágenes contenidas en la base de datos CASIA. 
8.6 Prueba 06 
Se realiza una prueba con dos imágenes de la base de datos CASIA-IrisV3-Lamp, con el fin 
de determinar que tanto influye la variación de la iluminación en los resultados. Debido a 
que ésta base de datos se caracteriza por tener muestras de imágenes a distintas 
intensidades de luz. Comparándolas con dos imágenes de la base de datos CASIA-IrisV3-
Twins, se asume que ésta última contiene imágenes con iluminación ambiente, debido a 
que la descripción encontrada en la página donde fue descargada la base de datos, no 
especifica el tipo de iluminación utilizada para este grupo de imágenes. 
Figura 60. Imágenes con variación en la iluminación. 
 
Fuente: CASIA-IrisV3-Lamp 
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Figura 61. Imágenes de gemelos. 
 
Fuente: CASIA-IrisV3-Twins 
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9. RESULTADOS Y CONCLUSIONES 
9.1 Prueba 01 
9.1.1 Resultado Esperado 
Se esperaba obtener una línea definida en el detalle diagonal y líneas más tenues en los 
detalles horizontal y vertical. 
9.1.2 Resultado Obtenido 
El resultado de ésta prueba fue satisfactoria, se obtuvo el resultado esperado. 
 
9.1.3 Conclusión 
La Transformada Wavelet Daubechies de orden 4 implementada en C, utilizando la librería 
OpenCV, detecta bordes diagonales. 
9.2 Prueba 02 
9.2.1 Resultado Esperado 
Se esperaba obtener una línea definida en el detalle vertical y ninguna línea en los detalles 
horizontal y diagonal. 
9.2.2 Resultado Obtenido 
El resultado de ésta prueba fue satisfactoria, se obtuvo el resultado esperado. 
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9.2.3 Conclusión 
La Transformada Wavelet Daubechies de orden 4 implementada en C, utilizando la librería 
OpenCV, detecta bordes horizontales. 
9.3 Prueba 03 
9.3.1 Resultado Esperado 
Se esperaba obtener una línea definida en el detalle horizontal y ninguna línea en los 
detalles vertical y diagonal. 
9.3.2 Resultado Obtenido 
El resultado de ésta prueba fue satisfactoria, se obtuvo el resultado esperado. 
 
 71 
 
9.3.3 Conclusión 
La Transformada Wavelet Daubechies de orden 4 implementada en C, utilizando la librería 
OpenCV, detecta bordes verticales. 
9.4 Prueba 04 
9.4.1 Resultado Esperado 
Obtener el mismo patrón en las cuatro secciones de la imagen resultante. 
9.4.2 Resultado Obtenido 
Se observa un patrón de reconocimiento similar, sin embargo, se obtiene una leve 
diferencia en las intensidades debido a una función propia de Matlab que normaliza las 
intensidades de la imagen para definirla. 
Figura 62. Comparación entre DB4 de Matlab y DB4 de OpenCV. 
 
Fuente: El autor. 
9.4.3 Conclusiones 
Se logró la implementación satisfactoria de la Transformada Wavelet Daubechies de orden 
4, para OpenCV. Teniendo en cuenta las características del desarrollo en OpenCV, el 
presente trabajo puede aportar ésta función a la librería, ya que no existe. 
9.5 Prueba 05 
9.5.1 Resultado Esperado 
Observar la diferencia entre el algoritmo de Canny de Masek y el resultado de la 
Transformada Wavelet Daubechies de orden 4 de OpenCV. 
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9.5.2 Resultado Obtenido 
El Resultado obtenido de la Transformada Wavelet Daubechies de orden 4 presenta una 
imagen más limpia y con menos ruido. 
Figura 63. Comparación entre Canny de Masek y DB4 en OpenCV. 
 
Fuente: el autor. 
9.5.3 Conclusiones 
La conclusión que se presenta a continuación es subjetiva. La imagen obtenida utilizando 
Canne de Masek, presenta más ruido que la obtenida con la Transformada Wavelet 
implementada en OpenCV, aunque define mejor las líneas encontradas ya que las 
normaliza llevándolas a un grosor de un pixel. Sin embargo en dicha normalización se 
pierden los bordes horizontales lo que indica que la transformada Wavelet proporciona un 
mejor mecanismo para la detección de los parpados (superior e inferior).  
9.6 Prueba 06 
9.6.1 Resultado Esperado 
Ver diferencias entre los resultados de las imágenes a diferentes intensidades de 
iluminación. 
9.6.2 Resultado Obtenido 
Se obtuvieron detecciones de bordes en las imágenes que tenían algún tipo de 
iluminación. 
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Figura 64. Comparación entre imágenes a distintas intensidades de iluminación. 
 
 
Fuente: el autor. 
9.6.3 Conclusiones 
La conclusión que se presenta a continuación es subjetiva. Las imágenes a utilizar para la 
detección de iris deben contener algún tipo de iluminación para mejores resultados. 
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