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REIDEMEISTER TORSION AND ANALYTIC TORSION OF
DISCS
T. DE MELO, L. HARTMANN AND M. SPREAFICO
Abstract. We study the Reidemeister torsion and the analytic torsion of the
m dimensional disc in the Euclidean m dimensional space, using the base for
the homology defined by Ray and Singer in [20]. We prove that the Reide-
meister torsion coincides with a power of the volume of the disc. We study
the additional terms arising in the analytic torsion due to the boundary, us-
ing generalizations of the Cheeger-Mu¨ller theorem. We use a formula proved
by Bru¨ning and Ma [2], that predicts a new anomaly boundary term beside
the known term proportional to the Euler characteristic of the boundary [16].
Some of our results extend to the case of the cone over a sphere, in particular
we evaluate directly the analytic torsion for a cone over the circle and over the
two sphere. We compare the results obtained in the low dimensional cases. We
also consider a different formula for the boundary term given by Dai and Fang
[9], and we show that the result obtained using this formula is inconsistent
with the direct calculation of the analytic torsion.
1. Introduction
The Reidemeister (R) torsion is an important topological invariant introduced
originally by Reidemeister [22], Franz [12] and de Rham [11] to classify lens spaces.
For non acyclic space, the R torsion depends on the homology. However, dealing
with Riemannian manifolds, Ray and Singer [20] introduce a geometric torsion
invariant that we call Ray and Singer (RS) torsion. They use the Riemannian
structure to fixing the dependence on the homology of the R torsion. In the same
work, in searching for an analytic description of the RS torsion, Ray and Singer
also introduced the analytic torsion, that soon became an important geometric
invariant on its own, and has been deeply investigated by various authors (see for
example [1] and the references therein). The equivalence between the RS torsion
and the analytic torsion, conjectured by Ray and Singer, was eventually proved by
Cheeger [4] and Mu¨ller [18], for closed manifold. Cheeger also discussed the case
of manifolds with boundary, showing that in this case an extra term could appear.
Much lather, this boundary term was explicitly given by Lott and Rothenberg [15]
and Lu¨ck [16], for the case of manifolds with a product metric structure near the
boundary. Only in 2000, Dai and Fang [9] gave a formula for the difference of
the RS torsion and the analytic torsion on a manifold with boundary without any
assumption for the metric near the boundary. In this formula some new terms
appear. However, in a recent work of Bru¨ning and Ma [2] on Ray-Singer metrics
on manifolds with boundary, a further formula is given, where a different boundary
contribution appears. The results given in Theorem 2 below are obtained using
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the formula of Bru¨ning and Ma. The results obtained using the formula of Dai
and Fang are given at the end of Section 4. Beside the intensive investigation and
the large literature available, comparably few results exist on the quantitative side,
namely explicit evaluations of the analytic torsion [21] [32] [10]. Continuing along
this line of investigation, we study in this work the simplest case of a manifold with
boundary, namely the case of a disc. Let (W, g) be a compact connected Riemannian
manifold with boundary ∂W , and metric g, and ρ : π1(W )→ O(k,R) an orthogonal
representation of the fundamental group of W . We denote by τRS((W, g); ρ) the RS
torsion, by τRS((W,∂W, g); ρ) the RS torsion of the pair (W,∂W ). We denote by
Tabs((W, g); ρ) the analytic torsion of (W, g) with absolute boundary conditions on
∂W , and by Trel((W, g); ρ), the analytic torsion of (W, g) with relative boundary
condition, both with respect to the representation ρ (see Section 2 for the precise
definitions). Let Dml = {x ∈ Rm | |x| ≤ l}, the disc of radius l > 0 in the euclidian
space Rm, and with the standard metric gE induced by the immersion. With this
notation, we now state our main results.
Theorem 1. The RS torsion of the disc Dml of radius l > 0 in R
m with the standard
metric gE induced by the immersion in the Euclidean space, and an orthogonal
representation ρ of the fundamental group, is:
τRS((D
m
l , gE); ρ) =
(√
VolgE (D
m
l )
)rk(ρ)
.
In the same situation, the RS torsion of the pair (Dml , S
m−1
l ) is:
τRS((D
m
l , S
m−1, gE); ρ) =
(√
VolgE (D
m
l )
)(−1)m−1rk(ρ)
.
Proof. The results follow from Propositions 1 and 2 of Section 3, taking α = π2 . 
Theorem 2. The analytic torsion of the disc Dml of radius l > 0 in R
m with the
standard metric gE induced by the immersion, absolute boundary conditions, and
an orthogonal representation ρ of the fundamental group, is (p > 0):
logTabs((D
2p−1
l , gE); ρ) =
1
2
rk(ρ) log VolgE (D
2p−1
l ) +
1
2
rk(ρ) log 2 +
1
4
rk(ρ)
p−1∑
n=1
1
n
,
logTabs((D
2p
l , gE); ρ) =
1
2
rk(ρ) log VolgE (D
2p
l ) +
p
2
rk(ρ)
p∑
n=1
1
2n− 1 .
Proof. The results follow from Theorem 1, using Lemmas 1 and 2 of Section 4. 
Beside our main results concern the case of the discs, that are smooth manifolds,
our technique easily extends, at least formally, to cover the case of the completed
metric cone of angle α over a sphere, CαS
n
l sinα (see the beginning of Section 3 for
the definition). And this generalization contains the case of the discs. For this
reason, we develop our analysis in the more general case of the cone, whenever this
is possible. The main problem, to deal with the cone, is the extension of the Hodge
theory to the space of L2-forms near the singularity at the tip of the cone. This
theory has been developed in the work of J. Cheeger [6], and we will assume his
results in the definition of the Laplacian on forms, necessary in order to define the
analytic torsion appearing in the following theorems. More details on this aspect,
are at the beginning of Section 4 and of Section 5.
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Theorem 3. The analytic torsion of the cone CαS
1
l sinα, of angle α and length
l > 0, over the circle, with the standard metric gE induced by the immersion,
absolute/relative boundary conditions, and an orthogonal representation ρ0 of the
fundamental group of rank 1, is:
logTabs((CαS
1
l sinα, gE); ρ0) = − logTrel =
1
2
log(πl2 sinα) +
1
2
sinα.
In particular, for the disc D2l we have:
logTabs((D
2
l , gE); ρ0) = − logTrel((D2l , gE); ρ0) =
1
2
log πl2 +
1
2
.
Proof. The proof is in Section 5.4. 
Theorem 4. The analytic torsion of the cone CαS
2
l sinα, of angle α and length
l > 0, over the sphere, with the standard metric gE induced by the immersion,
absolute/relative boundary conditions, and an orthogonal representation ρ0 of the
fundamental group of rank 1, is:
logTabs((CαS
2
l sinα, gE); ρ0) = log Trel =
1
2
log
4
3
l3 − 1
2
F (0, cscα) +
1
4
sin2 α,
where the function F (0, x) is given in Appendix 7. In particular, for the disc D3l
we have:
logTabs((D
3
l , gE); ρ0) = logTrel((D
3
l , gE); ρ0) =
1
2
log
4πl3
3
+
1
2
log 2 +
1
4
.
Proof. The proof is in Section 5.5. 
Some comments on these results are in order.
(1) The geometric-topological approach (of Section 3) proves to be much more
effective and natural for evaluating the analytic torsion with respect to
a direct calculation starting from the definition of the analytic torsion.
The geometric-topological approach also gives a clear interpretation of the
different terms appearing in the final result, as described in the next remarks
(a similar result was obtained for the spheres in [10]).
(2) In the formula for the analytic torsion of the disc D2l (obtained particular-
izing the second formula given in Theorem 2), two terms appear. The first
is the topological term, corresponding to the volume of the disc, and in
fact comes from the topological part of the analytic torsion, namely the RS
torsion, that can be computed using Theorem 1. The second term comes
from the boundary contribution. In this case, the unique boundary contri-
bution is of the type described by Dai and Fang [9] and Bru¨ning and Ma
[2], since the manifold is not a product near the boundary, and there is no
contribution of type described by Lu¨ck [16], since the Euler characteristic
of the boundary is trivial. The result given in Theorem 2 is obtained by
using the formula of Bru¨ning and Ma, and is consistent with the result
obtained by direct calculation of the analytic torsion, given in Theorem 4.
However, in this case the formula of Dai and Fang gives the same result,
see the analysis at the end of Section 4.
(3) In the formula for the analytic torsion of the disc D3l (obtained particular-
izing the first formula given in Theorem 2), three terms appear. The first
is the topological term, corresponding to the volume of the disc, as in the
case of D2l . The second term comes from the boundary contribution, and
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is precisely the term depending on the Euler characteristic as predicted by
the formula of Luck [16]. The last term also must come from the bound-
ary, and therefore comes from the fact that the manifold is not a product
near the boundary. The result given in Theorem 2 is obtained by using the
formula of Bru¨ning and Ma, and is consistent with the result obtained by
direct calculation of the analytic torsion, given in Theorem 4. In this case,
it is easy to check that all the contributions arising from the formula in
Theorem 1 of [9] vanish in this case (see formula (16) at the end of Section
4). Thus, this result furnishes a counter example to the theorem of Dai and
Fang, at least for the even case (see also Remark 2 at the end of Section 4).
(4) An easy calculation (see for example [16] (1.19), where a multiplicative
factor 2 appears, arising from the different definition of the analytic torsion)
shows that the analytic torsion of the one dimensional disc with absolute
boundary conditions is
logTabs((D
1
l , gE), ρ0) =
1
2
log l+
1
2
log 2.
This is consistent with Theorem 2, since in this case the metric is a
product near the boundary, and therefore the generalization of the Cheeger-
Mu¨ller theorem proved by Luck in [16] reads T (W ) = τ(W )+ 14χ(∂W ) log 2.
(5) Using Theorem 3 and Proposition 2, the ratio of the analytic and Reide-
meister torsion on the cone over the disc reads
logT (CαS
1
l sinα)− log τ(CαS1l sinα) =
1
2
sinα.
On the other side, using the formula given in Remark 1, the boundary
term in this case is precisely 12 sinα. Therefore, in the formula for the an-
alytic torsion there are no terms coming from the singularity, or in other
words in this case the analytic torsion does not detect the presence of the
singularity. A torsion type invariant that detect the presence of the singu-
larity was introduced in [29], by considering the Laplacian with Dirichlet
boundary conditions on forms. We can not perform a similar analysis in
the case of the sphere, since we do not have a satisfactory description of
the boundary term in that case.
2. Preliminary and notation
In this section we recall the basic fact about torsion and we introduce some
notation. We prefer to introduce the R torsion starting from the more abstract
Whitehead (W) torsion. From one side, this makes the presentation far more gen-
eral, and far more useful for further applications we are working on, from the other
this allows to describe in a concise way the main properties of invariance of the R
torsion, necessary for all our applications. For the same reasons, we consider the
general case of a non simply connected space. This section is essentially based on
[17], [8] and [20].
Let R be an associative ring with unit. Let K1(R) be the Whitehead group
of R, i.e. the abelianization of the general linear group Gl(R). Let K¯1(R) =
K1(R)/{[1], [−1]} be the reduced Whitehead group. Let
C : Cm
∂m
// Cm−1
∂m−1
// . . . ∂2 // C1
∂1
// C0,
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be a chain complex of (finite dimensional) free R-modules1. Denote by Zq = ker ∂q,
by Bq = Im∂q+1, and by Hq(C) = Zq/Bq as usual. Assume that both Bq and Hq
are free R-modules for each q. For two bases x = {x1, . . . , xk} and y = {y1, . . . , yk}
of a free R-module M , denote by (y/x) the matrix defined by the change of bases,
and by [y/x] the class of this matrix in K¯1(R). For each q, fix a base cq for Cq,
and a base hq for Hq(C). Let bq be a (independent) set of elements of Cq such that
∂q(bq) is a base for Bq−1. Then the set of elements {∂q+1(bq+1), hq, bq} is a base
for Cq. In this situation, the Whitehead torsion of the complex C with respect to
the graded base h = {hq} is the class
τW(C;h) =
m∑
q=0
(−1)q[∂q+1(bq+1), hq, bq/cq],
in K¯1(R).
Let ZG be the group ring of a given group G. Then, G embeds homomorphically
in the group of units (ZG)× = Gl(1,ZG) ⊂ Gl(k,ZG). This immersion passes to
the quotient defining an homomorphism of G into a normal subgroup of K¯1(ZG).
The quotient space is the Whitehead group Wh(G) of G, and we denote by w :
K¯1(ZG)→Wh(G) the natural projection.
Let (K,L) be a pair of connected finite cell complexes of dimension m, and
(K˜, L˜) its universal covering complex pair, and identify the fundamental group of
K with the group of the covering transformations of K˜. Let C((K˜, L˜);R) be the
chain complex of (K˜, L˜) with coefficients in R. The action of the group of cover-
ing transformations makes each chain group Cq((K˜, L˜);R) into a module over the
group ring Rπ1(K), and each of these modules is Rπ1(K)-free and finitely gener-
ated by the natural choice of the q-cells of K − L. Since K is finite it follows that
C((K˜, L˜);R) is free and finitely generated over Rπ1(K). We have got a complex
of free finitely generated modules over Rπ1(K) that, following standard notation,
we denote by C((K˜, L˜);Rπ1(K)) of free finitely generated modules over Rπ1(K).
Any fixed choice of a graded basis c for C((K˜, L˜);Rπ1(K)) and of a graded basis
of H(C((K˜, L˜);Rπ1(K))), allows to define the torsion τW(C((K˜, L˜);Rπ1(K));h)
in K¯1(Rπ1(K)). However, there is still some ambiguity due to the arbitrari-
ety of the choice of the representative cells in the covering space K˜, project-
ing over the cells representing the fixed bases of Cq. Taking integer coefficients,
the different choices of representative cells in the covering give different torsions
in K¯1(Zπ1(K)) that however project to the same class in Wh(π1(K)). Assum-
ing Hq(C((K˜, L˜);Zπ1(K))) are free finitely generated modules over Zπ1(K), the
Whitehead torsion of K with respect to the graded base h is the class
τW((K,L);h) = w(τW(C((K˜, L˜);Zπ1(K));h)),
in Wh(π1(K)). If (K,L) is the cellular (or simplicial) decomposition of a space
(X,A), the Whitehead torsion of (X,A) is defined accordingly, and denoted by
τW((X,A);h). It was proved in [17] that τW((X,A);h) does not depend on the
decomposition K.
If ϕ : R → R′ is a ring homomorphism, we can form a new free complex
R′ ⊗R Cq, using the homomorphism ϕ to make R′ into a right R-module. Then,
1We will assume that if M is any finitely generated module over R then any two bases of M
have the same cardinality.
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τW(R
′ ⊗R C;h′) = ϕ∗τW(C(R);h). This is used to define the torsion with respect
to a representation of the fundamental group. Let ρ : π1(X)→ G be a representa-
tion of the fundamental group in some group G. Then, ρ extends to a unique ring
homomorphism from Zπ1(X) to ZG, and we form the complex
Cq((X,A); (Zπ1(K))ρ) = ZG⊗ρ Cq((X˜, A˜);Zπ1(K)),
of free finitely generated ZG-modules, and the Whitehead torsion of (X,A) with
respect to the representation ρ (and the graded basis h) as
τW((X,A);h, ρ) = w(τW(C((X,A); (Zπ1(X)ρ));h)),
in Wh(π1(X)).
This construction is particularly usefull when G is a subgroup of the group of
units of a field. For example, let G = O(k,R). Then, the determinant function det :
K1(ZO(k,R))→ R×, induces an isomorphism of Wh(O(k,R)) = R+, the positive
real numbers. In this situation, we define the R torsion by τR((X,A);h, ρ) =
detτW((X,A);h, ρ). The multiplicative notation is more convenient in this case,
thus we have
(1) τR((X,A);h, ρ) =
m∏
q=0
|detρ(∂q+1(bq+1), hq, bq/cq)|(−1)
q
,
in R+.
Next, let W be a connected orientable Riemannian manifold of dimension m
with possible boundary ∂W , and Riemannian metric g. Then, all the previous
assumptions are satisfied, and we can define an absolute R torsion τR((W, ∅);h, ρ),
and a relative R torsion τR((W,∂W );h, ρ), for each representation ρ of the funda-
mental group, and for each fixed graded base h for the homology of (W, ∅), and for
the relative homology of (W,∂W ), respectively. In this context, Ray and Singer
suggest a natural geometric invariant object, by fixing an appropriate base h using
the geometric structure, as follows.
Let Eρ → W be the real vector bundle associated to the representation ρ :
π1(W ) → O(k,R). Let Ω(W,Eρ) be the graded linear space of smooth forms on
W with values in Eρ. A base for Ω
q(W,Eρ) is of the form {C∞(W ) ⊗ dxI ⊗ρ ei}.
The exterior differential on W defines the exterior differential on Ωq(W,Eρ), d :
Ωq(W,Eρ) → Ωq+1(W,Eρ). The metric g defines an Hodge operator on W and
hence on Ωq(W,Eρ), ∗ : Ωq(W,Eρ) → Ωn−q(W,Eρ), and, using the inner product
in Eρ, an inner product on Ω
q(W,Eρ), as follows. Let
ω =
∑
I,j
ωI,j(x)dx
I ⊗ ej, η =
∑
I′,j′
ηI′,j′(x)dx
I′ ⊗ ej′ ,
then:
(2) (ω, η) =
∑
I,I′,j,j′
∫
W
ωI,j(x)ωI′,j′(x)dx
I ∧ ∗dxI′(ej , ej′),
where (v, w) = vTw is the inner product in Rk, and ∧ is the exterior product in
the de Rham bundle of forms on W , ΛW .
In order to proceed we recall some results on manifolds with boundary. If W
has a boundary ∂W , then there is a natural splitting of ΛW as direct sum of
vector bundles Λ∂W ⊕ N∗W , where N∗W is the dual to the normal bundle to
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the boundary. Locally, this reads as follows. Let ∂r denotes the outward pointing
unit normal vector to the boundary, and dr the correspondent one form. Near the
boundary we have the collar decomposition C(∂W ) = [0,−ǫ) × ∂W , and if y is a
system of local coordinates on the boundary, then x = (r, y) is a local system of
coordinates in C(∂W ). The smooth forms on W near the boundary decompose as
ω = ωtan + ωnorm,
where ωnorm is the orthogonal projection on the subspace generated by dr, and ωtan
is in Λ∂W . We write
ω = ω1 + ω2 ∧ dr,
where ωj ∈ C∞(∂W )⊗ Λ∂W , and
(3) ∗ ω2 = dr ∧ ∗ω.
Define absolute boundary conditions by
Babs(ω) = ωnorm|∂W = ω1|∂W = 0,
and relative boundary conditions by
Brel(ω) = ωtan|∂W = ω2|∂W = 0.
Let B(ω) = B(ω) ⊕ B((d + d†)(ω)). Then the operator ∆ = (d + d†)2 with
boundary conditions B(ω) = 0 is self adjoint. Note that B correspond to
(4) Babs(ω) = 0 if and only if
{
ωnorm|∂W = 0,
(dω)norm|∂W = 0,
(5) Brel(ω) = 0 if and only if
{
ωtan|∂W = 0,
(d†ω)tan|∂W = 0,
Let
Hq(W,Eρ) = {ω ∈ Ωq(W,Eρ) | ∆(q)ω = 0},
Hqabs(W,Eρ) = {ω ∈ Ωq(W,Eρ) | ∆(q)ω = 0, Babs(ω) = 0},
Hqrel(W,Eρ) = {ω ∈ Ωq(W,Eρ) | ∆(q)ω = 0, Brel(ω) = 0},
be the spaces of harmonic forms with boundary conditions. Then we have the
following de Rham maps Aq (that induce isomorphisms in cohomology),
Aq :Hq(W,Eρ)→ Cq(W ;Eρ),
Aqrel :Hqrel(W,Eρ)→ Cq((W,∂W );Eρ),
with
Aq(ω)(c⊗ρ v) = Aqrel(ω)(c⊗ρ v) =
∫
c
(ω, v),
where c⊗ρv belongs to Cq(W ;Eρ) in the first case, and belongs to Cq((W,∂W );Eρ)
in the second case, and c is identified with the q-cell (simplicial or cellular) that c
represents.
Next, let K be a cellular or simplicial decomposition of W and L of ∂W . Let
sdK be the first barycentric subdivision of K. Let Kˆ be the dual block complex
of K. For each q-cell (simplex) c in K, let cˆ denotes the (m − q)-dual block of c.
If we take q-cells c in K − L, then the collection of the cells cˆ is a base for the
relative chain group Cq(K,L;Z). Therefore the bijection c→ cˆ, induces a bijection
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between the bases of Cq(K,L;Z) and Cm−q(K;Z), and therefore an isomorphism
(the image is in Kˆ − Lˆ since cˆ is disjoint from L if c ∈ K − L) commuting with
boundary operators (up to the sign factor (−1)m−q+1)
ϕq :Cq(K,L;Z)→ Cm−q(Kˆ − Lˆ;Z),
ϕq :c 7→ cˆ.
Dualizing, let c∗ denotes the cochain dual to the chain c. Then, we have the
Lefschetz-Poincare´ isomorphisms (that induces isomorphisms from homology onto
cohomology)
Pq :Cq(K,L;Z)→ Cm−q(Kˆ − Lˆ;Z),
Pq :c 7→ (cˆ)∗.
Following Ray and Singer, we introduce the de Rham maps Aq:
Arelq :Hq(W,Eρ)→ Cq((W,∂W );Eρ),
Arelq :ω 7→ (−1)(n−1)qP−1q An−q ∗ (ω),
Aabsq :Hqabs(W,Eρ)→ Cq(W ;Eρ),
Aabsq :ω 7→ (−1)(n−1)qP−1q An−qrel ∗ (ω),
both defined by
(6) Aabsq (ω) = Arelq (ω) = (−1)(n−1)q
∑
j,i
(∫
cˆq,j
(∗ω, ei)
)
cq,j ⊗ρ ei,
where the sum runs over all q-simplices cq,j of W in the first case, but runs over all
q-simplices cq,j of W − ∂W in the second case.
In this situation, let a be a graded orthonormal base for the space of the harmonic
forms in ΛW ⊗ρRk. Then following Ray and Singer [20] Definition 3.6, we call the
positive real number
τRS((W, g); ρ) = τR(W ;Aabs(a), ρ),
the Ray-Singer (RS) torsion of (W, g) with respect to the representation ρ, and
absolute boundary condition, and
τRS((W,∂W, g); ρ) = τR((W,∂W );Arel(a), ρ),
the Ray-Singer (RS) torsion of (W,∂W, g) with respect to the representation ρ, and
relative boundary condition. It is possible to prove that both τRS((W, g); ρ) and
τRS((W,∂W, g); ρ) do not depend on the choice of the orthonormal base a.
Going back along the previous construction, we find out that the formula in
equation (1) gives in the present situation the following formula for the RS torsion
(where N can be either ∂W or the empty set, and Aq is the relative or the absolute
one, respectively)
(7) τRS((W,N, g); ρ) =
m∏
q=0
|detρ(∂q+1(bq+1),Aq(aq), bq/cq)|(−1)
q
,
where det is the usual determinant of the matrix of the change of bases in the
complex of real vector spaces C((W,N);Eρ):
(8) Cm ⊗ρ Rk
∂m⊗ρ1
// . . .
∂2⊗ρ1
// C1 ⊗ρ Rk
∂1⊗ρ1
// C0 ⊗ρ Rk.
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We conclude this section with the definition of the analytic torsion. First assume
W has no boundary. With the inner product defined in equation (2), Ω(W,Eρ) is
an Hilbert space. Let d† = (−1)mq+m+1 ∗ d∗ be the formal adjoint of d, then
the Laplacian ∆ = (d†d + dd†) is a symmetric non negative definite operator in
Ω(W,Eρ), and has pure point spectrum Sp∆. Let ∆
(q) be the restriction of ∆ to
Ωq(W,Eρ). Then we define the zeta function of ∆
(q) by the series
ζ(s,∆(q)) =
∑
λ∈Sp+∆(q)
λ−s,
for Re(s) > m2 , and where Sp+ denotes the positive part of the spectrum. The
above series converges uniformly for Re(s) > m2 , and extends to a meromorphic
function analytic at s = 0. Following Ray and Singer [20] Definition 7.2, we define
the analytic torsion of (W, g) by
(9) logT ((W, g); ρ) =
1
2
m∑
q=1
(−1)qqζ′(0,∆(q)).
If W has a boundary, we denote by Tabs((W, g); ρ) the number defined by equa-
tion (9) with ∆ satisfying absolute boundary conditions, and by Trel(W, g); ρ) the
number defined by the same equation with ∆ satisfying relative boundary condi-
tions.
3. The RS torsion of the geometric cone over a sphere
In this section we compute the RS torsion of the m-dimensional disc, Dml . How-
ever, we will consider the slightly more general case of a cone. Namely we consider
the cone of angle α, CαS
n, constructed in Rn+2 over the sphere Sn, m = n + 1,
as defined below. It turns out that CαS
n is not a smooth Riemannian manifold,
but is a space with a singularity of conical type as defined by Cheeger in [4] (2.1).
More precisely, CαS
n coincides with the completed finite metric cone of Cheeger
over the sphere of radius sinα. Note that we are adding a point at the tip of the
cone, in order to have a simply connected space. The resulting space is compact,
but obviously is not a smooth Riemannian manifold. The space obtained removing
the tip, is an open complete smooth Riemannain manifold with the metric induced
by the immersion, as in [4]. It is clear that we can define the W torsion, and the R
torsion on CαS
n. For what concerns the RS torsion, some care is necessary, since
we do not know how the de Rham theory extends. More precisely, we do not know
if we have the de Rham maps Aq for spaces with conical singularities, in general.
However, we show that we can define these maps in the particular case of CαS
n,
and therefore we define the RS torsion accordingly. In particular, the construction
cover the smooth case of the disc.
Let Snb be the standard sphere of radius b > 0 in R
n+1, Snb = {x ∈ Rn+1 | |x| = b}
(we simply write Sn for Sn1 ). Let CαS
n
l sinα be the cone of angle α over S
n
l sinα in
R
n+2. Note that the disc corresponds toDn+1l = Cpi2 S
n
l . We parameterize CαS
n
l sinα
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by
CαS
n
l sinα =


x1 = r sinα sin θn sin θn−1 · · · sin θ3 sin θ2 cos θ1
x2 = r sinα sin θn sin θn−1 · · · sin θ3 sin θ2 sin θ1
x3 = r sinα sin θn sin θn−1 · · · sin θ3 cos θ2
...
xn+1 = r sinα cos θn
xn+2 = r cosα
with r ∈ [0, l], θ1 ∈ [0, 2π], θ2, . . . , θn ∈ [0, π], α is a fixed positive real number, and
0 < a = 1ν = sinα ≤ 1. The induced metric is (r > 0)
gE = dr ⊗ dr + r2a2gSn1
= dr ⊗ dr + r2a2

n−1∑
i=1

 n∏
j=i+1
sin2 θj

 dθi ⊗ dθi + dθn ⊗ dθn

 ,
and
√|detgE| = (r sinα)n(sin θn)n−1(sin θn−1)n−2 · · · (sin θ3)2(sin θ2). Let K be
the cellular decomposition of CαS
n
l sinα , with one top cell, one n-cell and one 0-cell,
K = c1n+1 ∪ c1n ∪ c10. Let the subcomplex L of K be the cellular decomposition of
Snl sinα, L = c
1
n ∪ c10.
We consider first the case of relative boundary conditions. Then the complex of
real vector spaces of equation (8) reads
Crel : 0 // R[c
1
n+1] // 0 // · · · // 0 // 0 // 0 ,
with preferred base cn+1 = {c1n+1}. To fix the base for the homology, we need a
graded orthonormal base a for the harmonic forms. Since a base for Ωn+1(CαS
n
l sinα)
is {√|detgE|dr∧dθ1∧· · ·∧dθn}, we get an+1 =
{√
|detgE |dr∧dθ1∧···∧dθn√
VolgE (CαS
n
l sinα
)
}
. Applying
the formula in equation (6) for the de Rham map, we obtain hn+1 = {h1n+1}, with
h1n+1 = Areln+1(a1n+1) =
1√
VolgE (CαS
n
l sinα)
∫
pt
∗
√
|detgE |dr ∧ dθ1 ∧ · · · ∧ dθnc1n+1
=
1√
VolgE (CαS
n
l sinα)
c1n+1.
As bq = ∅, for all q, we have that
|det(hn+1/cn+1)| = 1√
VolgE (CαS
n
l sinα)
, |det(bq/cq)| = 1, 0 ≤ q ≤ n.
Applying the definition in equation (7), this proves the following result.
Proposition 1.
τRS((CαS
n
l sinα, S
n
l sinα, gE); ρ) =
(√
VolgE (CαS
n
l sinα)
)(−1)nrk(ρ)
.
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Next, we consider the case of absolute boundary conditions. By equation (8),
the relevant complex is
Cabs : 0 // R[c
1
n+1] // R[c
1
n]
// 0 // · · · // 0 // R[c10] // 0 ,
with preferred bases cn+1 = {c1n+1}, cn = {c1n} and c0 = {c10}. Hence, Hp(K) = 0,
for p > 1, and H0(K) = R[c
1
0]. Since a base for Ω
0(CαS
n
l sinα) is the constant form
{1}, we have a0 =
{
1√
VolgE (CαS
n
l sinα)
}
. Applying the formula in equation (6) for
the de Rham map, we obtain h0 = {h10}, with
h10 = Aabs0 (a10) =
1√
VolgE (CαS
n
l sinα)
∫
CαSnl sinα
∗1c10
=
√
VolgE (CαS
n
l sinα)c
1
0.
As bq = ∅ for q = 0, . . . , n, b1n+1 = c1n+1 and ∂(b1n+1) = cn, we have that
|det(h0/c0)| =
√
VolgE (CαS
n
l sinα),
|det(∂(b1n+1)/cn)| = 1, |det(bn+1/cn+1)| = 1.
Applying the definition in equation (7), this proves the following result.
Proposition 2.
τRS((CαS
n
l sinα, gE); ρ) =
(√
VolgE (CαS
n
l sinα)
)rk(ρ)
.
4. The anomaly boundary term and the analytic torsion of a disc
The aim of this section is to give the proof of Theorem 2. For we need a formula
for the ratio between the analytic torsion and the Reidemeister torsion, that we call
anomaly boundary contribution. Observe that, by result of Cheeger [4], this ratio
depends only on some geometric terms coming from the geometry of the manifold
near the boundary. Since the singularity at the tip of the cone does not affect
the geometry near the boundary, we are allowed to perform our calculation for
the general case of the cone CαS
n
l sinα. However, this would imply some technical
difficulties that are beside the aim of the present work, and will be tackled in a
forecoming paper. As observed in the introduction, two different formulas for this
anomaly are available at the moment. One is given in Theorem 1 of [9], and the
second one comes from Theorem 1 of [2]. We first proceed to evaluate the anomaly
boundary contribution using the formula of [2]. Then, at the end of the section, we
will describe the contribution appearing using the formula of [9].
We proceed in two steps. First we give in Lemma 1 formulas for the anomaly in
terms of some geometric invariants. This follows directly from Theorem 1 of [2], and
gives, in the odd dimensional case, the anomaly in terms of the Euler characteristic
of the boundary. The even case is harder, and needs the introduction of some
machinery and notation from [2] and [1]. This is done in the course of the proof,
and, as a result, the anomaly in the even case is written as some integral. The
second step is accomplished in Lemma 2, where we give all the geometric invariants
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necessary to compute the integral appearing in the formula obtained in Lemma 1,
and we conclude the calculation for the even case.
Before to start, we need some notation, that will be used without further com-
ments in this section. The parameterization of the cone and the induced metric gE
are given in Section 3. Define the metrics
g1 = gE = dr ⊗ dr + r2gSn ,
g0 = dr ⊗ dr + l2gSn .
Let ωj , j = 0, 1, be the connection one forms associated to the metric gj , and
Ωj = dωj +ωj ∧ωj the curvature two forms. Let e(W, g) denotes the Euler class of
(W, g).
Lemma 1. The ratio of the analytic torsion and the Reidemeister torsion of the
disc Dml , of m = 2p− 1 odd dimension, and m = 2p even dimension (p > 0), with
absolute boundary conditions are, respectively:
log
Tabs((D
2p−1
l , gE); ρ)
τRS((D
2p−1
l , gE); ρ)
=
1
4
rk(ρ)χ(S2p−2l , gE)
(
log 2 +
1
2
p−1∑
n=1
1
n
)
,
log
Tabs((D
2p
l , gE); ρ)
τRS((D
2p
l , gE); ρ)
=
1
2
rk(ρ)
2p−1√
π(2p− 1)!!
p∑
j=1
1
2j − 1
∫
S2p−1
l
∫ B
S2p−11 .
Proof. The proof is based on Theorem 0.1 of [2]. Note that we are in the particular
case of the flat trivial bundle F , since the unique representations are the trivial
ones. Therefore, we have from equation (0.6) and Section 4.1 of [2],
(10) log
Tabs(D
m
l , g1); ρ)
Tabs((Dml , g0); ρ)
=
1
2
rk(ρ)
∫
Sm−1
l
(
B(∇TDml1 )−B(∇TD
m
l
0 )
)
,
where the forms B(∇TXj ) are defined in equation (1.17) of [2] (see equation 13
below, and observe that we take the opposite sign with respect to the definition
in [2], since we are considering left actions instead of right actions). Since g0 is a
product near the boundary, by the result [16]
log
Tabs(D
m
l , g0); ρ)
τRS((Dml , gE); ρ)
=
1
4
rk(ρ)χ(Sm−1, gE) log 2,
it just remains to evaluate the anomaly boundary term, on the right side of equation
(10). For, we first recall some notation from [1] Chapter III and [2] Section 1.1. For
two Z/2-graded algebras A and B, let A⊗ˆB = A∧Bˆ denotes the Z/2-graded tensor
product. For two real finite dimensional vector spaces V and E, of dimension m
and n, with E Euclidean and oriented, the Berezin integral is the linear map∫ B
: ΛV ∗⊗ˆΛE∗ → ΛV ∗,
∫ B
:α⊗ˆβ 7→ (−1)
n(n+1)
2
π
n
2
β(e1, . . . , en)α,
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where {ej}nj=1 is an orthonormal base of E. Let A be an antisymmetric endomor-
phism of E. Consider the map
ˆ: A 7→ Aˆ = 1
2
n∑
j,l=1
(ej , Ael)eˆ
j ∧ eˆl.
Note that
(11)
∫ B
e−
Aˆ
2 = Pf
(
A
2π
)
,
and this vanishes if dimE = n is odd.
Let ωj be the curvature one form over D
m
l associated to the metric gj . Let Θ
be the curvature two form of the boundary Sm−1 (with radius 1) and the standard
Euclidean metric. Let (ωj)
a
b denotes the entries with line a and column b of the
matrix of one forms ωj . Then, introduce the following quantities (see [2] equations
(1.8) and (1.15))
(12)
Sj = 1
2
m−1∑
k=1
(ωj − ω0)rθk eˆθk ,
R = Θˆ = 1
2
m−1∑
k,l=1
Θθkθl eˆ
θk ∧ eˆθl .
Then, we define
(13) B(∇TDmlj ) =
1
2
∫ 1
0
∫ B
e−
1
2R−u2S2j
∞∑
k=1
1
Γ
(
k
2 + 1
)uk−1Skj du.
From this definition it follows that B(∇TDml0 ) vanishes identically, since S0 does.
It remains to evaluate B(∇TDml1 ). For, note that by equation (1.16) of [2] (or by
direct calculation, since the curvature of the disc is null)
R = −2S21 .
Therefore, equation (13) gives
B(∇TDml1 ) =
1
2
∫ 1
0
∫ B
e(1−u
2)S21
∞∑
k=1
1
Γ
(
k
2 + 1
)uk−1Sk1 du
=
1
2
∫ B ∞∑
j=0,k=1
1
j!Γ
(
k
2 + 1
) ∫ 1
0
(1− u2)juk−1duSk+2j1
=
1
2
∞∑
j=0,k=1
1
kΓ
(
k
2 + j + 1
) ∫ B Sk+2j1 .
Since the Berezin integral vanishes identically whenever k + 2j 6= m − 1, we
obtain
(14) B(∇TDml1 ) =
1
2Γ
(
m+1
2
) [
m
2 −1]∑
j=0
1
m− 2j − 1
∫ B
Sm−11 .
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Now consider the two cases of even and odd m independently. First, assume
m = 2p+ 1 (p ≥ 0). Then, using equation (11), equation (14) gives
B(∇TD
2p+1
l
1 ) =
1
2p!
[p− 12 ]∑
j=0
1
2p− 2j
∫ B
S2p1
=
1
4
p∑
n=1
1
n
∫ B
e−
Θˆ
2
=
1
4
p∑
n=1
1
n
Pf
(
Θ
2π
)
=
1
4
p∑
n=1
1
n
e(S2p, gE),
where e(S2p, gE) is the Euler class of (S
2p, gE), and we use the fact that
e(S2pl , gl) = Pf
(
Θ
2π
)
=
∫ B
exp(− Θ˙
2
).
Therefore,
log
Tabs((D
m
l , g1); ρ)
Tabs((Dml , g0); ρ)
=
1
2
rk(ρ)
∫
Sm−1
l
B(∇TDml1 )
=
1
8
rk(ρ)
p∑
n=1
1
n
∫
S2p
l
e(S2p, gE)
=
1
8
rk(ρ)
p∑
n=1
1
n
χ(S2p, gE).
Second, assume m = 2p (p ≥ 1). Then, using equation (11), equation (14) gives
B(∇TD
2p
l
1 ) =
1
2Γ(p+ 12 )
p−1∑
j=0
1
2p− 2j − 1
∫ B
S2p−11
=
2p
2
√
π(2p− 1)!!
p−1∑
j=0
1
2(p− j)− 1
∫ B
S2p−11
=
2p−1√
π(2p− 1)!!
p∑
j=1
1
2j − 1
∫ B
S2p−11 ,
and substitution in equation (10) gives the formula stated in the Lemma.

Next, we evaluate the integral appearing in the second equation in Lemma 1.
Lemma 2. We have
2p−1√
π(2p− 1)!!
∫
S2p−1
l
∫ B
S2p−11 = p.
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Proof. First, we determine the connection one forms for the metric g1 and g0. We
define the Christoffel symbols accordingly to
∇eαeβ = Γ γαβ eγ ,
where {eα} is an orthonormal base, and we use the formula
(15) Γ γαβ =
c γαβ + c
β
γα + c
α
γβ
2
,
where the Cartan structure constant are defined by [eα, eβ] = c
γ
αβ eγ . The or-
thonormal base and its dual with respect to g1 are:
er =
∂
∂r
, er = dr,
eθ1 = (r
n∏
j=2
sin θj)
−1 ∂
∂θ1
, eθ1 = r
n∏
j=2
sin θjdθ1,
...
...
eθn−1 = (r sin θn)
−1 ∂
∂θn−1
eθn−1 , = r sin θndθn−1,
eθn =
1
r
∂
∂θn
, eθn = rdθn.
This gives c γαβ = −c γβα , c γαα = 0, ∀α, γ, and the non zero are: c θiθir = r−1,
and if k > i, c θiθiθk =
cos θk
r
Q
n
j=k sin θj
. Using equation (15), the non zero Christoffel
symbols are: Γ rθiθi = − 1r , Γ θiθir = 1r , Γ θiθiθs = cos θsr Qnj=s sin θj , with s > i, and
Γ θiθsθs =
− cos θi
r
Q
n
j=i sin θj
, with i > s.
The connection one form is the matrix ω1 = Γ
α
γβ e
γ , with non zero entries
(ω1)
θi
θk
=
cos θk
r
∏n
j=k sin θj
eθi , i < k, (ω1)
r
θi
= −1
r
eθi .
The orthonormal base and its dual with respect to g0 are:
er =
∂
∂r
er, = dr,
eθ1 = (l
n∏
j=2
sin θj)
−1 ∂
∂θ1
eθ1 = (l
n∏
j=2
sin θj)dθ1
...
...
eθn−1 = (l sin θn)
−1 ∂
∂θn−1
eθn−1 = (l sin θn)dθn−1
eθn =
1
l
∂
∂θn
eθn = ldθn.
The non zero Cartan constants are: c θiθiθk =
cos θk
la
Q
n
j=k sin θj
, with k > i. Using
equation (15), the non zero Christoffel symbols are: Γ θiθiθs =
cos θs
l
Q
n
j=s sin θj
, when s >
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i, and Γ θiθsθs = − cos θilQnj=i sin θj , when i > s. The non zero entries of the connection
one form matrix are
(ω0)
θi
θs
=
cos θs
l
∏n
j=s sin θj
eθi , i < s.
It follows that the unique non zero entries of ω1 − ω0 are
(ω1 − ω0)rθi = −
1
r
eθi = −
n∏
j=i+1
sin θjdθi.
Second, we determine the curvature two form Θ. Since g0 is a product metric,
Θ is the restriction of Ω0, and hence we compute Ω0 = dω0+ω0 ∧ω0. We write ω0
in the coordinate base
(ω0)
r
θi
= 0,
(ω0)
θi
θs
= cos θs
s−1∏
j=i+1
sin θjdθi, i < s,
and hence dω0 is
(dω0)
r
θi
=0, i ≤ n,
(dω0)
θi
θk
=
k∏
j=i+1
sin θjdθi ∧ dθk
−
k−1∑
s=i+1
cos θk cos θs
k−1∏
j=i+1,j 6=s
sin θjdθi ∧ θs, i < k,
and ω0 ∧ ω0 is
(ω0 ∧ ω0)αα =0,
(ω0 ∧ ω0)rθi =0,
(ω0 ∧ ω0)θiθk =
k−1∑
s=i+1
cos θs cos θk
k−1∏
j=i+1,j 6=s
sin θjdθi ∧ dθs
+
k∏
j=i+1
sin θj
(
n∏
s=k+1
sin2 θs − 1
)
dθi ∧ dθk, i < k.
Then, the curvature two form Ω0 is
(Ω0)
r
θi
=0,
(Ω0)
θi
θk
=
k∏
j=i+1
sin θj
n∏
s=k+1
sin2 θsdθi ∧ dθk, i < k,
and consequently Θ = i∗Ω0 (where i denotes the inclusion of the boundary) is
Θθiθk =
k∏
j=i+1
sin θj
n∏
s=k+1
sin2 θsdθi ∧ dθk, i < k.
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Third, recalling that S21 = − 12R,∫ B
S2p−11 =
(−1)p−1
2p−1
∫ B
S1Rp−1,
and using the definitions in equation (12)
∫ B
S2p−11 =
(−1)p−1
22p−1
∫ B (2p−1∑
k=1
(ω1 − ω0)rθk eˆθk
)
2p−1∑
i,j=1
(Ω0)
θi
θj
eˆθi ∧ eˆθj


p−1
=
(−1)p−1
2p−12p
cB

 ∑
σ∈S2p
σ(2κ−1)=1
sgn(σ)(ω1 − ω0)1σ(2κ)(Ω0)σ(1)σ(2) . . . (Ω0)σ(2p−1)σ(2p)

,
where κ (depending on σ) is such that σ(2κ− 1) = 1 and cB = (−1)
p(2p−1)
π
2p+1
2
.
Observe that (ω1 − ω0)1σ(2κ) is a 1-form multiple of dθσ(2κ)−1 and (Ω0)ij is a
2-form multiple of dθi−1 ∧ dθj−1 . We can twist all the 2-forms dθi−1 ∧ dθj−1 , with
i > j in each term appearing in the last line of the equation above, as the matrix is
skew-symmetric. Then, we can order the base element, in such a way that the top
form appears in each term. This produces a sign coinciding with sgn(σ). Moreover,
since the matrix of the curvature two form is skew-symmetric, the generic term in
the last line of the above equation can be written in the following form
[ω1 − ω0]1σ(2κ)[Ω0]σ(1)σ(2) . . . [Ω0]σ(2p−1)σ(2p)dθ1 ∧ . . . ∧ dθ2p−1,
where [ξ]ij denotes the coefficient of the form (ξ)
i
j , and σ ∈ S2p is such that
σ(2κ− 1) = 1 and σ(2s− 1) < σ(2s) for all s.
We prove that
[ω1 − ω0]1σ(2κ)[Ω0]
σ(1)
σ(2) . . . [Ω0]
σ(2p−1)
σ(2p) = −
2p∏
i=2
(sin θσ(i))
σ(i)−1,
where sin θ2p = 1. The proof is by induction. If p = 1 the equality holds trivially.
Suppose it is true for p− 1. By hypothesis, if τ ∈ S2p−2 with τ(1) = 1, then
[ω1 − ω0]1τ(2)[Ω0]τ(3)τ(4) . . . [Ω0]τ(2p−3)τ(2p−2) = −
2p−2∏
i=2
(sin θτ(i))
τ(i)−1.
Take σ ∈ S2p with σ(1) = 1. It is clear that there are k0, k1, k2 such that
σ(k0) = 2p− 2, σ(k1) = 2p− 1 and σ(k2) = 2p. Factoring sin θσ(ki), i = 0, 1, 2, we
obtain
[ω1 − ω0]1σ(2)[Ω0]
σ(3)
σ(4) . . .[Ω0]
σ(2p−1)
σ(2p)
= (sin θ2p−2)2p−3(sin θ2p−1)2p−2 × factor
where ‘factor’ is a product of sin θj , j 6= σ(k0), σ(k1), σ(k2). In this way we can
rewrite ‘factor’ indexing it by a permutation τ ∈ S2p−2 such that the induction
hypothesis holds. Then,
[ω1 − ω0]1σ(2)[Ω0]σ(3)σ(4) . . . [Ω0]σ(2p−1)σ(2p) = −
2p∏
j=2
(sin θσ(j))
σ(j)−1.
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The proof for the case σ(2κ− 1) = 1, 1 < κ ≤ p, is similar.
We have proved that∫ B
S2p−11 = cB
(−1)pp(2p− 1)!
2p−12p
2p−1∏
j=2
(sin θj)
j−1dθ1 ∧ . . . ∧ dθ2p−1.
Then
2p−1√
π(2p− 1)!!
∫
S2p−1
l
∫ B
S2p−11 = cB
2p−1√
π(2p− 1)!!
(−1)pp(2p− 1)!
2p−12pl2p−1
Vol(S2p−1l )
=
p(2p− 1)!√π
2p−1(p− 1)!√π(2p− 1)!! .
It is easy to see that
(2p− 1)!
(p− 1)!(2p− 1)!! = 2
p−1,
and the thesis follows.

Remark 1. In the case m = 2, namely the 2 dimensional disc D2l , the proof of
Lemma 1 extends to the case of the cone CαS
1
l sinα. For, the curvature of the cone
vanishes identically in this case. Therefore we have that
log
Tabs((CαS
1
l sinα, gE); ρ)
τRS((CαS1l sinα, gE); ρ)
=
1
2
rk(ρ)
1√
π
∫ B
S1.
The integral can be evaluated proceeding as in the proof of Lemma 2, and we
obtain
log
Tabs((CαS
1
l sinα, gE); ρ)
τRS((CαS1l sinα, gE); ρ)
=
1
2
rk(ρ) sinα.
We conclude this section by computing the anomaly boundary term using the
formula given in Theorem 1 of [9]. In the even dimensional case we give the result
for the more general case of the cone over the sphere. We need some more notation.
Consider the homotopy ωt = ω0 + t(ω1 − ω0), and let Ωt = dωt + ωt ∧ ωt be the
corresponding curvature two form. The Chern-Simons class associated to the Euler
class of Ωt will be denoted by e˜(g0, g1), and satisfies de˜(g0, g1) = e(g1) − e(g0),
where e(gj) is the Euler class of Ωj. Then, it is easy to see that Theorem 1 of [9]
gives the following formulas:
log
Tabs((D
2p−1
l , gE); ρ)
τRS((D
2p−1
l , gE); ρ)
=
1
4
rank(ρ)χ(S2p−2l , gE) log 2,(16)
log
Tabs((CαS
2p−1
l sinα, gE); ρ)
τRS((CαS
2p−1
l sinα, gE); ρ)
=
1
2
rank(ρ)
∫
S2p−1
l sinα
i∗e˜(g0, gE),(17)
where i denotes the inclusion of the boundary. Proceeding in very similar way as
in the proof of Lemma 2, we compute the integral appearing in equation (17). We
obtain∫
Sn
l sinα
i∗e˜(g0, gE) =
(−1)p+1(2p)!Vol(S2p−1l sinα)
(4π)pl2p−1p!(sinα)2p−2
p−1∑
k=0
(−1)k (sinα)
2k
2k + 1
(
p− 1
k
)
,
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and in particular for the disc (sinα = 1)∫
Sn
l sinα
i∗e˜(g0, gE) = (−1)p+1.
Remark 2. By comparing the approach of [2] with the approach of [9], it turns out
that in [2] the boundary term is obtained considering an homotopy of the two metrics
g1 and g0, namely a deformation of the metric g1 into the product metric g0. In [9],
the boundary term is obtained by considering an homotopy of the connections ω1
and ω0. This produces a ”smaller” term , that does not capture all the contribution
of the boundary (at least in the even dimensional case).
5. The analytic torsion of CαS
1
l sinα and CαS
2
l sinα
In this section we compute the analytic torsion of the cones CαS
1
l sinα and
CαS
2
l sinα by using the definition given in equation (9). For we need first the ex-
plicit knowledge of the spectrum of the Laplace operators on forms on these singular
spaces, and second a suitable representation for the analytic extension of the asso-
ciated zeta function, that allows to evaluate the derivative at zero. The first aspect
of the problem was originally addressed by Cheeger in [6] (see also [26] and [29]).
In the work of Cheeger, the Hodge-de Rham theory is developed for spaces with
singularity of conical type. In particular, it is proved that the Laplacian on forms is
a non negative self adjoint operator on the space of square integrable forms on the
cone, if some set of appropriate boundary conditions at the tip of the cone are used.
We recall this point briefly in the following Remark 3. We give the spectrum of ∆(q)
on CαS
1
l sinα and on CαS
2
l sinα in Lemma 3 and Lemma 4 below, respectively. Next,
to deal with the second aspect, namely an analytic extension of the zeta functions
and a method to evaluating the derivative at zero, we use a method introduced
by Spreafico to deal with the zeta invariants of an abstract class of double zeta
functions. In fact, the eigenvalues of ∆
(q)
CαSnl sinα
can be identified with the zero zν,k
of some combination of Bessel functions and their derivatives, and be enumerated
with two positive indices as λ
(q)
n,k = z
2
un,k
, where the un depends on the eigenvalues
of the the Laplacian on some space of q-forms on the section of the cone. Using
classical estimates for the zeros of the Bessel functions it is possible to prove that
the relevant sequences U and S are contained in the class of abstract sequences
introduced in [27] [30]. This means that we can use the method of [26] [28] [29]
[30], to evaluate the derivative at zero of the associated zeta functions. We will
give in the following Section 5.3 a quick overview of this method, with the main
results, formulated in a way more suitable for the applications we have in mind
in the present work. Beside the approach was originally introduced in [26] and
consequently refined and generalized in other works with different application [28]
[29], we will use [30] as reference for the notation and the definition.
5.1. Spectrum of the Laplacian on forms. In this section we compute the
spectrum of the Laplacian on forms. The general form of the solutions of the
eigenvalues equation are given in [6] and [7]. However, we present here the explicit
form of the solutions in the case under study and some details on the calculation,
that we were not able to find elsewhere. Furthermore we give, in the course of the
proofs, the complete set of the eigenforms of the Laplace operator. We give a more
detailed proof for the case of the circle. We denote by {k : λ} the set of eigenvalues
λ with multiplicity k.
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Remark 3. Decomposing with respect to the projections on the eigenspaces of the
restriction of the Laplacian on the section of the cone (i.e with respect to the angu-
lar momenta), the definition of an appropriate self adjoint extension of the Laplace
operator (on functions) on a cone reduces to the analysis of the boundary values of
a singular Sturm Liouville ordinary second order differential equation. The problem
was addressed already by Rellich in [23], who parameterized the self adjoint exten-
sions. In particular, it turns out that the there are not boundary values for the non
zero mode of the angular momentum, while a boundary condition is necessary for
the zero modes, and the unique self adjoint extension defined by this boundary con-
dition is the maximal extension, corresponding to the Friedrich extension (see [3]
or [6] for the boundary condition). The same argument works for the Laplacian on
forms. However, in the present situation we do not actually need boundary values
for forms of positive degree, since the middle homology of the section of the cone is
trivial (compare with [5]).
Lemma 3. The spectrum of the (Friedrich extension of the) Laplacian operator
∆
(q)
CαS1l sinα
on q-forms with absolute boundary conditions is (where ν = cosecα):
Sp∆
(0)
CαS1l sinα
=
{
j21,k/l
2
}∞
k=1
∪ {2 : (j′νn,k)2/l2}∞n,k=1 ,
Sp∆
(1)
CαS1l sinα
=
{
j20,k/l
2
}∞
k=1
∪ {j21,k/l2}∞k=1 ∪ {2 : j2νn,k/l2}∞n,k=1
∪ {2 : (j′νn,k)2/l2}∞n,k=1 ,
Sp∆
(2)
CαS1l sinα
=
{
j20,k/l
2
}∞
k=1
∪ {2 : j2νn,k/l2}∞n,k=1 .
The spectrum of the Laplacian operator ∆
(q)
CαS1l sinα
on q-forms with relative bound-
ary conditions is:
Sp∆
(0)
CαS1l sinα
=
{
j20,k/l
2
}∞
k=1
∪ {2 : j2νn,k/l2}∞n,k=1 ,
Sp∆
(1)
CαS1l sinα
=
{
j20,k/l
2
}∞
k=1
∪ {j21,k/ l2}∞k=1 ∪ {2 : j2νn,k/l2}∞n,k=1
∪ {2 : (j′νn,k)2/l2}∞n,k=1 ,
Sp∆
(2)
CαS1l sinα
=
{
j21,k/l
2
}∞
k=1
∪ {2 : (j′νn,k)2/l2}∞n,k=1 .
Proof. Recall we parameterize CαS
1
l sinα by
CαS
1
l sinα =


x1 = x sinα cos θ
x2 = x sinα sin θ
x3 = x cosα
,
where (x, θ) ∈ [0, l]× [0, 2π], l and α are fixed positive real numbers and 0 < a =
sinα ≤ 1. The induced metric is
g = dx⊗ dx+ a2x2dθ ⊗ dθ,
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and the Hodge operator is
∗ : 1 7→ axdx ∧ dθ;
∗ : dx 7→ axdθ, ∗ : dθ 7→ − 1
ax
dx;
∗ : dx ∧ dθ 7→ 1
ax
.
The Laplacian on forms is
∆(0)(f) =− ∂2xf −
1
x
∂xf − 1
a2x2
∂2θf ;
∆(1)(fxdx+ fθdθ) =
(
−∂2xfx −
1
a2x2
∂2θfx +
1
x2
fx − 1
x
∂xfx +
2
a2x3
∂θfθ
)
dx
+
(
−∂2xfθ −
1
a2x2
∂2θfθ +
1
x
∂xfθ − 2
x
∂θfx
)
dθ,
∆(2)(fdx ∧ dθ) =− ∂2xf +
1
x
∂xf − 2
x2
f − 1
a2x2
∂2θf.
Using the decomposition described in equation (3), we obtain from equations
(4), and (5), the following sets of boundary conditions. For the 0-forms:
(18) rel. : ω(l, θ) = 0, abs. : (∂xω)(l, θ) = 0,
and relative BC coincide with Dirichlet BC. For 2-forms
(19) abs. : ω(l, θ) = 0, abs. :
(
∂x
ω
x
)
(l, θ) = 0,
and absolute BC coincide with Dirichlet BC. For 1-forms:
(20) abs. :
{
ωx(l, θ) = 0,
(∂xωθ)(l, θ) = 0,
rel. :
{
ωθ(l, θ) = 0,(
∂x(axωx) +
1
ax∂θωθ
)
(l, θ) = 0.
Next, we solve the eigenvalues equations. Note that the Laplacian on 2-forms
coincides with the one on 0-forms up to a Liouville transform f = xh. Consider
the eigenvalues equation for the Laplacian on 0-forms
(21) ∆(0)f =
(
−∂2x −
1
x
∂x − 1
a2x2
∂2θ
)
f = λ2f.
We can decompose the problem in the eigenspaces of −∂θ. In fact, φn(θ) = einθ
is a complete system of eigenfunctions for −dθ on the circle S1, and the eigenvalue
of φn is λn = n
2, n ∈ Z. Thus,
∆(0) =
∑
n∈Z
LnΠn,
where Πn is the projection onto the subspace generated by the eigenvector φn of
the eigenspace relative to the eigenvalue λn and
Ln = −d2x −
1
x
dx +
ν2n2
x2
,
where ν = 1a . Since λn = λ−n, Πn = Π−n. Thus −dθ has the complete system{
λn = n
2;φn,+(θ) = e
inθ, φn,−(θ) = e−inθ
}
n∈N ,
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where all the eingenvalues are double up to λ0 = 0 that is simple, and since also
Ln = L−n,
∆(0) = L0Π0 ⊕
∞∑
n=1
Ln(Πn,+ ⊕Πn,−),
where Π±,n is the projection on the eigenspace generated by φ±n in the eigenspace
of λn (in fact the eigenspace of λn is generated by the two eigenvector φ±n for all
n 6= 0). Now, we solve the eigenvalues equation for Ln on L2(0, l), namely
(22) Lnu =
(
−d2x −
1
x
dx +
ν2n2
x2
)
u = λ2u.
This can be solved in terms of Bessel function. By classical result, equation
(22) has the two linearly independent solutions (assume µ = νn is not an integer)
y±µ(x) = J±|µ|(λx) (where we assume λ > 0). But J−|µ|(x) diverges as x−|µ| at
x = 0, and therefore does not satisfy the BC at x = 0, or it is not in L2(0, l)
(depending on the value of µ). Thus in any case we only have the solution y+. This
means that the eigenvalues equation (22) for Ln has the solution ψn(x) = J|νn|(λx),
for each n ∈ Z; in particular it has solution ψn(x) = Jνn(λx), if n ≥ 0, since ν ≥ 0.
Therefore a system of linearly independent solutions of the eigenvalues equation
(21) for ∆(0) is
(23)
{φ0(θ)ψ0(x) = J0(λx)}
∪ {φn,+(θ)ψn(x) = einθJνn(λx), φn,−(θ)ψn(x) = e−inθJνn(λx)}n∈N0 .
The solution for ∆(2) are given by the inverse of the above Liouville transform,
(24)
{φ0(θ)ψ0(x) = xJ0(λx)}
∪ {φn,+(θ)ψn(x) = xeinθJνn(λx), φn,−(θ)ψn(x) = xe−inθJνn(λx)}n∈N0 .
The eigenvalues equation for the Laplacian on 1-forms:
(25) ∆(1)ω = λ2ω,
with ω = fxdx+ fθdθ corresponds to the system of partial differential equations
(26)


− ∂2xfx −
1
x
∂xfx +
−ν2∂2θ + 1
x2
fx +
2ν2
x3
∂θfθ = λ
2fx,
− ∂2xfθ +
1
x
∂xfθ +
−ν2∂2θ
x2
fθ − 2
x
∂θfx = λ
2fθ.
Since a base for L2(S1) is given by the functions einθ with integer n, we con-
sider solutions of the type ω = fx(x)e
imθdx + fθ(x)e
inθdθ, with integers m and n.
Substitution in equation (26) gives

− ∂2xfxeimθ −
1
x
∂xfxe
imθ +
(νm)2 + 1
x2
fxe
imθ +
2iν2n
x3
fθe
inθ = λ2fxe
imθ,
− ∂2xfθeinθ +
1
x
∂xfθe
inθ +
(νn)2
x2
fθe
inθ − 2im
x
fxe
imθ = λ2fθe
inθ,
that is satisfied if and only if m = n. Therefore, it follows that the solutions of
equation (25) are of the form
ω = einθ(fx(x)dx + fθ(x)dθ),
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with n ∈ Z, or in other words, that the operator ∆(1) decomposes as
∆(1) =
∑
n∈Z
LnΠn,
where
Ln =
(
−d2x − 1xdx + (νn)
2+1
x2
2iν2n
x3
− 2inx −d2x + 1xdx + (νn)
2
x2
)
,
on (L2(0, 1))2, and Πn is the projector onto the subspace generated by e
inθ of the
eigenspace relative to the eigenvalue n2 of −d2θ. Therefore we need to solve the
eigenvalues equation
Lnu = λ
2
nu,
where u = (fx, fθ) are two functions in L
2(0, l). This corresponds to the system

− d2xfx −
1
x
dxfx +
(νn)2 + 1
x2
fx +
2iν2n
x3
fθ = λ
2
nfx,
− d2xfθ +
1
x
dxfθ +
(νn)2
x2
fθ − 2in
x
fx = λ
2
nfθ.
With the change of base (fx, fθ) = (νgx,−ixgθ), we obtain
(27)


(
−d2x −
1
x
dx +
(νn+ 1)2
x2
)
(gx + gθ) = λ
2
n(gx + gθ),(
−d2x −
1
x
dx +
(νn− 1)2
x2
)
(gx − gθ) = λ2n(gx − gθ).
By classical results on the solution of the Bessel equation, and taking only the
L2 solution, we have that a complete set of linearly independent solution is given
by the two vectors{
(gx, gθ)n = (J|νn+1|(λnx), J|νn+1|(λnx)),
(gx, gθ)n = (J|νn−1|(λnx),−J|νn−1|(λnx)).
Therefore, the eigenvalues equation (25) relative to the operator ∆(1), has the
following complete set of linearly independent L2 solutions with n ∈ Z
(28)
{
ωn,± = J|νn±1|(λnx)einθ (νdx − ixdθ)
}
.
Eventually, we apply the boundary conditions. For 0-forms, decomposing as
in equation (3) ωtg = ω and ωnorm = 0. Relative boundary conditions given in
equation (18) applied to the solutions in equation (23), give λ =
jνn,k
l , where jν,k
are the positive zeros of the Bessel function Jν , arranged in increasing order, with
k = 1, 2, . . . . Since it is known that the set {Jν(jν,kx)}k=1,2,... defines an orthogonal
basis of the space L2(0, 1), we have proved that the set{
φ0(θ)ψ0,k(x) = J0(
j0,k
l
x), φn,±(θ)ψn,k(x) = e±inθJνn(
jνn,k
l
x)
}
n∈N0
,
defines a complete set of orthogonal linear independent solutions of the eigenvalues
equation (21) for ∆(0) with Dirichlet BC at x = l on L2(0, l), and where λ =
jνn,k
l
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for both φn,±Jνn when n 6= 0. Absolute boundary conditions are given in equation
(18). Applying to the solutions in equation (23), we obtain
∂ω
∂x
(l, θ) = λne
inθJ ′|νn|(λnl) = 0,
that give λn =
j′|νn|,k
l , where the j
′
νn,k are the zeros of J
′
νn(z).
The result for 2-forms is the dual of that for 0-forms. Note that, applying the
inverse of the previous Liouville transform, we get a complete system for ∆(2) with
absolute boundary conditions:
{
λ
(2)
n,k =
j2ν|n|,k
l2
, ω
(2)
n,k(x, θ) = φn(θ)ρν|n|,k(x) = e
inθxJν|n|(
jν|n|,k
l
x)
}
n∈Z,k∈N0
.
For a 1-form ω(x, θ) = ωx(x, θ)dx+ωθ(x, θ)dθ, ωtan = ωθ and ωnorm = ωx. Note
that none of the solutions in (28) satisfy the BC (20), for λn 6= 0. So we consider
linear combinations ωn,±(x, θ) = ω1,n(x, θ) ± ω2,n(x, θ). Applying the BC (20) to
ωn,±(x, θ) we obtain, if n 6= 0, the eigenvalues
λ2n,+ = j
2
|νn|,k/l
2, λ2n,− = (j
′
|νn|,k)
2/l2.
If n = 0, we have λ20,+ = j
2
1,k/l
2, and λ20,− = j
2
0,k/l
2. Applying the BC (20) to
ωn,±(x, θ) we obtain, if n 6= 0, the eigenvalues
λ2n,+ = (j
′
|νn|,k)
2/l2, λ2n,− = j
2
|νn|,k/l
2.
If n = 0, we have λ20,+ = j
2
0,k/l
2, and λ20,− = j
2
1,k/l
2. The eigenforms follow from
equation (28).

Lemma 4. The spectrum of the (Friedrich extension of the) Laplacian operator
∆
(q)
CαS2l sinα
on q-forms with absolute boundary conditions is:
Sp∆
(0)
CαS2l sinα
=
{
(2n+ 1) : j˜2µn,k,−/l
2
}∞
n,k=1
∪
{
j23
2 ,k
/l2
}∞
k=1
,
Sp∆
(1)
CαS2l sinα
=
{
j23
2 ,k
/l2
}∞
k=1
∪ {(2n+ 1) : j2µn,k/l2}∞n,k=1
∪ {(2n+ 1) : j˜2µn,k,+/l2}∞n,k=1 ∪ {(2n+ 1) : j˜2µn,k,−/l2}∞n,k=1 ,
Sp∆
(2)
CαS2l sinα
=
{
j21
2 ,k
/l2
}∞
k=1
∪ {(2n+ 1) : j2µn,k/l2}∞n,k=1
∪ {(2n+ 1) : j˜2µn,k,+/l2}∞n,k=1 ∪ {(2n+ 1) : j2µn,k/l2}∞n,k=1 ,
Sp∆
(3)
CαS2l sinα
=
{
(2n+ 1) : j2µn,k/l
2
}∞
n,k=1
∪
{
j21
2 ,k
/l2
}∞
k=1
,
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The spectrum of the Laplacian operator ∆
(q)
CαS2l sinα
on q-forms with relative bound-
ary conditions is:
Sp∆
(0)
CαS2l sinα
=
{
(2n+ 1) : j2µn,k/l
2
}∞
n,k=1
∪
{
j21
2 ,k
/l2
}∞
k=1
,
Sp∆
(1)
CαS2l sinα
=
{
j21
2 ,k
/l2
}∞
k=1
∪ {(2n+ 1) : j2µn,k/l2}∞n,k=1
∪ {(2n+ 1) : j˜2µn,k,+/l2}∞n,k=1 ∪ {(2n+ 1) : j2µn,k/l2}∞n,k=1 ,
Sp∆
(2)
CαS2l sinα
=
{
j23
2 ,k
/l2
}∞
k=1
∪ {(2n+ 1) : j2µn,k/l2}∞n,k=1
∪ {(2n+ 1) : j˜2µn,k,+/l2}∞n,k=1 ∪ {(2n+ 1) : j˜2µn,k,−/l2}∞n,k=1 ,
Sp∆
(3)
CαS2l sinα
=
{
(2n+ 1) : j˜2µn,k,−/l
2
}∞
n,k=1
∪
{
j23
2 ,k
/l2
}∞
k=1
,
where (recall ν = cosecα)
µn =
√
ν2n(n+ 1) +
1
4
,
and where the j˜ν,k,± are the zeros of the function G±ν (z) = ± 12Jν(z) + zJ ′ν(z).
Proof. Recall we parameterize CαS
2
l sinα by
CαS
2
l sinα =


x1 = x sinα sin θ2 cos θ1
x2 = x sinα sin θ2 sin θ1
x3 = x sinα cos θ2
x4 = x cosα
where (x, θ1, θ2) ∈ [0, l] × [0, 2π] × [0, π], 0 < α ≤ π/2 is a fixed real number and
0 < a = sinα ≤ 1. The induced metric is
g = dx⊗ dx+ (a2x2 sin2 θ2)dθ1 ⊗ dθ1 + (a2x2)dθ2 ⊗ dθ2.
The Hodge star acts as follows
∗ : 1 7→ a2x2 sin θ2dx ∧ dθ1 ∧ dθ2;
∗ : dx 7→ a2x2 sin θ2dθ1 ∧ dθ2, ∗ : dθ1 7→ −1
sin θ2
dx ∧ dθ2, ∗ : dθ2 7→ sin θ2dx ∧ dθ1;
∗ : dx ∧ dθ1 7→ 1
sin θ2
dθ2, ∗ : dx ∧ dθ2 7→ − sin θ2dθ1, ∗ : dθ1 ∧ dθ2 7→ 1
a2x2 sin θ2
dx;
∗ : dx ∧ dθ1 ∧ dθ2 7→ 1
a2x2 sin θ2
;
The Laplacian on forms reads
∆(0)(ω) = −
(
2
x
∂xω + ∂
2
xω +
cos θ2
a2x2 sin θ2
∂θ2ω +
∂2θ2ω
a2x2
+
∂2θ1ω
a2x2 sin2 θ2
)
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∆(1)(ωxdx+ ωθ1dθ1 + ωθ2dθ2) =
(
−∂2xωx +
2
x2
ωx − 2
r
∂xωx − 1
a2x2
∂2θ2ωx −
cos θ2
a2x2 sin θ2
∂θ2ωx
− 1
a2x2 sin2 θ2
∂2θ1ωx +
2
a2x3 sin2 θ2
∂θ1ωθ1 +
2
a2x3
∂θ2ωθ2 +
2 cos θ2
a2x3 sin θ2
ωθ2
)
dx
+
(
−∂2xωθ1 −
2
r
∂θ1ωx −
1
a2x2
∂2θ2ωθ1
+
cos θ2
a2x2 sin θ2
(∂θ2ωθ1 − 2∂θ1ωθ2)−
1
a2x2 sin2 θ2
∂2θ1ωθ1
)
dθ1
+
(
−∂2xωθ2 −
2
r
∂θ2ωx −
1
a2x2
∂2θ2ωθ2 −
cos θ2
a2x2 sin θ2
∂θ2ωθ2
+
1
a2x2 sin2 θ2
(ωθ2 − ∂2θ1ωθ2) +
2 cos θ2
a2x2 sin3 θ2
∂θ1ωθ1
)
dθ2
Applying the decomposition described in equation (3), we obtain from equations
(4), and (5), the following sets of boundary conditions.
For the 0-forms:
(29) abs. : ∂xω(l, θ1, θ2) = 0, rel. : ω(l, θ1, θ2) = 0.
For 1-forms:
(30) abs. :


ωx(l, θ1, θ2) = 0
∂xωθ1(l, θ1, θ2) = 0
∂xωθ2(l, θ1, θ2) = 0,
rel. :


ωθ1(l, θ1, θ2) = 0
ωθ2(l, θ1, θ2) = 0
∂x(x
2ωx)(l, θ1, θ2) = 0,
Next we solve the eigenvalue equations. For 0-forms:
(31) ∆(0)(ω) = −∂2xω −
2
x
∂xω +
1
a2x2
∆
(0)
S2 (ω) = λ
2ω
We can decompose the problem in the eigenspaces of ∆
(0)
S2 . Let Y
k
n (θ1, θ2) =
eikθ1P
|k|
n (cos θ2), where P
|k|
n (cos θ2) are the associated Legendre polynomials and
|k| ≤ n. Y kn (θ1, θ2) is a complete system of eigenforms for ∆(0)S2 and the eigenvalues
are n(n+ 1), with multiplicity 2n+ 1 and n ∈ Z, n ≥ 0. Thus,
∆(0) =
∑
n≥0
TnΠn,
with
Tn = −∂2xω −
2
x
∂xω +
ν2n(n+ 1)
x2
,
and the eigenvalues equation reads
Tn(u) =
(
−∂2xω −
2
x
∂xω +
ν2n(n+ 1)
x2
)
u = λ2u.
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This can be solved in terms of Bessel function and the solution is un(x) =
x−
1
2Jµn(λnx). Hence the solution for the 0-Laplacian equation is
(32) α(0)n (x, θ1, θ2) = x
− 12Jµn(λnx)Y
k
n (θ1, θ2).
For 1-form we have
(33) ∆(1)(ω) = λ2ω
with ω = ωxdx + ωθ1dθ1 + ωθ2dθ2. Write ω = fθ1θ2(x)φ(θ1, θ2) + fx(x)h(θ1, θ2)dx
where φ = fθ1dθ1 + fθ2dθ2 and h(θ1, θ2) is a 0-form on S
2. Hence replacing in (33)
we have the system
(34)


(−d2xfθ1θ2)φ +
∆
(1)
S2 (φ)
a2x2
fθ1θ2 −
2fxd(h)
x
= λ2fθ1θ2φ,
dx
(
(−d2xfx −
2
x
dxfx +
2
x2
fx)h+
∆
(0)
S2 (h)
a2x2
fx −
2fθ1θ2d
†
S2(φ)
a2x3
)
=dx(λ2fxh).
Consider fx = 0 or h = 0 and φ a coexact eigenform on S
2 with non zero eigenvalue.
We have the equation, for n ≥ 1,
(−d2xfθ1θ2)φ +
ν2n(n+ 1)fθ1θ2
x2
φ = λ2fθ1θ2φ.
Solving this equation in x we find fθ1θ2 = x
1
2 Jµn(λnx) and then
α(1)n = x
1
2 Jµn(λnx)φ.
Note that φ = d†S2(sin θ2Y
k
n (θ1, θ2)dθ1∧dθ2). Now we consider fx 6= 0, fθ1θ2 6= 0,
and h a coexact 0-eigenform of S2 with non zero eigenvalue such that d(h) = φ.
Hence, ∆
(1)
S2 (φ) = n(n+ 1)φ, d
†
S2(d(h)) = n(n+ 1)h, and the system (34) becomes

(−d2xfθ1θ2)φ+
n(n+ 1)fθ1θ2
a2x2
φ− 2fθ1θ2φ
x
= λ2fθ1θ2φ,
(−d2xfx −
2
x
dxfx +
2
x2
fx)h+
n(n+ 1)h
a2x2
fx − 2n(n+ 1)fθ1θ2(φ)
a2x3
= λ2fxh.
Changing the base by (fθ1θ2 , fx) = (x
− 12 gx, ∂x(x−
1
2 gx)), we solve the system,
and the solution is gx = Jµn(λnx). Hence the solution for the system (34) in this
case is
β(1)n = x
− 12 Jµn(λnx)φ(θ1, θ2) + ∂x(x
− 12Jµn(λnx))h(θ1, θ2)dx
where h(θ1, θ2) = Y
k
n (θ1, θ2). Consider now fx 6= 0, fθ1θ2 6= 0, and ψ a coexact
0-eigenform of S2 with non zero eigenvalue such that d(ψ) = φ and d†S2d(ψ) = h.
Then h = n(n+ 1)ψ, and the system (34) becomes
(35)


(−d2xfθ1θ2)φ+
n(n+ 1)fθ1θ2
a2x2
φ− 2fxn(n+ 1)
x
φ = λ2fθ1θ2φ,
dx
(
(−d2xfx −
2
x
dxfx +
2
x2
fx)h+
n(n+ 1)fx
a2x2
h− 2fθ1θ2
a2x3
h
)
= dx(λ2fxh).
Changing the base by (fθ1θ2 , fx) = (∂x(x
1
2 gx), x
− 32 gx) we solve the system (35)
and the solution is gx = Jµn(λnx). Hence the solution for the system (34) in this
case is
γ(1)n = ∂x(x
1
2Jµn(λnx))(λnx)φ(θ1, θ2) + x
− 32 Jµn(λnx)h(θ1, θ2)dx
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where ψ(θ1, θ2) = Y
k
n (θ1, θ2). In the case ∆
(1)
S2 (φ) = ∆
(0)
S2 (h) = 0 we have the
equation
dx
(
(−d2xfx −
2
x
dxfx +
2
x2
fx)h
)
= dx(λ2fxh).
Hence changing the base by fx = ∂x(x
− 12 gx) we find gx = J 1
2
(λ0x) and the
solution is
D(1) = ∂x(x
− 12 J 1
2
(λ0x))h.
Since we know that the Hodge decomposition of square integrable forms into
exact and coexact forms holds as in the smooth case [7], we conclude that the
equation (33) has the following complete set of linearly independent L2 solutions
(36)
α(1)n = x
1
2Jµn(λx)d
†
S2 (sin θ2Y
k
n (θ1, θ2)dθ1 ∧ dθ2)
β(1)n = ∂x(x
− 12Jµn(λx))Y
k
n (θ1, θ2)dx + x
− 12Jµn(λx)d(Y
k
n (θ1, θ2))
γ(1)n = x
− 32Jµn(λx)(n(n + 1))ν
2Y kn (θ1, θ2)dx + ∂x(x
1
2 Jµn(λx))d(Y
k
n (θ1, θ2))
D(1) = ∂x(x
− 12J 1
2
(λx))dx
Next we determine the eigenvalues.
0-forms. We have only two type of forms in (32), that are,
α(0)n = x
− 12Jµn(λx)φ
(0)
n ,
E(0)n = x
− 12J 1
2
(λx)φ(0)n .
Using the absolute BC in (29) we have
∂x(α
(0)
1,n)(l, θ1, θ2) = ∂x(x
− 12 Jµn(λx)φ
(0)
n )(l, θ1, θ2) = 0
∂x(E
(0)
n )(l, θ1, θ2) = ∂x(x
− 12 J 1
2
(λx)φ(0)n )(l, θ1, θ2) = 0
and so we need the square of the solutions of − 12 l−
3
2Jµn(lλ)+ l
− 12λJ ′µn(lλ) = 0 and
−λ− 12 J 3
2
(lλ) = 0 that are
λ2 =
j˜2µn,k,−
l2
and λ2 =
j23
2 ,k
l2
.
Using the relative BC in (29) we have α
(0)
n (l, θ1, θ2) = E
(0)
n (l, θ1, θ2) = 0 and the
eigenvalues are
λ2 =
j2µn,k
l2
and λ2 =
j21
2 ,k
l2
.
1-forms. In this case we have the four types of forms in (36) (s = 1, 2):
α(1)n = x
1
2Jµn(λx)φ
(1)
n ,
β(1)n = ∂x(x
− 12Jµn(λx))φ
(0)
n dx+ x
− 12 Jµn(λx)dφ
(0)
n ,
γ(1)n = x
− 32Jµn(λx)(n(n + 1))ν
2φ(0)n dx+ ∂x(x
1
2 Jµn(λx))dφ
(0)
n ,
D(1)n = ∂x(x
− 12J 1
2
(λx))φ(0)n dx.
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Using the absolute BC in (30) we have, for the four types,
∂x((α
(1)
n )θs)(l, θ1, θ2) = ∂x(x
1
2Jµn(λx))(l) = 0
(β(1)n )x(l, θ1, θ2) = ∂x((β
(1)
n )θs)(l, θ1, θ2) = ∂x(x
− 12Jµn(λx))(l) = 0
(γ(1)n )x(l, θ1, θ2) = Jµn(lλ) = 0
∂x(γ
(1)
n )θs(l, θ1, θ2) = −
1
4
Jµn(lλ) + λJ
′
µn(lλ) + λ
2J ′′µn(lλ) = 0
∂x(D
(1)
n ) = ∂x(x
− 12J 1
2
(λx))(1) = 0
and so we obtain the square of the zeros of 12Jµn(lλ)+ lλJ
′
µn(lλ) = 0, − 12Jµn(lλ)+
lλJ ′µn(lλ) = 0, Jµn(lλ) = 0, λ
− 12J− 12 (lλ) = 0 and −λ−
1
2 J 3
2
(lλ) = 0, that are
λ2 =
j˜2µn,k,+
l2
, λ2 =
j˜2µn,k,−
l2
, λ2 =
j2µn,k
l2
and λ2 =
j23
2 ,k
l2
.
Using the relative BC in (30) we have, for the five types,
(α(1)n )θs(l, θ1, θ2) = (x
1
2Jµn(λx))(l) = 0
(β(1)n )θs(l, θ1, θ2) = Jµn(lλ) = 0
∂x(x
2(β(1)n )x)(l, θ1, θ2) = −
1
4
Jµn(lλ) + lλJ
′
µn(lλ) + (lλ)
2J ′′µn(lλ) = 0
∂x((γ
(1)
n )θs)(l, θ1, θ2) =
1
2
Jµn(lλ) + lλJ
′
µn(lλ) = 0
∂x(x
2(γ(1)n )x)(l, θ1, θ2) =
1
2
Jµn(lλ) + lλJ
′
µn(lλ) = 0
∂x(x
2(D(1)n)x)(l, θ1, θ2) = ∂x(x
2∂x(x
− 12J 1
2
(λx)))(1) = 0
and so we need the square of the zeros of Jµn(lλ) = 0, − 14Jµn(lλ) + lλJ ′µn(lλ) +
(lλ)2J ′′µn(lλ) = 0,
1
2Jµn(lλ) + lλJ
′
µn(lλ) = 0 and J 12 (lλ) = 0, that are
λ2 =
j2µn,k
l2
(twice), λ2 =
j˜2µn,k,+
l2
and λ2 =
j21
2 ,k
l2
.
This concludes the proof for 0-forms and 1-forms. The result for 2-forms and
3-forms follows by duality.

5.2. Zeta determinant for some simple sequences. We recall in this section
a result of [25], that will be necessary in the following. For positive real numbers l
and q, define the non homogeneous quadratic Bessel zeta function by
z(s, ν, q, l) =
∞∑
k=1
(
j2ν,k
l2
+ q2
)−s
,
for Re(s) > 12 . Then, z(s, ν, q, l) extends analytically to a meromorphic function in
the complex plane with simple poles at s = 12 ,− 12 ,− 32 , . . . . The point s = 0 is a
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regular point and
(37)
z(0, ν, q, l) = −1
2
(
ν +
1
2
)
,
z′(0, ν, q, l) = − log
√
2πl
Iν(lq)
qν
.
In particular, taking the limit for q → 0,
z′(0, ν, 0, l) = − log
√
πlν+
1
2
2ν−
1
2Γ(ν + 1)
.
5.3. Zeta determinant for double sequences of spectral type. We give in
this section all the tools necessary in order to evaluate the zeta determinants ap-
pearing in the calculation of the analytic torsion. This is based on [26] [27] [28]
and [30]. However, we present here a simplified version of the main result of those
works (see in particular the more general formulation in Theorem 3.9 of [30] or the
Spectral Decomposition Lemma of [28]), that is sufficient for our purpose here.
Let S = {an}∞n=1 be a sequence of non vanishing complex numbers, ordered by
increasing modules, with the unique point of accumulation at infinite. The positive
real number (possibly infinite)
s0 = limsupn→∞
logn
log |an| ,
is called the exponent of convergence of S, and denoted by e(S). We are only
interested in sequences with e(S) = s0 <∞. If this is the case, then there exists a
least integer p such that the series
∑∞
n=1 a
−p−1
n converges absolutely. We assume
s0 − 1 < p ≤ s0, we call the integer p the genus of the sequence S, and we write
p = g(S). We define the zeta function associated to S by the uniformly convergent
series
ζ(s, S) =
∞∑
n=1
a−sn ,
when Re(s) > e(S), and by analytic continuation otherwise. We call the open
subset ρ(S) = C− S of the complex plane the resolvent set of S. For all λ ∈ ρ(S),
we define the Gamma function associated to S by the canonical product
(38)
1
Γ(−λ, S) =
∞∏
n=1
(
1 +
−λ
an
)
e
Pg(S)
j=1
(−1)j
j
(−λ)j
a
j
n .
When necessary in order to define the meromorphic branch of an analytic func-
tion, the domain for λ will be the open subset C− [0,∞) of the complex plane. We
use the notation Σθ,c =
{
z ∈ C | | arg(z − c)| ≤ θ2
}
, with c ≥ δ > 0, 0 < θ < π. We
use Dθ,c = C − Σθ,c, for the complementary (open) domain and Λθ,c = ∂Σθ,c ={
z ∈ C | | arg(z − c)| = θ2
}
, oriented counter clockwise, for the boundary. With this
notation, we define now a particular subclass of sequences. Let S be as above, and
assume that e(S) < ∞, and that there exist c > 0 and 0 < θ < π, such that S is
contained in the interior of the sector Σθ,c. Furthermore, assume that the logarithm
of the associated Gamma function has a uniform asymptotic expansion for large
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λ ∈ Dθ,c(S) = C− Σθ,c of the following form
log Γ(−λ, S) ∼
∞∑
j=0
aαj ,0(−λ)αj +
g(S)∑
k=0
ak,1(−λ)k log(−λ),
where {αj} is a decreasing sequence of real numbers. Then, we say that S is a
totally regular sequence of spectral type with infinite order. We call the open set
Dθ,c(S) the asymptotic domain of S.
Next, let S = {λn,k}∞n,k=1 be a double sequence of non vanishing complex num-
bers with unique accumulation point at the infinity, finite exponent s0 = e(S)
and genus p = g(S). Assume if necessary that the elements of S are ordered as
0 < |λ1,1| ≤ |λ1,2| ≤ |λ2,1| ≤ . . . . We use the notation Sn (Sk) to denote the
simple sequence with fixed n (k). We call the exponents of Sn and Sk the relative
exponents of S, and we use the notation (s0 = e(S), s1 = e(Sk), s2 = e(Sn)). We
define relative genus accordingly.
Definition 1. Let S = {λn,k}∞n,k=1 be a double sequence with finite exponents
(s0, s1, s2), genus (p0, p1, p2), and positive spectral sector Σθ0,c0 . Let U = {un}∞n=1
be a totally regular sequence of spectral type of infinite order with exponent r0, genus
q, domain Dφ,d. We say that S is spectrally decomposable over U with power κ,
length ℓ and asymptotic domain Dθ,c, with c = min(c0, d, c
′), θ = max(θ0, φ, θ′), if
there exist positive real numbers κ, ℓ (integer), c′, and θ′, with 0 < θ′ < π, such
that:
(1) the sequence u−κn Sn =
{
λn,k
uκn
}∞
k=1
has spectral sector Σθ′,c′ , and is a totally
regular sequence of spectral type of infinite order for each n;
(2) the logarithmic Γ-function associated to Sn/u
κ
n has an asymptotic expansion
for large n uniformly in λ for λ in Dθ,c, of the following form
(39) log Γ(−λ, u−κn Sn) =
ℓ∑
h=0
φσh (λ)u
−σh
n +
L∑
l=0
Pρl(λ)u
−ρl
n log un+o(u
−r0
n ),
where σh and ρl are real numbers with σ0 < · · · < σℓ, ρ0 < · · · < ρL, the
Pρl(λ) are polynomials in λ satisfying the condition Pρl(0) = 0, ℓ and L
are the larger integers such that σℓ ≤ r0 and ρL ≤ r0.
When a double sequence S is spectrally decomposable over a simple sequence U ,
Theorem 3.9 of [30] gives a formula for the derivative of the associated zeta function
at zero. In order to understand such a formula, we need to introduce some other
quantities. First, we define the functions
(40) Φσh (s) =
∫ ∞
0
ts−1
1
2πi
∫
Λθ,c
e−λt
−λ φσh (λ)dλdt.
Next, by Lemma 3.3 of [30], for all n, we have the expansions:
(41)
log Γ(−λ, Sn/uκn) ∼
∞∑
j=0
aαj ,0,n(−λ)αj +
p2∑
k=0
ak,1,n(−λ)k log(−λ),
φσh (λ) ∼
∞∑
j=0
bσh,αj ,0(−λ)αj +
p2∑
k=0
bσh,k,1(−λ)k log(−λ),
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for large λ in Dθ,c. We set (see Lemma 3.5 of [30])
(42)
A0,0(s) =
∞∑
n=1
(
a0,0,n −
ℓ∑
h=0
bσh,0,0u
−σh
n
)
u−κsn ,
Aj,1(s) =
∞∑
n=1
(
aj,1,n −
ℓ∑
h=0
bσh,j,1u
−σh
n
)
u−κsn , 0 ≤ j ≤ p2.
We can now state the formula for the derivative at zero of the double zeta
function. We give here a modified version of Theorem 3.9 of [30], more suitable for
our purpose here. This is based on the following fact. The key point in the proof
of Theorem 3.9 of [30] is the decomposition given in Lemma 3.5 of that paper of
the sum
T (s, λ, S, U) =
∞∑
n=1
u−κsn log Γ(−λ, u−κn Sn),
in two terms: the regular part P(s, λ, S, U) and the remaining singular part. The
regular part is obtained subtracting from T some terms constructed starting from
the expansion of the logarithmic Gamma function given in equation (39), namely
P(s, λ, S, u) = T (s, λ, S, U)−
ℓ∑
h=0
φσh(λ)u
−σh
n +
L∑
l=0
Pρl(λ).
Now, assume instead we subtract only the terms such that the zeta function
ζ(s, U) has a pole at s = σh or at s = ρl. Let Pˆ(s, λ, S, U) be the resulting func-
tion. Then the same argument as the one used in Section 3 of [30] in order to
prove Theorem 3.9 applies, and we obtain similar formulas for the values of the
residue, and of the finite part of the zeta function ζ(s, S) and of its derivative at
zero, with just two differences: first, in the all the sums, all the terms with index
σh such that s = σh is not a pole of ζ(s, U) must be omitted; and second, we must
substitute the terms A0,0(0) and A
′
0,1(0), with the finite parts Res0s=0A0,0(s), and
Res0s=0A
′
0,1(s). The first modification is an obvious consequence of the substitu-
tion of the function P by the function Pˆ . The second modification, follows by the
same reason noting that the function Aαj ,k(s) defined in Lemma 3.5 of [30], are
no longer regular at s = 0 themselves. However, they both admits a meromorphic
extension regular at s = 0, using the extension of the zeta function ζ(s, U), and the
expansion of the coefficients aαj ,k,n for large n. Thus we have the following result.
Theorem 5. The formulas of Theorem 3.9 of [30] hold if all the quantities with
index σh such that the zeta function ζ(s, U) has not a pole at s = σh are omitted.
Next, assuming some simplified pole structure for the zeta function ζ(s, U), suf-
ficient for the present analysis, we state the main result of this section.
Theorem 6. Let S be spectrally decomposable over U as in Definition 1. Assume
that ζ(s, U) has only one simple pole at s = s0, and that the function Φs0(s) has at
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most simple poles. Then, ζ(s, S) is regular at s = 0, and
ζ(0, S) =−A0,1(0) + 1
κ
Res1
s=0
Φs0(s)Res1
s=s0
ζ(s, U),
ζ′(0, S) =−A0,0(0)−A′0,1(0) +
γ
κ
Res1
s=0
Φs0(s)Res1
s=s0
ζ(s, U)
+
1
κ
Res0
s=0
Φs0(s)Res1
s=s0
ζ(s, U) + Res1
s=0
Φs0(s)Res0
s=s0
ζ(s, U).
This result should be compared with the Spectral Decomposition Lemma of
[28] and Proposition 1 of [29]. The result of Theorem 6 extends to large class of
sequences, where not necessary all the assumptions introduced in the definition of
spectral decomposability hold. In particular, we need the following extension.
Corollary 1. Let S(j) = {λ(j),n,k}∞n,k=1, j = 1, 2, be two double sequences that
satisfy all the requirements of Definition 1 of spectral decomposability over a com-
mon sequence U , with the same parameters κ, ℓ, etc., except that the polynomials
P(j),ρ(λ) appearing in condition (2) do not vanish for λ = 0. Assume that the
difference of such polynomials does satisfy this condition, namely that P(1),ρ(0) −
P(2),ρ(0) = 0. Then, the difference of the zeta functions ζ(s, S(1)) − ζ(s, S(2)) is
regular at s = 0 and satisfies the formulas given in Theorem 6.
5.4. The analytic torsion of a cone over the circle. It is easy to see that
absolute and relative analytic torsions coincide up to sign in this case. Thus we
consider absolute boundary conditions. By the analysis in Section 5.1, the relevant
zeta functions are
ζ(s,∆(1)) =
∞∑
k=1
j−2s0,k
l−2s
+
∞∑
k=1
j−2s1,k
l−2s
+ 2
∞∑
n,k=1
j−2sνn,k
l−2s
+ 2
∞∑
n,k=1
(j′νn,k)
−2s
l−2s
,
ζ(s,∆(2)) =
∞∑
k=1
j−2s0,k
l−2s
+ 2
∞∑
n,k=1
j−2sνn,k
l−2s
,
and by equation (9), the torsion is (a = sinα = 1ν )
logTabs((CαS
1
la, gE); ρ) = −
1
2
ζ′(0,∆(1)) + ζ′(0,∆(2)).
Define the function
t(s) = −1
2
ζ(s,∆(1)) + ζ(s,∆(2))
=
1
2
l2s
∞∑
k=1
j−2s0,k −
1
2
l2s
∞∑
k=1
j−2s1,k + l
2s
∞∑
n,k=1
j−2sνn,k − l2s
∞∑
n,k=1
(j′νn,k)
−2s
= l2s
(
1
2
z0(s)− 1
2
z1(s) + Z(s)− Zˆ(s)
)
,
then
logTabs((CαS
1
la, gE); ρ) = t
′(0) = log l2
(
1
2
z0(0)− 1
2
z1(0) + Z(0)− Zˆ(0)
)
+
1
2
z′0(0)−
1
2
z′1(0) + Z
′(0)− Zˆ ′(0).
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Using equations (37) of Section 5.3, we compute z0/1(0) and z
′
0/1(0). We obtain
(43) logTabs((CαS
1
la, gE); ρ) =
(
1
4
+ Z(0)− Zˆ(0)
)
log l2+Z ′(0)−Zˆ ′(0)− 1
2
log 2.
It remains to deal with the differences Z(0) − Zˆ(0) and Z ′(0) − Zˆ ′(0). For we
use Theorem 6. The relevant sequences are the double sequences S = {j2νn,k}
or Sˆ = {(j′νn,k)2}, and the simple sequence U = {νn}∞n=1, and Z(s) = ζ(s, S),
Zˆ(s) = ζ(s, Sˆ). Using classical estimates for the zeros of Bessel function [31], we find
that the genus of S is 1, the genus of U is 1, and the relative genus of S are (1, 0, 0).
Second, we check that U , Sn, and Sˆn are totally regular sequences of spectral type.
For U , this is trivial (see also [27] Section 3.1), since ζ(s, U) = ν−sζ(s), where ζ(s)
is the Riemann zeta function. For S and Sˆ, we generalize the argument used in [26]
for the sequence S, as in [28] and [29]. Note that we have the following product
representations (the first is classical, see for example [31], the second follows using
the Hadamard factorization theorem)
Iν(z) =
zν
2νΓ(ν + 1)
∞∏
k=1
(
1 +
z2
j2ν,k
)
, I ′ν(z) =
zν−1
2νΓ(ν)
∞∏
k=1
(
1 +
z2
(j′ν,k)2
)
.
Using these representations, we obtain the following representations for the
Gamma functions associated to the sequences Sn and Sˆn. For further use, we give
instead the representations for the Gamma functions associated to the sequences
Sn/u
2
n, and S
′
n/u
2
n. By the definition in equation (38), with z =
√−λ, we have
log Γ(−λ, Sn/(νn)2) =− log
∞∏
k=1
(
1 +
(−λ)(νn)2
j2νn,k
)
=− log Iνn(νn
√−λ) + (νn) log√−λ
+ νn log(νn)− νn log 2− log Γ(νn+ 1),
log Γ(−λ, Sˆn/(νn)2) =− log
∞∏
k=1
(
1 +
(−λ)(νn)2
(j′νn,k)2
)
=− log I ′νn(νn
√−λ) + (νn− 1) log√−λ
+ νn log(νn)− νn log 2− log Γ(νn+ 1).
A first consequence of this representations is that we have a complete asymptotic
expansion of the Gamma functions log Γ(−λ, Sn), and log Γ(−λ, Sˆn), and therefore
Sn and Sˆn are sequences of spectral type. Considering the expansions, it follows
that they are both totally regular sequences of infinite order.
Next, we prove that S and Sˆ are spectrally decomposable over U with power
κ = 2 and length ℓ = 2, as in Definition 1. We have to show that the functions
log Γ(−λ, Sn/u2n), and log Γ(−λ, Sˆn/u2n) have the appropriate uniform expansions
for large n. This follows using the uniform expansions for the Bessel functions given
for example in [19] (7.18), and Ex. 7.2
Iν(νz) =
eν
√
1+z2e
ν log z
1+
√
1+z2
√
2πν(1 + z2)
1
4
(
1 + U1(z)
1
ν
+O(ν−2)
)
,
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with U1(z) =
1
8
√
1+z2
− 5
24(1+z2)
3
2
, and
I ′ν(νz) =
(1 + z2)
1
4 eν
√
1+z2e
ν log z
1+
√
1+z2
√
2πνz
(
1 + V1(z)
1
ν
+O(ν−2)
)
,
with V1(z) = − 38√1+z2 + 724(1+z2) 32 . Using the classical expansion for the logarithm
of the Euler Gamma function [14] 8.344, we obtain, for large n, uniformly in λ,
log Γ(−λ, Sn/u2n) =
∞∑
h=0
φh−1(λ)u1−hn
=
(
1− log 2−√1− λ+ log(1 +√1− λ)
)
νn
+
1
4
log(1 − λ)−
(
U1(
√−λ) + 1
12
)
1
νn
+O
(
1
(νn)2
)
,
log Γ(−λ, Sˆn/u2n) =
∞∑
h=0
φˆh−1(λ)u1−hn
=
(
1− log 2−√1− λ+ log(1 +√1− λ)
)
νn
− 1
4
log(1 − λ)−
(
V1(
√−λ) + 1
12
)
1
νn
+O
(
1
(νn)2
)
,
and hence in particular
φ1(λ) = −1
8
1
(1− λ) 12 +
5
24
1
(1− λ) 32 −
1
12
,
φˆ1(λ) =
3
8
1
(1 − λ) 12 −
7
24
1
(1− λ) 32 −
1
12
.
Note that the length ℓ of the decomposition is precisely 2. For the e(U) = 1, and
therefore the larger integer such that h− 1 = σh ≤ 1 is 2, since σ0 = −1, σ1 = 0,
σ2 = 1. However, note that by Theorem 5, only the term with σh = 1, namely
h = 2, appears in the formula of Theorem 6, since the unique pole of ζ(s, U) is at
s = 1. We now apply the formula in Theorem 6. First, since
Res0
s=1
ζ(s, U) =
1
ν
(γ + log ν), Res1
s=1
ζ(s, U) =
1
ν
,
it follows that
(44)
ζ(0, S)− ζ(0, Sˆ) =−A0,1(0) + Aˆ0,1(0) + 1
2ν
Res1
s=0
(Φ1(s)− Φˆ1(s)),
ζ′(0, S)− ζ′(0, Sˆ) =−A0,0(0)−A′0,1(0) + Aˆ0,0(0) + Aˆ′0,1(0)
+
1
2ν
Res0
s=0
(Φ1(s)− Φˆ1(s)) + 1
ν
(
3
2
γ + log ν
)
Res1
s=0
(Φ1(s)− Φˆ1(s)).
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Second, by definition in equation (40),
Φ1(s) =
∫ ∞
0
ts−1
1
2πi
∫
Λθ,c
e−λt
−λ
(
−1
8
1
(1− λ) 12 +
5
24
1
(1− λ) 32 −
1
12
)
dλdt,
Φˆ1(s) =
∫ ∞
0
ts−1
1
2πi
∫
Λθ,c
e−λt
−λ
(
3
8
1
(1− λ) 12 −
7
24
1
(1 − λ) 32 −
1
12
)
dλdt.
These integrals are computed in Appendix 6. We obtain
Φ1(s) =
Γ
(
s+ 12
)
12
√
πs
(1 + 5s), Φˆ1(s) =
Γ
(
s+ 12
)
12
√
πs
(1− 7s),
and hence
Res0
s=0
Φ1(s) =
5− γ
12
− 1
6
log 2, Res1
s=0
Φ1(s) =
1
12
,
Res0
s=0
Φˆ1(s) = −7 + γ
12
− 1
6
log 2, Res1
s=0
Φˆ1(s) =
1
12
.
Using equation (44), this gives
(45)
Z(0)− Zˆ(0) =− (A0,1(0)− Aˆ0,1(0)),
Z ′(0)− Zˆ ′(0) =−
(
A0,0(0) +A
′
0,1(0)− Aˆ0,0(0)− Aˆ′0,1(0)
)
+
1
2ν
.
Third, by equation (42) and Theorem 5, the terms A0,0(0) and A
′
0,1(0), are
A0,0(s) =
∞∑
n=1
(
a0,0,n − b1,0,0u−1n
)
u−2sn ,
A0,1(s) =
∞∑
n=1
(
a0,1,n − b1,0,1u−1n
)
u−2sn .
Hence, we need the expansion for large λ of the functions log Γ(−λ, Sn/u2n) and
φ1(λ). Using classical expansions for the Bessel functions and their derivative and
the formulas in equation (41), we obtain
a0,0,n =
1
2
log 2π +
(
νn+
1
2
)
log νn− νn log 2− log Γ(νn+ 1),
a0,1,n =
1
2
(
νn+
1
2
)
,
b1,0,0 = − 1
12
, b1,0,1 = 0,
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and
aˆ0,0,n =
1
2
log 2π +
(
νn+
1
2
)
log νn− νn log 2− log Γ(νn+ 1),
aˆ0,1,n =
1
2
(
νn− 1
2
)
,
bˆ1,0,0 = − 1
12
, bˆ1,0,1 = 0.
This immediately shows that A0,0(0) = Aˆ0,0(0), that
A0,1(s)− Aˆ0,1(s) = 1
2
∞∑
n=1
u−2sn =
1
2
ζ(2s, U) =
1
2
ν−2sζ(2s),
and hence that
A0,1(0)− Aˆ0,1(0) = −1
4
, A′0,1(0)− Aˆ′0,1(0) =
1
2
log ν − 1
2
log 2π.
Substitution in equation (45) gives
Z(0)− Zˆ(0) =1
4
,
Z ′(0)− Zˆ ′(0) =− 1
2
log ν +
1
2
log 2π +
1
2ν
.
Substitution in equation (43) gives
(46) logTabs((CαS
1
l sinα), gE); ρ) =
1
2
log
π
ν
l2 +
1
2ν
.
5.5. The analytic torsion of a cone over the sphere. It is easy to see that
absolute and relative analytic torsion coincides in this case. We consider absolute
boundary conditions. By the analysis in Section 5.1, the relevant zeta functions are
ζ(s,∆(1)) =
∞∑
k=1
j−2s3
2 ,k
l−2s
+
∞∑
n,k=1
(2n+ 1)
j−2sµn,k
l−2s
+
∞∑
n,k=1
(2n+ 1)
j˜−2sµn,k,±
l−2s
,
ζ(s,∆(2)) =
∞∑
k=1
j−2s1
2 ,k
l−2s
+ 2
∞∑
n,k=1
(2n+ 1)
j−2sµn,k
l−2s
+
∞∑
n,k=1
(2n+ 1)
j˜−2sµn,k,+
l−2s
,
ζ(s,∆(3)) =
∞∑
k=1
j−2s1
2 ,k
l−2s
+
∞∑
n,k=1
(2n+ 1)
j−2sµn,k
l−2s
,
and by equation (9), the torsion is
logTabs((CαS
2
lα, gE), ρ) = −
1
2
ζ′(0,∆(1)) + ζ′(0,∆(2))− 3
2
ζ′(0,∆(3)).
Define the function
t(s) = −1
2
ζ(s,∆(1)) + ζ(s,∆(2))− 3
2
ζ(s,∆(3))
= −1
2
∞∑
k=1
j−2s1
2 ,k
l−2s
− 1
2
∞∑
k=1
j−2s3
2 ,k
l−2s
+
1
2
∞∑
n,k=1
(2n+ 1)
j˜−2sµn,k,+
l−2s
− 1
2
∞∑
n,k=1
(2n+ 1)
j˜−2sµn,k,−
l−2s
= l2s
(
−1
2
z 1
2
(s)− 1
2
z 3
2
(s) +
1
2
Z+(s)− 1
2
Z−(s)
)
,
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then
logTabs((CαS
2
lα, gE), ρ) = t
′(0) = log l2
(
−1
2
z 1
2
(0)− 1
2
z 3
2
(0) +
1
2
Z+(0)− 1
2
Z−(0)
)
− 1
2
z′1
2
(0)− 1
2
z′3
2
(0) +
1
2
Z ′+(0)−
1
2
Z ′−(0).
Using equations (37) of Section 5.3, we compute
(47) logTabs =
(
3
4
+
1
2
Z+(0)− 1
2
Z−(0)
)
log l2 +
1
2
Z ′+(0)−
1
2
Z ′−(0) +
1
2
log
4
3
It remains to deal with the differences Z+(0)−Z−(0) and Z ′+(0)−Z ′−(0). For we
use Theorem 6, in the form given in the corollary. The relevant sequences are the
double sequences S± = {j˜2µn,k,±}, and the simple sequence U = {(2n+1) : µn}∞n=1,
where
un = µn =
√
ν2n(n+ 1) +
1
4
,
and Z±(s) = ζ(s, S±). Using classical estimates for the zeros of Bessel function
[31], the genus of S± is 0, the genus of U is 2, and the relative genus of S are
(1, 0, 1). This only differs from the case of the circle by g(S±,k), with fixed k.
Using classical estimates for the zeros of the Bessel function, the behavior of this
sequence is given by the behavior of the sequence of the eigenvalues of the Laplacian
on the sphere S2, that is known. In particular, we recall the main features here
below. We check that U , and S±,n are totally regular sequences of spectral type.
By definition of the sequence U , ζ(s, U) = ν−sζ(s, L 1
4ν2
), where Lq = {(2n + 1) :√
n(n+ 1) + q}∞n=1. Hence, U is related to the sequence of the eigenvalues of the
Laplacian on the 2 sphere shifted by some positive constant q. More precisely,
ζ(2s, L0) = ζ(s, Sp+∆
(0)
S2 ). The zeta function ζ(s, Sp+∆
(0)
S2 ) has been studied in
[27], Section 3.3, where it was proved that e(Sp+∆
(0)
S2 ) = g(Sp+∆
(0)
S2 ) = 1, and that
Sp+∆
(0)
S2 is a totally regular sequence of spectral type with infinite order, by giving
the explicit formula for the associated Gamma function Γ(−λ, U) in terms of the
Barnes G function. It follows that e(U) = g(U) = 2, and that U is a totally regular
sequence of spectral type with infinite order. Also, ζ(s, Sp+∆
(0)
S2 ) has one simple
pole at s = 1, with residues
Res0
s=1
ζ(s, Sp+∆
(0)
S2 ) = 2γ, Res1
s=1
ζ(s, Sp+∆
(0)
S2 ) = 1,
and hence, ζ(s, L0) has one simple pole at s = 2, with the same residues. Expanding
the power of the binomial, we have that
ζ(s, Lq) = ζ(s, L0) + f(s),
where f(s) is regular at s = 2. Therefore,
Res0
s=2
ζ(s, Lq) = 2γ + f(2), Res1
s=2
ζ(s, Lq) = 2,
and
ζ(s, U) = ν−sζ(s, Lq) =
2
ν2
1
s− 2 +K,
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near s = 2, where K is some finite constant. For S±, we proceed as follows. Let
define the function
G±ν (z) = ±
1
2
Jν(z) + zJ
′
ν(z).
Recalling the series definition of the Bessel function
Jν(z) =
zν
2ν
∞∑
k=0
(−1)kz2k
22kk!Γ(ν + k + 1)
,
we obtain that near z = 0
G±ν (z) =
(
1± 1
2ν
)
zν
2νΓ(ν)
.
This means that the function Gˆ±ν (z) = z
−νG±ν (z) is an even function of z. Let
zν,k,± be the positive zeros ofG±ν (z) arranged in increasing order. By the Hadamard
factorization Theorem, we have the product expansion
Gˆ±ν (z) = Gˆ
±
ν (z)
+∞∏
k=−∞
′(
1− z
zν,k,±
)
,
and therefore
G±ν (z) =
(
1± 1
2ν
)
zν
2νΓ(ν)
∞∏
k=1
(
1− z
2
z2ν,k,±
)
.
Next, recalling that (when −π < arg(z) < π2 )
Jν(iz) = e
pi
2 iνIν(z),
J ′ν(iz) = e
pi
2 iνe−
pi
2 iI ′ν(z),
we obtain
G±ν (iz) = e
pi
2 iν
(
±1
2
Iν(z) + zI
′
ν(z)
)
.
Thus, we define (for −π < arg(z) < π2 )
(48) H±ν (z) = e
−pi2 iνG±ν (iz),
and hence
H±ν (z) = ±
1
2
Iν(z) + zI
′
ν(z) =
(
1± 1
2ν
)
zν
2νΓ(ν)
∞∏
k=1
(
1 +
z2
z2ν,k,±
)
.
Using these representations, we obtain the following representations for the
Gamma functions associated to the sequences S±,n. By the definition in equation
(38), with z =
√−λ, we have
log Γ(−λ, S±,n) =− log
∞∏
k=1
(
1 +
(−λ)
j˜2µn,k,±
)
=− logH±µn(
√−λ) + µn log
√−λ− log 2µnΓ(µn) + log
(
1± 1
2µn
)
.
A first consequence of this representations is that we have a complete asymptotic
expansion of the Gamma functions log Γ(−λ, S±,n), and therefore Sn and Sˆn are
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sequences of spectral type. Considering the expansions, it follows that they are
both totally regular sequences of infinite order.
Next, we prove that S± are spectrally decomposable over U with power κ =
2 and length ℓ = 3, as in Definition 1. We have to show that the functions
log Γ(−λ, S±,n/u2n), have the appropriate uniform expansions for large n. We have
log Γ(−λ, S±,n/µ2n) = − logH±µn(µn
√−λ) + µn log
√−λ+ µn logµn
− µn log 2− log Γ(µn) + log
(
1± 1
2µn
)
.
Recalling the expansions given in Section 5.4, we obtain
H±ν (νz) =
√
ν(1 + z2)
1
4
eν
√
1+z2e
ν log z
1+
√
1+z2
√
2π(
1 +W1,±(z)
1
ν
+W2,±(z)
1
ν2
+O(ν−3)
)
,
where p = 1
(1−λ) 12
, and
W1,±(p) = V1(p)± 1
2
p, W2,±(p) = V2(p)± 1
2
pU1(p),
W1,+(p) =
1
8
p+
7
24
p3, W2,+(p) = − 7
128
p2 +
79
192
p4 − 455
1152
p6,
W1,−(p) = −7
8
p+
7
24
p3, W2,−(p) = − 28
128
p2 +
119
192
p4 − 455
1152
p6.
This gives,
log Γ(−λ, Sn,±/µ2n) =
∞∑
h=0
φh−1,±(λ)µ1−hn
=
(
1−
√
1− λ+ log(1 +
√
1− λ)− log 2
)
µn
− 1
4
log(1− λ) +
(
−W1,±(
√−λ)± 1
2
− 1
12
)
1
µn
+
(
−W2,±(
√
−λ) + 1
2
W 21,±(
√
−λ)− 1
8
)
1
µ2n
+O
(
1
µ3n
)
,
and hence
φ1,+(λ) = −1
8
1
(1− λ) 12 −
7
24
1
(1 − λ) 32 +
5
12
,
φ1,−(λ) =
7
8
1
(1− λ) 12 −
7
24
1
(1− λ) 32 −
7
12
,
(49)
φ2,+(λ) =
1
16
1
1− λ −
3
8
1
(1− λ)2 +
7
16
1
(1− λ)3 −
1
8
,
φ2,−(λ) =
9
16
1
1− λ −
7
8
1
(1− λ)2 +
7
16
1
(1− λ)3 −
1
8
.
Note that the length ℓ of the decomposition is precisely 3. For the e(U) = 2,
and therefore the larger integer such that h − 1 = σh ≤ 2 is 3, since σ0 = −1,
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σ1 = 0, σ2 = 1, σ3 = 2. However, note that by Theorem 5, only the term with
σh = 2, namely h = 3, appears in the formula of Theorem 6, since the unique pole
of ζ(s, U) is at s = 2.
We now apply the formula in Theorem 6. First, since κ = 2, Res0s=2 ζ(s, U) =
K, and Res1s=2 ζ(s, U) =
2
ν2 , we obtain
ζ(0, S+)− ζ(0, S−) =−A0,1,+(0) +A0,1,−(0) + 1
ν2
Res1
s=0
(Φ2,+(s)− Φ2,−(s))
ζ′(0, S+)− ζ′(s, S−) =− (A0,0,+(0) + A′0,1,+(0)−A0,0,−(0)−A′0,1,−(0))
+
1
ν2
Res0
s=0
(Φ2,+(s)− Φ2,−(s))
+
( γ
ν2
+K
)
Res1
s=0
(Φ2,+(s)− Φ2,−(s)).
Second, by equation (49),
φ2,+(λ)− φ2,−(λ) = −1
2
(
1
1− λ −
1
(1− λ)2
)
,
and hence using the definition in equation (40),
Φ2,+(s)− Φ2,−(s) = −1
2
∫ ∞
0
ts−1
1
2πi
∫
Λθ,c
e−λt
−λ
(
1
1− λ −
1
(1 − λ)2
)
.
Using the formula in Appendix 6, we obtain
Φ2,+(s)− Φ2,−(s) = 1
2
Γ(s+ 1),
and hence
Res0
s=0
(Φ2,+(s)− Φ2,−(s)) = 1
2
, Res1
s=0
(Φ2,+(s)− Φ2,−(s)) = 0.
This gives
(50)
Z+(0)− Z−(0) = −A0,1,+(0) +A0,1,−(0)
Z ′+(0)− Z ′−(0) = ζ′(0, S+)− ζ′(s, S−)
=− (A0,0,+(0) +A′0,1,+(0)−A0,0,−(0)−A′0,1,−(0)) +
1
2ν2
.
Third, by equation (42) and Theorem 5, the terms A0,0(s) and A0,1(s), are
A0,0,±(s) =
∞∑
n=1
(
a0,0,n,± − b1,0,0,±u−1n
)
u−2sn ,
A0,1,±(s) =
∞∑
n=1
(
a0,1,n,± − b1,0,1,±u−1n
)
u−2sn .
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Hence, we need the expansion for large λ of the functions log Γ(−λ, Sn,±/u2n)
and φ2,±(λ). Using equations (48) and the definition, we obtain
H±ν (z) ∼
√
zez√
2π
(
1 +
∞∑
k=1
bkz
−k
)
+O(e−z),
for large z. Therefore,
log Γ(−λ, Sn,±/µ2n) =− µn
√−λ+ 1
2
(
µn − 1
2
)
log(−λ) + 1
2
log 2π
+
(
µn − 1
2
)
logµn − log 2µnΓ(µn)
+ log
(
1± 1
2µn
)
+ O
(
1√−λ
)
.
Also, from equation (49),
φ2,±(λ) = −1
8
+O
(
1
−λ
)
.
Thus,
a0,0,n,± =
1
2
log 2π +
(
µn − 1
2
)
logµn − log 2µnΓ(µn) + log
(
1± 1
2µn
)
,
a0,1,n,± =
1
2
(
µn − 1
2
)
,
b2,0,0,± = −1
8
, b2,0,1,± = 0.
This immediately shows that A0,1,+(s) = A0,1,−(s), and therefore Z+(0) −
Z−(0) = 0. Next,
A0,0,+(s)−A0,0,−(s) =
∞∑
n=1
(2n+ 1)µ−2sn
(
log
(
1 +
1
2µn
)
− log
(
1− 1
2µn
))
= F (s, ν).
Note that this series converges uniformely for Re(s) > 2, but using the analytic
extension of the zeta function ζ(s, U), has an analytic extension that is regular at
s = 0. Substitution in equation (50) gives
Z ′+(0)− Z ′−(0) =− F (0, ν) +
1
2ν2
.
Substitution in equation (47) gives
(51) logT ((CαS
2
l sinα, gE), ρ)) =
1
2
log
4l3
3
− 1
2
F (0, cscα) +
1
4
sin2 α.
We give in the Appendix 7 a series representation for the F (0, ν) for ν > 1.
Consider here the case ν = 1 deserves independent treatment. Note that, when
µ = 1, µn =
√
n(n+ 1) + 14 = n+
1
2 , and therefore
F (s, 1) =22s
∞∑
n=1
(2n+ 1)1−2s(log(n+ 1)− logn).
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For Re(s) > 2, due to absolute convergence, we can rearrange the terms in the
sum. We obtain
F (s, 1) =− 22s
∞∑
n=1
(
(2n+ 1)1−2s − (2n− 1)1−2s) logn
=
∞∑
j=0
(
1− 2s
j
)
(1− (−1)j)
2j
ζ′(2s+ j − 1)
=(1 − 2s)ζ′(2s) +
∞∑
k=1
(
1− 2s
2k + 1
)
ζ′(2s+ 2k)
22k+1
,
and hence, by substitution in equation (51),
logT ((Cpi
2
S2l , gE), ρ) = logT ((D
3
l , gE), ρ) =
1
2
log
4πl3
3
+
1
2
log 2 +
1
4
.
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6. Appendix A
We give here a formula for a contour integral appearing in the text. The proof
is in [26] Section 4.2. Let Λθ,c = {λ ∈ C | | arg(λ − c)| = θ}, 0 < θ < π, 0 < c < 1,
a real, then ∫ ∞
0
ts−1
1
2πi
∫
Λθ,c
e−λt
−λ
1
(1 − λ)a dλdt =
Γ(s+ a)
Γ(a)s
.
7. Appendix B
We give a power series representation for the function F (0, ν) for ν > 1. Assume
Re(s) > 2, then
F (s, ν) =
∞∑
n=1
(2n+ 1)µ−2sn
(
log
(
1 +
1
2µn
)
− log
(
1− 1
2µn
))
=
∞∑
n=1
(2n+ 1)µ−2sn
∞∑
k=0
2−2k
2k + 1
µ−2k−1
=
∞∑
k=0
1
(2k + 1)22k
∞∑
n=1
(2n+ 1)µ−2s−2k−1n .
Now,
µ2xn =
(
ν2n(n+ 1) +
1
4
)x
=
∞∑
j=0
1
22j
(
x
j
)
(n(n+ 1))x−jν2x−2j ,
and therefore
F (s, ν) =
∞∑
k=0
1
(2k + 1)22k
∞∑
j=0
1
22j
(−s− k − 12
j
)
ζ(s+ k + j + 12 , Sp+∆
(0)
S2 )
ν2s+2k+2j+1
,
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where
ζ(s, Sp+∆
(0)
S2 ) =
∞∑
n=1
(2n+ 1)(n(n+ 1))−s.
Since the unique pole of the meromorphic extension of ζ(s, Sp+∆
(0)
S2 ) is at s = 1,
writing
F (s, ν) =ζ(s, Sp+∆
(0)
S2 )ν
−2s−1
+
∞∑
j,k=0,
j+k 6=0
1
(2k + 1)22k
1
22j
(−s− k − 12
j
)
ζ(s+ k + j + 12 , Sp
(0)
+ ∆S2)
ν2s+2k+2j+1
,
and using the analytic extension of ζ(s, Sp+∆
(0)
S2 ), we obtain
F (0, ν) = ζ(
1
2
, Sp+∆
(0)
S2 )
1
ν
+
∞∑
j,k=0,
j+k 6=0
1
(2k + 1)22k
1
22j
(−k − 12
j
)
ζ(k + j + 12 , Sp+∆
(0)
S2 )
ν2k+2j+1
.
It is easy to see that the coefficient in the power series above are all convergent
series, and can be evaluated numerically. The leading term requires independent
treatment. Using the theorem of Plana as in [24], we obtain
ζ(
1
2
, Sp+∆
(0)
S2 ) =−
5
4
√
2 + 6
∫ ∞
0
(y4 + y2 + 4)−
1
4
e2πy − 1 sin
(
1
2
arctan
3y
2− y2
)
dy
− 4
∫ ∞
0
(y4 + y2 + 4)−
1
4
e2πy − 1 cos
(
1
2
arctan
3y
2− y2
)
dy.
References
[1] J.-M. Bismut and W. Zhang, An extension of a theorem by Cheeger and Mu¨ller, Aste´risque
205 (1992).
[2] J. Bru¨ning and Xiaonan Ma, An anomaly formula for Ray-Singer metrics on manifolds with
boundary, GAFA 16 (2006) 767-873.
[3] J. Bru¨ning and R. Seeley, The resolvent expansion for second order regular singular operators,
J. of Funct. An. 73 (1988) 369-415.
[4] J. Cheeger, Analytic torsion and the heat equation, Ann. Math. 109 (1979) 259-322.
[5] J. Cheeger, On the spectral geometry of spaces with conical singularities, Proc. Nat. Acad.
Sci. 76 (1979) 2103-2106.
[6] J. Cheeger, Spectral geometry of singular Riemannian spaces, J. Diff. Geom. 18 (1983) 575-
657.
[7] J. Cheeger, On the Hodge theory of Riemannian pseudomanifolds, Proc. Sympos. Pure Math.
36 (1980) 91-146.
[8] M.M. Cohen, A course in Simple-Homotopy Theory, Graduate Text in Mathematics 10, 1973.
[9] X. Dai and H. Fang Analytic torsion and R-torsion for manifolds with boundary, Asian J.
Math. 4 (2000) 695-714.
[10] T. de Melo and M. Spreafico Reidemeister torsion and analytic torsion of spheres, preprint
(2008).
[11] G. de Rham, Complexes a` automorphismes et home´omorphie diffe´rentiables, Ann. Inst.
Fourier, Grenoble 2, 51-67.
[12] W. Franz, U¨ber die Torsion einer U¨berdeckung, J. Reine Angew. Math. 173 (1935) 245-254.
[13] P. B. Gilkey, Invariance theory, the heat equation, and the Atiyah-Singer index theorem,
Studies in Advanced Mathematics, 1995.
[14] I. S. Gradshteyn and I. M. Ryzhik, Table of integrals, Series and Products, Academic Press,
2007.
REIDEMEISTER TORSION AND ANALYTIC TORSION OF DISCS 45
[15] J. Lott and M. Rothenberg, Analytic torsion for group actions, J. Differential Geom. 34
(1991) no. 2 431-481.
[16] W. Lu¨ck, Analytic and topological torsion for manifolds with boundary and symmetry, J.
Differential Geom. 37 (1993) 263-322.
[17] J. Milnor, Whitehead torsion, Bull. AMS 72 (1966) 358-426.
[18] W. Mu¨ller, Analytic torsion and R-torsion of Riemannian manifolds, Adv. Math. 28 (1978)
233-305.
[19] F. W. J. Olver, Asymptotics and special functions, AKP, 1997.
[20] D. B. Ray and I.M. Singer, R-torsion and the Laplacian on Riemannian manifolds, Adv.
Math. 7 (1971) 145-210.
[21] D. B. Ray, Reidemeister torsion and the Laplacian on lens spaces, Adv. Math. 4 (1970)
109-126.
[22] K. Reidemeister, Homotopieringe und Linsera¨ume, Hamburger Abhandl. 11 (1935) 102-109.
[23] F. Rellich, Die zula¨ssigen Randbedingungen bei den singula¨ren Eigenwert-problem der math-
ematischen Physik, Math. Z. 49 (1943/44) 702-723.
[24] M. Spreafico, Zeta function and regularized determinant on projective spaces, Rocky Mount.
Jour. Math. 33 (2003) 1499-1512.
[25] M. Spreafico, On the Bessel zeta function, Mathematika 51 (2004) 123-130.
[26] M. Spreafico, Zeta function and regularized determinant on a disc and on a cone, J. Geo.
Phys. 54 (2005) 355-371.
[27] M. Spreafico, Zeta invariants for sequences of spectral type, special functions and the Lerch
formula, Proc. Roy. Soc. Edinburgh 136A (2006) 863-887.
[28] M. Spreafico, Zeta invariants for Dirichlet series, Pacific. J. Math. 224 (2006) 180-199.
[29] M. Spreafico, Determinant for the Laplacian on forms and a torsion type invariant on a
cone over the circle, Far East J. Math. Sc. 29 (2008) 353-368.
[30] M. Spreafico, Zeta invariants for double sequences of spectral type and a generalization of
the Kronecker first limit formula, preprint (2006), arXiv:math/0607816.
[31] G. N. Watson, A treatise on the theory of Bessel functions, Cambridge University Press,
1922.
[32] L. Weng and Y. You, Analytic torsions of spheres, Int. J. Math. 7 (1996) 109-125.
[33] J. H. C. Whitehead, Simple homotopy types, Amer. J. Math. 72 (1950) 1-57.
ICMC, Universidade S~ao Paulo, S~ao Carlos, Brazil.
E-mail address: mauros@icmc.usp.br
