Series and rational function approximations provide a viable alternative to finite-difference methods in the solution of partial differential initial-value problems.
Introduction
If s o m e o n e says he has "solved" a partial differential equation on a computer, w e usually ass u m e that he has found a numerical solution by m e a n s of a finite-difference technique.
However, a computer solution need not imply a finite difference or even a numerical solution, and in s o m e cases it m a y be a considerable advantage to use a computer to obtain a quasi-analytic solution to a problem.
One step towards using the computer to p e r f o r m analytic tasks has been the development of computer systems to symbolically manipulate polynomials.
W e intend to show h o w "quasi-analytic" solutions to problems governed by parabolic and hyperbolic partial differential equations can be obtained, at least in principle, on a c o mputer. W e will i m p l e m e n t our ideas with the A L T R A N language for symbolic algebra on a digital computer, i although w e wish to emphasize that this m a y not be the best tool for the job.
To illustrate the ideas involved, a quasilinear parabolic equation in two independent variables will be solved by our methods.
Finally, w e will discuss the practical limitations and potential usefulness of the method.
T o set the tone for our development, we n o w discuss s o m e failings of the c o m m o n finite-difference approach to partial differential equations.
Disadvantages of Finite-Difference Methods
The m o s t obvious d r a w b a c k of finite-difference methods is the specific nature of the results: the effects of p a r a m e t e r variations m u s t be ascertained f r o m specific solutions for m a n y different values of the parameter.
Hence it is clear that a computer m e t h o d which permits the p a r a meter to be varied after the computation would have considerable utility.
Moreover, while stable finite-difference s c h e m e s are generally available for linear problems, such is by no m e a n s the case for nonlinear problems.
N o general guidelines are available for the generation of stable finite difference s c h e m e s for nonlinear equations; each equation requires analysis oriented to its individual nature. Indeed, R i c h t m y e r and M o r t o n have c o m m e n t e d : 2 for nonlinear problems, stability depends not only on the structure of the finite difference system but also generally on the solution being obtained, and for a given solution, the s y s t e m m a y be stable for s o m e values of t and not for others.
A n o t h e r p r o b l e m w i t h f i n i t e -d i f f e r e n c e m e t ho d s is t h a t c e r t a i n t y p e s of b o u n d a r y a n d i n i t i a l c o n d i t i o n s p r e s e n t g r e a t diff~c)ulties, e . g , a n i n i t i a l c o n d i t i o n s u c h a s e -X~/ c , w h e r e ~-~ O, r eq u i r e s a n i n f i n i t e l y f i n e m e s h , w h i l e w i t h a q u a s ianalytic m e t h o d we might be able to leave 6 as a p a r a m e t e r and study the result of c -~ 0 in the solution. This type of p r o b l e m might arise if w e wish to find the G r e e n s function for a linear equation.
In m a n y problems there are no physical boundaries; for such problems, the finite-difference approach requires the introduction of spurious boundaries which m a y produce stability difficulties in the finite-difference scheme, Finally, w e note the exponential increase of required storage with the n u m b e r of independent variables that occurs with finite-difference schemes. This need not occur with a carefully chosen quasi-analytic scheme, at least not for linear problems. Of course, quasi-analytic s c h e m e s have drawbacks of their own; however, for special cases and for obtaining insight such s c h e m e s m a y prove invaluable.
Series Solutions to Partial Differential Equations
C o n s i d e r t h e f o l l o w i n g t y p e of p r o b l e m in two ;~Mathematics and C o m p u t i n g G r o u p L a w r e n c e Radiation Laboratory, University of California, Berkeley, California 94720 ~Analytical Mechanics D e p a r t m e n t Bell Telephone Laboratories, Whippany, N e w Jersey independent variables, t and x:
where f is a 10olynornial function. An example is the heat equation. This is a so-called "pure" initial-value problem for which the requirement that the solution be bounded is sufficient to guarantee uniqueness (Ref. 3, p. 98).
If u(~,t) describes the state of a physical system, and we are given the initial state of the system, i. e. , u(~, 0), then partial differential equations of parabolic and hyperbolic type, such as the heat and wave equation, provide a means of describing the time evolution of the system. Thus the solution of the equation takes the form u(~', t) = E(t) u(~, 0), where V(t) is an operator which represents the action of the differential equation. In some sample cases like the onedimensional linear heat equation u t = Uxx with no boundary conditions and the initial condition u(x, 0) = u0(x), V.(t) can be explicitly found. In the one-dimensional heat equation case
Another approach to find the time evolution of a system is to generate a power series solution of the differential equation; thus in the heat equation let u(x,t) = ~ an(X)t n.
n=O
The term a0(x ) = u0(x), and the general a n is found by a recursion derzved from u t = Uxx. Thus -I ,I, an+i(x ) = (n+l) an~X ). It is evident that this method requires u0(x ) to be an analytic function.
The power series solution can also be obtained from the integral form of the solution. A simple transformation of variables shows that o0 u(x, t) = (~)-I/Z / exp{-yZ}u0(x-Z~J-t y)dy.
-oo A series expansion of u0(x-Z~ y) in the variable 2~/~y then provides the series expansion. From this form it is clear that the singularities of u0(z), considered as a function of the complex variable "z," determine the radius of convergence of the power series solution. In general, we must expect a similar state of affairs to hold for series solutions of other hyperbolic and parabolic problems, i.e., the series may converge only in a limited region. To overcome this difficulty and to improve the convergence of the solution, we resort to techniques for analytic continuation and improvement of rate of series convergence.
It is well known that a meromorphic function can be represented at all nonsingular points by a single rational fraction expansion.
This expansion can be found by a recasting of the powerseries representation of the function as a rational fraction. The method has been used with success in fluid mechanics to solve both the blunt-body problem and the shock-on-shock problem. 4 The rational fraction expansion can be obtained by using a special nonlinear sequence-to-sequence transformation known as the Pad~ approximant method, 5 which we will use to develop a solution to a quasilinear parabolic equation. Before doing this, we believe it will be profitable to discuss the general idea behind this approach to a solution of such problems.
For the simple case of a parabolic equation with no explicit dependence on x and t, we have a relation of the form u t = f(u, Ux, Uxx), together with the initial condition u(x, 0) = u0(x ). Vfe know that a power series of the form oo U(X, t) = ~ an(X)t n n=0 can represent the solution in some region of the x,t plane centered at t = 0 in the complex t plane. The equation can then be expressed in terms of a recursion relation which yields the function an(X ) in terms of the given u0(x ) = a0(x ). The recursion relation for a N will require operations such as differentiation and multiplication of the a n'S for n,<N, i.e., aN(x ) = g(a0, at,...aN_t, a0, a t • .. aN_t).
For many equations the function g will be simple enough to permit automation of the recursion process.
As an example, suppose only miltiplication and differentiation are involved in g, and the initial function u0(x ) has the form [I + exp(x/6)] -I, where 6 is a parameter.
If we differentiate C(M,Q,S) = 6 "S exp(Mx/6) X [l + exp(x/6)] -~-/, we find
If two of these functions are multiplied together we hnd that C(M,Q,S) • C(M ,Q, S ) = C(M+M ,Q+Q ,S+S ). Thus we can replace the operations of differentiation and multiplication by operations on the integers M,Q,S.
The general term in the power series expansion would then be a linear combination of the C(M, Q, S):
M, Q, S
A computer can be used to carry out the necessary arithmetic and to store the resulting symbolic representation of aN(x ) . The result is not a numerical solution, but a power series in t with coefficients that are functions of x. In principle one can produce a N for as large an N as desired; However, limitations on storage and the complexity of terms for large N will in naost cases limit the number of terms that can be found.
As an example of the above idea, we "solve" a nonlinear parabolic equation with a sinusoidal initial condition. Before proceeding to this problem, we first examine how ALTRAN can be used for our purpose and how the convergence of a series can be i m p r o v e d by recasting as a rational fraction.
Operator Derivatives and Transcendental Functions
A L T R A N is based on the A L P A K s y s t e m for nonnumerical algebra on the digital comRuter. 6 A L P A K and similar systems such as P M 7 can deal only with polynomials (and, in the case of A L P A K , with rational functions considered as two p o l y n o mials, the n u m e r a t o r and denominator); they c a n n o t explicitly handle the elementary transcendental functions sine, cosine, and exp. However, by the simple m e t h o d of introducing additional independent variables and m a k i n g use of operator derivatives obtained by the chain rule, one can easily generate series coefficients in terms of these transcendental functions.
S i n e a n d c o s i n e a r e h a n d l e d by i n t r o d u c i n g t h e v a r i a b l e s S = s i n ( x ) a n d C = c o s ( x ) a n d t h e n t a k i n g d e r i v a t i v e s , u s i n g a s u b r o u t i n e w h i c h d e f i n e s a n operator L acting on polynomials P by L = D I F F ( P , S ) * C -DIFF(P, C) *S, where D I F F is the s y s t e m differentiation function, 8 P i.e., D I F F ( P , X ) = ~-.
In this w a y w e have L(S) = C and L(C) = -S.
R a t i o n a l F r a c t i o n A p p r o x i m a t i o n s
A s w a s n o t e d a b o v e , we s h o u l d n o t e x p e c t t h e p o w e r s e r i e s to c o n v e r g e f o r a l l t; a n d e v e n if t h e f u n c t i o n d o e s c o n v e r g e f o r a l l x in t h e c o m p l e x t p l a n e , it w o u l d be u s e f u l to i n p r o v e t h e c o n v e rg e n c e . A l s o , in o u r m e t h o d t h e c o m p l e x i t y of h i g h e r -o r d e r a n r a p i d l y i n c r e a s e , a n d it is d e s i ra b l e t h a t w e o b t a i n a r e a s o n a b l e a p p r o x i m a t i o n of t h e s o l u t i o n w i t h a s f e w a n a s p o s s i b l e .
To a cc o m p l i s h t h i s p u r p o s e , w e s h a l l m a k e u s e of t h e s o c a l l e d P a d 4 a p p r o x i m a n t s to a p o w e r s e r i e s . T h e (N, M) P a d~ a p p r o x i m a n t of a f u n c t i o n is a r a t i o n a l f r a c t i o n of t h e f o r m 
It c a n be s h o w n 5 t h a t t h i s u n i q u e l y d e t e rm i n e s (N, M).
T h e c u r r e n t t h e o r y of P a d g a p p r o x i m a n t s d o e s n o t a p p e a r to do j u s t i c e to t h e i r p o w e r a s a n a pp r o x i m a t i o n t o o l , a l t h o u g h t h o s e t h e o r e m s t h a t do e x i s t g i v e s o m e i n d i c a t i o n of t h i s p o w e r .
F o r e x a m p l e , s u p p o s e f(z) h a s a f i n i t e n u m b e r of p o l e s , i. e. ,
is a m e r o m o r p h i c f u n c t i o n , t h e n t h e l i m i t a s N -~ ~o of t h e (N, N) P a d g a p p r o x i m a n t of f(z) c o n v e r g e s u n i f o r m l y to f(z) e x c e p t in the n e i g h b o rh o o d of t h e p o l e s . T h u s , u n l i k e p o w e r s e r i e s , t h e Pad@ r e g i o n of c o n v e r g e n c e is not l i m i t e d to c i rc u l a r r e g i o n s in t h e c o m p l e x p l a n e . S o m e t h e or e m s f o r f u n c t i o n s w i t h b r a n c h p o i n t s a l s o s h o w t h e p o w e r of t h e P a d 4 a p p r o x i m a n t .
We do n o t w i s h to d i s c u s s P a d 4 a p p r o x i m a n t s i n d e t a i l h e r e , a n d we r e f e r t h e r e a d e r to R e f s . 5 a n d 8 f o r a complete discussion.
Example: Burgers' Equation
Burgers' equation 9 provides us with an interesting nontrivial equation which contains m a n y of the features indicative of problems in nonlinear acoustics and in fluid dynamics.
A good deal is k n o w n about the behavior of Burgers equation, which will permit us to ascertain, at least qualitatively, the behavior of the true solution. 
T h e f i r s t t e n c o e f f i c i e n t s a. a r e l i s t e d in t h e A p p e n d i x . O n l y t h e h r s t t h r e e c o u l d be o b t a i n e d by h a n d w i t h o u t u n d u e e f f o r t . B e c a u s e of t h e e xp l o s i v e g r o w t h w i t h i n c r e a s i n g i of t h e i n t e g e r c o e f f i c i e n t s of t h e t e r m s of ai, t h i s s e e m e d a n i d e a l s i t u a t i o n in w h i c h to a p p l y t h e P a d 4 a p p r o x im a n t m e t h o d . (2, 2), as c o m p u t e d by A L T R A N ,
contains 30 terms in the n u m e r a t o r and 34 terms in the denominator; an attempt to reduce it to lowest f o r m failed because of coefficient overflow during a greatest c o m m o n denominator execution. The higher order Pad~ approximants (3, 3) and (4,4) could not be obtained symbolically by using A L T R A N , but they were obtained numerically. In view of the complicated symbolic structure of (Z, Z), no significant advantage is apparent in a symbolic over a numerical solution. A selective sampling of the results, in c o m p a r i s o n with two other solution methods to be described below, is s h o w n in 
u(x, t) -
We have not been able to obtain a closed form evaluation of the above; however, standard techniques (Laplace's method) have led us to the following asymptotic result for small t: There is a large body of literature devotedto convergence proofs for sequences of Pad4 approximants. 8 Recently Walshi~ has obtained new re-" sults in this area. However, little work has been done in the area of error estimation in the neighborhood of poles of a given approximant. Thus root profiles remain the practical tool for determination of the region of validity of Pad4 approximants as a solution to a partial differential equation.
Three-Dimensional Problems
The application of finite-difference methods to equations of three independent variables squares the amount of space and alloted time required to solve problems of magnitude equivalent to twodimensional ones. This is to say nothing of additional difficulties introduced in the theory by such transition to higher-dimensional problems. Furthermore, in these problems, the task of fitting extraneous boundary conditions is more complicated.
The introduction of an additional spatial variable should not, however, significantly complicate or overwhelm the series and rational function generation method which we have described. Taking, for example, the three-dimensional wave equation The solid line is the finite-difference solution.
By t = 0.6 the asymptotic expansion values are no longer reasonable. At this point the Pad4 approximants seem to be the only analytic representation behaving as the true solution (except in the neighborhood of singular points, as is discussed below).
By t = g.0 the Pad~ approximants begin to diverge from the finite-difference solution.
Poles of Pad4 Approximants
The appearance of singular behavior in the Pad6 approximants (Z, Z), (3, 3) , and (4, 4) in Figs. g through 5 displays a disadvantage of Pad~ approximants which must be allowed for in their use as a calculation tool. An (n, n) Pad@ solution to a differential equation in two independent variables of the form Pn Pn(X, t) (n,n) = ~ : n q0(x) + ql(x)t + ... + qn(x)tn will have at most n (complex) poles for each value of x within the range of the problem. As t-~ r, where Q(x, r) = 0, the Pad4 approximant becomes infinite.
Since we are solving an initial value problem, we need only consider positive real roots of Qn(x, t). By obtaining a profile of the positive real roots, it is possible to practically determine regions in which the Pad~ approximant will not be an accurate representation of the solution to the equation. to ~vhich Pad4 approximants could be applied. The storage space requirements which are the bane of finite-difference methods do not bother the symbolic series method, since it deals with functions rather than values of functions at specific points of a finite-difference mesh.
Summary
This paper has presented a solution method for partial differential initial-value problems which rests upon three basic ideas, First, a solution is formulated as a power series in the relevant variable, time, whose coefficients are functions of the other independent variables.
Second, computer symbolic algebra manipulation systems are used to generate these coefficients from recursion relationships derived from the differential equation. This may be accomplished only if the initial function is a polynomial over a finite set of functions which are closed under the operations found in the recursion relationships (usually addition, subtraction, multiplication, and differentiation). Finally, since the series thus obtained will, in general, be a poor representation of the actual solution, the Pad~ a p p r o x i m a n t m e t h o d is a p p l i e d to obtain a b e t t e r a n a l y t i c a p p r o x i m a t i o n to the a c t u a l solution.
Our r e s u l t s d e m o n s t r a t e that it is f e a s i b l e , by using e x i s t i n~ s y s t e m s , to g e n e r a t e a c c u r a t e a na l y t i c a p p r o x i m a t i o n s to the s o l u t i o n of p a r t i a l d i f f e r e n t i a l i n i t i a l v a l u e p r o b l e m s .
The p r i m a r y i m p o r t a n c e of the m e t h o d l i e s in that it p r o v i d e s a g e n e r a l s o l u t i o n m e t h o d e v e n f o r t h o s e n o n l i n e a r e q u a t i o n s f o r w h i c h s t a b l e f i n i t e -d i f f e r e n c e s c h e m e s m a y be u n a v a i l a b l e .
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