The Los Alamos National Laboratory designed and built Mars Odyssey Neutron 
Introduction
The Los Alamos National Laboratory (LANL) designed and built Mars Odyssey Neutron Spectrometer (MONS) has been continuously measuring the data (DND) to the Planetary Data System (PDS). These products are time series of corrected neutron counting rate data that can be used for scientific investigations. The level1 data set includes averaged neutron data (AND), which consists of neutron maps built from the neutron time series data. The most recent processing and analysis of MONS data was performed by Maurice et al. [1] and covered data through July 2009. This lead to work studying the depth-distribution of water on Mars [2, 5] .
On the way to any science interpretation of inter-annual variability in the MONS data set, this paper intends to document and provide the necessary elements for understanding the new data processing method and resulting data set. We then build on this stage by presenting averaged counting rate maps and a preliminary comparison of the inter-annual variability in the Mars polar regions over 8 Mars Years by means of the neutron counting rates. These can be compared to previous results presented in [4, 6, 1] .
MONS Instrument
The MONS instrument consists of an 11×11×10 cm 3 BC454 plastic scintillator separated into four optically isolated segments, or "prisms." This plastic is loaded with 5% natural boron by weight, which provides sensitivity to thermal and epithermal neutrons through neutron capture on 10 B. The predominant interaction that occurs is 10 B(n,α) 7 Li * with a Q value of 2.8 MeV. Due to inefficiency in light production from the heavy isotopes produced in this reaction, this energy is quenched and detected at 98 keV electron equivalent (keVee). A schematic of the MONS instrument is shown in Fig. 1 .
There are two types of primary data products produced by the MONS instrument that define what type of neutron was detected [1] . Category 1 events (thermal, epithermal) are defined by a prompt interaction with an energy be- tween 40 keVee and 630 keVee that is not followed by a delayed interaction within 25.6 µs. Category 2 events (fast) are defined as a similar prompt pulse with an expanded energy range of 40 keVee to 2.55 MeVee followed by a delayed pulse with an energy between 40 keVee and 630 keVee within a 25.6 µs window.
For both Category 1 and Category 2 events, only one or two prisms can detect the event, otherwise the event is thrown away. Prompt events with an energy greater than 2.55 MeVee are categorized as GCR events.
Fast neutrons (Category 2 events) are defined as neutrons with an energy >0.7 MeV [1] and can be detected by all four prisms. Category 1 events can be split into thermal and epithermal neutrons based on prism. Prism 1 faces the nadir direction and is covered with a 0.69 mm thick cadmium sheet, which absorbs neutrons below ∼0.4 eV. Therefore, Category 1 events from this prism are epithermal neutrons (0.4 eV -0.7 MeV). As noted in [1, 6] , due to the geometry of the prisms there are small gaps in the cadmium coverage allowing Prism 1 some thermal neutron sensitivity. Thermal neutrons are detected by exploiting the Doppler filter technique [7] , which uses the fact that the spacecraft velocity [8] ). While [1] showed some inter-annual comparisons of counting rates in the polar regions, their work focused primarily on creating an averaged CO 2 frost-free map of two-layer water-equivalent hydrogen (WEH) based on the MONS data that subsequently was used in the most definitive MONS mapping of WEH and its depth distribution to date [5] . Another paper including interannual comparisons of the CO 2 frost cap thickness for two Mars years towards the beginning of the MONS mission can be found in [6] . Here we present new data processing of the Category 1 MONS data that includes all data through the end of 2017 (L s = 108.3 in MY 34). This doubles the amount of data processed by [1] and quadruples the number of MY in a detailed comparison of inter-annual variability of the seasonal CO 2 frost deposits in the polar regions.
New Data Processing
The data processing includes many steps to take the MONS data from raw binary data to prism counting rates registered with latitude and longitude. Much of the data processing follows and draws upon the work described in [1] , but performed independently. Raw data were acquired from the Planetary Data System (PDS) Geosciences Node (pds-geosciences.pds.wustl.edu), which releases data quarterly for the Mars Odyssey mission and GRS instrument suite.
The raw data or experimental data records (EDR) are organized into folders by calendar year and subsequently by day. Raw data for the MONS instrument are contained within the neutron spectra files. Relevant engineering data for MONS are contained within the eng subdirectory. Information on the format of each binary EDR file is contained within the main label directory.
The MONS data are pre-packaged to contain ephemeris data in addition to the instrument data. Each data point is registered with a UTC time stamp and an "SLCK" clock value that is unique for each data point. The neutron data includes 64-channel histograms for Category 1 events and 32-channel histograms for the prompt (early) and delayed (late) Category 2 events. Counter data, which store the total number of counts over threshold in 19.75 second accumulation windows, include GCR, deadtime, and the number of, and which, prisms fired. There is additional information on the first 84 Category 2 events within each accumulation window, including time between the prompt and de-layed pulses, and pulse heights. The data also contain sub-satellite latitude and longitude at the middle of each integration window and position and velocity of the spacecraft in different reference frames.
The raw data conversion was done using Python 3.5 and the unpacked data stored in a MySQL Database. Following conversion, data reduction takes place to remove bad data from the dataset, described in Section 3.1. After all bad data are removed, data corrections that result in the final dataset are applied, described in Section 3.2.
Data Reduction
There are several categories of "bad" data that must be removed before further processing can take place. The first and largest data cut is from solar energetic particle (SEP) events, that produce a large background in the prism counting rates. Stability cuts are also applied to the counter data, which remove outliers and transients in these data sets. Cuts on spacecraft orbit parameters are applied to also remove outliers or transients and remove data acquired during clock resets that corrupt our ability to normalize to counting rates. Finally, some additional data cuts related to various anomalous readings are applied. The final data set contains only good data that passes all four of the following described cuts. A summary of how much data is removed by each cut is provided at the end of this sub-section.
SEP Event Cuts
Removal of SEP events is done manually by looking at the counting rate recorded by a dedicated GCR counter and removing periods of rate excursions.
An example of the base procedure is described below for a SEP event in September 2004, shown in Fig. 2 . The mean and standard deviation of the GCR counter (total counts in each 19.75 s accumulation window) is determined for 8 days before and 8 days after the event. Figure 2 shows black bands representing ±3 standard deviations (σ) from the mean. The excursion is flagged as when the GCR counter extends beyond ±3σ from these means. To safely remove the full extent of each event, the SEP event cut range starts 4 hours before the start of the excursion and ends 4 hours after the end of the excursion. The final cut range is demonstrated as the gray shaded region. There are several SEP events where the event cut method was adapted or event cut ranges were manually updated from the base method. These included SEP events that were low in strength or short in duration, but most frequently were when a decrease in the GCR counter was observed surrounding the peak of the SEP event (likely due to changes in the interplanetary magnetic field).
This was observed in ∼20% of SEP events. In these cases if the dip was before the main SEP excursion, the start of the event cut was determined by eye. If the dip was after the main SEP excursion, the mean and standard deviation in counter from before the event was used to judge when the counter returned to
nominal. An example of this type of event (July 2004) is shown in Fig. 3 . This event exhibited the decrease in rates both before and after the event. Ranges defining the removal of SEP events from the data set are summarized in Table 1 .
Stability Cuts
Stability cuts were applied to the GCR counters and the total counts in each of the four prism Category 1 histograms. The stability cuts are applied based on the deviation of each data point from a boxcar rolling median value. A rolling window is specified as the number of data entries to sum over, and the result is centered within the time range of the window. Based on the time scales over which observed rates can change, we chose to apply a "daily" rolling median window. Resampling data from 2003 through 2007 to a frequency of one day, the typical number of data entries in one day was 4185 entries.
An example of this technique is described using data from 2004. Figure 4 shows a histogram of the deviations from the rolling median value for the GCR counter (left) and the Category 1 Prism 4 total histogram counts (right). The line indicates the stability threshold, which was chosen as ten times the median of the deviations (sometimes called the "MAD"). Data greater than the stability threshold are cut, indicated by the + markers in Fig. 5 . The stability cut most obviously affects what seem to be spurious readings in the GCR counter. For the Prism total histogram counts the stability cuts remove most spikes observed in the rates.
Spacecraft Cuts
Cuts were applied based on the spacecraft orbit data to flag when a variable goes out of a range or experiences an excursion from nominal. First, pointing and intersecting data were required to be available (=1) in the raw data. The parameters subject to spacecraft cuts that must be between certain values are the latitude (−90
• to +90 • ), longitude (0 • to 360 • ), and altitude (380 km to 460 km). In addition, issues related to the Northernly equatorial crossing is flagged under this cut. As described in [1] and illustrated in Fig. 6 , when the spacecraft is moving Northward and crosses the equator the internal clock is reset and thus the measurement time interval is lost. These events cannot be properly normalized into counting rates and are removed. The most common bounding cuts come from pointing and intersecting data not being available. Finally, some instances of transient deviations in the mars position and velocity as recorded in the instrument frame were observed and removed.
Other Cuts
There were a few data reduction cuts that do not fall under the above categories. This includes something identified in [1] as erroneous latitude registration errors. This can be seen in Fig. 7 , which shows the latitude (for any longitude) registered near the equator. The black points indicate when the spacecraft is moving Northward ("up") and the red points when it is moving Southward 
Data Corrections
Several data corrections are applied after bad data are removed. These corrections are necessary to extract the correct prism counting rates and appropriate latitude and longitude registration.
ADC Non-Linearity
The analog to digital conversion of the prism spectra introduces differential nonlinearities into the recorded histogram data. To see this best and to deter- Table 2 . with the average correction factor. We expect other systematic errors to be much larger than this and therefore are not concerned.
Gain Correction
The gain of each prism drifts during the duration of the mission, due to degradation over time, high voltage, or temperature variations. To determine summed within these subbins, which typically contained approximately 1500
entries.
The fitting procedure used in this analysis includes 5 steps and is illustrated using Prism 4. Steps 1 and 2 ( Fig. 13) follow similarly to what was done in [1] ; a linear fit in log-log space is performed and then a Gaussian is fit to the rotated data. In these steps only part of the spectrum is fit, from a minimum ADC value as determined by the maximum value in log-log space plus an offset (this safely places the minimum fit after the low-channel roll over) to a maximum ADC value of channel 28. The initial guess for the mean value of the Gaussian fit in Step 2 is determined by finding all the local maxima in the rotated array and requiring that the mean value is not immediately within a certain number of channels to the minimum fit location and of the remaining candidates is selected as the one with the highest counts value. This results in a single and most often correct guess for the mean value. In
Step 3 the Gaussian fit results are used to create an excluded region around the peak of ±3σ from the mean, and the linear fit is repeated over the same constrained minimum and maximum ADC fit values in an attempt to improve the linear fit parameters.
Step 4 repeats the rotation based on the tuned linear fit and refits a Gaussian to extract tuned Gaussian parameters. The tuned Gaussian mean is the peak location and is used to apply the gain correction that lines up all data to have a peak in channel 10.
The 
Peak Integration
Once the histograms have been gain corrected, background parameters can be fit and the histograms integrated to determine the signal counts. The background fit parameters were constrained by using the same summed histograms as used to determine the gain correction. The tuned log-log linear fit parameters and the gain-corrected Gaussian fit parameters from Step's 3 and 4 above are used to guide initial guesses of a Gaussian plus background fit of the spectrum in log-log space. The results are compared for a linear background and a quadratic background in Fig. 15 . Both background fits yield essentially the same mean peak position, however, the quadratic background fits the curve better and yields a better background subtraction, in particular when the peak location is high within the ADC range. When fitting each individual data point, the Gaussian mean, Gaussian sigma, background slope, and background squared term are constrained by knowledge of the higher-statistics fits, while the Gaussian height and background offset are allowed to float. For each data point, this new fit results in parameterizations for the signal and background functions, which are used to integrate and determine the number of signal counts. No deadtime correction is made, as [1] showed this is quite small, and therefore all counts are simply divided by 19.75 s to determine the count rate per second. 
Altitude Correction
The orbit of MONS is slightly elliptical, with an altitude that changes from ∼380-460 km. Figure 16 shows a histogram of the spacecraft altitude for all of the processed data from the start of the mission in 2002 through 2017. The counting rates are normalized to an altitude of 400 km using the following equation which corrects for the solid angle observed at a given altitude h [11] :
where R = 3389.5 km is the mean radius of Mars. The scale factor is calculated
as Ω(400 km)/Ω(h) and varies from ∼0.99-1.05. We do not make any corrections for local elevation of the surface. To determine the angle offset that best resolves the discrepancy for each prism, a χ 2 -minimization was performed which is shown in Fig. 18 . This correction is applied to each data point where we first calculate the bearing (direction) of the ground track by using the latitude and longitude of the current and subsequent data points. Given the latitudes θ 1,2 and longitudes ϕ 1,2 of the initial point (1) and final point (2), the bearing λ is given by:
This is combined with the knowledge of the angle offset determined from the χ 2 optimization (δ i for Prism i) to calculate the new latitude and longitude to register with each prism: 
GCR Correction
The GCR flux, which is the source for the measured neutron signals, varies over time mostly with solar cycle. To remove this effect, the data must be normalized to a particular date with a known GCR flux. To determine the GCR correction factor, the belly band procedure [1] is adopted, which assumes that near the equator the ground-surface processes are in equilibrium and therefore the neutron counting rates should be stable over time. In addition to the GCR flux changing over time, seasonal changes in the density of Mars' atmosphere can lead to seasonal changes in the neutron counting rates. These must be accounted for through simulations before the GCR correction can be determined.
A radiation transport tool to simulate the neutron leakage flux from Mars and a tool to transport this flux to the MONS spacecraft and predict the prism counting rates were developed. The details of these tools are discussed in the Appendix.
We divided the MONS data into 2 • × 2
• latitude and longitude bins within
±20
• of the equator. The Mars Climate Database (MCD) v5.3 global circulation model (GCM) [12] was used to determine the atmospheric density on the latitude and longitude grid as a function of seasonal L s . The neutron counting rates were normalized to an average atmospheric density of 16 g/cm 2 , using the simulation described in the Appendix. With seasonal effects from the atmosphere removed from the data, the GCR correction was then determined.
We chose to normalize the GCR proxy to be unity in June 2008. This corresponds to a solar modulation of φ = 463 MV according to the latest Usoskin model [13] and was chosen because it is during the time period with the lowest uncertainty in the determination of the solar modulation. This is different than [1] where the data were normalized to the period October -November 2002.
Based on the difference in solar modulation and therefore integrated GCR flux, we expect the counting rates presented in this work to be up to a factor of 2 higher than the counting rates determined in [1] .
The multiplicative GCR correction is shown in Fig. 19 . Since the chosen GCR normalization date is close to solar minimum, when the GCR flux is largest, the GCR correction factor is generally greater than 1. Between solar minimum and solar maximum, the GCR flux can change by a factor of 2.5. 
Preliminary Results
As an example of the temporal coverage available in the new data set, the prism counting rates in the polar regions are shown in extending part way through MY 29. As CO 2 frost is deposited seasonally the neutron counting rates increase, due to CO 2 having a low cross section for absorbing the GCR-induced neutrons, until the seasonal CO 2 -ice cap reaches peak mass. The counting rates then decreases as the CO 2 frost is sublimed away.
Qualitatively the same trends are observed in this data set when compared with [1] . The baseline count rate in the Northern summer is lower than the Southern baseline count rate, which relates to differences in the regolith and perennial ice caps at each pole. The counts at the peak of seasonal CO 2 -frost deposition in the South are higher than the peak counts in the North. There is also a slight reduction in the Northern peak counts in MY 28-29 relative to previous years observed in Prism 2 that is not seen in Prism 1, similar to observations in [1] . Quantitatively as mentioned previously, differences in the GCR normalization result in the present counting rates being larger than those in [1] , however ratios of the counting rates between prisms and ratios of peak counting rates in the South to North are generally consistent with [1] .
The new dataset can be averaged over all years to produce averaged neutron counting rate maps for each of the prisms. These averaged maps are shown in Fig. 21 assuming 1 • binning in latitude and longitude. The data plotted are only frost free data, assuming a cutoff of 0.2 g/cm 2 , similar to [1] . The CO 2 frost thickness was predicted for each latitude and longitude bin as a function of L s using the MCD GCM model [12] . These maps are very similar to those found in Fig. 12 in [1] . The counting rates in these frost-free maps are inversely proportional to water content in the near-surface.
Since Prism 1 and Prism 4 provide different measures of epithermal neutrons
(and with Prism 1 having a small contamination from thermal neutrons), we plot the correlation of the frost-free counting rates in Prism 4 to the counting rates in Prism 1 in Fig. 22 . There is a strong correlation that is well-fit by a straight line, with a slope of 0.54 in this data set and a slope of 0.48 from the Maurice et al. data set [1] , which is shown for comparison. The effect of differences in the normalization of the data in this analysis is evident. Since Prism 1 has a larger dynamic range and smaller errors (see discussion of errors and Fig. 25 below) , it is a better choice as the epithermal detector when frost free data are considered. However, as discussed in [6] , when studying the polar regions the thermal neutron counting rate is extremely sensitive to changes in the atmospheric abundance of N 2 and Ar, which can vary seasonally. We therefore will consider both Prism 1 and Prism 4 as epithermal neutron detectors when studying the polar regions, and explore if differences between them can be used to study how the atmosphere changes seasonally. free polar maps of thermal neutron counting rates down to ±60
• . In the winter, the seasonal caps are clearly identified; in the Southern hemisphere, the peak in neutron counting rate is slightly offset from center towards the Northwest in the plot. In the summer, the South pole exhibits the perennial CO 2 cap that is offset to the West-Northwest in the plot. Outside of this cap, the counting rates poleward of −60
• are generally much lower than the lower latitude terrain. This is similar in the summer at the North pole, and small enhancements in the counting rate above 60
• N are similar to observations in [1] .
This dataset is intended to be used for studying seasonal effects and comparison of inter-annual variability, therefore the typical data product will be a count rate binned not only in latitude and longitude, but also in year and seasonal L s . Therefore, the average uncertainties in each data point will be larger than [1] which focused on removing frost effects to produce global time-averaged count rate maps. To limit the uncertainties in a given data point to less than 10%, a limit of 10
• binning in L s and 4
• binning in latitude and longitude is required. The uncertainty over all years for this binning is shown in Fig. 25 .
The average uncertainty (solid lines) vary slightly with latitude, due to there being more spread in the data due to frost effects, and turn up at the highest in Section 4. These maps were qualitatively compared to previous analyses of the MONS data performed in [4, 1] and found to show similar trends. Due to choices made in processing of this data set, the overall normalization of the data is different than the previous analyses. We showed the averaged counting rates for different latitude bands in the polar regions, which show the typical latitude dependence of the counting rates as a function of L s . Preliminary results on inter-annual variability of the seasons CO 2 caps were also presented in Section 4, which show reproducibility in the Southern seasonal cap based on both thermal and epithermal neutron counting rates, and reproducibility in the Work utilizing this new data set is ongoing by this team. We are currently performing the necessary simulation and modeling efforts to normalize the data and convert counting rates to CO 2 frost thickness in both the North and South polar regions and better understand atmospheric effects. With these efforts, we will be better able to interpret the overall properties of the seasonal caps and how the MY 28 global dust storm impacted the overall mass of CO 2 deposited and any changes in the extent in the Northern seasonal cap following this event.
This work will be the subject of future papers.
Appendix A: Simulation Tools

Neutron Flux Signal
The radiation transport simulation package Geant4 [16] was utilized to develop a tool to simulate the expected neutron leakage from Mars at the top of the atmosphere. Benchmarking of this simulation package [17] has shown that with the appropriate choice of physics model, Geant4 and MCNP6.2 [18] produce similar results but both slightly over-predict neutron density profiles measured in the Lunar Neutron Probe Experiment [19] . The shapes of the curves generally match the data well, and therefore with proper normalization these types of simulation tools are helpful in the interpretation of planetary neutron data.
For the simulations relevant to determining the change in neutron flux with atmospheric density, a single-layer model with varying amounts of waterequivalent hydrogen (WEH) and varying atmosphere thicknesses were performed.
The soil composition was based on the S21 average composition from [20] , with elemental compositions given in Table 3 . A fixed Cl abundance of 0.517% was added to this composition, close to the average as measured by the Mars Odyssey gamma-ray instrument. The size of the atmosphere normalization correction to the counting rate depends on the average WEH of the soil, and published maps of average WEH from the Mars Odyssey gamma-ray detector that are available in the PDS were used to estimate this within the belly band region. After adding in Cl abundance and the appropriate amount of H 2 O, the S21 elemental abundances were scaled uniformly so that the total elemental abundance summed to unity. The density of the soil was assumed to be 1.8 g/cm 3 .
The composition of the atmosphere in the simulation was based primarily on values used in [4] , which come from the Viking data [21] with minor modifications. The concentrations of CO 2 , H 2 O, N 2 , and Ar from [4] are 96.93%, 0.054%, 2.7%, and 1.6%, respectively. In addition, an O 2 concentration of 0.13% was as- H is the scale height) and a scale height of 10.8 km, similar to the layering used in simulations by [22] .
As described in [23] , gravitational binding of neutrons can effect the measured flux spectra. On Mars, the gravitational binding energy is 0.132 eV. Neutrons below this energy can return to the surface and re-interact. Gravitational binding of neutrons was implemented in our simulation by a reflecting boundary at the top of the atmosphere that reflected neutrons below the binding energy back to the surface. Since the surface return time ∆t (derived in [23] ) can be on the order of the neutron decay lifetime, a weighting factor exp(−∆t/τ ) was applied based on the probability of neutron decay assuming the most recent value of the neutron free lifetime, τ = 880.2 s [24] . The epithermal and fast neutron flux are not affected by gravitational binding, however, the thermal neutron flux is almost 50% higher at the top of the atmosphere when gravitational binding is included.
Simulations were run for WEH values of 1%, 3%, 4%, 5%, 6%, and 8%
(spanning the range of measured values in the belly band region) with total atmospheric thicknesses (ρ a ) of 4, 8, 12, 16, 20 , and 24 g/cm 2 (spanning the range of values predicted by the GCM model [12] in the belly band region) at each WEH point. In these simulations, the GCR flux was modeled following the Castognali & Lal model [25] with a solar modulation of φ = 900 MV.
More details about this model and other GCR models can be found in [17] .
At this stage, the neutron energy and angle at the top of the atmosphere are recorded. For the atmospheric correction since only ratios are being compared, the absolute GCR flux is not important.
Detector Response
The MONS instrument response was modeled in a separate simulation utilizing Geant4; the geometry is shown in Fig. 32 . The geometry of the four boron-loaded plastic prisms was modeled, including cadmium covering where appropriate. The gaps between the Prism 1 face and the cadmium sheet where thermal neutrons can leak in was also modeled. The external spacecraft was not included in the model based on results from [4] , which describes that Prism 1 is well shielded from spacecraft background, and that Prism 2 and Prism 4
have the same response so that subtraction of Prism2 -Prism 4 to determine the thermal neutron counting rate will effectively remove the spacecraft background. The simulated MONS counting rate was calculated by taking the simulated neutron current at the top of the Mars atmosphere (40 km) and combining it with the appropriate effective area tables from the Geant4 detector response simulations. However, several steps in between occur to account for the hyperbolic trajectory of the particles, the gravitational binding of neutrons, and the spacecraft velocity. The procedure to calculate the count rate for each prism includes equations derived in [23] and follows the steps below. 
, where K is the energy of the neutron leaving the surface of Mars, V is the binding energy of Mars, R is the spacecraft orbital altitude, and R M is the radius of Mars. The neutron incident angle was adjusted for the hyperbolic trajectory caused by the binding energy of Mars [23] :
, where µ is the cosine of θ, the angle the neutron leaves the surface, and µ r is the cosine of θ R , the angle of the neutron at orbit. 
GCR Correction Details
The resulting ratio of count rates for Prism 1, Prism 2, Prism 3, and Prism 4 as a function of atmospheric density (ρ a ) for the different WEH values is shown in Fig. 34 . For low WEH content, the correction factor is as much as 19% for the lowest atmospheric density, however, the typical correction is much smaller.
These curves were fit to second-order polynomials, leading to the fit parameters given in Table 4 . Figure 34: Simulated Prism counting rates normalized to an atmospheric density of 16 g/cm 2 for different WEH abundances. To correct out the changes in neutron counting rates due to seasonal variations in the atmosphere, the data were binned for each year in L s . At each L s point, the MCD GCM [12] was used to determine ρ a for each 2 • ×2
• latitude and longitude bin within the belly band region. The correction factor based on this ρ a was then calculated for each of the six simulated WEH values using the fitted parameters. The Mars Odyssey gamma-ray map of WEH was then used to determine the WEH of the soil within each bin, and the final correction factor determined by an interpolation of the correction factors covering the range of WEH values. Once the neutron counting rates were normalized to 16 g/cm 2 , the GCR correction factor was determined.
