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LETTER
Extending Functional Languages with High-level
Exception Handling
Keehang KWON†, Member and Daeseong KANG††, Nonmember
SUMMARY We extend functional languages with new ex-
ception handling. To be specific, we allow sequential-disjunction
expressions E0 ▽ . . . ▽ En where E0, . . . , En are expressions.
These expressions have the following intended semantics: se-
quentially choose the first successful Ei and evaluate Ei where
i is among 0, . . . , n. These expressions thus allow us to specify
an expression Ei with the failure-handling (exception handling)
routine, i.e., expression Ei+1 for i = 0, . . . , n−1. We also discuss
sequential-conjunction function declarations D0△ . . .△Dn. The
latter can be seen as a dual of sequential-disjunction expressions.
key words: functions, exception handling, failure handling.
1. Introduction
The theory of recursive functions (Rec) provides a ba-
sis for functional programming. It includes operations
of composition, recursion, etc. Although Rec is quite
expressive, it does not contain error-handling mecha-
nisms.
To fix this problem, we propose to add the follow-
ing:
• sequential-disjunction expressions (SD expres-
sions), originally introduced in the seminal work
of Japaridze [2], E0 ▽ . . .▽ En where E0, . . . , En
are expressions.
• sequential-conjunction function declarations (SC
declarations) D0△ . . .△Dn where D0, . . . , Dn are
function declarations.
Evaluating E0 ▽ . . . ▽ En with respect to a program
D0△ . . .△Dm — eval(D0△ . . .△Dm, E0▽ . . .▽En)
— has the following intended semantics: sequentially
choose the first successful one among
eval(D0 △ . . .△Dm, E0), . . . , eval(Dm, E0),
...
eval(D0 △ . . .△Dm, En), . . . , eval(Dm, En).
If none of them are successful, just the failure value
(⊥(errcode)) with its error code is returned, which can
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be regarded as an uncaught exception. Thus, SD ex-
pressions are intended to deal with exceptions in the
course of evaluating expressions. On the other hand,
SC declarations – a dual of SD expressions – are in-
tended to deal with exceptions occuring in declarations.
This paper proposes Rec▽,△, an extension of the
core functional languages with SC/SD operators. The
remainder of this paper is structured as follows. We de-
scribe SC expressions and SD declarations in the next
two sections. We describe Rec▽,△ in Section 4. In Sec-
tion 5, we present some examples of Rec▽,△. Section 6
concludes the paper.
2. Sequential-disjunction expressions
An illustration of this aspect is provided by the follow-
ing definition of the function sort(X) where X is a list:
sort(X) =
heapsort(X) ▽ quicksort(X)▽ bubblesort(X)
The body of the definition above contains a SD expres-
sion, denoted by ▽. As a particular example, evaluat-
ing sort([3, 100, 40, 2]) would result in selecting and ex-
ecuting the first expression heapsort([3, 100, 40, 2]). If
the heapsort module is available in the program, then
the given goal will succeed, producing the solution. If
the execution fails for some reason, the machine tries
the plan B, i.e., the quicksort module, and so on.
As seen from the example above, SD expressions
of the form E0▽ . . .▽En can be used to specify an ex-
pression Ei, together with the failure-handling routine
Ei+1 for i = 0, . . . , n− 1.
It is well-known that traditional exception han-
dling in functional languages of the conventional try-
catch style adds semantic complications to languages
[1]. For this reason, only a few functional languages
such as Standard ML support exception handling. As
we will see, our scheme is immune to this problem. Our
construct is useful for the following reasons.
In sequential implementations, the single exception
handler construct A▽ B can be used to handle single
exception. It can be seen as an optimized version of
traditional one with multiple exception handlers of the
form A handle B. The need for this separate construct
is obvious: although A ▽ B can be built from the
existing A handle B, the resulting program are quite
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cumbersome, difficult to read/write/reason about.
In parallel implementations, there is a more serious
reason for the need of this construct. A key problem
is that traditional mechanisms lead to semantical com-
plications. For example, suppose both E1 and E2 have
single exception point, namely e1 and e2 with excep-
tion handlers h(e1) and h(e2) respectively. It is well-
known then that if we evaluate E1, E2 of an expression
f(E1, E2) handle h(e1), h(e2) in parallel, it could result
in nondeterministic behavior, depending on the order
of evaluation of those subexpressions. This violates the
very property of functions!
This semantical problem is intrinsic with the con-
cept and must be eliminated to preserve clean and con-
cise semantics of functional languages. In ML, this
problem is solved by disallowing parallel evaluation of
an expression. However, this restriction is obviously
unreasonable. Worse, considering that an error code is
a global variable, the notion of inspecting (and possible
subsequent updating) an exception is similar to and as
harmful as global variables in imperative languages. To
overcome this problem, our approach is to strictly re-
strict the number of handlers to one for each function†.
This is to maintain the semantics as simple and clean
as possible. This restriction is not as severe as it looks,
because expressions with multiple handlers can often
be recursively transformed to expressions with single
handler by rearranging these handlers. For example,
f(E1, E2) handle h(e1), h(e2), h(e3) can be rewritten
as f(E1 ▽ h(e1), E2 ▽ h(e2)) ▽ h(e3). That is, if ev-
ery programmer tries to handle exceptions as locally as
possible and to reduce the number of propagated er-
rors, our approach can approximately simulate existing
exception handling mechanism.
3. Sequential-conjunction declarations
SC declarations are intended to handle exceptions at
the function declaration level. An illustration of this
aspect is provided by the following SC definition of the
function sort(X):
(sort(X) = heapsort(X))△
(sort(X) = quicksort(X))△
(sort(X) = bubblesort(X))
The above definition contains a SC declaration, de-
noted by △. As a particular example, evaluating
sort([3, 100, 40]) would result in selecting and executing
the first expression heapsort([3, 100, 40]). If the heap-
sort module is available in the program, then the given
goal will succeed, producing the solution. If the exe-
cution fails for some reason (type mismatch, argument
†Our approach allows many kinds of exceptions though,
so that proper error messages should be reported to the
user.
mismatch, heapsort not defined, etc), the machine tries
the plan B, i.e., the quicksort module, and so on.
SC declarations can also be used to define ordi-
nary functions with a case. For example, the fibonacci
function can be defined as:
(fib(0) = 1) △
(fib(1) = 1) △
(fib(X) = if X > 1 then fib(X − 1) + fib(X − 1))
In addition, this idea of handling exceptions at the
declaration level is closely related to function overload-
ing and polymorphic functions. For example, function
overloading is a limited form of exception handling at
the declaration level and can be precisely captured by
△. In summary, △ is a construct which unifies – with a
clean semantics – function overloading, a case function
and exception handling.
4. The Language
The language is a version of the core functional lan-
guages — also one of recursive functions — with SC/SD
operators. It is described by E- and D-rules given by
the abstract syntax as follows:
E ::= c | x | h(E, . . . , E) | E ▽E | ⊤ | ⊥(err)
D ::= f(t1, . . . , tn) = E | D ∧D | D△D
In the abstract syntax, E and D denote the expressions
and the definitions, respectively. In the rules above, c
is a constant, x is a variable, t is a term which is either
a variable or a constant, and err is the error code. A
set of function definitions D with an expression E is
called a program in this language.
Following the traditional approach for defining se-
mantics [3], [4], we will present the semantics of this lan-
guage, essentially an interpreter for the language, as a
set of rules in Definition 1. The evaluation strategy as-
sumed by these rules is an eager evaluation. Note that
execution alternates between two phases: the evalua-
tion phase defined by eval and the backchaining phase
by bc.
In the evaluation phase, denoted by eval(D,E,K),
the machine tries to evaluate an expression E from
the program D, a set of definitions, to get a value K.
The rules (7) – (10) are related to this phase. Note
that these rules written in logic-programming style, i.e.,
eval(D,E,K) is true if the evaluation result of E in D
is K. For instance, if E is a function call h, the ma-
chine first evaluates all of its arguments and then looks
for a definition of h in the program in the backchaining
mode (Rule 6).
The rules (1) – (5) describe the backchaining mode,
denoted by bc(D1, D, h,K). In the backchaining mode,
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the machine tries to evaluate a function call h by using
the function definition in the program D1.
Definition 1. Let E be an expression and let D be
a program. Then the notion of evaluating 〈D,E〉 to a
value K — eval(D,E,K) — is defined as follows:
(1) bc(h(c1, . . . , cn) = E,D, h(c1, . . . , cn),K)
if eval(D,E,K). % switch to evaluation mode.
(2) bc(D1 ∧D2, D, h(c1, . . . , cn),K)
if bc(D1, D, h(c1, . . . , cn),K). % look for h in D1
(3) bc(D1 ∧D2, D, h(c1, . . . , cn),K)
if bc(D2, D, h(c1, . . . , cn),K). % look for h in D2
(4) bc(D1 △D2, D, h(c1, . . . , cn),K)
if bc(Di, D, h(c1, . . . , cn),K), provided that Di(i =
1 or 2) is the first successful declaration. % SC
declaration
(5) bc(h(x1, . . . , xn) = E,D, h(c1, . . . , cn),K)
if bc(h(c1/x1, . . . , cn/xn) = E
′, D, h(c1, . . . , cn),K)
where E′ = [c1/x1, . . . , cn/xn]E. % argument
passing to h and E.
(6) eval(D,h(c1, . . . , cn),K)
if bc(D,D, h(c1, . . . , cn),K). % switch to
backchaining by making a copy of D for a func-
tion call.
(7) eval(D,h(E1, . . . , En),K)
if eval(D,Ei, ci) and eval(D,h(c1, . . . , cn),K). %
evaluate the arguments first.
(8) eval(D,⊤,⊤). % ⊤ is always a success.
(9) eval(D, c, c). % A success if c is a constant.
(10) eval(D,E1 ▽ E2,K)
if eval(D,Ei,K), provided that Ei(i = 1 or 2) is
the first successful expression. % exception han-
dling.
For simplicity, other popular constructs such as if-then-
else and pattern matching are not shown above. Note
that evaluating an expression either returns a success
with its value, or returns a failure with an error mes-
sage. If eval(D,E,K) has no derivation, it reurns a
failure. For example, eval(D,⊥(err),K) returns a fail-
ure, after printing the error term to the user.
5. Examples
As an example, let us consider the well-known div func-
tion. There are many different ways to define this func-
tion and below is another one.
div(x, y) = (x/y)▽ infinity
Evaluating div(4, 2), the machine returns a success with
value 2. On the other hand, evaluating div(4, 0) incurs
backchaining. The machine tries 4/0 first. Since it
leads to a failure, it tries a constant infinity. This
leads to a success and the system returns a success with
its value infinity.
There are other ways to define the div function and
below is another example.
div(x, 0) = ⊥(divbyzero) △
div(x, y) = if y > 0 then (x/y)
In the above, let us consider evaluating div(4, 0). Using
backchaining, it tries to evaluate ⊥(divbyzero), which
leads to a failure, with printing the “divbyzero’ to the
user.
6. Conclusion
In this paper, we proposed an extension to functional
languages with SC/SD operators. This extension allows
expressions E0▽ . . .▽En where E0, . . . , En are expres-
sions, together withD0△. . .△Dn whereD0, . . . , Dn are
declarations. These expressions are particularly useful
for specifying exception handling in a flexible way.
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