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Genome sizes vary enormously. This variation in DNA
content correlates with effective population size, sug-
gesting that deleterious additions to the genome can
accumulate in small populations. On this view, the
increased complexity of biological functions associ-
ated with large genomes partly reflects evolutionary
degeneration.
Comparisons of genome sequences across a broad
range of taxa are revealing some general patterns. In
particular, organisms with bigger genomes tend to
have more genes, more and longer introns, and more
transposable elements than organisms with smaller
genomes. This is particularly apparent when multi-
cellular eukaryotes are compared with unicellular
eukaryotes and prokaryotes, or when large, slow-
growing animals like humans are compared with small,
fast-growing animals like Drosophila. In a recent paper
[1], Michael Lynch and John Conery propose a general
model to explain these broad patterns.
Their idea is that differences in effective population
size (Ne) underly differences in all three features of
genomes. Ne provides a general measure of the rate of
random drift, the process of random fluctuations in allele
frequencies which is inevitable in finite populations [2–4].
In an idealised population of N diploid, randomly mating
adults with equal expected reproductive success, selec-
tively neutral variability is lost at a rate of 1/(2N) per gen-
eration. In reality, there may be variation in reproductive
success, population size may change, or generations
may overlap. In addition, the species may be divided
into partially isolated subpopulations. In such cases, the
rate of drift is equated to 1/(2Ne). Usually, Ne for the
species as a whole is much smaller than the actual
number of breeding individuals [3,4].
The effective population size determines whether
natural selection can maintain functional DNA
sequences in the face of deleterious mutation. A new
mutation which has a selective disadvantage s can be
fixed by genetic drift despite opposition from selection
if the product Nes is small (Figure 1) [2,3]. It is almost
impossible, however, for a deleterious mutation to
spread when Nes is large (>> 1). Lynch and Conery [1]
argue that the ineffectiveness of selection in species
with low Ne is the key to the features of genome
evolution that they discuss. Broadly speaking, large
organisms have lower population sizes than smaller
ones, and hence lower values of Ne. Asexual or highly
self-fertilizing species are also likely to have greatly
reduced Ne compared with similar randomly mating
sexual populations, as a lack of genetic recombination
causes selection to induce heritable variation in fitness
that amplifies the effects of drift [5,6]. 
We can estimate the relative rate of random drift,
described by Ne, from the level of neutral variability, π,
measured by the frequency with which two random
sequences sampled from the population differ at a
nucleotide site. At equilibrium, this is a known function
of Neu, where u is the per-nucleotide mutation rate
[1,3]. If silent changes in DNA sequences are neutral,
and if differences in mutation rate are ignored, then dif-
ferences among taxa in their average π values at silent
sites in genes surveyed for DNA sequence variation
indicate differences in Ne. 
Lynch and Conery’s survey of Neu values [1],
obtained from silent site π estimates for species ranging
from cyanobacteria to humans (Figure 1A in [1]), shows
that single-celled organisms have the highest values
(about 0.05 for Escherichia coli) with long-lived animals
having the lowest (about 0.00025 for humans) and
short-lived animals and plants being intermediate
(about 0.0025 for Drosophila melanogaster). While the
relation between π and Ne depends on a number of
assumptions, notably equal mutation rates across taxa,
there are reasons for believing that many of these are
conservative. Mutation rates per generation in bacteria,
for example, are known to be smaller than in
Drosophila, which are lower than in humans [7]. Thus,
the true differences in Ne are generally bigger than indi-
cated by π [1].
There is, then, little reason to doubt the existence of
a broad correlation between Ne and estimates of π. We
now consider how this relates to genome evolution,
starting with genome size itself. A log–log plot of esti-
mates of Neu against genome size — measured as
megabases of DNA — shows a significant negative
correlation, with about 66% of the variation in Neu
being explained by genome size (Figure 1B in [1]). The
estimated total numbers of genes in different genomes
Dispatch
Current Biology, Vol. 14, R233–R235, March 23, 2004, ©2004 Elsevier Ltd. All rights reserved. DOI 10.1016/j.cub.2004.02.054
Institute for Cell, Animal and Population Biology, School of
Biological Sciences, University of Edinburgh, Edinburgh EH9
3JT, UK. E-mail: N.H. Barton@ed.ac.uk
Figure 1. The probability that a slightly deleterious mutation,
s = 10–5, will be fixed in a population, plotted against the effec-
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are strongly positively correlated with genome size,
and hence negatively with Neu (Figure 1B in [1]). Esti-
mates of the half-life of new gene duplicates, made by
comparing the DNA sequences of members of small
gene families, show a positive correlation with genome
size across species, indicating a lower rate of loss of
new duplicates in groups such as metazoans with
large genomes (Figure 2 and Table 1 in [1]).
Lynch and Conery [1] argue that lower Ne values
must therefore be more permissive of the acquisition
of new genes by gene duplication. At first sight, this
seems paradoxical: a new duplication whose function
is not needed would be lost if it were inactivated by a
deleterious mutation before acquiring a new function
that made it useful to the organism [1,8]. Such a loss
of function is more likely in species with low Ne, in
which selection is less effective. However, Lynch and
Conery [1] suggest that gene duplications are usually
preserved in a different way: one mutation may
inactivate one aspect of a gene’s function in one
copy, while an independent mutation inactivates
another aspect of its function in the other copy [1,8].
This ‘subfunctionalisation’ will occur more readily in
small populations, and can thus explain the observed
negative correlation between Ne and genome size
(Figure 1B in [1]).
Intron size and number are also highly correlated with
genome size, and hence negatively correlated with π.
Given the absence of spliceosomal introns in prokary-
otes [1], there is a nearly step-like relation between
intron number and genome size, with almost no introns
in species whose genomes have less than 10 Mb of
DNA (Figure 3 in [1]) [1,9]. Their interpretation is that the
introduction of an intron into a gene is slightly deleteri-
ous, because mutations which disrupt splicing are
harmful, so that an extra intron increases the mutational
load [9,10]. Introns therefore cannot invade, or are
unlikely to be maintained in, species with sufficiently
high Ne. They claim that there is an observed threshold
Neu of about 0.015, above which introns cannot invade
the genome, and that this is consistent with their esti-
mate of the (very small) selective disadvantage of a new
intron. They further propose that the inverse correlation
between Neu and intron size arises because more
slightly deleterious insertions into introns become fixed
in species with lower Ne values. But introns may once
have been widespread in unicellular eukaryotes, and
since been secondarily lost [9], which would be incon-
sistent with the ideas of Lynch and Conery [1].
Similar relations exist between transposable element
abundance and genome size: there are few transpos-
able elements in species with genome sizes of less than
10–100 Mb, depending on the class of transposable
element in question (Figure 4 in [1]). This is interpreted
as indicating that transposable elements can only
spread in opposition to the deleterious fitness effects of
their insertions if Ne is sufficiently small — Lynch and
Conery [1] suggest Ne < 70 million for retrotransposons
and Ne < 20 million for DNA transposons. Once the
threshold has been crossed, there seem to be roughly
log–log relationships between the fraction of the
genome composed of transposable elements and the
overall genome size.
There is no doubt that Lynch and Conery [1] have
uncovered some interesting patterns; their ingenious
explanation for them is attractive in its generality.
There are, however, some problems with the very
broad-brush nature of these patterns, and there are
also reasons to doubt whether a single unitary expla-
nation is really appropriate. The most fundamental
difficulty is that many different aspects of the biology
of the species that they compare are confounded. For
example, it has long been established, from compar-
isons among much more closely related groups than
those used by Lynch and Conery [1], that genome size
is correlated with development rate, which in turn is
negatively correlated with body size [11,12] and hence
with Ne. How can we exclude the possibility, therefore,
that genome sizes are lower in organisms with large Ne
because these are species that do not need to grow
fast, so that there is less of a selective disadvantage to
slower rates of cell division and hence to more DNA? 
Evidence that this may be an important factor
comes from the highly inbreeding plant Arabidopsis
thaliana. This has smaller introns than its outbreeding
relative Arabidopsis lyrata, despite having lower DNA
sequence diversity [13], consistent with its more
weedy life-style placing a greater selective premium
on fast development. Evolutionary biologists have
developed a variety of methods to try and tease out
cause and effect in phylogenetic comparisons [14]. As
Lynch and Conery [1] note, as genomic information
becomes available on more groups of related species,
it should become possible to apply these methods to
questions of genome evolution.
Lynch and Conery’s [1] explanation of the negative
relation between genome size and Ne requires dupli-
cates to be preserved by subfunctionalisation, driven
by the loss of function in opposition to selection.
However, subfunctionalisation can also be driven by
positive selection. Duplication of a gene which initially
has several functions, or which is expressed in several
tissues, allows selection for specialisation of the
separate copies [15,16]. Selection for diversification of
gene function might be more common in more
‘complex’ organisms, and might also be less strongly
opposed by selection for small genome size. Lynch
and Conery’s [1] argument that gene numbers increase
through the mutational decay of gene function, in
opposition to selection, is a pessimistic one.
The viability of the general explanation in terms of Ne
is also unclear. Examination of Figure 1 shows that
there is an almost threshold-like log–log dependence of
the fixation probability of a slightly deleterious mutation
on Nes — above a threshold Nes of 4, there is effectively
no chance that a deleterious variant could be fixed over
a reasonable period of evolutionary time. It is difficult to
believe that Nes values for different species are suffi-
ciently fine-tuned that processes like the life-spans of
new gene duplications or the sizes of introns can exhibit
the observed nearly linear log–log relations with Ne. 
In the case of transposable elements, Lynch and
Conery’s [1] argument is definitely fallacious, because
they assume that transposable elements must go to
fixation in order to persist in the species. In fact, in
many groups, such as Drosophila, insertions of a given
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type of transposable element at particular sites on the
chromosome are mostly at low frequencies in the pop-
ulation [17]. Theoretical models of the persistence of
transposable elements under these circumstances
show that it is virtually independent of Nes — all that is
required is that the average reduction in fitness caused
by an element insertion equals the chance that an
element transposes (around 10–4 per generation in D.
melanogaster) [17]. Given that Ne is greater than one
million for D. melanogaster, the criterion proposed by
Lynch and Conery [1] fails to apply.
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