The ratio R of two random quantities is frequently encountered in probability and statistics. But while for unidimensional statistical variables the distribution of R can be computed relatively easily, for symmetric positive definite random matrices, this ratio can take various forms and its distribution, and even its definition, can offer many challenges. However, for the distribution of its determinant, Meijer G-function often provides an effective analytic and computational tool, applicable at any division level, because of its reproductive property.
Introduction
In statistical analysis several important concepts and methods rely on two types of ratios of two independent, or dependent, random quantities. In univariate statistics, for example, the F-test, well-utilized in Regression and Analysis of variance, relies on the ratio of two independent chi-square variables, which are special cases of the gamma distribution. In multivariate analysis, similar problems use the ratio of two random matrices, and also the ratio of their determinants, so that some inference using a statistic based on the latter ratio, can be carried out. Latent roots of these ratios, considered either individually, or collectively, are also used for this purpose.
But, although most problems related to the above ratios are usually well understood in univariate statistics, with the expressions of their densities often available in closed forms, there are still considerable gaps in multivariate statistics. Here, few of the concerned distributions are known, less computed, tabulated, or available on a computer software. Results abound in terms of approximations or asymptotic estimations, but, as pointed out by Pillai ([1] and [2] ), more than thirty years ago, asymptotic methods do not effectively contribute to the practical use of the related methods. Computation for hypergeometric functions of matrix arguments, or for zonal polynomials, are only in a state of development [3] , and, at the present time , we still know little about their numerical values, to be able to effectively compute the power of some tests.
The use of special functions, especially Meijer G-functions and Fox H-functions [4] has helped a great deal in the study of the densities of the determinants of products and ratios of random variables, a domain not fully explored yet, computationally. A large number of common densities can be expressed as G-functions and since products and ratios of G-functions distributions are again G-functions distributions, this process can be repeatedly applied. Several computer applicable forms of these functions have been presented by Springer [5] . But it is the recent availability of computer routines to deal with them, in some commercial softwares like Maple or Mathematica, that made their use quite convenient and effective [6] . We should also mention here the increasing role that the G-function is taking in the above two softwares, in the numerical computation of integrals [7] .
In Section 2 we recall the case of the gamma distribution and various results related to the ratio of two gammas in univariate statistics. In Section 3, going into matrix variate distributions, we consider first the classical case where both A and B are Wishart matrices, leading to the two types of matrix variate beta distributions for their ratios. The two associated determinant distributions are the two Wilks's lambdas, with density expressed in terms of G-functions. It is of interest to note that the variety of  special mathematical functions used in the previous section can all be expressed as G-functions, making the latter the only tool really required.
In Section 4, extensions of the results are made in several directions, to several Wishart matrices and to the matrix variate Gamma distribution. Several ratios have their determinant distribution established here, for example the ratio of a matrix variate beta distribution to a Wishart matrix, generalizing the ratio of a beta to a chi square. Two numerical examples are given and in Section 5 an example and an application are presented. Finally, although ratios are treated here, products, which are usu-ally simpler to deal with, are also sometines studied.
Ratio of Two Univariate Random Variables
We recall here some results related to the ratios of two independent r.v.'s so that the reader can have a comparative view with those related to random matrices in the next section. First, for  , are used. The Generalized-F variable being the ratio of two independent gamma variables, its ratio to an independent Gamma is also given there, using   .  . Finally, the ratio of two independent Generalized-F variables is given in [11] , using Appell function
again. All these operations will be generalized to random matrices in the following section.
Distribution of the Ratio of Two Matrix Variates

Three Types of Distributions
Under their full generality, rectangular (p × q) random matrices can be considered, but to avoid several difficulties in matrix operations and definitions, we consider only symmetric positive definite matrices. Also, here, we will be concerned only with the non-singular matrix, with its null or central distribution and the exact, non-asymp-totic expression of the latter. For a random (p × q) symmetric matrix, , there are three associated distributions. We essentially distinguish between: 1 p  1) the distribution of its elements (i.e. its   1 2 p p  independent elements ij e in the case of a symmetric matrix), called here its elements distribution (with matrix input), for convenience. This is a mathematical expression relating the components of the matrix, but usually, it is too complex to be expressed as an equation (or several equations) on the elements ij e themselves and hence, most often, it is expressed as an equation on its determinant.
2) the univariate distribution of its determinant (de- These three distributions evidently become a single one for a positive univariate variable, then called its density. The literature is mostly concerned with the first distribution [12] than with the other two. The focal point of this article is in the determinant distribution.
General Approach
When dealing with a random matrix, the distribution of the elements within that random matrix constitutes the first step in its study, together with the computation of its moments, characteristic function and other properties.
Let X and Y be two symmetric, positive definite independent (p × q) random matrices with densities (or elements distributions)   f X X and . As in univariate statistics, we first define two types of ratios, type I of the form 
where in the block division of A, , we
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Similarly, for Type I ratio, we can also have 5 types of ratios, and we will consider
2) In general, the density of the determinant of a random matrix A , can be obtained from its elements dis-
of the previous section, in some simple cases, by using following relation for differentials:
In practice, frequently, we have to manipulate A directly, often using an orthogonal transformation, to arrive at a product of independent diagonal and off-diagonal elements.
The determinants of the above different ratios
, have univariate distributions that are identical, however, and they are of much interest since they will determine the null distribution useful in some statistical inference procedures.
3) Latent roots distributions for ratios, and the distributions of some associated statistics, remain very complicated, and in this article, we just mention some of their basic properties. For the density of the latent roots
, we have, using the elements density   
Two Kinds of Beta, of Wilks's Statistic, and of Latent Roots Distributions
We examine here the elements, determinant and latent roots distributions of a random matrix called the beta matrix variate, the homologous of the standard univariate beta. First, the Wishart distribution, the matrix generalization of the chi-square distribution, played a critical part in the development of multivariate statistics.
, is called a Wishart Matrix with parameters n and C if its density is: 
with and 
(to follow the notation in Kshirsagar [17] , expressed as a product of independent I beta , and its density, is given by (5) .
2) For , its determinant 
, we can make the changes to obtain the right expression). 
We have also: if its density is of the form:
It has a beta of the second kind distribution, den by
if its density is of the form: p m (to follow the notation in [17] ), expressed as a product of p univar has been treated fully in [6] . This result is obtained via a transformation and by considering the elements on the diagonal. 
) On Latent Roots distributions:
The distribution of the latent roots   
where , was made almost at the same time by five distinguished statisticians, as we all know. It is sometimes referred to as the generalized beta, but the marginal distributions of some roots might not be univariate beta. Although they are difficult to handle, partially due to their domain of definition as a sector in , their associations with the Selberg integral, as presented in [20] , has permitted to derive several important results. A similar expression applies for the latent roots of From the basic results above, extensions can be made into several directions and various applications can be found. We will consider here elements and determinant distributions only. Let us recall that for univariate distributions there are several relations between the beta and the Dirichlet, and these relations can also be established for the matrix variate distribution.
Extensions and Generalizations
 
PROPOSITION 2: Wilks's statistic of the second kind, , has as density (see (7)).
4.1. Extensions
To Several Matrices
There is a wealth of relationships between the matrix variate Dirichlet distributions and its components [12] , but because of space limitation, only a few can be presented here. The proof of the following results can be und in [18] and [19] , where the question of independidual ratios and the sum of all matrices is discussed.
tics, if fo ence between indiv 1) In Matrix-variate statis
, defined "cumulatively" by:
are mutually independent, with , having a matrix variate beta distrib.
2) Similarly, as suggeste ng, , 
To the Matrix Variate Gamma Distribution
In the preceding sections we started with the Wishart distribution. However, it is a more g neral to consider the Gamma matrix variate distribution,
, we know that Here
, with independent 1 , 1 
Hence, the distribution of W , the determinant of 
The exp 
Example and Application
function or H-function form to these solutions, that can then be used for exact numerical computations.
We provide here an example using Theorem 4, with two graphs and also an engineering application. 
Example
