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Abstract. The transition amplitude between square roots of states, which is
an analogue of Hellinger integral in classical measure theory, is investigated
in connection with operator-algebraic representation theory. A variational
expression based on geometric mean of positive forms is utilized to obtain an
approximation formula for transition amplitudes.
Introduction
Geometric mean of positive operators is introduced by Pusz and Woronowicz in
terms of associated positive sesquilinear forms, which is later generalized in various
directions (see [3, 6, 7] for example). When this is applied to normalized positive
functionals on a *-algebra (so-called states), it leads us to an approach to the
theory of positive cones in the modular theory of W*-algebras, which turns out
to be closely related to A. Uhlmann’s transition probability (or fidelity) between
states (see [1, 15, 11]).
We here first clarify how inner products between square roots of states (which is
referred to as “transition amplitude” in this paper just from its superficial appear-
ance but without any physically serious justification) is relevant in representation
theory of C*-algebras, which is then combined with Pusz-Woronowicz’ geometric
mean to get a variational expression for our transition amplitudes. The result is es-
pecially useful in establishing an approximation formula, which says that, if states ϕ
and ψ of a C*-algebra A are restricted to an increasing sequence of C*-subalgebras
An with the induced states of An denoted by ϕn and ψn respectively, then we have
(ϕ1/2|ψ1/2) = lim
n→∞
(ϕ1/2n |ψ1/2n )
under a mild assumption on the density of ∪nAn in A.
A decomposition theory of transition amplitudes is also described in the frame-
work of W*-algebras for further applications.
1. Geometric Mean of Positive Forms
We begin with reviewing Pusz-Woronowicz’ geometric mean on positive forms
in a slightly modified fashion from the original account.
Let α, β be positive (sesquilinear) forms on a complex vector space H . By a
representation of an unordered pair {α, β}, we shall mean a linear map j : H → K
ofH into a Hilbert spaceK together with (possibly unbounded) positive self-adjoint
1
2 YAMAGAMI SHIGERU
operators A, B on K such that A commutes with B in the strong sense, j(H) is a
core for the self-adjoint operator A+B and
α(x, y) = (j(x)|Aj(y)), β(x, y) = (j(x)|Bj(y))
for x, y ∈ H . Note that, from the core condition, j(H) is included in the domains
of A = AA+B+I (A+B+ I), B =
B
A+B+I (A+B+ I) (I being the identity operator)
and therefore in the domains of A1/2 and B1/2. When A and B are bounded, we
say that the representation is bounded. Note that, the core condition is reduced
to the density of j(H) in K for a bounded representation.
A hermitian form γ on H is said to be dominated by {α, β} if |γ(x, y)|2 ≤
α(x, x)β(y, y) for x, y ∈ H . Note that the order of α and β is irrelevant in the
domination.
Theorem 1.1 (Pusz-Woronowicz). Let (j : H → K,A,B) be a representation
of positive forms α, β on H . Then, for x ∈ H , we have the following variational
expression.
(A1/2j(x)|B1/2j(x)) = sup{γ(x, x); γ is positive and dominated by {α, β}}
= sup{γ(x, x); γ is dominated by {α, β}}.
The positive form defined by the right hand side of the theorem is called the
geometric mean of {α, β} and denoted by √αβ = √βα.
2. L2-Analysis on Quasi-equivalence of States
Associated to a W*-algebra M , we have the standard Hilbert space L2(M) so
that its positive cone consists of symbols ϕ1/2 where ϕ varies in the setM+∗ of nor-
mal positive linear functionals ofM . On the Hilbert space L2(M),M is represented
by compatible left and right actions in such a way that
(ϕ1/2|xϕ1/2) = ϕ(x) = (ϕ1/2|ϕ1/2x) for x ∈M
(inner products being linear in the second variable by our convention). This type
of vectors are known to satisfy the following inequalities (Powers-Størmer-Araki)
‖ϕ1/2 − ψ1/2‖2 ≤ ‖ϕ− ψ‖ ≤ ‖ϕ1/2 − ψ1/2‖ ‖ϕ1/2 + ψ1/2‖.
Note that, given a central projection q in M , we have the following natural identi-
fications for the reduced W*-algebra qM =Mq:
(qM)∗ = qM∗ =M∗q, L
2(qM) = qL2(M) = L2(M)q.
Also note that there is a natural bilinear map L2(N)×L2(N)→ N∗ = L1(N) such
that ϕ1/2 × ϕ1/2 is mapped to ϕ. The evaluation map N∗ ∋ ϕ 7→ ϕ(1) ∈ C is also
denoted by 〈ϕ〉 = ϕ(1) in this paper, which satisfies trace property 〈ϕ1/2ψ1/2〉 =
〈ψ1/2ϕ1/2〉.
If ϕ is faithful, we denote by ∆ϕ and Jϕ the associated modular operator and
modular conjugation respectively. The positive (self-adjoint) operator ∆
1/2
ϕ has a
linear subspace Mϕ1/2 as a core and we see
∆1/2ϕ (xϕ
1/2) = ϕ1/2x and Jϕ(xϕ
1/2) = ϕ1/2x∗.
More generally, if ψ is another positive normal functional of M , then the half-
powered relative modular operator ∆
1/2
ψ,ϕ contains Mϕ
1/2 as a core and we have
3∆ψ,ϕ(xϕ
1/2) = ψ1/2x for x ∈ M . Consult [18, 19] for systematic accounts on all
these operations other than the standard texts on modular theory such as [4, 13, 14].
Lemma 2.1. For a positive normal functional ω of a W*-algebra, let e and z be
its support and central support respectively. Then we have the equalities
L2(zM) = zL2(M) = L2(M)z =Mω1/2M,
eL2(M) = ω1/2M, L2(M)e =Mω1/2, eL2(M)e = L2(eMe).
Here bar denotes the closure in L2(M).
Furthermore, Mω1/2 = ω1/2M if and only if ω is faithful on zM =Mz.
Proof. For x ∈M ,
(ω1/2x|ω1/2e) = ω(ex∗) = ω(x∗) = (ω1/2x|ω1/2)
shows that ω1/2(1− e) = 0; Mω1/2 ⊂ L2(M)e.
Let pi be a normal representation of M on Mω1/2 given by left multiplication.
Since the projection to the subspace Mω1/2 commutes with the left action of M ,
we can find a projection p in M such that Mω1/2 = L2(M)p. Particularly we have
ω(1− p) = ω1/2ω1/2(1 − p) = 0 and therefore e ≤ p.
Let Q be the projection to the subspace Mω1/2M ⊂ L2(M). Then Q is re-
alized by multiplication of a central projection q of M . From (1 − q)ω = (1 −
q)ω1/2ω1/2 = 0, we see that z ≤ q; L2(M)z ⊂ Mω1/2M . On the other hand,
xω1/2yz = xω1/2zy = xω1/2y shows the reverse inclusion.
Assume that Mω1/2 = ω1/2M . If x ∈ zM satisfies ω(x∗x) = 0, i.e., xω1/2 = 0,
then
xL2(zM) = xMω1/2M = xω1/2MM = 0
and hence x = 0. Conversely, if ω is faithful on zM , the associated vector ω1/2 is
cyclic and separating for zM ;
Mω1/2 = L2(zM) = ω1/2M.
Let ωe be the restriction of ω to eMe, which is faithful. Since e commutes with ω,
the relation aω
1/2
e = ω
1/2
e b with a, b ∈ eMe implies aω1/2 = ω1/2b by the reduction
relation for modular operators (a consequence of Connes’ 2× 2 matrix analysis and
more results can be found in [9]), which gives the unitarity of
L2(eMe) ∋ xω1/2e y 7→ xω1/2y ∈ eL2(M)e.

Remark 1. The support projection e is characterized as the minimal one among
projections p in M satisfying Mω1/2 = L2(M)p.
Corollary 2.2. Let ϕ and ψ be states of a C*-algebra A.
(i) ϕ and ψ are disjoint if and only if Aϕ1/2A and Aψ1/2A are orthogonal.
(ii) ϕ and ψ are quasi-equivalent if and only if Aϕ1/2A = Aψ1/2A.
(iii) The state ϕ is pure if and only if Aϕ1/2 ∩ ϕ1/2A = Cϕ1/2.
Proof. Given a state ϕ of a C*-algebra A, let z(ϕ) be the central support of ϕ in
the universal envelope A∗∗. Then it is well-known (see [8, Chapter 3] for example)
that ϕ and ψ are disjoint (resp. quasi-equivalent) if and only if z(ϕ)z(ψ) = 0
4 YAMAGAMI SHIGERU
(resp. z(ϕ) = z(ψ)). Since Aϕ1/2A = A∗∗ϕ1/2A∗∗ in L2(A∗∗), (i) and (ii) are
consequences of the lemma.
Let e be the support of ϕ in A∗∗. Then the identity
Aϕ1/2 ∩ ϕ1/2A = L2(A∗∗)e ∩ eL2(A∗∗) = L2(eA∗∗e)
shows that the condition in (iii) is equivalent to eA∗∗e = Ce, i.e., the purity of
ϕ. 
Let ω be a state of a C*-algebra A and {τt ∈ Aut(A)}t∈R be a one-parameter
group of *-isomorphisms. Recall that ω and {τt} satisfy the KMS-condition if the
following requirements are satisfied: Given x, y ∈ A, the function R ∋ t 7→ ω(xτt(y))
is analytically extended to a continuous function on the strip {ζ ∈ C;−1 ≤ ℑζ ≤ 0}
so that ω(xτt(y))|t=−i = ω(yx).
If one replaces y with τs(y) and x with 1, then the condition takes the form
ω(τs−i(y)) = ω(τs(y)) for s ∈ R and we see that the analytic function ω(τz(y)) is
periodically extended to an entire analytic function. Thus ω(τt(y)) is a constant
function of t; the automorphisms τt make ω invariant.
Lemma 2.3. If ω satisfies the KMS-condition, then Aω1/2 = ω1/2A.
Proof. We argue as in [5]: By the invariance of ω, a unitary operator u(t) in Aω1/2
is defined by u(t)(xω1/2) = τt(x)ω
1/2, which is continuous in t from the continuity
assumption on the function ω(xτt(y)). Moreover, the function R ∋ t 7→ u(t)xω1/2 is
analytically continued to the strip {−1 ≤ ℑζ ≤ 0}. By Kaplansky’s density theorem
and analyticity preservation for local uniform convergence, the same property holds
for x ∈ A∗∗ and the KMS-condition takes the form
(xω1/2|u(t)yω1/2)|t=−i = (ω1/2x|ω1/2y) for x, y ∈ A∗∗.
Let z be the central support of ω in A∗∗ and assume that a ∈ zA∗∗ satisfies
aω1/2 = 0. Then, xaω1/2 = 0 for x ∈ A∗∗ and therefore (ω1/2(xa)|ω1/2y) = 0
for any y ∈ A∗∗ by analytic continuation, whence ω1/2xa = 0 for x ∈ A∗∗. Thus
zL2(A∗∗)a = 0 and we have a = 0. 
As a simple application of our analysis, we record here a formula which describes
transition amplitude between purified states. First recall the notion of purification
on states introduced by S.L. Woronowicz ([17]): Given a state ϕ of a C*-algebra
A, its purification Φ is a state on A⊗A◦ defined by
Φ(a⊗ b◦) = 〈ϕ1/2aϕ1/2b〉.
Here A◦ denotes the oppositve algebra of A with a 7→ a◦ denoting the natural
antimultiplicative isomorphism.
From the above definition, (a⊗ b◦)Φ1/2 7→ aϕ1/2b gives rise to a unitary isomor-
phism (A⊗A◦)Φ1/2 ∼= Aϕ1/2A and the GNS-representation of A⊗A◦ with respect
to Φ generates the von Neumann algebra M ∨M ′ with M = A∗∗z(ϕ) represented
on Aϕ1/2A by left multiplication. Thus ϕ is a factor state if and only if Φ is a pure
state. Moreover, two factor states ϕ and ψ of A are quasi-equivalent if and only if
their purifications are equivalent.
Proposition 2.4. Let ϕ and ψ be factor states of a C*-algebra A with their
purifications denoted by Φ and Ψ respectively. Then we have
(Φ1/2|Ψ1/2) = (ϕ1/2|ψ1/2)2.
5Proof. In view of the equalities
(ϕ1/2|ψ1/2) = 0 = (Φ1/2|Ψ1/2).
for disjoint ϕ and ψ, we need to consider the case that ϕ and ψ are quasi-equivalent,
i.e., z(ϕ) = z(ψ). Since ϕ and ψ are assumed to be factor states, their purifica-
tions Φ and Ψ are pure with the associated GNS-representations of A⊗A◦ gener-
ate the full operator algebra L(L2(M)). Thus, through the obvious identification
L2(L(L2(M))) = L2(M) ⊗ L2(M), Φ1/2 and Ψ1/2 correspond to ϕ1/2 ⊗ ϕ1/2 and
ψ1/2 ⊗ ψ1/2 respectively, whence we have
(Φ1/2|Ψ1/2) = (ϕ1/2 ⊗ ϕ1/2|ψ1/2 ⊗ ψ1/2) = (ϕ1/2|ψ1/2)2.

Remark 2. For purifications of states on a commutative C*-algebra, we have (Φ1/2|Ψ1/2) =
(ϕ1/2|ψ1/2). The general case is a mixture of these two formulas.
Lemma 2.5. Let pi : A → M be a homomorphism from a C*-algebra A into
a W*-algebra M and assume that pi(A) is *-weakly dense in M . Then we have
an isometry T : L2(M) → L2(A∗∗) such that T (pi(a)ϕ1/2pi(b)) = a(ϕ ◦ pi)1/2b if
ϕ ∈M+∗ and a, b ∈ A.
Proof. Since the map M∗ ∋ ϕ 7→ ϕ ◦ pi ∈ A∗ is norm-continuous (in fact it is
contractive), we have A∗∗ →M as its transposed map, which is pi when restricted
to A ⊂ A∗∗. In other words, we see that pi is extended to a normal homomorphism
pi : A∗∗ → M of W*-algebras in such a way that, if ϕ ◦ pi is regarded as a normal
functional on A∗∗, it is equal to ϕ ◦ pi.
By our weak*-density assumption, pi is surjective and and we can find a central
projection z ∈ A∗∗ so that kerpi = zA∗∗ and (1 − z)A∗∗ ∼= M by pi. From the
relation
z(ϕ ◦ pi) = z(ϕ ◦ pi) = pi(z)(ϕ ◦ pi) = 0,
one sees that the isomorphismM∗ ∼= zA∗ takes the form ϕ 7→ (1−z)(ϕ◦pi) = ϕ◦pi,
which yields the formula in question by taking square roots. 
Corollary 2.6. Let pi : A→ B be a *-homomorphism between C*-algebras and ϕ,
ψ be positive functionals of B. Assume that, given a ∈ A and b ∈ B, we can find a
norm-bounded sequence {an}n≥1 in A such that
lim
n→∞
pi(an)pi(a)ϕ
1/2 = bpi(a)ϕ1/2, lim
n→∞
pi(an)pi(a)ψ
1/2 = bpi(a)ψ1/2.
Then we have
(ϕ1/2|ψ1/2) = ((ϕ ◦ pi)1/2|(ψ ◦ pi)1/2).
Proof. Let z(ϕ) and z(ψ) be the central projections in B∗∗ specified by
Bϕ1/2B = z(ϕ)L2(B∗∗), Bψ1/2B = z(ψ)L2(B∗∗).
Let M = (z(ϕ) ∨ z(ψ))B∗∗ and piM : A → M be a homomorphism defined by
piM (a) = (z(ϕ) ∨ z(ψ))pi(a).
Let ρ be the direct sum of GNS-representations associated to ϕ and ψ. Then ρ is
supported by z(ϕ)∨z(ψ): ρ is extended to an isomorphism of (z(ϕ)∨z(ψ))B∗∗ onto
ρ(B)′′. On the other hand, by the approximation assumption, ρ(pi(A)) is dense in
ρ(B) with respect to the strong operator topology. Thus piM (A) is *-weakly dense
in M and the lemma can be applied if one notices that (z(ϕ) ∨ z(ψ))ϕ = ϕ and
(z(ϕ) ∨ z(ψ))ψ = ψ as identities in the predual of B∗∗. 
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Example 2.7. Consider quasifree states ϕS and ϕT of a CCR C*-algebra C
∗(V, σ).
Let ( | ) be a positive inner product in V majorizing both of S + S and T + T .
For example, one may take (x|y) = (S + S + T + T )(x, y) as before. Then the
presymplectic form σ is continuous relative to ( | ) and, if we let V ′ be the associated
Hilbert space (i.e., the completion of V/ ker( | ) with respect to ( | )), σ induces a
presymplectic form σ′ on V ′. Moreover, S and T also give rise to polarizations S′
and T ′ on the presymplectic vector space (V ′, σ′) respectively.
Let pi : C∗(V, σ)→ C∗(V ′, σ′) be the *-homomorphism induced from the canon-
ical map V → V ′ (pi(eiv) = eiv′ if v′ represents the quotient of v). Then pi satisfies
the approximation condition with respect to quasifree states associated to S′ and
T ′ (see the proof of Proposition 4.3). Since ϕS = ϕS′ ◦ pi and similarly for T , we
obtain
(ϕ
1/2
S |ϕ1/2T ) = (ϕ1/2S′ |ϕ1/2T ′ ).
Thus local positions of square roots of quasifree states are described under the
assumption that V is complete and σ is continuous with respect to a non-degenerate
inner product.
3. Transition Amplitude between States
Let ω be a positive functional of a C*-algebra A. According to [10], we introduce
two positive sesquilinear forms ωL and ωR on A defined by
ωL(x, y) = ω(x
∗y), ωR(x, y) = ω(yx
∗), x, y ∈ A.
Lemma 3.1. Let M be a W*-algebra and let ϕ, ψ be positive normal functionals
of M . Then √
ϕLψR(x, y) = 〈ϕ1/2x∗ψ1/2y〉 for x, y ∈M .
Proof. By the positivity 〈ϕ1/2x∗ψ1/2x〉 = (xϕ1/2x∗|ψ1/2) ≥ 0 and the Schwarz in-
equality |〈ϕ1/2x∗ψ1/2y〉|2 ≤ ϕ(x∗x)ψ(yy∗), the positive form (x, y) 7→ 〈ϕ1/2x∗ψ1/2y〉
is dominated by {ϕL, ψR}.
Assume for the moment that ϕ and ψ are faithful and consider the embedding
j : M ∋ x 7→ xϕ1/2 ∈ L2(M). Then ϕL is represented by the identity operator,
whereas ψ(xx∗) = ‖ψ1/2x‖2 shows that ψR is represented by the relative modular
operator ∆ with ∆1/2(xϕ1/2) = ψ1/2x. Recall that Mϕ1/2 is a core for ∆1/2. Thus
Theorem 1.1 gives√
ϕLψR(x, y) = (xϕ
1/2|∆1/2(yϕ1/2)) = (xϕ1/2|ψ1/2y) = 〈ϕ1/2x∗ψ1/2y〉.
Now we relax ϕ and ψ to be not necessarily faithful. Let e be the support
projection of ϕ+ ψ. Then it is the supprot for ϕn = ϕ+
1
nψ and ψn =
1
nϕ+ ψ as
well. In particular, ϕn and ψn are faithful on the reduced algebra eMe.
Let γ be a positive form onM dominated by {(ϕn)L, (ψn)R}. Then ϕn(1− e) =
0 = ψn(1− e) shows that
|γ(x(1 − e), (1− e)y)|2 ≤ ϕn((1− e)x∗x(1− e))ψn((1− e)yy∗(1− e)) = 0,
i.e., γ(x, y) = γ(xe, ey) for x, y ∈M , whence we have
γ(x, y) = γ(xe, ey) = γ(ey, xe) = γ(eye, exe) = γ(exe, eye).
Since the restriction γ|eMe is dominated by (ϕn|eMe)L and (ψn|eMe)R with ϕn and
ψn faithful on eMe, we have
γ(x, x) = γ(exe, exe) ≤ 〈eϕ1/2n ex∗eψ1/2n ex〉 = 〈ϕ1/2n x∗ψ1/2n x〉.
7Taking the limit n→∞, we obtain γ(x, x) ≤ 〈ϕ1/2x∗ψ1/2x〉 in view of the Powers-
Størmer inequality. 
Remark 3.
(i) The case ϕ = ψ was dealt with in the proof of [10, Theorem 3.1] under the
separability assumption on M∗.
(ii) In the notation of [16], we have QFt(ϕL, ψR)(x, y) = 〈ϕ1−tx∗ψty〉 for 0 ≤
t ≤ 1 and x, y ∈M .
Given a positive functional ϕ of a C*-algebra A, let ϕ˜ be the associated normal
functional on the W*-envelope A∗∗ through the canonical duality pairing.
Lemma 3.2. Let ϕ and ψ be positive functionals on a C*-algebra A with ϕ˜ and
ψ˜ the corresponding normal functionals on A∗∗. Then√
ϕLψR(x, y) = 〈ϕ˜1/2x∗ψ˜1/2y〉 for x, y ∈ A ⊂ A∗∗.
Proof. The positive form A × A ∋ (x, y) 7→ 〈ϕ˜1/2x∗ψ˜1/2y〉 (recall that x∗ψ˜1/2x is
in the positive cone to see the positivity) is dominated by ϕ˜L and ψ˜R because of
|〈ϕ˜1/2x∗ψ˜1/2y〉|2 ≤ ϕ˜(x∗x)ψ˜(yy∗) = ϕ(x∗x)ψ(yy∗).
Consequently,
〈ϕ˜1/2x∗ψ˜1/2x〉 ≤
√
ϕLψR(x, x) for x ∈ A.
To get the reverse inequality, let γ be a positive form on A × A dominated by
ϕL and ψR. Then we have the domination inequality
|γ(x, y)|2 ≤ ϕ(x∗x)ψ(yy∗) = ‖xϕ˜1/2‖2 ‖ψ˜1/2y‖2.
Since A is dense in A∗∗ relative to the σ∗-topology, we see that γ is extended to a
positive form γ˜ on A∗∗ ×A∗∗ so that
|γ˜(x, y)|2 ≤ ‖xϕ˜1/2‖2 ‖ψ˜1/2y‖2 for x, y ∈ A∗∗,
whence
γ(x, x) = γ˜(x, x) ≤
√
ϕ˜Lψ˜R(x, x) = 〈ϕ˜1/2x∗ψ˜1/2x〉 for x ∈ A.
Maximization on γ then yields the inequality√
ϕLψR(x, x) ≤ 〈ϕ˜1/2x∗ψ˜1/2x〉 for x ∈ A
and we are done. 
Corollary 3.3. Given a normal state ϕ of a W*-algebraM , let ϕ˜ be the associated
normal state of the second dual W*-algebra M∗∗. Then
L2(M) ∋ ϕ1/2 7→ ϕ˜1/2 ∈ L2(M∗∗)
defines an isometry of M -M bimodules.
Proof. Combining two lemmas just proved, we have
〈ϕ1/2x∗ψ1/2y〉 =
√
ϕLψR(x, y) = 〈ϕ˜1/2x∗ψ˜1/2y〉
for x, y ∈M . 
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In what follows, ϕ1/2 is identified with ϕ˜1/2 via the isometry just established:
Given a positive normal functional ϕ of a W*-algebra M , ϕ1/2 is used to stand for
a vector commonly contained in the increasing sequence of Hilbert spaces
L2(M) ⊂ L2(M∗∗) ⊂ L2(M∗∗∗∗) ⊂ . . . .
In accordance with this convention, the formula in the previous lemma is simply
expressed by
(xϕ1/2|ψ1/2y) =
√
ϕLψR(x, y) for x, y ∈ A.
Here the left hand side is the inner product in L2(A∗∗), whereas the right hand
side is the geometric mean of positive forms on the C*-algebra A. Note that, the
formula is compatible with the invariance of geometric means:
√
ϕLψR(x, y) =√
ψLϕR(y
∗, x∗) =
√
ϕRψL(y
∗, x∗).
Remark 4.
(i) When ϕ and ψ are vector states of a full operator algebra L(H) associated
to normalized vectors ξ, η in H, the inner product (ϕ1/2|ψ1/2) is reduced
to the transition probability |(ξ|η)|2. Moreover, in view of the inequality
tϕ1/2 + (1− t)ψ1/2 ≤ (tϕ+ (1− t)ψ)1/2 for 0 ≤ t ≤ 1 (which follows from
(ϕ1/2 − ψ1/2)2 ≥ 0), our transition amplitude meets the requirements for
transition probability listed in [12]
(ii) Let P (ϕ, ψ) be the transition probability between states in the sense of
A. Uhlmann ([15]). Then we have P (ϕ, ψ) = 〈|ϕ1/2ψ1/2|〉2 (cf. [11]) and
(ϕ1/2|ψ1/2)2 ≤ P (ϕ, ψ) ≤ (ϕ1/2|ψ1/2).
4. Approximation on Transition Amplitudes
In this section, we shall see how transition amplitudes are approximated by states
obtained by restriction to subalgebras.
Lemma 4.1 (cf. [16, Proposition 17]). Let Φ : A → B be a unital Schwarz map
between unital C*-algebras. Then, for positive linear functionals ϕ, ψ of B,
(ϕ1/2|ψ1/2) ≤ ((ϕ ◦ Φ)1/2|(ψ ◦ Φ)1/2).
Proof. Let γ : B ×B → C be a positive form dominated by {ϕL, ψR}. Then
|γ(Φ(x),Φ(y))|2 ≤ ϕ(Φ(x)∗Φ(x))ψ(Φ(y)Φ(y)∗) ≤ ϕ(Φ(x∗x))ψ(Φ(yy∗))
shows that the positive form A × A ∋ (x, y) 7→ γ(Φ(x),Φ(y)) is dominated by
{(ϕ ◦ Φ)L, (ψ ◦ Φ)R}. Thus
γ(1, 1) = γ(Φ(1),Φ(1)) ≤
√
(ϕ ◦ Φ)L(ψ ◦ Φ)R(1, 1) = ((ϕ ◦ Φ)1/2|(ψ ◦ Φ)1/2).
Maximizing γ(1, 1) with respect to γ, we obtain the inequality. 
Theorem 4.2. Let ϕ and ψ be positive functionals on a C*-algebra A with unit
1A. Let {An}n≥1 be an increasing sequence of C*-subalgebras of A containing 1A in
common and assume that, given any a ∈ A, we can find a sequence {an ∈ An}n≥1
satisfying
lim
n→∞
anϕ
1/2 = aϕ1/2, lim
n→∞
ψ1/2an = ψ
1/2a
in norm topology. Set ϕn = ϕ|An , ψn = ψ|An ∈ A∗n. Then the sequence {(ϕ1/2n |ψ1/2n )}n≥1
is decreasing and converges to (ϕ1/2|ψ1/2).
9Proof. The sequence {(ϕ1/2n |ψ1/2n )} is decreasing with (ϕ1/2|ψ1/2) a lower bound by
the previous lemma.
Let en and fn be projections on L
2(A∗∗) defined by
enL
2(A∗∗) = Anϕ1/2, fnL
2(A∗∗) = ψ1/2An.
Choose positive forms γn : An × An → C for n ≥ 1 so that γn is dominated by
{(ϕn)L, (ψn)R} and satisfies
γn(1, 1) ≥ (ϕ1/2n |ψ1/2n )− 1/n.
From the domination estimate on γn, we can find a linear map C
′
n : ψ
1/2An →
Anϕ1/2 such that
γn(x, y) = (xϕ
1/2|C′n(ψ1/2y)) for x, y ∈ An,
which satisfies ‖C′n‖ ≤ 1. Let Cn = enC′nfn : ψ1/2A→ Aϕ1/2. Since ‖Cn‖ ≤ 1, we
may assume that Cn → C in weak operator topology by passing to a subsequence
if necessary. Now set
γ(x, y) = (xϕ1/2|C(ψ1/2y)),
which is a sesquilinear form on A satisfying |γ(x, y)| ≤ ‖xϕ1/2‖ ‖ψ1/2y‖. Moreover,
if x ∈ Am for some m ≥ 1,
γ(x, x) = lim
n→∞
(xϕ1/2|Cn(ψ1/2x)) = lim
n→∞
γn(x, x) ≥ 0
shows that γ is positive on
⋃
m≥1
Am and hence on A by the approximation assump-
tion. Thus, γ is a positive form dominated by {ϕL, ψR} and we have
(ϕ1/2|ψ1/2) ≥ γ(1, 1) = lim
n→∞
(ϕ1/2|Cnψ1/2) = lim
n→∞
γn(1, 1)
≥ lim
n→∞
(
(ϕ1/2n |ψ1/2n )−
1
n
)
= lim
n→∞
(ϕ1/2n |ψ1/2n ).

As a concrete example, we have the following situation in mind: Let (V, σ) be
a real presymplectic vector space and C∗(V, σ) be the associated C*-algebra. Let
ϕ and ψ be quasifree states of C∗(V, σ) asscoated to covariance forms S and T
respectively:
ϕ(eix) = e−S(x,x)/2, ψ(eix) = e−T (x,x)/2 for x ∈ V .
Note that S is a positive form on the complexification V C satisfying S(x, y) −
S(x, y) = iσ(x, y) for x, y ∈ V and similarly for T .
Let {Vn}n≥1 be an increasing sequence of subspaces of V and assume that
⋃
n≥1
Vn
is dense in V with respect to the inner product
V × V ∋ (x, y) 7→ (x|y) ≡ S(x, y) + S(x, y) + T (x, y) + T (x, y) ∈ R.
Note that (x|x) may vanish on non-zero x ∈ V . Let An be the C*-sualgebra of
A = C∗(V, σ) generated by {eix;x ∈ Vn}.
Proposition 4.3. In the setting described above, the increasing sequence {An}n≥1
satisfies the approximation property with respect to ϕ, ψ.
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Proof. For x ∈ V , choose a sequence xn ∈ Vn so that (xn − x|xn − x) → 0. Then,
for any y ∈ V ,
‖(eixn − eix)eiyϕ1/2‖2 = 2− 2e−S(xn−x)/2ℜeiσ(xn−x,y+x/2) → 0
beacuse of the continuity of σ with respect to ( | ). Similarly, we see ‖ψ1/2eiy(eixn−
eix)‖2 → 0. Since any a ∈ C∗(V, σ) is approximated in norm by a finite linear
combination of eix’s, we are done. 
5. Central Decomposition
In this final section, we describe a decomposition theory for transition amplitudes
between normal states, which will be effectively used in [20].
Let M be a W*-algebra with a separable predual and Z be a central W*-
subalgebra of M . Since Z is a commutative W*-algebra, we have an expression
Z = L∞(Ω) with Ω a measurable space furnished with a measure class dω. If we
choose a measure µ representing the measure class dω, then it further induces a
decomposition of the form∫ ⊕
L∞(Ω)
Mω dω on L
2(M) =
∫ ⊕
L2(Ω)
L2(Mω)µ(dω).
Here {Mω} is a measurable family of W*-algebras and each normal functional ϕ
of M is expressed by a measurable family {ϕω}ω∈Ω of normal functional in such a
way that
ϕ(x) =
∫
Ω
ϕω(xω)µ(dω) if x =
∫ ⊕
L∞(Ω)
xω dω
and the L2-identification is given by
(ϕ1/2|ψ1/2) =
∫
Ω
(ϕ1/2ω |ψ1/2ω )µ(dω).
This can be seen as follows:
Lemma 5.1. Let {Mω,Hω} be a measurable family of von Neumann algebras and
set
M =
∫ ⊕
L∞
Mω dω, H =
∫ ⊕
L2
Hω µ(dω).
Let ξ =
∫ ⊕
ξωµ(dω) be a vector in H. Then ξ is cyclic for M if and only if ξω is a
cyclic vector of Mω for a.e. ω.
Proof. The ‘only if’ part follows from the fact that∫ ⊕
L2
(Mωξω)
⊥ µ(dω)
is a subspace orthogonal to Mξ.
For the ‘if’ part, we use the commutant formula
M ′ =
∫ ⊕
L∞
M ′ω dω
and check that, if ξω is a separating vector of M
′
ω for a.e. ω, then
x′ξ =
∫ ⊕
L2
x′ωξω µ(dω) = 0
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for x′ =
∫ ⊕
x′ω dω ∈ M ′ implies x′ωξω = 0 for a.e. ω and hence x′ω = 0 for a.e. ω,
i.e., x′ = 0. 
By replacing (Mω,Hω) with (Mω ⊗ 1K,Hω ⊗K) (K being a Hilbert space) and
then restricting to cyclic subspaces, we may assume that we can find a cyclic and
separating ξ for the von Neumann algebra M . Then ξω ∈ Hω is a cyclic and
separating vector of Mω for a.e. ω. Let Jω be the modular conjugation associated
to ξω (these are defined up to null sets). Then, from the relevant definitions on
modular stuff, we see that {Jω} is a measurable family of operators and
J =
∫ ⊕
L∞
Jω dω
gives the modular conjugation associated to ξ.
Let
ϕ =
∫ ⊕
L1(Ω)
ϕω µ(dω), ψ =
∫ ⊕
L1(Ω)
ψω µ(dω)
and choose ξ so that both of ϕ and ψ is majorized by the functional (ξ| · ξ). By
a Radon-Nikodym type theorem (cf. [2]), we can find a, b ∈ M such that ϕ, ψ
are associated to the vectors aξa∗ = aJaJξ, bξb∗ = bJbJξ respectively. (In the
notation of [18], we can choose a = ϕ1/4ξ−1/2, b = ψ1/4ξ−1/2.) Then ϕω and
ψω are represented by vectors aωJωaωJωξω and bωJωbωJωξω for a.e. ω. Thus, for
x, y ∈M ,
〈xωϕ1/2ω yωψ1/2ω 〉 = (aωξωa∗ωx∗ω |yωbωξωb∗ω)
is a measurable function of ω and we have
〈xϕ1/2yψ1/2〉 =
∫
Ω
〈xωϕ1/2ω yωψ1/2ω 〉µ(dω).
Consequently, {L2(Mω)} is a measurable family of Hilbert spaces in such a way
that for any ϕ ∈M+∗ , the decomposed components {ϕ1/2ω } is measurable. Moreover,
we have a decomposable unitary
L2(M) ∋ xφ1/2 7→
∫ ⊕
L2(Ω)
xωφ
1/2
ω yω.
We shall now rewrite the results so far to fit into representation theory of C*-
algebras.
Let {A(ω)} be a family of quotient C*-algebras of a C*-algebra A indexed by
elements in a standard Borel space Ω. Denote by a(ω) ∈ A(ω) the quotient element
of a ∈ A.
A positive functional ϕ of a C*-algebra A is said to be separable if the Hilbert
space Aϕ1/2A is separable.
A family {ϕω ∈ A(ω)∗+}ω∈Ω of positive functionals is said to be measurable if
ϕω is separable for each ω ∈ Ω and
ω 7→ 〈a(ω)ϕ1/2ω b(ω)ϕ1/2ω 〉
is measurable for a, b ∈ A. Given a measurable family of states {ϕω}, {A(ω)ϕ1/2ω A(ω)}ω∈Ω
is a measurable family of Hilbert spaces in an obvious way. If we are further given
a probability measure µ,
ϕ(x) =
∫
Ω
ϕω(x(ω))µ(dω)
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defines a state of A.
A measurable family of positive functionals {ϕω} is said to be disjoint with
respect to a probability measure µ of Ω if
∫
Ω′
ϕωµ(dω) and
∫
Ω′′
ϕωµ(dω) are disjoint
for Ω′ ∩ Ω′′ = ∅.
Proposition 5.2.
(i) Given a probability measure µ and a µ-disjoint family of separable states
{ϕω}, the integrated state ϕ =
∫
ϕωµ(dω) is separable and we have a
unitary map
Aϕ1/2A ∋ aϕ1/2b 7→
∫ ⊕
L2(Ω)
a(ω)ϕ1/2ω b(ω)µ(dω) ∈
∫ ⊕
L2(Ω)
A(ω)ϕ
1/2
ω A(ω)µ(dω).
(ii) Let {ψω} be another µ-disjoint family of separable states with ψ =
∫
ψωµ(dω)
the integrated state of A. Then, for a, b ∈ A, 〈a(ω)ϕ1/2b(ω)ψ1/2〉 is mea-
surable and
〈aϕ1/2bψ1/2〉 =
∫
Ω
〈a(ω)ϕ1/2ω b(ω)ψ1/2ω 〉µ(dω).
Proof. Let M be the von Neumann algebras generated by the left multiplication of
A on Aϕ1/2A. Then, by the disjointness of {ϕω}, L∞(Ω, µ) ⊂M and we can apply
the results on W*-algebras. 
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