Genomes of eukaryotic organisms vary in GC ratio, that is, share of DNA bases such that C or G as contrary to T or A. Statistical identification of segments that are internally homogenous with respect to GC ratio is essential for understanding of evolutionary processes and the different functional characteristics of the genome. It appears that DNA segmentation concerns one of the most important applications involving change-point detection. Problems of this type arise in various areas, such as speech and image processing, biomedical applications, econometrics, industry and seismology. In this study, we develop a hybrid genetic algorithm for detecting change-points in binary sequences. We apply our algorithm to both synthetic and real data sets, and demonstrate that it is more effective than other well-known methods such as Markov chain Monte Carlo, Cross-Entropy and Genetic algorithms.
Introduction
Change-point problems (or break point problems, disorder problems) can be considered one of the central issues of mathematical statistics. In many real applications, observations are taken sequentially over time, or can be ordered with respect to some other criterion. The basic question, therefore, is whether the data obtained are generated by one or by many different probabilistic mechanisms. Nowadays, change-point problems become very real owing to the development of technology and the implementation of complex systems into all spheres of human life. Here we would like to adduce the most notable examples in different areas.
In the field of research into the functioning of the human brain on the basis of measurements of its electric activity, it was discovered that an electro-encephalographic (EEG) signal cannot be described by a unique mathematical model but only by a rich enough set of such models. Therefore, the problem of structural analysis of EEG signals is very important for the analysis of the functioning of the human brain and the development of modern diagnostics and therapy (see, for example, [1, 2] ).
The quickest detection and prevention of different diseases is one of the main problems in epidemiology [3, 4] , for example, the spatial clustering of different cancer types and various side-effects of medicines put on the market can be interpreted as break-point problems.
DNA segmentation concerns one of the most important applications involving change-point detection.
Genomes of many eukaryotic organisms, including the human genome, vary in GC ratio, that is, portion of DNA bases that as T (thymine) or A (adenine) as contrary C (cytosine) or G (guanine). Some segments are homogeneous on GC ratio portion. The searching for such regions might clarify some aspects of the evolutionary process and features of the genome.
Locations in a DNA where nucleotides C or G are situated can be presented as a 1, while locations with nucleotides T or A are situated can be replaced as a 0. We consider the separation of the groups G and C versus A and T, as this method indicates pairs of complementary nucleotides (a G on one strand pairs contrasted with a C on the other thread, and a T on one thread pairs contrasted with an A on the other), meanwhile other type of representations can also be considered.
In this paper, we use Bayesian sequence segmentation in order to detect break-points in a binary sequence. This is a well-known approach and it has been applied in many different studies; see [5] for a review of various methods. Different methods are considered by many authors [6, 7, 8, 9, 10, 11] , particularly, Markov chain Monte Carlo (MCMC) algorithms to this problem; see [12, 13, 14, 15] , the Cross-Entropy (CE) method [16] , and the Genetic Algorithm (GA) [17] . In this study, we introduce a hybrid genetic algorithm (HGA) for detecting change-points in biological sequences. Results of numerical experiments show the usefulness of the proposed method. We compare the HGA for this problem with the aforementioned algorithms: the MCMC, the CE, and GA.
The paper is structured as follows. The mathematical formulation of the multiple change-point problem is given in section 2. Section 3 presents the HGA for the multiple change-point problem. The results of numerical experiments for synthetic and real sequences are considered in section 4.
The Multiple Change-Point Problem
Let us formally describe the multiple change-point problem. Let b = (b 1 , . . . , b L ) be a binary sequence of length L, which was transformed from a DNA sequence a = {a 1 , . . . , a L }, a m ∈ {A, C, G, T }, in the following way:
The number of break-points N and their positions c = (c 1 , . . . , c N ) indicate the way of the sequence division, where 0 = c 0 < c 1 < . . . < c N < c N +1 = L. We say that c n is a change-point if the characteristics of the segment [c n−1 + 1, c n ] are different from characteristics of the segment [c n + 1, c n+1 ]. Let d be a maximum number of change-points for the considered sequence, where
We assume that within each region observations are simulated by independent BER(θ) trials, where θ is probability of "1" (success), and it is region-dependent. It follows that the joint probability density of b 1 , . . . , b L , conditional on N , c = (c 1 , . . . , c N ), and θ = (θ 0 , . . . , θ N ), is given by
where
This means that I(c n , c n+1 ) is the number of ones in the interval [c n + 1, c n+1 ], whereas O(c n , c n+1 ) is the number of zeros in the same interval.
We follow [6] to formulate the problem in terms of a Bayesian model, This requires us to specify a prior distribution on the set of possible values of x = (N, c, θ), denoted
We use uniform priors on the number of change-points, on C N , and on (0, 1) for each θ n , that is, the overall prior f 0 (N, c, θ) is a constant. Therefore, the posterior density at point x = (N, c, θ), having observed b 1 , . . . , b L , is given by
For each change-point vector c we putθ n to the maximum likelihood estimator of θ n , that is, the average of GC ratio in the interval [c n + 1, c n+1 ]. The objective is to maximize the π(x).
A Hybrid Genetic Algorithm for the Multiple Change-Point Problem
A GA is a stochastic algorithm that is modelled on a relatively simple version of the evolutionary process. The first step in using the GA to any problem is to select an appropriate genotype or presentation to encode the important features of the problem [18, 19, 20] . The fitness function indicates the quality of the represented solution, and it is always problem dependent since we can consider different ways of genetic representation. In this study, the fitness function is the log-likelihood function (posterior probability) given by (1).
The GA method needs a string representation pattern (chromosomes). We define an integer-valued change-point set c = (c 1 , . . . , c d ) that is corresponded to a chromosome. Note that d is the maximum number of break-points that we would like to detect. If the number of change-point is less than d, in this situation the value of some elements in the vector will be repeated.
As a starting point, we use a d-dimensional normal distribution, truncated to 0 and L. Define the mean vector
and the variance vector
We choose the same starting values as in [16] , that is, We use the selection operator to choose parent chromosomes from the current population. A parent selection procedure can be described as follows [17] :
1. Calculate the fitness of all population members using (1).
2. Return the first population member whose fitness is among the best ρ × 100% members of the population size N 1 .
3. Repeat step 2 for the second population member and check that the new selected member is not the same as the first member; and so on.
We can choose the fitness value ρ as constant between 0 and 1. Two offspring chromosomes are produced using a crossover operator for the selected chromosomes. Here we apply a two-point crossover operator and order the changepoints if necessary. We also employed a uniform crossover operator and a non-uniform crossover operator, both of which produced results comparable to those that were obtained by using the two-point crossover operator. It is explained by the fact that the length of the change-point set c was relatively small, 10 or 20.
The hill climbing search algorithm is a direct local search technique. In the hill climbing, we should choose the first closer point as in steepest slope hill climbing. After that we compare all possible points, and the closest to the solution is chosen.
The hill climbing algorithm can be defined as follows: New position is start point 6: go to 2 7: else 8:
Last current solution is the possible optimal solution. 10 : end if
We use the hill climbing algorithm for the jth component of the change-point set c if the corresponding variance component σ 2 j ≤ ∆, where ∆ is a predefined parameter. We also specify the maximum number of running the hill climbing procedure, d 0 . Now we can describe the HGA for multiple change-point problem, which is based on the GA [17] . using (1). Let I be the indices of the N elite = ρ · N 1 best performing samples. 7: if number of crossings < M then 8: for all i from I do 9: choose random parents 10: Crossing 11: Crossing ← Crossing +1 12: end for 13: else 14: go to next step 15: end if 16: 
19: end for 20: t ← t + 1 21: for all j do 22: if σ t j > ∆ then 23: go to step 3 24: else 25: Hill climbing 26: number of change-points ← number of changepoints +1
27:
if number of change-points < d 0 then 28: go to 3 end if 41: end for A singe vector of change-points is the result of implementation of this algorithm. Note that in a simple type of a GA the initial parameters remain the same while adaptive parameters for µ and σ are realized in the HGA. The updating is performed at each iteration of the algorithm, this is similar to the adaptive genetic algorithms [21, 22] and the CE method [23] . Figure 1 displays several iterations of the algorithm, rapidly identifying the location of the first change-point at around 1000. As we mentioned before, if the standard deviation σ t j of any of the d normal distributions is less than the parameter ∆ (see step 22 of the algorithm), then we start using the hill climbing algorithm, which substantially decreases the running time compare to the GA without the hill climbing procedure. 
Results
The results of numerical experiments are included in this section to illustrate the performance of the HGA. We start with a synthetic sequence with a known distribution, to realize direct comparison with well-known techniques in terms of the Mean Squared Error (MSE). The MSE is cal- 
where e(i) is the estimated GC ratio at point i and t(i) is the true GC ratio at the same point. The second and the third examples use real DNA sequences.
Example 1: Synthetic Sequence
Let (b 1 , b 2 , . . . , b 22000 ) be a sequence of independent BER(θ) random variables, where θ i are from Table 1 . Figure 2 shows the running time (in logarithmic scale) for the HGA depending on the parameter d 0 , that is, the maximum number of running the hill climbing procedure. We see that the running time gradually increases for smaller values of the d 0 , d 0 = 1, . . . , 8, and then significantly increases as the parameter d 0 becomes larger, d 0 = 9, 10. Therefore, the hill climbing algorithm should be used for up to d 0 (some predefined parameter, d 0 < d) components of the change-point set c.
200 random sequences were generated with the parameters from Table 1 . We apply the HGA with ρ = 0.8,
To compare the HGA with other methods, we use the algorithms:
• The MCMC sampler [13] , taking 100 samples with a step size of 3000. This technique produces an average over the posterior distribution.
• The average CE (ACE) method [16] , which takes the average of the GC profile produced over 10 runs of the CE algorithm [23, 24] applying with a sample size of 100 and an elite proportion value ρ of 0.1.
• The parameters for corresponding GA (without local search) are the same as [17] : N 1 = 1000, ρ = 0.8, d = 10, and the stopping criterion t < 150, that is, T 0 = 150.
The MSE and CPU time for these techniques are displayed in Table 2 . From this table we conclude that the HGA performs quite good in comparison to the other algorithms since the MSE for the HGA is less than for the other methods. In addition, this table shows that the use of hill climbing in the HGA substantially decreases the running time compare to the GA without hill climbing. Figure 3 shows that the profile obtained by the HGA and the corresponding GA (without the local search procedure) are in well agreement between each other as well as with the true profile. Figure 4 plots the GC profile obtained by the HGA with shifted initial values of µ, µ = (1000, 3000, . . . , 19000). We see that the solution is not greatly affected by the choice of the initial values of µ. Both figures demonstrate that if the parameters θ i are close to 0.5, the process becomes noisier, so it is rather difficult to estimate the true parameters and positions of break-points in this situation.
Since the average distance is similar for the different methods, we consider the distribution of distances over the 200 sequences to see if there is any difference. Figure 5 shows the empirical distribution of distances for the ACE method, MCMC method, the GA and the HGA. The ACE and the MCMC methods have an average distance of about From this example we can see that the HGA gives the accuracy of parameters of the process on each segment as well as estimates of change-points.
Example 2: Real Data (Human MHC Region)
This example is based on a part of the Human Major Histocompatibility Region (MHC) (for details, see [25] ).
In contrast to Example 1, in which we know a true profile, in this situation the true parameters are not known. Therefore, we can check the agreement between the various methods. We apply the HGA with N 1 = 1000, ρ = 0.8, ∆ = 5, T 0 = 150. Table 3 displays that the HGA is superior to the corresponding GA (without local search) in terms of computational time.
Figures 6 and 7 show the GC profiles for the MCMC, the ACE and the HGA algorithm. Note that for the ACE and the HGA method the maximum number of changepoints set to 10 and 20, respectively.
It is easy to see that all techniques similarly evaluate the GC ratio. At the same time, the HGA can also identify In order to correctly identify the number of change-points, we propose to use two different kind of smoothing
• horizontal (Figure 8) , with constraints on ε, distance between neighbouring change-points;
• vertical smoothing ( Figure 9 ), with constraints on δ, difference between parameters of adjacent intervals.
The HGA with smoothing and the MCMC algorithm produce consistent estimates, they are shown in Figure 10 .
Example 3: Real Data (Bacteriophage lambda)
We apply the HGA with N 1 = 1000, ρ = 0.8, ∆ = 5, T 0 = 150 to the genome of the Bacteriophage lambda, a parasite of the intestinal bacterium Escherichia coli; see [26, 27, 5] for further references. The length of the sequence is 48,502 bases. Several authors [26, 27, 5] consider this sequence with 4 multinomial outcomes (each base is one of either A, C, G, T) for the comparison of different algorithms. Table  4 presents a brief summary of the results obtained in [27] , which is in general accordance with previous results for these data, using other methods.
The HGA with the smoothing parameters ε = 500, δ = 0.065 finds the following change-points: 22578, 24110, 27733, 31221, 33173, 39172, 46367, 48502. These results are concordant with the estimates obtained in [27] (see Table 4 ) via an entirely different approach, which uses a more complex model with multinomial outcomes (columns A, C, G, and T from Table 4 ), whereas we use binary representation, that is, the columns G+C and A+T Table 4 . The results are also comparable to the estimates obtained in [26] applying a much more computationally intense and high-costly segmentation method. Table 5 shows that the HGA is faster than the GA.
This segmentation also reveals some regions of biological significance. For instance, the first large section (from 0 to about 22 kb) includes the structural genes for the bacteriophage particle, e.g. head and tail components. The middle group of the segments (from about 22 kb to about 39 kb) represents a part of the genome that contains many complex coding regions; further details can be found in [26, 28] .
Conclusion
In this study, we have developed a new hybrid genetic algorithm in order to detect break-points in binary biomolecular sequences. Other multiple change-point models and problems also can be considered within the framework of the ε=500,δ=0.07 ε=500,δ=0.05 ε=500,δ=0.04 ε=500,δ=0.03 ε=500,δ=0.02 ε=500,δ=0.01 Figure 11 . Average GC ratio as determined by the HGA with horizontal (ε = 500) and vertical (δ = 0.065) smoothing applied to the genome of the Bacteriophage lambda
