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Resumen: El ana´lisis de cano´nico asime´trico o redundancia busca para dos grupos de variables las combinaciones
lineales en un grupo que maximicen la varianza explicada del otro por dicha combinacio´n lineal. En este trabajo se
propone un me´todo robusto para el ana´lisis de redundancia basado en estimadores para regresio´n lineal multivariada.
Se mostrara´ el buen desempen˜o de los me´todos propuestos comparado con el me´todo cla´sico y otros me´todos basados
en matrices de correlacio´n robustas, mediante un estudio de simulacio´n utilizando muestras con y sin contaminacio´n.
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1. INTRODUCCIO´N
El problema de encontrar relaciones entre grupos de variables es central en el ana´lisis multivariado. Una
gran cantidad de me´todos fueron sugeridos para lograr este objetivo pero el ana´lisis de correlacio´n cano´nica
es el ma´s utilizado. Cla´sicamente el ana´lisis cano´nico se realiza obteniendo las combinaciones lineales de ca-
da grupo de variables que maximizan su correlacio´n restringido a que las varianzas de dichas combinaciones
sean iguales a uno. El ana´lisis de correlacio´n cano´nica es sime´trico en las variables: si las intercambiamos, el
nu´mero de variables cano´nicas no se modifica, las correlaciones entre las variables cano´nicas son ide´nticas
y los vectores que definen las variables cano´nicas se intercambian. Existen situaciones donde esta simetrı´a
no es deseable. Puede ocurrir que un grupo, x, sea de variables exo´genas que queremos utilizar para prever
a las endo´genas, y, y queremos un procedimiento que tenga en cuenta esta asimetrı´a, es decir que maximice
la explicacio´n de las variables y. El ana´lisis de correlaciones cano´nicas no resuelve el problema. Podemos
tener una alta correlacio´n entre las variables cano´nicas de x e y y una baja correlacio´n entre cada variable
del conjunto y y la variable cano´nica asociada a x. Para resolverlo Steward y Love [11] propusieron el
coeficiente de redundancia. Este coeficiente es una medida de la capacidad predictiva de un grupo de varia-
bles respecto al otro. Wollemberg [13] desarrollo´ el ana´lisis cano´nico asime´trico o de redundancia como el
procedimiento en el que se obtienen combinaciones lineales incorrelacionadas de las variables predictoras,
con varianza uno, tales que maximizan el coeficiente de redundancia entre una de las combinaciones lineales
antes mencionadas y el otro grupo. El ana´lisis de redundancia (AR) ha sido aplicado en distintas a´reas, como
ser gene´tica [14], medicina [2], ecologı´a [5] y psicologı´a [1]. Para estimar el coeficiente de redundancia y las
combinaciones lineales que lo maximizan se utilizan versiones muestrales de las matrices de correlaciones,
las cuales son altamente sensibles a observaciones atı´picas, lo que lleva a la necesidad de desarrollar una
alternativa robusta. En primer lugar formalizaremos la definicio´n de coeficiente de redundancia y el me´todo
de estimacio´n cla´sico para el ana´lisis de redundancia, esto ayudara´ a abordar el problema de la estimacio´n
robusta en el AR y en particular para introducir el me´todo robusto propuesto basado en regresio´n robusta
multivariada. Finalmente se desarrollo´ un estudio de simulacio´n con el fin de comparar el desempen˜o de los
estimadores propuestos con otros basados en matrices robustas de covarianza y regresio´n alternada.
2. COEFICIENTE Y ANA´LISIS DE REDUNDANCIA
Consideremos y = (y1, ..., yq)′ el grupo de variables respuesta y x = (x1, ..., xp)′ el grupo de variables
explicativas. Suponemos, sin pe´rdida de generalidad, que y y x esta´n ambas estandarizadas (tienen media







donde Ryy y Rxx son matrices no singulares.








El AR busca las combinaciones lineales u1 = α′1x (primera variable de redundancia), que maximizan
el coeficiente de redundancia R (y |α′x), bajo la restriccio´n var (α′x) = 1. La segunda variable de re-
dundancia, u2 = α′2x, se define como la combinacio´n lineal incorrelacionada con u1, que maximiza el
coeficiente de redundancia R (y |α′x) bajo la restriccio´n var (α′x) = 1. Continuando de esta manera, se
pueden calcular un ma´ximo de r = rango(Rxy) variables de redundancia. Debido a como fueron definidos
los coeficientes de redundancia y que generalmente p es distinto de q, es claro que al intercambiar x con y
no se obtienen los mismos ma´ximos para ambos coeficientes. Por lo tanto el AR no es sime´trico como el de
correlacio´n cano´nica.
Wollenberg [13] probo´ que la solucio´n al AR son los vectores αi, normalizados con varianza uno, solu-
ciones de
(RxyRyx − λRxx)α = 0, (1)
donde los λ1 ≥ λ2 ≥ · · · ≥ λr asociados verifican R (y |α′ix) = λi.
3. ESTIMACIO´N ROBUSTA
El me´todo cla´sico para estimar las variables de redundancia consiste en estimar la matriz de correlacio´n
R mediante la matriz de correlacio´n muestral y luego calcular los vectores propios de (1), esto hace que las
estimaciones del AR sean altamente sensibles a observaciones atı´picas. Un enfoque simple para la estima-
cio´n robusta es robusificar la matriz de correlacio´n y luego aplicar el me´todo tradicional. Ası´, a partir de una
estimacio´n robusta de la matriz de correlacio´n, se calculan los vectores propios de (1) para estimar los αi.
En [9], para la estimacio´n de la matriz de correlacio´n robusta utilizaron un M-estimador como se des-
cribe en [7] y el estimador con determinante mı´nimo de la matriz de covarianza propuesto en [10]. En este
trabajo, se propone tambie´n utilizar estimadores robustos de posicio´n y escala multivariados del tipo MM y
τ (propuestos en [12] y [6] respectivamente).
3.1. RELACIO´N CON REGRESIO´N LINEAL MULTIVARIADA
En el modelo lineal multivariado con predictores aleatorios, se tiene que el conjunto de variables y puede
explicarse a trave´s del grupo de variables x mediante:
y = B′0x+ u, (2)
donde B0 ∈ Rp×q es la matriz de los para´metros de regresio´n y u es un vector de dimensio´n q independiente
de x.
El estimador cla´sico de B0, esta´ dado por
Bˆ0 = (x
′x)−1x′y = R−1xxRxy
debido a que las variables esta´n estandarizadas.
Ahora consideremos la siguiente transformacio´n ortogonal T = (R′xx)
−1/2, la cual satisface T′RxxT =
Ip. Luego, denotemos x∗ = T′x y calculemos el estimador del modelo lineal multivariado de y dado x∗, al
cual llamaremos Bˆ1. Observemos que Bˆ1 = T′Rxy.




a∗ = 0 (3)
donde a∗ = T−1α.





a∗ = 0 (4)
Nuestra propuesta robusta para el ana´lisis de redundancia es utilizar un estimador robusto de regresio´n
lineal multivariada para estimar B1 y luego utilizar una estimacio´n robusta de T para transformar las direc-
ciones obtenidas al resolver (4) reemplazando Bˆ1 por su correspondiente versio´n robusta.
Los estimadores de regresio´n lineal multivariada que proponemos utilizar son los MM propuestos en [4]
y los τ propuestos en [3].
4. ESTUDIO DE SIMULACIO´N
En esta seccio´n se presentara´ un estudio de simulacio´n realizado a fin de evaluar el desempen˜o de los
estimadores propuestos con los ya existentes en la literatura bajo muestras sin y con contaminacio´n.
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Los errores ui y los predictores xi son generados a partir de una distribucio´n N4(0, I).
Bajo este modelo los coeficientes de redundancia son R (y |α′
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x) ≈ 0,005 y R (y |α′
4
x) ≈ 0,001. Siendo entonces las dos primeras direcciones, α1 y α2,
las ma´s significativas.
Se generaron 200 muestras de taman˜o 200. Consideramos muestras no contaminadas y muestras que
contienen un 10% de datos atı´picos ide´nticos de la forma (x0,y0) con
x0 = (−1, 1, 0, 1) y y0 = mx0.
Tomamos una malla de valores m, entre −50 y 50.
Para cada re´plica j (j = 1, . . . , 200) se obtuvieron las estimaciones de las direcciones αi y de los coefi-




































∣∣∣α̂j′i x))2 para i = 1, . . . , 4.
Mientras que, para cada direccio´n se utilizo´ como medida de desempen˜o la media de los a´ngulos entre la














Se comparo´ el desempen˜o de los siguientes estimadores: el cla´sico (CL), los basados en matrices de corre-
lacio´n robustas (CR-MCD, CR-M, CR-MM, CR-τ ), el me´todo robusto RAR propuesto por [9] basado en
regresiones alternadas y los me´todos propuestos basados en estimadores de regresio´n robusta (RR-MM y
RR-τ ).
Para las muestras sin contaminar el menor ADE para todas las direcciones fue alcanzado por los me´todos
CL y CR-M. Pero estos estimadores, cuando se utilizaron en muestras contaminadas, como era de esperarse,
mostraron un crecimiento no acotado del ADE para las dos primeras direcciones cuando el valor absoluto
de m crece. Mientras que RR-MM posee el siguiente menor ADE para todas las direcciones cuando se
consideraron muestras sin contaminacio´n y posee en casi todos los valores dem el menor ADE para todas las
direcciones cuando se lo aplico´ a las muestras contaminadas, siendo estos valores cercanos a los obtenidos
para muestras sin contaminacio´n. El desempen˜o de los restantes me´todos robustos es aceptable, excepto el
me´todo RAR el cual evidencia los mayores valores de ADE para las dos direcciones ma´s significativas al
utilizar muestras sin contaminacio´n y en casi todos los valores de m para muestras contaminadas.
El desempen˜o de todos los me´todos para los coeficientes de redundancia utilizando muestras no con-
taminadas es aceptable y con valores del ECM muy similares, salvo el me´todo RAR el cual evidencia los
mayores valores del ECM para los dos primeros coeficientes. Para muestras contaminadas el mejor desem-
pen˜o lo presenta el me´todo CR-MCD, el cual posee los menores valores del ECM para todos los m, y es
seguido por el me´todo RR-MM con valores del ECM muy cercanos.
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