Brakes are responsible for the stability of the vehicle. Brake failure is one of the key elements where more attention is required. Normally, a brake system failure is not an instantaneous process. It is caused by faults due to reasons like wear, mechanical fade, and oil leak, which started long before the failure progresses. Hence, it is essential to build a model that can recognize the condition from the signal. Condition monitoring is one such supervision approach, which continuously monitors the system and gives characteristics data. These data can be analysed and the condition of the component can be extracted using a machine learning approach. This study focuses on one such machine learning approach using the vibration characteristics of the brake system. The machine learning approach was carried out using feature extraction and feature classification. The statistical information extracted from the vibration signals under various fault conditions were used as features. The features were classified using machine learning algorithms, namely, Simple logistics, Logit boost and Multinominal Regression. Results were compared and discussed. The Logit boost algorithm, which produced 98.91 % classification accuracy, has been suggested as an effective approach for the brake fault diagnosis study.
Introduction
A brake should be in good condition in order to safely drive a vehicle. It is impossible to control the vehicle without brakes. It is one of the components which should operate even in the harshest conditions. Monitoring such system for faults will reduce the number of accidents and increase the degree of safety. Various reasons for the faults include pad wear, fluid in brakes, mechanical fade, etc. If the fault goes unnoticed, it will result in accidents. Hence, continuous monitoring of brakes will help prevent accidents and will reduce cost by detecting faults at earlier stages.
Condition monitoring is the process of monitoring a system for faults. Fault diagnosis is a systematic approach for detecting faults. Many methods have been reported for detecting faults. Thermal imaging can be used for fault diagnosis of rotary machinery [8] . Model-based fault detection is another method of fault diagnosis [3, 7] . Nowadays, vibration analysis has been focused more on fault diagnosis study since the failure symptoms can be identified using the vibration signature. The vibration signal under good conditions and fault conditions can be analyzed through comparison and decisions can be taken [13] .
Machine learning is a data mining approach for analysing the vibration signal to make a verdict when intervention is required. Machine learning approach has been utilized for fault diagnosis study [12, 17] . In machine learning, the vibration analysis is done through three steps, namely, extraction of features, selection of features and classification of features. Statistical information of a signal was used as features. There are many statistical features [1] . Among them, the contributing features alone were selected for classification using the influence of features [14] . The suggested features were classified using the feature classifier through which the fault categorization accuracy can be predicted. The feature classification process is the process of classifying data into categories. Many classifiers, such as Support Vector Machines [2, 6, 10] , Adapted neuro-fuzzy inference system (ANFIS) [6] , decision tree and best first tree [9] , have been reported for the fault diagnosis of various applications. To enhance the characterization precision a point by point study is required. Hence, an attempt has been made on brake fault diagnosis using Simple logistics, logistics, and multinominal regression algorithms. Figure 1 shows the flow chart of fault diagnosis by using classifiers. 
Experimental Setup and Experimental Procedure
A hydraulic brake system setup was fabricated as an experimental setup ( Figure 2 ). Brake test rig was fabricated from Maruti's hydraulic brake system. The test rig consistis of a drive shaft which includes a disc brake and drum brake. The shaft was driven by an electric Motor (1 HP) using a belt drive. Test rig size is 80×80×20 cm. A piezoelectric uniaxial accelerometer was used to acquire the vibration signals through a data acquisition system (DAQ -Model NI 4432) system. A LabVIEW program was used to store the acquired signals [10] .
At first, the brake componenets with good conditions were considered for the initial experiments. The relavant vibration signals were captured using an uni-axial accelerometer from the hydraulic brake system set up under the following settings. The most frequently occurring faults were simulated one at a time while other components remained in good condition, and the corresponding vibration signals were acquired [9] . The simulated faults are as follows: Air in the brake fluid (AIR), Oil spill on the disc brake (BOS), Drum brake pad wear (DRPW) (Figure 3 (a)), Inner brake pad wear -uneven (UDPWI), Uneven brake pad wearinner and outer (UDPWIO), inner brake pad weareven (DPWI), Even brake pad wearinner and outer (DPWIO), (Figure 3 (b) ), Mechanical fade -drum brake (DRMF) (Figure 3 (c)), Reservoir leak (RL). The vibration signals under each simulated fault conditions were captured. Feature extraction and feature selection were then carried out from the captured signals. Figure 4 shows the schematic of the data acquisition process. 
Feature Extractions and Selections
Feature extraction is a process of extracting information from the acquired signals. Feature extraction is a dimensionality reduction approach that simplifies the large set of data by extracting the minimum number of elements that are important. A fairly wide set of statistical parameters, namely standard deviation, mean, mode, count, median, kurtosis, standard error, maximum, sample Variance, minimum and skewness were extracted from vibration signals.
Feature selection is the process of selecting suitable features for building the classification model. It is necessary to remove redundant features from the features set. Irrelevant instances do not provide useful information in any context. In this study, feature selection was carried out using a decision tree. A decision tree algorithm was used to classify the extracted features. The output was obtained as a tree structure called decision tree. Using the top-down approach the contributing features were selected. The feature selection process was verified using the effect of features on the classification accuracy.
Feature Classification
The selected features were classified using the machine learning algorithms, namely, simple logistic, logit boost and multinomial regression.
Simple logistics
Simple logistics classifier is used for building linear logistic regression models. Logistic regression is used to create some relationship between a categorical response variable and predictor variable. Linear Regression creates a relationship between independent (X) and dependent variable (Y) using a best fit line called a regression line. Logistic regression with independent variable will find the probability that an event may occur (Sumner et al, 2005) . Simple linear regression has only one independent variable. The simple logistics can be expressed by an equation
where n is intercept, m is slope of the line and e is error term.
The best fit straight line was accomplished by reducing the sum of the squares of the perpendicular deviations from each data point to the line [4] .
Multi Nominal Regression
If the power of independent variable is greater than 1 in a regression equation, then, the equation is called as a polynomial regression equation. It constructs a function to set up a relation between weights, outcome, and input. y=n + m * x 2 (2) In this technique, the best fit line is a curve that fits into the data points. From the trained data or outcomes and inputs are known we set up a relationship. It considers the probability of falling into a particular class. Instead of using each variable at a time, it will take into consideration whole classes or categories to find a relationship. Using this relationship, it can predict the outcome if the new data point is given [18] .
Logit Boost
Logit boost also known as logistic regression is mainly used for classification. It combines the weak classifiers to get a strong single classifier [12] . Logistic regression with independent variable will find the probability that an event may occur. The value produced is between 0.0 and 1.0. It set some cut point to decide the category. It uses the probability function to predict the category [11] .
(1 )
Where Yi is probability with which ith falls case in a category. 1 1 .
It trains the classifier and gives weight to the features. It reduces the error of classifier at the next iteration. Then, it predicts the value using Bayes rule [5] .
Results and Discussion
From the vibration signal, twelve statistical features, namely, standard error, count, sample variance, mean, kurtosis, median, skewness, standard deviation, minimum, maximum, range, sum were extracted from the vibration signals. Using the effect of a number of features study, the feature selection was done.
Effect of Number of Features
Twelve statistical features were classified using the decision tree algorithm. The decision tree was obtained as an output. It shows the contributing features in the form of the top-down approach. Effect of number of features is shown in Table 1 . Using the decision tree, the order of features was decided according to the effect of each feature on classification. For each set of features, the classification accuracy was noted down. Maximum accuracy is given by Logit boost with seven features. From the logit boost, the seven features, namely, mean, kurtosis, standard Error, median, sample variance, standard deviation, and skewness were selected. Fall of accuracy due to as number accuracy increases the complexity increases and it confuses the classifier. Using the decision tree, the order of features was decided based on the effect of each feature on the classification accuracy. For each set of features, the classification accuracy was noted down. Maximum accuracy is given by Logit boost with seven features.
From the logit boost, the following seven features were selected: Mean, Standard Error, Median, Standard Deviation, Sample Variance, Kurtosis, and Skewness. Fall of accuracy due to as number accuracy increases the complexity increases and it confuses the classifier. 
Feature Classification using Simple Logistics
Referring to Table 1 , the simple logistic algorithm produced maximum classification accuracy with five features. The top five features alone were separated from the all feature set and were classified using the simple logistics algorithm. The obtained results were shown in a confusion matrix ( Table 2 ).
In the confusion matrix, the diagonal element shows the data points that were correctly classified and the nondiagonal elements that were misclassified data points. The first element in the first row in the confusion matrix represents the number of data sets corresponding to "GOOD" condition. In the confusion matrix, the first column (except diagonal element) represents how many data sets were wrongly categorized as the other fault condition. The first element in the first column signifies how many data points were correctly classified as "GOOD" condition. Among the 55 data sets belonging to GOOD condition, all data points were categorized correctly as "GOOD" condition. Hence there was no mis-classification. Similarly, the second element in the second row in the confusion matrix represents "AIR" condition. The second element in the second row column refers to how many data sets belong to "AIR" condition, and how many were classified correctly as "AIR" condition. The non-diagonal elements represent how many data sets belonging to the "AIR" condition that were wrongy classified as other fault conditions. In this fashion, among the 55 data sets, 54 data points were categorized correctly as "AIR", and one data point was wrongly classified as "DRPW" condition. In this fashion, the classification accuracies were found and the following results were obtained. In this case, the classification accuracy was obtained as 93.82 %. 
Feature Classification using Multi Nominal Regression
Referring to Table 1 , the multinominal regression algorithm produced maximum classification accuracy at ten features. The top ten features, namely, standard error, skewness, sample variance, kurtosis, minimum, mean, median, maximum, range and standard deviation, were selected and were classified using the multinominal regression algorithm. The result was obtained as a confusion matrix and is shown in 
Feature Classification using Logit boost algorithm
Referring to Table 1 , the Logit boost (Logistic regression) algorithm produced maximum classification accuracy at seven features. The top seven features, namely, median, standard error, kurtosis, sample variance, skewness, minimum and mean were selected. The logit boost algorithm was used for classification. Table 4 shows the results obtained from the algorithm. The classification accuracy of Logit boost algorithm was 98.91 %. Comparatively, the logit boost produced better classification accuracy than the other two classifiers, namely, simple logistics and multinominal logistics algorithm. The detailed accuracy by class of the logit boost is shown in Table 5 . The following summarized results were obtained through logit boost algorithm. Category  GOOD  AIR  BOS  DPWI  DPWIO  UDPWI  UDPWIO  DRMF  DRPW  RL  GOOD  55 Referring to Table 5 , the detailed accuracy by individual class can be studied. In pattern recognition, precision is the fraction of retrieved instances that are relevant, while recall is the fraction of relevant instances that are retrieved. True Positive (TP) rate measures the proportion of positives that are correctly identified as true, and False Positive (FP) rate measures the proportion of negatives that are correctly identified as a false class. For an ideal classifier, TP rate should be 1 and the FP rate should be 0. For GOOD condition, there is no misclassification; hence, the TP rate is 1 and FP rate is zero. For RL condition, one data point has been misclassified as other fault condition. Hence, the true positive rate is 0.989 (54/55) and the FP rate is 0.001 (1/55). Overall, the classification accuracy is maximum with the logit boost algorithm. Table 6 shows the comparative results of all other classifiers. 
Conclusions
In this paper, the simple logistics, multinominal regression and logit boost algorithms were used as classifiers to classify the vibration data from the brake test rig. The frequently arising faults were considered. The vibration signal was acquired under each simulated fault condition using an accelerometer. From the vibration signals, twelve sets of statistical features were extracted. The dominant features alone were selected for classification. The suggested features were classified using simple logistics, multinominal regression and logit boost algorithm. Results were compared and it is observed that the logit boost with seven features can give the maximum accuracy of 98.91 %. Hence, the logit boost classifier can be used for the brake fault diagnosis study for reducing accidents and improving safety on the road.
