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Abstract
Edmonds’ fundamental theorem on arborescences characterizes the existence
of k pairwise arc-disjoint spanning arborescences with prescribed root sets in a
digraph. In this paper, we study the arborescences’ extending with more restricted
conditions on the root sets. Let D = (V + x,A) be a digraph, P = {I1, . . . , Il} be
a partition of [k], c1, . . . , cl, c
′
1, . . . , c
′
l be nonnegative integers such that cα ≤ c
′
α for
α ∈ [l], F1, . . . , Fk be k arc-disjoint x-arborescences in D such that
∑
i∈Iα
d+Fi(x)
≤ c′α for α ∈ [l]. We give a characterization on when F1, . . . , Fk can be completed
to arc-disjoint spanning x-arborescences F ∗1 , . . . , F
∗
k such that for any α ∈ [l],
cα ≤
∑
i∈Iα
d+F ∗i
(x) ≤ c′α. Our new results extend Edmonds’ above fundamental
theorem, some applications of our results on the covering and packing of digraphs
by branchings are also presented.
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1 Introduction
In this paper, all digraphs are considered to be multiple, that is, it can have multiple
arcs but no loops. Let Ω be a set, u /∈ Ω and v ∈ Ω. For simplicity, we write Ω + u and
Ω − v instead of Ω ∪ {u} and Ω \ {v} respectively. Let D = (V + x,A) be a digraph,
and X, Y ⊆ V + x. Denote by [X, Y ]D the number of arcs in D with their tails in X
and heads in Y . Sometimes, instead of [X, Y ]D, we write a(X) when X = Y ; d
+
D(X) or
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†Corresponding author, grant number: NSFC 11871439. E-mail: dyang@zjnu.edu.cn.
1
Arborescences’ extending, branching covering and packing 2
d−D(Y ) when Y = X ; [x0, Y ]D when X = {x0}, and [X, y0]D when Y = {y0}, respectively.
We drop the subscripts D in the above notations when D is clear from the context. For
simplicity, we suppose that there is no differences between the arc set A0 of D and the
spanning subdigraph of D with arc set A0.
A subdigraph F (it may not be spanning) of D is called an x-arborescence if its
underlying graph is a tree and for any u ∈ V (F ), there is exactly one directed path in
F from x to u. The vertex x is called root of the arborescence. A branching B in D
is a spanning subdigraph each component of which is an arborescence, and the root set
R(B) of B consists of all roots of its components. Let c be a positive integer. We call B
a c-branching, c+-branching and c−-branching if |R(B)| = c, |R(B)| ≥ c and |R(B)| ≤ c,
respectively.
The c-branching is a directed version of c-forests in graphs. The covering and packing
of graphs by c-forests were first considered by Chen et al. [7], further studied in [8];
their extensions and also matroidal version have been studied in [13]. The covering
and packing of digraphs by branchings have been widely interested and studied (cf.
[5, 9, 16, 10, 11]), and a lot of variations and generalizations have been developed, see
the book of Schrijver [19] or a recent survey by Kamiyama [14]. Very recently, Be´rczi
and Frank have a series of work [1, 2, 3, 4] which is closely related to this topic.
In this paper, we are mainly interested in arborescences’ extending of digraphs; as
applications of our new results, we shall also discuss some covering and packing of
digraphs by branchings. The following fundamental result of Edmonds [9] is the base of
all our results in this paper.
Theorem 1.1 ([9]) Let D be a digraph and R1, . . . , Rk are nonempty subsets of V (D).
There exist arc-disjoint branchings Bi, i = 1, . . . , k, with root sets Ri if and only if for
any ∅ 6= X ⊆ V (D), d−(X) ≥ |{Ri : Ri ∩X = ∅}|.
Edmonds [9] also studied the problem of packing arc-disjoint spanning arborescences.
Theorem 1.2 ([9]) Digraph D = (V,A) has k arc-disjoint spanning arborescences (pos-
sibly rooted at different vertices) if and only if for any disjoint subsets X1, . . . , Xt of V ,
t∑
j=1
d−(Xj) ≥ k(t− 1).
Let F1, . . . , Fk be arc-disjoint x-arborescences in D, [k] denote the index set of
Fi. For I ⊆ [k], I = [k] \ I. For X ⊆ V , denote d
−
1 (X) = d
−
A\∪ki=1Fi
(X), d−2 (X) =
d−
A\(∪ki=1Fi∪E
+(x))
(X), for simplicity. Note that d−1 (X) = d
−
2 (X) + [x,X ]A\∪ki=1Fi. Denote
PI(X) = {i ∈ I : X ∩ V (Fi) = ∅}.
In particular, we write P (X) for P[k](X) and Pi(X) for P{i}(X). For u ∈ V , define
wI(u) =
{
min{|{i ∈ I : u /∈ V (Fi)}|, [x, u]A\∪ki=1Fi}, if u ∈ N
+(x),
0, if u ∈ V \N+(x).
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Generally, for a set function f : Ω→ R, define f˜ : 2Ω → R as f˜(X) =
∑
x∈X f(x), where
X ⊆ Ω.
Frank remarked Theorem 1.1 is equivalent to the following (this remark was men-
tioned in [20]):
Theorem 1.3 ([20]) Let D = (V + x,A) be a digraph, F1, . . . , Fk be k arc-disjoint x-
arborescences. They can be completed to k arc-disjoint spanning x-arborescences if and
only if for any ∅ 6= X ⊆ V ,
d−
A\∪ki=1Fi
(X) ≥ |P (X)|. (1)
The following extension is due to Cai [5] and Frank [10].
Theorem 1.4 ([5, 10]) Let f : V → N and g : V → N be lower and upper bounds for
which f ≤ g. A digraph D = (V,A) includes k disjoint spanning arborescences so that
each node v is the root of at least f(v) and at most g(v) of these arborescences if and
only if (i) f˜(V ) ≤ k; (ii) for any disjoint nonempty subsets X1, . . . , Xt of V ,
t∑
j=1
d−(Xj) ≥ k(t− 1) + f˜(V \ ∪
t
j=1Xj); (2)
and (iii) for every subset ∅ 6= X ⊆ V , g˜(X) ≥ k − d−(X).
Note that the condition (i) f˜(V ) ≤ k can be interpreted as the inequality in (2) written
for t = 0.
Our first main result is the following theorem, which also generalizes Theorem 1.1;
it is intended to characterize the situation of arborescences’ extending with their root
having large degrees.
Theorem 1.5 For digraph D = {V + x,A} and integer k > 0, let {I1, . . . , Il} be a
partition of [k], c1, . . . , cl be nonnegative integers. Suppose F1, . . . , Fk are arc-disjoint x-
arborescences in D, then they can be completed to k arc-disjoint spanning x-arborescences
F ∗1 , . . . , F
∗
k such that
∑
i∈Iα
d+F ∗i
(x) ≥ cα for α ∈ [l] if and only if for any disjoint subsets
X1, . . . , Xt of V and any subset I as a union of some of I1, . . . , Il,
t∑
j=1
d−
A\∪k
i=1
Fi
(Xj) ≥
t∑
j=1
|PI(Xj)|+
∑
Iα⊆I
(cα −
∑
i∈Iα
d+Fi(x))− w˜I(V \ ∪
t
j=1Xj). (3)
In particular, when t = 0, (3) becomes
w˜I(V ) ≥
∑
Iα⊆I
(cα −
∑
i∈Iα
d+Fi(x)). (4)
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Note that Theorem 1.3 is a special case of Theorem 1.5. To see this, let Ii = {i}
(1 ≤ i ≤ k), l = [k], and c1 = . . . = ck = 0, then (1) implies that for any disjoint subsets
X1, . . . , Xt of V , I ⊆ [k], d
−
A\∪ki=1Fi
(Xj) ≥ |P (Xj)| ≥ |PI(Xj)|, and thus (3) holds.
A decomposition of a graph G is a set of edge-disjoint subgraphs with union G.
The arboricity of G is the minimum size of a decomposition of G into forests. The
fractional arboricity of G, introduced by Payan [18] (also [6]) and here denoted Υ1(G), is
defined by Υ1(G) = max∅ 6=H⊆G
|E(H)|
|V (H)|−1
. The Arboricity Theorem of Nash-Williams [17]
characterizes when a graph has arboricity at most k.
For a digraphD, let γ(D) := maxX⊆V (D),|X|>1
a(X)
|X|−1
. Frank [11] obtained the following
theorem as a corollary of Theorems 1.1 and 1.3.
Theorem 1.6 ([11]) A digraph D can be decomposed into k branchings if and only if
∆−(D) ≤ k and γ(D) ≤ k.
As an application of Theorem 1.5, we deduce the following theorem, which is a
strengthened version of Theorem 1.6.
Theorem 1.7 For digraph D and integer k > 0, suppose ∆−(D) ≤ k, γ(D) ≤ k and
c = kv(D) − a(D). Then D can be decomposed into k branchings, each of which is a
⌊ c
k
⌋-branching or ⌈ c
k
⌉-branching.
Our second main result characterizes arborescences’ extending with their root being
degree bounded, which in some sense is the dual of Theorem 1.5.
Theorem 1.8 Let D = {V + x,A} be a digraph, k > 0 be an integer. Let {I1, . . . , Il}
be a partition of [k] and c′1, . . . , c
′
l be nonnegative integers. Let F1, . . . , Fk be arc-disjoint
x-arborescences in D such that
∑
i∈Iα
d+Fi(x) ≤ c
′
α for 1 ≤ α ≤ l. Then they can be com-
pleted to k arc-disjoint spanning x-arborescences F ∗1 , . . . , F
∗
k such that
∑
i∈Iα
d+F ∗i (x) ≤ c
′
α
for 1 ≤ α ≤ l if and only if the following two conditions hold:
(i) for any nonempty X ⊆ V , (1) holds.
(ii) for any disjoint X1, . . . , Xt ⊆ V and I ⊆ [k] as a union of some of I1, . . . , Il,
t∑
j=1
(|PI(Xj)| − d
−
A\(∪ki=1Fi∪E
+(x))
(Xj)) ≤
∑
Iα⊆I
(c′α −
∑
i∈Iα
d+Fi(x)). (5)
As an application of Theorem 1.8, we deduce the following corollary, which is due to
Be´rczi and Frank [1, Thorem 23], and is a generalization of Theorem 1.1.
Corollary 1.9 ([1]) Let D be a digraph and c1, . . . , ck be positive integers. Then there
exist k arc-disjoint branchings B1, . . . , Bk with |R(Bi)| = ci in D if and only if for any
disjoint subsets X1, . . . , Xt of V (D),
t∑
j=1
d−D(Xj) ≥
k∑
i=1
(t− ci)
+; where z+ := max{z, 0}, for z ∈ Z.
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Combining our two main results (Theorems 1.5 and 1.8), we have the following result
which characterizes arborescences’ extending with their root degrees having both lower
bounds and upper bounds.
Theorem 1.10 Let D = {V + x,A} be a digraph, k > 0 be an integer. Let {I1, . . . , Il}
be a partition of [k], c1, . . . , cl, c
′
1, . . . , c
′
l be nonnegative integers such that cα ≤ c
′
α for
1 ≤ i ≤ l. Let F1, . . . , Fk be arc-disjoint x-arborescences in D such that
∑
i∈Iα
d+Fi(x) ≤
c′α for 1 ≤ α ≤ l. Then they can be completed to k arc-disjoint spanning x-arborescences
F ∗1 , . . . , F
∗
k such that cα ≤
∑
i∈Iα
d+F ∗i (x) ≤ c
′
α for 1 ≤ α ≤ l if and only if for any disjoint
X1, . . . , Xt ⊆ V (D) and any I ⊆ [k] as a union of some of I1, . . . , Il,
(i) (3) holds. In particular, when t = 0, (3) implies (4) holds;
(ii) (5) holds.
As an application of Theorem 1.10, we shall deduce a result that is first discovered
by Be´rczi and Frank ([2, Theorem 3]); this is explained in Section 5.
This paper is organized as follows. In Section 2, we shall study the arborescences’
extending with their root x having large degrees; prove Theorem 1.5. As applications, we
shall study branching covering of digraphs, present Corollar 2.4, and deduce Theorem 1.7
from it. In Section 3, we shall introduce the set D(Ω) that consists of all families of
disjoint subsets of a finite set Ω, define a partial order ≤ on D(Ω); and study this
partial order by some kinds of bi-set-operations (which we name them as “positively
intersecting elimination operations”). This section serves as preparation for the proof
of Theorem 1.8. In Section 4, we shall study arborescences’ extending with their root x
being degree bounded, prove Theorem 1.8. As an application, we give a characterization
for the existence of arc-disjoint c−-branchings, whose root sets contain given vertices; this
will be Corollary 4.10; then we shall deduce Corollary 1.9 from Corollary 4.10. We shall
also prove Theorem 1.10 by combining Theorems 1.5 and 1.8. The final Section 5 contains
some remarks. We use the framework on bipartite graphs and supermodular functions
(which is due to Lova´sz [15]) doing some examinations on our work of arborescences’
extending.
2 Arborescences’ extending with their root x having
large degrees, and branching covering
Let Ω be a finite set. Two subsets X, Y ⊆ Ω are said to be intersecting if X ∩ Y 6= ∅
and positively intersecting if X ∩ Y , X \ Y , and Y \X 6= ∅. An (positively) intersecting
submodular function is a set function f : 2Ω → R, where 2Ω denotes the power set of Ω,
which satisfies the condition: for every positively intersecting pair S, T ⊆ Ω (such that
f(X), f(Y ) > 0), we have that f(S)+ f(T ) ≥ f(S ∪T )+ f(S ∩T ). If −f is (positively)
intersecting submodular, then f is said to be (positively) intersecting supermodular.
Let D = (V +x,A) be a digraph, and F1, . . . , Fk be arc-disjoint x-arborescences in D.
SupposeX, Y ⊆ V +x, X∩Y 6= ∅, and I ⊆ [k]. Recall that d−(X)+d−(Y ) ≥ d−(X∪Y )+
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d−(X ∩Y ). Also, it is easy to check that |PI(X)|+ |PI(Y )| ≤ |PI(X ∪Y )|+ |PI(X ∩Y )|.
Hence, both the functions d− and d− − |PI | are intersecting submodular.
Lemma 2.1 Suppose f : 2Ω → R is intersecting submodular and nonnegative. If
f(X) = f(Y ) = 0 and X ∩ Y 6= ∅, then f(X ∪ Y ) = f(X ∩ Y ) = 0.
Proof. If X ⊆ Y or Y ⊆ X , then the lemma clearly holds. Suppose X and Y are
positively intersecting; since 0 = f(X) + f(Y ) ≥ f(X ∪ Y ) + f(X ∩ Y ) ≥ 0, we have
f(X ∪ Y ) = f(X ∩ Y ) = 0.
Proof of Theorem 1.5. (⇒) Necessity: For i ∈ I and 1 ≤ j ≤ t, since x-arborescence
Fi can be completed to spanning x-arborescences F
∗
i , we have d
−
F ∗i \Fi
(Xj) ≥ |Pi(Xj)|.
Hence,
t∑
j=1
d−∪i∈IF ∗i \Fi
(Xj) =
t∑
j=1
∑
i∈I
d−
F ∗i \Fi
(Xj) ≥
t∑
j=1
∑
i∈I
|Pi(Xj)| =
t∑
j=1
|PI(Xj)|. (6)
For u ∈ V \ ∪tj=1Xj, note that for any i0 ∈ I, [x, u]F ∗i0\Fi0
≤ 1 and the equality holds
only if u /∈ V (Fi0); thus [x, u]∪i∈IF ∗i \Fi ≤ min{|{i ∈ I : u /∈ V (Fi)}|, [x, u]A\∪ki=1Fi} =
wI(u). For Iα ⊆ I, since
∑
i∈Iα
d+F ∗i (x) ≥ cα, d
+
∪i∈IαF
∗
i \Fi
(x) ≥ cα −
∑
i∈Iα
d+Fi(x). Therefore,
t∑
j=1
d−∪
i∈IF
∗
i \Fi
(Xj) +
∑
u∈V \∪tj=1Xj
wI(u)
≥
t∑
j=1
[x,Xj ]∪
i∈IF
∗
i \Fi
+
∑
u∈V \∪tj=1Xj
[x, u]∪
i∈IF
∗
i \Fi
= [x, V ]∪
i∈IF
∗
i \Fi
=
∑
i∈I
d+
F ∗i \Fi
(x) =
∑
Iα⊆I
∑
i∈Iα
d+
F ∗i \Fi
(x)
≥
∑
Iα⊆I
(cα −
∑
i∈Iα
d+Fi(x)).
(7)
Combining (6) and (7), we have
t∑
j=1
d−
A\∪k
i=1
Fi
(Xj) ≥
t∑
j=1
d−
∪k
i=1
F ∗
i
\Fi
(Xj) =
t∑
j=1
d−∪i∈IF ∗i \Fi
(Xj) +
t∑
j=1
d−∪
i∈IF
∗
i \Fi
(Xj)
≥
t∑
j=1
|PI(Xj)|+
∑
Iα⊆I
(cα −
∑
i∈Iα
d+Fi(x))−
∑
u∈V \∪tj=1Xj
wI(u).
(⇐) Sufficiency: The proof is by induction on the number τ of α ∈ [l] such that∑
i∈Iα
d+Fi(x) < cα. If τ = 0, then by setting t = 1 and I = [k] in (3), we deduce from
Theorem 1.3 that F1, . . . , Fk can be completed to be spanning. For the induction step,
suppose τ ≥ 1. For an arc e ∈ A, denote the head of e by h(e).
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Claim 2.2 For any fixed α0 ∈ [l] with
∑
i∈Iα0
d+Fi(x) < cα0, there exists e0 ∈ E
+
A\∪ki=1Fi
(x)
and i0 ∈ Iα0 such that h(e0) /∈ V (Fi0) and (1) still holds after we do Fi0 := Fi0 + e0.
Proof. Suppose, to the contrary, that for any e0 ∈ E
+
A\∪ki=1Fi
(x) and i0 ∈ Iα0 such that
h(e0) /∈ V (Fi0), (1) does not hold after we do Fi0 := Fi0 +e0. By (4) and the assumption
of this claim (let I = Iα0 in (4)), we have
w˜Iα0 (V ) ≥ cα0 −
∑
i∈Iα0
d+Fi(x) > 0.
Let u ∈ V such that wIα0 (u) > 0. Since
wIα0 (u) = min{|{i ∈ Iα0 : u /∈ V (Fi)}|, [x, u]D−∪ki=1Fi} > 0,
there exists e0 ∈ E
+
A\∪ki=1Fi
(x) with h(e0) = u and {i ∈ Iα0 : u /∈ V (Fi)} 6= ∅. For any
i0 ∈ {i ∈ Iα0 : u /∈ V (Fi)}, since (1) does not hold after we do Fi0 := Fi0+e0, there exists
Xi0 ⊆ V such that u ∈ Xi0, d
−
A\∪ki=1Fi
(Xi0) = |P (Xi0)| and Xi0 ∩ V (Fi0) 6= ∅. Choose a
maximal Xu ⊆ V subject to u ∈ Xu and d
−
A\∪ki=1Fi
(Xu) = |P (Xu)|. Since u ∈ Xu ∩Xi0 ,
by Lemma 2.1, d−
A\∪ki=1Fi
(Xu ∪ Xi0) = |P (Xu ∪ Xi0)|. By maximality of Xu, we have
Xi0 ⊆ Xu; combining Xi0 ∩ V (Fi0) 6= ∅, we know that Xu ∩ V (Fi0) 6= ∅. Hence, for any
i ∈ Iα0 , Xu ∩ V (Fi) 6= ∅. So P (Xu) = PIα0 (Xu) and d
−
A\∪ki=1Fi
(Xu) = |PIα0 (Xu)|.
Also by Lemma 2.1 and the maximality, for any u, v ∈ V such that wIα0 (u), wIα0 (v) >
0, we have either Xu = Xv or Xu ∩Xv = ∅. If we regard F = {Xu : where wIα0 (u) > 0}
as disjoint subsets of V and let I = Iα0 in (4), then (3) implies that∑
X∈F
d−
A\∪ki=1Fi
(X) ≥
∑
X∈F
|PIα0 (X)|+ cα0 −
∑
i∈Iα0
d+Fi(x). (8)
However, for any u ∈ V such that wIα0 (u) > 0, d
−
A\∪ki=1Fi
(Xu) = |PIα0 (Xu)|, which implies∑
X∈F
d−
A\∪ki=1Fi
(X) =
∑
X∈F
|PIα0 (X)|. (9)
By (8) and (9), we have
∑
i∈Iα0
d+Fi(x) ≥ cα0 , a contradiction to the assumption.
For disjoint subsets X1, . . . , Xt of V and I ⊆ [k] as a union of some of I1, . . . , Il,
define
F (X1, . . . , Xt; I) :=
t∑
j=1
d−
A\∪ki=1Fi
(Xj) +
∑
u∈V \∪tj=1Xj
wI(u)
−
t∑
j=1
|PI(Xj)| −
∑
Iα⊆I
(cα −
∑
i∈Iα
d+Fi(x)).
The following claim observes the updates of F (X1, . . . , Xt; I) after we do Fi0 :=
Fi0 + e0 for some i0 ∈ Iα0 ⊆ [k] and e0 ∈ E
+
D−∪ki=1Fi
(x) such that h(e0) /∈ V (Fi0).
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Claim 2.3 If Iα0 ⊆ I, then F (X1, . . . , Xt; I) is nondecreasing; if Iα0 ⊆ I, then
F (X1, . . . , Xt; I) is decreased by at most 1.
Proof. Observe that, for 1 ≤ j ≤ t, |PI(Xj)| is non-increasing. If h(e0) ∈ ∪
t
j=1Xj ,∑t
j=1 d
−
A\∪ki=1Fi
(Xj) is decreased by 1 and
∑
u∈V \∪tj=1Xj
wI(u) stays the same; if h(e0) /∈
∪tj=1Xj ,
∑t
j=1 d
−
A\∪ki=1Fi
(Xj) stays the same and
∑
u∈V \∪tj=1Xj
wI(u) is decreased by at
most 1. Hence,
∑t
j=1 d
−
A\∪ki=1Fi
(Xj) +
∑
u∈V \∪tj=1Xj
wI(u) is decreased by at most 1. If
Iα0 ⊆ I, then
∑
Iα⊆I
(cα −
∑
i∈Iα
d+Fi(x)) is decreased by 1; if Iα0 ⊆ I, then
∑
Iα⊆I
(cα −∑
i∈Iα
d+Fi(x)) stays the same. This proves the claim.
Toward the proof of the sufficiency of Theorem 1.5, we try to find an α0 ∈ [l], i0 ∈ Iα0 ,
e0 ∈ E
+
D−∪ki=1Fi
(x) such that: (i) h(e0) /∈ V (Fi0); (ii)
∑
i∈Iα0
d+Fi(x) < cα0 ; and (iii) (3)
still holds after we do Fi0 := Fi0 + e0. Add e0 to Fi0 and continue the process until for
any α ∈ [l],
∑
i∈Iα
d+Fi(x) ≥ cα; meanwhile, (3) sill holds. Since (3) implies (1) by setting
I = [k] and t = 1, by Theorem 1.3, Fi can be completed to be spanning.
If τ = 1, then there exists exactly one α0 ∈ [l] such that
∑
i∈Iα0
d+Fi(x) < cα0 .
Pick e0 ∈ E
+
A\∪ki=1Fi
(x) and i0 ∈ Iα0 that is shown existing by Claim 2.2. After we do
Fi0 := Fi0 + e0, for 1 ≤ j ≤ t,
d−
A\∪ki=1Fi
(Xj) ≥ |P (Xj)| ≥ |PI(Xj)|. (10)
If Iα0 ⊆ I, since cα−
∑
i⊆Iα
d+Fi(x) ≤ 0 for Iα ⊆ I, (10) implies (3) still holds. If Iα0 ⊆ I,
then thanks to Claim 2.3, (3) still holds.
Suppose τ ≥ 2, and without loss of generality, suppose
∑
i∈Iα
d+Fi(x) < cα for α = 1, 2.
Since (3) holds for any disjoint subsets X1, . . . , Xt of V and any subsets I as the union of
some of I1∪ I2, I3, . . . , Il, by induction hypothesis, Fi can be completed to k arc-disjoint
spanning x-arborescences F ′i such that
∑
i∈I1∪I2
d+
F ′i
(x) ≥ c1 + c2 and
∑
i∈Iα
d+
F ′i
(x) ≥ cα
for 3 ≤ α ≤ l. Since
∑
i∈I1∪I2
d+
F ′i
(x) ≥ c1 + c2, we have either
∑
i∈I1
d+
F ′i
(x) ≥ c1 or∑
i∈I2
d+
F ′i
(x) ≥ c2, and without loss of generality, suppose the former inequality holds.
Case 1.
∑
i∈I2
d+
F ′i
(x) >
∑
i∈I2
d+Fi(x).
In this case, there exists e0 ∈ E
+
F ′i0
\Fi0
(x) for some i0 ∈ I2. Do Fi0 := Fi0 + e0. Let I
be a union of some of I1, . . . , Il. If I2 ⊆ I, since Fi can be completed to F
′
i for i ∈ I, (6)
holds; since for any Iα ⊆ I,
∑
i∈Iα
d+
F ′
i
(x) ≥ cα, (7) holds. Thus (3) still holds. If I2 ⊆ I,
by Claim 2.3, F (X1, . . . , Xt; I) is nondecreasing, and thus (3) still holds.
Case 2.
∑
i∈I2
d+
F ′i
(x) =
∑
i∈I2
d+Fi(x).
Recall that our proof is by induction on the number τ of α ∈ [l] such that
∑
i∈Iα
d+Fi(x)
< cα. By setting c1 :=
∑
i∈I1
d+Fi(x), the number τ is reduced by 1; by the induc-
tion hypothesis, F1, . . . , Fk can be completed to arc-disjoint spanning x-arborescences
F ′′1 , . . . , F
′′
k such that
∑
i∈I1
d+
F ′′i
(x) ≥
∑
i∈I1
d+Fi(x) and
∑
i∈Iα
d+
F ′′i
(x) ≥ cα for 2 ≤ α ≤ l.
Pick an e0 ∈ E
+
F ′′i0
\Fi0
(x) for some i0 ∈ I2 and do Fi0 := Fi0 + e0.
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Let I be a union of some of I1, . . . , Il. If I1 ⊆ I, since Fi can be completed to F
′′
i for
i ∈ I, (6) holds; since
∑
i∈I d
+
F ′′i
(x) ≥
∑
Iα⊆I
cα, (7) holds. Thus (3) still holds. If I2 ⊆ I,
by Claim 2.3, F (X1, . . . , Xt; I) is nondecreasing, and thus (3) holds.
The only left case is that I1 ⊆ I and I2 ⊆ I. Since
∑
i∈I2
d+Fi(x) < c2 and
∑
i∈I2
d+
F ′i
(x)
=
∑
i∈I2
d+Fi(x) (the assumption of this case),
∑
i∈I1
d+
F ′i
(x) ≥ c1 + c2 −
∑
i∈I2
d+
F ′i
(x) ≥
c1 + 1. Since Fi can be completed to F
′
i for i ∈ I, (6) holds; since
∑
i∈I d
+
F ′i
(x) =∑
i∈I1
d+
F ′i
(x)+
∑
Iα⊆I∪I1
∑
i∈Iα
d+
F ′i
(x) >
∑
Iα⊆I
cα, (7) holds, but the equality of (7) does
not hold. This proves F (X1, . . . , Xt; I) > 0. By Claim 2.3, F (X1, . . . , Xt; I) is decreased
by at most 1 when we do Fi0 := Fi0 + e0, and thus (3) holds.
This finishes the proof of Theorem 1.5. 
Corollary 2.4 A digraph D can be decomposed into k c+-branchings if and only if
∆−(D) ≤ k, γ(D) ≤ k and a(D)
v(D)−c
≤ k.
Proof. The necessity is obviously true. Next, we prove the sufficiency. Using ∆−(D) ≤
k, construct a new digraph D′ from D by adding a new vertex x and arcs from x to
V (D) such that for any u ∈ V (D), d−D′(u) = k. Then since γ(D) ≤ k, for any nonempty
X ⊆ V (D), we have a(X) ≤ k(|X| − 1); it follows that
d−D′(X) =
∑
u∈X
d−D′(u)− a(X) ≥ k|X| − k(|X| − 1) = k. (11)
Since a(D)
v(D)−c
≤ k, we have a(D) ≤ kv(D)− kc; it follows that
[x, V (D)]D′ =
∑
u∈V (D)
d−D′(u)− a(D) = kv(D)− a(D) ≥ kc. (12)
For any partition {X1, . . . , Xt+2} of V (D) and I ⊆ [k], define
G(X1, . . . , Xt+2; I) :=
t∑
j=1
d−D′(Xj)− (t|I|+ c|I| − [x,Xt+1]D′ − |I||Xt+2|).
In the above notation, if I = [k] (and then I = ∅), we have
G(X1, . . . , Xt+2; [k]) =
t∑
j=1
d−D′(Xj)− (tk − [x,Xt+1]D′)
≥
t∑
j=1
d−D′(Xj)− tk ≥ 0; (by (11))
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If I = ∅ (and then I = [k]), we have
G(X1, . . . , Xt+2; ∅) =
t∑
j=1
d−D′(Xj) + [x,Xt+1]D′ + k|Xt+2| − ck
≥
t∑
j=1
[x,Xj]D′ + [x,Xt+1]D′ + k|Xt+2| − ck
≥
t+2∑
j=1
[x,Xj]D′ − ck
(for u ∈ Xt+2, since k = d
−
D′(u) ≥ [x, u]D′ , k|Xt+2| ≥ [x,Xt+2]D′)
≥0. (by (12))
Since G(X1, . . . , Xt+2; I) is linear on |I|, we deduce that G(X1, . . . , Xt+2; I) ≥ 0.
To apply Theorem 1.5, let F1, . . . , Fk be empty subdigraphs ofD
′ with vertex set {x};
for 1 ≤ α ≤ k, let Iα = {α} and cα = c. Then for I ⊆ [k], wI(u) = min{[x, u]D′, |I|}.
For disjoint subsets X1, . . . , Xt of V (D), let Xt+1 := {u ∈ V (D)\∪
t
j=1Xj : [x, u]D′ ≤ |I|}
and Xt+2 := V (D) \ ∪
t+1
j=1Xj. Since PI(Xj) = I,
∑
Iα⊆I
(cα −
∑
i∈Iα
d+Fi(x)) = c|I| and
w˜I(V \ ∪
t
j=1Xj) = [x,Xt+1]D′ + |I||Xt+2|, G(X1, . . . , Xt+2; I) ≥ 0 implies (3) holds.
By Theorem 1.5, D′ has k arc-disjoint spanning x-arborescences F ∗1 , . . . , F
∗
k such that
d+F ∗
i
(x) ≥ c for 1 ≤ i ≤ k. Since a(D′) = kv(D), {F ∗1 , . . . , F
∗
k } is a partition of A(D
′).
This proves that D can be decomposed into k c+-branchings F ∗1 − x, . . . , F
∗
k − x.
Theorem 1.7. For digraph D and integer k > 0, suppose ∆−(D) ≤ k, γ(D) ≤ k and
c = kv(D) − a(D). Then D can be decomposed into k branchings, each of which is a
⌊ c
k
⌋-branching or ⌈ c
k
⌉-branching.
Proof. Applying Theorem 1.6, suppose D can be decomposed into k arc-disjoint
branchings F1, . . . , Fk with |R(Fi)| = ci. Then
∑k
i=1 ci = c. Next we show that if
|ci − cj | > 1, then Fi ∪ Fj can be decomposed into branchings F
′
i and F
′
j such that
||R(F ′i )| − |R(F
′
j)|| ≤ 1. Let D
′ := Fi ∪ Fj . Then 2v(D
′) − a(D′) = ci + cj ≥ 2⌊
ci+cj
2
⌋.
By Corollary 2.4, D′ can be decomposed into two ⌊
ci+cj
2
⌋+-branchings F ′i and F
′
j . Since
|R(F ′i )|+ |R(F
′
j)| = ci + cj , |R(F
′
i )|, |R(F
′
i )| ≤ ⌈
ci+cj
2
⌉. Hence ||R(F ′i )| − |R(F
′
j)|| ≤ 1.
By recursively adjusting Fi and Fj with ci maximum and cj minimum using the above
procedure, we can reduce the set {(i, j) : ||R(Fi)|−|R(Fj)|| is maximum for all i, j ∈ [k]}
until we obtain k branchings, each of which is a ⌊ c
k
⌋-branching or ⌈ c
k
⌉-branching.
3 Positively intersecting elimination operations
Let Ω be a finite set. Let D(Ω) be the set that consists of all families of disjoint subsets
of Ω. We define a partial order ≤ on D(Ω). Suppose F1,F2 ∈ D(Ω). We say F1 is a
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lower bound of F2 (or equivalently, F2 is an upper bound of F1), written as F1 ≤ F2,
if for any X ∈ F1, there exists a Y ∈ F2 such that X ⊆ Y . Denote by F1 ∨ F2 and
F1 ∧ F2 the least common upper bound and the greatest common lower bound of F1
and F2 respectively.
Let F be a multiset, which consists of some subsets of Ω (these subsets do not have
to be different). Let ∪F be the union of elements in F (then ∪F ⊆ Ω). Let x ∈ Ω
and F(x) denote the number of elements in F containing x. If there exist no positively
intersecting pairs in F , then we call F laminar. If there exists a positively intersecting
pair X and Y in F , then we call it a positively intersecting elimination operation (PIEO
for simplicity) on X and Y in F if we obtain F ′ by replacing X and Y with one of the
following three types of subset(s):
Type 1, X ∪ Y and X ∩ Y , denoted as F
1
−→ F ′;
Type 2, X ∪ Y , denoted as F
2
−→ F ′;
Type 3, X ∩ Y , denoted as F
3
−→ F ′.
Let Z1 and Z2 be multisets. Denote by Z1⊎Z2 the multiset union of Z1 and Z2, that
is, for any z, the number of z in Z1 ⊎ Z2 is the total number of z in Z1 and Z2.
From now on till the end of this section, we suppose F1,F2 ∈ D(Ω). We adopt
PIEOs in G0 = F1 ⊎ F2, step by step, and obtain families G0, . . . ,Gi−1,Gi, . . . of subsets
of Ω. Let G ′i be the family of maximal elements in Gi.
Proposition 3.1 For any v ∈ Ω and i ≥ 1 in the above process, Gi−1(v) ≥ Gi(v).
Proof. Suppose we adopt the PIEO on X and Y in Gi−1. Then Gi−1 − {X, Y } =
Gi − {X ∪ Y,X ∩ Y }. For v ∈ Ω, since {X, Y }(v) = {X ∪ Y,X ∩ Y }(v), we have
Gi−1(v) = (Gi−1 − {X, Y })(v) + {X, Y }(v)
= (Gi − {X ∪ Y,X ∩ Y })(v) + {X ∪ Y,X ∩ Y }(v)
≥ Gi(v).
(13)
Proposition 3.2 If X, Y ∈ Gi are positively intersecting, then X, Y ∈ G
′
i.
Proof. Suppose there exists Z ∈ Gi such that X ( Z. For v ∈ X ∩ Y , Gi(v) ≥
{X, Y, Z}(v) ≥ 3; but by Proposition 3.1, Gi(v) ≤ G0(v) = F1(v) + F2(v) ≤ 2; a
contradiction. So X is maximal in Gi, and the same for Y .
Note once we adopt the PIEO on a positively intersecting pair in Gi−1, if Gi−1
2 or 3
−−−→
Gi, then |Gi−1| > |Gi|; if Gi−1
1
−→ Gi, by Proposition 3.2, the number of maximal elements
in Gi−1 is less than that in Gi. Thus the process of PIEOs will terminate. Suppose the
obtained families of subsets of Ω are G0, . . . ,Gn. Then Gn is laminar. Let F3 := G
′
n and
F4 := Gn \ F3. Obviously, F4 ≤ F3.
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Proposition 3.3 Suppose for i0 ∈ [n] and i ∈ [i0], Gi−1
1 or 2
−−−→ Gi. Then for i ∈ [i0]
and Z ∈ G ′i, Z contains an element in G0. In particular, if Z /∈ G0, then Z contains an
element in Fj for j = 1, 2.
Proof. We prove the proposition by induction on i ∈ [i0] and we only need to show
the induction step. Suppose we replace a positively intersecting pair X and Y in Gi−1
with X ∪ Y and possibly X ∩ Y and obtain Gi. By Proposition 3.2, X, Y ∈ G
′
i−1 and
thus X ∪ Y ∈ G ′i. So G
′
i consists of X ∪ Y and all the subsets in G
′
i−1 not contained in
X ∪ Y . Note that, if X, Y ∈ G0, since X and Y are positively intersecting, X and Y do
not belong to the same Fj for j = 1, 2; and thus X ∪ Y contains an element in Fj for
each j = 1, 2. And applying the induction hypothesis, we prove the induction step.
Proposition 3.4 F3,F4 ∈ D(Ω). ∪F4 ⊆ (∪F1) ∩ (∪F2); moreover the equality holds if
and only if Gi−1
1
−→ Gi for i ∈ [n],.
Proof. Since Gn is laminar, we know that F3 ∈ D(Ω) and ∪F3 = ∪Gn. Let u ∈ ∪F4.
Since ∪F4 ⊆ ∪Gn = ∪F3, we know that F3(u),F4(u) ≥ 1. By Proposition 3.1 and
F1,F2 ∈ D(Ω), we have
2 ≤ F3(u) + F4(u) = Gn(u) ≤ G0(u) = F1(u) + F2(u) ≤ 2.
Therefore, F4(u) = 1 and F1(u) = F2(u) = 1. This proves that F4 ∈ D(Ω); u ∈
(∪F1) ∩ (∪F2); and hence, ∪F4 ⊆ (∪F1) ∩ (∪F2).
Suppose for any i ∈ [n], Gi−1
1
−→ Gi. Let v ∈ Ω. Then the equality of (13) holds.
Thus G0(v) = 2, that is v ∈ (∪F1) ∩ (∪F2), implies Gn(v) = 2, that is v ∈ ∪F4. Hence,
(∪F1) ∩ (∪F2) ⊆ ∪F4. Conversely, suppose ∪F4 = (∪F1) ∩ (∪F2). And suppose for
some i0 ∈ [n], we adopted the PIEO of Type 2 or 3 on X and Y in Gi0−1 and obtained
Gi0 . Let w ∈ X ∩ Y . Then 2 = Gi0−1(w) > Gi0(w) = 1. Since G0(w) ≥ Gi0−1(w) >
Gi0(w) ≥ Gn(w), we have G0(w) = 2, that is w ∈ (∪F1) ∩ (∪F2), and Gn(w) ≤ 1, that is
w /∈ ∪F4, a contradiction.
Proposition 3.5 Suppose for i ∈ [n], Gi−1
1 or 2
−−−→ Gi, then the following assertions hold.
(i) F3 = F1 ∨ F2.
(ii) If ∪F2 ⊆ ∪F1, then |F3| ≤ |F1|. The equality holds if and only if F2 ≤ F1.
Proof. First, we show the following claims.
(a) For any Z1 ∈ F1 ∪ F2, there exists Z2 ∈ G
′
i such that Z1 ⊆ Z2.
(b) For any Z3 ∈ G
′
i, there exists Z4 ∈ F1 ∨ F2 such that Z3 ⊆ Z4.
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The proof of these two claims is by induction on i. For the base step, (a) and (b)
hold for G ′0. For induction hypothesis, suppose (a) and (b) hold for G
′
i−1. Suppose we
adopt the PIEO of Type 1 or Type 2 on X and Y in Gi−1.
For (a), suppose Z1 ∈ F1 ∪ F2, by induction hypothesis, there exists Z2 ∈ G
′
i−1 such
that Z1 ⊆ Z2. Then either Z2 ∈ G
′
i or Z2 ⊆ X ∪ Y ; thus (a) holds for G
′
i.
For (b), suppose Z3 ∈ G
′
i. Then either Z3 ∈ G
′
i−1 or Z3 = X ∪ Y . If Z3 ∈ G
′
i−1, by
induction hypothesis, there exists Z4 ∈ F1 ∨ F2 such that Z3 ⊆ Z4. If Z3 = X ∪ Y , by
induction hypothesis, there exist Z5, Z6 ∈ F1 ∨F2 such that X ⊆ Z5 and Y ⊆ Z6. Since
X ∩ Y 6= ∅, thus Z5 ∩ Z6 6= ∅; so Z5 = Z6. Then Z3 ⊆ Z5. Hence, (b) holds.
Now (a) implies F1,F2 ≤ G
′
n = F3. So F1 ∨F2 ≤ F3. And (b) implies F3 ≤ F1 ∨F2.
Hence, (i) holds.
Suppose ∪F2 ⊆ ∪F1. Note that for v ∈ Ω and 0 ≤ i ≤ n, v ∈ ∪Gi if and only if
Gi(v) ≥ 1. Since G0(v) ≥ Gn(v), ∪G0 ⊇ ∪Gn; since ∪F2 ⊆ ∪F1, ∪F1 = ∪G0 ⊇ ∪Gn =
∪F3. By (i), ∪F1 ⊆ ∪F3. This proves ∪F1 = ∪F3.
Also by (i), for any Y ∈ F1, there exists X ∈ F3 such that Y ⊆ X ; since ∪F1 = ∪F3,
for any X ∈ F3, X = ∪{Y ∈ F1 : Y ⊆ X}. Hence, |F3| ≤ |F1|. If F2 ≤ F1, the
equality clearly holds. Conversely, suppose the equality holds. Then for any X ∈ F3,
|{Y ∈ F1 : Y ⊆ X}| = 1, that is, there exists Y ∈ F1 such that X = Y . Hence,
F1 = F3 = F1 ∨ F2, that is F2 ≤ F1.
4 Arborescences’ extending with their root x being
degree bounded
4.1 Proof of Theorem 1.8
(⇒) Necessity: By Theorem 1.3, (1) holds. This proves (i).
To prove (ii), note that for i ∈ [k], since F ∗i is a spanning x-arborescence of D, we
have for X ⊆ V , if X ∩ (V (Fi) ∪ N
+
F ∗i
(x)) = ∅, then d−
F ∗i \(Fi∪E
+(x))(X) ≥ 1. For any
disjoint X1, . . . , Xt ⊆ V and nonempty I ⊆ [k] as a union of some of I1, . . . , Il,
t∑
j=1
|PI(Xj)| −
∑
Iα⊆I
(c′α −
∑
i∈Iα
d+Fi(x))
≤
t∑
j=1
∑
i∈I
|Pi(Xj)| −
∑
Iα⊆I
(
∑
i∈Iα
d+F ∗i
(x)−
∑
i∈Iα
d+Fi(x)) (using
∑
i∈Iα
d+F ∗i
(x) ≤ c′α)
=
t∑
j=1
∑
i∈I
|Pi(Xj)| −
∑
i∈I
(d+F ∗
i
(x)− d+Fi(x))
=
∑
i∈I
(|{Xj|Xj ∩ V (Fi) = ∅}| − (d
+
F ∗
i
(x)− d+Fi(x)))
(14)
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≤
∑
i∈I
|{Xj|Xj ∩ (V (Fi) ∪N
+
F ∗i
(x)) = ∅}| (since |N+F ∗i (x) \ V (Fi)| = d
+
F ∗i
(x)− d+Fi(x))
≤
∑
i∈I
t∑
j=1
d−
F ∗i \(Fi∪E
+(x))(Xj)
=
t∑
j=1
∑
i∈I
d−
F ∗i \(Fi∪E
+(x))(Xj) =
t∑
j=1
d−∪i∈I(F ∗i \(Fi∪E+(x)))
(Xj)
≤
t∑
j=1
d−
A\(∪ki=1Fi∪E
+(x))
(Xj).
(⇐) Sufficiency: Suppose λ is the number of α ∈ [l] such that
∑
i∈Iα
|d+Fi(x)| < c
′
α.
We prove the sufficiency by induction on λ. In the proof, whenever we say I ⊆ [k], we
always mean that I is a union of some elements in {I1, . . . , Il}.
Let I be a nonempty subset of [k], and F be a multiset consisting of some subsets
of V (these subsets do not have to be different). Define
H(I,F) :=
∑
X∈F
(|PI(X)| − d
−
2 (X)), H(I, ∅) := 0;
E1I := {F ∈ D(V ) : H(I,F) =
∑
Iα⊆I
(c′α −
∑
i∈Iα
d+Fi(x)), and |PI(X)| − d
−
2 (X) > 0, X ∈ F};
E2 := {F ∈ D(V ) : H([k],F) =
∑
X∈F
[x,X ]A\∪ki=1Fi, and |P (X)|−d
−
2 (X) > 0 for X ∈ F}.
Note that for X ∈ F ∈ E2, by (1), |P (X)| − d−2 (X) ≤ [x,X ]A\∪ki=1Fi; thus H([k],F) ≤∑
X∈F [x,X ]A\∪ki=1Fi. Since F ∈ E
2, we have H([k],F) =
∑
X∈F [x,X ]A\∪ki=1Fi. It follows
that |P (X)| − d−2 (X) = [x,X ]A\∪ki=1Fi.
Process of PIEOs. Suppose I ⊆ [k], F1 ∈ E
1
I and F2 ∈ E
1
I ∪ E
2. Let G0 = F1 ⊎ F2. If
there exists a positively intersecting pair X and Y in G0. Since both F1,F2 ∈ E
1
I ∪E
2, we
have |PI(X)|−d
−
2 (X), |PI(Y )|−d
−
2 (Y ) > 0. Recall that function |PI |−d
− is intersecting
supermodular, we have
0 < |PI(X)| − d
−
2 (X) + |PI(Y )| − d
−
2 (Y )
≤ |PI(X ∪ Y )| − d
−
2 (X ∪ Y ) + |PI(X ∩ Y )| − d
−
2 (X ∩ Y );
this gives |PI(X ∪ Y )| − d
−
2 (X ∪ Y ) > 0 or |PI(X ∩ Y )| − d
−
2 (X ∩ Y ) > 0. Then
we obtain G1 by replacing X and Y in G0 with the following subsets: (i) X ∪ Y , if
|PI(X ∩ Y )| − d
−
2 (X ∩ Y ) ≤ 0; (ii) X ∩ Y , if |PI(X ∪ Y )| − d
−
2 (X ∪ Y ) ≤ 0; or (iii)
X ∪ Y and X ∩ Y , otherwise. Suppose we adopt PIEOs in G0 in this way, step by step,
and obtain families of subsets of V , G0, . . . ,Gn, until there are no positively intersecting
pairs anymore. Let G ′i be the family of maximal elements in Gi for 0 ≤ i ≤ n. Let
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F3 := G
′
n and F4 := Gn \ F3. If G0 is laminar, then n = 0 and it is not hard to see that
F3 = F1 ∨ F2 and F4 = F1 ∧ F2. By the constructing process of Gn, we have
H(I,F1) +H(I,F2) = H(I,G0) ≤ . . . ≤ H(I,Gn) = H(I,F3) +H(I,F4). (15)
Claim 4.1 Suppose I ⊆ [k], and F1,F2 ∈ E
1
I . Then F3,F4 ∈ E
1
I .
Proof. Since F1,F2 ∈ E
1
I and (15) holds,
2
∑
Iα⊆I
(c′α −
∑
i∈Iα
d+Fi(x)) = H(I,F1) +H(I,F2) ≤ H(I,F3) +H(I,F4).
Since (5) implies both
H(I,F3), H(I,F4) ≤
∑
Iα⊆I
(c′α −
∑
i∈Iα
d+Fi(x)).
Therefore,
H(I,F3) = H(I,F4) =
∑
Iα⊆I
(c′α −
∑
i∈Iα
d+Fi(x)).
Combining the constructing process of Gn, we have F3, F4 ∈ E
1
I .
Claim 4.2 Let I ⊆ [k]. Suppose VI ∈ E
1
I satisfies: (i) ∪VI is minimal; and (ii) subject
to (i), |VI | is maximum. Then VI is minimum in (E
1
I ,≤).
Proof. It suffices to show for any F0 ∈ E
1
I , we have VI ≤ F0.
If G0 is laminar, then F0∧VI = F4 ∈ E
1
I (by Claim 4.1). Since ∪(F0∧VI) ⊆ ∪VI and
∪VI is minimal, thus ∪(F0 ∧ VI) = ∪VI . Combining F0 ∧ VI ≤ VI , for any X1 ∈ VI , we
have X1 = ∪{X2 ∈ F0 ∧ VI : X2 ⊆ X1}; thus |F0 ∧ VI | ≥ |VI |. By the choice (ii) of VI ,
|F0∧VI | ≤ |VI |. So |VI∧F0| = |VI |; and for anyX1 ∈ VI , |{X2 ∈ F0∧VI : X2 ⊆ X1}| = 1,
that is X1 ∈ F0 ∧ VI . Hence, F0 ∧ VI = VI ; this proves VI ≤ F0.
Suppose G0 is not laminar. By Proposition 3.4 (let F1 := F0 and F2 := VI), ∪F4 ⊆
(∪F0) ∩ (∪VI). Since F4 ∈ E
1
I (by Claim 4.1) and ∪VI is minimal, ∪F4 = ∪VI . Thus
∪F4 = (∪F0) ∩ (∪VI)); and by the choice (ii) of VI , |F4| ≤ |VI |.
Since ∪F4 = (∪VI) ∩ (∪F0)), by Proposition 3.4, for any i ∈ [n], Gi−1
1
−→ Gi. Then
for i ∈ [n], |Gi−1| = |Gi|, and thus |F0| + |VI | = |G0| = |Gn| = |F3| + |F4|. Combining
|F4| ≤ |VI |, we have |F0| ≤ |F3|. According to Proposition 3.5 (ii), |F3| ≤ |F0|. Thus
|F3| = |F0|. Then by Proposition 3.5 (ii), we have VI ≤ F0.
For I ⊆ [k], by Claim 4.2, we suppose VI ∈ E
1
I is minimum in (E
1
I ,≤).
Claim 4.3 Suppose I ⊆ [k], and F1,F2 ∈ E
1
I . Then
(i) for any X1 ∈ Fi, i = 1, 2, there exists X2 ∈ VI such that X2 ⊆ X1;
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(ii) F1 ∨ F2 ∈ E
1
I .
Proof. (i) Suppose, to the contrary, without loss of generality, there exists X0 ∈ F1
such that X0 ∩ (∪VI) = ∅ (otherwise, there exists Y ∈ VI , such that X0 ∩ Y 6= ∅; since
both F1,VI ∈ E
1
I ⊆ D(V ), and VI is minimum in (E
1
I ,≤), we deduce that Y ⊆ X0).
Consider VI +X0 and F1 −X0. Since
H(I,VI +X0) +H(I,F1 −X0) = H(I,VI) +H(I,F1) = 2
∑
Iα⊆I
(c′α −
∑
i∈Iα
d+Fi(x)),
where the last equality is due to that both VI ,F1 ∈ E
1
I . By (5),
H(I,VI +X0), H(I,F1 −X0) ≤
∑
Iα⊆I
(c′α −
∑
i∈Iα
d+Fi(x)).
We deduce that H(I,VI + X0) =
∑
Iα⊆I
(c′α −
∑
i∈Iα
d+Fi(x)). Since VI ∈ E
1
I , we have
H(I,VI) =
∑
Iα⊆I
(c′α −
∑
i∈Iα
d+Fi(x)). Thus H(I,VI + X0) = H(I,VI); this gives us
|PI(X0)| − d
−
2 (X0) = 0. On the other hand, since X0 ∈ F1 ∈ E
1
I , we have |PI(X0)| −
d−2 (X0) > 0. This is a contradiction.
(ii) If G0 is laminar, then by Claim 4.1, F1 ∨ F2 = F3 ∈ E
1
I . Suppose G0 is not
laminar. We claim that for all i ∈ [n], Gi−1
1 or 2
−−−→ Gi. Then by Proposition 3.5 (i) and
Claim 4.1, F1 ∨ F2 = F3 ∈ E
1
I . This will finish the proof of (ii).
Suppose, to the contrary, there exists a minimum i0 ∈ [n] such that Gi0−1
3
−→ Gi0 ;
that is, Gi−1
1 or 2
−−−→ Gi for 1 ≤ i ≤ i0 − 1, and we replace a positively intersecting
pair X1 and Y1 in Gi0−1 with X1 ∩ Y1 and obtain Gi0 . Note that by Proposition 3.2,
X1, Y1 ∈ G
′
i0−1
. By Proposition 3.3, there exists X2 ∈ G0 such that X2 ⊆ X1; by (i) of
this claim, there exists X3 ∈ VI such that X3 ⊆ X2. Let v ∈ X3. Since Gi0−1
3
−→ Gi0 and
X3 ⊆ X1 ∪ Y1, we have Gi0(v) < Gi0−1(v). By Proposition 3.1, we have Gi0−1(v) ≤ 2,
and then F3(v) +F4(v) = Gn(v) ≤ Gi0(v) ≤ 1. Since F4(v) ≤ F3(v), we have F4(v) = 0.
However, v ∈ X3 ∈ VI ≤ F4, a contradiction.
For I ⊆ [k], by Claim 4.3 (ii), we suppose UI ∈ E
1
I is maximum in (E
1
I ,≤).
Claim 4.4 Suppose F1 ∈ E
1
[k] and F2 ∈ E
2. Then F1 ∨ F2 ∈ E
1
[k].
Proof. H([k],F4) =
∑
X∈F4
(|P (X)|−d−2 (X))≤
∑
X∈F4
[x,X ]A\∪ki=1Fi = [x,∪F4]A\∪ki=1Fi,
where the inequality is due to (1). Since ∪F4 ⊆ (∪F1)∩ (∪F2) (by Proposition 3.4) and
F2 ∈ E
2,
H([k],F4) ≤ [x,∪F4]A\∪ki=1Fi ≤ [x,∪F2]A\∪ki=1Fi = H([k],F2). (16)
By (5), combining F1 ∈ E
1
[k], we have
H([k],F3) ≤
l∑
α=1
(c′α −
∑
i∈Iα
d+Fi(x)) = H([k],F1). (17)
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Then (16) and (17) give
H([k],F3) +H([k],F4) ≤ H([k],F1) +H([k],F2).
By (15), we have
H([k],F1) +H([k],F2) = H([k],F3) +H([k],F4),
and the “ ≤ ”s of (16) and (17) should be “ = ”s. So
[x,∪F4]A\∪ki=1Fi = [x,∪F2]A\∪ki=1Fi (18)
and H([k],F3) =
∑l
α=1(c
′
α −
∑
i∈Iα
d+Fi(x)). Combining the constructing process of Gn,
we have F3 ∈ E
1
[k].
If G0 is laminar, then F1∨F2 = F3 ∈ E
1
[k]. Suppose G0 is not laminar. We claim that
for all i ∈ [n], Gi−1
1 or 2
−−−→ Gi. Then by Proposition 3.5 (i), F1 ∨ F2 = F3 ∈ E
1
[k].
Suppose otherwise, there exists a minimum i0 ∈ [n] such that Gi0−1
3
−→ Gi0 ; that is,
Gi−1
1 or 2
−−−→ Gi for 1 ≤ i ≤ i0 − 1, and we replace a positively intersecting pair X4 and
Y4 in Gi0−1 with X4 ∩ Y4 and obtain Gi0 . Note that by Proposition 3.2, X4, Y4 ∈ G
′
i0−1.
By Proposition 3.3, there exists X5 ∈ F2 such that X5 ⊆ X4 ∪ Y4. For v ∈ X5, since
Gi0−1
3
−→ Gi0 and X5 ⊆ X4 ∪ Y4, Gi0(v) < Gi0−1(v). By Proposition 3.1, Gi0−1(v) ≤ 2,
and thus F3(v) + F4(v) = Gn(v) ≤ Gi0(v) ≤ 1. Since ∪F4 ⊆ ∪F3, F4(v) = 0. So
X5∩ (∪F4) = ∅; by Proposition 3.4, ∪F4 ⊆ (∪F2) \X5. Recall that since X5 ∈ F2 ∈ E
2,
|P (X5)| − d
−
2 (X5) = [x,X5]A\∪ki=1Fi > 0; thus [x,
⋃
F4]A\∪ki=1Fi = [x,∪F2]A\∪ki=1Fi −
[x,X5]A\∪ki=1Fi < [x,
⋃
F4]A\∪ki=1Fi, a contradiction to (18).
Claim 4.5 Suppose X ∈ U[k] and |P (Y )| − d
−
2 (Y ) = [x, Y ]A\∪ki=1Fi > 0. If X ∩ Y 6= ∅,
then Y ⊆ X.
Proof. Suppose otherwise, that is Y \ X 6= ∅. Let F1 = U[k] and F2 = {Y }. Then
F2  F1 and thus U[k] = F1 < F1 ∨F2. By Claim 4.4, F1 ∨F2 ∈ E1[k], contradicting that
U[k] is maximum in E
1
[k].
The main idea of the proof for the sufficiency of Theorem 1.8 is (i) to find an α0 ∈ [l]
such that (a)
∑
i∈Iα0
d+Fi(x) < c
′
α0
, and (b) after we do c′α0 := c
′
α0
− 1, (5) still holds; or
(ii) to find an α0 ∈ [l], i0 ∈ Iα0 and e0 ∈ E
+(x) \ ∪ki=1Fi such that (a)
∑
i∈Iα0
d+Fi(x) <
c′α0 , (b) h(e0) /∈ V (Fi0), and (c) after we do Fi0 := Fi0 + e0, (1) and (5) still hold.
Continue this process until
∑
i∈Iα
d+Fi(x) = c
′
α for all α ∈ [l]; meanwhile, (5) still holds.
Then (5) implies |P (X)| ≤ d−2 (X) for ∅ 6= X ⊆ V by setting I = [k] and t = 1. So
|P (V )| ≤ d−
A\(∪k
i=1
Fi∪E+(x))
(V ) = 0; and thus P (V ) = ∅, that is V (Fi) − x 6= ∅ for
i ∈ [k]. By Theorem 1.1, there exist arc-disjoint branchings Bi with root set V (Fi)− x
in D − ∪ki=1Fi − x for 1 ≤ i ≤ k. Finally, we obtain F
∗
1 = F1 ∪ B1, . . . , F
∗
k = Fk ∪Bk as
demanded.
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The proof is by induction on the number λ of α ∈ [l] such that
∑
i∈Iα
d+Fi(x) <
c′α. For the base step λ = 0, as explained above. For the induction step, suppose λ ≥ 1;
and without loss of generality,
∑
i∈Iα
d+Fi(x) < cα for 1 ≤ α ≤ λ.
Observation 4.6 Let α0 ∈ [l], i0 ∈ Iα0 and e0 ∈ E
+
A\∪ki=1Fi
(x) such that h(e0) /∈ V (Fi0).
Let Fi0 := Fi0 + e0 and I ⊆ [k]. Then
(i) if I + Iα0, (5) still holds;
(ii) if I ⊇ Iα0,
∑t
j=1(|PI(Xj)| − d
−
2 (Xj)) −
∑
Iα⊆I
(c′α −
∑
i∈Iα
d+Fi(x)) is increased by
at most 1.
Claim 4.7 Suppose I ⊇ ∪λα=1Iα. Then E
1
I ⊆ E
1
[k].
Proof. Let F ∈ E1I . Since for |PI(X)| ≤ |P[k](X)| forX ∈ F ,
∑λ
α=1(c
′
α−
∑
i∈Iα
d+Fi(x)) =
H(I,F) ≤ H([k],F). By (5), H([k],F) ≤
∑λ
α=1(c
′
α−
∑
i∈Iα
d+Fi(x)). Hence, H([k],F) =∑λ
α=1(c
′
α −
∑
i∈Iα
d+Fi(x)), that is, F ∈ E
1
[k].
Claim 4.8 Suppose α0 ∈ [λ]. Then there exists X0 ∈ U[k] and i0 ∈ Iα0 such that
X0 ∩ V (Fi0) = ∅.
Proof. Suppose otherwise, for any X ∈ U[k] and i ∈ Iα0 , X ∩V (Fi) 6= ∅; thus P[k](X) =
P[k]\Iα0(X). Note that U[k] ∈ E
1
[k], and
∑
i∈Iα0
d+Fi(x) < c
′
α0
. Then
H([k] \ Iα0 ,U[k]) = H([k],U[k]) =
λ∑
α=1
(c′α −
∑
i∈Iα
d+Fi(x)) >
∑
α∈[λ]\{α0}
(c′α −
∑
i∈Iα
d+Fi(x)),
However, by (5), H([k] \ Iα0 ,U[k]) ≤
∑
α∈[λ]\{α0}
(c′α −
∑
i∈Iα
d+Fi(x)), a contradiction.
Case 1 (of the induction step): Assume λ = 1.
If E1[k] = ∅, then by Claim 4.7, for I ⊇ I1, E
1
I = ∅. Next we show that, for I ⊇ I1 and
F ∈ D(V ), H(I,F) < c′1 −
∑
i∈I1
d+Fi(x). Therefore, after we do c
′
1 := c
′
1 − 1, (5) still
holds.
Suppose otherwise, that is, there exists F0 ∈ D(V ) such that H(I,F0) = c
′
1 −∑
i∈I1
d+Fi(x). Since c
′
1 −
∑
i∈I1
d+Fi(x) > 0 and H(I, ∅) = 0, F1 = {X ∈ F0 : |PI(X)| −
d−2 (X) > 0} 6= ∅. Since H(I,F0 \ F1) ≤ 0,
H(I,F1) ≥ H(I,F1) +H(I,F0 \ F1) = H(I,F0) = c
′
1 −
∑
i∈I1
d+Fi(x).
On the other hand, by (5), H(I,F1) ≤ c
′
1 −
∑
i∈I1
d+Fi(x). Hence, H(I,F1) = c
′
1 −∑
i∈I1
d+Fi(x). This shows that F1 ∈ E
1
I , a contradiction to E
1
I = ∅.
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Next, suppose E1[k] 6= ∅. By Claim 4.8, there exists X0 ∈ U[k] and i0 ∈ I1 such
that X0 ∩ V (Fi0) = ∅. By Claim 4.3, there exists Y0 ∈ V[k] such that Y0 ⊆ X0. Since
Y0 ∈ V[k] ∈ E
1
[k] and (1) holds, 0 < |P (Y0)| − d
−
2 (Y0) ≤ [x, Y0]A\∪ki=1Fi . So there exists
e0 ∈ E
+
A\∪ki=1Fi
(x) with h(e0) ∈ Y0. Do Fi0 := Fi0 + e0.
To show (1) still holds, it suffices to show for X ⊆ V such that h(e0) ∈ X and
|P (X)| = d−1 (X) before we do Fi0 := Fi0 + e0, (1) still holds. Since h(e0) ∈ X0 ∩ X ,
X ∩X0 6= ∅. By Claim 4.5, X ⊆ X0. Since X0 ∩ V (Fi0) = ∅, X ∩ V (Fi0) = ∅. Hence,
both d−1 (X) and |P (X)| are decreased by 1, and thus (1) still holds.
To show (5) still holds, by Observation 4.6, it suffices to show for I ⊇ I1 and F ∈ E
1
I ,
(5) still holds. By Claim 4.7, F ∈ E1[k]. So V[k] ≤ F ≤ U[k], and there exists a Z0 ∈ F
such that Y0 ⊆ Z0 ⊆ X0. Since X0 ∩ V (Fi0) = ∅, Z0 ∩ V (Fi0) = ∅ and |PI(Z0)| is
decreased by 1. This cancels the increase of d+Fi0
(x), and thus (5) still holds.
Case 2 (of the induction step): Assume λ ≥ 2.
Suppose p, q ∈ [λ] and p 6= q. Since (5) holds for ∅ 6= I ⊆ [k] as a union of
some elements in {I1, . . . , Il} − Ip − Iq + (Ip ∪ Iq), by induction hypothesis, Fi can be
completed to spanning x-arborescence F ′i for 1 ≤ i ≤ k such that
∑
i∈Ip∪Iq
d+
F ′i
(x) ≤ c′p+c
′
q
and
∑
i∈Iα
d+
F ′
i
(x) ≤ c′α for α ∈ [l] \ {p, q}. Note that either
∑
i∈Ip
d+
F ′
i
(x) ≤ c′p or∑
i∈Iq
d+
F ′i
(x) ≤ c′q.
Subcase 2.1 Assume
∑
i∈Ip
d+Fi(x) <
∑
i∈Ip
d+
F ′i
(x) ≤ c′p.
Then there exists e0 ∈ E
+
F ′i0
\Fi0
(x) for some i0 ∈ Ip. Do Fi0 := Fi0 + e0. Due to the
existence of F ′1, . . . , F
′
k, by Theorem 1.3, (1) still holds. For I ⊇ Ip, since
∑
i∈I d
+
F ′i
(x) ≤∑
Iα⊆I
c′α, (14) holds and thus (5) still holds. And by Observation 4.6 (i), (5) holds for
I + Ip. Then we are done with this subcase.
Subcase 2.2 Assume
∑
i∈Iq
d+Fi(x) <
∑
i∈Iq
d+
F ′i
(x) ≤ c′q.
The proof is the same as Subcase 2.1.
Subcase 2.3 (the left case) We have either
∑
i∈Ip
d+Fi(x) =
∑
i∈Ip
d+
F ′i
(x) ≤ c′p or∑
i∈Iq
d+Fi(x) =
∑
i∈Iq
d+
F ′i
(x) ≤ c′q. Recall that
∑
i∈Ip
d+Fi(x) < c
′
p and
∑
i∈Iq
d+Fi(x) < c
′
q.
If
∑
i∈Ip
d+Fi(x) =
∑
i∈Ip
d+
F ′i
(x) < c′p, then for Ip ⊆ I ⊆ [k] \ Iq, since Fi can be
completed to F ′i for i ∈ I such that∑
i∈I
d+
F ′i
(x) =
∑
i∈I\Ip
d+
F ′i
(x) +
∑
i∈Ip
d+
F ′i
(x) ≤
∑
Iα⊆I,α6=p
c′α +
∑
i∈Ip
d+Fi(x) <
∑
Iα⊆I
c′α,
(14) holds but the equality of (14) does not hold. This gives for Ip ⊆ I ⊆ [k]\Iq, E
1
I = ∅.
If
∑
i∈Iq
d+Fi(x) =
∑
i∈Iq
d+
F ′i
(x) < c′q, use similar arguments as above.
We have either (2.3.i) E1I = ∅ for Ip ⊆ I ⊆ [k]\Iq or (2.3.ii) E
1
I = ∅ for Iq ⊆ I ⊆ [k]\Ip.
Claim 4.9 There exists α0 ∈ [λ] such that if I
∗ ⊇ Iα0 and E
1
I∗ 6= ∅, then I
∗ ⊇ ∪λα=1Iα.
Proof. Construct a tournament T on vertex set V (T ) = [λ]: for p, q ∈ [λ], if (2.3.i)
holds, then let pq ∈ A(T ); else, (2.3.ii) holds, then let qp ∈ A(T ). Pick an α0 ∈ [λ] such
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that every vertex of T is reachable from α0. Suppose I
∗ ⊇ Iα0 and I
∗ + ∪λα=1Iα, let
R := {α ∈ [λ]|Iα ⊆ I
∗}. Then α0 ∈ R ( [λ]. Since every vertex in [λ] \ R is reachable
from α0, there exists an arc st with s ∈ R and t ∈ [λ] \ R. Since Is ⊆ I
∗ ⊆ [k] \ It, by
the definition of A(T ), E1I∗ = ∅. Hence, I
∗ ⊇ Iα0 and E
1
I∗ 6= ∅ implies I
∗ ⊇ ∪λα=1Iα.
Suppose α0 is as defined in Claim 4.9. For I ⊇ Iα0 , we have E
1
I ⊆ E
1
[k]. To see this,
consider I∗ ⊇ Iα0 such that E
1
I∗ 6= ∅. Then by Claim 4.9, I
∗ ⊇ ∪λα=1Iα; by Claim 4.7,
E1I∗ ⊆ E
1
[k].
If E1[k] = ∅, then E
1
I = ∅ for I ⊇ Iα0 . Do c
′
α0
:= c′α0 − 1, and (5) still holds.
If E1[k] 6= ∅, by Claim 4.8, there exists X0 ∈ U[k] and i0 ∈ Iα0 such thatX0∩V (Fi0) = ∅.
By the same arguments as in Case 1 (λ = 1), there exist Y0 ∈ V[k] such that Y0 ⊆ X0;
e0 ∈ E
+
A\∪ki=1Fi
(x) with h(e0) ∈ Y0; after we do Fi0 := Fi0 + e0, (1) and (5) still hold.
This finishes the proof of Subcase 2.3, and Theorem 1.8.
4.2 The existence of arc-disjoint c−-branchings
As an application of Theorem 1.8, we give a characterization for the existence of arc-
disjoint c−-branchings, whose root sets contain given vertices.
Corollary 4.10 For digraph D and integer k > 0, let I1, . . . , Il be a partition of [k],
c′1, . . . , c
′
l be nonnegative integers and U1, . . . , Uk be subsets of V (D) with
∑
i∈Iα
|Ui| ≤ c
′
α
for 1 ≤ α ≤ l. Then there exist k arc-disjoint branchings B1, . . . , Bk in D such that
Ui ⊆ R(Bi) for 1 ≤ i ≤ k and
∑
i∈Iα
|R(Bi)| ≤ c
′
α for 1 ≤ α ≤ l if and only if for any
disjoint X1, . . . , Xt ⊆ V (D) and any I ⊆ [k] as a union of some of I1, . . . , Il,
t∑
j=1
(|PI(Xj)| − d
−
D(Xj)) ≤
∑
Iα⊆I
(c′α −
∑
i∈Iα
|Ui|), (19)
where PI(X) = {i ∈ I : X ∩ Ui = ∅}.
Note that the definition of PI(X) in Corollary 4.10 coincides with the original defi-
nition of PI(X) (explained next in the proof).
Proof. We obtain a new digraph D′ from D by adding a new vertex x and k parallel arcs
from x to each vertex in V (D). Let {Fi}
k
i=1 be a family of arc-disjoint x-arborescences
such that V (Fi) = Ui + x and A(Fi) consists of arcs from x to each vertex in Ui for
1 ≤ i ≤ k. Then there exist arc-disjoint branchings B1, . . . , Bk in D such that Ui ⊆
R(Bi) for 1 ≤ i ≤ k and
∑
i∈Iα
|R(Bi)| ≤ c
′
α for 1 ≤ α ≤ l, if and only if in D
′,
F1, . . . , Fk can be completed to k arc-disjoint spanning x-arborescences F
∗
1 , . . . , F
∗
k such
that
∑
i∈Iα
d+F ∗i
(x) ≤ c′α for 1 ≤ α ≤ l. By Theorem 1.8, such x-arborescences exist if
and only if (1) and (5) hold. Note that in D′, (1) clearly holds, and (5) is exactly (19).
This finishes the proof.
In Corollary 4.10, by setting l = [k], Ii = {i} for i ∈ [k], U1 = . . . = Uk = ∅, we have
Corollary 1.9, which is first discovered by Be´rczi and Frank [1, Thorem 23]. Note that
in our approach, it comes from arborescences’ extending, this is different than [1].
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4.3 Proof of Theorem 1.10
The necessity is due to Theorem 1.5 and 1.8. We prove the sufficiency by induction on
the number τ of α ∈ [l] such that
∑
i∈Iα
d+Fi(x) < cα. If τ = 0, then (3) implies (1) (by
setting t = 1 and I = [k] in (3)), we are done by Theorem 1.8.
Suppose τ ≥ 1, and α0 ∈ [l] with
∑
i∈Iα0
d+Fi(x) < cα0 . By setting cα0 :=
∑
i∈Iα0
d+Fi(x)
and the induction hypothesis, F1, . . . , Fk can be completed to arc disjoint spanning
x-arborescence F ′1, . . . , F
′
k such that cα ≤
∑
i∈Iα
d+
F ′i
(x) ≤ c′α for α ∈ [l] \ {α0} and∑
i∈Iα0
d+
F ′i
(x) ≤ c′α0 . If
∑
i∈Iα0
d+
F ′i
(x) ≥ cα0 , then we are done. Otherwise,
∑
i∈Iα0
d+
F ′i
(x)
≤ cα0 − 1 < c
′
α0
. Due to the existence of F ′1, . . . , F
′
k, by (14), for I ⊇ Iα0 and F ∈ D(V ),
H(I,F) ≤
∑
Iα⊆I,α6=α0
(c′α−
∑
i∈Iα
d+Fi(x))+c
′
α0
−1−
∑
i∈Iα0
d+Fi(x) <
∑
Iα⊆I
(c′α−
∑
i∈Iα
d+Fi(x)). (20)
By Theorem 1.5, F1, . . . , Fk can be completed to F
′′
1 , . . . , F
′′
k such that
∑
i∈Iα
d+
F ′′i
(x) ≥ cα
for α ∈ [l]. Since
∑
i∈Iα0
d+
F ′′i
(x) ≥ cα0 >
∑
i∈Iα0
d+Fi(x), there exists e0 ∈ E
+
F ′′i0
\Fi0
(x) for
some i0 ∈ Iα0 . Do Fi0 := Fi0 + e0. By the necessity of Theorem 1.5, (3) holds; due to
Observation 4.6 and (20), (5) still holds. Thus we can continue to add edges to Fi for
i ∈ Iα0 such that
∑
i∈Iα0
d+Fi(x) increases until τ is decreased. This finishes the induction
step.
5 Remarks
The following framework on bipartite graphs and supermodular functions is due to
Lova´sz [15], it was extended by Frank and Tardos [12], and very recently Be´rczi and
Frank [1, 2, 3] have made quite some further developments on it. In this section, we
shall use this framework to do some examinations on arborescences’ extending, and try
to give some more generalized forms.
Let G = (S, T ;E) be a bipartite graph with bipartition S ∪ T and edge set E. For
X ⊆ T , let
ΓG(X) = {s ∈ S : there is an edge st ∈ E with some t ∈ X}.
We say that G covers a set function pT on T if |ΓG(X)| ≥ pT (X) for ∅ 6= X ⊆ T . Denote
by E∗ the edge set of the complete bipartite graph with bipartition S ∪ T .
Let D = (V + x,A) be a digraph, F1, . . . , Fk be arc disjoint x-arborescences in D.
Let G0 = ([k], V ;E0) be a bipartite graph and iv ∈ E0 if v ∈ V (Fi) for i ∈ [k] and v ∈ V .
Lemma 5.1 F1, . . . , Fk can be completed to arc disjoint spanning x-arborescences F
∗
1 ,
. . . , F ∗k if and only if there exists E ⊆ E
∗ such that
(i) the bipartite graph G+ = ([k], V ;E0 ∪ E) is simple and covers k − d
−
2 ;
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(ii) dE(v) ≤ w[k](v) for v ∈ V (dE(v) is the number of edges in E incident with v).
Proof. For the necessity, let E ⊆ E∗ such that iv ∈ E if and only if v ∈ N+F ∗i (x) \ V (Fi)
for i ∈ [k] and v ∈ V . Clearly, dE(v) ≤ w[k](v) for v ∈ V , E ∩E0 = ∅ and iv ∈ E0 ∪E if
and only if v ∈ V (Fi) ∪ N
+
F ∗i
(x). Thus ΓG+(X) = {i ∈ [k] : X ∩ (V (Fi) ∪N
+
F ∗i
(x)) 6= ∅}
for ∅ 6= X ⊆ V . Note that d−2 is the in-degree function of D − ∪
k
i=1Fi − x. If we see
F ∗i −Fi−x as a branching with root set V (Fi)∪N
+
F ∗i
(x) in D−∪ki=1Fi−x for 1 ≤ i ≤ k,
by Theorem 1.1, for ∅ 6= X ⊆ V , d−2 (X) ≥ |{i ∈ [k] : X ∩ (V (Fi) ∪N
+
F ∗i
(x)) = ∅}|, this
gives |ΓG+(X)| ≥ k − d
−
2 (X).
Next, we prove the sufficiency. By (i), |ΓG+(X)| ≥ k − d
−
2 (X) for ∅ 6= X ⊆ V .
Then |ΓG+(V )| ≥ k − d
−
2 (V ) = k, so NG+(i) 6= ∅ for i ∈ [k]; d
−
2 (X) ≥ |[k] \ ΓG+(X)| =
|{i ∈ [k] : X ∩ NG+(i) = ∅}| for ∅ 6= X ⊆ V . By Theorem 1.1, there exist arc disjoint
branchings Bi with root set NG+(i) ⊇ V (Fi) − x in D − ∪
k
i=1Fi − x for 1 ≤ i ≤ k.
Since G+ is simple, NG+(v) = {i ∈ [k] : v ∈ V (Fi)}∪˙{i ∈ [k] : iv ∈ E} for v ∈ V . So
dE(v) = |{i : v ∈ NG+(i) \ V (Fi)}|. (ii) implies for v ∈ V , |{i : v ∈ NG+(i) \ V (Fi)}| =
dE(v) ≤ w[k](v) ≤ [x, v]A\∪ki=1Fi. Thus there exist disjoint arc sets Ei ⊆ E
+
A\∪ki=1Fi
(x)
such that Ei consists of arcs from x to each vertex in NG+(i) \ V (Fi) for 1 ≤ i ≤ k.
Bi ∪ Fi ∪ Ei is the spanning x-arborescence as demanded for 1 ≤ i ≤ k.
Next we show that Theorem 1.3 has an equivalent form, which can be obtained by
replacing d−1 (X) with d
−
2 (X) + w˜[k](X) in (1).
Theorem 1.3’ Let D = (V + x,A) be a digraph, F1, . . . , Fk be k arc-disjoint x-
arborescences. They can be completed to k arc-disjoint spanning x-arborescences if
and only if for any ∅ 6= X ⊆ V ,
d−2 (X) + w˜[k](X) ≥ |P (X)|. (21)
Proof. For sufficiency, since d−1 (X) = d
−
2 (X) + [x,X ]A\∪ki=1Fi ≥ d
−
2 (X) + w˜[k](X) for
∅ 6= X ⊆ V , (21) implies (1). By Theorem 1.3, F1, . . . , Fk can be completed to k
arc-disjoint spanning x-arborescences.
Next, we prove the necessity. Note that for i ∈ [k] and v ∈ V , [x, v]F ∗i \Fi ≤ 1 and
the equality holds only if v /∈ V (Fi). So for v ∈ V , [x, v]∪ki=1F ∗i \Fi ≤ min{|{i ∈ [k] : v /∈
V (Fi)}|, [x, v]A\∪ki=1Fi} = w˜[k](v).
Let ∅ 6= X ⊆ V . Since ∪ki=1F
∗
i \ Fi = E
+
∪ki=1F
∗
i \Fi
(x)∪˙((∪ki=1F
∗
i \ Fi) \ E
+(x)) and
((∪ki=1F
∗
i \ Fi) \ E
+(x)) ⊆ A \ (∪ki=1Fi ∪ E
+(x)),
d−
∪k
i=1
F ∗
i
\Fi
(X)− d−2 (X) ≤ d
−
E+
∪k
i=1
F∗
i
\Fi
(x)
(X) = [x,X ]∪k
i=1
F ∗
i
\Fi
=
∑
v∈X
[x, v]∪ki=1F ∗i \Fi ≤
∑
v∈X
w[k](v) = w˜[k](X).
Note that for i ∈ [k], X ∩ V (Fi) = ∅ implies d
−
F ∗i \Fi
(X) ≥ 1. Hence, d−
∪ki=1F
∗
i \Fi
(X) ≥
|P (X)|; and then d−2 (X) + w˜[k](X) ≥ d
−
∪ki=1F
∗
i \Fi
(X) ≥ |P (X)|.
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Since |ΓG0(X)| = k − |P (X)|, (21) is equivalent to
|ΓG0(X)|+ w˜[k](X) ≥ k − d
−
2 (X). (22)
It follows from Lemma 5.1 and Theorem 1.3’ that there exists E ⊆ E∗ such that
(i) the graph G+ = ([k], V ;E0 ∪ E) is simple and covers k − d
−
2 ,
(ii) dE(v) ≤ w[k](v) for v ∈ V ;
if and only if for ∅ 6= X ⊆ V , (22) holds.
The next theorem is a more generalized version of the above relations: since k − d−2
is a special pT , and w[k] is a special case of function g (g is defined next in the theorem).
Theorem 5.2 Let G0 = (S, T ;E0) be a simple bipartite graph and pT be a positively
intersecting supermodular function on 2T such that pT ≤ |S|. Let g : T → N . Then
there exists E ⊆ E∗ such that
(i) the graph G+ = (S, T ;E ∪ E0) is simple and covers pT ,
(ii) dE(t) ≤ g(t) for t ∈ T ;
if and only if for ∅ 6= T0 ⊆ T ,
|ΓG0(T0)|+ g˜(T0) ≥ pT (T0). (23)
Proof. The necessity is obvious. We just prove the sufficiency. If g ≡ 0, then let E := ∅,
we are done. Suppose g(t0) > 0 for some t0 ∈ T . If for any T0 ⊆ T , |ΓG0(T0)|+ g˜(T0) >
pT (T0), do g(t0) := g(t0)− 1 and (23) still holds. Otherwise, choose a maximal T1 ⊆ T
such that t0 ∈ T1 and |ΓG0(T1)|+ g˜(T1) = pT (T1). We show next that if t0 ∈ T0 ⊆ T and
|ΓG0(T0)|+ g˜(T0) = pT (T0), then T0 ⊆ T1. Suppose to the contrary, that is, there exists
T2 ⊆ T , t0 ∈ T2, T2 \T1 6= ∅ and |ΓG0(T2)|+ g˜(T2) = pT (T2). Since g(t0) > 0, t0 ∈ Ti and
|ΓG0(Ti)| + g˜(Ti) = pT (Ti) for i = 1, 2, pT (T1), pT (T2) > 0. Note that |ΓG0|, and g˜ are
intersecting submodular and pT is positively intersecting supermodular on 2
T , we have
0 = |ΓG0(T1)|+ g˜(T1)− pT (T1) + |ΓG0(T2)|+ g˜(T2)− pT (T2) ≥
|ΓG0(T1 ∪ T2)|+ g˜(T1 ∪ T2)− pT (T1 ∪ T2) + |ΓG0(T1 ∩ T2)|+ g˜(T1 ∩ T2)− pT (T1 ∩ T2)
≥ 0;
by (23), |ΓG0(T1 ∪ T2)| + g˜(T1 ∪ T2) = pT (T1 ∪ T2), contradicting the maximality of T1.
Since |ΓG0(T1)| = pT (T1)−g˜(T1) < |S|, there exists s0 ∈ S\ΓG0(T1). Do g(t0) := g(t0)−1
and E := E + s0t0. Then (23) still holds. Continue the above process until g ≡ 0 and
E is the set of edges added to E0.
Next we try to give a more generalized form of our main theorem (Theorem 1.10).
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Assume F1, . . . , Fk can be completed to arc disjoint spanning F
∗
1 , . . . , F
∗
k . Define
E ⊆ E∗ as iv ∈ E if and only if v ∈ N+F ∗i (x) \ V (Fi) for i ∈ [k] and v ∈ V . Note that
dE(i) = d
+
F ∗
i
(x)− d+Fi(x) for i ∈ [k]. Let I1, . . . , Il be a partition of [k]. Let d1, . . . , dl and
d′1, . . . , d
′
l be nonnegative integers such that dα ≤ d
′
α for 1 ≤ α ≤ l.
In Theorem 1.10, let cα = dα +
∑
i∈Iα
d+Fi(x) and c
′
α = d
′
α +
∑
i∈Iα
d+Fi(x); then
Theorem 1.10 gives a characterization for the existence of {F ∗i }
k
i=1 such that dα ≤∑
i∈Iα
(d+F ∗i
(x) − d+Fi(x)) ≤ d
′
α for α ∈ [l], that is dα ≤
∑
i∈Iα
dE(i) ≤ d
′
α. Apply Theo-
rem 1.10 with the above cα and c
′
α, then the related formulas are updated as following:
• replace d−1 (X) by d
−
2 (X) + w˜[k](X) in (3) (checking similarly to Theorem 1.3’);
• replace cα −
∑
i∈Iα
d+Fi(x) by dα in (3) and (4);
• replace c′α −
∑
i∈Iα
d+Fi(x) by d
′
α in (5).
For ∅ 6= X ⊆ V , we have PI(X)∪˙(I ∪ ΓG0(X)) = [k], |PI(X)| = k − |I ∪ ΓG0(X)|. Then
we obtain the following inequalities from (3), (4) and (5) respectively:
t∑
j=1
(|I ∪ ΓG0(Xj)|+ w˜[k](Xj)) ≥
t∑
j=1
(k − d−2 (Xj)) +
∑
Iα⊆I
dα − w˜I(V \ ∪
t
j=1Xj), (24)
w˜I(V ) ≥
∑
Iα⊆I
dα, (25)
t∑
j=1
(k − d−2 (Xj)− |I ∪ ΓG0(Xj)|) ≤
∑
Iα⊆I
d′α. (26)
Then Theorem 1.10 gives the following: there exists E ⊆ E∗ such that (i) the
bipartite graph G+ = ([k], V ;E0∪E) is simple and covers k−d
−
2 , (ii) dα ≤
∑
i∈Iα
dE(i) ≤
d′α for α ∈ [l], (iii) dE(v) ≤ w[k](v) for v ∈ V ; if and only if for any disjoint X1, . . . , Xt ⊆
V and I ⊆ [k] as a union of some of I1, . . . , Il, (i) (24) holds; in particular, when t = 0,
(24) implies (25) holds; (ii) (26) holds.
The next theorem will generalize the above relations: since k − d−2 is a special pT ,
and wI is a special gS0 (where gS0 is defined next in the theorem; for the similarities,
note that by definition, wI(u) = min{|I \ ΓG0(u)|, w[k](u)} for u ∈ V and I ⊆ [k]).
Theorem 5.3 Let G0 = (S, T ;E0) be a simple bipartite graph, pT be a positively inter-
secting supermodular function on T such that pT ≤ |S|. Let {S1, . . . , Sl} be a partition
of S. Suppose f1, f2 : [l] → N satisfy that f1 ≤ f2 and g : T → N . Then there exists
E ⊆ E∗ such that
(i) the graph G+ = (S, T ;E ∪ E0) is simple and covers pT ,
(ii) f1(α) ≤
∑
s∈Sα
dE(s) ≤ f2(α) for α ∈ [l],
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(iii) dE(t) ≤ g(t) for t ∈ T ;
if and only if for any disjoint T1, . . . , Tn ⊆ T and any S0 ⊆ S as a union of some of
S1, . . . , Sl,
(i)
n∑
j=1
(|S0 ∪ ΓG0(Tj)|+ g˜(Tj)) ≥
n∑
j=1
pT (Tj) +
∑
Sα⊆S0
f1(α)− g˜S0(T \ ∪
n
j=1Tj), (27)
where S0 = S \ S0 and gS0(t) := min{|S0 \ ΓG0(t)|, g(t)} for t ∈ T .
In particular, when n = 0, (27) implies
g˜S0(T ) ≥
∑
Sα⊆S0
f1(α). (28)
(ii)
n∑
j=1
(pT (Tj)− |S0 ∪ ΓG0(Tj)|) ≤
∑
Sα⊆S0
f2(α) (29)
Let MS = (S, rS) be a matroid on S with rank function rS. A bipartite graph
G = (S, T ;E) is said toMS-cover a set function pT on T if for ∅ 6= T0 ⊆ T , rS(ΓG(T0)) ≥
pT (T0). In (27) and (29), if we replace |S0 ∪ ΓG0(Tj)|with rS(S0 ∪ ΓG0(Tj)), then Theo-
rem 5.3 will have a strengthened matroidal version:
Let S, T be the above disjoint sets and I(G;S0, T0) := rS(S0 ∪ ΓG(T0)), where G =
(S, T ;E), S0 ⊆ S and T0 ⊆ T . Note that I has the following properties:
(i) I(G1;S0, T0) ≤ I(G2, S0, T0) if E(G1) ⊆ E(G2);
(ii) I(G;S0, T0) ≥ I(G;S
′
0, T0) if S0 ⊆ S
′
0 and I(G;S, T0) = rS(ΓG(T0));
(iii) I(G;S0, T0) is submodular on 2
T .
Thanks to these three properties, the proof of Theorem 5.3 and its matroidal version
is (exactly) the same as the proof of Theorem 1.10, the check for details is left to the
reader.
As an application, we note that the matroidal version of Theorem 5.3 implies the
following result of Be´rczi and Frank [2, Theorem 3]. To see this, let l = |S| and
{S1, . . . , S|S|} be a partition of S with each part a singleton. Let f1 ≡ 0, g ≡ |S|
and f2 = f , then (27) and (28) hold in the matroidal version of Theorem 5.3 (by replac-
ing |S0 ∪ ΓG0(Tj)| with rS(S0 ∪ ΓG0(Tj))). And the matroidal version of Theorem 5.3
characterizes the MS-covering problem with dE(s) ≤ f(s) for s ∈ S.
Arborescences’ extending, branching covering and packing 26
Theorem 5.4 ([2]) Let G0 = (S, T ;E0) be a simple bipartite graph and pT be a positively
intersecting supermodular function on T such that pT ≤ rS(S). Let MS = (S, rS) be a
matroid on S with rank function rS. Let f : S → N . Then there exists E ⊆ E
∗ such
that
(i) the graph G+ = (S, T ;E ∪ E0) is simple and MS-covers pT ,
(ii) dE(s) = f(s) for s ∈ S;
if and only if
(i) for any s ∈ S, dE0(s) + f(s) ≤ |T |;
(ii) for any disjoint T1, . . . , Tn ⊆ T and S0 ⊆ S,
n∑
j=1
(pT (Tj)− rS(S0 ∪ ΓG0(Tj))) ≤ f˜(S0). (30)
The following question is interesting to us: Is there some relationship between Theo-
rem 1.4 and our main result Theorem 1.10? We tend to think Theorem 1.10 will derive
Theorem 1.4; but this is open.
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