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 Abstract 
 　 Krashen’s second language acquisition theory (Krashen, 1982) has five 
hypotheses: the acquisition-learning hypothesis, the natural order hypothesis, the 
monitor hypothesis, the input hypothesis, and the affective filter hypothesis. This 
paper analyzes each of  these hypotheses through the perspective of  complex 
adaptive systems (CAS) theory. All hypotheses are found to be amenable to 
this type of  analysis. Key to this analysis are the concepts of  fitness landscape, 
interconnected networks, and edge of  chaos. The acquisition-learning hypothesis 
results from acquisition contexts and learning contexts placing the learner’s 
language system in different areas of  the fitness landscape and these areas 
differ in characteristics. The natural order hypothesis results from evolving 
fitness landscapes and the convergences arising from filling niches. The monitor 
hypothesis is explained by setting the learned and acquired language systems as 
two interconnected patches of  a larger system. Parallel distributed processing 
models are also used in the analysis. The input hypothesis analysis involves 
annealing and phase transitions. The affective filter hypothesis analysis used the 
concepts of  facilitative anxiety and the edge of  chaos. 
 1　Introduction 
 　 Krashen’s second language acquisition theory (Krashen, 1982; Krashen & 
Terrell, 1983) has had tremendous influence in TESOL, for example in American 
bilingual education (Richards & Rodgers, 2014, p. 273). The theory is not 
without controversy as seen in McLaughlin’s (1978) and Gregg’s (1984) papers. 
Nevertheless, the features of  Krashen’s theory, in particular his five hypotheses, 
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are amenable to analysis through the principles of  complex adaptive systems, or 
CAS. This paper will begin with a short description of  CAS, and then examine 
each of  Krashen’s hypotheses from the perspective of  CAS.
2　Complex Adaptive Systems
　 CAS are systems of  interacting elements from which arise emergent behavior 
that cannot be determined solely by the behavior of  the individual elements 
(Larsen-Freeman & Cameron, 2008, p. 59). The behavior is stochastic but not 
completely random. The system at any given time can be assigned a fitness 
value; taking the language classroom as a complex adaptive system, fitness can 
be a measure of  the average pronunciation, vocabulary usage, communicative 
competence, and so on, of  the class. As each element changes its own state and/
or its relationships with other elements, the fitness value of  the CAS changes. The 
set of  all fitness values creates an abstract multidimensional phase (or state) space 
known as a fitness landscape (Kauffman, 1995, p. 26, p. 75). CAS can take an 
adaptive walk (p. 166) across the fitness landscape searching for peaks of  higher 
fitness, for example, when a group is trying to complete a task. In other words, the 
CAS will not explore the nearly infinite phase space of  all possibilities but rather a 
restricted one delineated by the fitness landscape. Also note that fitness landscapes 
are time dependent based on the dynamicity of  their base constituents (Larsen-
Freeman & Cameron, 2008, p. 29). The CAS constituents coevolve, with changes 
giving rise to new changes and thus deforming both the constituent and overall 
fitness landscapes (Kauffman, 1995, p. 208).
　 CAS are characterized by information flow through the system and among the 
elements. Flow is one of  the seven basics that define CAS according to Holland 
(1995, pp. 23―27)1. Flow is also a central tenet of  Gell-Mann’s (1994) model of  
CAS: 
The common feature of  all these processes is that in each one a complex 
adaptive system acquires information about its environment and its own 
interaction with that environment, identifying regularities in that information, 
condensing those regularities into a kind of  "schema" or model, and acting 
in the real world on the basis of  that schema. In each case, there are various 
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competing schemata, and the results of  the action in the real world feed back 
to influence the competition among those schemata. (p. 17)
The results of  an action feed back (in essence, the feeding back of  information) 
into the system and create a competition of  schemata, possibly leading to a higher 
fitness of  the CAS. But the mere presence of  feedback is not enough; it is the 
sensitivity to feedback that is important, a key characteristic of  Larsen-Freeman’s 
(1997, p. 145) description of  CAS2.
3　Krashen SLA Theory: Five Hypotheses
　 Krashen developed a theory of  second language acquisition that consists 
of  five major hypotheses (Krashen, 1982, pp. 10―32; Krashen & Terrell, 1983, 
pp. 26―38), namely, (1) the acquisition-learning hypothesis, (2) the natural order 
hypothesis, (3) the monitor hypothesis, (4) the input hypothesis, and (5) the 
affective filter hypothesis. Using these hypotheses as a basis, Krashen and Terrell 
(1983) developed a language teaching method, the Natural Approach, which places 
central importance on L2 communication, prioritizes comprehension before 
production, allows production to emerge (unforced), emphasizes acquisition 
activities that are input-rich, and seeks to lower anxiety of  the learners (p. 58). 
Note that especially emergent production aligns with emergent behavior from 
CAS. In the following sections, each of  Krashen’s hypotheses will be analyzed 
from the perspective of  complex adaptive systems.
4　Acquisition-Learning Hypothesis
　 The acquisition-learning hypothesis states that "adults have two distinct and 
independent ways of  developing competence in a second language" (Krashen, 
1982, p. 10); these ways are designated language acquisition and language learning. 
Language acquisition is "a subconscious process; language acquirers are not 
usually aware of  the fact that they are acquiring the language, but are only aware 
of  the fact that they are using the language for communication" (p. 10). Language 
learning refers to "conscious knowledge of  a second language, knowing the rules, 
being aware of  them, and being able to talk about them" (p. 10).
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　 Language learning represents a reductionist view of  language where rules are 
highlighted at the expense of  a rich context; it also focuses on the individual, 
embedded in a rule learning context. The individual’s L2 system, however, can be 
viewed as an example of  CAS, where the fitness of  the individual’s L2 system can 
be measured by communicative competence, and the elements of  the system being 
grammatical, sociolinguistic, discourse, and strategic competence (Canale & Swain, 
1980, pp. 29―31; Canale, 1983, pp. 6―12). In the following, we use this perspective 
of  an individual’s L2 as a complex adaptive system to construct an L2 fitness 
landscape for the individual; the points on the landscape represent possible states 
of  the L2 (the various possible combinations of  grammatical, sociolinguistic, 
discourse, and strategic competence) and the associated values at each of  these 
points the overall level of  competence in L2. Learning a rule can be visualized by 
a narrow peak on the fitness landscape: any slight deviation, in any direction, from 
the rule being learned will result in a drastic drop in fitness from the peak. If  the 
learner is only focused on rules, then trying to learn the entirety of  a language 
means an adaptive walk over a spiky fitness landscape where peaks are hard to 
find; there are few signposts indicating which way to head.
　 Language acquisition requires a communication focused context which 
brings into play all four types of  language competence. Mistakes in L2 can be 
overcome through the types of  competence other than grammatical; success in 
communication does not always equate to a high level of  grammatical competence 
(the goal of  rule learning). Hence the fitness landscape is smoother and paths to 
higher peaks are easier to find from constant feedback in a communicative setting. 
Further, the aforementioned time dependence of  fitness landscapes comes into 
play in that all elements in the L2 system are changing in response to feedback 
from other interlocutors as well as from other elements in the same L2 system; 
these elements are said to be coevolving (Kauffman, 1995, p. 27).
　 As seen from CAS, language learning and language acquisition occur in 
different regions of  the fitness landscape and the characteristics of  these regions 
are different. We can also gain additional insight by comparing learning-acquisition 
with artificial and natural ecosystems (which are examples of  CAS; see Kauffman, 
1995, p. 22). Artificial ecosystems include farms, zoos, and parks, and unlike 
natural ecosystems they are generally unsustainable without human intervention 
and are lower in biodiversity. Learning is akin to artificial ecosystems in that 
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rules are artificially learned, are reinforced by drills and tests, and often lack a 
rich context. A CAS perspective shows the underlying reasons for maintaining 
acquisition and learning as distinct and independent.
5　Natural Order Hypothesis
　 The natural order hypothesis is based on "the finding that the acquisition of  
grammatical structures proceeds in a predictable order" (Krashen, 1982, p. 12). 
Consequently the hypothesis states "Acquirers of  a given language tend to acquire 
certain grammatical structures early, and others later" (p. 12). Statistically, the order 
seems universal regardless of  the learner’s L1 (p. 12).
　 To analyze the natural order we turn to the dynamic coevolutionary 
characteristic of  CAS. The need for a particular grammar structure arising in a 
communicative context is analogous to a new niche opening up in an ecosystem as 
the constituents coevolve. Niches can be idiosyncratic but consider the following 
example from Kauffman (1995) of  a
self-transformation of  an economic web over time creating an ever-changing 
web of  production technologies. New technologies enter (like the car), drive 
others extinct (like the horse, buggy, and saddlery), and yet create the niches 
that invite still further new technologies (paved roads, motels, and traffic 
lights). (p. 281)
　 The progression from horse and buggy to cars to paved roads and motels, 
though differing in the details, have been reproduced in multiple instances around 
the globe. There seems to be a universal natural order. In a sense this is also similar 
to convergence in biology, as in this example given by Holland (1995): 
Convergence of  a kind also occurs when an established species enters 
virgin territory. The islands of  Hawaii, newly arisen a few million years ago, 
constituted virgin territory for a pregnant fruit fly (genus Drosophila) that 
drifted or was blown there from elsewhere. Over 600 indigenous species 
of  fruit fly have arisen from that founder. Still more remarkable, these new 
species fill all sorts of  niches that are occupied by very different fly species 
William Naoki KUMAI
46
elsewhere in the world. The ecosystem interactions are largely re-created, 
although the agents are quite different. (pp. 27―28)
　 There exist certain universal patterns given the conditions of  the environment 
on earth. We might substitute L2 for the new species and a learner new to this 
L2 for the virgin territory. The coevolution of  a learner’s L2 embedded in a 
communicative context (so that not only the learner but others are coevolving 
and affecting each other) can produce the effect predicted by the natural order 
hypothesis via the convergence phenomenon (the same acquisition patterns for 
different learners).
　 Another way of  approaching the natural order hypothesis is through the fitness 
landscape. As a learner’s L2 complex adaptive system evolves certain peaks on the 
fitness landscape become accessible. Paths to higher peaks become easier to find 
and easier to climb as the L2 system is constructed. The paths created may reflect 
universal patterns, as noted above, corresponding to a natural order. Another way 
of  stating this is that only certain fitness landscapes are possible, those that follow 
the natural order. A related idea is that of  an attractor in state space (Kauffman, 
1995, pp. 81―83; Larsen-Freeman, 1997, pp. 145―146), that is, the abstract space in 
which the fitness landscape exists. The natural order is an attractor: all states of  the 
system will naturally evolve towards this area of  state space. In this case, “systems 
do not show sensitivity to initial conditions; they are not chaotic” (Kauffman, 
1995, p. 83). That is, L1 becomes irrelevant. Note that this is in contradiction to 
two key characteristics of  complex systems stated by Larsen-Freeman (1997, p. 
142): chaotic, sensitive to initial conditions.
　 There is an article by Ellis and Larsen-Freeman (2009), however, that might 
point to an external source of  the natural order hypothesis, that since input 
follows Zipf’s law (Larsen-Freeman, 1997, p. 150), where “the highest frequency 
words disproportionately account for most of  the linguistic tokens” (Ellis & 
Larsen-Freeman, 2009, p. 95), a natural order type phenomenon might occur. 
Ellis and Larsen-Freeman set up a complex adaptive computer learning model 
(pp. 110―118)3 to test this and the results concur (p. 119). Even so, humans may 
have co-evolved with language so the external Zipfian input actually matches 
internal cognitive structure. In their words,
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we believe that the functions of  language in human communication have 
resulted in the evolution through usage of  a system that optimally maps 
human sociocognition onto communicatively effective language form. The 
result is a system that is readily acquired. (p. 118)
6　Monitor Hypothesis
　 The monitor hypothesis focuses on the learning part of  the acquisition-learning 
hypothesis. Learning has the monitor function to "make changes in the form 
of  our utterance, after it has been ’produced’ by the acquired system. This can 
happen before we speak or write, or after (self-correction)" (Krashen, 1982, p. 15). 
Monitoring with conscious rules occurs when three conditions are met: time "to 
think about and use conscious rules effectively" (p. 16), focus on form ("thinking 
about correctness" (p. 16)), and knowing the rule (p. 16).
　 One way of  understanding the monitor hypothesis is to treat the acquired 
system and the learned system as two elements of  a complex adaptive system, the 
learner’s L2 system. These two large systems can be thought of  as interconnected 
patches, which are groups of  independent elements; the patches, here the acquired 
and learned systems, try to optimize their respective fitness levels (Kauffman, 
1995, pp. 252―267). Yet by doing so their interconnections will alter the fitnesses 
associated with their own and the overall L2 system. In Krashen’s model the 
mutual alterations do not occur simultaneously as in regular CAS but sequentially 
in time. Note that patches can be further subdivided, as in sub-patches for 
meaning, contextual knowledge, and so on for the acquired system, and grammar, 
pronunciation, and so on in the learned system. By breaking up large patches, a 
better fitness may be found but on the other hand, too many small patches can 
lead to a chaotic condition.
　 The first condition about time to think about rules involves shifting attention 
from speaking or writing to monitoring the output. A type of  patching is 
employed to model attention in a type of  complex adaptive system known as 
parallel distributed processing (PDP) networks4. McClelland (1986, pp. 144―145) 
set up different modules, that is, patches, of  connected PDP networks to handle 
input and knowledge base for a network that simulated reading, a nominally 
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sequential activity. The connections are programmable and this mechanism helps 
shift attention as the system encounters new input. Thus the sequential monitoring 
process can be handled by a complex adaptive system which normally reacts to 
input in parallel.
　 The condition requiring focus on form has an explanation in Holland’s 
tags (1995, pp. 12―15) and feedback sensitivity (Larsen-Freeman, 1997, p. 145). 
Holland (1995) states, “tags enable us to observe and act on properties previously 
hidden by symmetries” (p. 13). Here symmetry can be understood from Holland’s 
example of  a cue ball (p. 13): it “exhibits complete rotational symmetry,” but 
putting a stripe around its equator breaks the symmetry: we can distinguish various 
rotations except for those around the axis perpendicular to the equator. Further, 
tags “facilitate selective interaction” (p. 14). The focus on form makes a tag out 
of  a known grammar rule and sets up a self-correction loop between the learned 
system and acquired system, a type of  flow found in CAS mentioned earlier. This 
is also an instance of  feedback sensitivity (Larsen-Freeman, 1997, p. 145), the 
property by which CAS change. The focus on form indicates the acquired system 
is sensitive to feedback via grammar rules.
7　Input Hypothesis
　 Krashen (1992) states the input hypothesis in four parts: 
(1) The input hypothesis relates to acquisition, not learning (p. 21).
(2)  We acquire by understanding language that contains structure a bit 
beyond our current level of  competence (i +1). This is done with the 
help of  context or extra-linguistic information (p. 21).
(3)  When communication is successful, when the input is understood and 
there is enough of  it, i +1 will be provided automatically (p. 22).
(4) Production ability emerges. It is not taught directly (p. 22).
　 Viewed from fitness landscapes, i +1 creates new peaks in the fitness landscape 
that are close to existing ones, making easy paths, that is, ridges of  nearly equal 
fitness (Kauffman, 1995, p. 184), so the L2 system/learner can find them through 
adaptive walks. This the fourth point above, the emergence of  production ability 
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(a higher fitness in L2). From another perspective, we can say i +1 increases the 
temperature of  the L2 system so that higher peaks are more freely searched for; 
this process is known as simulated annealing (pp. 248―252). Imagine an L2 system 
at a certain point in time on a particular peak on a fitness landscape. Raising the 
temperature of  the system can melt (p. 27) or diffuse (p. 184) the system off  
its current peak and it is hoped the system would then find a higher peak when 
cooling. The fact that i +1 is “a bit beyond” (Krashen, 1993, p. 21) the current 
level of  competence, that is, fitness level, will increase the chances of  finding that 
peak.
　 One corollary of  the input hypothesis is the silent period where “children 
acquiring a second language in a natural, informal environment may say very little 
for several months following their first exposure to the second language” (Krashen, 
1982, p. 26). Krashen explains it as
the child is building up competence in the second language via listening, 
by understanding the language around him. In accordance with the input 
hypothesis, speaking ability emerges on its own after enough competence has 
been developed by listening and understanding. (p. 27)
　  In essence this is a phase transit ion often seen in CAS. Kauffman 
(1995, pp. 54―57) gives an example of  threads and buttons. If  a set of  threads and 
buttons are randomly connected, and the resulting clusters’ sizes are measured, 
in the beginning the cluster sizes are small but at a certain point a super cluster 
emerges with almost all buttons connected. This is a way of  understanding the 
silent period as various parts of  a learner’s L2 system are constructed. At some 
point the connected language parts will give way to a large, coherent language 
system allowing the learner to use the L2 for the first time.
8　Affective Filter Hypothesis
　 The affective filter regulates how much and what input reaches the L2 system, 
and the variables involved generally relate to three categories: motivation, self-
confidence, and anxiety (Krashen, 1982, p. 31). Krashen describes the affective 
filter hypothesis as follows: 
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The Affective Filter hypothesis captures the relationship between affective 
variables and the process of  second language acquisition by positing that 
acquirers vary with respect to the strength or level of  their Affective Filters. 
Those whose attitudes are not optimal for second language acquisition will 
not only tend to seek less input, but they will also have a high or strong 
Affective Filter--even if  they understand the message, the input will not reach 
that part of  the brain responsible for language acquisition, or the language 
acquisition device. Those with attitudes more conducive to second language 
acquisition will not only seek and obtain more input, they will also have a 
lower or weaker filter. (p. 31)
　 Having a low affective filter leads to having input, and more importantly, 
corrective input, readily available to the L2 system, which, in CAS terms, is 
feedback sensitivity (Larsen-Freeman, 1997, p. 145). Heightened feedback 
sensitivity from a lowered affective filter is an example of  an attitude “optimal for 
second language acquisition” (Krashen, 1982, p. 31). This brings in another CAS 
phenomenon, that of  the edge of  chaos.
　 The edge of  chaos lies between orderly and chaotic states, where the order 
provides a foundation in which to build and preserve new system behaviors while 
the chaos contributes energy and creativity to allow the new behaviors in the first 
place. Larsen-Freeman and Cameron (2008) succinctly state: “At the edge of  
chaos, a system changes with optimum balance of  stability and flexibility” (p. 58). 
In addition, Kauffman (1995), finds “that the very highest fitness occurs precisely 
between ordered and chaotic behavior” (p. 228). At first glance, it would seem that 
the affective filter creates states of  high order (high filter) where nothing changes 
or optimal edge of  chaos states (low filter); the chaotic states seem to be missing. 
However we can turn to the concept of  facilitative anxiety. Brown (2014) writes
We may be inclined to view anxiety as a negative factor, something to be 
avoided at all costs. But the notion of  facilitative anxiety and euphoric tension 
is that some concern—some apprehension—over a task to be accomplished is 
a positive factor. Otherwise, a learner might be inclined to be “wishy-washy,” 
lacking that facilitative tension that keeps one poised, alert, and just slightly 
unbalanced to the point that one cannot relax entirely. (p. 151)
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　 With zero anxiety a language learner can find disincentives to learn, which 
then couples to low motivation. The various parts of  the affective filter, that is, 
motivation, self-confidence, and anxiety, are not independent but interconnected, 
leading to a range of  states for the affective filter-language system from orderly 
(unchanging) to chaotic (“wishy-washy”), with an optimal edge of  chaos in 
between.
9　Conclusion
　 CAS can provide plausible explanations for what underlies the five hypotheses 
of  Krashen’s SLA theory. Fitness landscape locations can distinguish learning and 
acquisition. Filling niches and evolving fitness landscapes can account for natural 
order. Patching and PDP models show how the learned system can monitor the 
acquired system in a sequential fashion. Annealing and phase transitions in CAS 
are used to explain the input hypothesis. Finally facilitative anxiety and the edge of  
chaos bring light to the workings of  the affective filter.
Notes
1　 Holland’s (1995, pp. 10―37) seven basics consist of  four properties and three mechanisms 
that all CAS have in common: Aggregation (property), how the system’s elements 
organize themselves; Tagging (mechanism), facilitation of  aggregation and selective 
interactions; Nonlinearity (property), changes do not necessarily result in proportional 
outcomes; Flows (property), the flow of  information, energy, resources, and so on in the 
system; Diversity (property), system elements can be diverse with the diversity evolving 
over time; Internal Models (mechanism), how a system can anticipate patterns; and 
Building Blocks (mechanism), component parts of  an internal model.
2　 Larsen-Freeman (1997) writes that CAS “can be characterized to varying degrees by the 
following features: they are dynamic, complex, nonlinear, chaotic, unpredictable, sensitive 
to initial conditions, open, self-organizing, feedback sensitive, and adaptive” (p. 142).
3　 In fact, this is a parallel distributed processing model to be discussed in the next section.
4　 Rumelhart, Hinton, and McClelland (1986) list the following aspects of  a parallel 
distributed processing model: 
 ・A set of  processing units
 ・A state of  activation
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 ・An output function for each unit
 ・A pattern of  connectivity among units
 ・ A propagation rule for propagating patterns of  activities through the network of  
connectivities
 ・ An activation rule for combining the inputs impinging on a unit with the current state 
of  that unit to produce a new level of  activation for the unit
 ・A learning rule whereby patterns of  connectivity are modified by experience
 ・ An environment within which the system must operate
 (p. 46)
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