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Capitolo 1
Introduzione
Un array di giunzioni Josephson (JJA) consiste in un reticolo piano dove
ad ogni sito e` posto uno strato di materiale superconduttore, e questi sono
legati tra loro attraverso uno strato isolante. La prima rete cos`ı fatta e` stata
realizzata dall’IBM nell’intento di sviluppare un’elettronica basata su elemen-
ti superconduttori, e anche se il progetto originario fu abbandonato crebbe
l’interesse dei fisici verso questi dispositivi, in primis riguardo allo studio
delle transizioni di fase ma anche di studi di dinamica non lineare, caoti-
ca e sistemi complessi. Inoltre le reti di giunzioni Josephson hanno anche
diversi interessanti aspetti applicativi, nel campo della computazione e del-
l’informazione quantistica. I JJA sono una realizzazione fisica pertinente del
modello XY, e proprio attraverso il loro studio e` stato possibile ottenere una
verifica sperimentale della transizione di fase di Kosterlitz-Thouless, carat-
teristica del modello XY nel piano. Questa, come e` noto, e` particolarmente
interessante poiche` a basse temperature presenta una fase quasi ordinata,
in quanto la funzione di correlazione presenta un decadimento esponenziale
sebbene il parametro d’ordine mantiene un valor medio nullo.
Nel caso in cui il reticolo di giunzioni Josephson sia immerso in un campo
magnetico uniforme l’interazione viene modificata,
H = −J
∑
〈i,j〉
cos(θi − θj −Aij), (1.1)
dove le variabili Aij sono definite sui link e sono legate al potenziale vettore
B = (∇×A),
Aij = 2pi
∫ j
i
A · dr. (1.2)
Se il reticolo e` regolare e il flusso del campo magnetico attraverso ogni plac-
chetta e` intero, allora e` sempre possibile fare una trasformazione di gauge che
fissi Aij = 0 per ogni link e quindi il sistema e` ancora descritto dall’interazione
del modello XY.
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E’ possibile pero` avere una JJA nella quale gli elementi di materiale
superconduttore non siano disposti in maniera ordinata, ma si trovino in-
torno al centro del proprio sito in maniera disordinata, in questo caso le
aree delle varie placchette, e quindi pure i relativi flussi del campo mag-
netico non sono piu` tutti uguali tra loro, da questo fatto deriva l’impossi-
bilita` di fissare a zero tutti gli Aij , per poter descriverne il comportamen-
to bisogna per forza considerare l’Hamiltoniana modificata (1.1). Le vari-
abili Aij che rappresentano gli sfasamenti saranno distribuite secondo una
densita` di probabilita` P (Aij), questa generalmente viene presa Gaussiana,
P (Aij) ∼ exp(−A2ij/2σ), in questo caso si parla di Gaussian random phase
shift XY (GRPXY), in maniera da poter ottenere delle previsioni analitiche
del comportamento critico.
Lo stesso modello XY con l’inclusione di uno sfasamento random descrive
inoltre vari sistemi oltre alle JJA con disordine di posizione [18, 24], quali
ad esempio sistemi magnetici con un’interazione random di Dzyaloshinskii-
Moriya [7], sistemi cristallini con sottostrati disordinati [22] e vortici vetrosi
in superconduttori ad alta temperatura [23].
L’effetto dovuto all’introduzione del disordine e` stato oggetto di vari stu-
di di tipo teorico, numerico e sperimentale, in questo ultimo caso proprio
attraverso la realizzazione di JJA. Sebbene la teoria a riguardo non sia anco-
ra sufficientemente solida i risultati ottenuti dalle simulazioni mostrano che
rimane una fase quasi ordinata di bassa temperatura, pur di non prendere
valori di σ eccessivamente grandi, e in questa regione il sistema mantiene la
stessa classe di universalita` del modello XY, quindi il disordine agisce come
una variabile irrilevante.
Una distribuzione di probabilita` degli sfasamenti Aij Gaussiana ha il pre-
gio di poter essere utilizzata in alcuni calcoli teorici, ma per contro non e`
invariante sotto la trasformazione di gauge
θi → θi + αi Aij → Aij + αi − αj .
In questo lavoro vogliamo invece partire proprio da una distribuzione del
disordine che sia invariante di gauge per verificare, con l’uso di simulazioni
Monte Carlo, se anche in questo caso e` presente una fase quasi ordinata nella
quale l’universalita` e` la stessa dei modelli XY e GRPXY . Per fare questo
bisogna prendere una distribuzione di probabilita` di una quantita` invariante
di gauge, ad esempio possiamo considerare una distribuzione direttamente
dei flussi, se denotiamo questi con F si ha infatti che in seguito alla trasfor-
mazione vale F ′ = F . In particolare abbiamo focalizzato l’attenzione sulla
fase quasi ordinata verificando, attraverso l’utilizzo di quantita` invarianti di
gauge, la possibilita` di descrivere le proprieta` a grande distanza attraverso la
teoria di spin wave. Questo modello e` realizzabile fisicamente attraverso una
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rete regolare di giunzioni Josephson immersa pero` in un campo magnetico
magnetico random non uniforme e scorrelato spazialmente.
Questa tesi e` divisa in due parti, la prima di queste (capitoli 1-4) ha lo
scopo di porre le basi per il lavoro vero e proprio, descritto nella seconda
parte, a loro volta le due parti sono cos`ı articolate:
Parte I
• Capitolo 2: Viene dato uno sguardo generale alle teoria dei fenomeni
critici, introducendo alcuni concetti imprescindibili, quali gli esponenti
critici, l’universalita` e lo scaling, inoltre viene introdotta una prima
teoria capace di descrivere bene alcune transizioni di fase continue, la
teoria di Landau-Ginzburg.
• Capitolo 3: In questo capitolo vengono mostrati i punti principali
della teoria del gruppo di rinormalizzazione, fondamentale nella teoria
moderna dei fenomeni critici.
• Capitolo 4: Viene introdotto il modello XY in dimensione due, la
transizione di fase di Kosterlitz-Thouless.
• Capitolo 5: Viene studiato l’effetto del disordine sul modello XY 2-d,
con lo scopo principale di ottenere un diagramma di fase.
Parte II
• Capitolo 6: In questo capitolo vengono introdotte le osservabili uti-
lizzate e individuati i possibili punti delicati del lavoro. Vengono poi
mostrati i risultati ottenuti dalle simulazioni Monte Carlo facendo una
verifica dell’universalita` predetta dall’approssimazione di spin wave.
• Appendice A: Sono descritte le tecniche utilizzate nel lavoro di sim-
ulazione Monte Carlo, con l’obiettivo di ottimizzare i tempi e ottenere
un sitema termalizzato.
• Appendice B: In quest’appendice viene introdotto il problema del-
l’analisi degli errori su dati provenienti da simulazioni Monte Carlo e
viene descritto il metodo utilizzato per analizzare i dati del capitolo 6.
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Capitolo 2
Fenomeni critici
2.1 Transizioni di fase e parametro d’ordine
Nello studio delle transizioni di fase, e piu` in generale in fisica statistica,
il problema e` quello di studiare una caratteristica macroscopica del sistema
partendo dalle proprieta` dell’interazione a livello microscopico tra le parti-
celle. Da un punto di vista matematico siamo in presenza di una transizione
di fase quando il potenziale termodinamico presenta una singolarita`, questa
pero` e` possibile solo nel limite termodinamico, in presenza cioe` di infiniti
gradi di liberta`, quindi e` un’idealizzazione che pero` in natura viene approssi-
mata bene visto che un tipico sistema fisico ha un numero di gradi di liberta`
dell’ordine di 1026.
Quando vogliamo analizzare una transizione di fase bisogna innanzitutto
definire una quantita` fisica che vari in maniera chiara durante il passaggio da
una fase all’altra, ad esempio la densita` nella transizione solido/liquido o la
magnetizzazione in una transizione ferromagnetica, questa osservabile macro-
scopica viene definita parametro d’ordine in quanto ci da una misura dell’or-
dine presente nel nostro sistema. La moderna classificazione delle transizioni
di fase utilizza come discriminante proprio il modo con il quale il parametro
d’ordine varia, nel caso presenti una discontinuita` si parla di transizione di
fase discontinua o del primo ordine. Esempi che ricadono in questa classe
sono l’ebollizione dell’acqua cos`ı come il passaggio da paramagnetismo a fer-
romagnetismo nel modello di Ising, in entrambi i casi pero` alzando il valore
della temperatura la discontinuita` diminuisce, fino ad un valore critico Tc
dove scompare del tutto, e in questo caso abbiamo una transizione di fase
continua o del secondo ordine.
Una quantita` che assume un ruolo particolarmente rilevante nello studio
delle transizioni di fase e` la lunghezza di correlazione, cioe` la distanza tipica
nella quale i gradi di liberta` del sistema sono correlati tra loro. Immaginiamo
di prendere un blocco macroscopico di un dato materiale e di misurarne
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una qualche quantita` intensiva, se successivamente dividiamo il blocco in
parti uguali il valore di questa quantita`, calcolata nei blocchi di dimensione
minore, avra` lo stesso valore che all’inizio. Se pero` continuiamo a ripetere
questo procedimento arriviamo ad un punto nel quale questo valore inizia a
cambiare in quanto le fluttuazioni del parametro ad una data distanza non
sono piu` trascurabili, la dimensione tipica di questo sottosistema e proprio
la lunghezza di correlazione. Una caratteristica delle transizioni continue e`
quella di avere, al punto critico, una lunghezza di correlazione infinita, le
fluttuazioni sono quindi tutte correlate tra loro e il sistema e` self similary,
cioe` rimane sempre identico indipendentemente dalla scala con la quale viene
osservato.
Un modello semplice per comprendere meglio le transizione di fasi e` il
modello di Ising in dimensione due, nel quale abbiamo un’Hamiltoniana
H = −J
∑
〈i,j〉
sisj −H
∑
i
si, (2.1)
con i vari si che sono definiti sui siti di un reticolo cristallino bidimensionale
e che possono assumere il valore di ±1. Il valore della costante di accoppia-
mento J e` positivo, in maniera da favorire l’allineamento degli spin adiacenti,
indicati con 〈i, j〉, mentre H rappresenta il campo magnetico esterno. Come
parametro d’ordine consideriamo la magnetizzazione media,
m = 〈si〉 = 1
Z
∑
si=±1,i=1,...,N
si e
− E
kT , (2.2)
in assenza di campo magnetico esterno osserviamo che per un certo valore
della temperatura, T = Tc, abbiamo il passaggio da m = 0 per T > Tc ad
m 6= 0 per T < Tc.
La stessa interazione microscopica si puo` studiare in sistemi con dimen-
sione diversa, per D = 1 si puo` risolvere esplicitamente e si trova che m = 0
per ogni valore della temperatura T > 0, mentre per D > 2 non siamo in
grado di ottenere un risultato esatto, ma si puo` comunque dimostrare che
esiste una temperatura critica, Tc, sotto la quale gli spin tendono ad allinear-
si e a dare un valore non nullo della magnetizzazione. Questo e` un esempio
di come la dimensionalita` di un sistema giochi un ruolo fondamentale nella
comprensione dei fenomeni critici.
Se consideriamo un campo magnetico nullo, quindi H = 0, si nota che
l’Hamiltoniana e` ovviamente invariante sotto la trasformazione si → −si,
chiamiamo questa simmetria discreta Z2. Questa e` presente nella fase para-
magnetica con m = 0, ma se andiamo a temperature inferiori di Tc osserviamo
che la maggior parte degli spin sono allineati nello stesso verso, il sistema non
ha piu` la simmetria Z2 ma ha scelto una ben precisa configurazione tra due
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equivalenti. Questo meccanismo, caratteristico dei fenomeni critici, viene
chiamato rottura spontanea di simmetria. Se consideriamo una funzione di
partizione calcolata sommando su tutte le configurazioni del sistema otter-
remo sempre un valore nullo della magnetizzazione, per descrivere la fase
ordinata, con m > 0 bisognera` considerare un campo magnetico H diverso
da zero e poi fare il limite per H nullo dopo aver fatto il limite termodi-
namico, in questo caso si vede che la fase ordinata sopravvive anche dopo
aver fatto il limite di campo esterno nullo, e` come se il sistema avesse una
memoria.
2.2 Universalita`
Il fatto che i fisici concentrino cos`ı tanta attenzione sullo studio delle tran-
sizioni continue puo` apparire curioso, ad esempio se torniamo al modello di
Ising si ha una transizione continua solo nel caso la temperatura sia esatta-
mente T = Tc, in tutti gli altri casi si ha una transizione del primo ordine. Il
fatto che rende particolarmente interessante lo studio delle transizioni contin-
ue e` che anche sistemi molto diversi tra loro presentano alcune caratteristiche
comuni in prossimita` del punto critico, questo dipende in particolar modo
dalle simmetrie del problema, dalla dimensionalia` del sistema e dal fatto che
ci sia o meno un’interazione a lungo raggio. Questa proprieta` dei fenomeni
critici di avere caratteristiche comuni e` nota come universalita` e possiamo
classificare sistemi differenti in varie classi di universalita` proprio secondo
queste analogie. Lo studio dei fenomeni critici attraverso questo approccio
ha portato all’idea del gruppo di rinormalizzazione, che vedremo piu` avanti in
dettaglio, ma che fondamentalmente e` una riformulazione dei parametri della
teoria successivamente ad un cambiambiamento di scala nella descrizione del
sistema.
Generalmente si osserva che in un intorno del punto critico varie quantita`
fisiche hanno un andamento a potenza rispetto ai parametri che misurano la
distanza dal punto critico. Queste relazioni definiscono gli esponenti critici,
che dipendono dalle classi di universalita`, questi non sono indipendenti tra di
loro ma, sotto opportune ipotesi, devono soddisfare delle relazioni ben precise.
Nel caso ferromagnetico ad esempio, se definiamo la temperatura ridotta,
t = T−TcTc , e il campo magnetico ridotto, h =
H
kBT
, le seguenti quantita` hanno
una dipendenza a potenza:
• Calore specifico CV ∼ A±|t|−α, a meno di termini regolari in t. A+ e
A− sono valiti rispettivamente per valori di t maggiori e minori di zero,
e variano a seconda del modello, nonostante questo il rapporto A+/A−
e` universale.
• Magnetizzazione spontanea m ∼ (−t)β
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• Suscettivita` χ = ∂m∂h ∼ |t|−γ
• Magnetizzazione a t = 0 m ∼ h 1δ
• Lunghezza di correlazione ξ ∼ |t|−ν
• Funzione di correlazione G(r) = 〈m(r)m(0)〉 −m2 ∼ 1
rd−2+η .
2.3 Scaling ed esponenti critici
Le leggi a potenza nell’intorno del punto critico possono essere ricavate con
la sola ipotesi di scaling. Consideriamo come esempio una transizione ferro-
magnetica, e per comodita` ipotizziamo che la magnetizzazione abbia un’asse
privilegiata, in maniera da cadere nella classe di universalita` del modello di
Ising.
L’unica ipotesi che facciamo e` che l’energia libera, funzione della temper-
atura e del campo magnetico, nei pressi del punto critico, T = Tc e H = 0,
possa essere scritta nella forma
f(T,H) = |t|1/wΨ±
(
H
|t|u/w
)
, (2.3)
dove Ψ+(z) eΨ−(z) sono due funzioni ad una variabile valide rispettivamente
nelle regioni t > 0 e t < 0. Questa ipotesi e` ben verificata sperimentalmente,
e porta a conseguenze decisamente non banali. Consideriamo ad esempio la
magnetizzazione per unita` di volume ad H = 0,
m = − ∂f
∂H
|H=0 = −|t|
1−u
w Ψ′±(0), (2.4)
confrontando questa equazione con l’analoga nel paragrafo precedente si puo`
ricavare
β =
1− u
w
. (2.5)
Allo stesso modo per la suscettivita` vicino al punto critico vale
χ =
∂m
∂H
|H=0 = − ∂
2f
∂H2
|H=0 = −|t|
1−2u
w Ψ′′±(0), (2.6)
quindi abbiamo effettivamente un andamento del tipo χ ∼ |t|−γ con
γ =
2u− 1
w
. (2.7)
Attraverso lo stesso ragionamento e` possibile ottenere l’andamento del calore
specifico
CV = −T ∂
2f
∂T 2
|H=0 = −Ψ±(0)
Tc
1
w
(
1
w
− 1
)
|t| 1w−2, (2.8)
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dal quale si ricava l’esponente α,
α = 2− 1
w
. (2.9)
Infine si puo` ricavare l’esponente δ che compare nella magnetizzazione per
T = Tc nel limite H → 0, per fare questo bisogna pero` prima riesprimere
l’energia libera in maniera diversa, sempre pero` secondo la stessa ipotesi di
scaling
f(T,H) = H1/uΨ˜±
(
H
|t|u/w
)
, (2.10)
dove Ψ˜±(z) = z1/uΨ±(z), a questo punto basta fissare t = 0 e fare poi il
limite di campo magnetico nullo per ottenere
M = −1
u
H
1
u
−1Ψ˜±(∞), (2.11)
quindi si ottiene
δ =
u
1− u, (2.12)
da queste relazioni tra gli esponenti critici e gli esponenti nell’espressione
dell’energia libera si ricava che solo due dei quattro esponenti critici sono
indipendenti tra di loro, infatti indipendentemente dalla forma delle funzioni
Ψ± sono automaticamente soddisfatte le relazioni
α+ 2β + γ = 2, (2.13)
α+ (δ + 1)β = 2. (2.14)
La verifica sperimentale di queste equazioni e` una conferma della fondatezza
dell’ipotesi di scaling dalla quale siamo partiti.
In maniera simile possiamo ipotizzare anche per la funzione di correlazione
una particolare forma di scaling
G(r, t) = 〈m(r, t)m(0, t)〉 −m2 = Φ±(r/ξ(t))
rd−2+η
, (2.15)
dove ξ ∼ |t|−ν e` la lunghezza di correlazione, d e` la dimensionalita` del sistema
e η e ν sono due esponenti critici. Da questa forma per G(r, t) e` possibile
ricavare ulteriori informazioni tra i vari esponenti, per ottenere cio` definiamo
la suscettivita` magnetica` non locale,
χ(r− r′) = ∂m(r)
∂H(r′)
|H=0, (2.16)
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se andiamo in traformata di Fourier sappiamo che vale χ˜(q, t) = G˜(q, t),
quindi per ottenere la suscettivita` magnetica uniforme basta calcolare la
trasformata della funzione di correlazione in q = 0,
χ˜(0) = G˜(0) =
∫
ddrG(r, t) = Aξ2−η, (2.17)
dal confronto con la definizione di γ si ottiene
γ = ν(2− η), (2.18)
nota come legge di scaling di Fisher. Infine possiamo assumere che per t ∼ 0
l’unica lunghezza rilevante sia proprio la lunghezza di correlazione ξ, questo
ci permette di ipotizzare che l’energia libera per unita` di volume abbia un
andamento
f ∼ ξ(t)−d, (2.19)
e facendo la derivata seconda rispetto alla temperatura possiamo ottenere il
calore specifico, in maniera da ottenere un’ulteriore relazione,
α = 2− νd. (2.20)
Quest’ultima relazione e` nota come legge di Josephson o di Hyperscaling in
quanto ha bisogno di un’ulteriore ipotesi, di tipo dimensionale, e, a differenza
delle precedenti non e` sempre soddisfatta.
In conclusione abbiamo quindi introdotto sei leggi a potenza e relativi
esponenti, e, partendo da alcune ipotesi, comunque abbastanza generali, sulla
forma dell’energia libera e della funzione di correlazione abbiamo ottenuto
quattro relazioni tra gli esponenti, quindi solo due di questi sono indipendenti
tra loro. Quindi basta misurare due di questi, ad esempio η e ν per conoscere
automaticamente anche tutti gli altri e determinare la classe di universalita`
corrispondente.
2.4 Teoria di Landau-Ginzburg e campo medio
Landau riusc`ı a costruire, in maniera puramente intuitiva e seguendo un ap-
proccio fenomenologico, un modello che ben descrivesse le transizioni di fase
del secondo ordine, l’idea fondamentale di Landau riguarda la possibilita`
di scrivere l’energia libera nell’intorno del punto critico come una funzione
analitica del parametro d’ordine m, dalla temperatura ridotta t e dal campo
esterno h, riscalato in maniera da essere adimensionale. Gli stati fisici del sis-
tema devono essere punti stazionari dell’energia libera rispetto al parametro
d’ordine, l’energia libera inoltre deve contenere le informazioni tali da ot-
tenere un valore m = 0 per t > 0 e m = 0 per t < 0 e deve essere compatibile
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Figura 2.1:
Schematizzazione del-
la densita` di energia
libera nella teoria di Lan-
dau, come si vede nel caso
t < 0 le configurazioni
favorite hanno m 6= 0
e presentano rottura
spontanea di simmetrie.
con le simmetrie del problema, ad esempio nel modello di Ising deve avere la
simmetria Z2 . Seguendo questo ragionamento possiamo scrivere
F = F0 +
1
β
∫
dr
[
h(r)m(r) + atm2(r) + bm4(r) +
c
2
(∇m(r))2], (2.21)
dove le costanti b e c devono essere positive perche` senno` sarebbero possibili
valori arbitrariamente grandi della magnetizzazione e del suo gradiente, il co-
efficiente davanti al termine quadratico e` preso in maniera da essere positivo
per temperature sopra quella critica e negativo per valori inferiori, in maniera
da permettere in questo caso valori non nulli di m, quindi deve valere a > 0,
mentre la parte di energia libera F0 non dipende dalla magnetizzazione. La
presenza delle potenze dispari di m e` vietata invece dalla richiesta dell’invari-
anza sotto la trasformazione m′ = −m, e le potenze superiori alla quarta sono
tralasciate perche` si ipotizza che m(r) sia piccolo intorno al punto critico. A
questo punto ci possiamo calcolare la variazione dell’energia libera rispetto a
m(r), trovando, dopo aver fatto un’integrazione per parti,
βδF =
∫
drδm(r)[h(r)− 2atm(r)− 4bm3(r) + c∇2m(r)]. (2.22)
Se ipotizziamo che F sia in un punto stazionario la sua variazione deve essere
nulla, quindi la magnetizzazione deve essere tale che
h(r) = 2atm(r) + 4bm3(r)− c∇2m(r). (2.23)
Cerchiamo ora delle soluzioni in assenza del campo esterno h ed uniformi,
quindi con ∇m(r) = 0, prendendo quindi la magnetizzazione media e facendo
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l’ipotesi di fluttuazioni locali trascurabili. Nella fase ad alta temperatura,
t > 0, l’unica soluzione e` data da m = 0, mentre per t < 0 sono ammesse due
ulteriori soluzioni,
m(r) = ±
√
−at
2b
≡ ±m˜, (2.24)
se sostituiamo queste nell’espressione (2.21) otteniamo
F =
{
F0 se m = 0
F0 − kbT
∫
dr
(
a2t2
4b
)
se m = ±m˜,
quindi il sistema per temperature inferiori a quella critica ha un minimo del-
l’energia per valori di m ∼ (−t) 12 , gli spin tendono ad allinearsi nello stesso
verso e lo stato fisico non risulta piu` invariante sotto Z2.
Questo e` un esempio con il quale si riesce a comprendere bene il meccan-
isco della rottura spontanea di simmetria, inoltre siamo anche riusciti a ot-
tenere il valore dell’esponente relativo alla magnetizzazione spontanea, β = 12 .
Conoscendo l’energia libera possiamo calcolarci il calore specifico,
C = T
d2F
dT 2
=
{
T d
2F0
dT 2
per t > 0
T d
2F0
dT 2
+ TΩa
2
2b per t < 0,
dove Ω e il volume totale. Il calore specifico presenta quindi una discontinuita`
al punto critico, risulta essere maggiore nella fase ordinata rispetto a quella
disordinata. Possiamo anche ricavare la suscettivita`,
χ =
∂m
∂h
|h = 0 = 12at+ 12bm2 , (2.25)
e quindi, inserendo dalla (2.24) i valori ottenuti per la magnetizzazione,
abbiamo
χ =
{
1
2at per t > 0
1
4a|t| per t < 0,
e si verifica che in questo caso vale γ = 1. Per ottenere informazioni riguar-
do la lunghezza di correlazione non possiamo ovviamente piu` considerare la
magnetizzazione come uniforme trascurandone le fluttuazioni nella formula
(2.21), considerando la funzione di partizione,
Z =
∫
d{m(r)}e−βF ({m(r)}), (2.26)
bisogna calcolare la funzione di correlazione
G(r, r′) =
〈
m(r)m(r′)− 〈m(r)〉〈m(r′)〉
〉
, (2.27)
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dove 〈, 〉 indica la media pesata con la funzione di partizione Z. La funzione
di correlazione deve soddisfare la seguente relazione
(−∇2 + ξ−2)G(r− r′) = (cβ)−1δ(r− r′), (2.28)
dove la lunghezza di correlazione vale
ξ =
ξ+ =
(
c
2at
)1/2
per t > 0
ξ− =
(
c
4a(−t)
)1/2
per t < 0,
quindi vale ν = 12 , mentre il rapporto tra la lunghezza di correlazione sopra
e sotto il punto critico e` anche questa una costante universale e vale A+A− =
1
2 .
Per risolvere la (2.28) conviene andare in trasformata di Fourier,
G˜(k) =
1
cβ
1
k2 + ξ−2
(2.29)
e dal momento che a t = 0 la lunghezza di correlazione ξ diverge vale G˜(k) ∼
k−2, quindi
G(r) ∼
∫
ddk
eikx
k2
= A
1
rd−2
(2.30)
e quindi otteniamo che in questo caso vale η = 0.
2.4.1 Range di validita`
Seguendo l’approccio di Landau, o teoria di campo medio, abbiamo trova-
to che gli esponenti critici sono universali, cioe` i dettagli della teoria sono
completamente ininfluenti per la loro determinazione. Questo e` frutto delle
semplificazioni fatte, che in alcuni casi possono essere buone e in altri decisa-
mente troppo approssimative e portare a risultati del tutto inesatti, quindi
bisogna cercare di capire di volta in volta se e` corretto utilizzare questo ap-
proccio. Un criterio per questo e` stato formulato da Ginzburg, secondo il
quale l’approssimazione di campo medio e` possibile nei casi in cui le flut-
tuazioni del parametro d’ordine siano piccole rispetto al suo valor medio,
deve quindi essere verificato che
〈m(r)m(r′)〉 − 〈m(r)〉〈m(r′)〉
〈m(r)〉〈m(r′)〉  1. (2.31)
Il numeratore e` proprio la funzione di correlazione, e se facciamo l’ipotesi che
le fluttuazioni piu` rilevanti sono quelle ad una distanza pari alla lunghezza
di correlazione, ricordando che ξ ∼ |t|−1/2 e inserendo questo per |r− r′| = ξ
nell’equazione (2.30) otteniamo
〈m(r)m(r′)〉 − 〈m(r)〉〈m(r′)〉 ∼ |t|d/2−1, (2.32)
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quantita` fisica Esponente Teoria di Landau Ising in d = 2 Ising in d = 3
calore specifico α 0 (discontinuita`) 0 (singolarita` logaritmica) 0.110(1)
suscettivita` γ 1 7/4 1.2372(5)
magnetizzazione spontanea β 1/2 1/8 0.3265(3)
magnetizzazione δ 3 15 4.789(2)
lunghezza di correlazione ν 1/2 1 0.6301(4)
funzione di correlazione η 0 1/4 0.0364(5)
Tabella 2.1: Confronto tra esponenti critici previsti dalla teoria di Landau-
Ginzburg e risultati reali per la classe di universalita` di Ising nel caso d = 2
e d = 3, questi sono stati presi da [11].
il denominatore si puo` stimare in maniera immediata, dalla teoria di Landau
abbiamo ottenuto che la magnetizzazione media ha un andamento del tipo
〈m(r)〉 ∼ |t|1/2 otteniamo subito
〈m(r)〉〈m(r′)〉 ∼ |t| (2.33)
e quindi, mettendo insieme le due informazioni, abbiamo che le fluttuazioni
del parametro d’ordine diviso il quadrato del suo valor medio soddisfano
〈m(r)m(r′)〉 − 〈m(r)〉〈m(r′)〉
〈m(r)〉〈m(r′)〉 ∼ |t|
d/2−2, (2.34)
nel limite di punto critico, t → 0 il criterio di Ginzburg quindi puo` essere
soddisfatto o meno, a seconda della dimensione del sistema. Nel caso in cui
d > 4 le fluttuazioni diventano sempre meno rilevanti e la teoria di campo
medio puo` considerarsi valida, diversa e` invece la situazione per valori di d <
4, in questo caso avvicinandosi al punto critico le fluttuazioni del parametro
non sono piu` controllabili, e questo fa si che la teoria di Landau sia inadatta
a descrivere il comportamento del sistema, in ogni caso questa puo` ancora
considerasi valida a patto di non andare a valori della temperatura ridotta
eccessivamente piccoli. Nel caso in cui valga proprio d = 4 infine si osserva che
la teoria non e` applicabile per via delle correzioni logaritmiche. Nella tabella
2.1 vengono raffrontati i risultati ottenuti mediante la teoria di campo medio
con quelli corretti.
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Capitolo 3
Gruppo di rinormalizzazione
Quando si parla di gruppo di rinormalizzazione, nello studio dei fenomeni
critici come nelle teorie di campo quantistiche, si intende che i paramentri
che definiscono una teoria vengono riespressi in funzione di altri che man-
tengano inalterati gli aspetti fisici. Le relazioni tra i parametri originali
e quelli trasformati definiscono il flusso del gruppo di rinormalizzazione e
l’ipotesi dell’esistenza di punti fissi implica automaticamente l’universalita`
nelle leggi di scaling.
3.1 Rinormalizzazione in una dimensione
Consideriamo il modello di Ising, questo e` espresso da un’Hamiltoniana,
H(s), se ragruppiamo a blocchi un certo numero di siti vicini e assegnamo in
qualche modo ad ognuno di questi blocchi un spin s′ il sistema sara` espresso
da un’opportuna nuova Hamiltoniana H′(s′). Se consideriamo una catena
unidimensionale abbiamo un’Hamiltoniana
H = −K
∑
i
sisi+1, (3.1)
dove in K consideriamo anche il fattore β = 1kBT , infatti d’ora in poi ci
riferiremo in maniera indistina all’Hamiltoniana o all’azione. La funzione di
partizione corrispondente e` data da
Z = Trse−H(s). (3.2)
Scegliamo di unire i siti a gruppi di tre, assegnando come valore di spin ad
ognuno di questi il valore dello spin del sito centrale, che equivale a prendere
per ogni blocco il proiettore
T
(
s′; s1, s2, s3
)
= δs′,s2 , (3.3)
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se prendiamo due blocchi vicini avremo quindi s′1 = s2 e s′2 = s5, nel calcolo
della funzione avremo percio` il prodotto
eKs
′
1s3eKs3s4eKs4s
′
2 , (3.4)
dal momento che s3s4 = ±1 e` facile verificare che eKs3s4 = (1+xs3s4) coshK,
dove x ≡ tanhK, possiamo quindi riscrivere (3.4) come
(coshK)3(1 + xs′1s3)(1 + xs3s4)(1 + xs4s
′
2), (3.5)
e, dopo aver fatto la somma sui possibili valori di s3 ed s4 otteniamo
4(coshK)3(1 + x3s′1s
′
2), (3.6)
il quale, a meno di una costante, ha la forma eK
′s′1s
′
2 , con
K ′ = tanh−1[tanh3(K)]. (3.7)
Possiamo scrivere la funzione di partizione come Z = Trs′e−H
′(s′), dove H′ e`
l’Hamiltoniana rinormalizzata,
H′ = Ng(K)−K ′
∑
i
s′is
′
i+1, (3.8)
dove N e` il numero totale dei siti e
g(K) = −1
3
ln
[
(coshK)3
coshK ′
]
− 2
3
ln 2, (3.9)
la nuova Hamiltoniana mantiene quindi la forma originale, a parte un ter-
mine che comunque e` indipendente dagli spin {s′i} e che quindi non influisce
nel calcolo dei vari valori di aspettazione, e contribuisce solo nel calcolo del-
l’energia libera. L’equazione (3.7) prende il nome di equazione del gruppo
di rinormalizzazione e gioca un ruolo fondamentale. Per studiarla conviene
riscriverla in termini della variabile x = tanh(K),
x′ = x3. (3.10)
Questa equazione ha due punti fissi, uno stabile, x = 0 e che ha come
bacino di attrazione tutti i valori di x ∈ [0, 1), se infatti iteriamo il procedi-
mento varie volte otteniamo un valore di x sempre minore, l’unica eccezione
si ha nel caso limite x = 1, che e` il secondo punto di equilibrio ed e` insta-
bile. Dal momento che K contiene un fattore 1kBT il caso x = 0 corrisponde a
T =∞ (K = 0), mentre nel caso x = 1 abbiamo T = 0 (K =∞). Il fatto che
per orni T > 0 si abbia lo stesso punto attrattivo vuol dire che per ognuno di
questi valori il sistema si trova nella stessa fase, e, dal momento che questa e`
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Figura 3.1: Flusso di rinor-
malizzazione per il modello di
Ising unidimensionale, come
si vede dalla figura sono pre-
senti due punti fissi, uno sta-
bile per K = ∞ e l’altro
instabile per K = 0.
ad alta temperatura, questa fase non puo` che essere paramagnetica. Infatti
in dimensione uno un sistema con un’interazione a corto raggio come nel caso
in questione non ammette una fase ordinata per nessun valore di T 6= 0.
L’assenza di una transizione di fase da disordinata a ordinata a temper-
atura finita in dimensione d e` comune a molti sistemi per valori di d ≤ dl, dove
dl dipende dalla classe di universalita` eprende il nome di dimensione critica
inferiore. Nel caso della classe di universalita` di Ising, cos`ı come in altri casi
che hanno delle simmetrie discrete, si ha dl = 1, mentre nei casi di simmetrie
continue si ha in generale dl = 2. Per giungere alla medesima conclusione
riguardo l’assenza di fase ordinata nel modello di Ising unidimensionale si
poteva anche ragionare sulla lunghezza di correlazione adimensionale, espres-
sa in unita` di spazi tra i siti del reticolo. Effettuando la rinormalizzazione
la fisica a grande distanza non cambia, e quindi la lunghezza di correlazione
deve rimanere la stessa, quello che cambia e` pero la spaziatura tra i siti, che
viene aumentata di un fattore b = 3, quindi deve valere
ξ(x′) = b−1ξ(x), (3.11)
e dal momento che x′ = xb questa ha soluzione
ξ(x) =
c
lnx
=
c
ln tanhK
, (3.12)
dove c e` una costante. La lunghezza di correlazione rimane finita per ogni val-
ore di T , nel limite T → 0 ha un valore sempre piu` grande, secondo ξ ∼ ec/T ,
e per valori di temperatura sufficientemente piccoli il sistema approssima il
caso ordinato che si avrebbe a temperatura nulla.
3.2 Teoria generale
Una trasformazione del gruppo di rinormalizzazione e` definita nello spazio
dei parametri e la possiamo scrivere come {K ′} = R({K}), dove {K} e`
l’insieme dei parametri del sistema considerato e R dipende dal modello e
dal parametro di scaling, b. Un punto fisso {K∗} e` identificato dalla soluzione
dell’equazione
{K∗} = R({K∗}), (3.13)
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e se facciamo l’ipotesi che R sia differenziabile nel punto fisso possiamo
scrivere un equazione linearizzata in un intorno di {K∗},
K ′a −K∗a ∼
∑
b
Tab(Kb −K∗b ) (3.14)
dove Tab = ∂K ′a/∂Kb|{K}={K∗}. Indichiamo con ei gli autovettori a sinistra
della matrice T e con λi i relativi autovalori, abbiamo∑
a
eiabTab = λ
ieib. (3.15)
Possiamo ora definire i campi di scaling, ui ≡
∑
a e
i
a(Ka − K∗a) queste si
verifica facilmente che queste, in un intorno del punto fisso, trasformano in
maniera moltiplicativa,
u′i = λ
iui. (3.16)
Definiamo gli autovalori del gruppo di rinormalizzazione, yi, ridefinendo λi ≡
byi . Questi hanno un ruolo cruciale per comprendere il comportamento
dei relativi campi di scaling, infatti a seconda del valore di yi possiamo
distinguere tre casi differenti tra loro:
• Se yi > 0, il campo ui e` detto rilevante,
• Se yi < 0, il campo ui e` irrilevante,
• Se yi = 0, in questo caso si dice che ui e` marginale.
Questa nomenclatura segue del comportamento di questi campi sotto il
cambiamento di scala del gruppo di rinormalizzazione. Dal momento che
b > 1, i campi con yi > 0 crescono sotto la trasformazione e diventanto sempre
piu` importanti mano a mano che l’iterazione si ripete, assumendo quindi
un valore rilevante a grande distanza. Per contro i campi con esponente
yi < 0 tendono invece a diminuire e dopo varie interazioni vanno in un intorno
dello zero, sono quindi trascurabili a grandi distanze, e non influenzano il
comportamento critico del sistema, in quanto come abbiamo visto questo
dipende solo dal comportamento a lungo raggio, questo e` il motivo per cui
questi campi sono definiti irrilevanti. Una conseguenza di cio` e` il fatto che
in modelli che differiscono solamente per un numero arbitrariamente grande
di campi irrilevanti osserviamo il medesimo comportamento critico, siamo
quindi nella stessa classe di universalita`. L’equazione linearizzata non ci
da invece informazioni sull’andamento in prossimita` del punto critico dei
campi che hanno yi = 0, questi vengono definiti marginali ma non si possono
trascurare a priori in quanto non e` possibile dall’equazione linearizzata avere
informazioni sul loro andamento su larga scala.
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Dal momento che i campi rilevanti crescono sotto il gruppo di rinormal-
izzazione, e quindi per ogni valore di partenza non nullo si allontanano del
punto fisso, devono essere fissati a zero per poter osservare comportamento
critico. Definiamo invece come regione critica una qualunque combianzione
di campi irrilevanti, in quanto ogni punto in questa ipersuperficie viene at-
tratto dal punto critico, purche` sia abbastanza vicino ad esso per mantenere
valida l’approssimazione (3.14).
La legge fondamentale per la trasformazione dell’energia libera`, otteni-
bile ricordando che la funzione di partizione e` invariante sotto il gruppo di
rinormalizzazione, e`
f({K}) = g({K}) + b−df({K ′}) (3.17)
quindi, a differenza della lunghezza di correlazione, non trasforma in maniera
omogenea, ma dal momento che a noi interessa solo la sua parte singolare
possiamo trascurare il termine g({K}) che e` analitico e tiene conto del con-
tributo dei gradi di liberta` o corto raggio. Possiamo quindi scrivere una
trasformazione omogenea per la parte singolare dell’energia libera,
fs({K}) = b−dfs({K ′}). (3.18)
Questa, in vicinanza del punto critico, puo` essere riscritta in funzione dei
campi di scaling,
fs(u1, u2, . . . , un) = b−dfs(by1u1, by2u2, . . . , bynun). (3.19)
Il comportamento dell’energia libera, cos`ı come del campi, sotto una
trasformazione RG e` determinato in maniera univoca dai punti fissi, quindi
a meno di fattori di normalizzazione tutte le quantita` termodinamiche e le
funzioni di correlazione sono determinate da essi, quindi tutti i problemi che
presentano i medesimi punti fissi hanno un comportamento critico identico e
fanno percio` parte della stessa classe di universalita`. Il problema fisico dello
studio dei fenomeni critici si riduce al problema matematico dell’inviduazione
di questi punti fissi e dello studio delle varie classi di universalita`.
Sebbene il fattore di scala b sembra giocare un ruolo importante in quanto
entra negli autovalori byi della matrice T alla fine tutte le osservabili fisiche
sono indipendenti dalla scelta di b, come ovviamente e` lecito aspettarsi. E’
possibile fare anche una trasformazione infinitesimale, prendendo b = 1 + δl,
con δl 1. In questo caso i parametri trasformeranno secondo
Ka → Ka +
(
dKa
dl
)
δl +O(δl2), (3.20)
e l’equazione del gruppo di rinormalizzazione ha ora una forma differenziabile,
dKa
dl
= −βa({K}), (3.21)
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dove le funzioni βa vengono chiamate le funzioni beta del gruppo di rinor-
malizzazione e i punti fissi corrispondono quindi agli zeri della funzione beta.
Se calcoliamo la matrice T definita in maniera analoga a (3.14) otteniamo
Tab = δab +
∂βa
∂Kb
δl, (3.22)
con i relativi autovalori (1 + δl)yi ∼ 1 + yiδl. In questo caso gli esponenti
yi non sono altro gli autovalori della matrice (∂βa/∂Kb), calcolata nel punto
fisso.
3.3 Determinazione degli esponenti critici
Per capire come entra la rinormalizzazione nel determinare gli esponenti crit-
ici di una teoria e` utile tornare a considerare la classe di universalita` del
modello di Ising. In questo caso abbiamo due campi rilevanti, uno termico,
ut, ed uno magnetico, uh, con i relativi autovalori yt e yh. In aggiunta ci
possono essere dei campi irrilevanti che pero` non consideriamo in quanto non
entrano nell’analisi del comportamento critico. Il valore di questi campi deve
dipendere in maniera analitica dal valore dei parametri (t, h) che misurano
la distanza dal punto critico, questi si devono annullare proprio al punto
(t = 0, h = 0), quindi in un intorno del punto critico possiamo scrivere
ut ' t
t0
(3.23)
uh ' h
h0
, (3.24)
dove t0 ed h0 sono opportune costanti non universali. Trascurando eventuali
campi irrilevanti possiamo riscrivere l’equazione (3.19) come
fs(ut, uh) = b−dfs(bytut, byhuh) = b−ndfs(bnytut, bnyhuh), (3.25)
dove n e` il numero di iterazioni eseguite. Dal momento che ut e uh diventano
piu` grandi ad ogni iterazione non possiamo pero` prendere n troppo grande,
oppure le approssimazioni (3.23) e (3.24) non sono piu` valide, fissiano allora
n in modo che valga |bnytut| = u∗t e il punto u∗t sia un punto abbastanza
vicino al punto fisso perche` valgano le approssimazioni fatte. Se invertiamo
la relazione precedente in maniera da ricavare n e sostituiamo questo in (3.25)
otteniamo
fs(ut, uh) = |ut/u∗t |d/ytfs(±u∗t , uh|ut/u∗t |−yh/yt). (3.26)
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Il fattore u∗t puo` essere assorbito ridefinendo il fattore di scala t0, e l’energia
libera assume la forma
fs(t, h) = |t/t0|d/ytΦ
(
h/h0
|t/t0|yh/yt
)
, (3.27)
dove Φ e` una funzione universale, l’unica dipendenza dal modello particolare
sta dentro i fattori di scala t0 e h0. Questa ha la stessa forma di (2.3)
e quindi e` immediato, per confronto con essa, ricavare i relativi esponenti
critici in termini degli autovalori del gruppo di rinormalizzazione:
α = 2− d
yt
(3.28)
β =
d− yh
yt
(3.29)
γ =
2yh − d
yt
(3.30)
δ =
yh
d− yh . (3.31)
Sebbene queste equazioni siano state ricavate per la classe di universalita` di
Ising si possono ricavare risultati analoghi in tutti i casi dove gli unici campi
rilevanti sono due, uno tipo termico ed un altro che rompe la simmetria.
Ipotizziamo ora di avere, oltre ai campi ut ed uh, un terzo campo di
scaling u3 con relativo autovalore y3 < 0. Se ipotizziamo che u3 sia pari
sotto la trasformazione Z2 e che sia scrivile in forma analitica di t e h, cioe`
u3 = u03 + at+ bh
2 + . . . , (3.32)
dove, a differenza del caso di campi rilevanti, non possiamo assumere u03 = 0.
Se ripetiamo il calcolo fatto in precedenza otteniamo la densita` di energia
libera,
fs(t, h) = |t/t0|d/ytΦ
(
h|t|−yh/yt , u03|t||y3|/yt
)
. (3.33)
Per comodita` fissiamo ora h = 0 ed assumiamo che Φ sia espandindibile in
serie di Taylor rispetto al secondo argomento, otteniamo cos`ı
fs = |t|d/yt
(
A1 +A2u03|t||y3|/yt + . . .
)
, (3.34)
dove le varie Ai sono opportune costanti non universali. Il risultato e` quindi
una correzione ai termini di scaling, e questa correzione e` tanto maggiore
quanto piu` siamo lontani dal punto critico, in un esperimento bisogna tenere
conto di queste correzioni, una mancanza di cio` potrebbe comportare il ris-
chio di non osservare l’universalita` degli esponenti misurati. Nel caso che
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l’espansione in serie di Taylor non sia possibile le cose sono piu` complicate,
e in questo caso la variabile in questione viene detta irrilevante pericolosa.
Siamo riusciti a ricavare i quattro esponenti critici ottenibili dall’ipotesi
di scaling dell’energia libera, per ottenere informazioni sui restanti due, ν e
η, bisogna ragionare sulla funzione di correlazione,
G(r1 − r2,H) = 〈s(r1)s(r2)〉H − 〈s(r1)〉H〈s(r2)〉H, (3.35)
per fare questo aggiungiamo all’Hamiltoniana di Ising un campo magnetico
non uniforme, H → H−∑r h(r)s(r), e la funzione di correlazione e` quindi
G(r1 − r2) = ∂
2 lnZ(h)
∂h(r1)∂h(r2)
∣∣∣∣
h(r)=0
. (3.36)
Se abbiamo un sistema di passo reticolare a e indichiamo con b il nostro
fattore di scaling possiamo fare l’ipotesi che il campo esterno h(r) sia con
buona approssimazione uniforme nei blocchi di dimensione ba che si otten-
gono una volta fatta la rinormalizzazione. Sotto questa ipotesi l’Hamiltoniana
rinormalizzata ha la stessa forma di quella precedente,
H′(s′)−
∑
r′
h′(r′)s′(r′), (3.37)
dove ovviamente h′(r′) = byhh(r). Dal momento che la funzione di partizione
e` invariante sotto rinormalizzazione deve valere
∂2 lnZ ′(h′)
∂h′(r′1)∂h′(r′2)
=
∂2 lnZ(h)
∂h′(r′1)∂h′(r′2)
, (3.38)
il primo termine di questa equazione non e` altro che la funzione di correlazione
dopo aver effettuato la trasformazione, cioe` G((r1−r2)/b,H′). Per cercare di
capire il secondo termine bisogna intanto vedere che, dalla relazione tra h e
h′ si ottiene δh′ = byhδh, quindi il termine a destra puo` essere riscritto come
b−2yd
〈(
s
(1′)
1 + s
(1′)
2 + . . .
)(
s
(2′)
1 + s
(2′)
2 + . . .
)〉
H. (3.39)
Poiche` ogni blocco racchiude bd siti, questa puo` essere vista come la somma
di b2d funzioni di correlazione e, se la distanza tra i blocchi e` molto piu`
grande del parametro di scaling queste funzioni sono tutte identiche tra loro,
quindi abbiamo che in prossimita` del punto fisso la funzione di correlazione
trasforma secondo
G((r1 − r2)/b,H′) = b2(d−yh)G(r1 − r2,H). (3.40)
Questa, se il modello e` isotropo e se ci mettiamo in condizione di campo
magnetico nullo puo` essere riscritta,
G(r, t) = b−2(d−yh)G(r/b, bytt). (3.41)
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A questo punto possiamo seguire lo stesso procedimento usato in precedenza
per l’energia libera, iteriamo cioe` la trasformazione n volte scegliendo n in
maniera da mantenere valida l’approssimazione lineare, dopodiche` inverti-
amo la relazione bnyt(t/t0) = 1 in maniera da eliminare la dipendenza da n,
ottenendo cos`ı
G(r, t) = |t/t0|2(d−yh)/ytΨ
(
r, |t/t0|−1/yt
)
. (3.42)
Per r grande ci aspettiamo che questa abbia un andamento asintotico del
tipo e−r/ξ, osservando la (3.42) si nota che questo e` possibile a condizione in
cui valga ξ ∼ |t|−1/yt e quindi il relativo esponente critico valere
ν = 1/yt. (3.43)
Se ora fissiamo t = 0 e torniamo alla (3.41) iterando la rinormalizzazione fino
a quando rbn = r0 per un certo r0 molto maggiore del range dell’interazione
otteniamo G(r) ∼ r−2(d−yh) e quindi abbiamo trovato l’ultima relazione tra
esponenti critici e autovalori del gruppo di rinormalizzazione,
η = d+ 2− 2yh. (3.44)
Come ultima cosa notiamo che e` possibile eliminare la dipendenza da yt e yh
degli esponenti critici, ottenendo nuovamente le relazioni tra i vari esponenti
ottenute nel capitolo precedente.
3.4 Sistemi a dimensione finita
Abbiamo detto che da un punto di vista puramente teorico si ha una tran-
sizione di fase quando siamo in presenza di un punto di non analiticita` nel
potenziale termodinamico, e questo e` possibile solo in sistemi di dimensione
infinita. Nella realta` pero` e` inevitabile lavorare con sistemi finiti, dal mo-
mento che un oggetto di dimensione infinita e` solo un’astrazione, in ogni
caso abbiamo che nei sistemi di dimensioni tipiche in natura il numero di
gradi di liberta` a talmente elevato da poter fare tranquillamente uno stu-
dio tralasciando questo aspetto. Nel caso di simulazioni al computer pero`,
molto importanti in fisica statistica, c’e` un’ulteriore limitazione, data dalla
finitezza delle risorse di calcolo utilizzabili, che costringe spesso a lavorare su
sistemi di dimensione abbastanza limitate, e quindi e` fondamentale cercare
di comprendere in che maniera il fatto di lavorare in sistemi finiti vada ad
influenzare le varie osservabili della teoria.
Per comprendere questo aspetto possiamo fare un’analisi basata sul grup-
po di rinormalizzazione e sul fenomeno di scaling. Nel caso di reticoli di lato
L e passo reticolare a e` utile definire la variabile N ≡ L/a, questa sotto una
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rinormalizzazione trasforma secondo N → b−1N , dal momento che il passo
reticolare aquista un fattore b mentre la dimensione del reticolo e` invariante.
Possiamo considerare le varie quantita` termodinamiche come funzioni di N ,
o meglio di N−1, dove il limite termodinamico e` dato da N−1 → 0. Per l’en-
ergia libera, considerando al solito solo la parte singolare di essa, e` possibile
scrivere
fs({K}, N−1) = b−dfs({K ′}, bN−1), (3.45)
e quindi N−1 e` trattabile come una variabile rilevante con relativo autovalore
y
N−1 = 1. Nell’equazione (3.45) abbiamo fatto l’ipotesi che la dipendenza dei
parametri {K ′} da {K} non sia influenzata da N−1, questa e` giustificata nel
caso che l’interazione sia a corto raggio. Per vedere gli effetti di un valore
non nullo di N−1 iteriamo come in precedenza la (3.45) fino al punto in cui
tbnyt = 1, e da questa ci ricaviamo la relazione di scaling per la suscettivita`,
χ(t,N−1) ∼ ∂
2fs
∂h2
∼ |t|−γΦ(N−1|t|−ν). (3.46)
Consideriamo ora N come fisso e sia ξ la lunghezza di correlazione di un
sistema di dimensione infinita`, nella regione disordinata ad alta temperatura,
in cui vale N  ξ, la suscettivita` ha un comportamento simile a quello del
limite termodinamico. Abbassando il valore della temperatura` pero` poi si
raggiunge un valore di cross-over per |t| ∼ N−1/ν sotto il quale la geometria
del sistema ha un ruolo non piu` trascurabile. L’equazione (3.46) puo` essere
riscritta in maniera equivalente come
χ(t,N−1) ∼ Nγ/νΦ′(tN1/ν), (3.47)
dove, per sistemi reali a dimensione finita, Φ′ e` una funzione analitica. Da
quest’ultima relazione possiamo ricavare due predizioni, il fatto che il massi-
mo della suscettivita` non diverge ma va come Nγ/ν e la possibilita` di uno shift
della temperatura critica, quella corrispondente al massimo della suscettivita`,
dell’ordine di N−1/ν . Questo shift del valore critico puo` essere sia positivo che
negativo, ad esempio nel caso di condizioni al contorno periodiche i vettori
d’onda diventano discreti, k = 2pi/N sopprimendo le possibili fluttuazioni
e la temperatura critica sara` maggiore rispetto a quella del sistema infini-
to, contrariamente a quello che si osserva lasciando condizioni al contorno
libere dove le fluttuazioni sono maggiori e conseguentemente il punto critico
si ottiene per temperature inferiori.
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Capitolo 4
Modello XY 2D e transizione
di Kosterlitz-Thouless
Possiamo generalizzare il modello di Ising prendendo un’Hamiltoniana ridotta
del tipo
H = −βJ
∑
〈i,j〉
si · sj ≡ −K
∑
〈i,j〉
si · sj , (4.1)
dove si e` un vettore di norma uno e ad N componenti. Nel caso N = 1
abbiamo proprio il modello di Ising analizzato in precedenza, d’ora in poi
studiamo il problema fissando N = 2, in questo caso si parla di modello XY ,
la variabile spin in questo caso e` parametrizzabile come si = eiθi , e quindi il
problema ha una simmertia globale U(1)
θi = θi + α. (4.2)
Un’altro parametro fondamentale nello studio dei fenomeni critici e` la di-
mensionalita`, se consideriamo il modello XY in dimensione d ≥ 3 osserviamo
che, per valori sufficientemente grandi della costante di accoppiamento K il
parametro d’ordine, m = 〈exp(iθr)〉 ha un valore non nullo, e la funzione di
correlazione ha un andamento a potenza con un indice universale che dipende
solo dalla dimensione d,
ρ(r1, r2) = 〈exp(i(θr1 − θr2)〉 −m2 ∼ |r1 − r2|−2z. (4.3)
Il teorema di Mermin-Wagner asserisce che nel caso in cui d ≤ 2 non e` possi-
bile la rottura spontanea di una simmetria continua, e quindi un valore non
nullo del parametro d’ordine. A questo risultato ci si puo` arrivare anche con
ragionamenti puramente intuitivi, l’idea e` di considere un sistema ordinato e
ragionare sulla variazione di energia libera dovuta alla presenza di un even-
tuale regione di lato l con gli spin non allineati con il resto del sistema, questa
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e` data dalla somma di due contributi di segno opposto e a temperatura fissata
abbiamo
δF = δE − TδS, (4.4)
dove E e` l’energia totale del sistema, e S la sua entropia. Se fissiamo gli spin
al contorno della nostra regione disordinata avremo all’interno una differenza
tra le orientazioni di spin su siti adiacenti dell’ordine di l−1, la relativa densita`
di energia sara` quindi O(1/l2), l’energia totale del sottosistema in questa
configurazione varra`
E = O(ld−2). (4.5)
Per stimare l’entropia bisogna ragionare sui modi possibili di fare un random
walk che si richiuda su se stesso, questo e` un risultato noto e vale µl, con
µ < 3 e quindi l’entropia sara` data da
S = −kBT l lnµ, (4.6)
e quindi si osserva che gli effetti del disordine prevalgono se d ≤ 2 per
qualunque valore fissato della temperatura, in questo caso sottosistemi ar-
bitrariamente grandi sono favoriti in quanto hanno un’energia libera minore,
e la fase ordinata sarebbe permessa solo a T = 0.
Il modello XY in dimensione d = 2 e` pero` particolarmente interessante
in quanto sebbene anche a bassa temperatura non presenti una fase ordinata
tipica, in accordo con il teorema di Mermin-Wagner, ci sono delle evidenze
riguardo al fatto che comunque presenti una transizione di fase. Nonostante
il parametro d’ordine, continui ad avere un valore nullo, la funzione di corre-
lazione, come vedremo piu` avanti, avra` comunque un andamento a potenza
e non di tipo esponenziale, in questo caso si parla di sistema quasi ordinato
a lunga distanza.
4.1 Approssimazione Gaussiana
Nel caso che la costante di accoppiamento sia molto grande, e quindi la tem-
peratura molto bassa, i vari spin del reticolo saranno localmente quasi ordi-
nati, e le perturbazioni saranno sotto forma di onde di spin, si parla infatti
di spin wave, in questo caso e` possibile approssimare il coseno nell’Hamilto-
niana in termini della differenza tra gli angoli degli spin adiacenti, θr − θr′ ,
che sara` piccola,
H = −K
2
∑
〈r,r′〉
(
θr − θr′
)2
. (4.7)
Quello che noi vogliamo fare e` calcolare dei valori medi del tipo〈
exp[i(θr − θr′)]
〉
=
〈
[sx(r) + isy(r)][sx(r′)− isy(r′)]
〉
, (4.8)
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che sono ottenibili mediante il calcolo di integrali Gaussiani, dal momento
che e` Gaussiana la funzione di partizione Z = exp(−H), dei quali ricordiamo
un risultato che e` particolarmente utile per i nostri scopi:
Se abbiamo una quantita` X definita come
X =
M∑
j=1
qjθrj , (4.9)
dove qj e` la carica nel punto rj, il valor medio di exp(iX) calcolato con Z e`
dato da 〈
exp(iX)
〉
= exp
[
−
∑
j,k
qjqkG(rj − rk) 1
K
]
, (4.10)
dove G(r) e` la funzione di Green definita su un reticolo,
G(r) =
∫ pi
−pi
dk
(2pi)d
eik·r∑d
a=1 4(1− cos ka)
. (4.11)
Consideriamo l’esempio piu` semplice della (4.10), e cioe` con una carica sola,
q = 1, sostituendo otteniamo subito〈
eiθr
〉
= exp
[
−G(0)
K
]
, (4.12)
da qua si vede che per piccoli valori di k, quindi a grande distanza, possiamo
riscrivere per G(0),
G(0) ∼
∫
kd−1dk
1
k2
+ ..., (4.13)
dove i termini successivi danno un contributo trascurabile per k → 0. Da
quest’espressione si puo` vedere che per d > 2 l’integrale e` finito nel limite di
k piccolo e quindi il parametro d’ordine, definito proprio dalla (4.12), assume
un valore diverso da zero. In dimensione minore o uguale a due invece l’ultimo
integrale e` divergente, e quindi il parametro d’ordine non puo` avere un valore
non nullo, abbiamo ottenuto di nuovo, in maniera piu` rigorosa, il risultato
enunciato nel paragrafo precedente.
Anche nel calcolo della funzione di correlazione sfruttiamo il risultato
(4.10), 〈
exp[i(θr − θr′)]
〉
= exp
[−g(r− r′)
K
]
, (4.14)
dove g(r) si ricava dalla (4.10) sostituendo i quattro termini corrispondenti
nell’esponente dell’equazione, ottenendo g(r) = [G(0) − 2G(r)], e quindi, in
forma esplicita,
g(r) = 2pi
∫ pi
pi
dk
(2pi)d
1− cos (k · r)∑d
a=1 4(1− cos ka)
. (4.15)
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A noi interessa il caso d = 2 e vogliamo vedere il comportamento a grandi
distanze, se facciamo uno sviluppo per piccoli valori di k, come in precedenza,
abbiamo
g(r) ∼
∫ pi
1/r
dk
k
∼ ln r
ac
, (4.16)
dove a e` il passo reticolare e c una costante ottenibile facendo un’integrazione
numerica della (4.15). Otteniamo quindi un decadimento a potenza per la
funzione di correlazione,
〈
exp[i(θr − θr′)]
〉 ∼ [ |r− r′|
ac
]− 1
2piK
, (4.17)
con una potenza che dipende dalla costante K, e quindi dalla temperaturan,
e non e` universale. Questa caratteristicha, unita al fatto di avere un valore
nullo del parametro d’ordine anche a bassa temperatura, rende particolare
questa transizione rispetto alle altre.
Un ulteriore appunto riguarda l’approssimazione di spin wave, questa e`
certamente corretta nel caso di bassa temperatura, l’unico errore introdotto
con questa approssimazione in questo limite e` nella determinazione dell’e-
sponente critico, in realta` infatti assume la forma 1/(2piKeff) dove Keff e` una
funzione di K. Lo stesso andamento non e` certamente possibile nella regione
opposta, K piccolo, dove la funzione di correlazione dovra` avere un anda-
mento esponenziale, tipico dei sistemi disordinati, bisognera` quindi studiare
meglio la regione a bassa temperatura e cercare di comprendere come da
questa si passa alla regione ad alta temperatura, disordinata.
Il fatto che l’eccitazione del sistema mediante onde di spin abbia una
correlazione logaritmica e` un’analogia con il caso di sistemi Coulombiani in
due dimensioni, si puo` infatti dimostrare [8] che se abbiamo due cariche q1 e
q2 rispettivamente nelle posizioni r1 ed r2 il loro potenziale di interazione e`
dato da
−q1q2 ln|r1 − r2|

, (4.18)
dove  e` la costante dielettrica del mezzo. Nel caso in cui la carica totale
del sistema sia nulla,
∑
k qk = 0, e` possibile riscrivere l’equazione (4.10) in
termini di g abbiamo
〈exp(iX)〉 = exp
[
M∑
j<k=1
qjqk
K
g(rj − rk)
]
, (4.19)
e, nel caso in cui le distanze siano grandi rispetto al passo reticolare, pos-
siamo approssimare l’espressione precedente sostituendo g con la sua forma
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Figura 4.1: Vortice (a) e antivortice (b), su un reticolo bidimensionale.
logaritmica,
〈exp(iX)〉 = exp
[
M∑
j<k=1
qjqk
K
ln
( |rj − rk|
ac
)]
. (4.20)
Osserviamo quindi che le cariche, che nel caso di spin wave valgono ±1,
interagiscono tra di loro con un potenziale logaritmico e raffrontando la (4.18)
con la (4.20) si nota che la costante di accoppiamento K gioca il ruolo della
costante dielettrica nell’interazione di Coulomb.
4.2 Vortici
Consideriamo la figura 4.1 nella quale sono raffigurati due reticoli e su og-
ni sito del reticolo e` posizionata una freccia indicante la fase del parametro
d’ordine, se immaginiamo di fare un cammino in senso orario intorno alla
placchetta centrale della 4.1(a) otteniamo che durante il percorso la vari-
azione totale della fase e` uguale a 2pi, una configurazione di questo tipo e`
definita vortice. Se questo percorso lo consideriamo lontano dalla placchetta
centrale abbiamo effettivamente che la differenza di fase tra due siti adiacenti
e` piuttosto ridotta, avvicinandosi pero` al centro questa assunzione non e` piu`
valida, e, sicuramente, non e` piu` possibile fare l’ipotesi di ∇θ piccolo, dove
∇θ e` la divergenza della fase dopo aver fatto il limite di reticolo continuo, o
piu` precisamente di passo reticolare a→ 0. Possiamo esprimere un’arbitraria
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configurazione della fase come somma di due contributi distinti,
θ(x) = ψ(x) + φ(x), (4.21)
per i quali, integrando su qualsiasi cammino chiuso γ, vale∫
γ
dx · ∇ψ(x) = 0,
∫
γ
dx · ∇φ(x) = 2piq, (4.22)
dove q e` un numero intero, positivo o negativo, definito numero di avvol-
gimento. ψ(x) rappresenta la parte dovuta alle onde di spin, mentre φ(x)
rappresenta la parte relativa ai vortici, il caso con q = −1 e` rappresentato in
figura 4.1 (b). A questo punto e` possibile calcolare il contributo dato all’en-
ergia libera da un vortice isolato, se fissiamo il centro di questo in x = 0 per
dato numero di avvolgimento q avremo un minimo dell’energia per
φ(x) = qα, (4.23)
dove α e` l’angolo polare tra x e` un arbitrario asse, e quindi la sua divergenza
sara` ∇φ(x) = q|x| α̂. Facendo un’espansione intorno ad un minimo dell’energia
possiamo scrivere il contributo dato ad essa dalla presenza del vortice,
Hv = J
∫
dx
[∇φ(x)]2 = 2piJq2 ∫ L
a
rdr
r2
= 2piJq2 ln(L/a), (4.24)
dove a e` la distanza tra due siti adiacenti. Il centro del vortice si puo` trovare
indistintamente in (L/a)2 posizione diverse, quindi alla fine l’energia` libera e`
data da
F = E−TS = 2Jq2 ln(L/a)− 2T ln(L/a) = 2(piJq2− kBT ) ln(L/a), (4.25)
e quindi, dato che q2 = 1 corrisponde ai vortici che si formano con minor spesa
energetica, il valore della temperatura critica sara` approssimativamente
kbTKT ≈ piJ, (4.26)
dove il pedice KT della temperatura critica sta per Kosterlitz-Thouless che
per primi l’hanno studiata [13]. Per temperature superiori a TKT la creazione
di vortici e` favorita dal momento che cio` porta ad una diminuzione del-
l’energia interna, e all’aumentare della temperatura il sistema puo` assumere
configurazioni sempre piu` complesse, ci possono essere vortici con q 6= 1,
cos`ı come coppie vortice-antivortice. Viceversa nel caso di bassa temperatu-
ra, T < TKT , la presenza di vortici e` inibita, e il sistema e` ben descritto
dall’approssimazione di spin-wave.
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4.3 Rappresentazione di Villain e dualita`
In precedenza abbiamo visto l’approssimazione Gaussiana del modello XY,
questa descrizione ha pero` lo svantaggio di avere delle variabili {θ} che non
sono piu` trattabili come angoli in quanto l’interazione non e` invariante ag-
giungendo ad un termine un multiplo di 2pi. Per ovviare a questo problema
vediamo come e` possibile costruire delle funzioni pseudo-Gaussiane che siano
pero` periodiche. Se abbiamo un sistema descritto da un’azione della forma
A =
∑
〈r,r′〉
V (θr − θr′), (4.27)
dove le variabili {θ} sono 2pi-periodiche, e` sempre possibile scrivere i vari
termini che entrano nella funzione di partizione come serie di Fourier,
eV (θ) =
∞∑
s=−∞
eisθ+
eV (θ), (4.28)
dove i coefficienti di Fourier sono definiti come
e
eV (θ) = 1
2pi
∫ 2pi
0
dθe−isθ+V (θ). (4.29)
Facendo questa sostituzione abbiamo un funzione di partizione che dipende,
oltre che dagli angoli {θ(r)}, anche dai numeri interi S(r, r′), che sono definiti
sui link che congiungono due siti adiacenti del reticolo,
Z =
∫
D{θ}
∏
〈r,r′〉
∞∑
S(r,r′)=−∞
exp
{
V˜ (S(r, r′))+ iS(r, r′)[θ(r)−θ(r′)]}. (4.30)
Integrando le variabili θ si ottengono delle δ di Kroneker che restringolo i
valori possibili che possono assumere i vari S(r, r′), fissati i versori delle due
direzioni direzioni del reticolo, x̂ e ŷ, abbiamo dei termini del tipo
∆(r) ≡ δs(r,r+abx)+s(r,r+aby)+s(r−abx,r)+s(r−aby,r), (4.31)
e la funzione Z si riduce ad una somma sulle variabili dei link, S(r, r′), con i
vari fattori ∆(r) in ogni sito del reticolo:
Z =
∑
S(r,r′)
(∏
r
∆(r)
)
exp
∑
〈r,r′〉
V˜ (S(r, r′)). (4.32)
Se il reticolo in esame L siti per direzione allora inizialmente avevamo L2
variabili angolo definite sui siti mentre ora abbiamo 2L2 link tra i siti adia-
centi, e quindi altrettante variabili S(r, r′), se pero` consideriamo le restrizioni
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che sono comparse, una per ogni sito, quindi L2, possiamo concludere che il
numero di gradi di liberta` e` rimasto invariato. Se consideriamo le variabili
S(r, r′) queste possono essere scritte come differenza di variabili S∗ definite
nei centri delle placchette, ad esempio
S(r, r + ax̂) = S∗
(
r +
a
2
x̂+
a
2
ŷ
)
− S∗
(
r +
a
2
x̂− a
2
ŷ
)
, (4.33)
cos`ı facendo le condizioni imposte dalle varie ∆ sono soddisfatte automatica-
mente, e abbiamo una somma sulle L2 variabili S∗(R), dove l’insieme degli
R e` dato dal reticolo costituito dai centri delle placchette originarie, definito
reticolo duale.
Per il modello XY, in approssimazione di spin wave, l’interazione ha la
forma
V (θ − θ′) ∼ K(θ − θ′)2, (4.34)
essendo di tipo Gaussiano anche la sua trasformata lo sara`, infatti si ricava,
attraverso la (4.29) e sostituendo le variabili S∗ al posto delle S,
V˜ (S∗1 − S∗2) = −
1
K
(S∗1 − S∗2)2. (4.35)
L’azione in termini delle variabili sul reticolo duale e` identica nella forma
con l’approssimazione di spin wave, con la differenza che la nuova costante
d’accoppiamento ora e` il reciproco di quella originaria, il modello descritto da
questa azione e` definito SOS (solid on solid), e` interessante in quanto il suo
limite di alta temperatura e` uguale al limite di bassa temperatura del modello
XY, e viceversa, questo mappa da bassa a alta temperatura e` tipica delle
trasformazioni duali. Notiamo inoltre che se indichiamo con D({K})= {K ′}
la trasformazione nello spazio dei parametri, dagli originari ai corrispettivi
del modello duale, allora vale D(D({K})) = {K}.
La funzione di partizione sul reticolo duale e` data da
Z[S∗] =
∑
S∗(R)
exp
[ ∑
〈R,R′〉
V˜ (S∗(R−R′))
]
. (4.36)
A questo punto abbiamo bisogno di ricordare la regola di somma di Poisson,
per ogni funzione g(s) vale la seguente uguaglianza,
∞∑
s=−∞
g(s) =
∞∑
m=−∞
∫ ∞
−∞
dφg(φ)e−2piimφ, (4.37)
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questa ci e` utile in quanto la possiamo applicare a Z, arrivando ad ottenere
Z =
∑
m(R)
(∏
R
∫ ∞
−∞
dφ(R)
)
×
exp
( ∑
〈R,R′〉
V˜ (φ(R−R′) +
∑
R
2piim(R)φ(R)
)
. (4.38)
L’ultima equazione e` particolarmente interessante in quanto viene fuori sia la
parte legata ai gradi di liberta` di spin wave, φ, che quella dei vortici, infatti
i vari m(R) rappresentano i numeri di avvolgimento.
A questo punto aggiungiamo alla funzione di partizione un termine di
”potenziale chimico” del tipo m2(R) ln y0 in modo da poter controllare le
fluttuazioni dei vortici, il caso y = 1 e` corrispondente al nostro modello di
partenza, pero` noi consideriamo possibili tutti i valori y ∈ (0, 1] in quanto e`
un termine a corto raggio e non influisce sull’interazione a grande distanza,
mantenendo quindi inalterate le caratteristiche della transizione.
Prendiamo l’interazione, che approssima appunto il modello di spin wave,
scelta da Villain, cioe`
V˜ (S∗) = −(S
∗)2
2K
− 1
2
ln(2piK), (4.39)
dove e` stata aggiunta una costante di normalizzazione utile per i calcoli. Da
questa scelta abbiamo che la funzione di correlazione, una volta ridefinite le
variabili di spin wave, φ→ Kφ, vale
Z(y0) =
∑
m(R)
(∏
R
∫ ∞
−∞
d
φ(R)
2pi
)
exp
(
−K
2
∑
〈R,R′〉
[φ(R)− φ(R′)]2+
∑
R
[m2(R) ln y0 + 2piiKm(R)φ(R)]
)
. (4.40)
Nel limite di y0 piccolo il termine dominante e` dato da m = 0, gli altri sono
delle correzioni, e quindi e` possibile fare uno sviluppo perturbativo, se ci limi-
tiamo ad includere i termini con m = ±1 abbiamo una forma approssimata
per la Z, valida appunto per y0  1,
Z(y0) ≈
∫
dφ exp
(
−K
2
∑
〈R,R′〉
[φ(R)− φ(R′)]2 + 2y0
∑
R
cos
(
2piKφ(R)
))
,
(4.41)
che corrisponde esattamente al problema di spin wave in presenza di un
campo esterno heff = 2piK. Si puo` dimostrare che l’autovalore di questa
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perturbazione e` dato da
λheff = 2−
h2eff
4piK
= 2− piK, (4.42)
e quindi si ottiene che, per piccoli valori di y0 i vortici si ottengono per valori
della temperatura tali per cui sia soddisfatta la relazione
K−1 =
kBT
J
>
pi
2
. (4.43)
Sfruttando le tecniche dell’integrazione Gaussiana e` possibile integrare
sulle variabili di spin wave ottenendo una funzione di partizione fattorizzata
in due parti,
Z(y0) = ZswZc(y0), (4.44)
il primo fattore, Zsw, e` semplicemente la funzione di partizione nell’approssi-
mazione di spin wave, mentre
Zc(y0) =
∑
m(R)
′
eAc[m(R)] (4.45)
dove il simbolo
∑′ indica che la somma e` fatta sulle configurazioni con il
vincolo
∑
(R)m(R) = 0, e l’azione
Ac[m(r)] =
∑
R
m2(R) ln y0 +
∑
R6=R
2piKm(R)G′(R−R′)m(R′), (4.46)
il termine G′(R) e` la funzione di Green sul reticolo nel caso di spin wave,
definita dalla (4.11) e tolta la divergenza, G′(R) = G(R) −G(0). Seguendo
il ragionamento fatto in [15] e` possibile scrivere una forma approssimta
G′(R) ≈ ln(R/a) + pi
2
, (4.47)
e l’azione cos`ı ottenuta risulta uguale a quella di un gas di Coulomb in
dimensione due,
A′c[m(R)] =
∑
R
m2(R) ln y+∑
R6=R
(2piK)1/2m(R) ln(|R−R′|/a)(2piK)1/2m(R′), (4.48)
dal quale si vede che le cariche possibili sono q = (2piK)1/2×(0,±1,±2, . . .) e
y = y0e−R
2K/2 e` il potenziale chimico corrispondente, che gioca il medesimo
ruolo che aveva in precedenza y0. Allo stesso modo per calcolare la funzione
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di correlazione a due punti, integrando sulle variabili {φ} e` possibile ottenere
una fattorizzazione in due parti differenti, una di spin wave e l’altra che
dipende dai vortici,
gq(r− r′) =
〈
exp(iqθr − iqθr′)
〉
= gswq (r− r′)gvq (r− r′), (4.49)
le due parti si possono calcolare mediante la funzione di partizione ottenuta,
passaggi in dettaglio sono sull’articolo [15], e alla fine quello che si ottiene
per la funzione di correlazione e`
gq(r) = e−q
2G′(r)/2piKeff , (4.50)
dove Keff soddisfa la relazione
K−1eff = K
−1 + 2pi3y2
∫ ∞
a
dr
a
(
r
a
)3−2piKeff
. (4.51)
Nel limite y → 0 si ottiene che i vortici non contribuiscono e` il risultato e` lo
stesso di quello ottenuto nell’approssimazione Gaussiana, per valori non nulli
di y abbiamo invece una ridefinizione della temperatura mediante la (4.51),
che si puo` risolvere in maniera iterativa,
(
K
(0)
eff = K;
(
K
(I)
eff
)−1 = K−1 + 2pi3y2 ∫ ∞
a
dr
a
(
r
a
)3−2piK
; . . .
)
. (4.52)
4.4 Rinormalizzazione
Per risolvere l’integrale nella (4.51) e` utile spezzare in due il dominio di
integrazione, ∫ ∞
a
dr →
∫ ba
a
dr +
∫ ∞
ba
dr, (4.53)
dove b dove soddisfare il vincolo 0 < ln b 1. A questo punto consideriamo la
prima delle due parti come una ridefinizione della costante di accoppiamento,
K ′, e riscaliamo la variabile di integrazione del secondo integrale in maniera
da avere nuovamente come estremo inferiore di integrazione a, cos`ı facendo
otteniamo
K−1eff = (K
′)−1 + 2pi3(y′)2
∫ ∞
a
dr
a
(
r
a
)3−2piKeff
, (4.54)
dove
(K ′)−1 = K−1 + 2pi3 ln b, (4.55)
y′ = b2−piKy ≈ y + (2− piK)y ln b. (4.56)
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Iterando questo procedimento si ottiene una famiglia di parametri {K; y}.
Queste ultime due equazioni possono essere riscritte in forma differenziale,
se definiamo l = ln b abbiamo infatti
dK−1
dl
= 2pi3y2, (4.57)
dy
dl
= (2− piK)y, (4.58)
che sono le equazioni di Kosterlitz del gruppo di rinormalizzazione e dalle
quali si ricava subito che per y = 0 abbiamo una linea di punti fissi, delimi-
tati dal punto critico di coordinate (K = 2/pi; y = 0) che separa quelli stabili
da quelli instabili. Integrando le equazioni (4.57) e (4.58) possiamo ottenere
un diagramma di flusso, tra le varie linee ce ne sono due di particolare impor-
tanza, e sono quelle che passano dal punto (K = 2/pi; y = 0) e che dividono il
semipiano in tre parti, una di questa e` una separatrice stabile, ed e` l’insieme
dei punti critici o linea critica, mentre l’altra e` instabile. Per condizioni in-
iziali sotto la separatrice stabile (regione I) le traiettorie vanno a finire sulla
linea dei punti fissi data da y = 0 e K−1 < pi/2 e quindi la variabile y e`
irrilevante in questa regione e su larga scala avremo un sistema ben descritto
dall’approssimazione Gaussiana, cosa che non e` valida nelle altre due regioni,
in quanto la y e` invece una variabile rilevante e, dopo un numero sufficiente
di iterazioni, diventa sempre piu` grande e quindi acquistano un contributo
non nullo le configurazioni che presentano vortici.
Nella regione I abbiamo detto che le linee di flusso finiscono nella regione
y = 0 che corrisponde alla teoria di spin wave, la quale aveva tra i suoi risultati
l’esponente η relativo alla funzione di correlazione, η = 12piK(∞) , dove al posto
di K abbiamo messo il valore al punto fisso K(∞) in quanto ci interessa il
comportamento a grande distanza, quindi dopo un numero sufficientemente
grande di iterazioni. Il valore di K(∞) dipende dalle condizioni iniziali, nel
caso in cui queste stiano sulla separatrice stabile abbiamo visto pero` che
K(∞) = 2/pi e sostituendo si trova che nell’intorno del punto critico vale
η =
1
4
(4.59)
Facendo un cambio di variabili, {K → (2−Kpi)/(4K) ≡ x; y → pi2y}, le
linee di flusso sono descritte dall’equazione
x2 − y2 = t (4.60)
e le due separatrici corrispondono al caso t = 0. Se ci avviciniamo al punto
critico, che nelle nuove coordinate e` individuato da (x = 0; y = 0), dalla zona
di alta temperatura lungo la semiretta di equazione (y = 0;x > 0), abbiamo
dx
dl
= A(x2 + t). (4.61)
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Figura 4.2: Flusso di rinor-
malizzazione nel piano (x;y)
ottenuto dalla (4.60) per
diversi condizioni iniziali (t).
Questa relazione puo` essere integrata,
Al = A ln b = t−1/2 tan
(x
t
)
∼ A′t−1/2, (4.62)
dove nell’ultimo passaggio e` stata fatta l’ipotesi che per x ∼ 0+ vale t ∼ cx,
e quindi su lunga scala avremo
ξ ∼ b ∼ exp
(
A′
t1/2
)
(4.63)
e quindi la lunghezza di correlazione diverge in maniera esponenziale, quindi
piu` velocemente rispetto a qualsiasi polinomio, e non e` possibile associare
nessun esponente ν alla transizione di Kosterlitz-Thouless.
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Capitolo 5
Effetti del disordine sul
modello XY
Per studiare studiare il modello XY in presenza di disordine, che come ab-
biamo detto e` utile per descrivere le JJA nel quale i siti sono disordinati,
possiamo modificare l’Hamiltoniana originaria inserendo uno sfasamento tra
le varie coppie di spin,
H = −K
∑
〈i,j〉
cos(θi − θj −Aij) = −K
∑
〈i,j〉
Re
(
Ψ∗iUijΨj
)
, (5.1)
dove nell’ultimo passaggio abbiamo usato la notazione complessa, Ψi ≡ eiθi
e Uij ≡ eiAij e nella quale gli sfasamenti {Aij} sono delle variabili casuali
distribuite secondo una densita` di probabilita` P (Aij).
L’obiettivo di questo capitolo e` cercare di comprendere in che maniera il
disordine vada ad influire il comportamento critico del sistema, in particolare
vogliamo vedere se nel limite di basso disordine, che equivale considerare una
densita` di probabilita` molto piccata nello zero, e` sempre presente la fase quasi
ordinata tipica della transizione di Kosterlitz-Thouless, cioe` con decadimento
a potenza della funzione di correlazione, e se il disordine si comporti come
una variabile irrilevante, lasciando inalterata la classe di universalita`.
Seguendo la scelta piu` comune in letteratura d’ora in poi consideriamo
una densita` di probabilita` Gaussiana e con media zero,
P (Aij) = Nσe−
A2ij
2σ (5.2)
nella quale Nσ e` il fattore di normalizzazione per la distribuzione gaussiana,
ovviamente il modello XY classico corrisponde al caso σ = 0, mentre nel lim-
ite opposto, nel quale la distribuzione e` uniforme, σ →∞, si parla di modello
di gauge glass. La scelta di una distribuzione Gaussiana e` stata fatta per con-
venienza, in quanto porta ad alcune predizioni analitiche, in ogni modo per
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Figura 5.1: In figura l’ipotesi piu` realistica riguardo il diagramma di fase del
modello XY bidimensionale in presenza di disordine, la figura e` tratta da [9].
piccoli valori di σ ci aspettiamo che considerare distribuzioni di probabilita`
che differiscono dalla Gaussaina ma presentano anch’esse un picco nell’orig-
ine non influisca sulla presenza o meno di fasi ordinate [7], eventualmente
questa scelta potra` comportare la modifica di alcuni parametri.
5.1 Diagramma di fase
Numerosi sono stati gli studi sul modello XY in presenza di disordine, sia
attraverso un lavoro puramente teorico, ad esempio [7, 16, 19, 20, 21], e sia
con l’ausilio di simulazioni numeriche, [9, 10, 17].
Mettendo insieme questi contributi e` possibile ottenere un diagramma di fase
come quello in figura 5.1, questo per la verita` e` relativo ad una distribuzione
di probabilita` P (Aij) ∼ exp[cos(Aij)/σ], ma qualitativamente e` simile anche
per una distribuzione Gaussiana e verosimilmente anche per una distribuzione
generica regolata da una varianza σ.
I punti chiave riguardano la presenza di una regione, per piccoli valori di
T e σ, dove il sistema ha un comportamento quasi ordinato a lunga distanza
(QLRO). La linea critica che delimita questa regione parte dal punto critico
P del modello XY in assenza di disordine, {Kc = 1/Tc = 1.1199(1), σ = 0},
arriva al punto indicato con M, relativo al massimo σ compatibile con la fase
quasi ordinata, e finisce nel punto D a temperatura nulla e disordine σM, con
0 < (σD − σM) σD. Nei pressi della linea di separazione tra la fase QLRO
e quella disordinata si osserva un comportamento universale nella divergenza
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della lunghezza di correlazione degli spin,
ln ξs ∼ |t|−1/2, t ≡ T/Tc(σ)− 1, (5.3)
e della suscettivita`, χs ∼ ξ7/4s .
Per valori non nulli della temperatura fuori dalla linea che delimita la
fase QLRO e` presente una fase disordinata paramagnetica, nella quale la
lunghezza di correlazione e` finita nel limite termodinamico e G(r) presenta
un decadimento esponenziale a grande distanza. La fase disordinata sembra
estendersi fino a T = 0 dove c’e` una transizione tra la fase QLRO e una
fase ordinata glassy in σ = σD, nel limite T → 0 infatti la lunghezza di
correlazione overlap, definita in (6.15), diverge con un andamento a potenza
ξo ∼ T−ν , (5.4)
dove vale ν = 2.5(1), [10] .
La fase ordinata glassy e` permessa solo nel caso di temperatura nulla,
questo argomento e` stato oggetto di diversi studi che escludono una fase or-
dinata di glass per T 6= 0, anche nel limite di gauge glass (σ →∞) corrispon-
dente ad una distribuzione uniforme, anche se in linea teorica potrebbe esserci
una fase intermedia, a temperatura sufficientemente bassa, quasi ordinata.
Nei prossimi paragrafi cercheremo di mostrare alcuni risultati teorici a
riguardo, tenendo pero` sempre a mente il fatto che e` una descrizione con-
vincente dell’argomento manca ancora e alcune conclusioni sono sicuramente
errate o approssimate, in particolare il paragrafo 5.3 va preso non tanto per
i risultati ottenuti quanto piuttosto per capire i vari tentativi fatti in questa
direzione, che comunque e` interessante per farsi un’idea dei possibili sviluppi
ulteriori e delle problematiche riscontrate.
5.2 Sviluppo di bassa temperatura
Facendo la solita approssimazione di spin wave del capitolo precedente,
cos(θi − θj −Aij) ≈ 1− 12(θi − θj)
2, (5.5)
e passando alla notazione continua, abbiamo quindi, a meno di un termine
costrante che tralasciamo,
H = K
2
∫
dr|∇θ(r)−A(r)|2 (5.6)
dove K e` l’effettiva costante di accoppiamento, e le variabili continue sono
definite a partire da quelle discrete, Aij/a→ A(r), (θi − θj)/a→ ∇θ(r).
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Per investigare riguardo l’eventuale presenza di una fase quasi ordinata
seguiamo il ragionamento svolto da Rubinstein, Shraiman e Nelson in [7]. A
questo scopo dobbiamo calcolare la funzione di correlazione di spin,
Gs(r) =
[〈
ei(θ(r)−θ(0))
〉]
d
, (5.7)
con le parentesi 〈(. . .)〉 e` indicata la media fatta con la funzione di partizione,
successivamente pero` bisogna integrare su tutte le configurazioni possibili del
disordine, pesate con P ({A}), questo e` il significato delle parentesi quadre,
[(. . .)]d.
La media termodinamica e` data dal rapporto
〈
exp
(
i(θ(r)− θ(0)))〉 =
〈
exp
(
iθ(r)− iθ(0)−K ∫ d2r′∇θ(r)′ ·A(r′))〉
0〈
exp
(
−K ∫ d2r′∇θ(r′) · qA(r′))〉
0
,
(5.8)
nel quale le medie sono ottenute mediante l’Hamiltoniana di spin wave a
massa zero,
H0 = K2
∫
d2r|∇θ(r)|2. (5.9)
Attraverso le regole valide per gli integrali Gaussiani otteniamo che la nostra
funzione di correlazione e` data dal prodotto di due pezzi,
Gs(r) ∼
(a
r
)1/(2piK) × [e−iI(r,0)]
d
(5.10)
dove
I(r1, r2) ≡
∫
dr′A(r′)∇r′
〈
[θ(r1)− θ(r2)]θ(r′)
〉
0
(5.11)
alla fine, seguendo i passaggi svolti in [7], otteniamo
Gs(r) ∼ 1
rηT+ησ
, (5.12)
dove il contributo all’esponente legato alla temperatura e` lo stesso gia` ricavato
in assenza di disordine, ηT = 1/(2piK), mentre la parte dovuta alla presenza
di un’interazione random e` data da ησ = σ/(2pi). Mettendo insieme le due
parti possiamo scrivere
ηs =
1
2pi
(
1
K
+ σ
)
. (5.13)
Quello che otteniamo inserendo il disordine sembra quindi una modifica
dell’esponente ηs, che comunque nel limite di basso disordine e` in accordo
con i risultati precedenti, inolte abbiamo trovato che ηs, esattamente come
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per l’XY ordinario, non e` una quantita` universale, ma dipende dalla temper-
atura e dal disordine. Quello che e` universale nella transizione di Kosterlitz-
Thouless e` invece l’esponente ηs calcolato al punto critico, dove assume il
valore ηs = 1/4, e lavori recenti [9, 10] hanno mostrato che questo valore
universale rimane lungo la linea critica in presenza di una fase random.
Dall’espressione (5.13) si puo` osservare che il disordine, per un valore di
σ fissato, sembra essere importante per valori della temperatura inferiori alla
temperatura di cross-over,
T . T ∗ ≡ Jσ
2
kB
. (5.14)
In analogia con quanto visto nel capitolo precedente e` possibile riscrivere
la funzione di correlazione come
Gs(r) = exp
[
2piηs × g(r)
]
(5.15)
dove g(r) e` la funzione di correlazione regolarizzata nel caso Gaussiano senza
disordine, definita dalla (4.15), e quindi tutti gli effetti del disordine sono
racchiusi nell’esponente ηs.
Attraverso quest’espressione e` possibile calcolare la funzioni universaleRs(ηs),
dove
Rs ≡ ξs
L
. (5.16)
La stessa cosa puo` essere fatta per la funzione di correlazione di overlap,
Go(r) ≡
[
|〈ei(θ(r)−θ(0))〉|2]
d
= exp
[
2piηo × g(r)
]
(5.17)
che definisce il relativo esponente ηo. Questo puo` essere ottenuto osservando
che Go(r) = |Gs(r)|2 e che il secondo fattore della (5.10) e` immaginario,
quindi alla fine
ηo =
1
piK
(5.18)
Dalla (5.17) otteniamo Ro(ηo) con Ro = ξo/L. Le due funzioni Rs,o(ηs,o)
sono equivalenti e indipendenti da σ,
Rs(x) = Ro(x), (5.19)
e coincidono con la funzione R(η) relativa al modello XY in assenza di
disordine come si vede nella figura 5.2.
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Figura 5.2: Verifica dell’universalita` nel caso di distribuzione del disordine
direttamente delle Aij , si puo` notare come l’accordo con la teoria e` buono sia
nel caso di quantita` di spin, a sinistra, che di quantita` overlap, a destra. I
dati sono ottenuti sia partendo da distribuzioni Gaussiane (GRPXY) che da
P (Aij) ∼ exp[cos(Aij)/σ] (CRPXY). la figura e` tratta da [9]
5.3 Interazione tra vortici e momenti di dipolo
Per capire cosa succede per valori crescenti della temperatura bisogna di
nuovo considerare i vortici, anche nel caso disordinato ci aspettiamo infatti
che si possano formare delle eccitazioni non piu` solo sotto forma di spin
wave ma anche appunto sotto forma di vortici. Questo puo` essere fatto
seguendo il procedimento del capitolo precedente, in maniera da ottenere
un’Hamiltoniana che tenga conto di entrambi i contributi
H = Hsw +Hv (5.20)
dove Hsw e` l’Hamiltoniana di spin wave (5.6) mentre il secondo termine e`
modificato secondo
Hv = −piK
∑
i 6=j
mimj ln
(rij
a
)
+ Ec
∑
i
m2i+
K
∑
i
∫
d2r
p(r) · (r− ri)mi
(r− ri)2 (5.21)
nella quale i vari p(r) ranppresentano i momenti di dipolo legati alla config-
urazione disordinata p(r) = ẑ ∧ A(r), Ec e` l’energia del cuore del vortice,
inoltre i numeridi avvolgimento, o cariche dei vortici in analogia con il gas
di Coulomb, devono soddisfare
∑
imi = 0, in quanto la carica totale deve
essere nulla.
L’ultimo termine della (5.21) e` particolarmente interessante sia in quanto
assente nella trattazione precedente ma soprattutto perche` mostra esplicita-
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mente che c’e` un’interazione tra i vortici e i momenti di dipolo disposti in
maniera casuale all’interno del reticolo.
5.3.1 Rinormalizzazione
Per fare un’analisi attraverso il gruppo di rinormalizzazione bisogna pro-
cedere come in assenza di disordine, dopo aver ottenuto un’espressione in
forma integrale della funzione di correlazione tra vortici spezziamo questa in
due parti e ridefiniamo la costante di accoppiamento in maniera da includ-
ere in questa il contributo di piccole lunghezze d’onda, successivamente poi
riscaliamo i parametri in maniera da ottenere una forma di nuovo identica a
quella di partenza. Tralasciamo i passaggi in dettaglio, comunque fuori dai
nostri scopi che si limitano a cercare di ottenere un’idea del diagramma di
fase da poter poi fare delle simulazioni con cognizione di causa, in ogni modo
alla fine otteniamo da [7] che le equazioni del gruppo di rinormalizzazione
sono 
dK
dl = −4pi3K2Y 2
d bK
dl = −4pi3(K̂2 − σ2K4)Y 2
dY
dl = (2− piK + piσK2)Y
dove e` stata introdotta per comodita` una nuova variabile che tiene conto del
disordine, K̂ = K(1 − σK), mentre Y = exp[−Ec/(kBT )] e` la fugacita` dei
vortici.
Se mettiamo le linee di flusso in un grafico K−1/Y , come in figura 5.3(a),
notiamo che, per piccoli valori di σ abbiamo un comportamento partico-
larmente interessante sulla linea fissa definita da Y = 0, non tutti i punti
fissi fino ad un certo valore sono stabili come nella transizione di Kosterlitz-
Thouless ordinaria ma la regione dei punti fissi stabili e` solo un segmento
delimitato da due punti, che chiameremo K−1+ e K
−1
− . Ancora piu` singolare
e` il fatto che il bacino di attrazione di questi punti non si estende fino ad un
valore nullo di K−1, ma e` delimitato sull’asse Y = 0 da un terzo punto, K−10 ,
sembra esserci una regione di bassa temperatura per il quale la creazione di
vortici e` favorita, come si vede dalla figura. Nei due punti K−1± si annulla
l’autovalore della Y , e si possono calcolare annullando la terza equazione del
gruppo di rinormalizzazione,
K−1± =
pi
4
[
1±
(
1− 8σ
pi
)1/2]
. (5.22)
Nella regione delimitata dalla separatrice uscente da K−10 ed entrante in
K−1+ la fugacita` dei vortici tende a zero su larga scala, il sistema e` quindi
quasi ordinato con delle eccitazioni solo sotto forma di spin wave, possiamo
anche dire, tornando all’analogia con il gas di Coulomb, che il sistema e` in
una fase isolante. Inoltre notiamo che al crescere di σ il bacino di attrazione
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(a) (b)
Figura 5.3: Nella prima immagine (a), tratta da [7], si vede il flusso di
rinormalizzazione nel piano
(
K−1(l); y(l)
)
, in (b) e` raffigurato il relativo
diagramma di fase nel piano
(
K−1;σ
)
diventa sempre piu` piccolo fino ad un valore limite, per σ = pi/8, nel quale
K−1+ e K
−1
− convergono in un unico punto e oltre il quale la fugacita` diventa
una variabile rilevante per ogni condizione iniziale, rendendo impossibile la
formazione di una fase ordinata, questo si vede bene in figura 5.3(b).
In seguito a questi ragionamenti viene naturale individuare la temper-
atura critica come quella corrispondente al valore K−1+ (σ), questo e` minore
rispetto al modello XY, e quindi c’e` uno shift della temperatura critica, questo
shift al primo ordine in σ e` dato da
K−1+ (0)−K−1+ (σ) =
pi
2
− pi
4
[
1 +
(
1− 8σ
pi
)1/2] ≈ 2σ. (5.23)
Usando sempre i risultati di spin wave e tenendo presente la correzione
(5.13) possiamo ricavare anche l’esponente η in prossimita` della temperatura
critica,
ηc(σ) =
1
4piK+(σ)
+
σ
2pi
=
1
8
[
1 +
(
1− 8σ
pi
)1/2]
+
σ
2pi
, (5.24)
da questo e` semplice fare il limite di basso disordine, dal quale si ricava
che ηc(σ) − ηc(0) = O(σ2), in realta` probabilmente questo e` frutto delle
approssimazioni fatte, lungo la linea critica come abbiamo detto sembra che
la presenza del disordine sia ininfluente ai fini del calcolo di ηs in quanto
questo e` universale, ηcrs =
1
4 .
La presenza di una fase disordinata a bassa temperatura e` un risultato
che e` stato dibattuto, sia a livello sperimentale che mediante simulazioni
Monte Carlo questa caratteristica infatti non e` mai stata osservata, inoltre
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Figura 5.4: Nella figura e` raffigurato il diagramma di fase con la linea critica
parallela all’asse T secondo quanto derivato in [20, 16]. L’immagine e` stata
presa da [16].
anche a livello teorico ci sono forti argomentazioni a favore del fatto che per
una particolare classe di sistemi con spin, che racchiude anche il modello XY
disordinato, nel diagramma del flusso di rinormalizzazione la separatrice che
divide la fase ordinata da quella disordinata e` parallela all’asse Y nel limite
di bassa temperatura [19]. In alcuni lavori e` stato ricavato che le equazioni
di rinormalizzazione precedenti sono valide solo per valori della temperatura
superiori ad un valore limite K−1 = 2σ[16, 21], mentre per temperature
minori queste equazioni assumono una forma differente. Per comodita` anche
nella regione di temperatura dove continuano a valere i risultati precedenti
riscriviamo le equazioni in termini di altre variabili, ricavando σ da K̂,
K−1 > 2σ ⇔

dK
dl = −4pi3K2Y 2
dσ
dl = 0
dY
dl = (2− piK + piσK2)Y
e
K−1 < 2σ ⇔

dK
dl = −2pi
3K2Y 2
σ
dσ
dl = 2pi
3
(
2− 1σK
)
Y 2
dY
dl =
(
2− pi4σ
)
Y
Queste possono essere integrate ottenendo un diagramma di flusso nelle
variabili K−1/σ, come in figura 5.3.1, si osserva che la fase ordinata si protrae
fino a valori nulli della temperatura, con la separatrice che scorre parallela
all’asse K−1, in accordo con [19]. Questo si puo` vedere cercando di individ-
uare il confine tra le due fasi, per fare cio` bisogna studiare l’autovalore della
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fugacita`, nel caso in cui dY/dl > 0 allora questa sara` rilevante e il comporta-
mento su larga scala disordinato, in caso contrario siamo in presenza di fase
ordinata, dal momento che la fugacita` e un numero non negativo avremo che
dY
dl
∼ 2− pi
4σ
(5.25)
dalla quale si vede che il segno viene invertito per σ = pi8 .
5.4 Riepilogo
Come abbiamo detto in precedenza la teoria sopra esposta e` di tipo fenomeno-
logico e come tale va considerata, cerchiamo allora di riassumere alcuni punti
fermi del modello XY in presenza di sfasamenti casuali. Il modello presenta,
per valori della temperatura e del disordine sufficientemente piccoli, la fase
quasi ordinata della transizione di Kosterlitz-Thouless, inoltre, nel caso in
cui gli sfasamenti derivano da una funzione di distribuzione come (5.2) allora
valgono anche i seguenti risultati, ottenuti da [9, 10]:
• Il sistema presenta un diagramma di fase nel piano {T ;σ} come quello
in figura 5.1.
• Le equazioni (5.13) e (5.18) relative ai due esponenti ηs,o non sono
verificate se non nel limite T = 0, pero` e` valida nella regione quasi
ordinata la relazione 2ηs − ηo = σpi .
• Lungo tutto la linea critica il sistema ha l’esponente ηcrs = 1/4, uguale
al modello XY ordinario alla temperatura critica.
• La funzione Rs,o(η), ottenuta dalla teoria di spin wave, e` universale in
tutta la regione QLRO, con la medesima universalita` del modello XY.
• La lunghezza di correlazione ξs soddisfa una relazione analoga alla
(4.63), lungo tutta la linea critica vale infatti ln(ξs) ∼ |t|−1/2 con la
differenza che ora t = T − Tc(σ) in quanto la presenza del disordine
porta ad uno shift della temperatura critica.
Quindi la fase quasi ordinata anche in presenza di disordine mantiene la
stessa classe di universalita` del modello XY, σ si comporta come una variabile
irrilevante.
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Capitolo 6
Simulazione Monte Carlo del
modello XY in presenza di
disordine gauge invariante
L’obiettivo del lavoro e` quello di investigare le proprita` del modello XY
in presenza di disordine random nella sua fase quasi ordinata, cercando di
verificarne la classe di universalita` rispetto al modello XY.
Contrariamente a quanto di solito fatto pero` nella maggior parte dei lavori
in letteratura la quantita` che viene generata in maniera casuale non sono i vari
Aij definiti sui link tra reticoli adiacenti bens`ı i flussi di un campo magnetico
esterno attraverso ogni placchetta.
Se indichiamo con i la i-esima placchetta allora possiamo definire il flusso
relativo,
Fi =
∮
i
A · dl, (6.1)
dove A e` il potenziale vettoriale, attraverso il quale i vari spin interagiscono
con il campo esterno. E’ possibile passare dalla notazione continua a quella
discreta attraverso la relazione
Aij = 2pi
∫ j
i
A · dl, (6.2)
per cui
Fi =
∑
j,k∈i
Ajk. (6.3)
Il motivo di questa scelta e` che le configurazioni dei flussi, {Fi}, sono in-
varianti di gauge a differenza delle rispettive configurazioni {Aij}, infatti se
prendiamo la trasformazione
θ′i = θi + δi (6.4)
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il sistema e` invariante purche` il campo vettore trasformi secondo
A′ij = Aij + δi − δj , (6.5)
e se inseriamo questi nella (6.3) otteniamo
F ′i = Fi, (6.6)
per cui ad ogni configurazione {Fi} ne corrispondono infinite {Aij}, equiv-
alenti tra loro a meno di una trasformazione di gauge. Quindi data una
distribuzione di probabilita` P (Aij) attraverso una trasformazione di gauge
otteniamo una nuova distribuzione
P ′({A′ij}) 6= P ({Aij}). (6.7)
Notiamo che se prendiamo un reticolo di dimensione L e imponiamo con-
dizioni al bordo periodiche abbiamo che il flusso totale del campo magnetico
esterno deve essere nullo in quanto e` dato da una somma di termini Aij e
per ognuno di questi e` presente un’altro, con gli indici invertiti, con il quale
si cancellano a vicenda dal momento che vale Aji = −Aij .
Se generiamo direttamente il potenziale vettore questa condizione e` au-
tomaticamente soddisfatta, la stessa cosa non vale prendendo random i flussi
del campo magnetico esterno secondo una data densita` di probabilita`.
Ad esempio prendendo questa Gaussiana con media zero e varianza σ,
P (Fi) = Nσe−
F2i
2σ , (6.8)
avremo una flusso totale ancora Gaussiano con varianza L2σ.
Per imporre invece che questo sia zero una possibilita` e` data dal gener-
are solo L2 − 1 flussi e regolare l’ultimo di conseguenza, questa scelta pero`
presenta due aspetti che non ci piacciono, il fatto che esista una placchetta
privilegiata e soprattutto il fatto che in questa venga concentrato un campo
magnetico con una varianza che diventa sempre maggiore all’aumentare delle
dimensioni del reticolo, rischiano di avere degli effetti imprevedibili.
L’alternativa, che e` proprio la scelta fatta in questo lavoro, e` di gener-
are in maniera completamente casuale ogni Fi secondo la (6.8), calcolare la
media F¯ e sottrarla ad ogni singolo flusso in maniera da ottenere una flusso
totale nullo, lo svantaggio di questa scelta e` rappresentato dal fatto che la dis-
tribuzione di probabilita` dei flussi effettivi cos`ı ottenuta non e` nota a priori,
in ogni modo e` asintoticamente Gaussiana all’aumentare di L, e comunque
questo non dovrebbe portare a particolari problematiche, anche perche` la
distribuzione di probabilita` relativa ai vari Aij , ricostruiti a partire dai flussi
in maniera arbitraria, e` in ogni caso sconosciuta in maniera esplicita, e quindi
inutilizzabile in eventuali calcoli analoghi a quelli del capitolo precedente.
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Ci aspettiamo che la scelta fatta per la distribuzione del disordine sia
irrilevante e che il sistema, nella fase quasi ordinata, rimanga nella stessa
classe di universalita` del modello XY, esattamente come e` stato verificato per
caso in cui vengano generati direttamente gli sfasamenti Aij con P (Aij) ∼
exp(−A2ij/2σ).
6.1 Osservabili
Il primo punto del lavoro di simulazione consiste nell’introdurre le osserv-
abili utilizzate per studiare il sistema. Come abbiamo visto in precedenza la
transizione di Kosterlitz-Thouless e` caratterizzata dalla particolarita` di un
parametro d’ordine a media zero nonostante un decadimento a potenza della
funzione di correlazione a due punti, quindi quest’ultima e` definita
Gs(x− y) =
[〈
sxsy
〉]
, (6.9)
mentre per la suscettivita` utilizziamo
χs ≡
∑
x
Gs(x) =
1
L2
[∑
x
sx
]2
. (6.10)
Da queste due e` possibile ottenere la lunghezza di correlazione, di questa
sono possibili diverse definizioni, la piu` semplice da utilizzare in lavori di
simulazione di questo tipo e`
ξs =
1
sin(2pi/L)
(χs
Fs
− 1
)1/2
, (6.11)
dove χs e` la suscettivita` magnetica definita sopra, mentre Fs e` la trasformata
di Fourier della funzione di correlazione lungo una direzione del reticolo,
Fs =
1
L2
∑
x,y
〈sxsy〉 cos
(2pi(x− y)
L
)
. (6.12)
Tutte queste quantita` cos`ı definite pero` hanno il difetto di non essere
invarianti di gauge, noi pero` vogliamo essere sicuri che i risultati finali non
vengano influenzati dalla scelta fatta per ricostruire il potenziale vettore a
partire dai flussi, per ottenere cio` e` utile andare a lavorare con analoghe quan-
tita` che siano appunto invarianti. Per far questo modifichiamo innanzitutto
la funzione di correlazione,
Go(x− y) ≡
[〈|Ψ¯xΨy|2〉], (6.13)
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dove Ψi = exp(−iθi), Go cos`ı definita prende il nome di funzione di corre-
lazione di overlap ed e` appunto invariante sotto la (6.4). Partendo da questa
e` possibile allo stesso modo ottenere anche altre quantita` invarianti,
χo ≡
∑
x
Go(x), (6.14)
ξo ≡ 1sin(2pi/L)
(χo
Fo
− 1
)1/2
, (6.15)
con
Fo ≡ 1
L2
∑
x,y
〈|Ψ¯xΨy|2〉 cos
(2pi(x− y)
L
)
. (6.16)
Infine definiamo due grandezze che risultano di particolare importanza per i
nostri scopi e che sono proprio le quantita` che utilizziamo come verifica della
teoria, la prima e` il rapporto tra la lunghezza di correlazione e la dimensione
lineare del sistema,
Ro ≡ ξo
L
, (6.17)
mentre la seconda e` l’analogo del solito esponente η, ottenibile dalla relazione
χo ∼ L2−ηo . (6.18)
Dal punto di vista delle simulazioni per stimare queste quantita` conviene
generare due repliche del sistema, queste vengono fatte evolvere in maniera
indipendente pero` con la stessa configurazione del disordine, alla fine vengono
sovrapposti i reticoli, da qua il nome overlap, ottenendo delle nuove variabili,
definite sul reticolo sovrapposto,
qx ≡ ψ¯(1)x ψ(2)x = exp
[
i(θ(1)x − θ(2)x )
]
, (6.19)
dove i numeri tra parentesi tonde indicano il reticolo di appartenenza tra le
due repliche equivalenti. In seguito a questa procedura abbiamo quindi che le
nuove variabili angolo sono date dalla sottrazione delle precedenti, in maniera
da essere automaticamente invarianti rispetto alla (6.4). In funzione delle
{qx} e` immediato verificare che le quantita` overlap sono ugali alle originali,
una volta sostituito sx con qx, cioe` data fs una delle quantita` definite in
precedenza sul singolo reticolo abbiamo che
fs({sx}) = fo({qx}). (6.20)
La verifica della classe di universalita` verra` fatta attraverso lo studio della
funzione Ro(ηo), confrontando i risultati ottenuti dall’analisi Monte Carlo
con quelli predetti dall’approssimazione di spin wave, seguendo quanto fatto
nell’articolo [9], dal quale e` stata tratta la figura 5.2, dove vengono studiate
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entrambe le relazioni R(η), sia per le osservabili gauge invarianti che per
le altre, mentre nel nostro caso ci limitiamo ad analizzare solo le quantita`
overlap, avendo una distribuzione direttamente dei flussi, e quindi invariante
di gauge.
6.2 Studio preliminare
Lo scopo di questa tesi e` di osservare il comportamento del sistema nel-
la sua fase quasi ordinata e sufficientemente lontano dalla superficie criti-
ca, in maniera da poter confrontare i risultati con la teoria di spin wave.
In [9] questo e` stato fatto in particolare attraverso lo studio della curva
R(η), e questo e` proprio quello che ci proponiamo di fare, l’unica differenza
sostanziale con il lavoro in questione, o meglio con la parte di [9] che ci inter-
essa, sta appunto nel modo con il quale viene generato il disordine. Infatti
come detto in precedenza in questo caso le configurazioni sono ottenute a
partire da distribuzioni di probabilita` del flusso del campo magnetico per-
pendicolare, e da questo viene ricorstruita la configurazione degli {Aij}, in
uno degli infiniti modi possibili visto che ovviamente queste sono equivalenti
tra loro a meno della trasformazione di gauge (6.4)-(6.5).
Prima di fare le misure definitive e` stato necessario pero` un lavoro di verifi-
ca del programma che e` risultato decisamente lungo e laborioso. Come primo
passo e` stato necessario individuare i possibili punti critici del programma di
simulazione, questi riguardano:
1. La termalizzazione del sistema, in modo da poter ottimizzare le risorse
di calcolo e arrivare a stimare quale sia la dimensione limite del reticolo
da utilizzare compatibilmente con le risorse disponibili ed essendo sicuri
di analizzare il sistema all’equilibrio.
2. L’effettiva invarianza di gauge delle quantita` osservate.
3. L’individuazione della zona di temperatura/disordine nel piano (T ;σ)
dove il sistema presenta un’eventuale fase quasi ordinata.
La verifica del punto 2. e` stata immediata ed e` stata fatta confrontando
χo e ξo usando due differenti metodi di ricostruzione del potenziale vettore a
partire dal campo magnetico, questo per diversi valori della temperatura e di
σ. Abbiamo osservato che i risultati convergevano entro l’errore ad un’unico
valore indipendentemente dall’algoritmo utilizzato per la ricostruzione per
potenziale vettore.
Il punto 3. e` stato verificato mediante la stima dell’esponente ηo a partire
dalla (6.18). Ipotizzando che, sebbene non sappiamo in maniera analitica
in che misura il valore critico di ηo dipenda dal disordine nel caso della dis-
tribuzione utilizzata, sebra comunque abbastanza ragionevole ipotizzare che
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Figura 6.1: Andamento di Ro in funzione di L. Dati ottenuti per T−1 =
2.3, σ = 0.1 e senza parallel tempering. Si puo` notare l’impossibilita` di
ottenere un fit mediante una costante a meno di tagliare i dati a Lmax = 18.
questo non si discosti molto dal valore dell’XY standard, ηcro = 0.5 per valori
di σ abbastanza piccoli, e quindi valori di ηo non troppo vicini a ηcro dovreb-
bero essere riferiti alla regione del piano (T ;σ) dove abbiamo fase QLRO.
Per essere ragionevolmente sicuri di cio` abbiamo considerato dati relativi a
ηo . 0.3.
Il punto piu` delicato da controllare e` stato pero` il primo, sono stati os-
servati dei fenomeni abbastanza singolari, in particolare al crescere delle di-
mensioni del reticolo e` stato osservato che il valore di R diventava sempre
minore e con un errore via via crescente, cos`ı che non ha particolarmente
senso eseguire un fit dei dati con una costante, come si vede ad esempio in
figura 6.1. Facendo poi un plot dei singoli dati in uscita dal programma, come
in figura 6.2, abbiamo osservato che con l’aumentare di L si manifestano un
numero crescente di configurazioni nella quale i valori risultano decisamente
distanti dalla media, e anche aumentando decisamente la statistica influen-
zano notevolmente i risultati ottenuti. Queste configurazioni appaiono inoltre
come stabili e termalizzate al loro interno, come se ci fossero dei fenomeni di
metastabilita`.
Tutto questo non si presenta se decidiamo di generare una distribuzione
Gaussiana direttamente degli {Aij}, per valori simili di σ, o al massimo sem-
bra presentarsi in misura decisamente minore e per valori di L & 40, mentre
nel nostro caso gia` reticoli decisamente minori presentano questo fenomeno
(L ∼ 20). Sebbene non siamo riusciti a capire bene la natura di cio` e` possi-
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(a) L=10.
(b) L=14.
(c) L=18.
(d) L=22.
Figura 6.2: Dati in uscita` dal programma di simulazione in assenza di parallel
tempering per vari valori di L. sull’asse x e` riportato il numero progressivo
dei dati, piu` per ogni configurazione del disordine, mentre il valore sull’asse
y e` riferito a ξo, un andamento analogo si ha anche per ξ. Dati riferiti a
T−1 = 2.3 e σ = 0.1. 59
Figura 6.3: Confronto tra gli andamenti di Ro in funzione di L, usando o
meno il parallel tempering. Dati relativi a T−1 = 2.3
bile ipotizzare che per alcune configurazioni il sistema tenda ad incastrarsi in
uno stato e non riesca piu` ad uscirne, inoltre sembra che queste assumano un
peso statistico decisamente maggiore partendo dalla distribuzione che abbi-
amo utilizzato. Saremmo tentati di diminuire il valore di σ dal momento che
questi risultati, lontani dalla media un numero eccessivo di deviazioni stan-
dard, sono maggiormente rilevanti con l’aumentare del disordine, pero` non
avrebbe senso diminuire eccessivamente questo parametro, anche perche` mag-
ari non osserveremmo piu` queste configurazioni solo per un fatto di statistica
in quanto queste rimarrebbero comunque presenti, influenzando i risultati
prendendo un numero di dati sufficientemente grande.
Per cercare di comprendere se effettivamente questo sia dovuto ad un
problema di termalizzazione, ed eventualmente per spostare il limite massi-
mo di L per il quale sia possibile avere una misura attendibile, abbiamo allora
utilizzato la tecnica del parallel tempering, descritta in appendice, questa e`
usata spesso nelle simulazioni di spin glass, l’idea e` di simulare contempo-
raneamente il sistema a varie temperature, in questo modo il sistema riesce
a termalizzare piu` rapidamente. In effetti dalla figura 6.3 si nota come la
situazione sembri migliorare decisamente, questo rafforza l’ipotesi del fatto
che i fenomeni osservati in precedenza siano riconducibili ad una difficolta`
del modello a termalizzare piuttosto che a fenomeni fisici inaspettati.
E’ necessario poi verificare ulteriormente la termalizzazione del sistema
facendo evolvere ogni configurazione con un certo numero di step per ogni
temperatura, registrando ad ognuno di questi il valore delle varie quantita` e
facendone la media in vari sottogruppi, cos`ı facendo alla fine le misure devono
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risultare compatibili tra loro entro l’errore indipendentemente dal numero di
step utilizzati, in caso contrario vuol dire che non siamo ancora all’equilibrio
e bisogna percio` aumentare il numero di step con il quale il sistema evolve,
fino ad ottenere la convergenza. Alla fine e` stata fatta la scelta di 3 × 105
step completi per ogni valore della temperatura a fissa configurazione, come
miglior compromesso tra certezza della termalizzazione e ragionevolezza dei
tempi di simulazione.
6.3 Analisi dei dati ottenuti
6.3.1 Stima di ηo
La stima di ηo e` stata fatta da un’analisi dei dati ottenuti per la suscettivita`
overlap in funzione di L, sfruttando infatti la relazione (6.18) vale
ln(ξo) = (2− ηo) ln(L) + b, (6.21)
quindi facendo un fit con una retta e` possibile ottenere l’estimatore di ηo.
Nelle figura 6.4 sono riportati come esempio i dati ottenuti per due valori
diversi della temperatura, questi confermano l’andamento previsto, e quindi
possiamo considerare attendibili i risultati ottenuti attraverso il fit lineare.
Dal momento che siamo interessati alla regione quasi ordinata ci teniamo
a valori stimati di ηo fino ad un valore massimo di circa 0.3, in maniera
da rimanere sufficientemente lontani dalla linea di transizione, la quale in
assenza di campo random e` individuata dal valore critico ηcro = 0.5.
6.3.2 Lunghezza di correlazione
Come abbiamo detto in precedenza ci aspettiamo che il rapporto Ro tra
la lunghezza di correlazione ξo e il lato del reticolo nel limite i grande L
converga ad una costante, quindi in questo caso la stima diRo e` stata ottenuta
attraverso il fit dei dati attraverso una funzione f(x) = c. In questo caso
pero` i risultati sono meno convincenti infatti, come abbiamo gia` anticipato
nel paragrafo precedente ci sono delle difficolta` ad ottenere una stima del
valore. Questo fatto ci fa ipotizzare che in realta` gli errori effettivi siano
decisamente maggiori di quelli stimati attraverso la procedura descritta in
appendice e quindi come stima dell’errore abbiamo considerato la dispersione
media intorno al valore centrale.
Inoltre sembra esserci ancora un andamento discendente all’aumentare di
L e quindi o i problemi di termalizzazione emersi non sono stati eliminati
del tutto con il parallel tempering oppure siamo di fronte ad un cross-over
inaspettato. Poiche` le problematiche sembrano analoghe a quelle che avevamo
in precedenza in assenza di parallel tempering, sebbene di dimensioni minori,
61
(a) .
(b) .
Figura 6.4: Grafici relativi a T−1 = 2.3(a) e T−1 = 1.83, , σ = 0.1 estratti
dal parallel tempering e dai quali e` stato eseguito un fit lineare per la stima
di ηo che ha dato i risultati e (a) ηo = 0.1614 e (b) ηo = 0.233(1). Le linea
continue rappresentano le funzioni ottenute dai fit
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ηo δηo Ro δRo
0.1614 0.0005 0.962 0.001
0.1800 0.0005 0.908 0.001
0.2050 0.0008 0.8460 0.0015
0.233 0.001 0.789 0.002
0.2665 0.0015 0.733 0.002
Tabella 6.1: Risultati per ηo e Ro ottenuti dai fit.
e` ipotizzabile pero` che ci siano ancora delle difficolta` tecniche per termalizzare
il sistema.
6.3.3 Verifica dell’universalita`
Nonostante le difficolta` descritte siamo comunque riusciti ad ottenere delle
stime per i valori di Ro e per i relativi esponenti ηo, da questi e` possibile
verificare se l’universalita` e` ancora quella del modello XY 2D ordinario, esat-
tamente come nel caso di distribuzione del disordine P (Aij) ∼ exp(−A2ij/2σ).
I dati ricavati dai fit sono riportati nela tabella 6.1, questi poi sono stati messi
in un grafico sovrapponendoli alla curva R(η) ottenuta in maniera numerica
dalla teoria, come in figura 6.5.
6.4 Conclusioni
Analizzando la figura 6.5 si vede come i valori ottenuti siano qualitativamente
in accordo con l’andamento previsto per la curva R(η) dalla descrizione di
spin wave dei modelli XY e GRPXY. In realta` pero` il grafico mostra delle
discrepanze, probabilmente dovute ai problemi tecnici descritti in precedenza,
ipotizzando infatti che questi portino a degli errori maggiori di quelli stimati
probabilmente i dati possono essere considerati compatibili con la teoria.
La nostra conclusione e` quindi che il sistema mantiene una fase QLRO e
che questa, esattamente com nel caso GRPXY, presenta la stessa classe di
universalita` del modello XY, descrivibile dalla teoria di spin wave.
Per poter pero` andare avanti con un’analisi ulteriore sarebbe necessario
riuscire a liberarsi delle limitazioni techinche dovute alla nostra scelta di
P (Fi). Escludendo di rinunciare a considerare una distribuzione che sia
gauge invariante sto una possibilita` potrebbe essere quella di prendere una
distribuzione P ′(Fi) diversa dalla Gaussiana e vedere se i risultati ottenuti
hanno un andamento analogo a quelli ricavati in questo lavoro.
Infine ricordiamo che in questo lavoro ci siamo limitati allo studio del-
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Figura 6.5: Nella figura i dati ricavati per ηo e Ro sono sovrapposti alla curva
R(η) ottenuta numericamente.
la fase di bassa temperatura dove il sistema presenta QLRO, sarebbe pero`
interessante studiare il sistema all’infuori di questa fase.
Se pare ovvio che per valori di σ e T sufficentemente grandi questo si
trovera` in una fase paramagnetica disordinata sembra invece meno scontata
l’esistenza della transizione glassy a temperatura T = 0 per un certo valore
σD. Un possibile sviluppo successivo riguarda l’analisi dell’intorno della cur-
va di transizione QLRO/paramagnetica e della regione di bassa temperatura
per vari valori del disordine, fino a prendere una distribuzione dei flussi uni-
forme, per comprenderne l’eventuale fase ordinata glassy e la relativa classe
di universalita`. Cos`ı facendo saremmo alla fine in grado di ottenere un di-
agramma di fase analogo a quello in figura 5.1 avendo un quadro completo
degli effetti del disordine sul modello XY anche nel caso gauge invariante.
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Appendice A
Alcuni dettagli della
simulazione Monte Carlo
A.1 Introduzione
Il problema di calcolare il valore di aspettazione di una data osservabile nella
maggior parte dei casi e` decisamente non banale,
〈O〉 = 1
Z
∫
d{φ}e−βH({φ})O({φ}), (A.1)
dove Z e` la funzione di partizione,
Z =
∫
d{φ}e−βH({φ}). (A.2)
Per questo motivo in fisica statistica si usano molto spesso delle simulazioni
al computer, dalle quali poi si misurano le quantita` di interesse, per fare
questo bisognerebbe riuscire a prendere un generico stato m con il peso
P (m) =
1
Z
e−βEm , (A.3)
se generiamo infatti N stati con questa distribuzione avremo un estimatore
della media dato da
O¯ =
1
N
N∑
i=1
Oi −−−−→
N→∞
〈O〉, (A.4)
il problema e` che per generare una distribuzione secondo la (A.3) bisognerebbe
riuscire a calcolare esattamente la funzione di partizione al denominatore, e
quindi la difficolta` si ripresenterebbe praticamente invariata. La soluzione
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pratica e` quella di scegliere in maniera opportuna uno stato iniziale e gener-
are a partire da questi una catena di Markov in maniera stocastica secondo
una probabilita` di transizione
P (n→ m) ≡Wnm (A.5)
dove n ed m sono due stati del sistema e per la quale consideriamo una no-
tazione matriciale, eventualmente di dimensione infinita. Perche` Wnm possa
rappresentare una probabilita` di transizione sicuramente devono essere valide
le relazioni:
1.
∑
nWnm =
∑
mWnm = 1.
2. Wnm ≥ 0.
3.
∑
mWnmWml = Wnl.
Inoltre se Wnm e` la probabilita` di transizione per ogni stato valere la master
equation,
dPn(t)
dt
= −
∑
m 6=n
[
Pn(t)Wnm − Pm(t)Wmn
]
, (A.6)
e quindi all’equilibrio dovra` valere anche la legge del bilancio dettagliato,
PnWnm = PmWmn, (A.7)
si puo` dimostrare che la scelta non e` univoca, Wnm puo` essere presa tra tutte
quelle che soddisfano queste proprieta`.
A.2 Descrizione dell’algoritmo
Una scelta possibile per la probabilita` di transizione dallo stato n allo stato
m che rispetti le condizioni necessarie e` stata fatta da Metropolis,
Wnm =
{
1
N e
−β(Em−En) se Em > En
1
N se Em < En,
doveN e` un opportuna costante di normalizzazione. L’algoritmo per ottenere
una probabilita` di transizione di questo tipo puo` essere schematizzato cos`ı:
1. Scegliamo il nostro stato iniziale (es. ordinato, random, termalizzato)
2. Identifichiamo un sito del reticolo dal quale partire con l’algoritmo, sia
θ l’angolo tra lo spin in quel sito e un asse di riferimento.
3. Generariamo un numero random con densita` di probabilita` uniforme
tra 0 e 2pi, definito θ′.
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4. Calcoliamo la differenza tra l’energia del sistema originale e quella che
si avrebbe sostituendo θ′ a θ, definiamo questa differenza ∆E.
5. Se ∆E < 0 allora sostituiamo θ′ a θ e saltiamo direttamente all’ultimo
punto.
6. Generiamo un numero random a ∈ (0; 1), preso con densita` di proba-
bilita` uniforme.
7. Se a < e−β∆E sostituiamo θ′ a θ, in caso contrario manteniamo la
configurazione originale, con θ.
8. Passiamo al sito successivo e ripetiamo lo stesso procedimento partendo
dal punto 3.
Questo algoritmo, noto come algoritmo di Metropolis, ha pero` lo svantaggio
che per ogni step bisogna generare uno o due numeri random e presenta dei
tempi di calcolo piuttosto lunghi. Per ridurre questi tempi e` possibile seguire
lo stesso algoritmo ma leggermente modificato, l’idea e` di generare un unico
vettore r = (cosα, sinα) per tutto il reticolo, e calcolare ad ogni sito ∆E tra
la configurazione originale, con si, e quella modificata con s′i secondo
s′i = 2(r · si)r− si, (A.8)
in maniera da essere automaticamente normalizzato, in seguito seguiamo l’al-
goritmo precedente dal quinto punto, e, una volta che abbiamo passato tutti
i siti del reticolo, generiamo un nuovo vettore r e ripetiamo il procedimen-
to. Questo modo di procedere prende il nome di reflection Metropolis ed ha
appunto il vantaggio di ridurre notevolmente i tempi di esecuzione.
Un’ulteriore passo in questa direzione e` possibile inserendo anche una
certa percentuale di step di overrelaxed Metropolis, questi consistono nel
modificare lo spin i-esimo secondo
s′i = 2
(si · Si)
S2i
Si − si, (A.9)
dove Si e` una sorta di campo efficace sentito dallo spin i-esimo, dato H =∑
i hi, nel nostro caso abbiamo
hi = −J2
∑
〈j〉i
cos(θi − θj −Aij) ≡
∑
〈j〉i
Jijsisj , (A.10)
dove il potenziale vettore e` inglobato nell’operatore Jij e 〈j〉i indica la somma
sui siti adiacenti a quello considerato, e quindi Si e`
Si =
∑
〈j〉i
Jijsj . (A.11)
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Questo metodo e` completamente deterministico e non necessita quindi di
generare nessun numero random, il limite e` dato pero` che le configurazioni
cos`ı ottenute hanno tutte energia equivalente, e quindi non e` possibile esplo-
rare tutte le configurazioni possibili, questo e` il motivo per il quale, a meno di
considerare sistemi isolati ad energia fissa, va sempre usato insieme ad altri
stocastici, nel nostro caso insieme al reflection Metropolis. La scelta fatta in
questo lavoro e` di fare cinque step microcanonici di overrelaxed Metropolis
su tutto il reticolo, seguiti da uno step completo di reflected Metropolis.
A.3 Parallel Tempering
Durante il nostro lavoro e` venuta fuori una difficolta` nel termalizzare il sis-
tema in presenza di disordine, in particolare all’aumentare delle dimensioni
del reticolo, per questo abbiamo deciso di ricorrere al metodo del parallel tem-
pering, noto anche come replica exchange. L’idea di fondo e` di far evolvere
simultaneamente un certo numero di repliche a temperature diverse tra loro,
secondo una scala ordinata dalla temperatura maggiore alla minore, e di con-
sentire una possibilita` di scambio tra le configurazioni relative a temperature
adiacenti tra loro. Cos`ı facendo e` possibile introdurre le fluttuazioni carat-
teristiche di temperature maggiori in sistemi a temperatura minore, questo
e` molto utile in particolare nel caso in cui il potenziale presenti una barri-
era, come in figura A.1, cosa che si presenta spesso in sistemi di spin glass.
Il rischi infatti e` che una barriera di questo tipo possa essere superata solo
dopo un tempo eccessivamente lungo nel caso in cui il sistema sia a bassa
temperatura. Inserendo la possibilita` di scambiare configurazione con altri a
temperatura maggiore il sistema riuscira` invece ad esplorare molto piu` velo-
cemente lo spazio delle configurazioni permesse. Nell’algoritmo Monte Carlo
vanno quindi introdotti degli step nei quali due sistemi a temperature adia-
centi possono scambiare configurazione, con una probabilita` di accettazione
data da
Aij = min{1, exp[(βi − βj)(Ei − Ej)]}. (A.12)
dove j = i+ 1.
La scelta delle temperature va fatta seguendo alcuni criteri, la temper-
atura minore Tmin deve essere la minima temperatura alla quale ci interessa
osservare il sistema ed e` quella della quale dobbiamo controllare la termal-
izzazione, in quanto il tempo necessario perche` il sistema vada all’equilibrio
sara` maggiore in questo caso. Le altre temperature vanno scelte in maniera
da ottimizzare i tempi di termalizzazione, una scala troppo fitta favorira` il
propagarsi delle fluttuazioni, ma per contro necessitera` di troppo tempo per
far evolvere tutti i sistemi, si tratta quindi di individuare il compromesso
migliore tenendo conto di questi due aspetti contrastanti, si puo` dimostrare
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Figura A.1:
Schematizzazione di
un potenziale per il quale
e` utile il parallel tempering
in quanto presenta delle
barrirere.
che la scelta piu` efficiente e` data dal prendere la media delle accettanze
Aij dell’ordine del 20%. Nel nostro lavoro abbiamo verificato a posteriori
questi valori, stampando nel file dei dati in uscita anche i valori delle sin-
gole accettanze. Infine la scelta delle temperature e` stata fatta in modo da
comprenderne almeno un paio relative alla fase disordinata ad alta temper-
atura, in maniera da avere maggior certezza di includere le fluttuazioni utili
a termalizzare il sistema.
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Appendice B
Analisi dell’errore
Una volta ottenuti i dati dalle simulazioni saremmo tentati di analizzarli at-
traverso le regole classiche, prendendo il valore medio e stimando l’errore
attraverso il calcolo della deviazione standard, questo pero` non e` possi-
bile in quanto i dati ricavati non sono indipendenti tra loro, cerchiamo di
comprendere in che maniera questa correlazione influisca sull’errore.
Poiche` le misure sono state fatte su un sistema in evoluzione secondo una
catena di Markov, e quindi in presenza di una dipendenza tra uno stato e il
suo successivo, e` possibile definire una funzione di autocorrelazione temporale
di una data osservabile,
C(k) ≡ 〈OnOn+k〉 − 〈On〉2, (B.1)
dove il tempo e` espresso in termini del tempo intercorso tra una misura e la
successiva. Se questa funzione ha un decadimento esponenziale,
C(t) ∼ e−t/τA (B.2)
e` possibile integrarla,∫ ∞
0
dtC(t) =
∫ ∞
0
dtC(0)e−t/τA = τAC(0) (B.3)
e quindi e` naturale definire il tempo di autocorrelazione
τA =
1
C(0)
∫ ∞
0
dtC(t) =
∑∞
k=0
[〈OnOn+k〉 − 〈On〉2]
〈O2n〉 − 〈On〉2
. (B.4)
Questo e` il tempo caratteristico con il quale le misure presentano correlazione
tra di loro, ed e` possibile dimostrare che questo e` legato alla stima dell’errore,
δo, della relazione
δo =
[
2τA
(〈O2n〉 − 〈On〉2)] 12 . (B.5)
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B.1 Jacknife
In realta` pero` all’atto pratico e` poco conveniente cercare di misurare diret-
tamente τA, il fatto stesso pero` che esista questo tempo tipico di autocorre-
lazione suggerisce un metodo per avere una stima dell’errore, l’idea e` quella di
raggruppare i dati in sottogruppi ordinati, ognuno di dimensione b, e calcolare
la media su ogni blocco
µo,i =
1
b
b(i+1)∑
r=bi+1
Or (B.6)
se b e` sufficientemente grande, cioe` b  τA, e` ragionevole ipotizzare che le
medie {µo,i} siano scorrelate tra loro, e quindi possano essere analizzate in
maniera semplice, definito a come il rapporto tra il numero totale delle misure
e la dimensione di ogni blocco, a ≡ N/b, abbiamo infatti
〈O〉 = µo = 1
a
a−1∑
i=0
µo,i (B.7)
e
δo =
(
1
a(a− 1)σ
2(µo,i)
)1/2
(B.8)
dove σ2(µo,i) e` la varianza delle medie sui blocchi.
In questo lavoro e` stata utilizzata un’evoluzione di questo metodo, il
jackknife, i dati sono sempre suddivisi in blocchi ma questa volta ad es-
sere analizzate non sono piu` le medie sui blocchi ma le medie su tutto il
campione togliendo di volta in volta un blocco,
µ¯o,i =
1
b− 1
∑
r 6=i
µo,r, (B.9)
e l’errore in questo caso e` stimato da
δo =
(
a− 1
a
a−1∑
i=0
(µo,i − µo)2
)1/2
. (B.10)
Nel limite di τA/b→ 0 si puo` dimostrare che l’errore non dipende dalla scelta
della dimensione del blocco, ma tende ad una costante, come si vede dalla
figura B.1, e quindi la scelta del parametro b puo` essere controllata verificando
la convergenza di δo.
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Figura B.1: Andamento tipico dell’estimatore dell’errore attraverso il jack-
knife in funzione della scelta del parametro b relativo alla dimensione dei
blocchi. In questo caso una scelta corretta e` data da b & 200.
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