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Este Proyecto tiene en cuenta aspectos medioambientales:    Sí    No    
 







Este proyecto se centra en el estudio y análisis del comportamiento de un 
simulador OBS programado en Matlab cuando se aplica computación 
distribuida al bloque estadístico. 
 
Para realizarlo se han usado los módulos Matlab Distributed Computing 
Engine y Matlab Distributed Computing Toolbox que incorpora Matlab para 
aplicar procesos distribuidos. 
 
Para llevarlo a cabo, se han utilizado tres tipos de topología distintas: una 
sin aplicar computación distribuida y dos que sí la aplica. Estas dos últimas 
han sido configuradas con la misma estructura. 
 
La primera topología que utiliza los procesos distribuidos, se ha configurado 
de tal manera, gracias al Matlab Distributed Computing Engine, que en una 
máquina se crea una red de cuatro máquinas.  
 
En la segunda, se han usado los ordenadores del laboratorio L-108 de la 
Escola Politècnica Superior d‘Enginyeria de Vilanova i la Geltrú, para 
crear la red lan capaz de ejecutar el simulador OBS programado de forma 
distribuida. 
 
Se ha analizado el simulador OBS para detectar los puntos concretos donde 
se puede aplicar la computación distribuida. Cada uno de estos puntos, han 
sido modificado para aplicar los procesos de distribución y se han analizado 
a fondo los resultados obtenidos. Con estos resultados, se han extraído 
conclusiones sobre la optimización del tiempo de ejecución del simulador 
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1. Introducción 






Este proyecto se enfoca y centra en el estudio, rediseño y evaluación de la 
posibilidad de aplicar computación distribuida a un simulador de red OBS y 
conseguir con ello una mejora de los tiempos de simulación del mismo. 
Todo ello se realiza usando la herramienta de programación denominada 
Matlab, que contiene unas herramientas de simulación potentes y 
versátiles. En concreto, se enfoca en la distribución del cálculo de las 
estadísticas del simulador, que continua la distribución de la función de 
simulación realizada en un proyecto anterior perteneciente a Marcelo Tejeda 
Romero. 
Se realizan pruebas en diferentes escenarios y con diferentes condiciones 
de tráfico para poder analizar más detalladamente los datos extraídos y 
llegar así a unas conclusiones.  
El contenido de la memoria es el siguiente: 
1.- Introducción: Se exponen los contenidos básicos de cada capítulo de 
este proyecto, así como la principal tarea del mismo y la herramienta 
utilizada para su programación. 
2.- Objetivos: Se indican los objetivos principales planteados para el 
desarrollo del proyecto. 
3.- Ámbito de aplicación: Tal y como indica su nombre, se detalla el o los 
escenarios de aplicación de este proyecto, así como unos fundamentos 
básicos de la tecnología OBS. 
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4.- Estado del arte: Se hace referencia a las tecnologías existentes en el 
mercado y el porqué  de la elección de un programa concreto para llevar 
acabo el proyecto. 
5.- Diseño: Se explica como se crean y se configuran las diferentes 
tipologías de red utilizadas además de analizar el simulador OBS con el que 
se trabaja.  
6.- Resultados: Se muestran los resultados obtenidos a partir de los diseños 
del apartado anterior y se analizan.  Además se habla de los cambios que se 
realizan en los códigos. 
7.- Conclusiones: A partir de los resultados, se analizan y fundamentan si 
se han conseguido o no los objetivos planteados en el apartado 2.  
8.- Futuras vías de trabajo: Se exponen las posibilidades futuras de seguir 
desarrollando en este tema. 
9.- Anexos: Se adjunta información y documentación complementaria. 
10.- Bibliografía: Se nombran todas las fuentes de documentación e 
información que se han necesitado para el desarrollo de este proyecto. 
2. Objetivos 





Antes de comenzar a realizar el proyecto, se han propuestos unos objetivos 
para guiar y enfocar la realización de este trabajo. Entre los objetivos 
planteados, hay uno principal y del que parte todo el trabajo realizado en 
este proyecto. Este objetivo principal es: 
 
 Optimizar el tiempo de ejecución del simulador de una red OBS 
mediante la utilización  de la computación distribuida.  
 
Por consiguiente, para lograr este objetivo, se han tenido que plantear otros 
que ayuden a conseguir alcanzar el principal. Los objetivos son: 
 Conocer y profundizar en el funcionamiento de la herramienta 
de programación Matlab. 
 Realizar un estudio exhaustivo y conciso del motor Matlab 
Distributed Computing Engine y de su librería asociada Matlab 
Distributed Computing Toolbox 3. 
 Aprender las características principales del simulador OBS. 
 Estudiar y realizar la distribución en diferentes marcos de 
actuación. 
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Conocer y profundizar en el funcionamiento de la herramienta de 
programación Matlab 
Antes de realizar cualquier proyecto, se debe conocer y dominar la 
herramienta con la que se va a trabajar. Entender su entorno de 
programación, cómo funciona y cómo se programa o trabaja con ella es 
fundamental para poder avanzar en el desarrollo del trabajo diario del 
proyecto, y más a un, como sucede en este caso, sólo se había tenido un 
pequeño contacto con la herramienta al nivel más básico. 
 
Realizar un estudio exhaustivo y conciso del motor Matlab 
Distributed Engine y de su librería asociada Matlab Distributed 
Computing Toolbox 3 
Ya no sólo es conocer el funcionamiento del programa Matlab, sino que 
también se debe dominar la librería específica con la que se va a trabajar. 
En este caso la computación distribuida es posible gracias a la aplicación 
Matlab Distributed Computing Engine y más concretamente en su librería de 
herramientas asociada, Matlab Distributed Computing Toolbox 3. Esta 
librería tiene un número elevado de funciones y herramientas para la 
computación distribuida en diferentes ámbitos. Por ello, se debe conocer y 
decidir cuáles son las más adecuadas para las tareas planteadas. 
 
Aprender las características principales del simulador OBS 
Una vez conocida la herramienta con la que se va a trabajar, se debe 
conocer sobre lo que se va a trabajar. A parte de un estudio teórico de la 
tecnología OBS y de las características principales de las redes que utilizan 
esta tecnología, se debe conocer el simulador, las partes en que está 
estructurado, como interaccionan las subestructuras y los posibles puntos 
donde aplicar la computación distribuida. 
2. Objetivos 
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Estudiar y realizar la distribución en diferentes marcos de actuación 
En un proyecto de esta envergadura no se puede centrar el estudio en un 
único marco de actuación, ya que siendo un simulador con lo que se va a 
trabajar, como bien dice su nombre, debe simular diferentes posibilidades 
de acción: diferentes tráficos de entrada, configuraciones, etcétera, así 
como diferentes ámbitos físicos: uso de un único ordenador o de varias 
máquinas. 
 
Analizar los datos y extraer las conclusiones pertinentes 
Una vez realizados los diferentes diseños, se ejecutarán y se analizarán a 
fondo los datos extraídos sobre los diferentes diseños llegando a unas 
conclusiones que nos indicarán la viabilidad o no del uso de la computación 
distribuida en este simulador. 
  
3. Ámbito de aplicación 




3 Ámbito de aplicación 
El ámbito de aplicación principal de este proyecto se centra en el uso de un 
simulador de redes OBS, pero se podría utilizar en otros tipos de 
simuladores siempre y cuando se aplicara y definiera correctamente. 
En este caso en concreto, se trabaja con la tecnología OBS por lo que se va 
a proceder a realizar una pequeña explicación básica de las redes que 
utilizan esta tecnología.  
Las tecnologías ópticas 
Los sistemas de comunicaciones ópticas son los que proporcionan mayores 
velocidades de transmisión. Las redes que se basan en las tecnologías 
ópticas se pueden implementar siguiendo tres técnicas de conmutación: 
1) Conmutación óptica de circuitos (OCS) 
2) Conmutación óptica de paquetes (OPS) 
3) Conmutación óptica de ráfagas (OBS), que en estos momentos 
son las que mayor interés despiertan en la investigación de redes 
ópticas de transportes (OTN). 
El concepto de ráfaga 
La ráfaga (burst) es la agrupación, de longitud variable, de grandes 
cantidades de paquetes con características comunes en los equipos frontera 
de la red OBS. Pueden estar formadas por: paquetes IP, celdas ATM y/o 
tramas Frame Relay o Ethernet, por lo que también se puede definir como 
una unidad de transmisión mayor que los paquetes, tramas o celdas que 
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provienen de las redes clientes que están conectadas a la red de transporte 
OBS mediante unos routers frontera.  
Las redes OBS 
Las redes OBS usan las ventajas de la conmutación de paquetes y la 
conmutación de circuitos, en función de la duración de la transmisión de la 
ráfaga de datos, con la finalidad de aumentar el ancho de banda existente 
en las fibras ópticas.  
Una red OBS está formada por nodos unidos mediante enlaces de fibra 
ópticas que soportan múltiples longitudes de onda mediante la tecnología 
WDM (Wavelenght Division Multiplexing). En una red OBS se encuentra dos 
tipos de nodos o routers: 
- Nodos o routers OBS del núcleo de la red (core routers) 
- Nodos o routers OBS de la frontera de la red (edge routers), 
que enlazan las redes OBS con las redes de acceso. 
En la tecnología OBS se diferencia claramente el plano de control y el de 
datos. Las unidades de datos de los usuarios recibidas en la frontera de una 
red OBS se ensamblan formando una ráfaga. Las ráfagas son conmutadas 
por medios ópticos como una sola entidad, después de que, en cada nodo, 
un paquete de control (BCP – Burst Control Packet), enviado anteriormente, 
haya preparado la configuración interna del conmutador y reservado los 
recursos necesarios para el momento de llegada de la ráfaga. Los recursos 
sólo se reservan durante la transmisión de la ráfaga asociada al paquete de 
control. De esta manera la tecnología OBS permite reducir la carga de 
procesado, ya que sólo es necesaria la conversión opto-electro-óptica 
(O/E/O) para los canales de control.  
La mayoría de las arquitecturas propuestas para redes OBS se basan en 
mecanismos de reserva unidireccionales, es decir, después de un tiempo de 
offset, la ráfaga de datos se transmite sin esperar un reconocimiento 
positivo de la reserva. Por ello, una de las principales limitaciones de estos 
esquemas de reservas unidireccionales, es su alta probabilidad de bloqueo. 
En  la contienda de dos ráfagas influye: 
3. Ámbito de aplicación 
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- El algoritmo de encaminamiento usado 
- El algoritmo de planificación de las longitudes de onda 
utilizado 
- La decisión del offset 
La aplicación de QoS  puede resolver el conflicto por el uso de los recursos 
en tres ámbitos o dimensiones: 
• Longitud de onda (uso de conversores de longitud de onda) 
• Tiempo (uso de líneas de retardo) 
• Espacio (uso de técnicas de deflexión o deflection routing) 
También se puede utilizar estrategias que sean combinación de algunas o 
de todas las anteriores. Habría una quinta solución que es la llamada Burst 
Segmentation, que realiza el truncado de la parte de la ráfaga que 
provocaría la colisión con otra ráfaga.   
Por consiguiente, al listado anterior sobre las consideraciones a tener en 
cuenta en la contienda de dos ráfagas, hay que añadir una más: 
- La aplicación de la QoS  
Para finalizar, hay que tener en cuenta otro tema de gran importancia. Las 
redes OBS trabajan sin memorias ópticas, con lo que existe una QoS más 










4 Estado del arte 
4.1 Introducción 
En el mercado hay gran variedad de aplicaciones utilizadas y/o destinadas a 
la programación y al acceso y servicios de datos. Al hablar de computación 
distribuida hace pensar en comunicación entre diversos equipos, lo que se 
supone que se tiene que crear consultas a una base de datos por parte de 
los equipos que forman dicha computación distribuida.   
De software y librerías para el acceso a base de datos en el mercado hay 
muchas. A modo de ejemplo, se puede nombra el ADO.NET, que permite el 
acceso y modificación de datos a un Sistema Gestor de Bases de Datos 
(DBMS) relacionales o no, y muy comúnmente utilizado por los 
programadores. Otro estándar que se podría utilizar es ODBC (Open 
DataBase Connectivity), que también permite el acceso a cualquier dato 
desde cualquier aplicación, sin importar qué DBMS almacene los datos.   
Pero claro, para el simulador OBS, no es necesario únicamente un trabajo 
con bases de datos, sino que además se necesita una potente herramienta 
de cálculo. Es en este punto en el que entra el Matlab y el porqué de la 
programación con dicho programa. 
El Matlab es un lenguaje de computación técnica de alto nivel  y un entorno 
interactivo para desarrollo de algoritmos, visualización de datos, análisis de 
datos y cálculo numérico. Permite su uso para una amplia gama de 
aplicaciones como procesamiento de señales e imágenes, comunicaciones, 
diseño de sistemas de control, sistemas de prueba y medición...  
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Con el lenguaje de Matlab, lenguaje M, se puede programar y desarrollar 
algoritmos más rápidamente que con otros lenguajes tradicionales ya que 
evita tareas de bajo nivel como declarar variables, especificar tipos de 
datos, etc. por lo que, con un línea de código de Matlab se puede suplir 
varias líneas de otro lenguaje, como C o C++. Y todo ello, sin renunciar a 
las características de un lenguaje de programación tradicional como los 
operadores aritméticos, control de flujo, estructuras de datos, tipos de 
datos, programación orientada a objetos y depuración.  
 
4.2 Nociones de la computación distribuida 
Mediante el conjunto de herramientas de la Matlab Distributed Computing 
Toolbox1  y el motor de trabajo Matlab Distributed Computing Engine2, se 
puede coordinar y ejecutar operaciones independientes de Matlab 
simultáneamente en un conjunto de ordenadores, acelerando la ejecución 
de grandes trabajos. 
Para ello entran en juego dos conceptos. Por un lado el job, que es un 
conjunto de operaciones que se necesitan ejecutar en una sesión de Matlab, 
y por otro lado el de task o tarea, que son los segmentos o funciones que 
forman parte del job.  
La sesión de Matlab donde el job y las tareas son definidas se llama sesión 
cliente. Este cliente usa la MDCT para llevar a cabo la definición de los jobs 
y las tareas. MDCE es el producto que realiza la ejecución de los jobs, 
mediante la evaluación de cada una de las tareas, tasks, y devuelve el 
resultado a la sesión cliente. Para ello, el MDCE utiliza el job manager, que 
es la parte que coordina la ejecución de los jobs y la evaluación de las 
tareas. Además, distribuye las tareas a evaluar al resto de sesiones de 
Matlab, o máquinas, llamadas workers.  
 
                                                 
1 A partir de este momento la nombraremos como MDCT. 
2 De la misma manera que con la MDCT actuaremos con el motor de trabajo llamándole MDCE. 
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En la Fig. 4.1 se puede ver la forma gráfica y/o esquemática de lo explicado 
anteriormente: 
 
Fig. 4.1 – Configuración básica de la computación distribuida. 
Como planificador de tareas, scheduler, podemos utilizar el que nos 
proporciona al propio Matlab denominado job manager o uno creado por 
otra compañía o propio. Para la realización de este proyecto se utiliza el que 











Este capítulo de esta memoria es uno de los más importantes ya que en él 
se va a detallar todo lo referido al diseño utilizado en este proyecto. Se va a 
explicar los diferentes tipos de configuraciones de red utilizados y el proceso 
seguido para conseguir el objetivo principal, y en el que derivan todos los 
demás objetivos, de este proyecto. 
En una primera parte se va profundizar en los conceptos básicos y genéricos 
de la computación distribuida de Matlab que se han nombrado en el 
apartado anterior. Se continuará explicando los que es un simulador OBS y 
las partes que lo forman. Además, para finalizar este primer bloque, se 
mencionará como se configura y funciona un entorno de simulación OBS.  
En un segundo bloque de este capítulo, se centrará en la explicación de las 
configuraciones de red utilizadas para el estudio y realización de este 
proyecto. Para ello, se han realizado tres configuraciones distintas. La 
primera se centrará en el uso del simulador sin distribuir en una única 
máquina para extraer datos para la comparación con los datos obtenidos en 
las dos configuraciones siguientes. La segunda topología de red consiste en 
la aplicación de la computación distribuida pero utilizando una única 
máquina, con lo que sólo se tendrá que definir los procesos mdce a utilizar. 
La última, implantada en cuatro máquinas del laboratorio L-108 de la Escola 
Politècnia Superior d’Enginyeria de Vilanova i la Geltrú, se aplicará la 
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configuración para la computación distribuida. En este caso, como la red ya 
está definida, sólo se deberá instalar y configurar correctamente los 
procesos mdce.  En un primer momento, se pensó en una cuarta 
configuración que era la implantación de una red de cuatro ordenadores con 
máquinas virtuales mediante el uso del programa VMware. Esta opción se 
descartó por cuestiones de hardware en la máquina utilizada para la 
implantación. 
En este capítulo sólo se describe los pasos necesarios para las diferentes 
configuraciones o tipologías utilizadas. No será hasta el capítulo 6, 
destinado a los resultados, cuando se hable de las simulaciones realizadas y 
los datos obtenidos. 
 
5.2 Computación distribuida con Matlab 
5.2.1 Introducción 
Tal y como se ha comentado en el capítulo 4 de esta memoria, Matlab es 
una potente herramienta de cálculo técnico-científico. Es fácil de utilizar, 
dispone de un código básico de programación y tiene un potente conjunto 
de librerías específicas denominadas toolboxes. En este caso, las librerías de 
Matlab que permiten realizar computación distribuida, y por consiguiente, la 
distribución del simulador de este proyecto, son la MDCT y la MDCE. 
Ya se ha explicado y esquematizado en el capítulo 4.2 los conceptos básicos 
que se necesitan para trabajar con la computación distribuida de Matlab (el 
cliente, el worker, el job manager, el job y la task) por lo que, se va a 
proceder a explicar su funcionamiento, programación, propiedades y 
aspectos a tener en cuenta para utilizar los elementos nombrados. 
5.2.2 Funcionamiento 
A la hora de realizar una computación distribuida se puede tener más de 
una sesión cliente. En éstas se definen los jobs que son enviados al job 




han sido sometidos o enviados, es decir, en orden de llegada. A 
continuación, el job manager envía a un worker una task del job que se esté 
ejecutando. Cuando el worker haya terminado, envía el/los resultado/s al 
job manager quedándose libre para trabajar con una nueva task. Una vez 
que todas las tasks del job indicado han terminado y el job manager tiene 
todos los resultados, estos datos los envía al cliente. Gráficamente, se 




Fig. 5.1 – Comunicaciones entre las sesiones con un único job manager 
También cabe la posibilidad de tener varios schedulers o job manager con 
varias sesiones clientes, como se ve en al figura 5.2, pero no es el caso de 
este proyecto por lo que no se va a profundizar en el tema. 




Fig. 5.2 – Comunicaciones entre las sesiones con varios job managers 
 
5.2.3 Programación 
5.2.3.1 Procesos distribuidos (Matlab Distributed Computing 
Engine) 
5.2.3.1.1 Introducción 
Lo primero que se debe hacer antes de instalar los procesos de mdce que 
son necesarios para realizar una computación distribuida, es decidir el 
reparto de máquinas, es decir,  cuales funcionarán de workers, cual de job 
manager y cual de cliente. Ésta última será donde se ejecuta el simulador. 
Si se tuviera diferente especificaciones de máquinas, la más potente se 
dejaría para el job manager, ya que tiene que controlar todo el tráfico de 
datos.  
Una vez  hecha la distribución, hay que tener bien claro qué productos y/o 
procesos son necesarios en cada máquina para llevar a cabo su papel 
asignado en el sistema distribuido. A nivel de resumen, se presenta la tabla 





Sesión Producto Módulos 
Cliente MDCT Matlab con la toolbox 
Worker MDCE Servicios del mdce 
Job Manager MDCE Servicios del mdce 
Tabla 5.1 – Asignación de módulos de Matlab 
 
5.2.3.1.2 Servicios del mdce. Creación de un job manager y un 
worker 
Cuando se desea utilizar una programación distribuida, todos los módulos 
necesarios deben de estar instalados y ejecutándose correctamente. Tal y 
como se ha resumido en la tabla 5.1, las máquinas con los roles de job 
manager y workers son en las que se debe instalar los procesos mdce. 
Para ello, Matlab contiene un archivo, llamado mdce.bat, que hay que 
activar y ejecutar. Para realizar estos dos procesos, activar y ejecutar, en el 
prompt (>>) de una sesión de Matlab de cada máquina, hay que escribir: 
>>!mdce install 
>>!mdce start 
Muy importante, para ejecutar las órdenes anteriores, el directorio actual de 
trabajo, Current directory, debe de ser en el que se encuentra el archivo 
mdce.bat. Este directorio tiene el path más o menos de este tipo: 
C:\Archivos de programas\ MATLAB\R2006b\toolbox\distcomp\bin. 
Una vez  realizado este proceso, ya se puede proceder a crear el job 
manager y los workers necesarios. 
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Creación del job manager 
Para crear un job manager sólo se tiene que ejecutar el archivo 
startjobmanager.bat. Este archivo está incluido en el directorio de Matlab 
anteriormente nombrado y para ejecutarlo sólo se debe escribir en el 
prompt de Matlab la siguiente línea de comando: 
>>!startjobmanager –name <nombrejobmanager> 
Esta orden se puede ejecutar desde la sesión cliente si se realiza de la 
siguiente forma: 
>>!startjobmanager –name <nombrejobmanager> -remotehost 
<nombrehostjobmanager> 
 
Creación del worker 
La creación de un worker no dista mucho de la creación del job manager 
anterior. En este caso el archivo a ejecutar se llama startworker.bat y 
también se encuentra en el mismo directorio de Matlab. La estructura de la 
orden es la siguiente: 
>>!startworker –name <nombreworker> -jobmanager <nombrejobmanager> 
Cuando se crear un worker siempre se debe especificar cuál es el job 
manager del que depende.  
Como en el caso anterior, también se puede ejecutar la orden desde la 
sesión cliente. Para ello, la orden es: 
>>!startworker –name <nombreworker> -jobmanager <nombrejobmanager> -
jobmanagerhost <hostjobmanager> -remotehost <nombrehostworker> 
Ante la duda de que papel tiene cada máquina, se puede ejecutar el archivo 
nodestatus.bat que indica el estado del host solicitado, así como sus 
workers o el job manager asociado en función del rol de la máquina 




>>!nodestatus –infolevel <1 o 2> -remotehost <nombrehost> 
Una vez realizado estos dos procesos, creación del job manager y de los 
workers, ya se puede programar con funciones mdct. 
 
5.2.3.2 Funciones distribuidas (Matlab Distributed Computing 
Toolbox) 
Para usar la herramienta mdct es necesario la programación de un script 
donde se especifique el conjunto de instrucciones a seguir. Se tiene que ser 
muy meticuloso e ir revisándolo paso a paso para detectar posibles fallos y 
así corregirlos antes de llegar a un punto donde es más difícil detectar el 
error. Por ello, es muy recomendable seguir los pasos que se detallan a 
continuación cuando se programa un script con las funciones de la librería 
mdct: 
1.- Ejecutar el script en local, es decir, en una máquina, para verificar el 
correcto funcionamiento antes de aplicar las funciones mdct. 
2.- Decidir si se va a utilizar un job distribuido o paralelo, ya que el tipo de 
programación varía en función del tipo elegido. Si se tiene una gran 
cantidad de datos simultáneamente, lo que conlleva realizar muchos 
cálculos, la opción más adecuada en la programación es un job paralelo, 
que trabaja con matrices distribuidas. Si por el contrario, se tiene 
repetitivos cálculos, que unos dependen de otros, la opción más adecuada 
es el job distribuido. Observando la forma en que está programado el 
simulador OBS con el que se va a trabajar, se concluye que la mejor opción 
es la de uso de jobs distribuidos, porque sino se debería cambiar todo el 
código de dicho simulador. 
3.- Realizar un estudio del simulador para extraer las partes en que mejor 
se puede adaptar la programación distribuida que se va a realizar. 
4.- Ejecutar el job creado con un job manager en local. La sesión cliente, el 
job manager y los workers se definen en una misma máquina con lo que se 
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consigue la verificación del correcto funcionamiento de la funciones mdct 
definidas. 
5.- Traspasar la ejecución de local a una red LAN comprobando si se mejora 
el rendimiento global del simulador o no.  
5.2.3.2.1 Ciclo de un job 
En todo proceso distribuido hay que tener en cuenta que el  job pasa por 
diferentes estados desde su creación hasta la finalización.  En el gráfico 5.3 
y en la tabla 5.2 que se detallan a continuación se muestra el ciclo completo 
de un job, así como la descripción de dichos estados por los que pasa en su 
“tiempo de vida”. 
 
Fig. 5.3 – Ciclo de vida de un job 
Dentro de la descripción de los estados de la tabla, se hace mención a las 
funciones mdct que se utilizan para crear, ejecutar y finalizar un job. Se 






Pending Es el primer estado que se adquiere, directamente, cuando se 
crea con la función createjob.  
Queued Cuando se ejecuta el job mediante la función submit, el trabajo 
adquiere este estado. Queda en la cola del job manager hasta 
que haya un worker libre. 
Running En el momento que hay un worker libre para ejecutar las tasks, 
el job pasa a este estado. Si todavía quedaran workers libres, el 
job manager podría ejecutar otro  job que pudiera estar en 
estado queued. 
Finished Es el estado que adquiere el job cuando todas sus tasks han 
sido evaluadas por los workers. Para devolver los datos a la 
sesión cliente se utiliza la función getAllOutputArguments. 
Tabla 5.2 – Estados de un job 
 
5.2.3.3 Programar un job distribuido 
Se va a proceder a esquematizar la creación y ejecución de un trabajo 
distribuido, es decir, de un job. Para ello, se va a utilizar como guía el 
diagrama de bloques de la Fig. 5.4. 
 



















Fig. 5. 4 – Diagrama de bloques de una programación distribuida 
Buscar el job manager 
En el apartado 5.2.3.1.2 se ha creado el job manager, pero ahora se 
necesita buscarlo y/o localizarlo para su uso. Para ello, desde el editor de la 
sesión cliente, se utiliza la función findresource, que genera una variable de 
tipo objeto que representa al job manger localizado. La sintaxis de esta 
función es: 




Maquina es el nombre del equipo donde se desea buscar el job manager. Se 
puede declarar la función con otras características. Todas ellas y más 
informaciones de la función findresource se pueden encontrar en el archivo 
Manual MDCT del anexo. 
Si no conocemos todos los datos de las variables definidas del objeto Jm, se 
puede realizar una consulta mediante la función get(Jm). El resultado de 








BusyWorkers: [0x1 double] 
NumberOfIdleWorkers: 2 
IdleWorkers: [2x1 distcomp.worker] 
Si el job manager se está ejecutando en otro equipo diferente al de la 
sesión cliente, los datos de las variables son de la máquina donde se está 
ejecutando el job manager. 
Crear un job 
Cuando ya se ha localizado el job manager, con la función createJob se 
genera el job. La sintaxis, por ejemplo, es: 
Job1 = createJob(Jm) 
Jm es el nombre de la variable objeto que representa al job manager donde 
se define el job, que aunque se cree en la sesión cliente, se ejecuta en el 
equipo del job manager. En el ejemplo, Job1 es el nombre que se le asigna 
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al job creado para su trabajo. Como en el caso de la variable objeto del job 









CreateTime: 'Mon May 11 22:01:31 CEST 2009' 
SubmitTime: 'Mon May 11 22:01:32 CEST 2009' 
StartTime: 'Mon May 11 22:01:32 CEST 2009' 
FinishTime: 'Mon May 11 22:06:00 CEST 2009' 
Tasks: [1x1 distcomp.task] 
FileDependencies: {0x1 cell} 
PathDependencies: {0x1 cell} 
JobData: [] 











Crear una Task 
Una vez creado el job, se tiene que definir y/o crear las tareas que se 
necesiten. Para ello se utiliza la función createTask. La sintaxis es del tipo: 
Ta = createTask(Job1, @rand, 1, {10,10}); 
Con  la task de este ejemplo, se crearía una matriz aleatoria, @rand, de 
10x10. Además, de la misma forma que con el job manager y el job se 
podría obtener sus propiedades mediante get(Ta). 
Ejecutar el job 
Cuando se ha finalizado de crear las tareas que componen el job, hay que 
dar la orden de ejecución. Para ello se usa la función submit(Job1) y desde 
este momento es el job manager el que se encarga de él distribuyendo las 
tasks definidas a los workers. 
¿Fin a las tareas? 
Antes de solicitar al job manager que devuelva los datos obtenidos de la 
ejecución, el job ha tenido que finalizar. Para saber cuando termina, se 
utiliza la función waitForState. La sintaxis de esta función es: 
waitForState(Job1,’finished’) 
Obtener los resultados 
Los workers van guardando en una variable llamada OutputArguments los 
resultados obtenidos al finalizar una task. Para hacer llegar estos datos al 
equipo de la sesión cliente se utiliza la función getAllOutputArguments. La 
sintaxis de esta función es: 
resultados = getAllOutputArguments(Job1) 
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5.2.3.4 Errores a tener en cuenta 
En esta sección se citan unas consideraciones a tener en cuenta cuando se 
trabaja con computación distribuida de Matlab. Es muy probable que al 
revisar unas de estas consideraciones se solucione un error que ha estado 
dando quebraderos de cabeza. 
 Cuando se crea un job éste tiene asociadas unas variables como se 
ha comentado en el punto anterior. Dos de estas variables son 
FileDependencies y PathDependencies y son muy importantes en el traspaso 
de datos entre los equipos de la computación distribuida. Sus funciones 
son: 
- FileDependencies: comprime todos los archivos necesarios 
para la simulación en formato zip para su posterior envío a 
los workers, éstos lo descomprimen y todos los archivos 
pasan a ser parte de su path de trabajo. 
- PathDependencies: indica a cada worker dónde están los 
archivos que necesita para ejecturar la task. Esta opción 
reduce el envío de archivos a través de la red, pero suele 
provocar bastantes problemas en las ejecuciones. Por ello, 
se recomienda el uso de FileDependencies. 
 En el momento en que se instala el MDCE, es decir, se ejecuta el 
archivo mdce.bat, se crean unos procesos que tienen una configuración 
preestablecida. Al trabajar en red, se necesita permisos de lecto-escriptura 
en otras máquinas. Por ello, se debe realizar unas modificaciones en un 
archivo llamado mdce_def.bat, concretamente en los conceptos MDCEUSER 
y MDCEPASS. 
- MDCEUSER indica el usuario el cuál ha ejecutado el mdce. 
Por defecto se inicia como servicio local. Si se quiere iniciar 
mdce con otro usuario lo debemos modificar aquí antes de 
ejecutar el proceso mdce. Si se necesita escribir datos en 
otra máquina es obligatorio realizar esta modificación para 




definir como mdceuser el usuario con el que se ha iniciado 
la sesión de windows de la máquina. La definición es del 
tipo DOMINIO/USUARIO o ./USUARIO si el usuario no 
pertenece a un dominio, es decir, es una cuenta de usuario 
del propio sistema operativo. 
- MDCEPASS es la contraseña del usuario que se ha definido 
en el concepto anterior, es decir, la contraseña con la que 
se ha iniciado la sesión de windows. 
 Puede ocurrir que en el transcurso de una simulación se produzcan 
errores, ya sea por un error en la programación, por un problema de red, 
un problema en los workers o el job manager, etc. Cuando esto ocurre, en 
el momento de adquirir los resultados de los workers mediante 
getAllOutputArguments(<nombrejob>), el resultado es un vector de celdas 
vacío. 
Como mdct no devuelve ningún error, encontrar la causa del fallo es 
bastante difícil. Lo primero en lo que se puede pensar, es en el uso de las 
opciones de depuración step, step in, step out... pero Matlab no lo permite 
ya que las funciones de mdct que se utilizan son de código cerrado.  
Para solventar este problema, existen unas variables del objeto task 
llamadas ErrorMessage y ErrorIdentifier que identifican los errores que se 
producen. Para ver estos posibles errores hay que añadir las siguientes 
líneas de código: 
error = get(<task>,{‘ErrorMessage’}); 
no_vacio = ~cellfun(@isempty, error); 
celldisp(error(no_vacio)); 
 Por último, hay que tener en cuenta que con los procesos mdce hay 
un conjunto de máquinas que se están comunicando entre sí. Por ello, todas 
deben de estar al mismo lado del firewall o de algún otro medio existente y 
se deben configurar para que haya comunicación entre ellas. Los procesos 
mdce utilizan por defecto los puertos del 27350 al 27360 para las 
comunicaciones. Si no se pueden establecer estas comunicaciones, se 
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producen bastantes problemas. Por consiguiente, se aconseja desactivar los 
firewall de cada máquina y asegurar así que se establecerá la comunicación. 
Si además, existiera una firewall físico entre los equipos de la red, se 
deberá localizar y habilitar los puertos mencionados. 
 
5.3 Simulador OBS 
5.3.1 Introducción 
Hasta el momento se ha explicado la herramienta con la que se va a 
trabajar, pero casi no se ha hecho mención sobre lo qué se va a utilizar. En 
este apartado se habla de las características del simulador OBS, así como 
su configuración y funcionamiento básico. 
El simulador OBS está desarrollado en un entorno de programación en 
Matlab. Ha sido diseñado por investigadores del grupo de Diseño y Análisis 
de redes y servicios de banda ancha, encabezado por Daniel Guasch.  
El simulador OBS está definido por una tipología de red formada por nodos 
o routers frontera (edge router) y nodos o routers centrales (core router) 
previamente definidos. Estos nodos, a partir de los conceptos tráfico y 
ranuras, simulan el comportamiento de una red OBS. Cuando finaliza la 
simulación, todos los datos generados en la red son guardados en el disco 
duro.  
La parte final, objeto de trabajo de este proyecto, es la generación de 
estadísticas con datos como: tiempo de simulación, número de paquetes de 
control retransmitidos, espacio existente entre la reserva y la ráfaga, coste 
acumulado del camino que sigue la ráfaga, datos de ocupación de los 
diferentes enlaces de la red, etc.  










Fig. 5.5 – Simulador OBS 
Para entender mejor el funcionamiento del simulador, se va a detallar los 
conceptos nombrados de tráfico y ranura. 
Tráfico 
El tráfico es un conjunto de valores con un formato específico para poder 
funcionar sobre un simulador OBS y recrear un tráfico OBS real.  
Los tráficos se crean mediante el uso de unos scripts programados con 
Matlab, es decir, funciones que lo dotan de una longitud concreta, una QoS 
determinada, una intensidad específica, etc. Para generar todos los valores 
de los paquetes, existen cuatro tipos de funciones estadísticas: 
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• Distribución lineal creciente 
• Distribución lineal decreciente 
• Distribución normal 
• Distribución uniforme 
 
Se podría generar el tráfico que se quisiera utilizando unas de las funciones 
indicadas dándonos un tráfico válido para ejecutar el simulador. Como el 
estudio de este proyecto es independiente del tráfico que se utilice, se 
utilizarán tráficos generados anteriormente por otros proyectistas. 
Simplemente se tendrá en cuenta para realizar la comparativa del tiempo 
de simulación en cada uno de los ámbitos a estudiar (sin distribuir, en una 
única máquina y en una red lan). 
Ranura 
La ranura es la unidad básica de trabajo. Una ranura es un espacio temporal 
determinado comparable a un Time Slot, pero de unos 10 µs. La capacidad 
en bits de una ranura, considerando que la velocidad de una red OBS es de 
10Gps, es de 105 bits por ranura. Por consiguiente, el número de ranuras 
indica la cantidad de bits que se van a simular. Esto implica que a un mayor 
número de ranuras, mayor es el tiempo de simulación. Esquemáticamente: 
 
 
Los dos conceptos están interrelacionados, ya que, cuando se crea un 
tráfico, se debe indicar el número de ranuras con el que se quiere crear. 
Esto podría ser un problema, ya que en el tráfico debe “caber” la simulación 
a realizar. Los tráficos que se van a utilizar no darán este problema ya que 
han sido creados con más de un millón de ranuras y para el estudio de este 
proyecto, no se va a utilizar simulaciones tan grandes. 
Por consiguiente, y a modo de conclusión de este apartado, tanto el tráfico 
como la cantidad de ranuras, son parámetros de entrada del simulador, lo 
 
 
  Nº de ranuras  
 




que implica que se pueden modificar. Para realizar las comparativas de 
estudio en los diferentes ambientes de aplicación, se jugará con estos dos 
variables para extraer conclusiones en diferentes casuísticas o situaciones. 
5.3.2 Funcionamiento 
El simulador OBS, como cualquier otro simulador, está dividido en cuatro 
bloques para su correcto funcionamiento. Estos bloques son: 
• Cargar datos 
• Configurar el simulador 
• Simular 
• Extraer datos o estadísticas 
En el bloque de carga de datos se encuentran varios parámetros que se 
pueden modificar antes de ejecutarlo. Sería en este bloque donde se 
encontraría los conceptos, anteriormente explicados, de tráfico y ranuras, 
que a su vez son los que hay que modificar antes de realizar una 
simulación. 
En el bloque de configuración del simulador se carga, entre otras cosas, el 
tipo de topología de red que se desea simular. Para el estudio de este PFC 
se utiliza la tipología UMA, es decir, en forma de Osa Mayor (Ursa Major).  
Esta decisión implica un número específico de nodos frontera y nodos 
internos unidos mediante enlaces. Es este caso, se cuenta con 13 nodos 
distribuidos en: seis nodos frontera y siete nodos internos. Estos datos, que 
no dejan de ser variables, se cargan en este bloque. Una pequeña 
anotación, también existe otras versiones del simulados OBS en lo que a 
topología se refiere, como por ejemplo, la que simula una red NFSNET. 
En el bloque de simulación, como propiamente dice su nombre, se simula 
en función de la configuración cargada en el bloque anterior. En el caso del 
simulador OBS entra en juego otra variable muy importante llamada 
ventana.  
La ventana es la unión de varias ranuras. Surgió cuando se detectó un 
problema en simulaciones grandes. Como el simulador ejecuta el tráfico 
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ranura a ranura, cuando se trabajaba con pocas ranuras, entre 1 y 20.000, 
no había ningún problema, pero en cuanto esta variable pasaba de este 
valor, rondando en valores entre 20.000 y 1.000.000, se observó que 
aparecían problemas de memoria RAM, ya que las variables que manejaba 
el simulador eran enormes y causaban un consumo excesivo. Esto hacía 
que el simulador se detuviera por falta de memoria útil. Con la creación de 
las ventanas, este problema se solucionó, por lo que son ideales para 
simulaciones grandes.  
Por lo descrito hasta ahora, es comprensible que se distingan dos tipos de 
situaciones a la hora de hablar del funcionamiento del bloque de simulación. 
Pocas ranuras 
Se entiende por pocas cuando el orden es entre 1 y 20.000 ranuras 
aproximadamente.  
Lo primero que hace el simulador, es usar el tráfico creado y pasarlo a 
tráfico ranurado, es decir, tenerlo en ranuras. Posteriormente, ejecuta la 
topología de red definida ranura a ranura, hasta que finaliza con ellas. En 
cada una de las ranuras se ejecuta los 13 nodos configurados, aplicando un 
retardo de línea entre los distintos nodos mediante el uso de la función 
linia_transmisio. Finalmente, cuando la simulación ha finalizado, pasa el 
tráfico ranurado generado a formato de paquetes (estructura de vectores), 
y lo guarda en el disco duro para utilizarlo en el siguiente bloque. 
Muchas ranuras 
Cuando se utiliza muchas ranuras, un número superior a 20.000 
aproximadamente, es lo que se denomina simulaciones grandes. Estas 
simulaciones tienen un funcionamiento similar, pero con unas pequeñas 
distinciones. 
En primer lugar, antes incluso de empezar a simular, se calcula el tamaño 
de la ventana (conjunto de ranuras) y se obtiene el número de ventanas 




El cálculo de dicho tamaño, y por consiguiente, número necesario de 
ventanas, es sencillo. Siempre hay cargado en memoria tres ventanas. Se 
simulan las dos primeras y se guarda toda la información de la primera 
ventana en el disco duro una vez finalizada dicha simulación. Una vez 
guardado en el disco los valores de simulación de la primera ventana, se 
carga otra ventana en memoria y se vuelve a realizar el mismo paso hasta 
que hayan finalizado todas ventanas. 
A continuación, el tráfico generado se guarda en el disco duro como en el 
caso anterior. 
La distinción entre simulación de pocas y muchas ranuras se hace mediante 
una función que calcula el tamaño de la ventana. Esta variable, no tiene un 
valor fijo ya que el cálculo depende del tráfico que se utilice para la 
simulación. 
Por último, encontramos el bloque de las estadísticas, estudio de este 
proyecto, que a partir de los datos guardados en el disco duro del apartado 
anterior, genera las estadísticas de la simulación.  
El proceso para elaborar las estadísticas comienza con la reagrupación de 
todo el tráfico de salida, seguido de la recopilación de la información sobre 
el uso de la CPU. Finalmente realiza las estadísticas de red propiamente 
dichas. Para ello, necesita realizar dos pasos: 
1) Obtener los datos necesarios para poder calcular las estadísticas 
de la simulación divididos, a su vez, en dos partes:  
a. Los datos de ocupación de la red a nivel de enlace y flujo 
b. Los datos del retardo y el tráfico generado como por 
ejemplo: id del paquete, dirección origen, dirección destino, 
longitud de la ráfaga, número total de nodos cruzados, 
suma total de costos de la ruta seguida por la ráfaga, si la 
ráfaga ha llegado al destino... 
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2) Genera las principales estadísticas de la simulación de la red OBS 
divididas en tres bloques: 
a. Estadísticas generales: número de paquetes (control + 
datos) que han entrado de la red, número de paquetes 
(control + datos) que han salido de la red, número de 
paquetes retransmitidos, espacio existente entre reserva y 
ráfaga... 
b. Estadísticas de control: número de paquetes de control que 
han entrado en la red, número de paquetes de control que 
han salido de la red, número de paquetes de control 
retransmitidos, probabilidad de la pérdida de una ranura de 
control... 
c. Estadísticas de los datos: número de ráfagas que han 
entrado en la red, número de ráfagas que han salido de la 
red, número de ráfagas retransmitidas, longitud de las 
ráfagas de datos de la simulación, número total de ranuras 
que han sido transmitidas... 
La descripción esquemática de todo este apartado se puede ver en los 
diagramas de bloques de las figuras 5.6, 5.7 y 5.8 que representan el 
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Fig. 5.6 Diagrama de bloques del simulador OBS 
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Fig. 5.8 Diagrama de bloques de la red del simulador OBS 
 
5.3.3 Distribución del simulador OBS  
A lo largo de este capítulo 5.3 se ha hablado del funcionamiento del 
simulador OBS pero no se ha hecho mención a la aplicación de procesos 
mdce y mdct en él. 
Para ello, en este apartado se realiza una estudio más enfocado a las 
funciones que contiene, tiempo de ejecución de las mismas y veces que son 
llamadas para detectar los posibles puntos a los que poder aplicar 
computación distribuida dentro del bloque de estadísticas.  
Para comenzar, se adjunta un diagrama de bloques, figura 5.9, más 
detallado del apartado de estadísticas del simulador. Se puede considerar 
como una ampliación de la figura 5.7 que ayuda a entender mejor las 
explicaciones posteriores.  
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Para buscar partes que sean válidas para funciones mdct hay que tener en 
cuenta tres aspectos importantes: 
• La variable de entrada no puede depender de la salida. 
• La función que se desee distribuir debe repetirse en varias 
ocasiones. 
• El tiempo de la función a distribuir, cuanto más grande mejor. 
La variable de entrada no puede depender de la salida 
No es posible aplicas funciones mdct a aquellas funciones que dependa la 
entrada de la salida. La explicación es muy sencilla si se tiene encuenta el 
siguiente script. 
for i=1:5 
     x=suma(x,y) 
end; 
Donde x=10, y=5, y la función suma se encraga de sumar las dos variables 
de entrada.  
Lo primero que se piensa es en el uso de funciones mdct para crear un job 
con cinco tasks que harían lo de la tabla 5.3:  
 Entrada Salida 
Task x y x 
Task1 10 5 15 
Task2 10 5 15 
Task3 10 5 15 
Task4 10 5 15 
Task5 10 5 15 
Tabla 5.3 – Resultados del script distribuido 
Al ejecutarse el job cada task será realizada por un worker libre con lo que 
se devuelven unos valores de x, donde x=[15,15,15,15,15]. El resultado es 
la suma de estos valores, dando x=75. 
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En cambio, si se ejecuta el bucle for de modo normal los valores son los de 
la tabla 5.4: 
 Entrada Salida 
For x y x 
i=1 10 5 15 
i=2 15 5 20 
i=3 20 5 25 
i=4 25 5 30 
i=5 30 5 35 
Tabla 5.4 – Resultados del bucle for 
Donde se puede comprobar que el resultado en este caso es x=35. 
La función que se desee distribuir debe repetirse en varias 
ocasiones 
Distribuir una única operación no tiene sentido. La finalidad del uso de 
computación distribuida es que las otras máquinas se encarguen de realizar 
muchas operaciones. Con ello, se libera recursos de la máquina desde 
donde se está ejecutando la simulación. 
El tiempo de la función a distribuir, cuando más grande mejor 
Cuando se desea ejecutar una función en otro equipo mediante una task, es 
preferible que su tiempo de simulación sea grande. El motivo es que cuando 
se programa un sistema distribuido aparecen nuevos tiempos que no 
existen en la simulación normal. Por consiguiente, la task tiene que tener un 
tiempo lo bastante grande para que los nuevos tiempos, en comparación, 
sean superfluos. 
Matlab incorpora una aplicación llamada Profiler que sirve para buscar 
partes válidas del simulador. Esta aplicación visualiza las iteraciones de 




La figura 5.10 muestra la aplicación Profiler para una simulación OBS de 
10.000 ranuras. 
 
Fig. 5.10 – Captura de la ventana Profiler de Matlab 
En la representación aparecen los diferentes campos: 
• Function Name: todas las funciones que componen el simulador.  
• Calls: número de iteraciones que realizan cada función. 
• Total Time: el tiempo que tarda en ejecutarse cada una de las 
funciones. 
• Self Time: el tiempo de ejecución de la función sin que exista, 
dentro de ésta, una llamada a otra función. 
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Con los datos descritos a lo largo de este capítulo, las tres consideraciones 
explicadas y la herramienta Profiler, se concluye que, las partes en las que 
se puede aplicar las funciones mdct, marcadas en amarillo en la figura 5.10, 
son: 
calcula_nodes_involucrats 
Con esta función se obtiene los nodos involucrados en el paso del paquete 
por la red. En este caso, se repite 373 porque es el número de paquetes 
que se ha generado para el tráfico dado definiendo 10000 ranuras. 
calcula_ruta 
Con esta función se calcula la ruta que ha seguido la ráfaga dentro de la 
red. También se repite 373 porque es el número de paquetes que se ha 
generado.  
Esta función junto con la anterior, forman parte de la función 
calcula_estad_paquets, por lo que, en lugar de enviar a distribuir cada una 
de estas funciones, el estudio se hará sobre calcula_estad_paquets. 
recopila_estadistiques_2 
Esta función sólo se efectúa una única vez debido a que es la encargada de 
recopilar todos los datos para realizar las estadísticas de la simulación. Lo 
que se quiere mirar es si es capaz de realizarlo entero un worker.  
estadistiques_xarxa_obs_2 
Esta función sólo se efectúa una única vez debido a que es la encargada de 
realizar las estadísticas de la simulación. Lo que se quiere mirar es si es 
capaz de realizarlo entero un worker. El tiempo de ejecución es bastante 






5.4 Tipología de red  
5.4.1 Introducción 
Como ya se ha nombrado en apartados anteriores, para trabajar con el 
simulador OBS de forma distribuida se necesita tres elementos básicos: el 
cliente, el job manager y los workers. Para ello, hay que tener en cuenta los 
recursos que se necesitan, cómo se van a distribuir los procesos de Matlab o 
cuántas máquinas se van a utilizar.  
Para las diferentes tipologías de red a estudiar se va a utilizar la misma 






Fig. 5.11 – Arquitectura de la topología de red 
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Sólo se utilizará un cliente desde el que se ejecutará el simulador OBS 
mediante una simple sesión de Matlab. Este hará uso de un único job 
manager que se encargará de gestionar los jobs y las tasks. Por último, se 
utilizará dos workers donde se ejecutarán las tasks que vayan siendo 
enviadas desde el job manager. 
5.4.2 Configuración en un único equipo 
Existen varios procesos mdce para realizar un sistema distribuido. En el 
apartado anterior se ha hablado de la estructura y de los componentes que 
se necesitan. No es necesario que dichos procesos se estén ejecutando cada 
uno en una máquina. Un equipo puede tener más de un proceso definido e 
incluso todos pueden estar definidos en una sola máquina. 
Por consiguiente, para empezar con el estudio se va diseñar el sistema 
distribuido en una única máquina y con ello, además de obtener datos para 
una futura comparativa, se puede verificar el correcto funcionamiento de la 
programación distribuida realizada. 
5.4.2.1 Configuración 
Ya se ha hablado en el apartado de 5.3 sobre la programación, cómo se 
configura tanto el job manager como un workers. Entonces, lo único que 
tenemos que hacer es indicar que estos procesos se ejecuten en una misma 
máquina. Para instalarlos correctamente en un solo equipo, se introduce las 
siguientes líneas de código desde el prompt de Matlab de la sesión cliente. 
>>!startjobmanager –name jobmanager –remotehost maquina 
>>!startworker –jobmanager jobmanager –jobmanagerhost maquina –remotehost 
maquina –name worker1 
>>!startworker –jobmanager jobmanager –jobmanagerhost maquina –remotehost 
maquina –name worker2 
Con estas tres líneas de comando se ha forzado que tanto el job manager 





En la figura 5.12  se puede ver una representación gráfica de la topología 













Fig. 5.12 – Topología de red en un equipo 
Antes de utilizar esta topología para empezar hacer simulaciones con el 
sistema distribuido diseñado, se ejecuta un pequeño script a modo de test 
para confirmar que tanto la configuración como el funcionamiento son 
correctos. 
5.4.2.2 Script de validación 
El script para realizar el testeo de la configuración del que se ha hablado 
anteriormente, se ha diseñado con funciones mdct. 
Se crea un matriz 10x3 donde cada componente es un número aleatorio 
comprendido entre el 0 y el 50, 0 < aij < 50. Después de ejecutarse el script 
se obtendrá una nueva matriz del tipo 10x1 donde sus componentes serán 
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El script que realiza esta operación se puede encontrar en el apartado de los 
anexos y se llama validacion. Con él, como ya ha sido nombrado 
anteriormente, confirma que la topología creada funciona correctamente 
con lo que, a nivel de configuración de tipología, no se debe tener 
problemas para ejecutar el simulador OBS.  
Tanto la matriz como los resultados que se obtienen con las líneas de 





















5.4.3 Configuración en una red 
La configuración realizada en una red es la más importante para el estudio 
de este proyecto ya que, de dicha estructura, es de la que se obtendrán los 
resultados más reales en lo que a computación distribuida se refiere. Se 
diseña la misma topología referenciada en el apartado 5.4.1, utilizando los 
recursos del laboratorio L-108 de la Escola Politècnica Superior d’Enginyeria 
de Vilanova i la Geltrú (UPC).  
En los próximos apartados se detalla la configuración realizadas así como 
las consideraciones necesarias para que todo funcione correctamente 
cuando se utilice el simulador OBS. 
5.4.3.1 Configuración 
Al utilizar los recursos del laboratorio L-108 se tiene una gran ventaja para 
la configuración en red, ya que los equipos utilizados ya forman una red lan, 
por lo que ya están intercomunicados a nivel IP. Con ello, se ahorra todo el 
proceso de configuración de la red, y poder así centrar todo el esfuerzo en 
la configuración de los procesos y asignación a cada máquina de un rol o 
función.  
La asignación de funciones y nombre de proceso realizado es la mostrada 
en la tabla 5.5: 
Nombre del equipo Proceso mdce Nombre del proceso 
Checkov --- --- 
Sulu Job manager jobmanager 
Scotty Worker worker1 
Mccoy Worker worker2 
Tabla 5.5 – Distribución de los equipos y los procesos 
Una vez distribuidos los equipos, se debe instalar todos los procesos en los 
equipos de red. Para ello, se ejecutan las siguientes líneas de código desde 
el prompt de Matlab del equipo cliente, checkov. 
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>>!startjobmanager –name jobmanager –remotehost sulu 
>>!startworker –jobmanager jobmanager –jobmanagerhost sulu –remotehost 
scotty –name worker1 
>>!startworker –jobmanager jobmanager –jobmanagerhost sulu –remotehost 
mccoy –name worker2 
Con estas líneas de comando, ya están configurados los cuatro equipos para 
poder empezar a realizar simulaciones con el simulador OBS. Pero, hay que 
tener en cuenta las consideraciones que se exponen en el próximo 
apartado. 
5.4.3.2 Consideraciones 
Para que todo funcione correctamente hay que tener en cuenta las 
siguientes anotaciones antes de realizar alguna simulación: 
Instalar los procesos mdce 
Ya se ha hablado de ello en el apartado 5.2.3.1.2, pero hay que recordar 
que en los equipos sulu, scotty y mccoy, antes de ejecutar las líneas de 
comando, anteriormente nombras, se ha tenido que ejecutar las que se 
indican a continuación: 
>> !mdce install 
>> !mdce start 
En el equipo que hace la función de sesión cliente, checkov, no se tienen 
que ejecutar. 
Compartir discos en red 
En la configuración en red nos encontramos con un problema que con el 
anterior diseño no existía. Ahora hay que tener en cuenta los permisos de 




El simulador OBS va guardando en el disco duro partes de las simulaciones 
que va realizando. Si además le añadimos el diseño distribuido, se pueden 
encontrar problemas cuando el simulador necesite acceder a una de las 
partes guardadas.  
Por consiguiente, cuando el worker necesita guardar parte de la task, que 
está realizando, debe de tener configurado los discos donde el worker 
necesita guardar los valores. 
Para evitar estos problemas en la simulación distribuida, lo que se debe 
hacer es compartir los discos duros de todas las máquinas y darle los 
permisos adecuados de lectura y escritura, de modificación en general, a los 
siguientes grupos de usuarios: 
• Usuarios locales 
• Network 
• Usuarios autentificados, por lo explicado en el punto 5.2.3.4 sobre 
el parámetro mdceuser. 
Entonces, con lo explicado en el apartado de configuración y en el de 
consideraciones, finalmente nos queda el diseño de la figura 5.14: 
Fig. 5.14 – Topología de red en una red LAN 
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Una vez configurada la red, se procede a ejecutar el archivo validacion, 
explicado y detallado en el apartado 5.4.2.2, para comprobar que todo 
funciona correctamente. Se comprueba que los datos son correctos por lo 
que se da por válido el diseño en la red LAN, dejándola lista y preparada 
para realizar simulaciones distribuidas. 
5.4.4 Sin computación distribuida 
El tercer diseño que se utiliza en este proyecto es el simulador OBS sin 
aplicarle la computación distribuida, es decir, sin utilizar el motor Matlab 
Distributed Computing Engine y su herramienta Matlab Distributed 
Computing Toolbox. 
El porqué del uso de este diseño es muy sencillo. Su objetivo principal es 
ayudar a la comparativa de mejora del rendimiento del simulador. De esta 
manera, para cada simulación se podrá establecer una relación del ahorro 
en tiempo de simulación entre la forma no distribuida, la computación 
distribuida en una única máquina y la computación distribuida en una red 
LAN. 
Por consiguiente, los datos de este tipo de simulación serán muy útiles para 








Hasta el momento se ha hablado del Matlab, herramienta de trabajo, y de 
diferentes diseños, pero, ¿qué es un diseño sin resultados? A fin de cuentas, 
los resultados son los que ayudan a sacar conclusiones y con ellas decidir si 
el diseño que se ha realizado es viable o no. En este capítulo se va a 
explicar todas las simulaciones realizadas, los resultados obtenidos y el 
análisis que se ha realizado con ellos. 
El capítulo se divide en cuatro bloques. En primer lugar se explica los 
tiempos que se utilizan para realizar los estudios y las comparativas de las 
diferentes situaciones. Seguidamente se evalúa el simulador  sin distribuir 
para realizar comparativas. A continuación se realizan las mismas 
simulaciones para la computación distribuida en una única máquina. Por 
último, se realiza los mismos pero aplicándolo en una red Lan.  
En todo momento se realiza comparaciones entre las diferentes situaciones 
para ir concluyendo cuál es la opción más viable a desarrollar.  
Con todos los datos obtenidos se realizará el siguiente capítulo donde se 
extraen las conclusiones de todo este trabajo. 
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6.2 Los tiempos de estudio 
En la mayoría de casos, la eficiencia de un simulador viene determinada por 
la potencia de la máquina en la que se está ejecutando. Como la potencia 
de un equipo informático viene dado por la velocidad de la CPU, se puede 
llegar a la conclusión que, contra mayor sea la velocidad de CPU de la 
máquina, mejor rendimiento dará el simulador.  De forma esquemática: 
 
 
Por ello, podemos decir que el 100% del tiempo del Simulador OBS, 
corresponde al tiempo empleado por el procesador de la máquina. Esto es 
así mientras que no entre en juego la computación distribuida. 
Cuando se aplica la computación distribuida, empiezan a aparecer otros 
tiempos que hay que tener en cuenta, por lo que, el tiempo del simulador 
ya no sólo es el tiempo que emplea la CPU sino que, hay que añadirle 
tiempos de comunicación con otras máquinas y tiempos de ejecución en 
otras máquinas.  
Para el estudio de este proyecto, se han definido unos tiempos que ayudan 
a resolver si es factible o no la aplicación de la computación distribuida al 
bloque de estadísticas. Los tiempos definidos son: 
 tbuscarjm: Es el tiempo que tarda el equipo cliente en localizar la 
máquina y el proceso del job manager. Este tiempo se verá 
afectado por la velocidad de la red de comunicación, a mayor 
velocidad de red, menor será el tiempo. Para calcular este tiempo 
se utiliza los comandos tic y toc de Matlab. 
 tcrearjob: Es el tiempo que tarda el equipo cliente en crear un 
job y en recopilar, función set, los archivos necesarios para su 
ejecución. Vuelve a influir en este tiempo, la velocidad de la red, 
ya que el job se ejecuta en la máquina donde esté definido el job 
 
 
  Velocidad CPU  
 
 Rendimiento simulador 
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manager. También se utiliza los comandos tic y toc para su 
cálculo. 
 tcreartask: Es el tiempo que tarda el equipo cliente en crear las 
tasks de un job concreto. También es importante la velocidad de 
conexión ya que las tasks se instalan en el equipo donde esté el 
job y, como norma general, éste se ejecuta en otra máquina. Se 
vuelve a utilizar los comandos tic y toc para el cálculo. 
 tjob: Es el tiempo que tarda el job manager en ejecutar el job y 
en devolver los resultados a la sesión cliente. Se calcula como en 
los casos anteriores. 
 tpresim: Es el tiempo de los pasos previos a comenzar la 
simulación propiamente dicha. También se utiliza tic y toc para su 
cálculo. 
 tsimulacion: Es el tiempo de todo el bloque de simulación 
incluido el salvado de los resultados obtenidos. Como este bloque 
no es materia de estudio de este proyecto, se va a tratar como 
una unidad, aunque a este bloque también se le podría aplica 
computación distribuida. Nuevamente se utiliza tic y toc para su 
obtención. Se hablará más delante de la opción con este bloque 
distribuido. 
 testadisticas: Es el tiempo que tarda en simulador en realizar 
todo el bloque de estadísticas. Su cálculo es una suma de tiempos 
anteriores: 
 
 ttotal: Es el tiempo total del simulador, desde el principio hasta el 
fin. En el caso de que no se aplique computación distribuida, éste 
tiempo sería el 100% del que se ha hablado anteriormente. Se 
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Fig. 6.1 – Tiempos de simulación más tiempos de distribución 
 
6.3 Sin distribuir 
6.3.1 Introducción 
Para realizar una comparativa de la eficiencia o no de la aplicación de 
computación distribuida en el simulador OBS, en primer lugar se debe saber 
cuanto tiempo tarda sin aplicar los procesos mdce y mdct.  
Como se ha explicado anteriormente, el rendimiento de un simulador 
depende del procesador de la máquina donde se esté ejecutando. Para 
estas simulaciones se utiliza un portátil con las características definidas en 




Fig. 6.2 – Características del equipo donde se realizan las simulaciones 
En todos los casos que se plantean en los próximos apartados, se realizan 
dos tipos de simulaciones, para pocas ranuras y para muchas ranuras, y ver 
así los resultados en diferentes tipos de situación. 
6.3.2 Pocas ranuras 
Se define como número de ranuras para limitar entre pocas y muchas el 
20.000, como se explicó en el punto 5.3.2. Para realizar las pruebas se 
utiliza un valor intermedio, por ejemplo 10.000. En todas las simulaciones 




• La topología del simulador es uma. 
• Tiene una intensidad de tráfico de 05 erlangs, 05er. 
• El offset entre la ráfaga de control y la de datos es de 25 ranuras, 
0025of. 
• La longitud media de la ráfaga es 250, 0250lr. 
• Admite hasta 1.000.000 de ranuras, 10e6ran. 
• Es de tipo campana de gaus. 
Una vez que ha finalizado la simulación se obtiene los tiempos de la tabla 
6.1: 




Nº de ranuras 10.000 
tpresim 0,7383 seg. 
tsimulacion 2256,1 seg. 
testadisticas 28,5492 seg. 
ttotal 2285,3875 seg. 
Tabla 6.1 – Tiempos de simulación para 10.000 ranuras 











Fig. 6. 3 – Gráfica tiempos de simulación para 10.000 ranuras 
 
6.3.3 Muchas ranuras 
Por muchas ranuras se entiende una simulación con más de 20.000 
ranuras. Para el estudio de este apartado se utiliza para la simulación, por 
ejemplo, 50.000 ranuras.  






Nº de ranuras 50.000 
tpresim 2,3839 seg. 
tsimulacion 10353 seg. 
testadisticas 245,0886 seg. 
ttotal 10600,5 seg. 
Tabla 6.2 – Tiempos de simulación para 50.000 ranuras 











Fig. 6. 4 – Gráfica tiempos de simulación para 50.000 ranuras 
 
6.4 En una máquina 
6.4.1 Introducción 
Como ya se ha explicado en apartados anteriores, se puede definir en una 
única máquina todos los procesos mdce que se necesiten, por lo que, se 
puede ejecutar los procesos de job manager y de los workers en un único 
equipo.  
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Para realizar el estudio de los diferentes puntos de aplicación de 
computación distribuida se utilizan los mismo tiempos que se han definido 
en el apartado anterior. Para ello se modificará el punto donde crear el 
tiempo que se ha llamado tjob. 
En este caso, no habrá una conexión de red física entre equipos, pero 
Matlab aplica unos protocolos para establecer comunicación entre los 
diversos procesos. 
Todas las simulaciones se llevan a cabo en una misma máquina cuyas 
características son como se indica en la figura 6.2 del apartado anterior. 
Como se menciona en el apartado 5.3.3 hay tres posibles puntos donde 
establecer la computación distribuida y son los que se estudian a 
continuación. 
 
6.4.2 Estadísticas de los paquetes 
La función calcul_estad_paquets es llamada por el  script  del bloque de 
estadísticas recopila_estadistiques_2 y dentro de él hay funciones que se 
ejecutan una vez por cada paquete de estadísticas generado.  
6.4.2.1 Distribuir 
Se realizan los cambios necesarios en los scripts (ver los códigos en el 
anexo) aplicando funciones mdct y se ejecuta el simulador en una única 
máquina. 






Variable Valor Valor 
Número de ranuras 10.000 50.000 
tpresim 2,9688 seg. 12,1704 seg. 
tsimulacion 2365,1825 seg. 11125,56 seg. 
tbuscarjm 13,8499 seg. 6,4235 seg. 
tcrearjob 10,1171 seg. 4,0119 seg. 
tcreartask 4,2957 seg. 2,4720 seg. 
tjob  30,5620 seg. 45,4082 seg. 
testadisticas3 30,0683 seg. 34,4531 seg. 
testadisticas total 4 89,3867 seg. 92,7687 seg. 
ttotal 2457,53 seg. 11323,28 seg. 
Tabla 6.3 – Tiempos de simulación para distribución a nivel de paquetes 
 
Estos datos pasados a gráficas de porciones son las figuras 6.5 y 6.6, que a 
su vez están formadas por dos, una el simulador completo y otra sólo para 
el bloque de estadísticas: 
  
Fig. 6.5 – Porcentajes de los tiempos para pocas ranuras 
                                                 
3 En los 3 puntos de estudio, testadisticas es el tiempo que se tarda en ejecutar el resto del bloque 
estadístico, el que no está distribuido. 
 
































Fig. 6.6 – Porcentajes de los tiempos para muchas ranuras 
 
Observando las gráficas es más fácil extraer conclusiones que con los datos 
de la tabla. Así que podemos decir: 
Pocas ranuras 
Si se centra toda la atención en el bloque de estadísticas, se comprueba que 
un tercio del tiempo lo utiliza el job manager para ejecutar el job. Esto es 
lógico ya que el job manager tiene que manejar todas las comunicaciones 
entre todos los elementos. Otro tercio es el resto del bloque estadístico que 
no se ha distribuido. Y el último tercio, se lo lleva las funciones de buscar el 
job manager, crear el job y las tasks, por lo que no se pueden destacar por 
superfluos. Si se compara estos datos con los obtenidos para el simulador 
sin aplicar computación distribuida, se observa que el tiempo del bloque 
estadístico, en el primer caso es 28,58 segundos, y en el caso de la 
computación distribuida, ya sólo el job ocupa más tiempo, 30,56 segundos. 
Por consiguiente, con este tipo de distribución y con la topología de red 































En este caso, el tiempo de ejecutar el job aumenta respecto al resto de 
tiempos del bloque estadístico, por lo que los tiempos que conlleva 
configurar la computación distribuida son más superfluos que en el caso 
anterior. Si sumamos todos los tiempos del bloque estadístico, tenemos un 
total de 92,77 segundos, que si se compara con la simulación sin distribuir,  
245,09 segundos, se ha reducido el tiempo total del bloque a un tercio 
aproximadamente. 
6.4.2.2 Conclusiones 
La aplicación de la computación distribuida en el bloque estadístico en el 
nivel de paquetes, es factible para simulaciones grandes, es decir, de 
muchas ranuras. Cuando mayor es el número de ranuras, más 
despreciables son los tiempos añadidos por la distribución y mayor es el 
rendimiento que se le saca al simulador, llegando a aumentar en un 
264,20%.  
 
6.4.3 Recopilación de las estadísticas 
La función recopila_estadistiques_2 es llamada desde la función principal 
del bloque estadístico, estadistiques_xarxa_obs_2 y es la encargada de 
recopilar todos los datos necesarios para generar las estadísticas.  
6.4.3.1 Distribuir 
Se realizan los cambios necesarios en los scripts (ver los códigos en el 
anexo) aplicando funciones mdct y se ejecuta el simulador en una única 
máquina. 
Los valores que se obtienen de la simulación se detallan en la tabla 6.4: 




Variable Valor Valor 
Número de ranuras 10.000 50.000 
tpresim 1,2624 seg. 25,0167 seg. 
tsimulacion 1984,1449 seg. 9864,1734 seg. 
tbuscarjm 0,9095 seg. 2,2104 seg. 
tcrearjob 0,5744 seg. 1,6685 seg. 
tcreartask 1,2066 seg. 2,5147 seg.  
tjob  10,9724 seg. 39,2309 seg. 
testadisticas  9,9345 seg. 14,9662 seg. 
testadisticas total  23,5974 seg. 60,5907 seg. 
ttotal 2009,01 seg. 9949,78 seg. 
Tabla 6.4 – Tiempos de simulación para distribución a nivel de recopilación 
 
Estos datos pasados a gráficas de porciones en las figuras 6.7 y 6.8, 
estructuradas de igual forma que en el apartado anterior: 
 

































Fig. 6.8 – Porcentajes de los tiempos para muchas ranuras 
 
Pocas ranuras 
En esta simulación, para pocas ranuras, ejecutar el bloque estadístico 
supone un tiempo total de 23,20 segundos. Considerando que el simulador 
sin distribuir, para la misma cantidad de ranuras tarda 28,55 segundos, 
para un ahorro de 5,35 segundos no merece la pena aplicar la computación 
distribuida. 
Muchas ranuras 
En este caso, el porcentaje de tiempo que el job manager destinado en 
ejecutar el job definido aumenta, y el porcentaje de tiempo de las 
estadísticas que se elabora fuera del job es menor por lo que, el tiempo que 
se ha llamado testadisticas tiene menos peso en el cómputo total. Se 
vuelven a poder despreciar los tiempos “extras” de la computación 
distribuida. Por consiguiente, para este caso también se puede aplicar 































La aplicación de la computación distribuida en el bloque estadístico en el 
nivel de recopilación de estadísticas, es factible para simulaciones grandes, 
es decir, de muchas ranuras, como pasaba en el caso anterior. Cuando 
mayor es el número de ranuras, más despreciables son los tiempos 
añadidos por la distribución y mayor es el rendimiento que se le saca al 
simulado, aumentando a un 404,44%. 
 
6.4.4 Estadísticas 
La función estadistiques_xarxa_obs_2 es llamada desde la función madre 
y/o principal del simulador, test_xarxa_uma. Esta función es la encargada 
de crear la estructura para rellenar con los datos estadísticos, recopilar 
todos los datos necesarios y generar las estadísticas propiamente dichas.  
6.4.4.1 Distribuir 
Se realizan los cambios necesarios en los scripts (ver los códigos en el 
anexo) aplicando funciones mdct y se ejecuta el simulador en una única 
máquina. En este caso, no existirá el tiempo testadisticas ya que el tjob 
ocupa todo el bloque estadístico. 




Variable Valor Valor 
Número de ranuras 10.000 50.000 
tpresim 0,6944 seg. 1,8646 seg. 
tsimulacion 1955,71 seg. 9812,91 seg. 
tbuscarjm 0,7683 seg. 1,019 seg. 
tcrearjob 0,3938 seg. 0,7668 seg. 
tcreartask 1,1204 seg. 1,2293 seg. 
tjob  14,7818 seg. 73,0691 seg. 
testadisticas total 17,0643 seg. 76,0842 seg. 
ttotal 1973,47 seg. 9890,86 seg. 
Tabla 6.5 – Tiempos de simulación para distribución a nivel de estadísticas 
 
Estos datos pasados a gráficas de porciones en las figuras 6.9 y 6.10, 
estructuradas de igual forma que en los apartados anteriores: 
  






























Fig. 6.10 – Porcentajes de los tiempos para muchas ranuras 
 
Pocas ranuras 
Cuando se aplica la computación distribuida en este bloque para pocas 
ranuras, ya se detecta una mejora en el rendimiento. En este caso, la 
ejecución de todo el bloque tarda 17,06 segundos y sin distribuir 28,55 
segundos. En este caso, empezaría a ser factible la computación distribuida 
en la franja de pocas ranuras.  
Pero hay que tener en cuenta que la franja va desde 1 a 20.000 ranuras y, 
aunque ya se sabe que con 10.000 ya es factible, se realiza un estudio para 
extraer el punto de transición de factibilidad o no.  

















































Fig. 6.11 – Comparativa de tiempos en función del número de ranuras 
 
Muchas ranuras 
En este caso aún se hace más claro la gran mejoría del rendimiento del 
bloque que en el caso de pocas ranuras. Con el simulador sin distribuir se 
pasa de un tiempo de 245,09 segundos a 76,08 segundos.  
6.4.4.2 Conclusiones 
Esta opción es la más completa ya que es factible tanto para pocas ranuras 
como para muchas. En el caso de muchas ranuras, el rendimiento es un 
poco menor que en el caso de aplicar la computación a nivel de recopilar 
estadísticas. Pero como lo que interesa es una mejora de rendimiento en 
cualquier situación, se llega a la conclusión que aplicar la computación 
distribuida en este nivel es lo más adecuado, ya que a partir de 5.000 
ranuras ya se mejora los tiempos. 
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6.5 En una red LAN 
6.5.1 Introducción 
Hasta el momento, todas las pruebas se han realizado sobre una misma 
máquina. En una primera parte se han realizado simulaciones sin aplicar 
computación distribuida y en una segunda, se han forzado todos los 
procesos mdce sobre la misma máquina. Se han comprobado que hay 
ciertas situaciones en las que el simulador OBS no es factible para procesos 
distribuidos.  
En esta apartado se realizan todas las pruebas ejecutadas anteriormente y 
se comprueba si la entrada en juego de una red LAN modifica los resultados 
y conclusiones extraídos en el apartado anterior.  
Se sigue utilizando para desarrollar este apartado la topología detallada en 
el 5.4.3, implantándola en la red lan existente en el laboratorio L-108 de la 
Universitat Politècnica Superior d’ Enginyeria de Vilanova i la Geltrú. Las 
cuatro máquinas utilizadas de las que hay en el laboratorio y sus 
características se muestran en la figura 6.12: 
 




Las cuatro máquinas a utilizar son exactamente iguales y de características 
bastante similares a la máquina utilizada hasta ahora. Además, contar con 
un total de cuatro máquinas presenta varias ventajas sobre el uso de una 
única máquina. Estas ventajas son: 
 El uso de varias máquinas para la ejecución de un simulador con 
computación distribuida evita problemas de recursos de CPU ya 
que el job manager y los workers cuentan con sus propios 
recursos, con lo que la ejecución se da de una forma más fluida. 
 Si la topología usada es óptima para la ejecución se podría usar 
una topología más amplia y añadir muchas más máquinas como 
workers, con la finalidad de mejorar más aún la eficiencia del 
simulador OBS. 
 Es donde se obtienen unos datos más fiables y donde se 
comprueba realmente si contar con más equipos conectados entre 
sí, es eficiente para mejorar el rendimiento del simulador OBS. 
 
6.5.2 Estadísticas de los paquetes 
Como ya se ha explicado en el apartado equivalente pero para una única 
máquina, la función calcul_estad_paquets es llamada por el  script  del 
bloque de estadísticas recopila_estadistiques_2 y dentro de él hay funciones 
que se ejecutan una vez por cada paquete estadístico generado.  
6.5.2.1 Distribuir 
Se realizan los ajustes necesarios, cambio de ruta del origen de los archivos 
y configuración de la función set para el envío de los mismos, a los cambios 
anteriormente realizados en los scripts (ver los códigos en el anexo) para 
aplicar funciones mdct. Posteriormente, se ejecuta el simulador para 100 
ranuras, simulación rápida, para asegurarnos que los cambios son 
correctos. Una vez comprobado se ejecuta el simulador configurado para las 
pruebas.  
Los valores que se obtienen de la simulación se detallan en la tabla 6.6: 
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Variable Valor Valor 
Número de ranuras 10.000 50.000 
tpresim 0,7933 seg. 2,2709 seg. 
tsimulacion 2369,7657 seg. 11925,764 seg. 
tbuscarjm 0,7765 seg. 0,8019 seg. 
tcrearjob 35,9724 seg. 37,2917 seg. 
tcreartask 1,5444 seg. 1,7088 seg. 
tjob  29,2879 seg. 61,7484 seg. 
testadisticas 28,7815 seg. 59,7327 seg. 
testadisticas total  96,3627 seg. 161,2835 seg. 
ttotal 2466,92 seg. 12089,32 seg. 
Tabla 6.6 – Tiempos de simulación para distribución a nivel de paquetes 
La representación gráfica de los datos de la tabla son las figuras 6.13 y 6.14 
que a su vez están formadas por dos gráficas, una en la que entran en 
juego el tpresim, tsimulacion y todos los tiempos del bloque estadístico y 
otro con el detalle de estos últimos tiempos: 
 

































Fig. 6.14 – Porcentajes de los tiempos para muchas ranuras 
Pocas ranuras 
Si se compara los datos obtenidos con la misma simulación en una única 
máquina se observa un aumento del tiempo tcrearjob. El porqué es que 
ahora se tiene que comprimir y enviar los archivos que los workers 
necesitan para trabajar desde la máquina cliente.  A nivel de rendimiento, 
se puede observar que no es factible aplicar la computación distribuida, 
precisamente por la explicación anterior, ya que se pasa de un tiempo total 
del bloque de 28,55 segundos sin distribuir a 96,36 segundos aplicando las 
funciones mdct. En este caso, los tiempos que añade la computación 
distribuida tienen demasiado peso en el análisis. 
Muchas ranuras 
Otra vez vuelve a tener un peso importante en la simulación el tiempo 
tcrearjob, aunque el porcentaje haya disminuido respecto a la simulación de 
pocas ranuras. Aún así, el tiempo total del bloque estadístico, respecto a la 
simulación sin distribuir ha disminuido de 245,55 segundos a 161,28 
segundos. Pero si se compara con la simulación distribuida en una única 
máquina, este tiempo es mayor debido al tiempo de comunicación entre las 
máquinas. Por consiguiente, si se compara con la simulación sin distribuir sí 
que es factible, pero si se compara con la distribuida en una única máquina 






























Con  lo explicado en los apartados de pocas y muchas ranuras, se puede 
afirmar que la computación distribuida en este caso es factible para muchas 
ranuras siempre y cuando se compare con el simulador OBS sin distribuir. 
Si se compara con la simulación distribuida en una única máquina, el tiempo 
obtenido es mayor con lo que el rendimiento del simulador disminuye. 
 
6.5.3 Recopilación de las estadísticas 
Ya se ha hablado de esta función en el apartado correspondiente pero para 
las simulaciones distribuidas en una única máquina. Recordando, la función 
recopila_estadistiques_2 es llamada desde la función principal del bloque 
estadístico, estadistiques_xarxa_obs_2, y es la encargada de recopilar 
todos los datos necesarios para generar las estadísticas.  
6.5.3.1 Distribuir 
Se vuelve a realizar los cambios de ruta de los archivos y definición de la 
función set para el traspaso de los mismos, sobre los scripts modificados 
con funciones mdct (ver los códigos en el anexo). Se ejecuta la función para 
100 ranuras para verificar que los cambios son correctos y no se produce 
ningún error. Posteriormente se ejecuta el simulador OBS en el cluster de 
máquinas del laboratorio para las diferentes opciones. 




Variable Valor Valor 
Número de ranuras 10.000 50.000 
tpresim 0,7934 seg. 2,2238 seg. 
tsimulacion 2367,941 seg. 11935,177 seg. 
tbuscarjm 0,7942 seg. 0,7946 seg. 
tcrearjob 36,3146 seg. 36,2105 seg. 
tcreartask 1,4883 seg. 1,7091 seg.  
tjob  31,3277 seg. 62,4864 seg. 
testadisticas  30,7284 seg. 60,519 seg. 
testadisticas total  100,6532 seg. 161,7196 seg. 
ttotal 2469,39 seg. 12099,12 seg. 
Tabla 6.7 – Tiempos de simulación para distribución a nivel de recopilación 
La representación gráfica de los datos de la tabla son las figuras 6.15 y 6.16 
que siguen la misma estructura de las gráficas anteriores: 
 




































Fig. 6.16 – Porcentajes de los tiempos para muchas ranuras 
Pocas ranuras 
Como en el caso de la simulación distribuida a nivel de paquetes, no es 
factible aplicar funciones mdct en este caso. El tiempo de crear el job y 
comprimir los archivos necesarios, tiene demasiado peso en el tiempo total 
del bloque. En este caso se pasa de un tiempo de 28,55 segundos en la 
simulación sin distribuir a 100,65 segundos. Casi se cuadriplica el tiempo 
total del bloque estadístico. El rendimiento obtenido en este caso es casi 
igual al obtenido en la misma situación pero a nivel de distribución de los 
paquetes. 
Muchas ranuras 
Los tiempos obtenidos en esta situación son iguales a los de la distribución 
a nivel de paquetes para una red Lan. Con lo cual, el rendimiento no varía. 
Si que hay una gran mejoría respecto al simulador OBS sin distribuir. A 
pesar de ello, esta opción da peor rendimiento que la simulación distribuida 
al mismo nivel pero en una única máquina. 
6.5.3.2 Conclusiones 
Con  lo explicado en los apartados de pocas y muchas ranuras, se puede 
afirmar que la computación distribuida en este caso es factible para muchas 




























Si se compara con la simulación distribuida en una única máquina, el tiempo 
obtenido es mayor, con lo que el rendimiento del simulador es peor. 
Además, la simulación a este nivel respecto al nivel de paquetes no 
comporta ningún cambio a nivel rendimiento, ya que los tiempos que se 
obtienen son muy parecidos. 
 
6.5.4 Estadísticas 
En este apartado se distribuye la función estadistiques_xarxa_obs_2 que es 
la encargada de crear la estructura de datos estadísticos, recopilar la 
información necesaria y generar las estadísticas. Recordando, esta función 
es llamada desde la función principal del simulador, test_xarxa_uma.  
6.5.4.1 Distribuir 
Se realizan los cambios de ruta de los archivos y definición de la función set 
para el traspaso de los mismos, sobre los scripts modificados con funciones 
mdct (ver los códigos en el anexo). Se ejecuta el simulador para 100 
ranuras para verificar que los cambios son correctos. Posteriormente se 
ejecuta el simulador OBS en la red Lan. 
Los valores que se obtienen de la simulación se detallan en la tabla 6.8: 
Variable Valor Valor 
Número de ranuras 10.000 50.000 
tpresim 0,7992 seg. 2,235 seg. 
tsimulacion 2368,162 seg. 11961,31 seg. 
tbuscarjm 0,7995 seg. 0,8025 seg. 
tcrearjob 37,2801 seg. 36,354 seg. 
tcreartask 1,3464 seg. 1,3611 seg. 
tjob  37,1505 seg. 99,1662 seg. 
testadisticas total 76,5765 seg. 137,6838 seg. 
ttotal 2445,54 seg. 12101,09 seg. 
Tabla 6.8 – Tiempos de simulación para distribución a nivel de estadísticas 
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Los datos de las tablas en forma gráfica y con la estructura utilizada hasta 
ahora son los gráficos 6.17 y 6.18. 
 
Fig. 6.17 – Porcentajes de los tiempos para pocas ranuras 
 
Fig. 6.18 – Porcentajes de los tiempos para pocas ranuras 
Pocas ranuras 
El peso que ejerce el tiempo de crear el job y enviar los archivos necesarios 
a los workers es demasiado grande e importante como para descartarlo. Por 













































computación distribuida a nivel de estadísticas en una red lan para mejorar 
el rendimiento del simulador OBS.  
Muchas ranuras 
Para muchas ranuras se vuelve a detectar, como en las anteriores 
simulaciones de este tipo en los diferentes niveles de distribución, que es 
factible aplicar la computación distribuida en el simulador OBS. 
Nuevamente, el rendimiento respecto al simulador sin distribuir es mucho 
mayor, pero si se compara con la simulación equivalente a nivel de una 
máquina, es menor.  
6.5.4.2 Conclusiones 
Con lo explicado en el todo este punto 6.5.4, se llega a la conclusión que 
sólo es factible realizar la computación distribuida a nivel de estadísticas 
para muchas ranuras. En este tipo de simulación, tiene demasiado peso el 
tiempo que se tiene que dedicar a crear el job y más concretamente, en 
comprimir, enviar y descomprimir los archivos que las estaciones, los 
workers, necesitan para ejecutar las tasks enviadas.  
 
6.5.5 Distribución del bloque simulador vs bloque estadístico 
La aplicación de procesos distribuidos en el bloque simulador no ha sido 
materia de estudio de este proyecto, pero es interesante hacer unas 
anotaciones que son muy útiles para trabajar los puntos de conclusiones y 
futuras vías de trabajo de esta memoria.  
Las anotaciones que se realizan se sacan del trabajo realizado por Marcelo 
Tejeda Romero, que centró su proyecto en la aplicación de la computación 
distribuida al bloque simulador.  
Después de todo el trabajo que realizó, llegó a la conclusión que lo más 
viable, lo que más mejoraba el rendimiento del simulador OBS, era aplicar 
computación distribuida a simulaciones de muchas ranuras a nivel de 
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simulación. En su caso, no había mucha diferencia entre la ejecución en una 
única máquina o en la ejecución de la misma simulación en una red Lan. 
Si se compara con el estudio realizado en el bloque estadístico, como éste 
ya de por sí tiene menos peso en el tiempo total del simulador OBS que el 
bloque simulador, las dos topologías son válidas para mejorar el 
rendimiento siempre y cuando se compare con el simulador sin modificar, 
es decir, sin aplicar funciones mdct. Pero si se comparan entre sí, en el 
bloque estadístico hay una gran diferencia entre la simulación sobre una 
máquina o sobre la red lan del laboratorio L-108. El primero da mejor 
rendimiento que el segundo, llegando la diferencia hasta un 200%.  
Por consiguiente, el simulador OBS idóneo sería una combinación de los dos 
bloques distribuidos, y como en el caso del bloque simulador el rendimiento 
era muy parecido si se realizaba sobre una máquina o sobre una red lan, la 
opción más válida sería un simulador OBS con computación distribuida a 
nivel de simulador y de estadísticas ejecutándose sobre una máquina.  
La explicación anterior tiene un inconveniente. Para obtener los buenos 
resultados, la máquina debe de estar exclusivamente dedicada a la 
simulación. En el momento que se empieza a trabajar en la máquina en 
paralelo con la ejecución del simulador, los tiempos aumentan por lo que el 
rendimiento disminuye. Esto es lógico considerando que el simulador tira en 
todo momento de CPU, sin descanso, y a la vez tiene que ir dedicando parte 
de su recurso a ejecutar otra tarea. Si no es posible esta exclusividad, la 







Como se detalla en el capítulo dos, el objetivo principal de este proyecto era  
llegar a optimizar el tiempo de ejecución del simulador de una red OBS, 
centrándose en el bloque estadístico del mismo. Las diferentes posibilidades 
que tiene el simulador OBS para aplicar computación distribuida, se han 
realizado satisfactoriamente. Para ello, se ha buscado los diferentes puntos 
posibles donde aplicar los procesos distribuidos, se han analizado en 
diferentes situaciones y se han extraído conclusiones y afirmaciones de los 
resultados obtenidos. 
Anteriormente a este análisis, se ha debido trabajar unos objetivos 
secundarios para poder llegar al objetivo principal. Como se describe en el 
capítulo dos, se ha tenido que aprender como funciona la herramienta 
Matlab, así como sus librerías necesarias para aplicar computación 
distribuida.  
En segundo lugar, se ha centrado la atención en la tecnología OBS, en cómo 
funciona, cuáles son sus características principales, componentes que la 
forman, etc., que han ayudado a comprender mejor el simulador. 
Seguidamente se ha pasado al estudio del simulador OBS programado en 
Matlab.  
Gracias a este último estudio, se ha empezado a esbozar las diferentes 
estructuras de redes y posibles opciones de distribución para poder llegar a 
cumplir el objetivo principal de todo el trabajo. 
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A continuación, de los esbozos se ha sacado tres redes o topologías 
distintas utilizando cuatro máquinas y la red lan del laboratorio L-108 de la 
Escola Politècnica Superior d’Enginyeria de Vilanova i la Geltrú o 
implementándolo sobre una única máquina. Estas topologías se han 
configurado y testeado antes de pasar a analizar el bloque estadístico del 
simulador OBS a fondo para detectar todos los puntos óptimos, al menos a 
priori, para aplicar la computación distribuida y analizar sus 
comportamientos. 
Una vez verificadas todas las topologías y planteados todos los diseños, se 
ha procedido a realizar una gran variedad de simulaciones en las diferentes 
topologías y con los diferentes diseños, llegando a la conclusión que las 
modificaciones en el simulador OBS no mejoran la eficiencia global del 
simulador, sólo en determinados contextos o situaciones, y esto se da 
cuando se va a realizar simulaciones muy grandes, es decir, de muchas 
ranuras.  
Finalmente se han hecho unas anotaciones sobre la aplicación de 
distribución en el bloque simulador y, junto con las conclusiones del bloque 
estadístico, obtener cual sería el simulador que mejor rendimiento daría. 
Como conclusión final: 
1.- El análisis completo realizado para comprobar la efectividad de utilizar 
computación distribuida en un simulador OBS ha conducido a concluir que 
es factible aplicar computación distribuida siempre y cuando se realicen 
simulaciones de muchas ranuras. 
2.- La aplicación de computación distribuida, a nivel de bloque estadístico, 
es más eficiente en una única máquina que una red lan, pero como tiene 
que ser para grandes simulaciones, quizás conviene más disminuir el 
rendimiento del bloque estadístico en contrapunto del bloque simulador, de 
mayor peso y carga en la simulación total. 
3.- En todo momento se ha tenido que realizar modificaciones del código del 
simulador para poder ejecutar las simulaciones a modo distribuido.





8. Futuras vías de trabajo 
En este proyecto se ha trabajado una parte muy específica de todo el 
simulador OBS, el bloque estadístico, y también se ha mencionado que en 
su momento, otro proyectista hizo lo mismo con el bloque simulador. Pero 
aunque parezca que ya se le ha sacado todo el partido al simulador, aún se 
pueden detectar algunas posibilidades para continuar y/o ampliar el 
simulador OBS. 
Algunas de estas posibilidades son: 
 El simulador OBS está diseñado y concebido para ejecutarse en una 
sola máquina. En el apartado 5.2.3.2 se ha comentado que se puede 
configurar un job distribuido o un job paralelo. Cuando se planteó utilizar 
las funciones mdct, se detectó que lo más viable era aplicar procesos 
distribuidos por la forma en como está diseñado el simulador OBS. Si se 
hubiese querido trabajar con jobs paralelos, se hubiese tenido que realizar 
una modificación total del simulador.  
Hay que tener en cuenta, la gran diferencia entre los dos tipos de 
programación, la distribuida y la paralela. En la primera, las variables se 
almacenan en una máquina y los workers no se comunican entre sí. En la 
segunda sí existe comunicación entre ellos y las variables se distribuyen 
entre las diferentes máquinas. 
Por consiguiente, se puede plantear como futura vía de trabajo, la 
modificación del simulador para poder aplicar procesos mdct en paralelo. 




 El simulador con el que se ha trabajado sólo realiza una simulación. 
Una posibilidad sería modificarlo para que fuera capaz de realizar más de 
una simulación a la vez utilizando los procesos distribuidos de la Matlab 
Distributed Computing Toolbox. Una vez realizada la modificación, analizar 
en detalle el comportamiento para diferentes situaciones y topologías. 
 
 En el estudio de la distribución en una red lan, se ha detectado que el 
tiempo de comunicación entre las máquinas es de mucha importancia, 
incluso llegando a hacer no factible la aplicación de funciones mdct en el 
simulador OBS. Por ello, sería interesante el estudio de todos los apartados 
nuevamente pero sobre una red de velocidad mayor, por ejemplo de 1 
Gbit/s. Al aumentar la capacidad de la red, se podría pensar en utilizar una 
red más amplia, con más máquinas trabajando como workers, como podría 
ser la red de la EPSEVG. Esto implicaría, que cada worker tendría que hacer 
menos trabajo, por lo que se podría seguir haciendo uso de las máquinas 
para otros quehaceres. Simplemente, se tendría que tener ejecutados los 








A modo de anexo, el proyecto incluye un CD-ROM donde se puede 
encontrar: 
 
• Los códigos de todas las simulaciones hechas. 
• Memoria del proyecto en formato digital. 
• Información adicional. 
 
En la carpeta llamada Código se han creado otras tres carpetas para 
agrupar los scripts de las simulaciones en función de la topología de red. 
Las tres carpetas creadas son: Sin distribuir, Una máquina y Red LAN. En 
las carpetas de distribución se ha añadido el código de validacion.m 
utilizado para la evaluación de la red creada en el punto 5.4.2.2. 
En cada subcarpeta hay otras tres carpetas, en función del punto en el que 
se ha aplicado la distribución: Paquetes (puntos 6.4.2 y 6.5.2), Recopilación 
(puntos 6.4.3 y 6.5.3) y Estadísticas (puntos 6.4.4 y 6.5.4). 
En la carpeta Memoria se ha incluido la memoria en formato digital, así 
como el artículo resumen y la presentación en power point. 
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Por último, en la carpeta Información adicional se encuentran los manuales 
utilizados para la elaboración y documentación de esta memoria. Estos 
manuales son: 
- Manual de Matlab 7.0 
- Manual de Matlab Distributed Computing Toolbox 3.0 
- Notas aclaratorias sobre mdct 
- Manual de Matlab Distributed Computing Engine 
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