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1. Introduction 
Given the development of modern information and com-
munication technologies, the arrays of heterogeneous data 
on the monitoring of organizational and technical systems 
(OTS), accumulated in specialized databases, mainly as 
temporal series, are continuously increasing. These data 
characterize the dynamics of multifactor processes that are 
difficult to formalize, and systems that have both subjective 
and objective uncertainty. 
The desire to use the accumulated information to solve 
the problems of control over complex OTS leads to the ne-
cessity of its clearing and transformation in order to obtain 
forecast estimates of the indicators, which are essential for 
making management decisions.
Realization of the problems of short-term prediction un-
der modern conditions is impossible without using applied 
information technologies, in particular decision support sys-
tems (DSS). Modern DSS are multifunctional information 
technologies, possessing a vast base of models, methods and 
means for solving specific problems of control and decision 
making. The main functions of such technologies are correct 
transformation of primary management information to the 
form that is convenient for a decision maker (DM), as well 
as subsequent processing in order to assess and substantiate 
an integral management decision.
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Вирiшено завдання удосконалення мето-
дичної бази системи пiдтримки прийняття 
рiшень у процесi короткострокового прогно-
зування показникiв органiзацiйно-технiчних 
систем шляхом розробки нових i адаптацiї 
iснуючих методiв комплексування, здат-
них врахувати iнтервальну невизначенiсть 
прогнозних оцiнок. Актуальнiсть дано-
го завдання обумовлена необхiднiстю вра-
хування невизначеностi первинної iнфор-
мацiї, викликаної проявом НI-чинникiв. 
Проведений аналiз передумов i особливос-
тей формалiзацiї невизначеностi первин-
них даних в iнтервальнiй формi, виявленi 
переваги iнтервального аналiзу для вирi-
шення задачi комплексування iнтервальних 
прогнозних оцiнок. Викладено короткi вiдо-
мостi про базовий математичний апарат: 
iнтервальну арифметику та iнтервальний 
аналiз. Вдосконалено методи комплексу-
вання прогнозних оцiнок шляхом синтезу 
iнтервальних розширень, отриманих вiд-
повiдно до парадигми iнтервального аналi-
зу. В результатi дослiджень встановлено, 
що введення аналiтичної функцiї переваг 
дозволило синтезувати модель комплексу-
вання в досить загальному виглядi, шляхом 
об'єднання в єдинiй формi класiв гiбридних 
i селективних моделей для генерацiї консо-
лiдованих прогнозiв на основi iнтервальних 
прогнозних оцiнок. Це дозволяє отримувати 
комплексованi прогнози на основi iнтерваль-
них прогнозних оцiнок, тим самим забезпе-
чувати точнiсть консолiдованого коротко-
строкового прогнозу. Проведено критичний 
аналiз запропонованих методiв i розроблено 
рекомендацiї щодо їх практичного викори-
стання. Сформульовано рекомендацiї щодо 
параметричного налаштування аналiтич-
ної функцiї переваг. На прикладi показано 
адаптивнi властивостi iнтервальної моделi 
комплексування
Ключовi слова: короткострокове про-
гнозування, комплексування прогнозних оцi-
нок, пiдтримка прийняття рiшень, iнтер-
вальний аналiз
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It is obvious that the range and complexity of the meth-
ods of specialized DSS directly depends upon the scale and 
technological complexity of OTS. A manufacturing compa-
ny [1], an organization [2], a branch [3, 4], a state [5, 6] or 
even a global [7] economic system can be the object. 
An equally important factor, determining the features 
and the nomenclature of methodical provision of DSS, is the 
nature of primary information, first of all, objective uncer-
tainty. An important contradiction that exists in the process 
of decision making support under uncertainty should be tak-
en into consideration. A DM seeks to reduce or completely 
remove uncertainty during problem-solving process. In turn, 
a DSS developer (analyst), by contrast, seeks to transform 
correctly and thereby preserve uncertainty of input data 
until reaching a decision-making point.
For this reason, there are a fairly large number of classic 
and derived decision-making criteria that take into consid-
eration the attitude of DM to risk [8]. 
One of the directions of improvement of the methodic 
base of DSS [2] is to create new and adapt existing methods 
for processing information for taking into consideration the 
features of primary data. Solving a given topical scientific 
and applied problem will make it possible to improve the 
efficiency of automation of short-term prediction processes.
2. Literature review and problem statement
The process of short-term prediction typically includes 
a stage of an a priori estimation of parameters of the state 
of a decision-making object, which is characterized by a 
situation where an analyst has an access to predictive in-
formation from multiple sources (or obtained by different 
methods). This leads to the need to solve the problem of 
complexification of forecast estimates, received from sever-
al sources [9], and under conditions of objective uncertain-
ty of primary data. 
This problem can be attributed to the technologies of 
so-called “gray” management analysis [10], characterized by 
partial uncertainty of management information.
The requirement for completeness, timeliness and opti-
mality of the resulting decision is transformed into the need 
to take into consideration multi-criteria and uncertainty of 
source information in the model of a decision-making prob-
lem [11]. 
The problem of complexification, first set by Laplas, is 
well substantiated and developed in papers [12, 13]. 
Since solving the problem of complexification does not 
imply, by definition, the uniqueness of a solution, modern 
publications propose several methods for the complexifica-
tion of forecast estimates [14].
The methods can be both static [15, 16] and dynamic in 
character, that is, take into consideration the dynamics of 
accuracy of sources of predictive information [17]. A crite-
rion of selection of complexification weight coefficients in 
all cases is the accuracy of sources, expressed in the form of 
statistical characteristics. It is obvious that effectiveness of 
a particular complexification method can be evaluated only 
a posteriori and depends on the capabilities of a complexifi-
cation mechanism to adapt, as well as on the nature of the 
observed process.
In the case when it is not possible to obtain the pointwise 
forecast estimates as a result of expert examination, the use 
of known methods for complexification becomes impossible. 
Reducing interval estimates to pointwise ones in this case 
does not always adequately take into consideration the spec-
ificity of a problem [18]. Comparison of interval alternatives 
through the utility function, reflecting inclination of DM 
to taking risks [19], does not make it possible to achieve de-
cision commonality, translating uncertainty of source data 
into uncertainty of the form of the utility function itself.
Paper [20] proposed the method for direct comparison 
of interval magnitudes. It allows selecting the best interval 
estimate based on preferences of a decision maker. In the 
case of incomparableness, we recommend giving up making 
decision for a while due to the danger of committing an error 
of the second kind.
That is why there is the need to develop methods for 
processing interval data in order to take into consideration 
uncertainty until a decision is made. 
Thus, an analysis of publications showed that the search 
for ways to adapt existing methods of complexification to the 
interval form of forecast estimates is a relevant task.
3. The aim and objectives of the study
The aim of present research is to develop new, and 
adapt existing, methods of complexification of forecast es-
timates, capable to take into consideration the uncertain-
ty of primary data. This will make it possible to improve 
the methodical base of DSS in the process of short-term 
prediction.
To accomplish the aim, the following tasks have been set:
– to analyze the prerequisites and patterns in the for-
malization of uncertainty of primary expert data in the 
interval form; 
– to improve methods of forecast estimates complexi-
fication through interval expansion, which would allow 
obtaining consolidated predictions based on the interval 
forecast estimates; 
– to perform critical analysis and develop recommen-
dations regarding practical application of the proposed 
methods.
4. Analysis of prerequisites and patterns in  
the formalization of primary data uncertainty in  
the interval form
The concept of uncertainty in modern science is in-
extricably associated with the process of operation of any 
non-isolated systems under actual conditions. This fact led 
to the emergence of a modern paradigm, in accordance with 
which uncertainty is considered as a fundamental property 
of the system itself and not only of the external environment. 
Sources of uncertainty are predetermined by so-called 
NON-factors [21] and define a variety of its forms (Fig. 1).
The approaches applied to processing data with uncer-
tainty can be divided into three main groups [23] (Table 1):
– probabilistic-statistical approach; 
– approach based on a fuzzy set theory; 
– approach based on the interval analysis. 
Selection of the appropriate approach is predetermined 
by the uncertainty sources and the form of representation of 
primary data.
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Table 1
Mathematical apparatus of formalization of data uncertainty
Knowledge about the process Mathematical apparatus
Complete parametric uncertainty 
Functional (symbol) 
analysis 
Boundaries of parameters are known Interval analysis 
Membership functions of parameters 
are known 
Fuzzy sets theory 
Statistical characteristics of parame-
ters are known 
Probabilistic-statistical 
analysis 
Complete parametric certainty Numerical analysis 
The basis for considering the expert forecast estimates in 
the interval form is formed by the following circumstances:
1) in the process of short-term prediction, estimates in 
the interval form can be synthesized in a natural way, that 
is, as a result of fulfilling a prediction task [24];
2) results of measuring the parameters of the system, 
direct or indirect, performed with errors (strictly speaking, 
results of all measurements), can be represented in the inter-
val form [25];
3) if there is at least one model parameter in the interval 
form in a model, all parameters of the model must be reduced 
to the interval form as the least complex form of description of 
parametric uncertainty in order to observe data homogeneity;
4) interval models are more preferable than the proba-
bilistic-statistical ones in the case of making one-moment 
single decisions [26]; 
5) the apparatus of interval analysis proved its effective-
ness in solving different scientific and practical tasks [27]; 
6) interval algorithms typically do not require special-
ized tools for software implementation.
5. Brief information on interval arithmetic and interval 
analysis
We imply by interval [ ] ,  a a a =    a closed limited subset 
R of the form 
{ },  |a a x R a x a  = ∈ ≤ ≤   [28], 
which can be described by the following characteristics: ,a  
inf [a] is the left end of interval [a]; ,a  sup[a] is the right end 
of interval [a]; 
[ ]
2
a a
mid a
+
=
 
is the middle (median) of interval [a]; [ ]wid a a a= −  is the 
width of interval [a].
For the two intervals 
[ ] ,  a a a =    and [ ] ,  b b b =    
in classical interval arithmetic [ ] [ ]( ), ,∈a b IR  the following 
operations were assigned:
Fig. 1. Classification tree of uncertainty [22]
UNCERTAINTY 
Unknownness Incompleteness Ambiguity 
Insufficiency 
Uncertainty 
Inadequacy 
Incorrectness
Unreliability Synonymy 
Physical 
uncertainty 
Linguistic uncertainty 
Inaccuracy 
Randomness 
Changeability 
Ambiguity of 
meanings 
Ambiguity of 
sense of phrases 
Of first type Of second type 
Polysemy 
Indistinctness 
Syntactic 
Morphological 
Syntactic 
morphological 
Semantic Pragmatic 
Structural Errors 
Grammatical 
Stylistic 
Surface level 
Medium level 
Depth level 
Of first kind 
Of second 
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[ ] [ ] ,  ;a b a b a b + = + +   (1)
[ ] [ ] ,  ;a b a b a b − = − −   (2)
[ ] [ ] { } { }min , , , ,  max , , , ;a b ab ab ab ab ab ab ab ab ⋅ =    (3)
[ ] [ ] [ ] 1 ,  1 ,a b a b b = ⋅    [ ]0 .b∉  (4)
Interval arithmetic operations have the following prop-
erties:
[ ] [ ]( ) [ ] [ ] [ ] [ ]( );a b c a b c+ + = + +  (5)
[ ] [ ]( ) [ ] [ ] [ ] [ ]( );a b c a b c⋅ ⋅ = ⋅ ⋅  (6)
[ ] [ ] [ ] [ ];a b b a+ = +  (7)
[ ] [ ] [ ] [ ];a b b a⋅ = ⋅  (8)
[ ] [ ]( ) [ ] [ ] [ ] [ ] [ ].a b c a c b c+ ⋅ ⊆ ⋅ + ⋅  (9)
The distance between two intervals [ ] [ ],a b IR∈  is deter-
mined by magnitude 
[ ] [ ]( ) { } [ ] [ ]( ), max , ,dist a b a b a b a b= − − = ρ  (10)
and have the following properties:
[ ] [ ]( ), 0;dist a b ≥  (11)
[ ] [ ]( ), 0,dist a b =  when [ ] [ ];a b=  (12)
[ ] [ ]( ) [ ] [ ]( ), , ;dist a b dist b a=  (13)
[ ] [ ]( ) [ ] [ ]( ) [ ] [ ]( ), , , .dist a c dist a b dist b c≤ +  (14)
The key difference between classical interval arithmetic 
and interval analysis is in the following. 
In classic interval arithmetic, the distribution law is not 
observed, there are no inverse elements, similar terms cannot 
be reduced within its frameworks [27]. This leads to that the 
technique of symbol transformations is lost during formal-
ization of operations with intervals. 
The main objective of interval analysis, by contrast, is 
not automation of computing, but rather finding the region 
of possible result values, taking into consideration structures 
of functions and data, assigned in symbolic form.
Within this approach, interval magnitudes are consid-
ered at the intermediate stages of calculations and analysis. 
Only at the last stage of decision-making, if necessary, 
they are transformed into pointwise solutions. It will make 
it possible to give the possibility to save completeness of 
information on the set of possible solutions up to the last 
moment [25]. 
From the formal point of view, description of uncertain-
ty by the interval is a particular case of its description by 
a fuzzy set. In interval analysis, membership function of a 
fuzzy set has a specific form – it is equal to 1 in some inter-
val, and to 0 outside it (Fig. 2).
Such two-parameter membership function is described 
by only two parameters (interval boundaries). Such a sim-
plicity of description makes the mathematical apparatus of 
interval analysis more transparent than the apparatus of 
fuzziness theory in the general case. This, in turn, allows 
a researcher to move further than when using membership 
functions of arbitrary form [29].
Fig. 2. Membership function of an interval number 
6. Development of interval extensions of the methods for 
complexification of forecasting estimates
Problem statement. Let at the current moment t=T a 
researcher has available interval forecasting estimates of 
OTS parameter for moment t=T+1, obtained from different 
sources (or by different methods), N in total:
  ,  ,i iix x x
   =      1,..., .i N=  (15)
It is required to synthesize a consolidated interval fore-
cast estimate by the complexification of interval estimates 
of sources. 
Assumptions and constraints. Let us state main assump-
tions and constraints of the set problem:
1. The width of intervals does not exceed 20 % of the men 
values of intervals, which corresponds to an actual technical 
task for examination. This prevents the degeneration of a 
mathematical model of complexification from the interval 
model into a purely analytical one with complete parametri-
cal uncertainty (Table 1).
2. The basis is a paradigm of the interval analysis, taking 
into consideration, in addition to the rules of classic interval 
arithmetic, the physical sense and logic of analytic transfor-
mations of the mathematical model of complexification.
3. It is necessary to ensure that each of the developed 
interval methods of complexification in an extreme case 
(at narrowing down interval estimates to pointwise ones) 
should be reduced to the appropriate method of complexifi-
cation of point estimates.
4. Forecast estimates are considered non-biased until the 
opposite is substantiated. 
5. The history of multiple evaluation is available for accu-
mulation and statistical processing. 
6. Consolidated interval forecast estimate belongs to a 
set of super-positions of initial particular estimates:
 
1
,
N
ii
i
x w x∑
=
   =   ∑  (16)
where wi is the weight factors of the complexification model, 
i=1,…,N.
Approaches to solution. Let us discuss the approaches to 
solving a problem of interval expansion of the methods for 
complexification.
1. Averaging of forecast estimates. Obviously, the sim-
plest variant is the selection of weight factors wi equal to:

x
  1
0
, x x x
x
, x x, x x
     

xx
1
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1
,iw N
=  1,..., .i N=  (17)
Consolidated interval forecast estimate in this case is 
equal to
 
1
1
.
N
i
i
x x
N
∑
=
   =   ∑  (18)
It is obvious that at 
 0,iwid x →   i=1,…, N, 
formula (18) is reduced to the formula for the simple mean 
[9, 17].
2. Weighed complexification. In the case when we know 
the results of previous estimation, that is, the magnitude of 
absolute deviations in the interval form for moment t=T
[ ]  ,  ,ii ii t T
t T
x x
=
=
   ∆ = − = ∆ ∆    1,..., ,i N=  (19)
the problem of quantitative comparison of interval numbers 
(intervals) occurs.
 The essence is to determine a quantitative measure of 
preference of one interval number to the other. Application 
of classic interval arithmetic in this case does not eliminate 
the problem, but rather aggravates it, since the difference 
between interval numbers is an interval number. Strictly 
speaking, the difference between the two double-parametri-
cal mathematical objects can be expressed as an object with 
the number of parameters that is not less than two.
However, prospects for practical application of interval 
analysis compel researchers to seek approaches to solving 
this problem. 
For example, the author of paper [27] formalized the 
problem of comparing interval numbers as follows. 
Let us defer on coordinate axes the sections, correspond-
ing to intervals 
[ ] ,  a a a =    and [ ] ,  ,b b b =    
besides, for certainty [ ] ,  ,b b b =    (Fig. 3).
Fig. 3. Graphical interpretation of the problem of comparing 
two interval numbers (according to Voshchinin)
Ratio of areas 
1
1
1 2
S
S S
µ =
+
 and 22
1 2
S
S S
µ =
+
 
is proposed to consider as the level of reliability of hypothe-
ses 1 :H a b>  and 2 :H a b< , respectively.
In this case 
( )
( ) ( )
( )( ) ( )
1
2
1
,  a<b,
2
1
,  a>b, a<b,
2
1
,  a>b,
2
a b
S a a a a b
a a b b b a

−  
= − + −   
− − − −
( )( )2 1.S a a b b S= − − −  (20)
It is obvious that magnitudes 1µ  and 2µ  act as the mea-
sure of validity of hypotheses on the reciprocal arrangement 
of two numbers within the intervals, however, they cannot 
be used as a quantitative measure of relations between these 
numbers. 
In addition, it should be taken into consideration that
( ) ( ): : 0 ,H a b H a bµ > ≠ µ − >  (21)
that is, “extra” arithmetic operations with interval numbers 
can distort the result.
The second way was proposed in papers [20, 30] and is 
associated with correction of the interval logic. By gener-
alizing certain close, but not strictly identical, variants of 
logical relations between interval numbers, it is possible to 
obtain a coherent logical system, which, however, fails in 
some particular cases.
Another option for lax formalization of the problem 
of comparing interval numbers is to use the magnitudes 
of the distance between interval numbers as a compari-
son measure (10). In this case, it becomes fundamentally 
possible to construct and analyze the graph with interval 
numbers in vertices, however lax compliance with distri-
bution logic makes practical application of this approach 
difficult. 
The proposed approach. To determine the quantitative 
measure of proximity of interval errors to zero, we will intro-
duce an even, monotonically decreasing function non-nega-
tive on the entire real axis (Fig. 4).
Fig. 4. Example of function of preferences of DM relative to 
absolute forecast error
The function shown in Fig. 5 represents the preferenc-
es of DM relative to values of forecast errors. Having a 
particular form of dependence ( )u ∆ , it becomes possible to 
introduce a quantitative indicator of proximity of interval 
estimate to zero. The height of the rectangle, equivalent 
by the area to a certain interval of function ( )u ∆ on the 
error interval can be accepted as a quantitative indicator 
(Fig. 5):
 a
 b
a b
1S
2S
u

 u 
0
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( )* 1 d .u u
∆
∆
= ∆ ∆
∆ − ∆ ∫  (22)
Fig. 5. Graphical interpretation of the measure of proximity 
of an interval estimate to zero
It is obvious that in this case a set of interval errors (19) 
can be ranged quantitatively with the help of indicators *,iu  
i=1,…, N.
After normalization of indicators *,iu  we will obtain 
weight factors iw  of the system of complexification as follows:
 
*
*
1
,ii N
i
i
u
w
u
=
=
∑
 1,..., .i N=  (23)
It is possible to make sure that at 
( ) 21u ∆ = ∆  
and at 
 0,iwid x →   
factors (23) appear to be equal to the correspon-
dent factors for pointwise weighed complexifica-
tion [9, 17].
Fig. 6 shows some forms of dependence ( ),u ∆  
among which a DM can select a suitable one for a 
particular study. 
Fig. 6, c shows that selection of the appropri-
ate form makes it possible to exclude from the 
complexification model the sources that do not 
ensure the error, which is above the assigned 
value *,∆  thus this transfers a complexification 
model into a type of selective models [15].
3. Dynamic complexification. In the situations, 
when estimation is carried out periodically, there 
arises the possibility to accumulate and evaluate 
the error statistics for each source, thus to take 
into consideration dynamics in accuracy of each 
source. The idea of this approach for pointwise forecast es-
timates is outlined in [2, 17] and allows interval extension. 
To do this, we will form for each source a temporal se-
ries from interval values of variances of prediction values { }2j i ∆   where i is the number of the time interval, j is the 
source number.
By analyzing the temporal series of interval values of 
variances of forecast estimates, it is possible to identify 
trends in the dynamics of variance for forecast estimates 
for each source. To solve this problem, the mathematical 
apparatus can be applied, described, for example, in [31], for 
constructing the interval-statistical models. 
Application of the interval model of exponential smooth-
ing is probably more promising within the framework of the 
examined problem [32].
In both cases, as a result of analysis of temporal series of 
interval data, the interval estimation of variance at moment 
t=T+1 can be obtained. Having applied the above described 
comparison procedure, based on the selection of preference 
function ( )2u ∆ , it is possible to determine complexification 
coefficients, taking into consideration the dynamics of accu-
racy of sources. 
It is easy to make sure that when choosing the procedure 
described in [32] at
( )2 21u ∆ = ∆  
and 
 0,iwid x →  .
Interval variant of dynamic complexification is reduced 
to pointwise one [17].
The proposed methods can be included in methodologi-
cal support of DSS (Fig. 7).
Software implementation of the proposed methods does 
not cause any difficulty and can be conducted even in a 
spreadsheet editor. 
An example of the complexification of estimates, ob-
tained from five sources, is given in Table 2.
Table 2 shows that a consolidated forecast estimate shifts 
towards the more accurate sources. Thus, the property of 
adaptability of a complexification model manifests itself. 
The model is adjusted at each step of prediction. Structural 
setting involves selection of the form of a DM preference 
function; parametric setting involves selection of the coeffi-
cients of the function itself.
u

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0
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Fig. 6. Forms of functions of DM preferences relative to prediction errors: 
a – inversely proportional; b – inversely quadratic; c – piecewise-linear
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Table 2
Example of complexification of forecast estimates from five sources
Source number i 1 2 3 4 5
Forecast estimates at moment t=T+1 [ ]9,  10 [ ]7,  8 [ ]8,  10 7 [ ]4,  5
Average consolidated forecast estimate at moment t=T+1 [ ]7,  8
Forecast estimates at moment t=T [ ]9,  10 [ ]7,  8 [ ]6,  8 [ ]4,  5 6
Factual value at moment t=T 8.1
Absolute interval error at moment t=T [ ]1.9,  0.9− − [ ]0.1,  1.1 [ ]0.1,  2.1 [ ]3.1,  4.1 2.1
( ) 1u ∆ = ∆
*
iu 0.75 2.40 1.52 0.28 0.48
wi 0.138 0.442 0.281 0.052 0.087
Consolidated forecast estimate at moment t=T+1 [ ]7.29,  8.52
( ) 21u ∆ = ∆
*
iu 0.58 9.09 4.76 0.079 0.23
wi 0.040 0.617 0.323 0.005 0.015
Consolidated forecast estimate at moment t=T+1 [ ]7.36,  8.67
( ) 2 ,  2
0,  2
u
 − ∆ ∆ <∆ =  ∆ >
*
iu 0.60 1.40 0.90 0 0
wi 0.207 0.482 0.311 0 0
Consolidated forecast estimate at moment t=T+1 [ ]7.72,  9.04
Control processes
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7. Discussion of results: critical analysis and 
recommendations on the practical implementation of the 
proposed methods
First, it is necessary to note the following features that 
manifest themselves when using the proposed methodologi-
cal apparatus.
1. Strictly speaking, the complexification operation is 
effective only when estimates of all sources are non-biased. 
However, it is not possible to ensure it in most practical 
problems, apart from the cases when the methodical base of 
the source is open. However, adaptive features of the com-
plexification system allow gaining in accuracy for the case of 
the repeated use of a complexification procedure [17].
2. The important problem of sources independence is 
beyond the scope of this paper. This issue should be attribut-
ed obviously to the short-term prediction technology itself. 
We will note that the technology for the estimation of OTS 
parameters implies a preliminary data analysis only, within 
which it is appropriate to verify the independence of sources 
(that is, to measure the correlation between their estimates).
3. When using the interval values of variances, it is neces-
sary to remember that at squaring a zero-containing interval 
number, accuracy is lost arithmetically. In this case, it seems 
promising to divide interval estimates into two groups in or-
der to conduct separate analysis of zero-containing intervals.
4. In the case of using a preference function u(Δ) with 
a vertical asymptote (for example, Fig 7, a, b), it should be 
taken into consideration that its property
( ) ( )
0 0
lim limu u
+ −∆→ ∆→
∆ = ∆ = ∞  (24)
makes indicator *u  for the intervals, containing zero, non-in-
formative.
In practice, this effect can be easily counterbalanced ei-
ther analytically (by an argument shift), or algorithmically 
(by selecting the other kind of preference function u(Δ) for 
zero-containing intervals). 
The merits of the developed methods include their fol-
lowing features:
1. The proposed mathematical apparatus makes it possi-
ble to synthesize the model of complexification in a general 
way, aggregating the classes of hybrid [33] and selective 
models in a single analytical form. 
2. Implementation of algorithms that realize the pro-
posed methods is easy and its results are visual, which is 
important in the process of managerial decision-making.
8. Conclusions
1. Approaches to processing data with uncertainty were 
analyzed. It was shown that most problems of short-term 
prediction with uncertain original data can be formalized 
in the interval form. The advantages of interval analysis 
for solving problems of complexification of interval forecast 
estimates were identified. In particular, the paradigm of in-
terval analysis allows taking into consideration, in addition 
to the rules of classical interval arithmetic, the logic and 
physical sense of analytic transformations of a mathematical 
model of complexification.
2. Interval extensions of the methods for complexifi-
cation of forecast estimates were obtained. They make it 
possible to get consolidated predictions based on interval 
forecast estimates and to decrease the procedure of expert 
estimation. The analytic function of DM preferences was 
proposed, which allows aggregating the classes of hybrid and 
selective prediction models in a single analytical form.
3. Recommendations on the practical implementation of 
the proposed methods were compiled. Specifically, recom-
mendations for parametric setting of preference functions 
depending on the location of interval estimates were formu-
lated. By using the example, it was shown how a consolidat-
ed forecast estimate is shifted towards more accurate sourc-
es, which illustrates the adaptive properties of the interval 
models of complexification.
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