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Resumo
Nesta dissertac¸a˜o, estudaremos o Teorema de Nehari, nosso principal resultado, que nos permite
decidir quando uma matriz Hankel infinita representa um operador cont´ınuo. Para isto, veremos
brevemente alguns resultados sobre operadores de multiplicac¸a˜o, o que nos permitira´ definir os op-
eradores de Laurent e de Toeplitz, com os quais estabeleceremos importantes resultados que nos
permitira˜o, juntamente com o Teorema de Parrott, demonstrar o nosso principal resultado. Sendo
assim, estabeleceremos algumas condic¸o˜es para determinar quando certas matrizes (Laurent, Toeplitz
e Hankel) representam operadores cont´ınuos. Trataremos, tambe´m do Teorema de Hartmann que
caracteriza quando um matriz Hankel compacta representa um operador cont´ınuo.
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Abstract
The main result studied in this work is Nehari’s Theorem, which allows us to decide when
does an infinite Hankel matrix represent a continuous operator. For this we will briefly discuss
results about multiplication operators, enabling us to define Laurent and Toeplitz operators, with
which we will establish important results, allowing us, together with Parrot’s Theorem, to prove our
main result. In that way we will give conditions to determine when do certain matrices (Laurent,
Toeplitz and Hankel) represent continuous operators. Moreover we will discuss Hartmann’s Theorem
characterizing when does a Hankel matrix represent a compact operator.
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Introduc¸a˜o
Uma matriz infinita H = (aij)i,j≥1 e´ dita ser uma matriz Hankel infinita se ai,j e´ dada por
alguma func¸a˜o de i + j. Em outras palavras, as entradas dessa matriz sa˜o constantes ao longo das
diagonais perpendiculares a` diagonal principal.
Zeev Nehari provou em [19] uma condic¸a˜o necessa´ria e suficiente para uma matriz Hankel ser
limitada. A condic¸a˜o e´ que a primeira linha da matriz H nos fornece os coeficientes de Fourier, de
ı´ndices positivos, de alguma func¸a˜o mensura´vel e limitada no c´ırculo unita´rio complexo.
Um ano apo´s a publicac¸a˜o de Nehari, Philip Hartmann encontrou em [14] uma caracterizac¸a˜o,
semelhante a` obtida por Nehari, para matrizes Hankel compactas. Este resultado nos diz que uma
matriz Hankel e´ compacta se e somente se sua primeira linha fornece os coeficientes de Fourier,
novamente de ı´ndices positivos, de uma func¸a˜o cont´ınua no c´ırculo unita´rio.
Assim, temos que a cada matriz Hankel limitada esta´ associada uma func¸a˜o mensura´vel e limitada
no c´ırculo unita´rio complexo, enquanto a cada matriz Hankel compacta esta´ associada uma func¸a˜o
cont´ınua no c´ırculo unita´rio complexo.
Nossa proposta, nesta dissertac¸a˜o, e´ provar o resultado obtido por Nehari, ´que usou uma abor-
dagem alge´brica, a saber a relac¸a˜o entre as formas bilineares e os operadores lineares. Para tal
usaremos como ferramenta principal o resultado obtido por Stephen Parrott em [17], do qual a par-
tir de uma matriz Hankel encontramos uma matriz de Toeplitz, que e´ uma matriz unilateral infinita
cujas diagonais paralelas a` diagonal principal sa˜o constantes, e assim usando o teorema (2.2) no
cap´ıtulo 2, obtemos uma func¸a˜o mensura´vel e limitada cujos coeficientes de Fourier, com ı´ndices
positivos, sa˜o as entradas da matriz H.
Esta dissertac¸a˜o esta´ dividida em cinco cap´ıtulos, sendo que o primeiro trata apenas de alguns
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resultados preliminares, ale´m do apeˆndice, que traz alguns resultados cla´ssicos de grande importaˆncia
no contexto deste trabalho. Como nosso objetivo e´ provar o resultado obtido por Nehari, sem usar
as formas bilineares, fazemos no cap´ıtulo 2 uma breve discussa˜o sobre operadores de Laurent (ou
seja, operadores de multiplicac¸a˜o cujo domı´nio e´ o espac¸o L2(S1)) e operadores de Toeplitz (um
operador Tϕ(f) e´ dito de Toeplitz quando, Tϕ(f) = P (ϕf), ∀f ∈ H2(S1)), donde obtemos uma
caracterizac¸a˜o para estes operadores. Ja´ no cap´ıtulo 3, tratamos especificamente do resultado obtido
por Parrott em [17], o que nos permitir adicionar entradas de uma matriz sem alterar a norma da
mesma. No cap´ıtulo 4, tratamos do nosso resultado principal, que e´ o resultado obtido por Nehari
em [19] onde seguimos a prova dada por [17]. Para finalizar, no cap´ıtulo 5, tratamos do resultado
obtido por Hartmann em [14], onde seguimos a prova dada por Lavon Page em [9].
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Cap´ıtulo 1
Resultados Preliminares
1.1 O Espac¸o L2(S1)
Sejam S1 o c´ırculo unita´rio no plano complexo, isto e´, S1 = {z ∈ C : |z| = 1} e µ a medida
normalizada de Lebesgue (i.e, µ e´ a extensa˜o do comprimento de arco e µ(S1) = 1) nos borelianos
de S1 (lembre que um conjunto boreliano e´ um elemento da σ-a´lgebra Borel, que e´ a σ-a´lgebra B(τ)
onde τ e´ a famı´lia de todos os abertos do conjunto dado, ou seja, e´ a menor σ-a´lgebra que conte´m
os abertos do conjunto).
Vamos mostrar que o conjunto B = {en = zn : z ∈ S1, n = 0,±1,±2, ...} forma uma base
ortonormal para L2(S1) (o espac¸o das func¸o˜es mensura´veis de quadrado integra´vel).
• B e´ um conjunto ortonormal.
De fato, considere o produto interno em L2(S1) donde temos que:
〈en, em〉 =
∫
S1
zn(zm)∗dµ(z) =
1
2pi
∫ 2pi
0
einθe−imθdθ
=
1
2pi
∫ 2pi
0
ei(n−m)θdθ
Vamos dividir a prova em dois casos:
Caso 1: m = n
〈en, em〉 = 12pi
∫ 2pi
0
ei(n−m)θdθ = 1
Caso 2: m 6= n
3
Desta forma temos que:
〈en, em〉 = 12pi
∫ 2pi
0
[cos(n−m)θ + isen(n−m)θ]dθ
=
1
2pi
{∫ 2pi
0
cos(n−m)θdθ + i
∫ 2pi
0
sen(n−m)θdθ
}
=
1
2pi
{
sen(n−m)θ
n−m − i
cos(n−m)θ
n−m
}∣∣∣∣∣
2pi
0
= 0
Portanto,
〈en, em〉 = δnm;
donde segue que B e´ ortonormal.
• B forma uma base para L2(S1).
Para mostrar esta afirmac¸a˜o vamos usar o teorema de Stone-Weierstrass, notando apenas que
esse teorema nos diz que o conjunto dos polinoˆmios e´ denso em C(S1), e queremos mostrar que este
conjunto e´ denso em L2(S1). Note ainda que temos a seguinte relac¸a˜o:
Span(B) ⊆ C(S1) ⊆ L2(S1)
e mais, C(S1) e´ denso em L2(S1) (resultado no Apeˆndice - Teorema A.2).
Considere as normas em C(S1) e L2(S1), ‖.‖∞ e ‖.‖2, respectivamente.
Assim temos que, dada ξ ∈ L2(S1), existe f ∈ C(S1) tal que ‖f − ξ‖2 < ε2 (pela densidade de
C(S1) em L2(S1)) e para esta f existe g ∈ Span(B) tal que ‖f−g‖∞ < ε2 (pela densidade do Span(B)
em C(S1) ).
Mostremos agora que Span(B) e´ denso em L2(S1) e para isto, primeiramente vamos observar que
a norma ‖.‖∞ e´ mais fina que a norma ‖.‖2 e em seguida vamos mostrar que, dado ε > 0 a func¸a˜o g
obtida acima satisfaz ‖ξ − g‖2 < ε.
Assim,
‖f‖22 =
1
2pi
∫ 2pi
0
|f(eiθ)|2dθ 6 1
2pi
∫ 2pi
0
‖f‖2∞dθ = ‖f‖2∞,
donde ‖f‖2 ≤ ‖f‖∞.
Portanto,
‖ξ − g‖2 ≤ ‖ξ − f‖2 + ‖f − g‖2 ≤ ‖ξ − f‖2 + ‖f − g‖∞ < ε2 +
ε
2
= ε.
Logo, Span(B) e´ denso em L2(S1), donde resulta que B e´ uma base para L2(S1).
4
1.2 Operadores de Multiplicac¸a˜o
Suponha que X e´ um espac¸o mensura´vel com medida µ.
Definic¸a˜o 1.1 Seja ϕ : X → C uma func¸a˜o mensura´vel e essencialmente limitada. Diremos que o
operador de multiplicac¸a˜o induzido por ϕ em L2(X) e´ o operador Mϕ definido por:
Mϕ(f)(x) = ϕ(x)f(x), ∀x ∈ X e f ∈ L2(X).
Note que, se X e´ o conjunto dos inteiros positivos e µ e´ a medida de contagem enta˜o os operadores
de multiplicac¸a˜o se reduzem aos operadores diagonais.
Vejamos agora alguns resultados importantes acerca dos operadores de multiplicac¸a˜o.
Teorema 1.1 Seja Mϕ um operador de multiplicac¸a˜o induzido por uma func¸a˜o mensura´vel e limi-
tada ϕ num espac¸o de medida σ − finita, enta˜o ‖Mϕ‖ = ‖ϕ‖∞.
Demonstrac¸a˜o: Seja µ uma medida σ − finita. Note que:
‖Mϕf‖2 =
∫
X
|ϕf |2dµ ≤
∫
X
|ϕ|2|f |2dµ
≤ (supess|ϕ|)2
∫
X
|f |2dµ = ‖ϕ‖2∞‖f‖2.
Donde segue que: ‖Mϕ‖ ≤ ‖ϕ‖∞.
Provemos agora que ‖Mϕ‖ ≥ ‖ϕ‖∞. Dado ε > 0, temos que |ϕ(x)| > ‖ϕ‖∞ − ε, num conjunto
M de medida positiva, ou seja µ(M) =∞ ou e´ finita.
• caso 1: M tem medida finita.
Seja f e´ a func¸a˜o caracter´ıstica de M , isto e´,
f(x) =

0, se x /∈M
1, se x ∈M
enta˜o
‖f‖2 =
∫
M
1dµ = µ(M)
e assim :
‖Mϕf‖2 =
∫
M
|ϕf |2dµ =
∫
M
|ϕ|2.1dµ
=
∫
M
|ϕ|2dµ ≥ (‖ϕ‖∞ − ε)2
∫
M
dµ
= (‖ϕ‖∞ − ε)2µ(M) = (‖ϕ‖∞ − ε)2‖f‖2
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Donde segue que:
‖Mϕf‖ ≥ (‖ϕ‖∞ − ε)‖f‖ ⇒ ‖Mϕ‖ ≥ ‖ϕ‖∞ − ε.
Como isto vale para qualquer ε > 0, temos que ‖Mϕ‖ ≥ ‖ϕ‖∞.
• caso 2: M tem medida infinita.
Sabemos, por hipo´tese que a medida e´ σ-finita, enta˜o podemos descrever o espac¸o X como
uma reunia˜o enumera´vel e crescente de conjuntos de medida finita, ou seja, X =
⋃
n∈N
Xn, com
X1 ⊆ X2 ⊆ ... ⊆ Xn ⊆ ... e µ(Xn) < ∞. Sendo assim, podemos escrever M da seguinte forma
M =
⋃
n∈N
M
⋂
Xn,onde cada conjunto M
⋂
Xn tem medida finita donde
µ(M) = lim
n→∞µ(M
⋂
Xn) =∞
e assim temos que existe um n0 ∈ N tal que 0 < µ(M
⋂
Xn0) <∞.
Agora vamos considerar f como sendo a func¸a˜o caracter´ıstica do conjunto M
⋂
Xn0 . Seguindo o
procedimento do caso 1 obteremos que ‖Mϕ‖ ≥ ‖ϕ‖ϕ.

Teorema 1.2 Sejam µ uma medida σ-finita e A : L2(X) → L2(X) um operador limitado tal que
A(f) = ϕf ∀f ∈ L2(X), para alguma func¸a˜o ϕ. Enta˜o ϕ e´ mensura´vel e essencialmente limitada.
Demonstrac¸a˜o:
• ϕ e´ mensura´vel.
Como a medida e´ σ - finita, existe um elemento f ∈ L2(X) que na˜o se anula em nenhum lugar,
pois sabendo que a medida e´ σ-finita temos X =
⋃
Xn =
⋃
An, onde estas reunio˜es sa˜o crescentes e
a u´ltima unia˜o e´ disjunta uma vez que
A1 = X1
A2 = X2\X1
A3 = X3\(X1
⋃
X2)
...
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donde podemos definir a func¸a˜o f acima por
f(x) =

( 12nµ(An) )
1
2 , se x ∈ An
0, se x /∈ An
Sendo assim, sabendo que f e´ mensura´vel temos que 1f tambe´m e´ mensura´vel e como A e´ um
operador de L2(X) em L2(X), temos que ϕf e´ mensura´vel pois, A(f) = ϕf ∈ L2(X).
Notando ainda que o produto de func¸o˜es mensura´veis e´ uma func¸a˜o mensura´vel temos que ϕ =
(ϕf) 1f e´ mensura´vel.
• ϕ e´ essencialmente limitada.
Para mostrarmos esta afirmac¸a˜o basta mostrar que |ϕ(x)| ≤ ‖A‖ quase sempre. Para tal, suponha
que isto n ao ocorra, enta˜o existe um conjunto M mensura´vel de medida positiva no qual |ϕ(x)| ≥
‖A‖ (i.e, 0 < µ(M) < K, onde K e´ um nu´mero finito, ou µ(M) = ∞) e provemos que M deve ter
medida nula. Para isto vamos dividir a prova em dois casos:
• Caso 1: 0 < µ(M) < K.
Se f e´ a func¸a˜o caracter´ıstica de M , enta˜o f ∈ L2(X) uma vez que ‖f‖2 = µ(M) < ∞. Desta
forma f = 0 quase sempre ou
‖Af‖2 =
∫
M
|ϕf |2dµ =
∫
M
|ϕ|2dµ
> ‖A‖2µ(M) = ‖A‖2‖f‖2.
Assim,
‖A‖2 ≥ ‖Af‖
2
‖f‖2 > ‖A‖
2.
Portanto M deve ter medida nula, donde segue que ‖ϕ‖ ≤ ‖A‖.
• Caso 2: µ(M) =∞.
Neste caso, usando a hipo´tese da medida ser σ-finita, vamos proceder como no caso 2 do teorema
anterior, trabalhando com o conjunto M
⋂
X0 e tomando F como a func¸a˜o caracter´ıstica deste
conjunto. Assim, M
⋂
X0 tem medida finita e ainda satisfaz ‖ϕ‖ ≥ ‖A‖ donde o restante da prova
segue de forma ana´loga ao caso anterior.

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Observac¸a˜o 1.1 Uma func¸a˜o essencialmente ilimitada na˜o pode induzir uma transformac¸a˜o limi-
tada de L2(X) em L2(X), pois se uma func¸a˜o induzir tal transformac¸a˜o, obrigatoriamente tem que
ser essencialmente limitada.
Teorema 1.3 Seja µ uma medida σ - finita e ϕ uma func¸a˜o de valores complexos tal que ϕf ∈ L2(X)
para toda f ∈ L2(X) enta˜o, ϕ e´ essencialmente limitada.
Demonstrac¸a˜o: Vamos provar que o operador A = ϕf com f ∈ L2(X) e´ fechado e usar o teorema
do gra´fico fechado.
Como A e´ de L2(X)em L2(X), temos que o domı´nio de A e´ fechado.
• A e´ fechado.
Suponha que (fn, gn) pertence ao gra´fico de A (i.e´, gn = ϕfn), suponha ainda que (fn, gn) −→
(f, g), ou seja, fn −→ f e gn −→ g.
Assuma, sem perda de generalidade que fn −→ f e gn −→ g quase sempre, uma vez que se isto
na˜o vale para a sequ¨eˆncia {fn} valera´ para uma subsequ¨eˆncia desta
(isto segue do fato da convergeˆncia uniforme implicar a convergeˆncia pontual, ver [2], e como a
convergeˆncia quase sempre e´ a convergeˆncia pontual enfraquecida, ver [3], o resultado acima segue).
Como fn −→ f quase sempre segue que ϕfn −→ ϕf quase sempre.
Mas temos que ϕfn −→ g (pois (fn, gn) −→ (f, g) quase sempre). Segue pela unicidade do limite
que g = ϕf . E assim (f, g) pertence ao gra´fico de A, donde segue que A e´ fechado.
Portanto, pelo teorema do gra´fico fechado temos que A e´ limitado, donde segue que ϕ e´ essen-
cialmente limitada (pois ‖ϕ‖∞ = ‖A‖ pelo teorema 1.1).

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Cap´ıtulo 2
Operadores de Toeplitz
Neste cap´ıtulo enunciaremos algumas definic¸o˜es e alguns resultados auxiliares que sera˜o utilizados
nos cap´ıtulos posteriores, omitiremos algumas demonstrac¸o˜es por tratarem-se de resultados conheci-
dos. Tambe´m, neste cap´ıtulo, fixaremos as notac¸o˜es a serem usadas no presente trabalho.
2.1 Matrizes e Operadores de Laurent
Seja S1 o c´ırculo unita´rio e µ a medida normalizada de Lebesgue.
Definic¸a˜o 2.1 Seja ϕ uma func¸a˜o mensura´vel, limitada no c´ırculo unita´rio, dizemos que o operador
de multiplicac¸a˜o induzido por ϕ em L2(S1) e´ um operador de Laurent. Denotaremos este operador
por Lϕ.
A matriz que representa um operador de Laurent Lϕ, com relac¸a˜o a` familiar base ortonormal de
L2(S1) tem uma forma bastante simples, que esta´ elegantemente relacionada com a func¸a˜o ϕ. Para
descrever esta relac¸a˜o defina uma matriz de Laurent como uma matriz (bilateral) infinita (λn,m) tal
que:
λn+1,m+1 = λn,m ∀n,m(= 0,±1,±2, ...).
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Em outras palavras: uma matriz de Laurent e´ uma matriz cujas diagonais( paralelas a diagonal
principal) sa˜o constantes. 
· · · ... ... ... ... · · ·
· · · a−1 a0 a1 a2 · · ·
· · · a−2 a−1 a0 a1 · · ·
· · · a−3 a−2 a−1 a0 · · ·
· · · ... ... ... ... · · ·

.
Por exemplo, note que a matriz de Lϕ e´ uma matriz de Laurent, e a relac¸a˜o entre as entradas dessa
matriz com o multiplicador ϕ e´ dada por:
λn,m = 〈Lϕ(em), en〉 =
∫
S1
ϕ(z)zmz−ndz
=
1
2pi
∫ 2pi
0
ϕ(eiθ)eimθe−inθdθ
=
1
2pi
∫ 2pi
0
ϕ(eiθ)ei(m−n)θdθ
=
1
2pi
∫ 2pi
0
ϕ(eiθ)e−i(n−m)θdθ
= ϕ̂(n−m)
onde
ϕ̂(n) =
1
2pi
∫ 2pi
0
ϕ(eiθ)e−inθdθ
denota o coeficiente de Fourier da func¸a˜o ϕ.
Lema 2.1 Seja A : L2(S1)→ L2(S1) limitado. Enta˜o, A comuta com o shift bilateral se e somente
se A = Lϕ, onde ϕ ∈ L∞(S1).
Demonstrac¸a˜o: Seja S o operador shift bilateral. Note que S pode ser visto como um operador de
multiplicac¸a˜o pois:
S : l2(Z) → l2(Z)
en 7→ en+1
Lz : L2(S1) → L2(S1)
zn 7→ zn+1
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Como existe um isomorfismo entre l2(Z) e L2(S1) segue que Lz pode ser identificado com S.
Assim e´ fa´cil ver que S comuta com qualquer operador de multiplicac¸a˜o. De fato, seja A = Lϕ,
SA(f)(z) = zϕ(z)f(z) = ϕ(z)zf(z) = AS(f)(z).
Donde AS = SA.
Suponha agora que AS = SA e provemos que A e´ um operador de multiplicac¸a˜o. Primeiramente
vamos mostrar que A comuta com qualquer operador de multiplicac¸a˜o induzido por f ∈ C(S1). De
fato, temos por hipo´tese que A comuta com S = Lz e assim:
ALz2 = ALzLz = LzALz = LzLzA = Lz2A.
⇒ ALzn = LznA,∀n ≥ 0.
Portanto:
A(
N∑
n=0
λnLzn) =
N∑
n=0
λnALzn =
N∑
n=0
λnLznA = (
N∑
n=0
λnLzn)A.
Observe que:
N∑
n=0
λnLzn(ξ) =
N∑
n=0
λnz
nξ = p(z)ξ = Lp(ξ)
onde p(z) =
N∑
n=−M
λnz
n e assim conclu´ımos que A comuta com Lp. Mostremos agora que A comuta
com L−1z = (Lz)
−1, note que isto decorre do seguinte resultado: ”AB = BA e B invers´ıvel ⇒
AB−1 = B−1A”( de fato, AB = BA ⇒ ABB−1 = BAB−1 ⇒ B−1A = B−1BAB−1 ⇒ B−1A =
AB−1). Donde A comuta com Lp . E como o conjunto dos polinoˆmios trigonome´tricos e´ denso em
C(S1), temos que para toda f ∈ C(S1) existe uma sequ¨eˆncia de polinoˆmios trigonome´tricos {pn} tal
que pn −→ f uniformemente.
Note que Lpn −→ Lf uniformemente , uma vez que:
‖Lpn − Lf‖ = ‖Lpn−f‖
(Teo1.1)
= ‖pn − f‖∞ −→ 0.
Portanto:
ALf = lim
n→∞ALpn = limn→∞LpnA = LfA.
Sabendo que A e´ um operador limitado, e sendo ξ ∈ C(S1) enta˜o:
A(ξ) = A(Lξ(1)),
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onde Lξ e´ o operador de multiplicac¸a˜o induzido por ξ. Donde:
A(ξ) = A(Lξ(1)) = Lξ(A(1)) = Lξϕ = ξϕ = ϕξ
onde ϕ := A(1) ∈ L2(S1), donde segue que ϕ e´ mensura´vel. Assim temos que:
Aξ = ϕξ, ∀ξ ∈ C(S1)
, ou seja o perador A esta´ definido por ϕ no espac¸o C(S1) o qual e´ denso em L2(S1).
Seja E := {z ∈ S1 : |ϕ(z)| > M} onde M > ‖A‖ e suponha que µ(E) > 0. Vamos mostrar que E
deve ter medida nula. De fato, pela regularidade da medida µ temos que ∀ε > 0, existe um compacto
K e um aberto U tais que K ⊆ E ⊆ U e µ(U \K) < ε. Como U c e K sa˜o fechados e U c⋂K = ∅,
temos pelo Lema de Urysohn que existe ξ ∈ C(S1) (0 ≤ ξ(z) ≤ 1 ) tal que:
ξ(z) =

0, se z ∈ U c
1, se z ∈ K
Note que:
‖ϕξ‖2 =
∫
S1
|ϕξ|2dµ ≥
∫
K
|ϕξ|2dµ >
∫
K
M2|ξ|2dµ =M2µ(K),
e
‖ξ‖2 =
∫
S1
|ξ|2dµ =
∫
U
|ξ|2dµ
=
∫
K
|ξ|2dµ+
∫
U\K
|ξ|2dµ
≤
∫
K
|ξ|2dµ+
∫
U\K
dµ
= µ(K) + µ(U \K) < µ(K) + ε.
Note ainda que: E \K ⊆ U \K e assim:
µ(E) = µ(K) + µ(E \K)
6 µ(K) + µ(U \K)
< µ(K) + ε.
Tomando ε < 12µ(E) temos que
µ(K) > µ(E)− ε > µ(E)− 1
2
µ(E) =
1
2
µ(E).
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Donde segue que:
M2µ(K) < ‖ϕξ‖2 = ‖Aξ‖2
≤ ‖A‖2‖ξ‖2
< ‖A‖2(µ(K) + ε)
⇒ µ(K)(M2 −A2) ≤ ε‖A‖2
Mas temos que:
1
2
µ(E)(M2 − ‖A‖2) < µ(K)(M2 − ‖A‖2)
donde
1
2
µ(E)(M2 − ‖A‖2) < ‖A‖2ε.
Tomando o limite quando ε −→ 0, em ambos os lados temos que:
1
2
µ(E)(M2 − ‖A‖2) ≤ 0
⇒M2 − ‖A‖2 ≤ 0⇒M2 ≤ ‖A‖2 ⇒M ≤ ‖A‖,
uma contradic¸a˜o. Logo E deve ter medida nula e assim conclu´ımos que ϕ ∈ L∞(S1).
Assim temos que, como ϕξ e´ um operador de multiplicac¸a˜o que coincide com o operador Aξ no
conjunto C(S1) que e´ denso em L2(S1), onde ϕ e´ mensura´vel e limitada, o operador Ae´ um operador
de multiplicac¸a˜o, ou seja, A = Lϕ.

Vimos que a matriz que representa um operador de Laurent e´ uma matriz de Laurent. Veremos
a seguir a rec´ıproca deste resultado.
Teorema 2.1 Seja A : L2(S1)→ L2(S1) um operador limitado tal que sua matriz e´ uma matriz de
Laurent. Enta˜o existe uma func¸a˜o ϕ em L∞(S1) tal que A = Lϕ, e neste caso ϕ̂(n) = λn,0, n ∈ Z.
Demonstrac¸a˜o: Vamos mostrar que existe uma func¸a˜o ϕ , com as propriedades acima, sabendo
que operador A e´ representado por uma matriz de Laurent. Para isto, basta mostrar que A e´ um
operador de multiplicac¸a˜o, pois um operador de multiplicac¸a˜o e´ unicamente determinado por uma
func¸a˜o em L∞(S1).
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•A e´ um operador de multiplicac¸a˜o.
Para mostrar esta afirmac¸a˜o vamos usar o lema anterior. E assim, basta provar que A comuta
com o operador shift bilateral.
Seja S tal operador.Enta˜o:
〈ASej , ei〉 = 〈Aej+1, ei〉 = 〈Aej , ei−1〉 = 〈Aej , S∗ei〉 = 〈SAej , ei〉.
Donde conclu´ımos que AS = SA. Portanto A e´ um operador de multiplicac¸a˜o ( operador de
Laurent) e sendo assim, e´ unicamente determinado por um multiplicador ϕ : S1 → C. Para finalizar,
vamos mostrar que λn,0 = ϕ̂(n). De fato:
λn,0 = 〈Ae0, en〉 = 12pi
∫ 2pi
0
ϕ(eiθ)ei0θe−inθdθ =
1
2pi
∫ 2pi
0
ϕ(eiθ)e−inθdθ = ϕ̂(n).

Conclusa˜o: Uma matriz de Laurent representa um operador de Laurent se e somente se existe
uma func¸a˜o ϕ em L∞(S1) tal que λn,0 = ϕ̂(n) n ∈ Z.
2.2 Matrizes e Operadores de Toeplitz
Sabendo que operadores de Laurent sa˜o operadores de multiplicac¸a˜o em L2(S1), vamos considerar
o subespac¸o H2 ⊂ L2(S1), onde H2 e´ o subespac¸o fechado gerado pelo conjunto {en = zn : n =
0, 1, 2, ..}, o qual obviamente forma uma base para o mesmo. Algo interessante e´ o que ocorre
quando um operador de Laurent e´ contra´ıdo para H2(S1) cuja descric¸a˜o e´ dita teoria dos operadores
de Toeplitz.
Definic¸a˜o 2.2 Um Operador de Toeplitz e´ a contrac¸a˜o de um operador de Laurent para H2(S1). Ou
seja, se ϕ e´ uma func¸a˜o mensura´vel e limitada e P e´ a projec¸a˜o do espac¸o L2(S1) sobre o espac¸o
H2(S1), enta˜o o operador de Toeplitz, denotado por Tϕ, e´ dado por:
Tϕ(f) = P (ϕf), ∀f ∈ H2(S1).
Observac¸a˜o 2.1 O mais simples e na˜o trivial exemplo de um operador de Laurent e´ o operador
shift bilateral e o mais simples e na˜o trivial exemplo de um operador de Toeplitz e´ o shift unilateral.
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Assim como uma matriz de Laurent na base natural de L2(S1) tem uma forma especialmente
simples, uma matriz de Toeplitz na base natural de H2(S1) , e´ uma matriz infinita ( unilateral)
(λn,m) tal que :
λn,m = λn+1,m+1, ∀n,m = 0, 1, 2, ...
Desta forma, uma matriz de Toeplitz tambe´m e´ uma matriz cujas diagonais paralelas a diagonal
principal sa˜o constantes. 
a0 a−1 a−2 a−3 · · ·
a1 a0 a−1 a−2 · · ·
a2 a1 a0 a−1 · · ·
...
...
...
. . .
...

E assim como a matriz de Lϕ e´ uma matriz de Laurent, a matriz de Tϕ e´ uma matriz de Toeplitz
e a relac¸a˜o entre as entradas dessa matriz com o multiplicador ϕ e´ dada por:
λn,m = ϕ̂(n−m).
Teorema 2.2 Seja A : H2(S1) → H2(S1) um operador limitado tal que sua matriz e´ uma matriz
de Toeplitz. Enta˜o existe uma ϕ ∈ L∞(S1) tal que A = Tϕ e ‖ϕ‖ = ‖A‖, e neste caso λn,0 =
ϕ̂(n), ∀n ≥ 0.
Demonstrac¸a˜o: Suponha que A ∈ B(H2(S1)) e´ um operador tal que:
λn,m = λn+1,m+1,
onde λn,m representam os coeficientes da matraiz A na base canoˆnica e vamos mostrar que existe
uma ϕ ∈ L∞(S1) tal que λn,0 = ϕ̂(n), ∀n ≥ 0. Para isto, basta mostrar que A e´ um operador
de Toeplitz, uma vez que um operador de Toeplitz e´ obtido de um operador de Laurent, que e´
unicamente determinado por um multiplicador ϕ ∈ L∞(S1) tal que λn,0 = ϕ̂(n).
Defina, para cada inteiro na˜o-negativo n, o operador An : L2(S1)→ L2(S1) por:
An = S∗nAPSn,
onde S e´ o operador shift bilateral e S∗ e´ seu operador adjunto.
Sejam i, j, k, l ≥ 0 tais que k− l = i−j, donde akl = aij , onde ai,j denotam as entradas da matriz
A. Como consequ¨eˆncia disto temos que para k, l ≥ 0 e i, j ≥ −n,
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〈Anej , ei〉 = 〈S∗nAPSnej , ei〉
= 〈APej+n, Snei〉 = 〈APej+n, ei+n〉
= 〈Aej+n, ei+n〉 = 〈Ael, ek〉,
donde ∀i, j ∈ Z a sequ¨eˆncia {〈Anej , ei〉} e´ eventualmente constante (ou seja, a partir do ı´ndice n ∈ N
tal que n ≥ max{−i,−j} a sequ¨eˆncia {〈Anej , ei〉} e´ constante) e assim independe de n.
Consequ¨eˆncia disto temos que: Se p e q sa˜o polinoˆmios trigonome´tricos (isto e´, combinac¸o˜es
lineares finitas dos e′is, i = 0,±1,±2, ...) enta˜o sequ¨eˆncia {〈Anp, q〉} e´ convergente, uma vez que a
partir de um certo ı´ndice (onde o ı´ndice n e´ da forma acima) e´ constante. Como:
‖An‖ ≤ ‖A0‖ = ‖A‖,
temos que {An} e´ limitada em B(L2(S1)).
Nosso objetivo agora e´ definir uma forma sesquilinear a partir do limite
lim
n→∞〈Anf, g〉, ∀f, g ∈ L
2(S1),
e para isto primeiramente vamos mostrar que este limite de fato existe ∀f, g ∈ L2(S1), uma vez que
pelo que foi visto acima este limite existe quando f ′, g′ sa˜o polinoˆmios. De fato, sabendo que o limite
acima existe quando f ′, g′ sa˜o polinoˆmios, considere
lim
n→∞〈Anf
′, g′〉 = 〈A∞f ′, g′〉, ∀f ′, g′ polinoˆmios.
E assim, dado ε > 0 existe n0 ∈ N tal que ∀n > n0 temos |〈Anf ′, g′〉 − 〈A∞f ′, g′〉| < ε5 . Sabendo
ainda que dadas f, g ∈ L2(S1) existem polinoˆmios f ′, g′ tais que ‖f − f ′‖ < ε5KM e ‖g− g′‖ < ε5KN ,
onde K,N,M sa˜o constantes positivas tais que ‖A∞‖ = ‖An‖ ≤ ‖A‖ = K, ‖f ′‖ = N e ‖g‖ =M .
Assim, dados ε > 0, f, g ∈ L2(S1) e f ′, g′ polinoˆmios, da forma acima temos
|〈Anf, g〉 − 〈A∞f, g〉| ≤ |〈Anf, g〉 − 〈Anf ′, g′〉|+ |〈Anf ′, g′〉 − 〈A∞f ′, g′〉|
+ |〈A∞f ′, g′〉 − 〈A∞f, g〉|
< |〈Anf, g〉 − 〈Anf ′, g〉+ 〈Anf ′, g〉 − 〈Anf ′, g′〉|
+
ε
5
+ |〈A∞f ′, g′〉 − 〈A∞f ′, g〉+ 〈A∞f ′, g〉 − 〈A∞f, g〉|
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= |〈An(f − f ′), g〉+ 〈Anf ′, g − g′〉|+ ε5
+ |〈A∞f ′, g′ − g〉+ 〈A∞(f − f ′), g〉|
≤ ‖An‖‖f − f ′‖‖g‖+ ‖An‖‖f ′‖‖g − g′‖+ ε5
+ ‖A∞‖‖f ′‖‖g − g′‖+ ‖A∞‖‖f − f ′‖‖g‖
< K
ε
5KM
M +KN
ε
5KN
+
ε
5
+KN
ε
5KN
+K
ε
5KM
M
= ε
e assim fica provada a existeˆncia do limite acima para toda f, g ∈ L2(S1).
Agora podemos definir
ψ(f, g) = lim
n→∞〈Anf, g〉, ∀f, g ∈ L
2(S1)
que e´ uma forma sesquilinear cont´ınua, donde temos que existe um u´nico operador A∞ ∈ B(L2(S1))
tal que
ψ(f, g) = 〈A∞f, g〉.
Assim temos que a sequ¨eˆncia {An} converge fracamente no conjunto dos polinoˆmios trigonome´tricos
e como este e´ denso em L2(S1), temos por continuidade que {An} converge fracamente para o oper-
ador A∞ ∈ BL2(S1)).
Observe que A∞ e´ de fato um operador de Laurent, sejam i, j ∈ Z
〈A∞ej , ei〉 = lim
n→∞〈S
∗nAPSnej , ei〉
= lim
n→∞〈S
∗n+1APSn+1ej , ei〉
= lim
n→∞〈S
∗n+1APSnej+1, ei〉
= lim
n→∞〈S
∗nAPSnej+1, Sei〉
= lim
n→∞〈S
∗nAPSnej+1, ei+1〉
= 〈A∞ej+1, ei+1〉.
Dessa forma fica provado que A∞ e´ um operador de Laurent. Assim: se ei, ej ∈ H2(S1), enta˜o:
〈PA∞ej , ei〉 = 〈A∞ej , ei〉 = lim
n→∞〈S
∗nAPSnej , ei〉 = 〈Aej , ei〉.
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Logo, PA∞f = Af ∀f ∈ H2(S1) uma vez que f pode ser escrita como uma combinac¸a˜o
linear infinita dos e,si e portanto A e´ a compressa˜o para H
2(S1) de um operador de Laurent e, por
definic¸a˜o, A e´ um operador de Toeplitz. Dessa forma, existe ϕ ∈ L∞(S1) tal que
Af = P (ϕf), ∀f ∈ H2(S1)
e consequ¨eˆncia λn,0 = ϕ̂(n), n ≥ 0.
Para concluir nossa demonstrac¸a˜o, basta mostrar que ‖ϕ‖ = ‖A‖. De fato, observe que
‖A‖ = ‖Tϕ‖ = ‖PLϕ|H2(S1‖ ≤ ‖Lϕ‖ = ‖ϕ‖,
por outro lado temos que
‖ϕ‖ = ‖Lϕ‖ = ‖A∞‖ ≤ ‖A‖,
donde resulta que ‖A‖ = ‖ϕ‖

Observac¸a˜o 2.2 Como podemos obter a func¸a˜o ϕ que induz A, a partir de A? Se A = Tϕ enta˜o
A∞ = Lϕ e ainda, os coeficientes de Fourier de ϕ sa˜o as entradas da matriz A∞, isto e´ ϕ̂(n) =
λn,0, n ∈ Z. Esta e´ uma maneira de obtermos ϕ a partir de A∞, mas gostar´ıamos de obter uma
resposta em termos de A. Sejam ı,  = 0,enta˜o
〈Aej , ei〉 = 〈A∞ej , ei〉 = ϕ̂(i− j)
⇒

ϕ̂(i) = 〈Ae0, ei〉, ∀i ≥ 0
ϕ̂(−j) = 〈Aej , e0〉, ∀j ≥ 0
Desta forma ϕ e´ uma func¸a˜o cujos coeficientes de Fourier de ı´ndices positivos sa˜o os termos da
coluna zero da matriz que representa A e os coeficientes de ı´ndices negativos sa˜o os termos da linha
zero da mesma matriz.
Corola´rio 2.1 Uma condic¸a˜o necessa´ria e suficiente para que um operador A ∈ B(H2(S1)) seja um
operador de Toeplitz e´ que U∗AU = A, onde U e´ o shift unilateral.
Demonstrac¸a˜o:
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Basta observar que:
〈Aej+1, ei+1〉 = 〈AUej , Uei〉 = 〈U∗AUej , ei〉, ∀i, j ∈ N
e portanto
〈Aej+1, ei+1〉 = 〈Aej , ei〉
⇐⇒ A = U∗AU

Observac¸a˜o 2.3 Como S e´ unita´rio, na˜o existe diferenc¸a entre S∗AS = A e AS = SA. Ja´
as equac¸o˜es correspondentes para U dizem coisas completamente diferentes. A primeira equac¸a˜o
A = U∗AU caracteriza um operador de Toeplitz enquanto e´ poss´ıvel provar que a segunda, UA = AU
caracteriza um operador de Toeplitz anal´ıtico, ou seja, o operador e´ induzido por uma func¸a˜o
anal´ıtica.
Note ainda que um operador de Toeplitz anal´ıtico e´ subnormal e assim na˜o e´ somente uma
compressa˜o para H2(S1) mas sim uma restric¸a˜o do operador de Laurent.
Corola´rio 2.2 O u´nico operador de Toeplitz compacto e´ o operador nulo.
Demonstrac¸a˜o:
Note que se ϕ e´ uma func¸a˜o mensura´vel e limitada e se n e n + k sa˜o inteiros na˜o negativos,
enta˜o:
ϕ̂(k) = 〈Tϕen, en+k〉.
Supondo que Tϕ e´ compacto e sabendo que en −→ 0 fracamente (pois ‖ξ‖2 =
∑ |〈ξ, en〉|2 ⇒
〈ξ, en〉 → 0 e portanto en → 0 fracamente), temos que:
‖Tϕen‖ −→ 0.
Donde ϕ̂(k) = 0, ∀k, pois
‖ϕ̂(k)‖ = |〈Tϕen, en+k〉|
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≤ ‖Tϕen‖‖en+k‖
= ‖Tϕen‖ −→ 0,
e assim ϕ = 0. Portanto, Tϕ = 0.

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Cap´ıtulo 3
Teorema de Parrott
Seja B(H,K) o espac¸o de Banach de todos operadores lineares e limitados de um espac¸o de Hilbert
H num espac¸o de Hilbert K. Sejam H1 e K1 subespac¸os de H e K respectivamente e considere ainda
B(H1,K1) ⊆ B(H,K) (isometricamente inclu´ıdo pelo operador identidade em B(H1,K1) com sua
u´nica extensa˜o para H a qual e´ zero em H⊥1 ). Vamos observar que existe um modo simples de
determinar a norma da imagem p(T ) de um elemento T ∈ B(H,K) pela aplicac¸a˜o quociente:
p : B(H,K)→ B(H,K)B(H1,K1) .
Qualquer T ∈ B(H,K) pode ser restrito a` H⊥1 para obtermos um operador T |H⊥1 , o qual depende
somente da imagem p(T ) de T no quociente. De fato, suponha que p(T1) = p(T2) ⇒ T1 − T2 ∈
B(H1,K1). Assim T1 = T2+X, onde X ∈ B(H1,K1) ⇒ T1|H⊥1 = (T2+X)|H⊥1 = T2|H⊥1 . Donde,
‖p(T )‖ ≥ max{‖T |H⊥1 ‖, ‖T
∗|K⊥1 ‖}
e´ trivial uma vez que
‖p(T )‖ = inf
{
‖T +X‖ : X ∈ B(H1,K1)
}
≥ inf
{
‖(T +X)|H⊥1 ‖ : X ∈ B(H1,K1)
}
= ‖T |H⊥1 ‖.
Similarmente, aplicando para T ∗ obtemos que
‖p(T )‖ = inf
{
‖T +X‖ : X ∈ B(H1,K1)
}
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= inf
{
‖(T +X)∗‖ : X ∈ B(H1,K1)
}
= inf
{
‖T ∗ +X∗‖ : X∗ ∈ B(K1,H1)
}
≥ inf
{
‖(T ∗ +X∗)|K⊥1 ‖ : X
∗ ∈ B(K1,H1)
}
= ‖T ∗|K⊥1 ‖.
‖p(T )‖ ≥ ‖T ∗|K⊥1 ‖.
E assim, para qualquer T ∈ B(H,K),
‖p(T )‖ ≥ max
{
‖T |H⊥1 ‖, ‖T
∗|K⊥1 ‖
}
.
Existe uma interpretac¸a˜o simples da observac¸a˜o acima em termos das matrizes de operadores.
Um operador T ∈ B(H,K) pode ser visto como uma matriz
T =
 A C
B X

onde A : H⊥1 → K⊥1 , B : H⊥1 → K1 , C : H1 → K⊥1 e X : H1 → K1. Enta˜o ‖p(T )‖ =
inf
{
‖T + X‖ : X ∈ B(H1,K1)
}
e como X varia em B(H1,K1), ‖T |H⊥1 ‖ e´ a norma da primeira
coluna de T e ‖T ∗|K⊥1 ‖ e´ a norma da primeira linha de T .
Faremos algumas considerac¸o˜es sobre a decomposic¸a˜o polar de um operador T ∈ B(H,K) que
e´ dada por T = US , onde S e´ um operador positivo (a saber, S = (T ∗T )
1
2 ) e U : H → K e´ uma
isometria parcial e do seu operador adjunto T ∗ que e´ dada por T ∗ = V (TT ∗)
1
2 . Desta forma temos
que T ∗ = V (TT ∗)
1
2 ⇒ T = (TT ∗) 12V ∗, e portanto T = (TT ∗) 12V ∗ = V ∗(V (TT ∗) 12V ∗) (a u´ltima
igualdade ocorre pois V ∗V projeta a imagem do operador (TT ∗)
1
2V ∗ no espac¸o em que a mesma se
encontra ). De posse destas informac¸o˜es vamos demonstrar o seguinte resultado.
Proposic¸a˜o 3.1 Seja T um operador limitado, cuja decomposic¸a˜o polar (e de seu adjunto) e´ da
forma acima, enta˜o valem as seguintes afirmac¸o˜es:
(i) se T = U(T ∗T )
1
2 enta˜o U = V ∗ e (T ∗T )
1
2 = U∗(TT ∗)
1
2U , donde resulta que T = U(T ∗T )
1
2 =
(TT ∗)
1
2U .
(ii) para qualquer f ∈ C([0, ‖T‖2]), temos que Uf(T ∗T ) = f(TT ∗)U .
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Demonstrac¸a˜o: (i) Este resultado segue da unicidade da decomposic¸a˜o polar (ver [18], pg:118). De
fato, para usarmos este resultado, basta mostrar que Ker(V ∗) = Ker(V (TT ∗)
1
2V ∗).
Como T = V ∗(V (TT ∗)
1
2V ∗) temos que
Ker(V ∗) = Ker(T ) = Ker(V ∗(V (TT ∗)
1
2V ∗))
⊇ Ker(V (TT ∗) 12V ∗)) ⊇ Ker(V ∗)
⇒ Ker(V (TT ∗) 12V ∗)) = Ker(V ∗)
(note que as incluso˜es seguem do fato que Ker(A ◦ B) ⊇ Ker(B)). Assim, U = V ∗ e (T ∗T ) 12 =
U∗(TT ∗)
1
2U , donde resulta que U(T ∗T )
1
2 = UU∗(TT ∗)
1
2U ⇒ U(T ∗T ) 12 = (TT ∗) 12U . O que conclui
a prova deste caso.
(ii) Para mostrar esta afirmac¸a˜o, consideremos inicialmente a func¸a˜o f pertencendo ao conjunto
dos polinoˆmios.
Tomando f(t) = tn, n ≥ 0 temos
Uf(T ∗T ) = U(T ∗T )n = U (T ∗T ) · · · (T ∗T )︸ ︷︷ ︸
n vezes
=(i) (TT ∗)
1
2U(T ∗T )
1
2 (T ∗T )n−1
= (TT ∗)nU = f(TT ∗)U.
E´ fa´cil ver que isto vale para qualquer polinoˆmio e assim, como o conjunto dos polinoˆmios e´ denso
em C([0, ‖T‖2]) temos pelo teorema da aproximac¸a˜o de Weierstrass, que toda func¸a˜o em C([0, ‖T‖2])
pode ser aproximada por polinoˆmios e assim podemos concluir que Uf(T ∗T ) = f(TT ∗)U para toda
f ∈ C([0, ‖T‖2]).

Lema 3.1 Seja T =
 A B
C D
 onde T : H0 ⊕ H1 → K0 ⊕ K1. Se Im
( A
C

)
e´ ortogonal a`
Im
( B
D

)
enta˜o ‖T‖ ≤ max
{∥∥∥∥∥
 A
C

∥∥∥∥∥,
∥∥∥∥∥
 B
D

∥∥∥∥∥
}
Demonstrac¸a˜o: Suponha que Im
( A
C

)
e´ ortogonal a` Im
( B
D

)
. Seja x ∈ H0⊕H1 ⇒ x =
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x0 + x1, x0 ∈ H0, x1 ∈ H1. Considere ainda T0 = T |H0 e T1 = T |H1 . Assim temos que
‖Tx‖2 = ‖Tx0 + Tx1‖2 = ‖Tx0‖2 + ‖Tx1‖2
= ‖T0x0‖2 + ‖T1x1‖2
≤ ‖T0‖2‖x0‖2 + ‖T1‖2‖x1‖2
≤ (max{‖T0‖, ‖T1‖})2(‖x0‖2 + ‖x1‖2)
≤ (max{‖T0‖, ‖T1‖})2‖x‖2.
(Note que a segunda igualdade segue do fato dos vetores Tx0 e Tx1 serem ortogonais.)
Donde segue nosso resultado.

Considere agora H0 = H⊥1 e K0 = K
⊥
1 . Sendo T : H → K escreva A = PK0T |H0 , B =
PK1T |H0 , C = PK0T |H1 . Para qualquer X ∈ B(H1,K1) defina MX como o operador de H =
H0⊕H1 em K = K0⊕K1, cuja matriz com relac¸a˜o a` decomposic¸a˜o na soma direta indicada e´ dada
por:
MX =
 A C
B X
 .
Enta˜o como X varia em B(H1,K1), MX varia em T + B(H1,K1) = {Y : Y = T + V, V ∈
B(H1,K1)}.
Lema 3.2 Se T e´ uma contrac¸a˜o e T |H0 : H0 → T (H0) uma isometria enta˜o Im(T |H1) e´ ortogonal
a` Im(T |H0).
Demonstrac¸a˜o: Seja ξ1 ∈ H1 queremos mostrar que T (ξ1) ⊥ T (H0). Como T e´ uma contrac¸a˜o:
‖T (ξ1 + ξ0)‖ = ‖T (ξ1) + T (ξ0)‖ ≤ ‖ξ1 + ξ0‖,
onde ξ1 ∈ H1 e ξ0 ∈ H0.
Note que
‖T (ξ1) + T (ξ0)‖2 = ‖T (ξ1)‖2 + 2Re〈T (ξ1), T (ξ0)〉+ ‖T (ξ0)‖2.
Assim
‖T (ξ1)‖2 + 2Re〈T (ξ1), T (ξ0)〉+ ‖T (ξ0)‖2 ≤ ‖ξ1 + ξ0‖2 ≤ ‖ξ1‖2 + ‖ξ0‖2
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⇒ ‖T (ξ1)‖2 + 2Re〈T (ξ1), T (ξ0)〉 ≤ ‖ξ1‖2, ∀ξ0 ∈ H0,
logo, ao considerarmos λξ0 no lugar de ξ0 , ainda teremos que
‖T (ξ1)‖2 + λ2Re〈T (ξ1), T (ξ0)〉 ≤ ‖ξ1‖2
⇒ Re〈T (ξ1), T (ξ0)〉 = 0.
Note ainda que para λ = −i temos
0 = Re〈T (ξ1), T (−iξ0)〉 = iRe〈T (ξ1), T (ξ0)〉 = Im〈T (ξ1), T (ξ0)〉.
Portanto,
T (ξ1) ⊥ T (ξ0) , ∀ξ1 ∈ H1 e ξ ∈ H0
⇒ T (H1) ⊥ T (H0).

Teorema 3.1 Para qualquer T ∈ B(H,K), ‖p(T )‖ = max
{
‖T |H0‖, ‖T ∗|K0‖
}
. E ainda, existem
sequ¨eˆncias de nu´meros reais {cn} e {dn} tais que o limite fraco X = lim
n→∞−cnB(I − dnA
∗A)−1A∗C
existe e satisfaz ‖MX‖ = ‖p(T )‖.
Demonstrac¸a˜o: Note que a desigualdade
‖p(T )‖ ≥ max{‖T |H0‖, ‖T ∗|K0‖}
e´ trivial uma vez que
‖p(T )‖ = inf
{
‖T +X‖ : X ∈ B(H1,K1)
}
≥ inf
{
‖(T +X)|H0‖ : X ∈ B(H1,K1)
}
= ‖T |H0‖.
Similarmente, aplicando para T ∗ obtemos que
‖p(T )‖ = inf
{
‖T +X‖ : X ∈ B(H1,K1)
}
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= inf
{
‖(T +X)∗‖ : X ∈ B(H1,K1)
}
= inf
{
‖T ∗ +X∗‖ : X∗ ∈ B(K1,H1)
}
≥ inf
{
‖(T ∗ +X∗)|K0‖ : X∗ ∈ B(K1,H1)
}
= ‖T ∗|K0‖.
‖p(T )‖ ≥ ‖T ∗|K0‖.
E assim, para qualquer T ∈ B(H,K),
‖p(T )‖ ≥ max
{
‖T |H0‖, ‖T ∗|K0‖
}
.
Tambe´m, substituindo T por um mu´ltiplo escalar dele mesmo, e´ suficiente mostrar que se tanto
‖T |H0‖ quanto ‖T ∗|K0‖ na˜o excedem 1, enta˜o existe um X da forma acima tal que ‖MX‖ = 1.
Observe que, da igualdade ‖S‖2 = ‖S∗S‖, segue
‖T |H0‖2 =
∥∥∥∥∥
 A
B

∥∥∥∥∥
2
=
∥∥∥∥∥
 A
B

∗  A
B

∥∥∥∥∥
=
∥∥∥∥∥
[
A∗ B∗
] A
B

∥∥∥∥∥= ‖A∗A+B∗B‖
e
‖T ∗|K0‖2 =
∥∥∥∥∥
 A∗
C∗

∥∥∥∥∥
2
=
∥∥∥∥∥
 A∗
C∗

∗  A∗
C∗

∥∥∥∥∥
=
∥∥∥∥∥
[
A C
] A∗
C∗

∥∥∥∥∥= ‖AA∗ + CC∗‖.
Vamos dividir a prova em dois casos:
Caso 1: A∗A + B∗B = IH0 e AA
∗ + CC∗ = IK0 (estamos supondo aqui que ‖T |H0‖ = 1 e
‖T ∗|K0‖ = 1).
Seja A = UA(A∗A)
1
2 , B = UB(B∗B)
1
2 e C = UC(C∗C)
1
2 a decomposic¸a˜o polar de A, B
e C, respectivamente. Primeiramente vamos mostrar que ‖MX‖ = 1, onde X e´ definido como
X = −UBA∗UC . (A motivac¸a˜o para esta escolha de X segue do fato da primeira coluna, T |H0 , de
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MX ser uma isometria, pois (T |H0)∗(T |H0) = (A∗A + B∗B) = IH0 por hipo´tese, e disto segue que
se MX e´ uma contrac¸a˜o, enta˜o a imagem da primeira coluna T |H0 deve ser ortogonal a` imagem da
segunda, T |H1 . Isto e´, devemos ter ∀u ∈ H0, v ∈ H1, (Au,Cv) + (Bu,Xv) = 0, que e´ equivalente
a` A∗C + B∗X = 0. Esta u´ltima equac¸a˜o sugere a definic¸a˜o de X = −(B∗)−1A∗C, caso B seja
invers´ıvel e assim:
(B∗)−1A∗C = [((B∗B)
1
2U∗B)]
−1(A∗A)
1
2U∗AUC(C
∗C)
1
2
= (U∗B)
−1[(B∗B)
1
2 ]−1(A∗A)
1
2U∗A(CC
∗)
1
2UC
= UB [(B∗B)
1
2 ]−1(A∗A)
1
2U∗A(I −AA∗)
1
2UC = (†)
((U∗B)
−1 = UB pois UB = UBU∗BUBe como B e´ invers´ıvel temos que UB e´ invers´ıvel e assim I =
UBU
∗
B ⇒ U∗B = U−1B )
(†) = UB [(I −A∗A) 12 ]−1(A∗A) 12 (I −A∗A) 12U∗AUC
= UB(A∗A)
1
2U∗AUC
= UBA∗UC
⇒ (B∗)−1A∗C = UBA∗UC
Aqui e daqui por diante usaremos repetidamente os fatos (i) e (ii) da proposic¸a˜o (3.1).)
Agora,
B∗X = B∗(−UBA∗UC) = −(B∗B) 12U∗BUBA∗UC
= −(B∗B) 12A∗UC ,
pois U∗BUB e´ a projec¸a˜o no Im(B∗) = (Ker(B
∗B)
1
2 )⊥.
Assim
B∗X = −(B∗B) 12A∗UC = −(I −A∗A) 12 (A∗A) 12U∗AUC
= −(A∗A) 12 (I −A∗A) 12U∗AUC
=(‡) −(A∗A) 12U∗A(I −AA∗)
1
2UC
= −(A∗A) 12U∗A(CC∗)
1
2UC
= −A∗UC(C∗C) 12
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= −A∗C,
Em (‡) usamos a proposic¸a˜o (3.1), com f(A∗A) = (I −A∗A) 12 ⇒ f(A∗A)U∗A = U∗Af(A∗A).
O fato de B∗X = −A∗C mostra que com esta escolha de X, a imagem de MX |H0 e´ de fato
ortogonal a` imagem de MX |H1 .
Dado isto, segue pelo lema (3.1) que ‖MX‖ ≤ 1 se e somente se tanto ‖MX |H0‖ ≤ 1 (o que
e´ verdade pois ‖MX |H0‖2 = ‖A∗A + B∗B‖ = ‖I‖ = 1) quanto ‖MX |H1‖ ≤ 1. Agora, note que
‖MX |H1‖2 = ‖C∗C +X∗X‖ e :
C∗C +X∗X = [UC(C∗C)
1
2 ]∗[UC(C∗C)
1
2 ] +X∗X
= [(CC∗)
1
2UC ]∗[(CC∗)
1
2UC ] + U∗CAU
∗
BUB︸ ︷︷ ︸
≤I
A∗UC
≤ U∗C(CC∗)
1
2 (CC∗)
1
2UC + U∗CAA
∗UC
= U∗C(CC
∗)UC + U∗CAA
∗UC
= U∗C(CC
∗ +AA∗)UC
= U∗CIUC
= U∗CUC
≤ I,
donde, ‖MX |H1‖ ≤ 1, temos que ‖MX‖ ≤ 1.(
Observe que
MX =
 A C
B D
+
 0 0
0 Y
 =
 A C
B D + Y
 =
 A C
B X
 .
)
Portanto,
‖p(T )‖ ≤ ‖T + Y ‖ = ‖MX‖ ≤ 1 = max{‖T |H0‖, ‖T ∗|K0‖}.
Caso 2: A∗A+B∗B ≤ IH0 e AA∗ + CC∗ ≤ IK0 . Sejam,
K2 = [Im(IH0 −A∗A−B∗B) 12 ]
H2 = [Im(IK0 −AA∗ − CC∗) 12 ]
H
′
1 = H1 ⊕H2
K
′
1 = K1 ⊕K2.
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Defina,
B
′
:= B ⊕ (IH0 −A∗A−B∗B)
1
2 ) : H0 → K ′1 e
C
′
: H
′
1 → K0
como o operador cujo adjunto e´
C
′∗ = C∗ ⊕ (IK0 −AA∗ − CC∗)
1
2 : K0 → H ′1.
Enta˜o:
A∗A+B
′∗B
′
= IH0
AA∗ + C
′
C
′∗ = IK0 ,
pois
A∗A+B
′∗B
′
= A∗A+B∗BI −A∗A−B∗B = I
uma vez que
B
′∗ =
[
B∗ IH0 −A∗A−B∗B)
1
2
]
⇒ B′∗B′ =
[
B∗ (IH0 −A∗A−B∗B)
1
2
] B
(IH0 −A∗A−B∗B)
1
2

= B∗B + (IH0 −A∗A−B∗B) = IH0 −A∗A.
Analogamente obtemos que AA∗+C
′
C
′∗ = IK0 . E assim pelo que ja´ foi provado no caso 1, existe
um operador Y : H
′
1 → K
′
1 tal que o operador NY : H0 ⊕H
′
1 → K0 ⊕K
′
1, definido pela matriz
NY =
 A C
′
B
′
Y

satisfaz ‖NY ‖ = 1. Observe que o operador NY pode ser representado por uma matriz 3 x 3 com
relac¸a˜o a` decomposic¸a˜o em soma direta H0 ⊕H1 ⊕H2 e K0 ⊕K1 ⊕K2,
NY =

A C (IK0 −AA∗ − CC∗)
1
2
B Y1 Y3
(IH0 −A∗A−B∗B)
1
2 Y2 Y4

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onde Y =
 Y1 Y3
Y2 Y4
 e´ a matriz que representa Y com relac¸a˜o a` decomposic¸a˜o em soma direta
H
′
1 = H1 ⊕H2 e K
′
1 = K1 ⊕K2.
Como ‖NY ‖ ≤ 1 e´ o´bvio que a norma da submatriz
 A C
B Y1
 na˜o excede 1 e portanto encon-
tramos um operador X = Y1 tal que ‖MX‖ ≤ 1.
Finalmente, mostremos que se Y e´ definido por Y = −UB′A∗UC′ e se ‖A‖ < 1 enta˜o X = Y1
e´ dado pela fo´rmula expl´ıcita X = −B(I − A∗A)−1A∗C e quando ‖A‖ = 1, X e´ o limite fraco de
uma sequ¨eˆncia de operadores correspondendo a` substituic¸a˜o de A por cA com 0 < c < 1.
Assuma que ‖A‖ < 1. Como C ′C ′∗ = IK0 − AA∗, temos que C
′
C
′∗ e´ invers´ıvel
(pois ‖C ′C ′∗‖ = ‖IK0−AA∗‖ ≥ ‖IK0‖−‖AA∗‖ = 1−‖A‖2 > 1−1 = 0 ⇒ ∃a > 0 tal que ‖C
′
C
′∗‖ >
a) e ainda
UC′ |H1 = (C
′
C
′∗)−
1
2 (C
′
C
′∗)
1
2UC′ |H1
= (C
′
C
′∗)−
1
2UC′ (C
′∗C
′
)
1
2 |H1
= (C
′
C
′∗)−
1
2C
′ |H1
= (C
′
C
′∗)−
1
2C
= (IK0 −AA∗)−
1
2C,
e se P denota a projec¸a˜o de K0 ⊕K ′1 em K0 ⊕K1,
PU
′
BA
∗ = PB
′
(B
′∗B)−
1
2A∗
= PB
′
(IH0 −A∗A)−
1
2A∗
= B(IH0 −A∗A)−
1
2A∗.
Assim,
X = PY |H1 = −PU
′
BA
∗U
′
C |H1
= −B(IH0 −A∗A)−
1
2A∗(IK0 −AA∗)−
1
2C.
Agora, note que
A∗(IK0 −AA∗)−
1
2 = (A∗A)
1
2U∗A(IK0 −AA∗)−
1
2
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= (A∗A)
1
2 (IH0 −A∗A)−
1
2U∗A
= (IH0 −A∗A)−
1
2 (A∗A)
1
2U∗A
= (IH0 −A∗A)−
1
2A∗,
observe que aqui usamos novamente a proposic¸a˜o (3.1) com A∗ no lugar de T e f(x) = (1− x)− 12 e
assim combinando estas duas equac¸o˜es obtemos
X = −B(I −A∗A)−1A∗C.
Finalmente, para tratar do caso em que ‖A‖ ≤ 1, seja 0 < c < 1 e Xc = −B(I − c2A∗A)−1A∗C.
Do que ja´ foi provado, cada matriz
 cA C
B Xc
 tem no ma´ximo norma 1, e da compacidade da bola
unita´ria de operadores na topologia fraca, existe uma sequ¨eˆncia 0 < c1 < c2 < ... < cn < ... −→ 1
tal que os operadores Xcn convergem fracamente para um operador X, donde
 A C
B X
 tem no
ma´ximo norma 1.
E assim fica provado que
‖p(T )‖ ≤ max
{
‖T |H0‖, ‖T ∗|K0‖
}
.
O que conclui nossa demonstrac¸a˜o.

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Cap´ıtulo 4
O Teorema de Nehari
4.1 Matrizes e Operadores de Hankel
Considere o espac¸o H2(S1) e o operador shift unilateral S.
Definic¸a˜o 4.1 Um operador de Hankel H : H2(S1)→ H2(S1) e´ um operador que satisfaz:
S∗H = HS.
Uma matriz de Hankel e´ uma matriz unilateral infinita (λn,m) = (an+m),n,m ≥ 0 cujas entradas
satisfazem:
λn,m = λn+1,m−1 ∀n,m ∈ N, m > 0.
Ou seja, uma matriz de Hankel e´ uma matriz cujas diagonais perpendiculares a` diagonal principal
sa˜o constantes, donde:
H =

a0 a1 a2 a3 · · ·
a1 a2 a3 a4 · · ·
...
...
...
...
 . (I)
Observac¸a˜o 4.1 A matriz que representa um operador de Hankel H e´ uma matriz de Hankel. De
fato, sejam λi,j as entradas da matriz que representa o operador de Hankel H. Assim,
λi,j = 〈Hej , ei〉 = 〈HSej−1, ei〉
= 〈S∗Hej−1, ei〉 = 〈Hej−1, Sei〉 = 〈Hej−1, ei+1〉
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= λi+1,j−1.
Portanto, a matriz que representa um operador de Hankel e´ uma matriz de Hankel.
Seja Mm = span{· · · e−2, e−1, e0, · · · , em}. Assim, se reordenarmos os elementos da base de
H2(S1), atrave´s de um operador unita´rio
U : H2(S1) →M0
en 7−→ e−n,
teremos que a matriz de Hankel H com relac¸a˜o a` esta base reordenada de H2(S1) e´ da seguinte forma
H =

...
...
...
...
a2 a3 a4 a5 · · ·
a1 a2 a3 a4 · · ·
a0 a1 a2 a3 · · ·

. (II)
Assim, U ◦H tem a forma dada em (II). Sendo assim, usaremos a caracterizac¸a˜o dada em (II)
quando nos referirmos a` uma matriz de Hankel.
Exemplo 4.1 Vejamos agora um exemplo de operador de Hankel.
Seja
Hϕ : H2(S1) → H2(S1)
f 7→ P (ϕ)(f ◦ conj)
onde ϕ e´ uma func¸a˜o fixa em L∞(S1), P denota a projec¸a˜o ortogonal de L2(S1) sobre H2(S1) e a
func¸a˜o conj e´ definida por
conj : S1 → S1
eiθ 7→ e−iθ.
Vamos verificar que Hϕ e´ um operador de Hankel. De fato, observando que
Hϕ(ej)(eiθ) = P (ϕ)(ej ◦ conj)(eiθ) = P (ϕ(eiθ)e−ijθ),
e que
ϕ(eiθ) =
∑
n∈Z
ϕ̂(n)einθ ( convergeˆncia na ‖.‖2)
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temos,
ϕ(eiθ)e−ijθ =
∑
n∈Z
ϕ̂(n)einθe−ijθ
=
∑
n∈Z
ϕ̂(n)ei(n−j)θ.(∗)
Fazendo m = n− j (n = j +m) temos que
(∗) =
∑
n∈Z
ϕ̂(m+ j)eimθ.
Donde,
Hϕ(ej)(eiθ) = P (ϕ(eiθ)e−ijθ) =
∑
n≥0
ϕ̂(m+ j)eimθ.
Portanto,
〈Hϕ(ej), ek〉 = ϕ̂(j + k),
o que mostra que o operador Hϕ e´ um operador de Hankel.
Teorema 4.1 (Teorema de Nehari) Seja H : H2(S1) → H2(S1) um operador limitado tal que
sua matriz e´ uma matriz de Hankel como em (II). Enta˜o existe ϕ ∈ L∞(S1) tal que ‖H‖ = ‖ϕ‖∞ e
ϕ̂(n) = λn,0, ∀n ≥ 0.
Demonstrac¸a˜o: Seja H a matriz de Hankel que representa o operador limitado H. Vamos usar a
matriz H na forma (II). Queremos mostrar a existeˆncia de uma func¸a˜o ϕ mensura´vel e limitada que
satisfac¸a as propriedades acima. Para tal, vamos construir um operador H˜ : H2(S1) → L2(S1) com
matriz, na base canoˆnica reordenada, por U , na forma Hankel, ou seja, que as diagonais paralelas a
diagonal principal sa˜o constantes.
H˜ =

...
...
...
...
a1 a2 a3 a4 · · ·
a0 a1 a2 a3 · · ·
a−1 a0 a1 a2 · · ·
...
...
...
...

.
Observe que a matriz H˜ pode ser vista como uma matriz de blocos, da seguinte forma:
H˜ =
 H
T
 ,
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onde T e´ uma matriz de Toeplitz dada por:
T =

a0 a1 a2 a3 · · ·
a−1 a0 a1 a2 · · ·
a−2 a−1 a0 a1 · · ·
...
...
...
...

,
e assim teremos pelo teorema (2.2), a existeˆncia de uma ϕ ∈ L∞(S1) tal que ϕ̂(n) = an, ∀n ≥ 0.
Sendo assim, vamos a` construc¸a˜o de H˜. Primeiramente vamos construir um operador H1 :
H2(S1)→M1 cuja matriz que representa este operador tem a seguinte forma:
H1 =

...
...
...
...
a2 a3 a4 a5 · · ·
a1 a2 a3 a4 · · ·
a0 a1 a2 a3 · · ·
a−1 a0 a1 a2 · · ·

e que satisfaz ‖H1‖ = ‖H‖.
E´ claro que a construc¸a˜o deste operador envolve somente a escolha de a−1. E para esta escolha,
vamos usar o teorema (3.1) escrevendo:
H1 =
 A B
X1 C
 ,
onde
A =

...
a2
a1
a0

, B =

...
...
... · · ·
a3 a4 a5 · · ·
a2 a3 a4 · · ·
a1 a2 a3 · · ·

, C =
[
a0 a1 a2 a3 · · ·
]
e X1 =
[
a−1
]
.
Note que as submatrizes
[
A B
]
e
 B
C
 tem a mesma norma que a matriz H, uma vez que
estas matrizes sa˜o da forma UHV onde U e V sa˜o isometrias e portanto teˆm norma 1. E assim,
pelo teorema (3.1), existe X1 =
[
a−1
]
tal que ‖H1‖ = ‖H‖, donde X1 e´ dado pelo limite fraco
indicado no mesmo teorema.
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Suponha agora que existaHk−1 : H2(S1)→Mk−1 tal que ‖Hk−1‖ = ‖H‖ e ale´m disso as entradas
matriz Hk−1 coincidem com as entradas da matriz H, em parte (conforme a ilustrac¸a˜o abaixo) e sa˜o
constantes ao longo das diagonais.
Hk−1 =

...
...
...
...
a2 a3 a4 a5 · · ·
a1 a2 a3 a4 · · ·
a0 a1 a2 a3 · · ·
a−1 a0 a1 a2 · · ·
a−2 a−1 a0 a1 · · ·
...
ak−1 ak−2 ak−3 ak−4 · · ·

Sendo assim, aplicando novamente o teorema (3.1) para o operador Hk : H2(S1) → Mk cuja
matriz que o representa e´ dada por:
Hk =
 A B
Xk C
 ,
onde
A =

...
a−1
a0
a1
...
ak−1

, B =

...
...
... · · ·
a0 a−1 a−2 · · ·
...
...
... · · ·
ak−3 ak−4 ak−5 · · ·
ak−2 ak−3 ak−4 · · ·

, C =
[
ak−1 ak−2 ak−3 ak−4 · · ·
]
e Xk =
[
ak
]
e assim ‖Hk‖ = ‖H‖. Donde segue que a sequ¨eˆncia de operadores {Hn} e´ uma
sequ¨eˆncia limitada, isto e´, Hn ∈ B(H2(S1), L2(S1)), ∀n ∈ N. Assim, pela compacidade da bola
unita´ria de operadores na topologia fraca, segue que existe uma subsequ¨eˆncia de {Hn}, a saber
{Hnl}, convergindo fracamente para um operador H˜. Para simplificar a notac¸a˜o, vamos denotar a
subsequ¨eˆncia por {Hn}
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Observe ainda que as entradas da matriz H˜ sa˜o dadas por:
〈H˜(ej), ei〉 = lim
n→∞〈Hn(ej), ei〉.
E como a matriz H˜ e´ da forma
H˜ =
 H
T
 ,
como acima, fica provada a existeˆncia da func¸a˜o ϕmensura´vel e limitada tal que ϕ̂(n) = an, ∀n ≥ 0.
Para finalizar, vamos mostrar que ‖H˜‖ = ‖ϕ‖∞. Para tal, sabendo que ‖H˜‖ = ‖H‖, por
construc¸a˜o, e que ‖T‖ = ‖ϕ‖∞, pelo teorema (2.2), basta mostrar que ‖H‖ = ‖T‖. De fato,
sabemos que a norma de uma matriz H˜ e´ dada por ‖H˜‖ = sup{‖H˜n‖}, para n ∈ N, onde H˜n denota
os blocos da matriz H˜, que conforme n cresce a matriz H˜n se aproxima da matriz H˜. Assim, como a
matriz T pode ser vista como um bloco da matriz H˜ temos que ‖T‖ ≤ ‖H˜‖ = ‖H‖. Por outro lado,
temos que ‖H˜n‖ = ‖Tn‖ ≤ ‖T‖, onde Tn e´ a pro´pria matriz H˜n deslocada diagonalmente para baixo,
e note a desigualdade ocorre do fato de que ‖T‖ = sup{‖Tn‖}. E como ‖H‖ = sup{‖Hn‖} ≤ ‖T‖
temos que: ‖H‖ = ‖T‖.
Portanto fica provado que ‖H˜‖ = ‖ϕ‖∞.

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Exemplo 4.2 (Matriz de Hilbert)
Considere H denotando a matriz de Hilbert, que e´ dada por
H =

1 12
1
3 · · ·
1
2
1
3
1
4 · · ·
1
3
1
4
1
5 · · ·
...
...
...
. . .

.
Note que esta matriz e´ uma matriz de Hankel, e desejamos encontrar uma func¸a˜o ϕ ∈ L∞(S1)
tal que os coeficientes de Fourier desta func¸a˜o, com ı´ndices na˜o negativos, sejam, exatamente, as
entradas da matriz de Hilbert H.
Considere a func¸a˜o ϕ(z) = 1iArg(z). Notando que ϕ ∈ L∞(S1) vamos calcular os coeficientes de
Fourier desta func¸a˜o.
ϕ̂(n) =
∫
S1
ϕ(z) · z−ndµ(z) = 1
2pi
∫ 2pi
0
1
i
Arg(eiθ) · e−inθdθ
=
1
2pii
∫ 2pi
0
θ · [cos(−nθ) + isen(−nθ)]dθ = i
2pii
· 2pi
n
=
1
n
.
Portanto, por um comenta´rio feito no in´ıcio deste cap´ıtulo, temos que H = Hϕ e assim podemos
concluir que a matriz de Hilbert H representa um operador cont´ınuo.
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Cap´ıtulo 5
O Teorema de Hartmann
Consideremos o operador de Hankel no espac¸o de Hardy H2(S1) ( conforme visto no cap´ıtulo
anterior) da seguinte forma:
Hϕ : H2(S1) → H2(S1)
f 7→ P (ϕ · f ◦ conj)
onde ϕ e´ uma func¸a˜o fixa em L∞(S1), P denota a projec¸a˜o ortogonal de L2(S1) sobre H2(S1) e a
func¸a˜o conj e´ definida por
conj : S1 → S1
eiθ 7→ e−iθ.
Vimos no cap´ıtulo anterior, que sendo S o shift unilateral em H2(S1), que e´ dado por S(f)(eiθ) =
eiθf(eiθ), Nehari provou que toda soluc¸a˜o limitada para a equac¸a˜o de operadores S∗H = HS e´ da
forma H = Hϕ onde ϕ ∈ L∞(S1) e tambe´m que ϕ pode ser escolhida de forma que ‖H‖ = ‖ϕ‖∞.
Nosso objetivo agora e´ provar que se H e´ um operador compacto que e´ representado por uma
matriz Hankel, enta˜o podemos escolher tal func¸a˜o ϕ em C(S1), onde este e´ exatamente o conteu´do
do teorema de Hartmann. Para isto usaremos o teorema de F. e M. Riesz (ver apeˆndice) e a
caracterizac¸a˜o de operadores Hankel dada por Nehari em (4.1).
Observac¸a˜o 5.1 Sabemos que para uma dada func¸a˜o f ∈ L1(S1) os coeficientes de Fourier de f
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sa˜o dados por
f̂(n) =
∫
S1
f(z) · z−ndλ(z), ∀n ∈ Z,
onde λ denota a medida de Lebesgue.
Seja µ uma medida finita Borel complexa em S1, enta˜o define-se a transformada de Fourier da
medida µ por
µ̂(n) =
∫
S1
z−ndµ(z), ∀n ∈ Z.
Sabendo que L1(S1) ⊂M(S1)( pois a cada f ∈ L1(S1) podemos associar uma medida f ·µ), onde
M(S1) denota o conjunto de todas as medidas finitas borelianas em S1. Assim, definindo
H1(S1) = {f ∈ L1(S1) : f̂(n) = 0 ∀n < 0}
teremos que para f ∈ H1(S1),
f̂(n) =
∫
S1
f(z) · z−ndλ(z) =
∫
S1
z−n · f(z)dλ(z) =
∫
S1
z−ndµ(z),
onde µ = f · λ.
Agora, de posse dessa observac¸a˜o e dos lemas a seguir, estamos aptos para demons-
trar o teorema de Hartmann.
Seja HB o espac¸o dos operadores Hankel limitados e HC denotando o espac¸o dos operadores
Hankel compactos.
Lema 5.1 O espac¸o de Banach HB e´ isomorfo ao segundo dual do espac¸o de Banach HC.
Demonstrac¸a˜o: Esta prova segue de um resultado abstrato de Gellar e Page [16].
Primeiramente, o problema e´ mostrar que todo operador Hankel e´ o limite na topologia fraca de
uma sequ¨eˆncia de operadores Hankel compactos e isso pode ser provado sem o conhecimento a priori
de quais operadores Hankel sa˜o compactos, e foi assim que Gellar e Page provaram isto. De fato,
do teorema 1 de [16], pg:437 ( ver A.4), temos que todo operador em HB e´ o limite fraco de uma
sequ¨eˆncia de operadores em HC . Assim, pelo teorema 2 de [16], pg:438 ( ver A.4), temos que HB e´
isomorfo ao segundo dual de HC .

40
Lema 5.2 Sejam X e Y espac¸os vetoriais normados, inc.canX : X → X∗∗, inc.canY : Y → Y ∗∗,A :
X → Y e B : X ∗∗ → Y∗∗ isometrias tais que B ◦ inc.canX . = inc.canY . ◦A
Se a imagem de B e´ Y∗∗, enta˜o a imagem de A e´ Y.
Demonstrac¸a˜o: Esta demonstrac¸a˜o e´ uma consequ¨eˆncia do teorema de Hahn-Banach e do fato que
um espac¸o normado e´ denso, na topologia fraca-estrela, no seu segundo dual.(Ver [2])

Defina
A0 = span{zn : n ≥ 1},
um subconjunto de L2(S1) e mostraremos que esta definic¸a˜o de A0 e´ equivalente a`
A0 = {ϕ ∈ C(S1) : ϕ̂(n) = 0, n ≤ 0}.
De fato, por um lado e´ fa´cil ver que A0 = span{zn : n ≥ 1} ⊆ {ϕ ∈ C(S1) : ϕ̂(n) = 0, n ≤ 0}. Por
outro lado, seja f ∈ {ϕ ∈ C(S1) : ϕ̂(n) = 0, n ≤ 0}, e objetivamos escrever f como um limite de
uma combinac¸a˜o linear dos elementos de {zn : n ≥ 1}, sendo assim, considere f̂(n), denotando os
coeficientes de Fourier da func¸a˜o f , e a se´rie de Fourier dessa func¸a˜o, que e´ dada por
∑
n∈Z
f̂(n)zn =
∑
n≥1
f̂(n)zn
, .
Considere ainda,
SM =
M∑
n=0
f̂(n)zn =
M∑
n=−M
f̂(n)zn ( pois f̂(n) = 0 ∀n ≤ 0.)
denotando a m-e´sima soma parcial da se´rie de Fourier acima.
Seja
CN =
S1 + S2 + · · ·+ SN
N
denotando a me´dia de Cesaro da se´rie de Fourier de f , como f ∈ C(S1) temos, pelo teorema da
convergeˆncia de Cesaro ( ver [6]), que CN → f uniformemente em S1 e assim, como cada SN e´ uma
combinac¸a˜o linear dos zn com n ≥ 1,temos que cada CN tambe´m e´ uma combinac¸a˜o linear de zn tais
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que n ≥ 1, e assim podemos concluir que f ∈ A0. Portanto, {ϕ ∈ C(S1) : ϕ̂(n) = 0, n ≤ 0} ⊆ A0,
donde
{ϕ ∈ C(S1) : ϕ̂(n) = 0, n ≤ 0} = A0.
Este conjunto A0, juntamente com os lemas anteriores, nos auxiliara´ na demonstrac¸a˜o do seguinte
resultado.
Teorema 5.1 (Teorema de Hartmann)Um operador H : H2(S1) → H2(S1) e´ representado por
uma matriz Hankel compacta se e somente se existe uma func¸a˜o ϕ ∈ C(S1) tal que H = Hϕ e
‖H‖ = ‖ϕ‖∞.
Demonstrac¸a˜o: Usando o teorema de F e M. Riesz e o teorema da representac¸a˜o de Riesz para
funcionais lineares limitados em C(S1), vamos mostrar que o espac¸o de Hardy H1(S1) e´ o espac¸o
dual de C(S1)/A0.
Seja ϕ : C(S1)→ C cont´ınua, enta˜o
ϕ |A0= 0 ⇔ ϕ(zn) = 0, ∀n ≥ 1.
Sabendo que
(C(S1)/A0)∗ ' {f ∈ C(S1)∗ : f | A0 = 0}
e notando que C(S1)∗ ' M(S1) ( onde M(S1) e´ o espac¸o das medidas complexas e finitas), temos
que
(C(S1)/A0)∗ = {µ ∈M(S1) : µ |A0= 0}.
Observe que
µ|A0 = 0 ⇔ µ(zn) = 0 ∀n ≥ 1 ⇒ 0 =
∫
S1
z−(−n)dµ(z) = µ̂(−n), ∀n ≥ 1.
Assim, pelo teorema de F e M. Riesz temos que µ e´ absolutamente cont´ınua com relac¸a˜o a` medida
de Lebesgue, donde segue que µ = f · λ para alguma f ∈ L1(S1).
Note ainda que
f̂(k) =
∫
S1
f(z) · z−kdλ(z) =
∫
S1
z−k · f(z)dλ(z)
=
∫
S1
z−kdµ(z) = µ̂(k),
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donde segue que µ̂(k) = f̂(k) = 0 ∀k ≤ −1. Portanto, f ∈ H1(S1). Logo µ ∈ H1(S1) ( pois
µ = f · λ, quando µ ∈ C(S1) e µ|A0 = 0).
Supondo agora que f ∈ H1(S1), ou seja, que f ∈ L1(S1) e f̂(n) = 0 ∀n < 0, e definindo a
medida µ como µ = f · λ, temos que µ ∈M(S1). Note que ∀ n < 0,
µ̂(n) =
∫
S1
z−ndµ(z) =
∫
S1
f(z) · z−ndλ(z) = f̂(n) = 0
⇒ µ|A0 = 0 ⇒ µ ∈ {µ ∈M(S1) : µ|A0 = 0} =
= {f ∈ C(S1)∗ : f |A0 = 0} = (C(S1)/A0)∗.
Portanto
(C(S1)/A0)∗ = {µ ∈ C(S1) : µ|A0 = 0} = H1(S1).
Sejam H∞(S1) o espac¸o de todas as func¸o˜es f ∈ L∞(S1) para as quais os coeficientes de Fourier
de ı´ndices negativos sa˜o nulos e H∞0 denotando a classe das func¸o˜es de H
∞(S1) tais que f̂(n) =
0 ∀n ≤ 0.
Nosso objetivo agora e´ mostrar que L∞(S1)/H∞0 e´ o dual de H1(S1) e para isto, primeiramente
vamos mostrar que H∞0 e´ o anulador de H
1(S1).
Lembre que o anulador de H1(S1), que denotaremos por An(H1(S1)), e´ definido como
An(H1(S1)) = {ϕ ∈ (L1(S1))∗ : ϕ(f) = 0, ∀f ∈ H1(S1)},
ou equivalentemente,
An(H1(S1)) = {g ∈ L∞(S1) :
∫
S1
g(z)f(z)dz = 0, ∀f ∈ H1(S1)}.
Assim, dada ϕ ∈ An(H1(S1)) temos que
ϕ ∈ L∞(S1) e
∫
S1
ϕ(z)f(z)dz = 0 ∀f ∈ H1(S1)
∴
∫
S1
ϕ(z)zndz = 0, ∀n ≥ 0 ( pois zn pertence a` H1(S1), n ≥ 0)
⇒ ϕ̂(−n) = 0, ∀n ≥ 0⇒ ϕ̂(n) = 0, ∀n ≤ 0⇒ ϕ ∈ H∞0 .
Portanto, An(H1(S1)) ⊆ H∞0 .
43
Suponhamos agora que ϕ ∈ H∞0 e mostremos que ϕ ∈ An(H1(S1)). Como ϕ ∈ H∞0 temos que
ϕ ∈ L∞(S1) e ϕ̂(n) = 0,∀n ≤ 0 ( pela definic¸a˜o de H∞0 ), donde
ϕ̂(−n) = 0 ∀n ≥ 0⇒
∫
S1
ϕ(z)zndz = 0, ∀n ≥ 0. (5.1)
Usaremos a equac¸a˜o (5.1) para mostrar que
∫
S1
ϕ(z)f(z)dz = 0, ∀f ∈ H1(S1). Para isto, e´
importante notar que qualquer func¸a˜o de H1(S1) pode ser escrita como o produto de duas func¸o˜es
de H2(S1) ( ver [15] , pg:34) , assim dada f ∈ H1(S1) existem g, h ∈ H2(S1) tais que f = g · h, onde
g(z) =
∑
k≥0
αkz
k e h(z) =
∑
l≥0
βlz
l. Dessa forma,
f(z) = g(z)h(z) =
∑
n=k+l≥0
γnz
n, γn = αk · βl,
uma vez que a se´rie acima converge na norma ‖.‖1. De fato, temos que
g(z) = lim
n→∞
n∑
k=0
αkz
k = lim
n→∞ gn(z)
h(z) lim
n→∞
n∑
l=0
βlz
l = lim
n→∞hn(z).
Agora vamos mostrar que, como fn(z) = (
n∑
k=0
αkz
k)(
n∑
l=0
βlz
l) =
n∑
p=k+l=0
γpz
p = gn(z)hn(z), fn → f
na norma ‖.‖1. De fato
‖fn − f‖1 = ‖gnhn − gh‖1 ≤ ‖gnhn − gnh‖1 + ‖gnh− gh‖1
= ‖gn(hn − h)‖1 + ‖(gn − g)h‖1
≤ ‖gn‖2︸ ︷︷ ︸
limitado
‖hn − h‖2 + ‖gn − g‖2‖h‖2 → 0
Donde
∫
S1
ϕ(z)f(z)dz =
∫
S1
ϕ(z)
∑
n≥0
γnz
ndz
=
∑
n≥0
γn
∫
S1
ϕ(z)zndz
︸ ︷︷ ︸
0
= 0.
Portanto, ϕ ∈ An(H1(S1)) e assim H∞0 ⊆ An(H1(S1)).
∴ H∞0 = An(H1(S1)).
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Agora podemos mostrar L∞(S1)/H∞0 e´ o dual de H1(S1). De fato, como L∞(S1) e´ o dual de
L1(S1) e H∞0 e´ o anulador de H1(S1), defina uma aplicac¸a˜o linear Λ por
Λ : (L1(S1))∗ → (H1(S1))∗
ϕ 7→ ϕ|H1(S1)
que e´ sobrejetora, pelo teorema de Hahn - Banach. A partir da´ı, definimos uma nova aplicac¸a˜o
Λ˜ : (L1(S1))∗/H∞0 → (H1(S1))∗
ϕ 7→ ϕ|H1(S1)
que e´ injetora , que tambe´m e´ sobrejetora ( caracter´ıstica herdada de Λ),e ale´m disso esta aplicac¸a˜o e´
uma isometria, de fato: tomando ϕ ∈ (L1(S1))∗/H∞0 , temos que Λ˜(ϕ) = ϕ ∈ H1(S1))∗. Estendendo
ϕ, por Hahn-Banach, a ψ em (L1(S1))∗ temos que
ψ ∈ (L1(S1))∗ e Λ˜(ψ) = ϕ = Λ˜(ϕ)⇒ ψ = ϕ,
(esta implicac¸a˜o vem do fato de Λ˜ ser injetora). Assim,
‖Λ˜(ϕ)‖ = ‖ϕ‖ = ‖ψ‖ ≥ ‖ψ‖ = ‖ϕ‖.
Por outro lado, seja h ∈ H∞0
‖Λ˜(ϕ)‖ = sup
f∈H1(S1)
‖(ϕ+ h)(f)‖ ≤ sup
f∈L1(S1)
‖(ϕ+ h)(f)‖ = ‖ϕ+ h‖
⇒ ‖Λ˜(ϕ)‖ ≤ inf
h∈H∞0
‖ϕ+ h‖ = ‖ϕ‖.
Portanto, ‖Λ˜(ϕ)‖ = ‖ϕ‖, o que mostra a isometria desejada.
Assim temos que (H1(S1))∗ = (L1(S1))∗/H∞0 = L∞(S1)/H∞0 . Temos assim que
(C(S1)/A0)∗∗ = (H1(S1))∗ = L∞(S1)/H∞0 . (5.2)
Defina agora
ψ : L∞(S1) → HB
ϕ 7→ Hϕ.
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Note que Ker(ψ) = H∞0 = {ϕ ∈ H∞(S1) : ϕ̂(n) = 0, ∀n ≤ 0}. Dessa forma, o teorema de
Nehari nos garante que a aplicac¸a˜o
ψ˜ : L∞(S1)/H∞0 → HB
ϕ+H∞0 7→ Hϕ,
e´ um isomorfismo isome´trico entre espac¸os de Banach. (Pois ψ˜ e´ um homomorfismo bijetor e a
isometria vem do fato que, dado um operador de Hankel Hϕ existe, pelo teorema de Nehari, uma
func¸a˜o ϕ1 ∈ L∞(S1) tal que Hϕ = Hϕ1 e ‖Hϕ‖ = ‖ϕ1‖, assim: como Hϕ = Hϕ1 temos que Hϕ−ϕ1 =
0 ⇒ ϕ−ϕ1 ∈ H∞0 ⇒ ϕ+H∞0 = ϕ1+H∞0 , donde ‖ϕ+H∞0 ‖ = ‖ϕ1+H∞0 ‖ ≤ ‖ϕ1‖ = ‖Hϕ‖.
Por outro lado, dada f ∈ H∞0 , temos que ‖Hϕ‖ = ‖Hϕ+f‖ ≤ ‖ϕ+ f‖ , e como ‖Hϕ‖ = ‖Hϕ1‖ =
‖ϕ1‖ temos que ‖Hϕ‖ independe de f , donde ‖Hϕ‖ ≤ inf{‖ϕ+ f‖ : f ∈ H∞0 } = ‖ϕ+H∞0 ‖ portanto,
‖Hϕ‖ = ‖ϕ+H∞0 ‖.)
A rec´ıproca do teorema de Hartmann , isto e´, Hϕ e´ compacto se ϕ e´ cont´ınua, segue do fato que
ao supormos ϕ cont´ınua temos que existe uma sequ¨eˆncia de polinoˆmios trigonome´tricos {ϕn} que
converge uniformemente para ϕ e neste caso
‖Hϕn −Hϕ‖ = ‖ϕn − ϕ‖ → 0,
donde Hϕn → Hϕ na topologia da norma. E assim, a compacidade de Hϕ segue do fato que Hϕ e´
o limite de uma sequ¨eˆncia de operadores de posto finito (a saber {Hn} ), ou seja, Hϕ = lim
n→∞Hϕn .
(Este resultado encontra-se no apeˆndice)
Consideremos agora θ denotando a restric¸a˜o de ψ para C(S1). Como Hϕ e´ compacto quando ϕ e´
cont´ınua, temos que θ leva C(S1) em HC . Vamos mostrar que Ker(θ) = A0. De fato
θ(ϕ) = 0 ⇔ Hϕ = 0⇔ a matriz de Hϕ = 0
⇔ ϕ̂(n) = 0, ∀n ≤ 0,
e assim
Portanto,
ϕ ∈ Ker(θ)⇔ ϕ̂(n) = 0, ∀n ≤ 0⇔ ϕ ∈ A0
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Assim, definindo
θ˜ : C(S1)/A0 → HC
ϕ+A0 7→ Hϕ,
temos que θ˜ e´ injetora (pois Ker(θ) = A0).
Temos que
inc.can : C(S1)/A0 → (C(S1)/A0)∗∗ = L∞(S1)/H∞0
θ˜ : C(S1)/A0 → HC
ψ˜(C(S1)/A0)∗∗ → (HC)∗∗
inc.can : HC → (HC)∗∗
donde inc.can ◦ θ˜ = ψ˜ ◦ inc.can lema 5.1, HB ' (HC)∗∗. Sabemos ainda que ψ˜ e´ uma isometria
e assim vamos mostrar que θ˜ tambe´m e´ uma isometria, pois uma vez provado isto, usaremos o
lema 5.2 para concluir que θ˜ e´ sobrejetora. De fato, sabemos pelo teorema de Hahn-Banach que a
aplicacac¸a˜o natural de C(S1)/A0 em (C(S1)/A0)∗∗ e´ uma isometria e como ψ˜ e a aplicac¸a˜o natural
de HC em(HC)∗∗ tambe´m o sa˜o temos que, para dada f ∈ C(S1)/A0
‖f‖ = ‖inc.can.(f)‖(C(S1)/A0)∗∗
= ‖ψ˜(inc.can.(f))‖(HC)∗∗
= ‖inc.can(θ˜(f))‖HC
= ‖θ˜(f)‖,
donde conclu´ımos que θ˜ e´ uma isometria. E portanto, pelo lema 5.2 temos que θ˜ e´ sobrejetora.
Sendo assim, θ˜ e´ um isomorfismo isome´trico entre os espac¸os de Banach C(S1)/A0 e HC . Portanto
um operador compacto H ∈ B(H2(S1) e´ representado por uma matriz de Hankel se e somente se
existe uma func¸a˜o cont´ınua no c´ırculo unita´rio complexo, tal que H = Hϕ.

Observac¸a˜o 5.2 Vimos no cap´ıtulo anterior, que a matriz de Hilbert e´ uma matriz de Hankel
limitada, pois conseguimos encontrar uma func¸a˜o ϕ ∈ L∞(S1) tal que seus coeficientes de Fourier
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de ı´ndices positivos sa˜o as entradas da linha zero da matriz de Hilbert. E´ bem sabido que a func¸a˜o
encontrada, a saber 1iArg(z) na˜o e´ cont´ınua em S
1, o que nos leva a seguinte questa˜o:
”Sera´ que podemos encontrar uma func¸a˜o em C(S1) tal que seus coeficientes de Fourier de ı´ndices
positivos sejam as entradas da primeira linha da matriz de Hilbert?”
A resposta e´ na˜o, pois a matriz de Hilbert na˜o e´ compacta. Provemos esta afirmac¸a˜o.
Considere H denotando a matriz de Hilbert e Hn uma submatriz n × n de H dada por
Hn =

1 12
1
3 · · · 1n
1
2
1
3
1
4 · · · 1n+1
1
3
1
4
1
5 · · · 1n+2
...
...
1
n · · · 12n−2

,
note que a matriz finita Hn pode ser vista como uma matriz infinita e para isto basta completar esta
matriz com zeros infinitamente na direita e para baixo.
Observe ainda que a matriz H −Hn conte´m uma submatriz n × n
Y =

1
2n+1
1
2n+2 · · · 13n
1
2n+2
...
1
3n · · · 14n−1

.
Se a matriz H fosse compacta ter´ıamos que lim
n→∞ ‖H −Hn‖ = 0.
Seja Q a matriz n × n onde toda entrada e´ 1n , isto e´,
Q =

1
n
1
n · · · 1n
1
n
...
1
n · · · 1n

.
Note ainda que a matriz Q e´ uma matriz que representa uma projec¸a˜o ortogonal, uma vez que
Q = Q∗ = Q2 ⇒ ‖Q‖ = 1.
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Tomando v = ( 1√
n
, · · · , 1√
n
) ∈ D(Q) temos ‖v‖ = 1 e Q(v) = v, assim
1
4
=
〈Qv, v〉
4
=
∑
i,j
Qij
4
vivj︸︷︷︸
≥0
. (∗∗)
Como cada entrada de Y e´ maior que as entradas de Q4 , temos que
(∗∗) ≤
∑
i,j
Yijvivj = 〈Y v, v〉
= |〈Y v, v〉| ≤ ‖Y v‖‖v‖ ≤ ‖Y ‖
e assim segue que
‖H −Hn‖ ≥ ‖Y ‖ ≥ ‖Q4 ‖ =
1
4
,
donde
lim
n→∞ ‖H −Hn‖ 6= 0,
e portanto H na˜o e´ compacta.
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Apeˆndice
Neste apeˆndice trataremos de algumas definic¸o˜es e resultados importantes, que por serem cla´ssicos,
omitiremos suas demonstrac¸o˜es.
A.1 Teoria da Medida
Medida Regular
Sejam β ⊂ P (X) uma σ-a´lgebra de um espac¸o topolo´gico X e µ : β → [0,+∞] uma medida
(finitamente aditiva). A medida µ e´ dita regular se ∀E ∈ β vale:
(1) µ(E) = inf{µ(A) : A ∈ β e A e´ um aberto que conte´m E}
(2) µ(E) = sup{µ(K) : K ∈ β e K e´ um compacto contido em E}.
Medidas Absolutamente Cont´ınuas
Seja (X,β, µ) um espac¸o de medida e ν : β → C uma medida complexa ou medida com sinal,
enta˜o ν e´ dita absolutamente cont´ınua com respeito a ν (notac¸a˜o: ν  µ) se para todo E ∈ β com
µ(E) = 0, temos ν(E) = 0.
Medida σ-finita
Dado um espac¸o de medida (X,β, µ), a medida µ e´ dita σ-finita se existem En ∈ β, ∀n ∈ N
tais que µ(En) < +∞, ∀n ∈ N e
∞⋃
n=1
En = X.
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Lema de Urysohn
Lema A.3 Suponha que A e B sa˜o subconjuntos fechados de um espac¸o de normal X e A∩B = ∅;
enta˜o existe uma func¸a˜o cont´ınua ξ : X → [0, 1] tal que
ξ(x) =

0, se x ∈ A
1, se x ∈ B
Demonstrac¸a˜o: (Ver [18] pg: 207)
Densidade de C(X)
Seja CC(X) o conjunto das func¸o˜es cont´ınuas com suporte compacto.
Teorema A.2 Seja X um espac¸o me´trico localmente compacto e µ uma medida boreliana regular
σ-finita (ou mais simplesmente, tal que todo conjunto unita´rio de X tenha medida finita). Enta˜o
CC(X) e´ denso em Lp(X); 1 ≤ p ≤ +∞
Demonstrac¸a˜o: (Ver [1] pg:131)
Observac¸a˜o A.3 Como CC(S1) = C(S1), segue que conjunto C(S1) e´ denso em L2(S1).
A.2 Ana´lise Funcional
Operador Linear
Um Operador Linear T e´ um operador tal que:
(1) o domı´nio D(T ) e a imagem R(T ) sa˜o espac¸os vetoriais sobre um mesmo corpo;
(2) ∀x, y ∈ D(T ) e escalares α,
T (x+ y) = Tx+ Ty
T (αx) = αTx.
Operador Limitado
Sejam X e Y espac¸os normados e T : X → Y um operador linear. O operador T e´ dito limitado
se ∃c > 0, c ∈ R tal que ∀x ∈ X, ‖Tx‖ ≤ c‖x‖.
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Teorema de Continuidade e Limitac¸a˜o
Teorema A.3 Seja T : D(T )→ Y um operador linear, onde D ⊂ X e X e Y sa˜o espac¸os normados.
Enta˜o:
T e´ cont´ınuo ⇔ T e´ limitado.
Demonstrac¸a˜o: (veja [2] pg: 97)
Teorema da Representac¸a˜o de Riesz
Teorema A.4 Seja X um espac¸o compacto Hausdorff, e β denotando a σ- a´lgebra Borel.
(1) Seja µ : β → [0,+∞) uma medida finita, enta˜o a equac¸a˜o:
ϕµ(f) =
∫
X
fdµ, f ∈ C(X)
define um funcional linear limitado ϕµ ∈ C(X)∗, o qual e´ positivo, isto e´, f ≥ 0⇒ ϕµ(f) ≥ 0.
(2) Reciprocamente, se ϕ ∈ C(X)∗ e´ um funcional linear limitado o qual e´ positivo, enta˜o existe
uma u´nica medida finita µ : β → [0,+∞) tal que ϕ = ϕµ.
Demonstrac¸a˜o: (Ver [18] pg:235)
Teorema de Isomorfismo
Teorema A.5 Seja X um espac¸o compacto e Hausdorff. Enta˜o a equac¸a˜o:
ϕµ(f) =
∫
X
fdµ, f ∈ C,
define um isomorfismo isome´trico entre os espac¸os de Banach M(X) (o espac¸o de todas as medidas
complexas finitas) e C(X)∗ dado por µ 7→ ϕµ.
Demonstrac¸a˜o: (ver [18] pg: 236)
Teorema de F e M.Riesz
Teorema A.6 Toda medida Borel complexa no c´ırculo unita´rio, cujos coeficientes de Fourier com
ı´ndices negativos sa˜o nulos, e´ absolutamente cont´ınua com relac¸a˜o a` medida de Lebesgue.
Demonstrac¸a˜o: (Ver [20] pg: 369)
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Teorema de Stone-Weierstrass
Teorema A.7 (1) (Versa˜o Real) Seja X um espac¸o compacto e Hausdorff; seja A uma sub-a´lgebra
da a´lgebra de Banach real CR(X) (i.e, o conjunto da func¸o˜es cont´ınuas de X em R); suponha que A
satisfaz as seguintes condic¸o˜es:
(i) A conte´m as func¸o˜es constantes; e
(ii) A separa pontos em X.
Enta˜o, A e´ densa em CR(X).
(2) (Versa˜o Complexa) Seja X como acima, e suponha que A e´ uma sub-a´lgebra auto-adjunta de
C(X) ( i.e, A = A∗, e A∗ = {a∗ : a ∈ A}, [5] ) satisfazendo as condic¸o˜es (i) e (ii) acima. Enta˜o, A
e´ densa em C(X).
Demonstrac¸a˜o: (Ver [18] pg:234)
A.3 Operadores Compactos
Operador Linear compacto
Sejam X e Y normados. Um operador T : X → Y e´ dito compacto (ou completamente cont´ınuo)
se T e´ linear e se para qualquer subconjunto limitado M de X, a imagem T (M) e´ relativamente
compacta, isto e´, T (M) e´ compacto.
Crite´rio de Compacidade
Teorema A.8 Sejam X e Y espac¸os normados e T : X → Y um operador linear. Enta˜o T e´
compacto se e somente se leva sequ¨eˆncias limitadas {xn} em X em sequ¨eˆncias {T (xn)} em Y que
possuem uma subsequ¨eˆncia convergente.
Demonstrac¸a˜o: (Ver [2] pg:407)
Domı´nio ou Imagem de Dimensa˜o Finita
Teorema A.9 Sejam X e Y espac¸os normados e T : X → Y um operador linear. Enta˜o:
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(1) Se T e´ limitado e dim(T (X)) <∞, enta˜o o operador T e´ compacto.
(2) Se dimX <∞, enta˜o o operador T e´ compacto.
Demonstrac¸a˜o: (Ver [2] pg:407)
Sequ¨eˆncia de Operadores Lineares Compactos
Teorema A.10 Seja {Tn} uma sequ¨eˆncia de operadores lineares compactos de um espac¸o normado
X sobre um espac¸o de Banach Y . Se {Tn} e´ uniformemente convergente, (‖Tn − T‖ → 0) enta˜o o
operador limite T e´ compacto.
Demonstrac¸a˜o: (Ver [2] pg:408)
Convergeˆncia Fraca
Teorema A.11 Sejam X e Y espac¸os normados e T : X → Y um operador linear compacto.
Suponha que {xn} em X e´ tal que xn →w x, ou seja converge fracamente. Enta˜o {T (xn)} converge
fortemente em Y e seu limite e´ Tx.
Demonstrac¸a˜o: (Ver [2] pg:410)
Operadores Compactos como Limite de Operadores de Posto Finito
Teorema A.12 Seja Y um espac¸o de Banach e Tn : X → Y, n ≥ 1, operadores de posto finito. Se
{Tn} e´ uniformemente convergente enta˜o o operador limite T e´ compacto.
Demonstrac¸a˜o: Temos por hipo´tese que os {Tn}′s sa˜o limitados, ou seja, a imagem de cada Tn tem
dimensa˜o finita. Temos ainda que {Tn} converge na topologia da norma, donde segue que cada Tn
e´ limitado, uma vez que toda sequ¨eˆncia convergente e´ limitada.
Assim, pelo teorema (A.9) temos que cada Tn e´ compacto, e assim estamos nas hipo´teses do
teorema (A.10) e portanto o operador limite e´ compacto.

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A.4 Resultados Extras
Teorema 1 de ([16])
Sejam T1 e T2 operadores limitados em um espac¸o de Hilbert H. Enta˜o o espac¸o dos operadores
limitadosX emH tais queXT1 = T2X, ondeX e´ soluc¸a˜o desta equac¸a˜o, (denotaremos por T (T1, T2))
e´ isometricamente isomorfo ao segundo dual de sua parte compacta, que proveˆm de que cada operador
em T (T1, T2) e´ o limite, na topologia fraca de operadores, de uma sequ¨eˆncia de operadores compactos
em T (T1, T2).
(A demonstrac¸a˜o deste resultado encontra-se em ([16]), pg:437)
Teorema 2 de ([16])
Seja S o shift unilateral S+ a inversa a` esquerda de S, que leva e0 no zero. Enta˜o T (S, S+) e´
isomorfo a C(S, S+)∗∗, que denota a parte compacta de T (S, S+).
(A demonstrac¸a˜o deste resultado encontra-se em ([16]), pg:437)
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