Enhancing the effectiveness of automatic speech recognition by Zelinka, Petr
 ZVYŠOVÁNÍ ÚČINNOSTI STROJOVÉHO 
ROZPOZNÁVÁNNÍ ŘEČI 
ENHANCING THE EFFECTIVENESS OF AUTOMATIC SPEECH RECOGNITION 
DISERTAČNÍ PRÁCE 
DISSERTATION THESIS 
AUTOR PRÁCE Ing. Petr Zelinka 
AUTHOR 




VYSOKÉ UČENÍ TECHNICKÉ V 
BRNĚ 
BRNO UNIVERSITY OF TECHNOLOGY 
 




FACULTY OF ELECTRICAL ENGINEERING AND 
COMMUNICATION 
DEPARTMENT OF RADIO ELECTRONICS
Abstrakt 
V práci jsou identifikovány příčiny nedostatečné spolehlivosti současných systémů pro 
automatické rozpoznávání řeči při jejich nasazení v náročných podmínkách. U 
jednotlivých rušivých vlivů je popsán jejich dopad na úspěšnost rozpoznávání a je 
podán výčet známých postupů pro identifikaci těchto vlivů analýzou rozpoznávaného 
signálu. Je též uveden přehled obvyklých metod používaných k omezení dopadu 
rušivých vlivů na funkci rozpoznávače řeči. Vlastní přínos tkví v navržení nových 
postupů pro vytváření akustických modelů zašuměné řeči a modelů nestacionárního 
šumu, díky kterým je možné dosáhnout vysoké úspěšnosti rozpoznávání v náročných 
akustických podmínkách. Účinnost navržených opatření byla otestována na 
rozpoznávači izolovaných slov s využitím nahrávky reálného akustického pozadí 
operačního sálu pořízené na Uniklinikum Marburg v Německu při několikahodinové 
neurochirurgické operaci. Tato práce jako první přináší popis dopadu změn v hlasovém 
úsilí mluvčích na spolehlivost rozpoznávání řeči v celém rozsahu, tj. od šepotu až po 
křik. Je navržena koncepce rozpoznávače řeči, který je imunní vůči změnám v hlasovém 
úsilí mluvčích. Pro účely zkoumání změn v hlasovém úsilí byla v rámci řešení práce 
sestavena nová řečová databáze BUT-VE1.  
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Abstract 
This work identifies the causes for unsatisfactory reliability of contemporary systems 
for automatic speech recognition when deployed in demanding conditions. The impact 
of the individual sources of performance degradation is documented and a list of known 
methods for their identification from the recognized signal is given. An overview of the 
usual methods to suppress the impact of the disruptive influences on the performance of 
speech recognition is provided. The essential contribution of the work is the formulation 
of new approaches to constructing acoustical models of noisy speech and nonstationary 
noise allowing high recognition performance in challenging conditions. The viability of 
the proposed methods is verified on an isolated-word speech recognizer utilizing 
several-hour-long recording of the real operating room background acoustical noise 
recorded at the Uniklinikum Marburg in Germany. This work is the first to identify the 
impact of changes in speaker’s vocal effort on the reliability of automatic speech 
recognition in the full vocal effort range (i.e. whispering through shouting). A new 
concept of a speech recognizer immune to the changes in vocal effort is proposed. For 




Automatic speech recognition, hidden Markov models, nonstationary noise, vocal 
effort, speech variability. 
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Σac kovarianční matice normálního rozložení signálu v intervalu (a,c) 
Σbc kovarianční matice normálního rozložení signálu v intervalu (b,c) 
Sf f-tá frekvenční složka komplexního spektra řeči 
SNk k-tá frekvenční složka komplexního spektra šumu 
sN(n) n-tý vzorek šumu 
SXk k-tá frekvenční složka komplexního spektra čisté řeči 
sX(n) n-tý vzorek čisté řeči 
SYk k-tá frekvenční složka komplexního spektra zašuměné řeči 
sY(n) n-tý vzorek zašuměné řeči 
t=1...T diskrétní čas 
τ normalizovaná nezávisle proměnná v kubické interpolaci GMM 
Θ náhodná veličina 
θ pozorování náhodné veličiny Θ 
W počet celoslovních HMM 
w, b parametry definující oddělující nadplochu v nadprostoru SVM 
klasifikátoru 
w(i) transformace indexu stavu i modelu zašuměné řeči na index slova 
xi trénovací vektor SVM klasifikátoru 
xC vektor kepstrálních příznaků čisté řeči 
ξi slack variables SVM klasifikátoru 
ξlt stav šumového HMM v čase t ve vrstvě l 
yC vektor kepstrálních příznaků zašuměné řeči 
yi indikace příslušnosti trénovacího vektoru ke třídě SVM 
klasifikátoru 
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1. Úvod 
Vývoj metod pro automatické rozpoznávání řeči probíhá již několik desetiletí, 
ovšem ani přes úsilí vědeckých pracovišť po celém světě ještě stále nebylo dosaženo 
úspěšnosti rozpoznávání srovnatelné se schopnostmi lidí. Dnešní komerčně dostupné 
systémy jsou vždy omezeny předpokládaným rozsahem použití. Na jedné straně stojí 
rozpoznávače plynule diktované řeči s velkým slovníkem, jejichž nízká chybovost je 
podmíněna nízkou úrovní okolního hluku, použitím náhlavního mikrofonu a neutrální 
promluvou mluvčího. Diktovací systémy se též opírají o statistický jazykový model, 
který ale nelze uplatnit v případě rozpoznávání izolovaných slovních příkazů. Druhou 
skupinu pak tvoří systémy zaměřené na rozpoznávání omezeného slovníku v hlučném 
prostředí. Nejčastěji se jedná o systémy určené k použití v automobilech, vojenských 
letadlech apod. Také zde je častou podmínkou pro dosažení vysoké úspěšnosti neutrální 
promluva mluvčího a nezřídka speciální hardware (mikrofonní pole). Navíc jsou tyto 
systémy vždy přijatelně použitelné jen v daném konkrétním prostředí. 
Při mém setkání s Prof. Dr. med. Christopherem Nimsky a jeho lékařským týmem 
na neurochirurgickém pracovišti Uniklinikum Marburg v Německu jsem byl překvapen 
jejich konstatováním, že nevěří v možnost použití hlasem ovládaných přístrojů na 
operačním sále. Tato skepse vychází ze zkušenosti s komerčními systémy, které jim 
byly v minulosti nabízeny k otestování a které se ukázaly být z hlediska úspěšnosti 
rozpoznávání řeči nedostatečně spolehlivými v akustických podmínkách jejich 
pracoviště. Dodnes tedy musí operatér žádat zdravotní sestru o asistenci, když je 
potřeba např. vybrat rentgenový snímek pacienta z databáze pro zobrazení na 
pomocném informačním monitoru nebo změnit nastavení příručního ultrazvuku. Přísná 
hygienická pravidla totiž zakazují operatérovi dotýkat se přístrojového vybavení na 
operačním sále s výjimkou nástrojů, kterými operuje. Kdyby měl chirurg možnost 
rychlé spolehlivé kontroly nad pomocným přístrojovým vybavením pouhým hlasem, 
výrazně by se pro něj zvýšila rychlost odezvy a komfort při provádění operace. Při 
konzultaci s lékaři na zmíněném pracovišti mi bylo naznačeno, že se z důvodu rychlosti 
a plynulosti provádění zákroků snaží komunikaci s pomocným personálem omezit na 
minimum. Po vyslovení příkazu totiž musí operatér čekat, až sestra přejde k určenému 
přístroji a provede požadovaný úkon. Po tuto dobu musí operatér přerušit práci. 
Takovéto prostoje by v případě automatického rozpoznávání slovních příkazů mohly 
být eliminovány. 
Cílem mé práce je analyzovat zdroje chybovosti u současných systémů pro 
automatické rozpoznávání řeči a formulovat vylepšení a nové přístupy vedoucí ke 
zvýšení robustnosti a spolehlivosti těchto systémů. Řešení práce by mělo dát teoretický 
podklad pro možnost rozpoznávání hlasových příkazů v hlučném prostředí operačního 
sálu. Dosažení vysoké úspěšnosti rozpoznávání vyžaduje přizpůsobení celé struktury 
rozpoznávače cílové aplikaci, což je u komerčních univerzálních systémů nemyslitelné. 
Úzká spolupráce s neurochirurgickým pracovištěm Uniklinikum Marburg zaručuje 
možnost získání podrobných informací o daném specifickém akustickém prostředí a 
vývoj precizních statistických akustických modelů. 
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2. Dosavadní vývoj  
2.1. Variabilita řečového projevu a architektura 
rozpoznávacího systému 
Všechny vyspělé rozpoznávací systémy musí nejprve absolvovat fázi učení 
(trénink) na vhodné řečové databázi, následně je teprve možné vlastní rozpoznávání. 
Optimálních výsledků lze teoreticky dosáhnout v případě dokonalé shody mezi 
trénovacími a testovacími podmínkami (hlas mluvčího, akustické podmínky, přenosový 
kanál atd.). Perfektní shoda však při reálném použití není dosažitelná, navíc všechny 
rušivé vlivy se mohou v čase měnit a je tedy nutné zavést opatření pro jejich ošetření. 
Jádrem každého rozpoznávače řeči je sada akustických modelů řečových jednotek 
(slov, fonémů, trifonů apod.) vytvořená při konstrukci systému. U současných 
rozpoznávačů mají tyto modely nejčastěji strukturu skrytých Markovových modelů 
(hidden Markov models, HMM) se spojitými výstupními rozloženími tvořenými směsí 
gaussovských funkcí (Gaussian mixture model, GMM). Výsledky rozpoznávání jsou 
primárně vždy závislé na míře shody mezi rozpoznávanou promluvou a použitými 
modely. Negativní dopad rušivých vlivů spočívá ve zvýšení rozdílnosti příslušných 
modelů oproti řeči a následně snížení schopnosti rozpoznávače oddělit jednotlivé 
rozpoznávané třídy. Záměnou modelů pak dochází ke zvýšení chybovosti a selhávání 
systému. 
Metody pro zvýšení spolehlivosti rozpoznávačů v reálných podmínkách vychází z 
obecné struktury systému pro rozpoznávání řeči uvedené na obr. 2.1. Každá z metod se 
zaměřuje na některý z typických bloků rozpoznávače s cílem omezit dopad příslušného 
vlivu na úspěšnost rozpoznávání. 
 
 
Obr. 2.1 Obecný model rozpoznávače řeči, zdroje rušivých vlivů a oblasti jejich ošetření  
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2.2. Typy změn řečového signálu 
Při automatickém rozpoznávání řeči v reálném prostředí nelze úspěšně použít 
systém naučený pouze na čistou řeč bez uvažování dalších vlivů. Tyto vlivy lze rozdělit 
do několika kategorií: 
 Aditivní šum (additive noise) – k řečovému signálu mluvčího se z okolí přidávají 
další rušivé signály. 
 Konvoluční zkreslení (convolutional noise, channel distortion) – dáno frekvenční 
charakteristikou přenosového kanálu (akustika místnosti, poloha mikrofonu, 
použitý hardware, aj.). 
 Reakce řečníka na akustické podmínky – Lombard efekt, rychlost mluvy, 
hlasové úsilí atd. [15]. Tyto změny většina systémů nebere v potaz, což snižuje 
jejich úspěšnost v reálném nasazení, i když v laboratorních podmínkách fungovaly 
dobře [16]. 
 Specifika mluvčího, stres, fyzická a psychická únava, onemocnění – každý 
z těchto vlivů hraje roli při vytváření řeči a mění tak parametry řečového signálu. 
Na obr. 2.2 je uveden model vzniku zašuměné řeči při uvažování základních vlivů [17]. 
 
 
Obr. 2.2 Model vzniku zašuměné řeči (někdy bývá zdroj šumu řazen před model kanálu) 
 
Tento model je v časové oblasti popsán vztahem [17] 
 )()()()( NXY nsihinsns
i
 , (2.1) 
kde sY(n) je n-tý vzorek zašuměné řeči, sX(n) čisté řeči a sN(n) šumu; h(i) jsou vzorky 
impulzní odezvy kanálu. Vyjádření ve výkonovém spektru odpovídá [17] 
  *NX2N22X2Y Re2 kkkkkkk SHSSHSS  , (2.2) 
kde SYk je k-tá frekvenční složka komplexního spektra zašuměné řeči, SXk čisté řeči, SNk* 
šumu (komplexně sdružená) a Hk charakteristiky kanálu. Při zpracování signálu 
metodami krátkodobé analýzy [18] musí být zajištěno, aby délka segmentu přesahovala 
délku impulzní charakteristiky kanálu, jinak dojde k porušení kauzality [17]. 
2.3. Metody kompenzace vlivu šumu a přenosového kanálu 
2.3.1. Přístupy založené na robustních příznacích 
Cílem těchto metod je zmírnit rozdílnost testovacích a trénovacích podmínek 
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Nejčastěji používaným způsobem parametrického popisu řečového signálu jsou 
koeficienty MFCC (mel-scale frequency cepstral coefficients) [19]. Při nižších 
poměrech SNR (signal-to-noise ratio) však rozpoznávače založené na těchto 
koeficientech rychle ztrácí spolehlivost. V literatuře je popsáno velké množství 
alternativ, přičemž MFCC jsou obvykle chápány jako výchozí varianta, s níž je 
srovnávána šumová odolnost dané alternativy. 
Mezi alternativní šumově odolné příznaky patří např. koeficienty RCC (root 
cepstrum coefficients) [20] modifikující strukturu výchozích MFCC koeficientů pro 
potlačení aditivního šumu. V porovnání s MFCC pro trifonový HMM rozpoznávač s 
výstupními rozloženími pravděpodobnosti typu GMM (Gaussian mixture model) 
vychází průměrné relativní zlepšení WER (word error rate) o 49,5% při různých typech 
šumu a poměrech SNR 0 až 20 dB. 
PLP (perceptive linear predictive) [21] koeficienty jsou založené na známých 
charakteristikách lidského sluchu (spektrální rozlišení kritických pásem, křivka stejné 
hlasitosti, vztah mezi hlasitostí a výkonem). Jednou z vlastností této příznakové 
reprezentace řeči je potlačení individuálních charakteristik mluvčího. V [22] jsou 
porovnány výsledky úspěšnosti rozpoznávání s MFCC pro širokou škálu šumových 
pozadí, PLP dávají oproti MFCC v průměru 13,5% relativní snížení WER v úloze 
rozpoznávání izolovaných slov. Koeficienty RASTA-PLP (relative spectra) [23] 
využívají oproti PLP navíc filtrace modulačního spektra pro omezení aditivního i 
konvolučního šumu. Použitou filtrací se v každé spektrální složce eliminují časové 
změny vybočující mimo typický rámec projevů lidského hlasového traku. Tím lze 
dosáhnout až řádového snížení chybovosti při výrazném konvolučním zkreslení a taktéž 
významného omezení vlivu aditivního šumu. 
Dalšími modifikacemi MFCC a LPC (linear predictive coding) [18] koeficientů 
jsou například koeficienty [24] SMCC (short-time modified coherence coefficients), 
RAS-MFCC (relative autocorrelation sequences MFCC), OSA-MFCC (one-sided 
autocorrelation MFCC). Oproti běžnému způsobu výpočtu se provádí autokorelační 
analýza s filtrací mezivýsledků v časové dimenzi. V porovnání s MFCC koeficienty 
vychází pro HMM rozpoznávač při SNR 0 až 20 dB relativní pokles WER o 42,5% pro 
SMCC, 70,1% pro RAS-MFCC a 57,6% pro OSA-MFCC. Testy byly prováděny pro 
bílý šum a barevný šum typu "factory noise" [24]. Použitelnost pro vysoce nestacionární 
typy šumu zůstává nevyjasněna. 
Příznaková reprezentace SSC (spectral subband centroids) [25][26] využívá 
výrazných prvků spektrogramu řeči pro omezení vlivu aditivního šumu. Jako doplněk 
MFCC mohou přinést při stacionárním šumu relativní snížení WER o cca 12% [26]. 
Aditivní šum nesmí vykazovat výrazná spektrální maxima. 
V [27] jsou uvedeny příznaky MFD (multiscale fractal dimension) a FDCD 
(filtered dynamics-correlation dimension) pro nelineární popis signálu na základě 
teorie chaosu. Příznaky FDCD ve své struktuře zahrnují i filtraci pro omezení šumu, 
čímž je dosaženo až 37% relativního poklesu WER oproti MFCC koeficientům [27]. 
Nevýhodou jsou zhruba trojnásobné výpočetní nároky na získání těchto příznaků ve 
srovnání s MFCC a omezené možnosti kombinace s dalšími přístupy pro modelování 
šumu. 
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2.3.2. Přístupy založené na úpravě signálu a příznakových vektorů 
Tyto metody se snaží ze zachyceného řečového signálu (obvykle ve spektrální 
nebo kepstrální doméně) popř. ze sledu příznakových vektorů odstranit rušivé vlivy, 
aby na vstup klasifikátoru přicházely příznakové vektory co nejpodobnější případu čisté 
řeči na vstupu. 
Jako tradiční přístup pro potlačení aditivního šumu lze označit metody 
spektrálního odčítání v rozličných variantách [16][24]. Jsou založeny na odhadu 
průměrného šumového spektra a jeho následném odečtení od spektra zašuměné řeči. 
Tyto jednoduché metody jsou použitelné pouze pro stacionární aditivní šum 
nekorelovaný s řečovým signálem. 
Standardním postupem pro vykompenzování lineárního frekvenčního zkreslení 
přenosového kanálu jsou algoritmy normalizace kepstra [16][28][29] – CMN (cepstral 
mean normalization), CVN (cepstrum variance normalization) a odvozeniny jako 
segmental cepstral feature vector normalization aj. Využívá se skutečnosti, že (v 
čase konstantní) charakteristika přenosového kanálu se v kepstru projeví přičtením 
konstantního vektoru ke kepstru řeči. Pro odhad charakteristiky kanálu pak stačí zjistit 
průměr z kepstrálních příznakových vektorů řeči za delší časový úsek. Kompenzace 
zkreslení přenosovým kanálem se provede odečtením kepstra kanálu od kepstra 
rozpoznávané řeči. Mezi hlavní omezení patří požadavek na stacionaritu kanálu a 
minimální aditivní šum (jinak může dojít i ke zhoršení úspěšnosti rozpoznávání v 
důsledku aplikace CMN [30]). Vedlejším efektem této metody je částečné snížení 
rozdílu mezi parametrizovanou řečí různých mluvčích. 
Metoda PCMM (parallel combined mixture model) [28] je modifikací starší 
metody RATZ (multivariate Gaussian based cepstral normalization) [31]. Používá 
sadu korekčních parametrů, které po přičtení k vektorům středních hodnot a 
kovariančním maticím GMM v HMM čisté řeči dají aproximaci GMM zašuměné řeči 
(pro jeden typ šumu). Fakticky je tedy přítomnost aditivního šumu popsána množstvím 
parametrů odpovídajícím GMM jednoho stavu HMM řeči, nejedná se však o skutečný 
statistický model. Kompenzace vstupních příznakových vektorů je docílena odečtením 
korekčních parametrů váhovaných hustotou pravděpodobnosti statistického modelu 
zašuměné řeči, čímž se získají příznaky očištěné od šumu. Metoda RATZ spoléhá na 
existenci databáze zašuměné řeči, metoda PCMM tuto nutnost obchází použitím PMC 
(parallel model combination, viz dále) pro vytvoření modelu zašuměné řeči z čisté řeči a 
šumu. Díky jednoduchému výpočtu je možné (s malými hardwarovými nároky) 
provádět on-line adaptaci kompenzačního systému (která je nutná i z důvodu špatné 
funkce systému v neznámém šumu); malé množství použitých parametrů 
charakterizujících šum však omezuje preciznost jeho popisu. Při testech rozpoznávání 
řeči s hlukem uvnitř automobilu došlo oproti standardnímu HMM rozpoznávači 
(Aurora 2 baseline [32]) k relativnímu poklesu průměrného WER o 58,8% [28]. Při 
neznámém typu šumu metoda nefunguje. 
Další skupinou přístupů pro získání čisté řeči ze zašuměné je použití adaptivních 
filtrů. Filtraci kepstrálních příznaků (MFCC) provádí např. metoda AMC (adaptive 
model combination) [33]. V porovnání s neošetřeným rozpoznávačem přináší relativní 
pokles WER o 9,8% [33] za předpokladu správného odhadu řečových odmlk. Na 
podobném principu fungují i metody používající aproximace MMSE-LSA (minimum 
mean square error – log spectrum amplitude) [16][33], ovšem filtrace se provádí ve 
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spektrální doméně. Filtrace v kepstrální doméně s využitím Wienerova filtru je 
uvedena v [33]; tato metoda je podobně jako spektrální odčítání omezena předpokladem 
stacionarity šumu, navíc se kompenzace nevztahuje na kovarianční matice použitých 
akustických modelů. Kritérium MMSE používá i filtrační metoda opírající se o 
algoritmus EM (expectation maximization) [34] pro průběžnou iterativní aktualizaci 
parametrů filtru. Všechny metody založené na jednoduché filtraci nesou společné 
fundamentální omezení vyplývající z malého počtu stupňů volnosti a nízkého využití 
apriorní informace, což vede k obecně nízké účinnosti v porovnání s jinými přístupy 
[35]. 
Metody z oblasti CASA (computational auditory scene analysis) [16] imitující 
maskovací efekt lidského sluchu využívají časově-spektrální masky pro stanovení míry 
rušení v různých částech spektrogramu s následným označením spolehlivosti dat 
(missing data theory [35]). Tyto přístupy však selhávají, pokud je šumem porušena 
významná část spektrogramu [36]. 
Z okrajovějších obecných statistických přístupů lze jmenovat např. metodu 
kompenzace tvaru histogramu [30] vycházející z předpokládaného rozložení MFCC 
koeficientů čisté řeči nebo vyjádření vlivu aditivního šumu jako funkce SNR pro úpravu 
kepstrálních koeficientů za použití metody minimum statistics tracking [37]. Omezení 
těchto metod vychází zejména ze silných předpokladů na typ statistického rozložení. 
Pro optimalizaci parametrů existujících algoritmů úpravy řeči mohou být využity 
diskriminativní metody (primárně koncipované pro optimalizaci parametrů 
klasifikátorů) jako např. MCE-GPD/DFE (minimum classification error – 
generalized probabilistic descent/discriminative feature extraction) [38][39]. 
Výhodou diskriminativních přístupů je zaměření optimalizace na minimalizaci 
chybovosti celého rozpoznávače s konečnou trénovací množinou. Optimalizace se však 
vždy opírá o výchozí strukturu použitého systému, která definuje mez dosažitelných 
výsledků. 
2.3.3. Přístupy ošetřující vliv šumu na úrovni akustického modelu 
Nejjednodušším přístupem k akustickému modelování zašuměné řeči je vložit do 
trénovací množiny HMM rozpoznávače jak čistou řeč, tak řeč zarušenou všemi 
předpokládanými typy šumu v předpokládaných poměrech SNR (multi-condition 
training [16]). Tento přístup vede k málo diskriminativním modelům s plochými 
funkcemi hustot rozložení výstupních pravděpodobností [40]. Takto koncipovaný 
systém se obtížně konstruuje, nelze jej přizpůsobit novým podmínkám (např. jiné 
akustické pozadí) a nedosahuje dobrých výsledků. 
Pro zvýšení diskriminačních schopností modelů zašuměné řeči je možné 
natrénovat oddělené HMM pro různé typy a úrovně šumu, takže rozptyly uvnitř tříd se 
sníží (multiple-model framework, MMF [40]). Správnost výsledné funkce je silně 
závislá na pomocném šumovém klasifikátoru [40][41]. Hlavním problémem uvedených 
metod jsou enormní paměťové nároky vyplývající z nutnosti skladovat rozsáhlé sady 
HMM a minimální adaptabilita. Bez dalších úprav lze takovýto rozpoznávač použít jen 
v prostředí s akustickým pozadím velmi blízkým tomu natrénovanému. 
Jednou z nejpoužívanějších metod pro on-line adaptaci akustických modelů řeči 
na aktuální šumové podmínky je MLLR (maximum likelihood linear regression) 
[37][42][43][44][45]. Využívá trénovací nahrávku, pomocí které jsou upraveny vektory 
Zvyšování účinnosti strojového rozpoznávání řeči 
 
-  7  - 
středních hodnot ve všech stavech akustického modelu (varianta MLLR upravující i 
kovarianční matice nepřináší znatelné zlepšení). Úprava vektorů středních hodnot je 
realizována lineární transformací podle vztahu 
 MLLRMLLR bμAμ   (2.3) 
kde μ a μ´ jsou původní a nový vektor středních hodnot akustického modelu, AMLLR a 
bMLLR jsou parametry transformace. Tyto parametry mohou být sdíleny pro více stavů 
modelu, lze tedy adaptovat všechny stavy, i když se pro ně v trénovací nahrávce 
nevyskytl odpovídající vektor pozorování. Hodnoty těchto parametrů lze získat z prvků 
trénovací nahrávky algoritmem EM. Při výpočtu se maximalizuje pravděpodobnost 
pozorování trénovací sekvence podmíněná modifikovaným akustickým modelem. 
Výběr výchozího modelu (z existující sady pro různé typy šumu pozadí), který má být 
použit pro adaptaci, se provádí pomocí Viterbiova přiřazení. Adaptační schopnosti 
metody jsou limitovány použitou lineární funkcí; významný vliv na použitelnost 
výsledku má předtrénovaná databáze akustických modelů pro různé typy (a SNR) šumů 
pozadí. Je potřebné, aby tato databáze obsahovala model zašuměné řeči dostatečně 
blízký trénovací nahrávce. Metoda též vyžaduje, aby se po dostatečně dlouhou dobu 
neměnil charakter šumu (s ohledem na rychlost adaptace). Problémem při on-line 
použití je schopnost adaptace pouze na základě dosavadně pozorovaných příznakových 
vektorů, a tedy nemožnost rychlé reakce na náhlé změny v charakteru šumu pozadí (do 
doby, než je v nových podmínkách nastřádán dostatek vzorků). 
Podobně jako MLLR využívá i metoda vycházející z kritéria MAP (maximum a 
posteriori probability) [43][45] krátkou část dosavadně pozorované řeči pro adaptaci 
středních vektorů akustických modelů vybraných z databáze pomocí Viterbiova 
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kde N je počet příznakových vektorů adaptační sekvence, μ je vektor středních hodnot 









1 oμ  (2.5) 
je vektor středních hodnot spočítaný z adaptační sekvence oi. Pro metodu platí obdobná 
omezení jako pro MLLR, navíc lze adaptovat jen ty stavy, pro něž se v trénovací 
nahrávce vyskytují příslušné vektory pozorování. Oproti MLLR však vychází nižší 
výpočetní náročnost. Metoda je vhodná pro systémy s omezeným slovníkem (např. při 
rozpoznávání číslic), kde lze trénovací nahrávkou snadno obsáhnout celou databázi. 
Metoda MLST (maximum likelihood spectral transform) [45] funguje na 
podobném principu jako MLLR a MAP, liší se však menším objemem potřebných 
trénovacích dat, adaptace tedy probíhá rychleji. Kompenzace se provádí ve spektrální 
doméně, je ošetřen aditivní a konvoluční šum. Vliv šumu je reprezentován relativně 
malým množstvím parametrů, což hraje roli při rychlé adaptaci z několika málo 
pozorovaných příznakových vektorů. Výpočet MLST má iterativní charakter a využívá 
algoritmu EM. Ve výsledcích experimentálního srovnání závislosti rychlosti adaptace 
MLST a MLLR vychází u MLST řádově o jednotky procent nižší absolutní chyba, 
s přibývajícím množstvím adaptačních dat se však rozdíl snižuje [45]. 
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Metoda využívající Jakobiánových matic [46][47] je určena pro rychlou on-line 
adaptaci akustického modelu zašuměné řeči na základě pozorovaných změn spektra 
samotného šumu (v řečových mezerách). V [46] jsou uvedeny výsledky experimentů 
s rozpoznávačem izolovaných slov. V závislosti na množství dostupných vzorků šumu 
je dosaženo relativní redukce WER 30% (při 0,2 sekundách pozorovaného šumu) až po 
33,3% (při 2 sekundách pozorovaného šumu) oproti neošetřenému systému. 
Nejlepších výsledků ovšem dosahují přístupy, u kterých řeč a aditivní šum jsou 
chápány jako rovnocenné zvukové zdroje a při funkci systému se provádí plnohodnotné 
dekódování souběžně pro řeč i pro šum. Tyto systémy obsahují zvlášť natrénovaný 
akustický model čisté řeči (HMM) a model šumu, odpadá tedy náročný trénink modelů 
zašuměné řeči a je umožněno rychlé přidání nového šumu do databáze bez nutnosti 
trénování celého systému. Za výchozí v této kategorii lze označit skupinu metod 
založených na paralelní kombinaci modelů ve spektrální oblasti a přístupy využívající 
Taylorovy řady pro aproximaci nelineárních vztahů modelů v kepstrální doméně. 
A) Metoda PMC 
Metoda PMC (parallel model combination) [48][49] používá HMM model řeči 
a model šumu tvořený normálním rozložením, GMM, nebo celým HMM [50]. Model 
zašuměné řeči se vytváří v průběhu rozpoznávání kombinací parametrů modelů šumu a 
řeči. Metoda předpokládá použití MFCC koeficientů bez delta a akceleračních 
koeficientů. Výsledné kepstrum yC spočítané z aditivní kombinace řeči a šumu 
s uvážením přenosového kanálu je vyjádřeno [48] 
    CCCCCC ηxnCChxy  1exp1ln  (2.6) 
kde xC je kepstrum řeči, nC kepstrum šumu, hC je kepstrální obraz charakteristiky 
kanálu, C je matice DCT (direct cosine transform) [51]. Pro vyhnutí se tomuto 
nelineárnímu vztahu se v PMC kombinace počítá v lineárním výkonovém spektru na 
výstupech melovských filtrů použitých při výpočtu MFCC (předpokládá se neměnnost 
spektra v rámci šířky pásma jednoho filtru). Je tedy nutný přepočet parametrů modelů 
(vektory středních hodnot a kovarianční matice) z kepstrální do log-spektrální a dále do 
lineárně-spektrální oblasti. Pro transformaci parametrů z kepstrální do log-spektrální 
oblasti platí 
 CL μCμ 1  (2.7) 
  TCL 11  CΣCΣ  (2.8) 
kde μ je vektor středních hodnot, Σ je kovarianční matice (horní indexy L značí 
log-spektrum, C kepstrum a bez indexu lineární spektrum). Transformace z log-spektra 
do lineárního spektra se spočítá po jednotlivých prvcích středních vektorů a 
kovariančních matic podle vztahů 
 

  LiiLii Σμμ 2
1exp  (2.9) 
   1exp  Lijjiij ΣμμΣ . (2.10) 
V lineárně spektrální oblasti se spočítá kombinovaný model zašuměné některou z 
aproximací (např. log-normal PMC, viz níže), čímž se získají parametry modelu 
zašuměné řeči μ  a Σ . Vztah pro určení k-té spektrální složky výkonového spektra 
aditivní směsi čisté řeči a šumu odpovídá 
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  *2222 Re2 nkxknkxknkxkyk SSSSSSS   (2.11) 
kde SYk je k-tá spektrální složka zašuměné řeči, Sxk čisté řeči a Snk* šumu (hvězdička 
značí komplexní sdružení). Poslední člen vztahu 2.11 udává korelaci řečového signálu a 
šumu a ve výpočtu PMC se zanedbává. 
Po vytvoření modelu zašuměné řeči v lineárním výkonovém spektru následuje 
převod zpět z lineárního do log-spektra 


























a následně z log-spektra do kepstra 
 LC μCμ    (2.14) 
  TLC CΣCΣ    (2.15) 
Popsaný transformační postup je aplikovatelný na statické MFCC koeficienty 
získané z výkonového spektra filtrací bankou filtrů a následným DCT převodem. 
Uvedené vztahy popisují jednu gaussovku; v případě použití akustického modelu 
tvořeného HMM s výstupními pravděpodobnostmi typu GMM se musí tímto způsobem 
spočítat všechny dvojice gaussovek šumu a řeči v rámci daného stavu HMM, tj. počet 
gaussovek výsledného GMM zašuměné řeči je dán součinem počtu komponent GMM 
pro řeč a šum. Apriorní pravděpodobnosti těchto nových gaussovek v rámci GMM 
zašuměné řeči se získají pronásobením apriorních pravděpodobností příslušných 
gaussovek v GMM šumu a řeči. Existují i vztahy pro konverzi delta a akceleračních 
příznaků MFCC, ovšem převod je komplikován vzájemnými korelacemi mezi 
koeficienty a určuje se aproximací (např. continuous-time approximation 
[52][53][54]). 
Pro určení parametrů modelu zašuměné řeči ve spektrální doméně existuje větší 
množství různých aproximací, které se liší mírou kompromisu mezi náročností výpočtu 
a přesností výsledného modelu. Nejčastěji používané varianty [48][52][55] jsou: 
 Numerical integration – výpočet kombinace modelu řeči a šumu se provádí 
výpočtem vícerozměrných integrálů; nejvyšší dosažitelná přesnost je zaplacena 
extrémními výpočetními nároky a metoda je tudíž nepoužitelná pro běh v reálném 
čase. 
 Data-driven PMC (DPMC) – výpočetně méně náročné než předchozí; pro 
kombinaci každé dvojice gaussovek je nutné simulovat řádově stovky příznakových 
vektorů z existujících statistických rozložení (metoda Monte Carlo) a z jejich 
součtů sestavit výsledný model. 
 Log-normal approximation – nejpoužívanější varianta výpočtu PMC s relativně 
malými výpočetními nároky; zavádí zjednodušující předpoklad, že součet dvou 
log-normálních rozdělení je také log-normální, což ale není přesné a chyba je tím 
větší, čím větší je rozdíl mezi rozptyly (kovariancemi) sčítaných modelů. Ve 
skutečnosti je výsledné rozdělení nesymetrické, v horším případě i bimodální 
[17][56]. Chyba aproximace je tím menší, čím více komponent mají používané 
GMM (neboť tím se přirozeně snižují rozptyly jednotlivých gaussovek). Tohoto 
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principu též využívá metoda popsaná v [56], která provádí rozdělení každé 
gaussovky na dvě (s menším rozptylem) a po provedení PMC je opět slučuje. 
 Log-add approximation – nabízí nižší výpočetní nároky za cenu méně přesných 
výsledků oproti log-normal. 
 Log-max approximation – neprovádí se kombinace, ale za výsledný model se 
dosadí buď model řeči nebo šumu v závislosti na velikosti výkonu. Simuluje se tak 
maskovací efekt sluchu, kdy silné signály zamaskují slabé. 
Všechny uvedené varianty sdílí společné omezující předpoklady [48]: 
 Řeč a šum jsou statisticky nezávislé (zanedbání korelačního členu ve vztahu 2.11), 
 řeč a šum jsou aditivní v časové doméně a ve výkonovém spektru, 
 jedna gaussovka nebo GMM obsahují dostatek informace popisující statistické 
rozložení příznaků v kepstru, 
 časové rozmístění stavů HMM čisté řeči je stejné jako u zašuměné řeči. 
Zejména první z uvedených předpokladů, tj. statistická nezávislost šumu a řeči, 
není za reálných podmínek zcela splněn (v míře závislé na délce segmentů použitých při 
parametrizaci signálu) [33][57][58] a je zdrojem snížení úspěšnosti rozpoznávačů. Vliv 
korelovanosti šumu a řeči byl pozorován zejména při nízkých poměrech SNR 
[53][56][59]. Částečným řešením může být použití metody spektrálního odčítání před 
PMC [57], s tím jsou ovšem spojena další omezení (požadavek stacionarity šumu, 
problém bodového odhadu rozložení šumu). Hung et al. [60] uvádí přístup založený na 
explicitním zahrnutí míry korelace do korekční konstanty při výpočtu PMC, nutnost 
ručního zadání předpokládané míry korelace šumu a řeči ovšem znesnadňuje praktické 
použití této metody. 
Varianta log normal PMC [48] získává aproximaci vektoru středních hodnot 
akustického modelu zašuměné řeči µy z vektoru středních hodnot modelu čisté řeči µx a 
šumu µn podle vztahu 
 nxy g μμμ   (2.16) 
a aproximaci kovarianční matice (s odpovídajícím významem indexů y, x, n) podle 
vztahu 
 nxy g ΣΣΣ  2  (2.17) 
kde g je označován jako gain factor a jeho určování je doposud otevřenou otázkou. 
Obvykle se g odvozuje od aktuálního popř. průměrného SNR odhadnutého na základě 
úseků signálu bez obsahu řeči. Někteří autoři nastavují g ručně [36][44], popř. jej 
nahrazují jedničkou [53], čímž ovšem zavádí do PMC systematickou chybu a snižují tak 









g   (2.18) 
kde PS a PN jsou změřené průměrné výkony řeči a šumu použité při trénování modelů, 








PPg    (2.19) 
kde PmS+N značí změřený výkon řečového signálu se šumem, PmtN je změřený výkon 
šumu (který je shodný s výkonem použitým při tréninku) a PtS je výkon řečového 
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signálu použitý při tréninku. Vzorec udává správnou hodnotu g v případě shodné 
hodnoty korelace řeči a šumu ve všech frekvenčních pásmech. Tímto se částečně ošetří i 
korelace mezi řečí a šumem, ovšem pouze na úrovni středních vektorů. 
Ne zcela vyřešenou otázkou spojenou s určováním parametru g v log-normal 
PMC je on-line aktualizace změřeného SNR. V [61] je srovnávána úspěšnost 
rozpoznávače s využitím různých přístupů pro určování SNR. Za konvenční přístup je 
označováno jednorázové určení SNR pro celou promluvu; alternativním přístupem je 
např. předsegmentace řeči na fonetické úseky a stanovení hodnoty g na základě SNR v 
těchto úsecích. 
V literatuře lze najít větší množství různých dalších úprav metody PMC, jako 
např. PCA-PMC (principal component analysis – parallel model combination) [20] 
zaměřenou na mírné zlepšení účinnosti PMC při nízkých SNR a snížení výpočetních 
nároků PMC, nedává však obecně lepší výsledky než původní PMC. Při SNR 0 až 5 dB 
vychází relativní redukce WER PCA-PMC o 8,6% oproti log-normal PMC, při SNR 
nad 10 dB však dosahuje nižší chybovosti původní PMC. 
Úprava fast PMC [62] je zaměřena na výrazné snížení výpočetních nároků PMC 
využitím techniky shlukování pro identifikaci podobných GMM v různých stavech 
použitých HMM řeči a následnou aplikací PMC na reprezentativního zástupce každého 
shluku GMM. Podle množství shluků lze vážit kompromis mezi přesností a 
výpočetními nároky. Kvalita výsledných modelů je tedy shora omezená původní PMC. 
V [62] je uvedeno, že i při jen minimálním snížení úspěšnosti rozpoznávání lze ušetřit 
více než polovinu výpočetního času oproti původní PMC. 
B) Metoda VTS 
Jakoukoli nelineární funkci lze lokálně aproximovat Taylorovým rozvojem. Na 
tomto principu je postavena metoda VTS (vector Taylor series) využívající lineární 
část Taylorova rozvoje pro aproximaci nelineárního vztahu mezi kepstry řeči a šumu při 
aditivní kombinaci těchto signálů [16][17][47][52][63]. VTS snižuje nároky na 
výpočetní výkon spojené s modelováním šumu, které mohou být problémem při 
implementaci metod PMC. 
V [17] se pomocí VTS získávají parametry akustického modelu (normální 
rozložení) zašuměné řeči z modelu šumu a řeči při uvážení vztahu 2.6 popisujícího 
proces kombinace v kepstrální doméně. Oproti PMC je zde navíc uvažován i statistický 
model charakteristiky přenosového kanálu. Vektor středních hodnot akustického 
modelu zašuměné řeči µy se určí z vektoru středních hodnot modelu čisté řeči µx, 
přenosového kanálu µh a šumu µn podle vztahu 
  hxnhxy μμμμμμ  g  (2.20) 
pro kovarianční matice platí (se stejným významem indexů x, y, h, n) 
    TnThTxy MIΣMIMMΣMMΣΣ   (2.21) 
Funkce g ( hxn μμμ  ) je definována 
   )(exp1ln)g( 1 hxnhxn μμμCCμμμ    (2.22) 
pomocná matice M se spočítá 
 1 CFCM  (2.23) 
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zde C je matice DCT; pomocná matice F je diagonální; její diagonála je tvořena 
vektorem f(μn – μx – μh) 
   hxnhxn μμμCμμμf  1exp1 1)(  (2.24) 
Existují i vztahy pro stanovení parametrů modelů při použití dynamických koeficientů 
[17][47]. Tato metoda nevyužívá předem pevně daný model šumu; parametry šumu i 
charakteristiky kanálu jsou získávány on-line aproximací iteračním algoritmem EM na 
základě pozorovaných příznakových vektorů s využitím vztahu 
 
 









kde yC je vektor kepstrálních příznaků zašuměné řeči, xC čisté řeči a nC šumu; hC je 
vektor koeficientů charakterizující frekvenční charakteristiku kanálu v kepstrální 
doméně. Výpočetní nenáročnost tohoto algoritmu spolu s rychlou on-line adaptací jej 
předurčuje k použití v reálném čase v prostředí se stacionárním nebo pomalu se 
měnícím šumem. 
V [64] je popsána iterativní aplikace VTS pro on-line kombinaci modelu čisté 
řeči, šumu a charakteristiky kanálu, přičemž modely jsou tvořeny GMM. Pro snížení 
výpočetních nároků metoda nepoužívá sadu podrobných modelů řeči (HMM s velkým 
slovníkem) určených pro rozpoznávání, ale zjednodušenou sadu HMM (celkem řádově 
stovky stavů) určenou speciálně pro získání příznaků čisté řeči, tj. pro vlastní 
rozpoznávání musí systém obsahovat další sadu HMM čisté řeči včetně jazykového 
modelu. Aktualizace parametrů modelu šumu se provádí v řečových mezerách 
algoritmem EM. Výhodou oproti běžným variantám PMC je zahrnutí korelace řeči a 
šumu, uvažování přenosové charakteristiky kanálu a relativně nízké výpočetní nároky. 
V [45] je dokumentována účinnost VTS při srovnání se spektrálním odčítáním – 
průměrná relativní redukce WER pro různá šumová pozadí odpovídá 45,3% (testováno 
při SNR -5 a 10 dB); při srovnání s neošetřeným modelem (trénovaným pouze na čisté 
řeči) je relativní snížení WER 63,5%. 
Využití Lagrangeova polynomu 2. řádu místo Taylorova rozvoje je navrženo v 
[55]; v experimentech je dosaženo výsledků srovnatelných s DPMC. Na příkladu 
poklesu přesnosti aproximace průměrů ve větších vzdálenostech od bodu rozvoje je 
demonstrována omezená přesnost metod založených na interpolačních polynomech; v 
tomto srovnání Lagrangeův polynom nabízí lepší vlastnosti než Taylorův (1. a 2. řádu). 
I u Lagrangeova polynomu však autor uvádí omezení na přípustný rozsah aproximace. 
V [55] je popsán experiment s rozpoznáváním izolovaných slov při SNR 10 dB 
s aditivním šumem typu „exhibition noise“. Metoda využívající Lagrangeův polynom 
dosahuje 45% relativní redukce WER oproti log-normal PMC. 
C) Ostatní metody 
V článcích [53][54] je popsána metoda BPC (Bayesian predictive classification) 
umožňující odhad neurčitosti statistických modelů. BPC může být zařazeno jako 
pomocný stupeň zpracování v součinnosti s PMC nebo VTS. V úsecích, kde je 
detekována řeč, se upravuje model zašuměné řeči podle kritéria minimální chybovosti. 
Výsledkem je mírné zlepšení účinnosti rozpoznávače; pokud však není správně 
detekována řeč (ať už miss nebo false alarm), použití BPC systému spíše uškodí – v 
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[50] k tomu dochází při použití šumu typu "bubble noise", kdy je šum často chybně 
vyhodnocen jako řeč. V [54] je tento problém řešen použitím jednoduchých úprav 
kovariančních matic pomocí škálovacích konstant (v [53] zůstávají kovarianční matice 
neošetřeny). Výsledky experimentů v [54] uvádí relativní snížení WER oproti PMC o 
33,3% při různých typech aditivního šumu v rozsahu SNR -5 až 20 dB. 
Podobně jako BPC i metoda JUD (joint uncertainty decoding) [47][52] provádí 
úpravu modelu řeči na základě pozorovaných příznakových vektorů. Vychází se z 
akustického modelu čisté řeči a veškerý vliv šumu je modelován dalším statistickým 
rozložením, které mapuje příznakové vektory zašuměné řeči do prostoru čistých 
řečových příznakových vektorů. Tato statistická transformace je v [47] 
charakterizována normálním rozložením. Pro inicializaci algoritmu je nutno získat 
model zašuměné řeči, k čemuž lze využít PMC nebo VTS. Významné redukce 
výpočetních nároků metody JUD oproti PMC se dosahuje shlukováním stavů HMM při 
provádění kompenzace, čímž vzniknou tzv. „base classes“. Oproti výpočetně 
náročnějším PMC a VTS však JUD nedosahuje tak dobrých úspěšností rozpoznávání, 
vhodnou volbou počtu „base classes“ však lze volit kompromis mezi výpočetní 
náročností a úspěšností rozpoznávání. V [52] vychází ve výsledcích experimentů 
relativní zhoršení WER metody JUD oproti PMC 12,6% při použití 16 shluků 
z původního počtu 9500. 
Pro on-line adaptaci jednoduchého modelu šumu v neznámém prostředí je určena 
metoda gain-adapted HMM decomposition [65]. Využívá se zjednodušeného způsobu 
kombinace modelů čisté řeči a odhadnutého modelu šumu tvořeného normálním 
rozložením bez uvážení vzájemné korelace. Specifickým prvkem je explicitní určování 
proměnných úrovní signálu (gain adaptation), což částečně nahrazuje příslušné 
algoritmy předzpracování. Metoda nese podobné znaky jako zjednodušené varianty 
PMC (např. log-add), místo sčítání parametrů modelů se však vychází z jejich rozdílu. 
V experimentech s různými typy aditivních šumu a SNR -5 až 20 dB je oproti 
neošetřenému HMM rozpoznávači dosaženo relativního snížení WER o 5,3%. Metoda 
je díky malé výpočetní náročnosti vhodná pro aplikaci v zařízeních s minimálním 
výpočetním výkonem, dosažené WER však nelze srovnávat se složitějšími metodami. 
Další z metod zaměřených na dekódovací část rozpoznávače je factorial HMM 
[36]. Jedná se o extenzi metody log-max PMC, kdy se kombinují dva relativně rozsáhlé 
HMM (řeč + šum, nebo dva užitečné signály). Přiřazení odpovídajících si stavů je 
optimalizováno Viterbiho algoritmem. V každém stavu se pak provádí log-max 
kombinace modelů. V citovaném článku je též uvedeno rozšíření factorial HMM o 
dynamické koeficienty. V porovnání s HMM čisté řeči je dosaženo relativního snížení 
WER o více než 50% při široké škále nestacionárních šumů s různými SNR. 
2.3.4. Způsoby hodnocení kvality metod zvyšujících robustnost 
rozpoznávání řeči 
Metody založené na vytváření akustických modelů zašuměné řeči mohou být 
zhodnoceny na základě porovnání takto vytvořeného modelu s modelem vzniklým 
přímo natrénováním na zašuměnou řeč. Pro kvantifikaci míry shody modelů se často 
používá averaged KL (Kullback-Leibler) number DKL [60]. KL-vzdálenost dvou 
modelů tvořených normálním rozdělením lze spočítat 
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Σ  (2.26) 
kde index p značí správné statistické rozdělení (tvořené modelem natrénovaným na 
zašuměné řeči), q je rozdělení vzniklé danou metodou pro vytvoření modelu zašuměné 
řeči. Vzdálenost složitějších modelů tvořených GMM lze určit průměrováním DKL přes 
všechny páry gaussovek porovnávaných modelů postupně po dvojicích odpovídajících 
si dimenzí příznakových vektorů (předpokládají se nejčastěji používané diagonální 
kovarianční matice). Průměrování lze rozšířit na celé HMM. 
Obvyklým způsobem hodnocení jakékoli metody zlepšující rozpoznávání 
zašuměné řeči je použití standardních řečových a šumových databází s obvyklou 
strukturou rozpoznávače a uvedení chybovostí WER (word error rate) základního 
systému a systému využívajícího danou (hodnocenou) zlepšující metodu. Za standardní 
rozpoznávač lze považovat systém používající HMM akustický model s výstupními 
rozloženími typu GMM a případně i bigramový jazykový model (používaný u systémů 
s velkým slovníkem; uvádí se jeho perplexita). Hodnota WER se získá jako součet 
množství vložených slov (insertions) I, vynechaných slov (deletions) D a zaměněných 
slov (substitutions) S v poměru k celkovému počtu slov M v testovacích datech [66] 
 
M
IDSWER  . (2.27) 
Mezi nejčastěji zmiňované databáze zašuměné řeči patří Aurora 2 a 3 [32], 
TIMIT [67], TIDIGITS [68], NOISEX-92 [69]. Pro němčinu lze využít sady řečových 
databází BAS (Bavarian archive for speech signals) [70]. Bývá obvyklé uvádět účinnost 
popisované metody při různých hodnotách SNR (typický rozsah 0 až 20 dB) neboť 
různé metody mohou mít rozdílnou funkčnost při odlišných úrovních šumu. 
Někdy se pro hodnocení navrhovaných metod využívá porovnání WER zvoleného 
rozpoznávače vůči identickému systému (bez klíčového vylepšení) při aplikaci některé 
z jednoduchých základních metod – typicky spektrální odčítání nebo normalizace 
průměru kepstra (popř. obojí současně) [64][71]. Takovéto hodnocení však nemá 
valnou vypovídací schopnost vzhledem k omezujícím předpokladům zavedeným při 
výpočtu uváděných jednoduchých metod. 
 
2.4. Vliv změn v hlase mluvčího na funkci rozpoznávačů 
řeči 
Rozličné vnější a vnitřní vlivy mohou výrazně ovlivnit řečový projev mluvčího 
[72] (stres, únava, onemocnění, vliv léků, intoxikace atd.). Jakákoli změna v řečovém 
signálu, na kterou nebyl rozpoznávač řeči natrénován, snižuje úspěšnost rozpoznávání 
(neshoda akustických modelů). Současné komerční rozpoznávače s těmito jevy 
nepočítají, což snižuje jejich použitelnost v nestandardních podmínkách [16]. Mezi 
nejčastěji uváděné parametry řeči měnící se v důsledku změn stavu mluvčího patří 
[72][73]: 
 Intenzita hlasu, hlasové úsilí – řečník zvyšuje intenzitu hlasu při zvýšené úrovni 
okolního hluku (Lombard efekt), při rozčilení a vysoké fyzické zátěži [72]. Naopak 
Zvyšování účinnosti strojového rozpoznávání řeči 
 
-  15  - 
tišší řeč je typickým důsledkem stavu skleslosti a deprese [73]. Podobný trend jako 
intenzita má i rozptyl amplitudy v různých částech řečového projevu [73]. Tyto 
změny se projevují zejména u znělých fonémů. 
 Výška hlasu – charakterizována frekvencí základního tónu f0. Změny f0 jsou velmi 
různorodé a závislé nejen na konkrétním vlivu, ale i na individuálním mluvčím 
[74]. Kromě fyziologických jevů se uplatňují i vědomé kompenzační mechanismy, 
které zvyšují nepředvídatelnost změn f0. 
 Časové relace promluvy – doba trvání slov, změny trvání jednotlivých fonémů, 
mezer mezi slovy a větami, průměrná rychlost řeči aj. Pomalá řeč je nejčastěji 
spojována s únavou a depresivními stavy [72][75]. Změny rozptylu trvání všech 
fonetických jednotek (fonémy, difony, slabiky, slova, fráze) jsou indikátorem pro 
stresové stavy [76]. Výrazné zvýšení rozptylu fonetických jednotek je typické pro 
stav rozhněvání [76]. Zvláštním časovým parametrem je doba reakce mluvčího na 
dotaz v rámci dialogu [75], která se mění např. v důsledku spánkové deprivace. 
 Spektrum hlasového traktu – v důsledku psychického stavu mluvčího dochází ke 
změnám spektrální polohy a šířky formantů. Mění se též strmost poklesu energie 
směrem k vyšším frekvencím [72][76]. 
 Průběh hlasivkového budícího signálu – spolu s formanty určuje hlasivkový 
signál tvar spektra hlasového traktu. 
Podle úrovně tvorby řeči, kterou v největší míře ovlivňují, se rozlišuje několik 
kategorií vnějších vlivů, tzv. stressorů [72]: 
1) Stressory 0. úrovně (fyzické) – jedná se o mechanické vlivy, které mohou změnit 
řeč v důsledku vnějšího ovlivnění pohybů mluvidel. Jedná se např. o vibrace, 
akceleraci, pomůcky umístěné na těle (chirurgická rouška, dýchací maska, 
zavazadla apod.). 
2) Stressory 1. úrovně (fyziologické) – ovlivňují mluvčím generované pohyby 
hlasového traktu (únava, spánková deprivace, dehydratace, onemocnění, lokální 
anestetika, léky, narkotika, alkohol, nikotin aj.). 
3) Stressory 2. úrovně (vnímavostní) – nutí mluvčího vědomě změnit svůj hlas např. 
v důsledku okolního hluku (Lombard efekt), špatného komunikačního kanálu, 
posluchače nezvládajícího daný jazyk apod. Neuplatňují se vyšší emoce. 
4) Stressory 3. úrovně (psychologické) – způsobují emocionální odezvu mluvčího, 
ovlivňují nejvyšší úroveň tvorby řeči. Jedná se např. o vysoké pracovní vytížení, 
hrozby, nouzové situace, podněty způsobující radost aj. 
2.4.1. Stres mluvčího 
V důsledku stresu a dalších faktorů ovlivňujících řeč mluvčího dochází k poklesu 
úspěšnosti automatického rozpoznávání řeči. V [72] jsou uvedeny výsledky 
experimentů s běžnými typy rozpoznávačů s využitím databáze SUSAS (Speech under 
simulated and actual stress) [76]. Tato databáze obsahuje neutrální řeč, řeč 
rozzlobeného mluvčího, pečlivě vyslovovanou řeč, rychlou a pomalou řeč, slova 
pronesená s tázací intonací, tichou a hlasitou řeč, řeč ovlivněnou Lombard efektem a řeč 
při nízké a vysoké úrovni stresu. Výsledky úspěšnosti rozpoznávačů při promluvě se 
simulovanými změnami hlasu [72]: 
1) Rozpoznávač izolovaných slov závislý na mluvčím; HMM s diskrétními 
výstupními rozloženími pravděpodobnosti, 5 stavů na slovo, řeč je 
charakterizována MFCC koeficienty. Pro neutrální řeč je dosaženo úspěšnosti 
rozpoznávání slov 88,3%, průměrná úspěšnost pro všechny simulované změny 
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hlasu vychází 58%, nejhorší úspěšnost 20% vychází pro řeč rozzlobeného 
mluvčího. 
2) Rozpoznávač spojité řeči nezávislý na mluvčím a nezávislý na úloze; HMM 
modely subslovních jednotek s výstupním rozložením typu GMM s dvěma 
gaussovkami, řeč je charakterizována MFCC koeficienty. Pro neutrální řeč je 
dosaženo úspěšnosti rozpoznávání slov 96%; průměrná úspěšnost pro všechny 
simulované změny hlasu vychází 87%, přičemž nejhorší výsledek 73% odpovídá 
řeči rozzlobeného mluvčího. 
Korektní klasifikace psychického stavu mluvčího na základě jeho řečového 
projevu má velký význam pro zvyšování účinnosti systémů automatického 
rozpoznávání řeči [77], neboť umožňuje přizpůsobení rozpoznávače aktuálnímu stavu 
mluvčího. Příznaky považované za vhodné pro rozpoznávání emocí mluvčího lze 
rozdělit do několika základních kategorií [77]: 
1) Příznaky odvozené od energie řečového signálu – energie znělých / neznělých 
úseků a různých spektrálních komponentů, 
2) příznaky vycházející z frekvence základního tónu – střední hodnota a další 
statistické parametry, 
3) příznaky odvozené od časových parametrů promluvy – rychlost promluvy, délka 
odmlk, poměr délky trvání znělých a neznělých úseků řeči aj., 
4) zvláštní příznaky popisující dynamické a nelineární vlastnosti hlasového traktu a 
produkce řeči [72][77][78][79][80]. 
Při rozpoznávání řeči je obvyklé vycházet z modelu produkce řeči složeného z 
generátoru impulzů (popř. šumu) a lineárního filtru [18]. Tento model však 
nepodchycuje nelineární fenomény hlasového traktu (nelaminární proudění vzduchu, 
víry, energetické ztráty apod.), které se mění v závislosti na psychickém stavu 
mluvčího. Podrobný model nelineární struktury hlasového traktu vyžaduje řešení 
Navier-Stokesových rovnic a není s ohledem na výpočetní výkon současného hardware 
perspektivní pro použití v reálném čase [78]. Teager a Kaiser se zabývali výpočetně 
únosnými aproximacemi nelineárního popisu hlasového traktu. Příznaková reprezentace 
využívající TEO (Teager energy operator) [72][78] umožňuje detekovat energetické 
změny řečového signálu závislé na nelaminárním proudění vzduchu v hlasovém traktu 
pod vlivem psychického stavu mluvčího. Hodnotu TEO v čase t pro pásmově omezený 
signál x(t) lze určit 











dtx . (2.28) 
V [78] je uvedeno několik variant příznaků odvozených z TEO; vychází se vždy z 
pásmové filtrace řečového signálu a následného určování časových parametrů průběhů 
modulového spektra v jednotlivých pásmech. Pro určení TEO je potřeba extrahovat 
znělé úseky řeči. Slabinou většiny popsaných reprezentací je závislost na určování 
frekvence základního tónu řeči f0, jejíž přesná detekce je v podmínkách stresové řeči 
obtížná. Pro variantu TEO-CB-Auto-Env [78] (nezávislou na f0) je vykazována 
průměrná úspěšnost párového rozlišení různých typů stresové řeči (nezávisle na typu 
textu) 89%, koeficienty MFCC ve stejné úloze dosahují úspěšnosti 68%. Testy byly 
realizovány s využitím databáze SUSAS. 
Využití dynamických vlastností znělých úseků řeči za použití Poincaré map pro 
detekci emocí mluvčího je navrženo v  [77]. Podobně jako u TEO se zkoumá časový 
průběh řečového signálu ve vybraných úsecích, které mají povahu atraktorového jevu; 
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Poincaré mapy vybraných samohlásek jsou využity jako zdroj pomocných příznaků. Při 
rozpoznávání 6 emočních stavů (hněv, znuděnost, radost, strach, smutek a neutrální 
stav) bylo dosaženo úspěšnosti 79%, což převyšuje výsledky srovnatelných studií v 
dostupné literatuře. S využitím podivných atraktorů konstruovaných ze znělých úseků 
řeči bylo též dosaženo významných úspěchů v oblasti rozpoznávání únavy [79]. 
Využití směsi většího množství různých příznaků vystihujících jak spektrální tak 
časové parametry promluvy mluvčího je pro detekci stresu demonstrováno v [81]. Z 
časových parametrů je použito střední trvání slabik, střední doba jejich znělé části, 
střední doba před nástupem znělosti a po něm aj.; mezi spektrální parametry je zahrnuta 
frekvence základního tónu a odvozené charakteristiky (průměr, medián; doba, po kterou 
f0 roste a klesá pro první a druhou polovinu slabiky aj.). Pro identifikaci hranic 
fonetických úseků potřebných pro sestavení uvedených příznaků je využito Stevens 
landmark detection theory [82]. Výsledné příznakové vektory jsou dekorelovány 
pomocí PCA (principal component analysis) [18]. Na "actual stress" části databáze 
SUSAS je dosahováno úspěšnosti detekce 75% pro případ klasifikátoru závislého na 
mluvčím a nezávislého na textu. 
Konvenčním přístupem pro snížení vlivu stresu mluvčího na úspěšnost 
rozpoznávání je multi-style training [83]. Jedná se o metodu použitelnou pro 
rozpoznávač závislý na mluvčím, kdy mluvčí v tréninkové fázi simuluje větší množství 
emocí a akustický model jeho promluvy tak zahrnuje širší rozpětí možných realizací 
rozpoznávaných promluv. Nevýhodou je náročnost tréninku, neboť oproti obvyklé 
neutrální řečové databázi je nutné od mluvčího získat několikanásobně větší množství 
trénovacích dat. Pokusy s rozšířením multi-style training na rozpoznávač nezávislý na 
mluvčím se ukázaly být neúspěšné, ve výsledku došlo pro takto natrénovaný systém 
dokonce ke zhoršení úspěšnosti oproti obvyklému tréninku na neutrální řečové databázi 
[84]. V [85] je popsán postup pro vygenerování modelů pozměněné řeči pomocí 
speciálního HMM-generátoru ze standardní neutrální řečové databáze, čímž odpadá 
logistická zátěž při multi-style trénování, dosažitelné výsledky jsou však horší. 
Narozdíl od rozpoznávání řeči, kde jednotlivé klasifikované třídy (fonémy, trifony 
nebo slova) jsou obvykle chápány jako disjunktní množiny, při rozpoznávání emocí je 
nutné počítat s velkým překryvem rozpoznávaných tříd. Klasifikátor založený na 
binárním stromu (binary decision tree) [77] tak může být vhodným nástrojem pro 
iterativní proces klasifikace, kdy nejprve se rozhoduje mezi nejlépe oddělitelnými 
třídami a v dalších iteracích se rozlišují jemnější rozdíly mezi podobnými emočními 
stavy. Omezením klasifikace na binární případ v každé větvi stromu se navíc snižují 
nároky na výpočetní výkon, neboť se vyloučí zbytečné porovnávání podtříd s malou 
pravděpodobností záměny. 
Seznam dostupných stresových databází: 
 SUSC-0/1 "Speech under Stress" [72] – databáze nahrávek hlasové komunikace 
pilotů stíhacích letounů a řízení letového provozu. V databázi jsou obsaženy též 
dvě nahrávky hlasu pilotů při reálné hrozbě (havárie letounu). Hlasový materiál 
obsahuje psychologické stressory (úzkost) a fyziologické stressory (fyzická 
námaha). 
 SUSAS "Speech Under Simulated and Actual Stress" [72] – rozsáhlá databáze 
různých stylů řeči nahrané v různých prostředích; projevy jsou ovlivněny 
simulovanými emocemi (herecký projev) i skutečnými emocemi a stressory. 
Databáze obsahuje: Lombard speech, vnímavostní stressory, psychologické 
stressory (časová tíseň, pracovní zátěž), fyzické a fyziologické stressory (jízda na 
Zvyšování účinnosti strojového rozpoznávání řeči 
 
-  18  - 
horské dráze); kombinace fyzických, fyziologických a psychologických stressorů 
(řečový projev pilotů vojenských helikoptér – hluk, vibrace, úzkost). 
 DLP "DERA license plate" [72] – databáze čtených označení státních poznávacích 
značek aut pomocí vojenské abecedy ICAO ("alfa", "bravo", ...); obsahuje 
psychologické stressory (časová tíseň). 
 UT-SCOPE [86] – databáze řeči zaměřená na identifikaci mluvčích z řeči 
ovlivněné obsahuje 4 typy změn: Lombard efekt, kognitivní stres, fyzický stres, 
emoce; obsahem jsou TIMIT věty. 
2.4.2. Únava mluvčího 
Mezi změny hlasu, které mohou být způsobeny únavou mluvčího patří [75]: 
drmolení, opakování, pomalá řeč, mumlavá řeč, monotónní projev, snížený obsah 
vyšších frekvenčních složek ve spektru. Vliv únavy na hlas je podobný emočním 
stavům, proto i metody pro detekci únavy popsané v literatuře používají podobné 
postupy a příznaky jako v případě rozpoznávání emocí a stresu. Podobně jako u stresu 
lze i v případě změn hlasu vlivem únavy očekávat neshodu akustických modelů 
rozpoznávače a s tím související pokles úspěšnosti. Konkrétní dopad na funkci 
rozpoznávačů však zatím nebyl publikován. 
Rozlišují se dva typy únavy – únava kumulovaným pracovním vytížením a únava 
v důsledku spánkové deprivace [87]. Kromě uvedených příčin působí na zvýšení únavy 
také vlivy okolí jako např. omezená možnost pohybu, omezená výměna vzduchu, nízká 
úroveň osvětlení, hluk a vibrace [88]. 
Výzkum možností spolehlivé detekce únavy mluvčího má význam nejen pro 
zvýšení úspěšnosti automatického rozpoznávání řeči. Jedou z nejčastěji zmiňovaných 
motivací je snaha předcházet nehodám v důsledku únavy (řízení vozidel, vlaků, 
vzdušných dopravních prostředků) [72][75][87][89][90]. Je prokázáno, že vlivem únavy 
vzrůstá riziko selhání lidského faktoru – podle NASA Aviation Safety Reporting 
System je až 21,1% chybných hlášení pilotů podmíněno únavou [88]. Se vzrůstající 
únavou se též zvyšuje subjektivně vnímaný práh akceptovatelného rizika, které člověk 
připouští pro vyhnutí se akci vyžadující zvýšené úsilí [88]. Tento faktor má velký 
význam kromě řízení dopravních prostředků též např. při déletrvajících chirurgických 
zákrocích, kde je operatér nucen nepřetržitě udržovat pozornost řadu hodin. 
Standardním objektivním testem pro detekci úrovně únavy je sleep on-set latency 
(SOL) [89]. Jde o měření doby uplynulé mezi ulehnutím a usnutím, která se zkracuje 
s únavou. Tento test se využívá jako etalon pro hodnocení vyvíjených metod detekce 
únavy analýzou řečového projevu mluvčího [88][89]. Vysoká míra korelace výsledků 
klasifikátoru (resp. použité příznakové reprezentace) se SOL je indikátorem kvalitní 
detekce únavy. Dalším referenčním testem je využití critical flicker frequency (CFF) 
[79], kdy se měří rychlost zpracování vizuálního vjemu primárními částmi nervového 
systému měnící se v závislosti na únavě. Pro hrubé předvídání úrovně únavy na základě 
obecných vlivů (denní doba, délka předchozího spánku, atd.) byl vytvořen parametrický 
SAFTE model (sleep, activity, fatigue, and task effectiveness) [88][89], který 
vychází z typického průběhu lidské aktivity v závislosti na 24-hodinových cyklech 
(circadian cycles). 
Při rozpoznávání únavy z hlasu mluvčího je možné vycházet z obvyklých 
příznakových reprezentací nebo použít specializované příznaky zachycující větší míru 
neřečové informace. Naneštěstí neexistuje žádný typ příznakové reprezentace, který by 
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z řečového projevu jednoznačně extrahoval informaci o únavě mluvčího [89]. Přesto 
bylo navrženo větší množství příznaků určených zvlášť pro únavu. 
Příznaky PHSC (pitch and harmonic spectral coefficients) [75] využívají 
hierarchicky se překrývající banky filtrů v modulovém spektru s cílem detekovat změny 
v rozložení harmonických složek hlasivkového signálu pod vlivem spánkové deprivace. 
Při testu rozpoznávání na DCIEM map task corpus je úspěšnost detekce únavy s PHSC 
86,5%; zlepšení oproti běžným typům příznaků však není valné – MFCC 82,3%. LPCC 
85,4%. 
V literatuře lze najít rozporuplná pozorování týkající se vlivu únavy na frekvenci 
základního tónu f0 [74][87][90]. Vlivu spánkové deprivace na statistické charakteristiky 
základního tónu řeči se věnuje studie [87]; pomocí statistických testů (t-test, f-test) bylo 
určeno, že změny střední hodnoty f0 nevykazují jednoznačnou závislost na úrovni únavy 
mluvčího. Toto pozorování je ve shodě s výsledky uvedenými v [74], kde je testována 
hypotéza, že únava vede k změnám v napětí hlasivkového svalstva a s tím spojeným 
rozdílným f0; praktické experimenty však neprokázaly jednoznačnou závislost. V [90] je 
konstatováno, že f0 se mění pod vlivem jiných faktorů výrazněji než vlivem únavy, což 
může být zdrojem rozporuplných výsledků. Oproti střední hodnotě f0 však jiné 
charakteristiky odvozené od časového průběhu f0 vykazují pozorovatelné změny v 
závislosti na únavě [87] – směrodatná odchylka, variační koeficient, jitter factor, 
shimmer factor. Tyto charakteristiky jsou tedy vhodnými kandidáty pro začlenění mezi 
příznaky při detekci únavy z hlasu mluvčího. 
Využití časových relací v běžné promluvě pro detekci únavy je popsáno v [90]. 
Jsou sledovány průměrné doby trvání slov, mezer mezi slovy a doba pauz mezi větami 
při čtení předepsaných vět. Tyto příznaky však nevykazují jednoznačnou souvislost s 
úrovní únavy mluvčího. Výjimkou je pouze průměrná doba trvání pomlk mezi slovy, 
která v průběhu dané činnosti (řízení automobilu) vykazuje konzistentní pokles. 
V [91] je prezentován detektor únavy sledující intenzitu řeči, rytmus, rozmístění 
pauz, intonaci, rychlost, artikulaci a kvalitu řeči. Při rozlišování mírného stupně únavy 
od vysoké únavy bylo dosaženo úspěšnosti 83,8%. 
Příznaky vycházející z chaotických charakteristik řeči jsou uvedeny v [79] a [80]. 
Na základě časového průběhu signálu vybraných fonémů jsou pomocí Taken’s 
embedding thorem sestavovány podivné atraktory (strange attractors). Fluktuace 
atraktorů podle autorů nese informaci o únavě mluvčího. Tato fluktuace se obvykle 
určuje Lyapunovým exponentem, pro jehož zjištění je však zapotřebí relativně dlouhý 
stacionární úsek signálu. Toto omezení nemá cerebral exponent (CE), který je 
použitelný i pro krátké úseky jako jsou znělé části fonémů v běžné promluvě. Hodnoty 
CE vykazují vysokou míru korelace s CFF a nezávislost na mluvčím. 
V [89] jsou uvedeny experimenty s detekcí únavy za použití běžných MFCC 
koeficientů. Pro dosažení použitelné úspěšnosti detekce je nutné porovnávat způsob 
vyslovení konkrétních fonémů, jejichž MFCC reprezentace se liší pro normální a 
únavovou řeč. Za tímto účelem je nutné provádět rozpoznávání řeči a detekovat klíčové 
fonémy, jejichž modely jsou pro různé typy řečového projevu v systému obsaženy. 
Autoři demonstrují, že při zavedení tzv. word posterior-based confidence measure pro 
spolehlivé vyloučení slov mimo slovník lze dosáhnout vysoké míry korelace výsledků 
se SOL. Výsledky experimentů jsou uvedeny ve formě ROC (receiver operating 
characteristic); při 70% pravděpodobnosti správné detekce hledaného slova vychází 
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20% pravděpodobnost falešného poplachu. Vzhledem k použití nestandardní databáze 
řečových nahrávek nelze výsledky přímo porovnat s jinou literaturou. 
Jedním z nepřímých přístupů pro detekci únavy z řečového projevu mluvčího je 
určování doby odezvy v rámci dialogu [75]. Nejedná se tedy o analýzu parametrů hlasu 
nýbrž chování mluvčího, které lze z jeho řečového projevu odvodit. Pro daného 
mluvčího (či skupinu mluvčích) je nutné na základě měření v normálním stavu a stavu 
spánkové deprivace stanovit rozložení pravděpodobnosti doby mezi koncem promluvy 
instruktora a začátkem odpovědi testovaného mluvčího. V [75] je využito těchto 
rozložení jako zdroje apriorních pravděpodobností při sekvenčním určování únavy 
mluvčího na základě parametrů jeho hlasu pomocí HMM rozpoznávače, není však 
kvantifikován přínos tohoto vylepšení. 
V rámci mezinárodní konference INTERSPEECH 2011 byla vyhlášena soutěž 
„The INTERSPEECH 2011 Speaker State Challenge“, jejímž cílem je porovnat 
výkonnost metod pro automatickou detekci stavu mluvčích analýzou jejich řeči. Soutěž 
má dvě sekce: „Intoxication Sub-Challenge“ je zaměřena na detekci dvou stupňů 
alkoholní intoxikace a sekce „Sleepiness Sub-Challenge“ na detekci dvou stupňů 
spánkové deprivace. Pro účely soutěže byly vytvořeny příslušné řečové databáze 
„Alcohol Language Corpus“ a „Sleepy Language Corpus“, jejichž trénovací část je dána 
soutěžícím k dispozici. Účast týmů z celého světa dokumentuje aktuálnost a důležitost 
výzkumu na tomto poli. Výsledky soutěže budou zveřejněny v průběhu konání 
konference (28.8. – 31.8. 2011). 
Seznam dostupných databází únavové řeči: 
 DCIEM Map Task Corpus [80] – databáze dialogů pro různou délku spánkové 
deprivace s různými typy drogové intoxikace (léky snižující pocit únavy). 
2.4.3. Hlasové úsilí mluvčího 
Současné rozpoznávače řeči jsou obvykle trénovány pouze na vzorcích řeči 
vyslovené konverzačním neutrálním stylem s běžnou intenzitou hlasu. V mnoha 
situacích je však nezbytné zajistit spolehlivé rozpoznávání řeči i při odlišných úrovních 
hlasového úsilí, jako např. šepotu nebo křiku. Je tedy účelné studovat změny 
v parametrech řečového signálu při změnách hlasového úsilí mluvčích za účelem 
zvýšení robustnosti rozpoznávačů. 
Lidská schopnost rozpoznávání řeči stále ještě výrazně převyšuje výsledky 
dosažitelné strojovými algoritmy. Lze tedy logicky očekávat, že úlohy obtížné pro 
posluchače budou o to náročnější pro automatické systémy. V [92] jsou popsány 
experimenty, jejichž cílem bylo stanovit schopnost posluchačů určit identitu mluvčích 
na základě jejich projevu při šepotu, normální řeči a křiku. Nejlepších výsledků bylo 
dosaženo pro úroveň hlasu, na kterou byli posluchači předem nacvičeni. Naopak při 
neshodě úrovní mezi tréninkem a testem docházelo k výraznému zhoršení výsledků. 
Brungart et al. [92] z toho usuzují, že i pro dosažení optimálních výsledků strojového 
rozpoznávání řeči je nezbytné vzít v úvahu při konstrukci a tréninku rozpoznávače 
všechny možné úrovně hlasového úsilí. 
Výzkumu charakteristických změn řečového signálu v celém rozsahu hlasového 
úsilí (tj. od šepotu až po křik) v souvislosti s automatickým rozpoznáváním řeči byla 
v dosavadní odborné literatuře věnována jen minimální pozornost. Studie [93] přináší 
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sadu objektivních měření parametrů řeči 12 mluvčích v celém rozsahu hlasového úsilí. 
Byly zkoumány změny plynulé řeči v oblastech: 
 intenzita zvuku (sound intenzity level, SIL) a s ní související hladina akustického 
tlaku (sound pressure level, SPL), 
 doba trvání vět a odmlk, 
 rozložení energie segmentovaného řečového signálu, 
 sklon spektra. 
Kromě konzistentního vzrůstu SIL směrem od šepotu po křik jsou v [93] uvedeny 
i další míry od energie odvozené, jako např. consonant-to-vowel amplitude ratio 
(CVAR), consonant-to-semivowel amplitude ratio (CSVAR) a vowel-to-semivowel 
amplitude ratio (VSVAR). Na rozdíl od SIL (SPL) tyto parametry nejsou závislé na 
vzdálenosti mluvčího od mikrofonu a zisku analogové přenosové cesty a mají tedy větší 
praktickou hodnotu při konstrukci rozpoznávače. Při uvážení jakýchkoli od energie 
signálu odvozených parametrů je totiž nutno počítat s úpravou vstupního signálu 
obvody řízení a normalizace zisku (AGC). V [94] byl identifikován jako nejlepší 
indikátor hlasového úsilí poměr SPL0 – SPLv [dB] (autory nazývaný spectral emphasis), 
kde SPL0 odpovídá SPL znělých úseků ve frekvenčním pásmu shora omezeném 1,5·f0 a 
SPLv odpovídá SPL neznělých úseků řeči; f0 značí frekvenci základního tónu hlasu 
mluvčího. Tento indikátor nezávisí na celkové úrovni signálu, navíc není zkreslen 
změnami f0. Podobnou míru používá i [95], tzv. spectral balance (SB), která je dána 
poměrem energie v pásmu 2 až 6 kHz vůči pásmu 0,1 až 1 kHz bez ohledu na f0. Z 
hlediska detekce úrovně hlasového úsilí je důležitým poznatkem nelineární nárůst SB 
s hlasovým úsilím – zejména při velmi tiché a velmi hlasité řeči, kdy dochází k saturaci. 
Je též potřeba brát v úvahu rozdílné průběhy SB pro různé samohlásky. Při šepotu není 
přítomen hlasivkový signál a míry založené na f0 tedy nelze aplikovat. V této situaci 
[94] doporučuje kombinaci kmitočtu prvního formantu F1 a poměru trvání souhlásek a 
samohlásek jako nejspolehlivější ukazatel hlasového úsilí. 
V době trvání vět (normalizované vzhledem k dané větě pronesené neutrální řečí) 
byl v [93] shledán jasný trend prodlužování vět jak směrem k šepotu tak ke křiku oproti 
neutrální promluvě. Naopak relativní podíl délky odmlk v rámci vět ukazuje 
jednoznačný sestupný trend od křiku směrem k šepotu. Výsledky jiné studie [94] 
naznačují trend nárůstu průměrné doby trvání samohlásek při zvyšování hlasového úsilí 
a naopak zkracování souhlásek, opět v rámci souvislých vět. V literatuře však nelze 
najít experimentální výsledky pro izolovaně vyslovovaná slova, což má zásadní význam 
pro systémy hlasového ovládání přístrojů. 
Při měření sklonu spektra byl v [93] použit jednoduchý systém prahování energie 
řečového signálu ve snaze extrahovat pouze části signálu odpovídající znělým 
fonémům, u kterých jedině má smysl tento parametr zkoumat (obsahují hlasivkový 
signál). Výsledkem jsou konzistentní výsledky pro normální a vyšší úroveň hlasového 
úsilí, rozporuplné výsledky pro tichou řeč lze vysvětlit nedokonalostí uvedeného 
systému výběru segmentů. V souladu s výsledky experimentů jiných autorů [97][96] 
dochází ke snížení sklonu spektra znělých úseků při vyšší hlasitosti. 
Některé zdroje uvádějí i charakteristické změny v pozici formantů související 
s hlasovým úsilím. Nárůst F1 při hlasitější promluvě byl potvrzen v [94][96] a [97], 
nicméně výsledky týkající se vyšších formantů se různí a jsou zřejmě silně závislé na 
konkrétním mluvčím. V [95] je uvedena typická hodnota nárůstu F1 o +3,5 Hz/dB ve 
vztahu k SPL. Další obecnou charakteristikou je souhlasný nárůst f0 s úrovní hlasového 
úsilí (Lombard efekt) [94]. Za pozornost stojí fakt, že lidé jsou schopni na základě 
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poslechu určit úroveň hlasového úsilí mluvčího bez ohledu na objektivní hlasitost 
záznamu a SPL typické pro daného mluvčího [95]. Toto potvrzuje, že změny hlasového 
úsilí přináší specifické fonetické změny, jejichž podchycení by mohlo být klíčem pro 
významné zvýšení účinnosti automatických rozpoznávačů řeči. 
Dopad změn hlasového úsilí mluvčích na úspěšnost systémů rozpoznávání řeči 
prozatím nebyl v celém rozsahu v žádné publikaci experimentálně zkoumán. V [93] 
jsou uvedeny výsledky systému pro automatickou identifikaci mluvčích, z nichž si lze 
učinit rámcovou představu o významu tohoto fenoménu. Při shodě trénovacích a 
testovacích podmínek byla úspěšnost testovaného systému 97,26%. Pokud však byl 
rozpoznávač konfrontován s neznámým hlasovým módem známého mluvčího, poklesla 
úspěšnost průměrně na 54,02%. 
V [98] jsou popsány experimenty s rozpoznáváním normální řeči a šepotu pomocí 
HMM rozpoznávače spojité řeči s třístavovými fonémovými modely používajícími 
GMM výstupní rozložení s 32 gaussovkami. Pro trénink a testování byla použita 
databáze 100 mluvčích obsahující mužské i ženské hlasy, vše v japonštině. Úspěšnost 
rozpoznávání byla hodnocena na základě shody slabik. Pro systém natrénovaný na 
normální řeči byla úspěšnost rozpoznávání normální řeči 80%, šepot tento systém 
rozpoznával s úspěšností 40%. Pokud byl pro trénink použit šepot, byla úspěšnost 
rozpoznávání šepotu 60% a normální řeči 50%. Použitím MLLR adaptace (80 
adaptačních vět od jiných mluvčích než testovacích) došlo u systému natrénovaného na 
normální řeči ke zlepšení úspěšnosti rozpoznávání šepotu o 17%. Tento výsledek je 
stále horší než úspěšnost systému natrénovaného přímo na šepotu. Významný pokles 
úspěšnosti rozpoznávání při změně trénovacího a testovacího módu řeči jasně dokládá 
nutnost ošetřit změny hlasového úsilí ve struktuře rozpoznávače pro dosažení vysoké 
úspěšnosti v reálných podmínkách. 
Automatická segmentace hlasové nahrávky na úseky se souhlasnou úrovní 
hlasového úsilí byla zkoumána v [99]. Autoři experimentálně porovnávali větší 
množství příznaků: 
 MFCC, 
 ZEPS – 4-D sada příznaků (zero cross rate, energy, pitch, energy slope), 
 Energy Ratio (ER) – poměr energií v pásmu 2,8 až 3,0 kHz vůči 450 až 650 Hz, 
 Spectral Information Entropy (SIE) – 4-D vektor popisující entropii modulového 
spektra v pásmu 300 až 3000 Hz, 
 Spectral Tilt (ST). 
Za pomoci uvedených příznaků byla prováděna T2-BIC segmentace na úseky 
s konstantní úrovní hlasového úsilí. T2-BIC představuje zjednodušenou variantu BIC 
(Bayes information criterion) [100] rozhodování, kdy se pro urychlení výpočtu za cenu 
jistého poklesu účinnosti detekce počítá BIC-statistika pouze z vektorů středních hodnot 
bez ohledu na kovarianční matice. Nejvyšší úspěšnosti dosáhl příznak ER, který se 
např. oproti MFCC ukázal být též minimálně závislý na pohlaví mluvčího. 
V [101] byly testovány možnosti zlepšení identifikace šeptaných úseků v jinak 
normálně promlouvané řeči. Autoři zformulovali příznak „entropy-based feature“, což 
je kombinace entropie spektra v několika frekvenčních pásmech a poměru entropie ve 
stejných pásmech jako u příznaku ER. Tento příznak v kombinaci s GMM 
bayesovským klasifikátorem dosáhl celkové úspěšnosti rozlišení šeptaných/normálně 
vyslovených úseků 97% pro mužské hlasy. V [102] bylo uvedeno parametrické 
vylepšení příznaku entropy-based feature a zároveň experimenty s GMM klasifikací 
Zvyšování účinnosti strojového rozpoznávání řeči 
 
-  23  - 
úseků na základě tohoto příznaku. Výsledkem je 95% úspěšnost rozlišení 
šepot/normální řeč nezávisle na pohlaví mluvčího. 
V [103] byly zkoumány možnosti umělé konverze úrovně hlasového úsilí dané 
hlasové nahrávky na jinou úroveň. Jádrem navrhovaného řešení je adaptivní preemfáze 
tvořená dolní propustí 3. řádu (adaptive pre-emphasis linear prediction, APLP). 
Autoři uvádějí, že obvyklý model hlasového traktu tvořený zdrojem hlasivkových pulzů 
a formantovým filtrem nedokáže vhodně podchytit změny spojené s vysokým hlasovým 
úsilím, které se týkají jak hlasivkového signálu, tak formantové struktury. Demonstrují, 
že vložením APLP filtru do přenosové funkce hlasového traktu dojde k významnému 
snížení rozdílu mezi amplitudou formantů hlasité a tiché řeči. APLP filtr v této situaci 
podchytí hlavní charakteristické změny ve spektru spojené s rozdílnou úrovní hlasového 
úsilí – jedná se zejména o typický zlom na cca 4,5 kHz, ke kterému dochází při vyšších 
úrovních hlasového úsilí. Formantový filtr získaný lineární predikcí pak vykazuje 
podstatně menší rozdíly mezi různými hlasovými módy. Uvedeným postupem byli 
autoři schopni syntetizovat z hlasitě vyslovené samohlásky simulaci tichého vyslovení 
téže samohlásky, která v subjektivním testu vykazovala podstatně přirozenější charakter 
než obvyklé postupy syntézy spojené s  konstantní preemfází. Autoři předpokládají, že 
pro účely automatického zpracování řeči bude nutno APLP přizpůsobit zvlášť každému 
znělému fonému a provádět odděleně zpracování znělých a neznělých úseků. 
Seznam existujících databází řeči zaměřených na změny hlasového úsilí: 
 UT-VocalEffort I [102] – obsahuje souvislé věty vyslovované v 5 úrovních 
hlasového úsilí (šepot, tiše, normálně, nahlas, křik); anglicky mluvící rodilí mluvčí 
(12 mužů). Věty odpovídají databázi TIMIT, navíc jsou obsaženy i spontánní 
promluvy. Databáze není komerčně nabízena. 
 UT-VocalEffort II [102] – databáze zaměřená na rozlišení šepotu a normální řeči 
v prostředí internetové kavárny; anglicky mluvící rodilí mluvčí (37 mužů, 75 žen). 
Věty odpovídají databázi TIMIT, navíc jsou obsaženy i spontánní promluvy. 
Databáze není komerčně nabízena. 
 UT-SCOPE [86] – databáze řeči zaměřená na identifikaci mluvčích z řeči 
ovlivněné 4 typy změn: Lombard efekt, kognitivní stres, fyzický stres, emoce; 
obsahem jsou TIMIT věty; namluveno 59 anglicky hovořícími rodilými mluvčími. 
Databáze není komerčně nabízena. 
 Databáze [94] – zaměřena na akustické změny řeči při různých úrovních hlasového 
úsilí způsobené různou komunikační vzdáleností mluvčího a posluchače; obsahuje 
řeč švédsky mluvících rodilých mluvčích (6 mužů, 6 žen, 4 chlapce, 4 dívky; děti 
ve věku 7 let). Nahráno ve venkovním prostředí. Databáze nebyla publikována jako 
samostatný celek a není komerčně nabízena. 
 Databáze [98] – databáze normální řeči a šepotu + videozáznam obličeje mluvčích; 
japonsky mluvící rodilí mluvčí (50 mužů, 50 žen); obsahuje souvislé věty. 
Databáze není komerčně nabízena. 
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2.5. Dopad rušivých vlivů na úspěšnost rozpoznávání 
V následující tab. 2.1 je uveden orientační přehled typických rušivých vlivů a 
jejich dopad na úspěšnost systémů pro automatické rozpoznávání řeči. 
 
Tab. 2.1 Dopad rušivých vlivů na úspěšnost rozpoznávání řeči 
Rušivý vliv: Chybovost WER [%]: 
SNR 20 dB 15 dB 10 dB 5 dB 0 dB 
Bílý šum [104] 4,0 10,9 26,9 50,5 81,4 
Růžový šum [104] 4,6 12,1 26,7 63,7 90,0 
Nestacionární šum 
„factory“ [104] 2,9 8,8 22,1 53,1 85,8 
Nestacionární šum 
„subway“ [105] 3,8 8,1 26,3 56,1 81,3 
Nestacionární šum 
„babble“ [105] 13,1 30,7 55,1 77,0 88,6 
Nestacionární šum 







„exhibition“ [105] 4,8 12,0 32,9 64,6 85,3 
„subway“ + filtr 
[105] 6,1 13,7 28,0 53,3 78,6 







„street“ + filtr [105] 5,4 11,6 28,3 52,7 76,2 
Rozpoznávač izolovaných slov závislý na mluvčím; HMM s 
diskrétními výstupními rozloženími pravděpodobnosti. WER = 
42,0% (z původních WER = 11,7% pro neutrální řeč). Stres mluvčího 
(průměr pro více typů stresu) [72] Rozpoznávač spojité řeči nezávislý na mluvčím; HMM modely 
s výstupním rozložením GMM. WER = 13,0% (z původních 
WER = 4,0% pro neutrální řeč). 
Únava mluvčího, spánková deprivace Dosud nebylo zkoumáno. 
Alkoholní intoxikace Souvislost existuje [106], nebylo dosud kvantifikováno. 
Hlasové úsilí mluvčího Dosud nebylo zkoumáno v celém rozsahu hlasového úsilí. 
Testy pro normální řeč a šepot [98] ukazují pokles úspěšnosti z 
80% na 40% při záměně normální řeči za šepot. 
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3. Cíle disertace 
Primárním cílem disertace bylo identifikovat zdroje poklesu úspěšnosti 
rozpoznávačů řeči při jejich nasazení v náročných podmínkách a hledat cesty pro jejich 
kompenzaci. Výzkum byl specificky zaměřen na prostředí operačního sálu, kde 
v současnosti komerčně dostupné rozpoznávače vykazují nevyhovující spolehlivost. 
V rámci řešení této problematiky byly vytyčeny následující cíle: 
A) Prvním cílem bylo určit strukturu rozpoznávače, která nabídne nejvyšší potenciál 
možného zvyšování úspěšnosti rozpoznávání s uvážením malého slovníku 
izolovaně vyslovených slov od předem známé skupiny mluvčích. 
B) Za předpokladu použití optimální výchozí struktury rozpoznávače bylo dále 
prioritou formulovat postupy pro zvýšení šumové robustnosti rozpoznávače v 
reálném akustickém prostředí operačního sálu. Při zkoumání vhodných metod bylo 
potřeba zaměřit pozornost na nejpodstatnější část rozpoznávače, kterou jsou 
akustické statistické modely. Cílem bylo zlepšit schopnost těchto modelů adekvátně 
postihnout nestacionární šum typický pro dané pracovní prostředí. Předpokladem 
pro úspěšné řešení bylo získání reprezentativního záznamu zvuků na operačním 
sále při probíhajícím zákroku. 
C) Spolehlivá funkce rozpoznávače za všech podmínek vyžaduje robustnost vůči 
změnám ve způsobu promluvy mluvčího. Nejvýraznějšími změnami, které lze 
předpokládat u uživatelů rozpoznávače v prostředí operačního sálu, jsou rozdílné 
úrovně hlasového úsilí. V dosavadní literatuře nebyl dopad změn v celém rozsahu 
hlasového úsilí (od šepotu až po křik) na úspěšnost rozpoznávání kvantifikován, 
bylo tedy nutné tento dopad experimentálně ověřit. Dále pak bylo cílem navrhnout 
vhodný přístup pro zvýšení robustnosti systému vůči těmto změnám a zajistit tak 
konzistentní spolehlivost rozpoznávání. 
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4. Výběr vhodné struktury rozpoznávače 
Prvním krokem pro dosažení maximální úspěšnosti rozpoznávání řeči je volba 
vhodné základní struktury rozpoznávače. Provedl jsem experimenty s dvěma 
nejpoužívanějšími realizacemi rozpoznávače určenými pro rozpoznávání izolovaně 
vyslovených slov: 
1) Struktura založená na srovnávání zachycené promluvy se vzory pomocí algoritmu 
borcení časové osy (dynamic time warping, DTW) [5][8], přičemž jako míra shody 
slouží Mahalanobova vzdálenost definovaná pro každý ze segmentů 
porovnávaných slov. Rozhodování o rozpoznaném slově je realizováno metodou 
soft voting k-nearest neighbors [18]. 
2) Rozpoznávač používající celoslovní HMM (hidden Markov models) se 
spojitými výstupními rozloženími typu GMM (Gaussian mixture model) zakončené 
neemitujícími stavy a zvlášť sestaveným HMM šumu [4]. 
4.1. DTW rozpoznávač 
Rozpoznávače založené na DTW se v minulosti hojně využívaly pro jejich 
jednoduchou konstrukci a minimální paměťové nároky. DTW rozpoznávač neprochází 
fází trénování a jeho funkce je závislá na vhodné volbě jednoho nebo několika 
reprezentativních vzorů pro každé z rozpoznávaných slov. Oproti komplexnějším 
rozpoznávačům založeným na statistických modelech postrádá DTW přístup schopnost 
využít informační obsah rozsáhlejší řečové databáze. 
Základem DTW rozpoznávání je porovnávání zachycené promluvy se 
všemi dostupnými vzory. Provádí se nelineární přizpůsobení časové osy všech vzorů 
tak, aby se jejich délka shodovala s rozpoznávaným slovem a zároveň bylo dosaženo co 
možná nejlepší podobnosti odpovídajících úseků uvnitř slov. Sesouhlasení je 
realizováno na úrovni segmentů s typickou délkou cca 20 ms, které jsou reprezentovány 
příznakovými vektory získanými některou z metod krátkodobé analýzy signálu [18]. Při 
stanovování upravené časové osy daného vzoru se porovnávají jednotlivé segmenty 
vzoru a rozpoznávaného slova pomocí zvolené míry vzdálenosti (euklidovská, 
absolutní, Mahalanobova aj. [18]), čímž vznikne tzv. matice vzdáleností (dissimilarity 
matrix), viz obr. 4.1. V testovaném rozpoznávači byl každý segment řečového signálu 
reprezentován 19 MFCC koeficienty, porovnávání se provádělo pomocí Mahalanobovy 
míry vzdálenosti. 
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Obr. 4.1 Matice vzdáleností pro všechny segmenty vzorového a rozpoznávaného slova s vyznačenou 
optimální cestou pro DTW úpravu časové osy vzoru 
 
V matici vzdáleností se hledá optimální cesta spojující protilehlé rohy 
(odpovídající hranicím slov) s minimální kumulovanou vzdáleností. Pro omezení 
výpočetních nároků a přílišných deformací slov se obvykle zavádí sada omezení na 
dovolené tvary DTW cesty [18]. V testovaném systému bylo použito globální omezení 
maximální vzdálenosti od diagonály (Sakoe-Chiba band) a lokální omezení max. 
dovoleného počtu opakovaných úseků (Itakura parallelogram). 
Výsledkem DTW porovnávání je údaj o celkové vzdálenosti rozpoznávaného 
slova vůči každému ze vzorů. Rozhodnutí o obsahu rozpoznávaného slova je následně 
provedeno podle [39]: 
 nejbližšího vzoru, 
 skupiny nejbližších vzorů (k-nearest neighbors), 
 hodnoty lokálního neparametrického odhadu hustoty pravděpodobnosti (Parzen 
windows). 
Při všech uvedených postupech se obvykle využívá větší množství vzorů pro 
každou z rozpoznávaných tříd. Pro účely testovaného rozpoznávače byla použita 
metoda soft voting k-nearest neighbors [18], která při určování identity rozpoznávaného 
slova uvažuje k nejbližších vzorů váhovaných jejich vzdáleností. Díky váhování 
vzdáleností se zmírňuje vliv zvoleného k na celkovou úspěšnost rozpoznávání. 
Jednou z charakteristik DTW přístupu je nutnost použití dalšího pomocného 
klasifikátoru – detektoru řeči (voice activity detector, VAD). Metoda DTW totiž 
operuje s celými slovy a z principu ji nelze použít na neohraničený úsek signálu. 
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Ve funkci VAD detektoru jsem využil bayesovský klasifikátor [10][11]. 
Rozlišovanými třídami byl znělý úsek řeči, neznělý úsek řeči a ticho. Vektor koeficientů 
byl tvořen následujícími příznaky: 
 počet průchodů nulou, 
 první LPC koeficient, 
 autokorelační koeficient 1. řádu, 
 velikost prvního maxima v reálném kepstru, 
 energie signálu v pásmech 50 až 300 Hz, 300 až 2300 Hz a 2300 až 6000 Hz. 
Volba příznakového vektoru vycházela z obvykle používané sady (průchody 
nulou, LPC, autokorelační koef.) [107]. Výběr byl motivován snahou dosáhnout 
maximálního rozlišení periodických signálů (znělé fonémy) od ostatních zvuků 
(akustický šum). U znělých fonémů lze očekávat výraznou špičku v levé části kepstra, 
což je fenomén často využívaný pro identifikaci základního tónu řeči [18], proto byla 
sledována velikost prvního kepstrálního maxima. Příznaky měřící energii ve vybraných 
pásmech vychází z typického obsazení spektra nosovkami (50 až 300 Hz), sonoranty 
(300 až 2300 Hz) a frikativy (2300 až 6000 Hz) [18]. 
Jako model každé ze tříd posloužilo vícerozměrné normální rozložení s plnou 
kovarianční maticí. Parametry těchto modelů (vektory středních hodnot, kovarianční 
matice) byly určeny na základě maximum likelihood (ML) odhadu ze všech řečových 
segmentů trénovací množiny. Jako trénovací množina posloužily 3% z celkového 
objemu dostupné řečové databáze. Řečová databáze sestávala z 23 slov v 6 variantách 
vyslovených 6 různými mluvčími (studenti VUT). Jednalo se o seznam německých slov 
původně zamýšlených jako sada příkazů sestavených pro hlasové ovládání 
zobrazovacího systému vyvíjeného na partnerské škole v Německu. Přehled slov je 
uveden v tab. 4.1. Všechny záznamy v databázi byly pořízeny se vzorkovací frekvencí 
16 kHz v nekomprimovaném formátu PCM (pulse-code modulation). 
 
Tab. 4.1 Přehled testovací řečové databáze VAD detektoru 
Kategorie slov Slova v kategorii 
Číslovky null, eins, zwei, drei, vier, fünf, sechs, sieben, acht, neun 
Povely kalibrieren, daten, registrieren, überwachen, planen, navigation, zeichnen, 
sprache, blättern, fenster, menü 
Obtížně rozlišitelná slova fisch, schiff 
 
Stejná databáze byla později použita i při testu kompletního rozpoznávače 
(VAD+DTW), přičemž polovina dostupného počtu variant každého slova od každého z 
mluvčích posloužila jako vzory v DTW, na druhé polovině bylo prováděno testování 
úspěšnosti. Zaznamenaný řečový signál nebyl zarušen žádným přidaným šumem ani 
jinak zkreslen, šumový práh daný akustickými podmínkami nahrávání lze 
charakterizovat poměrem SNR = 30 dB měřeným jako poměr průměrných výkonů 
úseků obsahujících řeč vůči pauzám mezi slovy. V tab. 4.2 jsou uvedeny výsledné 
úspěšnosti VAD detekce (diagonální prvky) a procentuální podíly záměn jednotlivých 
tříd (prvky mimo hlavní diagonálu). Třída „ticho“ představuje šumové pozadí 
v řečnických odmlkách. 
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Tab. 4.2 Tabulka záměn VAD klasifikátoru 
Rozpoznaný typ úseku [%] Skutečný typ 
úseku Ticho Neznělý úsek Znělý úsek 
Ticho 84,0 16,0 0,0 
Neznělý úsek 0,0 90,7 9,3 
Znělý úsek 0,0 16,1 83,9 
 
Z hlediska funkce VAD detektoru není rozlišení mezi znělými a neznělými úseky 
podstatné, rozdělení řeči na tyto dvě skupiny však snižuje rozptyl uvnitř tříd, takže je 
vyšší pravděpodobnost správného rozlišení ticha oproti řeči. 
Následně jsem prozkoumal možnosti vylepšení funkce detektoru optimalizací jeho 
parametrů pomocí diskriminativního kritéria MCE (minimum classification error) [39], 
které umožňuje dosáhnout s omezenou trénovací množinou lepších výsledků než ML 
odhad. Optimalizovanými parametry byly vektory středních hodnot a kovarianční 
matice normálních rozložení všech klasifikovaných tříd. Aby bylo možné provést 
optimalizaci bez omezujících podmínek, zformuloval jsem jednoduché transformační 
funkce, které zajistí dodržení přípustných hodnot těchto parametrů. Optimalizace tak 
proběhne v transformované doméně, ze které se následně inverzní transformací získají 
výsledné optimální parametry klasifikátoru. V případě diagonálních prvků 
kovariančních matic je nutné dodržet podmínku nezápornosti; zde jako transformační 
funkce posloužila druhá odmocnina (s druhou mocninou jako inverzní transformační 
funkcí). Prvky mimo hlavní diagonálu musí z definice ležet v intervalu 
  ),(),(,),(),(),( jjΣiiΣjjΣiiΣjiΣ   (4.1) 
kde Σ(i,j) značí prvek kovarianční matice v i-tém řádku a j-tém sloupci. Dodržení tohoto 























kde ),( jiΣ  je odpovídající prvek kovarianční matice v transformované doméně. 
Uvedená transformace je homomorfní a interval   ,),( jiΣ  v transformované 
doméně se zpětnou transformací monotónně zobrazí do požadovaného 
intervalu  ),(),(,),(),(),( jjΣiiΣjjΣiiΣjiΣ  . V následující tab. 4.3 jsou 
uvedeny výsledné úspěšnosti klasifikace po MCE optimalizaci. Je patrné, že rozlišení 
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Tab. 4.3 Tabulka záměn VAD klasifikátoru po MCE optimalizaci 
Rozpoznaný typ úseku [%] Skutečný typ 
úseku Ticho Neznělý úsek Znělý úsek 
Ticho 96,0 4,0 0,0 
Neznělý úsek 1,9 92,6 5,6 
Znělý úsek 0,0 10,7 89,3 
 
V běžné promluvě se často objevují neřečové úseky, nejčastěji jako intraslovní 
mezery či jako součást některých fonémů (např. explozivy). Segmenty rozpoznávaného 
signálu označené VAD detektorem jako řeč bylo tedy nutné spojit s blízkými řečovými 
segmenty, aby nedošlo k nežádoucímu rozdělení slova na více částí. Za společné slovo 
byly označeny všechny řečové segmenty vzdálené méně než 0,5 s. Časové hranice slova 
byly dále rozšířeny o 80 ms, aby nedošlo k „useknutí“ náběhu a doběhu krajních 
fonémů. Bylo též zavedeno omezení na minimální a maximální délku trvání slova 
(0,4 s a 2,5 s), čímž se eliminoval vliv ojedinělých falešných detekcí. 
Spojením VAD detektoru před optimalizací s DTW klasifikátorem vznikl 
rozpoznávač dosahující při vstupu čistého řečového signálu WER = 15,33% (výpočet 
viz 2.27). Při použití optimalizovaného VAD detektoru vyšla celková chybovost 
WER = 15,20%. Takováto úspěšnost je vzhledem k vysoké kvalitě vstupního signálu 
spíše podprůměrná a ani optimalizace VAD detektoru ji významně nezlepšila. 
4.2. HMM rozpoznávač 
Stejná rozpoznávací úloha jako v předchozí kapitole byla též řešena pomocí 
HMM rozpoznávače s celoslovními levo-pravými skrytými Markovovými modely. 
Model každého slova sestával z 19 až 28 stavů (podle průměrné doby trvání slov), 
výstupní rozložení byla tvořena jedinou gaussovkou. Celoslovní typ modelů byl zvolen 
vzhledem k malému rozsahu rozpoznávaného slovníku a optimální schopnosti těchto 
modelů podchytit časové souvislosti subslovních jednotek [18]. Model mezislovních 
mezer byl tvořen pětistavovým HMM s proměnným počtem gaussovek ve výstupních 
rozloženích GMM určených algoritmem split-merge EM [108]. Jako příznaky bylo 
použito 19 MFCC koeficientů. 
Na úloze, kde optimalizovaný DTW rozpoznávač vykazoval chybovost 15,2% 
dosáhl HMM rozpoznávač chybovosti WER = 5,5%. Čas potřebný pro strojové 
rozpoznání testovacího zvuku vyšel u HMM rozpoznávače 12× kratší než v případě 
DTW. Při zvětšování počtu trénovacích vzorů lze očekávat další pokles chybovosti 
HMM rozpoznávače, kdežto u DTW by prudký nárůst časové náročnosti rychle vedl 
k praktické nepoužitelnosti bez významného vlivu na úspěšnost rozpoznávání. 
4.3. Shrnutí výsledků 
V kapitole 4 byl řešen problém výběru základní struktury rozpoznávače řeči 
s ohledem na zamýšlené použití pro úlohu rozpoznávání izolovaných slov z malého 
slovníku s předem známou skupinou mluvčích. Byly provedeny experimenty s dvěma 
nejčastěji používanými přístupy: systém založený na přímém porovnávání zachycené 
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promluvy se vzory technikou borcení časové osy a dále systém shromažďující veškerou 
informaci o použitém slovníku ve formě statistických skrytých Markovových modelů. 
Z hlediska spolehlivosti základní struktury se ukázal být jasně lepší rozpoznávač 
založený na skrytých Markovových modelech. Tento přístup též nabízí podstatně vyšší 
potenciál pro další zvyšování úspěšnosti rozpoznávání, neboť umožňuje zahrnutí 
většího rozsahu informace o rozpoznávaných slovech i o rušivých vlivech. Z hlediska 
algoritmické efektivity je HMM taktéž výrazně výhodnější, neboť díky aplikaci 
Viterbiova algoritmu při dekódování umožňuje zpracování řádově komplexnějších 
modelových struktur bez enormního nárůstu výpočetních nároků. V testované úloze 
dosáhl HMM rozpoznávač třetinové chybovosti oproti DTW ve dvanáctině času 
potřebného pro rozpoznání. 
Při použití DTW s jednoduchou mírou vzdálenosti (např. Euklidovou) není nutné 
absolvovat fázi trénování, takže teoreticky lze existující systém snadno rozšířit 
jednoduchým přidáním dalších slovních vzorů. Principielně by pro rozšíření slovníku 
rozpoznávače stačila jediná realizace nového slova. Má-li však být dosaženo 
smysluplné úspěšnosti rozpoznávání, je ovšem nutné pro každé slovo dodat alespoň 
několik variant jeho vyslovení. Všechna vyslovená slova musí být navíc před zařazením 
do systému odborně vyextrahována ze záznamu tak, aby se neztratila žádná část slova a 
zároveň nedošlo k zahrnutí části záznamu mimo vlastní realizaci slova. Pokud je pro 
nové slovo k dispozici dostatečné množství variant jeho vyslovení, stává se již použití 
DTW těžko obhájitelným. Celoslovní HMM mohou být totiž na základě dodaných 
vzorů natrénovány bez další asistence uživatele, při malém množství vzorů se ani 
nejedná o časově příliš náročný proces. Vyšší dosažitelná úspěšnost rozpoznávání pak 
je jistě dostatečným argumentem pro upřednostnění HMM přístupu. 
Zvyšování účinnosti strojového rozpoznávání řeči 
 
-  32  - 
5. Zvyšování šumové robustnosti rozpoznávače 
5.1. Kubická interpolace GMM  
Jedním z možných postupů pro zvýšení šumové robustnosti rozpoznávače je 
použití sady akustických modelů natrénovaných na zašuměné řeči zvlášť pro několik 
odstupňovaných poměrů SNR (multiple-model framework, MMF [40]). Předpokladem 
úspěšné implementace je zachování charakteru šumu uvažovaného při tréninku i 
v testovacích podmínkách (tj. srovnatelný tvar spektrální hustoty výkonu, odpovídající 
statistické momenty 2. řádu parametrického popisu spektra). Při rozpoznávání se ovšem 
vyskytují i případy SNR v "mezerách" mezi natrénovanými hodnotami. Za tímto účelem 
Xu et al. [40] implementují lineární interpolaci hustoty pravděpodobnosti dvojice 
nejbližších modelů (uzlové body), čímž se získá aproximovaný model pro dané aktuální 
SNR. Lineární interpolace však nebere v úvahu globální trend daný ostatními uzlovými 
body a přesnost interpolace rapidně klesá se zvyšujícím se rozestupem uzlových bodů. 
Pro odstranění těchto nedostatků jsem navrhl přístup využívající plynulého 
prokládání hustoty pravděpodobnosti ρ akustických modelů typu GMM pomocí 
Hermitova kubického splajnu [5][6]. Interpolované hodnoty hustoty pravděpodobnosti 

















kde τ = (SNR – SNRk) / (SNRk+1 – SNRk) je normalizovaná nezávisle proměnná 
s ohledem na rozestup prokládaných uzlových bodů, d jsou tangenty v uzlových bodech 
a h jsou bázové funkce 
 132)( 2300  h , (5.2a) 
   2310 2)(h , (5.2b) 
 2301 32)(  h , (5.2c) 
 2311 )(  h . (5.2d) 
Vhodným způsobem určování tangent lze zajistit, že výsledná interpolace 
neosciluje, zachovává monotónnost při monotónních SNRk, kopíruje lokální maxima a 
minima prokládané funkce a ˆ  na žádném z úseků nevybočí z intervalu  1, kk  . 
Tyto vlastnosti jsou důležité, aby hustota prokládaných GMM plynule přecházela mezi 
jednotlivými uzlovými body zachovávaje globální trend bez vzniku abnormálních 
výkyvů. Výpočet tangent se řídí pravidlem [109] 
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1  . (5.4) 
Pro praktické ověření uvedené metody jsem provedl experimenty s detektorem 
hranic slov (VAD) [5] využívajícím dva bayesovské klasifikátory, každý se dvěma 
GMM o 30 gaussovkách natrénovaný na 32 ms segmentech s 16 ms překryvem: 
 klasifikátor rozlišující třídy „řeč“ a „ticho“ s příznakovým vektorem tvořeným 19 
MFCC koeficienty a 38 dynamickými koeficienty (19 delta, 19 akceleračních) 
získaných derivováním interpolačního polynomu 3. řádu, který je určen pro každou 
dimenzi MFCC v rozsahu 5 sousedních segmentů, 
 klasifikátor rozlišující třídy „začátek slova“ a „konec slova“ s příznakovým 
vektorem tvořeným koeficienty interpolačního polynomu 3. řádu určeného z 19 
MFCC koeficientů v 5 sousedních segmentech a střední hodnotou rozdílu hustoty 
pravděpodobnosti GMM „řeč“ a GMM „ticho“ v 5 sousedních segmentech. 
Druhý z uvedených klasifikátorů byl trénován specificky jen na vzorcích 
parametrizovaného signálu odpovídajících označeným okamžikům začátku a konce 
slov. Pokusy byly realizovány s řečovou databází německých slov popsanou 
v předchozí kapitole, jako aditivní šum byl použit AWGN. Všechna slova byla 
výkonově normalizována. Bylo natrénováno celkem 6 skupin modelů odpovídajících 
SNR {0, 3, 6, 9, 12, 15}. Hustoty pravděpodobnosti každého ze 4 natrénovaných 
GMM pro dané SNR tvořily uzlové body kubické interpolace. Interpolací lze získat 
akustické modely v libovolné hodnotě SNR mezi krajními hodnotami. Výsledky 
testovaného klasifikátoru byly hodnoceny z pohledu schopnosti přesně určit pozici 
začátků a konců slov. Histogramy časových rozptylů detekovaných pozic jsou uvedeny 
na obr. 5.1. Je patrné, že výsledky v interpolovaných hodnotách SNR konzistentně 
kopírují trend v uzlových bodech. 
Výhodou uvedené metody je, že stačí uchovávat mnohonásobně menší množství 
parametrů klasifikátoru při výsledné přesnosti modelů srovnatelné s mnohem hustší 
škálou GMM. Uvedený princip je možné rozšířit i na komplexnější akustické modely 
typu HMM, kde by se interpolace aplikovala zvlášť na GMM v rámci každého ze stavů 
HMM. Pro praktické použití by bylo nutné navíc použít detektor aktuální hodnoty SNR, 
který by na základě pozorovaného vstupního signálu vybíral požadovaný typ 
akustických modelů. Nevýhodou této metody (a celého MMF) je nutnost zaručit shodný 
charakter aditivního šumu v trénovacích a testovacích podmínkách, tento šum musí mít 
navíc stacionární charakter. V další práci jsem se tedy soustředil na pokročilejší metody 
umožňující spolehlivé rozpoznávání řeči i při nestacionárním šumu. 
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Obr. 5.1 Histogramy detekovaných pozic začátků slov (zeleně) a konců slov (modře) VAD detektorem 
s interpolovanými GMM (SNR odpovídající uzlovým GMM jsou vyznačeny červeně); vodorovná osa 
označuje počet segmentů signálu od správné pozice (nula), rozestup segmentů je 16 ms 
5.2. PMC s vícestavovým ergodickým HMM šumu 
Spolehlivá funkce rozpoznávače řeči v prostředí operačního sálu vyžaduje, aby 
byl systém pro toto specifické prostředí co nejlépe adaptován. Za tímto účelem byl 
pořízen zvukový záznam několikahodinové neurochirurgické operace na operačním sále 
Uniklinikum Marburg v Německu. Z analýzy získaného záznamu je patrné, že zvukové 
pozadí v tomto prostředí je značně různorodé a nelze jej jednoduše popsat jediným 
typem šumu. Toto znesnadňuje aplikaci přístupu multiple-model framework, neboť 
nezbytný počet uchovávaných modelů zašuměné řeči je pro praktické použití příliš 
velký. Taktéž by byl zapotřebí klasifikátor typu šumu spolu s úrovní šumu, což by vedlo 
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ke značně komplikovanému systému. V další práci tedy byl pro účely modelování 
zašuměné řeči uvažován přístup založený na oddělených modelech čisté řeči a šumu 
využívající paralelní kombinace modelů. 
Za předpokladu, že je k dispozici reprezentativní zvukový záznam typického 
akustického pozadí provozního prostředí vyvíjeného rozpoznávače řeči, je možné 
natrénovat podrobný akustický model šumu pro použití při rozpoznávání. Tento přístup 
je aplikovatelný na všechny rozpoznávače určené pro specifické prostředí (např. pro 
automobilové aplikace, použití v letadlech apod.). Vzhledem k zamýšlené specializaci 
vyvíjeného rozpoznávače pro operační sál se tento přístup jeví jako optimální z hlediska 
dosažitelné úspěšnosti. 
Oproti řečovým HMM není při konstrukci HMM určeného pro modelování šumu 
možno vycházet z předem známých pravidelností ve struktuře signálu (fonémy, difony 
apod.). Inicializace HMM tedy musí být řízená trénovacími daty a má velký význam pro 
kvalitu výsledných modelů. Obvyklým přístupem pro konstrukci šumových HMM je 
daty řízené shlukování všech vzorků parametrizovaného signálu1 a následná inicializace 
parametrů HMM na základě ML estimace vycházející z dat přiřazených jednotlivým 
shlukům. Počet shluků se volí shodný se zamýšleným počtem stavů šumového HMM. 
Po inicializaci následuje reestimace parametrů HMM Baum-Welchovým (BW) 
algoritmem [18]. BW algoritmus ovšem dokáže najít pouze lokální optimum; je tedy 
nutné zajistit, aby inicializované parametry byly dostatečně blízko optimálním. Při 
obvyklém inicializačním postupu však nejsou zohledněny lokální časové souvislosti 
v signálu, neboť při shlukování se vychází pouze ze vzájemné podobnosti 
parametrizovaných vzorků signálu a nebere se v úvahu jejich pozice v trénovací 
nahrávce. Veškerou informaci o časových souvislostech pak musí podchytit matice 
pravděpodobností přechodů, která však vzhledem k omezenému počtu stavů šumového 
HMM poskytuje jen velmi hrubý popis. V rámci řešení tohoto problému jsem zkoumal 
možnosti segmentace šumové nahrávky na lokálně stacionární úseky [4]. Využití těchto 
úseků při konstrukci modelu šumu vychází z teoretického požadavku HMM na 
stacionaritu signálu reprezentovaného jedním stavem HMM. 
5.2.1. Segmentace signálu pomocí BIC 
Pro účely identifikace statisticky konzistentních úseků šumového signálu jsem 
využil bayesovského informačního kritéria (Bayes information criterion, BIC) [100]. 
BIC představuje nástroj pro optimální výběr statistických modelů na základě 
pozorovaných dat; vyznačuje se vysokou robustností a absencí prahů, které by bylo 
nutné nastavovat. Při aplikaci BIC na určování hranic úseků signálu se provádí 
statistický test hypotézy, zda je daný úsek signálu lépe charakterizován jedním 
normálním rozložením nebo zda je vhodnější jej rozdělit na dvojici navazujících 
podúseků, každý popsaný vlastním normálním rozložením. V použité implementaci byl 
signál charakterizován sledem příznakových vektorů tvořených 19 MFCC koeficienty. 
Příslušné normální rozložení je tedy určeno 19-prvkovým vektorem středních hodnot a 
kovarianční maticí o rozměru 19×19. Máme-li úsek parametrizovaného signálu 
začínajícího v čase a, končícího v c a majícího možnou hranici na pozici b, je nutné pro 
tento úsek spočítat ΔBIC skóre [100] 
 
                                                          
1 Vzorkem parametrizovaného signálu je jeden příznakový vektor určený metodami krátkodobé analýzy 
z nejkratšího uvažovaného úseku signálu o obvyklé délce 10-30 ms 
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kde Σac je kovarianční matice normálního rozložení přiřazeného na základě ML odhadu 
intervalu (a,c), Σab je analogicky přiřazena intervalu (a,b) a Σbc odpovídá intervalu 
(b,c). N je dimenze použitého příznakového vektoru. Koeficient η určuje míru detailů 
výsledné segmentace. Pokud je pro některé b skóre ΔBIC(a,b,c) větší než nula, nachází 
se na pozici b hledaná hranice v rámci intervalu (a,c). 
Přestože BIC podává optimální rozhodnutí v daném intervalu (a,c), je potřebná 
vhodná strategie volby těchto intervalů, aby výsledná segmentace byla i z vyšší 
perspektivy smysluplná. Shaobing a Gopalakrishnan [100] zvolili sekvenční úpravy 
hranic intervalů, kde a začíná v nulovém čase a c se postupně zvětšuje; při nalezení 
hranice na pozici b se přiřadí b→a a od tohoto bodu se začíná se zvětšováním intervalu 
(a,c) opět od minima. Praktické experimenty s touto strategií však odhalily, že nalezené 
hranice často označovaly nepodstatné lokální detaily a mnohé významnější předěly byly 
ignorovány. V [4] jsem proto navrhl robustnější přístup založený na globální 
segmentaci celé nahrávky stromovým způsobem s větvením určeným pozicemi 
dosavadně nalezených hranic. Tento algoritmus je vhodný pro off-line segmentaci; 
z důvodu kauzality jej nelze aplikovat pro on-line určování hranic z postupně 
získávaných dat. Vývojový diagram algoritmu je uveden na obr. 5.2 
Navržený segmentační algoritmus v prvních iteracích identifikuje nejvýraznější 
globální předěly v charakteru signálu (např. zapnutí/vypnutí některého z převládajících 
zdrojů hluku), v následných iteracích pak hledá méně výrazné lokální hranice 
stacionárních úseků. Na obr. 5.3 je znázorněn výsledek běhu algoritmu na úseku 
šumového signálu z akustického pozadí operačního sálu. Spektrogram signálu ukazuje 
vývoj spektrálních vlastností šumu přes několik sekund, frekvenční osa je uvedena 
v logaritmické melové škále. Šedé obdélníky znázorňují jednotlivé testované intervaly 
(a,c) při běhu algoritmu. Svislé červené čáry pak označují nalezené hranice v daných 
úsecích. Není-li v daném úseku hranice nalezena, úsek se v následných iteracích dělí na 
menší části, v rámci nichž se opakovaně provádí BIC test až po minimální délku úseku. 
Minimální délka testovaného úseku je omezena konstantou 2ε, která zajišťuje potřebný 
objem vzorků pro smysluplný výpočet lokální statistiky úseku signálu. Tato konstanta 
též omezuje minimální odstup identifikovatelných hranic. 
Výsledné úseky signálu označené BIC segmentací jsou v dalším zpracování brány 
jako nedělitelné jednotky a jsou reprezentovány jediným příznakovým vektorem. Jejich 
shlukování do stavů výsledného HMM je analogické dříve zmíněnému postupu 
aplikovanému na vzorky parametrizovaného signálu. Oproti případu bez segmentace je 
však nutno počítat s menším absolutním počtem přechodů mezi stavy v trénovacích 
datech, pro odhad matice přechodů a apriorních pravděpodobností HMM byl proto 
místo ML zvolen vhodnější odhad expected likelihood estimation (ELE) [66]. ELE 
narozdíl od ML předpokládá konečný počet pozorování při odhadu pravděpodobností, 
takže i řídce pozorovaným jevům je přiřazena nenulová pravděpodobnost. Při výpočtu 
ELE je empirická pravděpodobnost )(ˆ P  pozorování náhodné veličiny Θ nabývající νθ 
možných hodnot určena na základě absolutní četnosti f(θ) 
Zvyšování účinnosti strojového rozpoznávání řeči 
 






fΘP )()(ˆ , (5.6) 
kde faktor κ = 0,5 je určen Jeffrey-Perksovým zákonem [66] a N je celkový dostupný 




Obr. 5.2 Navržený algoritmus pro segmentaci šumové nahrávky 
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Obr. 5.3 Spektrogram zvuků na operačním sále s vizualizací segmentačního algoritmu  
 
5.2.2. Srovnání přístupů pro konstrukci šumového HMM 
Pro zhodnocení přínosu BIC segmentace a ELE odhadu jsem provedl 
experimentální srovnání s obvyklým způsobem inicializace HMM vycházejícím 
z přímočarého shlukování všech vzorků parametrizovaného signálu bez uvážení 
časových závislostí [3]. Současně jsem porovnal výsledky pro několik 
nejpoužívanějších shlukovacích algoritmů, a to hierarchické aglomerativní shlukování 
(hierarchical agglomerative clustering, HAC) [18] v pěti variantách a algoritmus 
k-means [110]. 
Hierarchické aglomerativní shlukování je daty řízený postup, který vytváří 
hierarchický binární strom určený minimálními vzdálenostmi shluků. Prvotní shluky 
(singletony) odpovídají jednotlivým vzorkům parametrizovaného signálu. V dalších 
úrovních stromu jsou pak shluky z nižších vrstev slučovány na základě nejpodobnějších 
párů, až se v nejvyšší vrstvě stromu nalézá jediný shluk obsahující všechna data. Je-li 
dán požadovaný počet výsledných shluků, musí být strom ve vhodné výšce přerušen, 
viz obr. 5.4. Zásadním nedostatkem algoritmu HAC jsou extrémní paměťové a 
výpočetní nároky při velkém objemu vstupních dat. Při HAC shlukování též obvykle 
zůstane určité množství dat v příliš malých shlucích; v rámci experimentů bylo 
otestováno několik způsobů jejich ošetření. 
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Obr. 5.4 Dendrogram nejvyšších 100 shluků ve stromu HAC s vyznačením úrovně pro výběr 
požadovaného počtu výsledných shluků 
 
Algoritmus k-means má v porovnání s HAC velice nízké výpočetní nároky, 
z principu však nezaručuje nalezení optimální sady shluků. Tuto nevýhodu lze 
eliminovat několikerým zopakováním k-means s rozdílnou volbou počátečních 
centroidů. Centroidy tvoří středy výsledných shluků a při běhu algoritmu jsou iterativně 
aktualizovány na základě změn přiřazení dat shlukům až do dosažení konvergence. Při 
rozhodování se minimalizuje celková euklidovská vzdálenost vzorků dat v rámci všech 
shluků. 
Základem pro porovnání kvality šumových HMM získaných různými 
inicializačními metodami je kritérium reflektující použitelnost HMM v systémech 
rozpoznávání řeči. Rozpoznávače založené na HMM používají pro dekódování 
Viterbiův algoritmus, jehož jádrem je určování kumulativního likelihoodu2. Likelihood 
pro sekvenci pozorování o=o1,...,oT až do času t < T za předpokladu posledního stavu j 
odpovídá [111] 
 )|,,...,,,...,(max)( 12121...1
jqqqqoooPjl tttqqt t   , (5.7) 
kde q=q1,...,qt je sekvence stavů HMM a λ představuje parametry HMM. Likelihood pro 
poslední stav v čase t = T určuje míru souhlasu HMM s celou rozpoznávanou 
nahrávkou. Důležitou vlastností statistického modelu je schopnost generalizovat, tj. 
podávat dostatečně obecný popis modelovaného šumu bez příliš úzkého zaměření jen na 
dostupný úsek použitý pro konstrukci modelu. Typickým příznakem přetrénovaného 
modelu je vysoká hodnota likelihoodu pro trénovací nahrávku, ale velmi špatný 
výsledek při aplikaci na úsek šumového signálu z téhož prostředí, který však nebyl 
obsažen v trénovacích datech. Při srovnávacích experimentech byl použit pětiminutový 
úsek nahrávky akustického pozadí operačního sálu jako trénovací data a dalších 75 
minut jako testovací data pro zhodnocení generalizační schopnosti modelů. Z důvodu 
numerické stability výpočtů byly při Viterbiho dekódování počítány logaritmy 
                                                          
2 V likelihoodu se slučuje apriorní pravděpodobnost přechodů mezi stavy HMM a aposteriorní 
pravděpodobnost výstupních rozložení GMM po provedení dekódování 
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likelihoodu, finální log-likelihood byl pak podělen počtem vzorků signálu, čímž se 
zajistila nezávislost na délce testovací nahrávky. Hodnota log-likelihoodu nabývá za 
normálních okolností pouze záporných hodnot, v následujících grafech je tedy vynášena 
negativní hodnota log-likelihoodu. Čím je tedy absolutní hodnota neg. log-lik. nižší, tím 
lépe model vystihuje předložená data. 
Počet stavů šumového HMM byl volen v rozsahu 5 až 30, což pokrývá rozsah 
smysluplně použitelný v rozpoznávači řeči. Počet gaussovek výstupních rozložení 
GMM byl stanoven automaticky při určování středních vektorů a diagonálních 
kovariančních matic algoritmem split-merge EM [108] a pohyboval se v rozsahu 1 až 4. 
Základem pro odhad matice přechodů byly pozorované četnosti bigramů, tj. přechodů 
mezi dvojicemi stavů HMM přiřazených odpovídajícím vzorkům trénovacího signálu. 
Na obr. 5.5 jsou uvedeny získané hodnoty neg. log-likelihoodu pro inicializované HMM 
obvyklým shlukováním všech vzorků parametrizovaného signálu a ML odhadu 
parametrů HMM (vše/HAC, vše/k-means) a při zařazení BIC segmentace a ELE odhadu 
pravděpodobností přechodu (BIC/HAC, BIC/k-means). V grafu jsou uvedeny výsledky 
při aplikaci HAC a k-means shlukovacích algoritmů. HMM použité při tomto testu 
nebyly podrobeny reestimaci (Baum-Welch). Je patrné, že modely používající BIC 
segmentaci podávají podstatně lepší míru shody s testovací šumovou nahrávkou, navíc 
míra shody se výrazněji zlepšuje při použití většího počtu stavů. 
 



























Obr. 5.5 Negativní hodnoty log-likelihoodu inicializovaných HMM pro testovací nahrávku akustického 
pozadí operačního sálu 
 
Pozoruhodným je lepší výsledek algoritmu BIC/k-means oproti BIC/HAC při 
uvážení výrazně vyšších výpočetních nároků HAC i přes použití několika restartů 
v rámci výpočtu k-means. Provedl jsem proto další sérii testů s několika modifikacemi 
algoritmu HAC, žádná z nich však nepodala lepší výsledek než k-means. Modifikace 
spočívaly v použití 3 různých způsobů měření vzdáleností shluků, které řídí 
rozhodování o slučování dvojic shluků při konstrukci binárního stromu. Výsledky jsou 
uvedeny na obr. 5.6 spolu s referenčním výsledkem algoritmu k-means. 
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Obr. 5.6 Srovnání třech různých způsobů měření vzdáleností shluků při konstrukci binárního stromu 
HAC algoritmu 
 
Oproti nejpoužívanějšímu aritmetickému průměru byly testovány varianty počítající 
vážený průměr (omezující vliv příliš odchýlených vzorků) a nejvzdálenější dvojice (tj. 
slučují se shluky, pro něž je dvojice nejvzdálenějších obsažených vzorků minimální). 
Varianta počítající nejvzdálenější dvojice sice při vyšším počtu shluků nabízí výsledky 
srovnatelné s k-means, při malém počtu shluků však její použitelnost rychle klesá. 
Oproti tomu varianta aritmetického průměru dává nejkonzistentnější výsledky, při 
žádném počtu shluků však nedosahuje kvalit HMM určeného shlukováním k-means. 
Fundamentálním problémem spojeným s HAC shlukováním je velký rozptyl 
počtu vzorků parametrizovaného signálu v jednotlivých shlucích. Určité množství dat 
tak obvykle zůstane ve shlucích, které jsou příliš malé pro další využití. Volba různých 
způsobů měření vzdáleností shluků má na tento fenomén jen omezený vliv. Existuje 
více způsobů, jak s těmito zbytkovými daty naložit. Obvyklým postupem je jejich 
přiřazení do nejbližších shluků [18]. Oproti této možnosti jsem otestoval ještě další dvě 
varianty: 
1) Přiřazení zbylých dat do společného nového shluku, tj. při prvním určování shluků 
je vždy nutno brát o jeden méně; 
2) ignorování zbylých dat, takže se pro trénink HMM vůbec nepoužijí. 
Jako míra vzdálenosti při testech těchto modifikací byl použit aritmetický průměr. Obr. 
5.7 uvádí získané hodnoty neg. log-likelihoodu. Pro srovnání jsou opět uvedeny i 
hodnoty dané k-means. Lze tedy konstatovat, že žádná z testovaných variant HAC 
nenabízí lepší výsledky než k-means s více restarty. 
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Obr. 5.7 Srovnání třech různých způsobů ošetření zbylých dat při určování výsledných shluků 
algoritmem HAC 
 
Doposud uvedené výsledky se vztahují na inicializované HMM. Při konstrukci 
HMM je obvyklé tento první odhad parametrů dále optimalizovat pomocí Baum-
Welchova reestimačního algoritmu. Rizikem při použití BW je ovšem možnost 
přetrénování (overfitting). Na následujícím obr. 5.8 je patrné, že dosavadně nejlépe 
fungující sada HMM inicializována BIC/ELE/k-means již reestimací nevylepšuje svůj 
výsledek, ale naopak dochází k určitému zhoršení – zde se tedy nastal overfitting na 
trénovací data. Oproti tomu BIC/ELE/HAC nenabízí tak kvalitní inicializaci a 
reestimací tudíž ještě lze dosáhnout určitého zlepšení. 
 


























Obr. 5.8 Výsledek reestimovaných HMM inicializovaných BIC segmentací a ELE odhadem 
 
Dokladem, že se v případě BIC/ELE/k-means jedná skutečně o overfitting je následující 
obr. 5.9, kde jsou uvedeny hodnoty neg. log-likelihoodu získané z trénovací nahrávky, 
tj. z dat, na jejichž základě se provádí Baum-Welchova reestimace. Je patrné, že obě 
sady HMM dosáhnou reestimací shodně optimálního přizpůsobení na trénovací data. 
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Obr. 5.9 Ilustrace efektu overfitting při BIC/ELE inicializaci – neg. log-lik. pro trénovací nahrávku 
 
Konečný výsledek této sady srovnávacích experimentů je uveden na obr. 5.10. 
Jsou zde uvedeny výsledky HMM inicializovaných shlukováním všech vzorků 
parametrizovaného signálu s následnou reestimací a dále HMM inicializované BIC 
segmentací a ELE odhadem bez reestimace. Konzistentně nejlepších výsledků dosahují 
HMM inicializované BIC/ELE/k-means postupem. 
 
























Obr. 5.10 Přehled nejlépe fungujících HMM: HMM určené BIC segmentací bez reestimace a HMM 
inicializované obvyklým způsobem po reestimaci 
 
Reálnou použitelnost šumového modelu určeného BIC/ELE/k-means postupem 
jsem ověřil testem rozpoznávání izolovaných slov na pozadí hluku operačního sálu [4]. 
Byla použita databáze 8 mluvčích, jejichž hlasové vzorky pro 12 německých číslovek 
jsem shromáždil při mé stáži na Hochschule RheinMain ve Wiesbadenu v Německu. 
Celkový počet slov ve všech variantách byl 960; polovina tohoto množství byla použita 
pro trénování celoslovních levo-pravých HMM (viz obr. 5.11), druhá polovina slov byla 
následně zarušena aditivním přidáním nahrávky akustického pozadí operačního sálu 
neurochirurgie Uniklinikum Marburg. Počet stavů slovních HMM byl určen na základě 
průměrné délky daného slova v rámci všech trénovacích variant a pohyboval se 
v rozsahu 7 až 9. Výstupní rozložení ve všech stavech bylo tvořeno GMM se 7 
komponenty. 
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Obr. 5.11 Celoslovní levo-pravý HMM s 3 emitujícími stavy (šedě) a 2 neemitujícími stavy (černě) 
 
Model šumu byl tvořen desetistavovým ergodickým HMM s počtem gaussovek 
v GMM jednotlivých stavů určených split-merge EM algoritmem v rozsahu 4 až 12. Při 
rozpoznávání byl v každém časovém kroku metodou PMC (viz kap. 2.3.3) vytvářen 
kombinovaný model zašuměné řeči, který zahrnoval všechny slovní HMM a taktéž 
všechny stavy šumového modelu. Zjednodušený příklad modelu zašuměné řeči tvořený 
dvěma slovy (devítistavové A, sedmistavové B) a třístavovým modelem šumu (N) je 
uveden na obr. 5.12. Skutečný model použitý pro rozpoznávání měl celkem 890 stavů, 
jeho struktura byla tudíž řádově složitější než v uvedeném příkladu. Pravděpodobnosti 
přechodů mezi stavy modelu zašuměné řeči byly spočítány z příslušných 
pravděpodobností modelů čisté řeči a šumu a předem stanovené apriorní 
pravděpodobnosti odmlk mezi slovy. Při výpočtu se předpokládalo, že šum a řeč jsou 
statisticky nezávislé procesy. 
Zvuková data byla reprezentována 19 MFCC koeficienty získávanými z 32 ms 
segmentů s 10 ms posuvem; data byla vzorkována frekvencí 16 kHz. V testovací 
nahrávce byla jednotlivá slova oddělena přibližně sekundovými intervaly, v celé 
nahrávce byl přítomen hluk operačního sálu s poměrem SNR odstupňovaným v rozsahu 
3 až 18 dB. Vzhledem k  nestacionárnímu charakteru signálů jsou hodnoty SNR 
průměrovány přes všechna slova a uvedené hodnoty tak mají spíše informativní 
charakter. Dosažené chybovosti WER jsou uvedeny na obr. 5.13 a v tab. 5.1. Graf 
ukazuje chybovosti pro testovací část řečové databáze (červená čára) a taktéž pro 
trénovací sadu slov (modrá čára), kterou lze považovat za teoretickou dolní hranici 
chybovosti v daném systému. 
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Obr. 5.12 Příklad kombinovaného modelu zašuměné řeči tvořeného dvěma celoslovními levo-pravými 
HMM (A, B) a jedním 3-stavovým ergodickým HMM šumu (N) 
 



















Obr. 5.13 WER rozpoznávače izolovaných slov s rušivým akustickým pozadím operačního sálu 
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Tab. 5.1 WER rozpoznávače izolovaných slov s rušivým akustickým pozadím operačního sálu 





3 8,1 12,9 
6 5,3 10,2 
12 1,9 7,1 
18 1,4 4,2 
 
Uvedené výsledky odpovídají rozpoznávači trénovanému a testovanému na malé 
skupině mluvčích, tj. jde o případ na pomezí systému závislého a nezávislého na 
mluvčím. Dalšího zvýšení účinnosti by bylo možné dosáhnout přizpůsobením systému 
na konkrétního mluvčího. 
Pro srovnání byla stejná rozpoznávací úloha otestována na rozpoznávači 
využívajícím pouze HMM čisté řeči bez jakéhokoli přizpůsobení aditivnímu šumu. 
Mezery mezi slovy byly modelovány jednostavovým HMM s výstupním rozložením 
tvořeným jednou gaussovkou. Výsledky v tab. 5.2 ukazují, že SNR musí být v tomto 
případě až o 30 dB vyšší, aby bylo dosaženo úspěšnosti srovnatelné s rozpoznávačem 
využívajícím PMC. Je tedy zřejmé, že v prostředí nestacionárního šumu na operačním 
sále lze použitím navrženého rozpoznávače dosáhnout výrazného zvýšení úspěšnosti 
oproti nepřizpůsobenému systému. 
 
Tab. 5.2 WER rozpoznávače využívajícího jen HMM čisté řeči 
SNR [dB] 3 6 12 18 20 25 30 35 40 45 50 
WER [%] 40,0 39,7 39,2 42,6 40,2 35,2 23,4 13,8 7,6 5,5 4,3 
 
5.2.3. Shrnutí výsledků 
V kapitole 5.2 byl řešen problém přizpůsobení struktury rozpoznávače náročnému 
akustickému prostředí operačního sálu. Byly zkoumány možnosti vytváření robustních 
statistických modelů zašuměné řeči, které by zajišťovaly maximální úspěšnost 
rozpoznávání v prostředí s výrazným aditivním šumem. 
Ve zjednodušeném případě stacionárního šumu se známým charakterem je možné 
uvažovat navrženou metodu kubické interpolace hustot pravděpodobnosti GMM 
Hermitovým splajnem, která rozšiřuje možnosti přístupu multiple-model framework. 
Oproti dosavadně používané lineární interpolací umožňuje získání přesnějších modelů 
při skladování menšího množství dat (uzlových GMM). 
Pro možnost konstrukce kvalitního šumového modelu podchycujícího reálné 
akustické prostředí operačního sálu byla pořízena reprezentativní zvuková nahrávka při 
několikahodinovém neurochirurgickém výkonu na Uniklinikum Marburg v Německu. 
Odborná literatura ovšem neposkytuje mnoho informací o vhodných přístupech ke 
konstrukci robustních vícestavových šumových modelů. Byl formulován nový přístup 
k automatické segmentaci šumového signálu využívající bayesovské informační 
kritérium a hierarchické shlukování jako základ pro trénování parametrů šumového 
modelu. Na základě provedené série experimentů s využitím reálných šumových dat byl 
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identifikován optimální postup pro konstrukci vícestavového modelu nestacionárního 
šumu. 
Reálná použitelnost navrženého způsobu konstrukce šumového modelu byla 
ověřena na úloze rozpoznávání izolovaných slov zarušených nestacionárním šumem. 
Pro on-line konstrukci modelů zašuměné řeči z modelů čisté řeči a navrženého 
šumového modelu byla použita metoda paralelní kombinace modelů. Vytvořený 
rozpoznávač řeči dosáhl chybovosti pod 10% při SNR nad 6 dB. Systém využívající 
pouze HMM čisté řeči (bez ošetření šumu) by pro dosažení srovnatelné úspěšnosti 
vyžadoval SNR o 30 dB vyšší. 
5.3. Použití hierarchie HMM pro modelování šumu 
Zvyšování šumové robustnosti rozpoznávače je možné dosáhnout podrobnějším 
akustickým modelem šumu. Při použití metod paralelní kombinace modelů však 
s narůstajícím počtem stavů šumového HMM prudce rostou výpočetní nároky, neboť se 
násobně zvětšuje počet stavů výsledného HMM zašuměné řeči, které musejí být 
v každém časovém kroku počítány. V článku [1] jsem popsal inovativní strukturu 
šumového modelu, která využívá struktury klasifikačního stromu pro urychlení výpočtu 
modelu zašuměné řeči. 
Klasifikační stromy jsou známy svou schopností poskytnout rychlá rozhodnutí o 
komplexních strukturách, čehož je dosaženo díky hierarchickému uspořádání systému 
rozhodování. S každým rozhodnutím se tak zužuje množství zbývajících tříd, mezi 
kterými je potřeba rozhodnout. West a Cox [112] využili hierarchické struktury GMM 
modelů pro klasifikaci hudebních signálů. Výsledný model poskytl lepší výsledky než 
obvyklá plochá struktura porovnávající naráz všechny třídy. V [1] jsem popsal rozšíření 
tohoto přístupu na vícestavové HMM místo jednoduchých GMM, kde všechny stavy 
každého HMM slouží jako větvící body. Výsledná struktura hierarchicky svázané sady 
HMM připomíná známý hierarchický skrytý Markovův model (hierarchical hidden 
Markov model, HHMM [113]), ovšem zavedení principu klasifikačního stromu výrazně 
omezuje počet stavů, které je při rozpoznávání nutno vyhodnotit v každém časovém 
kroku. Zvýšení rychlosti zpracování za cenu jednoduššího vyhodnocení pochopitelně 
zavádí určitý kompromis v přesnosti akustického modelu při srovnání s propracovaným 
HHMM. 
Primárním omezením v navržené struktuře je striktně vertikální závislost stavů 
od shora dolů, tj. nižší vrstvy zpětně nijak neovlivňují jim nadřazené vrstvy v souladu 
s principem klasifikačního stromu. V důsledku toho podstromy rostoucí z jednotlivých 
stavů HMM v dané vrstvě spolu navzájem neinterferují. Rozhodnutí provedené v určité 
pozici stromu tudíž ovlivní pouze dceřiné uzly podřízené danému uzlu. Příklad 
navrženého stromu HMM je uveden na obr. 5.14. 
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Obr. 5.14 Struktura hierarchického modelu šumu 
 
Všechny uzly v celém navrženém stromu jsou emitující (oproti tomu u HHMM 
bývá obvykle emitující jen nejnižší vrstva). Kořen stromu (1. vrstva) na obr. 5.14 je 
tvořen jediným třístavovým HMM. Každý ze stavů modelu v 1. vrstvě dále expanduje 
do samostatného HMM ve 2. vrstvě. Bíle označené stavy z 2. vrstvy mají přiřazeny 
další samostatné HMM ve 3. vrstvě. Tmavě označené uzly jsou speciální neexpandující 
stavy a je jim přiřazeno výstupní rozložení totožné s uzlem v nadřazené vrstvě. Přechod 
do tohoto stavu při rozpoznávání tak omezí hloubku zanoření a fakticky určuje, jak 
obecný model (ze všech dostupných v dané linii stromu) nejlépe vystihuje aktuálně 
rozpoznávaná data. Pokud tedy rozpoznávaná data budou značně odlišná od trénovací 
nahrávky, šumový model na základě maxima aposteriorní pravděpodobnosti 
automaticky zvolí obecnější HMM. Pokud naopak bude daný šumový model v dobré 
shodě s rozpoznávaným signálem, budou použity nejpodrobnější HMM v nejnižších 
vrstvách. Tímto je zajištěna flexibilita modelu zaručující na základě Bayesova kritéria 
optimální volbu modelů z dostupné sady. 
V hierarchické struktuře klasifikačního stromu jsou informace o modelovaném 
akustickém šumu podchyceny s rozdílným stupněm obecnosti v závislosti na 
jednotlivých vrstvách. HMM v první vrstvě zachycuje nejobecnější charakter signálu a 
přechody mezi stavy v této vrstvě jsou málo časté. S každou další vrstvou se obsažené 
HMM stávají více specializované na lokální prvky v šumovém signálu. Při sestavování 
klasifikačního stromu musí být tento princip brán v úvahu a správné přiřazení 
trénovacích dat jednotlivým stavům HMM je tudíž zásadní pro dobrou funkci 
rozpoznávače. 
5.3.1. Trénování parametrů hierarchického modelu šumu 
Při formulaci algoritmu pro určování struktury stromu na základě dat jsem 
vycházel z BIC segmentace popsané v kapitole 5.2.1 (viz obr. 5.3). Pro umožnění 
rozdílné detailnosti modelů v jednotlivých vrstvách byl zaveden požadavek průměrné 
doby trvání stavů HMM. V první vrstvě jsou tedy pro přiřazení dat stavům HMM 
uvažovány BIC hranice v hloubce segmentační hierarchie, kde je průměrná vzdálenost 
hranic nejbližší hodnotě 0,5 sekundy; v 2. vrstvě je pak brána průměrná doba 1 sekunda 
a ve 3. vrstvě 0,2 sekundy. Hierarchická struktura navrženého segmentačního algoritmu 
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umožňuje snadné přiřazení dat jednotlivým stavům HMM se zvolenou průměrnou 
dobou trvání na základě horizontálního řezu v potřebné hloubce segmentační hierarchie. 
Při přiřazování dat stavům v 2. a dalších vrstvách je vždy nutné vycházet pouze z úseků 
signálu přiřazených nadřazenému stavu ve vyšší vrstvě. Tímto je zaručeno, že každá 
nižší část klasifikačního stromu je zobecněna ve vyšších částech. Díky tomu má při 
rozpoznávání smysl postupovat od shora dolů a prohledávat jen ty HMM, které 
vycházejí z již určených stavů ve vyšších vrstvách. 
Podobně jako při určování jednoduchého modelu šumu v předchozí kapitole je i 
zde nutné na základě úseků signálu určených BIC hranicemi provést shlukování do 
předem daného počtu stavů HMM. K tomuto účelu byl využit k-means algoritmus, který 
se v předchozích experimentech osvědčil jako rychlý a přitom poskytující dobré 
výsledky. Výstupní rozložení GMM jednotlivých stavů HMM jsou určeny split-merge 
EM algoritmem na základě úseků dat přiřazených daným stavům HMM. Pro stanovení 
pravděpodobností přechodu a apriorních pravděpodobností byl použit odhad ELE (viz 
kap. 5.2.1). Schopnost ELE přiřadit nenulovou pravděpodobnost i řídce pozorovaným 
jevům v trénovacích datech je zásadní pro správnou funkci klasifikačního stromu, neboť 
s narůstajícím počtem HMM v nižších vrstvách klesá dostupné množství trénovacích 
dat připadající na jednotlivé stavy. ELE též zaručí nenulovou pravděpodobnost 
přechodu do neexpandujících stavů obsažených v HMM od 2. vrstvy dál. Přechod do 
těchto stavů není z principu nikdy v trénovacích datech obsažen, musí mu však být 
přiřazena smysluplná pravděpodobnost. Experimenty prokázaly, že s odhadem této 
pravděpodobnosti určeným ELE podává výsledný šumový model lepší výsledky než při 
ručním zadání fixní nenulové hodnoty shodné pro všechny HMM. 
Byly též provedeny experimenty s alternativním způsobem trénování 
rozpoznávacího stromu. Po přiřazení dat stavům HMM v dané části stromu BIC 
segmentací a EM tréninkem GMM byla vždy provedena reestimace Baum-Welchovým 
algoritmem. S výsledným HMM bylo provedeno Viterbiho přiřazení stavů datům 
(forced alignment). Nově přiřazené úseky signálu pak byly znovu segmentovány BIC 
algoritmem pro potřeby nižších vrstev. Výsledkem je přiřazení trénovacích dat stavům 
jednotlivých HMM shodné s tím, které nastane při rozpoznávání trénovací nahrávky. 
Při rozpoznávání testovací nahrávky však tento způsob konstrukce šumového modelu 
podal horší výsledky než dříve popsaný postup vycházející z jediné BIC segmentace 
celé trénovací nahrávky. 
5.3.2. Rozpoznávání řeči s využitím hierarchického modelu šumu 
Podobně jako v dříve popsaných experimentech se vychází z paralelní kombinace 
modelů čisté řeči a uvedeného hierarchického modelu šumu. Rozpoznávač generuje 
složený HMM zašuměné řeči spojením všech slovních HMM a určeného HMM šumu 
v aktuální pozici klasifikačního stromu. Tento složený model obsahuje všechny 
kombinace řečových a šumových stavů včetně samotných stavů šumu modelující 
pomlky mezi slovy. Oproti systému s jediným šumovým HMM jsou však v tomto 
uspořádání dynamicky vyměňovány šumové části kombinovaného modelu na základě 
aktuální pozice v hierarchii klasifikačního stromu. 
Máme-li dány 3 vrstvy šumového modelu, v rozpoznávači musí běžet 3 Viterbiho 
dekodéry současně. První dekodér pracuje s modelem zašuměné řeči, jehož šumová 
složka je tvořena pouze HMM v 1. vrstvě šumového modelu. Z dekódované sekvence 
stavů složeného modelu se vybere složka odpovídající šumové části (řečové stavy se 
Zvyšování účinnosti strojového rozpoznávání řeči 
 
-  50  - 
v této fázi ignorují) – viz vrstva 1 na obr. 5.15. Na základě nadřazených šumových 
stavů v 1. vrstvě dekóduje 2. Viterbiho dekodér zašuměnou řeč s využitím modelu 
složeného z řečových HMM a z odpovídajícího šumového HMM ve 2. vrstvě 
(dekódovaná sekvence šumové složky – viz vrstva 2 na obr. 5.15). Analogicky 3. 
dekodér pracuje s šumovou složkou tvořenou HMM 3. vrstvy na základě výsledku 2. 
dekodéru. Na obr. 5.15 je též ilustrováno vstoupení do neexpandujícího stavu HMM 
v 2. vrstvě – stav „2.5“. 
 
Obr. 5.15 Ilustrace dekódování třívrstvého hierarchického modelu šumu 
 
Finálním výsledkem rozpoznávání zašuměné řeči je sekvence stavů řečových 
HMM (a tomu odpovídající rozpoznaná slova). Řečová složka se určuje z Viterbiho 
dekódování zašuměné řeči spojené s poslední vrstvou v hierarchii šumového modelu (v 
případě úseku signálu spojeného se stavem „2.5“ na obr. 5.15 by to byla 2. vrstva, jinde 
3. vrstva). 
Správné dekódování vrstev 2 a 3 vyžaduje určité modifikace standardního 
Viterbiova algoritmu. Proměnná δlj(t) obsahuje nejpravděpodobnější cestu rozpoznávací 
mřížkou, která vede do stavu ξlt = j, 1 ≤ j ≤ M v čase t v šumové vrstvě l 
 )|,,(max)( 1111
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  jooPt lttltllj t    , (5.8) 
kde počet stavů M kombinovaného modelu zašuměné řeči je dán 









SS , (5.10) 
je součtem počtu emitujících stavů všech W celoslovních HMM a MN je počet stavů 
šumového HMM. Pokaždé, kdy šumový model v některé vrstvě zaznamená přechod 
mezi dvěma různými stavy, dojde v podřízené vrstvě k úplné výměně šumového HMM. 
Přesto musí být však zajištěno plynulé pokračování řečové složky celkového modelu 
zašuměné řeči. Rozpoznávací mřížka stavů (recognition trellis) v levé a pravé části 
takového předělu musí být tedy vhodně propojena. Z důvodu obecně různého počtu 
stavů šumových HMM mohou být počty stavů napojovaných HMM zašuměné řeči a 
tím i vertikální velikost rozpoznávací mřížky různé – Mlevá a Mpravá. Iterace výpočtu 







j obatt left  , praváMj 1  (5.11) 
1 3 2 1
1.1 1.2 3.1 2.1 2.2 1.1 
1.1.1 1.2.1 1.2.2 3.1.1 2.1.1 1.1.1
vrstva 1 – dekódované stavy šumového HMM: 
vrstva 2: 
vrstva 3: 
vzorky parametrizovaného signálu čas 
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kde bj(ot+1) je pravděpodobnost pozorování ot+1 ve stavu j. Faktor aij reprezentuje 
pravděpodobnost přechodu ze stavu i v levé mřížce do stavu j v pravé mřížce. V 
závislosti na informačním obsahu stavů i a j přichází v úvahu pět variant pro výpočet aij: 
1) Pokud stav i v levé mřížce připadá na slovo w(i) a stav j v pravé mřížce patří 
stejnému slovu w(j) = w(i), potom 
     )(k)(k),(k NNSSS )( jπjiAa jwij  







jw  . (5.12) 
2) Pokud stav i v levé mřížce připadá na slovo w(i) a stav j v pravé mřížce patří 
jinému slovu w(j) ≠ w(i), potom 







jwij  . (5.13) 
3) Pokud stav i v levé mřížce připadá na slovo w(i) a stav j v pravé mřížce 
reprezentuje pouze šum ve stavu šumového HMM kN(j), potom 
    )(k)1(out),(k NNSSS )( jπpiAa jwij  . (5.14) 
4) Pokud stav i v levé mřížce reprezentuje pouze šum ve stavu šumového HMM kN(i) 
a stav j v pravé mřížce připadá na slovo w(j), potom 







ij  . (5.15) 
5) Pokud stav i v levé mřížce reprezentuje pouze šum (libovolného stavu) a stav j 
v pravé mřížce připadá na stav šumového HMM kN(j), potom 
  )(k)1( NNS jπpaij  . (5.16) 
V předchozích rovnicích kS(i) transformuje index stavu i modelu zašuměné řeči 
na index stavu slovního HMM; w(i) transformuje index stavu i modelu zašuměné řeči 
na index slova (z W dostupných slov); kN(i) transformuje index stavu i modelu 
zašuměné řeči na index stavu šumového HMM; ASw(i)(u,v) je prvek matice přechodu 
HMM slova w(i) na pozici u-tého řádku a v-tého sloupce (symbol “out” reprezentuje 
přechod do koncového neemitujícího stavu, kterým je zakončen každý slovní HMM); 
πSw(i)(j) je j-tý prvek vektoru apriorních pravděpodobností HMM slova w(i); πN(j) 
označuje j-tý prvek vektoru apriorních pravděpodobností HMM šumu; pS je 
pravděpodobnost pozorování slova; (1 – pS) je pravděpodobnost pozorování pauzy mezi 
slovy (tj. úsek signálu vyplněný pouze šumem). 
Shora uvedené vztahy využívají faktu, že díky struktuře klasifikačního stromu lze 
považovat dekódované stavy ve všech nadřazených vrstvách za fixní (tj. z pohledu dané 
vrstvy mají jednotkovou pravděpodobnost). Díky tomu ve výpočtech pravděpodobností 
dané vrstvy nefigurují nadřazené stavy šumu z vyšších vrstev. 
Zpětný běh Viterbiho algoritmu je standardní, pouze je nutno vhodně ošetřit 
měnící se výšku rozpoznávací mřížky v různých úsecích signálu. 
Pro testy s rozpoznáváním zašuměné řeči byl použit stejný systém jako 
v předchozích experimentech, tj. levo-pravé celoslovní HMM pro klasifikaci 12 slov 
malé skupiny mluvčích. Jednoduchý šumový HMM byl však nahrazen popsaným 
hierarchickým šumovým modelem ve struktuře klasifikačního stromu. Rozpoznávač 
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generuje složený HMM zašuměné řeči z levo-pravých slovních HMM a ergodických 
šumových HMM metodou log-normal PMC. Hierarchický model šumu použitý při 
experimentech měl nastaveno ve všech vrstvách maximum 5 stavů, skutečný počet 
v jednotlivých vrstvách byl však v průběhu konstrukce modelu automaticky zmenšován 
s ohledem na objem dostupných trénovacích dat. V prvním experimentu jsem ověřoval 
schopnost šumového modelu popsat samotný šum. Podobně jako v kap. 5.2.2 jsem pro 
vyhodnocení použil negativní log-likelihood, který vypovídá o shodě modelu 
s rozpoznávanými daty. 
V tab. 5.3 jsou uvedeny výsledky pro trénovací část šumové nahrávky, v tab. 5.4 
pro testovací část. Použitý split-merge EM pro trénování parametrů GMM 
v jednotlivých stavech všech HMM sice nastavuje počet gaussovek ve směsi 
automaticky, pro možnost otestování škálovatelnosti modelu jsem však omezil 
maximální počet komponent v krocích od 1 do 40. Je patrné, že s narůstajícím počtem 
gaussovek až do cca 20 se likelihood zlepšuje, nad tento počet už jsou však výsledky 
bez větších změn. Tento jev je spojen s dostupným objemem trénovacích dat a uvedený 
experiment tak může sloužit pro hrubé posouzení vhodného stupně komplexnosti 
modelu. Dále bylo testováno, jak se shoda dat s modelem mění s narůstajícím počtem 
použitých vrstev modelu. V prvním kroku byla pro rozpoznávání použita jen 1. vrstva; 
poté byl experiment zopakován s dvouvrstvým a třívrstvým modelem. Z příslušných 
řádků tabulky je patrné, že s narůstajícím počtem vrstev modelu se shoda s daty 
zlepšuje; čím vyšší však počet vrstev je, tím menší přírůstky likelihoodu nastávají. 
Stejné experimenty byly zopakovány též s tradičním plochým šumovým HMM, 
jehož počet stavů byl shodný s maximálním kombinovaným počtem stavů ve všech 
vrstvách hierarchického modelu vyhodnocovaných v každém časovém kroku, tj. 15 (bez 
uvážení redukce počtu stavů). Z hodnot likelihoodu v řádku „Ekvivalentní plochý 
HMM“ je patrné, že navržený hierarchický model poskytuje lepší likelihood než plochý 
HMM při srovnatelných výpočetních nárocích při dekódování. 
V tabulkách lze též nalézt zjištěné počty vzorků parametrizovaného signálu, pro 
jejichž modelování byl Viterbiho dekodéry určen jako nejpravděpodobnější některý 
z neexpandujících stavů (z cca 48 tisíc vzorků celkem). Tyto stavy jsou obsaženy od 2. 
vrstvy dále a v souladu s očekáváním jejich počet narůstá v nižších vrstvách, kde se 
HMM více specializují na konkrétní prvky modelovaných signálů. Také s narůstajícím 
počtem dovoleného maxima gaussovek v GMM se počet využitých neexpandujících 
stavů zvyšuje, neboť výstupní rozložení v nižších vrstvách popisují dané úseky signálu 
s větší detailností. Vstoupením do neexpandujících stavů se tak model brání 
přetrénování, neboť použitím podrobnějších částí dostupné klasifikační hierarchie by 
došlo ke zhoršení aposteriorní pravděpodobnosti pozorování předložených dat. 
Porovnáním tohoto údaje v obou tabulkách lze též konstatovat, že častější omezení 
šumového modelu na obecnější HMM z vyšších vrstev nastává pro testovací nahrávku, 
kde logicky shoda natrénovaných modelů s pozorovanými daty je horší. Bylo též 
experimentálně ověřeno, že při rozpoznávání zcela odlišného šumu s tímto modelem se 
průměrná hloubka použité úrovně hierarchie výrazně omezí, tj. při dekódování se 
automaticky vyberou jen nejobecnější HMM obsažené v klasifikačním stromu. 
Řádky tab. 5.3 popisující shodu přiřazení stavů šumových HMM ke vzorkům 
parametrizovaného signálu mezi uspořádáním nastaveným při trénování a výsledkem 
rozpoznávání demonstruje závislost mezi vrstvami. Nižší vrstvy jsou závislé na 
výsledcích vyšších vrstev, počet shodných přiřazení tedy v nižších vrstvách klesá. Tento 
výsledek napovídá, že smysluplně použitelný počet vrstev šumového modelu není 
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libovolně vysoký a je vhodné jej omezit v závislosti na dostupném objemu trénovacích 
dat. 
 
Tab. 5.3 Shoda šumového modelu s trénovací částí šumové nahrávky 
Max. počet gaussovek v GMM 1 5 10 15 20 25 30 35 40 
vrstva 1 11,51 10,54 10,22 10,06 10,02 9,91 9,87 9,89 9,87 
vrstva 1+2 10,48 9,52 9,31 9,25 9,27 9,23 9,25 9,23 9,26 
Negativní 
log-likelihood  
(nižší je lepší) vrstva 1+2+3 9,47 8,82 8,75 8,73 8,70 8,69 8,70 8,70 8,71 
Ekvivalentní plochý HMM 10,61 9,66 9,45 9,39 9,39 9,37 9,33 9,35 9,34 
vrstva 2 48 56 92 458 373 547 604 606 425 Počet vzorků v 
neexpandujících 
stavech vrstva 3 609 1411 1278 1749 1434 1778 1825 1719 1698
vrstva 1 69,2 73,7 74,1 74,8 75,4 76,5 76,5 76,0 76,0 
vrstva 2 55,8 60,9 61,4 62,3 62,5 63,4 63,4 63,1 62,9 
Shoda natrén. a 
rozpoznaných 
stavů [%] vrstva 3 44,7 48,8 49,2 50,0 50,1 50,8 50,8 50,6 50,4 
 
Tab. 5.4 Shoda šumového modelu s testovací částí šumové nahrávky 
Max. počet gaussovek v GMM 1 5 10 15 20 25 30 35 40 
vrstva 1 11,82 10,95 10,64 10,53 10,45 10,41 10,38 10,39 10,37
vrstva 1+2 10,84 9,98 9,83 9,78 9,78 9,77 9,78 9,76 9,77 
Negativní 
log-likelihood  
(nižší je lepší) vrstva 1+2+3 9,89 9,36 9,31 9,28 9,26 9,25 9,26 9,27 9,26 
Ekvivalentní plochý HMM 10,92 10,07 9,93 9,81 9,90 9,86 9,85 9,85 9,84 
vrstva 2 43 83 86 217 330 370 334 263 285 Počet vzorků v 
neexpandujících 
stavech vrstva 3 660 1580 1660 1865 1868 1914 1866 1768 1834
 
V rámci dalšího experimentu bylo testováno rozpoznávání slov na šumovém 
pozadí operačního sálu. Použité modely slov jsou totožné jako v předchozích 
experimentech (viz kap. 5.2.2), šum byl modelován uvedenou klasifikační hierarchií. 
Dosažené chybovosti pro rozsah SNR 3 až 18 dB jsou uvedeny v tab. 5.5. Tabulka 
uvádí tři sady experimentů, kdy byl postupně zvyšován počet vrstev šumového modelu. 
Je patrné, že komplexnější model umožňuje nižší chybovost, dosažitelné přírůstky 
rozpoznávací schopnosti zároveň však s narůstajícím počtem vrstev klesají. Při 
konstrukci rozpoznávače tedy musí být zvolen vhodný počet vrstev šumového modelu 
s ohledem na dostupná trénovací data a též při uvážení tolerovatelné výpočetní zátěže 
při rozpoznávání. 
 
Tab. 5.5 Výsledky rozpoznávání zašuměných slov s hierarchickým modelem šumu 
SNR (dB) 3 6 9 12 18 
vrstva 1 16,8 12,9 11,4 8,8 6,0 
vrstva 1+2 14,4 11,0 9,7 8,2 4,8 WER (%) 
vrstva 1+2+3 14,4 10,0 8,4 7,8 4,7 
 
Při zvyšování počtu vrstev též narůstají požadavky na přesnost použité metody 
pro paralelní kombinaci modelů, neboť každé chybné rozhodnutí ve vyšších vrstvách 
negativně ovlivní všechny nižší vrstvy. Použitý třívrstvý model tudíž sice vykazuje 
log-likelihood pro samostatnou šumovou nahrávku lepší než ekvivalentní plochý model, 
chybovosti při rozpoznávání zašuměné řeči jsou však poněkud vyšší než při použití 
Zvyšování účinnosti strojového rozpoznávání řeči 
 
-  54  - 
desetistavového plochého modelu šumu (viz kap. 5.2.2). Pro praktickou aplikaci 
třívrstvého šumového modelu by tedy již bylo potřeba použít aproximaci PMC s vyšší 
přesností než log-normal (např. DPMC nebo numerickou integraci). 
5.3.3. Shrnutí výsledků 
V kapitole 5.3 byl popsán nový typ modelu nestacionárního šumu využívající 
hierarchickou strukturu ergodických Markovových modelů. Model umožňuje aplikovat 
metody paralelní kombinace modelů a lze jej tedy použít k on-line rozpoznávání řeči 
zarušené nestacionárním šumem s komplexní strukturou. Díky použití klasifikačního 
stromu a efektivnímu dekódování pomocí upravené verze Viterbiova algoritmu 
nedochází k enormnímu nárůstu výpočetních nároků v porovnání s komplikovanějšími 
strukturami bayesovských sítí, jako je např. HHMM. Byl též vytvořen efektivní 
algoritmus pro automatické trénování hierarchického modelu založený na bayesovském 
informačním kritériu a hierarchickém shlukování. Jako alternativa byl též testován 
postup využívající forced alignment v jednotlivých vrstvách stromu, globální 
shlukování však vede k robustnějšímu výslednému modelu. 
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6. Zvyšování odolnosti rozpoznávače vůči změnám 
v promluvě mluvčího 
Při snaze o zvýšení odolnosti rozpoznávače vůči změnám v hlase mluvčích jsem 
se zaměřil na úroveň hlasového úsilí, které bylo v dosavadní literatuře věnováno 
minimum pozornosti a přitom jde o jeden z nejčastějších typů přirozené modifikace 
hlasu. Zavedení odolnosti rozpoznávačů vůči celé škále změn v hlasovém úsilí má 
velký praktický význam a může významně přispět ke zvýšení použitelnosti technologie 
rozpoznávání řeči v oblastech, kde to dodnes nebylo možné. 
6.1. První test vlivu hlasového úsilí mluvčího na úspěšnost 
rozpoznávání 
V kapitole 2.4.3 byl uveden rozbor problematiky změn v hlase mluvčích v reakci 
na různou úroveň hlasového úsilí. Přestože existuje několik studií zabývajících se 
vlivem hlasového úsilí na fonetické vlastnosti řeči, nebyla dosud publikována žádná 
práce popisující dopad změn v celé škále hlasového úsilí na úspěšnost systémů pro 
automatické rozpoznávání řeči. V minulosti provedené pokusy s úspěšností identifikace 
mluvčích [93] a s rozpoznáváním normální řeči a šepotu [98] však podporují hypotézu, 
že změny v hlasovém úsilí mohou významně ovlivnit úspěšnost rozpoznávačů. Rozhodl 
jsem se tuto hypotézu ověřit na HMM rozpoznávači izolovaných slov. 
Přestože již pro účely dříve citovaných studií byly na některých výzkumných 
pracovištích shromážděny soubory vzorků řeči s různou úrovní hlasového úsilí (viz 
seznam v kap. 2.4.3), neexistuje žádná ucelená databáze, která by byla nabízena pro 
další experimentální využití. Pro první ověření hypotézy vlivu hlasového úsilí na 
úspěšnost rozpoznávání jsem tedy musel sestavit malou pokusnou databázi s využitím 
vlastního hlasu. Pořídil jsem záznam číslovek nula až devět ve 100 opakováních pro 
každou ze čtyř testovaných úrovní hlasu (šepot, tichá, normální a hlasitá řeč). Tento 
řečový materiál jsem následně použil pro trénink a testování HMM rozpoznávače 
izolovaných slov a výsledky experimentů jsem publikoval v [2]. 
Je známo, že modely trénované na konkrétním mluvčím jsou diskriminativnější a 
rozpoznávač tedy dosahuje z principu lepší úspěšnosti než systém trénovaný nezávisle 
na mluvčím. Zároveň se tím však zvyšuje citlivost na změny ve způsobu promluvy 
daného mluvčího. Abych ověřil vliv změn módu řeči na úspěšnost rozpoznávání, 
sestavil jsem čtyři sady modelů slov, každá sada byla natrénována na jednom z módů 
řeči. Při testování se pak vyhodnocovala chybovost rozpoznávače nejen pro 
odpovídající mód, ale i pro módy ostatní (ve všech případech byla použita oddělená 
trénovací a testovací množina). Zjištěné chybovosti WER jsou uvedeny v tab. 6.1. Z 
výsledků je zřejmé, že změny v módu řeči mohou významně zhoršit úspěšnost 
rozpoznávání a má tedy smysl se zabývat možnostmi zvýšení robustnosti rozpoznávačů 
řeči vůči změnám v hlasovém úsilí mluvčích. Při tréninku i testování byla provedena 
výkonová normalizace řečového signálu, čímž se vyloučil triviální vliv 
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rozdílnosti energie signálu. Uvedené výsledky jsou důkazem významnosti fonetických 
změn ve struktuře řečového signálu způsobené změnami v úrovni hlasového úsilí 
mluvčího. 
 
Tab. 6.1 Chybovost rozpoznávače s HMM natrénovanými na jeden mód řeči 
Mód použitý pro testování, chybovosti WER [%] Mód použitý 
pro trénink Šepot Tichá řeč Normální řeč Hlasitá řeč 
Šepot 0,1 50,2 37,4 54,4 
Tichá řeč 68,1 1,8 0,6 83,2 
Normální řeč 63,0 16,9 0,3 65,4 
Hlasitá řeč 57,1 33,7 20,8 0,9 
 
Dosažení velmi nízkých chybovosti při shodě trénovaného a testovaného 
hlasového módu bylo umožněno konzistentní pečlivou výslovností experimentátora, 
nulovým přidaným šumem a použitím vysokého množství trénovacích dat. Jedná se 
tedy o značně syntetické podmínky, které však byly zvoleny pro vyloučení všech 
ostatních vlivů na výsledek experimentů. Při použití v reálných podmínkách je nutné 
počítat s řádově vyššími chybovostmi. 
6.2. Databáze hlasového úsilí BUT-VE1 
Jak již bylo uvedeno, v současnosti neexistuje žádná komerčně dostupná řečová 
databáze pokrývající celou škálu hlasového úsilí, na které by bylo možno provést 
rozsáhlejší experimenty s rozpoznáváním řeči. Přistoupil jsem tedy ke shromáždění 
statisticky významného množství řečového materiálu od více mluvčích v kompletním 
rozsahu hlasového úsilí s využitím špičkové aparatury za přísně kontrolovaných 
podmínek. Výsledkem je řečová databáze izolovaných slov BUT-VE1. Sestavování 
databáze probíhalo ve více etapách v době od září do prosince 2010 s následným 
zpracováním (extrakce, fonetická segmentace, kompletace) až do března 2011. 
Následující tab. 6.2 uvádí seznam přístrojového vybavení použitého při nahrávání 
databáze. Všechny promluvy byly zaznamenány 2 mikrofony; mikrofon Brüel & Kjaer 
4189-B-001 byl použit pro záznam ve vzdálenosti 1 m od úst mluvčího v přímém 
směru, mikrofon Shure PG30 byl použit pro záznam ze vzdálenosti 5 cm od koutku 
úst (náhlavní mikrofon). Veškeré záznamy jsou kalibrovány pro možnost přesně určit 
hladinu akustického tlaku Lp (sound pressure level, SPL) v libovolné části signálu 
přepočtem z hladiny akustického výkonu [114]. Hodnoty Lp jsou vztaženy k pozici 1 m 
od úst mluvčího v přímém směru. Zvuková data jsou uložena ve formátu stereo PCM 
(pulse-code modulation) se vzorkovací frekvencí 44,1 kHz a 16 bitovým kvantováním. 
Levý kanál obsahuje záznam z náhlavního mikrofonu, pravý kanál ze vzdáleného 
mikrofonu. Oba kanály jsou časově synchronizovány, ovšem v pravém kanále je signál 
o 2 ms zpožděn, což je přirozený důsledek doby šíření akustické vlny na vzdálenost 1 m 
ke vzdálenému mikrofonu. Nahrávání proběhlo v izolované bezdozvukové komoře na 
Ústavu telekomunikací VUT v Brně, obr. 6.1. 
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Tab. 6.2 Seznam přístrojů použitých pro nahrání databáze BUT-VE1 
Výrobce Typ Popis Základní parametry 
Tascam HD-P2 Digitální audio 
rekordér 
Stereo, 44,1 kHz – 192 kHz vzorkování, 
16/24 bit kvantizace, přenos 20 Hz – 20 kHz 
± 1 dB, crosstalk @ 1 kHz >80 dB. 





Frekvenční rozsah 0,1 Hz – 100 kHz (-10%) 
s volitelnou sadou filtrů, linearita přenosu 
lepší než 0,02 dB, harmonické zkreslení 
<0,003% (2 Hz – 22,4 kHz), zisk -20 až 
+60 dB, IEC 1260 Class 0, ANSI S1.11 
Type 0-AA, kalibrační certifikát. 




Citlivost 50 mV/Pa, frekvenční rozsah 
6,3 Hz – 20 kHz ± 2 dB, dynamický rozsah 
14,6 – 146 dB SPL. 
Shure PG30 Náhlavní mikrofon Frekvenční rozsah 60 Hz – 18 kHz, 
kardioidní charakteristika, dynamický 
rozsah 92 dB SPL. 
Brüel & Kjaer 4231 Mikrofonní kalibrátor 1 kHz kalibrační tón 94 dB SPL a 114 dB 
SPL, EN/IEC 60942 Class LS a Class 1, 
ANSI S1.40-1984. 
NTI Audio MiniSPL Měřicí mikrofon pro 
NTI XL2 
Frekvenční charakteristika v souladu s 
IEC61672 Class 2, dynamický rozsah 
130 dB SPL, kalibrační certifikát. 
NTI Audio XL2 Měřič SPL Rozlišení 0,1 dB, splňuje standardy IEC 
61672, IEC 60651, IEC 60804, IEC 61260 
Class 0, ISO 2969, kalibrováno Brüel & 
Kjaer 4231 při použití mikrofonu MiniSPL. 
 
 
Obr. 6.1 Izolovaná bezdozvuková komora, kde byly pořízeny nahrávky mluvčích pro databázi BUT-
VE1. V popředí je vidět měřicí mikrofon NTI Audio MiniSPL. 
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Databáze umožňuje trénink a testování rozpoznávačů závislých i nezávislých na 
mluvčím pro úrovně hlasu od šepotu přes tichý hlas, normální promluvu, zvýšený hlas 
až po křik. Celkem bylo zaznamenáno přes 20 tisíc slov od 13 mluvčích, každý mluvčí 
namluvil 3 bloky slov s 10 opakováními, dále sadu typických příkazů a úsek plynulého 
textu. Všechny tyto promluvy byly zopakovány pro každý z pěti módů hlasového úsilí. 
Pro každého mluvčího byl též nahrán úsek neartikulovaného hlasového signálu (hláska 
/á/) s odstupňovanou úrovní měřeného Lp počínaje 50 dB po 5 dB až do 85 dB. Celkem 
je od každého mluvčího v každém hlasovém módu k dispozici cca 19 minut záznamu, 
celkový rozsah databáze přesahuje 4 hodiny. Přehled obsahu databáze pro jednoho 
mluvčího je uveden v tab. 6.3. 
 
Tab. 6.3 Přehled obsahu databáze BUT-VE1 pro jednoho mluvčího 























duben, garáž, hořák, major, podíl, pochod, 
součet, tisíc, výfuk, žízeň 
5 10 
Typické příkazy pal, haló, jeď, hej, tiše, klid, pomoc, stůj, uhni 5 1 
Úsek plynulého 
textu 
Během posledních deseti let zaznamenalo 
využití mluvené řeči, jako přirozeného 
prostředku komunikace člověka s okolním 
světem, nebývalý rozvoj i v situacích, kdy se 
partnerem člověka v dialogu stává stroj nebo 
počítač. V současné době jsou na trhu již běžně 
mluvící hračky, lze si zakoupit mluvícího 
jazykového tlumočníka či čtecí stroj pro slepce. 
Stále běžnější se stávají aplikace, kdy ovládání 
strojů a zařízení je prováděno hlasovými povely 
či psací stroje automaticky píší to, co člověk 
říká. Vzniklo též mnoho dialogových systémů, 
kdy se člověk dotazuje hlasem na určité 
informace, počítač je nachází například ve své 
databázi, syntetizuje odpověď a předává ji 





pro Lp od 
50 dB po 5 dB 
až po 85 dB 
- 
 
Zaznamenaná slova jsou uložena v samostatných WAV souborech v přehledné 
adresářové struktuře, viz tab. 6.4. Celý obsah databáze je k dispozici ve dvou variantách 
– originální (1_original) a s redukovaným šumem (2_noise_reduced). Pro redukci šumu 
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byla použita metoda odčítání spektra vycházející ze vzorku samotného šumu bez 
obsahu řeči. Redukce šumu byla provedena nezávisle pro levý a pravý kanál. Použitý 
algoritmus nezpůsobuje degradaci řeči a nevnáší slyšitelný muzikální šum. V případě 
pravého kanálu (vzdálený mikrofon) je tak dosaženo snížení úrovně šumu výsledného 
signálu z ekvivalentní hodnoty Lp = 44,5 dB na 10,6 dB, ve které je zahrnut i 
kvantizační šum daný 16-bitovým rozlišením a vlastní šum použitých přístrojů. Díky 
tomu je i pro šepot dosaženo odstupu průměrného výkonu signálu od výkonu šumu 
lepšího než 20 dB. Levý kanál díky menší vzdálenosti mikrofonu od úst mluvčího 
dosahuje ještě podstatně vyššího SNR. 
Jednotliví mluvčí jsou rozlišeni v 2. úrovni adresářové struktury Speaker01...13; 
3. úroveň pak třídí data podle jednotlivých hlasových módů. Ve 4. úrovni jsou rozlišeny 
jednotlivé řečové bloky, 5. úroveň pak rozlišuje jednotlivá slova v daném bloku. 
V adresáři každého slova jsou obsaženy zvukové soubory všech variant 
var01.wav...var10.wav. Informace o fonetické segmentaci (viz dále) je obsažena v 
souborech varXX_bounds.txt (hranice fonémů; časová osa je normalizována vůči 
vzorkovací periodě) a varXX_phonemes.txt (čísla příslušných fonémů); obojí je též 
k dispozici ve formátu Matlab MAT souboru varXX_all.mat obsahující odpovídající 
vektory bounds a phonemes. 
Kromě uvedených souborů se ještě v každém z adresářů 1. úrovně nachází soubor 
94dB_calibration.wav obsahující kalibrační sinusový tón o frekvenci 1 kHz 
odpovídající Lp 94 dB. Kalibrace je k dispozici pro pravý kanál (vzdálený mikrofon). 
Pro variantu 1_original jsou ve 3. úrovni přidány soubory noise.wav obsahující vzorek 
samotného šumu v obou kanálech, který byl použit pro redukci šumu v odpovídajících 
částech 2_noise_reduced. Soubor SPL.txt obsahuje přesné hodnoty Lp pro osm 
krokovaných úrovní neartikulovaného hlasu pro daného mluvčího zaznamenaného 
v souborech 1.wav...8.wav. U některých slov není k dispozici celý rozsah variant, neboť 
ve fázi zpracování databáze bylo nutné vyloučit slova obsahující náhodné rušivé zvuky 
způsobené pohyby mluvčích. 
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Tab. 6.4 Organizace adresářové struktury BUT-VE1 





Adresáře v 3. 
úrovni: 










































































Všechna izolovaná slova v databázi jsou doplněna fonetickou segmentací 
s udáním časových hranic fonémů a fonetickým obsahem včetně vnitroslovních odmlk. 
Hranice byly určovány analýzou 24 ms segmentů s překryvem 12 ms. Seznam 
označených fonémů a jim přiřazených čísel použitých v souborech varXX_phonemes.txt 
a varXX_all.mat je uveden v tab. 6.5. V tab. 6.6 je uveden seznam slov s použitou 
fonetickou segmentací. Symbol pomlčky značí vnitroslovní odmlku. 
 
Tab. 6.5 Seznam označených fonémů a odpovídajícího identifikačního čísla v přidružených souborech 
Číslo  1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
Foném /-/ /a/ /b/ /c/ /č/ /d/ /e/ /f/ /g/ /h/ /ch/ /i/ /j/ /k/ /l/ /m/ 
Číslo 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31  
Foném /n/ /ň/ /o/ /p/ /r/ /ř/ /s/ /š/ /t/ /ť/ /u/ /v/ /z/ /ž/ /ď/  
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Tab. 6.6 Seznam slov s fonetickou segmentací 
Řečový blok / pořadí 
slova 




Číslovky / 1 nula nula 17 27 15 2 nula 
Číslovky / 2 jedna jedna 13 7 6 17 2 jedna 
Číslovky / 3 dva dva 6 28 2 dva 
Číslovky / 4 tři tři 25 22 12 tŘi 
Číslovky / 5 čtyři č-tiři 5 1 25 12 22 12 čtiři 
Číslovky / 6 pět pje-t 20 13 7 1 25 pjet 
Číslovky / 7 šest šes-t 24 7 23 1 25 šest 
Číslovky / 8 sedm sedum 23 7 6 27 16 seduM 
Číslovky / 9 osm osum 19 23 27 16 osuM 
Číslovky / 10 devět devje-t 6 7 28 13 7 1 25 devjet 
Samohlásky / 1 á a 2 á 
Samohlásky / 2 é e 7 é 
Samohlásky / 3 í i 12 í 
Samohlásky / 4 ó o 19 ó 
Samohlásky / 5 ů u 27 ú 
Samohlásky / 6 stráň s-traň 23 1 25 21 2 18 stráň 
Samohlásky / 7 stéblo s-teblo 23 1 25 7 3 15 19 stéblo 
Samohlásky / 8 strýček s-tri-če-k 23 1 25 21 12 1 5 7 1 14 strýček 
Samohlásky / 9 móresy moresi 16 19 21 7 23 12 móresi 
Samohlásky / 10 stůl s-tul 23 1 25 27 15 stúl 
Fonetická slova / 1 duben duben 6 27 3 7 17 dubeN 
Fonetická slova / 2 garáž garaš 9 2 21 2 24 garáš 
Fonetická slova / 3 hořák hořa-k 10 19 22 2 1 14 hořák 
Fonetická slova / 4 major major 16 2 13 19 21 major 
Fonetická slova / 5 podíl poďil 20 19 31 12 15 podíl 
Fonetická slova / 6 pochod po(ch)o-t 20 19 11 19 1 25 poXot 
Fonetická slova / 7 součet sou-če-t 23 19 27 1 5 7 1 25 součet 
Fonetická slova / 8 tisíc ťisi-c 26 12 23 12 1 4 tisíc 
Fonetická slova / 9 výfuk vifu-k 28 12 8 27 1 14 vífuk 
Fonetická slova / 10 žízeň žizeň 30 12 29 7 18 žízeň 
Příkazy / 1 pal pal 20 2 15 pal 
Příkazy / 2 haló halo 10 2 15 19 haló 
Příkazy / 3 jeď je-ť 13 7 1 26 jeť 
Příkazy / 4 hej hej 10 7 13 hej 
Příkazy / 5 tiše ťiše 26 12 24 7 tiše 
Příkazy / 6 klid kli-t 14 15 12 1 25 klit 
Příkazy / 7 pomoc pomo-c 20 19 16 19 1 4 pomoc 
Zvyšování účinnosti strojového rozpoznávání řeči 
 
-  62  - 
Tab. 6.6 Seznam slov s fonetickou segmentací (pokračování) 
Příkazy / 8 stůj s-tuj 23 1 25 27 13 stúj 
Příkazy / 9 uhni uhňi 27 10 18 12 uhňi 
 
Ruční fonetická segmentace představuje časově extrémně náročnou činnost. Aby 
se minimalizoval čas potřebný pro označení všech slov v databázi, byla vytvořena 
speciální interaktivní aplikace v prostředí Matlab GUIDE provádějící poloautomatickou 
fonetickou segmentaci, viz obr. 6.2. Základem je algoritmus forced Viterbi alignment, 
který s využitím natrénované sady HMM provede automatické rozpoznání fonetických 
hranic vybraného úseku signálu, který uživatel vidí ve formě spektrogramu. Tyto 
hranice jsou pak ručně doladěny podle poslechu. Oproti jiným databázím spoléhajícím 
pouze na plně automatickou segmentaci je tak zaručena maximální konzistentnost pro 
všechna obsažená slova. Použité markovské modely používají sdílené GMM 
jednotlivých fonémů a levo-pravé matice přechodu trénované odděleně pro každé slovo. 
Počet gaussovek v GMM je automaticky řízen dostupnými trénovacími daty. Jako 
příznaky je použito 19 MFCC koeficientů s delta a akceleračními koeficienty bez 
nultého koeficientu. 
Pro maximalizaci efektivity práce je umožněno postupné adaptivní zlepšování 
HMM na základě doposud označených dat jak od daného mluvčího, tak i s využitím 
všech ostatních mluvčích. Systém umožňuje zvolit tři varianty HMM: 
1) HMM nezávislé na mluvčím, 
2) HMM trénované jen pro daného mluvčího, 
3) HMM získané MLLR adaptací z nezávislých modelů pro konkrétního mluvčího na 
základě dostupného množství označeného řečového materiálu. 
Všechny uvedené modely jsou trénovány zvlášť pro každý hlasový mód. Při 
výpočtu MLLR se dostupná adaptační data nejprve rozdělí do několika tříd na základě 
regresního stromu určeného z fonémových GMM pomocí hierarchického shlukování a 
Bhattacharyyovy míry vzdálenosti. Každá třída musí obsahovat minimálně 1000 vzorků 
příznakových vektorů, čímž je zajištěna potřebná spolehlivost výsledných konverzních 
matic. Byl použit algoritmus MLLR upravující pouze vektory středních hodnot 
(kovarianční matice zůstávají původní). 
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Obr. 6.2 Aplikace pro poloautomatickou fonetickou segmentaci slov 
 
6.3. Experimenty s databází BUT-VE1 
6.3.1. Analýza změn v hlase mluvčích v závislosti na hlasovém úsilí 
V první části experimentů byly zkoumány akustické a fonetické změny 
v hlasovém signálu v závislosti na úrovni hlasového úsilí. Časový průběh signálu 
odpovídající vyslovení slova „devět“ jedním mluvčím v pěti hlasových módech je 
uveden na obr. 6.3. Levá skupina grafů odpovídá průběhům s neupravenými úrovněmi 
tak, jak jsou zachyceny v databázi BUT-VE1. Před rozpoznáváním se tyto průběhy 
výkonově normalizují, což dokumentuje skupina grafů vpravo. Grafy jsou doplněny 
fonetickou segmentací. I po výkonové normalizaci jsou v grafech patrné odlišné 
vzájemné poměry úrovní fonémů. 
Následující obr. 6.4 zobrazuje výkonové spektrogramy stejné sady slov 
s logaritmicky odstupňovanou barevnou škálou. Je patrný nárůst spektrálního obsahu 
směrem k vyšším kmitočtům při hlasitějších promluvách; konkrétní dopad hlasového 
úsilí na tvar spekter bude demonstrován dále. 
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Obr. 6.3 Časové průběhy slova „devět“ vyslovené jedním mluvčím v pěti hlasových módech bez úprav 
(vlevo) a po provedení normalizace výkonu (vpravo) 
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Obr. 6.4 Spektrogramy slova „devět“ vyslovené jedním mluvčím v pěti hlasových módech 
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S ohledem na možnosti využití získaných poznatků pro zlepšení funkce 
automatických rozpoznávačů jsou nejdůležitější statistické parametry řeči společné pro 
všechny mluvčí. Na obr. 6.5 jsou uvedeny průměrné hodnoty a směrodatné odchylky 
akustického tlaku řeči v jednotlivých hlasových módech měřené ve vzdálenosti 1 m od 
úst mluvčího v přímém směru. Výsledky jsou zprůměrovány přes všechny mluvčí a 
všechna slova v databázi. 
 














Obr. 6.5 Střední hodnoty a směrodatné odchylky akustického tlaku v jednotlivých hlasových módech 
(průměr přes všechny mluvčí) 
 
Kromě průměrných hodnot Lp bylo zkoumáno též jejich rozložení; změřené 
histogramy jsou uvedeny v levé části obr. 6.6. Hodnoty Lp byly určovány v segmentech 
délky 24 ms. První histogram udává rozložení ekvivalentních hladin akustického tlaku 
reziduálního šumu obsaženého v nahrávkách po provedení spektrálního odčítání. Je 
patrné, že úroveň šumu je dostatečně nízká, aby nedošlo k  významnému ovlivnění 
rozložení Lp řeči. Tento faktor je významným přínosem BUT-VE1, neboť např. 
v publikaci [93] Zhang a Hansen nebrali na šum ohled a v důsledku vysokého vlastního 
šumu použité aparatury je výsledkem výrazné zkreslení tvaru všech histogramů a zjevně 
chybné hodnoty intenzity zvuku při šepotu a tiché řeči. 
Při rozpoznávání řeči je obvyklé provádět normování výkonu signálu ve fázi 
předzpracování, čímž se odstraní umělá rozdílnost řeči způsobená např. různou 
vzdáleností mluvčího od mikrofonu či zesílením přenosové cesty. Při všech 
experimentech s rozpoznáváním řeči byla tedy provedena normalizace výkonu na 
úrovni celých slov. Při normování se vždy analyzoval blok 10 po sobě vyslovených 
slov, čímž se vyloučilo kolísání výkonu v delším časovém horizontu a zároveň se 
zajistily nezkreslené poměry výkonů vnitroslovních jednotek (fonémy, alofony). 
Histogramy výkonu řeči po znormování měřené v 24 ms segmentech jsou uvedeny 
v pravé části obr. 6.6. 
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Obr. 6.6 Histogramy akustického tlaku (vlevo) a výkonu segmentů po normalizaci (vpravo) pro všechny 
hlasové módy. První histogram vlevo udává reziduální šum po provedení spektrálního odčítání šumu. 
Zvyšování účinnosti strojového rozpoznávání řeči 
 
-  68  - 
Z histogramů řeči po normalizaci výkonu by se mohlo zdát, že došlo ke smazání 
hlavního rozdílu mezi různými módy hlasu. Podrobnější fonetická analýza však 
odhaluje významné odlišnosti. Průměrná spektra samohlásek na obr. 6.7 dokumentují 
výrazné odchylky tvaru spekter. 
 








































































































Obr. 6.7 Log-LPC spektra samohlásek s normalizovaným výkonem v pěti hlasových módech 
zprůměrovaná pro všechny mluvčí s vyznačenými prvními třemi formanty 
 
Všechna uvedená spektra odpovídají signálu se stejnou energií (tj. po 
normalizaci). V některých samohláskách lze pozorovat menší změny v pozicích 
formantů, daleko výraznější je ale velký rozdíl úrovně u vyšších formantů. Důvodem je 
nárůst obsahu harmonických složek v budícím hlasivkovém signálu směrem k vyšším 
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hlasovým intenzitám [95]. Tyto změny lze charakterizovat koeficientem sklonu spektra 
β určeném jako směrnici lineární regrese grafu výkonového spektra v pásmu 
0 až 4000 Hz s oběma osami v logaritmické škále. Rovnice regresní přímky má tvar 
 fS f 10
2
10 loglog10   , (6.1) 
kde Sf je vzorek komplexního spektra řeči odpovídající frekvenci f, α je reálná 
konstanta. Výpočet spektra využívá FFT o délce 1024, tj. při vzorkovací frekvenci 
44,1 kHz se použije prvních 93 spektrálních složek. Pro určení β je použita metoda 
estimace nejmenších čtverců. Jednotkou β je dB/dekádu. Horní frekvenční limit byl 
zvolen 4 kHz, aby byl zahrnut průměrný spektrální rozsah hlasivkového excitačního 
signálu. 
Při určování sklonu spektra musí být přítomen hlasivkový signál, má tedy smysl 
zaměřit se pouze na znělé úseky řeči. Typickým představitelem znělých fonémů jsou 
samohlásky; změřené hodnoty β pro všechny samohlásky ve všech hlasových módech 
zprůměrované přes všechny mluvčí jsou uvedeny v tab. 6.7. Je patrné konzistentní 
snižování sklonu spektra od tiché řeči směrem k vyšším úrovním hlasitosti. Hodnoty 
pro šepot je nutno posuzovat jako zvláštní případ, protože při šeptání nedochází 
k vytváření hlasivkového signálu. 
 
Tab. 6.7 Průměrný sklon spektra β pro všechny samohlásky a módy hlasu [dB/dek] 
 /a/ /e/ /i/ /o/ /u/ 
Šepot -8,2 -5,3 -2,3 -11,6 -15,0 
Tiše -22,9 -17,9 -15,5 -25,8 -26,5 
Normálně -20,8 -15,9 -12,6 -24,3 -29,0 
Nahlas -11,4 -7,7 -5,2 -15,4 -22,4 
Křik -5,0 -1,2 -0,2 -7,8 -15,6 
 
V databázi je též k dispozici pro všechny mluvčí sada úseků neartikulované řeči 
(hláska /á/) s odstupňovanou hladinou akustického tlaku od 50 po 5 do 85 dB. 
Mediánovou filtrací β přes všechny mluvčí byla získána křivka závislosti β na Lp, viz 
obr. 6.8. Jednotlivé body v grafu představují vzorky β pro jednoho mluvčího určené 
průměrem z cca 1 s záznamu analyzovaného v 24 ms segmentech s překryvem 12 ms. 
Graf má podobný průběh jako u příbuzného koeficientu „spectral balance“ uváděného v 
[95]; při dosahovaných úrovních hlasového úsilí však nebyl pozorován efekt saturace 
udávaný v [95] pro Lp nad 97 dB v 30 cm vzdálenosti (průměrná hodnota pro mužské 
hlasy). Tomu by při vzdálenosti 1 m odpovídala přibližná hodnota Lp 87 dB, což 
přesahuje rozsah použitý při vytváření databáze BUT-VE1. Nutno podotknout, že 
dosažení Lp nad 85 dB vyžaduje od mluvčích značnou námahu a ne každý je toho 
schopen. 
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Obr. 6.8 Závislost sklonu spektra na hladině akustického tlaku pro neartikulovaný hlas 
6.3.2. Klasifikátor hlasového úsilí nezávislý na slovníku 
Prvním krokem k umožnění spolehlivého rozpoznávání řeči ve všech hlasových 
módech je zavedení schopnosti rozpoznávače určit, jakým hlasem mluvčí momentálně 
mluví. Pro tento účel jsem vytvořil klasifikátor hlasového módu pracující nezávisle na 
slovníku, který je možné předřadit před rozpoznávač řeči. Díky tomu pak může 
rozpoznávač správně reagovat na měnící se hlas mluvčího. 
Z předchozí analýzy vyplývá, že spektrum samohlásek lze použít jako spolehlivý 
zdroj informace pro určení hlasového módu. Je tedy nutné v rozpoznávané promluvě 
identifikovat samohlásky a následně pomocí jejich spektra rozhodnout o aktuálním 
hlasovém úsilí mluvčího. Tvar spektra ve své struktuře zachycují MFCC koeficienty, 
které zároveň díky použité DCT transformaci zajistí nízkou korelaci mezi jednotlivými 
koeficienty. Optimální úrovně podrobnosti popisu spektra bylo dosaženo použitím 40 
melovských pásmových filtrů pokrývajících rozsah kmitočtů 0 až 22050 Hz ve 
výkonovém spektru; pro příznakový vektor se vybere prvních 20 koeficientů po DCT 
transformaci logaritmizovaných výstupů filtrů. Při funkci klasifikátoru jsou tak 
periodicky analyzovány 24 ms segmenty příchozího signálu s 12 ms překryvem. Pokud 
klasifikátor vyhodnotí obsah daného segmentu jako některou ze samohlásek v jednom 
z 5 hlasových módů, je indikována příslušná detekce. Pro ostatní vzorky signálu 
klasifikátor neposkytuje žádný výstup. 
Byly testovány tři varianty klasifikátorů hlasového módu: 
1) Bayesovský klasifikátor vycházející z GMM modelů jednotlivých samohlásek 
zvlášť pro každý hlasový mód s diagonálními kovariančními maticemi, 
2) varianta bayesovského klasifikátoru s plnými kovariančními maticemi, 
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3) klasifikátor typu multi-class SVM (support vector machine) [116] s oddělenými 
třídami pro jednotlivé hlasové módy zahrnující všechny samohlásky se zvlášť 
definovanou obecnou třídou pro celý zbylý příznakový prostor (zahrnuje ticho a 
ostatní fonémy). 
Při tréninku klasifikátorů se vycházelo z úseků signálu obsahujících příslušné 
samohlásky na základě fonetické segmentace slov z bloku „číslovky“ poskytované 
databází BUT-VE1. Počet gaussovek rozložení GMM u bayesovských klasifikátorů byl 
stanoven automaticky při estimaci parametrů algoritmem split-merge EM [108] a 
pohyboval se v rozsahu 2 až 10 pro diagonální kovariance a 2 až 8 v případě plných 
kovariančních matic. Každé samohlásce v každém hlasovém módu je přiřazen vlastní 
GMM. 
SVM klasifikátor vyžaduje pro správnou funkci provedení estimaci parametrů tak, 
aby byla zaručena maximální schopnost generalizace (zabránění přetrénování) a 
zároveň bylo dosaženo vysoké úspěšnosti klasifikace. Je-li dána množina trénovacích 
vektorů ni Rx , i = 1,...,l ze dvou tříd a indikační vektor ni Ry   takový, že  1,1 iy  označuje příslušnost ke třídám pro jednotlivá xi, C-SVC (support vector 




























kde )( ix  mapuje xi do vícedimenzionálního prostoru a C > 0 je regularizační parametr 
zabraňující přetrénování. Vektor w s parametrem b definuje nadplochu rozdělující 
vícedimenzionální prostor na dva podprostory, které určují oblasti vzorků připadajících 
do každé ze dvou tříd. Parametry ξi jsou tzv. slack variables umožňující nenulový 
překryv tříd [116]. Výsledkem estimace parametrů SVM klasifikátoru je umístění 
oddělující nadplochy tak, že je dosaženo maximální vzdálenosti trénovacích vektorů 
obou tříd od oddělující hranice s uvážením „rozmazání“ daného ξi, čímž je zohledněn 
šum v trénovacích datech. 
SVM klasifikátor hlasových módů používá pro mapování do vícedimenzionálního 




xxxx   . (6.4) 
Takto definovaný klasifikátor má dva volné parametry [C, γ], jejichž hodnoty je nutno 
optimalizovat s ohledem na dostupná trénovací data. Při zvolené dvojici parametrů 
[C, γ] se následně řeší kvadratická úloha hledání optimální oddělující nadplochy. Pro 
implementaci SVM klasifikátoru byl použit toolbox LIBSVM [117] umožňující hledání 
volných parametrů systémem cross-validation v rámci dané trénovací množiny. Při 
tomto postupu se trénovací množina rozdělí na n částí; n – 1 částí je použito pro trénink 
a na zbylé části se provede test úspěšnosti výsledného klasifikátoru. Postupně se 
prostřídá všech n částí a výsledky se zprůměrují. Pro každou dvojici [C, γ] je tak 
k dispozici úspěšnost rozpoznávání, kterou je nutno maximalizovat. Oddělení trénovací 
a testovací podmnožiny dat přitom zajistí zabránění přetrénování. 
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Globální optimalizační metodou použitou pro nalezení [C, γ] je iterativní 
rekurentní prohledávání mřížky (grid search) s proměnným množstvím použitých dat a 
5-fold cross-validation. Průběh algoritmu je patrný z obr. 6.9; teplejší barvy odpovídají 
vyšší úspěšnosti klasifikace. Nejprve se použije podmnožina 500 vzorků náhodně 
vybraných dat, pomocí nichž se hledají parametry v intervalech   165 2 ,2C  a 
  615 2 ,2  v počtu 22×22 kroků (graf vlevo nahoře). Tyto intervaly byly empiricky 
zvoleny tak, aby v nich bylo spolehlivě obsaženo hledané optimum. Následně se vybere 
nejlepších 80 dvojic [C, γ] a prohledává se mřížka s dvojnásobným rozlišením při 
použití 2000 náhodných vzorků dat (graf vpravo nahoře). V poslední rekurzi se použije 
50 nejlepších dvojic z 2. rekurze a v dvojnásobném rozlišení se testuje na množině 
20000 trénovacích vzorů. Po nalezení optimálních [C, γ] se provede finální estimace 
parametrů SVM na celé trénovací množině. Použitý algoritmus zaručuje nalezení 
vysoce kvalitních parametrů s rozumnou časovou náročností výpočtu. Všechny prvky 
příznakových vektorů jsou před vstupem do SVM klasifikace normovány do intervalu 




Obr. 6.9 Průběh iterativního hledání optimálních parametrů SVM klasifikátoru 
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Při klasifikaci řečových módů je důležitá nejen správná identifikace úseků signálu 
obsahujících hledané samohlásky, ale i korektní vyhodnocení všech ostatních vzorků 
jako neurčených. Za tímto účelem jsou všechny testované typy klasifikátorů vybaveny 
explicitním určováním míry věrohodnosti, na základě které se rozhoduje, zda bude 
indikována detekce či nikoli. V případě GMM klasifikátorů je jako míra věrohodnosti 
použit negativní log-likelihood (aposteriorní pravděpodobnost), u SVM se uvažují 
odhady pravděpodobnosti příslušnosti vzorku parametrizovaného signálu k dané třídě 
(metoda one-against-one [118]) převedené do negativní logaritmické míry. Je stanoven 
práh věrohodnosti, který musí být překročen, aby byla indikována detekce. Pro nalezení 
optimálního prahu u každého klasifikátoru byly zjišťovány relativní četnosti správných 
detekcí, chybných detekcí a vynechaných detekcí při zpracování trénovací množiny 
slov, viz obr. 6.10, obr. 6.11 a obr. 6.12. Hodnota prahu při maximální četnosti 
správných detekcí byla vybrána pro použití při klasifikaci. 
 















































Obr. 6.10 GMM klasifikátor hlasového módu s diagonálními kovariančními maticemi 
 















































Obr. 6.11 GMM klasifikátor hlasového módu s plnými kovariančními maticemi 
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Obr. 6.12 SVM klasifikátor hlasového módu 
 
Nejlepších výsledků dosahuje SVM klasifikátor módů s celkovou úspěšností 84% 
při 11% chybně rozpoznaných segmentů a 5% vynechaných detekcí. Srovnatelný 
klasifikátor módů řeči uvedený v [93] (GMM modely pro jednotlivé módy) dosahoval 
průměrné úspěšnosti pouze 69,3% (s nejhorším výsledkem 44,5% pro neutrální řeč). 
6.3.3. Zvyšování robustnosti rozpoznávače vůči změnám v hlasovém 
úsilí mluvčího 
Smyslem výzkumu změn ve fonetických vlastnostech řeči při různých hlasových 
módech je snaha zlepšit funkci automatických rozpoznávačů řeči. První test vlivu těchto 
změn pro jednoho mluvčího (viz kap. 6.1) ukázal značný dopad na úspěšnost 
rozpoznávání. S využitím databáze BUT-VE1 bylo možné prověřit účinnost přístupů 
zlepšujících funkci rozpoznávače jak pro případ systému závislého na mluvčím, tak pro 
rozpoznávač na mluvčím nezávislý. V experimentech byl využit blok slov "číslovky" z 
databáze BUT-VE1 zaznamenaný náhlavním mikrofonem. Dostupný rozsah variant 
slov byl rozdělen na poloviny; první část sloužila k tréninku rozpoznávačů, na druhé 
části byly prováděny testy. Slova byla před použitím výkonově normalizována, čímž se 
vyloučil triviální vliv úrovně signálu na úspěšnost rozpoznávání a šlo tedy čistě o 
fonetické změny ve slovech. Pro dosažení realistických podmínek byl ke všem slovům 
přidán AWGN šum s průměrným odstupem SNR = 20 dB. 
Testované rozpoznávače používají MFCC parametrizaci vstupního signálu 
se 40-pásmovou bankou filtrů a oříznutím na 20 výsledných koeficientů. Dynamické 
koeficienty nebyly použity. Celoslovní HMM modely jsou inicializovány tak, aby na 
každý foném připadaly 2 stavy. Modely mají levo-pravou strukturu a jsou vybaveny 
neemitujícími stavy pro automatické řetězení při rozpoznávání. Sada slovních HMM je 
doplněna modelem ticha (šumu) tvořeným jednostavovým HMM s příslušnými 
neemitujícími koncovými stavy. Testy probíhaly vždy na nahrávce tvořené sekvencí 
slov oddělených odmlkami v délce jedné sekundy vyplněnými AWGN se stejnou úrovní 
jako na pozadí slov. 
Provedené experimenty lze rozdělit do následujících kategorií: 
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A) Rozpoznávač nezávislý na mluvčím: 
1) Test multi-style HMM nezávislých na hlasovém módu, 
2) HMM závislé na hlasovém módu + GMM klasifikátor hlasového módu 
s diagonálními kovariančními maticemi, 
3) HMM závislé na hlasovém módu + GMM klasifikátor hlasového módu s plnými 
kovariančními maticemi, 
4) HMM závislé na hlasovém módu + SVM klasifikátor hlasového módu, 
5) Test možnosti adaptace HMM trénovaných jen na normální řeči pro ostatní módy 
pomocí MLLR. 
B) Rozpoznávač závislý na mluvčím: 
1) Test možnosti přizpůsobení HMM nezávislých na mluvčím pro konkrétního 
mluvčího pomocí MLLR adaptace, 
2) Použití HMM trénovaných přímo na konkrétním mluvčím + SVM klasifikátor 
módů. 
Všechny experimenty byly prováděny odděleně pro každého mluvčího a výsledky 
pak byly zprůměrovány s uvedením směrodatných odchylek. 
 
Ad A-1: Multi-style HMM nezávislé na hlasovém módu 
Jak již bylo uvedeno v kapitole 2.4.1, použití multi-style tréninku bylo v minulosti 
navrženo pro zvýšení obecnosti modelů řeči konkrétního mluvčího za účelem zahrnutí 
možných změn řeči způsobených stresem [83]. Nevýhodou je ovšem nižší 
diskriminativnost modelů, která vede k celkově nízké úspěšnosti rozpoznávání. 
Výsledky při zobecnění na více mluvčích jsou ještě méně povzbudivé [84]. Snad 
jedinou výhodou tohoto přístupu je vyloučení nutnosti detekovat příslušné změny řeči 
při rozpoznávání – jednoduše se použije jediná sada HMM na všechno. Pro testy 
s BUT-VE1 byly natrénovány multi-style HMM s 60 gaussovkami ve výstupních 
rozloženích GMM, což vedlo k nejmenší dosažené chybovosti u tohoto přístupu. 
Výsledky uvedené v tab. 6.8 ukazují relativně vysokou chybovost pro všechny 
testované hlasové módy. Lze zhodnotit, že tento přístup není pro zvýšení robustnosti 
vůči změnám v hlasovém úsilí příliš perspektivním. 
 
Tab. 6.8 Výsledky rozpoznávače nezávislého na mluvčím s multi-style HMM nezávislými na hlasovém 
módu 
 Průměr WER [%] pro 13 mluvčích 
Šepot Tiše Normálně Nahlas Křik 
53,2 35,8 24,4 26,4 26,1 
Směrodatná odchylka WER [%] pro 13 mluvčích 
Testovaný mód řeči: 
10,2 14,7 12,2 9,9 9,8 
 
Ad A-2: HMM závislé na hlasovém módu + GMM klasifikátor módů 
s diagonálními kovariančními maticemi 
V prvé řadě bylo nutno otestovat, jak budou HMM trénované jen pro jeden 
hlasový mód fungovat v celém rozsahu hlasového úsilí. Zejména je zajímavý výsledek 
pro HMM trénované na normální řeči, neboť toto je typický případ všech běžných 
současných rozpoznávačů. HMM používají 20 gaussovek v GMM, což bylo určeno 
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jako optimum vzhledem k dostupnému množství trénovacích dat. Zjištěné chybovosti a 
směrodatné odchylky jsou uvedeny v tab. 6.9. Každý řádek odpovídá jednomu 
trénovanému hlasovému módu, jemuž příslušné modely pak byly testovány vůči všem 
módům uvedeným ve sloupcích. Diagonální prvky tak odpovídají optimálnímu případu, 
tj. shodě trénovaného a testovaného módu. 
Vyšší chybovosti pro šepot a tichou řeč lze odůvodnit přirozeně nižší 
srozumitelností v těchto hlasových módech. Zejména u šepotu je běžné, že mluvčí při 
nedbalé výslovnosti „spolknou“ velkou část fonémů (až 50%) hlavně na okrajích slov, 
což je na promluvách zachycených v databázi jasně patrné. Významným úskalím tiché 
řeči z pohledu rozpoznávání jsou nekonzistentní projevy budícího hlasivkového signálu 
– mluvčím často „vypadává“ hlas a celkově tak promluva kolísá mezi šepotem až 
normální řečí. 
 
Tab. 6.9 Výsledky rozpoznávače nezávislého na mluvčím s HMM přizpůsobenými hlasovým módům 
Testovaný mód řeči:  
Šepot Tiše Normálně Nahlas Křik 
Průměr WER [%] pro 13 mluvčích 
Šepot 27,6 57,0 57,1 50,1 44,7 
Tiše 83,7 32,0 27,6 46,0 61,2 
Normálně 69,9 37,0 11,5 23,7 48,4 
Nahlas 60,9 41,1 17,3 10,3 18,8 
Křik 59,1 58,0 49,4 20,1 11,1 
Směrodatná odchylka WER [%] pro 13 mluvčích 
Šepot 12,4 13,4 11,9 5,8 9,2 
Tiše 12,0 14,0 12,4 17,9 11,1 
Normálně 7,6 23,5 4,7 14,9 15,7 
Nahlas 8,5 10,6 6,7 8,0 10,9 
Trénovaný 
mód řeči: 
Křik 6,1 8,2 10,2 8,0 6,9 
 
Spojením HMM závislých na hlasovém úsilí a GMM klasifikátoru módů 
s diagonálními kovariančními maticemi vznikla první existující verze automatického 
rozpoznávače řeči významným způsobem omezujícího dopad hlasového úsilí na 
úspěšnost rozpoznávání. Koncept propojení klasifikátoru a rozpoznávače 
(multiple-model framework, MMF) byl v minulosti používán pro zlepšování šumové 
odolnosti rozpoznávačů [40]. V mém systému detektor módu při rozpoznávání pracuje 
paralelně s Viterbiho dekodérem stavů HMM; při detekci změny módu je pak pro další 
rozpoznávání (včetně předchozího trvání aktuálního slova) použita odpovídající sada 
HMM pro identifikovanou úroveň hlasového úsilí. Vzhledem k tomu, že za běžných 
okolností používá mluvčí stejný hlasový mód pro více slov za sebou, představuje 
z hlediska úspěšnosti rozpoznávání vynechaná detekce daleko menší problém než 
chybně určený nový hlasový mód. Dosažené chybovosti kompletního rozpoznávače 
jsou uvedené v tab. 6.10. Celková průměrná chybovost pro všechny módy vychází 
20,7%. 
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Tab. 6.10 Výsledky rozpoznávače nezávislého na mluvčím s HMM přizpůsobenými hlasovým módům a 
s předřazeným GMM klasifikátorem módů s diagonálními kovariančními maticemi 
 Průměr WER [%] pro 13 mluvčích 
Šepot Tiše Normálně Nahlas Křik 
27,7 34,3 17,6 11,7 12,3 
Směrodatná odchylka WER [%] pro 13 mluvčích 
Testovaný mód řeči: 
12,1 14,3 7,1 8,9 7,3 
 
Ad A-3: HMM závislé na hlasovém módu + GMM klasifikátor módů 
s plnými kovariančními maticemi 
Použitím podrobnějších GMM došlo k mírnému zlepšení výsledků, viz tab. 6.11. 
Průměrná chybovost 19,3% je srovnatelná s předchozím případem. 
 
Tab. 6.11 Výsledky rozpoznávače nezávislého na mluvčím s HMM přizpůsobenými hlasovým módům a 
s předřazeným GMM klasifikátorem módů s plnými kovariančními maticemi 
 Průměr WER [%] pro 13 mluvčích 
Šepot Tiše Normálně Nahlas Křik 
28,2 31,8 14,1 11,3 11,2 
Směrodatná odchylka WER [%] pro 13 mluvčích 
Testovaný mód řeči: 
12,4 14,6 4,9 8,9 6,9 
 
Ad A-4: HMM závislé na hlasovém módu + SVM klasifikátor módů 
Použitím nejlepšího navrženého klasifikátoru hlasových módů bylo dosaženo 
chybovostí uvedených v tab. 6.12. Průměrná chybovost se víceméně neliší od GMM 
klasifikátoru s plnými kovariančními maticemi. Lze předpokládat, že největší potenciál 
pro další zlepšování účinnosti rozpoznávání tkví zejména v samotných modelech slov, 
přičemž navržený klasifikátor hlasového módu se na celkové chybovosti podílí jen 
malým dílem. 
 
Tab. 6.12 Výsledky rozpoznávače nezávislého na mluvčím s HMM přizpůsobenými hlasovým 
módům a s předřazeným SVM klasifikátorem módů 
 Průměr WER [%] pro 13 mluvčích 
Šepot Tiše Normálně Nahlas Křik 
28,6 33,0 13,1 10,3 11,4 
Směrodatná odchylka WER [%] pro 13 mluvčích 
Testovaný mód řeči: 
13,0 13,6 5,3 8,0 6,9 
 
Průměrná chybovost posledně uvedeného rozpoznávače vychází 19,3%. V tab. 
6.13 je uvedeno porovnání chybovosti tohoto systému s konvenčním rozpoznávačem 
trénovaným jen na normální řeči. Konvenční systém dosahuje průměrné chybovosti 
38,1%, tj. navržený rozpoznávač je o 18,8% lepší (absolutně), což odpovídá relativnímu 
poklesu WER o 49,3%. Popsané výsledky jsem publikoval v [14]. 
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Tab. 6.13 Porovnání navrženého rozpoznávače s konvenčním systémem trénovaným jen na normální 
řeči 
 Průměr WER [%] pro 13 mluvčích 
Šepot Tiše Normálně Nahlas Křik Průměr 
Navržený rozpoznávač s SVM klasifikátorem módů:  
28,6 33,0 13,1 10,3 11,4 19,3 
Konvenční systém trénovaný na normální řeči:  
Testovaný 
mód řeči: 
69,9 37,0 11,5 23,7 48,4 38,1 
 
Ad A-5: Adaptace HMM trénovaných jen na normální řeči pro ostatní módy 
Motivací pro otestování možností adaptace HMM trénovaných jen na normální 
řeči pro možnost jejich použití i při ostatních módech je fakt, že drtivá většina dnešních 
rozpoznávačů je trénována právě jen na řeči vyslovené běžným konverzačním tónem. 
Existují velmi rozsáhlé řečové databáze s řečí vyslovenou konverzačním tónem určené 
pro konstrukci rozpoznávačů s rozličnými velikostmi slovníku a bylo by výhodné, 
pokud by bylo možno existující natrénované rozpoznávače jednoduše upravit pro celý 
rozsah hlasového úsilí za použití relativně malého množství adaptačních dat. 
Maximum likelihood linear regression – MLLR (viz kap. 2.3.3) představuje jednu 
z nejpoužívanějších metod pro úpravu parametrů HMM na základě krátké adaptační 
nahrávky. Typicky se jedná o úpravu modelů nezávislých na mluvčím pro jejich 
přizpůsobení konkrétnímu mluvčímu, ovšem byly prováděny i experimenty např. 
s adaptací pro různé typy šumu. MLLR se nejčastěji používá pro úpravu středních 
vektorů ve výstupních rozloženích GMM, úprava jiných parametrů nepřináší významná 
zlepšení. Zásadní výhodou MLLR je schopnost vhodně upravit parametry všech 
gaussovek ve všech stavech, i když např. konkrétní foném není v adaptačních datech 
obsažen. Trik spočívá ve vytvoření regresního stromu, který umožňuje rozdělit všechny 
gaussovky do zvoleného počtu tříd, přičemž se minimalizuje rozdílnost uvnitř tříd a 
maximalizuje rozdílnost mezi třídami. Použitou mírou rozdílnosti je Bhattacharyya 
distance. MLLR adaptace je iterativní proces, kdy se nejprve dekódováním přiřadí 
jednotlivým stavům HMM příznakové vektory z adaptační množiny vzorů. Následně se 
určí počet tříd obsahujících dostatečné množství dat a pro každou třídu se spočítá 
konverzní matice, která upraví vektory středních hodnot všech gaussovek připadajících 
do dané třídy. S novými HMM se opakuje dekódování a následná adaptace až do 
dosažení konvergence. MLLR se obvykle integruje do struktury EM algoritmu, v této 
práci byl však pro dekódování použit Viterbi alignment. 
Byly otestovány dvě velikosti adaptační množiny pro MLLR adaptaci: 2 varianty 
každého slova od všech mluvčích a 5 variant (tj. celý dostupný rozsah trénovací části 
databáze). Výsledky pro první případ jsou uvedeny v tab. 6.14 a tab. 6.15. Lze 
pozorovat, že pro řečové módy podobné normální řeči (hlasitá mluva a křik) jsou 
výsledky uspokojivé, nicméně s narůstající odlišností hlasových módů účinnost MLLR 
prudce klesá. V případě šepotu tak již nelze mluvit o smysluplném efektu. Použitím 
celého dostupného rozsahu trénovací skupiny slov (5 variant každého slova) došlo 
k dalšímu poklesu chybovosti (tab. 6.16 a tab. 6.17), nicméně výsledky pro šepot a 
tichou řeč jsou stále výrazně horší než v případě HMM natrénovaných přímo pro daný 
hlasový mód (viz výše). 
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Dosažené výsledky dokumentují, že adaptace existujícího rozpoznávače řeči 
trénovaného konvenčním způsobem pro zvýšení jeho robustnosti vůči změnám 
v hlasovém úsilí je možná, zejména pokud jsou uvažovány jen malé změny v hlasovém 
úsilí mluvčích. Adaptace pro celý rozsah hlasových módů by vyžadovala výraznější 
změny ve struktuře modelů, pro což nedisponuje MLLR potřebnou výkonností. 
 
Tab. 6.14 Výsledky rozpoznávače nezávislého na mluvčím s HMM trénovanými jen na normální řeči 
adaptovanými MLLR transformací pro ostatní hlasové módy – použity 2 trénovací varianty 
Testovaný mód řeči:  
Šepot Tiše Normálně Nahlas Křik 
Průměr WER [%] pro 13 mluvčích 
Šepot 63,9 65,8 55,6 54,9 52,4 
Tiše 61,7 39,4 29,8 47,3 51,6 
Normálně 70,0 37,2 11,5 23,5 48,7 
Nahlas 65,3 53,2 27,2 12,6 31,4 
Křik 61,1 56,5 49,9 30,8 24,2 
Směrodatná odchylka WER [%] pro 13 mluvčích 
Šepot 16,9 13,5 12,1 10,8 8,6 
Tiše 11,6 20,5 14,7 13,5 7,8 
Normálně 7,5 23,4 4,7 14,9 15,8 
Nahlas 8,2 17,5 9,9 6,7 18,3 
Trénovaný 
mód řeči:
Křik 11,3 13,5 11,3 8,1 8,5 
 
Tab. 6.15 Výsledky rozpoznávače nezávislého na mluvčím s HMM trénovanými jen na normální řeči 
adaptovanými MLLR transformací pro ostatní hlasové módy a s předřazeným SVM klasifikátorem módů 
– použity 2 trénovací varianty 
 Průměr WER [%] pro 13 mluvčích 
Šepot Tiše Normálně Nahlas Křik 
64,8 42,8 14,7 12,2 24,3 
Směrodatná odchylka WER [%] pro 13 mluvčích 
Testovaný mód řeči: 
16,8 20,5 6,2 6,6 8,4 
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Tab. 6.16 Výsledky rozpoznávače nezávislého na mluvčím s HMM trénovanými jen na normální řeči 
adaptovanými MLLR transformací pro ostatní hlasové módy – použito 5 trénovacích variant 
Testovaný mód řeči:  
Šepot Tiše Normálně Nahlas Křik 
Průměr WER [%] pro 13 mluvčích 
Šepot 55,6 55,3 51,5 48,7 52,6 
Tiše 66,0 37,3 26,5 43,2 52,4 
Normálně 70,0 37,2 11,5 23,5 48,7 
Nahlas 67,7 54,4 29,0 9,7 26,4 
Křik 59,6 59,5 48,2 27,2 17,7 
Směrodatná odchylka WER [%] pro 13 mluvčích 
Šepot 12,2 6,9 8,0 9,9 9,5 
Tiše 8,9 19,9 13,4 11,2 4,3 
Normálně 7,5 23,4 4,7 14,9 15,8 
Nahlas 8,6 21,6 15,8 5,8 18,1 
Trénovaný 
mód řeči: 
Křik 10,1 14,6 13,4 12,2 7,3 
 
Tab. 6.17 Výsledky rozpoznávače nezávislého na mluvčím s HMM trénovanými jen na normální řeči 
adaptovanými MLLR transformací pro ostatní hlasové módy a s předřazeným SVM klasifikátorem módů 
– použito 5 trénovacích variant 
 Průměr WER [%] pro 13 mluvčích 
Šepot Tiše Normálně Nahlas Křik 
56,2 37,9 14,2 9,6 17,9 
Směrodatná odchylka WER [%] pro 13 mluvčích 
Testovaný mód řeči: 
12,2 19,7 6,6 5,9 7,1 
 
Ad B-1: MLLR adaptace HMM nezávislých na mluvčím pro konkrétního 
mluvčího 
Tento případ představuje velmi častou oblast použití MLLR transformace, neboť 
všechny komerčně dostupné rozpoznávače musí být z principu konstruovány na 
mluvčím nezávislé. Takový systém však nedosahuje dostatečné účinnosti rozpoznávání, 
uživatel je tedy obvykle nucen před použitím systému namluvit krátkou adaptační 
nahrávku, čímž se rozpoznávač přizpůsobí jeho konkrétnímu hlasu. Smyslem 
následujícího experimentu je tedy ověřit, zda rozpoznávač se zavedenou robustností 
vůči změnám v hlasovém úsilí mluvčích může být adaptován na konkrétního mluvčího 
použitím malého množství trénovacích dat ve všech hlasových módech. Jako adaptační 
data bylo použito 7 variant vyslovení všech slov daného mluvčího v každém 
z hlasových módů obsažených v databázi BUT-VE1. Výsledky jsou opět zprůměrovány 
pro všechny mluvčí, viz tab. 6.18 a tab. 6.19. Oproti rozpoznávači nezávislém na 
mluvčím došlo k výraznému poklesu chybovosti pro hlasitou řeč a křik. V případě 
ostatních hlasových módů jsou výsledky méně výrazné pravděpodobně z důvodu 
zvýšených rozptylů kovariančních matic, které MLLR adaptace neošetřuje. 
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Tab. 6.18 Výsledky rozpoznávače závislého na mluvčím s HMM přizpůsobenými danému mluvčímu 
MLLR adaptací 
Testovaný mód řeči:  
Šepot Tiše Normálně Nahlas Křik 
Průměr WER [%] pro 13 mluvčích 
Šepot 18,8 61,3 60,4 49,2 45,9 
Tiše 70,1 30,0 34,0 52,5 62,2 
Normálně 63,8 38,1 6,8 23,1 47,9 
Nahlas 59,1 51,9 21,0 2,6 16,9 
Křik 60,3 57,7 51,2 27,0 5,9 
Směrodatná odchylka WER [%] pro 13 mluvčích 
Šepot 13,6 14,4 12,8 14,0 11,1 
Tiše 17,0 14,2 20,5 15,5 14,9 
Normálně 11,0 16,1 2,8 12,1 13,0 
Nahlas 12,0 12,7 8,0 2,8 10,6 
Trénovaný 
mód řeči:
Křik 12,4 13,6 11,7 13,2 7,0 
 
Tab. 6.19 Výsledky rozpoznávače závislého na mluvčím s HMM přizpůsobenými danému mluvčímu 
MLLR adaptací a s předřazeným SVM klasifikátorem módů 
 Průměr WER [%] pro 13 mluvčích 
Šepot Tiše Normálně Nahlas Křik 
20,4 34,7 11,9 3,3 6,3 
Směrodatná odchylka WER [%] pro 13 mluvčích 
Testovaný mód řeči: 
13,2 16,6 6,8 2,6 7,3 
 
Ad B-2: HMM trénované přímo na konkrétním mluvčím  
Z principu nejlepší úspěšnosti rozpoznávání lze dosáhnout natrénováním HMM 
přímo na řečovém materiálu konkrétního mluvčího, pokud je k dispozici dostatečné 
množství trénovacích vzorů. Výsledky v tab. 6.20 a tab. 6.21 tudíž představují horní 
limit úspěšnost s daným objemem řečového materiálu. Rozložení chybovostí též 
potvrzuje dříve pozorovaný fakt, že šepot a tichá řeč svojí podstatou představují 
nejnáročnější materiál pro rozpoznávání. Zvyšující se úspěšnost směrem k vyšším 
hodnotám hlasového úsilí koresponduje s každodenní zkušeností, že hlasitější mluva je 
lépe srozumitelná, což zjevně nesouvisí jen s výkonovou úrovní, ale i se způsobem 
vyslovení jednotlivých hlásek. Při tréninku bylo využito 7 variant vyslovení každým 
mluvčím, výstupní rozložení HMM sestávala ze dvou gaussovek. Z důvodu malého 
dostupného rozsahu trénovacích vzorů pro konkrétního mluvčího bylo nutno zajistit, 
aby na každý stav HMM připadal dostatek dat. Pokud daný stav po inicializaci 
neobsahoval alespoň 200 příznakových vektorů, byl sloučen se sousedním stavem. 
Dosažené chybovosti jsou v porovnání s výsledky v kap. 6.1 vyšší, což je důsledek 
přidaného šumu, přirozené nedbalé výslovnosti mluvčích a menšího množství dat od 
konkrétního mluvčího (10 oproti 100 variantám). Je zřejmé, že pro praktické použití by 
bylo nutno získat od daného mluvčího větší rozsah trénovacích vzorů například formou 
kontinuální adaptace při používání systému. 
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Tab. 6.20 Výsledky rozpoznávače závislého na mluvčím s HMM trénovanými jen na daném mluvčím 
Testovaný mód řeči:  
Šepot Tiše Normálně Nahlas Křik 
Průměr WER [%] pro 13 mluvčích 
Šepot 18,5 58,0 59,6 55,4 50,3 
Tiše 82,2 17,8 29,5 53,6 60,3 
Normálně 79,2 30,8 9,6 28,5 61,7 
Nahlas 68,0 53,9 23,1 4,5 26,1 
Křik 71,5 57,5 42,0 18,9 1,5 
Směrodatná odchylka WER [%] pro 13 mluvčích 
Šepot 16,5 17,6 13,9 19,3 12,1 
Tiše 19,9 13,5 16,9 14,6 12,8 
Normálně 15,4 18,5 11,4 18,8 19,6 
Nahlas 15,7 22,0 16,2 9,6 15,5 
Trénovaný 
mód řeči: 
Křik 17,9 14,9 13,6 9,8 3,0 
 
Tab. 6.21 Výsledky rozpoznávače závislého na mluvčím s HMM trénovanými jen na daném mluvčím a s 
předřazeným SVM klasifikátorem módů 
 Průměr WER [%] pro 13 mluvčích 
Šepot Tiše Normálně Nahlas Křik 
20,8 22,7 14,5 5,2 1,6 
Směrodatná odchylka WER [%] pro 13 mluvčích 
Testovaný mód řeči: 
15,8 17,3 14,3 9,5 3,5 
6.4. Shrnutí výsledků 
Databáze BUT-VE1 je první ucelená řečová databáze izolovaných slov 
pokrývající celý rozsah hlasového úsilí více mluvčích se statisticky významným 
množstvím řečového materiálu. Tato databáze může sloužit pro vývoj nových metod 
zvyšování účinnosti rozpoznávačů závislých i nezávislých na mluvčím. Špičková 
kvalita použité aparatury a přísně kontrolované podmínky nahrávání spolu 
s poskytnutou fonetickou segmentací všech slov a možností přesně stanovit hodnotu 
SPL v libovolném úseku signálu dává BUT-VE1 unikátní hodnotu. 
Byla provedena reprezentativní sada experimentů zaměřených na zvyšování 
účinnosti rozpoznávače izolovaných slov závislého i nezávislého na mluvčím. Bylo 
ukázáno, že přístupy typu multi-style training neposkytují potřebnou účinnost pro 
použití v kombinaci s rozpoznávačem nezávislým na mluvčích. 
Dále byl uveden koncept multiple-model framework konstrukce rozpoznávače 
řeči ve spojení s klasifikátorem hlasového úsilí nezávislým na slovníku využívajícím 
typické změny ve spektrech samohlásek. Spojením klasifikátoru s HMM 
přizpůsobenými jednotlivým hlasovým módům vznikla první existující verze 
rozpoznávače řeči účinným způsobem potlačujícím vliv změn v hlasovém úsilí 
mluvčích na úspěšnost rozpoznávání. 
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Nejlepších výsledků dosáhl rozpoznávač závislý na mluvčím. Chybovosti v tab. 
6.1 představují optimální případ, kdy mluvčí vyslovuje s maximální pečlivostí 
monotónním hlasem a k řečovému signálu není přidán rušivý šum; výsledky v tab. 6.20 
(resp. tab. 6.21) zprůměrované pro všechny mluvčí obsažené v databázi BUT-VE1 
odpovídají reálnému případu běžné výslovnosti neškolených mluvčích a s přidaným 
AWGN se SNR = 20 dB. 
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7. Závěr 
Disertační práce podává ucelený přehled známých zdrojů chybovosti systémů pro 
automatické rozpoznávání řeči projevujících se při nasazení těchto systémů v náročných 
podmínkách. První část práce je věnována popisu způsobů detekce jednotlivých 
rušivých vlivů a metod pro minimalizaci jejich negativního dopadu na úspěšnost 
rozpoznávání. 
Převážná část minulého vývoje v oblasti zvyšování robustnosti automatických 
rozpoznávačů řeči se zaměřovala na ošetření vlivu akustického šumu, neboť jde o 
nejčastější rušivý vliv, s kterým je tudíž nutno počítat. Podaný přehled metod pro 
ošetření vlivu šumu zahrnuje všechny hlavní kategorie přístupů odvozených z typické 
struktury rozpoznávače. V prvé řadě jde o robustní typy příznakové reprezentace, které 
vycházejí z typických charakteristik řeči ve snaze potlačit projevy všech ostatních 
zdrojů rušení. Dále pak figurují přístupy zaměřené na úpravu signálu a příznakových 
vektorů s cílem odfiltrovat neřečové složky a tedy získat aproximaci nezarušené řeči. 
Poslední třídu metod tvoří algoritmy ošetřující vliv šumu na úrovni akustických modelů. 
Jako nejperspektivnější z nich se jeví přístupy využívající speciální akustické modely 
rušivých složek signálu, které lze při rozpoznávání použít pro modelování zašuměné 
řeči odpovídající aktuálním podmínkám. 
Kromě vnějších zdrojů rušení má na úspěšnost rozpoznávání nezanedbatelný 
dopad i řečový projev samotného mluvčího. Vlivy jako stres, únava, popř. reakce na 
okolní podmínky (Lombard efekt, úroveň hlasového úsilí) vedou k podstatným změnám 
v řeči mluvčího a měla by jim být tudíž věnována pozornost. Podaný přehled 
konkrétních změn v hlase v souvislosti s jednotlivými vlivy včetně metod jejich detekce 
shrnuje současný stav vývoje v této oblasti. Tam, kde je to známo, byl uveden i 
kvantifikovaný dopad na úspěšnost rozpoznávání. 
Vlastní výzkum byl orientován na možnosti zvyšování účinnosti automatického 
rozpoznávání izolovaných slovních příkazů se zvláštním zaměřením na specifické 
prostředí operačního sálu. V prvním kroku šlo o výběr nejvhodnější struktury 
rozpoznávače nabízející nejvyšší potenciál dalšího vylepšování v souvislosti s šumem i 
změnami v hlase mluvčích. Při základním testu rozpoznávání 23 slov vyslovovaných 6 
mluvčími dosáhl DTW rozpoznávač chybovosti WER = 15,2%. Oproti tomu HMM 
rozpoznávač s celoslovními modely na stejné úloze vykazoval chybovost pouze 5,5%, 
přičemž čas potřebný pro rozpoznání vyšel 12× kratší. Vzhledem k jednoznačně lepším 
výsledkům i dalším výhodným vlastnostem HMM přístupu (schopnost využít 
informační obsah rozsáhlé databáze, možnost adaptace na šum a další vlivy) jsem se v 
dalším výzkumu zabýval zejména tímto typem statistického modelování. 
Při výzkumu možností zvyšování šumové odolnosti rozpoznávače v prostředí 
operačního sálu jsem se zaměřil na konstrukci robustních akustických modelů rušivých 
zvuků. Pro tento účel jsem při mé stáži v Německu pořídil zvukový záznam 
několikahodinové neurochirurgické operace na Uniklinikum Marburg. S využitím této 
nahrávky jsem vyvinul nový přístup pro automatickou daty řízenou segmentaci signálu 
na lokálně stacionární úseky. Segmentovaný signál pak posloužil pro konstrukci 
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robustního vícestavového markovského modelu zvuků na operačním sále. Spojením 
tohoto modelu a sady HMM čisté řeči metodou paralelní kombinace modelů vznikl 
rozpoznávač slovních příkazů dosahující při použití malou skupinou mluvčích 
chybovosti pod 10% při SNR nad 6 dB. Pro dosažení srovnatelné úspěšnosti systému 
používajícího pouze modely čisté řeči bez uvážení šumu by musel být poměr SNR cca 
o 30 dB vyšší. 
V rámci dalšího vývoje šumově robustního rozpoznávače jsem formuloval novou 
strukturu akustického modelu rušivých zvuků využívající hierarchicky uspořádanou 
sadu skrytých markovských modelů ve struktuře klasifikačního stromu. Tento model 
umožňuje podrobnější popis šumového signálu, než by bylo dosažitelné s klasickým 
plochým HMM, nedochází však k enormnímu nárůstu výpočetních nároků. 
Kromě akustického šumu má na spolehlivost rozpoznávače vliv i jeho schopnost 
přizpůsobit se změnám v hlase mluvčího. V dosavadní literatuře nebyla kvantifikována 
souvislost změn v celém rozsahu hlasového úsilí mluvčích (od šepotu až po křik) 
s úspěšností automatického rozpoznávání řeči. Provedl jsem tedy experimentální 
prověření spolehlivosti funkce rozpoznávače trénovaného jen na neutrální řeči při testu 
v celém rozsahu hlasového úsilí. Zjištěný významný dopad hlasového úsilí na úspěšnost 
rozpoznávání byl motivací pro další výzkum v této oblasti. 
V současnosti neexistuje komerčně dostupná databáze obsahující vzorky řeči 
v celém rozsahu hlasového úsilí, bylo tedy nutné přikročit k vytvoření nové databáze 
BUT-VE1. Jedná se o první databázi svého druhu obsahující statisticky významné 
množství řečového materiálu od více mluvčích zaznamenané špičkovou aparaturou za 
přísně kontrolovaných podmínek. Databáze poskytuje fonetickou segmentaci všech slov 
a možnost přesně určit kalibrovanou hodnotu hladiny akustického tlaku v libovolném 
úseku řečového signálu. S použitím databáze BUT-VE1 jsem provedl reprezentativní 
sadu experimentů dokumentujících dopad změn v hlasovém úsilí mluvčích na úspěšnost 
rozpoznávání. Navrhl jsem koncept spojení klasifikátoru hlasových módů nezávislý na 
slovníku a multiple-model framework HMM, čímž vznikl první automatický 
rozpoznávač řeči konzistentně fungující v celém rozsahu hlasového úsilí mluvčích. 
Oproti systému trénovaném jen na neutrální řeči dosahuje 49,3% relativního poklesu 
WER (18,8% absolutně). 
7.1. Shrnutí vlastního přínosu k rozvoji vědního oboru 
Přínos této práce k rozvoji vědního oboru „Zvyšování účinnosti strojového 
rozpoznávání řeči“ lze shrnout do dvou základních oblastí: 
A) Ošetření vlivu nestacionárního akustického šumu 
 Navržení nového přístupu pro automatickou segmentaci šumového signálu na 
lokálně stacionární úseky s využitím bayesovského informačního kritéria. 
 Experimentální prozkoumání možností inicializace a tréninku vícestavového 
ergodického Markovova modelu nestacionárního šumu pro použití v rozpoznávači 
řeči kombinujícím modely čisté řeči a šumu (PMC). 
 Navržení nové struktury statistického akustického modelu šumu využívajícího 
hierarchii HMM uspořádanou ve struktuře klasifikačního stromu. Model umožňuje 
podrobný popis šumového signálu s minimálními výpočetními nároky při 
dekódování a lze jej použít v PMC. 
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Jádro vlastního přínosu v této oblasti bylo publikováno v mezinárodním vědeckém 
časopise Information Technology and Control (impaktní faktor IF=0,638) [1]. 
B) Ošetření vlivu změn v hlasovém úsilí mluvčích 
 Vytvoření unikátní řečové databáze BUT-VE1 zahrnující 4 hodiny řečového 
materiálu od 13 mluvčích ve všech hlasových módech (šepot, tichá řeč, normální 
řeč, hlasitá řeč, křik) s precizní fonetickou segmentací a kalibrací hladiny 
akustického tlaku. 
 Stanovení vlivu změn v hlasovém úsilí mluvčích na úspěšnost systému pro 
automatické rozpoznávání řeči. 
 Navržení konceptu rozpoznávače řeči vycházejícího z multiple-model framework a 
klasifikátoru řečových módů pro dosažení vysoké spolehlivosti při rozpoznávání 
řeči bez ohledu na momentální úroveň hlasového úsilí mluvčího. 
Jádro vlastního přínosu v této oblasti bylo odesláno k publikaci do mezinárodního 
vědeckého časopisu Speech Communication (impaktní faktor IF=1,006) [14] a 
v současné době je v recenzním řízení. 
7.2. Další vývoj 
Přestože v této práci byly navrženy postupy umožňující úspěšné řešení některých 
důležitých problémů současných rozpoznávačů řeči, stále zbývá celá řada otázek, které 
ještě na své vyřešení čekají. 
V oblasti šumové robustnosti rozpoznávačů kupříkladu prozatím nebylo dosaženo 
lidské schopnosti okamžitě identifikovat doposud neznámé rušivé zdroje a oddělit je od 
užitečného řečového signálu a ostatních rušivých zvuků (i při monaurálním poslechu). 
Pro řešení tohoto problému bude zřejmě nutné definovat nové struktury akustických 
modelů schopných pružného škálování ve spektrální i časové doméně s cílem 
maximálně využít veškerou informaci obsaženou ve zvukovém signálu. V současnosti 
používané markovské modely neposkytují v tomto směru dostatečnou flexibilitu, které 
navíc brání i koncepčně oddělené modelování časových a frekvenčních vlastností 
signálu. HMM sice nabízejí podrobné modelování spektra s uvážením aposteriorní 
pravděpodobnosti charakterizované GMM s velkým množstvím gaussovek, zároveň 
však spoléhají na apriorní pravděpodobnosti přechodu mezi stavy charakterizované 
jedinou maticí. 
Bylo by též vhodné experimentálně prověřit dopad změněných stavů mluvčího na 
úspěšnost rozpoznávání, kde tak doposud nebylo učiněno (např. únava, zdravotní stav). 
I v těchto případech by pravděpodobně bylo možno aplikovat přístup založený na 
oddělené klasifikaci typu promluvy a rozpoznávači slov využívajícím přizpůsobené 
akustické modely. Vyšší pružnosti systému by pravděpodobně bylo možné dosáhnout, 
pokud by rozpoznávač byl schopen operativně vytvářet pro každého mluvčího nové 
modely změněných typů promluvy a použít je následně i v budoucnu na základě 
autonomní detekce aktuálního způsobu promluvy. 
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