In this paper, some points to the convergence analysis performed in the paper [A new computing approach for power signal modeling using fractional adaptive algorithms, ISA Transactions 68 (2017) 189-202] are presented. It is highlighted that the way the authors prove convergence, suffers lack of correct and valid mathematical justifications.
Introduction
In [3] , the fractional adaptive signal processing algorithms are utilized for identification of parameters in power signals by means of variants of fractional least means square (LMS) algorithms. The main contribution of [3] is the mathematical and computational performance analysis of fractional variants of LMS presented in [2, 4] when solving the problem discussed in [7, 12] . The most important part of the study is the mathematical convergence analysis which is presented in [3, Sec. 3.5] . However, there are some mathematical errors which are detrimental to the correctness of the entire framework. The main objective of this note is to list those errors and substantiate that the entire convergence analysis is mathematically invalid.
Remark 1.1. The symbols, notations and equation numbers used in this comment are consistent with [3] .
Mathematical Errors
Let us first give some remarks regarding the design of the fractional algorithms used in [3] .
Issues in Algorithm Designs
1. It is assumed (refer to Page 90, paragraph after [3, Eq. 12]) that "the fractional derivative of a constant is zero". This is, in fact, not true in general; consult, for example, [6] . Also, it can be easily verified from [3, Eq. 14] , by substituting p = 0 that the derivative of 1 of
2. [3, Eq. 13] is derived by taking fractional derivative of order f r of objective function [3, Eq. 7] . In doing so, one requires fractional chain rule that involves several terms, evidently different from [3, Eq. 13 ]. This has already been reported in [5] , along with the correct form. Refer to [9, 6] for details of the fractional chain rule. Nevertheless, [3, Eq. 13] can be seen as an approximation. So, we do not discuss this any further.
[3, Eq. 16] is a vector equation containing fractional power
The equation is taken from [8] wherein the fractional power of a vector is defined componentwise. Whenever, there is a negative element in the vector w, w 1−f r (t) will render a complex output and impede the algorithm to converge to a real sought value. See [1, 10, 5] for detailed discussions on this. In the case when w 1−f r (t) is not defined componentwise, its sense needs to be specified since fractional powers of vectors are not defined in mathematics.
4.
To avoid appearance of the complex outputs, a modulus is introduced in [3, Eq. 17], i.e., w 1−f r (t) is replaced by |w| 1−f r (t) (which makes it a scalar). However, a componentwise vector multiplication operator • is introduced in the equation, that does not make sense because now there is only one vector in the product u(t) • |w| 1−f r (t). Same remarks are relevant to [3, Eqs. 21, 23, 24, 25].
It is worthwhile mentioning that all the aforementioned errors can be taken as approximations in algorithmic design, although, they can be nasty when we talk about convergence analysis. Therefore, we do not make any claim here and, instead, use this information to establish our claims regarding convergence analysis. [3, Eq. 39 ] is used with a fractional exponent and that with negative values of the components of θ(t) k will render complex outputs. More interesting is the fact that if θ is a vector, mathematically, θ 2 is a 2-tensor (matrix) or a dyad and θ 3 is a 3-tensor and so on. So the summation is adding scalar, vectors and matrices and k -tensors for k ≥ 3! One can argue that these powers are taken componentwise, even then, the application of the binomial theorem is incorrect.
Issues in Convergence Analysis
3. In view of the above, [3, Eq. 40 ] is mathematically invalid. The rest of the convergence analysis is based on this equation. [3, Eq. 41 ] has similar issues.
4. It is claimed that p − Rθ opt = 0 after [3, Eq. 42]. However, there is no guarantee that the fractional optimal solution will converge to the Wiener solution. In fact, it is established that the optimal solution of the fractional LMS algorithm is not identical to the Wiener solution (see [11] ). 
The notation

