Abstract. Electrical Capacitance Tomography is a non-invasive imaging technique, which allows visualization of the industrial processes interior and can be applied to many branches of the industry. Image reconstruction process, especially in case of 3D images, is a very time consuming task (when using classic processors and algorithms), which in turn leads to an unacceptable waiting time and currently limits the use of 3D Electrical Capacitance Tomography. Reconstruction using deterministic methods requires execution of many basic operations of linear algebra, such as matrix transposition, multiplication, addition and subtraction. In order to reach real-time reconstruction a 3D ECT computational subsystem must be able to transform capacitance data into images in a fraction of a second. By assuming, that many of the computations can be performed in parallel using modern, fast graphics processor and by altering the algorithms, time to achieve high quality image reconstruction will be shortened significantly. The research conducted while analysing ECT algorithms has also shown that, although dynamic development of GPU computational capabilities and its recent application for image reconstruction in ECT has significantly im- 
Introduction
In three-dimensional Electrical Capacitance Tomography (3D ECT) an approximation for the internal spatial permittivity distribution is computed using the knowledge about the capacitance measurement data acquired from 82 M. Majchrowicz, P. Kapusta, L. Jackowska-Strumiłło, D. Sankowski the set of electrodes, located on the surface of the investigated object. It is often assumed that the electrostatic fields are simplified to the two-dimensional electrode plane and the image reconstruction is based on 2D or non-true 3D called as "2.5D" interpolation. However, the actual electrostatic field is spreading out in three dimensions and, therefore, all the volumetric structures inside an industrial process have significant effect on the reconstructed images. Electrodes at the surface of the volume apply electrical potential into the surrounding area and emergent charge is measured at the boundary. The measured data is then used in an electrostatic model to determine the dielectric permittivity properties of the object [19, 20] .
Electrical Capacitance Tomography is a relatively mature imaging method in industrial process tomography and 3D ECT can be an important tool for imaging the volumetric distribution of electrical permittivity. Threedimensional image reconstruction presents a similar inverse problem to electrical impedance tomography (EIT), which has been extensively studied, so 3D ECT will naturally benefit from progress in 3D EIT image reconstruction. Similarly to EIT, ECT has potential to generate images with much higher temporal resolution than other non-invasive techniques, such as MRI, CT etc., but relatively poor spatial resolution [1] . This makes ECT a good candidate for a real-time imaging technique which is capable of long term monitoring of fast-varying industrial processes [4] , like oil-gas flows in pipelines [3] or gravitational flows and discharging of silo [18] .
Computational challenges in 3D ECT
In order to reach real-time reconstruction a 3D ECT computational subsystem has to be able to transform capacitance data into image in fractions of seconds. This is usually hard to achieve since typical tomography images are composed of large number of elements. 3D ECT provides a lot of challenging computational issues that have been 
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CPU power. There are typically so many elements to be processed while a 3D image is being constructed, that the time of reconstruction may be counted in minutes, hours or, in some cases, even days. This is especially true, when using most complex reconstruction algorithms, ones that use large sensitivity matrices, Finite Elements Method as well as neural networks approach [5] .
Fortunately ECT algorithms can be significantly accelerated by the application of parallel computing [8] . Much of the work can be done simultaneously, thus enabling a noticeable reduction of execution time. Nevertheless even multi-core CPUs cannot shorten the process enough to achieve true, real-time image reconstruction. With a large number of elements calculation time necessary to display an image may take up to several hours, which not only prevents the application currently in tomography but also limits the development and testing processes of reconstruction algorithms and hardware. Reconstruction using deterministic methods requires execution of many consecutive linear algebra operations, such as matrix multiplication, addition etc., which are characterized by the fact, that they can be parallelized [6] . This means that computations can be performed simultaneously on different parts of matrices [9, 17] . Thus, by assuming, that many of the computations can be performed in parallel using modern, fast graphics processor and by properly altering those algorithms their execution time will be shortened significantly, while maintaining high image quality. Thanks to this, with the application of proper hardware and algorithms, a significant speed up can be achieved. Moreover, their computational complexity class is polynomial. For example, in the case of multiplication, which in itself is an algorithm of O(n 3 ) class it can be simplified to assume that n-fold increase in the multiplied matrix dimensions will n 3 fold increase the execution time.
Matrix multiplication is a key operation in many scientific calculation and as such many researchers approach it very differently, even by building custom hardware [16] .
Nevertheless the authors of this article decided to use an approach based on computations on GPUs, as it allows high flexibility and relatively low application costs.
In this work calculations of ECT image reconstruction in a distributed multi-node, multi-GPU (Graphics Processing Units) environment were proposed and tested on examples of two image reconstruction algorithms: the Linear Back Projection (LBP) and the Landweber algorithm. The LBP algorithm is based on the following equation [24] :
where:
ε -Electric permittivity vector (output image),
The Landweber algorithm is based on the following equation [24] :
where: image quality and computation complexity of image reconstruction process [22] .
Heterogeneous computations
The research conducted on ECT algorithms [12] has shown that, although, dynamic development of GPU computing performance and its recent application for image reconstruction in ECT has significantly improved calculations time, in modern systems a single GPU is not enough to perform many tasks [7, 13] . As a result multiple GPUs have to be used to accelerate calculations [13] . For that reason, in this work we propose a set of algorithms for a system that will subdivide data and distribute it across multiple GPUs and CPUs.
This approach requires modification of the existing algorithms, because memory is not shared between these devices and all the calculations need to be performed in distributed memory environment. Moreover, the computing performance of a single computer (equipped with many GPUs) is also limited [11] . This also true in the case of other fields of science. For some application the solution is to distribute the problem [10] . Unfortunately in case of image reconstruction in Electrical Capacitance
Tomography it is not sufficient. As a consequence the distributed, multi-node, multi-GPU heterogeneous system is proposed with a software layer that will allow use of multiple computers with fast GPUs to perform calculations across network connection. The developed system is designed to fully exploit parallel performance of all devices that the nodes are equipped with. Such architecture features scalability and makes it possible to increase computation performance by adding new network nodes. The architecture of the developed system that is based on the Xgrid platform is shown in Fig. 2 .
Xgrid technology consists of three types of components -"a client", "a controller" and "an agent". The process of submitting new tasks is performed in following order [23] :
• The "client" sends jobs to the "controller",
• The "controller" queues the jobs and sends them to the "agents",
• The "agent" runs the job.
The key feature of previously proposed solution [14] was to have several agents working in parallel, each on a different job. It is also possible to have several clients.
Nevertheless, it should be noted that the Xgrid framework 
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After the first step of gathering the measurement data, it has to be divided and distributed through network layer to the connected clients. This partitioning is proportional to the computational performance of each GPU, which is described as a set of parameters calculated using benchmarking algorithms and a priori knowledge about the system architecture. As a result, the number of measurement data (and therefore image frames) that is passed to individual clients differs and is directly dependent on their computational performance.
After the initial data distribution to all nodes in the computational grid the matrices that are necessary to perform image reconstruction are also divided locally based on the number of GPUs in each system. The allocation is performed on the basis of previously calculated parameters, which again correspond with their computational performance. This allows for more effective control over how much work is assigned to each GPU and therefore better use of the system resources.
Once the data is allocated on the GPUs a set of image reconstruction algorithms is executed, which are a parallel implementation of the existing methods, namely the LBP and the Landweber algorithms, with necessary optimizations for use in a distributed memory environment. After the partial image reconstruction, the output data is gathered by the specialized data collection algorithm, which sorts the resulting reconstructed images, as well as schedules them for final 3D visualization.
Tests and results
Previous LBP test results [14] proved that distributing calculations in the LBP algorithm can significantly reduce image reconstruction time, even up to 12 times, when graphic cards were used for computations.
This distributed image reconstruction test was performed for the Landweber algorithm with 400 iterations and using two different meshes (sensitivity matrices) [14] .
This method provides a good image quality, but is very computationally complex. The first mesh has around 2.25 million data points. Meshes of that size are often used for visualization and algorithm testing, while still allowing computations to be performed on the CPU, within reasonable timeframe and are termed medium meshes. Second mesh has over 11 million data points, and is more than 250 MB in size, thus is called large mesh.
The results presented previously [14, 15] indicate that distributed Multi-GPU solutions can increase the reconstruction speed by more than 21 times, compared to homogeneous CPU systems. Since that time the authors have concentrated on further optimizations of the developed software solutions.
The work was divided into two parts: algorithms and network layer optimizations. Firstly we have concentrated on optimizing the developed algorithms, by using following methods:
• using kernel occupancy tools,
• using sparse matrices to save bandwidth,
• optimizing access to shared GPU memory,
• transforming the data to minimize RAM access.
By using the first method -kernel occupancy tools, we were able to optimize the utilization of resources of GPU compute units and in turn find the kernel dispatch configuration that minimizes time of computations for all tested GPU architecture and dataset configurations. The authors have utilized tools from both Nvidia and AMD and were able to shorten the execution time compared to previous versions.
Second idea was to convert all the matrices used to sparse formats. This, however, caused algorithms to be much slower (in many cases by a factor of ten), even though we were able to compress used matrices significantly. This was caused by the fact, that sparse matrices formats are inherently bad for use on the GPUs as they After applying all the above optimizations the authors were able to shorten computation time by up to 15%.
Nevertheless, kernel execution and pure calculations are just a part of performing computations using a distributed system. As a result authors decided to implement optimization techniques in order to minimize the impact of Xgrid overhead on total image reconstruction time. Therefore two ways of accelerating data exchange time were proposed and tested:
• various Xgrid/OS configuration improvements,
• data compression.
We noted that data exchange had significant impact on image reconstruction process and as a result we decided to test different configuration of OS and Xgrid. We decided to try optimizing system by using custom Xgrid java client (xgridagent-java) [8] and setting higher priority for Xgrid server process. After this steps we have noticed performance gain which can be seen on (Fig. 3) . As a result we decided to analyse the process of exchanging data in Xgrid platform [14] in much more detail. We quickly noticed that it might be possible to achieve even bigger acceleration of image reconstruction process by avoiding (where possible) using Xgrid data format. Therefore it was decided to implement custom way of sending data to nodes in distributed environmentt. Each node received a tftp server which was simply used to send/receive intermediate results. In case of Xgrid it was also noted that we might be able to achieve even higher performance gain by implementing some compression for data files. As a consequence it was decided that best suitable for such usage will be 7zip. This specific algorithm was chosen mainly because it has high compression ratio as well as it is open source and free product. Incorporation of all mentioned ideas allowed us to achieve significant performance gain which can be seen on (Fig. 4) . It can be seen in Fig. 4 All tests were conducted using three computers, configured as shown in Table 1 , and connected together using NIC Teaming, to achieve 2 Gb/s bandwidth. 
Conclusion
The results presented in this paper clearly illustrate computational speed-up using the developed and implemented distributed system for image reconstruction tasks in Electrical Capacitance Tomography. Application of the proposed system, based on the Xgrid platform as a network layer, and developed algorithms for buffering, division and distribution of data allowed a significant speed-up of both the LBP and the Landweber algorithms. Nevertheless, the performed tests indicate the need for developing a new data distribution platform, which would be able to fully utilize the potential of the parallel hardware architecture, otherwise much of the system potential is lost due to specifics of the Xgrid architecture. Ultimately the solution proposed by the authors is being designed and built to provide a set of linear algebra and tomography specific operations as series of APIs (Application Programming Interfaces). Such approach does create a lot of challenges when designing the architecture of the system, but will eventually allow other researchers to easily use this system to speed up calculations in their existing projects, thus enabling them to develop and test algorithms much faster, than it was previously possible.
