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2 Naval Postgraduate School
Annual Accountability Report
NPS provides high-quality, relevant and unique 
advanced education and research programs that in-
crease the combat effectiveness of the Naval Servic-
es, other Armed Forces of the U.S. and our partners, 
to enhance our national security.
 
The mission of ITACS is to provide technology and 
communications support for the Naval Postgradu-
ate’s School core mission of teaching, research and 
service to the Department of Navy and the Depart-
ment of Defense, and to provide voice, video and data 
infrastructures as mission-crucial enablers of inno-
vation and experimentation within the educational 
enterprise.
NPS Mission ITACS Mission
Associate Professor of the Oceanography Department, Dr. Timour Rad-
ko, and his colleagues, have been performing research on the varying 
effects of fluid mechanics in the ocean. His visualization images on the 
volume of diapycnal transport due to double-diffusive processes for his 
research on Fluxes and Structures in Double-Diffusive convection, show 
depictions of a 3D “double-diffusion” model in the ocean. The research 
will be available in a paper titled, “Dynamics of fingering convection 
II: The formation of thermohaline staircases,” by Stellmach, Traxler, 
Garaud, Brummell and Radko.
Gravity waves depicted using a 
3D visualization of Dr. Timour 
Radko’s research of salinity 
in the ocean in relation to 
temperature.
Visualize the Ocean
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Message From The Vice President 
of Information Resources and 
Chief Information Officer
Dr. Christine M. Haska is the Vice 
President of Information Resources and 
Chief Information Officer of the Naval 
Postgraduate School. Since 2001, Dr. 
Haska’s responsibilities have included 
oversight of Information Technology 
and Communications Services, 
Educational Technologies, and the 
Offices of Institutional Advancement 
and Institutional Research. Dr. Haska 
partnered with colleagues at the 
US Naval Academy and Naval War 
College to establish the Navy Higher 
Education Information Technology 
consortium; oversees the Monterey 
Peninsula Department of Defense Net, a 
regional infrastructure linking six local 
Department of Defense organizations; 
the institution’s Internet2 membership 
and related activities; and has been 
active in publishing articles and 
presenting papers at IT, Institutional 
Research, and Accreditation professional 
association conferences.
We frontiered new ground this year by developing capabilities 
in visualization with the 10 Gbps network capability serving 
as the core competency making it all possible. This year our 
Information Technology and Communication Services (ITACS) 
department partnered with university researchers to exercise 
our campus network. NPS achieved a significant milestone, when 
we were successful in sending 800 MB of streaming video from 
Monterey Bay Aquarium in Monterey California, to multiple 
locations. To our knowledge, this is the first time this has been 
done anywhere. Streaming video content was delivered to Japan 
and southern California, demonstrating the capability of the NPS 
cyberinfrastructure, as well as our ability to integrate with global 
research networks. 
At the CineGrid conference in San Diego early December 2009, 
held at UCSD’s California Institute for Telecommunications and 
Information Technology (Calit2), video was streamed to the live 
audience. Content from the Monterey Bay Aquarium was selected, 
not only for interesting subject matter, but because the capture 
of the choppy water on the bay created an ever changing subject 
matter, that could not be compressed in transmission. Scientists in 
the audience recognized that what they were watching was 800 MB 
of video being streamed live over our network. 
In March, the Corporation for Education Network Initiatives in 
California (CENIC) hosted their annual conference in Monterey and 
spent a day on the NPS campus. During the conference, Nippon 
Telegraph and Telephone (NTT) Network Innovation Laboratory 
in Yokosuka, Japan, provided a repeat of the video stream of the 
content captured during the CineGrid conference. The recorded 
content from the Monterey Bay Aquarium was retransmitted, 
again demonstrating the capabilities of the NPS network and the 
integration with global research networks. This proven capability 
makes our research community more competitive.
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We are proud of our many accomplishments this year 
and while the Annual Accountability Report describes 
those in greater detail, I would like to call attention to 
a few of those here:
•	 Completion of the redundant 10 Gbps infrastructure 
for the NPS CENIC network was a key component 
in the NPS Disaster Recovery Plan. The redundant 
path has been tested several times and offers the 
robust posture needed for a research university. 
•	 Completion of the Certification and Accreditation 
of the ERN and the DREN unclassified networks. 
This milestone is the measure used by the 
Department of Defense to ascertain whether a 
network is compliant with DoD standards. Through 
this accomplishment, NPS has demonstrated that 
the network and systems meet the requirements of 
the Department of Defense Information Assurance 
Certification and Accreditation Process (DIACAP) 
and has the authority to operate, the same as “.mil” 
networks. 
•	 Partnered with the Naval Higher Education 
Information Technology Consortium to establish 
the Education Designated Approving Authority for 
the Navy’s educational community. This designation 
formalized the “.edu” networks as a valid Navy 
asset. The NHEITC networks support the unique 
education and research mission within the Navy. 
•	 Successfully completed the Defense Information 
System Agency’s (DISA) Command Cyber Readiness 
Inspection (CCRI), achieving the highest score 
in the Navy. This accomplishment highlights the 
expertise of our staff and the attention to detail 
they apply to their management of the SIPRNet. 
•	 Implemented a Hierarchical Storage Management 
system (HSM) to backup and archive important 
datasets on the High Performance Computing 
system hamming. The Spectralogic T950 was 
implemented and provided an asset not only for 
the HPC researchers, but also for the enterprise 
systems. This newer storage solution will enable 
the university to optimize the storage use and 
speed data recovery
•	 Implemented Sun Microsystems infiniband 
hardware on 24 of 144 nodes. HPC researchers 
require infiniband capability to fully utilize the 
multiple cores processors on the hamming system. 
The completion of this hardware allows researchers 
to process data faster than was previously possible. 
•	 The desktop video conferencing system (VCS), 
Elluminate VCS, was successfully launched as part 
of the Foreign Area Officer (FAO) FAOweb portal. 
This capability leveraged the important work of the 
FAOWeb project and permits FAO officers in remote 
areas around the world to communicate easily 
with colleagues. This technology has potential 
as a distance learning tool for the larger NPS 
community and will be evaluated in FY11. 
•	 ITACS participated as a key contributor to the 
implementation of the Kuali Financial System. The 
Kuali Financial System (KFS) is an open-source 
financial information and management system 
developed by the Kuali Foundation, a non-profit 
consortium of higher education institutions. The 
implementation of this system has created a core 
of talent on staff that is now able to support 
similar Java-based systems used at NPS. 
In partnership with the Office of Institutional 
Advancement, ITACS launched the NPS Video Portal 
which delivers high-definition video through the NPS 
web presence and allows partners and business units 
to embed videos into their own web presence. This 
capability provides one place where NPS video content 
can be accessed, whether for research, education, or 
more general institutional advancement requirements.
All of our achievements and plans for the future are a 
direct result of the support we receive from the NPS 
community. We are inspired by the NPS mission and 
energized through serving our faculty, students, and 
staff. The entire ITACS team is dedicated to providing 
services that are relevant and strategic. We look 
forward to working with all of you this coming year.
Message from the Vice President and 
Chief information Officer
continued...
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ITACS Strategic Plan: 
Five Categories of Recommendations
The vision of Information Technology (IT) at the Naval 
Postgraduate School (NPS) is to enable the institution 
to realize its goal of becoming one of the top research 
universities in the United States.  
The IT environment — characterized by innovation, 
talent, access to advanced tools, collegial and 
transparent decision-making, commitment to 
service, integrated, efficient administrative systems, 
accountability to stakeholders and effective leadership 
— is a centrally coordinated IT service organization 
that provides as its core mission high-level support for 
education, research and service to the Department 
of Navy (DON), the Department of Defense (DoD) 
and the nation. 
Both the NPS Strategic Plan: Vision for a New 
Century and the Educational Effectiveness Review 
Report submitted to the Western Association of 
School and Colleges underscore the importance of 
the technology and communications infrastructure 
and services as strategic institutional resources 
which have an impact on every dimension of the 
School’s mission. 
Cyberinfrastructure includes data and network secu-
rity; the campus Intranet; Internet, wireless and re-
mote access; connectivity to high-speed national and 
international networks; access to data repositories; 
e-mail; applications; backup capabilities; collabora-
tion tools; telecommunications, hosting services and 
the required systems support for hardware, software 
and network access. 
Academic Applications and Services which encom-
passes Academic and Media Systems and Research 
Computing, includes equipment acquisition, main-
tenance and replacement; visualization; both high 
performance computing and secure computing, the 
Technology Assistance Center; and support of educa-
tional technologies in local and distributed settings
Administrative Applications and Services includes 
web-enabled, intuitive administrative systems and 
resources that support the conventional management 
practices of assessment, improvement and planning.
Information Technology Resources includes oversight 
of human resources: recruitment, retention, profes-
sional development and training; budget development 
and execution; procurements; contracts; office and 
space management; and investments, all managed 
with the highest levels of accountability and respon-
siveness to institutional goals. 
Communications, Partnerships and Outreach 
includes frequent, timely and accessible communica-
tions about IT issues — an integral part both of ITACS’ 
and the larger advancement strategic plans for NPS. 
Vital to institutional goals, partnerships are sought 
and cultivated with agencies such as the DoD, DON, 
campus constituents, industry partners, local govern-
ments, and peer institutions.
Five categories of recommendations have been identified in the 
Five-year IT Strategic Plan: Advancing the Mission�
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About Information Technology and 
Communication Services
Academic and Media Systems
Academic Systems and Media Systems is responsible 
for all of the technology, learning spaces, and audio-
visual systems used in teaching both resident and 
non-resident students, including oversight of 19 
computer labs, 72 smart classrooms, five conference 
facilities, and 250 software packages. Academic 
Systems also maintains the Sakai Collaborative 
Learning Environment, web-based collaboration and 
streaming video systems, on-campus podcasting, and 
the robust video tele-education infrastructure, and 
has oversight of the Technology Assistance Center, the 
primary means of IT support for students and faculty. 
Cyberinfrastructure and Core Services 
The Network Operations Center operates seven 
networks that connect more than 6,000 wired and 
wireless edge devices. The networks include the 
Corporation for Education Network Initiatives in 
California (CENIC), California Research and Education 
Network (CalREN), the DoD Research Engineering 
Network (DREN), and several classified networks. 
The 10 gigabit per second (Gbps) and 1 Gbps Digital 
California (DC) network backbone connects to 
the CalREN DC and High Performance Research 
(HPR) networks. NPS operates its mainframe on 
a twenty-four hour/seven days per week basis. 
Unified Communications supports all of the e-mail, 
telephone, VoIP, cell phone, Blackberry and video 
teleconferencing communications at NPS. 
Cybersecurity and Privacy
The Cybersecurity and Privacy team is responsible for 
securing the networks and data on campus including 
computer network defense and monitoring, anti-virus 
and vulnerability management, operating system 
and application patch management, certification 
and accreditation of networks and applications, 
and user training and awareness, and provides the 
tools and technologies to find, protect, and react 
to the unauthorized disclosure of sensitive privacy 
data on NPS networks. Both teams liaise with 
third parties throughout DoD, DON, the greater 
academic community, as well as with state and local 
government organizations to maintain currency 
with the latest cybersecurity and privacy policies, 
guidelines, threats, and vulnerabilities.
Enterprise Information Systems
The Enterprise Information Systems team provides 
integrated, comprehensive technology solutions that 
enable NPS to streamline and improve its business 
processes and practices. This includes the technical 
implementation of the NPS public web site (www.
nps.edu), the NPS Intranet web site, maintenance 
and administration of over 20 locally developed 
and commercial web applications, development 
of new web applications, administration of 370 
relational databases on 20 instances of database 
servers (Microsoft SQL Server, Oracle, and MySQL), 
implementation and maintenance of a web-based 
issue tracking and project management system, 
and implementation and maintenance of web-based 
collaboration tools, such as SharePoint. Ongoing 
projects include the development of an enterprise 
web portal, implementation of an enterprise Wiki, 
development of an academic information data 
warehouse, upgrade of a locally developed video 
portal, and selection and implementation of a new 
web content management system.
Research Computing: High Performance Computing 
and Secure Computing
Research Computing covers both high performance 
and secure computing. High performance computing 
at NPS includes one dozen computing clusters, the 
largest of which is named hamming after the computer 
pioneer and former NPS professor Dr. Richard Hamming, 
a 1,152 core Sun cluster capable 
of 10.7 teraflops per second. 
The computational power of 
hamming combined with the 
capabilities of the Sony 4K 
projector installed in 2009 
and the visualization studio 
gives NPS researchers the 
capacity to render enormous 
data sets. 
Secure Computing maintains 
connections to five classified 
NPS networks, three classified 
classrooms and three classified 
computer laboratories.
As the central IT organization for NPS, ITACS covers a broad spectrum of services including:
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Cyberinfrastructure and 
Core Services
•	 Capitalize on the full capability of the upgrade to a 10 gigabit physical infrastructure�
•	 Leverage NPS membership in the Corporation for Education Network Initiatives in California (CENIC) 
and associated connections to the California Research and Education Network (CalREN) for research and 
education�
•	 Build into the Naval Postgraduate School (NPS) plan the regular refresh and upgrade of the School’s wireless 
networks and wired plant� 
•	 Develop an integrated approach to voice, video and data network requirements�
•	 Users require access to all internal NPS resources: remote access is required as a core business capability�
•	 Include off-site when upgrading the enterprise backup and restore capability�
•	 Create professional services for programming support and technical expertise for faculty and students� 
•	 Expand innovation throughout the Information Technology (IT) staff: allow development, testing and 
experimentation of new technologies�
Five-Year Strategic Goals
FY10 Progress
•	 Upgraded the Enterprise Virtual Machine (VM) Farm to ESX 4.0.
•	 Added a new production VM cluster for internal servers.
•	 Continued the virtualization of the de-militarized zone servers.
•	 Created a development VM cluster for application development and testing.
•	 Created an a directory server to support the United States Marine Corps’ Global Address List.
•	 Continued the tradition of ensuring life-cycled servers were repurposed to research groups and efforts, other 
Department of Defense (DoD) partners and local schools, when possible.
•	 Completed the transition to Active Directory 2008, a necessary step toward the Identity Management capability.
•	 Completed the build out of the Beta Exchange 2010.
•	 Completed storage assessment. 
•	 Complete the lifecycle replacement of the Uninterruptible Power Supply (UPS) systems for the central AVAYA 
phone switch.
•	 Facilitated placing an AT&T cellular tower on campus.
•	 Upgraded the Call Accounting System (Verasmart).
•	 Upgraded Sonexis Audio Conference Bridge.
•	 Greatly expanded the use of ActiveSync.
•	 Built AtHoc Emergency Notification Server (to be branded NPSAlerts).
•	 Expanded the use of Voice over Internet Protocol (VoIP) on campus.
•	 Upgraded the Monterey Peninsula Department of Defense Net (MP DoDNet) to a 10 Gbps backbone between 4 of 
the 5 DoDNet Monterey Peninsula partners. 
•	 Installed high speed Digital Subscriber Line Access Multiplexer (DSLAM) in the VIP suites.
•	 Installed a 10 Gbps firewall for the HPR network.
•	 Upgraded the HPR network to a 10 Gbps primary and 1 Gbps redundant link.
•	 Upgraded the DC network to redundant 1 Gbps link.
•	 Implemented the Network Access Control. 
•	 Completed an Access Survey of the wireless network.
•	 Installed fiber to the NPS Post Office.
•	 Installed Secret IP Router Network (SIPRNET) Connection in Army Training And Doctrine Command (TRADOC) 
Analysis Center (TRAC) Monterey.
•	 Completed the upgrade of the SIPRNet circuit to DS3.
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Cyberinfrastructure Metrics for FY 2010
Network Connection Availability
The availability of the Internet to the internal users on a network is used as a primary 
indicator regarding the performance of the network� The data provided below show 
the level of performance maintained on the NPS unclassified networks�
User Data:
Profile and H drives:
Group Shares:











FY 08 FY 09 FY 10
•	 Wireless access coverage 93%
•	 Number of buildings covered by wireless: 22
•	 Average number of systems connected wirelessly: 400
The data in the table above are based on the following formula (00S minutes 




















Total minutes – 00S minutes
Total minutes
ITACS prepared for the campus 
renovations over the winter break by 
installing over 30 data connections 
and one telephone in each classroom 
trailer, and 12 data and telephone ports, 
one multi-function device and wireless 
access in all of the trailers. These trailers 
were installed as part of the campus-
wide renovation effort and will be in 
place for several years and be used 
by numerous departments during the 
many phases of the campus renovation. 
ITACS has established capabilities in 
these facilities to allow staff to be fully 
functional while their primary work 
areas are unavailable.
Storage:
In FY10 user data captures the same information as previous 
years but has added the category for virtual machine instances 
and databases associated with users
Wireless Network:
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CENIC Picks Up Speed To 10Gbps
In early December, ITACS completed a significant upgrade to the NPS Educational and Research Network 
(ERN), supporting a new architecture by enhancing the former 1 Gbps peering connection to the CENIC 
HPR network to a 10 Gbps service with Dense Wave Division Multiplexing (DWDM) optics technologies, 
strategically scalable to support multiple 10 Gbps circuits to connect to CENIC and other networks, 
including CENIC Digital California (DC), CENIC High Performance Research (HPR), CENIC Experimental/
Developmental network (XD), Internet2, Defense Research and Engineering Network (DREN), Monterey 
Peninsula DoDNet, and Teragrid. With the new architecture, hardware will not need to be replaced: the 
10 Gbps port capacity will simply be expanded, ensuring NPS network growth for nominal non-recurring 
costs in the years ahead. Additional redundant paths to CENIC Points of Presence (POPs) and border 
firewall upgrades will also support future research and education traffic flows.
12 Naval Postgraduate School
“With this technology, NPS is 
institutionally positioned for 
maximum impact in remote 
sensing, telepresence, image 
analysis, and cutting-edge 
optical network applications�” 
Dr. Donald Brutzman
MOVES Institute
Pictured above: Professor Wieslaw Maslowski’s visualization of the 
distribution of energy in the upper ocean is associated with flow 
variability due to small scale current meanders called ‘eddies’. The 
figure presents the eddy kinetic energy (EKE) distribution from 
an eddy-resolving model of the Arctic Ocean, which is derived 
for the first time for the Arctic Ocean using state-of-the-art 
high performance computers, such as available at the Naval 
Postgraduate School or at other DoD supercomputer centers. More 
realistic representation of small scale oceanic eddies and narrow 
current is important as they distribute heat and other sea water 
properties underneath the sea ice and such processes are believed 




















NPS demonstrated the depth of networking expertise 
and execution in first quarter 2010 by collaborating 
with CineGrid, Pacific Wave, CENIC, Nippon 
Telegraph and Telephone 
(NTT) Network Innovation 
Laboratory in Yokosuka, 
Japan, the California Institute 
for Telecommunications 
and Information Technology 
(Calit2), City of Monterey, 
and Monterey Bay Aquarium 
(MBA) to produce two global 
networking events that 
demonstrated the power of 
NPS’ new state-of-the-art 
campus networks integrated 
with global research networks. In one event, the 
world’s first synchronized 4K streaming video from 
the MBA to Calit2 in San Diego and NTT Research Labs 
in Japan resulted in dramatic 4K live video streams to 
these worldwide locations over recently upgraded NPS 
and CENIC production research and education (R&E) 
networks. In another event, researchers at NTT labs 
in Japan streamed live 4K content (4xHD quality) to 
NPS via the production R&E networks to demonstrate 
the stunning imagery of 4K technology and 
its applications in collaborative learning 
environments.
Both events have significance to NPS well 
beyond 4K visualization technologies by 
demonstrating the robustness, security, 
flexibility, power, and global reach of the 
NPS upgraded network in collaboration 
with its R&E network partner, CENIC, 
the non-profit provider of state-of-the-
art network connectivity and services for 
all the public education institutions in 
California, as well as most of the higher educational 
institutions — University of California, Stanford, 
Caltech, California State University, and University of 
Southern California — with significant connections 
to Internet2, National Lambda Rail, Pacific Wave, and 
many other R&E networks.
4K Visualization: 
NPS Demonstrates Its Robust Cyberinfrastructure
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University Expertise Showcased 
During CENIC Conference
CENIC, which designs, implements and operates 
CalREN, a high-bandwidth, high-capacity network 
that is specifically designed to meet the unique 
requirements of California’s education and research 
communities, hosted its 14th Annual Conference “Full 
Speed Ahead” at the Hyatt Hotel in Monterey from 
March 8-10. NPS participated fully in the entire slate of 
activities. 
Emphasizing the importance of participating in “Full 
Speed Ahead,” Dr. Christine Haska, Vice President of 
Information Resources and Chief Information Officer 
said, “Conferences such as CENIC strengthen our 
partnerships with organizations that are vital to our 
collective efforts, ensuring even greater success in the 
future.” 
An entire afternoon of presentations at NPS and a 
tour of the MOVES Institute, followed by a reception 
and poster session on the quarterdeck, were included 
as part of the program. On Monday, March 8, CENIC 
guests filled the Mechanical and Aerospace Engineering 
Auditorium to capacity, where Dr. Karl van Bibber, Vice 
President and Dean of Research, began his plenary 
address by quoting the late Dr. Richard Hamming, after 
whom the NPS supercomputer is named. “The purpose 
of computing is insight, not numbers,” he said. Offering 
his reflections on high performance computing, 
visualization and networking, Dr. van Bibber concluded 
by stating, “Computation is one of the pillars – along 
with theory and experiments of scientific discovery – 
that has been elevated out of the category of being just 
a tool of modern high performance computing.” 
Both events required IP traffic (with world-class networking performance 
requirements) to pass between the NPS campus network and production 
global R&E networks around the world. Specifically, 4K streaming 
technologies demand flow rates 2.5 times the rate of film or IMAX movies, 
requiring the network to support single IP flow rates of close to 1 Gbps with 
extremely low packet loss and low latency due to significant 4K camera and 
projector requirements. 
The recent upgrades to the NPS campus include 1 Gbps connection to the 
desktop, multiple 10 Gbps ring connections in the NPS backbone and 10 
Gbps upgrades to the Internet via CENIC and upgrades to NPS firewalls and 
border routers to support line rate traffic protection at 10 Gbps allows the 
NPS network to meet demanding real time research applications and to 
concurrently support business and operational applications without network 
service degradation or interruptions. Traffic flows are also segmented and 
isolated, not just for performance but for security. 
The network performance and security benchmarks achieved during both 
events extend throughout the campus cyberinfrastructure and will support 
campus initiatives in High Performance Computing, Distance Learning, 
IP videoconferencing, cloud computing, virtualization, visualization, and 
disaster recovery in the years ahead. The applications demand the high 
performance networks to move large data flows quickly, both internally 
and externally, to meet campus mission requirements in the 21st century. 
Dr. Donald Brutzman of the Modeling, Virtual Environments and Simulation 
(MOVES) Institute said, “With this technology NPS is institutionally 
positioned for maximum impact for remote sensing, telepresence, image 
analysis, and cutting edge optical network applications.”
Pictured above: Terri Brutzman, Deputy 
Director Information Technology and 
Communications Services lead this ground 
breaking network initiative, stretching 
existing operational capabilities to support 
the high bandwidth requirement needed for 
this research effort.
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Dr. Paul Sanchez, Operation Research faculty and 
member of the Information Technology Task Force 
(ITTF), discussed “Data Farming – Getting the Most 
Out of Moore’s Law and Cluster Computing,” showing 
how NPS efforts, particularly the SEED Center for Data 
Farming, combine statistical design of experiments 
with computer simulations on high-speed/high-
bandwidth computing to “grow” data in such a way 
that it will maximize understanding of the system 
being studied. 
Dr. Jeff Haferman , Director of Research Computing, and 
Mr. Jeff Weekley, Research Associate, presented A Rising 
Sun at NPS: Visualization with RenderMan™ on the ‘hamming 
supercomputer’ in which they described hamming, and the 
Maya 3D modeling package with Pixar Animation Studio’s 
RenderMan™ software – used by film studios to develop 
popular animated feature films such as “Ratatouille” and 
“Up” and in visual effects for movies like “Where the 
Wild Things Are” – and how NPS used them together 
to create realistic visualizations in a format suitable for 
projection on the NPS Sony 4K display and for ultra-
high resolution streaming media over CENIC networks. 
Dr. Haferman and Mr. Weekley demonstrated how advances 
in Hollywood-style animation and post-production tools 
have benefited researchers at NPS who are working on 
scientific visualization and streaming media in support 
of the School’s academic and research mission. 
The Extensible 3D (X3D) Earth project was presented 
by Dr. Donald Brutzman of MOVES and student LT Dale 
Tourtelotte, which is based on a standards-based 3D 
visualization infrastructure for visualizing all manner 
of real-world objects and information constructs in 
a geospatial context. Dr. Brutzman stated that the 
ultimate goal of the project is to support “any country, 
any university, anybody to take their own data” and 
develop their own contexts, “perhaps, engendering 3D 
as part of their archival publishing methodology, which 
already works in the scientific community.” 
Mr. Laurin Herr, President of Pacific Interface, Inc., 
and Mr. Jeff Weekley not only discussed the technical 
challenges, successes and partnerships that emerged 
from a broad spectrum of entities to produce the live 
streaming event at the CineGrid Workshop, as well as 
the artistry of capturing and exhibiting an underwater 
habitat in 4K, but also demonstrated a live streaming 
event from Yokosuka, Japan. 
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At the start of the reception, Provost Leonard Ferrari 
thanked CENIC “for allowing the Naval Postgraduate 
School to participate in the 2010 CENIC Annual 
Conference,” recognizing that “NPS is one of many 
institutions in the region that benefit from CENIC.” 
He also acknowledged the member institutions who 
participated in the poster session.
The ePortfolioCA Project and Noyce Scholar Program 
were presented by the K-20 Educational Technology 
Collaborative through California State University at 
Monterey Bay. Provost Donald Fischer of the Defense 
Language Institute, Dr. Jack Franke of Emerging 
Languages and Dr. Tamas Marius, Language Technologies 
Manager, presented Scaffolding Language Learning with 
Technology, Technology Tools in Proficiency-Based Syllabi 
for Foreign Language Education, and Online SCOLA Services 
in Support of Foreign Language Education, respectively. 
Additional presentations from Mike McCann on X3D 
Earth for Ocean Exploration, Danelle Cline on AVED 
Application and Paul McGill on Ocean-Bottom Broadband 
Seismometer to a Seafloor Cabled Observatory: A Prototype 
System in Monterey Bay, headed the team from the 
Monterey Bay Aquarium Research Institute. Bob Cole 
and Lynn McDonald of the Monterey Institute for 
International Studies presented on TEDx Monterey: 
Be the Solution, and Dr. Sharon Colton of Monterey 
Peninsula College summarized the Microsoft-endorsed 
Communicating with SharePoint. 
NPS was well-represented in the mix. Posters covering 
areas of interest for CENIC guests included everything 
from modeling the Arctic ice melt and maritime 
research to cyber protection and turbo propulsion. 
At breakout sessions during the conference, Dr. Simson 
Garfinkel of the NPS Computer Science Department and 
member of the NPS IT Task Force, discussed Fast Disk 
Analysis with Random Sampling, a new method for rapidly 
characterizing the forensic contents of a hard drive or 
other storage devices using random sampling, making 
it possible to rapidly determine (with a high degree of 
confidence) whether or not large storage devices have 
been properly cleared of data from previous use. 
Dr. Alex Bordetsky, Associate Professor of Information 
Systems and an Associate Chair for Research at the 
Department of Information Sciences at NPS, and 
A highlight of the CENIC conference included two demonstrations 
of ultra-high-resolution video streaming, a recorded video stream 
of otters in Monterey Bay (opposite page) and a live stream from 
Japan with Atsushi Takahara of Nippon Telegraph and Telephone 
Network Innovation Laboratories, inventors of the only three 
cameras in the world capable of recording at this resolution. 
(below).




“NPS has demonstrated what the 
conference is all about – a sense of 
community, a sense of sharing, examples 
of experimentation … and the opportunity 




Director of the NPS Center for Network Innovation 
and Experimentation (CENETIX), presented Testbed for 
Tactical Networking and International Collaboration in 
Maritime Interdiction Operations discussing the core 
of the Tactical Network Topology (TNT) experiments’ 
high-value target and Maritime Interdiction Operation 
(MIO) experimentation. Bordetsky 
outlined the unique testbed 
that provides a platform for the 
collective learning of achieving 
synergy between man and machine 
through ubiquitous networking 
and collaboration, enabling 
sustainability and evolution of the 
TNT experimentation campaign. 
Dr. Tristan James Mabry, NPS 
Executive Director of the Joint 
Foreign Area Officer Skill Sustainment Program and 
a Research Assistant Professor in the Department of 
National Security Affairs, and Mr. Jonathan Russell, 
Director of Academic and Media Systems, presented 
Building FAOweb: Developing Regional, Cultural and 
Language Expertise Through the Web, which outlined the 
goals, timeline and design of FAOweb, which is being 
developed using open source technologies like Sakai 
Collaborative Learning Environment and LifeRay.
At the conclusion of the conference, Dr. Haska 
affirmed, “The work that was showcased by the 
NPS presenters clearly underscores NPS’ world-class 
reputation as an institution of higher education.” 
Jim Dolgonas, President of CENIC, acknowledged the 
tremendous changes made since CENIC held its third 
annual conference in Monterey 
in 1999, when NPS wasn’t yet 
a member of the organization. 
Today, Dolgonas says he sees 
“an increase in fiber to provide 
higher bandwidth to institutions 
in remote regions, low-cost and 
scalable cloud infrastructure 
and computing services, and an 
upgrade on our backbone from 
40 to 100 gigabits.” 
While noting the technology sponsors, major 
technology industry and higher education 
representatives that filled the seats at “Full Speed 
Ahead,” Dolgonas also emphasized the value of NPS 
to CENIC and to this particular conference when he 
said, “NPS has demonstrated what the conference is 
all about – a sense of community, a sense of sharing, 
examples of experimentation …and the opportunity 
for presenters to share with others what they have 
learned.” 
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10 Gbps Upgrade For The Monterey Peninsula (MP) 
DoDNet Backbone
A CIO Council of the Monterey Peninsula (MP) DoDNet 
directs the strategic goals of the organization through 
a Technical Advisory Council (TAC) which includes 
representatives from NPS, the Defense Language 
Institute Foreign Language Center (DLIFLC) and Presidio 
of Monterey (POM), Naval Research Laboratory (NRL), 
Fleet Numerical Meteorology and Oceanography Center 
(FNMOC), the Defense Manpower Data Center (DMDC), 
Ord Military Community (OMC) and the Defense 
Personnel Security Research Center (PERSEREC).
One initiative of the TAC was to redesign and upgrade 
the MP DoDNet to leverage a 10 Gbps high-speed 
switched backbone with increased throughput and port 
capacity, creating a foundation for future growth and 
value-added services, including storage and disaster 
recovery, high availability network redundancy, leased 
line replacement services, and virtualized services.
The redesign was challenging because significant 
hardware, patching, and configuration changes 
throughout Monterey County had to occur 
simultaneously to meet maintenance window targets. 
The MP DoDNet partners, the city of Monterey, and 
teams from ITACS planned, prepared, and executed the 
redesign. On October 24, 2009, the MP DoDNet team 
successfully cut over its new topology  
without incident.
All of the following efforts were accomplished without any budgetary additions to the project:
•	 NPS extension of the �edu network to FNMOC;
•	 Sharing of virtualization expertise;
•	 Security monitoring and patching;
•	 Recent bandwidth upgrade from 1 Gbps to 10 Gbps;
•	 Extension of this network to connect the NPS Golf Course Annex buildings�
The Monterey Peninsula DoD CIO Council is considering the following collaborative initiatives for FY11 and beyond:
•	 Scheduling an event to celebrate the upgrade – perhaps a Team Monterey event with Congressman Sam Farr and 
DoD leadership;
•	 Hosting a technology summit and inviting industry partners (Apple, Sun, Microsoft, Xerox, Brocade, Cisco, Impulse 
Technologies);
•	 Beginning discussions on how to build a Private Virtual Cloud on the MP DoDNet;
•	 Designing a common Identity Management solution;
•	 Establishing a modular “Datacenter in a box” to house individual plans for Disaster Recovery Plans (DRP) and 
Continuity Of Operations Plan (COOP) and carry-out testing;
•	 Building centers of experts (virtualization, cloud computing, networking, application support)�
The Monterey Peninsula DoD CIO Council also discussed possibilities for the network and for submitting a group grant 
request to Team Monterey leadership that would benefit all participants, including the ability to provide:
•	 Disaster Recovery failover into a datacenter-in-a-box at remote locations;
•	 Shared open source learning management systems;
•	 A GRID computing initiative with local institutions and university partners;
•	 Application and video portals;
•	 Centers of Excellence for virtualization, security, identity management and social networking policies�
ITACS collaborated with AT&T to install a cell booster 
station on campus, improving cell phone reception for 
hundreds of users. 
18 Naval Postgraduate School
In the summer of 2009, the Unified Communications 
initiative began with an upgrade to the Avaya 
telephone system. In addition, ITACS partnered with 
AT&T in August 2009 to develop ways to improve 
campus cell phone reception for over 400 cell phone 
users, as well as Blackberry, iPhone, and AT&T 
wireless service customers.
In March, a cell booster station on wheels — a 
trailer containing signal transmission and reception 
equipment, known as a Cellular on Wheels (COW), 
— was set up next to the steam generating plant, 
providing a temporary solution for reliable AT&T 
wireless service, until permanent cellular equipment 
is installed at the same site next year. The COW, 
coupled with antenna alignment aimed at Glasgow, 
Spanagel, Root and Herrmann Halls, operates 
at a lower frequency of 850 MHZ, resulting in 
better in-building coverage. Not only has wireless 
communications improved in these areas, but also 
signal reception is available in places that formerly 
received no signal. Preliminary data tests on the 
COW’s 3G network have resulted in download speeds 
of up to 1.7 Mbps, an improvement welcomed by 
those who use Smart Phones.
Also improved are the communications between the 
COW and the AT&T “back-end” cellular switching 
systems. ITACS provides high-speed fiber optic 
connections to the COW from the AT&T processing 
center in Pleasanton, CA, providing the capability 
for the site to be one of the first to be upgraded to 
AT&T’s 4G network in 2011. 
AT&T users on campus no longer have to worry 
about dropped calls or spotty cell phone service: the 
entire system, funded by AT&T, is on battery and 
generator backups, allowing for continuous service 
in all but the most catastrophic events. 
John Hafemeister provides an explanation of the COW.
AT&T and ITACS Improve Wireless Service
Telephone Metrics
VoIP Installed
Average trouble ticket completion time:
Work order average completion time:
Number of work orders for FY 10:
Assigned numbers and subscribers:













FY 09 FY 10
Comparison of Wireless Devices by 
Type for FY 09 and FY 10
The graph above shows the distribution of wireless devices 
between FY 09 and FY 10.
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Uninterruptible
Power Supply is Replaced
The Uninterruptible Power Supply (UPS), which 
provides conditioned and redundant power to the 
NPS data center, operated for an additional four years beyond 
its five-year life cycle; however, lack of replacement parts, 
inefficiency and the age of the hardware required that the UPS 
be replaced to maintain appropriate levels of service. 
After a year of evaluating solutions, ITACS procured and 
scheduled the replacement of the UPS. Modification of the 
building began on March 22, 2010, and cut over to the new 
UPS occurred April 24-30, 2010. The replacement system can 
be taken offline for maintenance without interrupting power 
and reduces overall power consumption in the data center, 
complementing the Green IT initiatives that ITACS began two 
years ago. 
Green IT Initiatives Continue
Think Green
ITACS and NAVFAC/Public Works collaborated to define and correct 
a problem; on warm days the temperature in the data center 
exceeded the cooling capacity of the existing infrastructure. As a 
result, Public Works funded the replacement of the chillers on the 
roof of Ingersoll Hall and two computer room air conditioning 
(CRAC) units in the data center. The outside chiller can now be 
turned off when the exterior temperature is below 50 
degrees, and the two new CRAC 
units function nearly 75% 
more efficiently than 
the three former 
units, reducing 
energy costs and 
restoring balance 
in the facility.
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Enterprise Server Metrics: Accounts Supported
The graph to the left provides a comparison of 
the number of active user accounts on the NPS 
network between fiscal years 2006 and 2010. The 
growth between 2006 and 2008 can be attributed 
to the growth in DL programs. The increase in 
2009 and decrease in 2010 reflects a change in 
the administrative processes used to manage ac-
counts, specifically the deletion process.
Comparison of 2008 through 2010 data of 
the average number of e-mail messages 
received per day, by total inbound SPAM 
blocked and valid messages received
Physical and Virtual Servers
Comparison of FY09 Through FY10
The graph above shows the growth in virtual servers 
between FY 09 and FY 10
Distribution of Operating Systems
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As a part of the Command Cyber Readiness 
Inspection (CCRI), (an assessment of cybersecurity 
and physical security, compliance with DoD policies 
and configuration requirements), during the week 
of April 19-22 NPS had its Secret IP Router Network 
(SIPRNET) connection, the Army’s Training and 
Doctrine Command Analysis Center Monterey subnet 
connection to the Systems 
Technology Battle Lab 
(STBL) in Glasgow Hall, and 
the Restricted Resources 
Library in the Dudley Knox 
Library — inspected by eight 
representatives from the Naval 
Network Warfare Command 
(NETWARCOM) and the Defense 
Information Systems Agency 
(DISA).
To prepare for the inspection, ITACS spent over six 
months and hundreds of hours testing and completing 
documentation and communicating with personnel 
from Fleet Numerical Meteorology and Oceanography 
Center, which had completed the same inspection 
in November. NETWARCOM was provided with both 
a scoping document that explained NPS network 
components and weekly status updates on current 
DoD and Department of Navy (DON) compliance 
requirements.
Per guidance provided by NETWARCOM, the following 
components comprise a complete CCRI assessment, 
and were inspected; each is completed by utilizing the 
corresponding DoD Security Technical Implementation 
Guides (STIG) checklist and applicable enterprise 
information assurance tools:
•	 Network Infrastructure (Routers, Firewalls, 
Switches, Network Policies)
•	 Domain Name System (DNS) Configuration & Policy 
(to include Operating System)
•	 Internal Vulnerability Scans using eEye Retina
•	 Overall Enclave Security Policies
•	 Host-based System Security (HBSS) Configuration 
Review
•	 Traditional/Physical Security
•	 Open Storage Areas, Documentation, Buildings, etc. 
During the inspection, a Navy Blue team from the 
Navy Information Operations Command in Norfolk, 
and Ms. Julie O’Dell, Deputy Director for Client Services 
and IT Security from the United States Naval Academy, 
observed the process and participated in discussions 
related to the inspection with senior ITACS managers. 
In the debriefing and follow up 
communications, ITACS personnel were 
acknowledged for their professionalism, 
preparedness, and for making permanent 
changes to increase the overall security 
posture at NPS. In a letter to President 
Oliver, Vice Admiral H. Denby Starling 
II, former Commander of NETWARCOM 
said, “I want to commend you and your 
Information Assurance staff on the 
outstanding results achieved during your 
recent Command Cyber Readiness Inspection (CCRI) 
completed by DISA for JTF-GNO. Of the 8 inspections 
Navy has undergone this fiscal year, NPS achieved 
the highest score. Your command did exceptionally 
well in several areas….your team was highly proactive 
in preparing for the inspection by studying previous 
inspection results and showing detailed knowledge of 
your network. You should be justifiably proud of the 
work they did in preparation for the inspection and the 
work they do to keep your networks secure.” Results 
of the inspection showed that NPS received a score 
of 100.5%, “the highest score received in the Navy, the 
only score above 100%.”
Cybersecurity and Privacy
Pictured from left to right, OS2 Deandre Davis, STG2 Phillip Slo-
cum, STG1 Jason Guy, Mr. Artie Gross, Mr. Ed Nath worked in the 
STBL during the Command Cyber Readiness Inspection. (CCRI).
Command Cyber Readiness Inspection: Outstanding
“You should be justifiably proud of the 
work your staff did in preparation for 
the inspection and the work they do 
to keep your networks secure.…of the 
8 inspections Navy has undergone this 
fiscal year, NPS achieved the highest 
score.” 
Vice Admiral H. Denby Starling, II
Former Commander, NETWARCOM 
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Information Assurance (IA) Training Hits the Mark
ITACS raised campus awareness about the importance of 
cybersecurity issues locally during National Cybersecurity Awareness 
Month by hosting a number of activities, including four 90-minute 
“All Hands Cybersecurity and Privacy Refresher Training” sessions for 
users and their families. Feedback on this popular, required training 
was very positive, and more sessions were requested throughout the 
year. As a result, ITACS reached its goal of a 96% completion rate on 
the unclassified networks and a 100% completion rate on all classified 
networks for all active on-site users before the end of June 2010. The 
knowledge learned in the IA trainings was put to good use when 
a spear phishing attack, made through an e-mail, was immediately 
brought to the attention of ITACS staff through help desk tickets and 
alerts. Less than 1% of users responded to the attack.
Five-Year Strategic Goals
Incorporate security and privacy practices into 
the daily business processes at the university and 
continue to research solutions to evolving threats.
•	 Continued integration of privacy as a core 
component of IT security.
•	 Established an initial monitoring and reporting 
capability and implemented centralized logging 
and analysis of network security and activity.
•	 Updated the ITACS Disaster Recovery Plan and 
made preparations for it to align with the 
campus-wide Business Continuity Plan. 
•	 Continued the certification and accreditation 
processes of systems and networks. 
•	 Implemented a Network Access Control capability 
on the wired and wireless networks.
•	 Investigated additional hardware encryption 
options for remote networks. 
•	 Expanded the Information Assurance Workforce 
within ITACS.
FY10 Progress
NPS joined the Research and Engineering 
Network Information Sharing and 
Analysis Center (REN-ISAC), an 
organization created “to aid and promote 
cybersecurity operational protection and 
response within the higher education and 
research (R&E) communities,” which adds 
another layer in the School’s defense-in-
depth strategy and is key to identifying 
and managing present and future cyber 
threats and vulnerabilities.
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IAWF Staff certifications and credentials for FY 2010 
include the following: 
•	 International Information Systems Security 
Certification Consortium, Inc., (ISC) Certified 
Information Systems Security Professional (CISSP)
•	 Information Systems Audit and Control Association 
(ISACA), Certified Information Systems Auditor 
(CISA)
•	 Certified Wireless Network Administrator (CWNA)
•	 Certified Wireless Security Professional (CWSP)
•	 Global Information Assurance Certification (GIAC) 
Systems and Network Auditor (GSNA)
•	 Global Information Assurance Certification (GIAC) 
Security Essential Certification (GSEC)
•	 Snort Certified Professional (SnortCP)
•	 Microsoft Certified Professional (MCP)
•	 Microsoft Certified Systems Administrator (MCSA)
•	 Cisco Certified Network Associate (CCNA)
•	 Cisco Certified Design Associate (CCDA)
•	 Computing Technology Industry Association 
(CompTIA) i-Net+, Security+, and Linux
Information Assurance Workforce (IAWF) Expansion
NPS follows the Department of 
Defense (DoD) Security Technical 
Implementation Guides (STIG) checklists 
and the DoD Information Assurance 
Certification and Accreditation Program 
(DIACAP) requirements�
•	 The Systems Technology Battle Lab 
(STBL) successfully completed the 
(DIACAP) process and was awarded 
an Authority to Operate (ATO) by 
NETWARCOM effective from August 
11, 2009 to July 31, 2012�
•	 The Restricted Resources Library 
received an ATO effective February 
26, 2010 to January 31, 2013�
Eighteen personnel in ITACS were designated as Information Assurance Officers (IAOs) to assist the IA team with 
various IA-related tasks and requirements throughout the Education Research Network (ERN), Defense Research and 
Engineering Network (DREN), and STBL environments� Six staff completed Certified Information Systems Security 
Professional (CISSP) training� Nine completed Security+ training� One member re-certified as a CISSP for three years�
In January, the Navy Cyber Defense Operations 
Command (NCDOC) detected activity associated with 
malware, which infected three internal NPS systems. 
NCDOC sent a team from the Threat Analysis and 
Forensics department, who worked with ITACS to 
remediate the problem. NCDOC determined that the 
incident had been resolved, and commended NPS for 
its handling of the incident and management of its 
networks.
During the visit NPS faculty and forensic researchers 
were introduced to the NCDOC team. A subsequent 
visit to NPS by the Commanding Officer of 
NCDOC, CAPT Stephanie Keck, USN formalized this 
relationship. NPS faculty and NCDOC analysts are 
working together researching various aspects of 
computer network defense.
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Centennial Celebrations Include Cybersecurity Awareness
The issue of cybersecurity has never been more 
critical to national security, and NPS has a long history 
of innovation in this field. As part of the School’s 
ongoing Centennial celebrations, ITACS hosted a rich 
spectrum of educational events throughout October in 
recognition of the sixth annual National Cybersecurity 
Awareness Month.
The month kicked off with a keynote address by Kevin 
Rowney, head of Symantec’s Data Loss Prevention 
Division, on the topic “Your Role in the Defense Against 
Data Breach.” Rowney’s presentation outlined the 
specific steps end users can take to prevent hacking 
and other external as well as internal IT system 
breaches.
The keynote was followed by a series of “brown bag” 
talks by NPS faculty experts in computer science and 
information security and assurance: Professor Simson 
Garfinkel on “Automated Digital Forensics and Media 
Exploitation”; Naval War College Professor Jonathan 
Czarnecki on “The Illusion of Security: Learning to 
Defer Rather than to Deter”; Professor Cynthia Irvine 
on “Combining Security and Usability”; Senior Lecturer 
Chris Eagle on “Organizing and Participating in 
Computer Network Attack and Defense Exercises”; and 
Professor John McEachen on “Security Issues in Future 
Telephony: VoIP and 4G Mobiles.” 
The capstone event of the month was a Cyber Summit 
on October 29 hosted by Vice President and Dean of 
Research Karl van Bibber, Dean of the Graduate School 
of Operations and Information Sciences Peter Purdue 
and Vice President of Information Resources and Chief 
Information Officer Christine Haska. 
 
“The security, resiliency and reliability of the nation’s 
cyber and communications infrastructure is recognized 
by the Department of Homeland Security as a crucial 
element in protecting the public, economy and 
government services,” NPS President Dan Oliver said in 
his opening remarks, “and it is our responsibility as an 
institution with a mission of improving U.S. national 
security to continue to develop our cyber expertise. 
From your participation here today we know that 
you understand the importance of this vital mission, 
and with the new Cyber Command we look forward 
to your contributions in establishing educational 
programs for the evolving cyber workforce.” 
“NPS has a long history – almost 50 years – of 
embracing cybersecurity in a broad and comprehensive 
way, and this summit provides a sampling of the best 
research in the field from seven of our departments,” 
Executive Vice President and Provost Leonard Ferrari 
told the attentive audience of students, faculty and 
staff. “We thank all of you for sharing your research 
and hope this event will stimulate further cross-
campus collaboration and serve as a catalyst for a 
major umbrella funding proposal for NPS, as well as 
opportunities for new cooperative agreements with 
industry.” 
Presentations at the all-day Summit included “Grand 
Challenges in Cybersecurity” by Professor of Computer 
Science (CS) Cynthia Irvine; “Aligning Usability and 
Security” by CS Associate Professor Simson Garfinkel; 
“Can Complexity Science Support the Engineering 
of Network Centric Infrastructures?” by Operations 
Research Assistant Professor David Alderson; “Threat 
Level Orange: How Much Can You Count on Your 
Wireless Mobile Device?” by Professor of Electrical 
and Computer Engineering (ECE) John McEachen; 
“Software-Defined Radios for Cyberspace Operations” 
by ECE Assistant Professor Frank Kragh; “Cryptographic 
Attacks and Countermeasures: A Mathematical 
View” by Associate Professors of Mathematics Panta 
Stanica and David Canright; “American C-power” by 
Associate Professor of Information Sciences (IS) Ray 
Buettner; “Test Bed for Self-Organizing Networking and 
Collaboration” by IS Associate Professor Alex Bordetsky; 
“Physics Models for Cyberspace” by Physics Department 
Professors James Luscombe and David Ford; “Cyber 
Conflict” by Distinguished Professor of Defense Analysis 
(DA) Dorothy Denning; and “Cyberwar Means More 
Than Cyberspace” by DA Professor John Arquilla.
“NPS is actively researching the broad spectrum of 
usable security issues,” Garfinkel told the audience 
during the well-attended event in Ingersoll Hall. “The 
challenge in achieving this is that computer system 
users tend not to use the [security] features they 
already have and most system designers think of 
[programming for] security as a secondary task. We’re 
finding it increasingly difficult to design for both end 
user usability and security not only because of the 
Pictured right: Chris Gaucher, NPS’ Director of Cybersecurity and 
Privacy, offers his presentation during an All Hands cybersecurity 
training session, which satisfied several required personnel trainings.
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trade-offs [between the two], but because experts in 
the former usually aren’t experts in the latter and 
because adversaries can exploit the features we put in 
to make a system more user friendly.”
“The answer is to ‘design in’ usable security and 
psychological acceptability [by end users] from the 
beginning,” Garfinkel 
noted, “not give users so 
many [security setting] 
choices – one system has 2 
to the 64th power possible 
security state options – and 
program in better fail safe 
defaults. We need to do a 
better job of encouraging 
vendors to do this. 
“To adapt a famous quote 
from President [Franklin 
Delano] Roosevelt,” 
Garfinkel concluded, “Those who would give up 
essential usability to purchase a little temporary 
security deserve neither usability nor security.’”
“Wireless matters because that’s what the enemy 
uses,” said Kragh, whose presentation focused on the 
advantages of software-defined radios for intelligence 
collection and cyber operations. “Look at almost any 
jihadi Web site and you’ll see photos of terrorists 
holding cell phones, which can be exploited for 
detection, geo-location and eavesdropping.” In his 
earlier talk, McEachen noted that the first mobile 
WiMax network was set up not in the U.S. or Europe, 
but in Pakistan. 
All events during the month-
long celebration were open to 
all students, faculty and staff 
at NPS. The purpose of the “All 
Hands” forums was to help 
participants understand the depth 
and breadth of Department of 
Defense cybersecurity challenges 
and learn some of the most 
promising solutions from top 
NPS and industry experts in 
information security and assurance. 
The lectures also showcased NPS’ 
unique position in both education and research to 
protect the nation’s critical cyber and communications 
infrastructure and to further develop the university’s 
comprehensive expertise in this critical field. 
“NPS has a long history – almost 50 
years – of embracing cybersecurity 
in a broad and comprehensive way, 
and this summit provides a sampling 
of the best research in the field from 
seven of our departments.” 
NPS Executive Vice President and
Provost Leonard Ferrari 
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Metrics
Daily SPAM increased over the last year. 
Approximately 74% of our daily e-mail 
traffic is considered spam and is blocked 
from delivery to the end user. Since we 
eliminated insignificant network security 
alerts that did not require action, the 
total number of alerts decreased by 
80%. This allowed the team to focus 
on the more serious alerts that require 
immediate and necessary action.
Daily inbound e-mail classified as SPAM 






Spam and Intrusion Detection Activity FY 09 FY 10
Information Assurance Vulnerability Alert (IAVA)
Information Assurance Vulnerability Bulletin (IAVB)






No longer issued 
as of Aug 2009
FY 09 FY 10Critical Patching Categories by Fiscal Year
Information Assurance Vulnerability Alert (IAVA)
Information Assurance Vulnerability Bulletin (IAVB)






No longer issued 
as of Aug 2009
FY 09 FY 10
Number of Critical Patches Installed 
by Fiscal Year & Category
Required operating system and application patching 
continues to be a challenge, as these have increased by over 
40% from the previous year.
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The Education Research Network (ERN) hosts thousands of computers, both government and 
personally owned/managed, and maintaining systems with up-to-date operating systems (O/S) 
applications, and anti-virus (A/V) software has proven to be one of the most effective ways of 
maintaining a secure posture. Indicators show that although most students, faculty, and guests keep 
their O/S patched and A/V definitions up-to-date, a security assessment confirmed this as an ongoing 
and evolving area of risk. As a result, ITACS piloted a Network Access Control (NAC) capability in 
March of 2010 as an added measure to the School’s defense-in-depth and defense-in-breadth. Using 
this tool ITACS will continue to monitor systems on the network and refine the NAC settings to 
reflect the ever-changing risk environment.
Network Access Control
A Comparison by Fiscal Year: Total Number of Security Incidents 
(PII, Viruses, Probes and Scans, FOUO Posting, Classified Spills)
The team observed a threefold increase in probes and scans, including phishing attacks and viruses. PII, and FOUO 
postings on the network were consistent with previous years. Classified spills increased over the previous year. There 
were two incidents where an NPS individual was the recipient of classified information. Standard protocols were 
followed to ensure the information was sanitized from our systems. Our defenses blocked over 600 unique pieces of 
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Academic Applications and Services
FY10 Program
•	 Augmented physical memory (RAM) on the 
hamming supercomputer so the nodes have 
memory sizes ranging from a minimum of 8 GB 
to a maximum of 32 GB.
•	 Collaborated with the Research Board to begin 
development of a “sustainable HPC” program.
•	 Implemented Data Direct Network high 
performance disk system and the Sun Lustre 
filesystem over infiniband with a total capacity 
of 100 TB, expandable to 1.2 PB.
•	 Implemented a Hierarchical Storage 
Management system (HSM) to backup 
and archive important datasets through 
the procurement of a Spectralogic T950 
tape system with total capacity of 950 TB, 
expandable to several PB. 
•	 Started a Graphical Processing Unit (GPU) 
computing initiative by procuring a special 
server and GPU. 
•	 Upgraded hamming to current releases of 
Centos, Sun Grid Engine, Rocks, Lustre, and 
infiniband packages; also installed the latest 
compiler and MPI stacks and related tools to 
support our users. 
•	 Worked with the former Sun Microsystems 
(currently, Oracle) to replace incompatible 
infiniband hardware to function properly on 24 
of 144 nodes.
Five-Year Strategic Goals
•	 Expand the Naval Postgraduate School (NPS) 
computational and data GRID to enable research 
with large data sets, immense computations in a 
distributed environment.
•	 Improve processes and explore leading-edge 
technology to meet the functionality required by 
faculty and researchers.
•	 Upgrade and deliver technologies and systems 
capable of supporting the fivefold growth planned 
for the distributed learning population.
•	 Update and repurpose learning spaces to reflect 
active learning principles that leverage the 
power of information technology to enhance 
the learning experience in both classified and 
unclassified environments.
On August 4 2010, ITACS hosted visitors from the DoD 
High Performance Computing and Modernization 
Program Office (HPCMP), which manages the largest 
high performance computers within the DoD: many of 
their machines have tens of thousands of processors. 
The HPCMP visits NPS once every three years to 
receive an update on how NPS is using their resources 
and to brief NPS on HPCMP plans and progress. In this 
visit, the HPCMP was briefed on the status of NPS high 
performance computing — especially the hamming 
Sun blade system — and how HPCMP computers are 
benefiting NPS researchers and the DoD. HPCMP users 
include: Drs. Wieslaw Maslowski, Timour Radko and 
John Joseph (Oceanography), Steve Upton (Operations 
Research), Jake Didoszak (Mechanical and Aeronautical 
Engineering), Jose Sinibaldi (Physics), Andrew Penny 
(Meteorology), and Jeff Haferman (Director of Research 
Computing).
DoD Modernization Office 
Visited NPS
Comparison model of High Performance computing 
Capabilities from FY08 through FY10 
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Thanks to Dr. Karl van Bibber and the Research Board, 
recap funds helped to secure some of the $400K in 
procurements in FY09 specifically earmarked for 
Research Computing. In addition, since hamming 
went operational in January 2009, usage on the 
supercomputer has exceeded expectations, growing to 
over 100 users in six months, which sparked requests 
from faculty for developing a plan for sustaining the 
future of hamming. As a result, Dr. Karl van Bibber, of 
the Office of Research, established a High Performance 
Computing/Research Computing Subcommittee that 
examined funding approaches to continue hamming’s 
capabilities. “High Performance Computing (HPC) is 
an essential capability for every research university. 
The Research Organization is a major stakeholder and 
partner with ITACS in helping shape our strategy to 
expand our HPC capability, and enable our faculty and 
researchers to optimally exploit it,” says Dr. van Bibber, 
“Towards this end, we are studying the best practices 
of other universities in the HPC domain, and will 
synthesize a business model that is right for NPS.”
Findings from the subcommittee, whose members 
included Drs. Wieslaw Maslowski, Chair; Donald 
Brutzman, Doug Fouts, Frank Giraldo, Wendell 
Nuss, Craig Martell, Jeff Haferman and Ms. Danielle 
Kuska, stated that a HPC needs campus support, by 
implementing a HPC management plan as soon as 
possible, and a thorough evaluation of all funding 
options. The committee also noted that a HPC is 
vital to NPS for its growth, competitiveness of 
computational applications and relevance to the 
Department of Defense/Department of Navy (DoD/
DON). 
Hamming has over 100 users from twelve departments 
including Mechanical and Astronautical Engineering, 
Electrical and Computer Engineering, Math, Physics, 
Oceanography, Computer and Information Sciences, 
Department of Homeland Security, the School of 
International Graduate Studies, and the Modeling, 
Virtual Environments and Simulation (MOVES) Institute, 
as well as partners such as University of California San 
Diego, the United States Naval Academy, the University 
of California Santa Cruz and Monterey Bay Aquarium 
Research Institute (MBARI). With hamming, NPS offers 
the first entry for many users into high performance 
computing, and gives capabilities such as web services 
(Apache/Tomcat) that are not available on larger high 
performance computing systems. Use of the NPS 
systems helps to promote the future use of larger 
systems provided by the HPC Modernization Office, the 
main place for all DoD computing resources. 
HPC at NPS supports teaching, training, pilot research, 
ease-of-entry to high performance computing, local 
code development before moving onto bigger DoD 
centers, architectural research that is not permitted on 
larger DoD systems — where the system is an “object 
of research” and not just a “tool of research” — mass 
storage systems, and prestige, which will attract superb 
Members of the Research Computing Subcommittee include 
(from left to right) Danielle Kuska, Jeff Haferman, Donald 
Brutzman, Wieslaw Maslowski, Wendell Nuss, Douglas Fouts, 
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faculty. The centralization of supercomputing at NPS 
means more efficient use of space, utilities, manpower 
and training, and is the model used by many tier one 
research universities.
To sustain HPC 
capabilities at NPS, the 
committee found that 
methodical procurement 
and a life cycle 
management plan needs 
to be adopted. 
Current minimum needs 
for HPC are $365K, which includes $255K for an upgrade 
of infiniband on the entire cluster, 300TB of disk and 
3 additional disk storage estimated at $90K — $50K of 
which already has been funded through ITACS — and 
$20K for GPU computing. 
The current baseline of funding stands at $1.4M, and 
the committee projected that approximately $1.4M per 
year on average will be needed for the next 5 years to 
maintain HPC capabilities at NPS. 
There is adequate power, cooling and space for HPC, 
but plans must include a 5-year 
growth pattern. In addition, a 
computer scientist and applications 
scientist should be hired. 
The committee suggested several 
funding sources: institutional, 
service/recharge center, competitive 
proposals for HPC grants, limited 
purpose Cooperative Research and 
Development Agreements (CRADA), NPS Foundation, 
the HPC Modernization Program, free usage with basic 
and limited access, procuring an account and paying 
annually, the condominium plan, and moving heavy 
users from NPS to the larger DoD systems. The cost 
model has three possibilities: institutional, service 
center and tiered access. 
“The Research Organization is a major stakeholder 
and partner with ITACS in helping shape our strat-
egy to expand our high performance computing 
capability, and enable our faculty and researchers 
to optimally exploit it.”
Dr. Karl van Bibber
Vice President and Dean of Research
Research Computing Subcommittee Report
continued...
Dean of Research, Dr. Karl van Bibber 
provides insight and perspective during 
this year’s CENIC Conference�
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Hamming Gets a BOOST
In early November, Sun Microsystems sent a team 
of engineers to NPS to install an “infiniband” 
interconnect, a networking technology that allows a 
cluster of computers to communicate with one another 
at very high speeds, on the hamming supercomputer. 
The Sun infiniband hardware allows the servers to 
exchange data at rates of up to 20 gigabits per second, 
a huge improvement over a standard “gigabit Ethernet” 
which has a peak rate of 1 gigabit per second. 
“Latency,” the time it takes to initiate a network 
communication between nodes, has been reduced 
with infiniband to approximately 1 microsecond, 
versus approximately 100 microseconds for a gigabit 
Ethernet. NPS researchers requested that the entire 
cluster be upgraded to use infiniband; however, due 
to budget constraints, only about 25% of the hamming 
supercomputer was upgraded to the infiniband 
interconnect at a cost of approximately $60,000.
Data Direct Network storage, used on seven of the 
top ten supercomputers in the world, was another 
major procurement for Research Computing. The 
system, which contains 100 terabytes of storage and is 
capable of both reading and writing at rates of up to 5 
gigabytes per second, can scale to 1.2 petabytes.
A Spectralogic tape system, which can accommodate 
up to 950 terabytes of uncompressed data that can be 
expanded to store several petabytes of data, was also 
procured. The system is shared with the NPS Enterprise 
Server Management group and will eventually be used 
to back up data within the entire enterprise. 
Pictured below: hamming’s power grew in 
FY10 with the installation of infiniband and 
increased storage capacity.
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Short Courses on Hamming
Dr. Gabriele Jost, who joined 
Research Computing as part of the 
DoD’s modernization program, led 
courses on the basics of scientific 
parallel programming using 
Message Passing Interface (MPI) and 
OpenMPI, and advanced topics such 
as code optimization, performance 
analysis, and automated profiling 
tools.
Dr. Jose Unpincgo from Space and 
Naval Warfare Systems Command 
(SPAWAR) taught an introductory 
course on the Python programming 
language, including using Python for 
parallel programming applications.
Dr. Massimiliano Fatica, a 
Senior Scientist from NVIDIA 
Corporation, conducted a course 
on GPU programming, cutting-
edge technology in the high 
performance computing arena, the 
development of which has largely 
been driven by advances in the 
gaming community. NPS researchers 
are using the technology to speed 
up computational modeling in such 
areas as solving the Navier-Stokes 
equation and the acceleration of Fast 
Fourier Transform computations.
Introductory classes on hamming were taught by the Research Computing team throughout the year�
Hamming File Systems Quotas and New Password Policy
In FY10, ITACS implemented the following quotas on 
the hamming file systems:
•	 Home:25 GB and 25,000 files (for source code and 
small but important datasets) 
•	 Work:2 TB and 2,000,000 files (for larger datasets 
and object files produced during compilations) 
Home and work files are currently backed up and are 
not subject to deletion. 
•	 Scratch: 8 TB (per user) and 8,000,000 files 
This file system is not backed up, and has a total of 
21 TB; therefore, files are subject to deletion if space 
needs to be reclaimed 
Currently, there is a total of 80 TB of usable disk 
space on hamming; ways to purchase more disk space 
are being evaluated. An HSM (disk + tape) has been 
implemented for archiving large files and datasets.
The hamming file systems were tuned over the 
summer break, and the installed packages were put 
into a local repository to enable quick rebuilds, which 
should result in an improved overall user experience in 
regards to system stability. 
The security configuration of the NPS network was 
reviewed and recommendations were made to increase 
the network’s security posture. As a result, a password 
policy has been implemented: users must select a 
password that contains at least 9 characters with at 
least one of each of the following: digits, lower case 
letters, upper case letters, and special characters; and 
must have no more than 3 consecutive characters; no 
dictionary words, user names, palindromes, rotated 
versions and/or case changes of a previous password, 
or one of the previous 5 passwords.
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Secure Computing
Secure Computing finalized a three-year effort when it 
upgraded the SIPRNet circuit from a T1 connection to a 
DS3 connection via the Monterey Peninsula Department 
of Defense Net instead of a commercial line, enabling 
users to have a faster and more stable connection, 
improving speeds and saving costs. 
The switches, wiring servers, desktop Network 
Interface Card (NIC) and media convertors were 
redesigned and rebuilt within the Joint Worldwide 
Intelligence Communications System (JWICS) 
infrastructure, bringing gigabit connectivity from the 
switch to the desktop. Servers were also consolidated 
to support more efficient operations on JWICS. 
The network in the STBL was redesigned and rebuilt 
to speed up access for users of various systems and to 
data: new servers and an Intrusion Detection system 
were added to the network, the firewall and switches 
in the interface were redesigned, and the Virtual Local 
Area Networks (VLANS) were divided to bring them 
into compliance with recent security regulations. 
The Classified Computing Committee (CCC), which 
includes Chair Herschel Loomis, Professor Chris Eagle, 
George Goncalves, Professor. Chris Olsen, Professor Bret 
Michaels and Mr. Joe LoPiccolo, sent out a survey about 
classified computing needs and challenges to faculty, 
students and staff, and reported its findings to the 
Information Technology Task Force (ITTF) on February 
18, 2010.
Results of the survey and interviews with deans, 
chairs, President Oliver, Provost Ferrari, faculty, 
students and staff with security clearances led to CCC’s 
recommendations which basically state that support 
for classified networks, classrooms and labs should be 
equal to that of the unclassified network. This involves 
the establishment of regular funding to support 
classified computing, a resource sponsor and life 
cycle management of classified computing resources. 
The CCC asked that Dr. Christine Haska serve as 
the resource sponsor and establish a permanent 
Advisory Committee to address classified computing 
requirements at NPS. Additional support in classified 
computing will need to be planned, particularly as 
departments expand their curricula in classified 
computing, and distance learning opportunities in 
this arena also grow and new programs emerge. 
Bandwidth must also be analyzed for each network as 
requirements expand.  
In early February, the full report which outlines both 
present and future classified computing requirements 
was delivered to Dr. Christine Haska, who had 
charged the CCC with evaluating classified computing 
requirements at NPS. The report, which was endorsed 
by the ITTF, was then presented at the Provost’s 
Council, where concerns about the costs involved in 
bringing the classified areas at NPS on par with the 
unclassified spaces was a major item for discussion. 
On May 6, 2010, Dr. Haska briefed the Research 
Board about the report, and engaged in discussions 
with NPS deans to determine how the committee’s 
recommendations will be addressed.
In FY10, NPS received the Authority to Operate (ATO) its 
Secret IP Router NETwork (SIPRNET) connection, which 
involved the review of all procedures, software and hard-
ware in the System Battle Technology Laboratory (STBL). 
Classified Computing Committee
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Academic and Media Systems
NPS procured and began the configuration and 
implementation of the Event Management System (EMS) 
developed by Dean Evans and Associates. EMS was selected 
after an extensive evaluation period that included site visits 
to Stanford and UC Berkeley. EMS will accomplish many 
functions behind the scenes that will improve efficiency, but 
perhaps the most noticeable difference to NPS customers 
will be when the system is fully online: members of the 
NPS community will have the ability to go to a single web 
site and request to use any classroom, conference room or 
auditorium on campus.
NPS Implements an Event Management System
Academic Computing Services
•	 ITACS conducted its annual technology refresh of the NPS classroom and labs: 250 computer systems were 
replaced and all five NPS auditoria were outfitted with high-definition projectors. 
•	 An application virtualization system that will eventually deliver some software applications through the 
NPS portal without requiring local installation was purchased, allowing students to use some academic 
software that was previously only available in the Learning Resource Centers or on their personally owned 
machines.
•	 ITACS purchased a next generation classroom capture system that will eventually replace the aging video 
streaming system in the video teleconferencing rooms.
•	 NPS spent close to $500,000 in FY10 to update the NPS classrooms, auditoria and conference facilities 
which included:
•	 The purchase of 200 new computers for the unclassified labs and classrooms and 50 new computers for the 
classified labs and classrooms
•	 The installation of 5 new high-definition projectors and digital switching equipment in all of the NPS auditoria
•	 A lifecycle upgrade of the video tele-education streaming video infrastructure
•	 Investment in new application virtualization technologies that will improve application delivery to the labs in 
the near future
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FY10 Progress
•	 The first phase of the NPS Portal was launched at 
the end of FY10. 
•	 The desktop video conferencing system, Elluminate 
VCS, was successfully launched as part of the 
FAOweb portal; its potential as a distance learning 
tool for the larger NPS community will be 
evaluated in FY11.
•	 ITACS conducted two pilots of application layer 
virtualization tools, Installfree and Vmware 
thinstall, and plans to increase the scope of these 
pilots in early FY11.
•	 In January of 2010, the NPS video portal was 
launched.
•	 Close to $500,000 was spent to update the NPS 
classrooms, auditoria and conference facilities.
•	 NPS procured and ITACS began the configuration 
and implementation of the Event Management 
System (EMS) developed by Dean Evans and 
Associates.  
•	 The migration from Blackboard to the Sakai 
Collaborative Learning Environment system was 
completed. 
•	 FAOweb was launched in February 2010.
•	 The Technology Enhanced Active Learning 
Classroom (TEAL) in Glasgow Hall 128 was 
christened in January. 
•	 The move to a paperless request system for Audio-
Visual (AV) requests is still ongoing. The AV shop 
has successfully integrated with the TAC eHelpdesk 
system; however, the move to a completely 
paperless system will not be fully complete until 
the Event Management System (EMS) system comes 
fully online. The workflow engine of EMS will allow 
for a completely paperless request system and 
database for the AV shop for the first time in its 
history.
•	 The new Video Tele-Conferencing Bridge has 
been identified and is ready for procurement, but 
requires funding.
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*The large increase in 
logins is due to running 
both Blackboard and 
Sakai concurrently. 
Sakai enabled us to 
work with external 
partners, adding an 
additional 2000 users to 
our system.
NPS Partners with DLI
A model for future collaborations, ITACS successfully partnered with the Defense Language Institute and 
the United States Air Force (USAF) to launch the new Language Enabled Airman Program (LEAP), which 
provides foreign language distance education opportunities to USAF pilots. ITACS was able to provide this 
service because of its robust synchronous and asynchronous distance learning infrastructure. Initially, 
NPS hosted a total of nine courses in Arabic, Chinese and Russian, but the program is expected to grow 
to over 1,000 students over the next year. 
ACADEMIC MEDIA SYSTEMS (EDUCATION TECHNOLOGY) METRICS
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Cinegrid: NPS Showcases the Latest 
A demonstration of “Project 8K” — the world’s first 
synchronized dual 4K streaming video — was a 
highlight of the fourth annual CineGrid International 
Workshop held at the California Institute for 
Telecommunications and Information Technology 
(Calit2) in December, and ITACS helped to make it 
happen. 
Using two of the only three JVC prototype 4K cameras 
in the world, two 3840 x 2160 pixel images at 60 
frames per second were streamed live during a 
45-minute remote observation from the Monterey Bay 
Aquarium (MBA) via NPS to Calit2 at the University 
of California San Diego, and from there to Nippon 
Telegraph and Telephone (NTT) Network Innovation 
Laboratory in Yokosuka, Japan. 
4K video is both spatially and temporally of higher 
quality than high-definition video. Dual 4K streams 
have 18 times as many pixels as high-definition, and at 
60 frames per second, images are projected at 2.5 times 
the rate of film or IMAX movies. Because of this, the 
demonstration required unique network provisioning 
and worldwide collaborations to provide some of the 
world’s most demanding real-time data flows at 1 Gbps 
with extremely low packet loss and latency. While the 
software provided some Forward Error Correction, the 
network provided an extremely high quality of service, 
which was tested and re-tested before the live event.
“Every year, we set out to impress Hollywood with 
what we’re doing in the research community,” said 
Calit2 research scientist and a founding member of 
CineGrid Tom DeFanti, “This year, we showcased our 
fully-evolved capabilities in distance collaboration for 
4K editing and sound.” 
CineGrid is a non-profit international consortium that 
seeks to build an interdisciplinary community focused 
on the research, development and demonstration of 
networked collaborative tools, enabling the production, 
use and exchange of very high-quality digital media 
over high-speed photonic networks. 
Laurin Herr, President of CineGrid, was instrumental 
in arranging the experiment and providing the 
technical guidance. Jeff Weekley, Research Associate 
at the Modeling, Virtual Environments and 
Simulation (MOVES) Institute, supervised the special 
demonstration. To produce the streamed images, NTT 
lent their JVC camera Mark I and Mark II, network 
servers and image compression technology to NPS to 
stream the underwater habitat from the Aquarium. 
Alignment of the dual 4k images was rehearsed in 
the Dark Mirror Lab in Halligan Hall, so that the live 
streams would be aligned in real-time. Off-line, field 
recordings also occurred as camera tests at Asilomar’s 
Point Piños and at Moss Landing.
The field experimentation included images of Asilomar 
Beach at sunset, and marine life at Moss Landing, 
where system operation and a variety of image 
tests were performed. The Center for Autonomous 
Underwater Vehicle (AUV) Research provided the 
production vehicle which supplied power and shelter 
during the day-long field tests. The field testing 
subject matter was carefully selected to exercise not 
only the technical capabilities of the system and for 
proficiency of use, but also to capture compelling 
subject matter. The shoreline at Asilomar demonstrated 
the applicability for remote sensing and tele-emersion: 
one felt a sense of presence. Near and distant objects 
were easily discriminated and those familiar with 
the many bird species could easily identify them by 
sight – a difficult visual and cognitive task. The Moss 
Landing location was chosen at the suggestion of 
naturalists at the MBA because approximately 60 male 
sea otters— extremely rare, compellingly attractive, 
and a difficult technical subject — were known to be 
sheltering there. Compared to humans with 1/10th the 
amount of hair on their head, southern sea otters have 
up to one million hairs per square inch — the densest 
fur of any creature; therefore, capturing this fine 
detail demonstrated the extremely high resolution of 
the system. Furthermore, the reflectivity, specularity 
and randomized movement of the water around the 
otters is very challenging to compression algorithms. 
Exhibiting this footage required the projectionist to 
fine tune the projector settings very carefully, but 
the NTT JPEG2000 compression algorithms held. As a 
result, the audience was treated to a close up of sea 
otters that very few people experience.
in High-Tech Digital Cinema
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For the live event at the CineGrid Workshop, the 8k 
images streamed from the MBA involved synchronizing 
two JPEG2000-compressed images from the Crevice 
Dwellers exhibit over the network at 400-450 megabits 
per second per stream, viewed simultaneously in 
San Diego and Japan. The scientific and interpretive 
narration was delivered by James Covel, head of 
Interpretative Programs at the MBA.
Network planning started with “last mile” concerns 
regarding extending the fiber optic network 
infrastructure from a robust network domain at NPS 
to the Monterey Bay Aquarium (MBA) on Cannery 
Row, a significant distance across Monterey. ITACS and 
the NPS “Project 8K” team worked with staff from 
Monterey’s INET — a fiber network run by the city of 
Monterey — to provision a 1 Gbps connection from 
NPS to the MBA over the city’s existing infrastructure, 
to build new infrastructure at the MBA, and to test 
the network, which required an accelerated timetable 
for planned upgrades both to the MBA and city of 
Monterey network infrastructure. To do this, some 
challenges needed to be overcome: at such a high 
packet rate, the 1 Gbps real time data flow required 
for sending from the cameras could not “melt down” 
Monterey’s core network switching and routing, and 
the network connection needed to be secure and 
all partners’ networks be separated. ITACS analyzed 
the city’s network and worked with city engineers 
to isolate a virtual local area network (VLAN) that 
could handle the data rates and be separated from the 
partners’ networks. Additional fiber optics cable was 
also provisioned from the city’s INET network node 
in the MBA communications hub to a location on the 
exhibit floor using existing conduit distributions in the 
building without disruption to MBA operations. 
Jeff Malnick of MOVES prepares one of only three 4K prototype cameras in existence in 
advance of a first-ever synchronized dual 4K ultra high-definition video stream event.
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Prior to the demonstration, NPS provisioned the circuit 
considerations: for security purposes, the circuit to specific internal 
labs was isolated from the rest of the NPS ERN network and routed 
to the CENIC high performance research network for connectivity 
and performance. Connectivity and throughput from NPS to targets 
of the demonstration at Calit2 and NTT in Japan were tested and 
verified after NPS worked with their network engineers to define 
network requirements such as multicast support, firewall security, 
and performance. 
The CineGrid event demonstrated not only the use of cutting-edge 
technology but also “the depth in networking at NPS, factors which 
can be used to strengthen partnerships with peers and to forge 
new partnerships around the globe,” said Weekley. Many partners 
and collaborators have already expressed interest in the technology 
from NASA’s United Space Alliance, the NPS Naval Undersea 
Warfare Center and Center for Autonomous Vehicle Research, Joint 
Improvised Explosive Device Defeat Organization, and others. 
Cinegrid
“The CineGrid event demonstrated 
cutting edge technology and the 
depth in networking at NPS, factors 
which can be used to strengthen 
partnerships with peers and to forge 





FAOWeb Launches Worldwide for Warrior Diplomats
In late 2008, when former Undersecretary of Defense 
for Personnel and Readiness, Dr. David Chu, selected 
NPS to support the Foreign Area Officers program, 
SIGS Joint Foreign Area Officer Skill Sustainment Pilot 
Program (JFSSPP), NPS Center for Educational Design, 
Development and Distribution (CED3) and ITACS 
partnered to begin to build a collaboration and skill 
sustainment web portal — FAOweb — which launched 
in March 2010. 
Specifically designed to meet the needs of Foreign 
Area Officers, who now have immediate access to 
educational resources and community networking 
exactly where they need it — in the field — FAOweb 
offers myriad professional networking and cultural 
education programs previously unavailable to this 
rapidly expanding community of warrior-diplomats 
who serve overseas as defense attachés, security 
assistance officers and intelligence analysts in 
embassies along side State Department diplomats, and 
provide critical guidance on regional, cultural and 
linguistic aspects of foreign areas.  
“FAOweb is a breakthrough, exactly the right catalyst 
to create a joint community…at last, all FAOs from all 
services in all duty assignments, anywhere, can access 
our professional world,” said US Army Colonel Mark 
Chakwin, Chair of the Army’s FAO and Senior FAO at 
NPS. 
Designed to bring various information sources 
together into one single sign-on portal, FAOweb 
resources will build over time, but initially will 
provide information from the following sources:
•	 Language resources for 55 distinct languages from 
the Defense Language Institute
•	 Cultural information from the Defense Language 
Office, the Naval Postgraduate School, and DLI
•	 News feeds from the military times network, 
army.mil, navy.mil, airforce.mil, marines.mil and 
defense.gov
•	 News feeds from various foreign news sources
•	 Operations, Policy and regional specific links, news 
and videos
•	 Upcoming NPS FAO specific courses and events
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In addition, information such as documents, images, 
videos and links to the portal can be uploaded 
and made available to all FAOs or a subset of FAOs 
based on region, language or branch of service. The 
combination of live web links and the ability for FAOs 
to add their own documents and links will ensure 
that the information in FAOweb is up-to-date.
FAOweb will also serve a skill sustainment role by 
providing self-paced learning modules in the areas 
of policy, operations, region-specific areas, culture 
and language, as well as access to the full suite of 
DLI language tools including the language survival 
kits and the Global Language Online Support System 
(GLOSS) database — from any Internet connected 
computer over an encrypted web connection.
In a typical training website, information flows 
one-way; however, FAOweb embraces web 2.0 and 
social networking technologies, making FAOweb 
not only a content delivery mechanism, but also a 
content creation mechanism. To leverage every FAO’s 
unique set of skills, experiences and knowledge, and 
to support the sharing of each, FAOweb contains a 
number of collaboration tools including:
•	 An internal email system
•	 Text chat
•	 A suite of discussion boards
•	 Various document and image file sharing libraries
•	 Wiki’s 
•	 Blogs
•	 Desktop Video Chat (coming soon)
•	 Site specific announcements
•	 A learning module evaluation system
•	 Shared events calendars 
“This is what FAO is all about,” said Dr. Tristan Mabry, 
Executive Director of JFSSPP, “providing critical 
resources to Foreign Area Officers in the field.” 
FAOweb is now used by almost 3,000 Foreign Area 
Officers, but before FAOweb was released, FAOs 
operating in Afghanistan and Pakistan contacted 
ITACS, imploring them to launch their portion of the 
site early. ITACS was able to do that, a very satisfying 
aspect of the development of this vital initiative, one 
that has allowed ITACS to directly see the benefits of 
some of the services it provides to officers serving 
directly in the field. 
“At last, all FAOs from all services in 
all duty assignments, anywhere, can 
access our professional world.” 
Colonel Mark Chakwin
Chair, US Army FAO & NPS Senior FAO 
National Security Affairs Assistant Professor Christopher Twomey 
lectures during part of a Latin American FAOWeb course.
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ITACS Innovators Create the NPS Video Portal
In partnership with the Office of Institutional 
Advancement, ITACS launched the NPS Video Portal, 
which delivers high-definition video through the NPS 
web presence and allows partners and business units 
to embed videos into their own web presence. Created 
by Mr. Todd Wyatt and Mr. Cullen Jones of ITACS, the 
one-year project involved extensive design elements to 
leverage the power of streaming at NPS by producing 
a high-quality portal with centralized storage, flexible 
delivery mechanisms, public and private access, 
automatic editing capabilities, specific channels which 
are all linked, RSS capabilities, automated tag cloud, 
and the capacity to stream in flash media and Apple 
formats. 
“It’s like You Tube for NPS,” said site administrator 
Cullen Jones. The site launched officially on April 29 
with over 100 videos covering over 250 hours, and 
more content is added daily. 
The flash based video portal allows for any of the 
NPS Schools or Institutes to post high definition video 
online which can be viewed through the NPS Video 
Portal, embedded in another Web site, viewed through 
an RSS feed, or downloaded to a local machine. Videos 
on the portal can be accessed from 
on or off-campus, making it easier 
for students to catch up on the latest 
happenings at NPS or to watch a 
lecture they missed. The site also 
features monthly episodes of Inside 
NPS, a 30-minute show that appears 
regularly on the Pentagon Channel. 
The site consolidates all NPS public 
video, creating a video archive of NPS 
events, and footage is organized in 
categories and tagged based on the 
content. “Before the portal we were 
always managing our video by hand. 
When a new video request came in, 
we would have a link to it on the 
home page,” said site developer Todd 
Wyatt, “but once that event was 
over a couple weeks later, the link 
went away and there was never any 
kind of archiving of it.” Now, visitors 
to the site can search through the 
quick tag links on the homepage, or 
search for videos by department or 
school within NPS. Upon selecting a video, the site also 
provides a handful of suggested related videos based 
on similar tags. In addition, each NPS School has its 
own video channel where they can display all of their 
work, and each channel is RSS enabled so guests can 
subscribe and be alerted when a new video is uploaded 
to the site. 
The video portal has already been a valuable outreach 
tool for NPS: in May, when NPS hosted a video 
teleconference with the space shuttle for local school 
children, the events were captured and put online. 
Almost immediately, NASA.gov embedded the footage 
of the NPS event on their Web site.
 
The entire process — from development to 
implementation — was documented by ITACS, 
including the open source products used as well 
as an installation guide. The Flash Media Server 3.5 
application was written by Mr. Wyatt. To view the site, 
go to: http://www.nps.edu/video/portal. 
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SAKAI CLE Migration is Completed
In September, the Academic Systems group capped off an 18-month migration effort to the open-source learning 
management system Sakai Collaborative Learning Environment (CLE) which included archiving over 4,500 courses – 
representing over 2.5 terabytes of data — from the legacy Learning Management System, migrating over 300 courses 
into Sakai and providing instruction to the NPS faculty members and students on how to use Sakai CLE.
Compared to Blackboard, Sakai CLE provides the following benefits:
The move to Sakai is already reaping benefits. Because 
Sakai is open source, NPS no longer has to pay for 
expensive licensing, opening the door for strategic 
partnerships with other DoD institutions. In FY10, 
NPS hosted training courses for the Defense Language 
Institute, The MWR Fleet and Family Readiness Center, 
The Joint Foreign Area Officer Skill Sustainment 
Program, The Naval Environmental Training Center, 
and the Monterey Institute of International Studies. In 
exchange, these institutions have provided funding to 
help offset the cost of operating Sakai.
NPS researchers are recognizing the value of Sakai: 
during the past year, 1,500 class and project sites were 
created over for the over 6,000 Sakai users, allowing 
faculty and students to collaborate with each other 
and with researchers external to NPS via the web. 
In spring quarter 2010, 70% of all classes were, and 
in summer 2010, 90% of all classes were taught using 
Sakai. Beginning in June, all new course sites were 
created in Sakai. To date, 780 courses have been taught 
using Sakai, and feedback from users has been very 
positive. 
The transition to Sakai is reaping benefits for NPS 
outside the gates as well. The Sakai Community 
contains some of the most prestigious universities 
in the world. As a member of the Sakai Foundation, 
representatives from NPS enjoy networking 
opportunities with their colleagues from institutions 
like UC Berkley, Stanford, MIT, Oxford and about 400 
other universities worldwide.
•	 Sakai will give our faculty more flexibility in how 
they can deliver course content
•	 Polling indicates that Sakai is preferred by the NPS 
student by a ratio of 9:1
•	 Sakai is housed in the NPS data center – improving 
system response time
•	 The switch to Sakai will result in over $350,000 
cost avoidance in FY11
•	 Sakai can be made available to the researchers and 
student groups for project sites
•	 Sakai CLE has improved upload speeds, increased 
reliability, reduced costs, and allows integration 
into existing NPS systems like Active Directory, 
Python, and library resources. 
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At the EDUCAUSE Conference last year, the University 
of Minnesota sponsored a session highlighting the 
way the university adapted for its non-science 
classes, a template developed by MIT for its physics 
classes, called the Teaching Enhanced Active Learning 
Classroom (TEAL). The purpose of the TEAL room 
is to create an environment that facilitates active 
collaborative learning in a studio-
like setting where students are 
situated in groups, each with its 
own dedicated audio-visual system, 
whiteboard and workspace. 
When Dr. Ron Fricker and Chair Rob 
Dell of Operations Research (OR) 
learned about TEAL, and visited the 
SCALE-UP website (http://scaleup.
ncsu.edu/) hosted at North Carolina 
State which outlines the design and research results 
using the TEAL concept, as well as the 50 universities 
that have adopted the model. They identified the space 
and used FY09 funds from the nine-month model, as 
well as additional research support and partnered with 
ITACS to convert Room 128 in Glasgow Hall, the former 
war gaming lab, into a TEAL classroom.
 “Seeing this room really shows how far we’ve come 
since I joined NPS in 1990. Twenty years ago, when 
I began teaching, there was only one option…a 
blackboard and chalk. Once we saw TEAL, we felt 
we owed it to our students to find the space and 
resources to adopt the design at NPS,” said Dell. “This 
is really a beautiful classroom…I think this will be a 
wonderful facility for our students.”
Graduate School of Operational and Information 
Sciences Dean Peter Purdue echoed Dell’s sentiments 
at the TEAL ribbon-cutting ceremony by adding, 
“TEAL will only enhance what we’re doing with our 
students.” Drs. Purdue, Fricker and Dell all hope that 
the new classroom serves not only for the benefit of 
their students, but also as an example that can be 
replicated for the “common good” of all NPS students. 
“Not only is this of great value to the OR department, 
it’s also something we can demonstrate to the rest of 
the institution to show there are other ways of putting 
together a classroom, other ways of getting students 
involved,” said Dr. Purdue.
 
ITACS staff brought the classroom to reality, facilitating 
the design and construction of the 
futuristic learning facility, which houses 
specially built 8.5 diameter tables with 
laptop and wireless capabilities for 
teams of 3-9 students, two projectors, 
and four flat screens, with each group 
having its own display and whiteboard. 
OR’s decision to develop a TEAL 
classroom at NPS delivered positive 
results immediately: GSOIS has 
successfully integrated this new style of classroom into 
its curriculum and has scheduled over 20 classes in 
TEAL since it opened.
Teaching Enhanced Active Learning Classroom 
(TEAL) is Christened
“Once we saw TEAL, we felt we 
owed it to our students to find 
the space and resources to adopt 
the design at NPS�” 
 
Dr� Rob Dell
Chair, Operations Research 
ITACS partnered with the Graduate School of 
Business and Public Policy (GSBPP) and NAVFAC 
to design technologically advanced classrooms 
that will contain some innovative team spaces 
and provide a much-needed large meeting 
space in the new P197 building which opens in 
December. 
A departure from the traditional conference 
room design, the team spaces will promote small 
group interactions and use digital switching, 
which will allow the use of true high-definition 
displays throughout all six classrooms. On the 
first floor, a retractable wall will separate two of 
the tiered classrooms that can create a sixty-four 
seat tiered auditorium with built in Virtual Tele-
Conferencing (VTC) capability when combined, 
doubling the previous capacity for large audience 
video teleconferences. 
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Operations Research Associate Professor Ron Fricker and his students enjoy the modern technologies and collaborative learning 
environment in the TEAL classroom.
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eHelpDesk: Seamless Transition, Improved Support
After a year of testing, in June 2010 the new ticketing 
system, eHelpDesk — a web-based, robust, and user-
friendly solution provided by Group Link — replaced 
the Remedy system, which had reached its end-of-life. 
eHelpDesk was initially evaluated in July 2009: the 
Project Team then worked to configure the core of 
the application, populate the integrated knowledge 
base, prepare documentation and training materials, 
and perform testing to ensure the application was 
ready to “go live” in June. In December, a parallel 
pilot in ITACS was conducted using both Remedy 
and eHelpDesk; in February, the Dudley Knox Library 
conducted a pilot of eHelpDesk and the new system 
was launched on time in a seamless transition to the 
campus.
Though largely transparent to most of NPS, this 
change paved the way for some huge efficiency 
gains within ITACS. This new system allows for email 
inquiries into ITACS to automatically generate an 
incident ticket within the system, a process that was 
previously performed manually at an average of two 
to three minutes. Due to the fact that the NPS help 
desk averages 1,500 email inquiries per month, those 
extra minutes equate to 900 hours saved annually. 
Another benefit of the system is that any time a 
technician updates an incident ticket, an email 
is automatically sent to the end user informing 
them of the progress. A pool of 10-12 staff from 
the Technology Assistance Center will monitor 
all incoming requests for assistance. eHelpDesk 
will notify users within three minutes of their 
submissions that their request has been sent. If end 
users want an update on their case, they can respond 
to this email and the system will automatically 
send them a case log and forward the email to the 
assigned technician(s). This email notification system 
allows end users to track the progress of their 
request, making it especially easy for NPS Distributed 
Learning Students to use. Finally, when the case is 
closed, end users will be presented with an optional 
customer satisfaction survey in order to give 
feedback on the level of service they received.
The graph above provides the distribution of total ITACS Helpdesk calls 
for FY 08, FY 09, and FY 10, by priority categories.
The above graph provides the distribution of total ITACS Helpdesk calls 
for FY 08, FY 09, and FY 10, by support categories.
*The category, General IT Services includes: 
password resets, software check-out/check-
in, locked accounts and general questions.
Academic Services
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Technology Assistance Center FY 10 Metrics
Academic Systems reorganized in FY10: 
the PC Shop, Lab and Audio Visual support 
groups were combined into a single 
Hardware and Classroom support group, 
which is responsible for all of the 
learning spaces at NPS.
TECHNOLOGY ASSISTANCE 
CENTER
The Technology Assistance Center (TAC) 
is the focal point for trouble calls for 
ITACS. Requests for assistance, which 
are received by the TAC via telephone, 
e-mail, the web, or on a walk-in basis, are 
categorized according to high, medium, 
or low priority. Data are maintained and 
reviewed periodically to ensure that TAC 
is performing according to its Service Level 
Agreements, which provide specifications for 
the expected time it should take to resolve a 
customer’s request.
In spring 2010, ITACS reviewed metrics for the Technology 
Assistance Center (TAC) that can now be collected 
through the new Avaya phone service, and determined 
that the department was under reporting its statistics 
by as much as one-half. As a result, TAC instituted the 
following changes:
•	 Staff have been hired and/or reassigned during 
times of surges, for manning phone requests, and 
for meeting the high demands for assistance; 
•	 Phone calls to Tier I are being directed to Tier II 
after four rings; 
•	 Instructions have been posted so users can image 
their own computers and/or install a government 
printer without TAC’s assistance;
•	 Six technicians from the audio-visual, laboratory 
and PC Shop have been combined into one unit 
located in Herrmann Hall 77 — the existing audio-
visual shop — and are the primary points-of-contact 
for classrooms, laboratories and imaging`
Future plans includes IP phone installation in every 
classroom with a line dedicated to providing support 
for classroom requests as well as better notification 
and feedback mechanisms; testing of a remote imaging 
utility so TAC personnel will no longer have to 
physically move computers to perform that function; 
and in Exchange 2010, a web-based password reset 
functionality will allow users to reset their own 
passwords when the software becomes available 
campus-wide in the fall. 
The above graph provides the distribution of total ITACS Helpdesk 
calls for FY 10, by request categories.
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The graph below demonstrates the distribution 
of Web browsers used by the NPS university 
community. 
Administrative Applications and 
Services
Five-Year Strategic Goals
•	 Continue to improve business systems that support 
the university environment.
•	 Evaluate emerging web technologies and leverage 
their flexibility and ease of use to administrative 
services to the university.
•	 Continue to improve business systems that support 
the university environment.
•	 Implement a NPS portal to connect people, 
information and tools and to deliver training. 
FY10 PROGRESS 
•	 Completed the migration of SharePoint 2003 
sites to the Enterprise SharePoint
•	 Assisted with the migration of the Kuali 
Financial System (KFS) from the early adopter 
version to the current version and assisted with 
weekly releases/updates to KFS
•	 Deployed an issue tracking tool (JIRA) for use 
by the NPS user community to report and track 
KFS-related issues
•	 Continued the transition of external web 
sites to the Web Content Management (WCM) 
system: developing a roadmap for moving to a 
WCM system with more advanced capabilities, 
ease of use, and ease of administration
•	 Phase 2 of the web portal project (ITACS 
usability testing) is in progress
•	 Launched a streaming video portal
•	 Standing up an Enterprise Wiki capability in 
progress
•	 Upgrade of SQL Server databases in progress
•	 Creation of a data warehouse for academic 
information in progress
•	 Assisted with the implementation of a new help 
desk system, Everything Help Desk, for ITACS
•	 Began supporting MySQL database (back-end 
for JIRA, Confluence, etc.) and Oracle database 
(back-end for KFS)
47ITACS Annual Accountability Report











Center on Contemporary Conflict

























Internal Web site top 5 requested pages by FY.
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viewed per year, compared to fiscal year.
Enterprise Information Systems (EIS) 
installed upgrades to the software and 
performed other support functions for the 
automated class scheduling system that was 
launched in September 2009� Future benefits 
of the new system include a reduction 
in the time needed to schedule classes, 
additional software modules that can be 
used for event scheduling, integration with 
self-service room reservation systems and 
facilities management software�
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Another Milestone in  
Kuali Financial implementation
The functionality of existing enterprise financial 
information systems has not been sufficient to meet 
the growing needs of the campus or to provide data 
necessary for campus leaders and executives to 
proactively manage. Upgrading the aging architecture 
would be cost-prohibitive; 
therefore, Kuali Financial 
System (KFS) – an open-source 
financial information and 
management system developed 
by the Kuali Foundation, a 
non-profit consortium of 
higher education institutions – 
merged as the preferred solution. 
 
“The Kuali initiative is fundamentally based on the 
academic principles of open standards, peer review and 
collaboration. The principles applied to administrative 
systems ensure greater flexibility and local authority – 
precisely what is needed for greater responsiveness for 
our campus community,” said Executive Vice President 
and Provost Leonard Ferrari.
KFS does not carry the initial and ongoing financial 
costs of a commercial product and mitigates the 
organizational requirements associated with a 
homegrown product. The system is scalable and 
accessible, and provides transparency, simplicity, 
on-demand access, one-stop tracking 
of all financial data – including labor 
and travel expenditures – and is a 
repository for high-level historical 
data. Unlike existing systems, KFS also 
provides audit trails, the ability for end 
users to track transaction status at all 
times, a single entering, routing and 
tracking process for all procurements, and the capacity 
to attach documents and pictures. 
“The Kuali Financial System provides us with better 
auditing capabilities, better accountability, and more 
tailored reporting at the local level. The notion that 
we are investing in ourselves rather than paying 
high licensing costs to an administrative software 
corporation is gratifying,” said Vice President of 
Finance and Administration Colleen Nickles. 
“The Kuali Financial System project is 
another way in which the Naval Post-
graduate School leads in innovation.”
Daniel T. Oliver
President, Naval Postgraduate
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NPS established a phased approach for implementation 
of KFS – beginning with project preparation, the 
migration of data, and parallel processing of 
transactions and reporting in both the KFS and legacy 
systems – in advance of October 1, when KFS will 
replace certain legacy systems as the internal financial 
information management and reporting system used by 
the school. 
For ease of use at NPS, some customizations and/or 
enhancements are being developed and reports are 
being created in KFS that offer the same level of detail 
as the existing systems. 
ITACS’ Enterprise Information Systems (EIS) played a 
significant role in moving from version 2.9.2 of KFS to 
the current version, production/trunk/3.0.1, through 
implementing database schema changes. EIS also 
proposed and implemented the use of JIRA for KFS 
tracking and reporting and made it available to end 
users for reporting KFS–related issues. Issues put into 
JIRA are resolved by technical or functional staff; by 
mid-August, of the 390 issues reported through JIRA, 
34 (9%) have been bug reports; 54 (14%) are related to 
improvements; 163 (42%) are related to tasks; 67 (17%) 
are related to sub-tasks; 72 (18%) fall into the “Other” 
category. 
During the migration, EIS documented all the 
steps involved in JIRA, so that future releases are 
performed more efficiently. EIS also posting bug 
fixes on customized portions of KFS and created new 
customizations of KFS. Since moving to the trunk 
version, EIS has performed a new release weekly. 
“The Kuali Financial System project is another way 
in which the Naval Postgraduate School leads in 
innovation. This is a promising direction for higher 
education and government administrative systems 
– an effective combination of technological and 
functional area expertise working together to improve 
our financial processes and to make them more 
transparent,” said NPS President Dan Oliver. 
Other Kuali modules in development for NPS use are 
Kuali Rice, the middleware used by all of the Kuali 
applications which includes: Kuali Identity Management 
(KIM); Kuali Nervous System; Kuali Service Bus; Kuali 
Enterprise Workflow and Kuali Enterprise Notification. 
NPS is a member on the board of the Kuali Student 
Consortium. The Kuali Student application will 
eventually replace the current Python student 
management system in 2012. Kuali Coeus, a research 
administration module originally developed by MIT and 
is expected to be adopted in the future. 
During the planning and implementation 
stages of the Kuali Financial System 
(KFS) integration, members of the IT 
Resources staff participated in various 
campus committees, attended many 
training sessions, created a more efficient 
workflow process within ITACS, assigned 
delegates in the absence of key personnel, 
entered historic procurements in-house, 
and developed and conducted several 
training sessions for ITACS’ personnel. Members of the KFS team (standing from left to right) are: 
Colleen Nickles, Col. Pete Boerlage, Chris Coppola, Keith 
Showers and Satish Vijayan of rSmart; Tom Halwachs, 
Gil Howard, Joe LoPiccolo, and Dan Boger. Sitting left to 
right: Kevin Little, Orla Mester and David Lyons of rSmart; 
President Daniel Oliver, Provost Leonard Ferrari, Danielle 
Kuska, and Doug Moses.
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Email Upgrade
NPS has 5,700 active mailboxes and 156 Blackberry 
users. Email storage is near capacity, and the hardware 
is either reaching its end-of-life, or is no longer 
supported by the vendor. 
ITACS conducted research on determining NPS users’ 
needs, which includes not only email, calendars, mobile 
use, and attachments, but also unified communications, 
message archiving, trends, and scalability. Microsoft 
Exchange provided the best solution for NPS, with 
end-point support, documentation, Avaya integration, 
high availability, virtualization capabilities, SharePoint 
integration, larger mailbox support, and licensing that 
is included in the School’s current Microsoft licensing 
agreement. 
Microsoft Exchange 2010, which was released this 
calendar year, provides email archiving built into its 
system, avoiding approximately $100,000 in costs, 
preventing data loss, and providing online archiving 
and browser equality. In 2010, Microsoft will be 
replacing Entourage with Outlook for Mac client in 
the Microsoft Office 2011 suite for Mac. This promises 
a much better Windows and MAC equality in the 
Microsoft Mail Client.
Because of these factors, ITACS recommended and the 
IT Task Force endorsed adoption of Microsoft Exchange 
2010. 
ITACS then began a plan for the design and 
implementation of the new software by entering into 
negotiations for hardware and professional services to 
replace the current Exchange 2003 environment and 
speed the build, testing and migration of Exchange 
2010 once the hardware is delivered. Exchange 2010 
will deliver much better integration with the growing 
Apple Mac OSX user base at NPS both with the new 
Office 2011 for Mac suite as well as directly with the 
MAC OSX Mail, Address Book and iCal programs that 
are native to the Mac.
ITACS delayed delivery of Exchange 2010 until 
Service Pack 1 (SP1) was available to increase its 
level of assurance of stability and to take advantage 
of improvements in the way SP1 handles archive 
mailboxes for users who must retain large amounts 
of e-mail. In addition, ITACS desired to ensure that 
the Avaya Unified Communication plug-in for Outlook 
would be compatible with the 2010 version of Outlook 
required to take advantage of some of the new 
Exchange 2010 features. This delay also allowed more 
time for ITACS to research ways to reduce the overall 
storage cost of e-mail. This will continue to be one 
of the larger challenges for e-mail storage as ITACS 
current projections estimate that with a level user 
population, NPS will need to support approximately 25 
TB of e-mail in just 5 years.
ITACS will be the early adopters; campus-wide 
implementation of Microsoft Exchange should occur 
during the next calendar year
In June, ITACS moved over 3,000 sites from SharePoint 2003 to the enterprise SharePoint 
2007, which is used for document and site content management and collaboration, 
version control and information sharing, reducing administrative, maintenance, and 
server-related costs.
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NPS PORTAL: PHASE 1
In August, ITACS launched Phase 1 of the NPS portal 
when staff worked with Unicon, a company that 
focuses on implementing open source technologies 
for the educational market, to implement, configure, 
brand and create portlets for MYnps. 
Designed to provide a personalized web interface for 
students, faculty and staff of NPS, MYnps will serve as 
a central point of access to institutional information 
and applications, contributing to a rewarding 
experience and fostering success in academic and 
professional pursuits.
The portal features single sign-on capabilities to 
Exchange Outlook Web Access and Sakai, subscription-
based announcements and a calendar, “MY 
documents” portlet (access to H drive), e-mail preview, 
and a customizable bookmarks portlet. Due to the 
central authentication service (CAS) available for use 
with any browser, the NPS community will now have 
access to all of the applications they need, whether 
on campus or from distant locations, without having 
to configure a virtual private network on specific 
computers to do so.
Usability testing started within ITACS in September 
and is expected to launch campus wide in FY10. It is 
expected that MYnps will improve communication, 
productivity, data access and sharing, as well as 
increase the use of current technologies.
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Information Technology Resources
Five-Year Strategic Goals
•	 Continue to professionalize ITACS resource accountability to include Human Resources, budget, space, 
equipment, and contracts.
•	 Improve customer service at the university, including training and workshops.
•	 Ensure appropriate levels of funding for staffing and technology to deliver flagship-level services in support of 
NPS strategic imperatives.
•	 Report annually on IT expenditures.
FY10 ITACS Expenditures
With an eye on succession development planning and a need to 
streamline processes, ITACS reorganized into five Directorates: 
Cyber Infrastructure and Core Services; Enterprise Information 
Systems; Research Computing; Academic and Media Systems; 
Cybersecurity and Privacy; and IT Resources; and established 
new lines of reporting� The results have been a more effective 
utilization of ITACS resources and an organization more 
responsive to its customer needs�
ITACS Succession Development
On December 17, 2009, Joe LoPiccolo presented an ITACS department Succession Development plan. This plan was 
launched on January 4, 2010 – it involved organizational changes, the development of core competencies and 
values, as well as a development strategy for ensuring key talent areas had robust coverage. The most significant 
organizational changes where:
•	 The establishment of the Senior Leadership Team into six areas: 
Cyberinfrastructure; Cybersecurity and Privacy; Academic and Media 
Systems; Enterprise Information Systems; Research Computing and 
Information Technology Resources.
•	 The merging of the Lab Support group, Audio Visual division and the 
PC shop within the Academic and Media Systems team, focusing on 
both administrative and academic support.
•	 Establishment of a Secure Computing group within the  
Research Computing team.
•	 Communications and Software Licensing shifted to the 
 IT Resources team. 
The Succession Development plan will be a continuing effort for ITACS, 
focused on ensuring the talent required to support NPS strategic 
initiatives is in place or being developed. The ITACS department will 
accomplish this by developing management and staff in core competency 
in the following: leadership; setting and achieving goals; fostering an 
environment of accountability; communicating exceptionally well; decision 
making; managing resources; working in partnerships; and creating a 
customer-centered culture. In addition to the competencies selected as our 
focus, the department also selected four core values as a way of grounding 
our daily work, they are: integrity; excellence; service and innovation.
Above: Joe LoPiccolo, Executive 
Director Information Technology and 
Communications Services
53ITACS Annual Accountability Report
FY10 Progress
•	 Provided input to the Special Advisor to the 
President in the development of campus-wide 
reporting format; submitted budget requests for 
all areas of Information Resources in that new 
format; continued to submit budget requests using 
traditional budget memo format.
•	 Completed office inventory; presented ITACS space 
plan to NPS leadership; continue to implement plan 
within ITACS and address all space issues.
•	 Continue to work with managers to meet training 
and staff development needs.
•	 Continue to develop and populate metrics 
regarding Human Resources; conversion to Kuali 
Financial System (KFS) will provide better metrics 
for budget sectors.
•	 Participated in initial discussions with Defense 
Language Institute to help develop the 
Memorandum of Understanding between that 
institution and NPS.
•	 Developed in-house procedures and trained all 
Information Resource Staff members on SLDCADA 
(new time and attendance system); successfully 
converted to new system.
•	 Created new position descriptions for five members 
transitioning out of NSPS; utilized existing position 
descriptions to appropriately place staff members 
within the new organizational structure.
•	 Participated on several campus-wide committees 
involved in the conversion to KFS; developed 
in-house procedures and trained all Information 
Resource Staff members on KFS; successfully 
converted ITACS to the new system
•	 Hired 9 new employees and sponsored 5 summer 
students.
Overview
Information Technology (IT) Resources is focused on ensuring that each operational area within ITACS is fully able 
to carry out its institutional mission by obtaining, using and leveraging the department’s financial resources of 
direct and indirect mission funding, reimbursable accounts and opportunistic funding (including IMET and mid – 
and end-of-year funds). IT Resources provides sound stewardship of all resources and attempts to streamline all 
administrative processes to most effectively support ITACS and the NPS mission.
ITACS Centennial Year Observance
Information Technology Resources participated fully in the School’s Centennial 
activities in FY10. Using the IT theme for the Centennial Year (2009-2010) 
Technology Leadership: Our Heritage and Our Mission, the IT Centennial 
Committee established several permanent additions to the School’s IT history 
by mounting archival photos in Ingersoll Hall which capture the progression 
of computers used for academic support since the mid-20th century, and 
recognizes the people who have supported information technology through 
the decades. The committee also produced glass displays which not only give a 
glimpse of past software and tangible ephemera but also show the progression 
of technological media used at NPS (punch cards, 8” diskettes, 5” diskettes,  
3” diskettes, tape …) and hosted tours of the Sun cluster, hamming. In addition, 
an automated photo-narrative Web timeline that contains events and photos 
detailing the history of information technology and communications at NPS 
through June 2010 to the close of the Centennial year was produced and posted 
at: http://www.nps.edu/About/NPSHistory/Centennial/Technology/ITTimeline/
centennialTimeline.swf).
In addition to these projects, the IT Centennial Committee supported 
Cybersecurity Awareness Month, the Cyber Summit, CENIC Conference, and 
the ribbon-cutting for the Technology Enhanced Active Learning classroom, 
and donated NPS-logo IBM punch cards, digital copies of archival photos, and a 
printed history of information technology at NPS for inclusion in the NPS Time 
Capsule, the last official event of the Centennial year.
Above: Dr. Art Schoenstadt stops to 
take a historic stroll down IT lane as 
he enjoys the artifacts displayed in one 
of ITACS’ centennial display cases.
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Successful Integration of 
SLDCADA
ITACS successfully moved to the DON 
Standard Labor Data Collection and 
Distribution Application (SLDCADA), a web-
based time keeping system that reduces the 
amount of paper required to process time 
and attendance, is easier for both employees 
and supervisors, and reduces the number 
of supplemental requests. The IT Resources 
staff attended SLDCADA training and not 
only developed appropriate processes and 
procedures to ensure its successful adoption 
within ITACS, but also developed training 
for all civilian employees and managers 
responsible for timekeeping certification.
Members of ITACS administrative group (Front - left to right): Chris Abila, 
Jim Hall, Amanda Sanderson, and Brian Keefe. (Rear – left to right): Dee 
Morais, Rachel Dugas and Elizabeth Ramirez-Fagan
Summer Internships
ITACS continued its long-standing effort 
to offer summer internship programs to 
local college students by establishing a 
strong partnership with the Monterey Bay 
Regional Academy of Computing Education 
(MBRACE), which is committed to attracting 
a diverse group of students into computing 
to serve the growing demand for computing 
talent in society. NPS supported 11 MBRACE 
students in 2010, with five of those students 
completing internships in ITACS. Three were 
given opportunities in the TAC, one with 
High Performance Computing and one with 
Enterprise Information Systems.
Four of the five summer interns that ITACS sponsored through the MBRACE 
program (from left to right): Kristan Soboleski, Jennifer Fallon, Jason Kiuttu, 
Kirk Benson.
IT Resources staff inventoried all work areas and helped develop a detailed space plan that creatively uses and 
maximizes existing space by moving staff; sharing office space; converting storage rooms, the PC shop, computer 
rooms and meeting spaces into offices; and accepting space offered by other departments�
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NPS Committees, Task Forces, 




•	 Information Technology Task Force
•	 ITACS Departmental Hiring Committees 
•	 New Student Orientation
•	 President’s Senior Staff
•	 Provost’s Council
•	 Senior Military Advisory Council
•	 Staff Development Council
•	 Student Council
•	 Union Representatives
•	 Research Board HPC Subcommittee
•	 Classified Computing Committee
Professional Development
ITACS allocated about $200K for professional development 
activities such as attendance at technology conferences, and 
management skills training�
•	 Apple Higher Education and 




•	 Data Warehousing Institute
•	 DON IM/IT West Coast Conference
•	 EDUCAUSE
•	 Green Data Center Conference
•	 InfoComm 
•	 Kauli Days VIII
•	 Liferay West Cost Symposium
•	 NACBUO
•	 New York CIO Annual Conference
•	 On*Vector Photonics Workshop 
Oracle Database Admin Workshop
•	 Percussion
•	 Sakai 
•	 Super Computing 
•	 Transformative Education Forum
•	 VM World
Conferences Attended by ITACS Personnel
Percentage of FY 10 training dollars spent by ITACS 
operational areas
Executive Director ITACS
Deputy Executive Director ITACS
Senior Leadership Team
Academic and Media Systems
Classified Computing























ITACS Staff on Board 
During FY10
*Numbers include 5 student interns, 7 
military, 4 contractor, 4 faculty and 72 
permanent government employees
The above graph provides a comparison of customer 
satisfaction from FY 06 through FY 10. Computer users 
responded with their level of satisfaction to the following 
prompt: NPS computer services met all my course work and 
research needs.




•	 Continue to expand venues for 
communications on Information 
Technology.
•	 Continue to develop partnerships 
within DoD, industry, education and 
research in support of the School’s 
strategic imperatives.
•	 Ensure that IT as a strategic 
institutional resource maintains its 
status as a core competency.
Annual Accountability Report,
Technology News (monthly newsletter),
NPS In Review quarterly magazine,
Update NPS monthly newsletter,
IT Task Force meeting summaries�
Last year’s cover of the ITACS Annual 
Accountability Report for FY09.
Dr� Christine Haska received an e-mail from a 
former NPS student who is now a Lt� Colonel 
stationed in the United Kingdom, who had 
some questions for her after reading an issue 
of Technology News, indicating the reach of 




•	 Continued partnerships with the city of 
Monterey, California State University Monterey 
Bay, Department of Defense Monterey Peninsula, 
and other local institutions.
•	 Continued partnerships with EDUCAUSE, DON, 
NETWARCOM, the US Naval Academy, Naval War 
College, Internet2, and CENIC.
•	 Created or strengthen partnerships with 
industry.
•	 Created or strengthen partnerships with peer 
institutions.
•	 Created or strengthen partnerships with 
departments and campus leadership. 
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ITACS presents member of the IT Task Force and Associate 
Professor in Computer Science, Dr. Simson Garfinkel, with a gift 
and Letter of Appreciation before he relocates to the National 
Capitol Region to help promote NPS efforts in that area. 
IT Task Force Member and NPS 
Professor Honored in 2010
Computer Science department Chair and IT Task Force 
member Peter Denning was honored with the Special Interest 
Group Computer Science Education Lifetime Achievement 
Award 2010 by the Association for Computing Machinery. The 
award follows the Internet Society’s 2009 Postel Award to 
Denning and his colleagues for their creation of the Computer 
Science Network or CSNET, one of the early building blocks to 
the modern day Internet.
Dr. Peter Denning, member of the IT Task Force, 
NPS Professor and Chair of Computer Science had a 
banner year for outstanding recognition: for “forty 
years of exceptional service in industry and academia 
that stimulated a combined synergy which promoted 
educational excellence in software engineering and 
computing curricula.” Dr. Denning was presented a Special 
Interest Group Computer Science Education Lifetime 
Achievement Award 2010 by the Association for Computing 
Machinery
Dr. Denning was acknowledged for “showing us our 
history and suggesting new paths,” and for “his legendary 
work on storage system design, memory system 
performance, networking, applications of language action 
philosophy,” and for promoting “a framework of ACM 
called Great Principles of Computing.”
In July, the four principal investigators of CSNET, including 
Dr. Denning, were honored with the 2009 Internet 
Society’s Postel Award, named after Internet pioneer 
Jonathan B. Postel, given in recognition of those who have 
made outstanding contributions in service to the data 
communications community.
Nearly 30 years later, the founders are still dedicated 
to advancing the Internet, choosing to donate the prize 
money to charitable organizations including the Electronic 
Frontier Foundation, The Electronic Privacy Information 
Center, and the Central Asia Institute. 
Partnerships: Campus
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Partnerships and Outreach: 
Department of Defense
Mr. Sumit Agarwal, Deputy Assistant Secre-
tary of Defense for Citizen Dialogue and New 
Social Media met with campus leadership in 
February 2010.
Deputy Assistant Secretary of Defense for Citizen Dialogue and New 
Social Media Sumit Agarwal visited NPS on February 24, 2010, where 
he met with Provost Ferrari and Chief of Staff Colonel Boerlage. Mr. 
Agarwal also received a command overview brief from Col. Gary Roser, 
USMC (Ret.), as well as briefs on open source, web based platforms for 
communication/CORE lab from Dr. Nancy Roberts; GSBPP from Dean 
Gates; social influence and networking issues/social media applications 
across Navy and DoD from Dr. Gail Thomas and Dr. Deborah Gibbons; 
Cebrowski Institute from Ms. Susan Higgins; ITACS and Institutional 
Planning from Dr. Christine Haska and Dr. Fran Horvath.
A Memorandum of Understanding was drafted by the Defense 
Language Institute (DLI) detailing Dr. Christine Haska’s eighteen month 
responsibility in assisting DLI in making its transition to the .edu. DLI 
will also hire a Chief Technology Officer who will report to Dr. Haska 
during the transition. The partnership will leverage the resources of both 
institutions to benefit both.
On September 1st, 2010 Joe LoPiccolo and Jon 
Russell presented to the Joint Foreign Area 
Officers Skill Sustainment Pilot Program (JFSSPP) 
Stakeholder Conference in Washington DC. This 
joint conference pulled together leaders in the 
Foreign Area Officer community to discuss how 
to ensure that current and future FAO’s are 
as prepared as possible to fulfill their mission. 
The subject of the presentation was FAOweb, 
an open source collaboration and continuing 
education portal that ITACS developed for the 
FAO Community.
On September 2nd, 2010 Joe LoPiccolo and Jon 
Russell traveled to the US Naval Academy to meet 
with the Naval Academy CIO, Lou Giannotti, and 
his senior staff. The discussion centered on the 
future of the Naval Higher Education Information 
Technology Consortium, cybersecurity, identity 
management, and future areas of partnership 
between the two institutions. The NHEITC is 
a partnership between the Naval Academy, 
the Naval War College and NPS. The visit also 
included a tour of some of Naval Academy’s IT 
Facilities including their datacenter, computer labs 
and mixed-use classrooms.
Opposite page: Deputy for Information Technology/CIO of the US Naval 
Academy Louis Giannotti, President Oliver and Dr. Christine Haska 
discuss IT-related issues at the Navy Higher Education Information 
Technology Consortium annual meeting in June.
JFSSPP Stakeholder Conference
Naval Academy
General Keith B. Alexander, USA is the current Director, 
National Security Agency (DIRNSA), Chief Central 
Security Service (CCSS) and Commander United States 
Cyber Command. General Alexander visited in NPS and 
DLI in September, while here as the graduation speaker. 
He spent time with the NPS leadership and faculty, 
including the Vice President of Information Resources/
CIO. While visiting with the VPIR/CIO they visited the 
DLI-FLC and discussed the collaborative efforts the 
two institutions are embarking on related to the .edu 
network. The General emphasized the importance of 
research and the curricula focused on cybersecurity. He 
noted that he sees NPS and the Air Force Institute of 
Technology as the “go to” institutes within DoD for the 
Cybersecurity research and curricula.
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Above: Chief Information Officer (CIO) for the state of California Teri Takai and Dr. Christine Haska watch a 4K streaming presentation as 
part of Dr. Takai’s orientation to the NPS IT environment.
The Navy Higher Education Information Technology 
Consortium (NHEITC) met at NPS for their annual 
meeting from June 15-17, 2010. CIOs from the Naval War 
College, the United States Naval Academy and NPS 
discussed policy issues and recommendations related 
to the thumb drive ban, how to develop a common 
approach and position on security, cybersecurity 
and information assurance issues, and conducted a 
site visit to Oracle and Apple. The session covered 
new technologies being implemented in a newly 
constructed building at Stanford Medical with state-
of-the-art capabilities in classroom presentations that 
will allow courses to be captured and automatically 
posted within several hours. Students will utilize Smart 
phone technology to download relevant information 
for reviewing course content, or for use in resident 
medical programs. 
Because the alliance of the NHEITC is crucial, NPS 
volunteered to assist the Naval War College in 
their search for a new Chief Information Officer. 
Dr. Christine Haska also served on the CIO Search 
Committee for the Defense Language Institute (DLI), a 
position critical to continue the working relationship 
that NPS has with that institution as well. 
Chief Information Officer (CIO) for the 
state of California Teri Takai, who has 
been recommended by the President 
Obama administration to become the next 
Department of Defense CIO, visited the NPS 
campus on July 16, 2010. Dr. Karl van Bibber 
provided a research overview. CIOs from 
neighboring agencies and institutions such 
as the Monterey Peninsula Department of 
Defense Net and the City and County of 
Monterey participated in a working lunch 
with Dr. Takai.
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Mr. Dave Rossetti, Vice President for Research 
and University Relations for Cisco Systems visited 
NPS twice in 2010.
NPS hosted a team from Cisco led by 
Mr. Dave Rossetti, Vice President for 
Research and University Relations on 
February 1, 2010. The group received an 
overview and tour of the CENETRIX Lab 
and met with President Oliver, Drs. Karl 
van Bibber, Geoffrey Xie, Alex Bordetsky, 
Robert Beverly, Tri Ha, Dan Boger, and 
Christine Haska. Mr. Rossetti also joined 
the Team Monterey group for a visit to 
Camp Roberts and Fort Hunter-Liggett on 
August 12, 2010, to watch a TNT exercise 
and receive a Satellite Communications 
Station (SATCOMSTA) briefing.
Avaya President and CEO Kevin Kennedy, former Vice President of Cisco, 
visited NPS in August and engaged in discussions related to the NPS 
telecommunications and ITACS’ unified communications initiative with Dr. 
Christine Haska and senior managers.
Partnerships and Outreach: Industry
•	 Campus Technology 2010: “A Business Policy Framework 
for Public Sector Distance Education,” presented by Mr. 
Jon Russell. 
•	 EDUCAUSE 2010: “A Sakai-LifeRay Mashup: Lessons 
Learned from an Attempted Integration,” general session 
presentation by Mr. Jon Russell, Director of Educational 
Technologies.
•	 EDUCAUSE 2010: “Low Budget, High Definition: Building 
a High-Definition Streaming Video Portal with Limited 
Resources” poster session by Mr. Cullen Jones.
•	 Military Education Coordination Council: “Sakai as an 
Open Source LMS Solution,” presented by Mr. Jon Russell. 
•	 Western Association of Schools and Colleges Annual 
Conference: “Collaborating Support Services in a Growing 
Academic Environment” presented by Ms. Colleen Nickles, 
Vice President of Finance and Administration, and Dr. 
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Partnerships and Outreach: Peer Institutions
From February 7-9, 2010, a team from Rensselaer 
Polytechnic Institute — Dr. Robert Palazzo, Provost 
and Chief Academic Officer; Dr. Prabhat Hajela, Vice 
Provost and Dean, Undergraduate Education; Mr. 
John Kolb, Vice President for Information Services & 
Technology and CIO; and Mr. Bill Walker, Vice President 
for Strategic Communications & External Relations 
— visited DLI and NPS, toured MOVES, and met with 
President Oliver, Dr. James Wirtz, CDR Joseph Sullivan, 
Dr. Fran Horvath, Dr. Christine Haska and ITACS leaders 
to discuss language acquisition strategies and strategic 
planning processes. A team of research scientists from 
Rensselaer Polytechnic Institute (RPI) attended the 
MOVES Summit from July 12-15, 2010. President Shirley 
Ann Jackson of RPI will be attending the NPS Board of 
Advisors meeting in October. 
On February 18, 2010, a group from the National 
Defense University (NDU) visited NPS to discuss 
processes related to institutional strategic planning and 
IT planning and operations with campus leaders and 
ITACS’ senior management. The NDU team included 
Dr. Linton Wells, Distinguished Research Professor; 
Dr. Paulette Robinson, Assistant Dean for Teaching, 
Learning, and Technology; Dr. Donald Mosser, Dean 
of Administration Chief of Staff; Mr. Walker Hardy, 
Research Associate; Dr. Ken Pisel, Chief of Educational 
Technology for the Joint Forces Staff College/NDU; 
Ms. Meg Tulloch, Director of the NDU libraries; COL 
Joe Adams, CIO; and Dr. Scott Loomer, Senior faculty 
member from the Industrial College of the Armed 
Forces (ICAF). 
NPS senior leaders were invited by Director George H. 
Miller of Lawrence Livermore National Laboratory for 
a day of briefings and discussions to reinvigorate and 
expand our strategic relationship. Dr. Christine Haska 
and Mr. Joe LoPiccolo participated in the visit, which 
included a tour through the nuclear weapons vault 
and the Terascale Simulations Facility and Visualization 
Center.
Mr. Jim Riedel of the Defense Personnel Security 
Research Center (PERSEREC) is in discussions with Dr. 
Christine Haska about possibly procuring data center 
capabilities from ITACS when PERSEREC moves from its 
headquarters at Heritage Harbor to Ryan Ranch. 
Dr. Christine Haska attended the ribbon-cutting at the 
University of California Santa Cruz (UCSC) in early 
April, celebrating the completion of their direct fiber 
connection over Highway 17, an achievement that 
benefits not only UCSC, but all institutions of higher 
education within the region. 
Dr. Christine Haska participated in the Cisco Higher 
Education Executive Exchange from July 26-27, 2010. 
Seven NPS proposals were submitted for consideration; 
4 have been funded.
(From left to right): Gary Hughes, 
Associate Vice President, Administrative 
Information Systems and Library 
Services, President Phoebe K. Helm of 
Hartnell College and MISA consultant 
Peter Gaarn joined Dr. Christine Haska 
on July 19, 2010 to engage in discussions 
with NPS leaders and President Raul 
Rodriquez of San Joaquin Delta College 
about open source solutions within the 
IT environment.
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ITACS Five-Year Strategic 
Goals and FY11 Initiatives
Five-Year Strategic Goals
FY11 Initiatives
•	 Establish appropriate wireless network access 
controls and policies with respect to applications 
and networks.
•	 Monitor tools will capture metrics on the use of 
remote access and be used to measure resource 
requirements and security capabilities. These metrics 
will be included as part of network performance 
metrics.
•	 Provide a flexible education and research network 
environment, which is as accessible and open 
as possible to enable academic work which is 
consistent with other research universities.
•	 Security audits will be conducted on a regular basis.
•	 Using the ITACS Disaster Recovery Plan as a guide, 
develop partnerships with local Department of 
Defense (DoD) agencies for cooperative data and 
service redundancy.
•	 Implement virtualized architectures for critical 
services.
•	 Capitalize on the full capability of the upgrade to a 
10 gigabit physical infrastructure.
•	 Leverage NPS membership in the Corporation for 
Education Network Initiatives in California (CENIC) 
and associated connections to the California 
Research and Education Network (CalREN) for 
research and education. 
•	 Build into the NPS plan the regular refresh and 
upgrade of the School’s wireless networks and wired 
plant.
•	 Develop an integrated approach to voice, video and 
data network requirements.
•	 Users require access to all internal NPS resources: 
remote access is required as a core business 
capability.
•	 Include off-site when upgrading the enterprise 
backup and restore capability.
•	 Create professional services for programming 
support and technical expertise for faculty and 
students. 
•	 Expand innovation throughout the IT staff: allow 
development, testing and experimentation of new 
technologies. 
•	 Incorporate security and privacy practices into 
the daily business processes at the university and 
continue to research solutions to evolving threats. 
Cyberinfrastructure
•	 Installation of 911Ect.
•	 Introduce simpler guest wireless access method
•	 Introduction of Unified Communications (UC) to 
the campus.
•	 Migration of the campus to Outlook 2010 to full 
advantage of the full range of services provided by 
the Exchange 2010 migration. 
•	 Continue to grow the backup and retention 
capacity of the .edu in a cost effective manner.
•	 Continue to increase the capacity in the VM farms 
as demand for server hosting continues to grow.
•	 Take action based on the results of the FY10 
wireless access survey to improve wireless service 
in areas identified as have service that was close to 
complete utilization.
•	 Continue the green IT initiatives working with 
Public Works to improve the power efficiency of 
the data center
•	 Complete the new Network Operation Command 
Center and Collaboration Space.
•	 Continue efforts toward a comprehensive Identity 
Management capability.
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Cybersecurity and Privacy FY11 Initiatives
•	 Continue enabling the Network Access Control capabilities on the network.
•	 Test and deploy a Personally Identifiable Information (PII) Data at Rest detection and protection solution.
•	 Refine and mature the centralized logging capability with an activity correlation and reporting tool.
•	 Team with external Computer Network Defense (CND) service providers to share information about known 
threats and vulnerabilities.
Five-Year Strategic Goals
•	 Invest in the infrastructure and research required 
to make learning resources more flexible and 
mobile.
•	 For distributed learning purposes, begin integrating 
audio and video capture functionality into all 
learning spaces.
•	 Actively research and pilot emerging technologies 
to ascertain their potential to increase the 
effectiveness of distributed education programs.
•	 Develop an academic portal which will deliver 
technologies, required software, electronic 
educational materials and a single sign on (SSO), to 
promote delivery of information and resources to 
the student based on curriculum and permissions.
•	 Present with faculty at national conferences to 
promote the solutions that NPS has deployed.
•	 Expand the NPS computational and data GRID to 
enable research with large data sets, immense 
computations in a distributed environment.
•	 Improve processes and explore leading-edge 
technology to meet the functionality required by 
faculty and researchers
•	 Upgrade and deliver technologies and systems 
capable of supporting the fivefold growth in the 
distributed learning population.
•	 Update and repurpose learning spaces to reflect 
active learning principles that leverage the power 
of information technology to enhance the learning 
experience in both classified and unclassified 
environments. 
Academic Applications and Services
Academic Media Services FY11 Initiatives
•	 Develop automated password reset functionality 
for NPS passwords
•	 Investigate moving Sakai to the classified areas
•	 Fully launch the EMS conference room request 
system
•	 Enable the use of virtual desktops in NPS 
classrooms and labs
•	 Enable virtual deliver of academic software via the 
NPS portal or some other means
•	 Continue to develop academic system portlets for 
the NPS portal
•	 Continue to expand external DoD partnerships, 
especially in areas of learning technologies
•	 Launch the lifecycle replacement to the aging 
Vbrick video streaming system
•	 Launch the Air Force Language Enabled Airmen 
Program in conjunction with the Defense Language 
Institute
•	 Physically combine the AV shop, PC shop and lab 
support group
•	 Install “red phones” in all NPS classrooms and labs 
for emergency faculty support
•	 Fully configure and launch a paperless workflow 
for the AV system
•	 Install and configure the VTC bridge replacement
•	 Refine the labs and classroom recapitalization plan 
in order to improve sustainability
64 Naval Postgraduate School
Administrative Applications and Services
•	 Complete the academic information data 
warehouse
•	 Complete the integration of faculty data into an 
enterprise storage system
•	 Implement an enterprise web-based calendaring 
system
•	 Complete phase 2 (ITACS usability testing) and start 
phase 3 (launch to NPS community) of the web 
portal
•	 Complete the creation of documentation and 
business processes to support an enterprise Wiki 
and launch to the NPS community
•	 Continue supporting the NPS transition to the Kuali 
community open source software (Kuali Financial 
System, Kuali Coeus, Kuali Student, and Kuali Rice)
•	 Select replacement Web Content Management 
(WCM) system and begin transition process
•	 Begin transition to SharePoint 2010
Five-Year Strategic Goals
FY11 Initiatives
•	 Use open source applications and standards where possible and appropriate.
•	 Continue to improve business systems that support the university environment.
•	 Evaluate emerging web technologies and leverage their flexibility and ease of use to 
administrative services to the university.
•	 Implement a NPS portal to connect people, information and tools and to deliver training. 
•	 Continue to professionalize ITACS resource accountability to include Human Resources (HR), budget, space, 
equipment, and contracts.
•	 Improve customer service at the university, including training and workshops.
•	 Ensure appropriate levels of funding for staffing and technology to deliver flagship-level services in support of 
NPS strategic imperatives.
Five-Year Strategic Goals
Research Computing FY11 Initiatives
•	 Add infiniband interconnect functionality to the entire hamming supercomputer.
•	 Continue series of short courses that educate users on cutting-edge research computing topics. 
•	 Develop NPS visualization for Research Computing.
•	 Implement a sustainable HPC program.
•	 Increase the disk storage capacity of hamming.
•	 Pursue a general purpose GPU initiative, and continue the GPU computing initiative.
•	 Use the hamming supercomputer to produce research computing content for the Sony 4K system.
•	 Utilize the CENIC connection to rapidly receive and deliver data from partner institutions. 
Information Technology Resources
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•	 Continue to develop alternative funding such as grant opportunities and consortium arrangements.
•	 Conduct budget review of ITACS expenditures and develop cost models for services provided.
•	 Continue the update and review of all position descriptions. 
•	 Expand use of KFS to include report generation and expense tracking.
•	 Fill vacant positions.
•	 Continue to expand venues for communications on 
Information Technology
•	 Continue to develop partnerships within DoD, 
industry, education and research in support of the 
School’s strategic imperatives.
•	 Ensure that IT as a strategic institutional resource 
maintains its status as a core competency.
•	 Continue participation in the Navy Higher 
Education IT Consortium which provides a formal 
venue for the review of best practices, common 
approaches to shared challenges and cooperative 
initiatives.
•	 Continue coordination of IT-related corporate 
vendor relations within ITACS.
•	 Continue participation in the Monterey Peninsula 
DoDNet, an infrastructure made possible by the 
City of Monterey, for connection of the regional 
DoD assets.
•	 Continue partnership with the state higher 
education network, CalREN and the Corporation for 
Education Network Initiatives in California (CENIC).
•	 Make outreach to the local communities a part of 
the central IT agenda.
Five-Year Strategic Goals
Communications, Partnership and Outreach
•	 Continue partnerships with the city of Monterey, 
California State University Monterey Bay, 
Department of Defense Monterey Peninsula, and 
other local institutions.
•	 Continue partnerships with Kuali Financial Systems 
consortium, Kuali Student Consortium, Sakai 
Consortium, Liferay consortium, EDUCAUSE, DON, 
NETWARCOM, the US Naval Academy, Naval War 
College, Internet2, and CENIC.
•	 Create or strengthen partnerships with industry.
•	 Create or strengthen partnerships with peer 
institutions.
•	 Create or strengthen partnerships with 
departments and campus leadership. 
•	 Create or strengthen partnerships with local city, 
county and state agencies.
FY11 Initiatives
FY11 Initiatives
•	 Report annually on IT expenditures.
•	 Continue implementation of management practices that include a five-year strategic plan for ITACS.
•	 Develop annual operational plans that align with the five-year IT Strategic plan.
•	 Include an IT-review of all proposals for institutional funding to realize economies of scale and to ensure that 
technology investments are consistent with support and maintenance policies.
•	 Encourage partnerships between IT and other NPS departments to leverage opportunities and resources.
•	 Evaluate customer service through regular surveys.
•	 Seek out partnerships and consortia arrangements with peer institutions to better leverage IT investments.
•	 To ensure efficient IT planning, formally include IT requirements planning in any and all plans for renovations 
or new construction.
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Information Technology Task Force
Christine Haska















Chair, Computer Science and Director, 
Cebrowski Institute
Simson Garfinkel















Director, Center for Design, Development 
and distribution
Colleen Nickles
Vice President of Finance and Administration
Rudy Panholzer
Professor and Chair, Space Systems 
Academic Group
Loren Peitso




Senior Lecturer, Operations Research
CDR Margaret Schult
Director, Information Professional Center of 
Excellence
Jonathon Reedy
Manager, Dudley Knox Library Systems
Jack Shishido
Supervisor, Office of the Comptroller
Scott Siegel
Assistant Professor, National Security Affairs
Kristen Tsolis
Lecturer, Defense Analysis
Director of Academic and 
Media Systems, Jon Russell, and 
Audio-Visual Systems Engineer, 
Harry Thomas, watch as the 4K 
Projector from behind displays 
its crisp imagery�
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Professor Wieslaw Maslowski’s visualization of sea ice thickness in the polar ice caps of the northern hemisphere. His modeling studies of 
the Arctic Ocean have demonstrated the importance of understanding the ice thickness distribution and its variability in addition to ice 
area. Both measures are required to determine the total sea ice volume and its change in response to global warming, but only sea ice area 
is readily available from satellite observations. Basin-wide sea ice thickness distribution and its long term variability can only be derived 
from numerical model simulations, as shown in this figure where dark blue shading represents thinner ice and bright blue to yellow and 
red shading defines increasingly thicker ice.










Director, Information Technology Resources
LCDR Simon McLaren
Director, Cyberinfrastructure and Core 
Services
Alan Pires
Director, Enterprise Information Systems
Jon Russell
Director, Academic and Media Systems
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