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ON THE RATE OF APPROXIMATION IN FINITE-ALPHABET
LONGEST INCREASING SUBSEQUENCE PROBLEMS
By Christian Houdre´1 and Zsolt Talata2
Georgia Institute of Technology and University of Kansas
The rate of convergence of the distribution of the length of the
longest increasing subsequence, toward the maximal eigenvalue of
certain matrix ensembles, is investigated. For finite-alphabet uniform
and nonuniform i.i.d. sources, a rate of logn/
√
n is obtained. The
uniform binary case is further explored, and an improved 1/
√
n rate
obtained.
1. Introduction. In this paper, we consider the length of the longest in-
creasing subsequence of a random word of size n for general i.i.d. sequences
with alphabet of fixed size m. As n→∞, the limiting distribution of the
normalized length has direct connections to random matrix theory. If the
i.i.d. sequence is uniformly distributed, Tracy and Widom [17] proved that
the limiting distribution is that of the largest eigenvalue of the m×m trace-
less Gaussian Unitary Ensemble (GUE); while for general i.i.d. sequences,
Its, Tracy and Widom [9, 10] showed it to be the distribution of the largest
eigenvalue of a direct sum of certain elements of GUEs.
Limiting distributions in similar problems have also been formulated as
Brownian functionals [1, 5, 6, 8]. In particular, in [8], the length of the longest
increasing subsequence is obtained as a random walk functional, and the
limiting distribution, as a Brownian functional. This direct approach allows
us to explore several questions of probabilistic and statistical nature in this
problem, such as the investigation of the rate of convergence to the limiting
distribution, which is done below.
To briefly describe the content of the paper, for general i.i.d. sequences
we derive, in Section 4, an upper bound of order logn/
√
n on the rate of
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convergence, using strong approximation techniques. In the special case of
uniform binary sequences (m= 2), the rate is sharpened in Section 5 to the
order 1/
√
n.
In previous and related studies, the rate of convergence of certain ran-
dom walk functionals has been investigated. For example, in queuing the-
ory, Glynn and Whitt [5] obtained a similar rate via the KMT technique. In
that problem, although the functional of an m-dimensional random walk is
similar, the random walks are mutually independent, which is not our case.
Moreover, what is meant there by rate of convergence is an almost sure up-
per bound on the deviation between the random walk and the Brownian
functional. The order of that bound is given, but its constant factor may
depend on the realization of the process. Here, the random walks are depen-
dent, and by rate of convergence, we mean an upper bound on the deviation
of the distribution functions.
Although the Skorokhod embedding of random walks usually provides a
rate of O(n−1/4) [14], when the random walk is one dimensional and the
functionals are the supremum or the local score, Etienne and Vallois [3]
obtained a rate of O(
√
logn/n) using embedding techniques. It is not clear
whether or not their results can be used or generalized to our problem.
To begin we introduce in the next section some notation and also sum-
marize some of the interplay between the longest increasing subsequence
problem and random matrix theory.
2. Longest increasing subsequences. Let X1,X2, . . . be a sequence of
i.i.d. random variables with values in the ordered alphabetA= {α1, . . . , αm},
where α1 < α2 < · · ·< αm. Let pr = P(X1 = αr), r = 1, . . . ,m, with pmax =
max1≤r≤m pr and let also k be the multiplicity of pmax among the probabil-
ities pr (1≤ r≤m).
k =#{r : 1≤ r≤m,pr = pmax}.(2.1)
Finally, let LIn be the length of the longest increasing subsequence ofX1, . . . ,
Xn, that is,
LIn =max{j :Xi1 ≤Xi2 ≤ · · · ≤Xij , for some 1≤ i1 < i2 < · · ·< ij ≤ n}.
Properly renormalized, LIn is known to converge to the maximal eigenvalue
of some matrix ensemble (see [9–11, 17]). In fact, in the notation of [8],
LIn − npmax√
npmax
⇒ Jk,(2.2)
where
√
pmaxJk =− 1
m
m−1∑
r=1
rσrB˜
r(1) + max
0=t0≤t1≤···
≤tm−1≤tm=1
tr=tr−1,r∈I∗
m−1∑
r=1
σrB˜
r(tr),(2.3)
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with σ2r = pr + pr+1 − (pr − pr+1)2, r = 1,2, . . . ,m − 1 and I∗ = {r :pr <
pmax,1 ≤ r ≤m}. Above, (B˜1(t), . . . , B˜m−1(t))⊤ is an (m− 1)-dimensional
driftless Brownian motion with covariance matrix
t

1 ρ1,2 ρ1,3 · · · ρ1,m−1
ρ2,1 1 ρ2,3 · · · ρ2,m−1
...
...
. . .
. . .
...
...
... 1 ρm−2,m−1
ρm−1,1 ρm−1,2 · · · ρm−1,m−2 1
 ,
where
ρr,s =

−pr + µrµs
σrσs
, if s= r− 1,
−ps + µrµs
σrσs
, if s= r+1,
−µrµs
σrσs
, if |r− s|> 1,1≤ r, s≤m− 1,
and µr = pr − pr+1, 1≤ r ≤m− 1.
Next, let
Hm =
√
2
{
− 1
m
m−1∑
r=1
rB¯r(1) + max
0≤t1≤···
≤tm−1≤1
m−1∑
r=1
B¯r(tr)
}
,(2.4)
where (B¯1(t), . . . , B¯m−1(t))⊤ is an (m− 1)-dimensional driftless Brownian
motion with covariance matrix
t

1 −1/2 ©
−1/2 1 −1/2
. . .
. . .
. . .
© −1/2 1 −1/2
−1/2 1
 .
Comparing (2.4) and (2.3), it is immediate that if the distribution on the
alphabet A is uniform, that is, pr = 1/m, r = 1, . . . ,m, then k =m, µr = 0,
σ2r = 2/m, and thus Jm =Hm, and therefore
LIn − n/m√
n/m
⇒Hm.
Actually, similar results hold true for countable alphabets (see [8]) and our
methodology also gives the rate in that case.
Let us now briefly recall the connections, originating in [1] and [6], between
random matrix theory and the Brownian functionals encountered in the
present paper.
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An m×m element of the Gaussian Unitary Ensemble (GUE) is an m×m
Hermitian random matrix {Yi,j}1≤i,j≤m with Yi,i ∼ N(0,1) for 1 ≤ i ≤m,
Re(Yi,j) ∼ N(0,1/2) and Im(Yi,j) ∼ N(0,1/2) for 1 ≤ i < j ≤ m, and Yi,i,
Re(Yi,j), Im(Yi,j) are mutually independent for 1≤ i≤ j ≤m.
Writing x(m) = (x1, x2, . . . , xm) ∈ Rm for any m ≥ 1, letting ∆(x(m)) =
Π1≤i<j≤m(xi − xj) be the Vandermonde determinant, the following facts
hold true.
First, from [17] and [8], λ
(m,0)
1
L
=Hm, where λ
(m,0)
1 is the largest eigenvalue
of the m×m traceless GUE. Using the joint density of the eigenvalues of
the traceless m×m GUE [15, 17], the distribution function of Hm can be
computed directly, for all m≥ 2 and all s≥ 0, as
P(Hm ≤ s) = c0m
∫
{maxxj≤s}
e−(1/2)
∑m
i=1 x
2
i∆(x(m))2λm(dx
(m)),(2.5)
where λm is the Lebesgue measure concentrated on the hyperplane Lm =
{x ∈Rm :∑mi=1 xi = 0}, and where
(c0m)
−1 =
∫
Rm
e−(1/2)
∑m
i=1 x
2
i∆(x(m))2λm(dx
(m)) = (2pi)(m−1)/2
m−1∏
i=0
i!.
Note that Hm is a.s. nonnegative, and so P(Hm ≤ s) = 0 for all s < 0.
Second, for all k ≥ 2, Jk can be represented [7, 8] as
Jk =Hk +
√
1− kpmax
k
Z,(2.6)
where Z is a standard normal random variable and, moreover, Hk and Z
are independent, while, J1 =
√
1− pmaxZ.
The distribution of Jk can be described [9, 10] as the largest eigenvalue
of the direct sum of d mutually independent GUEs, each of size kj × kj , 1≤
j ≤ d, subject to the eigenvalue constraint ∑mi=1√piλi = 0. The kj are the
multiplicities of the probabilities having common values, the pi are ordered
in nonincreasing order and the eigenvalues are ordered in terms of the GUEs
corresponding to the appropriate values of pi.
As shown in [10], for any k ≥ 1 and all s ∈R, Jk has distribution given by
P(Jk ≤ s)
= ck,pmax
∫
{maxxj≤s}
e−(1/2)[
∑k
i=1 x
2
i+(pmax/(1−kpmax))(
∑k
i=1 xi)
2]∆(x(k))2 dx(k),
where
c−1k,pmax =
∫
Rk
e−(1/2)[
∑k
i=1 x
2
i+(pmax/(1−kpmax))(
∑k
i=1 xi)
2]∆(x(k))2 dx(k).
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Below, we study the rate of approximation in (2.2) and prove (see Sec-
tion 4) that
sup
x∈R
∣∣∣∣P(LIn − npmax√npmax ≥ x)− P(Jk ≥ x)
∣∣∣∣≤C(m,k) logn√n ,
where the constant C(m,k) depends only on m and k.
3. Upper bounds on the density functions. Our first results provide up-
per bounds on the density of the functionals Jk and Hk.
Proposition 3.1. (i) Let fHk be the probability density function of Hk.
Then, for any k = 2,3, . . . ,m,
sup
x∈R
fHk(x)≤ k3k(2pie2)k/2
√
e
pi
.
(ii) Let fJk be the probability density function of Jk. Then, for any k =
2,3, . . . ,m− 1,
sup
x∈R
fJk(x)≤min
{√
k
2pi(1− kpmax) , k
3k(2pie2)k/2
√
e
pi
}
and for k = 1, supx∈R fJ1(x) = 1/
√
2pi(1− pmax).
Remark 3.2. The distribution function of the largest eigenvalue of the
k× k GUE can be computed directly [15], and so does the one of the k× k
traceless GUE in (2.5). Its derivative, the density function, is upper bounded
by k times the density function of the one-dimensional marginal of the dis-
tribution of the eigenvalues of the k × k GUE. Both the joint density of
the eigenvalues of the k × k GUE and its marginals have a determinantal
representation using Hermite polynomials [15], Section 6.2, which provides
an upper bound of order k5/6 on the density of the largest eigenvalue of the
k × k GUE. In turn, this gives the order of the constant with the rate of
convergence logn/
√
n, in the framework of [5].
For the joint and marginal density of the eigenvalues of the k × k trace-
less GUE, a determinantal representation does not seem to be available.
One can still conjecture a polynomial upper bound on the supremum of the
density of the largest eigenvalue of the k × k traceless GUE, but the au-
thors’ efforts did not lead to such a bound in part (i) of Proposition 3.1.
Indeed, the traceless condition induces dependencies between the entries of
the Gaussian random matrix making the analysis more delicate than in the
GUE case.
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Proof. First for (ii) using (2.6), for k > 1,
fJk(x) =
∫
R
fHk(u)f
√
(1−kpmax)/kZ(x− u)du
≤ sup
u∈R
fHk(u),
and use (i). Similarly, for k <m,
sup
x∈R
fJk(x)≤ sup
u∈R
f√
(1−kpmax)/kZ(u) =
√
k
2pi(1− kpmax) .
Now for (i), to upper bound the density of Hk, consider its cumulative
distribution function. By (2.5),
P(Hk ≤ s) = 1
(2pi)(k−1)/2
×
∫
{maxxj≤s}
exp
(
−1
2
k∑
i=1
x2i +2
∑
1≤i<j≤k
log |xi − xj |
−
k−1∑
i=1
log i!
)
λk(dx),
and so
P(s≤Hk ≤ s+ ε)
=
∫
{s≤maxxj≤s+ε}
e−(1/2)(1−2/ν2)
∑k
i=1 x
2
i
(2pi)(k−1)/2
(3.1)
× exp
(
− 1
ν2
k∑
i=1
x2i +2
∑
1≤i<j≤k
log |xi − xj | −
k−1∑
i=1
log i!
)
λk(dx)
for any ν >
√
2. In order to dominate the first term of the integrand in (3.1),
a bound (see [15], Appendix A.6) going back to Stieltjes, asserts that
1
2
k∑
i=1
x2i −
∑
1≤i<j≤k
log |xi − xj |
≥ 1
4
k(k− 1)(1 + log 2)− 1
2
k∑
i=1
i log i.
Hence,
1
ν2
k∑
i=1
x2i − 2
∑
1≤i<j≤k
log |xi − xj |
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= 2
(
1
2ν2
k∑
i=1
x2i −
∑
1≤i<j≤k
log |xi − xj|
)
= 2
(
1
2
k∑
i=1
(
xi
ν
)2
−
∑
1≤i<j≤k
log
∣∣∣∣xiν − xjν
∣∣∣∣
)
− k(k− 1)
2
2 log ν(3.2)
≥ 2
(
1
4
k(k − 1)(1 + log 2)− 1
2
k∑
i=1
i log i
)
− k(k− 1) log ν
=
1
2
k(k− 1)(1 + log 2)−
k∑
i=1
i log i− k(k− 1) log ν.
On the other hand,
k−1∑
i=1
log i! =
k−1∑
i=1
i∑
j=1
log j =
k−1∑
j=1
(k− j) log j
(3.3)
= k log(k− 1)!−
k−1∑
i=1
i log i.
Combining (3.2) and (3.3) leads to
exp
(
− 1
ν2
k∑
i=1
x2i +2
∑
1≤i<j≤k
log |xi − xj | −
k−1∑
i=1
log i!
)
≤ exp
(
−1
2
k(k− 1)(1 + log 2) + k(k − 1) log ν − k log(k − 1)!(3.4)
+ 2
k−1∑
i=1
i log i+ k log k
)
.
Here, using Stirling’s inequality (see Feller [4], page 54)
(k− 1)!>
√
2pi(k − 1)(k− 1)(k−1)e−(k−1)+1/(12(k−1)+1) ,
and
k−1∑
i=1
i log i≤
∫ k
1
i log i di=
k2
2
log k− k
2
4
+
1
4
,
the exponent in (3.4) can be upper bounded by
−1
2
k(k − 1)(1 + log 2) + k(k− 1) log ν − k(k− 1) log(k − 1)
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− k
(
−(k− 1) + 1
12(k − 1) + 1 + log
√
2pi(k − 1)
)
+ k log k
+ k2 log k− k
2
2
+
1
2
= k2
(
−1
2
(1 + log 2) + log ν − log(k − 1) + 1+ log k− 1
2
)
+ k
(
1
2
(1 + log 2)− log ν + log(k− 1)
− 1− 1
12(k − 1) + 1 + log
√
2pi(k − 1) + log k
)
+
1
2
≤ k2
(
log
ν√
2
+ log
k
k− 1
)
+
5
2
k log k+ k log
√
4pi
ν2e
+
1
2
.
And the bound (3.4) becomes
exp
(
−1
4
k∑
i=1
x2i +2
∑
1≤i<j≤k
log |xi − xj | −
k−1∑
i=1
log i!
)
≤
(
ν√
2
)k2( k
k− 1
)k2
k5k/2
(
4pi
ν2e
)k/2√
e(3.5)
≤
(
ν√
2
)k2
k5k/2
(
4pie
ν2
)k/2√
e.
Thus (3.1) becomes
P(s≤Hk ≤ s+ ε)≤
(
ν√
2
)k2
k5k/2
(
4pie
ν2
)k/2
(3.6)
×√e
∫
{s≤maxxj≤s+ε}
e−(1/2)(1−2/ν2)
∑k
i=1 x
2
i
(2pi)(k−1)/2
λk(dx).
On the hyperplane Lk ⊂Rk, the function
1
(2pi)(k−1)/2[(1− 2/ν2)−1](k−1)/2 e
−(1/2)(1−2/ν2)∑ki=1 x2i
is the probability density function of the (k− 1)-dimensional normal distri-
bution with mean (0, . . . ,0) ∈Rk−1 and covariance [(1−2/ν2)−1]Ik−1, where
Ik−1 is the (k− 1)-dimensional identity matrix. Therefore,∫
{s≤maxxj≤s+ε}
e−(1/2)(1−2/ν
2)
∑k
i=1 x
2
i
(2pi)(k−1)/2
λk(dx)
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=
(
1− 2
ν2
)−(k−1)/2
×
∫
{s≤maxxj≤s+ε}
e−(1/2)(1−2/ν2)
∑k
i=1 x
2
i
(2pi)(k−1)/2[(1− 2/ν2)−1](k−1)/2λk(dx)
≤
(
1− 2
ν2
)−(k−1)/2
(3.7)
×
k∑
j=1
∫
{s≤xj≤s+ε}
e−(1/2)(1−2/ν2)
∑k
i=1 x
2
i
(2pi)(k−1)/2[(1− 2/ν2)−1](k−1)/2λk(dx)
≤
(
1− 2
ν2
)−(k−1)/2 k∑
j=1
√
2ε sup
{s≤xj≤s+ε}
e−(1/2)(1−2/ν
2)x2j√
2pi(1− 2/ν2)−1
≤ ε√
pi
k
(
1− 2
ν2
)−k/2+1
.
Using (3.7), (3.6) yields
P(s≤Hk ≤ s+ ε)
≤
(
ν2
2
)k2/2(
1− 2
ν2
)−k/2+1
εk5k/2+1
(
4pie
ν2
)k/2√ e
pi
.
Choosing ν >
√
2 such that 1− 2/ν2 = 1/k provides(
ν2
2
)k2/2
=
(
1− 1
k
)−k2/2
≤ ek/2,
leading to
P(s≤Hk ≤ s+ ε)≤ εk3k(2pie2)k/2
√
e
pi
,
and the proof is complete. 
4. Rate of convergence results. Below, we study the rate of convergence
in (2.2) and show that:
Theorem 4.1. For any n ∈N, m ∈N, for k = 2,3, . . . ,m,
sup
x∈R
∣∣∣∣P(LIn − npmax√npmax ≥ x
)
− P(Jk ≥ x)
∣∣∣∣
(4.1)
≤ c(m− 1)
(
(m− 1)2σ2max +
(
k3k√
pmax
∧
√
k
pmax(1− kpmax)
))
logn√
n
,
10 C. HOUDRE´ AND ZS. TALATA
where c > 0 is an absolute constant and σmax =max1≤r≤m−1 σr. For k = 1,
(4.1) holds with the minimum replaced by (pmax(1− pmax))−1/2.
Remark 4.2. For k = m, the minimum in (4.14) is m3m+1/2 since√
k/(pmax(1− kpmax)) is then understood to be infinite. In general, the min-
imum is k3k/
√
pmax, if pmax ≥ (k6k−k)/(k6k+1) and
√
k/(pmax(1− kpmax)),
if pmax ≤ (k6k − k)/(k6k+1).
In particular, (4.1) implies the following result which should be contrasted
with Theorem 4 and Theorem 6 of [2].
Corollary 4.3. If k is fixed and m→∞ as n→∞ in such a way that
m= o(n1/4 log−1/2 n), then
LIn − npmax√
npmax
⇒ Jk.
Proof. This immediately follows from Theorem 4.1 since σ2max ≤ 2/m
and 1/m≤ pmax ≤ 1/k. 
Proof of Theorem 4.1. Set Ln = (LIn − npmax)/
√
n, and for i =
1, . . . , n and r = 1, . . . ,m− 1, set also
Zri =

1, if Xi = αr,
−1, if Xi = αr+1,
0, otherwise.
Clearly, VarZri = σ
2
r and EZ
r
i = µr. Set S˜
r
0 = 0 and
S˜rj =
j∑
i=1
Zri − µr
σr
, j = 1, . . . , n,
and then Ln can be written (see the proof of Theorem 3.1 in [8]), as
Ln =− 1
m
m−1∑
r=1
rσr
S˜rn√
n
+ max
0=j0≤j1≤···
≤jm−1≤jm=n
jr=jr−1,r∈I∗
m−1∑
r=1
σr
S˜rjr√
n
+En,(4.2)
where for the remainder term En we have for any ε > 0,
P(|En| ≥ ε)< ε(1 + (m− 1)2σ2max).(4.3)
Letting
H˜n,k =− 1
m
m−1∑
r=1
rσrB˜
r(1) + max
0=j0≤j1≤···
≤jm−1≤jm=n
jr=jr−1,r∈I∗
m−1∑
r=1
σrB˜
r
(
jr
n
)
,(4.4)
APPROXIMATION RATE IN LIS PROBLEMS 11
we have for any ε > 0
P(|Ln/√pmax − Jk|> 2ε)
(4.5)
≤ P(|Ln − H˜n,k|> ε√pmax) + P(|H˜n,k −√pmaxJk|> ε√pmax).
Using Lemmas 4.4 and 4.5 below, (4.5) can be upper bounded by
1 + (m− 1)2σ2max
2
ε
√
pmax + exp
(
−ξε
√
npmax
16(m− 1)
)m−1∑
r=1
(
1 +
σr
√
n
1− |µr|
)
(4.6)
+ 4(m− 1)n exp
( −ε2npmax
8σ2max(m− 1)2
)
.
Now, from Proposition 3.1,
|P(Ln/√pmax ≥ x)− P(Jk ≥ x)|
≤ P(|Ln/√pmax − Jk| ≥ 2ε) + P(x− 2ε≤ Jk ≤ x+2ε)
≤ 1 + (m− 1)
2σ2max
2
ε
√
pmax + exp
(
−ξε
√
npmax
16(m− 1)
)m−1∑
r=1
(
1 +
σr
√
n
1− |µr|
)
(4.7)
+ 4(m− 1)n exp
( −ε2npmax
8σ2max(m− 1)2
)
+ 4εmin
{√
k
2pi(1− kpmax) , k
3k(2pie2)k/2
√
e
pi
}
.
With
ε=
16(m− 1)
ξ
√
pmax
logn√
n
,
the right-hand side of (4.7) becomes
logn√
n
(
8(m− 1)(1 + (m− 1)2σ2max)
ξ
+
1
logn
m−1∑
r=1
(
1√
n
+
σr
1− |µr|
)
+4(m− 1)n−(32/σ2maxξ2) logn−log logn/logn+3/2
+
64(m− 1)
ξ
√
pmax
min
{√
k
2pi(1− kpmax) , k
3k(2pie2)k/2
√
e
pi
})
,
which yields the claim of the theorem. 
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Lemma 4.4. For any ε > 0,
P(|Ln − H˜n,k|> ε)
≤ (1 + (m− 1)2σ2max)
ε
2
+ exp
(
− ξε
√
n
16(m− 1)
)m−1∑
r=1
(
1 +
σr
√
n
1− |µr|
)
,
where ξ > 0 is an absolute constant.
Proof. Comparing (4.2) to (4.4),
|Ln − H˜n,k|
≤ |En|+
m−1∑
r=1
(
1 +
r
m
)
σr max
0≤j≤n
∣∣∣∣ S˜rj√n − B˜r
(
j
n
)∣∣∣∣(4.8)
≤ |En|+2
m−1∑
r=1
σr max
0≤j≤n
∣∣∣∣ S˜rj√n − B˜r
(
j
n
)∣∣∣∣.
For any δ > 0 and 0≤ r≤m− 1,
P
(
max
0≤j≤n
∣∣∣∣ S˜rj√n − B˜r
(
j
n
)∣∣∣∣> δ)= P( max0≤j≤n |S˜rj − B˜r(j)|> δ√n).(4.9)
Applying Sakhanenko’s version of the KMT inequality [12–14, 16] to the
partial sums S˜rj , j = 0, . . . , n, of the i.i.d. random variables (Z
r
i − µr)/σr ,
i= 1, . . . , n, (4.9) can be upper bounded by
(1 +C2
√
n) exp(−C1δ
√
n).(4.10)
Above, C1 = ξλr and C2 = λr, where ξ is an absolute constant and
λr = sup
{
λ :λE
(∣∣∣∣Zri − µrσr
∣∣∣∣3 exp{λ∣∣∣∣Zri − µrσr
∣∣∣∣})≤ E(Zri − µrσr
)2}
= σr sup{λ :λE(|Zri − µr|3 exp{λ|Zri − µr|})≤VarZri }.
Since |Zri − µr| ≤ 2, choosing λ= 1/4 gives
1
4
E
(
|Zri − µr|3 exp
{
1
4
|Zri − µr|
})
= E
(
(Zri − µr)2
|Zri − µr|
4
exp
{ |Zri − µr|
4
})
≤ E
(
(Zri − µr)2
1
2
exp
{
1
2
})
≤VarZri ,
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which implies that λr ≥ σr/4. Next, for any λ > 1/min{1− µr,1 + µr},
VarZri = pr(1− µr)2 + pr+1(1 + µr)2
< λmin{|1− µr|, |1 + µr|}(pr(1− µr)2 + pr+1(1 + µr)2)
≤ λ(pr|1− µr|3 + pr+1|1 + µr|3)
≤ λE(|Zri − µr|3)
≤ λE(|Zri − µr|3 exp{λ|Zri − µr|}),
which implies that λr ≤ σr/min{1 − µr,1 + µr} = σr/(1 − |µr|). Thus, the
upper bound (4.10) becomes(
1 +
σr
√
n
1− |µr|
)
exp
(
−ξσr
4
δ
√
n
)
.(4.11)
Combining (4.11) and (4.3) with (4.8),
P(|Ln − H˜n,k|> ε)
≤ P
(
|En|+2
m−1∑
r=1
σr max
0≤j≤n
∣∣∣∣ S˜rj√n − B˜r
(
j
n
)∣∣∣∣> ε
)
≤ P
(
|En|> ε
2
)
+
m−1∑
r=1
P
(
max
0≤j≤n
∣∣∣∣ S˜rj√n − B˜r
(
j
n
)∣∣∣∣> ε4σr(m− 1)
)
≤ ε
2
(1 + (m− 1)2σ2max) +
m−1∑
r=1
(
1 +
σr
√
n
1− |µr|
)
exp
(
−ξσr
4
ε
4σr(m− 1)
√
n
)
,
and the proof is complete. 
Lemma 4.5. For any ε > 0,
P(|H˜n,k −√pmaxJk|> ε)≤ 4(m− 1)n exp
( −ε2n
8σ2max(m− 1)2
)
.
Proof. Comparing (2.3) and (4.4),
|H˜n,k −√pmaxJk|
≤
m−1∑
r=1
(
1 +
r
m
)
σr max
0≤j≤n−1
sup
0≤t≤1/n
∣∣∣∣B˜r( jn + t
)
− B˜r
(
j
n
)∣∣∣∣(4.12)
≤ 2
m−1∑
r=1
σr max
0≤j≤n−1
sup
0≤t≤1/n
∣∣∣∣B˜r( jn + t
)
− B˜r
(
j
n
)∣∣∣∣.
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Here, for any δ > 0 and 0≤ r≤m− 1,
P
(
max
0≤j≤n−1
max
0≤t≤1/n
∣∣∣∣B˜r( jn + t
)
− B˜r
(
j
n
)∣∣∣∣> δ)
≤
n−1∑
j=0
P
(
max
0≤t≤1/n
∣∣∣∣B˜r( jn + t
)
− B˜r
(
j
n
)∣∣∣∣> δ)
=
n−1∑
j=0
P
(
max
0≤t≤1
|B˜r(t)|> δ√n
)
(4.13)
=
n−1∑
j=0
2P(|N(0,1)|> δ√n)
≤ 4n exp(−δ2n/2),
where, above, we have used standard Gaussian estimates. Using (4.12) and
(4.13), we finally get
P(|H˜n,k −√pmaxJk|> ε)
≤ P
(
2
m−1∑
r=1
σr max
0≤j≤n−1
sup
0≤t≤1/n
∣∣∣∣B˜r( jn + t
)
− B˜r
(
j
n
)∣∣∣∣> ε
)
≤
m−1∑
r=1
P
(
max
0≤j≤n−1
sup
0≤t≤1/n
∣∣∣∣B˜r( jn + t
)
− B˜r
(
j
n
)∣∣∣∣> ε2σr(m− 1)
)
≤ 4(m− 1)n exp
( −ε2n
8σ2max(m− 1)2
)
.

5. Uniform binary letters. In general, we do not known whether or not
the bound in Theorem 4.1 can be sharpened to O(1/√n). As shown below,
with a more direct proof, for binary alphabets with uniform distribution this
is possible.
Note that for binary alphabets with nonuniform distribution, that is, for
m= 2 and k = 1, the limiting distribution J1 is a normal random variable
with zero mean and variance 1− pmax. Although the proof of Theorem 4.1
simplifies in this special case, it still yields
sup
x∈R
∣∣∣∣P(LIn − npmax√npmax ≥ x
)
− Φ¯
(
x√
1− pmax
)∣∣∣∣
≤ c
(
σ21 +
1√
pmax(1− pmax)
)
logn√
n
,
where Φ¯ is the standard normal survival function.
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In this section, m= 2 and assume P(Xi = α1) = P(Xi = α2) = 1/2, i ∈N.
Let
Zi =
{
1, if Xi = α1,
−1, if Xi = α2,
and let S0 = 0, Sk =
∑k
i=1Zi, k ≥ 1. Define
B̂n(t) =
S[nt]√
n
+ (nt− [nt])Z[nt]+1√
n
, 0≤ t≤ 1.
Then,
LIn − n/2√
n
=− B̂n(1)
2
+ max
t∈[0,1]
B̂n(t),
and (2.4) becomes
LIn − n/2√
n
=⇒−B(1)
2
+ max
t∈[0,1]
B(t),
where B is a standard Brownian motion.
Theorem 5.1. For any n ∈N,
sup
x∈R
∣∣∣∣P(LIn − n/2√n ≥ x
)
− P
(
−B(1)
2
+ max
t∈[0,1]
B(t)≥ x
)∣∣∣∣≤ 24√n.
Proof. Note that maxt∈[0,1] B̂n(t) = maxk=0,...,nSk/
√
n. Let
F¯ (m,b) := P
(
max
t∈[0,1]
B(t)≥m,B(1)≤ b
)
, m, b ∈R
and
F¯n(i, j) := P
(
max
k=0,...,n
Sk ≥ i, Sn ≤ j
)
= P
(
max
t∈[0,1]
B̂n(t)≥ i√
n
, B̂n(1)≤ j√
n
)
, i, j ∈ Z.
By the reflection principle, for any m≥ 0, b≤m
F¯ (m,b) = P
(
max
t∈[0,1]
B(t)≥m,B(1)≥m+ (m− b)
)
= P(B(1)≥ 2m− b) = Φ¯(2m− b),
and for any i≥ 0, j ≤ i
F¯n(i, j) = P
(
max
k=0,...,n
Sk ≥ i, Sn ≥ i+ (i− j)
)
= P(Sn ≥ 2i− j) = Φ¯n
(
2
i√
n
− j√
n
)
,
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where
Φ¯(z) = P(B(1)≥ z), Φ¯n(z) = P(Sn/
√
n≥ z), z ∈R.
As is well known (e.g., see [18]),
sup
z∈R
|Φ¯(z)− Φ¯n(z)| ≤ 0.7975√
n
.(5.1)
Next, the joint probability density function of (maxt∈[0,1]B(t),B(1)) is
f(m,b) =−∂
2F¯ (m,b)
∂m∂b
= 2Φ¯′′(2m− b)
if m≥ 0, b≤m, and zero elsewhere. For any x≥ 0, we thus have
P
(
max
t∈[0,1]
B(t)− B(1)
2
<x
)
=
∫ 2x
0
∫ m
2m−2x
f(m,b)dbdm
=
∫ 2x
0
∫ m
2m−2x
2Φ¯′′(2m− b)dbdm
(5.2)
=−2
∫ 2x
0
[Φ¯′(2m− b)]b=mb=2m−2x dm
=−2
∫ 2x
0
Φ¯′(m)− Φ¯′(2x)dm= 2Φ¯(0)− 2Φ¯(2x) + 2 · 2xΦ¯′(2x)
= 2Φ¯(0)− 2Φ¯(2x)− 4x 1√
2pi
e−(2x)
2/2 = 1− 2Φ¯(2x)− 4x 1√
2pi
e−2x
2
.
Observe that Sn is even if n is even, and Sn is odd if n is odd. In the
sequel, assume that n is even, in the other case the computation is similar,
and omitted. The joint probability mass function of (maxk=0,...,n Sk, Sn) is
then
p(i, j) = F¯n(i, j)− F¯n(i+1, j)− F¯n(i, j − 2) + F¯n(i+1, j − 2)
for j even, i≥ 0, j ≤ i, and zero elsewhere.
For any x≥ 0, with the notation l= [x√n], we thus have
P
(
max
t∈[0,1]
B̂n(t)− B̂n(1)
2
<x
)
= P
(
max
k=0,...,n
Sk − Sn
2
< l
)
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=
2l−2∑
i=0
i∑
j=2i−2l+2
jeven
p(i, j)
=
2l−2∑
i=0
[F¯n(i, i)− F¯n(i,2i− 2l)− F¯n(i+ 1, i) + F¯n(i+1,2i− 2l)]
(5.3)
=
2l−2∑
i=0
[
Φ¯n
(
i√
n
)
− Φ¯n
(
2l√
n
)
− Φ¯n
(
i+2√
n
)
+ Φ¯n
(
2l+ 2√
n
)]
= Φ¯n(0) + Φ¯n
(
1√
n
)
− Φ¯n
(
2l− 1√
n
)
− Φ¯n
(
2l√
n
)
− (2l− 2)
[
Φ¯n
(
2l√
n
)
− Φ¯n
(
2l+2√
n
)]
= Φ¯n(0) + Φ¯n
(
2√
n
)
− 2Φ¯n
(
2l√
n
)
− (2l− 2)P(Sn = 2l);
where in the last step we used the fact that Φ¯n is constant on the intervals
[ i√
n
, i+2√
n
), when i is a nonnegative even integer.
Let us compare (5.2) and (5.3). Since for any x ≥ 0, 2x ∈ [ 2l√
n
, 2l+2√
n
),
by (5.1),
sup
x≥0
∣∣∣∣2Φ¯(2x)− 2Φ¯n( 2l√n
)∣∣∣∣= sup
x≥0
|2Φ¯(2x)− 2Φ¯n(2x)| ≤ 1.595√
n
.(5.4)
Moreover, from symmetry considerations, we know that
Φ¯n(0) + Φ¯n
(
2√
n
)
=
1
2
+
1
2
P(Sn = 0) +
1
2
− P(Sn = 0) = 1− 1
2
P(Sn = 0).
Thus,
1−
(
Φ¯n(0) + Φ¯n
(
2√
n
))
=
1
2
P(Sn = 0) =
1
2
(
n
n/2
)
2−n.(5.5)
Using Stirling’s formula√
2pinn+1/2e−ne1/(12n+1) ≤ n!≤
√
2pinn+1/2e−ne1/(12n),(5.6)
the rightmost term in (5.5) is dominated by
1√
2pi
√
n
(1/2)n(1/2)n
nn
((1/2)n)n/2((1/2)n)n/2
e1/(12n)−1/(6n+1)−1/(6n+1)2−n
(5.7)
≤ 1√
2pi
2√
n
≤ 0.8√
n
.
Combining (5.4), (5.7) and Lemma 5.2 below will complete the proof. 
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Lemma 5.2. For any n ∈N,
sup
x≥0
∣∣∣∣4x 1√2pi e−2x2 − (2[x√n]− 2)P(Sn = 2[x√n])
∣∣∣∣≤ 21√n.(5.8)
Proof. First, consider the range x≥√n/6. In this case, both terms on
the left-hand side of (5.8) vanish exponentially fast as n→∞. Indeed,
4x
1√
2pi
e−2x
2
<
4√
2pi
e−x
2 ≤ 4√
2pi
e−n/36.
Using
√
ne−n/36 ≤√18e−18/36 ≤
√
18/e, we have
4x
1√
2pi
e−2x
2 ≤ 4
√
18√
2pie
1√
n
=
12√
pie
1√
n
.(5.9)
If x≥√n/2+1/√n, P(Sn = 2[x
√
n]) = 0. For
√
n/6≤ x <√n/2+1/√n,
recalling the notation l= [x
√
n], for n/6≤ l≤ n/2,
P(Sn = 2l) =
(
n
(n+ 2l)/2
)
2−n =
(
n
n/2 + l
)
2−n
(5.10)
≤
(
n
n/2 + n/6
)
2−n =
(
n
2n/3
)
2−n.
Using Stirling’s formula (5.6) again, (5.10) can be upper bounded by
1√
2pi
√
n
(2/3)n(1/3)n
nn
((2/3)n)2n/3((1/3)n)n/3
e1/(12n)−1/(8n+1)−1/(4n+1)2−n
≤ 1√
2pi
9√
2n
1
[(2/3)2/3(1/3)1/32]n
e−123/(540n) ≤ 9
2
√
pi
1√
n
e−n/18.
Thus,
(2l− 2)P(Sn = 2l)≤ 9
2
√
pi
1√
n
ne−n/18.
Since ne−n/18 ≤ 18/e, we have
(2l− 2)P(Sn = 2l)≤ 81√
pie
1√
n
.(5.11)
Hence, (5.9) and (5.11) gives the bound (5.8).
Next, consider the range 0 ≤ x < √n/6, with the notation l = [x√n],
0≤ l < n/6. The left-hand side of (5.8) can be upper bounded by∣∣∣∣4x 1√2pie−2x2 − 4 l√n 1√2pi e−2(l/√n)2
∣∣∣∣
(5.12)
+
∣∣∣∣4 l√n 1√2pie−2(l/√n)2 − (2l− 2)P(Sn = 2l)
∣∣∣∣.
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Since the function xe−2x2 is monotone on the intervals [0,1/2) and [1/2,∞),
4x
1√
2pi
e−2x
2 − 4 l√
n
1√
2pi
e−2(l/
√
n)2
≤ 4√
2pi
(
l√
n
+
1√
n
)
e−2(l/
√
n+1/
√
n)2 − 4√
2pi
l√
n
e−2(l/
√
n)2
≤ 4√
2pi
(
l√
n
+
1√
n
)
e−2(l/
√
n+1/
√
n)2 − 4√
2pi
l√
n
e−2(l/
√
n+1/
√
n)2(5.13)
≤ 4√
2pi
1√
n
e−2(l/
√
n+1/
√
n)2
≤ 4√
2pi
1√
n
.
On the other hand,
4
l√
n
1√
2pi
e−2(l/
√
n)2 − 4x 1√
2pi
e−2x
2
≤ 4√
2pi
l√
n
e−2(l/
√
n)2 − 4√
2pi
(
l√
n
+
1√
n
)
e−2(l/
√
n+1/
√
n)2
≤ 4√
2pi
l√
n
e−2(l/
√
n)2(1− e−4l/n−2/n)(5.14)
− 4√
2pi
1√
n
e−2(l/
√
n+1/
√
n)2
≤ 4√
2pi
l√
n
e−2l
2/n(1− e−6l/n)− 4√
2pi
1√
n
.
Using 1 − e−t ≤ t (t ∈ R) with t = 6l/n, and also te−t ≤ 1/e (t ∈ R) with
t= 2l2/n, the right-most term in (5.14) is dominated by
12√
2pi
1√
n
2l2
n
e−2l
2/n − 4√
2pi
1√
n
≤
(
12
e
√
2pi
− 4√
2pi
)
1√
n
(5.15)
≤
(
3
e
− 1
)
4√
2pi
1√
n
.
From (5.13) and (5.15) we get the following bound for the first term in
(5.12): ∣∣∣∣4x 1√2pie−2x2 − 4 l√n 1√2pie−2(l/√n)2
∣∣∣∣≤ 4√2pi 1√n.(5.16)
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To control the second term in (5.12), let us recall (see, e.g., Feller [4],
page 182) that
P(Sn = 2l) =
2√
n
1√
2pi
e−(2l/
√
n)2/2eεn ,(5.17)
where
− 3l
2
n2
− 1
4n
− 1
360n3
≤ εn ≤ 2l
4
n3
− 1
4n
+
1
20n3
if l < n/6.(5.18)
Hence, for the second term in (5.12), we have∣∣∣∣4 l√n 1√2pi e−2(l/√n)2 − (2l− 2)P(Sn = 2l)
∣∣∣∣
≤ 2√
2pi
2l√
n
e−2(l/
√
n)2 |1− eεn |+ 2P(Sn = 2l)(5.19)
≤ 4√
2pi
l√
n
e−2(l/
√
n)2 |1− eεn |+ 4√
2pi
1√
n
e−2(l/
√
n)2eεn .
If l≤ n5/8/3, (5.18) becomes
− 1
3n1/3
− 1
4n
− 1
360n3
≤ εn ≤ 2
81
√
n
− 1
4n
+
1
20n3
,
and using |ez − 1| ≤ max{|z|, |z + z22 11−|z| |}, |z| < 1, (5.19) can be upper
bounded by
4√
2pi
l√
n
e−2(l/
√
n)2 2
3
√
n
+
4√
2pi
1√
n
e−2(l/
√
n)2e2/(81
√
n)
≤ 4√
2pi
1
2
√
e
2
3
√
n
+
4√
2pi
1√
n
e2/81(5.20)
≤ 4√
2pi
1.23√
n
,
using ze−2z2 ≤ 1/(2√e) with z = l/√n.
If n5/8/3 < l < n/6, let us consider (5.18) again and apply to (5.19) the
trivial upper bound
4√
2pi
l√
n
e−2(l/
√
n)2e2l
4/n3 +
4√
2pi
1√
n
e−2(l/
√
n)2e2l
4/n3
=
4√
2pi
l+1√
n
e−2l
2/n+2l4/n3(5.21)
≤ 8
6
√
2pi
1√
n
ne−2l
2/n+2l4/n3 .
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In this range of l, it is easy to show that −2l2n + 2l
4
n3
≤−3518n1/4, thus (5.21)
is itself dominated by
8
6
√
2pi
1√
n
ne−35n
1/4/18.
Using ne−35n
1/4/18 ≤ (72/35e)4 , we further get the upper bounds
8
6
√
2pi
(
72
35e
)4 1√
n
≤ 0.44√
2pi
1√
n
.(5.22)
Since (5.20) is larger than (5.22), when 0≤ x <√n/6, (5.16) and (5.20)
give the following upper bound for (5.12):∣∣∣∣4x 1√2pie−2x2 − 4 l√n 1√2pie−2(l/√n)2
∣∣∣∣
+
∣∣∣∣4 l√n 1√2pie−2(l/√n)2 − (2l− 2)P(Sn = 2l)
∣∣∣∣
≤ 4 · 2.23√
2pi
1√
n
,
which is less than what we had obtained for x≥√n/6. 
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