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Abstract
It is shown that the set of periods of any additive cellular automata F, where the addition is done modulo a prime p, can be
determined using some simple conditions on the coefﬁcients in the linear expression of F. In particular, we establish that the set of
periods has only four possibilities: {1,m} for some m where 1m<p, N\{pm : m ∈ N}, N\{2pm : m ∈ N ∪ {0}} or the whole
set N = {1, 2, 3, . . .}. Using our results, the set of periods of any additive cellular automata, where the addition is done modulo a
square-free positive integer, is easily obtained.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Calculating the set of periods of dynamical systems has often been an interesting area of research, a classical result
in this direction being Sarkovski’s Theorem about interval maps (cf. [1]). In this article, we determine completely the
set of periods for a large class of one-dimensional additive cellular automata. For some interesting facts about the
periodic points of additive cellular automata, one may refer to [2]. For the general theory of cellular automata, [3]
is recommended. We do not go into the general theory here, and in particular we do not deal with the topological
aspects. Our arguments are rather combinatorial in nature, and our proofs are built upon nothing heavier than some
basic properties of primes.
Let N = {1, 2, 3, . . .}. For n ∈ N, let Fn be the collection of all additive cellular automata where the addition is
done modulo n. Let p be any prime. The highlights of this article are:
(i) For any F ∈ Fp, the set of periods can be determined using some simple conditions on the coefﬁcients in the
linear expression of F.
(ii) For any F ∈ Fp, the set of periods has only four possibilities: {1,m} for some m where 1m < p, N \ {pm :
m ∈ N}, N \ {2pm : m ∈ N ∪ {0}} or the whole set N.
(iii) If F ∈ Fp, then our proof actually calculates the cardinality of the set {x : Fn(x) = x}, which is shown to be a
power of p except when F is a root of identity.
∗ Tel.: +91 41 23010702.
E-mail address: mm01pp01@uohyd.ernet.in.
1 The author is supported by CSIR-SRF, India.
0304-3975/$ - see front matter © 2005 Elsevier B.V. All rights reserved.
doi:10.1016/j.tcs.2005.10.050
T.K.S. Moothathu / Theoretical Computer Science 352 (2006) 226–231 227
(iv) Using our results, the set of periods of any additive cellular automata, where the addition is done modulo some
square-free positive integer, is easily obtained.
2. Basic deﬁnitions
For a map f : X → X of a set X, denote the n-fold self-composition f ◦ f ◦ · · · ◦ f︸ ︷︷ ︸
n-times
by f n. An element x ∈ X
is a periodic point for f if f n(x) = x for some n ∈ N. If x is a periodic point, then the smallest n ∈ N such that
f n(x) = x is the period of x. Let Per(f ) = {n ∈ N : there is a periodic point x for f whose period is n}. Another
notation we need is Pn(f ) := {x ∈ X : f n(x) = x} = {x ∈ X : the period of x is a divisor of n}. Hence we have the
following simple result, which will be used many a time.
Lemma 1. Let f : X → X be a map and let |Pn(f )| denote the cardinality of Pn(f ). If ∑d|n and d<n |Pd(f )| <|Pn(f )|, then n ∈ Per(f ). On the other hand, if |Pd(f )| = |Pn(f )| < ∞ for some proper divisor d of n, then
n /∈ Per(f ).
Let m2 be an integer and let A = {0, 1, . . . , m − 1}. An element x ∈ AZ is to be thought of as a two-sided
sequence (xi)i∈Z with xi ∈ A for every i. An additive cellular automata is a map F : AZ → AZ which has the form
F(x)i = ∑kj=−k aj xi+j (mod m′) for some ﬁxed natural number m′m, ﬁxed k1 and ﬁxed integers aj . Since we
are interested only in the periodic points of F, and since these periodic points lie in the range of F, without loss of
generality we may assume m′ = m.
Aside: AZ can be made into a topological group with coordinate-wise addition modulo m, and then an additive
cellular automata is precisely a continuous group homomorphism from AZ to itself which commutes with the left shift
on AZ. But in what follows, we do not need this view. To determine Per(F ), which is our aim, it is enough to note that
F has the expression given above.
3. Using the binomial coefﬁcients
We require a technical result about the divisibility of the integer coefﬁcients of a certain polynomial by a prime. The
proof of this technical result uses an elementary property of binomial coefﬁcients, which is given below. The binomial
coefﬁcient n!/j !(n − j)! is denoted by nCj .
Lemma 2. Let p be a prime, n ∈ N and let m be the largest integer such that pm divides n. Then, the smallest j1
such that nCj is non-zero modulo p, is j = pm.
The following simple technical result, which has a somewhat complicated appearance, might be known. A proof is
provided for the sake of completeness.
Lemma 3. Let p be a prime, let k ∈ N, and let a0, a1, . . . , ak be integers such that a0 and ak are non-zero modulo p.
Also, let l1 be the smallest integer such that al is non-zero modulo p. Fix n ∈ N and write n = pmr , where m0
and p  r . Let t be the coefﬁcient of xt in the polynomial (a0 + a1x + · · · + akxk)n. Then, the smallest integer t1
such that t is non-zero modulo p is t = lpm.
Proof. For the convenience of writing, put q = pm so that n = qr . Now,
(a0 + a1x + · · · + akxk)n = [(a0 + a1x + · · · + akxk)q ]r
≡ [aq0 + aq1xq + · · · + aqk (xq)k]r (mod p)
since z 	→ zp is a morphism modulo p. By the choice of l in the hypothesis, it is clear that the smallest non-zero power
of x occurring in the above expression is (xq)l , whose coefﬁcient is raq(r−1)0 a
q
l . Hence the required t is t = ql =
pml. 
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For later use, observe that t =
∑
ar1ar2 . . . arn , where the sum is taken over all n-tuples (r1, r2, . . . , rn) of
non-negative integers such that r1 + · · · + rn = t .
4. Per(F ) for F ∈ Fp, where p is prime
Convention for this entire section: p is a prime, A = {0, 1, . . . , p − 1}, k ∈ N, aj ∈ Z for −kjk and
F : AZ → AZ is an additive cellular automata given by F(x)i = ∑kj=−k aj xi+j (mod p). It is allowed that aj ≡ 0
(mod p).
To determine Per(F ), ﬁrst we compute |Pn(F )|. The idea behind the computation of |Pn(F )| can be explained with
a few words. Observe that
Fn(x)i =
kn∑
t=−kn
( ∑
r1+r2+···+rn=t
ar1ar2 · · · arn
)
xi+t (mod p) where rj ∈ {−k, . . . , 0, . . . , k}.
Note the similarity between the coefﬁcient of xi+t in the above expression, and the coefﬁcient t mentioned in
Lemma 3, which we will exploit soon. From the above expression, it is clear that [Fn(x) − x]i has a linear expression
involving xi+t ’s for −kn tkn, where some coefﬁcients may vanish modulo p. Assume for the moment that there is
at least one non-vanishing coefﬁcient. Let t0, t1 be, respectively, the smallest and greatest t such that the coefﬁcient of
xi+t is non-zero modulo p in the linear expression for [Fn(x) − x]i . Note that t0 and t1 are independent of i, but they
depend on n and aj ’s (and of course on p). We wish to conclude that |Pn(F )| = pt1−t0 .
This is argued as follows. When we look for an element x satisfying Fn(x) = x, or equivalently [Fn(x) − x]i = 0
for every i, we note that any t1 − t0 consecutive positions of x can take arbitrarily values of A, and any ﬁxed collection
of values for one set of t1 − t0 consecutive positions of x determines uniquely the values for all other positions of
x in a recursive manner using the conditions [Fn(x) − x]i = 0. This is a simple consequence of the fact that if
q ∈ A \ {0} = {1, 2, . . . , p − 1}, then {qr(mod p) : r ∈ A} = A. Thus, we have that |Pn(F )| = |A|t1−t0 = pt1−t0 .
For the convenience of writing let us make the following deﬁnitions. We say F is of
(i) type-1 if aj ≡ 0 (mod p) for all j 
= 0;
(ii) type-2 if ∃l ∈ {1, . . . , k} such that a−k , al are non-zero modulo p and aj ≡ 0 (mod p) for l < jk;
(iii) type-3 if ∃l ∈ {1, . . . , k} such that al , ak are non-zero modulo p and aj ≡ 0 (mod p) for −kj < l;
(iv) type-4 if ∃l ∈ {1, . . . , k} such that a0, al, ak are non-zero modulo p and aj ≡ 0 (mod p) for −kj < 0 and
0 < j < l.
Note that for any F, either F or its mirror image (obtained by interchanging aj and a−j ) has to belong to one of the
above types. Therefore, it is enough to calculate Per(F ) for the four types of F mentioned above. If F is of type-1, then
F is either identically zero or F is a root of the identity. Therefore, in this case Per(F ) can be determined directly.
Theorem 1. If F is of type-1, that is, if F has the form F(x)i = a0xi (mod p), then Per(F ) = {1,m} for some
m ∈ {1, . . . , p − 1}.
Proof. For any additive cellular automata, 1 ∈ Per(F ) since the element · · · 000 · · · is ﬁxed by F. If a0 ≡ 0 (mod p),
then Per(F ) = {1}. If a0 /≡ 0 (mod p), then Per(F ) = {1,m}, where m ∈ {1, . . . , p − 1} is the smallest such that
am0 ≡ 1 (mod p). 
For the other types, we have to ﬁrst calculate |Pn(F )|. If F is of type-2 or type-3, then this calculation is easy.
Proposition 1. If F is of type-2, then |Pn(F )| = p(k+l)n for every n. If F is of type-3, then |Pn(F )| = pkn for every n.
Proof. If F is of type-2, then the smallest (greatest) t such that the coefﬁcient of xi+t in the linear expression for
[Fn(x) − x]i is non-zero modulo p is same as the smallest (greatest) t such that the coefﬁcient of xi+t in the linear
expression for [Fn(x)]i is non-zero modulo p. But the linear expression for Fn(x)i starts with the term an−kxi−kn and
ends with anl xi+ln and therefore |Pn(F )| = p(k+l)n.
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If F is of type-3, then the linear expression for [Fn(x) − x]i starts with −xi ≡ (p − 1)xi (mod p) and ends with
ank xi+kn so that |Pn(F )| = pkn. 
This gives:
Theorem 2. If F is of type-2 or type-3, then Per(F ) = N.
Proof. In both the cases, |Pn(F )| is of the form prn for some constant r1. We have already noted that 1 ∈ Per(F )
always. So let n2. Then,
∑
d|n and d<n|Pd(F )| =
∑
d|n and d<n prd
∑rn/2
j=0 pj < prn/2+1prn = |Pn(F )|.
Hence by Lemma 1, n ∈ Per(F ). 
In computing |Pn(F )|, there is some difﬁculty whenF is of type-4. Here, the linear expression for [Fn(x)]i starts with
the term an0xi . So if n is such that a
n
0 ≡ 1 (mod p) then the coefﬁcient of xi in the linear expression for [Fn(x) − x]i
vanishes modulo p, and hence to determine the ﬁrst non-vanishing coefﬁcient, we have to resort to more reﬁned
techniques. For this purpose we will use Lemma 3 proved in the previous section.
Proposition 2. If F is of type-4, then |Pn(F )| = p(n), where
(n) =
{
kn if an0 /≡ 1(mod p),
kn − lpm if an0 ≡ 1(modp) and if n = pmr where p  r.
Proof. Note that the coefﬁcient of xi+t in [Fn(x)]i is precisely t mentioned in Lemma 3. 
This gives:
Theorem 3. Suppose that F is of type-4. Then,
(i) if l = k and a0 ≡ 1 (mod p), then Per(F ) = N \ {pm : m ∈ N};
(ii) if l = k, a0 /≡ 1 (mod p) and a20 ≡ 1 (mod p), then Per(F ) = N \ {2pm : m ∈ N ∪ {0}};
(iii) in all other cases, Per(F ) = N.
Proof. Again note that 1 ∈ Per(F ) always.
Proof of (i): From Proposition 2, we have |Pn(F )| = p(n), (n) = k(n − pm) for every n, where n = pmr , p  r . If
r = 1, then n = pm so that |Pn(F )| = pk(n−pm) = p0 = 1. Hencepm /∈ Per(F ) form1 by Lemma 1. Let r2. Note
that (d)k(d − 1). Hence∑d|n and d<n |Pd(F )|∑k(n/2−1)j=0 pj < pkn/2 |Pn(F )|, and therefore n ∈ Per(F ).
Proof of (ii): Since a0 > 1 (mod p), p must be an odd prime. We have |Pn(F )| = p(n), where (n) as given in
Proposition 2. Let n = pmr , where p  r . We note that (n) = kn if r is odd and hence n ∈ Per(F ) in this case by
Lemma 1, since
∑
d|n and d<n |Pd(F )|
∑kn/2
j=0 pj < pkn/2+1pkn = |Pn(F )|. If r4 is even, then (n−pm)3n/4
so that
∑
d|n and d<n |Pd(F )| < pkn/2+1p3kn/4 |Pn(F )|, and hence n ∈ Per(F ). In the remaining case, r = 2 so
that n = 2pm. Then, |Pn(F )| = pk(n−pm) = pkn/2 = |Pn/2(F )| and hence 2pm /∈ Per(F ) for m = 0, 1, 2, . . .,
by Lemma 1.
Proof of (iii): Here, we have three subcases. For the arguments below, let n = pmr , p  r .
Subcase-1: Suppose that l = k, a0 /≡ 1 (mod p) and a20 /≡ 1 (mod p). In particular, p must be an odd prime. We have
that (n) = kn if r = 1 or 2, and hence n ∈ Per(F ) in these cases by the typical argument since (d)kd for every
divisor d of n. If r3 and n6, then
∑
d|n and d<n|Pd(F )| < pkn/2+1p2kn/3 |Pn(F )|, and hence n ∈ Per(F ).
The possibly remaining cases are n = 2, 3, 4, 5. We can show that 2, 3, 4, 5 ∈ Per(F ) from the data |P1(F )| = pk ,
|P2(F )| = p2k , |P3(F )|p2k , |P4(F )|p3k , |P5(F )|p4k , using Lemma 1.
Subcase-2: Suppose l < k and a0 ≡ 1 (mod p). If r = 1, then (n) = (k − l)pm > (k − l)pm−1 = (n/p). Hence
pm ∈ Per(F ) for every m. If r2, then kr/2 > l so that∑d|n and d<n |Pd(F )| < pkn/2+1ppm(kr/2+1)ppm(kr−l)|Pn(F )|. Therefore, n ∈ Per(F ).
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Subcase-3: Suppose l < k and a0 /≡ 1 (mod p). If r = 1, then (n) = kpm > kpm−1 = (n/p). Hence pm ∈
Per(F ) for every m. If r2, then as above,
∑
d|n and d<n |Pd(F )| < pkn/2+1ppm(kr−l) |Pn(F )|. Therefore, n ∈
Per(F ). 
We have two corollaries combining some of the results we obtained in this section:
Corollary 1. Let F be an additive cellular automata, where the addition is done modulo a prime p. If F is not a root
of identity, then |Pn(F )| is a non-negative integral power of p for every n.
Proof. Propositions 1 and 2. 
Corollary 2. Let F be an additive cellular automata, where the addition is done modulo a prime p. Then, Per(F ) has
only four possibilities: {1,m} for some m where 1m < p, N \ {pm : m ∈ N}, N \ {2pm : m ∈ N ∪ {0}} or the whole
set N.
Proof. Theorems 1–3. 
5. Per(F ) for F ∈ Fn, where n is square-free
For this section, let An = {0, 1, . . . , n − 1} for n ∈ N. Note that An is a group with addition modulo n. If n is
square-free, n = p1 · · ·pt for distinct primes pj . Basic group theory tells that the map m 	→ (m1, . . . , mt ), where mj
is m (mod pj ), is a group isomorphism from An onto Ap1 × · · · × Apt . This group isomorphism induces a bijection
(in fact, a group isomorphism)  : AZn → AZp1 × · · · × AZpt .
For F ∈ Fn, if we associate Fj ∈ Fpj by declaring Fj (x)i to be F(x)i (mod pj ), then it is not difﬁcult to verify
that  ◦ F = (F1 × · · · × Ft) ◦ . From the previous section we know Per(Fj ) for every j. Therefore, we feel that it
should be possible to determine Per(F ) also. The following two simple results, whose proofs are omitted, help us to
say that our guess is correct.
Lemma 4. Let f : X → X and g : Y → Y be maps. If h : X → Y is a bijection such that h ◦ f = g ◦ h, then
Per(f ) = Per(g).
Lemma 5. For self-maps of spaces, if f = f1 × · · · × ft , then Per(f ) = {l.c.m.(r1, . . . , rt ) : rj ∈ Per(fj )}, where
‘l.c.m.’ stands for ‘least common multiple’.
Thus we have the following tool to determine Per(F ) for F ∈ Fn, when n is square-free.
Theorem 4. Let n = p1 · · ·pt be a product of distinct primes and let F ∈ Fn. For 1j t , let Fj ∈ Fpj be as given
above. Then, Per(F ) = {l.c.m(r1, . . . , rt ) : rj ∈ Per(Fj )}.
We illustrate the use of this theorem by an example.
Example. Let F : AZ6 → AZ6 be given by F(x)i = 5xi + xi+1 (mod 6). Since 6 = 2.3, deﬁne F1 : AZ2 → AZ2 and
F2 : AZ3 → AZ3 by declaring F1(x)i to be F(x)i (mod 2) and F2(x)i to be F(x)i (mod 3). Then, F1(x)i = xi + xi+1
(mod 2) and F2(x)i = 2xi + xi+1 (mod 3). By Theorem 3(i), Per(F1) = N \ {2m : m ∈ N}, and by Theorem 3(ii),
Per(F2) = N \ {2.3m : m ∈ N ∪ {0}}. By Theorem 4, Per(F ) = {l.c.m.(r1, r2) : r1 ∈ Per(F1) and r2 ∈ Per(F2)}.
Hence, Per(F ) = N \ {2}.
Remark. Let p be a prime. Determining Per(F ) for F ∈ Fpm , where m > 1, seems to be difﬁcult. The essential
reason is the following. While considering F ∈ Fp, to compute |Pn(F )| we used the fact that if A = {0, 1, . . . , p − 1}
and if q ∈ A \ {0}, then {qr (mod p) : r ∈ A} = A. The corresponding result is no longer true if we replace p with
pm, m > 1.
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