For a convex class of functions F , a regularization functions Ψ(·) and given the random data (X i , Y i )
Introduction
In the standard learning framework, one would like to approximate / predict an unknown random variable Y using functions from a given class F , and to do so using only random data. To be more accurate, let (X , µ) be a probability space and consider a class of functions F on (X , µ). Let X be distributed according to µ and set X 1 , . . . , X N ∈ X to be N independent copies of X.
Given an unknown random variable Y , let D = (X i , Y i ) N i=1 be a sample selected according to the joint distribution of (X, Y ). One would like to use the data D and construct a (random) functionf (·) =f (D, ·) ∈ F , withf (X) serving as a good guess of Y .
While there are various interpretations of the meaning of 'a good guess', the notion we will focus on here is as follows.
In a typical problem, very little is assumed on the target Y or on the measure µ; on the other hand, the class F is known and a typical assumption is that F is convex and closed in L 2 (µ). Therefore, the functional f → E(f (X) − Y ) 2 has a unique minimizer in F ,
The notion of 'a good guess' is thatf is close to f * in L 2 (µ), and one would like to obtain a high probability bound on the L 2 (µ) distance of the form f − f * 2
In this case, α 2 N is called a rate of convergence, the error rate or the L 2 (µ)-estimation rate of the problem.
Clearly, one has to pay a price for allowing a rather general target Y . Also, to have any hope that f * is reasonably close to Y , one has to consider large classes, leading to an error α 2 N that is often too large to be of any use.
A possible way of bypassing the fact that F may be very large, is the classical approach to regularization, where a certain property one believes f * to possess is emphasized by penalizing functions that do not have that property. The penalty is endowed via a regularization function Ψ(·), defined on an appropriate subspace E ⊂ L 2 (µ) that contains F , and for which Ψ(f * ) is believed to be small (though one does not know that for certain). As a consequence, regularization procedures are designed to fit the data and to have a small Ψ value at the same time. One way of achieving that is to search for functions in F that realize a good trade-off between fitting that data, which is measured via an empirical loss function P N ℓ f , and the size of the regularization term λΨ(f ).
Definition 1.1 The Regularized Empirical Risk Minimization procedure (RERM) is defined bŷ
f ∈ argmin f ∈F P N ℓ f + λΨ(f ) ,(1.
3)
where here and throughout the article, P N h denotes the empirical mean of h, ℓ f is the loss function associated with f and λ is the so-called regularization parameter.
We only consider the square loss ℓ f (x, y) = (y − f (x)) 2 , and thus,
A well known example to this, the "classical approach" to regularization, is the cubic smoothing spline that can be obtained with the choice Ψ(f ) = f ′′ (t)dt.
Another well-studied example is of the form
where the integration is with respect to the Lebesgue measure,f is the Fourier transform of f andḠ is some positive function tending to zero when |t| goes to infinity (cf. [20] ). In fact, this type of regularization methods dates back to Tikhonov ([52] ) and is sometimes called Tikhonov regularization; it is also known as L 2 -regularization or Ridge regularization ( [21] ). These methods and others like them have been used to "smooth" estimators that have poor generalization capability because of their tendency to over-fit the data, and for the corresponding regularization functions, having a small Ψ value is a guarantee of smoothness. We refer to [24] for other examples of regularization functions that have been used to "smooth" estimators.
We said "classical approach to regularization" because in the more modern approach the aim is somewhat different. One uses a penalty that seemingly has little to do with the property one wishes to emphasize (usually, some notion of sparsity). Yet somehow, almost "magically", the penalty enhances a hidden property and the resulting error rate does not depend on Ψ(f * ) but on that hidden property of f * . We call such error rates sparsity-dependent error rates.
The first part of this article ( [31] ) has dealt with the modern approach to regularization. Here we would like to complete the picture by exploring bounds that depend on Ψ(f * ) rather than on some hidden sparsity structure of f * . Such error rates will be called complexity-dependent error rates, since the aim is to obtain rates of convergence that depend on the complexity of the unknown "true model" {f ∈ F : Ψ(f ) ≤ Ψ(f * )}. Of course, the two approaches may sometimes be combined advantageously (see some examples below).
In this context, we will consider regularization functions that satisfy the following properties, which are more general than the ones considered in [31] .
Assumption 1.1 A function Ψ : E → R + is a regularization function if
• It is nonnegative, even, convex and Ψ(0) = 0.
• There is a constant η ≥ 1, for which, for every f, h ∈ E,
Ψ(f + h) ≤ η(Ψ(f ) + Ψ(h)).
• For every 0 ≤ α ≤ 1 and h ∈ E, Ψ(αh) ≤ αΨ(h). 
Classical vs. modern
As mentioned above, the direction we take here is closely related to the classical approach to regularization and is rather different from the modern approach. To explain the differences we shall use the celebrated LASSO estimator (cf. [51, 15] ) as an example.
Let F be a class of linear functionals on R d of the form t, · . Set t * ∈ argmin t∈R d E(Y − X, t ) 2 , and consider the RERM (1.3) with the ℓ d 1 -norm, t 1 = d i=1 |t i |, serving as a regularization function. Let
and the resulting minimizer is the LASSO estimator.
Estimation, de-noising, prediction and support recovery results have been obtained for the LASSO in the last decades (see, for example, [51] , [3] , and the books [19, 5] and [26] for additional references).
The LASSO has been used in 'high-dimensional' problems, in which the aim was to enhance a lowdimensional structure. The hope was that if the signal t * were sparse (that is, supported on relatively few coordinates), the regularization proceduret would estimate t * with an error rate depending on the cardinality of the support of t * , denoted by t * 0 = |{j ∈ {1, . . . , d} : t * j = 0}|. However, if t * happens to be 'well-spread' rather than sparse, though with a reasonable ℓ d 1 norm, the sparsity-dependent error rate is useless, while a complexity-dependent error rate, which yields bounds in terms of t * 1 , is sharper. The obvious example is t * 1 = (1/d, ..., 1/d) and t * 2 = (1, 0, ..., 0): although t * 1 1 = t * 2 1 = 1, the cardinalities of their supports are very different, and sparsity-dependent error rates when t * = t * 1 are likely to be bad. Examples of that nature are the reason why error rates combining both sparsity and complexity have been obtained for the LASSO. A typical example is Corollary 9.1 in [26] . To formulate it, Let W 1 , · · · , W N be N independent, centered subgaussian variables with variance σ and set x 1 , . . . , x N to be N deterministic vectors in R d . Assume that "design matrix", Γ = N −1/2 N i=1 x i , · e i , whose rows are x i / √ N , satisfies some Restricted Isometry Property (cf. [9] ). If Y i = x i , t * + W i , i = 1, . . . , N , then for a well chosen regularization parameter λ, one has, with high probability,
for a suitable absolute constant C. The error rate from (1.4) consists of two components: the sparsity-dependent error term σ 2 ( t * 0 log d)/n, and the complexity-dependent error term σ t * 1 (log d)/n, and in what follows we will present a few other examples that combine the two rates -because the procedure one uses to obtain both types of rate is the same.
The aim of this article is to address the "complexity-based" aspect of the problem: to study regularization problems in which one believes that the Ψ(f * ) is relatively small, and obtain an error rate that depends on Ψ(f * ) rather than on some sparsity property of f * .
Attaining Minimax rates
A natural benchmark for measuring the success of a regularization method is the minimax error rate, assuming that Ψ(f * ) is known: if one is given additional information on Ψ(f * ), e.g., that f * ∈ {f : Ψ(f ) ≤ R}, one may consider the estimation problem in {f : Ψ(f ) ≤ R} using the given random data. Such a problem has an optimal error rate (called the minimax rate): it is the best rate any learning procedure may achieve in the class {f : Ψ(f ) ≤ R} given the random data (X i , Y i ) N i=1 . This minimax rate will serve as our benchmark, and will be compared with the error rates that we obtain.
Of course, one is not given additional information on Ψ(f * ) and it is reasonable to expect that the error rate of the regularization procedure will be significantly slower than this benchmark. The question we shall study here focuses on that gap. In fact, we will show that the price one has to pay for not knowing Ψ(f * ) is surprisingly small, under rather weak assumptions.
From a technical perspective, all regularization-based procedures share one crucial aspect: the calibration of the regularization parameter λ. That choice is very important as λ is an essential component in ensuring that the error rate of the estimatorf is well-behaved. Thus, to study the gap between the regularization error rate and the minimax rate, one has to identify the right choice of λ. An answer to Question 1.3 requires one to identify λ; to find a high probability upper bound on f −f * 2
for that choice of λ; and then to compare the error rate to the minimax rate of the estimation problem in the "true model" {f : Ψ(f ) ≤ Ψ(f * )}.
The strategy we use below follows a similar path to [31] and is based on the small ball method, introduced in [40, 39, 28, 37 ].
The small-ball method
Given a closed and convex class F and an unknown target Y , recall that f * ∈ F is a minimizer in F of the
The excess loss functional associated with f ∈ L 2 (µ) is
Moreover, since F is closed and convex, then by the characterization of the nearest point map in a Hilbert space,
Let E be a subspace that contains F and set Ψ(·) to be a regularization function on E (i.e., a functional that satisfies Assumption 1.1). Set ρ ≥ 0 and put
which, by the convexity of Ψ, is a convex set.
Definition 1.4
For every λ > 0 and any f ∈ L 2 (µ), define the regularized excess loss by
Note that for every sample
, a minimizerf of the empirical regularized loss functional (1.3) also minimizes in F the empirical regularized excess loss
, the empirical regularized excess loss inf is non-positive:
This observation is at the heart of our analysis, as it allows one to exclude functions f in F that satisfy P N L λ f > 0 as potential minimizers of the empirical regularized loss function. Our strategy is therefore to show that if f ∈ F and f − f * L 2 (µ) is not 'too small', then necessarily P N L λ f > 0 (for the right choice of λ); hence, functions cannot be minimizers of the empirical regularized (excess) loss function.
To simplify notation, set ξ = Y − f * (X),
therefore, combining (1.5) and (1.6),
The main step in the small-ball method is to find a lower bound on the quadratic process f → P N Q f −f * and an upper bound on f → |P N M f −f * |. The two estimates should hold with high probability on certain subsets of F . Then, they have to be compared with the behaviour of the regularization term λ(Ψ(f )−Ψ(f * )) on those sets to ensure that P N L λ f > 0.
A uniform lower bound on the quadratic component P N Q f −f * can be obtained under a weak assumption called the small-ball condition: Assumption 1.2 Assume that there are constants κ > 0 and 0 < ε ≤ 1, for which, for every f, h ∈ F ,
There are numerous examples in which Assumption 1.2 may be verified for κ and ε that are absolute constants and we refer the reader to [39, 40, 30, 37, 28, 47] for some of them.
To put assumption 1.2 on X in some perspective, recall that the class
where the probability is taken with respect to the underlying measure µ). By linearity, this condition is equivalent to assuming that for every t ∈ R d , P r(| X, t | > 0) > 0. Thus, the small-ball condition is simply a uniform estimate on the degree of identifiability of class F and is therefore a rather weak assumption. Now, let us introduce two complexity parameters that play a central role in our analysis. Let D be the unit ball in L 2 (µ) and for r > 0 set
Definition 1.5 Given a class F of functions and τ > 0, let
where (ε i ) N i=1 are independent, symmetric, {−1, 1}-valued random variables that are also independent of
and put
One may show the following (see Theorem 3.1 in [40] ): Theorem 1.6 Let F be a closed, convex class of functions that satisfies Assumption 1.2 with constants κ and ε, and set θ = κ 2 ε/16. For every δ ∈ (0, 1), with probability at least 1 − δ − 2 exp(−N ε 2 /2) one has both:
• for every f ∈ F ,
In particular, with probability at least
Remark 1.7 An immediate outcome of Theorem 1.6 is that with high probability, a minimizer in F of the empirical excess-loss functional
In fact, results from [29] show that (1.10) is optimal in the minimax sense under additional mild technical assumptions on F when the data are assumed to satisfied the Gaussian regression model, that is, when the targets are of the form Y = f 0 (X) + W for f 0 ∈ F and W that is a centered Gaussian random variable, independent of X. Empirical risk minimization performed in the set 11) and the r.h.s. of (1.11) is the minimax rate of the estimation problem in F * (up to the technical assumptions mentioned earlier); it will serve as a benchmark for the performance of the regularization procedure (1.3).
The Main result
Let F ∩ K ρ (f * ) = {f ∈ F : Ψ(f − f * ) ≤ ρ} and observe that these are convex subsets of F . To simplify notation, set 12) and let r(·) be a function that satisfies for every ρ ≥ 0
It should be noted that r(ρ) may depend on f * , and that it does depend on other parameters -like δ, κ and ε. We will not specify the dependence on those parameters, but rather, only on the radius ρ. The geometry of the sets F ∩ K ρ (f * ) (see Figure 1 ) determine both the error rate and the regularization parameter λ, and r(ρ) measures the sets' 'sizes'.
The choice of λ is made as follows: Figure 1 : Localization of the set F ∩ K ρ (f * ), i.e. its intersection with L 2 (µ)-balls of various radii r for the right choice of radius ρ, plays a central role in the analysis of the quadratic and multiplier processes.
and for τ > 0 and 0 < δ < 1, set
In other words, γ O (ρ) is proportional to the smallest possible upper estimate on O(ρ) that still holds with probability at least 1 − δ.
Definition 1.8
For any τ > 0 and 0 < δ < 1, set
To compare λ 0 (δ, τ ) with r Q and r M , first note that r M (ρ) and O(ρ) both depend on properties of the multiplier processes indexed by localizations of F ∩ K ρ (f * ), and recall that symmetrized and centered processes are essentially equivalent. Second, if
is trivially bounded by ∼ r 2 (ρ) for the right choice of τ and δ. However, if r M (ρ) ≤ r Q (ρ), that is, when r(ρ) = r Q (ρ) -which is the case when ρ is very large -one may find that γ O (ρ) is actually significantly smaller than ∼ r 2 (ρ). This observation is of crucial importance because of the choice of the regularization parameter: for the right choice of τ , γ O (ρ) ≤ r 2 (ρ) and
thus, one may be tempted to select the latter as a regularization term. However, there are natural examples in which sup ρ>0 r 2 (ρ)/ρ = ∞, rendering that choice impossible, whereas sup ρ>0,f * ∈F γ O (ρ)/ρ turns out to be finite. Of course, there are still cases in which sup ρ>0,f * ∈F r 2 (ρ)/ρ is finite, and λ 0 (δ, τ ) is of the same order as sup ρ>0,f * ∈F r 2 M (ρ)/ρ, though that is not the generic situation.
We now come to the main result of the article. 
(1.14)
Observe that λ 0 depends only on the oscillations of the multiplier process. Hence, if the problem is noise-free then λ 0 = 0, showing that any regularization parameter λ > 0 would do. Moreover, in that case r M (ρ) = 0 and so one can choose r(ρ) ≥ r Q (ρ) obtaining an error rate that depends only on r 2 Q (10ηΨ(f * )).
As noted previously, if one considers empirical risk minimization performed in
) for a suitable absolute constant c 0 and a constant c that depends on κ, ε and δ; moreover, under some minor additional assumptions, that rate is optimal in the minimax sense (cf. [29] ) when one takes r(ρ) ∼ max r M (ρ), r Q (ρ) . Hence, up to constants involved, the first term in Theorem 1.9 is essentially the minimax rate that one can obtain if Ψ(f * ) were known.
If one chooses λ ∼ λ 0 (δ, τ ) for τ = 3/(80η 3 ) then the second term in (1.14) is of the order of
Note that for ρ that is of the order of Ψ(f * ), one has
which coincides with the first term, up to the constants involved. Thus, the price that one has to pay for not knowing Ψ(f * ) is manifested in the need to take the supremum over all possible choices of ρ in the second term, rather than considering only the level ρ ∼ Ψ(f * ) of the "true model". Thankfully, there are many natural cases in which that price is rather small, allowing for satisfactory outcomes of Theorem 1.9 closed to the minimax rate.
We end this introduction with a word about notation. Throughout, absolute constants or constants that depend on other parameters are denoted by c, C, c 1 , c 2 , etc., (and, of course, we will specify when a constant is absolute and when it depends on other parameters). The values of these constants may change from line to line. The notation x ∼ y (resp. x y) means that there exist absolute constants 0 < c < C for which cy ≤ x ≤ Cy (resp. x ≤ Cy). If b > 0 is a parameter, then x b y means that x ≤ C(b)y for some constant C(b) that depends only on b.
The normed space ℓ d p is R d endowed with the norm x p = j |x j | p 1/p ; the corresponding unit ball is denoted by B d p and the unit Euclidean sphere in R d is S d−1 . Finally, from here on we will write P r and L 2 without specifying the underlying measure.
2 Proof of Theorem 1.9
The proof of Theorem 1.9 follows an almost identical path as the proof of Theorem 3.2 from [31] . The differences in the two arguments are minor and their source is the fact that unlike [31] , here we do not assume that Ψ is a norm. We will outline in Remark 2.2 how a version of Theorem 1.9 may be derived directly from Theorem 3.2 in [31] when Ψ is a norm. Theorem 1.9 is an immediate outcome of the following lemma:
) and set λ > λ 0 . If lim ρ→0 r(ρ) = 0, ρ ≥ 5ηΨ(f * ) and ρ > 0, then with probability at least
To see how Lemma 2.1 can be used to conclude the proof of Theorem 1.9, observe that if Ψ(f * ) > 0, one may simply select ρ = 5ηΨ(f * ) in the lemma. If, on the other hand, Ψ(f * ) = 0, let (γ n ) ∞ n=1 be a positive sequence decreasing to 0 and set A n = { f − f * L 2 ≤ γ n }, which is a decreasing sequence of events. If P r(A n ) ≥ 1 − ν for some 0 ≤ ν ≤ 1 and every n then P r({f = f * }) ≥ 1 − ν. Since lim ρ→0 r(ρ) = 0, one may apply Lemma 2.1 to each member of a nonnegative sequence ρ n that decreases to zero and for which γ n = r(ρ n ) decreases to zero. By Lemma 2.1, P r(A n ) ≥ 1 − 2δ − 2 exp(−N ε 2 /2) for every n and the proof of Theorem 1.9 follows.
Proof of Lemma 2.1. Fix f * and set ρ > 0 that satisfies ρ ≥ 5ηΨ(f * ). Let
and
Clearly, F 1 is a convex set that contains f * , and by the continuity of the real-valued function t → Ψ(f * + t(f − f * )), every ray [f * , f ) that originates in f * and passes through some f ∈ F \F 1 intersects F 2 . Let θ = κ 2 ε/16 and set
There is an event A 0 of probability at least 1 − δ − 2 exp(−N ε 2 /2), and for every (X i , Y i ) N i=1 ∈ A 0 the following holds:
•
By the choice of λ, there is an event A 1 of probability at least 1−δ on which if f ∈
The proof now follows in three steps: (1) Show that the functional f → P N L λ f is bounded from below -away from zero -in F 2 .
(2) An outcome of (1) is 
Step 1. Fix f ∈ F 2 and note that by the 'triangle inequality' satisfied by Ψ,
On the other hand, by the choice of
It should be noted that the same proof shows that on the event A, for every f ∈ F 2 ,
a fact that will be used below. Indeed,
Step 2. Let f ∈ F \F 1 and note that by the convexity of F and the continuity of Ψ on rays, there is some h ∈ F 2 and R > 1 for which f = f * + R(h − f * ). Thus,
and thus it suffices to show that
and (2.3) follows.
Step 3. Turning to
as claimed. [31] directly. Indeed, and using the notation from [31] 
Remark 2.2 If Ψ happens to be a norm (which is an assumption slightly stronger than Assumption 1.1), one may apply Theorem 3.2 from
if ρ Ψ(f * ) then the set K = {f : Ψ(f − f * ) ≤ ρ/20} contains a Ψ-ball around 0, and Γ f * (ρ) -
the collection of norming functionals (i.e. the sub-gradient of Ψ) of any h ∈ K -is the entire unit ball in the dual space to (E, Ψ).
Recall that
where the infimum is taken in the set 
Towards the examples -preliminary estimates
It is rather obvious that any implementation of Theorem 1.9 requires specific estimates on r M , r Q and λ 0 . This section is devoted to some preliminary facts that will play an instrumental part in establishing such estimates.
Our main interest is the study of upper bounds on the three processes used to define the parameter r M , r Q and γ O , and which have the following forms:
where X 1 , ..., X N are independent and distributed according to the underlying measure µ, ξ 1 , ..., ξ N are independent copies of ξ ∈ L q for some q > 2 (though (ξ i ) N i=1 need not be independent of (X i ) N i=1 ), and
Standard symmetrization methods (see, e.g., [18, 33, 54] ) show that ( * ) and ( * * ) are equivalent in expectation and in deviation (up to a slight restriction on the deviation parameter). We will present one example in which this symmetrization argument is carried out in full (Theorem 4.2), but in the other examples we will only consider the symmetrized case.
Estimates for subgaussian classes
The first result is from [38] , under the assumption that F is an L-subgaussian class of functions.
where X is distributed according to µ.
Let F ⊂ L 2 (µ) and set {G f : f ∈ F } to be the centered, canonical Gaussian process indexed by F (i.e., the covariance operator of the process is EG f G g = Ef (X)g(X) for every f, g ∈ F ). Put
There are constants c, c 0 , c 1 , c 2 and c 3 that depend only on q, for which, for any w, u > c, with probability at least
Corollary 3.3 Using the notation and assumptions of Theorem 3.2, let ξ = Y − f * (X) and assume that ξ ∈ L q for some q > 2. Fix τ > 0 and 0 < δ < 1, and set A > 0 for which
Proof. Clearly, it follows from Theorem 3.2 that if
for a suitable absolute constant a 0 . 
Remark 3.4 The estimate in Corollary 3.3 can be rather loose. The reason for the suboptimal estimate is that usually, the Gaussian mean-width
which is significantly larger than an absolute constant. Having said that, the question of an accurate probability estimate is not the main issue of this article and we will not explore that point further.
Next, we provide an estimate on γ O (ρ, τ, δ) that follows from Theorem 3.2 when F is L-subgaussian and ξ ∈ L q for some q > 2. The proof is identical to the one of Corollary 3.3 and is omitted.
Corollary 3.5 Let F be a closed, convex L-subgaussian class of functions and let
Finally, when F is a L-subgaussian class it follows from a standard chaining argument (cf. [50] or [38] ) that
This observation will be used in what follows to upper bound r Q .
Estimates under a limited moment condition
In this section we shall consider the case of a class that need not be subgaussian, but rather, the growth of moments of class members is well-behaved up to some point. More accurately, we will assume that there is some p 0 for which, for every f, h ∈ F ∪ {0} and 2
In contrast, a subgaussian condition is equivalent to
The motivation for this type of limited moment assumption is the LASSO estimator. Recent results on properties of the basis pursuit algorithm in R d [30, 14] indicate that (3.6) for p 0 ∼ log d should suffice for an optimal estimate on the performance of the LASSO -as if the class were subgaussian.
When analyzing the LASSO via the computation of the fixed points r M and r Q , one encounters the following scenario. Let X = (x j ) d j=1 be a random vector in R d and set X 1 , . . . , X N to be independent copies of X. Let X i (j) be the j-th coordinate of X i and thus (X i (j)) N i=1 is a random vector with independent coordinates, distributed as x j .
Consider the random variables appearing in the definition of r M and r Q in the LASSO case:
The aim of this section is to derive upper bounds on (3.7) in expectation and (3.8) in deviation when each x j satisfies that
Note that an upper bound on the centered empirical process involved in the definition of γ O (ρ) will follow from a symmetrization argument and a bound on (3.8).
The obvious difference between (3.7) and (3.8) are the multipliers (ξ i ) N i=1 : although the x j 's have ∼ log d moments, ξ may be heavy-tailed, in the sense that it only belongs to L q for some fixed q > 2; this difference makes the analysis of (3.8) more difficult.
Upper bounds on (3.7) and (3.8) are obtained under the following assumption.
Assumption 3.1 Let N ≤ d, t ≥ 4 and set p 0 = t log d. Assume that p 0 N (and note that p 0 ≥ log N ) and that for every
Consider ξ ∈ L q for some q > 2; let r = min{1/2+q/4, 2}; set r ′ to be the conjugate index of r; and assume that 4r ′ max{2, 1+a 0 /a 1 } ≤ t log N (where a 0 and a 1 are two absolute constants to be specified later -in Lemma 7.3 and Lemma 7.4) .
Under this assumption we will prove the following: Theorem 3.6 Let the random vector X and ξ = Y − f * (X) satisfy Assumption 3.1. Then,
Also, for every u > 2, v > 0, w ≥ 2 and for p = p 0 /2 and m = p/ log(eN/p), one has that with probability at least
The proofs of both estimates in Theorem 3.6 follow from a more general result, established in [38] , on the supremum of a centered multiplier process under a limited moment assumption like (3.6). Although the estimate in [38] is stated for the centered empirical process (cf. Section 4 there) its proof is actually based on an estimate on the symmetrized process. The proof of Theorem 3.6 will be presented in final section of this article.
The LASSO under a limited moment assumption
In this section, we obtain complexity-dependent error rates for the LASSO. Our aim is to show that the LASSO (almost) achieves the minimax rates of convergence in the "true model", and the meaning of the "true model" is, in this case, the smallest ℓ d 1 -ball centered in 0 that contains t * . Thus, the price one has to pay for not knowing t * 1 is rather minimal.
The rate we shall be comparing the LASSO's performance to is the minimax rate of the following problem. Let X ∼ N (0, I d×d ) and set ξ ∼ N (0, σ 2 ) to be independent of X. Let ρ > 0, consider an unknown t 0 ∈ ρB d 1 and put Y = X, t 0 + ξ. Let c 0 , c 1 and c 2 be well-chosen absolute constants and consider the cases log
then the minimax rate of convergence in the class ρB
N log(d/N ) to 0 and there are no precise estimates on the minimax rate in that range.
It turns out that for this problem -the so-called Gaussian linear model -the minimax rate in ρB d 1 is achieved by the Empirical Risk Minimization procedure (see, e.g., [29] ); however, an underlying assumption is that ρ part of the information one is given. Thanks to regularization, and specifically, thanks to the LASSO, one does not need to know the value of t 0 1 in advance to achieve the minimax rate, at least up to a logarithmic term. In fact, the optimal rate can be achieved using regularization in a much more general framework than just the Gaussian linear model -as will be explained below.
In what follows we will compare the rates obtained for the LASSO in Theorem 1.9 in the high-
As noted in the Introduction, the regularization function associated with the LASSO is the ℓ d 1 -norm: for
Clearly, as a norm, the ℓ d 1 -regularization function satisfies Assumption 1.1 for η = 1.
The LASSO with regularization parameter λ produceŝ
and one would like to control ft − f t * 2 L 2 = E X,t − t * 2 , where the expectation is taken with respect to X conditionally to the data.
It should be noted that despite the LASSO's popularity, there are relatively few results in the random design scenario we are interested in (see, e.g., [2] , [34] and chapter 8.2 in [26] ). The overwhelming majority of existing results have been obtained for the linear model with subgaussian noise and a fixed design (i.e., each data point is of the form Y i = t * , z i + ξ i ) -and the deterministic design matrix, whose rows are the vectors z i , satisfies some form of the Restricted Isometry Property -for example, the Restricted Eigenvalue Condition (REC) from [3] or the Compatibility Condition (CC) from [53] ).
To define the restricted eigenvalue condition, let us introduce the following notation: for x ∈ R d and a set S 0 ⊂ {1, . . . , d} of cardinality |S 0 | ≤ s, let S 1 be the set of indices of the m largest coordinates of (|x i |) d i=1 that are outside S 0 . Let x S 01 be the restriction of x to the set S 01 = S 0 ∪ S 1 . One can show (see, [3] , [5] ) that if Γ satisfies REC and λ σ (log d)/N , then with high probability (with respect to the noise), simultaneously for every 1 ≤ p ≤ 2,
where t * 0 is the cardinality of the support of t * .
The main result in this section is an estimate on f − f * 2
that depends on t * 1 rather than on the cardinality of the support of t * (we refer to [31] for "sparsity-dependent" rates of convergence for the LASSO in the same framework as we consider here). Such result follow from Theorem 1.9, and to that end, one has to construct a function r(·) as in (1.13) and to compute λ 0 (δ, γ) as in Definition 1.8. We will do so under the following situation: Set a 2 ≥ 4, 2 ≤ p 0 = a 2 log d N , q > 2, r = min{1/2 + q/4, 2} and r ′ that is the conjugate index of r. Assume that 4r ′ max{2, 1 + a 0 /a 1 } ≤ a 2 log N (which is equivalent to assuming that q > 2 + c 1 / log N for some constant c 1 = c 1 (a 0 , a 1 , a 2 ) ). Let X = (x j ) d j=1 be a random vector and note that the coordinates x 1 , ..., x d need not be independent.
Assumption 4.1 Using the above notation, assume that there are constants κ 0 , κ and ε for which the following holds:
• X satisfies a small-ball condition with constants κ and ε; that is, for every t ∈ R d ,
To put this assumption in some perspective, note that an obvious underlying condition in any estimation problem with respect to the squared loss is that E(f (X) − Y ) 2 is defined for any f ∈ F , and in particular, that ξ = Y − f * (X) ∈ L 2 . Thus, assuming that ξ ∈ L q for some q > 2 + c 1 / log N is not very restrictive. Also, as noted previously, the small-ball assumption is rather minimal.
The most restrictive component of Assumption 4.1 is the moment assumption on the coordinates of X -that their moments exhibit a subgaussian behavior, up to, roughly, p ∼ log d.
While this assumption can be weakened to other types of moment growth condition (e.g., x j Lp ≤ κ 0 p α x j L 2 for some α ≥ 1/2 and up to p ∼ log d), the resulting analysis is more involved (see [30] ), and will not be explored here.
Finally, [30] shows that even if one assumes a subgaussian behavior of the coordinates x i , but only up to p ∼ (log d)/(log log d), Basis Pursuit may fail to recover even a 1-sparse vector, implying that the choice of p 0 in Assumption 4.1 can not be relaxed significantly.
Given any ρ ≥ 0, set M = max 1≤j≤d x j L 2 , let σ q = ξ q and put
Moreover, for R(t) = E(Y − X, t ) 2 , one has
because X, t * is the best approximation of Y in a closed subspace of L 2 . Thus, the estimation bounds also lead to excess risk bounds. 
and set
otherwise.
Ift is produced by the LASSO for a regularization parameter
then with probability at least 1 − 5δ − 2 exp(−ε 2 N/2),
Observe that like known estimates on the LASSO, and despite imposing considerably weaker assumptions on X and Y , the regularization parameter in Theorem 4.2 is of the order of ξ Lq (log d)/N . And, when ξ Lq is equivalent to σ -the variance of ξ -then for N d, the rate of convergence is
for a constant that depend only on M . Hence, up to a logarithmic factor, the LASSO attains the minimax rate in t * 1 B d 1 when log d ≤ N d and when t * 1 ≥ σ log d/N ; moreover, it does so without knowing in advance the identity of the "true model" t * 1 B d 1 . Note that one may want to combine the sparsity-dependent error rate from Theorem 1.3 in [31] and the complexity-dependent error rate from Theorem 4.2. To simplify the exposition, results from [31] have been stated under a subgaussian assumption on the design. Therefore, we will also make this assumption below. Note also that the probability estimate from Theorem 4.2 can be improved under the subgaussian assumption on the design and that the third condition from Assumption 4.1 (i.e. q > 2 + c 1 / log N ) can be relaxed to only q > 2 (see more details in the next section, and, in particular, Theorem 5.4). Combining the two approaches, one has that when X is isotropic and L-subgaussian, and when ξ ∈ L q for some q > 2 then for any u, w > c with probability larger than 1 − δ for
the LASSO estimatort with the universal regularization parameter ξ Lq (log d)/N satisfies that
when N t * 0 log(d/ t * 0 ). Note that seemingly, (4.7) exhibits a different rate than Corollary 9.1 in [26] (see also (1.4) above): the extra (and necessary) t * 2 1 log d N term in (4.7), which appears only in the random design scenario. As a result, the rates of convergence of the LASSO appears to deteriorate when
However, the sparsity-dependent error rate, and therefore Equation (4.7), holds only when N t * 0 log(d/ t * 0 ). And, when N t * 0 log d (which is only slightly larger than t * 0 log(d/ t * 0 )), the error rates in the two scenarii (random and deterministic design) are the same and are given by min
Proof of Theorem 4.2. As noted previously, since · 1 is a norm, Ψ(t) = t 1 satisfies Assumption 1.1 for η = 1; therefore, Theorem 1.9 may be applied here, and one has to control r(ρ) ≡ max{r M (ρ), r Q (ρ)} and λ 0 (δ, τ ). In what follows we will invoke the results of Section 3 and estimate these parameters. Set F (f * , ρ) = F ∩ K ρ (f * ) − f * and recall that r Q (ρ) = r Q (F ∩ K ρ (f * ), κε/32) is determined by the behavior of
as a consequence, it suffices to upper bound (⋆). Let E = {t ∈ R d : E X, t 2 ≤ 1}, put E • to be the polar of E (that is, E • = {u : sup t∈E | u, t | ≤ 1}), and set t E = sup x∈E x, t . Thus,
It is standard to verify (see, for instance, the proof of Lemma 2.2 in [32] ) that
Moreover, by (3.9),
Therefore,
and setting γ = κε/32, one has
Next, let us establish a high probability upper bound on
Applying the second result of Theorem 3.6 for u > 2, v > 0, w ≥ 2, p = (a 2 /2) log d, m = p/ log(eN/p) and 11) it follows that with probability at least 1 − δ,
Finally, let us identify an upper bound on λ 0 (δ, τ ) for τ = 3/(80η 3 ). Let {e 1 , . . . , e d } be the canonical basis of R d . Since K ρ (f * ) = {t : t − t * 1 ≤ ρ}, we have
Recall that X = (x j ) d j=1 . By a standard symmetrization argument (see, for example, Lemma 2.3.7 in [54] ), if z ≥ 4 max 1≤j≤d Var(ξx j )/N then P r max
Note that Var(ξx j ) ≤ Eξ 2 x 2 j ≤ ξ Lq x j L 2q ′ where q ′ is the conjugate index of q/2. Therefore, Var(ξx j ) ≤ κ 0 √ 2q ′ ξ Lq M as long as 2q ′ ≤ a 2 log d, i.e., when q ≥ 2 + 2/(a 2 log d − 1) -which is the case under Assumption 4.1. Therefore, applying the second result of Theorem 3.6 for δ as in (4.11), it follows that with probability at least 1 − δ,
and, for τ = 3/(80η 3 ) one may select
Regularization methods for subgaussian classes
In this section we assume that X is a random vector that takes its values in a Hilbert space H. The main examples we shall consider are when H is the d-dimensional Euclidean space and when it is the space of m × T matrices endowed with the Frobenius norm. The inner product in H is denoted by ·, · , and the norm and unit ball endowed by the inner product are denoted by · H and B H = {t ∈ H : t H ≤ 1} respectively.
There is another natural Hilbertian structure on H, endowed by Σ = EXX ⊤ , the covariance operator associated with the random vector X. The corresponding unit ball is E = {t ∈ H : E X, t 2 ≤ 1}, is an ellipsoid in H.
Let T ⊂ H be a closed and convex set and put
thus, X, t * is the best L 2 (µ)-approximation of Y by a linear functional t, · for t ∈ T . Let Ψ(·) be a regularization function on H that satisfies Assumption 1.1. The goal is to estimate t * in L 2 (µ) with a rate depending on Ψ(f * ). To that end, set
for a well-chosen regularization parameter λ.
Unlike the results of the previous section, in what follows we will assume that F = { t, · : t ∈ T } is an L-subgaussian class (see Definition 3.1). Moreover, F satisfies a small-ball property with constants that depend only on L. Indeed, observe that for every
and applying the Paley-Zygmund inequality (see, e.g., Corollary 3.3.2 in [13] ),
From here on we will say that the random vector X taking its values in H is L-subgaussian if the class consisting of all the linear functionals on H, i.e., { t, · : t ∈ H}, is L-subgaussian. Also, throughout this section, we will assume that ξ = Y − f * (X) ∈ L q for some q > 2, σ q = ξ Lq , and
'Heavy tailed' noise
Thanks to the subgaussian assumption, both r(ρ) and λ 0 = λ 0 (δ, 3/(80η 3 )) may be determined using the Gaussian mean-widths of the sets T ∩K ρ (t * ) for all ρ > 0. Recall that for T 0 ⊂ H the Gaussian mean-width of T 0 is ℓ * (T 0 ) = E sup t∈T 0 G t , where (G t ) t∈T 0 is the centered canonical Gaussian process indexed by T 0 with covariance structure given by EG t 1 G t 2 = E X, t 1 X, t 2 for every t 1 , t 2 ∈ T .
Definition 5.1 Let rE t * = t ∈ H : t − t * , · L 2 (µ) ≤ r = t * + rE, and for α, β > 0 set
Let c 0 be an absolute constant to be specified later. Fix u, w > c, and ε and κ as in (5.2). Consider
The first result we present is rather general and holds for any closed and convex subset T ⊂ H and any regularization function satisfying Assumption 1.1. It allows to take into account an additional constraint on the "signal" t * ∈ T . 
Ift is given by (5.1) for a regularization parameter λ > λ 0 (γ) as in (5.5), then with probability larger than
for r(·) given by (5.4).
Proof. The proof follows from Theorem 1.9 by estimating r(ρ) and λ 0 using the 'local' Gaussian meanwidths of the sets T ∩ K ρ (t * ). Since X is L-subgaussian, the process X, t : t ∈ H is L-subgaussian. Setting F = { t, · : t ∈ H} and f * = t * , · , a standard chaining argument shows that
As for the fixed point associated with the multiplier process, it follows from Corollary 3.3 that
for β as defined in (5.3), and as long as
Finally by Corollary 3.5, λ 0 (δ, γ) ≤ λ 0 (γ). The claim now follows from Theorem 1.9.
If one is to apply Theorem 5.2, an essential component is an upper bound on ℓ * (T ∩ K ρ (t * ) ∩ rE t * ) -which in turn determines r and λ. To simplify the analysis we shall use an additional assumption on Ψ:
Assumption 5.1 Assume that for every x, y ∈ H and λ ≥ 0,
(5.9)
Also, recall that E = {t ∈ H : E X, t 2 ≤ 1}, σ q = ξ q and set K = {t ∈ H : Ψ(t) ≤ 1}. 
Then, with probability larger than the one in (5.6),
where, for α and β defined in (5.3) and, for any ρ ≥ 0,
Proof. The result follows immediately from Theorem 5.2. Indeed, for every ρ > 0, r > 0 and t * ∈ T = H,
Note that in a d-dimensional space, the trivial bound ℓ * (E) ≤ √ d holds (see, e.g., Lemma 2.2 in [32] ). Therefore, one only needs to control ℓ * (K). In the next section, we provide several examples of applications of Theorem 5.3 that follow from estimates on ℓ * (K). We will simplify the analysis by assuming that there is some compatibility between the norm · H and the one endowed by the covariance structure of X: Assumption 5.2 Assume that X is isotropic; that is, for every t ∈ H, E X, t 2 1/2 = t H .
Observe that under Assumption 5.2, ℓ * (K) = E sup t∈K G t , where (G t ) t∈K is the canonical Gaussian process indexed by K with the covariance EG t 1 G t 2 = t 1 , t 2 for every t 1 , t 2 ∈ K, because the inner-product in H coincides with the one endowed by L 2 (µ).
Regularization methods in R d
Consider a regularization function Ψ(·) satisfying Assumption 5.1. Assume that X is L-subgaussian and isotropic in R d with respect to the standard Euclidean inner-product, and that ξ ∈ L q for some q > 2. Let u, w > c. For any ρ ≥ 0 set Λ(ρ) ≥ ρℓ * (K)/ √ N and put
It follows from Theorem 5.3 that if
then with probability larger than the one in (5.6)
As a consequence, one can derive an estimation result for (5.11) whenever ℓ * (K) may be controlled from above. In the following section, we shall apply this observation to some classical problems and compare the error rates obtained by the RERM (5.11) to the minimax rate in the "true model" {t ∈ T : Ψ(t) ≤ Ψ(t * )}.
Example: ℓ p -regularization for 1 ≤ p ≤ ∞. In this section, we consider a regularization function Ψ(t) = t p for some p ≥ 1. Assumption 5.1 holds with η = 1 because · p is a norm. In order to apply the general result for the RERM in (5.11), one has to compute the Gaussian mean-width of the unit ball associated with the regularization function Ψ(·) = · p . In the range 1 ≤ p ≤ 1+(log d) −1 , we recover the same result as for the LASSO, because
∼ log(ed). When 1 + (log(ed)) −1 ≤ p, set r to be the conjugate index for p and one may easily verify that
Applying Theorem 5.3, one has the following:
Theorem 5.4 Under the assumptions of Theorem 5.3 and using its notation,
• If 1 ≤ p ≤ 1 + 1/(log d) and
then with probability larger than the one in (5.6),
• If p ≥ 1 + 1/(log d) and
Remark.
[the case 0 < p < 1] Despite being a non-convex function, ℓ p -regularization for 0 < p < 1 has attracted much attention in the context of Signal Processing and High-Dimensional Statistics. Among the problems studied using ℓ p regularization were the linear regression model with a deterministic design (cf. [44, 45, 55] ); the sequence space model [15, 1] ; and the random design linear regression model [56] . From our point of view, there is no particular restriction on p as long as the regularization function satisfies Assumption 5.1. We can therefore consider a regularization function Ψ(t) = t p for any 0 < p < 1. In that range of p, Assumption 5.1 holds for η = η p = 2 1/p (see, for example, page 2 in [16] ) and the Gaussian mean width of the "unit ball" associated with Ψ(·) = · p for 0 < p < 1 can also be computed.
To that end, let {e 1 , . . . , e d } be the canonical basis of
Thus, the error rates of the LASSO, obtained in Theorem 4.2, dominate all the ℓ p -regularization rates when 0 < p ≤ 1. We therefore obtain the same result for ℓ p -regularization with 0 < p < 1 as the one in the first case of Theorem 5.4 for ℓ p -regularization with 1 ≤ p ≤ 1 + 1/ log p.
However, the resulting rate is not the minimax rate in the true model, as can be seen from [44] . Indeed, fix 0 < p ≤ 1. Consider an unknown t * ∈ ρB d p and the corresponding Gaussian linear model Y i = x i , t * + W i , i = 1, . . . , N , where the matrix whose rows are (x i ) N i=1 satisfies some RIP property and W 1 , · · · , W N are independent, centered Gaussian variables with variance σ 2 . For specific asymptotics of N and d (see [44] for a precise formulation), the authors show that minimax rate of the problem is given by
and similar results have been obtained in [56] . Thus, our estimate recovers the minimax rate in the true model only when p = 1. When 0 < p < 1, it is possible that the choice of the Ψ(t) = t p is suboptimal, and instead one should use Ψ(t) = t p p as was suggested in [46] for the problem of S p -regularization for 0 < p ≤ 1.
Example: weak-ℓ p -regularization for 0 < p ≤ 1. Weak-ℓ p norms have been used to model sparsity in High-Dimensional Statistics (see, for instance, [1, 56] ). To define those norms, let t *
One can use the following well-known fact (see, e.g., Theorem B in [22] ) to control the Gaussian mean-width of the unit ball associated with · p∞ .
Now, one may apply Theorem 5.3 and obtain the following result.
Theorem 5.6 Under the assumptions of Theorem 5.3 and using its notation,
• If p = 1 andt
Example: the Micchelli, Morales and Pontil's regularization functions. Let Θ be a nonempty convex cone in [0, ∞) d , and for every t ∈ R d set
It was shown in [35] that Ω(t|Θ) is a norm on R d .
This family of norms captures several classical regularization functions, by an appropriate choice of the cone Θ. For instance, the ℓ d 1 -norm is obtained by selecting Θ = [0, ∞) d . Also, the group LASSO introduced in [57] is generated by a cone: indeed, if (G 1 , · · · , G T ) is a partition of {1, . . . , d} and
where |G ℓ | is the cardinality of the set of coordinates G ℓ and t |G ℓ is the restriction of t to G ℓ . Error bounds for procedures that use Ψ(t) = Ω(t|Θ) as regularization functions have been established in [36] , under the assumption that the loss functions is bounded and Lipschitz (see Theorem 1 there). Naturally, the squared loss is not covered by such a result because it is not bounded in R d , nor is it Lipschitz. Our aim is to provide similar results as the one in [36] for a quadratic loss for a subgaussian random vector X and a noise in L q for some q > 2. To that end, we first compute the Gaussian mean width of the unit ball of such a norm. The proof of Proposition 5.7 may be derived in various ways (see a similar result in [36] ), though we will use a chaining argument which actually leads to a stronger estimate than (5.14).
where the infimum is taken with respect to all sequences (T s ) of subsets of T for which |T 0 | = 1 and for s ≥ 1, |T s | ≤ 2 2 s , and π s t is the nearest point to t in T s with respect to · .
Proof of Proposition 5.7. It is straightforward to verify (see, e.g., [35] ) that the dual norm to Ω(·|Θ) is
.., g d be independent, standard Gaussian random variables, Applying a Bernstein type inequality for a sum of independent ψ 1 random variables (see Corollary 2.10 in [49] ), it follows that for every a 1 , ..., a N , every u > 0 and any s ∈ N,
Hence, using a standard chaining argument,
Now one may apply the trivial estimates on γ 1 and γ 2 . Firstly, γ 1 (Ex, · ∞ ) M 2 log(|Ex|), and secondly, noting that | 
Hence, Theorem 5.9 yields the same error rate as the one obtained for the LASSO in Theorem 4.2 and Theorem 5.4, though under a stronger subgaussian assumption on X. This is not surprising because when Θ = [0, ∞) d , Ω(t|Θ) = t 1 and the resulting RERM is just the LASSO.
In the case of the group LASSO, for Θ as in (5.13), one has M log(Ex) log |T |, and Λ(t * ) ∼ Ω(t * |Θ)M (log |T |)/N .
Example: The SLOPE regularization
In [48, 4] , the authors introduced the regularization function:
In [48] the given data is generated by the Gaussian linear model Y i = X i , t * + W i , i = 1, . . . , N for a Gaussian design X i ∼ N (0, N −1 I d×d ) (note that the covariance matrix is normalized by 1/N ) and a centered Gaussian noise W i with variance σ 2 that is independent of the design X i . Setting Φ −1 (α) to be the α-th quantile of a standard normal distribution and q ∈ (0, 1), the weights were chosen to be 16) and, for this choice of weights, SLOPE was defined bŷ
The result in [48] is asymptotic in the sample size N and in the dimension d in the following sense:
Theorem 5.10 (Theorem 1.2 [48] ) Let 0 < ε < 1 and set
where the supremum is taken with respect to all vectors that are supported on at most k coordinates.
It was shown in [48] that 2σ 2 k log(d/k)/N is the (asymptotic) minimax rate for t * that is k-sparse.
The article [48] (see Section 6 there) raises the question of extending Theorem 5.10 beyond the Gaussian case, especially when the coordinates of X may be correlated. We study this question in the context of sparse recovery and for an arbitrary choice of weights in [31] , leading to error bounds that depend on t * 0 . Here, we obtain a complexity-dependent error rate that depends on t * SLOP E .
Proposition 5.11 Set B = {t ∈ R d : t SLOP E ≤ 1}. There exists an absolute constant C, for which, if
Proof. The proof is outcome of a standard binomial estimate. Let G = (g i ) d
i=1 be a standard Gaussian vector and observe that
For u ≥ 1,
where the last inequality follows if one sets u 2 ≥ max j λ −2 j log(ed/j). The proof is concluded by integrating the tails. 
As was done for the LASSO, one may combine the sparsity-dependent error rate for SLOPE from [31] and the complexity-dependent error rate from Theorem 5.12. To that end, assume that X is isotropic, L-subgaussian and that the noise ξ is in L q for some q > 2. Then, with probability larger than the one in (5.6)
for N t * 0 log(ed/ t * 0 ).
Regularization methods in R m×T
In this section, we assume that X takes values in the set of m×T matrices, endowed with the inner product A, B = u,v A uv B uv . We consider A * ∈ argmin A∈R m×T E Y − X, A 2 and thus X, A * is the best
By Theorem 5.3, with probability larger than the one in (5.6)
where for ρ ≥ 0,
Let us turn to estimates on ℓ * (K) for the unit balls of the regularization functions used in the matrix completion and collaborative filtering problems.
Example: S p -regularization for p ≥ 1.
For any A ∈ R m×T , let σ 1 (A) ≥ σ 2 (A) ≥ · · · ≥ σ m∧T (A) be the ordered singular values of A and set m ∧ T = min{m, T }. Recall that the p-Schatten norm · Sp of A is defined by
Schatten norms have been used extensively in matrix completion and in collaborative filtering. Exact reconstruction properties of various procedures have been established via the minimization of the S 1 -norm, constrained to matching the data (see, e.g., [7, 10, 8, 23, 12] ). S 1 regularization has also been used in the noisy setup for independent subgaussian noise and, in most case, for subgaussian or deterministic designs, in [27, 46, 26, 42, 17, 25] .
A result that is closely related to ours is Theorem 9.2 from [26] , in which X is isotropic and Lsubgaussian; ξ is a symmetric random variable that is independent of X and for which ξ ψα < ∞ for some α ≥ 1 (cf. [43] for more details on the ψ α -norms); and the target is Y = X, A * + ξ.
Let N m · rank(A * ) and set
The S 1 -regularization procedure with regularization parameter λ satisfies that for every t > 0, with probability larger than 1 − 3 exp(−t) − exp(−c 0 N ),
In comparison, an estimation result for S p -norm regularization (for any p ≥ 1) follows from Theorem 5.3, and does not require any assumptions on the "noise" ξ = Y − A * , X , other than ξ ∈ L q for some q > 2. in particular, ξ need not belong to ψ α , nor does it have to be independent of X. The result uses the following estimate on the Gaussian mean-width of the unit ball of 
Combining the previous result with Theorem 5.3, one obtains the following:
Theorem 5.14 Assume that the assumptions of Theorem 5.3 hold. Let Λ p (ρ) = ρ min{m,
Then with probability at least 1 − δ,
Remark.
As in the vector case mentioned earlier, Theorem 5.3 also applies for S p -regularization for 0 < p < 1. In that case, Assumption 1.1 is satisfied for η = 2 1/p and the Gaussian mean width of the S p -unit ball satisfies ℓ * (B mT p ) √ m + T . It therefore follows from Theorem 5.3 that under the same assumptions as in Theorem 5.3 and for Λ(ρ) = ρ (m + T )/N for all ρ > 0, the RERM
satisfies, with probability larger than the one in (5.6),
Observe that just as in the vector case, when 0 < p < 1 this rate is not the minimax rate in the true model A * Sp B mT p . Indeed, [46] provides the minimax rate, and, in fact, also shows that the minimax rate may be attained using Ψ(A) = A p Sp as a regularization function. To be more accurate, [46] considers the following problem: let x 1 , . . . , x N be N deterministic matrices in R m×T satisfying some RIP property and set W i to be N independent, standard Gaussian variables with variance σ 2 . Set Y i = x i , A * + W i , i = 1, . . . , N , leading to the so-called matrix regression model with Gaussian noise and a deterministic design. It is shown in [46] that when ρB mT p for some 0 < p ≤ 1, the minimax rate of the problem in ρB mT
in some specific range of N, σ and ρ. Our result recovers this rate only for p = 1.
Example: Max-norm regularization. The max-norm of a matrix is defined by
with the infimum is taken with respect to all pairs of matrices U, V for which A = U V ⊤ . Constrained empirical risk minimization procedures that are based on the max-norm have been used in [6, 41] for bounded and Lipschitz loss functions and in [29] for the squared loss and for a subgaussian and isotropic design vector X and a subgaussian noise ξ independent of X. One may show that the minimax rate in the matrix regression model Y i = X i , A * + W i , i = 1, . . . , N where X 1 , . . . , X N are independent isotropic and subgaussian matrices, W 1 , . . . , W N are independent centered gaussian variables with variance σ 2 that are independent of the X i 's and A * belongs to the max-norm ball of radius ρ, is max σρ
for some specific regime of ρ, σ and N (cf. [29] ). To apply Theorem 5.3, let us estimate the Gaussian mean-width of the unit ball of the max-norm ball, that is, of B = {A ∈ R m×T : A max ≤ 1}.
Lemma 5.15
There exists an absolute constant c for which, for every m and T ,
Proof. An application of Grothendieck's inequality (see, e.g., [41] ) shows that
where K G is the Grothendieck constant and
1≤v≤T is a standard m × T Gaussian matrix, it follows from the Gaussian maximal inequality (see, e.g., Chapter 3
in [33] ) that 
As a consequence, we recover the minimax rate of convergence in the matrix regression model with subgaussian design and gaussian noise in the class A * max B thanks to max-norm regularization and without knowing A * max in advance.
Example: Atomic-norm regularization.
The atomic-norm has been used in [12] in the context of exact and robust recovery using few Gaussian linear measurements of a signal or of a matrix.
Given A ⊂ R m×T , the elements in A are called atoms. Set conv(A) to be the convex hull of A and put
Even though · A need not be a norm (because conv(A) need not be centrally-symmetric), it is positive homogeneous and satisfies a triangle inequality: for every A, B ∈ R m×T and λ ≥ 0:
And, if we assume that A is centrally-symmetric, then A is a norm, (5.9) is satisfied and Theorem 5.3 applies.
Set B to be the unit ball with respect to A and note that ℓ * (B) = ℓ * (A). For example, assume that m = T and put A to be the set of all orthogonal matrices. Since the unit ball of the spectral norm is the convex hull of the set of orthogonal matrices, one has · A = · S 2 and 
Conclusions
We have presented a general result (Theorem 1.9) describing statistical properties of a constrained regularized procedure in the learning theoretical framework. This result highlights the role played by the quadratic and multiplier processes in calibrating the regularization parameter λ as well as their effect on the estimation error rate. It appears that:
1. the rates of convergence depend on Ψ(f * ) and we recover the minimax rate in the "true model" {f ∈ F : Ψ(f ) ≤ Ψ(f * )} -up to a logarithmic factor -in many well-studied examples .
2. no statistical model is needed to study RERM; all the analysis has been carried out here in the general learning theory setup, and thus without assuming any statistical model. Theorem 1.9 and all its corollaries and applications are true regardless of any relation between the target Y and the input X. For instance, when predicting Y using linear functionals of X there is no need to assume that Y equals a linear functional of X plus an independent noise; our results hold even if Y were, for instance, a noisy version of a quadratic function of a linear functional of X (e.g. phase retrieval) or even when Y is independent of X.
Our analysis shows that despite considering the more general learning theory framework, the error rate and the regularization parameter used to construct RERM almost match the ones that would have been obtained with more information -namely, a given statistical model. In the examples we considered, Statistical models are superfluous for the analysis of RERM and as a consequence, they may actually hide what really determines the error rate and the right choice of a regularization parameter:
• calibration of the regularization parameter depends only on the multiplier process -which measures the empirical correlation between the noise Y − f * (X) and the class F . When this correlation is small or even null (in the free-noise case) the regularization parameter will also be small.
• the key parameters are the "structure" of the "unit ball" of the regularization function (measured here using the Gaussian mean width) and the "noise level", which we measure through the L q norm of Y − f * (X).
Proof of Theorem 3.6
Following [38] , the proof of Theorem 3.6 is based on properties of the following norm: 
≤ c 0 L.
Setting U j = N −1/2 N i=1 ε i X i (j) and p 1 = log d (recalling that t ≥ 1 and d ≥ N in Assumption 3.1), it follows from Proposition 7.2 that
Let w ≥ e and set u = c 0 Lw √ log d max 1≤j≤d x j L 2 ; therefore,
which is a high probability estimate on (3.7) under a limited moment assumption. Integrating the tail,
proving (3.9). Next, we obtain high probability bounds on (3.8) -which requires some preparation. Let j ∈ {1, . . . , d} and set Z i = X i (j). Consider the Bernoulli sums
Denote by (a * i ) N i=1 the non-increasing rearrangement of (|a i |) N i=1 . A straightforward application of Höffding's inequality shows that conditioned on (ξ i ) N i=1 and (Z i ) N i=1 , for any v > 0, with probability at least 1 − 2 exp(−v 2 /2) relative to (ε i ) N i=1 , where r and r ′ are conjugate indices. As a consequence, high probability bounds on the rearrangements (ξ * i ) and (Z * i ) can be used to obtain high probability bounds on |Q j | (and therefore, on max 1≤j≤d |Q j | as well, using the union bound).
The next two observations, whose proofs may be found in [38] give information on the structure of a typical (Z i ) N i=1 when Z has at least t log d subgaussian moments. It turns out that one may decompose (Z i ) N i=1 to a sum of two vectors, supported on disjoint sets: one consists of the largest m coordinates of (|Z i |) N i=1 , and its ℓ N 2 norm is determined by relatively high moments of Z; the other one consists of the N − m smaller coordinates of (|Z i |) N i=1 , and if Z ∈ L q 1 , its ℓ N r norm is well-behaved for r < q 1 . The 'level' m depends on the desired probability estimate and on the moments of Z: if one wishes to obtain a probability estimate of 1 − 2 exp(−p) for p ≥ log N (as we will), then Z should have roughly p moments and one should select m ∼ p/ log(eN/p).
First, let us consider the smaller coordinates: Let ξ 1 , ..., ξ N be independent copies of ξ and recall that (ξ * i ) N i=1 is the monotone non-increasing rearrangement of (|ξ i |) N i=1 . We apply Lemma 7.3 for q 1 = q, r 1 = 2r and set This provides a high probability bound on the smaller coefficients of (|ξ i |) N i=1 , and now we shall turn to a result on the larger ones. Setting Z i = X i (j) for i = 1, . . . , N and applying (7.4), (7.5), (7.6) and Lemma 7.5, we obtain, with probability larger than 
Then, by plugging those inequalities in (7.2), it is evident that under Assumption 3.1, for u > 2, v > 0, w ≥ 2, 2p = t log d and m ∼ p/ log(eN/p), with probability at least 1 − exp(−p/2) u 2p − 4 exp(−p/2) u c 0 m − c 1 log q N w q N q/2−1 − 2 exp(−v 2 t log d),
