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Abstract
We consider numerical methods of the four scalar integral equation formulas for the biharmonic equation, suggested
by the author in an earlier paper. The numerical methods are fully discrete collocation methods, based on technique of
singularity subtraction and the rectangular quadrature rule. The numerical methods are computationally eective for all
four formulas when the domain has a smooth boundary. When the boundary has corners, mesh grading of sucient order
yields desired convergences. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
Consider the biharmonic equation with the Dirichlet boundary data:
2w(x) = 0; x 2 
;
w(x) = f(x); x 2  ;
@w
@n
(x) = fn(x):
(1.1)
Here the domain 
 is a simply connected bounded domain in R2 with smooth or piecewise smooth
boundary  . To avoid nonuniqueness in the single-layer potential representation, we assume
Cap( ) 6= 1. The vector n represents the outward unit normal vector on the boundary.
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We are looking for a week solution, w 2 H 2(
) with the boundary data w 2 H−1=2( ) and
@w=@n 2 H−3=2( ). Here Hp( ) and Hp(
) are the usual Sobolev spaces.
The above equation has physical applications in linear elasticity and the Stokes ow problem
[1,4,9{11].
In this paper, we present a numerical method for the scalar integral formulas proposed by the
author [6]. Earlier in [5], he has proposed two scalar integral equation formulas. The derivation of
the formulas is based on factoring Eq. (1.1) into v=w and v=0; then represent v as the single-
or double-layer potentials and apply the Gauss-divergence theorem. Later in [6], he has proposed
four scalar integral equation formulas based on a dierent approach (a variational approach): Two
of them (formulas 1 and 2) turn out to be the same formulas as the ones in [5] and the other
two are new ones with more complicated kernels (see Section 3 for formulas 1{4). The kernels
in formulas 1{4 contain integrals of the product of singular functions, i.e., logarithmic singular or
hyperbolic singular functions. Therefore, direct evaluation of kernels can be costly and we may
need sophisticated, complicated manipulation to obtain numerical methods of desirable order of
convergence. Here, we present a numerical method that circumvents direct evaluation of kernels.
On derivation of formulas 1{4, we observe that they are sums of composites of simple integral
operators, and each simple integral operator can be approximated well by existing methods. Then
the resulting stiness matrix can be a sum of multiplications of matrices, that can be computed
easily and eciently.
The paper is organized in the following way. In Section 2 we state the traditional indirect vector
formulas such as the Chakrabarty formulas and Almansi formulas. In Section 3 four scalar integral
equation formulas are reviewed, and the unique solvability results are stated. In Section 4 we suggest
simple numerical schemes (fully discrete collocation methods), and eectiveness of our formulas is
shown through numerical tests. For the program language, Matlab is used.
2. Indirect vector methods
According to Jaswon and Symm [4], every biharmonic function w can be uniquely expressed as
w(x) = B(x) + H (x); (2.1)
where B and H are appropriate biharmonic and harmonic potential representations, respectively.
Typical indirect methods are based on representing w in the following ways: the former two are
called the Charkrabarty representation, and the latter two the Almansi representation.
 Chakrabarty 1: Find the densities  and  s.t.
w(x) =
Z
 
(G(x − y)(y) + g(x − y) (y)) dSy; x 2 
:
 Chakrabarty 2:
w(x) =
Z
 
 
@G
@ny
(x − y)(y) + g(x − y) (y)
!
dSy; x 2 
:
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 Almansi 1:
w(x) = jx − x0j2
Z
 
g(x − y)(y) dSy +
Z
 
g(x − y) (y) dSy; x 2 
:
 Almansi 2:
w(x) = jx − x0j2
Z
 
@g
@ny
(x − y)(y) dSy +
Z
 
g(x − y) (y) dSy; x 2 
:
Here
G(x) =
1
8(jxj
2log jxj − jxj2);
g(x) =
1
2 log jxj
are the biharmonic and harmonic fundamental solutions, respectively, and x0 in the Almansi repre-
sentations is an arbitrary interior point in 
. Here, jxj represents the Euclidean distance of a vector
x and dS is the boundary measure. Note that the fundamental solutions satisfy the relation
G(x) = g(x); g(x) = (x): (2.2)
Applying the boundary conditions, given in (1.1), to the above representations, we have 2  2
nonsymmetric matrix systems of integral equations with the unknowns  and  . The fact of a 2 2
nonsymmetric matrix system can cause diculties in analytical and numerical analyses, especially
when there are corners on the boundary. In case of Almansi representations, they lack rigorous
analysis even when the boundary is smooth (i.e., ellipticity of the resulting integral equation system,
that is essential for the stability of numerical methods). But our method will lead us to scalar integral
equations, and it may make rigorous analysis more feasible. Moreover, from a numerical viewpoint
the condition number of vector methods, which aects the stability of numerical methods, grows
much faster and is much larger than those of the scalar methods as mesh gets ner.
For vector formulas based on direct methods and others, we refer to Costabel et al. [2] and
Costabel and Saranen [3].
3. Scalar integral equation formulas
Before explaining our motivation of scalar integral equation methods, let us state the Gauss-
divergence theorem, rst. For u 2 H 2(
) and v 2 H 2(
),Z


u(x)v(x) dx −
Z


u(x)v(x) dx =
Z
 
un(y)v(y) dSy −
Z
 
u(y)vn(y) dSy:
Here the assumption on u and v is conservative, but it is enough for our analyses and it can be
weaker. From here on, un and vn represent the normal derivatives of u and v on the boundary,
respectively.
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Let us consider that the biharmonic part B of w is known in (2.1). Then we can solve w by the
following formula. Using (w−B)=0 and applying the Gauss-divergence theorem with g(x)=(x),
we have
w(x) = B(x) +
Z
 
(Bn − fn)(y)g(x − y) dSy −
Z
 
(B− f)(y) @g
@ny
(x − y) dSy; x 2 
: (3.1)
Therefore, we need to know only the biharmonic part B of w to have a complete solution w.
Applying Gauss-divergence theorem to Eq. (1.1) with the harmonic test functions v, we haveZ


w(x)v(x) dx =
Z
 
fn(y)v(y) dSy −
Z
 
f(y)vn(y) dSy: (3.2)
It is worth noting that the above equality is satised even if w is not biharmonic.
In view of Eq. (3.2), we suggest a boundary integral method for (1.1): nd a biharmonic u such
that Z
 
un(x)v(x) dSx −
Z
 
u(x)vn(x) dSx =
Z
 
fn(x)v(x) dSx −
Z
 
f(x)vn(x) dSx (3.3)
for all harmonic function v. Unfortunately, as will be seen in Theorem 1, u is not uniquely deter-
mined, but u is unique up to a harmonic function, that is, (u−w) = 0, where w is the solution of
(1.1). Therefore, if we take u= B, the biharmonic part in the Almansi and Chakrabarty representa-
tions, we can decide upon a unique u that satises Eq. (3.3).
Since the test function v in (3.3) is harmonic, represent v in the single-layer potential
v(y) =
Z
 
g(y − x) (x) dSx; y 2 
; (3.4)
where the representation is unique if Cap( ) 6= 1 in R2 [4]. Then, we have
vn(y) =−(y) (y) +
Z
 
@g
@ny
(y − x) (x) dSx; y 2  ; (3.5)
where (x) represents the interior angle at the point x divided by 2. For example, if the boundary
is smooth, (x) = 12 since the interior angle at each point on the boundary is . Substituting v and
vn in (3.3) with those in (3.4) and (3.5), we haveZ
 
un(y)
Z
 
g(x − y) (x) dSx dSy +
Z
 
(x)u(x) (x) dSx −
Z
 
u(y)
Z
 
@g
@ny
(y − x) (x) dSx dSy
=
Z
 
fn(y)
Z
 
g(y − x) (x) dSx dSy +
Z
 
(x)f(x) (x) dSx
−
Z
 
f(y)
Z
 
@g
@ny
(y − x) (x) dSx dSy:
By changing the order of integrations, since  is arbitrary, we are led to an integral equationZ
 
g(x − y)un(y) dSy + (x)u(x)−
Z
 
@g
@ny
(x − y)u(y) dSy = F(x); x 2  ; (3.6)
where
F(x) =
Z
 
g(x − y)fn(y) dSy + (x)f(x)−
Z
 
@g
@ny
(x − y)f(y) dSy:
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Note that Eqs. (3.3) and (3.6) are equivalent. In a symbolic form, we rewrite (3.6) as
Sun(x) + (x)u(x)−Du(x) = F(x); (3.7)
where
Sun(x) =
Z
 
g(x − y)un(y) dSy;
Du(x) =
Z
 
@g
@ny
(x − y)u(y) dSy:
Now, we replace u and un in (3.6) with those of the biharmonic part in the Chakrabarty and
Almansi representations in Section 2. Represent u as
(a) u(x) =
Z
 
G(x − y)(y) dSy; x 2 
;
(b) u(x) =
Z
 
@G
@ny
(x − y)(y) dSy; x 2 
;
(c) u(x) = jx − aj2
Z
 
g(x − y)(y) dSy; x 2 
;
(d) u(x) =
8>>><
>>>:
jx − aj2
Z
 
@g
@ny
(x − y)(y) dSy; x 2 
;
jx − aj2
 
(1− (x))(x) +
Z
 
@g
@ny
(x − y)(y) dSy
!
; x 2  :
We represent (a, b, c, d) in symbolic forms
u(x) =Ki(x); i = 1; 2; 3; 4; (3.8)
where the indices (1; 2; 3; 4) correspond to (a, d, c, d), respectively. Now, their normal derivatives on
the boundary satisfy
(a0) un(x) =
Z
 
@G
@nx
(x − y)(y) dSy; x 2  ;
(b0) un(x) =
Z
 
@2G
@nx@ny
(x − y)(y) dSy; x 2  ;
(c0) un(x)= 2(x − a)  nx
Z
 
g(x − y)(y) dSy
+jx − aj2

−(x)(x) +
Z
 
@g
@nx
(x − y)(y) dSy

; x 2  ;
(d0) un(x)= 2(x − a)  nx
 
(1− (x))(x) +
Z
 
@g
@ny
(x − y)(y) dSy
!
+jx − aj2
Z
 
@2g
@nx@ny
(x − y)(y) dSy; x 2  :
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We represent (a0; b0; c0; d0)( (1; 2; 3; 4)) in symbolic forms:
un(x) =Li(x); i = 1; 2; 3; 4: (3.9)
Then the combination of Eqs. (3.7){(3.9) yields the following four dierent boundary integral
equations.
Hi(x) =
Z
 
Hi(x; z)(z) dSz = F(x); x 2  ; i = 1; 2; 3; 4; (3.10)
where
Hi(x) := (SLi + (x)Ki −DKi)(x) (3.11)
and the kernel Hi satises the following formula for each occasion. For detailed calculation, see
Section 5 of Jeon [6].
Formula 1. The combination of (3.6), (a) and (a0) yields the kernel
H1(x; z) = (x)G(x − z)−
Z
 
@g
@ny
(x − y)G(y − z) dSy +
Z
 
g(x − y) @G
@ny
(y − z) dSy:
Formula 2. The combination of (3.6), (b) and (b0) yields the kernel
H2(x; z)= (x)
@G
@nz
(x − z)−
Z
 
@g
@ny
(x − y)@G
@nz
(y − z) dSy
+
Z
 
g(x − y) @
2G
@ny@nz
(y − z) dSy:
Formula 3. The combination of (3.6), (c) and (c0) yields the kernel
H3(x; z)= 2
Z
 
(y − a)  nyg(x − y)g(y − z) dSy
− (z)jz − aj2g(z − x) +
Z
 
jy − aj2g(x − y) @g
@ny
(y − z) dSy
+ (x)jx − aj2g(x − z)−
Z
 
jy − aj2 @g
@ny
(x − y)g(y − z) dSy:
Formula 4. The combination of (3.6), (d) and (d0) yields the kernel
H4(x; z)= (x)(1− (x))(x − z)jx − aj2 + (x)jx − aj2 @g@nz (x − z)
− (1− (z))jz − aj2 @g
@nz
(x − z) + 2(1− (z))(z − a)  nzg(x − z)
+
Z
 
jy − aj2g(x − y) @
2g
@ny@nz
(y − z) dSy + 2
Z
 
(y − a)  nyg(x − y) @g@nz (y − z) dSy
−
Z
 
jy − aj2 @g
@ny
(x − y) @g
@nz
(y − z) dSy:
The kernels, especially those in formulas 3 and 4, are complicated and contain boundary integrals
of singular functions. Direct numerical evaluation of the kernels will be costly. Therefore, we use
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formula (3.11) for the numerical approximation of Hi becuase the operators S;D;Ki and Li can
be approximated well with existing methods. In Section 4, the details are described.
We call u weakly biharmonic if u 2 H 2(
); u 2 H−1=2( ); (u)n 2 H−3=2( ), satisesZ


u(x)v(x) dx =
Z
 
u(y)vn(y) dSy −
Z
 
(u)n(y)v(y) dSy (3.12)
for all v 2 H 2(
).
Remark 1. Usually, the weakly biharmonic solution of Eq. (1.1) is a u 2 H 2(
), satisfying the
boundary condition uj  = f 2 H 3=2( ); @u=@nj  = fn 2 H 1=2( ) (by the trace theorem) and also
satisfyingZ


uv= 0
for all v 2 H 20 (
). Here, H 20 (
) = fu 2 H 2(
) : uj  = @u=@n = 0g. In our denition we require
u 2 H 2(
) with additional regularity, uj  2 H−1=2( ) and @u=@nj  2 H−3=2( ).
We conclude this section by mentioning theorems regarding the unique solvability of the formulas.
Theorem 1 (Jeon [6]). The weakly biharmonic solution of Eq. (3:3) is unique up to a harmonic
function.
Proof. Consider a variational problem: nd a weakly biharmonic u 2 H 2(
);u 2 H−1=2( ); (u)n 2
H−3=2( ) such that
min
u
Z
 
un(y)u(y) dSy −
Z
 
u(y)(u)n(y) dSy

− 2
Z
 
fn(y)u(y) dSy −
Z
 
f(y)(u)n(y) dSy

: (3.13)
Variational calculus easily gives the equivalence of two problems (3.3) and (3.13).
Now, since u is weakly biharmonic,Z
 
un(y)u(y) dSy −
Z
 
u(y)(u)n(y) dSy

− 2
Z
 
fn(y)u(y) dSy
−
Z
 
f(y)(u)n(y) dSy

=
Z


u(x)u(x) dx − 2
Z


w(x)u(x) dx:
It is always possible to express u= c1w + c2w? for some constants c1 and c2, where w? is
chosen so that
R

w(x)w
?(x) dx = 0. ThenZ


u(x)u(x) dx − 2
Z


w(x)u(x) dx>−
Z


w(x)w(x) dx;
where the equality holds only when c1 = 1 and c2 = 0, that is, u=w.
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Theorem 1 conrms that we can determine u uniquely in Eq. (3.3) (therefore, Eq. (3.6) is uniquely
solvable for u) if we seek u(x) = B(x), where B(x) is the biharmonic part in the Almasi and
Chakrabarty representations as in Eq. (2.1). With the aid of Theorem 1, we conclude that the
density function  in Eq. (3.10) is uniquely solvable in Theorem 2.
Theorem 2 (Jeon [6]). Assume Cap( ) 6= 1 in R2. Integral equations (3:10) with the kernels in
formulas 1{4 are uniquely solvable.
Remark 2. Formulas 1{3 yield the rst kind integral equations and formula 4 gives the second kind
integral equation. We nd that the solution gets more and more regular as we move from formula 1
to formula 4. Moreover, we will get more stable numerical schemes as we move from formula 1 to
formula 4. Therefore, formulas 3 and 4 may provide better approximating and more stable numerical
schemes than formulas 1 and 2, especially in presence of corners on the boundary  .
4. Numerical examples
In this section, we suggest a numerical method for Eq. (3.10), that aviod the direct evaluation
of complicated kernels in formulas 1{4. It will be possible by using representation (3.11) for Hi,
where the integral operators, S;D;Ki and Li can be approximated well by existing methods.
Consider a biharmonic function
w(x; y) = x3 + y3:
Also consider two domains: one is an ellipse and the other a domain with a reentering corner of
angle 3=2 at (−0:3; 0).
 Ellipse: (t) := (2 cos(t); sin(t)),
 a cornered domain: (t) := (− 23 sin( 32 t)− 0:3;−sin(t)),
where 06t62.
Now, we explain our numerical methods that are used to obtain the numerical results in the Table 1
and Figs. 1{4. For simple approxiamtion, discretize the parametric space evenly, i.e., h := 2=N and
Table 1
Numerical results for (w)h(p) at p= (1; 0) on an ellipse. The exact value is (w)(p) = 6
h=(2) Formula 1 Formula 2 Formula 3 Formula 4
1=10 5.7359 5.7888 5.7102 4.8597
1=20 5.9723 5.9494 5.9784 5.9006
1=40 5.9960 5.9940 5.9979 5.9979
1=80 5.9996 5.9993 5.9997 5.9998
1=160 5.9999 5.9999 6.0000 6.0000
Convergence O(h3) O(h3) O(h3) O(h3)
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Fig. 1. Error indicator with formula 1 for (w)(p) at p= (0:2; 0:1) on the cornered domain.
Fig. 2. Error indicator with formula 2 for (w)(p) at p= (0:2; 0:1) on the cornered domain.
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Fig. 3. Error indicator with formula 3 for (w)(p) at p= (0:2; 0:1) on the cornered domain.
Fig. 4. Error indicator with formula 4 for (w)(p) at p= (0:2; 0:1) on the cornered domain.
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tk := kh. Dene nodes on boundary as xk := (tk). Then the rectangular rule with subtraction of the
singularity for Eq. (3.6) yields an approximate equation:
(Shun; h +   uh −Dhuh)(xj) = Fh(xj); 06j6N − 1; (4.1)
where
un; h(xj)  j0(tj)jun(xj); uh(xj)  u(xj);
Shun; h(xj) := h
N−1X
k=0

g(xj − xk)− log
2 sin tj − tk2


un; h(xk)
+ h
N−1X
k=0
log
2 sin tj − tk2
 (un; h(xk)− un; h(xj));
Dhuh(xj) := h
N−1X
k=0
@g
@nxk
(xj; xk)j0(tk)juh(xk);
Fh(xj) = (Sh(j0j  fn) +   f −Dhf)(xj)
and (j0j fn)(xj) = j0(tj)j fn(xj); ( f)(xj) = (xj)f(xj). Now, to obtain an approximate equation
for formula 1, approximate (a) and (a0) as follows. Noting un; h(x)  j0(t)jun(x),
uh(xk) =K1; h(h)(xk) := h
N−1X
i=0
G(xk ; xi)h(xi);
un; h(xk) =L1; h(h)(xk) :=
N−1X
i=0
j0(tk)j @G@nxk
(xk ; xi)h(xi);
(4.2)
where h(xi)  j0(xi)j(xi). As a result, we have an approximation system to (3.10):
H1; h(h)(xj) = (ShL1; h +  K1; h −DhK1; h)(xj) = Fh(xj); 06j6N − 1: (4.3)
The matrix H1; h is a sum of composite matrices, which can be easily evaluated.
Now, for formulas 2{4 we have used similar methods to the one explained above. For formulas
2 and 3, there are only logarithmic singularities and they are treated in the same way as the above.
For formula 4, un in (d0) contains a hypersingular integrand, and we use the following singularity
subtraction. Noting
R
 (@
2g=@nx@ny)(x − y) dSy = 0,Z
 
@2g
@nx@ny
(x − y)(y) dSy =
Z
 
@2g
@nx@ny
(x − y)((y)− (x)) dSy:
Now, the integrand in the right-hand side is only Cauchy singular. The Hilbert operator satisesZ 2
0
cot

t − s
2

ds= 0
and its approximate satises
h
N−1X
k=0
cot

tj + h=2− tk
2

= 0; 06j6N − 1:
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Then, we can have the following approximation:Z
 
@2g
@nxj@ny
(xj − y)((y)− (xj)) dSy
 h
N−1X
k=0
j0(tk + h=2)j @
2g
@nxj@nxk+1=2
(xj − xk+1=2)((xk+1=2)− (xj)); (4.4)
where xk+1=2 := (kh+ h=2). Using the Dirichlet kernel
(xk+1=2)  h
N−1X
j=0
D(kh+ h=2− tj)(xj); (4.5)
where
D(t) =
1
2
8><
>:
sin(Nt=2)
sin(t=2)
; N : odd;
cot(t=2) sin(Nt=2); N : even
if    is 2-smooth periodic. Then we will have an N  N matrix system for formula 4 with
unknowns f(xk)gN−1k=0 .
For the domain with a corner, we use a mesh-grading transformation additionally, suggested by
Kress [8]. Then, meshes will be more concentrated around corners. It has been a common, ecient
technique for numerical intergration of singular integrands. The mesh-grading transformation of order
p, is given as
(t) = 2 
p(t)
p(t) + p(1− t) ; (4.6)
where
(t) =

1
2
− 1
p

t
 − 1
3
+
1
p

t
 − 1

+
1
2
; p>2:
Then  : [0; 2] ! [0; 2] is bijective, and it makes the evenly spaced meshes concentrated toward
end points of the interval with polynomial order p. Then Eqs. (4.1) and (4.2) have to be modied
appropriately. The kernel of the operator D becomes singular around the corner (x0) also, and we
use an additional singularity subtraction. Let tk := (kh); t0k := 
0(kh) and xk := (tk). Then,
(Shun; h +   uh −Dhuh)(xj) = Fh(xj); 06j6N − 1;
where
un; h(xj)  j0(tj)jun(xj); uh(xj)  u(xj);
Shun; h(xj) := h
N−1X
k=0

g(xj − xk)− log
2 sin tj − tk2


t0kun; h(xk)
+h
N−1X
k=0
log
2 sin tj − tk2
 t0k(un; h(xk)− un; h(xj)); (4.7)
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Dhuh(xj) := h
N−1X
k=0
@g
@nxk
(xj; xk)j0(tk)jt0k(uh(xk)− uh(x0)) + (xj)uh(x0);
Fh(xj) = (Sh(j0j  fn) +   f −Dhf)(xj)
and
uh(xk) =K1; h(h)(xk) := h
N−1X
i=0
G(xk ; xi)h(xi);
un; h(xk) =L1; h(h)(xk) :=
N−1X
i=0
j0(tk)j @G@nxk
(xk ; xi)h(xi);
where h(xi)  j0(ti)jt0k(xi). For formulas 2 and 3, we use h(xi)  j0(ti)j(xi) while putting t0k
in the kernels.
Table 1 gives the numerical results for each formula when the boundary is an ellipse. Figs. 1{4
represent the error results for each formula with various mesh gradings when the boundary has a
reentrant corner. We evaluate w instead of w at an interior point of each domain. The reason is
that w is directly related to the physically important quantity, stress tensors and it is simple to
evaluate with our formulas. We observe that all formulas give similar convergence properties for
the domain with a smooth boundary. The experimental convergence rate, O(h3), is partly inherited
from our numerical method for the logarithmic kernel integral equation, i.e. collocation at nodes
after singularity subtraction. For details, see [7].
For a nonsmooth boundary, we need mesh grading around corners to retain the same kind of
convergence, O(h3), as for the smooth boundary except formula 4. For formula 4 we observe unsteady
convergence in case of the nonsmooth boundary, and it is expected since the hypersingular kernel
behaves very badly around corners. We present the numerical results for formulas 1{4 with mesh
grading of orders, p=1; 2; 3; 4: The optimal convergence is obtained when we use a suciently high
order of mesh grading, p= 3 or 4. As meshes are more concentrated, the condition number of the
discrete system is getting worse. Apparently, formulas 1 and 2 seem to give steady convergences,
but almost singular condition number is observed even for a moderately large N with q = 3 or 4.
In case of vector methods, we observed that the condition number grew much faster than those of
our scalar methods. As a summary formula 3 yields a stable and well convergent numerical scheme
for both smooth and nonsmooth boundaries.
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