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Kurzfassung
Eine grundlegende Voraussetzung für die Entwicklung von teilautonomer hydraulischen Maschi‐
nen ist die automatisierte Bewegung der notwendigen Strukturen. Die Anforderungen an diese
Bewegungen sind hoch und aus diesem Grund sind einfache Reglerstrukturen ohne konkrete Stre‐
ckenkenntnis nicht ausreichend. Die Beschreibung des Streckenkennmodells ist bei hydraulischen
Maschinen sehr komplex und zeitaufwendig. Die Modellierung mit theoretischen auf physikali‐
schen Ansätzen beruhenden Methoden ist daher unwirtschaftlich. Aufgrund dessen müssen für
die Entwicklung von teilautonomen Maschinen alternative Strategien zur Beschreibung der Dy‐
namik entwickelt werden. Im Rahmen der Diplomarbeit wurde die Machbarkeit von Neuronalen
Netzen zur modellbasierten Geschwindigkeitsregelung von hydraulischen Zylindern an einem Bag‐
ger untersucht. Dabei wurden unterschiedliche Anregungssignale überprüft und das Regelverhal‐
ten des Neuronalen‐Reglers auf einem realen Versuchsträger verifiziert. Es hat sich gezeigt, dass
sich die datenbasiertenMethoden zur Regelung von elektrohydraulischen Baggern eignen. Im Ver‐
gleich zu theoretischen Ansätzen konnte eine Steigerung der Regelgüte, bei gleichzeitiger Redu‐
zierung des Arbeitsaufwandes von mehreren Monaten hinzu wenigen Tagen, erreicht werden.
Abstract
A fundamental prerequisite for the development of semi‐autonomous hydraulic machines is the
automated movement of the necessary structures. The requirements for these movements are
high and for this reason, simple control structures without concrete knowledge of the plant be‐
havior are not sufficient. The description of the plantmodel for hydraulic machines is very complex
and time‐consuming. Modeling with theoretical methods based on physical approaches is there‐
fore uneconomical. Therefore, alternative strategies for the description of dynamics have to be
used for the development of semi‐autonomous machines. Within the diploma thesis, the feasi‐
bility of neural networks for model‐based speed control of hydraulic cylinders on an excavator
was investigated. Different excitation signals were tested and the control behavior of the neural
controller was verified on a real test vehicle. It has been shown that the data‐based methods are
suitable for the control of electrohydraulic excavators. In comparison to theoretical approaches,
an increase in the control quality could be achieved, while at the same time reducing the workload
by several months to a few days.
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Symbolverzeichnis
Selten benutzte Formelzeichen und Begriffe sowie abweichende Bedeutungen werden ausschließ‐
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1
1 Einleitung
Systeme mit Assistenzfunktion sind heute bereits in vielen Anwendungsfeldern verbreitet. Die
vielfältigen Einsatzbereiche sind beispielsweise neben der Produktion und dem Mobilitätsbe‐
reich, Wohn‐ und Zweckgebäude (Smart Home bzw. Smart Building) auch der Energie‐, Bau‐,
Landwirtschafts‐ und Gesundheitssektor [DUMI18]. Ein Einsatzbereich aus dem Bausektor ist der
Sektor der hydraulischen Arbeitsmaschinen, an deren Automatisierung seit mehreren Jahren ge‐
forscht wird [HEMA09]. Hintergrund stellt die Komplexität der Bedienung und der Aspekt des im‐
mer stärkeren Fachkräftemangels in der Bauwirtschaft dar [BAUM16]. Gerade die Steuerung von
Baggern ist schwer zu erlernen, da die Position der Schaufel indirekt über ein mindestens zwei‐
gliedriges Getriebe eingestellt werden muss [LORE17]. Für eine präzise und gleichzeitig schnelle
Operation sind jahrelange Erfahrungen notwendig. Einen Forschungs‐ und Entwicklungsschwer‐
punkt bildet hierbei die Übertragung von fortschrittlichen Methoden der Robotik und der künstli‐
chen Intelligenz auf hydraulische Arbeitsmaschinen.Wie in [ROBE02] dargestellt, führt derWeg zur
vollständigen Automatisierung zunächst über die Entwicklung von Assistentenfunktionen, bei de‐
nen der Operator nur die Aufgabe der Überwachung und Freigabe des Prozesses hat. Die Entwick‐
lung neuer Assistentenfunktionen für Bagger erlaubt es auch ungeübten Operatoren komplexe
und präzise Bewegungen durchzuführen. Aufgrund der geringeren Anforderungen an den Ope‐
rator führt dies zu einer Reduzierung der Arbeitsbelastung [BRAD98]. Aus wirtschaftlicher Sicht
kann dadurch die Maschinennutzung und der Durchsatz gesteigert werden, wodurch es zu einer
Steigerung der Rentabilität kommt [SCHM10].
Eine grundlegende Voraussetzung für die Entwicklung von Assistenzfunktionen und teilautonomer
Maschinen ist die automatisierte Bewegung der für Prozessbearbeitung notwendigen Strukturen.
Um dies zu erreichen müssen neben geeigneten Sensorprinzipien zur Erfassung der Ist‐Position
der Schaufel auch entsprechende Regelstrategien implementiert werden. Diese haben die Auf‐
gabe aus der berechneten Regelabweichung geeignete Ansteuersignale zur Umsetzung der ge‐
wünschten Positions‐ oder Geschwindigkeitstrajektorie zu generieren. Da erfahrene Baggerfahrer
Trajektorien sehr präzise und schnell abfahren können, sind die Anforderungen an die Automatisie‐
rungsfunktionen entsprechend hoch. Einfache Reglerstrukturen ohne konkrete Streckenkenntnis
können diese Anforderungen nicht erfüllen. Aus diesem Grund wird die Streckenkenntnis oft für
eine modellbasierte Regelung eingesetzt, um die geforderte Performance zu erreichen [CHAC14].
Kapitel 1: Einleitung 2
1.1 Problemstellung
Um die modellbasierte Regelung anzuwenden ist eine konkrete Streckenkenntnis notwendig. Eine
Regelstrecke wird in erster Linie durch ihr Zeitverhalten – die Streckendynamik ‐ charakterisiert
[LUNZ16]. Sie besteht aus einer Kette von Einzelsystemen und bildet den Teil eines Regelkreises.









Abbildung 1.1: Vereinfachte Darstellung der Strecke eines Baggers
Die Beschreibung des Streckenverhaltens ist komplex. Bei der dargestellten Strecke handelt es
sich um eine Strecke in mehreren Domänen, beispielsweise treten in dem System hydraulische,
mechanische und elektrische Vorgänge auf. Neben diesem Aspekt besitzen die einzelnen Domä‐
nen auch ein nichtlineares Verhalten, welches nicht einfach zu beschreiben ist. Soll nun wie in
Abb. 1.1 gezeigt, ein inverses Streckenmodell als Vorsteuerung eingesetzt werden, ist es notwen‐
dig das inverse Verhalten zu modellieren. Hierfür kommen meist theoretische (auf physikalischen
Ansätzen beruhende) Methoden zum Einsatz. Diese Methoden sind für solche komplexen Syste‐
me jedoch sehr zeitaufwändig und erfordern detaillierte Informationen der einzelnen verbauten
Komponenten.
Gerade im Bereich von hydraulischen Baumaschinen kommt es zu Herausforderungen bei dem
Einsatz von theoretischen Ansätzen, welche einen großen zeitlichen Aufwand mit sich ziehen.
Beispielsweise kann es bei der Entwicklung von hydraulischen Baumaschinen vorkommen, dass
nicht alle hydraulischen Bauteile von einem Hersteller sind und dadurch die exakten Daten und
Eigenschaften der einzelnen Komponenten nicht bekannt sind. Diese fehlenden Informationen er‐
schweren eine genaue physikalische Modellierung. Um ein hinreichend genaues Streckenmodell
zu erzeugenmüssen hierfür die fehlenden Informationen der Komponenten entweder abgeschätzt
oder durch aufwendige Tests bestimmt werden. Zudem besitzen hydraulische Komponenten gro‐
ße Produktionstoleranzen, wodurch sich das Verhalten von gleichen Komponenten unterschei‐
den kann. Der Markt von hydraulischen Maschinen setzt sich aus einer Low‐Volume‐High‐Mix‐
Fertigung zusammen. Das bedeutet, dass die Stückzahlen gering und die Varianz bei den Baggern
hoch ist. Dies macht das Verhalten von jedem Bagger einzigartig, sodass eine genaue Übertrag‐
barkeit von Modellen nicht gegeben ist. Diese Marktzusammensetzung und der zeitliche hohe
Aufwand für die Modellierung eines einzelnen Baggers machen den Einsatz von theoretischen An‐
sätzen unwirtschaftlich [SCHM10].
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Es notwendig alternativeMethoden einzusetzen, umeinewirtschaftliche Lösung derModellierung
des Verhaltens zu schaffen. In den letzten Jahren hat sich gezeigt, dass die datenbasierten Ansätze
eine interessante Möglichkeit darstellen, da diese eine präzise Approximation des Systemverhal‐
tens ermöglichen ohne die Eigenschaften der verbauten Bauteile zu kennen [NGUY11]. Außerdem
bieten diese auch den Vorteil, im Vergleich zu physikalisch basiertenModellierungsansätzen, auch
unbekannte Nichtlinearität abbilden zu können [WANG11].
Die Abb. 1.2 verdeutlicht den Ansatz der datenbasierten Methoden. Es ist in dem Blockdiagramm










Abbildung 1.2: Regelung der Strecke
Nachdem das Modell erstellt wurde kann es wie in der Abb. 1.2 zu sehen direkt in dem Regler
eingesetzt werden. Mit diesem Ansatz kann der Modellierungsaufwand deutlich reduziert wer‐
den. Es müssen lediglich für jeden Bagger neue Trainingsdaten generiert und anschließend das
Modell trainiert werden. Eine genaue Kenntnis über die verbauten Teile und auftretenden Effek‐
te muss nicht individuell untersucht werden. Die Trainingsdaten könnten beispielsweise direkt bei
der End‐of‐Line Kalibrierung von hydraulischenMaschinen aufgenommenwerden. Diese datenba‐
siertenMethoden haben das Potential eineMarktdurchdringung vonmodellbasierten Regelungen
herbeizuführen, und so für preisgünstige Maschinen Assistenzfunktionen bereitzustellen.
1.2 Zielsetzung
Ziel der Arbeit ist ein Nachweis derMachbarkeit (Proof of Concept) von datenbasiertenMethoden
zur Reglung der Geschwindigkeit von hydraulischen Zylindern. Diese soll nicht nur theoretisch oder
anhand einer Simulation erbracht werden, sondern an einem realen Versuchsträger. In dieser Ar‐
beit wird davon ausgegangen, dass das System unbekannt ist. Der Nachweis der Machbarkeit soll
zunächst an einer einzelnen Achse untersucht werden. Als Versuchsträger wird ein Mobilbagger
der Marke JCBmit einem Gewicht von 12 t eingesetzt. Stellt sich dieMachbarkeit des datenbasier‐
ten Ansatzes für hydraulische Baumaschinen heraus so gilt es herauszufinden welche Daten für
die Modellierung notwendig sind.
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Die Daten spielen für die Güte des späteren Modells eine entscheidende Grundvoraussetzung.
Im Rahmen der Arbeit sollen daher unterschiedliche Testsignale untersucht werden. Bei der Ap‐
plikation dieser Testsignale ist der Datenaufwand und die Übertragbarkeit auf andere Bagger zu
berücksichtigen.
Die verwendete Methodik zur Lösung der Forschungsfrage lässt sich in sechs Schritte aufteilen. In
Abb. 1.3 sind die einzelnen Schritte der verwendetenMethodik dargestellt. Das Vorgehen umfasst
die Versuchsplanung, Datengenerierung und Vorbereitung, dieModellbildung, die Validierung des
Modells, den Reglertest und die Reglerverifikation‐ und Optimierung.
Steps


















Abbildung 1.3: Methodik der Arbeit
Die Schritte eins und zwei aus der Abbildung umfassen die Datengenerierung. Im Rahmen der Da‐
tengenerierung werden Felduntersuchungen an einem realen Versuchsträger durchgeführt. Die
hierbei aufgenommenen Daten werden aufbereitet und in der darauffolgenden Modellbildung
(Schritt drei) verwendet. Das erstellte Modell wird in dem Schritt vier offline mit Hilfe von Validie‐
rungsdaten überprüft und bewertet. Wie in der Abb. 1.3 gezeigt befassen sich die letzten beiden
Schritte (vier und fünf) mit der Prüfung des Reglers. Im Rahmen dieser Untersuchung wird das im
Schritt drei erzeugte Modell in dem modellbasierten Regler verwendet und auf dem Versuchsträ‐
ger untersucht. Und im sechsten Schritt wird der Regler optimiert.
1.3 Gliederung der Arbeit
Die Gliederung der Arbeit nimmt Bezug auf die dargestellte Methodik. Bevor jedoch näher auf
die Lösung der einzelnen Schritte der Methodik eingegangen wird, geht die Arbeit zunächst auf
die notwendigen Grundlagen der Hydraulik und modellbasierten Methoden ein. In Kapitel 2 wird
der Forschungsstand bei der Automatisierung von Baggerbewegungen erläutert. Kapitel 3 geht auf
die Grundlagen und genutzten Methoden zur Optimierung und das Training der Modelle ein. Der
Fokus im Bereich der datenbasierten Methoden liegt hierbei auf Neuronalen Netzen.
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Die Versuchsplanung, Aufbereitung der Daten und die Analyse im Sinne der Aufgabenstellung wird
in dem Kapitel 4 dargestellt. Die in Kapitel 4 beschriebenen Datenwerden in dem Kapitel 5 zurMo‐
dellierung des datenbasierten inversen Streckenverhaltens eingesetzt. Das Kapitel: Modellbildung
geht auf die zu wählenden Parameter ein und zeigt die Validierung des Modells. Eine wichtige Un‐
tersuchung der Modellbildung ist die durchgeführte Regressorenstudie, welche die spätere Sen‐
sorkonfiguration in der Anwendung bestimmt.
Das darauffolgende Kapitel befasst sich mit der Validierung des Reglers. Im Rahmen dieser Unter‐
suchung wird das in Kapitel 5 erzeugte Modell in dem modellbasierten Regler verwendet und auf
dem Versuchsträger untersucht. Die Darstellung dieser Ergebnisse ist in Kapitel 6 zu finden.
6
2 Stand der Technik
Bereits seit 180 Jahren stellen Bagger ein wichtiges Werkzeug für die Bau‐, Landwirtschaft‐ und
Rohstoffindustrie dar. Zu Beginn erfolgte die Steuerung der Bagger über Seilwinden. Erst mit dem
Beginn der Serienproduktion von Hydraulikbaggern vor 50 Jahren wurden die Seilbagger von den
hydraulisch angesteuerten Baggern abgelöst. Durch die Vorzüge der Hydrostatik bei der Leistungs‐
übertragung und ‐wandlung sind die Bagger leistungsfähiger geworden und können höhere Nutz‐
lasten, Grabkräfte und Bewegungsgeschwindigkeiten bieten. [KUNZ02]
Bagger gehören zur Klasse der mobilen Arbeitsmaschinen und Erdbaumaschinen. Mobile Arbeits‐
maschinen lassen sich nach Geimer und Pohlandt wie folgt definieren: Mobile Arbeitsmaschinen
haben die Aufgabe der Verrichtung eines Arbeitsprozesses. Sie verfügen dazu über einen Fahr‐ und
Arbeitsantrieb mit signifikanten Energieanteilen in beiden Antrieben [GEIM14]. Die Abb. 2.1 zeigt
den grundlegenden Aufbau eines Mobilbaggers.
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Abbildung 2.1: Grundlegender Aufbau eines Mobilbaggers
Ein Mobilbagger besitzt wie in der Abb. 2.1 zu erkennen Reifen anstatt Raupen. Das Fahrwerk !8
und der Unterwagen !10 werden durch das Drehwerk !9 verbunden. Das Drehwerk hat die Aufgabe
den Oberwagen zu rotieren um dadurch den Arbeitsraum zu erweitern. Die Position der Schaufel!11 wird über mehrere hydraulische Zylinder gesteuert. Diese Zylinder werden von einem hydrau‐
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lischen System geregelt. Bei herkömmlichen Erdarbeiten wird der Baggerarm mit Hilfe des Aus‐
legerzylinders !3 , Stielzylinders !2 und Löffelzylinders !1 bewegt. Das hydraulische System kann
sehr unterschiedlich sein. Aufgrund der hohen Varianz bei mobilen Arbeitsmaschinen gibt es ei‐
ne große Anzahl von hydraulischen Bauweisen [KAUT14]. Daher kann an dieser Stelle der Arbeit
nur auf die notwendigen Grundlagen für den verwendeten Versuchsträger eingegangen werden.
In den folgenden Abschnitten wird zunächst auf die physikalischen Grundlagen der Komponenten
sowie der Kreisläufe eingegangen und anschließend der Stand der Technik für das teilautonome
Baggern dargestellt. Für eine tiefere Beschreibung von elektro‐hydraulischen Komponenten und
Kreisläufen kann [FINZ11, KUNZ02, MURR12] herangezogen werden.
2.1 Grundstruktur von elektrohydraulischen Systemen
Alle elektrohydraulisch angetriebenen mobilen Arbeitsmaschinen besitzen die gleiche hydrauli‐
sche Grundstruktur. Diese lässt sich in die drei Hauptbereiche Versorgung, Regelung und Aktoren
unterteilen. In demAbb. 2.2 sind die drei genannten Bereiche schematisch dargestellt. Es zeigt den








Abbildung 2.2: Schematische Darstellung der Grundstruktur von hydraulischen Systemen
Für den Betrieb von hydraulischen Systemen ist es notwendig, dass die für die Aktoren und Re‐
gelung notwendige Energie von der Versorgung bereitgestellt wird [WATT17]. Die Versorgung der
Verbraucher wird in der beispielhaften Abb. 2.2 mit einer hydraulischen Pumpe umgesetzt welche
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von einem Motor angetrieben wird. Die Pumpe wandelt die mechanische Energie des Motors in
hydraulische Energie für das System. Wie in der Abbildung zu entnehmen wird für zwei Aktoren
eine einzelne Pumpe eingesetzt. Dieser Aufbau ist auch in vielen mobilen Arbeitsmaschinen wie‐
derzufinden [KUNZ02]. Bei diesen wird meist eine zentrale Pumpe direkt von einem Dieselmotor
angetrieben.
Die von der Versorgung des hydraulischen Systems bereitgestellte Energie wird der Regeleinrich‐
tung zugespeist. Diese Regelung kann bei servohydraulischen Antrieben als Geschwindigkeitsre‐
gelkreise, Lageregelkreise oder Kraftregelkreise umgesetzt werden [MURR12]. Dabei entscheidet
die auszuführende Aufgabe der Aktoren über die Wahl der Regelung.
Wie in der Abb. 2.2 zu sehen kommt bei demBeispiel ein Proportionalventil zum Einsatz. Das Ventil
drosselt den von der Pumpe bereitgestellten Volumenstrom und steuert dadurch die Aktoren an.
Die Regelungmit Hilfe von Proportionalventilen besitzt ausgezeichnete dynamische Eigenschaften,
jedoch aufgrund von Verlusten eine geringe Energieeffizienz [WEIS95]. Diese signifikanten Verlus‐
te sind auf das dissipative Verhalten der Ventile zurückzuführen, welches auch als hydraulischen
Widerstand angesehen werden kann [KOMS13].
Der dritte Bereich von elektrohydraulischen Systemen bilden die Aktoren. Die Aktoren haben die
Aufgabe hydraulische Energie in mechanische Energie zu wandeln. Wie in der Abb. 2.2 zu sehen,
kann zwischen linearen und rotatorischen Aktoren unterschieden werden. In hydraulischen Bau‐
maschinen kommen am häufigsten lineare Aktoren zum Einsatz [KUNZ02]. Diese werden je nach
Anwendungsfall durch die Regeleinrichtung angesteuert. Beispielsweise kann es notwendig sein,
den hydraulischen Zylinder möglichst genau an eine Sollposition zu bewegen.
2.2 Grundlegende Komponenten von hydraulischen Systemen
Dieser Abschnitt geht näher auf die grundlegenden Komponenten von hydraulischen Systemen
ein. Die Grundlagen der Komponenten und die Interaktion innerhalb von hydraulischen Systemen
sind für die spätere Modellierung und Entwicklung der Regelstrategie notwendig [KOMS13]. Nach‐
folgend werden die Grundlagen von hydraulischen Arbeitszylindern und Proportionalventilen kurz
beschrieben.
2.2.1 Hydraulische Zylinder
Hydraulische Zylinder sind die am häufigsten verwendeten linearen Aktoren in hydraulischen Sys‐
temen [KOMS13]. Sie haben die Aufgabe hydraulische Energie in lineare Bewegung oder Kräfte
umzuwandeln.
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Die Abb. 2.3 zeigt die drei am häufigsten verwendeten Zylindertypen. Es kann hierbei zwischen
einfach‐ und doppelwirkenden Zylindern unterschieden werden. Die einfachwirkenden Zylinder
können nur in eine Richtung durch die hydraulischen Kräfte bewegt werden. Die Retraktion des




Abbildung 2.3: Hydraulische Zylinder a) einfach wirkend b) asymmetrisch doppelwirkend c) sym‐
metrisch doppelwirkend
Im Gegensatz zu den einfachwirkenden Zylindern können die doppelwirkenden Zylinder in zwei
Richtungen bewegt werden. In Baggern sind häufig die doppelwirkenden Differentialzylinder zu
finden [KUNZ02]. Diese Zylinder haben zwei Kammern (vgl. Abb. 2.3 b). Der Druck in der Kopfkam‐
mer wird nachfolgend als Kopfdruck 𝑝𝐻𝑑 und der Druck in der Pleuelkammer als Pleueldruck 𝑝𝑅𝑑
bezeichnet. Bei symmetrischen Zylindern ist die Fläche des Kolbens in beiden Kammern gleich,
bei asymmetrischen Zylindern ist die Fläche auf der Kopfseite größer als die Fläche auf der Pleu‐
elseite. Dadurch entsteht ein asymmetrisches dynamisches Verhalten der hydraulischen Zylinder
[WATT17]. Diese asymmetrische Dynamik erhöht die Komplexität bei der Reglung der Achszylin‐
der: einerseits aufgrund der höheren Komplexität bei der Modellierung des Verhaltens, ander‐
seits auch bei Optimierung von den Regelparametern für Extraktion und Retraktion des Zylinders
[MURR12, KOMS13]. Die Komplexität ist aufwendig mit theoretischen (auf physikalischen Grundla‐
gen beruhenden) Methoden zu modellieren. Bei den datenbasierten Methoden spielt diese inter‐
ne Komplexität keine Rolle.
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Physikalische Grundlagen Arbeitszylinder
Bei dem Einsatz von mobilen Arbeitsmaschinen ist es notwendig, dass sich jeder einzelne Achszy‐
linder in seiner Geschwindigkeit regulieren lässt [KUNZ02]. Die Geschwindigkeit eines translatori‐
schen Achszylinders ergibt sich aus dem fließenden Volumenstrom 𝑄𝑍𝑦𝑙 und der mit dem Druck
beaufschlagten Kolbenfläche𝐴𝑍𝑦𝑙 [WILL15]. Diese Gleichung gilt nur für den idealisierten Fall ohne





Die Kolbenfläche in Gl. (2.1) ist nicht veränderlich, daher muss zur Änderung der Geschwindigkeit
des Arbeitszylinders der fließende Volumenstrom 𝑄𝑍𝑦𝑙 angepasst werden. Der Volumenstrom in
hydraulischen Systemen lässt sich prinzipiell durch den Einsatz von Verstellpumpen mit variablem
Fördervolumenstrom oder durch Stromventile anpassen. Bei dem Einsatz von Verstellpumpenwä‐
re jedoch aufgrund des begrenzten Arbeitsbereiches für jeden einzelnen Verbraucher eine eigene
Pumpe notwendig. Aus konstruktiver sowie wirtschaftlicher Sicht ist dieseMethode für mobile Ar‐
beitsmaschinen nicht sinnvoll [KUNZ02]. Daher wird die Versorgung des Systems meist von einer
zentralen Pumpe übernommen, die direkt von einem Dieselmotor angetrieben wird und die ein‐
zelnen Verbrauchervolumenströme über Stromventile aufteilt [KUNZ02]. Die Ströme in den Ven‐
tilen werden mittels Blenden eingestellt. Der eingestellte Volumenstrom 𝑄𝑍𝑦𝑙 ergibt sich aus der
Blendengleichung Gl. (2.2).




Es ist zu erkennen, dass der Volumenstrom 𝑄𝑍𝑦𝑙 von dem Öffnungsquerschnitt der Blende 𝐴𝐵𝑙,
dem Blendenkoeffizient 𝑘𝐵𝑙 und der Druckdifferenz Δ𝑝 abhängt. Man geht davon aus, dass der
Blendenkoeffizient bei den Arbeitsdrücken und Temperaturen näherungsweise konstant ist und
die Druckdifferenz lautunabhängig über die Blende konstant gehalten wird. Hierzu kommen bei
hydraulischen Maschinen meist Druckwagen zum Einsatz [KUNZ02]. Ist der Druck über die Blende
konstant so hängt der Volumenstrom lediglich von dem Öffnungsquerschnitt 𝐴𝐵𝑙 der Blende ab.
2.2.2 Proportionalventile
Wie gezeigt wird der Volumenstrom durch einen Öffnungsquerschnitt begrenzt. Die Regelung mit
variablen Querschnitten kommt bei der Druck‐ oder Volumenstromregelung zum Einsatz. Soll die‐
ser Volumenstrom variabel eingestellt werden kommen hierzu Proportionalventile zum Einsatz.
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Diese können Teilvolumenströme steuern oder regeln. Sie gehören zu denWegeventilen und kön‐
nen beliebige Zwischenpositionen annehmen. [WATT17]
Dadurch ist es beispielsweise am Bagger möglich den Auslegerzylinder einzufahren, auszufahren
oder zu halten, indem das Proportionalventil über eine Stellgröße [𝑠 ∈ ℝ ∣ −100% ≤ 𝑠 ≤
100%] den Volumenstrom zu dem Zylinder einstellt [KUNZ02]. Die Betätigung des Ventils kann
dabei mechanisch oder elektromechanisch erfolgen [WATT17].
2.3 Hydraulische Steueranordnungen
Aufgrund der Varianz vonmobilen Arbeitsmaschinen gibt es auch eine große Anzahl hydraulischer
Systemlösungen [KUNZ02]. Nachfolgendwerden die Systememit einer hohen Verbreitung bei Bag‐
gern vorgestellt. Die Systemlösungen lassen sich nach Art der Speisung und Steuerung einteilen.
Die Speisung wird in aufgeprägtem Volumenstrom (in der Regel Open‐Center‐Systemen) und auf‐
geprägtem Druck (meistens Closed‐Center‐Systemen) unterteilt. Die vorgestellten Systemlösun‐
gen gibt es sowohl als Konstantdruck‐ als auch Konstantstromsysteme. [MURR12]
2.3.1 Load‐Sensing Systeme
Das hydraulische System von einem Bagger besitzt mehrere Verbraucher und eine Pumpe. Damit
eine schnelle Ausführung der Arbeitsbewegungen gewährleistet ist, müssen die Volumenströme
je nach Bedarf aufgeteilt werden [KUNZ02]. Weiterhin sollen die Druckverluste trotz Widerstands‐
steuerung mit Stetigsteuerventilen in Grenzen gehalten werden [WILL15]. Um die Verteilung der
Volumenströme und die Reduzierung der Druckverluste zu erreichen, hat sich das hydraulische
LS bei der Versorgung mehrerer ventilgesteuerter Verbraucher mit nur einer Pumpe durchgesetzt
[WEIS95]. Grundprinzip des LS ist, dass die Druckquelle den geforderten Volumenstrom der Ver‐
braucher, bei einem Mindestdruckniveau des aktuell lasthöchsten Verbrauchers, zur Verfügung
stellt [WILL15]. Die Abb. 2.4 zeigt qualitativ den Aufbau eines rein hydraulischen LS‐Systems.
Die gezeigten Verbraucher entsprechen zulaufstromgeregelten Antrieben. Im unteren Teil des
Schaltplans ist eine Pumpe mit Stelleinrichtung zu sehen. Es ist zu erkennen, dass nicht nur der
Quellendruck 𝑝𝑃𝑚𝑝 zur Steuerung der Pumpe, sondern die Differenz aus dem Quellendruck 𝑝𝑃𝑚𝑝
und dem maximalen Lastdruck 𝑝𝐿𝑆 verwendet wird. Der Lastdruck wird aus dem Belastungszu‐
stand der aktiven Antriebe gewonnen. Hierfür wird wie in der Abb. 2.4 dargestellt, zunächst die
Druckdifferenz mit Hilfe von Druckdifferenzventilen gemessen. Anschließend wird der höchste
Druck 𝑝𝐿𝑆 über eine Verschaltung von Wechselventilen ermittelt und der LS‐Signalleitung zuge‐
führt. Dieser wird auf die Federseite des Druckfühlers gelegt und sorgt dafür, dass der Druck der
Pumpe immer Werte annimmt, die über dem erforderlichen Druck Δ𝑝𝑒𝑟𝑓 über Lastdruck liegen





Abbildung 2.4: LS System
[WILL15]. Hauptnachteil des LS‐System ist, dass der Sollwert der Druckquelle auf den höchsten zu
erwartenden Lastdruck, zuzüglich einer für die Steuerventile notwendigen Druckdifferenz, einge‐
stellt sein muss. Gegen kleine Lastdrücke entstehen in den Steuerspalten der Ventile große Druck‐
abfälle, die bei Leistungsantrieben (die Volumenströme sind zusätzlich groß) hohe Drosselverluste
hervorrufen [WATT17].
2.3.2 Lastdruckunabhängige Durchflussverteilung
Stellen die Verbraucher des Hydrauliksystems Anforderungen an die Pumpe die das Leistungsver‐
mögen überschreiten, so können verschiedene Strategien eingesetzt werden Energie aufzuteilen.
Werden keine Maßnahmen ergriffen, teilt sich der Volumenstrom zugunsten der Verbraucher mit
den geringsten Lastdrücken auf. Diese Art der Verteilung führt meist zu einer ungewollten Be‐
wegung [WILL15]. Eine Möglichkeit die ungewollten Bewegungen zu kompensieren ist die LUDV.
Bei der LUDV handelt es sich um eine Weiterentwicklung der LS‐Systeme. Dieses System findet
vor allem Einsatz in mobilen Baggern im europäischen Raum [KUNZ02]. Anders als bei herkömmli‐
chen LS‐Systemen mit nachgeschalteter Druckwaage wird wie in Abbildung Abb. 2.5 gezeigt, nicht
der Druck vor der Messblende mit dem Druck dahinter verglichen, sondern der Druck hinter der
Messblende mit einem Lastmeldekanal. Dies hat zur Folge, dass die Druckdifferenz über alle Steu‐
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Abbildung 2.5: LUDV System
Bei der LUDV sind zwei Betriebsfälle zu unterschieden. Kommt es zur Unterversorgung zeigen sich
die wesentlichen Unterschiede zu den LS‐Systemen. In diesem Fall ist die Volumenstromanforde‐
rung gering und dadurch ist der LS‐Regler aktiv. Dieser bestimmt den Druckabfall über die Mess‐
drosseln und über die Druckdifferenzventile. Während bei LS‐Systemen der lasthöchste Verbrau‐
cher gedrosselt wird, kommt es bei LUDV‐Systemen zu einer gleichmäßigen Unterversorgung aller
Verbraucher. [FINZ11]
Ist der Volumenstrombedarf der Verbraucher hoch (Fall 2), so spricht der Leistungsregler an und
an allen Antrieben stellt sich die Druckdifferenz Δ𝑝𝐷𝑟𝑖 ein. Dadurch kommt es zu einer Absenkung
des Quellendrucks 𝑝𝑃𝑚𝑝 und an allen Verbrauchern wird der Volumenstrom annähernd gleich
abgesenkt. [WILL15].
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2.4 Einflussfaktoren bei der Regelung von hydraulischen Syste‐
men
In der Vergangenheit wurden häufig nur lineare Methoden zur Regelung von hydraulischen Syste‐
men eingesetzt. Diese Strategien können jedoch kein optimales Verhalten bieten [ADAM18].Wie in
[EDGE03] gezeigt, haben komplexe Strategien nur wenig Anwendung in kommerziellen Produkten
gefunden. Die industrielle Praxis hat gezeigt, dass das Anpassen von zwei oder drei Regelparame‐
tern mit dem Trial‐and‐Error Prinzip bereits sehr zeitaufwändig ist und ein gutes praktisches und
theoretisches Verständnis von demOperator voraussetzt [KOMS13]. Daher sind weiterhin in vielen
Anwendungen nur klassische lineare Methoden zu finden. Mit der Entwicklung von nichtlinearen
Modellierungsmethoden sind neue und komplexere Regelungsstrategien, wie z. B. in [KLEI93] vor‐
gestelltem adaptiven Fuzzy Regler, entstanden. Diese Methoden können die Reglerperformance
bei nichtlinearen Systemen erhöhen [ZHU18]. Eine Übersicht häufig verwendeter linearer Regler
ist in [MURR12] zu finden. Eine Übersicht der fortschrittlichen nichtlinearen Regler gibt [EDGE03].
Bei der Auswahl von Reglern werden bestimmte Anforderungen an die Entwicklung gestellt. Die
Abb. 2.6 zeigt eine Übersicht über die Einflussfaktoren für elektrohydraulische Systeme. Die An‐
forderungen lassen sich in vier Kategorien unterteilen, welche das dynamische Verhalten beein‐
flussen und dadurch die Performance des geschlossenen Regelkreises bestimmen.
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 Temperaturä nd erungen
 Leckage S trömungen
 . . .
Sensoren:
 Abt astz eit  Regler  
 Verfügbare Messsig nale
 Messrau schen
 Messgenaui gkeit
 . . .
Antriebskomponenten:
 Zyli ndert yp 
 An triebseinheit
 Mechani sche La st
 Vent ile
 . . .
Prozess Anforderungen:
 Genauigkeit  
 Wi ederholhäuf igkeit
 Arbeitsbereich
 Arbeitszylkus
 . . .
Regelstrategie:
Posi ti on sreg ler
Gesch windi gkei ts reg ler
Druckre gler
Abbildung 2.6: Übersicht der Einflussfaktoren bei der Entwicklung einer Regelstrategie für hydrau‐
lische Systeme
Kapitel 2: Stand der Technik 15
Das dynamische Verhaltenwird durch die verbauten Antriebskomponenten vorgegeben und durch
die Prozessstörungen beeinflusst. Darunter zählen externe Einflüsse, wie zumBeispiel einwirkende
Kräfte oder auch interne Störungen wie Leckage Strömungen. Diese Komplexität macht es schwie‐
rig die Regelstrecke nachzubilden. Weiterhin muss die Sensorkonfiguration bei der Entwicklung
beachtet werden. Jeder zusätzliche Sensor erhöht die Systemkosten. Das Problem bei der Aus‐
wahl der Sensoren ist, dass das Messrauschen und die Messungenauigkeiten eine Störung dar‐
stellen. Durch diese Störungen wird die Komplexität der Entwicklung von Regelstrategien erhöht.
[KOMS13]
2.5 Versuchsträger
Im folgenden Kapitel wird der Versuchsträger für die Überprüfung der Machbarkeit von datenba‐
sierten Methoden näher vorgestellt. Bei dem Referenzobjekt handelt sich um den Mobilbagger
Hydradig der Marke JCB, mit einem Betriebsgewicht von 12 t und einem Radstand von 2650mm.
Die Abbildung Abb. 2.7 zeigt den Mobilbagger.
Abbildung 2.7: Versuchsträger JCB Hydradig
Es ist zu erkennen, dass der Bagger im Vergleich zu Stand‐ oder Raupenbaggern ein konventio‐
nelles Fahrwerk mit Rädern besitzt, welche zur Fortbewegung von Hydromotoren angetrieben
werden. Dadurch kann der Bagger eine maximale Geschwindigkeit von 40 km/h erreichen. So‐
mit ist die Maschine auch in der Lage am Straßenverkehr teilzunehmen und Kurzstrecken, ohne
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Einsatz einer zusätzlichen Transportmaschine zu überwinden. Die Hydromotoren und die Arbeits‐
einheiten werden durch einen 110 kW starken Dieselmotor versorgt. Bei den Hydraulikzylindern
für den Löffel, Arm, Verstellausleger und Ausleger handelt es sich um doppelwirkende asymmetri‐
sche Hydraulikzylinder mit gehärteten und verchromten Kolbenstangen. Diese werden von einer
Axialkolben‐Verstellpumpe mit einem maximalen Nutzdruck von 280 bar und einem maximalen
Fördervolumenstrom von 41,8 g/min versorgt. Das hydraulische System ist nach dem im Abschnitt
2.3.2 vorgestellten LUDV‐System aufgebaut. [BAMF19]
Da es sich bei dem verwendeten Bagger um einen Versuchsträger handelt, ist der Bagger mit ei‐
ner Reihe von Sensoren ausgestattet. Für die Messung der Position der einzelnen Achszylinder
sind Seilzugsensoren verbaut. Diese Sensoren können auch eingesetzt werden um die Geschwin‐
digkeiten der einzelnen Zylinder zu bestimmen. Neben den Positionssensoren ist jeder Zylinder
zusätzlich mit Sensoren an der Pleuel‐ und Kopfseite ausgestattet, um den dynamische Druckauf‐
bau in den Zylindern aufzuzeichnen. Für die Messung der Systemdrücke sind Sensoren für den
Lastdruck 𝑝𝐿𝑆 und Pumpendruck 𝑝𝑃𝑚𝑝 vorhanden.
2.5.1 Steuerung mit Hilfe von Joysticks
Der Bagger wird mit unterschiedlichen Bedienelementen gesteuert. Die Bedienung von aktuel‐
len Baggern wird mit Hilfe von Pedalerie, Lenkrad, Joysticks und Bedienkonsolen durchgeführt
[LORE17]. Die Steuerung der Hauptzylinder über Joysticks basiert heute noch auf einer Bedien‐
logik, welche der Steuerung der einzelnen Hydraulikkanäle zugrunde liegt [KUNZ02]. Die Abb. 2.8




















Abbildung 2.8: Belegung der Joysticks eines Baggers
Den Hauptarbeitszylindern wird hier eine Raumrichtung auf den Joysticks zugewiesen. Mit dem
linken Joystick werden dabei die Drehung des Oberwagens und die Bewegung des Steilzylinders
gesteuert. Der rechte Joystick steuert das Heben und das Senken von dem Ausleger und dem Löf‐
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felzylinder. Soll nun beispielsweise eine Bewegung der Schaufelspitze (TCP) durchgeführt werden,
so muss die Position durch drei Zylinder gleichzeitig eingestellt werden. Dieses Beispiel verdeut‐
licht bereits die Komplexität der Bedienung von Baggern. Neben den Hauptfunktionen werden die
Bedienelemente auf den Joysticks mit weiteren Zusatzfunktionen und Schnellzugriff‐Funktionen
belegt [LORE17].
Im Gegensatz zu rein hydraulischen Baggern wird in elektrohydraulischen Systemen das Joystick‐
signal zunächst in einer Betriebssteuerung digital verarbeitet. Der Wert des Joysticksignals wird
in Promille (‰) angegeben. Dieses Joysticksignal wird von der Betriebssteuerung in den notwen‐
digen Stellstrom des Ventils gewandelt. Außerdem wird von der Betriebssteuerung auch die An‐
steuerung der hydraulischen Pumpe übernommen.
2.5.2 Automatisierung der Bewegung
Das Ausheben von einfachen Erdarbeiten und das Planieren vonMaterialien sind Aktivitäten, wel‐
che sich durch eine Sequenz von sichwiederholenden Vorgängen darstellen lassen. Das bietet eine
gute Voraussetzung, durch den Ansatz von Konzepten der Robotik, die Bewegung zu automatisie‐
ren. Dadurch kann die Maschinennutzung und der Durchsatz gesteigert werden. Weiterhin bietet
die Automatisierung den Vorteil, dass geringere Anforderungen an den Bediener gestellt werden
können und gleichzeitig die Arbeitsauslastung des Bedieners verringert werden kann. [BRAD98]
Die Automatisierung von Arbeitsmaschinen ist ein aktiver Forschungs‐ und Entwicklungsbereich
der letzten drei Jahrzehnte geworden [HEMA09]. Wie in [MAED13] festgestellt, wurde trotz For‐
schungen auf demGebiet noch keine vollständige Automatisierung eines Baggers präsentiert. Dar‐
aus lässt sich schließen, dass die Automatisierung keine einfache Aufgabe darstellt. Die Schwierig‐
keit liegt unter anderem daran, dass es keine genauen Modelle zur Beschreibung des Prozesses
gibt [DADH15]. Die Herausforderung macht es schwierig den Prozess vollständig zu automatisie‐
ren. Daher zielen die Forschungsschwerpunkte auf kleinere Schritte hin zu der vollständigen Au‐
tomatisierung ab. Wie in [ROBE02] dargestellt, führt der Weg zur vollständigen Automatisierung
zunächst über die Entwicklung von Assistentenfunktionen, bei denen der Bediener nur die Aufga‐
be der Überwachung und Freigabe des Prozesses hat.
Um ein Forschungsprojekt seitens Bosch zu ermöglichen, wurde der im Kapitel 2.5 vorgestellte
Mobilbagger der Marke JCB zu einem Versuchsträger umgebaut. Hierfür wurde der Bagger mit ei‐
ner MicroAutoBox von DSpace ausgestattet. Es handelt es sich hier um ein robustes Prototyping‐
System für Echtzeitsysteme mit einer umfassenden I/O. Durch den Einsatz dieses Systems ist es
möglich Rapid‐Control‐Prototyping (RCP) zu betreiben. Für die Entwicklung der Regelstrategien
kommt Matlab Simulink zum Einsatz. Dadurch können zunächst die Regelstrategien an einem Si‐
mulationsmodell getestet werden und anschließend direkt auf dem Versuchsträger validiert wer‐
den.
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2.5.3 Software Struktur: Assistenzfunktionen
Für die Entwicklung teilautonomer Bagger wurde die Struktur in Abb. 2.9 entwickelt. Das Block‐
diagramm zeigt die einzelnen Elemente welche für die Regelung des Baggers notwendig sind. Im
ersten Schritt wird von dem Pfadplaner eine Solltrajektorie in realen Weltkoordinaten für den TCP
der Baggerschaufel berechnet. Dies ist möglich, da die häufigsten Aufgaben eines Baggers (wie




















Abbildung 2.9: Überlagerte Software Struktur für das autonome Baggern
Wie in der Abb. 2.9 zu sehen, wird aus der Regeldifferenz zwischen diesen Sollkoordinaten 𝑥𝑒,𝑑𝑒𝑠
und der gemessenen Koordinaten des Endeffektors 𝑥𝑒 mit Hilfe des Posen‐Reglers von den Ko‐
ordinaten auf die Sollgeschwindigkeiten ?̇?𝑒,𝑑𝑒𝑠 abgebildet. Anschließend ist es notwendig auf die
passenden Zylindergeschwindigkeiten zu schließen. Hierfür muss das aus der Robotik bekannte
Inverse‐Kinematik‐Problem gelöst werden. Die Lösung des Problems ist eine komplexe Aufgabe,
da die zu lösenden Gleichungen nichtlinear sind und außerdem auch mehrere Lösungen existie‐
ren können [SPON08]. Das Problem wurde durch Differentialgleichungen und die Jacobimatrix des
Baggers vereinfacht und durch Lösung eines Optimierungsproblems gelöst. Näheres hierzu kann in
[BEND16] nachgelesen werden. Dadurch ist es möglich auf die Sollzylindergeschwindigkeiten ?̇?𝑑𝑒𝑠
zu schließen.
Mit diesen Sollwerten kann mit Hilfe eines Geschwindigkeitsreglers die Geschwindigkeit der Achs‐
zylinder geregelt werden. Der Geschwindigkeitsregler stellt den Fokus dieser Arbeit dar und wird
im nachfolgenden Abschnitt näher beschrieben.Wie in der Abb. 2.9 zu sehen, bestimmt dieser die
Eingangsgröße 𝐽𝑦𝑠𝑡𝑘 für die Regelstrecke. Die Eingangsgröße 𝐽𝑦𝑠𝑡𝑘 der Regelstrecke ist an dem
Versuchsträger das Joysticksignal, da nicht in die eingebaute Betriebsstreuung eingegriffen wer‐
den soll. Die Stellgröße wird von der Betriebsstreuung verarbeitet. Diese gibt unter anderem die
Signale für die Ventilstreuung und Pumpenreglung vor. Die Ansteuerung der Ventile führt zu einer
Änderung der Blendenöffnungsfläche, wodurch es zu einer Freigabe des Volumenstroms kommt.
Dieser Volumenstrom wirkt auf die Hydraulikzylinder und setzt diese in Bewegung. Durch die Vor‐
wärtskinematik kommt es zur Bewegung des TCP in real Koordinaten 𝑥𝑒. Durch Einsatz von Sen‐
soren und modellbasierten Filtern kann auf die notwendigen rückgeführten Signale geschlossen
werden.
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2.5.4 Regelung der Zylindergeschwindigkeit
Wie in dem vorherigen Absatz bereits erwähnt wurde, liegt der Fokus der Arbeit auf der Entwick‐
lung des Geschwindigkeitsreglers für die Achszylinder. Die Schwierigkeit bei der Entwicklung liegt
darin, dass das Systemverhalten des Baggers sehr komplex ist . Insbesondere das Verhalten der hy‐
draulischen Komponenten ist stark nichtlinear [CHAC14]. Außerdem ist das System schwingungsan‐
fällig, wodurch eine aggressive Anregung vermiedenwerden sollte [JELA12]. In Voruntersuchungen
hat sich gezeigt, dass ein klassischer PI‐Regler für die gewünschten Anforderungen des Systemver‐
haltens nicht garantieren kann.
Daher wird als nichtlineares Regelungskonzept der PI‐Regelung mit Vorsteuerung ergänzt. Die Ba‐
sis hierfür bildet das in der Literatur als Exakte Feedforward Linearisierung bekannte Verfahren
[SPON08]. Bei diesem Ansatz wird eine Vorsteuerung mit einem PI‐ oder PD‐Regler kombiniert.
Dabei soll die Vorsteuerung durch Einsetzen der Sollwerte die dafür notwendige Stellgröße be‐
stimmen und der PI‐Regler nur dieModellungenauigkeiten und externen Störungen kompensieren
[GATT11].
Dieser Ansatz wurde bereits in einem Forschungsprojekt validiert. Die Abb. 2.10 zeigt den dafür

































Abbildung 2.10: Geschwindigkeitsregler mit physikalischem Modell
Im Rahmen des Forschungsprojektes wurde das inverse Verhalten des Streckenverhaltens model‐
liert. Hierfür wurde Simulationsmodell des Baggers erstellt und das inverse Verhalten daran ab‐
geleitet. Die Vorstreuung konnte wie in der Abb. 2.10 zu sehen in die inverse Betriebsstreuung,
inverse Zylinderdynamik und die inverse Dynamik des hydraulischen Systems zerlegt werden. Bei
der Modellierung wurde die Annahme getroffen, dass ein statischer Zusammenhang vorliegt, da
für die dynamischen Effekte zusätzliche Sensoren notwendig sind.
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2.6 Signalverarbeitung
2.6.1 Filter
Der Filter hat die Aufgabe bei der Analyse oder der Übertragung von Signalen bestimmte Fre‐
quenzanteile auszusondern oder hervorzuheben [BEUC19]. Der Filter kann unerwünschte Signale
unterdrücken und die Signalleistung in einem bestimmten Frequenzbereich steigern oder senken.
Aufgrund der vielfältigen Anwendungen existieren viele analoge und digitale Filter. In der Regel
können Filter durch lineare frequenzabhängige Systeme angenähert werden, die einen Sperrbe‐
reich, Durchlassbereich und dazwischenliegenden Übergangsbereich besitzen [MEYE14]. Je nach
Frequenzbereich in dem das Eingangssignal des Filters mit unveränderter Amplitude durchläuft
lassen sich Filter in Tiefpässe, Hochpässe und Bandpässe einteilen. Die Abb. 2.11 zeigt die ideali‐






















Abbildung 2.11: Frequenzgang der unterschiedlichen Filtertypen
Wie in der Abbildung zu sehen ist, lässt der Tiefpassfilter nur die Amplituden aller Spektralanteile
des Signals für einen Frequenzbereich [−𝜔𝑔,𝜔𝑔] unverändert. Der Bandpass lässt nur Frequenz‐
anteile im Bereich [𝜔𝑢, 𝜔𝑜] passieren, wo hingegen der Hochpass nur hochfrequente Anteile ober‐
halb der Grenzfrequenz 𝜔𝑔 durchlässt.
Kapitel 2: Stand der Technik 21
System erster Ordnung (PT1‐System)
Der in der Abb. 2.11b gezeigte Tiefpassfilter stellt die ideale Form dar. Der ideale Amplitudengang
ist jedoch nicht realisierbar [MEYE14]. Eine einfache Form eines Tiefpassfilters stellt ein System





In der Gleichung stellt 𝑇𝐹 die Zeitkonstante des Filters dar. Die Zeitkonstante bestimmt die Grenz‐
frequenz des Tiefpassfilters. Als Grenzfrequenz wird die Frequenz bezeichnet, bei der sich der Ein‐
gang des Filters gegenüber dem Ausgang um 3 dB abgesenkt hat [BEUC19]. Zur Darstellung des
Übertragungsverhaltens des Filters dient das Bode‐Diagramm. In dem Bode‐Diagramm wird der
Amplitudengang und der Phasengang einer komplexwertigen Funktion gezeigt. Die Abb. 2.12 zeigt































Abbildung 2.12: Bode‐Diagramm für einen Filter erster Ordnung
Die Abb. 2.12 stellt das Verhalten des Systems in Abhängigkeit von der Frequenz dar. Die Darstel‐
lung zeigt den Verlauf für eine Zeitkonstante von 𝑇𝐹 = 0,1 . Es ist zu erkennen, dass die Grenzfre‐
quenz bei 10 Hz liegt. In dem Amplitudengang ist zu sehen, dass der Filter bei einer Verdopplung
der Frequenz die Amplitude des Signals halbiert . Dies zeigt sich durch eine Absenkung des Am‐
plitudengangs um 20 dB pro Dekade. Je höher der Grad, desto steiler der Übergangsbereich und
desto größer auch der Realisierungsaufwand [MEYE14]. Das Bode‐Diagramm in Abb. 2.12 zeigt ne‐
ben dem Amplitudengang auch den Phasenverlauf. Dieser Verlauf stellt die frequenzabhängige
Phasenverschiebung zwischen Eingangs‐ und Ausgangssignal dar. Wie in der Abb. 2.12 zu sehen
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verläuft die Phase von 0 deg bis −90 deg. Bei der Grenzfrequenz von 10Hz beträgt die Phasen‐
verschiebung bei einem System erster Ordnung−45 deg. Mit Zunahme der Ordnung der Übertra‐
gungsfunktion steigt die Phasenverschiebung des Ausgangs. Der Filter erster Ordnung hat daher
den Vorteil einfach implementiert werden zu können.
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3 Grundlagen der datenbasierten
Modellierung
Dieses Kapitel führt in die Grundlagen der datenbasierten Modellierung ein. Unter der Modellie‐
rung versteht man die Beschreibung des Verhaltens eines Systems, anhand von mathematischen
Konzepten. Hierfür kommt das Prinzip von Ursache und Wirkung zum Einsatz [BOHN16].
Diese daraus resultierenden Modelle eines Systems und seiner Umgebung können für die Pla‐
nung und Regelung von dynamischen Systemen eingesetzt werden [NGUY11]. Dabei ermöglicht
erst ein hinreichend genauesModell den Einsatz in einer modellbasierten Regelung [DEFL11]. Rea‐
le Systeme sind häufig komplex und haben eine ständige Wechselwirkung zu ihrer Umgebung, ei‐
ne vollständige mathematische Beschreibung ist daher nahezu unmöglich [WANG11]. Somit muss
die Komplexität reduziert werden, um das Verhalten für die anwendungsspezifische Genauigkeit
zu beschreiben. Hierfür werden bei der Modellbildung Annahmen, Systemgrenzen und Vereinfa‐
chungen festgelegt um das wesentliche Systemverhaltenmit überschaubaremAufwand darstellen
zu können [ZHU18].
Die Modellierungsansätze lassen sich wie in Abb. 3.1 dargestellt, generell in theoretische und da‐
tenbasierte Methoden klassifizieren. Die theoretischen Methoden basieren auf der mathemati‐
schen Beschreibung (unter Anwendung von physikalischen Gleichungen) welche die Eingänge, Zu‐









Abbildung 3.1: Ansätze zur Modellierung von dynamischen Systemen
Rein theoretische Ansätze werden als White‐Box Modelle bezeichnet. Bei der Beschreibung des
Verhaltens kommen dabei Bilanzgleichungen, physikalische oder chemische Zustandsgleichungen,
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phänomenologische Gleichungen und Kopplungsgleichungen zum Einsatz [ISER05]. Eine Kombina‐
tion dieser Gleichungen führt zu einem Differential‐algebraischen Gleichungssystem, welches das
Verhalten des Systems beschreibt. Modelle welche nur auf Daten basieren werden als Black‐Box
Ansätze bezeichnet. Bei diesem Ansatz wird das Systemverhalten nachgebildet ohne die Struktur
des Systems zu kennen [BOHN16]. Eine Mischform der datenbasierten und theoretischen Ansätze
ist die Gray‐BoxModellierung, welche auch als hybrideModellierung bekannt ist. Bei den hybriden
Modellen wird das Systemverhalten durch physikalische Grundgesetze beschrieben und die Para‐
meter werden durch die Daten approximiert. Bei der reinen theoretischen Beschreibung kommt
es laut [ISER10] zu folgenden Schwierigkeiten:
• Die theoretische Beschreibung kann selbst bei einfachen Systemen komplex sein
• Modellparameter sind meist nicht hinreichend genau
• Im System sind nicht alle auftretenden Vorgänge bekannt
• Die auftretenden Vorgänge lassen sich nicht mathematisch beschreiben
• Manche Systeme benötigen zu viel Zeit für die theoretische Beschreibung
Wegen diesen Schwierigkeiten und der teilweise kürzeren Modellierungszeit haben die datenba‐
siertenMethoden an Bedeutung gewonnen [SJÖB95]. Im Gegensatz zur theoretischen Vorgehens‐
weise werden bei der datenbasierten Modellbildung die mathematischen Modelle anhand von
Experimenten erstellt. Die Analyse dieser Experimente erlaubt mathematische Modelle zu erzeu‐
gen, welche das Steckenverhalten beschreiben. Für diesen Ansatz ist es jedoch notwendig Daten
an dem realen System aufzunehmen [BOHN16]. Bei diesen Experimentenwerden das zeitliche Ver‐
halten der Eingangs‐ und Ausgangsgrößen sowie die Zustände aufgezeichnet. Dabei können die
Eingangssignale entweder die Anregungen während des regulären Betriebs sein oder künstlich er‐
zeugte Eingangssignale [WANG11].
3.1 Problemformulierung
Diese Arbeit beschränkt sich auf die datenbasierte Black‐Box‐Modellierung. Für den Versuchsträ‐
ger liegt zwar ein Simulationsmodell für die Beschreibung der Streckenverhaltens vor jedoch wird
in der Arbeit davon ausgegangen, dass die Parameter des Modells und die genaue Struktur unbe‐
kannt sind. Die Arbeit zielt darauf ab zu untersuchen ob es möglich ist das Verhalten auch ohne
Vorwissen nachbilden zu können, um dadurch eine einfache Übertragbarkeit auf andere Bagger
zu garantieren.
Allgemein kann das Problem nach Gl. (3.1) definiert werden. Die Gleichung zeigt die allgemeine
Formulierung eines dynamischen Systems, welches in dem Zustand x𝑘 einen Eingang u𝑘 erfährt
und in den nächsten Zustand x𝑘+1 übergeht, wobei lediglich der Ausgang y𝑘
beobachtet werden
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kann und eine Funktion des aktuellen Zustands und Eingangs ist. Da dieModellierung und Aufnah‐
me der Messwerte digital erfolgt, wird die Gleichung in zeitdiskreter Form dargestellt. Dabei gilt
der Zusammenhang u𝑘 = u(𝑘𝑇𝑠 + 𝑡0), wobei die Daten mit der Abtastrate 𝑇𝑠 abgetastet werden.





Die Funktionen 𝑓 und ℎ in Gl. (3.1) repräsentieren die Zustandsänderung und Ausgangsfunkti‐
on [NGUY11]. Das Modell für die Zustandsänderung 𝑓 schätzt den zukünftigen Zustand x𝑘+1. Ziel
der Modellierung ist es, den funktionalen Zusammenhang möglichst genau abzubilden [SJÖB95].
Vereinfacht lässt sich das Problem daher nach Gl. (3.2) darstellen. In der Anwendung können zur
Prädikation verschiedene Regressoren verwendet werden. Die Gleichung wird in der allgemeinen








Um die Funktion 𝑔(⋅) darzustellen, muss die Funktion durch einen endlichdimensionalen Parame‐
tervektor w parametrisiert werden [LJUN99]. Die Einträge des Vektors werden auch als Gewichte
bezeichnet. Die Funktion 𝑔(⋅) in der Struktur 3.2 wird als Funktionsapproximator bezeichnet. Für
die Modellierung des Systemverhaltens liegen bei der datenbasiertenModellierung die Ausgangs‐
daten y ∈ ℝ𝑁𝑦 und u ∈ ℝ𝑁𝑢 , sowie optional weitere Zustände x ∈ ℝ𝑁𝑢 , vor.
Der Parametervektor wird durch Lösen des Optimierungsproblems 3.3 bestimmt. Die verwendete
Norm kann je nach Aufgabenstellung und Optimierungsverfahren variieren. Die Optimierung der
Parameter eines Funktionsapproximators wird in der Literatur häufig als Training bezeichnet. Der





𝑦𝑘 − 𝑔(𝜙𝑘,w) (3.3)
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3.1.1 Übersicht der Modellierungsansätze
Die in dem vorherigen Kapitel beschriebene Problemformulierung lässt sich auf unterschiedliche
Modelle anwenden. Die Ansätze werden nach ihrem späteren Einsatzgebiet ausgewählt [NGUY11].
Die Abbildung Abb. 3.2 zeigt unterschiedliche Ansätze. In der Abb. 3.2 stellen die weißen Knoten
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(c) Mehrschrittverfahren
Abbildung 3.2: Modellstrukturen für die Beschreibung von dynamischen Systemen
Das Vorwärtsmodell (vgl. Abb. 3.2a) schätzt den zukünftigen Ausgang des Systems anhand des
aktuellen Eingangs und Ausgangs. Dieser Modellansatz kommt beispielsweise in der Modellrefe‐
renz adaptiven Regelung [NARE12] oder der modellprädiktiven Regelung zum Einsatz [MACI02].
Bei der Modellreferenz adaptiven Regelung wird die Performance anhand des Vorwärtsmodells
(Modellreferenz) der Fehler vorhergesagt und anschließend adaptiv angepasst. Werden mehrere
Zeitschritte vorhergesagt (vgl. Abb. 3.2c), spricht man von Mehrschrittverfahren. Bei der Steue‐
rung ist es sinnvoll Informationen über den Systemausgang für einen bestimmten Zeithorizont
vorherzusagen, ohne die Messung des Systemausgangs zu besitzen [NGUY11]. Es hat sich gezeigt,
dass diese Probleme aufgrund der fehlenden Messungen während der Vorhersage nicht einfach
gelöst werden können. Werden die gleichen Methoden wie bei den Einschritt Vorwärtsmodellen
gewählt, kommt es zu einer Aufsummierung der Fehler. Dabei werden die Fehler aus der Vergan‐
genheit weiter in die Zukunft propagiert [AKAI98].
Bei dem in der Abb. 3.2b dargestellten inversen Modell wird von dem Zustand auf die dafür not‐
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wendige Aktion geschlossen. Dieser Ansatz kommt traditionell bei der Drehmoment‐Regelung von
Robotern zum Einsatz, indem das notwendige Drehmoment anhand der Solltrajektorie vorherge‐
sagt wird [CRAI09]. Im Vergleich zu dem Vorwärtsmodell kann das inverse Modell eine nicht kau‐
sale Beziehung darstellen. Dies führt dazu, dass in manchen Fällen kein inverses Modell existiert
oder zumindest nicht wohldefiniert ist. [NGUY11] Diese schlecht gestellten Lernprobleme treten
bei nicht konvexen Datensätzen auf [JORD92].
3.2 Vorgehensweise der datenbasierten Modellierung
Die Vorgehensweise der datenbasierten Modellierung kann als sequentieller Vorgang mit spezi‐
fischen Iterationsschleifen betrachtet werden [BOHN16]. Der Prozess der Identifikation lässt sich
allgemein durch vier Schritte beschreiben:
1. Versuchsplanung
2. Datenerfassung
3. Wahl des Identifikationsverfahrens
4. Validierung des ermittelten Modells
Im ersten Schritt wird ein Systemeingangssignal für eine gewisse Messzeit definiert. Dabei wer‐
denmeist spezielle deterministische Testsignale (z. B. Sprunganregung) verwendet. Es ist darauf zu
achten, dass das Testsignal 𝑢(𝑡) genügend breitbandig ist, um das System hinreichend anzuregen.
Im nächsten Schritt werden die Messungen durchgeführt und die Daten für das zuvor definierte
Testsignal 𝑢(𝑡) erfasst. Die Erfassung der Daten erfolgt aufgrund der digitalen Signalerfassung als
Zeitreihe. Hierbei müssen die Messsignale möglichst stör‐ und rauschfrei aufgezeichnet werden.
Nachdem die Datenerfassung vollständig ist, wird das Identifikationsverfahren ausgewählt. Die
Verfahren können abhängig von dem gewählten Testsignal und Problem gewählt werden. Mög‐
liche datenbasierte Verfahren sind im folgenden Abschnitt näher beschrieben. Im letzten Schritt
wird das erstellte Modell validiert. Dabei werden die geschätzten Werte aus dem Modell mit den
realen Werten verglichen. Dieser Wert wird als Modellgüte bezeichnet. Die erforderliche Modell‐
güte ist abhängig von dem Anwendungsgebiet des erstellten Modells. [DEFL11]
3.2.1 Prozess der Identifikationsverfahrensauswahl
Wie bereits erwähnt umfasst die Vorgehensweise bei datenbasierten Methoden die Wahl des
Identifikationsverfahrens. Dabei werden bei dynamischen Systemen die Modelle gewählt, welche
möglichst gut das Systemverhalten beschreiben können [ZHU18]. Für die Bewertung des Modells
können die in dem Kapitel 5.4.1 dargestellten Bewertungskriterien herangezogen werden. Erfüllt
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das gewählte Modell das zuvor definierte Kriterium nicht, so muss die Identifikation weiter ver‐






























Abbildung 3.3: Iterativer Prozess zur Auswahl des besten Modells
Im ersten Schritt wird eine Versuchsreihe geplant und anschließendwerden die Daten an dem rea‐
len Versuchsträger aufgenommen. Die aufgenommenen Daten müssen im nächsten Schritt darge‐
stellt und für das Training des Modells vorbereitet werden. Mit Hilfe der Visualisierung der Daten
kann eine Aussage über die notwendige Nachbearbeitung der Daten getroffen werden. Auf den
aufbereiteden Daten kann ein Modell angepasst werden. Das angepasste Modell wird anschlie‐
ßend validiert. Es wird bewertet wie gut das Modell das Verhalten auf einem neuen Datensatz
(Validierungsdatensatz) performt, welcher nicht Bestandteil des Trainingsdatensatzes ist [LEVI18].
Dabei wird der simulierte Ausgang mit dem wahren Systemausgang mit einem Bewertungskriteri‐
um (siehe Kapitel 5.4.1) verglichen.
Erfüllt dasModell die Anforderungen, so kann es in der Anwendung nochweiter überprüftwerden.
Wird das Kriterium nicht erfüllt so stehen zwei mögliche Schritte zur Auswahl. Zum einen kann das
Problem auf die Daten und anderseits auf die Modellstruktur zurückgeführt werden. Liegt das
Problem an den Daten, so kann zunächst eine wiederholte Filterung und Vorbereitung der Daten
durchgeführt werden. Alternativ muss ein neuer Versuch geplant und durchgeführt werden. Liegt
das Problem nicht an den Daten, so wird die verwendete Modellstruktur angepasst.
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3.3 Neuronale Netze
Für die Identifikation des inversen Streckenverhaltens werden in dieser Arbeit Neuronale Netze
untersucht. Die Anwendung Neuronaler Netze findet heutzutage immer mehr Anwendungsbe‐
reiche da die Rechenleistung zunimmt [ERTE16]. Sie besitzen das Potential auch komplexe Zusam‐
menhänge approximieren zu können und stellen daher eine guteMöglichkeit für die Beschreibung
von hydraulischen Systemen dar [JELA12].
Die künstlichen Neuronalen Netze orientieren sich an den biologischen Prozessen, nämlich an den
basalen Operationen des Gehirns [KLÜV12]. Die Netzwerke bestehen aus einzelnen, parallel arbei‐
tenden Neuronen. Neuronale Netze eignen sich besonders zur empirischen Modellierung. Durch
ihren Aufbau können lineare und nichtlineare Funktionen approximiert werden [DEFL11].
3.3.1 Aufbau von Multi‐Layer‐Perceptrons
Die künstlichen Neuronen werden als Schwellwertelement modelliert. Der Output 𝑜 wird durch
die Eingangsdaten x abgebildet. Der Ausgang wir durch die folgende Funktion dargestellt:
𝑜 = 𝑓(x,w, 𝑤0) (3.4)
Die Abbildung 3.4 zeigt die mathematische Modellierung eines Neurons. Die Berechnung des
Neuronenausgangs 𝑜 wird zweistufig berechnet. Ein Neuron kann 𝑅 Eingänge besitzen. Es gilt
[𝑟 ∈ ℕ+ ∣ 𝑟 ≤ 𝑅]. Jedem Eingang 𝑥𝑟 wird genau ein Gewicht 𝑤𝑟 zugeordnet.












Abbildung 3.4: Künstliches Neuron mit 3 Eingängen
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Im ersten Schritt werden die Eingänge mit ihren Gewichten multipliziert und anschließend auf‐
summiert. Die Höhe des Gewichts 𝑤𝑟 gibt an, wie stark sich der Eingang 𝑥𝑟 auf den Ausgang 𝑜
auswirkt. Neben der Summe der gewichteten Eingänge wird zusätzlich das Biasgewicht 𝑤0 hinzu‐





𝑤𝑟 ⋅ 𝑥𝑟 + 𝑤0 (3.5)
Anschließend ergibt sich der Neuronenausgang 𝑜 nach Gleichung 3.6, aus dem Netzeingang 𝑛𝑒𝑡
und der gewählten Aktivierungsfunktion 𝜓. Die Aktivierungsfunktion kann als Schalter aufgefasst
werden, der den Ausgang des Neurons schaltet. Es können unterschiedliche Aktivierungsfunktio‐
nen verwendet werden. Eine Darstellung einiger Funktionen ist in Kapitel 3.3.2 aufgeführt.
𝑜 = 𝜓(𝑛𝑒𝑡) (3.6)
3.3.2 Aktivierungsfunktionen
Die Aktivierungsfunktionen haben Einfluss auf die Genauigkeit und die Geschwindigkeit des Lern‐
algorithmus [KARL11]. Sie werden anwendungsspezifisch gewählt und können in den Schichten
des Netzwerks unterschiedlich sein. Die Tabelle 3.1 zeigt eine Übersicht einiger Aktivierungsfunk‐
tionen.
Tabelle 3.1: Übersicht der Aktivierungsfunktionen






= 𝜓(𝑧) ⋅ (1−𝜓(𝑧)) ℝ ⟼ (0, 1)




Linear 𝜓(𝑧) = 𝑧 𝜕𝜓(𝑧)
𝜕𝑧
= 1 ℝ ⟼ ℝ
Tangens hyperbolicus 𝜓(𝑧) = 𝑡𝑎𝑛ℎ(𝑧) 𝜕𝜓(𝑧)
𝜕𝑧
= 1 − 𝜓(𝑧)2 ℝ ⟼ (−1, 1)
Die Sigmoidfunktion (3.5d) findet Anwendung in der Ausgangsschicht bei Klassifizierungsproble‐
men, da der Wertebereich [0, 1] ist. Die Tangens hyperbolicus (3.5c) zeigt in der Anwendung oft
bessere Ergebnisse als die Sigmoid Aktivierung [KARL11]. DerWertebereich ist auf [−1, 1] gegeben,
dadurch werden die Daten um 0 zentriert. Die Rectified Linear Units Funktion ist bis zu dem Funk‐
tionswert 0 identisch 0 und steigt dann linear an. Daraus folgt, dass die Funktion nicht stetig ist
und daher ist die Funktion nicht stetig differenzierbar. Die Ableitung der Funktion wird durch eine
logarithmische Funktion approximiert. Bei Regressionsproblemen kommt in der Ausgabeschicht
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die lineare Aktivierung zum Einsatz um eine Interpolation zu ermöglichen. Eine grafische Darstel‐
lung der Aktivierungsfunktionen ist in der Abbildung 3.5 zu finden.














(b) Rectified Linear Units















3.3.3 Künstliche Neuronale Netzwerke
Der Zusammenschluss mehrerer Neuronen wird als Neuronales Netzwerk (NN) bezeichnet. Netz‐
werke können unterschiedliche Topologien aufweisen und sich in der Anzahl der Neuronen unter‐
scheiden. Bei rekurrenten Netzen werden die Ausgänge der Neuronen wieder zurück in vorherige
Neuronen geführt. Im Gegensatz zu rekurrenten Netzen sind bei Feedforward‐Netzen Verbindun‐
gen der Neuronen ausschließlich mit der nächsten Schicht (in Richtung der Ausgabeneuronen) er‐
laubt [KRIE07]. Die Neuronen sind in Schichten eingeteilt. Ein Netzwerk besteht aus einer Eingabe‐
und einer Ausgabeschicht, sowie optional aus 𝑙 verdeckten Schichten. Es gilt [𝑙 ∈ ℕ+0 ∣ 𝑙 ≤ 𝐿],
wobei 𝐿 die Anzahl der Schichten ist.
Die Abbildung 3.6 zeigt ein Netzwerk mit einer verdeckten Schicht. Jeder Kreis stellt ein Neuron
dar. In dem gezeigten Netzwerk sind die Neuronen vollverknüpft. Die Eingangsschicht besteht aus
fünf und die verdeckte Schicht aus drei Neuronen. In der Ausgabeschicht wird ein Neuron ver‐
wendet. Jedem Neuron werden die Gewichte 𝑤 und der Typ der Aktivierungsfunktion eindeutig
zugeordnet.













Abbildung 3.6: Neuronales Netzwerk mit einer verdeckten Schicht
Das in der Abbildung 3.6 dargestellte Netzwerk zählt zur Klasse der FeedForward‐Netze. Das be‐
deutet, die Verbindungen der Neuronen sind nur in eine Richtung erlaubt. Ist das Netzwerk au‐
ßerdem vollständig verknüpft spricht man von Multilayer‐Perzeptron (MLP). In der vorliegenden
Arbeit kommen ausschließlich MLP‐Netzwerke zum Einsatz. Das MLP mit mindestens einer ver‐
deckten Schicht hat den Vorteil ein universeller Approximator zu sein, welcher in der Regel mit
einer geringen Anzahl von Parametern auskommt [DEFL11]. Durch den Einsatz von nichtlinearen
Aktivierungsfunktionen können komplexe Funktionen approximiert werden. In [AHME10] wird ge‐
zeigt, dass sich besonders MLP zur Identifikation dynamischer Systeme eignen.
3.3.4 Forward Propagation
Die Berechnung des Ausgangs, auf Basis von Eingangsdaten, wird als Forward Propagation bezeich‐
net. Die gezeigte MLP Struktur besteht aus mehreren Neuronen, daher müssen die Gleichungen
3.5 und 3.6 erweitert werden. Jeder Verbindung im NN wird eine reelle Zahl als Gewicht 𝑤𝑙𝑣,𝑟 zu‐
geordnet. Hierbei wird der Laufindex [𝑙 ∈ ℕ+0 ∣ 𝑙 ≤ 𝐿] für die Nummerierung der einzelnen Layern
verwendet. Der Index [𝑣 ∈ ℕ+ ∣ 𝑣 ≤ 𝑉𝑙] nummeriert die Neuronen in jeder Schicht. Dabei steht
𝑉𝑙 für die Anzahl der Neuronen in der Schicht 𝑙. Der Netzeingang 𝑛𝑒𝑡𝑙𝑣 des 𝑣 − 𝑡𝑒𝑛 Neurons in
der 𝑙 − 𝑡𝑒𝑛 Schicht ergibt sich aus Gleichung 3.7. Dabei ist 𝑜𝑙−1𝑣,𝑟 der Ausgang des Neurons in der
vorherigen Schicht des Netzwerkes. Die Summe wird dabei über den Index [𝑟 ∈ ℕ+ ∣ 𝑟 ≤ 𝑅𝑙]
gebildet, dabei ist 𝑅𝑙 die Anzahl der Neuronen in der Schicht 𝑙 − 1. Der Bias Wert𝑤𝑙𝑣,0 kann in die




𝑤𝑙𝑣,𝑟 ⋅ 𝑜𝑙−1𝑣,𝑟 + 1 ⋅ 𝑤𝑙𝑣,0 =
𝑅𝑙+1
𝑟=1
𝑤𝑙𝑣,𝑟 ⋅ 𝑜𝑙−1𝑣,𝑟 (3.7)
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𝑜𝑙𝑣 = 𝜓𝑙(𝑛𝑒𝑡𝑙𝑣) (3.8)
Die Gleichungen können zur Reduzierung der notwendigen Rechenoperationen in Vektorschreib‐
weise dargestellt werden. Dadurch wird aus den Gewichten 𝑤𝑣,𝑟 eine Matrix der Dimension
ℝ𝑉𝑙×𝑅𝑙+1. Der Netzeingang net𝑙 und o𝑙 haben daher die Dimension ℝ𝑅𝑙+1.
net𝑙 = W𝑙 ⋅ o𝑙−1 (3.9)
o𝑙 = 𝜓𝑙(net𝑙) (3.10)
Die Forward Propagation Funktion wird bei der Nutzung von Neuronalen‐Netzwerken häufig auf‐
gerufen. Es ist daher eine möglichst effiziente Berechnung erforderlich. Für eine Implementie‐
rung, wie in den Gleichungen 3.9 und 3.10 dargestellt, wäre eine Iteration über alle Eingangsdaten
[𝑝 ∈ ℕ+ ∣ 𝑝 ≤ 𝑃] notwendig. Daher wird die Berechnung noch weiter vektorisiert. Die Ein‐
gangsdaten spannen eine Matrix der Dimension ℝ𝑉0+1×𝑃 auf. Daraus folgen die Gleichungen in
Matrixdarstellung 3.11 und 3.12.
O𝑙 = 𝜓𝑙(Net𝑙) (3.11)
Net𝑙 = W𝑙 ⋅ O𝑙−1 (3.12)
Es wird in jeder Schicht der Netzeingang nach Gleichung 3.13 und der Ausgang bestimmt. Dabei
wird die Berechnung für jede Schicht 𝑙 berechnet. Für die Eingangsschicht (𝑙 = 0) gilt die Bedin‐
gung 3.13.
Net0 = O0 = 𝜙 (3.13)
Zur Verdeutlichung der Berechnung wird die Matrixschreibweise vollständig in der Gleichung 3.14
dargestellt. Die Multiplikation gilt allgemein für die Schicht 𝑙. Es ist zu beachten, dass jeder Schicht
𝑙 eine unterschiedliche Aktivierungsfunktion zugeordnet werden kann.











𝑤𝑙1,1 𝑤𝑙1,𝑟 … 𝑤𝑙1,𝑅 𝑤𝑙1,0
𝑤𝑙2,1 𝑤𝑙2,𝑟 … 𝑤𝑙2,𝑅 𝑤𝑙2,0
⋮ ⋮ ⋮ ⋮ ⋮














𝑜𝑙1,1 𝑜𝑙1,𝑝 … 𝑜𝑙1,𝑃
𝑜𝑙𝑟,1 𝑜𝑙𝑟,2 … 𝑜𝑙𝑟,𝑃
⋮ ⋮ ⋮ ⋮
𝑜𝑙𝑅,1 𝑜𝑙𝑅,2 … 𝑜𝑙𝑅,𝑃
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3.3.5 Training
Die Gewichte des Neuronalen Netzes werden durch das sogenannte Training bestimmt. Ziel des
Trainings ist es mit Hilfe von Trainingsdaten eine Lösung, für eine zuvor definierten Aufgabe, zu
finden [KRUS11]. Bei dem Training von Neuronalen Netzen ist zwischen dem überwachten und
unüberwachten Lernen zu unterscheiden. Bei dem überwachten Lernen sind die Zielwerte im Vor‐
aus nicht bekannt. Es liegen lediglich Eingangsdaten vor in denen Muster oder Strukturen erkannt
werden sollen. Bei der Systemidentifikation liegt der Eingangs‐ und Ausgangsverlauf des Systems
vor. Als Zielwert wird hier der Ausgangsgrößenverlauf verwendet. Dieses Problem wird auch als
Regressionsproblem bezeichnet, bei dem das überwachte Lernen zum Einsatz kommt. Die Aufga‐
be des überwachten Lernens besteht darin das Netzwerk so zu trainieren, dass die Ausgangsdaten
möglichst präzise approximiert werden. Dies wird erreicht indem die Gewichte so bestimmt wer‐
den, dass der Fehler der Fehlerfunktion minimiert wird. In jedem Trainingsschritt soll daher die
Fehlerfunktion abnehmen [KRUS11].
Die Trainingsalgorithmen lassen sich in heuristische und gradientenbasierte Methoden einteilen.
Die gradientenbasierten Verfahren im Bereich der Neuronalen Netze verwenden den Gradienten
einer Zielfunktion, um die Gewichte des Netzwerks anzupassen. Die Anpassung der Gewichte er‐
folgt schrittweise und kann allgemein wie folgt definiert werden:
w𝑖+1 = w𝑖 − Δ (3.15)
Dabei wird der Schritt Δ abhängig von dem gewählten Lernalgorithmus bestimmt. Nachfolgend
wird der in der Arbeit verwendete Levenberg–Marquardt Algorithmus zum Training des Modells
näher erläutert.
Levenberg–Marquardt Algorithmus
Wie dem Performancevergleich verschiedener Algorithmen in [KIŞI05] und [HAGA94] zu entneh‐
men, liefert der Levenberg–Marquardt (LM) Algorithmus die besten Ergebnisse zur Lösung von
Regressionsproblemen. In [YU11] wird gezeigt, dass der LM Algorithmus stabil und schnell läuft im
Vergleich zu anderen Algorithmen. Die Schwierigkeit beim LM Verfahren liegt in der Berechnung
der Jacobi‐Matrix. Die Hesse‐Matrix wird über die Jacobi‐Matrix abgeschätzt. Um sicherzustellen,
dass die Hesse‐Matrix invertierbar ist, wird die in Gleichung 3.16 gezeigte Approximation verwen‐
det. Dabei ist die 𝐽 die Jacobi‐Matrix, 𝜇 der Kombinationskoeffizient und 𝐼 die Einheitsmatrix. Die
Diagonalelemente der Hesse‐Matrix sind dadurch größer als 0 und dadurch ist die Matrix inver‐
tierbar.
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H ≈ J𝑇 ⋅ J+ 𝜇 ⋅ I (3.16)
Die Anpassung der Gewichte erfolgt schrittweise nach Regel 3.17. Über den Kombinationskoeffi‐
zient 𝜇 kann zwischen den beiden Algorithmen gewechselt werden [YU11]. Ist der Koeffizient sehr
klein (nahe 0), wird der Gauß‐Newton Algorithmus verwendet. Ist der Koeffizient sehr groß, wird
die Methode des steilsten Abstiegs verwendet.
𝑤𝑖+1 = 𝑤𝑖 − (J
𝑇
𝑖 ⋅ J𝑖 + 𝜇 ⋅ I)
−1 ⋅ J𝑖 ⋅ e𝑖 (3.17)
Für die Berechnung der Hesse‐Matrix H sind die zweiten Ableitungen notwendig. Die Berechnung
der Ableitung zweiter Ordnung kann sehr rechenintensiv und komplex sein [YU11]. Daher wird
die Hesse‐Matrix durch die Jacobi‐Matrix dargestellt. Dies hat zur Folge, dass nur noch die ersten
Ableitungen der Fehlerfunktion 𝑒 notwendig sind. Die Jacobi‐Matrix J wird nach der Darstellung
3.18 definiert. Dabei ist 𝑉𝐿 die Anzahl der Neuronen in der Ausgangsschicht [𝑣 ∈ ℕ+ ∣ 𝑣 ≤ 𝑉𝐿]
und 𝑝 der Index über alle Trainingsdaten [𝑝 ∈ ℕ+ ∣ 𝑝 ≤ 𝑃]. Die Gewichte werden in einem Vektor






































































Die Anpassung der Gewichte erfolgt wie bereits gezeigt bei den gradientenbassierten Trainings‐
methoden iterativ. Da die einzelnen Iterationen bei großen Datensätzen einen hohen zeitlichen
Aufwand bedeuten ist es sinnvoll, den Fortschritt des Trainings zu überwachen [ANZA11]. Die Lern‐
kurve ist eine Darstellung der Performance des Modells während des Trainings. Zur Bestimmung
der Performance wird der Fehler des Modells in jeder Epoche bestimmt. Dieser Fehler lässt sich
nach Gl. (3.19) aufteilen.
𝐸 {(𝑦0 − ?̂?)2}
(𝑀𝑜𝑑𝑒𝑙𝑙−𝐹𝑒ℎ𝑙𝑒𝑟)2
= 𝐸 {(𝑦0 − 𝐸{?̂?})2}
(𝐵𝑖𝑎𝑠−𝐹𝑒ℎ𝑙𝑒𝑟)2
+𝐸 {(?̂? − 𝐸{?̂?})2}
(𝑉𝑎𝑟𝑖𝑎𝑛𝑧−𝐹𝑒ℎ𝑙𝑒𝑟)
(3.19)
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Der Modellfehler lässt sich nach Gl. (3.19) in den Bias‐ und den Varianzfehler unterteilen. Die‐
ser Fehler wird während des Trainings auf unterschiedlichen Datensätzen bestimmt und in der
Lernkurve dargestellt [ANZA11]. Die Kurven können zur Analyse des Trainingsfortschritts genutzt
werden und geben Aufschluss über mögliche Probleme, welche während des Trainings auftreten
können [GOOD16]. Die Abb. 3.7 zeigt eine beispielhafte Lernkurve. In der Darstellung wird der Feh‐




















In der Abb. 3.7 sind zwei Kurven zu sehen. Die eine Kurve zeigt den Verlauf auf den Trainingsdaten
und die andere Kurve beschreibt den Verlauf auf den Validierungsdaten. Diese zwei Datensätze
werden vor dem Training aufgeteilt. Mit Hilfe von zwei unterschiedlichen Datensätzen ist es mög‐
lich das Problem der Über‐ oder Unteranpassung des Modells zu erkennen. Die Abb. 3.8 verdeut‐
licht den Unterschied der Anpassungen auf dem Trainingsdatensatz. In den Abbildungen werden
die geschätzten Modellausgänge (gestrichelte Linien) und die Trainingsdaten (Punkte) dargestellt.






































































































Abbildung 3.8: Darstellung der möglichen Anpassungen des Modells
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Die Abb. 3.8a zeigt eineUnteranpassung desModells auf den Trainingsdaten. EineUnteranpassung
liegt vor, wenn das Modell es nicht schafft die Trainingsdaten als Funktion abzubilden [KUBA15].
In der Abbildung ist beispielsweise eine lineare Interpolation der Daten nicht ausreichend um das
Verhalten zu approximieren. In der Abb. 3.8b ist hingen eineÜberanpassung an die Daten zu erken‐
nen. Wie zu sehen hat das Modell versucht alle Punkte möglichst genau zu treffen. Die Abb. 3.8c
zeigt eine gute Anpassung an die Trainingsdaten. Das Modell approximiert den Verlauf der Trai‐
ningsdaten ohne sich an die Streuung der Messwerte anzupassen.
Es ist möglich die in der Abb. 3.7 gezeigte Lernkurve zur Analyse der Prüfung hinsichtlich der Über‐



























































Abbildung 3.9: Darstellung der Lernkurven für die möglichen Anpassungen des Modells
Eine Unteranpassung tritt auf, wenn das Modell nicht in der Lage ist einen ausreichend niedri‐
gen Fehlerwert auf dem Trainingsdatensatz zu erziehen (siehe Abb. 3.9a). In der Abbildung ist zu
erkennen, dass der Fehler auf dem Trainings‐ und Validierungsdaten nur gering abnimmt. Diese
Unteranpassung kann auftreten wenn das Modell keine ausreichende Kapazität bietet, um den
Verlauf abzubilden [ANZA11].
Das Gegenteil der Unteranpassung des Modells ist die Überanpassung an den Trainingsdatensatz.
Die Abb. 3.9b zeigt die Lernkurve für den Fall der Überanpassung an den Trainingsdatensatz. In
diesem Fall besitzt dasModell die notwendige Kapazität sich auch an Ausreißer undMessrauschen
anzupassen [GOOD16]. Wie in der Abb. 3.8b zu sehen ist, besitzt der geschätzte Modellausgang
einen geringen Abstand (Fehler) zu allen Trainingsdaten. Das führt zu einem geringen Fehler auf
dem Trainingsdatensatz. In der Lernkurve (siehe Abb. 3.9b) ist zu erkennen, dass der Fehler auf
dem Trainingsdatensatz stark fällt jedoch auf den Validierungsdaten mit zunehmender Anzahl an
Epochen ansteigt. Den Start der Überanpassung ist charakterisiert durch den Anstieg des Fehlers
auf dem Validierungsdatensatz [GOOD16]. Durch diese Überanpassung verliert das Modell seine
Generalisierungsfähigkeit.
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Bei der guten Anpassung fällt der Fehler auf den Trainings‐ und Validierungsdaten und es stellt
sich ein stabiler Zustand ein [KUBA15]. Die Abb. 3.9c zeigt die Lernkurve für eine gute Anpassung.
Es ist zu erkennen, dass für beide Datensätze der Fehler abnimmt. Stellt sich ein stabiler Zustand
ein und das Modell wird weiter angepasst so kann es zu einer Überanpassung kommen [ANZA11].
Daher ist es notwendig das Training beim Erreichen des stabilen Zustands zu beenden.
3.4 Methoden der Hyperparameteroptimierung
Die Qualität des Modells hängt von der Wahl der Hyperparameter ab [VYAS19]. Unter Hyperpa‐
rametern versteht man Parameter welche man bei der Erstellung des Modells anpassen möchte.
Diese Parameter haben einen Einfluss auf die Güte des späteren Modells. Daher ist es notwen‐
dig diese bei dem Training zu optimieren. Beispielsweise können bei einem Multilayer Percep‐
trons (MLP) die Anzahl der Neuronen und die Anzahl der Schichten (beides diskrete Werte) op‐
timiert werden. Auch wenn das Modell für das Problem gut geeignet ist, so kann eine schlechte
Wahl der Hyperparameter in einer schlechten Modellperformance resultieren [JIMÉ07].
Um dies zu verhindern stehen verschiedeneMethoden der Optimierung zur Verfügung. Allgemein
lässt sich das ProblemderOptimierung nachGl. (3.20) formulieren. Hierbei stellt 𝑓() ein objektives
Ergebnis (wie z. B. der RMSE) dar, welches auf dem Datensatz 𝜒minimiert werden soll. Dabei ist Λ




3.4.1 Grid search Optimierung
Bei dem Grid search werden die optimalen Parameter auf einem Gitter in einen 𝑛𝜆‐dimensionalen
Hyperparameterraum gesucht. Hierfür werden zunächst alle Parameter diskretisiert. In einigen
Fällen, wie z. B. der Anzahl an Neuronen, ist der Parameter selbst bereits diskretisiert. Jedochmuss
für manche Parameter, wie z. B. die Lernrate, eine Diskretisierung durchgeführt werden. [JIMÉ07]
Das Resultat der Hyperparameterdiskretisierung ist ein Gitter 𝐺 von möglichen Parameterkombi‐
nationen. Dabei ist der 𝑖‐te Parameter durch die Grenzen [𝑎𝑖, 𝑏𝑖] und die Parameter Auflösungs‐
grenze 𝛿𝑖 bestimmt. Das bedeutet der 𝑖‐te Hyperparameter wird auf den Stützstellen {𝑎𝑖, 𝑎𝑖 +
𝛿𝑖,⋯ , 𝑎𝑖 + 𝐻𝑖𝛿𝑖}mit𝐻𝑖 = (𝑏𝑖 − 𝑎𝑖)/𝛿𝑖 untersucht. Grafisch kann das Gitter 𝐺 für zwei Hyperpar‐
meter wie in Abb. 3.10 zeigt dargestellt werden.













Abbildung 3.10: Hyperparameteroptimierung mit Hilfe von dem Grid search Verfahren
Mit dem aufgespannten Gitter wird das Modell erstellt und anschließend mit einer Kennzahl be‐
wertet. Es wird die Parameterkonfiguration gewählt welche die Gl. (3.20) minimiert.
3.4.2 Random search Optimierung
In [BERG12] wird gezeigt, dass die Zufallssuche im Vergleich zu der manuellen‐ und Gittersuche
effizienter ist. Die Performance des Modells hängt meist nur von wenigen Hyperparametern ab.
Die Hyperparameter können jedoch mit hohem Einfluss von dem Trainingsdatensatz abhängen.
Die Gittersuche ist daher eine schlechte Wahl beim Training für neue Datensätze. [BERG12]
Wie auch bei dem Grid search‐Verfahren werden bei dem Random search‐Verfahren die Hyper‐
parmeter innerhalb eines definierten Parameterraums optimiert. Daher wird hier auch der 𝑖‐te
Parameter durch die Grenzen [𝑎𝑖, 𝑏𝑖] bestimmt. Der 𝑖‐te Parameter 𝜆𝑖 wird im Vergleich zu dem
Grid search innerhalb der Grenzen zufällig gewählt. Die Abb. 3.11 zeigt eine Optimierung der 2‐d













Abbildung 3.11: Hyperparameteroptimierung mit Hilfe von dem Random search Verfahren
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In der Darstellung werden alle Hyperparameterkombinationen 𝜆𝑘 = (𝜆𝑘1 , 𝜆𝑘2) mit [𝑘 ∈ ℕ+0 ∣ 𝑘 ≤
𝑛𝜆] gezeigt, wobei 𝑛𝜆 die Anzahl der gewählten Iterationen ist. Das Modell wird für alle Kombina‐
tionen 𝜆𝑘 erstellt und auf einem Validierungsdatensatz mit einer Kennzahl bewertet und anschlie‐
ßend wird die bestbewertete Kombination 𝜆∗ gewählt.
3.4.3 Bayesian Optimierung
Die Bayesian Optimierung stellt die State oft the Art Methode zur Hyperparmeteroptimierung dar
[KLEI16]. Im Gegensatz zu der Grid und der Random search Verfahren werden bei dieser Methode
die vergangenen Evaluationen bei jeder Iteration mit einbezogen. Hierzu wird ein Wahrscheinlich‐
keitsmodel 𝑃(𝑥 ∣ 𝑦) erzeugt, welches von den Hyperparametern auf die Wahrscheinlichkeit der
Auswertung der Zielfunktion abbildet. Das Wahrscheinlichkeitsmodel:
𝑃(𝑊𝑒𝑟𝑡 𝑑𝑒𝑟 𝑍𝑖𝑒𝑙𝑓𝑢𝑛𝑘𝑡𝑖𝑜𝑛 ∣ 𝐻𝑦𝑝𝑒𝑟𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟) (3.21)
ist im Vergleich zu der Zielfunktion einfacher zu optimieren[KLEI16]. Daher werden in jeder Itera‐
tion Hyperparameter gewählt, welche die größte Wahrscheinlichkeit besitzen, die Zielfunktion zu
minimieren. Anschließend wird das Modell mit diesen Parametern trainiert und die Zielfunktion
mit dem trainierten Modell ausgewertet. Nun wird der wahre Wert der Zielfunktion mit dem
geschätzten Wert des Wahrscheinlichkeitsmodells verglichen. Mit diesem Ergebnis wird das
Wahrscheinlichkeitsmodell angepasst und dadurch steigt die Güte der Vorhersage mit steigender
Anzahl an Iterationen. Dieser Vorgang wird solange wiederholt, bis die maximale Anzahl an
Iterationen erreicht ist. Anschließend werden die Hyperparameter gewählt welche die besten
Ergebnisse auf der Zielfunktion erreicht haben. Die Abb. 3.12 zeigt das Wahrscheinlichkeitsmodell






































(b) Anzahl an Iterationen: 28
Abbildung 3.12: Modell der Bayesian Optimierung
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Die Darstellung beschränkt sich auf einen Hyperparameter, was eine zweidimensionale Darstel‐
lung möglich macht. Auf der x‐Achse wird der Wert für den ersten Hyperparamter dargestellt und
auf der y‐Achse die Werte der Zielfunktion. In der Abb. 3.12 stellen die blauen Punkte die beob‐
achteten Werte dar. Diese zeigen die Auswertungen der Zielfunktion mit dem trainierten Modell
und die rote Linie stellt die Approximation des Kurvenverlaufs durch die beobachteten Werte mit
Hilfe des Wahrscheinlichkeitsmodells dar. Die Wahrscheinlichkeit der Vorhersage wird über die
Fehlerbalken dargestellt. Es ist zu erkennen, dass die Fehlerbalkenmit zunehmender Anzahl an Ite‐
rationen kleiner werden. Dadurch steigt die angesprochene Güte des Modells durch die Zunahme
der Evaluationen. Vergleicht man das Wahrscheinlichkeitsmodell nach 4 Iterationen (Abb. 3.12a)
mit dem Modell nach 28 Iterationen (Abb. 3.12b), so ist eine Verbesserung der Wahrscheinlich‐
keit der Vorhersage desModells zu erkennen. Dadurch ist es nach 28 Iterationen wahrscheinlicher
Hyperparameter vorherzusagen, welche gute Ergebnisse auf Zielfunktion liefern.
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4 Versuchsplanung und Durchführung
In dem vorherigen Kapitel wurden die Grundlagen der Modellierung mit Hilfe von datenbasierten
Methoden erläutert. Dieses Kapitel beschäftigt sich mit der Planung, Durchführung und Analyse
der Daten, welche für die datenbasierte Modellierung notwendig sind. Die Güte des späterenMo‐
dells wird durch die zur Verfügung stehenden Daten bestimmt, daher ist es notwendig die Daten‐
generierung im Vorfeld zu planen [NELL13, SJÖB95, LJUN99]. Die für die datenbasierten Methoden
notwendigen Versuche werden in diesem Kapitel näher dargestellt und die Ergebnisse diskutiert.
Allgemein ist es notwendig, dass die Trainingsdaten reich an Informationen sind. Sind die Daten
nicht reich an Informationen, so kann das erzeugt Modell keine gute Modellperformance bieten
[WANG11]. Um die Einschränkungen der Modellgüte in Bezug auf die vorhandenen Daten zu redu‐
zieren, wird eine Versuchsplanung durchgeführt.
Im Rahmen dieser Planung sind gewisse Randbedingungen zu treffen, die Anregungssignale zu
wählen und die Abtastzeit festzulegen [BOHN16]. Nachfoldgend werden zunächst die Systemgren‐
zen definiert der Versuchsaufbau erläutert. Für die Aufnahme der erforderlichen Messdaten ist
es notwendig einen definierten Versuchsaufbau zu verwenden um eine Reproduzierbarkeit zu ga‐
rantieren, daher werden die beachteten Aspekte während der Versuchsdurchführung erläutert.
Und darauf aufbauend unterschiedliche Anregungssignale diskutiert. Die erzeugten Daten sind
nicht frei von Störungen, daher ist notwendig die Daten vor der Weiterverarbeitung aufzuberei‐
ten [BEUC19]. Der Unterabschnitt 4.3 zeigt die dafür verwendeten Methoden und entwickelten
Filter. In dem letzten Abschnitt 4.4 dieses Kapitels, werden die aufgenommenen Daten für die
unterschiedlichen Anregungssignale verglichen (im Bezug auf die Aufgabenstellung).
4.1 Versuchsplanung für datenbasierte Modellierung
Für die Modellierung des Systemverhaltens ist es erforderlich Daten des Systems zu erfassen. Die
dafür notwendigen Versuche sind zeit‐ und kostenintensiv. Es ist daher sinnvoll den Versuch vor‐
her zu planen und zu entscheiden, welche Signale gemessen und wie das System angeregt werden
soll. Das Ziel der Versuchsplanung ist es, die Entscheidungen so zu treffen, dass der Informati‐
onsgehalt des Datensatzes (unter Berücksichtigung der Randbedingungen) maximal ist [LJUN99].
Neben dem Amplitudenbereich ist es notwendig auch die Frequenzen des Systems außerhalb des
Gleichgewichts anzuregen [GUTJ12].
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Bei dem Bagger handelt es sich um einMehrgrößensystemmitmehreren Eingangs‐ und Ausgangs‐
größen (MIMO). Die Eingangsgrößen des Systems sind die Joystickwerte der einzelnen Zylinder.
Wie in dem Kapitel 2.5.1 erklärt, wird jeder Achse des Joysticks ein Hydraulikzylinder zugeordnet.
Die Änderung der Joysticksignale (Eingangsgrößen) führen zu einer Änderung der Geschwindigkeit
(Ausgangsgrößen) der einzelnen Zylinder. Die Abb. 4.1 zeigt das Blockschaltbild der Datengenerie‐
rung
G"
#$%&'Jystk-,/0% Jystk-,/0%,123/ Strecke FilterJoystickGenerator 
Abbildung 4.1: Blockschaltbild Datengenerierung
Es ist zu erkennen, dass während der Datengenerierung ein Joysticksignal von dem Joystick Ge‐
nerator vorgeben wird. Dieser Generator hat die Aufgabe eine sichere Bewegung zu garantieren
und die definierten Randbedingungen und Restriktionen einzuhalten. Er kann Signale generieren,






Abbildung 4.2: Mögliche Art der Signalgenerierung
Die Signale können entweder manuell oder automatisch generiert werden (siehe Abb. 4.2). Ein
manuelles Signal ist beispielsweise die Datengenerierung während des normalen Betriebs. Diese
Signale sind zwar einfach aufzunehmen, jedoch ist es nicht möglich die Ergebnisse zu reproduzie‐
ren. Eine Anforderung an die Strategie ist die Übertragbarkeit auf einen anderen Bagger. Daher
werden im Rahmen der Arbeit nur Signale verwendet welche automatisch generiert werden. Die
Signale lassen sich weiterhin wie in der Abb. 4.2 dargestellt, in Einzelachsbewegungen und Mehr‐
achsbewegungen unterteilen. Es wird von Mehrachsbewegungen gesprochen, wenn mehr als ein
Zylinder während der Aufnahme der Daten bewegt wird. Aufgrund der aufwendigen Applikation
und Absicherung von Mehrachsbewegungen liegt der Fokus der Arbeit bei Einzelachsbewegun‐
gen. Diese ermöglichen eine effiziente Übertragbarkeit auf andere Maschinen und sind einfacher
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zu applizieren. Die Untersuchungen beschränken sich zunächst auf den Auslegerzylinder und wer‐
den anschließend auf den Stielzylinder übertragen.
4.1.1 Systemgrenzen
Bei der Versuchsplanung ist es erforderlich gewisse Systemgrenzen anzunehmen, um das Modell
an den für die Anforderungen notwendigen Bereich anzupassen [WANG11]. Da es schwierig ist
ein genaues globales Modell zu erzeugen, wurde in [WOLP98, PETK06, PETR14] die aufgaben und
kontextbezogene Modellierung von Inversen dynamischen Modellen untersucht. Dabei hat sich
gezeigt, dass die Anpassung des Modells an einen Kontext (beziehungsweise an eine Aufgabe)
eine Steigerung derModellgütemit sich bringt. Dies kann auf die Vereinfachung des Lernprozesses
zurückgeführt werden. Um diese Vorteile zu nutzen, wird nachfolgend der Kontext für die inverse
datenbasierteModellierung definiert. Dieser Kontext lässt sich durch Systemgrenzen beschreiben.
Die Grenzen können zum einen physikalische Limitierungen des Systems sein oder zum anderen
gewählte kontextbezogene Beschränkungen. Nach [ISER10] können diese Grenzen in die folgenden
vier Arten unterteilt werden:
1. Die verfügbare Messzeit 𝑇𝑀 ist nach Gl. (4.1) limitiert, entweder durch die technischen Ein‐
schränkungen oder aufgrund der Wirtschaftlichkeit.
𝑇𝑀 < 𝑇𝑀,𝑚𝑎𝑥 (4.1)
2. Das Eingangssignal 𝑢(𝑡) ist begrenzt. Zum Beispiel ist es meist notwendig die Auslenkung
des Signals 𝑢(𝑡) auf einen gewissen Arbeitsbereich [𝑢𝑚𝑖𝑛, 𝑢𝑚𝑎𝑥] wie in Gl. (4.2) dargestellt
zu begrenzen, da das System wegen der physikalischen Limitierung keine beliebigen Ein‐
gangssignale verarbeiten kann.
𝑢𝑚𝑖𝑛 < 𝑢(𝑡) < 𝑢𝑚𝑎𝑥 (4.2)
3. Das Eingangssignal 𝑢(𝑡) führt zu einer Änderung der Ausgangsgröße 𝑦(𝑡). Diese kann durch
die physikalischen Eigenschaften des Systems auf einen Bereich [𝑦𝑚𝑖𝑛, 𝑦𝑚𝑎𝑥] nach Gl. (4.3)
, oder auf einen Bereich mit linearem Verhalten des Systems begrenzt sein.
𝑦𝑚𝑖𝑛 < 𝑦(𝑡) < 𝑦𝑚𝑎𝑥 (4.3)
4. Neben den Eingangs‐ und Ausgangsgrößenmüssen auch die Limitierungen der Zustände be‐
achtet werden. Zum Beispiel können hier Beschränkungen [𝑥𝑚𝑖𝑛, 𝑥𝑚𝑎𝑥] von Anstiegsraten
notwendig sein um ein gewisses Verhalten zu beschränken.
𝑥𝑚𝑖𝑛 < 𝑥(𝑡) < 𝑥𝑚𝑎𝑥 (4.4)
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Zeitlimitierung
Da es sich in dieser Arbeit bei demuntersuchten Versuchsträger um einen Bagger handelt, welcher
nur für Versuchszwecke eingesetzt wird, ist es möglich verschiedene Strategien zu evaluieren. Das
Ziel dabei ist eine möglichst effektive Strategie zu entwickeln, welche sich auch auf andere Fahr‐
zeuge übertragen lässt. Heutige Bagger werden nach ihrer Fertigstellung aufwendig in Betrieb ge‐
nommen. Hierzu werden die Ventilkanten der Hydraulikventile Iterativ angepasst, bis das Bagger‐
verhalten den gewünschten Anforderungen entspricht. Bei diesem Prozess wird ein Ventilkennfeld
appliziert. Im Rahmen von dieser Applikation wäre es möglich auch die Daten für die datenbasier‐
te Modellierung zu generieren. Der notwendige Zeithorizont zur Datengenerierung soll daher bei
einem Zeithorizont von wenigen Stunden liegen. Die verfügbare Messzeit 𝑇𝑀 wird auf 𝑇𝑀 ≤ 2 h
pro Achse begrenzt.
Eingangslimitierung
In den Versuchen wird als Eingangsgröße des Systems ein Joystickwert in ‰ vorgegeben. Die‐
ses Joysticksignal wird von einem Signalgenerator berechnet und per Controller Area Network
(CAN) an die Betriebssteuerung gesendet. Das Signal kann für jeden Zylinder einenWert zwischen
−1000‰ und 1000‰ annehmen. Ein negativer Wert entspricht einer negativen Geschwindig‐
keit und ein positiver einer positiven Geschwindigkeit. Bei einem Joystickwert von 0‰ befindet
sich der Zylinder im statischen Fall in Ruhelage. Um den Mehrwert der kontextbezogenen Daten‐
generierung zu nutzen wird, für jeden Zylinder ein maximaler Wert für das Joysticksignal definiert.
Die Tab. 4.1 zeigt die Limitierung des Joysticksignals für jeden Zylinder. Es ist zu erkennen, dass
für den Stielzylinder höhere Werte erlaubt sind, da der Stielzylinder einen dominanteren Anteil
bei einer typischen Planziehbewegung mit wenig Steigung besitzt (hinsichtlich der auftretenden
Geschwindigkeiten und dem dementsprechenden Joysticksignal). Daher wird der Wert für den
Stielzylinder höher gewählt.




Neben einer Limitierung des maximalen Joysticksignals ist es notwendig das Eingangssignal auf
einenminimalen stationärenWert zu beschränken. Aufgrund von der Reibung der Zylinder und des
hydraulischen Systems sowie der Betriebssteuerung, kommt es bei kleinen Joystickwerten nicht
direkt zu einer Bewegung der Zylinder. Dieses Verhalten tritt bei der Bewegung aus der Ruhelage
auf, da hier zunächst die Haftreibungsgrenze überschritten werden muss. Damit dieses Verhalten
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möglichst in den Trainingsdaten vermiedenwird, wird einminimales stationäres Joysticksignal von
50‰ festgelegt.
Ausgangslimitierung
Als Ausgang der Strecke wird die Geschwindigkeit der einzelnen Zylinder angenommen. Eine Limi‐
tierung dieser Größe ergibt sich einerseits aus der physikalischen Limitierung des Systems und
andererseits durch die Limitierung der Eingangsgröße des Systems. Daher ist es notwendig zu
überprüfen, ob die für die Eingangslimitierung getroffenen Restriktionen für die später auftreten‐
den Geschwindigkeiten der einzelnen Zylinder ausreichend sind. Von einem geübten Baggerfahrer
werden manuell schnelle Planziehbewegungen durchgeführt und die auftretenden Joystickwerte
aufgezeichnet. Die Abb. 4.3 zeigt die aufgezeichneten Ergebnisse der Planziehbewegung.


































Abbildung 4.3: Geschwindigkeitsverlauf bei Planziehbewegungen
In der Abb. 4.3a der Verlauf des Auslegerzylinders und in Abb. 4.3b der Verlauf des Stielzylinders
dargestellt. Die Geschwindigkeiten der jeweiligen Zylinder werden auf der linken y‐Achse und die
dazugehörigen Joystickwerte auf der rechten y‐Achse dargestellt. Betrachtet man den Signalver‐
lauf so fällt auf, dass die Joysticksignale unterhalb dermaximalen Grenzwerte liegen. Außerdem ist
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dem Geschwindigkeitsverlauf zu entnehmen, dass die Zylinder sich ohne schnelle Schwingungen
bewegen.
Sind die Anregungen zu dynamisch, so werden die Schwingungen auf den Oberwagen übertragen.
Das gesamte Fahrzeug fängt dadurch an zu schwingen und die Schwingungen schlagen sich auch
in den gemessenen Signalen nieder. Damit diese Schwingungen in den Versuchsdaten verhindert
werden, wird eine Filterung des Eingangsjoysticksignals durchgeführt. Durch diese Filterung tre‐
ten die Schwingungen nicht in den Trainingsdaten auf und werden deswegen auch nicht von dem




𝑇𝐽𝑦𝑠𝑡𝑘𝐹 𝑠 + 1
(4.5)
Mit Hilfe dieses Filters kommt es zu einer Dämpfung der hochfrequenten Anteile des Joysticksi‐
gnals. Die Dämpfung führt zu geringeren Schwingungen der Geschwindigkeit im Zeitbereich. Die
Zeitkonstante des Filters 𝑇𝐽𝑦𝑠𝑡𝑘𝐹 kann aus einer Fourier‐Transformation der Joysticksignale wäh‐
rend einer natürlichen Planziehbewegung abgeschätzt werden. Die Abb. 4.4 zeigt die Ergebnisse
der Fourier‐Transformation der Joysticksignale.








































Abbildung 4.4: Fourier‐Transformation der Joysticksignale bei Planziehbewegungen
In Abb. 4.4 ist die normierte Stärke der Spektralen Anteile der Joysticksignale auf der y‐Achse über
der Frequenz in Hz auf der x‐Achse gezeigt. Beide Fourier‐Transformationen zeigen, dass die Signal‐
anteile unterhalb von 4Hz liegen. Aus dieser Grenzfrequenz, ergibt sich eine Zeitkonstante für die
Übertragungsfunktion (Gl. (4.5)) von 𝑇𝐽𝑦𝑠𝑡𝑘𝐹 = 0,25. Diese Annahme wird außerdem dadurch ge‐
stützt, dass der Regler im späteren Einsatz einer Solltrajektorie mit dem Verhalten ähnlich zu der
Dynamik der Filterübertragungsfunktion verarbeitet.
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Zustandslimitierung
Neben den Systemgrenzen hinsichtlich der Eingangs‐ und Ausgangslimitierung werden auch be‐
stimmte Systemzustände auf einen Kontext begrenzt. Betrachtet man sich den späteren Arbeits‐
bereich des Baggers, in dem die Automatisierungsfunktionen genutzt werden sollen, so lässt sich
der Bereiche durch eine maximale und minimale Höhe des TCP begrenzen. Die Abb. 4.5 zeigt die
Limitierung des Arbeitsbereiches.
Abbildung 4.5: Arbeitsraumbegrenzung
Da die Assistenzfunktionen primär bei Arbeiten unterhalb der Kabinenhöhe genutzt werden, ist
es nicht notwendig Daten außerhalb dieser Systemgrenzen zu generieren. Gerade bei Armstel‐
lungen, bei denen der TCP weit oberhalb der Kabine liegt, treten (aufgrund der kinematischen
Kette) Systemzustände auf die in dem späteren Kontext des autonomen Baggerns nicht auftreten.
Daher beschränken sich die Versuche auf einen definierten Arbeitsbereich. Die Abb. 4.5 zeigt die
definierten Grenzen für den Arbeitsbereich. Es ist zu erkennen, dass der Arbeitsraum in der Höhe
begrenzt ist. Als maximale Höhe des TCPwird 𝑧𝑇𝐶𝑃 < 3m gewählt. Die Entfernung von TCP zu dem
Bagger wird durch die physikalischen Grenzen der kinematischen Kette beschränkt. Die Versuche
beschränken sich im Rahmen der Arbeit auf die dargestellte Ebene. Eine Drehung des Oberwagens
wird nicht näher untersucht.
4.1.2 Festlegung der Abtastzeit
Bei der Wahl der Abtastzeit spielt der Frequenzbereich des Systems, welcher vom Modell abge‐
deckt werden soll, eine entscheidende Rolle. Aus Sicht der Signalverarbeitung muss die Abtast‐
frequenz 𝑓𝑠 mindestens zweimal so groß wie die maximale Spektralfrequenz des Signals sein. Das
Abtasttheorem Gl. (4.6) stellt sicher, dass das Signal aus der zeitdiskreten Abtastung wieder rekon‐
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struiert werden kann [BEUC19]. Die Abtastung der Signalemuss dann ausreichend schnell erfolgen,
damit die höchsten auftretenden Frequenzen noch unterhalb der Frequenz 𝑓𝑠 liegen.
𝑓𝑠 ≥ 𝑓𝑚𝑎𝑥 (4.6)
Die Abb. 4.6 zeigt das Amplitudenspektrum der Geschwindigkeit des Stielzylinders einer Vorun‐
tersuchung. Auf der y‐Achse ist der Betrag des Amplitudenspektrums und auf der x‐Achse die Fre‐
quenz dargestellt. Betrachtet man den Verlauf so fällt auf, dass eine maximale Spektralfrequenz
𝑓𝑚𝑎𝑥 von 15Hz angenommen werden kann, da ab diesemWert keine nennenswerten Spektralan‐
teile auftreten. Daher ergibt sich mit der Gl. (4.6) eine notwendig Abtastfrequenz 𝑓𝑠 aus Sicht der
Signalverarbeitung von 30Hz.















Abbildung 4.6: Amplitudenspektrum der Geschwindigkeit
Neben der Betrachtung aus Sicht der Signalverarbeitung spielt der Einsatz des identifizierten Mo‐
dells bei der Wahl der Abtastzeit eine Rolle. Da das Modell später in einem zeitdiskreten Reg‐
ler verwendet wird, sollte die Abtastzeit für die Identifikation der des Regelkreises entsprechen
[WANG11]. Dieser kann aus der notwendigen Dynamik des Solltrajektorie bestimmt werden. Das






beschrieben werden. Die dominante Zeitkonstante 𝑇 in Gl. (4.7) wird mit einem Wert von 0.25
angenommen. Dadurch ergibt sich eine 3dB‐Bandbreite𝜔𝑏 nach Gl. (4.8) von 4Hz. Diese Frequenz
gibt die Grenzfrequenz an, bei der die Amplitude der Übertragungsfunktion um 3 dB abfällt.





Die notwendige Abtastzeit kann mit Gl. (4.9) und der berechneten Bandbreite 𝜔𝑏 abgeschätzt
werden [BOHN16].
𝑓𝑠 ≈ (17⋯29)𝜔𝑏 (4.9)
Mit der angenommen dominanten Zeitkonstante 𝑇 = 0.25 ergibt sich eine Abtastzeit zwischen
68Hz und 116Hz. Für die Versuche wird daher eine Abtastfrequenz von 100Hz festgelegt.
4.1.3 Versuchsdurchführung
Um eine Wiederholbarkeit der Versuche zu garantieren ist es notwendig, bei jedem Versuch den
identischen Versuchsaufbau zu wählen. Der Bagger wird während der Versuche auf einem festen
Untergrund platziert und das Schild sowie die hinteren Stützen ausgefahren. Das Ausfahren der
Stützen ist notwendig, um einen stabilen Kontakt mit dem Boden herzustellen und die reduzierte
Stabilität durch die Reifen von Mobilbaggern zu kompensieren.
Weiterhin ist es erforderlich den Ölkreislauf für die Versuche vorzubereiten. Die Viskosität des Hy‐
drauliköls hat einen Einfluss auf das Systemverhalten des Baggers. Ändert sich die Temperatur des
Öls, so ändert sich die dynamische Viskosität des Öls. Bedingt durch diesen Zusammenhang ist es
erforderlich das Hydrauliksystem auf die Betriebstemperatur zu bringen. Hat das Öl die Betriebs‐
temperatur von etwa 75 °C erreicht, wird die Öltemperatur durch einen Kühlkreislauf etwa kon‐
stant gehalten. Somit können die Auswirkungen durch die Änderungen der dynamischen Viskosität
des Öls ausgeschlossen werden. Der Versuchsträger bietet mehrere Betriebsmodi und Nenndreh‐
zahlen zur Auswahl. Für alle Versuche wird eine Nenndrehzahl von 1800/min festgelegt. Durch die
Änderung derModi wird die Betriebsstreuung angepasst und das Systemverhalten der Strecke än‐
dert sich. Dies hat zur Konsequenz, dass das Modell nur eine Gültigkeit für einen Betriebsmodus
besitzt.
Neben dem Eingangs‐ und Ausgangsverhalten der Strecke spielen die auftretenden Drücke eine
wichtige Rolle. Das Druckniveau hat einen Einfluss auf das Systemverhalten. Das Druckniveau än‐
dert sich durch Änderung der Last welche auf jeden einzelnen Zylinder wirkt. Die Last kann einer‐
seits über die Änderung der Masse in der Schaufel und anderseits durch die Änderung der Bag‐
gerarmposition geändert werden. Das Druckniveau über die Stellung des Baggerarms einzustellen
hat den Vorteil einfach umsetzbar zu sein. Ist der Baggerarm beispielsweise vollständig ausgefah‐
ren so wirkt auf den Ausleger‐ und Stielzylinder (aufgrund des größeren Hebelarms) eine höhere
Last, was zu einem Anstieg des LS Drucks führt und dementsprechend die Druckdifferenz ändert.
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Diese Änderung wirkt sich auf den Zusammenhang von dem Joysticksignal und Geschwindigkeit
des Zylinders aus. Das hinzufügen einer externen Last hat den Vorteil einen breiten Druckbereich
abzudecken, allerdings erhöht sich dadurch der notwendige Versuchsaufbau.
Damit unterschiedliche Druckniveaus in Versuchsdaten abgebildet werden können, werden daher
die Anregungssignale für unterschiedliche Entfernungen des TCP wiederholt. Die Abb. 4.7 zeigt die
Unterteilung des Arbeitsbereiches für die Messungen des Auslegerzylinders.
Abbildung 4.7: Unterteilung Arbeitsbereich
In Abb. 4.7 sind die Positionen des TCP in z‐Richtung über der Position in x‐Richtung gezeigt. Dabei
gibt die z‐Richtung die Höhe über demBoden und die x‐Richtung die Entfernung vom Schwerpunkt
des Baggers an. Es ist zu erkennen, dass sich der TCP in einer Kreisbahn bewegt. Der Bahnverlauf
ergibt sich durch die kinematische Verkettung der einzelnen Achsen. Die Anregungssignale wer‐
den nur auf eine Einzelachse appliziert und die anderen Zylinderachsen werden währenddessen
konstant gehalten. Für die Messungen des Auslegerzylinders wird die Entfernung des TCP über
den Stielzylinder eingestellt. Ist der Stielzylinder vollständig ausgefahren so ist die Entfernung zum
Bagger minimal und ist der Stielzylinder vollständig eingefahren so ist der TCPmaximal entfernt. In
der Abb. 4.7 sind beide Extremwerte sowie zusätzliche Messungen zwischen den beiden Extrem‐
werten dargestellt. Wie in der Abbildung zu sehen, werden die Messungen an den Extremwerten
und an unterschiedlichen Positionen zwischen den Extremwerten durchgeführt.
4.2 Anregungssignale
Der Zweck des Anregungssignales ist es die Eingangs‐ und Ausgangsdaten des Systems so zu gene‐
rieren, dass sie genügend Informationen für das datenbasierte Systemmodell bereitstellt, um die
nichtlineare Prozessdynamik für den ganzen Arbeitsbereich abzudecken [DOHE97]. Bei nichtlinea‐
ren Systemen gilt das Superpositions‐ und Homogenitätsprinzip nicht. Dadurch sind die System‐
eigenschaften, wie Dämpfung und Streckenverstärkung, von der Amplitudenhöhe des Eingangs‐
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signals abhängig. Daraus folgt, dass die Anregungssignale ein hinreichend breites Spektrum an
Amplitudenhöhen bereitstellen sollen. [JELA12] Die Literatur [BOHN16, JELA12, DEFL11] empfiehlt
folgende Anregungssignale für die Identifikation von nichtlinearen dynamischen Systemen:
• Chirp
• Amplitudenmoduliertes pseudo‐random binäres Rauschsignal
• Sprünge
Diese werden nachfolgend näher diskutiert und vorgestellt. Im nächsten Kapitel werden die Aus‐
wirkungen der Signale auf die Modellierung näher untersucht.
4.2.1 Chirp
Bei dem Chirp‐Signal handelt sich um ein Sinus‐Signal bei dem sich die Frequenz zeitlich ändert.
Dabei wird zwischen einem negativen Chirp (Frequenz nimmtmit der Zeit ab) und einem positiven
Chrip (Frequenz nimmt mit der Zeit zu) unterschieden. Das Signal lässt sich durch die Gleichung
Gl. (4.10) beschreiben.
𝑢(𝑘) = 𝑢0 + 𝐴𝑚𝑝 ⋅ 𝑠𝑖𝑛(𝜔𝑘𝑘𝑇0) (4.10)
Das Signal lässt sich durch den Offset, die Amplitude und den Verlauf der Frequenz charakterisie‐
ren. Wird das Signal als Anregung bei nicht linearen Systemen verwendet so ist es notwendig, die
Messung mit unterschiedlichen Offsets 𝑢0 und Amplituden 𝐴𝑚𝑝 zu wiederholen [JELA12].
Bei der harmonischen Anregung durch das Chirp Signal werden nur dynamische Bereiche in den
Trainingsdaten abgedeckt. Es gibt keine Bereiche in denen sich das Joysticksignal für eine gewisse
Haltezeit nicht ändert. Dadurch kann das datenbasierte Modell den statischen Zusammenhang
zwischen dem Joystick und der Geschwindigkeit nicht direkt lernen. Es ist zu erwarten, dass das
Modell Probleme in den statischen Bereichen aufzeigt, aber den dynamischen Bereich gut abdeckt.
4.2.2 Amplitudenmoduliertes pseudo‐random binäre Sequenz
Bei dem Amplitudenmoduliertes pseudo‐random binäre Sequenz (APRBS) handelt es sich um eine
Reihe von Sprüngen mit unterschiedlichen Haltezeiten. Das Signal ist ein periodisch deterministi‐
sches Signal, mit den Eigenschaften ähnlich dem weißen Rauschen [TAN01]. Die Amplituden des
Signals sind frei zu wählende Werte im Eingangsraum [DEFL11]. Die Funktion lässt sich als Stu‐
fenfunktion nach Gl. (4.11) beschreiben. Das Signal besteht aus 𝑁 Stufen, welche sich durch die
Intervalle 𝐴𝑠 und die Amplituden 𝑑𝑠 beschreiben lassen.





Die Amplituden sind auf 𝑑𝑠 ∈ [𝑢𝑚𝑖𝑚, 𝑢𝑚𝑎𝑥] beschränkt. 𝜒𝐴𝑠 ist die Indikatorfunktion der Am‐
plitudenmenge 𝐴. Sie dient dazu die Amplituden auf ihre Teilbereiche 𝐴𝑠 einzuschränken. Sie ist
definiert nach Gl. (4.12)
𝜒𝐴𝑠(𝑘) =
1 falls 𝑘 ∈ 𝐴𝑠
0 falls 𝑘 ∉ 𝐴𝑠
(4.12)
Dabei ist der Teilbereich 𝐴𝑠 definiert durch Gl. (4.13) mit der Abtastzeit 𝑡𝑠. Wobei 𝑇ℎ,𝑠 die Zeiten












Das APRBS lässt sich vollständig durch die Haltezeiten 𝑇ℎ,𝑠 und die Amplituden 𝑑𝑠 beschreiben. Es
ist notwendig eine hinreichend großeHaltezeit𝑇ℎ,𝑚𝑖𝑛 ≤ 𝑇ℎ,𝑠∀𝑠 zu verwenden, umdemSystemdie
notwendige Zeit zu geben sich einzuschwingen[TAN01]. Ist dies nicht der Fall, werden nur Bereiche
𝑦 ≈ (𝑢𝑚𝑎𝑥−𝑢𝑚𝑖𝑛)/2) abgedeckt und das Stationärverhalten des Systems kann nicht genau durch
das Modell beschrieben werden [DEFL11].
Um die minimale Haltezeit 𝑇ℎ,𝑚𝑖𝑛 für das APRBS zu bestimmen wurde ein Vorversuch durchge‐
führt. Hierfür wurde die Sprungantwort des Auslegerzylinders für den einen Sprung des Joysticksi‐
gnals von 0‰ auf 800‰ untersucht. Dies entspricht demmaximalen Eingangssignal, welches im
Kapitel 4.1.1 näher diskutiert wurde. Die Sprungantwort des Auslegerzylinders ist in der Abb. 4.8
dargestellt. Darin wird das Joysticksignal nur skaliert abgebildet.
Die blaue Linie zeigt in der Abb. 4.8 den Geschwindigkeitsverlauf des Auslegerzylinders. Es ist zu
erkennen, dass der Ausleger zwischen dem Startzeitpunkt 𝑇1 = 1,19 s bis zum Erreichen des sta‐
tionären Wertes zum Zeitpunkt 𝑇2 = 2,38 s eine Zeit von 1,2 s benötigt. Daher kann als minimale
Haltezeit 𝑇ℎ,𝑚𝑖𝑛 = 1,2 s definiert werden.
Neben der minimalen Haltezeit ist bei der Applikation des APRBS auch notwendig, eine maxima‐
le Haltezeit 𝑇ℎ,𝑚𝑎𝑥 zu definieren. Es gibt wie in dem Kapitel 4.1.1 gezeigt eine kontextbezogene
Arbeitsraumbegrenzung und dadurch wird die maximale Haltezeit bestimmt. Die Haltezeit ergibt
sich aus der benötigten Zeit den Arbeitsraum vollständig abzufahren. Für die angenommene Ar‐
beitsraumbegrenzung benötigt der TCP bei einer reinen Bewegung des Auslegerzylinders etwa 3 s.
Daher gilt für die Haltezeiten in Gleichung Gl. (4.13) : 1,2 s ≤ 𝑇ℎ,𝑠 ≤ 3 s ∀𝑠.
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Abbildung 4.8: Sprungantwort Auslegerzylinder
4.2.3 Sprunganregung
Die Sprunganregung ähnelt der APRBS, jedoch werden bei diesem Signal die Amplituden über den
ganzen Arbeitsbereich konstant gehalten. Dieses statische Signal besitzt daher wenig dynamische
Anteile. Aus diesemGrund ist zu erwarten, dass dasModel die statischenBeziehungen gut erlernen
kann. Im Vergleich zu den APRBS und dem Chirp hat das Sprungsignal keine gute Abbildung der





Die Amplituden 𝑑𝑠 werden schrittweise in dem Arbeitsbereich [𝑢𝑚𝑖𝑚, 𝑢𝑚𝑎𝑥] erhöht. Die Amplitu‐
de wird durch die Indikatorfunktion 𝜒𝐴𝑠 auf Arbeitsbereich begrenzt.
𝜒𝐴𝑠(𝑘) =
1 falls 𝑘 ∈ 𝐴𝑠 ∧ 𝑧𝑚𝑖𝑛 < 𝑧 < 𝑧𝑚𝑎𝑥
0 falls 𝑘 ∉ 𝐴𝑠 ∨ 𝑧𝑚𝑖𝑛 > 𝑧 > 𝑧𝑚𝑎𝑥
(4.15)
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4.3 Datennachbearbeitung
Die Datennachbereitung stellt einen wichtigen Teil bei der Aufnahme von Daten für die Modellie‐
rung dar. Die Versuchsdaten werden mit DSpace Controlldesk erfasst und als Matrizen abgespei‐
chert. Die Daten werden dabei mit der gewählten Abtastrate von 𝑇𝑠 = 0,01 s digital abgetastet.
Die gewonnen Daten können nicht direkt für die Modellbildung eingesetzt werden, sondern müs‐
sen offline Nachbearbeitet werden. Die Messwerte werden zunächst auf verschiedene Faktoren
wie Rauschen, Ausreißer und fehlende Daten überprüft [VYAS19]. Anschließend ist es notwendig
diese Störungen zu beseitigen, um spätere Problememit derModellierung (mit Hilfe von datenba‐
sierten Methoden) zu reduzieren [LJUN99]. Nachfolgend werden die eingesetzten Methoden zur
Kompensation der Störungen dargestellt.
4.3.1 Ausreißer
Bei der Aufnahme der Messungen kann es zu Ausreißern durch Störungen der Messeinrichtung
kommen. Bei diesen Messpunkten handelt es sich um Punkte welche nicht in den Verlauf des
Systemverhaltens passen. Sie erscheinen in dem Signalverlauf meist als Sprünge. Werden diese
Punkte nicht von demDatensatz entfernt, kann dies zu negativen Auswirkungen auf das geschätzte
Modell haben, da es zu großen Abweichungen zwischen dem wahren Wert und dem gemessen
Wert kommt [WANG11]. Dieser Fehler führt zu einem Anstieg der Fehlerfunktion bei dem Training
des Modells (siehe Gl. (3.3)), wodurch es zu einer Überanpassung der Parameter kommen kann
[ZHU18].
Die Störungen können entweder von dem Datensatz entfernt oder mit Hilfe der Interpolation er‐
setzt werden. Das Entfernen eines Datenpunktes kann nur für statische Modelle (ohne zeitverzö‐
gerte Eingänge und Ausgänge) genutzt werden, da es sonst zum Anstieg der Transienten kommt
[JELA12]. Treten diese Ausreißer für mehrere Zeitschritte auf ist es von Vorteil die Messung zu wie‐
derholen [PEAR02].
Da mit den gesammelten Daten auch Modelle mit externer Dynamik erstellt werden sollen, ist
es erforderlich die Störstellen durch interpolierte Werte zu ersetzen. Hierfür werden zunächst die
Ausreißer gesucht und anschließend mit einer definierten Methode ersetzt. Die Abb. 4.9 zeigt
einen Ausschnitt aus dem Druckverlauf des Pleueldrucks von dem Stielzylinder. Es ist zu erken‐
nen, dass die Messfehler nur für einen Zeitschritt auftreten, wodurch eine lineare Interpolation
zwischen den zwei Datenpunkten eine hinreichend genaue Methode darstellt [PEAR02]. Für die
Identifikation wird der gleitende Median eingesetzt. Bei dieser Methode wird der Median über
einen definierten Zeithorizont 𝑛𝐹 gebildet und mit dem aktuellen Messwert verglichen. Ist der
Wert größer als drei Median Absolute Deviation (MAD) von dem Median über einem definierten
Zeithorizont, so wird der Messwert als Ausreißer identifiziert. Die MAD wird durch die Gl. (4.16)
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berechnet. Dabei ist 𝐹 Datenvektor bestehend aus 𝑛𝐹 Messwerten.
𝑀𝐴𝐷 = 𝑚𝑒𝑑𝑖𝑎𝑛(|𝐹𝑖 − 𝑚𝑒𝑑𝑖𝑎𝑛(𝐹)|) (4.16)
Die Abb. 4.9 zeigt den Einsatz dieser Methode anhand des Druckverlaufes der Pumpe. In der Dar‐
stellung wird der Druck über der Zeit dargestellt. Die orangefarbenen Punkte stellen die interpo‐
lierten Werte dar und die blaue Linie den wahren Signalverlauf.


















Abbildung 4.9: Behebung von Ausreißern
Es ist zu erkennen, dass es einen Ausreißer in dem Signalverlauf gibt. Dieser wird mit Hilfe der
dargestelltenMethode detektiert und durch eine lineare Interpolation ersetzt. Betrachtetman den
interpoliertenWert so zeigt die Abb. 4.9, dass der InterpolierteWerte eine gute Approximation des
Druckverlaufs darstellt.
4.3.2 Filterung der Trainingsdaten
Die Filterung der Trainingsdaten hat die Aufgabe hochfrequente Störungen, welche oberhalb der
interessierenden Frequenzen der Systemdynamik liegen, herauszufiltern [LJUN99]. Die Abb. 4.10








Abbildung 4.10: Grundstruktur für die Filterung der Daten
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An dem Bagger werden eine Reihe von Drücken ?̃? gemessen. Hierfür sind Sensoren zur Messung
des LS‐Drucks, Pumpendrucks und den Drücken an beiden Seiten der einzelnen Zylinder vorhan‐
den. Die Drücke werden dem Filter 𝐺𝑝𝐹 gefiltert. Neben den Drücken werden auch die Postionen
der einzelnen Zylinder mit Hilfe von Seilzugsensoren ?̃? gemessen. Für die Modellierung ist es not‐
wendig die Geschwindigkeit der einzelnen Zylinder zu kennen, daher muss die Geschwindigkeit
mit Hilfe des Filters 𝐺𝑠𝐹 bestimmt werden.
Filterung der Drücke
Die gemessenen Drücke an dem Bagger sind nicht frei von Störungen. Daher ist es erforder‐
lich einen Filter zu entwickeln um die Störungen herauszufiltern. Der Filter muss direkt online
auf dem Versuchsträger eingesetzt werden können. Daher ist auf eine komplexe Struktur mög‐
lichst zu verzichten. Zur Analyse der auftretenden Spektren in den Drucksignalen wird ein Fourier‐
Transformation eines Drucksignals durchgeführt. Die Abb. 4.11 zeigt die Ergebnisse der Fourier‐
Transformation für das LS‐Drucksignal.





















Abbildung 4.11: Fourier‐Transformation des LS‐Drucksignals
Die Abb. 4.11 zeigt den normierten Betrag des Spektrums (y‐Achse) über den Frequenzen (x‐
Achse). Es ist zu erkennen, dass ab etwa 6Hz keine nennenswerten Spektralanteile auftreten. Die
Fourier‐Transformation lässt drauf schließen, dass ein einfacherer Filter erster Ordnung ausreicht
für die Filterung der Drücke. Als Zeitkonstante kann für die Übertragungsfunktion 𝑇𝑝𝐹 = 0, 015
angenommen werden.
Neben der Reduzierung der Störungen wird durch den Filter auch die hochfrequente Dynamik des
Signals reduziert. Das hydraulische System ist im Vergleich zu demmechanischen System dynami‐
scher. In demModell soll die Druckinformationen primär zur Abbildung des Lastzustandes dienen,
daher ist es sinnvoll die Dynamik des hydraulischen Systems durch den Filter 𝐺𝑝𝐹 zu reduzieren.
Kapitel 4: Versuchsplanung und Durchführung 58
Bestimmung der Geschwindigkeit und Beschleunigung
Die Geschwindigkeit der hydraulischen Zylinder kann nicht direkt gemessen werden. Daher muss
die Geschwindigkeit aus dem Positionssignal bestimmt werden. Die Position der Zylinder wird von
Seilzugsensoren gemessenundmit Hilfe der numerischenAbleitung des Signalswird dieGeschwin‐
digkeit bestimmt. Eine Darstellung des abgeleiteten Messsignals ist in der Abb. 4.12 gezeigt.







Abbildung 4.12: Numerische Ableitung des ungefilterten Positionssignals
Es ist in der Abb. 4.12 zu sehen, dass das Signal starke Störungen aufzeigt. Diese kommen zum
einen von dem Messrauschen des Seilzugsensors und zum anderen treten Quantisierungsfehler
bei der Analog‐Digital‐Umwandlung auf. Das Messsignal wird mit Hilfe von einem CAN versendet,
welches außerdem zu den Fehlern beitragen kann. Das Signal wie in der Abb. 4.12 gezeigt, kann
nicht für das Training des Neuronalen Netzes verwendet werden, da die Störungen zu groß sind.
Die Signalqualität ist so schlecht, da durch die numerische Ableitung das Rauschen weiter ver‐
stärkt wird. Um eine Verbesserung der Signalqualität zu erreichen, wird nachfolgend ein Filter zur
Berechnung der Geschwindigkeit entwickelt. Prinzipiell kann auch für die Bestimmung der gleiche
Filter verwendet werden wie für die Druckfilterung, jedoch führt der Einsatz dieses Filter zu einer
starken Phasenverschiebung des Signals. Bei der späteren Modellierung mit Neuronalen Netzen
handelt es sich um einen Offline Identifikation (Modell wird nicht direkt während des Betriebs
erstellt). Eine Offline‐Identifikation bietet die Möglichkeit auch nichtkausale Filter zu verwenden
[BOHN16]. Dadurch kann die Phasenverschiebung des gefilterten Signals kompensiert werden und
Filter höherer Ordnung genutzt werden.
In [Mat19] wird der Einsatz eines ableitenden FIR‐Filters vorgeschlagen. Dieser Filter hat die Eigen‐
schaft das Rauschen bei der Ableitung nicht weiter zu verstärken. FIR‐Filter sind stets stabil und
werden eingesetzt, wenn ein linearer Phasengang im Durchlassbereich erwünscht ist [MEYE14].
Die Abb. 4.13 zeigt den Vergleich zwischen dem empfohlenen FIR‐Filter mit einem Filter erster
Ordnung.
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Abbildung 4.13: Vergleich FIR‐ und PT1‐Filter
Wie in der Abb. 4.13 zu erkennen, stellt die Filterung mit dem FIR‐Filter eine bessere Approxima‐
tion des Signalverlaufs dar. Die Darstellung verdeutlicht die auftretende Phasenverschiebung des
PT1‐Filters. Diese Verschiebung kann wie in der Abb. 4.13 zu erkennenmit dem FIR‐Filter kompen‐
siert werden.
4.4 Vergleich der Messreihen
Die in dem Abschnitt 4.2 vorgestellten Anregungssignale werden zu Evaluierung auf der Ausleger‐
achse des Baggers appliziert. Die Abb. 4.14 zeigt die drei unterschiedlichen untersuchten Signale.
























Abbildung 4.14: Applizierte Signale zur Datengenerierung
Die Abb. 4.14a zeigt das verwendete Chirp Signal. Es ist der Darstellung zu entnehmen, dass das
Signal 200 s lange ist. Die Startfrequenz beträgt 3 Hz und die Endfrequenz 0,25Hz. Die APRBS in der
Abb. 4.14c besteht aus 200 unterschiedlichen Amplituden mit unterschiedlichen Haltezeiten (vgl.
Abschnitt 4.2.2).Wie in der Abb. 4.14c zu sehen, beträgt dieMesszeit etwa 500 s. In der Abb. 4.14b
ist das Sprungsignal dargestellt. Die Sprünge werden wie zu erkennen zehn mal schrittweise er‐
höht. Daraus ergibt sich eine Messzeit für das Sprungsignal von etwa 520 s.
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4.4.1 Eingangs Ausgangskorrelation
Die Korrelation zwischen den zuvor gezeigten Joysticksignalen und den gemessenen Größen wird
mit einem Streudiagramm untersucht. Aufgrund der geringen Abtastzeit können allerdings nicht
alle gemessenen Punkte in einem Streudiagramm dargestellt werden. Die Messwerte werden da‐
her in sogenannte Bins zusammengefasst. Es handelt sich dabei um eine Diskretisierung des Da‐
tenraums durch Rechtecke (Bins), welche je nach Datendichte eine andere Farbe haben. Daraus ist
zu erkennen in welchen Bereichen eine hohe Dichte an Messwerten vorliegt. Für die Darstellung













Abbildung 4.15: Legende für die Streudiagramme
Die Abb. 4.15 zeigt den Farbverlauf der Legende für die Bins von einer geringen bis zu einer ho‐
hen Datendichte an Messpunkten. Es ist in der Abb. 4.15 zu sehen, dass eine niedrige Dichte an
Messdaten dunkel blau dargestellt wird. Bins in denen viele Messwerte liegen werden in Gelb vi‐
sualisiert.
Geschwindigkeit
Zunächst wird die Verteilung der Geschwindigkeit mit Hilfe des Streudiagramms untersucht. Die
Abb. 4.16 zeigt die Streudiagramme für die drei unterschiedlichen Anregungssignale. In den Dia‐
grammen wird die Geschwindigkeit des Auslegerzylinders auf der y‐Achse über dem Joysticksignal
des Auslegerzylinders auf der x‐Achse dargestellt. Die Streudiagramme zeigen jeweils eine Mes‐
sung mit einer festen Stielposition von 0%. Dementsprechend bleibt die Last annähernd konstant
und es wird nur ein Lastzustand abgebildet.
























Abbildung 4.16: Korrelation der Geschwindigkeit mit dem Joysticksignal
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Vergleichtman die drei Streudiagramme, so fällt eine unterschiedliche Abdeckung desDatenraums
auf. Die Anregung durch das Chirp Signal zeigt in der Abb. 4.16a aufgrund der harmonischen Be‐
wegung eine geringe Streuung derMesswerte. Es ist zu sehen, dass die gelben Bins eine Hysterese
ausbilden.
Die Anregung mit den Sprüngen hingegen besteht zum großen Teil aus stationären Geschwindig‐
keiten. Dadurch ist auch in der Abb. 4.16b die stationäre Kennlinie zu erkennen. Dies Kennlinie
spiegelt die applizierte Kennlinie aus der Bagger Inbetriebnahme wider. Aufgrund der großen An‐
zahl an Bereichen mit einem konstanten Joysticksignal ist zu erwarten, dass das daraus erzeugte
Modell auch eine gute Güte in dem stationären Bereich liefert.
Das APRBS führt wie in der Abb. 4.16c zu sehen zu einer Kombination der beiden Signale. Das
Streudiagramm hat eine breite Streuung der Messwerte und zugleich eine klare Ausprägung um
die stationäre Kennlinie. Durch diese breite Streuung stehen dem datenbasierten Modell bereits
viele mögliche Kombinationen anMesswerten zur Verfügung. Es ist dadurch möglich eine bessere
Performance über den ganzen Arbeitsbereich zu erzielen.
Druckdifferenz über der Blende
Die Druckdifferenz zwischen dem Pumpendruck 𝑝𝑃𝑚𝑝 und dem LS‐Druck 𝑝𝐿𝑆 hat wie in Gl. (2.2)
zu sehen, einen Einfluss auf den Volumenstrom des Ventils. Bei konstantem Joysticksignal und da‐
durch konstanten Blendenöffnungsfläche tritt eine Geschwindigkeitsänderung auf, falls Δ𝑝𝑃𝑚𝑝,𝐿𝑆
sich ändert. Die Druckdifferenz ändert sich in Abhängigkeit von der Last. Die Druckdifferenz
Δ𝑝𝑃𝑚𝑝,𝐿𝑆 spiegelt daher den Lastzustand des Systems wieder. Es ist daher notwendig auch die
Verteilungen des Druckes gegenüber den Joysticksignal zu analysieren.


















Abbildung 4.17: Korrelation der Blendendruckdifferenz mit dem Joysticksignal
Die Abb. 4.17 zeigt die Druckstreudiagramme für die drei unterschiedlichen Anregungssignale. In
der Darstellung ist die Druckdifferenz auf der Ordinate und das Joysticksignal auf Abszisse aufge‐
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tragen.
Bei dem Chirp Signal (siehe Abb. 4.17a) fällt auf, dass es eine geringe Streuung derMesswerte gibt.
Die gelben Bins zeigen, dass es eine dichte Anhäufung an Messwerten gibt. Es fällt auf, dass es zu
Bereichen ohne Messerwerte in der Abdeckung gibt. Treten nun Druckdifferenzen genau in die‐
sen Bereichen auf so muss das datenbasierte Modell interpolieren, wodurch es zu einer geringen
Modellgüte kommen kann. Vergleicht man Abb. 4.17a mit Abb. 4.17b (Sprunganregung) so ist zu
erkennen, dass auch hier sich die Messwerte konzentriert sind. Dies führt bei der Modellierung zu
dem gleichen erläuterten Problem wie bei Anregung mit dem Chirp Signal.
Das APRBS (Abb. 4.17c) besitzt im Vergleich zu der Sprunganregung und der Anregung mit einem
Chirp Signal eine breite Streuung der Druckdifferenz. Dadurch ist bereits in den generierten Daten
eine größere Vielfalt an Lastzuständen abgedeckt. Durch diese Streuung ist zu erwarten, dass das
erzeugte Modell eine gute Abhängigkeit von den Lastzuständen besitzt.
Druckdifferenz im Zylinder
Neben der Druckdifferenz der Blende spielt die Druckdifferenz zwischen dem Kopf‐ 𝑝𝐻𝑑 und der
Kolbenseite 𝑝𝑅𝑑 eine wichtige Rolle bei der Beschreibung der Dynamik des Kolbens. Die Druckdif‐
ferenz gibt Aufschluss über die auf den Zylinder wirkende Last. Der LS‐Druck 𝑝𝐿𝑆 kann während
des Betriebs zwischen den Zylindern wechseln. Die Abb. 4.18 zeigt die Verteilungen der drei Anre‐
gungssignale in einem zweidimensionalen Streudiagramm.
























Abbildung 4.18: Korrelation der Zylinderdruckdifferenz mit dem Joysticksignal
In der Abb. 4.18a ist das Streudiagramm für die Anregung des Stielzylinders mit dem Chirp Signal
zu sehen. Es ist zu erkennen das es eine geringe Streuung der Messwerte gibt. Besonders in dem
Bereich mit negativen Joystickwerten zeigen sich Bereiche in denen keine Daten vorliegen. Es ist
eine dominante Verteilung der Messwerte zu erkennen. Das Streudiagramm der Sprunganregung
(Abb. 4.18b) zeigt ein ähnliches Bild. Die StreuungderMesswerte ist gering. Besonders impositiven
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Bereich zeigt sich eine dominante Anhäufung der Daten entlang einer Geraden.
ImGegensatz zu diesen zwei Anregungen besitzt das Streudiagrammdes APRBS‐Signals eine breite
Streuung der Messdaten. Die Messpunkte der Druckdifferenz liegen zwischen 0 bar und 250 bar.
Hinsichtlich der Streuung der Messwerte und dem dementsprechend hohen Informationsgehalt
zeigt das APRBS das beste Ergebnis.
4.4.2 Verteilungen
Die Messungen werden mit Hilfe von Histogrammen wie in [DOHE97] vorgestellt analysiert, um
eine erste Aussage über die Verteilung der Daten im Arbeitsbereich zu geben. Hierfür wird der
Arbeitsbereich in kleine Teilbereiche unterteilt und anschließend die Anzahl derMesswerte in dem
Bereich gezählt. Anschließend wird die Häufigkeit über dem Arbeitsreich dargestellt. Im Idealfall
ist der Arbeitsreich gleichmäßig abgedeckt [DOHE97].
Die Abb. 4.19 zeigt die Histogramme für die drei Anregungssignale. Die Anzahl derMesswerte wird
auf der y‐Achse logarithmisch dargestellt.
(a) Chirp (b) Sprünge (c) APRBS
Abbildung 4.19: Verteilungen der Joysticksignale
Das Chirpsignal (siehe Abb. 4.19a) hat aufgrund der gleichmäßigen Anregung keine stationären Be‐
reiche. Dadurch kommt es zu einer gleichmäßigen Verteilung. Die Anzahl der Messwerte in allen
Klassen liegt zwischen 102 und 103. Aus diesem Grund stehen dem datenbasierten Modell über
dem gesamten Anregungsbereich gleich viele Datenpunkte zur Verfügung, was eine Überanpas‐
sung verhindert [BOHN16].
In der Abb. 4.19b sind die Verteilungen der Sprunganregung zu erkennen. Es fällt auf, dass die
Anzahl der Messwerte für kleine Joysticksignale zunimmt. Diese Verteilung ist damit zu erklären,
dass der TCP bei kleinen Geschwindigkeiten länger benötigt um den gesamten Arbeitsbereich ab‐
zudecken. Die Anhäufung der Daten bei kleinen Joystickwerten kann zu einer Überanpassung an
diesen Bereich führen.
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Das APRBS‐Signal (Abb. 4.19c) zeigt wie auch das Chirp‐Signal eine gleichmäßige Abdeckung des
Eingangsraums. Im Gegensatz zu der Senke bei Chirp (Abb. 4.19c) zeigt die APRBS eine Erhöhung
bei mittleren Joystickwerten auf. Aus Sicht der Datenverteilung eignet sich das Chirp und APRBS
Signal am besten für die datenbasierte Modellierung.
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5 Modellbildung
Obwohl die physikalisch motivierten Modelle auf soliden Grundlagen der Physik und des Denkens
basieren, gibt es bei dem Erreichen eines hinreichend genauen Modells Probleme [BOHN16]. Da
bei dieser Modellbildung meist Annahmen (wie z. B. reibungslose Verbindungen oder vernach‐
lässigbare Kräfte bei niedrigen Geschwindigkeiten) getroffen werden welche nicht vollständig er‐
füllt sind [VIDO16]. Weiterhin stellt die präzise Abbildung von nichtlinearen Effekten wie Reibung
oder Dämpfungen eine große Herausforderung dar [CHIN12]. Werden diese Effekte abgebildet so
kommt es häufig vor, dass das daraus resultierendeModell eine zu hohe Rechenkapazität benötigt
um in einem Regler eingesetzt zu werden [KELA14]. Es ist daher notwendig die komplexenModelle
zu vereinfachen umdiese in einemmodellbasierten Regler einsetzen zu können [CAND12]. DieMo‐
delle bilden dannmeist nur noch die wesentlichen physikalischen Effekte des Systems ab, wodurch
es zu einem Informationsverlust kommt [KELA14].
Methoden des maschinellen Lernens besitzen eine hohe Flexibilität und Anpassungsfähigkeit und
können daher auch diese genannten Herausforderungen der theoretischen Modellierung lösen
[BRAM18]. Für diese Modelle ist es wie in dem vorhergingen Kapitel gezeigt zunächst notwendig
Daten zu sammeln. Mit diesen Daten kann das datenbasierte Modell erstellt (trainiert) werden.
Ein großer Vorteil dieses Ansatzes ist die Übertragbarkeit. Die in dem Kapitel 4 gezeigten Strate‐
gien lassen sich auf andere Bagger übertragen. Dadurch ist der Aufwand für die Datengenerierung
und Modellerstellung gering im Vergleich zu nicht datenbasierten Methoden. Um eine Übertrag‐
barkeit des Modells zu gewährleisten ist es notwendig eineModellstruktur zu wählen, welche sich
auch auf andere Bagger übertragen lässt. Besonderer Fokus bei der Entwicklung liegt hier bei der
Auswahl der notwendigen Regressoren für das Modell, da die gewählten Regressoren später ent‐
scheiden, welche Sensoren an dem Fahrzeug notwendig sind. In Bezug auf den Serieneinsatz von
solchen Modellen spielt die Anzahl der Sensoren bei der Entwicklung einen entscheidenden Kos‐
tenfaktor. Aus diesem Grund wird in diesem Kapitel näher untersucht, welche Regressoren für die
Modellierung notwendig sind.
5.1 Inverses Streckenmodell
Mit Hilfe der im vorherigen Kapitel dargestellten Daten, soll ein Modell des inversen Streckenver‐
haltens erstellt werden. Das Modell wird als invers bezeichnet, weil von der Ausgangsgröße der
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Strecke auf die dafür notwendige Eingangsgröße geschlossen werden soll. Das Problem lässt sich
nach Gleichung Gl. (5.1) formulieren. Für die Approximation der Funktion 𝑔() kommt ein neu‐
ronales Netz zum Einsatz. Die Regressoren 𝜙 für das Modell können variieren. Im späteren mo‐
dellbasierten Regler soll das Modell von einer Sollgeschwindigkeit auf einen dafür notwendiges
Joysticksignal schließen. Daher ist als Regressor mindestens die Geschwindigkeit ?̇? notwendig, um
auf das dafür notwendige Joysticksignal 𝐽𝑦𝑠𝑡𝑘 zu schließen.
𝐽𝑦𝑠𝑡𝑘(𝑘) = 𝑔(𝜙
𝑘
,w) = 𝑔([?̇?(𝑘), 𝑠(𝑘), 𝑝(𝑘)… , ] ,w) (5.1)
Zur Anpassung der Gewichtewwird die Gl. (5.2) verwendet. Dabei handelt es sich um ein Optimie‐
rungsproblemwelches Iterativ gelöst werdenmuss, um den Fehler der Vorhersage zu minimieren.
𝐽𝑦𝑠𝑡𝑘(𝑘) = 𝑔(𝜙
𝑘
,w) = 𝑔([?̇?(𝑘), 𝑠(𝑘), 𝑝(𝑘)… , ] ,w) (5.2)
Für die Lösung dieses Optimierungsproblems kommt die Struktur aus der Abb. 5.1 zum Einsatz.












Abbildung 5.1: Training des Neuronalen Netzes
Es ist in der Abb. 5.1 zu erkennen, dass die Gewichte des neuronalen Netzes mit dem Fehler zwi‐
schen den vorhergesagten 𝐽𝑦𝑠𝑡𝑘𝑝𝑟𝑒𝑑 und dem Systemeingang 𝐽𝑦𝑠𝑡𝑘𝑑𝑒𝑠,𝑓𝑖𝑙𝑑 angepasst werden.
Als Eingänge des Neuronalen Netzes werden die gemessenen Systemausgänge und Zustände der
Strecke verwendet. Wie bereits in dem vorherigen Kapitel dargestellt, beschränkt sich die Model‐
lierung zunächst nur auf den Auslegerzylinder. Das erzeugte Modell ist daher auch nur für einen
Zylinder des Baggers gültig. Wie in der Belegung der Joysticks von Baggern (sieh Abb. 2.8) zu se‐
hen, wird jeder Raumrichtung auf dem Joystick ein Zylinder zugeordnet. Daher ist es möglich für
jeden Zylinder ein einzelnes Netz zu trainieren. Das hat den Vorteil, dass die Modelle besser an
das zu lösende Optimierungsproblem angepasst werden können. Die trainierten Netze werden
anschließend in einem separaten Geschwindigkeitsregler für jeden Zylinder verwendet.
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5.2 Abbildung der Dynamik
Die Dynamik des Systems kann bei der Verwendung von Neuronalen Netzen durch interne oder
externe Verfahren abgebildet werden. Bei den internen Verfahren gibt es eine Rückführung inner‐
halb des Neuronales Netz (NN). Beispiel hierfür sind Long‐Short‐Time‐Memory (LSTM) Netzwerke.
Diese haben im Gegensatz zu Standard Neuronalen Netzen rekurrente Verbindungen. Rekurren‐
te Netz haben die Eigenschaft Informationen aus der Vergangenheit zu speichern [RUEC17]. Bei
den Verfahren mit externer Dynamik wird ein statisches Neuronales Netz mit einem Speicher der
vergangen Eingangs‐ oder Ausgangsgröße kombiniert. Die Implentierung einer externen Dynamik
hat den Vorteil, dass sie eine geringere Rechenleistung zur Auswertung des Modells benötigt als
Verfahren mit interner Dynamik [DEFL11]. Das macht es möglich diese Netze auch auf einem Steu‐
ergerät in Echtzeit zu verwenden. Diese Arbeit beschränkt sich daher auf Netze mit externer Dy‐
namik.
Die Methoden mit externer Dynamik lassen sich in die drei Modellkonfigurationen (Tab. 5.1) ein‐
teilen. Die Regressoren des Neuronalen Netzes können neben den gemessen Werten U ∈ ℝ𝑁𝑢×𝐾
und Y ∈ ℝ𝑁𝑦×𝐾 auch simulierte Werte Ŷ ∈ ℝ𝑁𝑦×𝐾 enthalten. Bei der Notation wird nachfolgend
U als Eingang des Neuronalen Netzes und Ŷ als Ausgang des Neuronalen Netzes verwendet. Da es
sich bei dem zu identifizierenden Problemen um eine direkte Beschreibung des inversen Strecken‐
verhaltens handelt entspricht der Eingang des Modells dem Ausgang der Strecke.
Tabelle 5.1: Überblick der Modellstrukturen
Bezeichnung Regressor
NFIR (Nonlinear Finite Impulse Response) U
NARX (Nonlinear AutoRegressive with eXogenous input) U, Y
NOE (Nonlinear Output Error) U, Ŷ
Wie in der Tab. 5.1 zu erkennen, verwenden die NFIR‐Modelle als Regressor nur dieModelleingän‐
ge (sie werden als VektorU zusammengefasst). In dem vorgestellten inversenModell entsprechen
diese denAusgängen und Zuständen des Baggers (Drücke und Positionen). Bei denNARX‐Modellen
wird der gemessene Ausgang Y (im Fall der inversen Modellierung ; das Joysticksignal) als zusätz‐
licher Regressor verwendet. NARX‐Modelle haben den Nachteil, dass sie nur einen Zeitschritt vor‐
hersagen können. Wird die Vorhersage über mehrere Zeitschritte benötigt, müssen NOE‐Modelle
eingesetzt werden. Bei diesen Modellen wird der vorhergesagten Netzausgangs Ŷ als zusätzlicher
Eingang des Neuronalen Netzes verwendet. Die NOE‐Modelle haben durch diese Rückführung des
vorhergesagten Netzausgangs das Problem der Fehleraufsummierung. Dadurch kann das Modell
instabil werden.
Die NARX‐Modelle und die NOE‐Modelle werden in dieser Arbeit nicht weiter untersucht, da das
Modell später als Vorsteuerung in einem Geschwindigkeitsregler eingesetzt wird und das Joystick‐
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signal bei der Regelung nicht gemessen werden kann. Bei dem Einsatz in dem Regler wird nicht
die gemessene Geschwindigkeit, sondern eine Sollgeschwindigkeit vorgegeben und die Drücke ge‐
messen. Die Drücke können als Rückführung aufgefasst werden. Daher wird in der Arbeit ein NFIR‐
Modell verwendet. Diese weisen zwar ein Informationsdefizit gegenüber Modellen auf welche die
Ausgangsgröße (Joystick) auch als Eingang nutzen, jedoch haben sie den Vorteil die Instabilität zu
verhindern.
Die Dynamik in der NFIR‐Modellstruktur kann mit Hilfe von Verzögerungsgliedern erzeugt werden
[DEFL11]. Bei diesem Verfahren stehen dem Netzwerk zusätzlich die Messwerte für einen vergan‐
genen Horizont zur Verfügung. Beispielsweise steht demNetz nicht nur die aktuelle, sondern auch
die letzten zwei Positionendes Zylinders zur Verfügung.Wie bereits im vorherigenKapitel beschrie‐
ben, kann die Geschwindigkeit der Zylinder nicht direkt gemessen werden. Wird dem Modell nur
die Positionen über einen gewissen Zeithorizont übergeben, so muss das Netz die Informationen
über die Geschwindigkeit und Beschleunigung aus den Daten selbst extrahieren und die Komple‐
xität des zu lösenden Problems kann steigen.
Eine Alternative stellt die externe Berechnung der zeitlichen Änderung der Signale dar. Bei diesem
Verfahrenwerden die Geschwindigkeiten und Beschleunigungswerte demModell übergeben. Die‐
se Arbeit beschränkt sich auf die Abbildung der Dynamik mit der externen Berechnung von physi‐
kalischen Größen, um möglichst viele Informationen über das System in den Regressoren bereits











Abbildung 5.2: Externe Dynamik des Modells
In der Abb. 5.2 ist zu erkennen, dass dem Modell die Geschwindigkeit und die Beschleunigung
des Zylinders zugeführt wird. Die Änderungen des Systems werden nicht direkt durch Verzöge‐
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rungsglieder umgesetzt sondern die Ableitungen der Signale betrachtet. Dieser Ansatz bietet den
Vorteil, dass dieModelle auchmit einer anderen Abtastzeit verwendet werden können.Wie in der
Abb. 5.2 zu erkennen wird die Geschwindigkeit aus dem Positionssignal 𝑠 bestimmt. Hierfür wird
die Geschwindigkeit aus den diskret abgetasteten Positionswerten nach Gl. (5.3) bestimmt. In der
Gleichung ist 𝑇𝑠 die Abtastzeit.
?̇?(𝑘) =
𝑠(𝑘) − 𝑠(𝑘 − 1)
𝑇𝑠
(5.3)
Neben der Geschwindigkeit wird auch die Änderung der Geschwindigkeit untersucht. Die Be‐
schleunigung kann durch die Approximation der zweiten Ableitung des Positionssignals errechnet
werden. Hierfür wird die Beschleunigung nach Gl. (5.4) bestimmt.
?̈?(𝑘) =
?̇?(𝑘) − ?̇?(𝑘 − 1)
𝑇𝑠
=




Um bei dem Training ein möglichst gutes Modell zu erzeugen ist es notwendig gewisse Modell‐
parameter (Hyperparameter) zu optimieren. Die Qualität des Modells hängt von der Wahl der
Hyperparameter ab [VYAS19]. So kann ein Modell für das Problem gut geeignet sein, jedoch durch
eine schlechte Wahl der Hyperparameter eine schlechte Modellperformance liefern [JIMÉ07]. Da‐
mit dies verhindert wird, wird für die Optimierung der Hyperparameter das in dem Kapitel 3.4.3
vorgestellte Verfahren der modellbasierte Bayesian Optimierung verwendet. Für diese Optimie‐
rung müssen gewisse minimale und maximale Grenzen für Hyperparameter (numerische Größen)
definiert werden. Für nicht numerische Parameter ist es erforderlich Kategorien zu definieren, aus
denen während der Optimierung gewählt werden kann. Nachfolgend wird auf die möglichen Hy‐
perparameter und deren Auswirkungen auf das Neuronale Netz eingegangen.
5.3.1 Anzahl an Schichten
Die Möglichkeit eines Netzwerkes komplexe Funktionen abbilden zu können wird durch die An‐
zahl an Schichten beschränkt [GOOD16]. In der Theorie kann ein Netzwerk mit einer verdeckten
Schicht, mit einer ausreichenden Anzahl an Neuronen, jede beliebige Funktion abbilden [KAAS96].
Durch die Zunahme der Schichten erhöht sich meist auch die Anzahl der Neuronen im gesamten
Netzwerk. Dadurch nimmt die Anzahl der Gewichte zu, wodurch die notwendige Rechenleistung
steigt. Jede weitere Schicht erzeugt auch weitere Nebenminima der Fehlerfunktion, dadurch kann
es zu Problemen bei der Konvergenz kommen [KRIE07]. Das Optimierungsverfahren kann dadurch
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in einem Nebenminima enden. Bei einer zu hohen Anzahl an Schichten neigt das Netzwerk au‐
ßerdem zu Überanpassung. Um die Nachteile von mehr als einer verdeckten Schicht zu umgehen,
aber dennoch nichtlineare Funktionen approximieren zu können, werden in der Hyperparameter‐
optimierung nur maximal drei verdeckte Schichten erlaubt.
5.3.2 Neuronenanzahl
Die Anzahl der Neuronen in der Eingangsschichtwird durch die Dimension der Regressoren und die
Anzahl der Neuronen in der Ausgangsschicht durch die Dimension des Ausgangsraums bestimmt.
Lediglich die Anzahl der Neuronen in den verdeckten Schichten kann bei der Hyperparameterop‐
timierung angepasst werden. Die potenzielle Modellgüte steigt mit der Anzahl an Neuronen in
der verdeckten Schicht [WEIG17]. Werden zu wenige Neuronen verwendet, besitzt das Netzwerk
zu wenige Freiheitsgrade und dadurch wird die Modellgüte begrenzt. Dadurch können komplexe
Funktionen nichtmehr abgebildetwerden. Es ist jedoch zu beachten, dass die Rechengeschwindig‐
keit des Netzwerks proportional zu der Anzahl der Neuronen ist. Da das Modell später auf einem
Steuergerät in Echtzeit laufen soll ist die Neuronenanzahl in der verdeckten Schicht zu begrenzen.
Die Neuronenanzahl der verdeckten Schicht ist daher ein Kompromiss aus Berechnungsgeschwin‐
digkeit einerseits undModellgüte andererseits. Bei der Optimierungwird eine Anzahl anNeuronen
zwischen 5 und 30 Neuronen in der verdeckten Schicht erlaubt.
5.3.3 Wahl der Aktivierungsfunktionen
Die Aktivierungsfunktionen bestimmen die Trainingsgeschwindigkeit und Performance des Netz‐
werkes. Netzwerke können nur nichtlineare Funktionen abbilden, wenn in einer Schicht eine nicht‐
lineare Aktivierungsfunktion verwendet wird. In Kapitel 3.3.2 ist eine Übersicht der gängigsten Ak‐
tivierungsfunktionen gezeigt. Bei der Hyperparameteroptimierung stehen die gezeigten Aktivie‐
rungsfunktionen zur Auswahl. Lediglich in der Ausgabeschicht wird die lineare Aktivierungsfunkti‐
on, wie bei Regressionsproblemen üblich, fest definiert [DURI17].
5.4 Strukturprüfung durch Auswahl signifikanter Regressoren
Bei den in dieser Arbeit eingesetzten Neuronalen Netzen ist im Voraus nicht bekannt, welche
Regressoren für die Modellbeschreibung benötigt werden. Daher bietet die Strukturprüfung die
Möglichkeit, alle notwendigen Regressoren für das Modell zu bestimmen [BOHN16]. Die Auswahl
der signifikanten Regressoren ist notwendig, da diese über die später verbauten Sensoren ent‐
scheiden. Die Steigerung der Systemkosten soll durch die Implementierung Assistenzfunktionen
möglichst gering gehalten werden.
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Diemöglichen Regressoren ergeben sich aus den zur Verfügung stehendenMesssignalen und Sen‐
soren an dem Versuchsträger. Der Versuchsträger ist im Vergleich zu herkömmlichen Sensoren mit
zusätzlichen Sensoren (zur Bestimmung der Position und Drücken der einzelnen Zylinder) ausge‐
stattet. Aus den gemessenen Größen an dem Versuchsträger werden die signifikanten Regresso‐
ren ausgewählt, um eine Aussage über die notwendigen Sensoren treffen zu können. Nachfolgend
wird die Anzahl der zur Verfügung stehenden Regressoren mit ℎ𝑚𝑎𝑥 bezeichnet. Ein heuristischer
Ansatz zur Bestimmung der signifikanten Eingänge besteht darin, verschiedene Möglichkeiten für
die Wahl der Regressoren durchzuprobieren und die so entstehenden Modelle zu vergleichen
[BOHN16]. Daraus ergeben sich 𝑛ℎ Möglichkeiten aus der binomischen Formel (Gl. (5.5)), sofern











= 2ℎ𝑚𝑎𝑥 − 1 (5.5)
Die Tab. 5.2 zeigt die Auswahl der möglichen Regressoren für einen Zylinder. Wie zu sehen ist,
beträgt die Anzahl an zu Verfügung stehenden Signalen sieben. Mit der Gl. (5.5) ergibt sich damit:
127 zu überprüfenden Kombinationen.
Tabelle 5.2: Gemessene Größen für einen Zylinder
Zeichen Name
𝑠 Position des Zylinders
?̇? Geschwindigkeit des Zylinders
?̈? Beschleunigung des Zylinders
𝑝𝐻𝑑 Kopfdruck des Zylinders
𝑝𝑅𝑑 Pleueldruck des Zylinders
𝑝𝑃𝑚𝑝 Pumpendruck
𝑝𝐿𝑠 Lastdruck
5.4.1 Kennzahlen der Modellgüte
Die unterschiedlichenModelle bei der Auswahl der signifikanten Regressorenmüssen untereinan‐
der verglichen werden. Zur Bewertung der Modellgüte kommen drei Kennzahlen zur Anwendung.
DasModell wird anhand des RootMean Square Error (RMSE) bewertet. Der RMSE‐Wert stellt eine
Messgenauigkeit für die Vorhersage einesModells dar. Der Vorteil imGegensatz zu demBestimmt‐
heitsmaß ist, dass das Ergebnis eine physikalische vergleichbare Einheit trägt. Der Wertebereich
des RMSE ist größer als 0. Je geringer der RMSE‐Wert, desto besser ist die Approximation des Mo‐
dells. Der RMSE berechnet sich aus der Wurzel der Summe der quadratischen Fehler ?̂?𝑝 − 𝑦𝑝
2
nach Gl. (5.6). Dabei ist ?̂?𝑝 der vorhergesagte und 𝑦𝑝 der wahre Wert der Messreihe mit 𝑛𝑝 Mess‐










Weiterhin wird das Modell nach dem Bestimmtheitsmaß 𝑅2 bemessen. Das 𝑅2 ist ein Gütemaß
der linearen Regression. Der Wertebereich des 𝑅2 liegt zwischen 0 und 1. Ist die Bestimmtheit
0 ist die Approximation des Modells ungenügend. Bei einem Wert von 1 spricht man von einem













Als weitere Kennzahl kommt Mean absolute error (MAE) zum Einsatz. Dieser ist ein gängiger Wert
zur Beurteilung von Fehlern bei der Analyse von Zeitreihen [HYND06]. Der MAE kommt aus der
Statistik und misst die vertikale Differenz zwischen zwei Variablen nach Gl. (5.8). Dabei ist ?̂?𝑝 der
vorhergesagte und 𝑦𝑝 der wahreWert der Messreihe mit 𝑛𝑝 Messwerten. Der MAE ergibt sich aus
dem Durchschnitt der absoluten |?̂?𝑝 −𝑦𝑝|. Der Fehler benutzt die gleiche Einheit wie dieMessgrö‐
ßen. Dies hat den Vorteil, dass der Wert anschaulich ist. Jedoch ist zu beachten, dass dadurch eine
Vergleichbarkeit mit Messgrößen auf anderen Skalen nicht möglich ist. Wie auch bei den RMSE








5.4.2 Ergebnisse der Strukturprüfung
In der Strukturprüfung werden die unterschiedlichen Datensätze aus dem vorherigen Kapitel und
unterschiedliche Kombinationen an Regressorenmiteinander verglichen. Der Regressormussmin‐
destens die Geschwindigkeit des Zylinders enthalten sein. Wird jedoch nur das Eingangs‐ und Aus‐
gangsverhalten verwendet so können die daraus resultierenden Modelle allgemein auch nur die‐
sen Zusammenhang identifizieren. Durch Hinzunahme der internen messbaren Systemzustände
ist es möglich bei der Identifikation auch die internen Strukturen des Systems zu beschreiben und
dadurch die Modellqualität zu erhöhen [ISER10].
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Die Abb. 5.3 zeigt die Strukturprüfung in Kombination mit einem Vergleich der unterschiedlichen
Trainingsdatensätze. Die Kennzahlen werden auf einem Crossvalidierungsdatensatz bestimmt,
welcher nicht Teil der Trainingsdaten ist. In der Abb. 5.3werden diemöglichenDruckinformationen
in dem Regressor auf die Druckdifferenz zwischen dem Pumpen‐ und Lastdruck sowie Kopf‐ und
Pleueldruck beschränkt. Die Druckdifferenzen haben in Voruntersuchungen bessere Ergebnisse er‐
zielt, als die Einzeldrücke bei der datenbasierten Modellierung. In dem vorhanden theoretischen
Modell werden nur die Druckdifferenzen verwendet. Die Druckdifferenz zwischen dem Pumpen‐













































Abbildung 5.3: Vergleich von der Regressoren
In der Abb. 5.3 werden die unterschiedlichen Trainingsdatensätze miteinander verglichen. Die Be‐
wertung derModelle erfolgt anhand desMAE und RMSE (siehe Abschnitt 5.4.1). In der Darstellung
fällt auf, dass die Kennzahlen für das APRBS Signal die besten Ergebnisse liefern (niedrigereWerte).
In der Abb. 5.3 ist zu erkennen, dass ein reiner Zusammenhang zwischen der Geschwindigkeit und
dem Joysticksignal keine guten Ergebnisse auf dem Validierungsdatensatz liefert. Die Hinzunahme
der Beschleunigung verbessert die Ergebnisse auf dem Validierungsdatensatz deutlich. Dadurch
kann jedoch nicht die Lastabhängigkeit der Geschwindigkeit abgebildet werden. Diese Abhängig‐
keit ist entscheidend für die Robustheit des Modells gegenüber externen Kräften.
Die Hinzunahme der Druckdifferenzen ist notwendig um eine Adaption gegenüber externen Kräf‐
ten zu ermöglichen. Das Einfügen der Druckdifferenz zwischen der Kopf‐ 𝑝𝐻𝑑 und der Pleuelseite
𝑝𝑅𝑑 spielt besonders beiMehrachsbewegungen eine Rolle, da der LS‐Druck zwischen allen verbau‐
ten Zylindern wechseln kann (vgl. Abschnitt 2.3.2). Wie in Abb. 5.3 zu sehen, liefert das Beifügen
beider Druckdifferenzen die besten Ergebnisse.
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5.5 Ergebnisse
Die in dem vorherigen Abschnitt durchgeführte Analyse der Regressoren hat gezeigt, dass eine
Abbildung von der Geschwindigkeit auf den Joystick nicht ausreichend ist. Es hat sich ergeben,
dass das Neuronale Netz mit dem Eingang 𝜙 ∈ ℕ4, bestehend aus Zylindergeschwindigkeit ?̇?,
der Zylinderbeschleunigung?̈?, der Druckdifferenz zwischen 𝑝𝐻𝑑 und 𝑝𝐻𝑑 sowie der Druckdifferenz
zwischen 𝑝𝑃𝑚𝑝 und 𝑝𝐿𝑠, die besten Ergebnisse bringt. Nachfolgend werden die Resultate der Mo‐
dellierung für das in der Abb. 5.3 beste Ergebnis näher dargestellt.
5.5.1 Resultat der Optimierung
Bei allen trainierten Netzen aus der Regressorstudie wurde eine Hyperparamteroptimierung
durchgeführt, da die optimalen Modellparameter auch abhängig von den Regressoren des Netzes
sind. Die Abb. 5.4 zeigt den Verlauf der Optimierungskurve für das beste Ergebnis der Strukturprü‐
fung.


























Abbildung 5.4: Optimierungskurve des inversen datenbasierten Streckenmodells für den Ausle‐
gerzylinder
In der Abb. 5.4 wird auf der y‐Achse der Mean Square Error (MSE) über den Epochen der Optimie‐
rung dargestellt. Die Anzahl an Optimierungsschritten wurde auf 50 begrenzt. In der Kurve ist zu
sehen, dass der MSE mit steigender Anzahl an Iterationen tendenziell fällt. Es ist zu erkennen das
nach 26 Epochen der beobachtete Fehler des trainierten Modells nicht weiter verbessert wurde.
Der vorhergesagte Fehler ist auch nicht weiter gesunken. Es ist davon auszugehen das eine gute
Optimierung der Hyperparameter stattgefunden hat. Die Ergebnisse der Hyperparameteroptimie‐
rung sind sin der Tab. 5.3 zu entnehmen.
Kapitel 5: Modellbildung 75
Tabelle 5.3: Ergebnisse der Hyperparameteroptimierung
Hyperparameter Wert
Anzahl an Neuronen in den verdeckten Schichten 19
Anzahl an verdeckten Schichten 2
Aktivierungsfunktionen Tangens hyperbolicus
Wie in der Tab. 5.3 dargestellt, wurden bei der Optimierung die Anzahl der verdeckten Schich‐
ten, die Aktivierungsfunktion in den verdeckten Schichten und die Anzahl der Neuronen in den
verdeckten Schichten optimiert. Die Bayes’sche Optimierung hat als beste Konfiguration 18 Neu‐
ronen in 2 Schichten ergeben. Als Aktivierungsfunktion hat sich der Tangens hyperbolicus als beste
Funktion herausgestellt.
5.5.2 Lernkurve
Zur Überprüfung des Trainings hinsichtlich Über‐ und Unteranpassung wird die Lernkurve ana‐
lysiert. Wie in dem Kapitel 3.3.6 dargestellt, gibt die Kurve eine Möglichkeit die Anpassung des
Modells zu erkennen. Die Abb. 5.5 zeigt die Lernkurve für das datenbasierte Modell des Ausleger‐
zylinders.



























Abbildung 5.5: Lernkurve des inversen datenbasierten Streckenmodells für den Auslegerzylinder
In der Abb. 5.5 wird der MSE über der Anzahl der Trainingsepochen gezeigt. Es ist zu erkennen,
dass der Fehler zu Beginn stark sinkt und anschließend nur gering fällt. Die Abb. 5.5 zeigt, dass der
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Fehler einen stabilen Zustand, sowohl auf dem Trainings‐ als auch auf dem Validierungsdatensatz
annimmt. Der Fehler auf dem Validierungsdatensatz liegt außerdem leicht oberhalb des Fehlers
auf dem Trainingsdatensatz. Dieser Verlauf ist wie in dem Kapitel 3.3.6 erklärt charakteristisch für
eine gute Anpassung des Modells. Es kann davon ausgegangen werden, dass weder eine Über‐
noch eine Unteranpassung des Modells aufgetreten ist.
5.5.3 Ergebnisse auf dem Crossvalidierungsdatensatz
Neben den Untersuchungen der Optimierung und des Trainings ist es auch notwendig das Modell
auf einem Crossvalidierungsdatensatz zu bewerten. Der Crossvalidierungsdatensatz ist ein Daten‐
satz, welcher nicht für das Training des Modells verwendet wird und somit unbekannt für das Mo‐
dell ist. Die Abb. 5.6 zeigt die Ergebnisse desNeuronalenNetzes auf einemAusschnitt des Crossvali‐
dierungsdatensatzes. Als Vergleichsmodell kommt das physikalischmotivierteModell zum Einsatz.



























Abbildung 5.6: Performance des Neuronalen Netzes auf dem Crossvalidierungsdatensatz
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In der Abb. 5.6 wird als Referenz (blau) das applizierte Joysticksignal während der Datengenerie‐
rung gezeigt. DieModelle schätzen anhand der gemessenen Ausgänge und Zustände des Strecken‐
verhaltens das Joysticksignal. In der Abb. 5.6 ist eine Übereinstimmung des geschätzten Joysticksi‐
gnals mit dem Referenzverlauf zu sehen. Wie in der Darstellung zu erkennen liefert das Neuronale
Netz ein besseres Ergebnis als das physikalisch modellierte Modell. Auch die dynamischen Berei‐
chewerden von demNeuronalenNetz sehr gut abgedeckt. Hier ist der Vergleichmit demphysikali‐
schenModell jedoch nur bedingtmöglich, da bei der theoretischenModellierung nur der statische
Zusammenhang abgebildet wurde. Die Dynamik ist theoretisch nur schwierig zu modellieren.
Neben der visuellen Analyse ist es notwendig das Modell, anhand der in dem Kapitel 5.4.1 vor‐
gestellten Kennzahlen, zu analysieren. Die Bewertung mit diesen Kennzahlen wird in der Tab. 5.4
dargestellt. Es bestätigt sich das gleiche Ergebniswie bereits in der Abb. 5.6. Alle Kennzahlen zeigen
eine Verbesserung gegenüber dem physikalischen Modell.
Tabelle 5.4: Ergebnisse auf dem Crossvalidierungsdatensatz







Die bisher durchgeführten Analysen zeigen die Modellperformance nur auf gemessenen Validie‐
rungsdaten. Dies wird nachfolgend als offline Validierung bezeichnet. Im Vergleich zu der Realität
(online Validierung) sind bei der online Validierung die Regressoren zusammenpassendeMessgrö‐
ßen. In dem realen Betrieb kommt es jedoch zu Rückkopplungseffekten, da ein Teil des Regressors
vorgegeben wird und ein Teile gemessen wird. In dem modellbasierten Regler werden die Drücke
gemessen und die Geschwindigkeit als Führungsgröße vorgegeben. Dadurch kann bei der offline
Validierung nur näherungsweise abgeschätzt werden wie sich das Modell im Regler verhält. Um
die nur zum Teil validen Aussagen der offline Untersuchungen zu validieren, wird der Regler auf
dem Versuchsträger getestet und validiert. Bei den online Versuchen wird der Geschwindigkeits‐













Abbildung 6.1: Blockschaltbild Reglerstruktur
Jeder Zylinder wird jeweils einzeln von einem separaten Regler angesteuert. Dabei gibt der In‐
dex 𝑗 an um welchen Zylinder es sich handelt. Als Führungsgröße wird die Sollgeschwindigkeit
vorgegeben. Dem Neuronalen Netz werden neben der Führungsgröße auch die zurückgeführten
gemessenen Drücke ?̃? zugeführt. Die Drücke werden mit dem gleichen Filter 𝐺𝑃𝐹 wie in der off‐
line Datenvorbereitung (siehe Kapitel 4.3.2) gefiltert. Dies ist notwendig, um die gleiche Dynamik
und Phasenverschiebung des Druckverlaufs (ähnlich zu den Trainingsdaten) zu erreichen. Aus den
gefilterten Drücken 𝑝 und der Sollgeschwindigkeit ?̇?𝑗,𝑑𝑒𝑠 werden die Regressoren für das Modell
bestimmt. Hierzu werden die Regressoren gewählt, welche die besten Ergebnisse bei der offline
Validierung (siehe Kapitel 5.5) ergeben haben. Aus diesen Regressoren schätzt das NN den für den
Zylinder 𝑘 notwendigen Joystick 𝐽𝑦𝑠𝑡𝑘𝑗,𝑑𝑒𝑠 umdie Sollgeschwindigkeit ?̇?𝑗,𝑑𝑒𝑠, zu erreichen. Parallel
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zu dem Neuronalen Netz kommt ein Feedback‐Regler (bestehend aus einem einfachen PI‐Regler)
zum Einsatz, um Störungen und Modellfehler zu kompensieren.
Die Güte des Reglers wird nachfolgend zunächst bei Einzelachsbewegungen untersucht um das
stationäre Verhalten des Modells zu bewerten. Damit Aussagen über die Güte des Reglers getrof‐
fen werden können, werden die Ergebnisse mit dem bereits vorhanden physikalischen motivier‐
ten Regler verglichen. Anschließend wird das dynamische Verhalten bei Mehrachsbewegungen
validiert. Für diese Mehrachsbewegungen wird die entwickelte Strategie für die Erstellung des da‐
tenbasierten Modells auf den Stielzylinder übertragen (siehe Anhang A1).
6.1 Physikalisch modellierter Regler
Als Referenz zu den Neuronalen Netzen kommt ein vorhandenes, physikalischmodelliertesModell
in der Regelung zum Einsatz. Dieses Referenzmodell wurde mit Hilfe von physikalischen Gleichun‐
gen anhand eines Simulationsmodells erzeugt. Das Modell wurde im Rahmen eines Projekts bei
der Abteilung ”Applied Robotics for Offroad and Offshore‐ von Bosch entwickelt. Bei diesem Pro‐
jekt wurde zunächst das Verhalten des kompletten Baggers in AMESIM modelliert und daraus das
inverse Streckenverhalten abgeleitet. Das inverse Modell wurde so Entwickelt, dass es nur die sta‐
tischen Nichtlinearitäten abbildet. Die dynamischen Zusammenhänge wurden teilweise vernach‐
lässigt, da diese sehr aufwendig zu modellieren sind. Zur theoretischeModellierung dieser Effekte
wären zusätzliche Sensoren am Bagger und weitere Informationen über die einzelnen Bauteile








Abbildung 6.2: Modellstruktur des Kennfelds
Das inverse Verhalten wurde hierzu in die inverse Zylinderdynamik, das inverse Verhalten des hy‐
draulischen Systems und dem inversen Verhalten der Betriebsstreuung aufgeteilt. Hierbei handelt
es sich um Verhalten aus unterschiedlichen Domänen. Das inverse Verhalten wird durch eine Rei‐
he von Kennfeldern in dem Regler appliziert, was zu einem großen zeitlichen Aufwand führt und
keine einfache Übertragbarkeit auf einen anderen Bagger möglich macht. Auch war es notwendig
die Kennfelder aufwendig für jeden einzelnen Zylinder zu erzeugen.
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6.2 Einzelachsbewegung
Für die Bewertung des Zeitverhaltens wird der Regler für den Auslegerzylinder zunächst für Ein‐
zelachsbewegungen untersucht. Da die Trainingsdaten nur aus Einzelachsbewegungen bestehen
ist zu erwarten, dass die Güte des Reglers bei reinen Auslegerbewegungen sehr gut ist. Der Regler
wird hinsichtlich der bleibenden Regelabweichung und der Dynamik beim Anfahren des Zylinders
untersucht. Hierfür wird ein gefilterter Geschwindigkeitssprung auf unterschiedliche Werte ge‐
testet. Der Sprung wird mit einem PT1‐System gefiltert, um eine Solltrajektorie zu erzeugen. Die
Abb. 6.3 zeigt beispielhaft die erzeugte Trajektorie für eine Sprung von 0m/s auf 0,01m/s.











Abbildung 6.3: Erzeugung der Solltrajektorie für den Einzelachsreglertest
Der Versuch soll zeigen wie gut das Modell statische Geschwindigkeiten abdecken kann. Und wie
groß die bleibende Regelabweichung ist. Die Abweichung sollte möglichst gering sein, um den
parallel geschalteten Feedback‐Regler zu entlasten. Ist die bleibende Regelabweichung klein so
kann der Feedback‐Regler weniger aggressiv ausgelegt werden.
6.2.1 Kleine Geschwindigkeiten
In diesem Test wird der Regler für kleine Sollgeschwindigkeiten untersucht. Es werden sowohl po‐
sitive als auch negative Geschwindigkeiten im Rahmen der Versuchsreihe überprüft. Positive Ge‐
schwindigkeiten entsprechen einem Heben des Arms und negative Werte einem Senken des Bag‐
gerarms. Die Betrachtung von beiden Richtungen ist notwendig, da das Zylinderverhalten wie in
Kapitel 2.2.1 erklärt nicht symmetrisch ist. Weiterhin muss der Auslegerzylinder beim Heben des
Baggerarms der Gewichtskraft entgegenwirken.
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Die Abb. 6.4 zeigt die Ergebnisse der Untersuchungen. In den Diagrammen ist auf der y‐Achse
die Geschwindigkeit in m/s und auf der x‐Achse die Zeit in s aufgetragen. Die Solltrajektorie der
Geschwindigkeit wird in rot dargestellt. In den Diagrammen werden die Istgeschwindigkeiten des
Auslegerzylinders für den Regler (mit dem im vorherigen Kapitel entwickelten inversen Strecken‐
modell) in grün dargestellt. Um eine Aussage über die Güte des Reglers zu treffen, wird als Ver‐
gleich der Regler mit dem physikalischen Modell in orange abgebildet. Die Istgeschwindigkeiten
werden aus dem Positionssignal des Zylinders offline (wie in dem Kapitel 5 dargestellt) bestimmt.











(a) Sprung auf 0,01m/s










(b) Sprung auf −0,01m/s









(c) Sprung auf 0,03m/s









(d) Sprung auf −0,03m/s
Abbildung 6.4: Regelverhalten bei kleinen Geschwindigkeiten
Vergleicht man die unterschiedlichen Geschwindigkeiten in der Abb. 6.4 untereinander so fällt auf,
dass der Regler für die Geschwindigkeiten−0,01m/s, 0,03m/s und 0,03m/s eine geringe Abwei‐
chung besitzt. Lediglich bei dem Sprung auf −0,01m/s ist in der Abb. 6.4a ist zu erkennen, dass
eine bleibenden Regelabweichung auftritt. Der Zylinder bewegt sich wie in der Abb. 6.4a zu sehen
mit einer Geschwindigkeit von etwa 0,008m/s. Wie bereits erwähnt, werden die Tests ohne par‐
allel geschalteten Feedback‐Regler durchgeführt. Dieser hat die Aufgabe die durch Modellfehler
erzeugte Regelabweichung zu kompensieren.
6.2.2 Mittlere und große Geschwindigkeiten
Der Einsatz des modellbasierten Reglers wird auch bei mittleren und hohen Geschwindigkeiten
untersucht. Die Versuchewerden analog zu den Testsmit kleinenGeschwindigkeiten durchgeführt.
Kapitel 6: Validierung 82
Die Abb. 6.5 zeigt die Regelperformance bei mittleren und hohen Geschwindigkeiten. Es ist zu
sehen, dass die bleibende Regelabweichung für alle vier gezeigten Versuche gering ist.








(a) Sprung auf 0,05m/s







(b) Sprung auf −0,05m/s








(c) Sprung auf 0,07m/s







(d) Sprung auf −0,07m/s
Abbildung 6.5: Regelverhalten bei mittleren und großen Geschwindigkeiten
Die vier Verläufe in der Abb. 6.5 zeigen eine schnelle Dynamik des Reglers auf. Diese gute Dynamik
(im Vergleich zu dem physikalischen modellierten Regler) ist bedingt durch die Implementierung
einer externen Dynamik in dem Neuronalen Netz (siehe Kapitel 5.2). Eine schnelle Dynamik wä‐
re auch mit dem physikalischen Modell möglich, jedoch erhöht sich der Modellierungsaufwand
immens. Die Modellierung aller Trägheiten im System stellt eine große Herausforderung dar. Im
Gegensatz kann mit Hilfe des datenbasierten Ansatzes durch Hinzufügen der Beschleunigungen
eine gute Dynamik erreicht werden, ohne den Aufwand für die Modellierung sehr zu erhöhen.
Bei den positiven Sprüngen in der Abb. 6.5a und Abb. 6.5c ist ein Überschwingen der Istgeschwin‐
digkeit des Zylinders zu erkennen. Das Überschwingen ist im Verhältnis zu der stationären Soll‐
geschwindigkeit jedoch gering. In den beiden Abbildungen wird die gute Dynamik des Reglers
deutlich. Die Istgeschwindigkeit erreicht nahezu gleichzeitig mit der Sollgeschwindigkeit den sta‐
tionären Wert. Die bleibende Regelabweichung ist für die positive Geschwindigkeit 0,05m/s und
0,07m/s gering.
Im Vergleich zu den positiven Geschwindigkeiten tritt das Überschwingen des Zylinders bei ne‐
gativen Sollgeschwindigkeiten nicht auf. Die Regelabweichung bei stationärem Sollwert ist gering
und kann durch einen Feedback‐Regler kompensiert werden. Hierfür kann ein einfacher PI‐Regler
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eingesetzt werden. Dieser kann durch das I‐Glied die bleibende Regelabweichung kompensieren.
Durch das Integrale Verhalten hat er jedoch die Eigenschaft ein langsamer Regler zu sein. Dieses
Problem wird durch das dynamische Inverse Streckenmodell kompensiert [CHAC14].
Zusammenfassend hat die Einzelachsuntersuchung gezeigt, dass der datenbasierte Ansatz über
den ganzen Arbeitsbereich nur geringe bleibende Regelabweichungen besitzt. Diese Abweichun‐
gen können ohne Probleme von einem einfachen Feedback‐Regler kompensiert werden. Beson‐
ders ist auch die gute Dynamik des Reglers bei der Reglung auf die Sollwertfolge aufgefallen. Der
Zylinder erreicht schnell die vorgegebenen Geschwindigkeiten.
6.3 Mehrachsbewegung mit externer Last
Um die Performance vonmodellbasiertenMethoden auch bei Mehrachsbewegungen zu überprü‐
fen, wird der Regler aus Abb. 6.1 in die überlagerte Struktur für das automatisierte Bewegen des
Baggerarms implementiert. In der Abb. 6.6 ist die Implementierung des Geschwindigkeitreglers
gezeigt. Eine Erläuterung der Struktur ist in dem Kapitel 2.5.3 zu finden. In der Abbildung ist zu
erkennen, dass zwei Geschwindigkeitsregler separat eingebaut werden. Die Unterteilung ist durch
die Inverse Kinematikmöglich. Diese berechnet sich aus der Geschwindigkeit ?̇?𝑒,𝑑𝑒𝑠 des TCP die Zy‐
lindergeschwindigkeiten ?̇?𝑆𝑡𝑖𝑒𝑙,𝑑𝑒𝑠 und ?̇?𝐴𝑢𝑠𝑙𝑒𝑔𝑒𝑟,𝑑𝑒𝑠. Den beiden Reglern werden außerdem noch
die gemessenen Drücke ?̃? und Position ?̃?𝑆𝑡𝑖𝑒𝑙 und ?̃?𝐴𝑢𝑠𝑙𝑒𝑔𝑒𝑟 zugeführt. Der Regler für den Stiel und
Auslegerzylinder ist analog zu der Abb. 6.1 aufgebaut. Da bereits die bleibende Regelabweichung
und das dynamische Verhalten des Neuronalen Netzes des Auslegerzylinders gezeigt wurde, wird
für die Mehrachsbewegung der parallel geschaltete Feedback‐Regler aktiviert.
Sensoren
























Abbildung 6.6: Überlagerte Reglerstruktur für autonome Bewegungen
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Um die Übertragbarkeit der entwickelten Datengenerierung und Modellierungsmethode zu un‐
tersuchen, wird die Strategie des Auslegerzylinders auf den Stielzylinder übertragen. Mit Hilfe der
Strategie war es möglich innerhalb von 2 Tagen die Daten zu generieren, ein Modell zu trainie‐
ren und anschließend das trainierte Modell in den Geschwindigkeitsregler des Stielzylinders zu
implementieren. Dieser geringe zeitliche Aufwand verdeutlicht das Potential der datenbasierten
Methoden und der Übertragbarkeit der entwickelten Strategie.
6.3.1 Ergebnisse beim Planieren
Für die Validierung des Reglers bei Mehrachsbewegungen wird von Trajektoriegenerator eine Be‐
wegung des TCP auf einer Ebene vorgegeben. Dieser Vorgang wird auch als Planieren bezeichnet.
Diese Trajektorie macht es notwendig den Stiel‐ und Auslegerzylinder zeitgleich zu bewegen. Bei
ungeübten Operatoren stellt das Planieren eine Herausforderung dar. Daher steht dieser Vorgang
auch als Assistenzfunktion zu Verfügung.
Die Funktion wird für den Versuch in feuchtem Sand durchgeführt. Durch den Sand kommt es zu
einer externen Last auf die Schaufel, wodurch die Robustheit des Neuronalen Netzes überprüft
wird. Die Abb. 6.7 zeigt den zeitlichen Verlauf der TCP‐Position. Auf der y‐Achse des Diagramms
wird die Höhe in Meter und auf der x‐Achse die Zeit in Sekunden angeben.








Abbildung 6.7: Bewegung des TCPs bei dem Mehrachsreglertest
Neben der Sollhöhe des TCP wird in der Abb. 6.7 auch die Isthöhe in orange dargestellt. Aus der
Abbildung ist zu erkennen, dass die maximale Abweichung etwa 3 cm ist. Diese Abweichung ist
bezogen auf die Länge des Baggerarms ein geringer Fehler.
Die Differenz zwischen der Sollposition und Istposition wird dem Posenregler zugeführt und dieser
berechnet die dafür notwendige Beschleunigung des TCPs. Über die Inverse Kinematik lässt sich
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die Sollbeschleunigung des TCPs in Beschleunigungen der einzelnen Zylinder zerlegen. Die Abb. 6.8
zeigt die berechneten Sollgeschwindigkeitstrajektorien für den Stiel‐ und Auslegerzylinder für die
in der Abb. 6.7 gezeigten Bewegung.






















Abbildung 6.8: Geschwindigkeitsverlauf Planziehbewegung beim Reglertest
Die Abb. 6.8a zeigt den Geschwindigkeitsverlauf des Auslegerzylinders währende des Planziehens.
In der Abbildung ist die Sollgeschwindigkeit (orange) und die Istgeschwindigkeit (blau) dargestellt.
Es ist zu sehen, dass der Ausleger der Sollgeschwindigkeitstrajektorie folgt. Wie bereits in dem
vorherigen Abschnitt erläutert, zeigt der Regler eine hohe Güte in den dynamischen Bereichen.
Wie in Abb. 6.8b zu sehen, folgt auch der Stielzylinder der vorgegeben Trajektorie. Vergleicht man
den Verlauf mit dem Auslegerzylinder so ist zu erkennen, dass die Geschwindigkeiten deutlich
höher sind. Bei dieser Bewegung hat der Auslegerzylinder die primäre Aufgabe, die Höhe des TCP
einzustellen und der Stielzylinder die Bewegung in x‐Richtung durchzuführen.
Zusammenfassend zeigt der Test geringe Abweichungen des TCPs. Diese sind auf die geringen Ab‐
weichungen zwischen der Sollgeschwindigkeit und Istgeschwindigkeit zurückzuführen. Außerdem
wurde damit gezeigt, dass dieModelle die Regler auch Robust auf externe Kräfte (Grabkräfte durch
den Sand) reagieren. Besonders ist hier zu betonen, dass die Regler mit Einzelachsbewegungen
ohne externe Kräfte trainiert werden und dennoch gute Ergebnisse bei Mehrachsbewegungen ha‐
ben. Diese Übertragbarkeit macht es einfacher die Daten zu generieren. Außerdem konnte mit
dem Versuch auch eine Übertragbarkeit der entwickelten Strategie gezeigt werden. Der Fokus der
Arbeit lag auf dem Auslegerzylinder und es war möglich die Entwickelte Strategie auf den Stiel‐




Ziel dieser Arbeit war der Proof of Concept Nachweis derMachbarkeit von datenbasiertenMetho‐
den zur Reglung der Geschwindigkeit von hydraulischen Zylindern. Der Prof‐of‐Concept sollte an
einem realen Versuchsträger untersucht werden. Zu diesem Zweck wurde eine Reihe von unter‐
schiedlichen Testsignalen untersucht. Durch die Untersuchungmehrerer Anregungssignale an dem
Auslegerzylinder, konnten die Auswirkungen der Anregungssignale auf die Modellierung gezeigt
werden. Aus Sicht der Streuung derMesswerte zeigte das APRBS, im Vergleich zu dem Chirp Signal
und der Sprunganregung, das beste Ergebnis. Die gesammelten Daten wurden anschließend zur
Modellierungmit Hilfe von Neuronalen Netzen verwendet und in einer Regressorstudie analysiert.
Die im Rahmen der Diplomarbeit entwickelte Toolbox hat es erlaubt, unterschiedliche Datensätze
und Regressoren effizient miteinander zu vergleichen. Bei der Implementierung wurde darauf ge‐
achtet, dass das Modell für unterschiedliche Achsen und insbesondere Bagger eingesetzt werden
kann. Die Untersuchungenmit offline Daten haben ergeben, dass ein Regressor bestehend aus der
Druckdifferenz zwischen dem Pumpen‐ und Lastdruck, Druckdifferenz zwischen Kopf‐ und Pleuel‐
druck sowie der Geschwindigkeit und Beschleunigung des Zylinders die besten Ergebnisse geliefert
hat. Es hat sich gezeigt das APRBS die besten Trainingsdaten für die Modellierung darstellen.
Die Ergebnisse der Reglertests haben schließlich gezeigt, dass das erzeugte Neuronale Netz auch
auf dem realen Versuchsträger gute Ergebnisse liefert. Die quantitative Untersuchung des Ge‐
schwindigkeitsreglers für den Auslegerzylinder hat eine Reduzierung der bleibenden Regelabwei‐
chung, im Vergleich zu dem physikalisch modellierten Regler, gezeigt. Außerdem war es möglich
eine Verbesserung der Anstiegszeit, durch die Abbildung der Dynamik mit externenMethoden bei
Neuronalen Netz, zu erzielen. Gerade die Modellierung der Dynamik stellt bei der physikalischen
Modellierung eine Herausforderung aufgrund der häufig nicht bekannten Trägheitsmomente dar.
Die Übertragbarkeit der entwickelten Strategie wurde anhand von Untersuchungen an dem Stiel‐
zylinder validiert. Die Übertragbarkeit von einem Training mit Einzelachsbewegungen auf die Vali‐
dierung beiMehrachsbewegungen konnte im Rahmen vonUntersuchungen der Planziehassistenz‐
funktion gezeigt werden. Sowohl der Stiel‐ als auch der Auslegerzylinder konnte der vorgegebenen
Geschwindigkeitstrajektorie folgen. Weiterhin hat diese Untersuchung eine Stabilität hinsichtlich
externer Störungen gezeigt, da der Versuch in Sand durchgeführt wurde. Anhand dieses Befundes
kann darauf geschlossen werden, dass eine Übertragbarkeit der Strategie auf einen andern Bag‐
germöglich ist. Zur Validierung dieser Aussagemüssen entsprechend auf dieser Arbeit aufbauende
Bemühungen darauf abzielen, die einwickelte Strategie an einem anderen Bagger zu testen und
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zu validieren.
Der Fokus der Diplomarbeit lag auf dem gesamten Prozess von der Datengenerierung bis hin zu
der Reglervalidierung auf dem realen Versuchsträger, daher konnte im Rahmen dieser Arbeit nicht
genauer auf alternative datenbasierte Methoden eingegangen werden. Im Rahmen dieser Arbeit
wurden jedoch eine Reihe von unterschiedlichen Datensätzen erzeugt, welche für weitere Unter‐
suchungen genutzt werden können. Die Untersuchung von alternativen Modellen, auch im Hin‐
blick auf die Grenzbereiche mit hoher Last, stellen bedeutende Aspekte für zukünftige Forschun‐
gen dar. Weiterhin stellt die Entwicklung einer Absicherungsstrategie der datenbasierten Metho‐
den für einen sicheren Einsatz eine offene Entwicklung dar.
Abschließend ist festzuhalten, dass sich die datenbasiertenMethoden zur Regelung von elektrohy‐
draulischen Baggern eignen. Auch die Übertragbarkeit der Strategie konnte im Rahmen der Arbeit
durch die Generierung eines Reglers für den Stielzylinder innerhalb von zwei Tagen gezeigt wer‐
den. Die Reduzierung des Arbeitsaufwandes von mehreren Monaten hinzu wenigen Tagen zeigt
das Potential der datenbasierten Methoden zur Regelung von hydraulischen Baumaschinen.
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A1 Ergebnisse Modellierung Stielzylinder
Die Machbarkeit der datenbasierten Modellierung mit Neuronalen Netzen konnte für den Aus‐
legerzylinder des Baggers gezeigt werden. Es ist möglich den Auslegerzylinder effektiv mit Hilfe
von datenbasierten Modellen zu Regeln. Um eine Übertragbarkeit der entwickelten Strategie zu
untersuchen, werden die Erkenntnisse auf den Stielzylinder übertragen. Die Ergebnisse werden
nachfolgend kurz dargestellt.
A1.1 Daten
Für die Anregung des Steilzylinders kommt das APRBS zum Einsatz, da dieses Signal sowohl bei
der Visualisierung der Daten als auch bei der Performance des Modells am besten abgeschnit‐
ten hat. Bei den Versuchen wird der Auslegerzylinder konstant gehalten. Das Testsignal wird für
drei Auslegerpositionenwiederholt. Die Abb. A1.1 zeigt die Verteilungen derMesswerte über dem
Eingangssignal der Strecke.












(b) Druckdifferenz Pumpen‐ und
LS‐Druck





(c) Streudiagramme des Trai‐
ningsdatensatzes für den
Stielzylinder
Abbildung A1.1: Streudiagramme des Trainingsdatensatzes für den Stielzylinder
A1.2 Netzstruktur
Für die Optimierung der Netzstruktur für den Stielzylinder kommt das in dem Kapitel 3.4.3 vor‐
gestellte Verfahren der modellbasierte Bayesian Optimierung zum Einsatz. Weitere Details zu den
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gewählten Hyperparametern ist dem Abschnitt 5.3 zu finden. Bei der Optimierung wurden 50 Ite‐
rationen durchgeführt. Die Optimierung hat die Parameter in der Tab. A1.1 ergeben.
Tabelle A1.1: Ergebnisse der Hyperparameteroptimierung für den Stielzylindern
Hyperparameter Wert
Anzahl an Neuronen in den verdeckten Schichten 10
Anzahl an verdeckten Schichten 1
Aktivierungsfunktionen Tangens hyperbolicus
A1.3 Modellperformance
Nachfolgendwird das trainierteModell für den Steilzylinder auf einem Crossvalidierungsdatensatz
validiert. Die Abb. A1.2 zeigt die Ergebnisse desModells für den Stielzylinder auf demValidierungs‐
datensatz.



























Abbildung A1.2: Lernkurve des inversen datenbasierten Streckenmodells für den Auslegerzylinder
In der oberen Abbildung wird als Referenz der gemessene Joystick während der Aufnahme der
Daten dargestellt (blau). In der Darstellung wird das Joysticksignal des Stielzylinders über der Zeit
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gezeigt. Als Vergleich dient das aufwändig, physikalisch modellierte Modell. Es ist in der Abb. A1.2
zu erkennen, dass die geschätzten Joystickwerte des Neuronale Netzes nur geringe Abweichungen
zu der Referenz besitzen. Die untere Darstellung zeigt den Fehler zwischen der Referenz und dem
Neuronalen Netz (in grün) und zwischen der Referenz und dem physikalischenModell (in orange).
Diese Abbildung verdeutlicht den geringen Fehler des Neuronalen Netzes im Vergleich zu dem
physikalischen Modell.
Die Auswertung der Kennzahlen auf dem Crossvalidierungsdatensatz hat die Ergebnisse aus der
Tab. A1.2 ergeben. In der Tabelle ist zu erkennen das alle Kennzahlen des Neuronalen Netzes bes‐
sere Ergebnisse als das physikalische Modell liefern.
Tabelle A1.2: Ergebnisse auf dem Crossvalidierungsdatensatz (Stielzylinder)
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