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Abstract
These lectures on anomalies are relatively self-contained and intended for graduate stu-
dents in theoretical high-energy physics who are familiar with the basics of quantum field
theory. More elaborate concepts are introduced when needed.
We begin with several derivations of the abelian anomaly: anomalous transformation of
the measure, explicit computation of the triangle Feynman diagram, relation to the index
of the Euclidean Dirac operator. The chiral (non-abelian) gauge anomaly is derived by
evaluating the anomalous triangle diagram with three non-abelian gauge fields coupled to a
chiral fermion. We discuss in detail the relation between anomaly, current non-conservation
and non-invariance of the effective action, with special emphasis on the derivation of the
anomalous Slavnov-Taylor/Ward identities. We show why anomalies always are finite and
local. A general characterization is given of gauge groups and fermion representations
which may lead to anomalies in four dimensions, and the issue of anomaly cancellation is
discussed, in particular the classical example of the standard model.
Then, in a second part, we move to more formal developments and arbitrary even di-
mensions. After introducing a few basic notions of differential geometry, in particular the
gauge bundle and characteristic classes, we derive the descent equations. We prove the
Wess-Zumino consistency condition and show that relevant anomalies correspond to BRST
cohomologies at ghost number one. We discuss why and how anomalies are related via
the descent equations to characteristic classes in two more dimensions. The computation
of the anomalies in terms of the index of an appropriate Dirac operator in these higher
dimensions is outlined. Finally we derive the gauge and gravitational anomalies in arbi-
trary even dimensions from the appropriate index and explain the anomaly cancellations
in ten-dimensional IIB supergravity and in the field theory limits of type I and heterotic
superstrings.
∗Based on lectures given at the joint Amsterdam-Brussels-Paris graduate school in theoretical high-energy physics
†Unite´ mixte du CNRS et de l’Ecole Normale Supe´rieure associe´e a` l’UPMC Univ Paris 06 (Pierre et Marie Curie)
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1 Introduction
Symmetries play an important role in physics in general and in quantum field theory in particular.
A symmetry of the classical action is a transformation of the fields that leaves the action invariant.
Standard examples are Lorentz, or more generally Poincare´ transformations, and gauge transforma-
tions in gauge theories. One must then ask whether these symmetries are still valid in the quantum
theory.
In the functional integral formulation of quantum field theory, symmetries of the classical action
are easily seen to translate into the Ward identities for the correlation functions or the Slavnov-Taylor
identities for the quantum effective action. An important assumption in the proof is that the functional
integral measure also is invariant under the symmetry. If this is not true, these Slavnov-Taylor or
Ward identities are violated by a so-called anomaly.
Alternatively, if one is computing (diverging) Feynman diagrams, one has to introduce some reg-
ularization and it may happen that no regularization preserves all of the symmetries. Then there is
no guarantee that the renormalized Green’s functions still display the analogue of the classical sym-
metry, i.e. satisfy the Ward identities. If they don’t, there is an anomaly. Equivalently, one often
checks whether a classically conserved current is still conserved at the quantum level. A non-conserved
current signals a non-invariance of the quantum effective action, i.e. an anomaly.
If a global symmetry is anomalous it only implies that classical selection rules are not obeyed in
the quantum theory and classically forbidden processes may actually occur.
On the other hand, in a (non-abelian) gauge theory, the gauge symmetry is crucial in demonstrating
unitarity and renormalizability, and an anomaly in the gauge symmetry would be a disaster. Hence,
in a consistent gauge theory, if present, such anomalies must cancel when adding the contributions
due to the various chiral fermions.
* * *
These lectures are divided into two parts. The first part (sections 2 to 7) is very detailed and
mainly concerned with four-dimensional gauge theories, while the second part (starting with section
8) deals with more formal developments in arbitrary (even) dimensions.
We begin (section 2) by quickly reviewing a few facts about non-abelian gauge symmetries, mainly
to fix our notation. In section 3, we discuss the possible non-invariance of the functional integral
measure for fermions under (global) chiral transformations and how this is related to the abelian
anomaly. We explicitly obtain the anomaly from an appropriate regularization of the functional
Jacobian determinant under these transformations. Then we derive in detail how this anomaly is
linked to the non-conservation of the axial current and to the non-invariance of the effective action.
We show the relation with instantons and the index of the (Euclidean) Dirac operator.
In section 4, we consider anomalies in general, with emphasis on anomalies under non-abelian
gauge transformations. We derive the (anomalous) Slavnov-Taylor identities for gauge theories and,
again, relate the anomalous parts to the non-invariance of the fermion measures. Furthermore, the
non-invariance of an appropriate effective action and the covariant divergence of the gauge current
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are shown to be directly given by the anomaly. We spell out in detail the anomalous Ward identities
for the correlation functions and how to extract the anomaly from a calculation of one-loop diagrams
(including all the signs and i’s).
In section 5, we explicitly evaluate the relevant triangle diagrams in some detail. The Feynman
diagram computation for the abelian anomaly exactly reproduces the result already obtained in sec-
tion 3. We then explain why an anomaly under (non-abelian) gauge transformations is expected if
the theory contains chiral fermions, and similarly compute the corresponding triangle diagram. To
evaluate these Feynman diagrams we use Pauli-Villars regularization which very clearly shows where
the anomaly arises in the computation. We exhibit the anomalous and non-anomalous parts of these
triangle diagrams and show that they are indeed in agreement with the general structure predicted
by the anomalous Ward, resp. Slavnov-Taylor identities derived in section 4.
In section 6, we show in general why anomalies are necessarily local and finite, and discuss the
notion of relevant anomalies. Locality means that the variation of the effective action is a local
functional of the gauge fields. Finiteness means in particular that the anomalous parts of the one-loop
triangle diagrams have a regulator independent limit without the need to add any (non-invariant)
counterterms.
In section 7, we study which gauge groups and which fermion representations lead to anomalies and
how to correctly add up the contributions of the different fermions and anti-fermions. We consider the
example of the standard model and show that all anomalies cancel within each generation of fermions.
This concludes the first part.
The second part of these lectures discusses more formal developments related to gauge and grav-
itational anomalies in arbitrary even dimensions. In section 8, we introduce various notions from
differential geometry with emphasis on characteristic classes and Chern-Simons forms, necessary to
derive the descent equations.
In section 9, we derive the Wess-Zumino consistency conditions which we reformulate in a BRST
language showing that relevant anomalies can be identified with BRST cohomology classes at ghost
number one. Then we show how the consistency conditions can be solved in terms of the descent
equations, thus characterizing the anomalies by invariant polynomials in two more dimensions, leaving
only the overall coefficient undetermined.
In section 10, we outline how the anomalies in d dimensions are related to the index of appropriate
(Euclidean) Dirac operators in d + 2 dimensions, which in turn is related to the invariant polynomi-
als. This relation naturally involves the descent equations and fixes the so-far undetermined overall
coefficient. We carefully discuss the continuation between Euclidean and Minkowski signature (which
is quite subtle for the topological terms), and indeed find perfect agreement with the result of the
explicit triangle computation of section 5 for d = 4.
In section 11, we show how to understand gravitational anomalies as anomalies under local Lorentz
transformations, allowing us to treat them in (almost) complete analogy with anomalies under gauge-
transformations. We discuss how all the gauge, gravitational and mixed gauge-gravitational anomalies
are related to appropriate indices for which we give explicit formulae.
Finally, in section 12, we specialize to ten dimensional gauge, gravitational and mixed gauge-
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gravitational anomalies. We discuss their cancellation in ten-dimensional IIB supergravity and in
the (field theory limits of) type I and heterotic superstrings. This includes a discussion of anomaly
cancellation by Green-Schwarz-type mechanisms and by anomaly inflow.
* * *
These notes are based on lectures on anomalies that were part of an advanced quantum field
theory course for graduate students in theoretical high-energy physics who were already familiar with
the basics of quantum field theory. Staying close to the spirit of lectures, we have made no effort
to provide any historical introduction or to give appropriate references. On the other hand, we have
made a reasonable effort to make these lectures as self-contained as possible in the sense that we have
tried to prove - or at least motivate - most of the claims and statements that are made, rather than
refer to the literature.
Of course, the literature on anomalies is abundant: many textbooks on quantum field theory
contain at least a chapter on anomalies. Our presentation of anomalies in four dimensions in the first
part of these lectures has been much inspired by the treatment in the textbook [1] whose conventions
and notations we mostly adopted. Useful references for the second part of these lectures are e.g.
[2, 3, 4]. Finally, there exist quite a few other lectures, textbooks or reprint volumes on anomalies
emphasizing different aspects. A very partial list is [5]-[11].
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Part I :
Anomalies in non-abelian gauge theories
2 Notations and conventions for gauge theories
We begin by introducing some notation and summarizing our conventions for (non-abelian) gauge
theories.
2.1 Lie algebra and representations
We take the generators tα of the Lie algebra to be hermitian, t
†
α = tα, and let
[tα, tβ] = iC
γ
αβtγ , (2.1)
with real structure constants Cγαβ which satisfy the Jacobi identity C
δ
[αβC

γ]δ = 0. If we use a
specific representation R we write tRα or (tRα )kl for the dimR× dimR matrices of the representation.
For compact Lie algebras (i.e. if tr tαtβ is positive-definite), all finite dimensional representations are
hermitian. This is the case of most interest in gauge theories and, hence, (tRα )
† = tRα , but we will not
need to assume this in general.1
The matrices of the adjoint representation are given by
(tadjα )
β
γ = iC
β
αγ . (2.2)
They satisfy the algebra (2.1) thanks to the Jacobi identity. One often says that the adjoint rep-
resentation acts by commutation. This means the following: if some field transforms in the adjoint
representation one has e.g. δφγ = iφ˜γ with
φ˜γ = (α tadjα )
γ
β φ
β ⇔ φ˜γ tRγ = [α tRα , φβ tRβ ] , (2.3)
for any (non-trivial) representation R. For such fields in the adjoint representation it is convenient to
define
φR = φαtRα , (2.4)
which now is an element of the (possibly complexified) Lie algebra. Then the previous relation just
reads
φ˜R = [R, φR] . (2.5)
1Of course, when discussing local Lorentz transformations in sect. 11, the relevant algebra SO(3, 1) is not compact
and its generators are not all hermitian. Alternatively though, one can work in the Euclidean where the relevant algebra
is SO(4) ' SU(2)× SU(2) which is compact.
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2.2 Gauge transformations, covariant derivative and field strength
A field in an arbitrary representationR transforms under gauge transformations (with real parameters
α(x) ) as
δψl(x) = iα(x)(tRα )
l
kψ
k(x) ⇔ δψ = iRψ . (2.6)
For the conjugate field we have δψ† = −iψ†R if the representation is hermitian. In general, we will
simply write δψ† = −iψ†R with R = R for hermitian representations.
The covariant derivative of such a field ψ transforming in a representation R is
(Dµψ)
l = ∂µψ
l − iAαµ(tRα )l kψk = ∂µψl − i(ARµ )l kψk ⇔ Dµψ = ∂µψ − iARµ ψ . (2.7)
If the field ψ is in the adjoint representation, i.e it has components ψα, we must use Aadjµ and according
to (2.3) we can then write Dµψ
R′ = ∂µψR
′ − i[AR′µ , ψR′ ] with ψR′ = ψαtR′α , for any R′. In particular,
for the gauge transformation parameters  one has (R = αtRα )
Dµ
R = ∂µR − i[ARµ , R] . (2.8)
The covariant derivative (2.7) of ψ transforms just as ψ itself, provided the gauge field Aµ transforms
at the same time as
δAαµ = ∂µ
α + CαβγA
β
µ
γ = ∂µ
α − iAβµ(tadjβ )αγγ . (2.9)
Using (2.3) this can be rewritten consisely as
δARµ = ∂µ
R − i[ARµ , R] = DµR ⇔ δAαµ = (Dµ)α . (2.10)
It is then clear that if Lmatter[ψ¯, ψ, ∂µψ, ∂µψ¯] is invariant under δψ = iRψ and δψ¯ = −iψ¯R for
constant  then Lmatter[ψ¯, ψ,Dµψ,Dµψ¯] is invariant under the same transformations with local (x) if
also Aµ(x) transforms as in (2.9), resp (2.10).
The gauge field strength is defined as the commutator of two covariant derivatives:
[Dµ, Dν ]ψ = −iFαµνtRα ψ ≡ −iFRµνψ . (2.11)
This is guaranteed to transform like ψ and hence
δFRµν = i[
R, FRµν ] ⇔ δF αµν = CαβγF βµνγ , (2.12)
which is just as the transformation of Aµ but without the inhomogeneous term ∼ ∂µ : Fµν transforms
in the adjoint representation. Computing [Dµ, Dν ] yields
FRµν = ∂µA
R
ν − ∂νARµ − i[ARµ , ARν ] ⇔ Fαµν = ∂µAαν − ∂νAαµ + CαβγAβµAγν . (2.13)
From its definition it is easy to show that the field strength satisfies the Bianchi identity
D[µFνρ] = 0 , (2.14)
where the brackets indicate anti-symmetrisation of the indices (always normalized such that for an
antisymmetric tensor f[a1...ap] = fa1...ap). Here and in the following we often suppress the labels “R”
or α unless there explicit writing is likely to avoid confusion.
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2.3 Action and field equations
For any Lie algebra that is a direct sum of commuting compact simple and U(1) subalgebras, G =
⊕iGi, there exists a real symmetric positive gαβ such that gαδCδβγ + gβδCδαγ = 0 and, equivalently,
there exists a basis of generators for which the Cαβγ are totally antisymmetric in all three indices (one
then often writes Cαβγ). In this latter basis the matrix g commutes with the generators in the adjoint
representation and, by Schur’s lemma, the matrix g must then be block-diagonal and in each block
corresponding to each Gi be proportional to the identity. We will call these constants of proportionality
1
g2i
. It follows that gαβF
α
µνF
βµν is gauge invariant and equals
∑
i
1
g2i
∑dimGi
αi=1
FαiµνF
αi µν . By rescaling
Aαµ and F
α
µν for each Gi by gi one can absorb the factors
1
g2i
. However, the “coupling” constants gi
would appear explicitly in the expressions of the covariant derivatives, gauge field strengths etc, always
accompanying the structure constants or commutators. This can be avoided if one in turn redefines
the Lie algebra generators and the structure constants to include the gi. Then all previous formulae
remain valid, except that we have to remember that the tα and C
α
βγ implicitly contain the coupling
constants, one gi for each simple or U(1) factor Gi. In particular, for any simple factor Gi one then
has
trR tαtβ = g2i C
(i)
R δαβ , (2.15)
where e.g. for Gi = SU(N) we have Cadj = N and CN = CN =
1
2
. The unique Lorentz and gauge
invariant Lagrangian quadratic in the field strengths then is Lgauge[Fµν ] = −14FαµνFαµν . Of course,
there is one more possibility, θαβ
µνρσFαµνF
β
ρσ but this is a total derivative. Hence the Lagrangian for
matter and gauge fields is
L = −1
4
FαµνF
αµν + Lmatter[ψ¯, ψ,Dµψ,Dµψ¯] . (2.16)
In the present discussion of anomalies we actually do not need the precise form of the gauge field
Lagrangian, only the matter part will be important. Hence we do not have to discuss the issue of
gauge fixing or what the precise form of the gauge field propagator is. One could even add higher-order
terms like FαµνF
β νρF γρσF
δ σµ tr t(αtβtγtδ) as appear e.g. in the string theory effective action, without
affecting the discussion of the anomalies.
Finally, recall that the (classical) matter current is defined as
Jαµmatter =
∂Lmatter
∂Aαµ
, (2.17)
and that the Euler-Lagrange equations for the gauge fields as following from the Lagrangian (2.16)
yield
∂µ
∂L
∂(∂µAαν )
=
∂L
∂Aαν
,
∂L
∂(∂µAαν )
= −Fαµν , ∂L
∂Aαν
= CγαβA
β
µF
γ µν + Jανmatter ,
⇒ (DµF µν)α = −Jανmatter . (2.18)
6
It then follows that the matter current is covariantly conserved if the field equations are satisfied2:
DνJ
ν
matter = 0 . (2.19)
This expresses the gauge invariance because it translates the fact that the gauge field enters the
gauge kinetic part of the Lagrangian only through the gauge covariant combination Fµν . One of the
equivalent manifestations of the anomaly is that at the quantum level Dν〈Jνmatter〉 6= 0.
2.4 Further conventions
Our Minkowski space signature is (−+ ++). The Dirac matrices then satisfy (iγ0)2 = (γj)2 = 1, j =
1, 2, 3 as well as (iγ0)† = iγ0, (γj)† = γj and, of course, γ0 = −γ0. We define ψ¯ = ψ†iγ0 and
γ5 = iγ0γ1γ2γ3 = −iγ0γ1γ2γ3 ⇒ γ25 = 1 , γ†5 = γ5 , {γ5, γµ} = 0 . (2.20)
As usual, we denote ∂/ = γµ∂µ , A/ = γ
µAµ and D/ = γ
µDµ , etc. The completely antisymmetric
-tensor in Minkowski space is defined as
0123 = +1 , 0123 = −1 , (2.21)
so that we have for the Dirac trace
trD γ5γ
µγνγργσ = 4i µνρσ . (2.22)
Finally recall that when evaluating four-dimensional momentum integrals in Minkowski space the
Wick rotation results in a factor of i according to∫
d4p f(pµp
µ) = i
∫
d4pE f(p
2
E) , (2.23)
where p0 = i p
0
E. The continuation to Euclidean signature will be discussed in greater detail in
subsection 10.1.
3 Transformation of the fermion measure and the example
of the abelian anomaly
We begin by studying the probably simplest example of anomaly: the so-called abelian anomaly.
This is an anomaly of chiral transformations (i.e. involving γ5) of massless Dirac fermions. A nice
way to understand the origin of this anomaly is as a non-invariance of the fermion measure in the
functional integral under such transformations. On the other hand, a symmetry corresponds to a
conserved current, and a violation of a symmetry to a current non-conservation. In turn, such a non-
conservation translates a non-invariance of some appropriately defined quantum effective action. In
this section, we will study these issues and how they are related. Before doing so, let us only mention
that, historically, the abelian anomaly was one of the first places an anomaly showed up, and that it
played an important role in explaining the observed decay rate of a neutral pion into two photons.
2We have (DνJνmatter)
α = −(DνDµFµν)α = 12 ([Dµ, Dν ]Fµν)α = − i2F βµν(tadjβ )αγF γ µν = 12CαβγF βµνF γ µν = 0 by
antisymmetry of the Cαβγ .
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3.1 Why the matter measure matters
Consider a massless complex spin 1
2
fermion in some representation R of the gauge group. We suppose
it has a standard interaction with the gauge field, i.e. it couples to the gauge field via the covariant
derivative without any occurrence of the chirality matrix γ5. The matter Lagrangian then is
Lmatter[ψ, ψ¯,Dµψ,Dµψ¯] = −ψ¯D/ ψ ≡ −ψ¯(∂/− iA/R)ψ . (3.1)
When using the functional integral to compute vaccum expectation values of time-ordered products
of operators Ôi that involve the matter fields, like e.g. products of (matter) currents, one may proceed
in two steps: first compute the functional integral over the matter fields alone:∫
DψDψ¯ O1(x1) . . .ON(xN) ei
R Lmatter[ψ,ψ¯,Dµψ,Dµψ¯] , (3.2)
and then do the remaining functional integral over the gauge fields. It is only in the second step
that one has to deal with all the complications of gauge-fixing and ghosts, while the appearance of
any anomalies is entirely related to the evaluation of (3.2). An arbitrary S-matrix element, resp.
Feynman diagram can be reconstructed from (matter) current correlators and gauge field (as well
as ghost) propagators. Hence it is enough to evaluate (3.2) for the case where the operators Ôi are
the quantum operators corresponding to the currents Jαµmatter =
∂Lmatter
∂Aαµ
. Such vacuum expectation
values of time-ordered products of currents can then be obtained by taking functional derivatives3
with respect to the Aαµ of the “effective” action W˜ [A] defined as
ei
fW [A] = ∫ DψDψ¯ ei R Lmatter[ψ,ψ¯,Dµψ,Dµψ¯] . (3.3)
We will discuss this in more detail below.
Let us now study the effect of a local transformation
ψ(x)→ ψ′(x) = U(x)ψ(x) , ψ¯(x)→ ψ¯′(x) = ψ¯(x)U(x) , U(x) = iγ0U †(x)iγ0 , (3.4)
where U(x) is a unitary matrix acting on the indices of the representation of the gauge group and
on the indices of the Clifford algebra. Of course, the matter action is not invariant under such a
transformation, unless U is constant or the gauge field Aµ transforms appropriately. Also, the ψ
and ψ¯ could carry additional representations of a global symmetry group (usually called a flavor
symmetry) and then, if U is an element of such a global symmetry group, it must be constant to leave
the action invariant. At present, however, we are only interested in the transformation of the fermion
measures Dψ and Dψ¯. Since these are measures for anticommuting fields they transform with the
inverse Jacobian:
Dψ → Dψ′ = (DetU)−1Dψ , Dψ¯ → Dψ¯′ = (DetU)−1Dψ¯ , (3.5)
3If the matter currents Jαµ do not only involve the matter fields but also the gauge fields, as would be the case for
scalar matter, taking multiple functional derivatives would also give rise to contact terms, rather than just products of
currents. Since we are interested in fermionic matter with Lagrangians like (3.1) this complication does not occur here.
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where the operators U and U are given by
〈x| U |y〉 = U(x) δ(4)(x− y) , 〈x| U |y〉 = U(x) δ(4)(x− y) . (3.6)
We will distinguish the two cases of non-chiral and chiral transformations.
3.2 Unitary non-chiral transformation
Let U be a unitary non-chiral transformation (not involving γ5) of the form
U(x) = ei
α(x)tα , with t†α = tα and [γ
µ, tα] = 0 . (3.7)
The matrices αtα could be also replaced by any generator of the global flavor symmetry group or
some combination of both. The important fact is that
U(x) = iγ0e−i
α(x)tαiγ0 = e−i
α(x)tα(iγ0)2 = e−i
α(x)tα = U−1(x) , (3.8)
so that
U = U−1 ⇒ (DetU)−1 (DetU)−1 = 1 , (3.9)
and the fermion measure is invariant. In particular, the fermion measure is invariant under gauge
transformations. One can then derive the Slavnov-Taylor identities in the usual way without having
to worry about an anomalous transformation of the measures. We conclude that for matter fields that
couple non-chirally to the gauge fields there are no anomalies.
The reason why we insisted on non-chiral couplings in the matter Lagrangian (3.1) is the following:
of course, the functional determinants DetU and DetU should be computed using some appropriate
regularization. Such a regularization corresponds to regulating the full fermion propagator in the
presence of the gauge field. This must be done in a gauge invariant way if we are not to spoil gauge
invariance from the beginning. As we will see below, this is problematic if the interactions include
some chirality matrix or chirality projector.
3.3 Unitary chiral transformation
Now consider the case where U is a unitary chiral transformation, i.e. involving γ5 (defined in (2.20)),
of the form
U(x) = ei
α(x)tαγ5 , with t†α = tα and [γ
µ, tα] = 0 . (3.10)
Note that since γ†5 = γ5 the transformation (3.10) is indeed unitary, but since γ5 anticommutes with
γ0 we now have
U(x) = iγ0e−i
α(x)tαγ5iγ0 = e+i
α(x)tαγ5(iγ0)2 = e+i
α(x)tαγ5 = U(x) , (3.11)
so that now
U = U ⇒ (DetU)−1 (DetU)−1 = (DetU)−2 , (3.12)
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which does not necessarily equal unity and which we need to compute. As usual for an ultra-local
integral kernel, we have 〈x| U2 |y〉 = ∫ d4z 〈x| U |z〉 〈z| U |y〉 = ∫ d4z U(x)δ(4)(x − z)U(z)δ(4)(z − y) =
U2(x)δ(4)(x− y), and similarly for all powers of U , so that 〈x| f(U) |y〉 = f(U(x)) 〈x |y〉 and
Tr logU =
∫
d4x 〈x| tr log(U) |x〉 =
∫
d4x δ(4)(x− x) tr log(U(x)) =
∫
d4x δ(4)(0)iα(x) tr tαγ5 ,
(3.13)
where Tr is a functional and matrix trace, while tr is only a matrix trace (with respect to the γ
matrices and the gauge and possibly flavor representation matrices). It follows that
(DetU)−2 = e−2 Tr logU = ei
R
d4x αaα(x) with aα(x) = −2δ(4)(0) tr tαγ5 , (3.14)
where aα(x) is called the anomaly function or simply the anomaly.
Clearly, the above expression for the anomaly is ill-defined and needs regularization. As it stands,
it is the product of an infinite δ(4)(0) and a vanishing tr γ5tα. The former actually is
δ(4)(0) = 〈x |x〉 =
∫
d4p 〈x |p〉 〈p|x〉 =
∫
d4p
(2pi)4
eip(x−y)
∣∣∣
x=y
, (3.15)
and thus is a UV divergence. A regularization is achieved by cutting off the large momentum contri-
butions, e.g. by replacing
∫
d4x αaα(x) = −2 Tr T where T = α(xˆ)γ5tα by∫
d4x αaα(x) = −2 lim
Λ→∞
Tr TΛ , where TΛ = α(xˆ)γ5tα f
(
(iDˆ/ /Λ)2
)
, (3.16)
with some smooth function f(s) satisfying f(0) = 1, f(∞) = 0, as well as sf ′(s) = 0 at s = 0 and
at s = ∞. One could take e.g. f(s) = e−s or f(s) = 1
s+1
. We denoted Dˆ/ the (quantum mechanical)
operator such that 〈χ| Dˆ/ |x〉 = D/ 〈χ |x〉. We will discuss below why one should use the gauge-covariant
D/ 2 in the cutoff rather than a simple ∂µ∂
µ.
While for any fixed matrix element we have limΛ→∞ 〈φn| TΛ |φm〉 = 〈φn| T |φm〉, we have for the
trace
Tr TΛ =
∫
d4x tr 〈x| α(xˆ)γ5tαf
(
(iDˆ/ /Λ)2
) |x〉 = ∫ d4x α(x)∫ d4p 〈x |p〉 tr γ5tα 〈p| f((iDˆ/ /Λ)2) |x〉
=
∫
d4x eα(x)
∫
d4p
(2pi)4
eipx tr γ5tα f
(
− 1
Λ2
[
γµ
(
∂
∂xµ
− iARµ (x)
)]2)
e−ipx︸ ︷︷ ︸
−ipxf
(
− 1
Λ2
[
γµ
(
∂
∂xµ
− ipµ − iARµ (x)
)]2)
=
∫
d4x α(x)
∫
d4p
(2pi)4
tr γ5tα f
(
− 1
Λ2
[−ip/+D/ ]2
)
=
∫
d4x α(x)Λ4
∫
d4q
(2pi)4
tr γ5tα f
(
−
[
−iq/+ D/
Λ
]2)
. (3.17)
One then expands f
(− [−iq/+D//Λ]2) = f (q2 + 2iqµDµ/Λ−D/ 2/Λ2) in a Taylor series around q2. A
non-vanishing Dirac trace with the γ5 requires at least four γ-matrices, while a non-vanishing limit as
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Λ → ∞ requires at most four D//Λ. This picks out the term 1
2
f ′′(q2)(−D/ 2/Λ2)2 in the Taylor series,
so that
lim
Λ→∞
Tr TΛ =
∫
d4x α(x)
∫
d4q
(2pi)4
1
2
f ′′(q2) tr γ5tα (−D/ 2)2 . (3.18)
Somewhat loosely speaking one could say that the regularized momentum integral is ∼ Λ4 while the
regularized tr tαγ5 is ∼ 1Λ4 , combining to give a finite result. The integral over q in (3.18) is easily
evaluated after performing the Wick rotation:∫
d4q
(2pi)4
1
2
f ′′(q2) =
i
2(2pi)4
vol(S3)
∫ ∞
0
dq q3f ′′(q2) =
i
2(2pi)4
2pi2
1
2
∫ ∞
0
dξ ξf ′′(ξ)
=
i
32pi2
(
ξf ′(ξ)
∣∣∣∞
0
−
∫ ∞
0
dξ f ′(ξ)
)
=
i
32pi2
, (3.19)
where we used the properties of f at 0 and∞. On the other hand, the trace over Dirac indices and the
gauge group representation involves D/ 2 = 1
2
{γµ, γν}DµDν + 12 [γµ, γν ]DµDν = DµDµ − i4 [γµ, γν ]Fµν .
Using (2.21) and (2.22) we get
tr γ5tα (−D/ 2)2 =
(
i
4
)2
trD γ5[γ
µ, γν ][γρ, γσ] trR tαFµνFρσ = −iµνρσtrR tαFµνFρσ . (3.20)
Putting everything together we finally obtain
lim
Λ→∞
Tr TΛ = 1
32pi2
∫
d4x α µνρσtrR tαFµνFρσ , (3.21)
and hence for the anomaly function
aα(x) = − 1
16pi2
µνρσtrR tαFµν(x)Fρσ(x) . (3.22)
Note that this anomaly depends only on the combination Fµν = F
α
µνtα, where the tα include an explicit
factor of the gauge coupling constant (c.f. (2.15)), while the Fαµν are normalized with the canonical
kinetic term as in (2.16). Thus, for a simple group with a single gauge coupling constant g, we see
that the anomaly is4 aα ∼ O(g3).
3.4 A few remarks
Let us first explain why the anomaly we have just computed corresponds to a one-loop effect. One can
introduce a formal loop-counting parameter by rescaling the action as S → 1
λ
S. Then in computing
Feynman diagrams, the propagators get an extra factor λ while the vertices get an extra 1
λ
. Thus
every Feynman diagram comes with a factor λI−V , where I is the number of internal lines and V the
number of vertices. By a well-known relation, one has I − V = L − 1 with L being the number of
loops, and one sees that λ is a loop counting parameter. Since the classical action comes with a 1
λ
it
is the tree-level contribution (L = 0) to the effective action, while the anomaly, like any determinant,
4This holds in perturbation theory where the leading term in Fαµν ∼ ∂µAαν − ∂νAαµ does not give any g-dependence.
However, for a non-perturbative configuration (like an instanton) one can well have Aαµ ∼ 1g .
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has no factor of λ and corresponds to a one-loop contribution (L = 1). Together with the above
observation that the anomaly is of order g3, we can already infer that it corresponds to a 3-point
one-loop diagram, i.e. a triangle diagram. This will indeed be confirmed below.
It may seem surprising that the Jacobian for the transformation of the fermion measures, under
the transformation U that does not involve the gauge fields, equals ei
R
d4x αaα with an anomaly aα(x)
that does depend on the gauge fields. The reason for this is that we used a gauge invariant regu-
lator f(−D/ 2/Λ2) to make sense of the otherwise ill-defined determinants. Had we used f(−∂/2/Λ2)
instead, no gauge field would have appeared and we would have found aα = 0 which might seem
more satisfactory at first sight. However, such a regulator actually breaks gauge invariance. Indeed,
the way we regulate the determinant is not just a matter of once computing DetU . The fermion
measure plays a crucial role in computing e.g. the “effective action” W˜ [A] as defined in (3.3) with the
result W˜ [A] ∼ log DetD/ . Now W˜ [A] should be gauge invariant (if possible) and thus DetD/ should be
regularized in a gauge invariant way (if possible). Consistency requires that all fermion determinants
are regularized in the same way. Also, as just explained, computing determinants corresponds to
computing one-loop Feynman diagrams, and the regularization of the determinants corresponds to a
regularization of the fermion Feynman propagator which, again, should be done in a gauge invariant
way. Once we have decided a regularization for the propagator, this will provide one and the same
regularization for all fermion determinants.
Still another way to see why we must use a gauge invariant regulator is the following. One
could define the fermion measure Dψ as ∏n dcn where the cn are the coefficients in an expansion
ψ(x) =
∑
n cnψn(x) on some orthonormal basis {ψn}, and similarly for Dψ¯. To compute DetU we
might then determine the infinite matrix Unm = 〈ψn| U |ψm〉 and compute det(Unm). Then det(Unm)
must be regularized by “cutting off” the “high-frequency” modes, i.e. the large eigenvalues of some
appropriate operator D. We can take the ψn to be eigenfunctions of such D: Dψn = λnψn, and
then insert a cutoff function f(|λn|/Λ2) when computing Tr logU =
∑
n(logU)nn. Now, we do not
want the change of variables ψ → ψ′ = Uψ to break gauge invariance, and hence DetU should
be gauge invariant (if possible) and we must use a gauge invariant regulator. Hence the λn must
be the eigenvalues of a gauge invariant operator D like e.g. D/ = ∂/ − iA/. Obviously, the gauge
invariant regulator introduces a gauge-field dependence into the regularization procedure and results
in a gauge-field dependent Jacobian and gauge-field dependent anomaly.5
5One might still wonder what would happen if one tried to use the gauge invariant regulator f
(−DµDµ/Λ2) instead
of f
( − D/D//Λ2) to regularize Tr αγ5tα ? Then the regulator contains no γ-matrices and the result would vanish.
Does this mean that we can find a regulator that preserves gauge invariance and chiral invariance? Certainly not. In
the above computation we used a plane-wave basis to evaluate the trace over the fermionic Hilbert space. This is not
fully correct since we are dealing with fermions in an external gauge field Aµ and the appropriate space on which one
should take the trace is precisely spanned by the eigen-functions of iD/ , not those of DµDµ. In the above computation
we “corrected” for choosing a slightly inexact basis by using the regulator f
(−D/D//Λ2).
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3.5 The abelian anomaly and current (non)-conservation
Although we have done the computation of the anomaly function aα(x) for a rather general U(x) =
ei
αtαγ5 , a very important class of applications concerns the case where only the α corresponding to
an abelian subgroup are non-vanishing. Then one simply writes
U(x) = ei(x) t γ5 , t† = t , [t, tα] = 0 , [t, γ5] = 0 . (3.23)
In this case (3.22) reduces to
a(x) = − 1
16pi2
µνρσtrR tFµν(x)Fρσ(x) , (3.24)
and (DetU)−2 = ei
R
d4x (x)a(x). This is called the abelian anomaly. Although it is associated to a chiral
transformation, the name “chiral anomaly” will be reserved for a different anomaly to be studied
later-on. Note that since [t, tα] = 0, the abelian anomaly (3.24) is gauge invariant. Furthermore, for
constant , the transformation ψ → Uψ, ψ¯ → ψ¯U is a symmetry of the matter Lagrangian (3.1) since
γµU = U−1γµ and hence
ψ¯D/ ψ → ψ¯UD/ Uψ = ψ¯UD/ Uψ = ψ¯UU−1D/ ψ = ψ¯D/ ψ . (3.25)
As for any local transformation (with parameters a(x)) of the fields that is a symmetry of the
Lagrangian if the parameters a are taken to be constant, we can associate a conserved current Jµa (x)
according to6
δS =
∫
d4x (−Jµa (x))∂µa(x) =
∫
d4x (∂µJ
µ
a (x))
a(x) . (3.26)
Indeed, the variation of the action must be of this form, since we know that δS = 0 if ∂µ
a = 0. On
the other hand, if the fields satisfy the field equations we must have δS = 0 for any variation of the
fields and in particular for the one induced by a local a(x), so that in this case
∂µJ
µ
a (x)
∣∣
field equations
= 0 . (3.27)
Applying this to the above abelian chiral transformation U(x) and the matter action Smat[ψ, ψ¯, A] ≡∫ Lmatter[ψ, ψ¯,Dµψ,Dµψ¯] = − ∫ ψ¯D/ψ we find
Jµ5 = +iψ¯γ
µγ5tψ , (3.28)
and classically, i.e. if the ψ and ψ¯ satisfy their field equations, we know that this so-called axial
current is conserved.
Let us now investigate what happens in the quantum theory and how the current non-conservation
is related to the anomaly. As in the usual proof of Slavnov-Taylor identities (cf. subsection 4.1 below
for more details) one writes the functional integral, changes integration variables from ψ and ψ¯ to
6Note that for an abelian gauge transformation of the matter fields this is compatible with the definition (2.17), and
in particuler yields the same sign for the current.
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ψ′ = Uψ and ψ¯′ = ψ¯U and uses the transformation properties of the action and now also of the
measure:∫
DψDψ¯eiSmat[ψ,ψ¯,Aµ] =
∫
Dψ′Dψ¯′ eiSmat[ψ′,ψ¯′,Aµ]
=
∫
DψDψ¯ ei
R
d4x (x)a(x) eiSmat[ψ,ψ¯,Aµ]+i
R
d4x (x)∂µJ
µ
5 (x)
=
∫
DψDψ¯ eiSmat[ψ,ψ¯,Aµ]
[
1 + i
∫
d4x (x)
(
a(x) + ∂µJ
µ
5 (x)
)
+O(2)
]
, (3.29)
from which we conclude
−∂µ〈Jµ5 (x)〉A = a(x) = − 116pi2 µνρσtrR tFµν(x)Fρσ(x) , (3.30)
where 〈. . .〉A indicates the vacuum expectation value computed in a fixed Aµ background. Hence
the axial current, though conserved classically, is not conserved in the quantum theory and its non-
conservation equals minus the anomaly.
3.6 The anomalous variation of the effective action and its relation with
instantons
We will now show that the abelian anomaly represents the (anomalous) variation of an effective
action under chiral transformations. The effective action to contemplate here is not the W˜ [A] defined
above. Clearly, W˜ [A] only depends on A. One might then ask whether it is invariant under gauge
transformations of A, but at present we are concerned with chiral transformations of the fermions,
not with gauge transformation. Instead one has to consider a different effective action, namely the
quantum effective action for the fermions in a fixed gauge field configuration. This is defined as follows
(see the next section for more details in a similar setting): introduce sources χ, χ for the fermions by
adding
∫
d4x (χψ+ ψ¯χ) to the matter action, define the generating functional W˜ [χ, χ,A] for fixed Aµ
by doing the functional integral over ψ and ψ¯ (much as we did when computing W˜ [A]) and define
the quantum effective action Γ˜[ψ0, ψ¯0;Aµ] by Legendre transforming with respect to χ and χ for
fixed Aµ. In the absence of any anomaly (e.g. for the non-chiral transformations) and for constant 
(so that Smat is invariant and we really have a symmetry) this Γ˜[ψ0, ψ¯0;Aµ] obeys the Slavnov-Taylor
identities corresponding to this symmetry, which for a linear symmetry simply are δ Γ˜[ψ0, ψ¯0;Aµ] = 0.
As already mentioned, the proof of the Slavnov-Taylor identities uses the invariance of the fermion
measures. In the presence of an anomaly (e.g. for the chiral transformations), the fermion measures
are not invariant but generate an extra term ei
R
 a and one instead gets, still for constant  :
δ Γ˜[ψ0, ψ¯0;Aµ] = 
∫
d4xa(x) = − 
16pi2
∫
d4x µνρσtrR tFµνFρσ . (3.31)
Here δ is defined to act on the ψ0 and ψ¯0 in the same way the chiral transformations δ acted on the
ψ and ψ¯ before.
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For t = 1 the right hand side of (3.31) is related to the instanton number of the gauge field.
Indeed, as we will discuss in more detail in subsection 8.3,
∫
d4x µνρσtrR FµνFρσ does not change
under smooth variations of the gauge field, since the integrand (locally) is a total derivative and the
integral is only sensitive to globally non-trivial configurations. One finds for a simple gauge group7∫
d4x µνρσFαµνF
α
ρσ =
64pi2
g2
ν , ν ∈ Z ⇒
∫
d4x µνρσtrR FµνFρσ = 64pi2CR ν , (3.32)
where we used (2.15). The integer ν is called the instanton number. It then follows that
δ Γ˜[ψ0, ψ¯0;Aµ] = 
∫
d4xa(x) = −4CR ν  , (3.33)
with CR being e.g. 12 for the N or N representations of SU(N) (i.e. for quarks). More generally, CR
is integer or half-integer. Incidentally, this shows that (for t = 1)
∫
d4xa(x) is an even integer.
3.7 Relation of the abelian anomaly with the index of the Dirac operator
It is useful to compute the abelian anomaly again but now directly in Euclidean signature. The result
will exhibit an interesting relation with the index of the Euclidean Dirac operator iD/ E.
In Euclidean signature, all γµ are hermitian and iD/ E is a hermitian operator so that all its eigen-
values λk are real. Furthermore, since t commutes with D/ E we can choose the eigenfunctions ϕk of
iD/ E to be also eigenfunctions of t:
iD/ Eϕk = λkϕk , tϕk = tkϕk , 〈ϕk |ϕl〉 ≡
∫
d4xE ϕ
∗
k(x)ϕl(x) = δkl . (3.34)
With appropriate boundary conditions, the ϕk form a complete basis and
1 =
∑
k
|ϕk〉 〈ϕk| , TrA =
∑
k
〈ϕk|A |ϕk〉 . (3.35)
Now γ5D/ E = −D/ Eγ5 and [t, γ5] = 0 imply that γ5ϕk are still eigenfunctions of D/ E and t but with
eigenvalues −λk and tk:
iD/ E(γ5ϕk) = −γ5iD/ Eϕk = −γ5λkϕk = (−λk)(γ5ϕk) , t(γ5ϕk) = γ5tϕk = tk(γ5ϕk) . (3.36)
Hence, ϕk and γ5ϕk have the same t-eigenvalue but opposite iD/ E-eigenvalues. It follows that for
λk 6= 0, ϕk and γ5ϕk are orthogonal. In particular then, ϕk cannot be an eigenstate of γ5, but we can
construct ϕk,± = 12(1 ± γ5)ϕk which are both non-vanishing and which are eigenstates of γ5. Also,
although no longer eigenfunctions of iD/ E, they are both still eigenfunctions of (iD/ E)
2:
λk 6= 0 : ϕk,± = 1
2
(1± γ5)ϕk , γ5ϕk,± = ±ϕk,± , −D/ 2Eϕk,± = λ2kϕk,± , tϕk,± = tkϕk,± . (3.37)
7Whether the configuration with ν = +1 should be called an instanton or an anti-instanton depends on the detailed
conventions used in the Euclidean continuation. These (anti) instantons are non-perturbative configurations for which
the “free part” ∂µAαν −∂νAαµ and the “interacting part” CαβγAβµAγν in Fαµν are of the same order in the coupling constant
g. Since Cαβγ ∼ g, we see that Aαµ ∼ 1g and hence also Fαµν ∼ 1g .
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Hence, for λk 6= 0, the eigenfunctions of −D/ 2E and t come in pairs of opposite chirality. On the other
hand, if λk = 0 then ϕk and γ5ϕk have the same iD/ E-eigenvalue (namely 0) and we can diagonalize
γ5 in this iD/ E-eigenspace. After having done so, the λ = 0 eigenspace contains a certain number, say
n+, eigenfunctions ϕu that have positive γ5 eigenvalue (positive chirality) and a certain number, say
n−, eigenfunctions ϕv that have negative γ5 eigenvalue (negative chirality):
λk = 0 : γ5ϕu = ϕu , u = 1, . . . n+ , γ5ϕv = −ϕv , v = 1, . . . n− , iD/ Eϕu = iD/ Eϕv = 0 . (3.38)
Note that, for λk = 0, the eigenfunction ϕu and ϕv do not necessarily come in pairs of opposite
chirality. It follows that when computing the regularized trace of γ5t, the contributions of all ϕk with
λk 6= 0 cancel and only the zero-modes of iD/ E can give a non-vanishing contribution:
Tr γ5tf
(
−D/
2
E
Λ2
)
=
∑
k
〈ϕk| γ5tf
(
−D/
2
E
Λ2
)
|ϕk〉 =
∑
k
f
(
λ2k
L2
)
tk 〈ϕk| γ5 |ϕk〉
=
n+∑
u=1
f(0) tu〈ϕu |ϕu〉 −
n−∑
v=1
f(0) tv〈ϕv |ϕv〉 =
n+∑
u=1
tu −
n−∑
v=1
tv , (3.39)
where we used f(0) = 1. Here the role of the regulator f is to ensure that in the infinite sum over the
non-zero modes the states of opposite chirality correctly cancel. In the end, of course, we can take
Λ→∞ without changing the result.
Let us now specialize to t = 1 so that
∑n+
u=1 tu−
∑n−
v=1 tv = n+− n− is just the difference between
the number of positive and negative chirality zero-modes of iD/ E. This is called the index of the Dirac
operator, and we have shown that
index(iD/ E) ≡ n+ − n− = lim
Λ→∞
Tr γ5f
(
−D/
2
E
Λ2
)
. (3.40)
So we have seen that this trace over the full Hilbert space is only sensitive to the zero-modes and
equals the index of iD/ E. Provided the Euclidean γ5 is defined such that positive Euclidean chirality
also corresponds to positive Minkowski chirality, the right hand side of (3.40) equals limΛ→∞ Tr TΛ
(but without the (x)) and comparing with (3.16) we see that∫
d4xa(x) = −2 index(iD/ E) , (3.41)
where the integral of the anomaly function on the left hand side is done in Minkowskian space-time,
as before.
On the other hand, our computation (3.17) allows us to express the right hand side of (3.40) in
terms of the gauge field strength exactly as before. There are only two differences because at present
we are in the Euclidean: the Tr now contains a d4pE rather than a d
4p ' id4pE and the trace over four
Euclidean γ-matrices and the Euclidean γ5 now gives −4E rather than 4i. The −i and i compensate
each other and we simply get8 (cf. eq. (3.21))
index(iD/ E) =
1
32pi2
∫
d4xE 
E
µνρσtrR F
µν
E F
ρσ
E . (3.42)
8In doing the Euclidean continuations involving µνρσ and γ5 one has to very carefully keep track of all signs. This
will be discussed in some detail in section 10.1.
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This relation is an example of the famous Atiyah-Singer index theorem. It again shows that the r.h.s.
must be an integer and invariant under smooth deformations of Aµ. On the other hand (cf sect. 10.1),
the Minkowskian continuation of the r.h.s. simply yields the same expression without the sub- or
superscripts E, so that finally we have again
index(iD/ E) =
1
32pi2
∫
d4x µνρσtrR F µνF ρσ = −1
2
∫
d4xa(x) . (3.43)
All this matches nicely with what we found above when we related the abelian anomaly for constant
 to the instanton number and found that
∫
d4xa(x) must be an even integer.
We cannot resist from deriving the index theorem in arbitrary even dimensions d = 2r since this is
a straightforward generalization of the previous computation which we now do directly in Euclidean
signature. The index is still given by (3.40) with γ5 replaced by the Euclidean chirality matrix in
2r dimensions, γE = i
rγ1E . . . γ
2r
E (cf. (10.12) below). To slightly simplify the computation we will
explicitly use f(s) = e−s. The obvious generalization of (3.17) then is
index(iD/ E,2r) = lim
Λ→∞
Tr γE f
(
−D/
2
E
Λ2
)
= lim
Λ→∞
∫
dx2rE Λ
2r
∫
d2rqE
(2pi)2r
tr γE exp
(
−q2E − 2i
qµED
E
µ
Λ
+
D/ 2E
Λ2
)
=
∫
dx2rE
∫
d2rqE
(2pi)2r
e−q
2
E tr γE
(D/ 2E)
r
r!
. (3.44)
Using D/ 2E = D
E
µD
µ
E − i2γµEγνE FEµν and trD γEγµ1E . . . γµ2rE = ir2r(−)rµ1...µ2rE with 1...2rE = +1. we get
tr γE(D/
2
E)
r =
(
− i
2
)r
trD γEγ
µ1
E . . . γ
µ2r
E trR F
E
µ1µ2
. . . FEµ2r−1µ2r = (−)rµ1...µ2rE trR FEµ1µ2 . . . FEµ2r−1µ2r .
(3.45)
On the other hand,
∫
d2rqE
(2pi)2r
e−q
2
E = 1
(4pi)r
, so that we obtain for the index of the Dirac operator in 2r
Euclidean dimensions:
index(iD/ E,2r) =
(−)r
r!(4pi)r
∫
dx2rE 
µ1...µ2r
E trR F
E
µ1µ2
. . . FEµ2r−1µ2r ,
with [DEµ , D
E
ν ] = −iFEµν and γE = irγ1E . . . γ2rE .
(3.46)
In four dimensions, i.e. for r = 2, we get back eq. (3.42). Also, in the appendix, we give an explicit
example of an abelian gauge field in 2 dimensions (r = 1) with
∫
d2xE 
µν
E F
E
µν = −4pim, m ∈ Z and
explicitly show that with this gauge field the index equals m, again in agreement with (3.46). Finally,
we note that the mathematical literature rather uses antihermitean field strengths Fµν = −iFµν (cf
eq. (8.25) below) so that the index theorem becomes9
index(iD/ E,2r) =
(−i)r
r!(4pi)r
∫
dx2rE 
µ1...µ2r
E trR F
E
µ1µ2
. . . FEµ2r−1µ2r . (3.47)
9In most references the prefactor is ir rather (−i)r corresponding either to a chirality matrix defined as (−i)rγ1E . . . γ2rE
or to a field strength Fµν (actually the Lie algebra generators) defined with the opposite sign convention.
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4 Anomalies, current non-conservation and non-invariance
of the effective action
While the abelian anomaly is concerned with a local or global U(1) symmetry that commutes with
the (non-abelian) gauge symmetry, in the following, we will be mostly concerned with anomalies of
the (non-abelian) gauge symmetry itself. The essential question then is whether the effective action
W˜ [A] obtained after integrating out the matter fields, as defined in (3.3), is invariant under gauge
transformations or not. In this section, we establish some general results that will be useful in later
explicit computations of the anomalies. In particular, we will precisely relate the anomaly to the non-
invariance of the effective action W˜ [A], as well as to the non-conservation of the quantum current,
and carefully work out the anomalous Ward identities with particular emphasis on getting the signs
and i’s correctly.
4.1 Anomalous Slavnov-Taylor identities and non-invariance of the effec-
tive action
4.1.1 Anomalous Slavnov-Taylor identities : the general case
Let us first derive the anomalous Slavnov-Taylor identities for some general local symmetry10 acting
on some set of fields φr as
φr(x)→ φ′r = φr(x) + δφr(x) , δφr(x) =  F r(x, φ(x)) , (4.1)
and under which some classical action is assumed to be invariant:
S[φr + F r] = S[φr] . (4.2)
However, we suppose that the integation measure is not invariant but rather transforms as11∏
r
Dφr →
∏
r
D(φr + F r) =
∏
r
Dφr ei
R
d4x A(x) . (4.3)
Then the generating functional of connected diagrams W [J ] is given by
eiW [J ] =
∫ ∏
r
Dφr exp
[
iS[φr] + i
∫
Jr(x)φ
r(x)
]
=
∫ ∏
r
Dφ′r exp
[
iS[φ′r] + i
∫
Jr(x)φ
′r(x)
]
=
∫ ∏
r
Dφr exp
[
i
∫
A(x) + iS[φr] + i
∫
Jr(x)φ
r(x) + i
∫
Jr(x)F
r(x, φ)
]
=
∫ ∏
r
Dφr exp
[
iS[φr] + i
∫
Jr(x)φ
r(x)
]{
1 + i
∫ (
A(x) + Jr(x)F r(x, φ)
)}
, (4.4)
10Note that although we use a constant parameter  the symmetries are in general local ones since F r depends
explicitly on x.
11In the present general setting, we use the symbol A for the anomalous transformation of the measure, reserving the
symbol a for the abelian anomaly (under chiral transformations of the fermions).
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where we first changed integration variables from φr to φ′r and then used the invariance of the action
and the anomalous transformation of the measure. It follows that∫
d4x
(
A(x) + Jr(x)〈F r(x,Φ)〉J
)
= 0 , (4.5)
where 〈O〉J is the expectation value of the operator O in the presence of the source J , i.e. computed
with an action S+
∫
Jrφ
r and we denoted Φr the quantum operator corresponding to φr. Note that the
identity (4.5) is true for all currents Jr(x). In particular, one can take successive functional derivatives
with respect to Js1(y1), . . . Jsn(yn) and then set J = 0 to obtain relations between expressions involving
various expectation values 〈Φs1(y1) . . .Φsn(yn)F r(x,Φ)〉J=0 and the anomaly function A(x).
We want to rewrite the identity (4.5) in terms of the quantum effective action Γ defined from W
by a Legendre transformation. To do this Legendre transformation one first defines
ϕr(x) =
δW [J ]
δJr(x)
≡ 〈Φr(x)〉J . (4.6)
This can be solved (generically) to give Jr as a function of ϕ
r: We let Jϕ,r be the current which is
such that 〈Φr(x)〉J equals a prescribed value ϕr(x). Then the quantum effective action Γ[ϕ] is defined
as
Γ[ϕ] = W [Jϕ]−
∫
d4xϕr(x) Jϕ,r(x) . (4.7)
Introducing a loop-counting parameter λ by replacing S → 1
λ
S, as discussed above, it is not difficult to
see that Γ[ϕ] equals S[ϕ] at tree-level, but it also contains contributions from all loops, hence the name
quantum effective action. Along the same lines one can also see that an arbitrary Green’s function
can be computed (in perturbation theory) by using Γ as an action and only computing tree diagrams
with all propagators and vertices taken from Γ. This shows that Γ is the generating functional of
one-particle irreducible diagrams, i.e. of (inverse) full propagators and vertex functions. For these
reasons the ϕr are sometimes called background or classical fields. It follows from the definition of Γ
that Jϕ,r(x) = − δΓ[ϕ]δϕr(x) and, of course, 〈Φr〉Jϕ,r = ϕr. However, we do not have 〈F (x,Φ)〉Jϕ,r = F (x, ϕ),
unless F depends linearly on Φ. Thus we can rewrite the (anomalous) Slavnov-Taylor identity (4.5),
by choosing J to equal Jϕ, as∫
d4x
(
A(x)− 〈F r(x,Φ)〉Jϕ
δΓ[ϕ]
δϕr(x)
)
= 0 . (4.8)
For a linear symmetry, i.e. with F r(x,Φ) depending linearly on the Φs this simplifies as∫
d4x
(
A(x)− F r(x, ϕ) δΓ[ϕ]
δϕr(x)
)
= 0 for a linear symmetry . (4.9)
But F r(x, ϕ) is just δϕr, so that we can rewrite this as
δeΓ[ϕ] ≡
∫
d4x δϕr(x)
δΓ[ϕ]
δϕr(x)
=
∫
d4x A(x) for a linear symmetry . (4.10)
This states that, in the absence of anomalies, the quantum effective action is invariant under the
same linear symmetries as the classical action and, when anomalies are present, the variation of the
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quantum effective action equals the anomaly. Of course, this remains true for a linear symmetry
depending on multiple infinitesimal parameters a(x) in which case (4.10) reads
δeΓ[ϕ] ≡
∫
d4x δϕr(x)
δΓ[ϕ]
δϕr(x)
=
∫
d4x a(x)Aa(x) for linear symmetries . (4.11)
4.1.2 Anomalous Slavnov-Taylor identities for gauge theories
It is in the latter form (4.11) that the anomalous Slavnov-Taylor identities are most useful in the
non-abelian gauge theories, where the role of the φr now is played by the gauge and matter fields
Aµ, ψ, ψ¯. However, in gauge theories the gauge invariance of the classical action S[A,ψ, ψ¯], although a
linear symmetry, does not translate into the corresponding symmetry for the quantum effective action
Γ[A0, ψ0, ψ¯0] (where A0, ψ0, ψ¯0 play the role of the ϕ
r), even in the absence of anomalies. This is due to
the fact that it is not the classical action which appears in the functional integral but the gauge-fixed
action and the addition of the gauge fixing terms of course breaks the gauge symmetry. There are
several avenues one can nevertheless pursue to exploit the gauge symmetry of the classical action:
• The gauge-fixed action, although no longer gauge invariant, is BRST invariant. However, BRST
symmetry is a non-linear symmetry. It follows that the (anomalous) Slavnov-Taylor identities
for the BRST symmetry will hold in the form (4.8) but this is somewhat less convenient to
deal with than the simpler form (4.11) for linear symmetries. Of course, one can still derive an
infinite set of (anomalous) Ward identities between Green’s functions.
• One may use a specific gauge fixing, called background field gauge. This gauge fixing breaks
the gauge invariance with respect to Aµ in the functional integral, as necessary e.g. to have a
well-defined gauge field propagator, but this is done in such a way that Γ[A0, ψ0, ψ¯0] is gauge
invariant with respect to gauge transformations of the so-called “background fields” A0, ψ0, ψ¯0, if
the functional integral measures are invariant. One can then derive (anomalous) Slavnov-Taylor
identities for this quantum effective action computed using background field gauge fixing.
• For the present purpose of studying anomalies there is an alternative way to proceed. As
discussed in the previous section, anomalies arise from the non-invariance of the fermionic matter
functional integral measures, and it is enough to consider the somewhat intermediate notion of
effective action W˜ [A] defined in (3.3) where one only does the functional integral over the
matter fields. This avoids the complication of the gauge fixing procedure (and subsequent
non-invariance of the gauge fixed action). It is clear from its definition that W˜ [A] computes
the connected vacuum to vacuum amplitude for the fermions in the presence of an “external”
gauge field Aµ. Alternatively, still for fixed “external” Aµ we may introduce sources χ, χ for the
fermions only, compute the generating functional W [χ, χ;A] and do the Legendre transformation
with respect to χ and χ to get Γ˜[ψ0, ψ¯0;A]. This is the quantum effective action for the fermions
in an external gauge field Aµ. Clearly, setting ψ0 = ψ¯0 = 0 gives again the connected vacuum
to vacuum amplitude for the fermions in the external field Aµ so that W˜ [A] = Γ˜[0, 0;A]. In the
following, we will concentrate on this W˜ [A].
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Once we have obtained W˜ [A] we must still carry out the functional integral over the gauge fields,
now using as “classical” action
S˜[A] = −1
4
∫
d4xFαµνF
αµν + W˜ [A] . (4.12)
If W˜ [A] is gauge invariant then so is S˜[A] and everything proceeds as usual: one goes through the
standard Faddeev-Popov procedure of adding a gauge-fixing term and the ghosts (or alternatively
uses the slightly more general BRST quantization of adding some BRST exact term sBRSTΨ where
Ψ is some local functional of ghost number −1). In the end one can then prove, as usual, that the
theory is renormalizable and unitary and that amplitudes between physical states do not depend on
the gauge fixing. However, if W˜ [A] is not gauge invariant, all this breaks down and, typically, the
theory would not be renormalizable and, even worse, would contain physical states of negative norm
and unitarity would be violated.
Let us now show that the gauge variation of W˜ [A] is given by the anomaly and, hence, in the
absence of anomalies, W˜ [A] is indeed gauge invariant. Let A′µ = Aµ + δAµ with δAµ = Dµ (or more
explicitly, δAαµ = ∂µ
α + CαβγA
β
µ
γ). Then doing the by now familiar manipulations of first changing
names of the integration variables from ψ, ψ¯ to ψ′, ψ¯′ and then letting the primed fields be the gauge
transformed ones and using the invariance of the classical action as well as the possible non-invariance
of the fermion measures, we get
ei
fW [A′] =
∫
DψDψ¯ eiSmat[ψ,ψ¯,A′] =
∫
Dψ′Dψ¯′ eiSmat[ψ′,ψ¯′,A′]
=
∫
DψDψ¯ ei
R
d4x α(x)Aα(x)+iSmat[ψ,ψ¯,A] = ei
R
d4x αAα(x)ei
fW [A] , (4.13)
and we conclude
δW˜ [A] ≡ W˜ [A+ δA]− W˜ [A] =
∫
d4x α(x)Aα(x) . (4.14)
The left hand side is the gauge variation of W˜ [A], so that the integrated anomaly equals the gauge
variation of the effective action W˜ [A].
4.2 Current non-conservation and the anomaly
For any functional W [A] of the gauge fields only, its gauge variation is given by
δW [A] ≡ W [A+ δA]−W [A] =
∫
d4x δAαµ(x)
δW
δAαµ(x)
=
∫
d4x (Dµ(x))
α δW
δAαµ(x)
= −
∫
d4x (x)α
(
Dµ
δW
δAµ(x)
)
α
, (4.15)
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where in the last step we used the fact that one can do a partial integration with the covariant
derivative as if it were just an ordinary derivative. Indeed, we have12∫
d4x (Dµ)
αGµα =
∫
d4x
(
∂µ
α + CαβγA
β
µ
γ
)
Gµα
=
∫
d4x α
(
− ∂µGµα − CαβγAβµGµγ
)
= −
∫
d4x α(DµGµ)α . (4.16)
Thus, equation (4.14) can be equivalently written as
δW˜ [A] =
∫
d4x (Dµ(x))
α δfW
δAαµ(x)
=
∫
d4x α(x)Aα(x) ⇔ Dµ δfWδAαµ(x) = −Aα(x) . (4.17)
The left equality states again that the integrated anomaly equals the variation of the effective action
W˜ [A], while the equality on the right states that the covariant divergence of the expectation value
of the non-abelian matter current equals minus the anomaly. Indeed, with the current defined as in
(2.17) we have
δW˜
δAαµ(x)
= 〈Jµα(x)〉A , (4.18)
where the subscript A is to remind us that the expectation value is computed with a fixed “external”
Aµ-field. Thus we arrive at (
Dµ〈Jµ(x)〉A
)
α
= − Aα(x) . (4.19)
Recall that for the matter Lagrangian (3.1) we have
Jµα = iψ¯γ
µtRα ψ . (4.20)
These results are similar to but different from those obtained for the abelian anomaly under the chiral
transformations of the fermions where we had (cf eq. (3.30))
−∂µ〈Jµ5 (x)〉A = a(x) , (4.21)
while (3.31) related the axial anomaly to the variation of the 1PI effective action Γ˜[ψ0, ψ¯0, A] at fixed
gauge field A.
Remark : Let us make a comment about a somewhat different definition of anomaly one can find
in the earlier literature. With our definition (4.18) of the current, the definitions of the anomaly as
the current non-conservation (4.19) or as the non-invariance of the effective action (4.17) are perfectly
equivalent. We will only talk about anomalies defined in this way. They are referred to as consistent
anomalies in the literature (because they satisfy the Wess-Zumino consistency condition to be discussed
12To simplify the notation, we will assume that the Cαβγ are completely antisymmetric and we will then often denote
them as Cαβγ . As discussed in sect. 2.3 this is the case if the gauge group is a product of commuting compact simple
and U(1) factors, which indeed is the case for most gauge groups one does encounter. Also, if the group is non-compact
(as e.g. SO(3, 1)) one can often study the compact version (as SO(4)) and “analytically continue” the result in the end.
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later-on). In the earlier literature though, anomalies were mainly seen as a non-conservation of the
currents. It then makes sense to change the definition of a current by adding a local expression in the
gauge fields: Jµα → Jµα + Xµα . Unless Xµ = δFδAαµ with some local functional F , the new current does
not satisfy the definition (4.18) with some modified effective action. In terms of the triangle diagrams
to be discussed soon, the consistent definition automatically implements Bose symmetry between all
vertices, while this is no longer the case for the modified currents. For a suitable choice of Xµα one
may e.g. achieve that DµJ
µ is a gauge covariant expression (which is not the case for our definition
of current and consistent anomaly). In this case one talks about the covariant (form of the) anomaly.
Again, in these lectures we will always talk about the consistent, not the covariant, anomaly.
4.3 Anomalous Ward identities
The relations derived above for the variation of the effective action or the covariant divergence of the
current in an external field Aν are relations for generating functionals. Taking various derivatives
with respect to the external field Aν generates an (infinite) set of identities between Green’s functions
known as (anomalous) Ward identities.
Let us first recall the various signs and factors of i that appear in relation with the generating
functionals. Since Jµα =
δSmat
δAαµ
does not involve the gauge field A it follow from the definition of W˜ [A]
that
δ
δAα1µ1(x1)
. . .
δ
δAαnµn(xn)
W˜
∣∣∣
A=0
= in−1 〈T(Jµ1α1 (x1) . . . Jµnαn (xn))〉C , (4.22)
where the subscript C indicates to take only the connected part of the current correlator. Now consider
the n-point vertex function Γµ1...µnα1...αn(x1, . . . , xn) which appears as the coefficient of A
α1
µ1
(x1) . . . A
αn
µn(xn)
in the generating functional of 1PI diagrams Γ[A]. More precisely, it is iΓ[A] which generates the 1PI
diagrams. The nth order diagram is the connected time-ordered vacuum expectation value of n factors
of iLint = iJµαAαµ. Hence, we have
Γµ1...µnα1...αn(x1, . . . , xn) = i
n−1 〈T(Jµ1α1 (x1) . . . Jµnαn (xn))〉C , (4.23)
which equals (4.22), and thus
Γµ1...µnα1...αn(x1, . . . , xn) =
δ
δAα1µ1(x1)
. . .
δ
δAαnµn(xn)
W˜
∣∣∣
A=0
. (4.24)
4.3.1 The case of the abelian anomaly
As a first example, consider the abelian anomaly of eq. (3.30) or (4.21) in a theory with only a single
U(1) gauge field. Thus the generators tα are replaced by a single t whose eigenvalues are the U(1)
charges of the fields, conventionally called qj. In particular, trR t tαtβ →
∑
j q
3
j . Then we have for the
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abelian anomaly given in (3.24)
δ
δAν(y)
δ
δAρ(z)
a(x) = − 1
16pi2
(∑
j
q3j
) δ
δAν(y)
δ
δAρ(z)
µλσκ
(
2∂µAλ(x)
)(
2∂σAκ(x)
)
= − 1
2pi2
(∑
j
q3j
)
µνσρ
(
∂
∂xµ
δ(4)(y − x)
)
∂
∂xσ
δ(4)(z − x)
= +
1
2pi2
(∑
j
q3j
)
νρλσ
(
∂
∂yλ
δ(4)(y − x)
)
∂
∂zσ
δ(4)(z − x) . (4.25)
By eq. (4.21) this should equal
− δ
δAν(y)
δ
δAρ(z)
∂
∂xµ
〈Jµ5 (x)〉A
∣∣∣
A=0
= − ∂
∂xµ
δ
δAν(y)
δ
δAρ(z)
〈Jµ5 (x)〉A
∣∣∣
A=0
= +
∂
∂xµ
〈 T
(
Jµ5 (x)J
ν(y)Jρ(z)
)
〉C , (4.26)
where an additional minus sign arose in the last equality because according to (4.22) each δ
δA
gives an
insertion of iJ . The three-current correlator is easily computed in perturbation theory as a one-loop
triangle diagram with the three currents at the vertices, see Fig. 1. In complete analogy with (4.23),
the exact relation is
〈 T
(
Jµ5 (x)J
ν(y)Jρ(z)
)
〉C = −Γµνρ5 (x, y, z) , (4.27)
with iΓµνρ5 computed from the triangle diagram with one vertex i× (iγµγ5qj) and two other vertices13
i× (iγνqj) and i× (iγρqj). This will be done in section 5.1.
γ  γ
j γ
ρ
qj γ
ν
q  j
µ
5
q
Figure 1: The triangle diagram for a fermion of charge qj contributing to the abelian anomaly
It follows that
− ∂
∂xµ
Γµνρ5 (x, y, z) =
1
2pi2
(∑
j
q3j
)
νρλσ
(
∂
∂yλ
δ(4)(y − x)
)
∂
∂zσ
δ(4)(z − x) . (4.28)
Upon Fourier transforming, taking all momenta as incoming (this corresponds to +ikx etc in the
exponent),∫
d4x d4y d4z e+ikx+ipy+iqz Γµνρ5 (x, y, z) = (2pi)
4δ(4)(k + p+ q) Γµνρ5 (−p− q, p, q) , (4.29)
13If the fermion field describes an electron, one usually writes q = −e with e > 0 and the vertices then are +eγµγ5,
as well as +eγν and +eγρ, which is indeed the usual convention.
24
we get
−i(p+ q)µΓµνρ5 (−p− q, p, q) = −
1
2pi2
(∑
j
q3j
)
νρλσpλqσ , (4.30)
a relation we will check again below (including the precise factor and sign) by explicitly computing
the triangle Feynman diagram. More generally, for the abelian anomaly for fermions transforming in
an arbitrary representation R of a non-abelian gauge group one would have obtained
−i(p+ q)µΓµνρ5βγ(−p− q, p, q) = −
1
2pi2
(
trR t t(βtγ)
)
νρλσpλqσ . (4.31)
One can similarly derive (anomalous) Ward identities for n-point vertex functions Γµν2...νn5 with
one insertion of γ5 at one of the vertices. If only U(1) gauge fields are present, the abelian anomaly
is bilinear in the gauge fields Aµ. It follows that when taking three or more functional derivatives
of eq. (4.21), the anomaly does no longer contribute. Hence, in this case, box, pentagon or higher
one-loop diagrams are not affected by the abelian anomaly:
i p(1)µ Γ
µ ν2...νn
5
(
p(1), p(2), . . . p(n)
)
= 0 , p(1) = −∑nr=2 p(r) , n ≥ 4 and only U(1) gauge fields .
(4.32)
On the other hand, if non-abelian gauge fields couple to the matter fields in the loop, i.e. if trR t tβtγ 6=
0 for generators tβ, tγ of a non-abelian gauge group, then the anomaly contains terms that are bilinear,
trilinear and quartic in these gauge fields and the corresponding box and pentagon diagrams could
also display the abelian anomaly. For the pentagon diagram e.g. it is straightforward to obtain
ip(1)µ Γ
µ ν1ν2ν3ν4
5α1α2α3α4
(p(i)) = − 3
2pi2
ν1ν2ν3ν4
(
trR t t(βtγ)
)
Cβ[α1α2C
γ
α3α4]
, (4.33)
with p(1) = −∑4r=1 p(r). However, for the abelian anomaly we are interested in the case [t, tβ] =
[t, tγ] = 0 (only then the chiral transformation is a symmetry of the classical matter Lagrangian)
when the relevant Lie algebra is a sum of the U(1) associated with t and some non-abelian G with
generators tβ, tγ. Then the trace is
trR t t(βtγ) =
∑
j
qj trRj t
Rj
β t
Rj
γ =
∑
j
qj CRj δβγ , (4.34)
so that (4.33) becomes
ip(1)µ Γ
µ ν1ν2ν3ν4
5α1α2α3α4
(p(i)) = − 3
2pi2
ν1ν2ν3ν4
∑
j
qjCRjC
β
[α1α2
Cβα3α4] = 0 , (4.35)
because Cβ[α1α2C
β
α3α4]
= 0 due to the Jacobi identity. Hence the pentagon diagram is not anomalous.
4.3.2 The case of anomalies under a non-abelian gauge symmetry
Now we turn to anomalies under the (non-abelian) gauge symmetry. The anomalous Slavnov-Taylor
identities implied the relations (4.17) and the covariant current non-conservation (4.19). Let us simi-
larly extract an anomalous Ward identity for the 3-point vertex function
Γµνραβγ(x, y, z) = −〈T
(
Jµα(x)J
ν
β (y)J
ρ
γ (z)
)〉 = + δ
δAαµ(x)
δ
δAβν (y)
δ
δAγρ(z)
W˜ [A]
∣∣∣
A=0
, (4.36)
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that one can check by a Feynman diagram computation. This time though, the functional derivative
with respect to A(y) does not commute with the covariant derivative Dµ with respect to x, since the
latter now contains the gauge field. We begin with the right equation (4.17), which we write as
−Aα[A, x] = ∂
∂xµ
δW˜ [A]
δAαµ(x)
+ CαδA
δ
µ(x)
δW˜ [A]
δAµ(x)
, (4.37)
and take δ
δAβν (y)
to get
−δAα[A, x]
δAβν (y)
=
∂
∂xµ
δ2W˜ [A]
δAαµ(x)δA
β
ν (y)
+ CαδA
δ
µ(x)
δ2W˜ [A]
δAµ(x)δA
β
ν (y)
+ Cαβδ
(4)(x− y) δW˜ [A]
δAν(x)
. (4.38)
Taking one more derivative with respect to δ
δAγρ(z)
yields
− δ
2Aα[A, x]
δAβν (y)δA
γ
ρ(z)
=
∂
∂xµ
δ3W˜ [A]
δAαµ(x)δA
β
ν (y)δA
γ
ρ(z)
+ CαδA
δ
µ(x)
δ3W˜ [A]
δAµ(x)δA
β
ν (y)δA
γ
ρ(z)
+ Cαγδ
(4)(x− z) δ
2W˜ [A]
δAρ(x)δA
β
ν (y)
+ Cαβδ
(4)(x− y) δ
2W˜ [A]
δAν(x)δA
γ
ρ(z)
. (4.39)
Take then A = 0 and recall that (trR ttβ = g2iC
(i)
R δβ)
δ2W˜ [A]
δAρ(x)δA
β
ν (y)
∣∣∣∣∣
A=0
= i〈T(Jρ (x)Jνβ (y))〉 = Γρνβ(x, y) ≡ Πρνβ(x, y) = δβΠρν(i)(x, y) , (4.40)
which corresponds to the matter contribution to the vacuum polarization.14 The subscript (i) on Πρν
is to remind us that we are including the coupling constant and the normalization constant C
(i)
R in Π
ρν
(i)
and for a gauge group with several simple or U(1) factors Gi these constants differ from one factor to
the other. We will also denote
A νρα,βγ(x; y, z) =
δ2Aα[A, x]
δAβν (y)δA
γ
ρ(z)
∣∣∣∣∣
A=0
, (4.41)
and finally get the anomalous Ward identity:
−A νρα,βγ(x; y, z) =
∂
∂xµ
Γµνραβγ(x, y, z) + Cαβγ
[
δ(4)(x− y)Πνρ(i)(y, z)− δ(4)(x− z)Πνρ(i)(y, z)
]
. (4.42)
In the absence of an anomaly, this is very similar to the well-known Ward identity of QED which
relates the divergence of the vertex function ∂µΓ
µ to the inverse of the full fermion propagator. Again,
(4.42) can be checked by the computation of a one-loop, three-point amplitude, i.e. of a triangle
diagram, as will be done in the next section.
Of course, taking even more derivatives with respect to A before setting A = 0 also gives similarly
(anomalous) Ward identities for the 4- and 5-point functions Γµνρσαβγδ and Γ
µνρσλ
αβγδ , as well as all higher
14Of course, we are including matter loops, but no gauge field or ghost loops.
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n-point functions. We will show in sect. 9 that (the consistent anomaly) Aα only contains terms
quadratic and cubic in the gauge field A. This implies that taking four derivatives of Aα with respect
to A yields zero, so that the Ward identities for all n-point functions with n ≥ 5 are actually non-
anomalous. However, due to the appearance of the covariant derivative in (4.37), these Ward identities
relate the n-point functions to the (n−1)-point functions and, e.g. for n = 5, one has a non-anomalous
Ward identity that nevertheless relates the 5-point functions to the anomalous 4-point functions.
Taking again the Fourier transform of (4.42), using analogous conventions as is (4.29) we get
−i(p+ q)µΓµνραβγ(−p− q, p, q) = A νρα,βγ(−p− q; p, q)− Cαβγ
[
Πνρ(i)(p,−p)− Πνρ(i)(−q, q)
]
. (4.43)
(Of course, the two-point functions are even functions of their arguments, Πνρ(i)(p,−p) = Πνρ(i)(−p, p).)
The two terms on the right-hand-side are often referred to as the anomalous and non-anomalous
contribution to the Ward identity. We will find later-on thatAνρα,βγ ∼ trR t(αtβtγ) so that the anomalous
contribution is the part which is completely symmetric in the Lie algebra indices, while the non-
anomalous part is completely antisymmetric in these indices.15
After all these general considerations it is maybe useful to recall that we have not yet determined
the anomaly Aα(x) giving the possible non-invariance of W˜ [A] under gauge transformations. What we
have done is to set up a precise dictionary allowing us in the following to reconstruct the full anomaly
from a single number we will extract from a one-loop triangle diagram computation, and also much
later from more sophisticated considerations about the index of an appropriate Dirac operator. For
now suppose the anomaly has the form
Aα(x) = 4 c µνρσtrR tαtβtγ (∂µAβν (x))(∂ρAγσ(x)) +O(A3) = c µνρσtrR tαF linµν F linρσ +O(A3) , (4.44)
where F linµν = ∂µAν − ∂νAµ is the linearized part of the non-abelian field strength. Then, similarly to
the computation we did above for the abelian anomaly, we now get
A νρα,βγ(−p− q, p, q) = 8 c νρλσpλqσDRαβγ , (4.45)
with the D-symbol being the symmetrized trace16 in the representation R of three generators
DRαβγ = trR t(αtβtγ) . (4.46)
We conclude
Aα(x) ≡ −(Dµ〈Jµ(x)〉A)α = c µνρσtrR tαF linµν F linρσ +O(A3)
⇔
−i(p+ q)µΓµνραβγ(−p− q, p, q)
∣∣∣
−piece
= 8 c νρλσpλqσD
R
αβγ .
(4.47)
15The non-anomalous part of (4.42) is also easy to obtain using current algebra arguments as follows: taking ∂/∂xµ
of 〈T (Jµα(x)Jνβ (y)Jργ (z))〉 gives a contribution 〈T (∂µJµα(x)Jνβ (y)Jργ (z))〉 which vanishes to lowest order in A, but also
contributions of the type ∼ δ(x0 − y0)〈T ([J0α(x), Jνβ (y)]Jργ (z))〉 ∼ δ(4)(x − y)Cαβ〈T (Jν (y)Jργ (z))〉 which arise from
∂/∂x0 acting on the θ(x0 − y0) of the time-ordering.
16The symmetrized trace appears since in (4.44) µνρσ(∂µAβν (x))(∂ρA
γ
σ(x)) is symmetric in β ↔ γ. Hence, we could
have replaced trR tαtβtγ by trR tαt(βtγ) which, because of the cyclicity of the trace, is actually symmetric in all three
indices.
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5 Anomalies from triangle Feynman diagrams
In the previous section, we have established precise relations, in the form of anomalous Ward identities,
between (functional derivatives of) the anomaly and certain proper vertex (one-particle irreducible)
functions. The relevant proper vertex functions in four dimensions are triangle diagrams. In this
section we will very explicitly evaluate such triangle Feynman diagrams. We first do the computation
for the abelian anomaly and confirm our results of section 3. Then we compute the triangle diagram for
chiral fermions coupled to non-abelian gauge fields, thus establishing the non-abelian gauge anomaly.
We will do the computation in Pauli-Villars regularization so that one can very explicitly see how
and where the anomalies arise. We will provide many computational details. The reader who is less
interested in these details may safely skip most of the calculations and directly go to the results (5.13)
and (5.16) for the abelian anomaly, and (5.43) as well as (5.44) for the non-abelian gauge anomaly.
5.1 The abelian anomaly from the triangle Feynman diagram: AVV
We will now compute the anomalous triangle diagram with one axial current and two vector currents
(AVV) and probe it for the conservation of the axial current. In the above language, we will do
a Feynman diagram computation of Γ µνρ5βγ . In the next subsection, we will be interested in a very
similar computation. In order to be able to easily transpose the present computation, we will replace
jµ5 = iψ¯γ
µγ5tψ by the more general
jµ5α = iψ¯γ
µγ5tαψ , (5.1)
and instead compute Γ µνρ5αβγ. We may then replace the non-abelian generator tα by the abelian generator
t in the end.
5k
k+p
k−q
k
k+q
k−p
αα
p
q
−p−q
j
j γ
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ρ
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q
−p−q
j
j γ
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ρ
Figure 2: The two triangle diagrams contributing to the abelian anomaly
As shown in Fig. 2, there are two diagrams contributing to iΓ µνρ5βγ , corresponding to the two ways
to contract the fermion fields contained in the currents. As explained above, the vertices contribute
−γµγ5tα and−γνtβ, resp. −γρtγ, while the fermion loop contributes an extra minus sign. A propagator
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for a fermion of momentum k and mass m is −i
ik/+m−i = (−i) −ik/+mk2+m2−i . We get
iΓ µνρ5αβγ(−p− q, p, q)
= −
∫
d4k
(2pi)4
trD
{
(−γµγ5)(−i) −i(k/+ p/)
(k + p)2 − i(−γ
ν)(−i) −ik/
k2 − i(−γ
ρ)(−i) −i(k/− q/)
(k − q)2 − i
}
trR tαtβtγ
+(p↔ q, ν ↔ ρ, β ↔ γ) , (5.2)
or simplifying a bit (note that we get an extra minus sign from anticommuting the γ5 to the left)
Γ µνρ5αβγ(−p− q, p, q)
= −i
∫
d4k
(2pi)4
trD
{
γ5γ
µ (k/+ p/)
(k + p)2 − iγ
ν k/
k2 − iγ
ρ (k/− q/)
(k − q)2 − i
}
trR tαtβtγ + (p↔ q, ν ↔ ρ, β ↔ γ) .
(5.3)
Of course, as it stands, the integral is divergent. Since dimensional regularization is tricky in the
presence of a γ5, we will use the safer Pauli-Villars regularization. It consists in adding for each fermion
another one with a large mass M and opposite statistics (thus missing the minus sign accompanying
the fermion loop). This amounts to subtracting from each integrand the same expression but with
massive fermion propagators. If the integral (5.3) were convergent, the contribution of the regulator
fields would vanish as M → ∞, as it should for a sensible regularization. Instead, the divergence of
(5.3) translates into an M -dependence of the regularized integral. At present, our regularized Γ µνρ5αβγ is
[
Γ µνρ5αβγ(−p− q, p, q)
]
reg
= −i
∫
d4k
(2pi)4
(
Iµνρ0 (k, p, q)−IµνρM (k, p, q)
)
trR tαtβtγ+(p↔ q, ν ↔ ρ, β ↔ γ) ,
(5.4)
with
IµνρM (k, p, q) = trD
{
γ5γ
µ k/+ p/+ iM
(k + p)2 +M2 − iγ
ν k/+ iM
k2 +M2 − iγ
ρ k/− q/+ iM
(k − q)2 +M2 − i
}
. (5.5)
Let us insists that, for any finite M , (5.4) is a finite well-defined integral, and all the usual manip-
ulations, like shifting the integration variable, are allowed. Clearly, unlike (3.1), the Lagrangian for
these massive regulator fields lacks the chiral symmetry (3.23), and this is why one finds the anomaly
in the end.
We are only interested in (p + q)µ
[
Γ µνρ5αβγ(−p− q, p, q)
]
reg
and, hence, we only need to compute
(p+ q)µI
µνρ
M (k, p, q). Using
γ5(p/+ q/) = γ5(p/+ k/− iM) + (k/− q/− iM)γ5 + 2iMγ5 , (5.6)
we get
(p+ q)µI
µνρ
M (k, p, q) =
trD γ5γ
ν(k/+ iM)γρ(k/− q/+ iM)
[k2 +M2 − i][(k − q)2 +M2 − i] +
trD γ5(k/+ p/+ iM)γ
ν(k/+ iM)γρ
[(k + p)2 +M2 − i][k2 +M2 − i]
+ 2iM
trD γ5(k/+ p/+ iM)γ
ν(k/+ iM)γρ(k/− q/+ iM)
[(k + p)2 +M2 − i][k2 +M2 − i][(k − q)2 +M2 − i] . (5.7)
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Now, in the Dirac trace of the first term, only trD γ5γ
νk/γρ(k/−q/) = 4iνλρσkλ(−qσ) contributes. Then,
when doing the (convergent) integral
∫
d4k (with the M = 0 term subtracted), the kλ necessarily
gets replaced by a four-vector proportional to qλ, which is the only available one in this expression.
17
When contracted with νλρσqσ this vanishes. Similarly, the second term in (5.7) only involves k and p
and, after integration over d4k, yields a contribution ∼ λνσρpλpσ = 0. Hence, only the third term in
(5.7) will contribute and, since trD γ5(k/+ p/+ iM)γ
ν(k/+ iM)γρ(k/− q/+ iM) = 4M νρλσpλqσ, we have
(p+ q)µI
µνρ
M (k, p, q) '
8iM2 νρλσpλqσ
[(k + p)2 +M2 − i][k2 +M2 − i][(k − q)2 +M2 − i] , (5.9)
where ' means equality up to the terms that vanish after integration. Note that there is no cor-
responding term in (p + q)µI
µνρ
0 . In this sense, the whole anomalous contribution comes from the
regulator term IµνρM . However, the vanishing of the first two terms in (5.7) after integration is only
guaranteed if we correctly consider the combination I0 − IM . Using (5.9) and (5.4) we get
−i(p+ q)µ
[
Γ µνρ5αβγ(−p− q, p, q)
]
reg
= 8iM2 νρλσpλqσ I(p, q,M) trR tαtβtγ + (p↔ q, ν ↔ ρ, β ↔ γ) ,
(5.10)
with
I(p, q,M) =
∫
d4k
(2pi)4
1
[(k + p)2 +M2 − i][k2 +M2 − i][(k − q)2 +M2 − i] . (5.11)
The regulator M should be taken to ∞ in the end, so we only need the asymptotics of this integral
for large M which is easily obtained by letting k = M l:
I(p, q,M) ∼ 1
M2
∫
d4l
(2pi)4
1
[l2 + 1− i]3 =
i
32pi2M2
, (5.12)
where the i comes from the Wick rotation. Hence, we get a finite limite for M2I(p, q,M) as we remove
the regulator (M →∞), and
−i(p+ q)µΓ µνρ5αβγ(−p− q, p, q) = −
1
4pi2
νρλσpλqσ trR tαtβtγ + (p↔ q, ν ↔ ρ, β ↔ γ)
= − 1
2pi2
νρλσpλqσ trR tαt(βtγ) . (5.13)
Upon setting tα = t, this exactly reproduces the result (4.31).
As discussed above, this result implies that the axial current jµ5 is not conserved in the quantum
theory. As long as this only corresponds to an anomalous global chiral symmetry as in (3.23), it
does not lead to any inconsistency. It simply states that a certain global symmetry is broken by a
quantum effect. On the other hand, we might have probed for conservation of the two other (vector)
17Indeed, we have∫
d4k
{
kλ
[k2 +M2 − i][(k − q)2 +M2 − i] −
kλ
[k2 − i][(k − q)2 − i]
}
=
∫ 1
0
dx
∫
d4k
{
kλ
[(k − xq)2 +M2 + x(1− x)q2 − i]2 −
kλ
[(k − xq)2 + x(1− x)q2 − i]2
}
, (5.8)
which is convergent. Shifting the integration variable from k to k′ = k − xq, the integral is seen to be ∼ qλ.
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currents jνβ and j
ρ
γ . In a non-abelian gauge theory these currents do couple to the gauge fields and,
as extensively discussed in the previous section, their non-conservation would signal a breakdown of
the gauge invariance. Let us now check that this does not happen. Because of the symmetry under
exchange of p, ν, β with q, ρ, γ it is enough to compute pν
[
Γ µνρ5αβγ(−p− q, p, q)
]
reg
. Now pνI
µνρ
M (k, p, q)
involves(
k/+ p/+ iM
)
p/
(
k/+ iM) =
(
k/+ p/+ iM
)[(
p/+ k/− iM)− (k/− iM)](k/+ iM)
=
[
(k + p)2 +M2
](
k/+ iM
) − (p/+ k/+ iM)[k2 +M2] , (5.14)
which now leads to
pνI
µνρ
M (k, p, q) =
trD γ5γ
µ(k/+ iM)γρ(k/− q/+ iM)
[k2 +M2 − i][(k − q)2 +M2 − i] −
trD γ5γ
µ(k/+ p/+ iM)γρ(k/− q/+ iM)
[(k + p)2 +M2 − i][(k − q)2 +M2 − i] .
(5.15)
As compared to (5.7) the third term is now absent. This is directly related to the absence of γ5 in the
current we are probing for conservation. As before, these two terms in (5.15) vanish upon integration
over d4k, provided we always consider the convergent combination pνI
µνρ
M (k, p, q) − pνIµνρ0 (k, p, q).18
We conclude that
pν Γ
µνρ
5αβγ(−p− q, p, q) = qρ Γ µνρ5αβγ(−p− q, p, q) = 0 . (5.16)
5.2 Triangle diagram with chiral fermions only
5.2.1 Chiral fermions: preliminaries
We begin by recalling some simple facts about chiral fermions. Introduce the chirality projectors PL
and PR as
PL =
1 + γ5
2
, PR =
1− γ5
2
. (5.17)
Since γ†5 = γ5, these projectors are hermitian. They satisfy PLγ
µ = γµPR and PRγ
µ = γµPL, as well
as PLPR = PRPL = 0, so that in particular PLγ
µPL = 0, etc. For any fermion field ψ we let
ψL = PL ψ , ψR = PR ψ , ψ = ψL + ψR . (5.18)
The projected fields ψL and ψR are of course eigenstates of the chirality matrix γ5:
γ5ψL = ψL ⇔ PLψL = ψL, PRψL = 0
γ5ψR = −ψR ⇔ PRψR = ψR, PLψR = 0 . (5.19)
ψL has positive chirality and is called left-handed, while ψR has negative chirality and is called right-
handed. A fermion is called chiral if it either only has a left-handed part ψL or only a right-handed
part ψR. Since the projectors are hermitian and ψ¯ = ψ
†iγ0, we also have
ψLPL = 0 , ψLPR = ψL , ψRPR = 0 , ψRPL = ψR . (5.20)
18Indeed, the first term in (5.15) is ∼ µλρσkλqσ and vanishes after the integration which replaces kλ by some four-
vector proportional to qλ. In the second term, shifting the integration variable to k′ = k + p, we see that it equals the
first term with p+ q replacing q. Hence, it also vanishes after integration.
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It follows that
ψLψL = ψL (PLψL) =
(
ψLPL
)
ψL = 0 , ψRψR = ψR (PRψR) =
(
ψRPR
)
ψR = 0 . (5.21)
Thus a Dirac mass term only couples the left-handed to the right-handed part of a fermion,
ψ¯ψ = ψLψR + ψRψL , (5.22)
and a chiral fermion (with either ψL = 0 or ψR = 0) cannot have a (Dirac) mass term. On the other
hand,
PRD/ψL = D/PLψL = D/ψL , PLD/ψR = D/PRψR = D/ψR , (5.23)
so that D/ψL is right-handed and D/ψR is left-handed, and the standard kinetic terms ψLD/ψL or
ψRD/ψR are non-vanishing.
There is actually a possibility to write a mass term for a chiral fermion. As we will discuss in
more detail in sect. 7.1, the charge conjugate field ψc = iγ0Cψ∗ (see eqs. (7.4) and (7.5)) has the
opposite chirality, i.e. if ψ is left-handed, then ψc is right-handed, and vice versa. Thus we can write
a non-vanishing mass term of the form (5.22) as
m
(
ψLψ
c
L + ψ
c
LψL
)
. (5.24)
Since ψcL is right-handed, we could equivalently have written ψ
c
RψR + ψRψ
c
R. Note that the mass
term (5.24) violates fermion number conservation19 which is related to the global U(1) symmetry
ψ → eiαψ. Adopting a basis of γµ-matrices such that γ5 =
(
1 0
0 −1
)
, one can write ψL =
(
χ
0
)
with
a 2-component Weyl spinor χα, α = 1, 2. It is then not difficult to see that (5.24) can be rewritten as
the standard mass term for 2-component Weyl spinors, namely20
im
∑
α,β
(
χααβχβ + χ
∗
ββαχ
∗
α
)
, (5.25)
where αβ = (iσ2)αβ. More generally, one could have several fermion fields ψ
r
L, resp. χ
r, r = 1, . . . n
with a mass term involving a (symmetric) mass matrix mrs as∑
r,s
mrs
(
ψrL ψ
s,c
L + ψ
r,c
L ψ
s
L
)
= i
∑
r,s,α,β
mrs
(
χrααβχ
s
β + (χ
r
β)
∗βα(χsα)
∗) (5.26)
However, we will see in sect. 7.2 that depending on the representation R of the gauge group (or any
global symmetry group) carried by the ψL, such a mass term may or may not be allowed by the gauge
symmetry (or global symmetry) and, whenever it is allowed, the representation R does not lead to any
anomaly. For this reason, we may just as well continue to consider massless fermions only. Further
issues about generating masses for chiral fermions arise in spontaneously broken gauge theories like
the standard model. These will be briefly discussed in sect. 7.3.
19Although fermion number non-conservation is experimentally very much constrained, it is of course not inconsistent
from a theoretical point of view.
20One can take γ0 =
(
0 1
−1 0
)
and γj =
(
0 σj
σj 0
)
, so that C = −iγ1γ3 after fixing an arbitrary phase. Then
ψcL =
(
0
iσ2χ
∗
)
and ψL = ψ
†
Liγ
0 = i(0, χ∗T ) so that ψLψcL = iχ
∗T (iσ2)χ∗ and similarly (ψLψcL)
∗ = ψcLψL = iχ
T (iσ2)χ.
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5.2.2 Matter Lagrangian for chiral fermions and ill-defined determinants
For a massless chiral fermion one can write a gauge-invariant kinetic term as
LLmatter = −ψLD/ψL , (5.27)
(and similarly for a right-handed ψR). In order to continue to use the usual Feynman rules it is useful
to rewrite this in terms of a non-chiral fermion field ψ by inserting the chirality projector:
LLmatter = −ψ¯D/PLψ . (5.28)
This shows that the propagators now are simply (−i)×PL −ik/k2−i and the vertices are i×(iγµtα)PL. Sup-
pose that one computes a fermion loop diagram like the above triangle diagrams. The corresponding
expression is
∼ trD (iγµtα)PLPL −i(k/+ p/)
(k + p)2 − i(iγ
νtβ)PLPL
−ik/
k2 − i . . .
= trD (iγ
µtα)PL
−i(k/+ p/)
(k + p)2 − i(iγ
νtβ)PL
−ik/
k2 − i . . . . (5.29)
Exactly the same expression would be obtained from the same vertices i × (iγµtα)PL but with the
propagators being (−i) × −ik/
k2−i i.e. without the chirality projector. These Feynman rules would be
obtained from a matter Lagrangian
LL′matter = −ψ¯∂/ψ − ψ¯(−iA/)PLψ = −ψ¯∂/PRψ − ψ¯D/PLψ , (5.30)
containing a left- and a right-handed (i.e. a non-chiral) propagating fermion, but with only the left-
handed part coupling to the gauge field.
We now have two different ways to see why chiral fermions need not yield a gauge invariant effective
action W˜ [A]. This is particularly obvious for the Lagrangian (5.30) which is manifestly not gauge
invariant since only the left-handed part of the fermion field couples to the gauge field, while the
right-handed part doesn’t. At tree-level, with only external left-handed matter fields or gauge fields
this does not manifest itself, but once we compute loops the non-gauge invariance of the right-handed
part will show up as a non-invariant determinant. Alternatively, we may consider the fully gauge
invariant Lagrangian (5.27). There is no obvious way to define the functional integral
ei
fW [A] =
∫
DψLDψLe−i
R
ψLD/ψL ∼ Det (D/PL) , (5.31)
since D/PL is an operator that maps left-handed fermions to right-handed fermions, which live in
a different part of the Hilbert space. For such an operator there is no obvious way to define a
determinant. This problem is particularly clear in the Euclidean, where we denote the operator as
(D/PL)E. One may instead try to consider the operator (D/PL)
†
E(D/PL)E which maps left-handed
fermions to left-handed ones and which does have a well-defined (and gauge invariant) determinant.
If (D/PL)E had a well-defined determinant we would have Det
[
(D/PL)
†
E(D/PL)E
]
= |Det (D/PL)E|2. We
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can nevertheless use this to define the modulus of the ill-defined determinant and hence of the ill-
defined (Euclidean) functional integral (5.31). However, this does not fix the phase which, of course,
depends on the “external” gauge field Aµ: there is no guarantee that one can define the phase in a
satisfactory gauge invariant way. It is precisely if this cannot be done that one has an anomaly under
the gauge symmetry. This argument shows that the anomaly resides in the phase of the determinant,
i.e. in the imaginary part of the Euclidean W˜E[A]. In the second part of these lectures, in sect. 10, we
will make this argument more precise and exploit it to actually compute the anomaly. There we also
show that when continuing from the Minkowskian to the Euclidean, the only terms in an Euclidean
action that are imaginary are so-called topological terms, i.e. terms involving µνρσ. Thus the present
argument shows that the anomaly can only concern these µνρσ-terms. This is indeed what we have
already observed.
5.2.3 Feynman diagram computation of the triangle for chiral fermions : the anomalous
part
We will now compute the three-point vertex function Γ µνρL,αβγ for the above matter Lagrangian (5.27)
for a chiral left-handed fermion. As explained, we may use ordinary propagators but insert a chirality
projector PL at each vertex. This amount to computing the expectation value of three left-handed
currents, Γ µνρL,αβγ = −〈T
(
JµLαJ
ν
LβJ
ρ
Lγ
)〉 where the currents are JµLα = iψ¯γµtαPLψ. The corresponding
two diagrams are shown in Fig. 3.
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Figure 3: The two triangle diagrams contributing to the non-abelian chiral anomaly
Exactly as in the previous subsection for Γ µνρ5βγ (−p − q, p, q), cf. eqs. (5.2) and (5.3) (except that
in (5.3) there was an extra minus sign from anticommuting the γ5 to the left), we now get
Γ µνρL,αβγ(−p− q, p, q) = i
∫
d4k
(2pi)4
trD
{
γµPL
(k/+ p/)
(k + p)2 − iγ
νPL
k/
k2 − iγ
ρPL
(k/− q/)
(k − q)2 − i
}
trR tαtβtγ
+ (p↔ q, ν ↔ ρ, β ↔ γ) . (5.32)
Again, we use the Pauli-Villars method to regularize this integral.
As is well-known, Pauli-Villars regularization preserves gauge invariance, so how then can we find
an anomaly? On the other hand, for chiral fermions one cannot write a (Dirac) mass term, so how
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then can we use Pauli-Villars? The answers to both questions are related, of course. As discussed
above, it is perfectly equivalent, at least at the level of computing the Feynman diagrams, to consider
the fermions as non-chiral, i.e. with ordinary propagators, but with chiral interactions as described
by the matter Lagrangian (5.30). This allows us to add a mass term for the fermions, as required by
the Pauli-Villars regularization. As also discussed above, this matter Lagrangian (5.30) is not gauge
invariant, and this is why we will find an anomaly in the end.
Since Γ µνρL,αβγ(−p− q, p, q) has a degree of divergence equal to one it is enough to add one regulator
field of opposite statistics. However, at intermediate steps of the computation, we will encounter
integrals of degree of divergence equal to two and, in order to also efficiently regularize these integrals,
we add one more pair of regulator fields (one bosonic and one fermionic). Using the notation η0 =
η2 = 1, η1 = η3 = −1, as well as M0 = 0, we then have
[
Γ µνρL,αβγ(−p− q, p, q)
]
reg
= i
∫
d4k
(2pi)4
(
3∑
s=0
ηsJ
µνρ
Ms
(k, p, q)
)
trR tαtβtγ + (p↔ q, ν ↔ ρ, β ↔ γ) ,
(5.33)
with
JµνρM (k, p, q) = trD
{
γµPL
k/+ p/+ iM
(k + p)2 +M2 − iγ
νPL
k/+ iM
k2 +M2 − iγ
ρPL
k/− q/+ iM
(k − q)2 +M2 − i
}
. (5.34)
Cancellation of the leading (quadratic) divergences just requires
∑3
s=0 ηs = 0, while cancellation
of the subleading (logarithmic) divergences will require to choose the regulator masses such that∑3
s=1 ηsM
2
s = 0, i.e. M
2
2 = M
2
1 +M
2
3 .
We will first show that JµνρM (k, p, q) equals the same expression with all iM ’s in the numerator
deleted. Indeed, pick out any piece in the Dirac trace involving such an iM . Due to the cyclicity of
the trace it always appears as (with λ and σ being any of the µ, ν, ρ)
. . . γλPLiMγ
σPL . . . = . . . γ
λiMPLPRγ
σ . . . = 0 . (5.35)
Thus
JµνρM (k, p, q) =
trD γ
µPL
(
k/+ p/
)
γνPLk/γ
ρPL
(
k/− q/)
[(k + p)2 +M2 − i][k2 +M2 − i][(k − q)2 +M2 − i]
=
trD
(
k/− q/)γµ(k/+ p/)γνk/γρPL
[(k + p)2 +M2 − i][k2 +M2 − i][(k − q)2 +M2 − i] . (5.36)
Again, we are only interested in (p+ q)µJ
µνρ
M (k, p, q). Thus we need
trD
(
k/− q/)(p/+ q/)(k/+ p/)γνk/γρPL = trD (k/− q/)(p/+ k/− k/+ q/)(k/+ p/)γνk/γρPL
= (k + p)2trD
(
k/− q/)γνk/γρPL − (k − q)2trD (k/+ p/)γνk/γρPL
=
[
(k + p)2 +M2
]
trD
(
k/− q/)γνk/γρPL − [(k − q)2 +M2]trD (k/+ p/)γνk/γρPL
+M2trD
(
p/+ q/
)
γνk/γρPL , (5.37)
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yielding
(p+ q)µJ
µνρ
M (k, p, q) =
trD
(
k/− q/)γνk/γρPL
[k2 +M2 − i][(k − q)2 +M2 − i] −
trD
(
k/+ p/
)
γνk/γρPL
[(k + p)2 +M2 − i][k2 +M2 − i]
+ M2
trD
(
p/+ q/
)
γνk/γρPL
[(k + p)2 +M2 − i][k2 +M2 − i][(k − q)2 +M2 − i] . (5.38)
Hence,
−i(p+ q)µ
[
Γ µνρL,αβγ(−p− q, p, q)
]
reg
=
(
Iνρ(−q)− Iνρ(p) +
3∑
s=1
ηsM
2
s J
νρ
Ms
(p, q)
)
trR tαtβtγ
+ (p↔ q, ν ↔ ρ, β ↔ γ) , (5.39)
where Iνρ(p) and JνρMs(p, q) are convergent integrals, allowing us in particular to shift the integration
variables:
Iνρ(p) =
∫
d4k
(2pi)4
3∑
s=0
ηs
trD
(
k/+ p/
)
γνk/γρPL
[(k + p)2 +M2s − i][k2 +M2s − i]
, (5.40)
and
JνρMs(p, q) =
∫
d4k
(2pi)4
trD
(
p/+ q/
)
γνk/γρPL
[(k + p)2 +M2s − i][k2 +M2s − i][(k − q)2 +M2s − i]
= 2
∫ 1
0
dx
∫ 1−x
0
dy
∫
d4k
(2pi)4
trD
(
p/+ q/
)
γνk/γρPL
[(k + xp− yq)2 +M2s + r(p, q, x, y)− i]3
= 2
∫ 1
0
dx
∫ 1−x
0
dy trD
(
p/+ q/
)
γν
(
yq/− xp/)γρPL ∫ d4k′
(2pi)4
1
[k′2 +M2s + r(p, q, x, y)− i]3
,
(5.41)
where r(p, q, x, y) = x(1−x)p2 +y(1−y)q2 +2xy pq. We only need the large Ms limits of M2s JνρMi(p, q).
They are all the same, (cf (5.12))
lim
Ms→∞
M2s J
νρ
Ms
(p, q) = 2
∫ 1
0
dx
∫ 1−x
0
dy trD
(
p/+ q/
)
γν
(
yq/− xp/)γρPL × i
32pi2
=
i
16pi2
1
6
trD
(
p/+ q/
)
γν
(
q/− p/)γρPL
=
i
24pi2
[
qνqρ − pνpρ + p
2 − q2
2
ηνρ + iλνσρpλqσ
]
. (5.42)
We have mentioned above in subsection 5.2.2 (and explicitly observed for the abelian anomaly)
that the anomaly is given by the terms involving νρλσ. We will see soon that the Iνρ(p) and Iνρ(−q)
do not give rise to any such terms. Hence, inserting the -terms of (5.42) into (5.39), we can already
state the main result of this section
−i(p+ q)µΓ µνρL,αβγ(−p− q, p, q)
∣∣∣
−terms
=
3∑
s=1
ηs
i
24pi2
iλνσρpλqσ trR tαtβtγ + (p↔ q, ν ↔ ρ, β ↔ γ)
= − 1
12pi2
νρλσpλqσD
R
αβγ , (5.43)
36
where we used
∑3
s=1 ηs = −η0 = −1 and DRαβγ = trR tαt(βtγ). Using our general result (4.47), we can
equivalently write this as
ALα(x) = −
1
96pi2
µνρσtrR tαF linµν F
lin
ρσ +O(A3)
= − 1
24pi2
µνρσtrR tα∂µAν∂ρAσ +O(A3) , (5.44)
where we added a superscript L on Aα(x) to remind us that this anomaly is computed for left-handed
fermions. We have not determined the O(A3) contributions to the anomaly. As discussed for the case
of the abelian anomaly, they appear as anomalous contributions to the Ward identities for four-point
or higher-point vertex functions. Of course, one could obtain them along similar lines, but we will not
do so here. We will show later that the so-called Wess-Zumino consistency condition completely fixes
these higher-order contributions in terms of (5.44). For now, let us only say that, contrary to what the
first line of (5.44) might suggest, we will find that the complete anomaly is not ∼ µνρσtrR tαFµνFρσ
but instead is given by
ALα(x) = −
1
24pi2
µνρσtrR tα ∂µ
(
Aν∂ρAσ − i
4
Aν [Aρ, Aσ]
)
. (5.45)
Note that the absence of terms quartic in A means that the Ward identities relating the 5-point and
4-point functions are not anomalous.21 Note also that µνρσ[Aν , [Aρ, Aσ]] = 0 by the Jacobi identity, so
that the cubic term can be rewritten as µνρσAν [Aρ, Aσ] =
1
2
µνρσ
(
Aν [Aρ, Aσ] + [Aρ, Aσ]Aν
)
, showing
that this term also only involves the symmetrized trace of the three generators. Hence
ALα(x) = −
1
24pi2
µνρσ∂µ
(
Aβν∂ρA
γ
σ −
i
4
Aβν [Aρ, Aσ]
γ
)
DRαβγ . (5.46)
Obviously, we could just as well have done the same computation for right-handed fermions with
PR =
1
2
(1 − γ5) replacing PL = 12(1 + γ5) everywhere. As a result, the final sign in front of the µνρσ
would have been opposite and hence
ARα (x) = −ALα(x) . (5.47)
5.2.4 The remaining terms from the triangle for chiral fermions and the anomalous
Ward identity
We now finish our computation and explicitly evaluate Iνρ(p) as given in (5.40). The reader may
skip this subsection since it is not needed to get the anomaly. We nevertheless want to show how the
contributions from Iνρ(p) combine with those from the previous subsection to give the full anomalous
Ward identity derived in sect. 4.3.2.
21Recall that for the abelian anomaly there was a quartic term in A but the group theoretical factors combined in
such a way that the corresponding anomalous contribution to the pentagon diagram was proportional to the Jacobi
identity and thus vanished.
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Introducing a Feynman parameter x in eq. (5.40) and then shifting the integration variable from
k to k − xp we get
Iνρ(p) =
∫ 1
0
dx
∫
d4k
(2pi)4
3∑
s=0
ηs
trD
(
k/+ p/
)
γνk/γρPL
[(k + xp)2 +M2s + x(1− x)p2 − i]2
=
∫ 1
0
dx
∫
d4k
(2pi)4
3∑
s=0
ηs
trD
(
k/+ (1− x)p/)γν(k/− xp/)γρPL
[k2 +M2s + x(1− x)p2 − i]2
. (5.48)
The Dirac trace appearing in the numerator equals trD
(
k/ + (1 − x)p/)γν(k/ − xp/)γρPL = 4kνkρ −
2k2ηνρ− 4x(1− x)pνpρ + 2x(1− x)p2ηνρ + terms linear in k. In particular, the contribution of the γ5
which is ∼ λνσρpλkσ is linear in k. Upon performing the k-integral, all terms linear in k vanish, and
we can also replace 4kνkρ ' k2ηνρ. As promised, Iνρ does not contribute an νρλσ-term. We get
Iνρ(p) =
∫ 1
0
dx
[
− ηνρI2(R)− 2x(1− x)
(
2pνpρ − p2ηνρ)I0(R)] , (5.49)
where R is shorthand for x(1− x)p2 and
I0(R) =
∫
d4k
(2pi)4
3∑
s=0
ηs
1
[k2 +M2s +R− i]2
= − i
16pi2
3∑
s=0
ηs log
(
M2s +R
)
,
I2(R) =
∫
d4k
(2pi)4
3∑
s=0
ηs
k2
[k2 +M2s +R− i]2
=
i
8pi2
3∑
s=0
ηs
(
M2s +R
)
log
(
M2s +R
)
.
(5.50)
where we used
∑3
s=0 ηs = 0 and
∑3
s=0 ηsM
2
s =
∑3
s=1 ηsM
2
s = 0 to cancel the quadratically and
logarithmically divergent pieces. Recall also that η0 = 1 and M0 = 0 and that the other Ms should
be taken to infinity in the end, so that we can drop any terms that vanish in this limit. Thus
3∑
s=0
ηs log
(
M2s +R
) ∼ logR + 3∑
s=1
ηs logM
2
s ,
3∑
s=0
ηs
(
M2s +R
)
log
(
M2s +R
) ∼ R logR−R +R 3∑
s=1
ηs logM
2
s +
3∑
s=1
ηsM
2
s logM
2
s , (5.51)
so that
Iνρ(p) =
i
4pi2
∫ 1
0
dx
[
x(1− x)(pνpρ − p2ηνρ)
(
log
(
x(1− x)p2
)
+
3∑
s=1
ηs logM
2
s
)
+
1
2
ηνρ
(
x(1− x)p2 −
3∑
s=1
ηsM
2
s logM
2
s
)]
= − i
24pi2
[
(p2ηνρ − pνpρ)
(
log p2 − 5
3
+
3∑
s=1
ηs logM
2
s
)
− p
2
2
ηνρ + 3ηνρ
3∑
s=1
ηsM
2
s logM
2
s
]
.
(5.52)
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Combining with (5.42) (recalling again that
∑3
s=1 ηs = −1) we get
Iνρ(−q)− Iνρ(p) +
3∑
s=1
ηsM
2
s J
νρ
Ms
(p, q)
∣∣
no −terms = iΠ
νρ
M (p)− iΠνρM (q) , (5.53)
with
ΠνρM (p) = (p
2ηνρ − pνpρ) 1
24pi2
(
log p2 − 8
3
+
3∑
s=1
ηs logM
2
s
)
. (5.54)
Note that each ΠνρM (p) and Π
νρ
M (q) is transverse. Note also that the “leading term”
∑3
s=1 ηsM
2
s logM
2
s
has cancelled in the difference (5.53). The remaining term
∑3
s=1 ηs logM
2
s in Π
νρ
M (p) is related to the
usual logarithmic behavior of the vacuum polarization and is eventually cancelled by an appropriate
counterterm of the gauge-field Lagrangian.
Of course, (5.53) is antisymmetric under exchange of ν with ρ and p with q, so that when adding
in (5.39) the term with p, ν, β ↔ q, ρ, γ one generates the combination
trR (tαtβtγ − tαtγtβ) = iCδβγtrR tαtδ = iCδβγ g2iC(i)R δαδ = i g2iC(i)R Cαβγ , (5.55)
where the subscript/superscript i indicates the simple or U(1) factor Gi to which the indices β, γ
correspond. Thus definig
ΠνρM,(i)(p) = g
2
iC
(i)
R Π
νρ
M (p) , (5.56)
and putting everything together we finally get
−i(p+ q)µ
[
Γ µνρL,αβγ(−p− q, p, q)
]
reg
= − 1
12pi2
νρλσpλqσD
R
αβγ − Cαβγ
[
ΠνρM,(i)(p)− ΠνρM,(i)(q)
]
, (5.57)
which is exactly of the form of the anomalous Ward identity (4.43), provided we can indeed identify
ΠνρM,(i)(p) with the corresponding matter contribution to the vacuum polarization. However, this is
easy to check.
Indeed, we have seen that the γ5 in the chirality projector PL does not contribute to the above
computation of ΠνρM (p), hence the only effect of PL is the factor
1
2
. We can compare with the well-
known vacuum polarization in QED due to an electron: ΠνρQED(p) = (p
2ηνρ − pνpρ)pi(p) with pi(p) =
e2
2pi2
∫ 1
0
dx x(1−x) log[m2e+x(1−x)p2]+. . ., where the ellipses refer to p-independent terms that depend
on the renormalization conditions. For me = 0 this gives Π
νρ
QED(p) = (p
2ηνρ−pνpρ) e2
12pi2
(log p2 +const).
Taking into account the 1
2
from PL, as well as tr tt = e
2 for QED with only electrons, i.e. g2iC
(i)
R → e2,
we see that (5.54), and correspondingly ΠνρM,(i)(p), has precisely the correct normalization (and sign!)
to be identified with the matter contribution to the vacuum polarization.
In conclusion, we see that Γ µνρL,αβγ, as computed from the triangle Feynman diagram, satisfies the
anomalous Ward identity (4.43) and that the anomalous terms are those involving the -tensor. Since
νρλσpλqσ is symmetric under exchange of (ν, p) with (ρ, q), overall Bose symmetry (the currents, resp.
the gauge fields are bosonic) requires that the remaining factor must also be symmetric, and hence it
must occur in the form of the symmetrized trace DRαβγ, as it indeed does.
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6 Locality and finiteness of the anomaly
So far we have computed the anomaly under global chiral transformations of the fermions, i.e.
the abelian anomaly, as well as the anomaly under (non-abelian) gauge transformations for chiral
fermions. In both cases we have found that the anomaly a(x), resp. Aα(x), or rather
∫
(x)a(x), resp.∫
α(x)Aα(x), which is the variation of the effective action, is a local functional22 of the gauge fields
with finite coefficients, i.e. coefficients that are regulator independent. At first sight, neither of these
properties is obvious: the one-loop effective action for massless fermions is a complicated non-local
functional with various divergent, i.e. regulator dependent coefficients. (Of course, finite, i.e. regu-
lator independent expressions are obtained after adding the appropriate counterterms.) Indeed, we
have seen in the above computation that the non-anomalous part of the Ward identity involving the
vacuum polarization tensors ΠνρM is both non-local (the log p
2 terms) as well as regulator dependent
(the
∑
ηs logM
2
s terms). On the other hand, the anomalous part of the Ward identity is indeed
local, i.e. polynomial in the momenta, with an Ms-independent coefficient. Let us now show that any
anomaly must always be finite and local.
6.1 Locality of the anomaly
First recall that if the (matter-loop) Feynman diagrams can be regularized in a manifestly gauge-
invariant way, the gauge invariance is manifest on the regularized 1PI vertex functions and they
can be renormalized by adding gauge-invariant counterterms. As a result, the renormalized vertex
functions respect the gauge invariance, and there are no anomalies.
If it is not possible to regularize while maintaining manifest gauge invariance (or any other in-
variance one is considering), then anomalies may arise. As already mentioned, one cannot regularize
the propagator for a chiral fermion using the Pauli-Villars method, since a chiral fermion cannot have
a mass. (Instead we used the trick to consider a non-chiral fermion but with only its left-handed
fermion interacting with the gauge field - which again breaks the gauge invariance). Neither can one
use dimensional regularization as for non-chiral theories, since there is no definition of γ5 in 4 − 
dimensions that satisfies all the usual properties.
Figure 4: In four dimensions, considering only fermion loops, the box diagram on the left is divergent,
while the pentagon and hexagon diagrams in the middle and on the right are convergent.
Clearly, a convergent amplitude on the other hand needs not to be regularized and, hence, can
22A functional F [φ] of a field φ is called local if F [φ] =
∫
ddxf(x) with f(x) depending only on φ(x) and finitely
many derivatives of φ(x). Equivalently, after Fourier transforming to momentum space, the finitely many derivatives
translate into a polynomial in the momenta.
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be computed in a manifestly gauge-invariant way. Thus it cannot be anomalous. Consider the n-
point one-loop vertex functions. They have n fermion propagators that each behave as 1
k
for large
loop momentum k, and n vertices that do not involve any momentum.23 Hence these diagrams have
superficial degree of divergence 4 − n, and are superficially convergent for n ≥ 5. But superficially
convergent one-loop diagrams of course are convergent. Hence the pentagon, hexagon and any higher-
point diagrams are convergent in four dimensions. More generally, we will see that chiral anomalies
only occur in even dimensions d = 2r and then any n-point one-loop vertex function with n ≥ 2r + 1
is convergent. In a non-abelian gauge theory, gauge invariance relates a derivative of the n-point
functions to (n − 1)-point functions, as we have seen above when deriving the (anomalous) Ward
identities. Thus in four dimensions, all identities for n ≥ 6 only involve convergent one-loop diagrams
and must be non-anomalous Ward identities. The identity for n = 5 is slightly more subtle since it
relates the derivative of the convergent 5-point function and the divergent 4-point functions. However,
we already noted that this also is a non-anomalous Ward identity, since Aα does not contain any terms
quartic in the gauge field A.
Consider now a divergent and possibly anomalous one-loop diagram (amplitude) of (superficial)
degree of divergence D. Differentiating once with respect to an external momentum yields a sum of
terms where in each term one of the internal propagators is replaced according to
∂
∂pµ
(
− 1
k/+ p/+ . . .
)
=
∂
∂pµ
(
− k/+ p/+ . . .
(k + p+ . . .)2
)
=
(k/+ p/+ . . .)γµ(k/+ p/+ . . .)
[(k + p+ . . .)2]2
, (6.1)
and hence decreases the degree of divergence by one unit. By taking D + 1 derivatives with respect
to the external momenta then gives an expression of degree of divergence D − (D + 1) = −1, i.e. a
convergent integral. As just explained such a convergent integral does not need regularization and
cannot be anomalous. Hence, taking enough derivatives of the vertex functions gives non-anomalous
expressions. Said differently, taking enough derivatives with respect to the external momenta of
the anomalous part of the vertex functions yields zero. Let’s be a bit more precise. Suppose the
most divergent anomalous vertex function (in 4 dimensions this is the 3-point function) has degree of
divergence D. Then the anomalous part can be extracted form p
(j)
µj Γ
µ1...µn . Due to the presence of the
p
(j)
µ we need to take one more derivative with respect to the external momenta to get zero:
∂
∂pi1ν1
. . .
∂
∂p
iD+2
νD+2︸ ︷︷ ︸
(
p(j)µj Γ
µ1...µn
∣∣∣
anom
)
= 0 ⇔ ∂
∂pi1ν1
. . .
∂
∂p
iD+2
νD+2︸ ︷︷ ︸
∣∣∣
fixed A(p(i))
Aα
(
p(i), A(p(i))
)
= 0 ,
D + 2 times D + 2 times (6.2)
where Aα
(
p(i), A(p(i))
)
is the Fourier transform of the anomaly Aα(x,A(x)). For the example of the
triangle diagram studied in detail above, i.e. for Γ µνρloop,αβγ we have D = 1 and Aα
(
p(i), A(p(i))
) ∼
µνρσpµAν(p)qρAσ(q). We see indeed that taking D + 2 = 3 derivatives with respect to the external
23When considering fermions coupled to gravity, things are more complicated. The fermion-fermion-graviton inter-
action is ∼ eψ¯γµωabµ γabψ and since the relation between ωabµ and the vielbein ecν involves one space-time derivative, the
vertex corresponding to this fermion-fermion-graviton interaction contains one factor of momentum. This momentum,
however, is the “external” graviton momentum and we conclude that its presence does not change the power counting
argument for the fermion loops.
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momenta (at fixed A(p) and A(q)) annihilates the anomaly. It follows in general from (6.2) that
the anomaly Aα
(
p(i), A(p(i))
)
must be a polynomial of degree D + 1 in the external momenta. We
conclude :
The anomaly is a local functional of the gauge fields.
6.2 Relevant and irrelevant anomalies
The anomaly, being a loop-effect, is of higher order in the coupling constant: for example, for a
simple gauge group with a single coupling constant, the one-loop 3-point vertex function Γ µνρloop,αβγ
and thus also the anomaly are of order g3. (In our conventions each Lie algebra generator tα in-
cludes a coupling constant g and hence DRαβγ ∼ g3). As compared with the tree-level 3-point vertex
function which is ∼ g, this is higher order by a factor g2. Now in any quantum field theory we are
allowed to add to the classical action terms of higher-order in g, because classically they are “in-
visible”. Such terms are often generically called counterterms. Of course, this is exactly what one
does in the renormalization program to cancel any divergences arising in the loops. However, we
only allow to add local counterterms to the action.24 Suppose now one adds to the classical action
Scl =
∫
d4x
(−1
4
FαµνF
αµν + Lmatter[A,ψ, ψ¯]
)
a local counterterm ∆Γ which is a 3-gauge field coupling:
Scl → Scl + 1
6
∫
d4p d4q ∆Γµνραβγ(−p− q, p, q)Aαµ(−p− q)Aβν (p)Aγρ(q) , (6.3)
where ∆Γ ∼ g3 must be a polynomial in p and q. At order g3, such a term has the effect of modifying
the 3-point vertex function according to
Γµνραβγ →
[
Γµνραβγ
]
new
= Γµνραβγ + ∆Γ
µνρ
αβγ . (6.4)
The question then is whether this
[
Γµνραβγ
]
new
is still anomalous or whether one can find a ∆Γ such
that (pµ + qµ)
[
Γµνραβγ
]
new
∣∣∣
−piece
= 0. If one can find such a counterterm ∆Γ, one can just use the new
classical action according to (6.3) and then there is no anomaly any more (at least to order g3). An
anomaly that can be cancelled by the addition of a local counterterm to the classical action is called
irrelevant, while an anomaly that cannot be cancelled by such an addition is called a relevant anomaly.
It is easy to see that the above triangle anomaly for chiral fermions is a relevant anomaly.25 Indeed,
in order to cancel it by the addition of a local counterterm one would need to satisfy
−i(pµ + qµ)∆Γµνραβγ(−p− q, p, q)
∣∣∣
−piece
− 1
12pi2
νρλσpλqσD
R
αβγ = 0 . (6.5)
Since ∆Γµνραβγ must be polynomial in p and q, this equation then shows that it must be linear in p and
q:
∆Γµνραβγ(k, p, q)
∣∣∣
−piece
= µνρσ(akσ + bpσ + cqσ)D
R
αβγ . (6.6)
24By an argument very similar to the one above, one can show that the divergent terms arising from loop integrals
are always local and hence can indeed be cancelled by local counterterms.
25Obviously, the same reasoning holds for the abelian anomaly.
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Obviously, there are choices of a, b and c that could satisfy (6.5), since it only requires c − b = i
12pi2
.
However, as is clear from (6.3),∆Γµνραβγ(k, p, q) must be completely symmetric under permutations of
(k, µ, α), (p, ν, β) and (q, ρ, γ). This is often referred to as the Bose symmetry of the n-point functions.
Since DRαβγ already is completely symmetric and 
µνρσ ia completely antisymmetric, one finds b = −a,
c = −a and c = −b, i.e. a = b = c = 0, and we conclude that there is no completely Bose symmetric
local ∆Γµνραβγ(k, p, q) that can satisfy (6.5). Thus, there is no way to cancel the triangle anomaly under
non-abelian gauge transformation for chiral fermions by adding a local counterterm, and the anomaly
is indeed relevant.
As discussed at length when we derived the anomalous Ward identities from the anomalous
Slavnov-Taylor identities, the non-vanishing of (pµ + qµ)∆Γ
µνρ
αβγ(−p− q, p, q)
∣∣∣
−piece
translates the cur-
rent non-conservation which in turn is (minus) the anomaly which equals the variation of the effective
action. We can then restate the definition of relevant anomalies as follows:
The anomaly is relevant ⇔ ∫ α(x)Aα(x) 6= δ F with F a local functional . (6.7)
Obviously, if such a local F exists, we can add the counterterm −F to Scl and get δ [W˜ [A]]new =∫
α(x)Aα(x) − δ F = 0, i.e. the anomaly is cancelled by the addition of this local counterterm, i.e.
is irrelevant. Otherwise, it is clearly relevant.
6.3 Finiteness of the anomaly
Let us now explain why the anomaly necessarily had to be finite and also show that this is true more
generally. We already know that, since Γµνραβγ has a degree of divergence 1, the anomalous part of
(pµ + qµ)Γ
µνρ
αβγ(−p− q, p, q) must be a polynomial of degree 2 at most in p and q:
(pµ + qµ)Γ
µνρ
αβγ(−p− q, p, q)
∣∣∣
anom part
= Eνρλσαβγ pλqσ +F
νρλσ
αβγ pλpσ +G
νρλσ
αβγ qλqσ +H
νρλ
αβγpλ +K
νρλ
αβγqλ +L
νρ
αβγ ,
(6.8)
where the E,F,G,H,K and L must be constant Lorentz tensors, independent of the momenta. But
there are no such 3-index Lorentz tensors, so that H = K = 0. Furthermore, the anomaly is due
to the presence of γ5 (otherwise we could use gauge invariant dimensional regularization and there
would be no anomaly) and, hence, the anomalous terms must be proportional to the -tensor. Hence,
although the tensor structures ∼ Fpp,Gqq, L are present in the non-anomalous parts, they cannot
appear in the anomalous part. Thus only Eνρλσαβγ pλqσ can be present on the right hand side of (6.8).
While Eνρλσαβγ cannot depend on the momenta, it could, a priori depend on the Pauli-Villars regulator
mass26 M (or equivalently on a UV cutoff Λ). Now, Γµνραβγ(−p− q, p, q) has scaling dimension 1 (there
are 3 fermion propagators each of scaling dimension −1 and one loop integration of scaling dimension
+4, but the same result is obtained from considering
∫
d4p d4q Γµνραβγ(−p−q, p, q)Aαµ(−p−q)Aβν (p)Aγρ(q)
in general), and hence (pµ + qµ)Γ
µνρ
αβγ(−p− q, p, q) has scaling dimension 2. This shows that Eνρλσαβγ has
26Although we introduced 3 regulator fields to conveniently compute the non-anomalous parts, one regulator mass
would have been sufficient.
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scaling dimension 0, and since it does not depend on the momenta, it cannot depend on the regulator
mass M (or UV cutoff Λ) either. This shows that the anomalous part is necessarily finite.
This argument generalizes to arbitrary even dimensions d = 2r. In any even dimension (and only
in even dimensions) one can define a chirality matrix γ2r+1 that anticommutes with all matrices γµ,
µ = 0, . . . 2r− 1. One can then again have massless fermions that are chiral, i.e. either left-handed or
right-handed. For the same reasons as in four dimensions, there is no gauge invariant regularization
for chiral fermions and anomalies may occur. On the other hand, for non-chiral fermions one may
use dimensional regularization which is manifestly gauge invariant. Hence the anomalies can again be
traced to the presence of the chirality matrix γ2r+1 in the computations of the vertex functions. In
2r dimensions the Dirac traces involving γ2r+1 will lead to an 
µ1...µ2r , and again the anomalous part
of
(∑k
j=1 p
(j)
)
µ
Γµν1...νkαβ1...βk(−
∑k
j=1 p
(j), p(1), . . . p(k)) must involve this µ1...µ2r tensor. Since this -tensor
is completely antisymmetric in all its 2r indices, to get a non-vanishing expression we need at least r
indices νj and r different momenta. Hence the minimal value for k is r. It follows that in 2r dimensions
the anomaly first manifests itself in the (r + 1)-point function Γµν1...νrαβ1...βr and its anomalous part is(∑r
j=1p
(j)
µ
)
Γµν1...νrαβ1...βr
(
−∑rj=1p(j), p(1), . . . p(r))∣∣∣
anomalous
= C ν1...νrσ1...σrp(1)σ1 . . . p
(r)
σr D
R
αβ1...βr
, (6.9)
where the DRαβ1...βr must be the trace of a completely symmetrized product of the generators tαtβ1 . . . tβr
and, a priori, C could depend on any Lorentz scalar. Thus in 6 dimensions the anomaly may first
show up in a square diagram, in 8 dimensions in a pentagon diagram, in 10 dimensions in a hexagon
diagram, etc. Now, in 2r dimensions an r + 1 point one-loop diagram with only fermion propagators
has a degree of divergence D = 2r− (r+ 1) = r− 1, and by the above argument, taking D+ 2 = r+ 1
derivatives with respect to the external momenta of the left-hand side of (6.9) must give a vanishing
result. Hence the l.h.s. of (6.9) must be a polynomial of at most degree r, and we see that the C on
the right-hand side must be a constant not depending on the momenta. Since the scaling dimension
of the l.h.s. of (6.9) is 1 + (2r) − (r + 1) = r, it follows that C has scaling dimension 0 and, again,
since it does not depend on any momentum it cannot depend on the regulator mass, resp. UV cutoff
Λ either. Hence C is a finite numerical constant. Similarly, the (r+ l)-point functions with l = 2, . . . r
also have anomalous parts that are finite.27 We conclude:
In any dimension d = 2r, the anomaly is finite. It first shows up in the divergence of the (r + 1)-
point vertex function whose anomalous part is given by (6.9) with a finite numerical constant C.
27Indeed, an (r + l)-point function has scaling dimension and degree of divergence equal to D = 2r − (r + l) = r − l,
showing that
∑
p
(j)
µ Γµν1...νr+l−1 |anomalous has scaling dimension r− l+ 1 and is a polynomial of order r− l+ 1. This is
necessarily a sum of terms of the form Cj1,...jr−l+1
ν1...νr+l−1σ1...σr−l+1p
(j1)
σ1 . . . p
(jr−l+1)
σr−l+1 times the trace of the generators.
The coefficients Cj1,...jr−l+1 then again have scaling dimension 0 and are independent of the momenta and thus also of
the regulator masses or UV cutoff.
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7 Relevant fermion representations and cancellation of ano-
malies
If a global symmetry is anomalous it only implies that classical selection rules are not obeyed in the
quantum theory and classically forbidden processes may actually occur. An example of this type of
situation is the abelian anomaly which breaks the symmetry under the global chiral transformation
of massless fermions.
On the other hand, the occurrence of an anomaly for a local (gauge) symmetry makes the gauge
theory inconsistent. Indeed, once one has done the functional integral over the fermions, the starting
point for quantizing the gauge fields is the “effective classical” action −1
4
∫
d4xFαµνF
αµν + W˜ [A].
Gauge invariance of this effective action is necessary for unitarity, as can be seen e.g. by using the
gauge invariance for going to the manifestly unitary axial gauge, or else by performing the Faddeev-
Popov quantization and having the ghosts cancel the non-physical polarizations. In the presence of an
anomaly, W˜ [A], and hence the “effective classical” action is no longer gauge invariant and unitarity
is violated.
We have seen that such anomalies of a non-abelian gauge symmetry generically are present if the
matter includes chiral fermions. Chiral fermions seem to be very common in nature, and certainly are
a main ingredient of the standard model. The consistency of the latter requires that the contributions
to the anomaly of the different chiral fermions present in the model cancel each other.
In this section, we will mostly concentrate on the chiral anomaly under (non-abelian) gauge trans-
formations and discuss which representations R of which gauge groups have non-vanishing DRαβγ
symbols and how left- and right-handed particles and antiparticles contribute to the anomaly. Then
we consider explicitly one generation of the standard model with gauge group SU(3)× SU(2)×U(1)
and show that all anomalies cancel.
7.1 Left-handed particles versus right-handed anti-particles
First, recall that chiral fermions cannot have a Dirac mass term. We will discuss mass terms of the
form (5.24), resp. (5.25) at the end of the next subsection and show that whenever a field carries
a representation such that such a mass term is allowed, this field cannot contribute to the anomaly.
Hence, only massless fermions contribute to the anomaly.28
Let us stress that the different fermion fields contribute additively to the anomaly. Indeed, the
anomaly was determined from the fermion one-loop triangle diagram, and it is clear that the different
fermion contributions add up. We have already seen that right-handed fermions contribute with an
opposite sign, but otherwise the contribution is universal (there is no fermion mass that could make
a difference), except for the group theoretical factor
DRαβγ = trR tαt(βtγ) = trR t(αtβtγ) ≡ strR tαtβtγ . (7.1)
Each left-handed fermion ψLi in some representation RLi contributes a DR
L
i
αβγ and each right-handed
28Similarly, for the abelian anomaly, the chiral transformations are symmetries only for massless fermions.
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fermion in a representation RRj contributes a −D
RRj
αβγ . Adding up these individual contributions, we
get for the total anomaly (cf. (5.46) and (5.47))
Aα =
∑
i
ALα
∣∣
ψLi
+
∑
j
ARα
∣∣
ψRi
= − 1
24pi2
µνρσ∂µ
(
Aβν∂ρA
γ
σ −
i
4
Aβν [Aρ, Aσ]
γ
)(∑
i
D
RLi
αβγ −
∑
j
D
RRj
αβγ
)
. (7.2)
Of course, we could just group together all left-handed fermions into one large (reducible) repre-
sentation RL = ⊕iRLi and all right-handed fermions into another representation RR = ⊕jRRj , so
that ∑
i
D
RLi
αβγ =
∑
i
strRLi t
RLi
α t
RLi
β t
RLi
γ = strRL t
RL
α t
RL
β t
RL
γ = D
RL
αβγ , (7.3)
and similarly for the right-handed representations. Only chiral fermions contribute to the anomaly,
but formally we could also include non-chiral fermions in the sums in (7.2), since a non-chiral fermion
is equivalent to a left-handed plus a right-handed fermion, both in the same representation: RL = RR
so that their contributions cancel in (7.2)
When summing over all fermion species one clearly should not include particles and antiparticle
separately since both are described by the same fermion field ψ or equivalently the charge conjugate
ψc. If the particle is left-handed, its antiparticle is right-handed and vice versa. But one might as
well have considered the right-handed antiparticle as the particle. The question then arises whether
the contribution to the anomaly is that of a left-handed particle or a right-handed (anti)particle. As
we will now show, it does not matter.
Suppose ψ describes a left-handed particle in some representation RL with generators tLα ≡ tRLα .
Its antiparticle is then described by the charge conjugate field ψc = iγ0Cψ∗, where C is the charge
conjugation matrix. It satisfies
C(γµ)T = −γµC , CγT5 = γ5C . (7.4)
and hence since γ†5 = γ5 also Cγ∗5 = γ5C. (Note that to show the last relation (7.4) one needs to
reorder the γ0, γ1, γ2, γ3 contained in γ5 resulting in a sign (−)3+2+1 = +1. This is specific to 4 mod
4 dimensions. In 2 mod 4 dimensions instead one would have gotten an extra minus sign.) It follows
that
γ5ψ
c = γ5iγ
0Cψ∗ = −iγ0γ5Cψ∗ = −iγ0C(γ5ψ)∗ = ∓ψc if γ5ψ = ±ψ , (7.5)
so that ψc correctly describes a right-handed antiparticle if ψ decribes a left-handed particle, and vice
versa. (This is true in 4 mod 4 dimensions, while in 2 mod 4 dimensions the above-mentioned extra
minus sign implies that particles and antiparticles have the same chirality.)
Now if ψ transforms in the representationRL, this means δψ = iαtRLα ψ. Then δψ∗ = −iα(tRLα )∗ψ∗
= −iα(tRLα )Tψ∗ where we used t∗ = tT since our generators are hermitean. It follows that
δψc = iγ0C(δψ)∗ = −iα(tRLα )T (iγ0Cψ∗) = −iα(tRLα )Tψc . (7.6)
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But, by definition, the right-handed ψc transforms in a representation RR with generators tRRα ac-
cording to
δψc = iαtRRα ψ
c . (7.7)
Comparing both equations, we identify
tRRα = −(tRLα )T . (7.8)
Then, if we consider the contribution to the anomaly of the fermion field associated to the left-
handed particle it contains DRLαβγ = str t
RL
α t
RL
β t
RL
γ . If instead we consider the contribution to the
anomaly of the fermion field associated with the right-handed antiparticle it contains an extra minus
sign due to the opposite chirality and the DRRαβγ instead of the D
RL
αβγ:
−DRRαβγ = −str tRRα tRRβ tRRγ = −str (−tRLα )T (−tRLβ )T (−tRLγ )T
= str
(
tRLα t
RL
β t
RL
γ
)T
= str tRLα t
RL
β t
RL
γ = D
RL
αβγ , (7.9)
which is exactly the same as for the left-handed particle. We conclude that, in four dimensions, it does
not matter whether we use the field ψ of a left-handed particle or the field ψc of the corresponding
right-handed antiparticle: we get the same contribution to the anomaly. In particular, for right-handed
particles we may instead consider the left-handed antiparticles, so that we may treat all fermions as
left-handed.
The previous argument holds in 4 mod 4 dimensions. Indeed, if d = 2r and r is even, the relevant
trace is DRα1...αr+1 = strR tα1 . . . tαr+1 . Then just as in (7.9) one finds
−DRcα1...αr+1 ≡ −DRRα1...αr+1 = DRLα1...αr+1 , in 4 mod 4 dimensions , (7.10)
since we get one minus sign due to the opposite chirality and r + 1 minus signs from tRRaj = −(tRLαj )T .
In 2 mod 4 dimensions however, we have seen that particles and antiparticles have the same
chirality. If the particle is in a representation R with generators tRα , it is still true that the antiparticle
which is described by the charge conjugate field is in a representationRc with generators tRcα = −(tRα )T .
On the other hand, in d = 2r dimensions with r odd, the DRα1...αr+1 symbol involves a symmetrized
trace of an even number of generators, so that we now get
DR
c
α1...αr+1
= DRα1...αr+1 , in 2 mod 4 dimensions . (7.11)
Since particles and antiparticles have the same chirality, this shows again that it does not matter
which one one uses to compute the contribution to the anomaly. In particular, in 2 mod 8 dimensions
one can have Majorana-Weyl spinors, i.e. fermions that are chiral and obey ψc = ψ so that they are
their own antiparticles, consistent with (7.11). In this case however, in order not to over-count the
contribution to the anomaly as if the particle were distinct from its antiparticle, one has to include a
factor 1
2
in the coefficient of the anomaly.
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7.2 Which gauge groups and which representations lead to anomalies?
In this subsection (except for a remark at the end) we will be specifically dealing with four dimensions
again. The question of whether or not there is an anomaly then boils down to the question whether
DRαβγ is non-vanishing. Thus we must study for which gauge groups and which representations R we
have DRαβγ 6= 0.
It is useful to introduce a few definitions.
• Two representations R1 and R2 are equivalent if there exists a fixed matrix S such that tR1α =
StR2α S
−1 for all α.
• For any representation R, the complex conjugate representation R is the one with generators tRα
such that itRα = (it
R
α )
∗, so that the corresponding representations of the group are indeed the
complex conjugate ones: ei
αtRα =
(
ei
αtRα
)∗
. Since our generators are hermitean we find
tRα = −
(
tRα
)∗
= −(tRα )T . (7.12)
• A representation R that is equivalent to its complex conjugate representation R satisfies(
tRα
)T
= −StRα S−1 . (7.13)
Such a representation is called real if by some (fixed) similarity transformation the tRα can be
made imaginary and antisymmetric (in which case it satisfies (7.13) with S = 1), and is called
pseudoreal if not. In any case for a real or pseudoreal representation R we have (7.13).
For a real or pseudoreal representation R we have
DRαβγ = str t
R
α t
R
β t
R
γ = str (t
R
α )
T (tRβ )
T (tRγ )
T = −strStRα S−1StRβ S−1StRγ S−1 = −str tRα tRβ tRγ = −DRαβγ .
(7.14)
Hence29
DRαβγ = 0 for a real or pseudoreal representation R . (7.15)
Obviously then:
If a group G has only real or pseudoreal representations, its DRαβγ all vanish and there
cannot be any anomalies (in four dimensions) for a gauge theory with such a gauge group G.
This simplifies things a lot since:
• All SO(2n + 1), n ≥ 1 (including SU(2) ' SO(3)), SO(4n), n ≥ 2, USp(2n), n ≥ 3, as well
as the exceptional groups G2, F4, E7 and E8 only have real or pseudoreal representations and
hence have Dαβγ = 0. The same is true for any direct product of these groups.
29The relevant quantity for the anomalies in 2r dimensions is DRα1...αr+1 . For even r, i.e. in 4 mod 4 dimensions, the
same argument implies the vanishing of this D-symbol for real or pseudoreal representations. However, for odd r, i.e.
in 2 mod 4 dimensions, this argument does not imply the vanishing of the D-symbol.
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• The groups SO(4n + 2), n ≥ 1 and E6 also have Dαβγ = 0 for all their representations, even
though they do admit representations that are neither real nor pseudoreal.
• Only SU(n), n ≥ 3 and U(1) or product groups involving these factors have representations
with DRαβγ 6= 0.
This means that if the gauge group is G1×G2× . . .×Gk, with each Gi being a simple or U(1) factor,
then at least one of the Gi must be SU(n), n ≥ 3 or U(1) in order that there are representations of
the product group with non-vanishing DRαβγ.
In general, tα can be a generator of a simple or U(1) factor called G, tβ of a factor called G
′ and
tγ of a factor called G
′′. The anomalies corresponding to these different possibilities are referred to
as G−G′−G′′ anomalies. They are probed by computing the triangle diagram that would couple to
one G gauge boson, one G′ gauge boson and one G′′ gauge boson, see Fig. 5.
G
G’
G’’
Figure 5: The triangle diagram coupling to gauge bosons of the gauge groups G, G′ and G′′.
If we denote by Gs a simple Lie algebra (so that for any of its generators tα one has tr tα = 0), then
we have the following possibilities
• U(1)− U(1)− U(1): Here Dαβγ → tr t t t =
∑
i q
3
i .
• U(1)−Gs −Gs: Any representation R of the product group U(1)×Gs decomposes into a sum
R = ⊕j(qj,Rj) where, of course, all states within each (irreducible) representation Rj of Gs
have the same U(1) charge qj. Thus we have (cf. (4.34))
DRαβγ → trR t tβtγ =
∑
j
qj trRj tβtγ = g
2
∑
j
qj CRjδβγ , (7.16)
where g is the gauge coupling constant for the gauge group Gs. It follows that the corresponding
anomaly can occur for any simple Gs if the corresponding fermions in the representation Rj have
a non-vanishing U(1)-charge qj.
• U(1)−Gs −G′s or Gs −Gs −G′s for Gs 6= G′s: Here the trace factorizes into a tr tβ and a tr tγ
which both vanish, hence Dαβγ = 0.
• Gs −Gs −Gs: Here Dαβγ 6= 0 only for Gs = SU(n), n ≥ 3.
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λκ
A
h
h
µ
ρσ
Figure 6: The triangle diagram responsible for the mixed U(1)-gravitational anomaly.
Note that for the purpose of studying gravitational anomalies one may probe for anomalies under lo-
cal Lorentz transformations, which can be considered as SO(3, 1), resp. SO(4) gauge transformations.
This will be explained in more detail in section 11. At present, we already see from our discussion above
that there are no purely gravitational anomalies (i.e. no SO(4)−SO(4)−SO(4) anomalies) in 4 dimen-
sions. However, in the presence of a U(1) factor in the gauge group there are U(1)− SO(4)− SO(4)
anomalies, also called mixed U(1)-gravitational anomalies. They correspond to a triangle diagram
with fermions coupling to one U(1) gauge field and to two gravitons, as shown in Fig. 6, i.e. to the
time-ordered expectation value of the U(1) current jµ and two energy-momentum tensors Tρσ and
Tλκ. Since all particles couple universally to gravity, the relevant D-symbol, tr t t
SO(4)
A t
SO(4)
B ∼ δAB tr t
is simply the sum of all U(1) charges with the appropriate multiplicities. Just as for the gauge anoma-
lies, this anomaly must cancel in order to consistently couple gravity to matter charged under the
U(1). Of course, as noted above, in d = 2 mod 4 dimensions the relevant D-symbol with only SO(d)
generators does not have to vanish and there can also be pure gravitational anomalies.
Finally, let us show that only massless particles can contribute to the anomaly. First of all, a
massive particle with a standard Dirac mass term mψ¯ψ necessarily is non-chiral, i.e. ψ = ψL + ψR.
(Indeed, as we have seen in sect. 5.2.1, in mψ¯ψ only the terms mψLψR+mψRψL are non-vanishing and
one cannot write a Dirac mass term with only a chiral field.) Such a non-chiral field cannot contribute
to the anomaly. However, we have also seen in sect. 5.2.1 that, for a single chiral field ψL, one can
nevertheless write a “Majorana” mass term of the form ψLψ
c
L+ψ
c
LψL (cf. (5.24) or equivalently (5.25)).
The important point is that such a mass term is not always compatible with the gauge invariance (or
any global symmetry one wants to impose). Indeed, as discussed in the previous subsection, under a
transformation δψL = i
αtRLα we have δψ
c
L = −iα(tRLα )TψcL since our generators are hermitian so that
(tRLα )
T = (tRLα )
∗. Also recall that δψL = −iαψLtRLα . It follows that
δ
(
ψLψ
c
L + ψ
c
LψL
)
= −iαψL
(
tRLα + (t
RL
α )
T
)
ψcL + i
αψcL
(
(tRLα )
T + tRLα
)
ψL . (7.17)
There can be no cancellations between the first terms and the second terms on the r.h.s. because the
first only involves the components of ψ∗L and the second only the components of ψL. Thus both terms
must vanish separately and we conclude that
(tRLα )
T + tRLα = 0 , (7.18)
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i.e. the representation must be real. But we have seen above that real representations have vanishing
Dαβγ and do not contribute to the anomaly. It is not difficult to extend this argument to the more
general mass terms involving several chiral fields and a symmetric mass matrix mrs as in (5.26).
Then if Rr is the representation carried by ψrL one finds that whenever the matrix element mrs is
non-vanishing, the representation Rr is equivalent to the representation Rs (i.e. −(tRrα )T = StRsα S−1)
so that, again, the anomaly either vanishes (if r = s) or cancels between the two representations (if
r 6= s).
There is one more point to be discussed before we can conclude that only massless fermions can
contribute to the anomaly: even though we have shown that the relevant D-symbols for massive
fermions always vanish, we still must show that for a chiral particle with a “Majorana” mass, the
anomaly again is given by some expression times the relevant D-symbol. Looking back out our Feyn-
man diagram triangle computation, it is clear that even if we use appropriate massive propagators for
the fermions (we actually did for the Pauli-Villars regulator fields), the 3 vertices still each contribute
a generator tR yielding a trR tαtβtγ for one of the two Feynman diagrams and a trR tαtγtβ for the other.
Any anomalous part must be accompanied by an νρλσ contracted with the only available momenta
pλ and qσ. Bose symmetry then requires that the second diagram equals the first one with (p, ν, β)
and (q, ρ, γ) exchanged, resulting indeed in a factor trR tαt(βtγ) = DRαβγ.
These arguments straightforwardly generalize to d = 2r = 4 mod 4 dimensions, since in these
dimensions ψcL is again right-handed and we can write the same “Majorana” mass term (5.24), find
again that the representation RL must be real and hence that DRLα1...αr+1 = 0. On the other hand, for
d = 2r = 2 mod 4 dimensions, ψcL is still left-handed and ψLψ
c
L vanishes, just as does ψLψL, so that
chiral fermions can have neither Dirac nor Majorana masses is 2 mod 4 dimensions. Thus we conclude
in general:
Only massless particles can contribute to the anomaly.
This is very fortunate since it allows us to study the question of anomalies in theories describing the
known elementary particles without the need to know which heavy particles might be discovered at
some very high energy.
7.3 Anomaly cancellation in the standard model
Here the gauge group is SU(3)× SU(2)× U(1) and from the above discussion, a priori, we can have
anomalies for
• SU(3)× SU(3)× SU(3),
• SU(3)× SU(3)× U(1),
• SU(2)× SU(2)× U(1),
• U(1)× U(1)× U(1),
• mixed U(1)-gravitational.
We must know which representations appear. Since each generation of quarks and leptons repeat the
same representations it is enough to look at the first generation. There are the left-handed neutrino νe
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and left-handed electron which form a doublet of SU(2), denoted
(
νe
e
)
L
, as well as the right-handed
electron eR which is an SU(2) singlet. According to our previous discussion, we can equivalently
consider the left-handed positron (eR)
c ' (ec)L. Similalry, there is the left-handed quark doublet(
u
d
)
L
of SU(2) and the right-handed SU(2) singlets uR and dR which we describe as left-handed
singlets (uR)
c and (dR)
c. Of course, the quarks are in a 3 of SU(3) and hence (uR)
c and (uR)
c are in
a 3. The table summarizes all the left-handed particles/antiparticles.
SU(3) repres. SU(2) repres. U(1) hypercharge
(
νe
e
)
L
1 2 1
2
(eR)
c 1 1 −1
(
u
d
)
L
3 2 −1
6
(uR)
c 3 1 2
3
(dR)
c 3 1 −1
3
Table 1: All the left-handed particles/antiparticles of one generation in the standard model
7.3.1 Unbroken phase
Of course, most of these particles are actually massive due to their interactions with the scalar (Higgs)
field that acquires a vacuum expectation value and is responsible for the electro-weak symmetry
breaking. We will discuss this issue below. For the time being, we assume that the couplings of the
fermions to the scalar field are taken to vanish30 so that the fermions indeed are massless.31
Let us now work out the contributions to the Dαβγ for the different anomalies. We will denote the
gauge coupling constants of SU(3), SU(2) and U(1) by gs, g and g
′ respectively. We get:
30In the standard model these couplings all are independent parameters which one must adjust to fit the experimentally
observed fermion masses. From the theoretical point of view, it is perfectly consistent to set these couplings to zero.
31More physically, at energies well above the electro-weak symmetry breaking scale ∼ gv (where g is the SU(2)
coupling constant and v the scalar field expectation value) the theory is in the “unbroken phase” and the fermions can
indeed be considered as massless.
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• SU(3) × SU(3) × SU(3) : The total (reducible) SU(3) representations that occurs is (in the
order of the table) R = (1+1)+1+(3+3)+3+3 which is real, since 3 is the complex conjugate
of 3. Hence DRαβγ = 0, and there is no SU(3)×SU(3)×SU(3)-anomaly in the standard model.
Of course, the generators for the trivial representation 1 simply vanish, and only the quarks
(and antiquarks) contribute. The relevant representation then is R = (3 + 3) + 3 + 3 and we
reach the same conclusion.
• SU(3) × SU(3) × U(1) : As just mentioned, only the quarks and antiquarks contribute. If we
call t the U(1) hypercharge generator and tα the SU(3) generators we have
tr tRα t
R
β t
R = 2× tr t3αt3β ×
(− 1
6
g′
)
+ tr t3at
3
b ×
(2
3
g′
)
+ tr t3at
3
b ×
(− 1
3
g′
)
= gs g
′C3 δαβ
(
2× (− 1
6
)
+
2
3
− 1
3
)
= 0 , (7.19)
where we used C3 = C3.
• SU(2) × SU(2) × U(1) : Here only the SU(2) doublets can contribute, and calling tα now the
SU(2) generators, we get
tr tRα t
R
β t
R = tr t2αt
2
β×
(1
2
g′
)
+3× tr t2αt2β×
(−1
6
g′
)
= g g′C2 δαβ
(
1
2
+ 3× (− 1
6
))
= 0 . (7.20)
• U(1)× U(1)× U(1) :
tr tRtRtR = 2×(1
2
g′
)3
+
(−g′)3 +3×2×(− 1
6
g′
)3
+3×(2
3
g′
)3
+3×(− 1
3
g′
)3
= 0 . (7.21)
• mixed U(1)-gravitational anomalies : We have seen that they are proportional to the sum of all
U(1) charges:
tr tR = 2× 1
2
g′ + (−g′) + 3× 2× (− 1
6
g′
)
+ 3× (2
3
g′
)
+ 3× (− 1
3
g′
)
= 0 . (7.22)
Thus all possible anomalies cancel for every generation of the standard model. If in one generation a
quark (or any other particle) were missing, one would get non-vanishing anomalies (not for SU(3)×
SU(3)× SU(3), but for the three other combinations).
7.3.2 Broken phase
Let us now discuss the issue that the fermions are actually not massless but get masses due to their
couplings to the scalar field. This scalar field φ =
(
φ+
φ0
)
is an SU(2) doublet and has a potential such
that it develops a vacuum expectation value, which one can take as 〈φ+〉 = 0, 〈φ0〉 = v, spontaneously
breaking the SU(2)×U(1) symmetry to a single U(1) which corresponds to the electromagnetic gauge
symmetry. Its generator tem is a combination of the original t3 and the hypercharge t, namely
tem =
e
g
t3 − e
g′
t , (7.23)
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where −e < 0 is the electric charge of an electron. Specifically, the interaction of the neutrino and
electron fields with the scalar is
Leνφ = −ge
(
νe
e
)
L
(
φ+
φ0
)
eR + h.c. (7.24)
There are similar terms for the interactions of the quarks with the scalar field but with different and
independent coupling constants. We may well assume that we keep these coupling constants zero for
the time being and only switch on the interaction Leνφ with a non-vanishing ge. Inserting the vacuum
expectation value for φ this gives
Leνφ
∣∣
φ=〈φ〉 = −(gev) eL eR + h.c. , (7.25)
which is just a standard Dirac mass term for a non-chiral electron, the (chiral) neutrino remaining
massless. Of course, such a term is not compatible with the original SU(3)×SU(2)×U(1) symmetry
and with the representations as given in the above table. However, from a low-energy perspective,
the symmetry is broken to the “low-energy gauge group” SU(3) × U(1)em and the mass term (7.25)
clearly is compatible with this symmetry. Let us then check that there are no anomalies with respect
to this SU(3)×U(1)em. The electron being massive, it does not contribute to the anomaly any more.
(Indeed, eL and (eR)
c are SU(3) singlets and have opposite electric charge, so that their contributions
to tr tαtβtem or tr temtemtem always cancel.) The left-handed neutrino is an SU(3) singlet and has zero
electric charge so it does not contribute to any anomaly either. Finally, for the quarks, uL and uR the
electric charges are obtained using the relation (7.23) and the hypercharge values of t/g′ given in the
table. One finds that uL and uR have tem =
2
3
e and dL and dR have tem = −13 e. Of course, (uR)c has
tem = −23 e and (dR)c has tem = 13 e. Then one finds for their contributions to the different anomalies:
• SU(3) × SU(3) × SU(3) : The representation is (3 + 3) + 3 + 3 which is real, and there is no
anomaly.
• SU(3) × SU(3) × U(1) : We have tr tRα tRβ tRem = tr t3αt3β ×
(
2
3
− 1
3
)
e + tr t3at
3
b ×
( − 2
3
+ 1
3
)
e =
e gsC3 δαβ
(
2
3
− 1
3
− 2
3
+ 1
3
)
= 0, where we used again C3 = C3.
• U(1)× U(1)× U(1) : Here simply tr tRemtRemtRem = e3
((
2
3
)3
+
(− 1
3
)3
+
(− 2
3
)3
+
(
1
3
)3)
= 0.
Thus, again, all anomalies cancel. Actually, this should have been obvious since uL and (uR)
c together
form a real representation of SU(3)×U(1)em, and similarly for dL and (dR)c. This also shows that one
can add different (Dirac) mass terms for the u and d quarks, as are indeed generated by the coupling
to the scalar vacuum expectation value.
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Part II :
Gauge and gravitational anomalies
in arbitrary dimensions
Having completed our rather detailed study of anomalies in four-dimensional (non-abelian) gauge
theories, we now turn to various more formal developments. On the one hand, we will develop the tools
to characterize and compute relevant gauge anomalies in arbitrary (even) dimensions and, on the other
hand, we will extend this formalism to also include gravitational anomalies in a generally covariant
theory. Such gravitational anomalies can be viewed either as anomalies of the diffeomorphisms or as
anomalies of local Lorentz transformations. This will allow us in the end to study some prominent
examples of cancellation of gauge and gravitational anomalies in ten dimensions.
8 Some formal developments: differential forms and charac-
teristic classes in arbitrary even dimensions
We have seen that the chiral anomaly for a left-handed, i.e. positive chirality fermion in four dimensions
is given by (cf eq. (5.44))
Aα(x) = −Dµ〈jµα〉 = −
1
24pi2
µνρσtrR tα∂µAν∂ρAσ +O(A3) , (8.1)
or equivalently by
δΓ[A] =
∫
d4x α(x)Aα(x) = − 1
24pi2
∫
d4x µνρσtrR  ∂µAν∂ρAσ +O(A3) , (8.2)
with  = αtRα . From now on, we will use the more common symbol Γ[A] for the effective action
W˜ [A]. As noted in section 5.2, the O(A3)-terms could have been determined from a square diagram
computation, but we will get them below from the powerful consistency conditions.
The appearance of µνρσ in (8.1) and (8.2) is characteristic of differential forms. It will indeed
prove very useful to reformulate these expressions in terms of differential forms. So far we have been
working in flat space-time, but the use of differential forms will allow us to extend most results to
curved space-time in a straightforward way. Indeed, differential forms are naturally defined on a
curved manifold without the need of using the metric explicitly. For completeness, and also to fix our
normalizations, we will briefly review some basic notions about differential forms. The reader familiar
with these notions can safely skip the first subsection 8.1.
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8.1 Differential forms in arbitrary dimensions, exterior derivative and de
Rham cohomology
Consider a d-dimensional space-time which may be a curved manifold. One introduces the symbols
dxµ and a wedge product dxµ ∧ dxν = −dxν ∧ dxµ. One then has e.g.
dxµ ∧ dxν ∧ dxρ = − dxµ ∧ dxρ ∧ dxν = + dxρ ∧ dxµ ∧ dxν . (8.3)
Such a wedge product is clearly completely antisymmetric in all indices. A general p-form ξ(p) is a
sum
ξ(p) =
1
p!
ξµ1...µp dx
µ1 ∧ . . . ∧ dxµp , (8.4)
where the coefficients are completely antisymmetric tensors of degree p. Obviously, due to the anti-
symmetry, in d dimensions the maximal degree of a form is p = d. The wedge product of a p-form
ξ(p) with a q-form ζ(q) is then defined in an obvious way:
ξ(p) ∧ ζ(q) = 1
p!
1
q!
ξµ1...µp ζν1...νq dx
µ1 ∧ . . . ∧ dxµp ∧ dxν1 ∧ . . . ∧ dxνq
=
1
p!q!
ξ[µ1...µpζν1...νq ]dx
µ1 ∧ . . . ∧ dxνq , (8.5)
and yields a p+q form. It follows from the above properties that this wedge product is anticommutative
if p and q are both odd and commutative otherwise (provided the coefficients ξµ1...µp and ζν1...νq are
c-numbers.) Note that one does not always explicitly write the symbol ∧ since the product of two
differential forms is always meant to be the wedge product unless otherwise stated.
It is important to note that under coordinate transformation, the coefficients ξµ1...µp of a p-form
transform as a covariant (antisymmetric) tensor, while the dxµ1 ∧ . . . ∧ dxµp obviously transform as
a contravariant (antisymmetric) tensor. It follows that the p-form ξ(p) transforms as a scalar. This is
one of the reasons why it is very convenient to deal with differential forms.
The exterior derivative d = dxµ∂µ acts on a p-form as
dξ(p) = dxµ∂µ
( 1
p!
ξµ1...µp dx
µ1 ∧ . . . ∧ dxµp
)
=
1
p!
∂[µξµ1...µp] dx
µ ∧ dxµ1 ∧ . . . ∧ dxµp
=
1
(p+ 1)!
(
∂µξµ1...µp − ∂µ1ξµµ2...µp + . . .
)︸ ︷︷ ︸ dxµ ∧ dxµ1 ∧ . . . ∧ dxµp ≡ ζ(p+1) .
p+ 1 terms (8.6)
Hence if ζ(p+1) = dξ(p), then the coefficients of ζ(p+1) = 1
(p+1)!
ζµ1...µp+1dx
m1 ∧ . . . ∧ dxµp+1 are given by
ζµ1...µp+1 =
(
∂µξµ1...µp − ∂µ1ξµµ2...µp + . . .
)︸ ︷︷ ︸
p+1terms
. A most important property of the exterior derivative is its
nilpotency, i.e. d2 = 0. Indeed,
ddξ(p) = d
(
1
p!
∂[µξν1...νp] dx
µ ∧ dxν1 ∧ . . . ∧ dxνp
)
=
1
p!
∂[ρ∂µξν1...νp]dx
ρ ∧ dxµ ∧ dxν1 ∧ . . . ∧ dxνp = 0 ,
(8.7)
since ∂ρ∂µ − ∂µ∂ρ = 0.
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A p-form ξ(p) is called closed if dξ(p) = 0. It is called exact if there exists a (globally well-defined)
(p−1)-form ω(p−1) such that ξ(p) = dω(p−1). In many cases such a ω(p−1) may exist only locally but be
not globally well-defined. Since d2 = 0 it follows that every exact form is also closed. The converse,
however, is not true in general.
de Rham cohomology : one is interested in determining the closed p-forms modulo exact ones: The
so-called de Rham cohomology group H(p) is the set of all closed p-forms ξ(p) modulo exact ones, i.e.
the set of all ξ(p) such that dξ(p) = 0, subject to the equivalence relation
ξ˜(p) ' ξ(p) if ξ˜(p) = ξ(p) + dω(p−1) for some (p− 1)-form ω(p−1) . (8.8)
Obviously, H(p) is a vector space and its dimension is called the pth Betti number bp. Actually, the
H(p) depend crucially on the topology of the manifold one is considering and the bp are called the Betti
numbers of the manifold.
Let us look at an example which should be familiar from classical electrodynamics. Let space (or
space-time) be R4. The exterior derivative of a scalar φ is dφ = ∂µφ dx
µ which is just a gradient. If
A = Aµdx
µ is a one-form, then
dA =
1
2
(∂µAν − ∂νAµ)dxµdxν ≡ F with Fµν = ∂µAν − ∂νAµ . (8.9)
If A = dφ is exact (“pure gauge”) then d2 = 0 implies that A is closed, i.e. F = dA = 0. Conversely,
if F = dA = 0, A is closed and we then usually conclude that A is pure gauge: A = dφ for some φ,
i.e. A is exact. This conclusion indeed holds in R4 which is topologically trivial so that every closed
p-form is exact (for p = 1, 2, 3, 4).
A
B
Figure 7: An infinite solenoid creates a magnetic field confined to the interior of the solenoid.
Consider now another example from classical electrodynamics which involves a topologically non-
trivial space. We look at a static situation (so that we can neglect time and effectively have a
3-dimensional space only). The components of the magnetic field then are Bx = F23, B
y = F31
and Bz = F12. Take as our manifold the space outside an infinitely long solenoid:
M = R3\{a cylinder around the z-axis}. Physically, a current in the solenoid produces a magnetic
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field confined to the interior of the solenoid so that everywhere in M the magnetic field vanishes:
F = dA = 0 and A is closed. However, we cannot conclude that this implies that A is exact, i.e.
A = dφ with a well-defined (i.e. single-valued) scalar field φ. Indeed, we know by Stoke’s theorem
that for any closed curve C the integral ∮C A equals the flux of the magnetic field through the surface
spanned by C. If we take C to surround once the solenoid, this flux is non-vanishing. On the other
hand if we had A = dφ then we would get, again by Stokes theorem,
∮
C A =
∮
C dφ = 0, in contradic-
tion with the above. It is easy to see what happens. If the modulus of the magnetic field produced
by the solenoid is called B, in cylindrical coordinates (z, ρ, ϕ) the gauge field is A = B
2pi
dϕ. This is
well-defined everywhere in M. Of course, dϕ is ill-defined on the z-axis, but this is not part of our
manifold M. One sees that we correctly have F = dA = 0 everywhere in M. However, A is not
exact: although formally A = d
( B
2pi
ϕ
)
the expression in the brackets is not a well-defined 0-form since
ϕ is not single-valued on M.
Integration of differential forms : Note that on a d-dimensional manifold dxµ1 ∧ . . . dxµd is com-
pletely antisymmetric in all d indices and hence proportional to the“flat” -tensor ̂ normalized as
̂01...(d−1) = +1. Hence we have
dxµ1 ∧ . . . dxµd = ̂µ1...µd dx0 ∧ . . . dxd−1 ≡ ̂µ1...µd ddx . (8.10)
On a curved manifold, the true -tensor and the pseudo-tensor ̂ are related by
µ1...µd =
√−g ̂µ1...µd , µ1...µd =
1√−g ̂
µ1...µd (8.11)
where, of course, g stands for det gµν . Then (8.10) is rewritten as
dxµ1 ∧ . . . dxµd = µ1...µd √−g ddx . (8.12)
It follows that for any d-form one has
ξ(d) =
1
d!
ξµ1...µddx
µ1 . . . dxµd =
1
d!
ξµ1...µd
µ1...µd
√−g ddx . (8.13)
Since ξµ1...µd
µ1...µd is a scalar and
√−g ddx the volume element, it is clear that we can directly
integrate any d form over the d-dimensional manifold or over any d-dimensional submanifold. (Note
that the original definition of the differential form ξ(d) does not involve the metric, only our rewriting
(8.13) does.) Similarly, any p-form with p ≤ d can be directly integrated over any p-dimensional
submanifold S(p): ∫
S(p)
ξ(p) (8.14)
is a well-defined scalar, i.e. invariant under changes of the coordinates used. Stokes’s theorem then
can be written as ∫
S(p)
dζ(p−1) =
∫
∂S(p)
ζ(p−1) , (8.15)
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where ∂S(p) is the (p− 1)-dimensional manifold which is the boundary of the manifold S(p). Consider
again the example of electrodynamics with F = dA in 4 dimensions. Then F ∧ F is a 4-form and we
have
F ∧ F = 1
4
FµνFρσdx
µdxνdxρdxσ =
1
4
µνρσFµνFρσ
√−g d4x , (8.16)
an expression familiar from our abelian anomaly computations. (Of course, no
√−g appeared there
since we worked in flat space-time.)
Hodge dual : For any p-form ξ(p) one defines the Hodge dual ∗ξ(p), which is a (d− p)-form, as
∗ξ(p) = 1
p!
ξµ1...µp ∗ (dxµ1 . . . dxµp) ,
∗(dxµ1 . . . dxµp) = 1
(d− p)! 
µ1...µp
νp+1...νd
dxνp+1 . . . dxνd
=
1
(d− p)! g
µ1ν1 . . . gµpνpν1...νpνp+1...νd dx
νp+1 . . . dxνd . (8.17)
Clearly, to define the Hodge dual one needs the metric. Note that ∗(∗ξ(p)) = −(−)p(d−p)ξ(p). Since the
Hodge dual is a (d− p)-form, ξ(p)∧∗ξ(p) is a d-form and, as we have seen above, must be proportional
to the volume form
√−g ddx. Indeed, using (8.13) and (8.17) it is straightforward to find
ξ(p) ∧ ∗ξ(p) = 1
p!
ξµ1...µpξµ1...µp
√−g ddx , (8.18)
where, of course, ξµ1...µp = gµ1ν1 . . . gµpνpξν1...νp . This can be used to rewrite the kinetic term in an
action involving antisymmetric tensors using the corresponding differential forms, e.g.
−1
4
∫
ddx
√−g F µνFµν = −1
2
∫
F ∧ ∗F . (8.19)
8.2 Non-abelian gauge fields as differential forms and the gauge bundle
In a (non-abelian) gauge theory one defines the gauge connection one-form and field strength two-form
as
A = Aµdx
µ = Aαµtαdx
µ , F =
1
2
Fµνdx
µdxν =
1
2
Fαµνtαdx
µdxν . (8.20)
These one-forms are matrix-valued. It follows that such one-forms no longer simply anticommute with
each other. Instead one has e.g.
A2 ≡ A ∧ A = AµAνdxµdxν = 1
2
(AµAν − AνAµ)dxµdxν = 1
2
[Aµ, Aν ]dx
µdxν . (8.21)
This allows us to write the non-abelian field strength as
F =
1
2
Fµνdx
µdxν =
1
2
(∂µAν − ∂νAµ − i[Aµ, Aν ]) dxµdxν = dA− iA2 . (8.22)
Gauge transformations are now written as
δA = d− i[A, ] , δψ = iψ , (8.23)
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where it is understood, as usual, that  = αtα and the ta are in the appropriate representation. One
also defines a covariant exterior derivative as
D = dxµDµ = d− iA . (8.24)
It is convenient to absorb the i’s appearing all over the place by a redefinition of the generators,
gauge connection and field strength as follows. We let Tα = −itα. The Tα now are antihermitian
generators, T †α = −Tα satisfying [Tα, Tβ] = CγαβTγ (with the same real structure constants as before).
If we also let Aαµ = −iAαµ and define (as before) Aµ = Aαµtα we have Aµ = −iAαµtα = AαµTα so that
A ≡ Aµdxµ = AαµTαdxµ = −iA. Furthermore, we let F = −iF so that F = dA + A2, without
the i, indeed. Similarly one redefines the infinitesimal parameters of the gauge transformations as
v ≡ vαtα = −iαtα = αTα = −i so that the gauge transformations now read δψ = −vψ and
δA = dv + [A, v]. Finally, the covariant derivative becomes D = d + A. Let us summarize
A = −iA , F = −iF , F = dA+ A2 , D = d + A
v = −i , δψ = −vψ , δA = dv + [A, v] .
(8.25)
As before (cf. the corresponding discussion in section 2), if the A in the covariant derivative acts on a
p-form field in the adjoint representation like e.g. F, this action can be rewritten as a commutator (if
p is even) or anticommutator (if p is odd). Thus the Bianchi identity for F can be simply written as
DF = dF+ AF− FA = 0 . (8.26)
Let us now show how to rewrite the anomaly obtained above using the language of differential
forms. Just as we obtained (8.16), we have
dAdA = ∂µAν∂ρAσdx
µdxνdxρdxσ = ∂µAν∂ρAσ
µνρσ
√−g d4x . (8.27)
Again, in flat space-time the
√−g is not needed, and this is why it did not appear when we computed
the anomaly. We then rewrite the anomaly for a left-handed (positive chirality) fermion (8.2) as
δΓ[A] =
∫
d4x
√−g αAα = − 1
24pi2
∫
d4x
√−g αµνρσtrR tα∂µAν∂ρAσ +O(A3)
= − 1
24pi2
∫
trR  dAdA+O(A3) = i
24pi2
∫
trR v dAdA+O(A3) .
(8.28)
This is clearly a convenient and compact notation.
Whenever the space-time manifold is topologically non-trivial one must cover it by a (finite) number
of coordinate patches Ui, each diffeomorphic to an open subset of R
d (see Fig. 8). Then to define
a vector or tensor field, one defines it on each patch separately, together with appropriate transition
rules on the overlaps Ui∩Uj. As noted above, a p-form should transform as a scalar, i.e. it has trivial
transition functions. Consider now an abelian gauge theory. The field strength is a 2-form F(i) defined
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Figure 8: Coordinate patches on some manifold (left) and the two standard patches S+ and S− on
the two-sphere S2 that overlap on the equator ribbon (right).
on each patch Ui and we must have F(i) = F(j) on the overlaps Ui ∩ Uj. However, this does not imply
that the gauge connections should also be related in this simple way. Indeed, we can only require
that A(i) be related to A(j) on the overlap by a gauge transformation. More generally, in a non-abelian
gauge theory we allow the A(i) and A(i) to be related by a (finite) gauge transformation
A(i) = g
−1
ij (A(j) + d)gij ⇒ F(i) = g−1ij F(j)gij on Ui ∩ Uj . (8.29)
These transition rules define the gauge bundle. The gauge group-valued gij are called the transition
functions. They encode the topological information contained in the gauge bundle.
−
U +
U
Figure 9: A sketch of the two patches U+ and U− on R3 with a little ball around the origin deleted.
As an example, consider again a U(1) gauge theory and restrict to static configurations so that
the problem becomes 3-dimensional. Let the manifold beM = R3\ {r ≤ r0}, i.e. ordinary space with
a (little) ball of radius r0 around the origin excised. One introduces two coordinate patches U± as
sketched in Fig. 9, corresponding to the upper half and lower half space:
U+ = {(r, θ, ϕ), r ≥ r0, 0 ≤ θ ≤ pi
2
+ δ}
U− = {(r, θ, ϕ), r ≥ r0, pi
2
− δ ≤ θ ≤ pi} . (8.30)
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Their overlap is
U+ ∩ U− = {(r, θ, ϕ), r ≥ r0, pi
2
− δ ≤ θ ≤ pi
2
+ δ} , (8.31)
which is not simply connected. On this manifold M one can construct the following U(1) gauge
bundle, called the monopole bundle for reasons that will be clear soon. On U± one defines32
on U+ : A+ = γ(1− cos θ)dϕ ⇒ F+ = γ sin θdθdϕ ,
on U− : A− = γ(−1− cos θ)dϕ ⇒ F− = γ sin θdθdϕ . (8.32)
Note that dϕ is well-defined everywhere except on the z-axis, i.e. θ = 0 or θ = pi. Now, U+ contains
the half-line θ = 0, but 1 − cos θ vanishes there. Similarly, U− contains the half-line θ = pi, but here
−1 − cos θ vanishes. This also shows why we need to use two diferent A+ and A−, since extending
e.g. A+ to all of M would result in a string-like singularity along the half-line θ = pi. (This is
precisely the Dirac string singularity which appears in the older treatments of the magnetic monopole
configuration.) Thus we have two perfectly well-defined, non-singular gauge connections A± yielding
the same field strength F = F+ = F− in the overlap U+ ∩U−. However, me must still make sure that
on the overlap A+ and A− are related by a gauge transformation. For U(1) this requires
i g−1+− dg+− = A+ − A− = 2γdϕ on U+ ∩ U− , (8.33)
with solution
g+− = exp (−2iγϕ) on U+ ∩ U− . (8.34)
This is a well-defined, single-valued function on U+ ∩ U− only if
γ =
k
2
, k ∈ Z . (8.35)
Of course, this is due to the first homotopy group of U+ ∩ U− being Z. To see the physical meaning
of this solution one computes the flux of the magnetic field through any two-sphere S2 inM centered
at r = 0. Using our differential forms, this flux is given by
∫
S2
F . Comparing Figures 8 and 9 we see
that one can separate S2 into an upper a half-sphere S+ contained in U+ and a lower half sphere S−
contained in U−. (With respect to Fig. 8 we now take the overlap of S+ and S− to be just the equator
circle.) Then we compute∫
S2
F ≡
∫
S+
F+ +
∫
S−
F− =
k
2
∫
S2
sin θdθdϕ =
k
2
4pi = 2pik . (8.36)
By definition, this flux equals the magnetic charge contained inside the sphere. Since F± = dA±
everywhere in U± this magnetic charge cannot be located in M and, of course, it is interpreted as a
magnetic monopole at the origin r = 0. The remarkable fact is that from purely topological reasoning
one finds that this magnetic charge is quantized since k ∈ Z. It is useful to compute ∫
S2
F again in
32For U(1) theories it is more convenient to continue to use the real gauge fields A and F rather than the imaginary
A and F.
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a different way, using Stoke’s theorem and the fact that the boundaries of S+ and S− both are the
same circle, but with an opposite orientation. We have∫
S2
F =
∫
S+
F+ +
∫
S−
F− =
∫
S+
dA+ +
∫
S−
dA− =
∫
∂S+
A+ +
∫
∂S−
A−
=
∫
S1
(A+ − A−) =
∫
S1
kdϕ = 2pik . (8.37)
This way of proceeding has the advantage to show that the value of this integral only depends on
A+−A− on the overlap, which is entirely given in terms of the transition function of the gauge bundle.
In particular, if the transition function is trivial, so that A+ = A− ≡ A can be globally defined, we
have F = dA globally. Obviously then F is exact and
∫
S2
F = 0.
Another interesting well-known example is related to instantons in (Euclidean) R4: Of course, R4
is not compact, and in order to get configurations with finite action one requires that far away from
the origin the gauge connection A asymptotes to a pure gauge. This can be reformulated by using two
patches, U< containing all points within a certain large radius, and U> containing all points outside
this radius. In U< we then keep A< = A as our gauge connection. However in U> we use a gauge
transformed A> which is such that it vanishes everywhere at infinity. This is possible precisely because
the original A was pure gauge at infinity. Since A> vanishes everywhere at infinity, we can effectively
replace the non-compact U> by a compact U˜>. As a result, we now have a compact manifold, which
topologically is S4. The price to pay is to have two different gauge-connections A> and A< that are
related by a gauge transformation on the overlap. The overlap is topologically an S3 and these gauge
transformations thus are maps from S3 into the gauge group. Such maps are classified by pi3(G) which
equals Z for any simple G. This shows that instantons (or more precisely the instanton bundles) are
classified by an integer.
8.3 Characteristic classes, Chern-Simons forms and descent equations
8.3.1 Characteristic classes
We have just seen some simple examples of characteristic classes. More generally we have:
• A characteristic class P is a local form on the compact manifold33 M that is constructed from
the curvature or field strength F and is such that its integral over the manifold (or a submanifold) is
sensitive to non-trivial topology, i.e. to non-trivial transition functions only.
The latter property is due to the fact that P is closed but not exact. As discussed above, a closed
form is locally exact, but need not be globally exact. Indeed, on every topologically trivial patch Ui,
dP(i) = 0 implies the existence of a Q(i) such that P(i) = dQ(i). Each Q(i) is well defined on its Ui,
but there is no guarantee that the different Q(i) can be patched together to yield a globally defined
Q. We have seen this very explicitly for the monopole bundle with P = F and Q± = A±. Just as
in this example, consider computing the integral
∫
M P . We may reduce the Ui to Ûi ⊂ Ui such that
33We will assume that the manifold (or the relevant submanifold) is compact, or else that the behaviour of the
fields “at infinity” is such that we can effectively treat the manifold as compact, as we did in our above discussion of
instantons.
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M = ∪iÛi and the (d− 1)-dimensional boundary of Ûi is just the sum of those intersections Ûi ∩ Ûj
that are non-empty, cf. Fig. 10:
∂Ûi =
∑
j 6=i
Ûi ∩ Ûj , (8.38)
4U2U1
U3
U
Figure 10: The overlaps of the d-dimensional Ûi are (d− 1)-dimensional.
It follows that the integral of P over the manifold M is given by∫
M
P =
∑
i
∫
bUi P(i) =
∑
i
∫
bUi dQ(i) =
∑
i
∫
∂ bUi Q(i) =
∑
i<j
(±)
∫
bUi∩bUj(Q(i) −Q(j)) , (8.39)
where the last equality arises because each overlap Ûi ∩ Ûj arises twice in the sum, as the boundary
of Ûi with Ûj, and as the boundary of Ûj with Ûi. The ± depend on the precise conventions adopted
for the orientations of the Ûi∩ Ûj. In any case, eq. (8.39) shows that the integral of the closed form P
over the manifold M only depends on the transition functions between the Q(i) and the Q(j) on the
overlaps Ûi ∩ Ûj.
We are interested in the case where P is a (gauge) invariant polynomial of F, i.e. P (g−1Fg) = P (F)
for any g ∈ G. In practice, we will consider
Pm(F) = trF
m ≡ tr F ∧ . . . ∧ F︸ ︷︷ ︸
m times
. (8.40)
In fact, any invariant polynomial can be constructed from sums of products of these Pm’s. Then
• Pm is closed.
• Integrals of Pm are topologically invariant, i.e. they are invariant under deformations of the A
that preserve the transition functions and they depend only on the latter.
Let us first show that Pm is closed. Recall the Bianchi identity (8.26) which states dF = FA − AF.
Furthermore, cyclicity of the trace implies tr ξ(p)ζ(q) = (−)pq tr ζ(q)ξ(p) for any matrix-valued p and q
forms ξ(p) and ζ(q). It follows that
dPm = d tr F
m = m tr (dF)Fm−1 = m tr (FA− AF)Fm−1 = 0 . (8.41)
To show that the integral of Pm is invariant under deformations of the A that preserve the transition
functions, consider two gauge connections A1 and A0 with the same transition functions. Let F1 and
F0 be the corresponding field strengths. We want to show that
Pm(F1)− Pm(F0) = dR , (8.42)
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with some globally defined (2m − 1)-form R. Since the manifold is assumed to be compact it then
follows from Stokes’s theorem that∫
M
Pm(F1)−
∫
M
Pm(F2) =
∫
M
dR = 0 . (8.43)
To show (8.42) we let
At = A0 + t(A1 − A0) , Ft = dAt + A2t , t ∈ [0, 1] . (8.44)
Then
∂
∂t
Ft = d(A1 − A0) + (A1 − A0)A0 + A0(A1 − A0) + 2t(A1 − A0)2
= d(A1 − A0) + (A1 − A0)At + At(A1 − A0)
= Dt(A1 − A0) , (8.45)
where Dt stands for the covariant exterior derivative that involves the gauge connection At. Note in
particular the Bianchi identity for Ft is DtFt = 0. It follows that
∂
∂t
Pm(Ft) = m tr
∂Ft
∂t
Fm−1t = m tr (Dt(A1 − A0))Fm−1t = m Dt tr (A1 − A0)Fm−1t . (8.46)
Under a gauge transformation, both A1 and A0 transform inhomogeneously, but their difference trans-
forms covariantly, just as does the field strength Ft. Then tr (A1 − A0)Fm−1t is invariant under gauge
transformations, and the covariant derivative of an invariant quantity is just the ordinary derivative.
Thus we arrive at
∂
∂t
Pm(Ft) = m d tr (A1 − A0)Fm−1t . (8.47)
Now the important point is that A1 and A0 have the same transition functions on overlapping patches,
cf. (8.29), so that the inhomogeneous terms drop out and A
(i)
1 − A(i)0 = g−1ij (A(j)1 − A(j)0 )gij, just as
F
(i)
t = g
−1
ij F
(j)
t gij. It follows that tr (A1 − A0)Fm−1t has transition functions equal to 1 and is globally
defined. Integrating (8.47) with respect to t from 0 to 1 we get (8.42) with a globally defined34
R = m
∫ 1
0
dt tr (A1 − A0)Fm−1t , (8.48)
and we conclude that (8.43) indeed holds, i.e.∫
M
Pm(F1) =
∫
M
Pm(F0) , (8.49)
and the Pm(F) are characteristic classes.
34We write
∫
dt(. . .) rather than
∫
dt(. . .) to emphasize that dt is not a 1-form.
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8.3.2 Chern-Simons forms
Since the Pm(F) are closed 2m-forms they must be locally exact, i.e.
Pm(F) = dQ2m−1(A(i),F(i)) locally on each Ui . (8.50)
The previous computation precisely shows how to obtain suitable (2m − 1)-forms Q2m−1(A(i),F(i)).
Indeed, we have shown that
Pm(F1) = Pm(F0) + d
(
m
∫ 1
0
dt tr (A1 − A0)Fm−1t
)
(8.51)
for every A1 with the same transition functions as A0. Locally, within each patch Ui, there is no issue
of transition functions and we can simply take A0 = 0 and A1 = A (which is meant to be the A on the
patch Ui, i.e. A(i)) so that F0 = 0 and F1 = F, as well as At = tA and Ft = tdA + t
2A2. We then get
(8.50) with
Q2m−1(A,F) = m
∫ 1
0
dt trAFm−1t = m
∫ 1
0
dt trA
(
tdA+ t2A2
)m−1
= m
∫ 1
0
dt tm−1 trA
(
F+ (t− 1)A2
)m−1
. (8.52)
Q2m−1(A,F) is called the Chern-Simon (2m−1)-form. Of course, the defining relations (8.50) determine
the Q2m−1 only up to adding some exact form. It is nevertheless customary to call Chern-Simons forms
the expressions given by (8.52). Let us explicitly compute the Chern-Simons 3- and 5-forms and check
that their exterior derivatives indeed yield the characteristic classes P2 and P3. We have
Q3 = 2
∫ 1
0
dt trA
(
tdA+ t2A2
)
= tr
(
AdA+
2
3
A3
)
= tr
(
AF− 1
3
A3
)
(8.53)
Q5 = 3
∫ 1
0
dt trA
(
tdA+ t2A2
)2
= tr
(
AdAdA+
3
2
A3dA+
3
5
A5
)
= tr
(
AF2 − 1
2
A3F+
1
10
A5
)
. (8.54)
Let us first check that dQ3 = P2. First note that
trA2k = 0 , (8.55)
since, using the anticommutation of odd forms, as well as the cyclicity of the trace, trAA2k−1 =
− trA2k−1A. Similarly, trAdAA = − tr dAA2, etc. It follows that
dQ3 = tr
(
dAdA+
2
3
dAA2 − 2
3
AdAA+
2
3
A2dA
)
= tr
(
dAdA+ 2dAA2
)
= tr F2 . (8.56)
Next, we check that dQ5 = P3 (here we need to use trAdAAdA = 0):
dQ5 = tr
(
dAdAdA+
3
2
A2dAdA− 3
2
AdAAdA+
3
2
dAA2dA+ 5× 3
5
A4dA
)
= tr
(
(dA)3 + 3A2(dA)2 + 3A4dA
)
= tr F3 . (8.57)
Finally, note from (8.52) that our normalization of the Chern-Simons forms always is such that
Q2m−1(A,F) = trAF
m−1 + . . . = trA(dA)m−1 + . . . , (8.58)
where + . . . stands for terms with less factors of F or less derivatives.
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8.3.3 Descent equations
Contrary to the characteristic classes Pm, the Chern-Simons forms Q2m−1 are not gauge invariant.
However, one can use the invariance of the Pm to characterize the gauge variation δQ2m−1 of the
Chern-Simons form Q2m−1 as follows:
d δ Q2m−1 = δ dQ2m−1 = δ Pm(F) = 0 , (8.59)
since taking the gauge variation (δ) obviously commutes with taking the exterior derivative (d). We see
that (on each patch Ui where it is well-defined) the gauge variation of Q2m−1 is a closed (2m−1)-form.
Hence, it is locally exact, and on each patch Ui we have
δ Q2m−1(A(i),F(i)) = dQ12m−2(v,A(i),F(i)) on each Ui . (8.60)
Note that this applies to infinitesimal gauge transformations with parameter v. For finite gauge
transformations with some g(x) ∈ G one has a more complicated relation. Indeed, if we let (on Ui)
Ag(i) = g
−1(A(i) + d)g, one can show that
Q2m−1(A
g
(i),F
g
(i))−Q2m−1(A(i),F(i)) = Q2m−1(g−1dg, 0) + d(. . .) , (8.61)
where e.g.
∫
S2m−1 Q2m−1(g
−1dg, 0) ∼ ∫
S2m−1 tr
(
g−1dg
)2m−1
computes the number of times g : S2m−1 →
G maps the basic sphere S2m−1 to a (topological) sphere in G, i.e. it computes the homotopy class of
g in Π2m−1(G). In particular, for every compact, connected simple Lie group G one has Π3(G) = Z,
and also Π2m−1(SU(n)) = Z for all n ≥ m ≥ 2. For an infinitesimal transformation, the homotopy
class of g is trivial and Q2m−1(g−1dg, 0) is exact, so that (8.61) is compatible with (8.60).
Let us again work out the examples of m = 2 and m = 3. Recall that δA = dv + [A, v] and
δF = [F, v]. It follows that δFk = [Fk, v] and
δAl = dvAl−1 + AdvAl−2 + . . .Al−1dv + [Al, v] , (8.62)
so that
δ trAlFk = tr
(
dvAl−1 + AdvAl−2 + . . .Al−1dv
)
Fk , (8.63)
since tr [AlFk, v] = 0. Explicitly, we find
δQ3 = δ tr
(
AF− 1
3
A3
)
= tr
(
dvF− dvA2) = tr dvdA , (8.64)
(note that the terms ∼ tr dvA2 have cancelled !) and we conclude that δQ3 = dQ12 with
Q12 = tr v dA , (8.65)
modulo some exact form. We could e.g. add a term ∼ d tr vA to Q12, resulting in the presence of a
term involving dv. It is customary to fix this ambiguity in such a way that Q12m−1 only involves v and
not dv. Similarly, for Q14 we get
δQ5 = δ tr
(
AF2 − 1
2
A3F+
1
10
A5
)
= tr
(
dvF2 − 1
2
dv (A2F+ AFA+ FA2) +
1
2
dvA4
)
. (8.66)
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Again, the terms ∼ tr dvA4 cancel as they indeed must in order that we can write δQ5 as d(. . .). The
remaining terms are
δQ5 = tr dv
(
dAdA+
1
2
(
dAA2 − AdAA+ A2dA)) = tr dv(dAdA+ 1
2
dA3
)
, (8.67)
and we conclude
Q14 = tr v d
(
AdA+
1
2
A3
)
, (8.68)
(again up to an exact term).
As is clear from (8.63), when computing δQ2m−1 all commutator terms cancel and δQ2m−1 is linear
in dv, so that we may write
δQ2m−1(A,F) = Q2m−1(A+ dv,F)−Q2m−1(A,F) . (8.69)
Hence dQ12m−2 must be linear in dv (and not contain v without derivative) and thus Q
1
2m−2 must be
of the general form Q12m−2 = tr vd
(
. . .
)
(up to exact terms), which we observed indeed for Q12 and
Q14. One can actually prove the general formula
Q12m−2(v,A,F) = m(m− 1)
∫ 1
0
dt(1− t) tr v d(AFm−2t ) . (8.70)
Clearly, for m = 2 and m = 3 this reproduces eqs (8.65) and (8.68). Note also that the normalization
is always such that
Q12m−2(v,A,F) = tr v (dA)
m−1 + . . . = tr v Fm−1 + . . . , (8.71)
where + . . . stands for terms with less factors of F or with less derivatives. We will sometimes use
instead
Q12m−2(, A, F ) = m(m− 1)
∫ 1
0
dt(1− t) tr  d(AFm−2t ) = imQ12m−2(v,A,F) , (8.72)
which is related to trFm = im trFm = imPm(F) by descent. Of course, its normalization is such that
Q12m−2(, A, F ) = tr  (dA)
m−1 + . . . = tr  Fm−1 + . . ..
We will derive one more relation for Q12m−2(v,A,F) that will be useful later-on. As we have just
seen, we can write Q12m−2(v,A,F) = tr v dq2m−2(A,F) with some q2m−2(A,F). Then eq. (8.69) yields
Q2m−1(A + dv,F) − Q2m−1(A,F) = dQ12m−2(v,A,F) = tr dv dq2m−2(A,F). Both sides of this equation
are linear in dv ≡ v̂ and one concludes Q2m−1(A + v̂,F) − Q2m−1(A,F) = tr v̂ dq2m−2(A,F). But we
have just seen that this is Q12m−2(v̂,A,F). Hence
Q2m−1(A+ v̂,F)−Q2m−1(A,F) = Q12m−2(v̂,A,F) . (8.73)
This is an algebraic identity which holds whether v̂ = dv or not.
We already noted that the Q12m−2 are only defined modulo an exact form. They are actually also
defined modulo addition of the gauge variation of some (2m−2)-form: recall that the Q2m−1 were only
defined up to Q2m−1 → Q2m−1 + dα2m−2. Then δQ2m−1 → δQ2m−1 + δdα2m−2 = δQ2m−1 + dδα2m−2,
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so that Q12m−2 → Q12m−2 + δα2m−2. Thus altogether the ambiguity in determining Q12m−2 is Q12m−2 '
Q12m−2 + δα2m−2 + dβ2m−3. Let us summarize:
characteristic classes : dPm = δ Pm = 0 ,
descent equations : Pm = dQ2m−1 , δ Q2m−1 = dQ12m−2 locally on each Ui
Q12m−2 ' Q12m−2 + δα2m−2 + dβ2m−3 .
(8.74)
We will show below that the non-abelian gauge anomaly in d = 2k dimensions is given by c Q12k
(i.e. m = k + 1) where c is some appropriate normalization constant. More precisely, we will show
that δ Γ = c
∫
Q12k. Clearly, the freedom to add to Q
1
2k an exact term dβ2k−1 does not change δ Γ. On
the other hand, we have also seen that we are allowed to add to Γ a local, possibly non gauge invariant
counterterm c
∫
α2k. This amounts to adding δα2k to Q
1
2k. Thus the ambiguity in the definition of
Q12k ≡ Q12m−2 has an exact counterpart in the definition of the non-abelian gauge anomaly. On the
other hand, the characteristic class or invariant polynomial Pm is defined without ambiguity: different
equivalent Q12m−2 correspond to the same Pm. This will imply that different equivalent forms of the
anomaly in 2k dimensions can be characterized invariantly by one and the same Pk+1 which is a
(d+ 2)-form in d+ 2 dimensions.
9 Wess-Zumino consistency condition, BRST cohomology
and descent equations
In this section, we will study and constrain the form of any anomaly under infinitesimal (non-abelian)
gauge transformations in arbitrary even dimensions d = 2r. (Recall that in odd dimensions there are
no chiral fermions that could lead to an anomaly under infinitesimal gauge transformations.) This
will lead to the Wess-Zumino consistency conditions which are most simply expressed using a BRST
formalism. The solutions to these consistency conditions naturally are given in terms of theQ12r(v,A,F)
studied in the previous section and which are related via the descent equations to the characteristic
classes trFr+1. In particular, this will fix all terms of higher order in A, once the coefficient of the
leading term tr v(dA)r is known.
To establish these results, we will consider certain local functionals of the gauge and possibly
ghost fields. In this section, in order to be able to freely integrate by parts, we will assume that either
(i) the 2r-dimensional space-time manifold M is compact and the gauge fields are globally defined
(i.e. have trivial transition functions gij between different patches Ui and Uj) or (ii) the gauge fields
have non-trivial transition functions gij between different patches but the parameters 
α(x), resp. the
ghost fields ωα(x) are non-vanishing only on a single patch Ui0 or (iii) the space-time manifold is
topologically R2r with globally defined gauge fields and α(x), resp ωα(x) vanish sufficiently quickly
as |x| → ∞. In any case, we then have ∫
M
d trω(. . .) = 0 , (9.1)
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with (. . .) any (2r − 1) form made from the gauge fields and their derivatives.
9.1 Wess-Zumino consistency condition
Recall that we defined the anomaly Aα as the gauge variation of the effective action (for the gauge
fields, obtained after doing the functional integral over the matter fields):
δΓ[A] =
∫
α(x)Aα(x) ⇔ Aα(x) = −
(
Dµ
δ
δAµ(x)
)
α
Γ[A] . (9.2)
The fact that the anomaly Aα is a certain derivative of some functional constrains its form (just like
any gradient of a scalar field is constraint to have vanishing curl, i.e. ξ = df is constraint by dξ = 0
or in components ∂µξν − ∂νξµ = 0.) This constraint for the anomaly is known as the Wess-Zumino
consistency condition. Historically, different definitions of the anomaly were used (cf our remark at
the end of sect. 4.2). An anomaly that satisfied the Wess-Zumino consistency condition was called
consistent anomaly. With our definition (9.2) of the anomaly, this condition is automatically satisfied.
To derive the consistency condition, define the operator
Gα(x) = −
(
Dµ
δ
δAµ(x)
)
α
= − ∂
∂xµ
δ
δAαµ(x)
− CαδγAδµ(x)
δ
δAγµ(x)
, (9.3)
so that
Aα(x) = Gα(x)Γ[A] . (9.4)
Let us compute the algebra satisfied by the Gα. First note that ∂∂xµ δδAαµ(x) and
∂
∂yν
δ
δAβν (y)
obviously
commute. One then finds
[Gα(x),Gβ(y)] =
[
∂
∂xµ
δ
δAαµ(x)
+ CαδγA
δ
µ(x)
δ
δAγµ(x)
,
∂
∂yν
δ
δAβν (y)
− CβκAν(x)
δ
δAκν(y)
]
= Cβακ
(
∂
∂xµ
δ(4)(x− y)
)
δ
δAκµ(y)
+ CαδγA
δ
µ(x)Cβγκδ
(4)(x− y) δ
δAκµ(y)
−Cαβγ
(
∂
∂yν
δ(4)(x− y)
)
δ
δAγν(x)
− CβκAν(y)Cακγδ(4)(x− y)
δ
δAγν(x)
. (9.5)
To safely evaluate the two terms involving space-time derivatives of δ(4)(x− y) we multiply them with
two test functions:35∫
d4x d4y ϕα(x)ψβ(y)
(
Cβακ
(
∂
∂xµ
δ(4)(x− y)
)
δ
δAκµ(y)
− Cαβγ
(
∂
∂yν
δ(4)(x− y)
)
δ
δAγν(x)
)
= Cαβγ
∫
d4x
(
∂µϕ
α(x)ψβ(x)
δ
δAγµ(x)
+ ϕα(x)∂νψ
β(x)
δ
δAγν(x)
)
= −Cαβγ
∫
d4x ϕα(x)ψβ(x)
∂
∂xµ
δ
δAγµ(x)
=
∫
d4x d4y ϕα(x)ψβ(x)
(
−Cαβγδ(4)(x− y) ∂
∂xµ
δ
δAγµ(x)
)
. (9.6)
35Again, if necessary may assume that these test functions have support on a single patch so that we can safely
integrate by parts.
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The two other terms in (9.5) are easily combined using the Jacobi identity. The final result then is
[Gα(x),Gβ(y)] = δ(4)(x−y)Cαβγ
(
− ∂
∂xµ
δ
δAγµ(x)
− CγδκAδµ(x)
δ
δAκµ(x)
)
= δ(4)(x−y)CαβγGγ(x) , (9.7)
or, if we let Tα(x) = iGα(x) :
[Tα(x), Tβ(y)] = iCαβγδ(4)(x− y)Tγ(x) , (9.8)
which is the local version of the gauge algebra. Now apply the identity (9.7) to Γ[A] and use (9.4) to
get
Gα(x)Aβ(y)− Gβ(y)Aα(x) = Cαβγδ(4)(x− y)Aγ(x). (9.9)
This is the Wess-Zumino consistency condition. It constrains the form of the anomaly. Of course, as
already mentioned, the full anomaly defined as the variation of the effective action must satisfy this
condition. In practice, however, one only computes part of the anomaly, e.g. in four dimensions the
piece bilinear in the gauge fields, and then uses this condition to obtain the missing pieces. Indeed,
we will show that the consistency condition is strong enough to completely determine the form of the
anomaly, up to an overall coefficient which cannot (and should not) be fixed by the WZ condition
which is linear in A.
9.2 Reformulation in terms of BRST cohomology
The anomalyAα(x) is some local functional of the gauge fields and their derivatives. To emphasize this
we may write Aα(x,A). Then the gauge variation of the effective action is δΓ =
∫
d4x α(x)Aα(x,A).
We want to reformulate this as the BRST transformation of the effective action. Recall that on the
gauge field Aµ the BRST operator s acts as sAµ = Dµω which is like a gauge transformation but with
the ghost ωα(x) replacing the gauge parameter α(x). Similarly for any functional F [A] of the gauge
fields only one has
sF [A] =
∫
d4x (Dµω(x))
α δ
δAαµ(x)
F =
∫
d4x ωα(x)
(
−Dµ δ
δAµ(x)
)
α
F ≡
∫
d4x ωα(x)Gα(x) F .
(9.10)
Taking F to be the effective action Γ and comparing with the definition of the anomaly we see that
sΓ =
∫
d4x ωα(x)Aα(x,A) ≡ A[ω,A] . (9.11)
Since the BRST operation s is nilpotent, s2 = 0, it follows from the previous equation that
sA[ω,A] = s2Γ = 0 . (9.12)
We now show that the condition sA[ω,A] = 0 is precisely equivalent to the Wess-Zumino consistency
condition. To do so, we need the action of s on the ghost field: sωα = −1
2
Cαβγω
βωγ and the fact that
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s(ωaAα) = (sωα)Aα − ωα(sAα). We then get
sA[ω,A] =
∫
d4x
(
(sωa(x))A(x,A)− ωα(x) sAα(x,A)
)
=
∫
d4x
(
−1
2
Cαβγω
β(x)ωγ(x)Aα(x,A)− ωα(x)
∫
d4y ωβ(y)Gβ(y)Aα(x,A)
)
=
∫
d4x d4y
(
− 1
2
ωα(x)ωβ(y)
)(
Cαβγδ
(4)(x− y)Aγ(x,A)
+ Gβ(y)Aα(x,A)− Gα(x)Aβ(y, A)
)
, (9.13)
where we used the anticommutation of ωα(x)ωβ(y) to antisymmetrize Gβ(y)Aα(x,A) with respect to
(β, y) ↔ (α, x). We see that the vanishing of sA[ω,A] for arbitrary ghost fields is equivalent to the
Wess-Zumino condition (9.9):
sA[ω,A] = 0 ⇔ Wess-Zumino condition . (9.14)
Thus the anomaly A[ω,A] is a BRST-closed functional of ghost number one. Suppose that we can
find some local functional F [A] of ghost number zero such that A[ω,A] = sF [A]. As before, locality
means that F should be the integral of sums of products of A(x) and its derivatives at the same point
x. As discussed above, the anomaly is (at least) order g2 with respect to the classical action, and one
could add a “counterterm” −F to the classical action, ∆S = −F , resulting at order g2 in a ∆Γ = −F .
Then s(Γ+∆Γ) = s(Γ−F ) = A−sF = 0 so that addition of such a counterterm would eliminate the
anomaly. Recall that a relevant anomaly is one that cannot be eliminated by the addition of a local
counterterm. Said differently, we are always free to add such local counterterms, and an anomaly is
only defined as an equivalence class with respect to the equivalence relation
A[ω,A] ' A[ω,A] + sF [A] with local F [A] . (9.15)
Then a relevant anomaly is given by a an A[ω,A] such that sA[ω,A] = 0 and A[ω,A] 6= sF , i.e.
A[ω,A] '/ 0 : a relevant anomaly is BRST-closed but not BRST-exact. Thus
Relevant anomalies are given by non-trivial BRST cohomology classes at ghost number one
on the space of local functionals.
72
9.3 Determining the higher order terms of the anomaly in d = 4
From our triangle computation in section 5 we know that the contribution to the anomaly of a left-
handed, i.e. positive chirality fermion in the representation R is, cf. (8.28)
A[ω,A] = − 1
24pi2
∫
trR ω dAdA+O(A3) = i
24pi2
∫
trRw dAdA+O(A3) ≡ A[w,A] , (9.16)
where we used (8.25), as well as an analogous redefinition for the ghost field:36
w = −iω . (9.17)
Since the components ωα or wα of the ghost field anticommute among themselves (as well as with all
other fermionic fields), and since the dxµ anticommute among themselves, too, it is natural to also
make the choice that the dxµ anticommute with the ghost fields:
dxµ w = −w dxµ . (9.18)
Then in particular [Aµ, ω]dx
µ = −Aω − ωA ≡ −{A, ω} or [A, w]dxµ = −{A, w}. It follows that the
BRST transformation of A is sA = sAµdx
µ =
(
∂µw + [Aµ, w]
)
dxµ = −dw − {A, w}. Of course, this
subtlety only affects the BRST transformation of forms of odd degree. In summary:
sA = −dw − {A, w} , sF = [F, w] , sw = −ww . (9.19)
With these conventions it is easy to see that
s d = −d s . (9.20)
It then follows e.g.
s(dA) = −d(sA) = −d(− dw − {A, w}) = d{A, w} = [dA, w]− [A, dw] ,
sA2 = (sA)A− A(sA) = −dwA+ Adw + [A2, w]
sA3 = (sA2)A+ A2(sA) = −dwA2 + AdwA− A2dw − {A3, w}
sA4 = (sA2)A2 + A2(sA2) = −dwA3 + AdwA2 − A2dwA+ A3dw + [A4, w] . (9.21)
Let us now show that imposing sA[ω,A] = 0 completely determines allO(A3)-terms in the anomaly
(9.16) in terms of the trwdAdA term. First recall from our general arguments in section 6 that the
anomaly must be a local functional of A and obviously be linear in w. Moreover, the BRST operator
s changes the scaling dimensions uniformly by one unit, so that all terms in s
∫
trwdAdA have the
same scaling dimension, namely 5 + 1. They can only be cancelled by terms of the same dimension
arising from some s
∫
trw(. . .) where (. . .) then must have dimension 4. This allows terms ∼ A4 and
terms with three A’s and one derivative. Also since we know that the anomaly must involve the µνρσ
36The notation A[w,A] is somewhat inexact. We clearly do not mean it to be the same functional as A[ω,A] with
the arguments ω and A replaced by w and A. What we mean is obvious from (9.16): A[w,A] equals A[ω,A] but we
indicate that we express everthing in terms of w and A. This is different from the convention adopted for Q12r where
we really had Q12r(v,A,F) = Q
1
2r(−i,−iA,−iF ) = (−i)r+1Q12r(, A, F ).
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tensor, we must indeed be able to write these terms as differential 4-forms. Thus the most general
ansatz is
A[w,A] = i
24pi2
∫
trw
(
dAdA+ b1 A
2dA+ b2 AdAA+ b3 dAA
2 + cA4
)
. (9.22)
First note that, using the fourth equation (9.21), we get
s trwA4 = − trw2A4 − trw(sA4) = − trw2A4 − trw[A4, w] +O(w, dw)
= trw2A4 +O(w, dw) , (9.23)
where O(w, dw) stands for all terms involving w and dw. Observe that in sA[w,A] there can be
no other term ∼ trw2A4 since all other terms involve at least one dA or a dw. We conclude that
necessarily c = 0.
Next, a straightforward computation yields
s trwA2dA = tr
(
w2A2dA+ dwwA3 + dwAwA2
)
+ tr
(
wdwAdA− wAdwdA) ,
s trwAdAA = tr
(
w2AdAA+ wAdwA2 + dwAwA2
)
+ tr
(
wdwdAA− dwwAdA) ,
s trwdAA2 = tr
(
w2dAA2 − wdwA3 + wAdwA2)+ tr (− dwwdAA+ wdAdwA) . (9.24)
For each expression we separated the terms involving one derivative (and 3 A’s) from those involving
two derivatives (and 2 A’s). Concentrate first on the terms with only one derivative. No other terms
involving only one derivative can arise from s trwdAdA, so that the terms involving only one derivative
in (9.24) have to cancel each other or add up to an exact form. Obviously, they cannot cancel for any
choice of b1, b2, b3, and we must try to fix the bi’s to get an exact term. Observe that we must get
exact forms separately for terms with the ordering trwAwA2 (with one derivative somewhere) and
for terms trw2A3 (with one derivative somewhere). It is then easy to see that this requires
b1 = −b2 = b3 ≡ b , (9.25)
so that the trwAwA2 terms cancel and the trw2A3 terms yield the exact form b d trw2A3. Note
that the values (9.25) of the bi are such that the corresponding three terms in (9.22) combine into
b trwd(A3). Next, we look at the terms in (9.24) involving two derivatives. Multiplying them with
the corresponding bi according to (9.25) and adding them up gives
b tr
(−wdwdA2−dwwdA2−wAdwdA+wdAdwA) = b tr (−2dwdwA2+dwAdwA)+d tr ( . . . ) . (9.26)
Finally, one similarly finds after a slightly lengthy but straightforward computation:
s trwdAdA = tr
(
w2dAdA− wdwAdA+ wAdwdA− wdAdwA+ wdAAdw)
= tr
(
dwdwA2 − dwAdwA)+ d tr ( . . . ) . (9.27)
Now, dwA is an anticommuting 2-form and we have tr (dwA)(dwA) = − tr (dwA)(dwA) = 0. Obvi-
ously then, if and only if
b =
1
2
, (9.28)
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the two contributions (9.26) and (9.27) add up to an exact form:
s trw
(
dAdA+
1
2
dA3
)
= d
(
. . .
)
, (9.29)
and we finally conclude that
A[w,A] = i
24pi2
∫
trRw d
(
AdA+
1
2
A3
)
= − 1
24pi2
∫
trR  d
(
AdA− i
2
A3
)
. (9.30)
The important result is that the Wess-Zumino condition determines the anomaly A completely just
from knowing the piece quadratic in A (up to irrelevant BRST exact terms, of course).
Comparing with our discussion on characteristic classes and descent equations we see that
A[w,A] = i
24pi2
∫
Q14(v ≡ w,A) . (9.31)
This is not a coincidence as we will now show.
9.4 Descent equations for anomalies in d = 2r dimensions
The present discussion will be for a space-time M having an arbitrary even dimension d = 2r. Then
the maximal degree of a form is 2r. We will nevertheless need to define forms of degree 2r + 2. This
can be justified as follows.
In 2r dimensions the gauge field is given by the one-form A =
∑2r−1
µ=0 Aµ(x
ν) dxµ. Imagine one
introduces two extra parameters on which the gauge field depends, say θ and ρ. We then have a
family of gauge fields Aµ(x
ν , θ, ρ). This is what is done e.g. in the classical paper by Alvarez-Gaume´
and Ginsparg [2] to study the variation of the phase of Det(D/PL) as the parameters θ and ρ are
varied in a certain way. We will discuss this in more detail in the next section. Here, let us only say
that this construction involves an auxiliary (2r + 2)-dimensional manifold M× D (where D is the
two-dimensional disk parametrized by ρ and θ), as well as adding a piece Aρdρ + Aθdθ to Aµdx
µ so
that A becomes a genuine one-form in (2r + 2) dimensions. Similarly, the exterior derivative gets an
additional piece so that it becomes d = dxµ∂µ + dρ∂ρ + dθ∂θ. In any case, we will consider A and F
to be the gauge field one-form and corresponding field strength two-form on a (2r + 2)-dimensional
manifold (with space-timeM being a certain 2r-dimensional submanifold). In particular, all previous
relations now hold in (2r + 2) dimensions, e.g. F = dA + A2 with the (2r + 2)-dimensional exterior
derivative d.
Recall from our general arguments that the anomaly must involve the µ1...µ2r and hence can be
expressed as a 2r-form. More precisely,
A[w,A] = c
∫
M
q12r(w,A) , (9.32)
where q12r(w,A) is a 2r-form of ghost-number one, i.e. linear in w. The Wess-Zumino consistency
condition for a relevant anomaly immediately generalizes to arbitrary dimensions and can be again
written as
sA[w,A] = 0 , A[w,A] 6= s( . . . ) . (9.33)
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A convenient way to obtain solutions to this BRST cohomology problem is to use the descent equations,
as we will now show. Recall that
Pr+1 = tr F
r+1 , dPr+1 = sPr+1 = 0
⇒ Pr+1 = dQ2r+1 , sQ2r+1 = dQ12r (locally) . (9.34)
The claim we want to prove is the following:
• ∫ Q12r(w,A) is a representative of the BRST cohomology at ghost number one and thus a solution
of the Wess-Zumino condition. Moreover, the anomaly must be of the form
A[w,A] = c
∫
Q12r(w,A) + s
(
. . .
)
, (9.35)
with Q12r being a solution of the descent equations (9.34). If c 6= 0 the anomaly is relevant.
Proof: First recall (or simply admit) that at ghost number zero the BRST cohomology consists of
gauge invariant functionals of the gauge field only.37 Recall also that there are no gauge invariant
forms of odd degree and, hence, for odd form degrees the BRST cohomology at ghost number zero
is empty. Furthermore, for ghost number zero, an even form of the field strength only, like Pr+1 is a
non-trivial representative of the BRST cohomology. Indeed, Pr+1 is gauge and hence BRST invariant,
and it cannot be obtained as sα−12r+1 (since α
−1
2r+1 necessarily must contain at least one antighost field
ω∗α and sω
∗
α ∼ hα which is not present in Pr+1).
After these preliminaries let us show that s
∫
Q12r = 0 and Q
1
2r 6= sα2r. From the descent equation
sQ2r+1 = dQ
1
2r it immediately follows that
0 = s
(
sQ2r+1) = s
(
dQ12r
)
= −d(sQ12r) . (9.36)
Note that the (2r + 2)-dimensional “space-time” may have non-trivial topology and require several
patches with non-trivial transition functions for the gauge fields. However, according to our general
discussion at the beginning of this section, the 2r-form Q12r which is linear in the ghost fields and
similarly sQ12r which is bilinear in the ghost fields are assumed to be globally defined. Now the
topology of the (2r + 2)-dimensional space can be chosen such that every closed 2r-form is exact.38
Then
sQ12r = dα
1
2r−1 ⇒ s
∫
M
Q12r =
∫
M
dα22r−1 = 0 , (9.37)
where we used (9.1) on M. Hence ∫MQ12r is BRST closed.
37Note that a BRST invariant functional of ghost number zero can involve the gauge fields, n ≥ 0 ghost fields and
the same number n of antighost fields. The statement is that whenever n > 0 such functionals are BRST exact.
38Without proving this statement, let us nevertheless illustrate it. First of all, it is only a statement about 2r-forms,
not about forms of any other degree. Nevertheless, ifM is compact, e.g. S2r as is often used in Euclidean signature in
the connection with instantons, there always is the volume 2r-form onM which is trivially closed onM and not exact.
The statement is that one can add the two extra dimensions in such a way that this no longer holds. As an example,
consider r = 1 and M = S2 with volume form vol2 = sin θdθdϕ. One can add the two extra dimensions such that one
is just the radial direction with coordinate r and the other is just a copy of R. The resulting 2 + 2 dimensional space
simply is R3 ×R which clearly dos not have any closed 2-forms that are not exact. Indeed, sin θdθdϕ now is singular
at r = 0 and no longer is a well-defined 2-form.
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Let us show that Q12r 6= sα2r. Suppose on the contrary that Q12r = sα2r, with α2r being necessarily
a functional of the gauge fields only. This would imply sQ2r+1 = dQ
1
2r = dsα2r = −sdα2r, and thus
s
(
Q2r+1 + dα2r
)
= 0. But as recalled above, at ghost number zero the BRST cohomology is trivial for
odd forms. Moreover, there is no BRST exact odd form of ghost number zero (and not involving the
antighost or the h-field) either. Hence Q2r+1 + dα2r = 0, i.e. Q2r+1 = −dα2r ⇒ dQ2r+1 = 0. But this
cannot be true since dQ2r+1 = Pr+1 6= 0. We conclude that Q12r cannot be BRST exact. It remains to
show that also
∫
Q12r cannot be BRST exact. Suppose we had
∫
Q12r = s
∫
β2r =
∫
sβ2r. This would
imply Q12r + dγ
1
2r−1 = sβ2r for some γ
1
2r−1. Now Q
1
2r was defined by the descent equations only up to
adding an exact form, so that Q˜12r = Q
1
2r + dγ
1
2r−1 is just as good, and our above argument shows that
Q˜12r cannot be BRST exact. Hence we cannot have
∫
Q12r = s
∫
β2r. This concludes the proof.
We can rephrase this result as follows:
In d = 2r dimensions the anomaly is
A[w,A] = c ∫ Q12r(w,A) + s( . . . ) .
It corresponds via the descent equations to c Pr+1.
If and only if c = 0 the anomaly is irrelevant, i.e A[w,A] = s( . . . ).
(9.38)
The “ambiguity” of adding BRST exact terms to the anomaly corresponds exactly to the possibility
of adding (non gauge invariant) counterterms to the action.
The characterization (9.38) of anomalies shows that all relevant anomalies are coded in the Pr+1
together with the corresponding coefficients c which depend on the chiral field content of the theory.
If S is the set of all chiral fields ψi, one defines the total anomaly polynomial
Itotal2r+2 =
(∑
ψi∈S
c(ψi)
)
Pr+1 =
∑
ψi∈S
I
(i)
2r+2 , (9.39)
where, obviously, I
(i)
2r+2 = c(ψi)Pr+1. For the example of a left-handed (i.e. positive chirality) fermion
in 4 dimensions we had c = i
24pi2
and hence
Ipos.chirality fermion6 =
i
24pi2
trF3 . (9.40)
We have tr F3 = FαFβFγDαβγ, and this is how the D-symbol arises. In 2r dimensions, we similarly
have
trFr+1 = Fα1 . . . Fαr+1Dα1...αr+1 , Dα1...αr+1 = tr t(α1 . . . tαr+1) . (9.41)
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10 Relation between anomalies and index theorems
We have already seen in section 3 that the abelian anomaly in four dimensions was related to the
index of the four-dimensional Dirac operator D/ which was ∼ tr tFF. On the other hand, we have
seen in the previous section that the chiral non-abelian anomaly in four (or 2r) dimensions is related
via descent to tr F3 (or tr Fr+1), which in turn is proportional to the index of a six-dimensional (or
(2r + 2)-dimensional) Dirac operator D/
It is the purpose of this section to outline how and why the anomaly in 2r dimensions is given
by the index of a Dirac operator in two more dimensions. We will mostly follow the classical work
by Alvarez-Gaume´ and Ginsparg [2]. We will not be able to give too many details or justify all the
statements. Nevertheless, we will try as much as possible to make them plausible at least.
We will use Euclidean signature throughout this section. The continuation between Euclidean and
Minkowski signature is particularly subtle in the context of anomalies and anomaly cancelation due to
the appearance of the µ1...µ2r -tensor and the necessity to carefully distinguish factors of i from factors
of −i.
10.1 Continuation to Euclidian signature
Let us first discuss the Euclidean continuation in some detail.39 While the functional integral in the
Minkowskian contains eiSM , the Euclidean one contains e−SE where the kinetic terms in SE must be
non-negative. This implies the choice
SM = i SE , x
0 = −i x0E ⇔ x0E = ix0 . (10.1)
Obviously then, for a lower index we have ∂0 = i∂
E
0 . However, for a Euclidean manifold ME it is
natural to index the coordinates from 1 to d, not from 0 to d− 1. One could, of course, simply write
ix0 = x0E ≡ xDE , as is done quite often in the literature. The problem then is for even d = 2r that
dx0E ∧ dx1 ∧ . . . dx2r−1 = − dx1 ∧ . . . dx2r−1 ∧ dx2rE and if (x0E, . . . x2r−1) was a right-handed coordinate
system then (x1, . . . x2rE ) is a left-handed one. This problem is solved by shifting the indices of the
coordinates as
i x0 = x0E = z
1 , x1 = z2 , . . . , xD−1 = zD . (10.2)
This is equivalent to a specific choice of orientation on the Euclidean manifoldME. In particular, we
impose ∫ √
g dz1 ∧ . . . ∧ dzd = +
∫ √
g ddz ≥ 0 . (10.3)
Then, of course, for any tensor we similarly shift the indices, e.g. C157 = C
E
268 and C034 = i C
E
145, but
we still have Gµνρσ G
µνρσ = GEjklmG
jklm
E as usual. In particular, for any p-form
ξ =
1
p!
ξµ1...µp dx
µ1 ∧ . . . ∧ dxµp = 1
p!
ξEj1...jp dz
j1 ∧ . . . ∧ dzjp = ξE , (10.4)
39The present discussion is similar to the one in [12], but not all of our present conventions are the same as there.
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and for p = d we have ∫
MM
ξ =
∫
ME
ξE . (10.5)
Since anomalies are given by such integrals of d-forms, it is most important to know the exact sign in
this relation. Finally, note that the Minkowski relation (8.12) becomes
dxµ1 ∧ . . . dxµd = µ1...µd √−g ddx with 0...(d−1) = 1√−g
⇔ dzj1 ∧ . . . ∧ dzjd = + j1...jdE
√
gE d
dz with 1...dE =
1√
gE
. (10.6)
The Hodge dual of a p-form ξE is defined as in (8.17) but using E. It then follows that
∗(∗ξE) =
(−)p(d−p) ξE (with an additional minus sign with respect to the Minkowski relation) and, as in the
Minkowskian, eq. (8.18), we have
ξE ∧ ∗ξE = 1
p!
ξEj1...jp ξ
j1...jp
E
√
gE d
dz . (10.7)
We are now ready to give the Euclidean continuation of some general Minkowski action
SM =
∫
MM
ddx
√−g
(
− α
2p!
ξµ1...µpξµ1...µp +
β
d!
µ1...µdζµ1...µd
)
=
∫
MM
(
− α
2
ξ(p)∧ ∗ξ(p) +β ζ(d)
)
. (10.8)
Using eqs. (10.1) to (10.7), the corresponding Euclidean action is
SE =
∫
ME
ddz
√
gE
( α
2p!
ξ
j1...jp
E ξ
E
j1...jp
− i β
d!
µ1...µdE ζ
E
µ1...µd
)
=
∫
ME
(α
2
ξ
(p)
E ∧ ∗ξ(p)E − i β ζ(d)E
)
. (10.9)
Note that only the so-called topological terms in the action, i.e. those terms that involve the -tensor,
acquire an explicit factor −i in the Euclidean continuation. Actually, the non-topological terms (those
with coefficient α) get two factors of −i, one from SE = −iSM and one from dz1 ≡ dx0E = −idx0,
resulting in a minus sign. On the other hand, the topological terms only get one factor of −i from
SE = −iSM, lacking the second factor since (10.5) does not involve any i.
Recall that the anomaly is the variation of the effective action and it always involves the -tensor,
i.e. it is a topological term. The previous argument shows that its Euclidean continuation must be
purely imaginary. This then shows that the anomalous part of the Euclidean effective action must
reside in its imaginary part. This is in perfect agreement with a general argument we will give below
that only the imaginary part of the Euclidean effective action can be anomalous.
According to these remarks, and as we will indeed confirm below, the anomalies of the Euclidean
effective action are of the form
δΓE = −i
∫
M2rE
Iˆ12r , (10.10)
where Iˆ12r is a real d = 2r-form. It corresponds to a variation of the Minkowskian effective action
given by
δΓM =
∫
M2nM
Iˆ12n (10.11)
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where now Iˆ12n is rewritten in Minkowski coordinates according to (10.4).
There is one more subtlety that needs to be settled when discussing the relation between the
Minkowski and the Euclidean form of the anomaly: we have to know how the chirality matrix γ (the
analogue of γ5) is continued from the Euclidean to the Minkowskian and vice versa. The continuation
of the γ-matrices is dictated by the continuation of the coordinates we have adopted (cf (10.2)):
i γ0M = γ
1
E , γ
1
M = γ
2
E , . . . γ
2n−1
M = γ
2n
E . (10.12)
In accordance with ref. [2] we define the Euclidean chirality matrix γE in 2r dimensions as
γE = i
rγ1E . . . γ
2r
E . (10.13)
For the sign convention of the Minkowskian chirality matrix there are several different conventions in
the literature. Here we choose
γM = i
r+1γ0M . . . γ
2r−1
M . (10.14)
Then both γM and γE are hermitian. In particular, for r = 2, i.e. d = 4 we recover our definition
(2.20) of γ5. Taking into account (10.12) we have
γM = γE , (10.15)
i.e. what we call positive (negative) chirality in Minkowski space is also called positive (negative)
chirality in Euclidean space.40 In particular, in 4 dimensions (r = 2) we have
γE = −γ1Eγ2Eγ3Eγ4E ⇒ trD γEγjEγkEγlEγmE = −4jklmE . (10.16)
We can now give the anomalous variation of the Euclidean effective action for a positive chirality
fermion in four dimensions, as obtained from our result (8.28) of the one-loop computation, the
consistency condition (cf. (9.30)) and eqs. (10.10), (10.11). We get
δΓE = +
1
24pi2
∫
tr vd
(
AdA+
1
2
A3
)
= +
1
24pi2
∫
Q14(v,A,F) . (10.17)
Note that this is purely imaginary.
Finally let us make a remark on our convention (10.2) which is different from what is mostly done
in the literature. In four dimensions, ref. [1] e.g. continues as ix0 = x4E and x
j = xjE, j = 1, 2, 3.
Since the definition 1234E = +1 is always adopted, it follows that the Minkowskian continuation of
a topological term like
∫
d4xE 
jklm
E F
E
jkF
E
lm then differs by a sign from our convention. On the other
hand, the same sign difference also appears in the continuations of the chirality matrices, so that any
statement relating a chiral anomaly to a characteristic class is independent of theses conventions.
40The sign convention for γM in (10.14) is opposite from the one in ref. [2], but has the advantage of leading to
γM = γE rather than γM = −γE. Since we will take [2] as the standard reference for computing anomalies in the
Euclidean, we certainly want to use the same convention for γE. On the other hand, we have somewhat more freedom
to choose a sign convention for γM. Note that for d = 10 the definition (10.15) yields γM = −γ0M . . . γ9M which is opposite
from the one used in [13]. It is also such that it agrees with the definition used in [14] for D = 4 and 8, but is opposite
for D = 2, 6 and 10.
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10.2 Defining the phase of the determinant of D/ +
We are again interested in doing the functional integral over the chiral fermions. To be definite, we
take a positive chirality fermion
γψ = +ψ , (10.18)
where γ ≡ γE. In Euclidean space, ψ no longer is related to the hermitian conjugate of ψ but is an
independent (negative chirality) spinor. We take its normalization such that the Euclidean action for
the fermions reads
SEmatter =
∫
ddz
√
gE ψ iD/ +ψ , (10.19)
where
D/ + ≡ D/ 1 + γ
2
= γj(∂j − iAj) 1 + γ
2
= γj(∂j + Aj)
1 + γ
2
. (10.20)
We will call H± the Hilbert spaces of positive, resp. negative chirality spinors. Clearly, D/ + maps
positive chirality spinors to negative chirality ones, i.e. H+ to H−.
The Euclidean effective action then is
e−Γ[A] ≡ e−fW [A] =
∫
DψDψ exp
(
−
∫
ddz
√
gE ψ iD/ +ψ
)
. (10.21)
As already discussed in section 5.2.2, this functional integral is ill-defined. Indeed, it would be
Det (iD/ +), but determinants are only well-defined for operators M for which Im(M) ⊂ Def(M),
while Def(iD/ +) = H+ and Im(iD/ +) = H−. One may consider (iD/ +)† = i1+γ2 D/ = iD/ 1−γ2 = iD/ −
and compute instead the well-defined determinant Det (iD/ −iD/ +) = Det
(
(iD/ +)
†iD/ +
)
which formally
would equal |Det (iD/ +)|2. We may indeed use this as a definition for the absolute value of (10.21), i.e.
the real part of Γ[A]. This shows that we may unambiguously define the real part of the Euclidean
effective action.
Alternatively, just as in section 5.2.2, we may artificially add negative chirality fermions that do
not couple to the gauge fields and define
D̂ = D/ + + ∂/− = γ
j(∂j + Aj)
1 + γ
2
+ γj∂j
1− γ
2
= γj
(
∂j + Aj
1 + γ
2
)
, (10.22)
so that
e−Γ[A] ≡ e−fW [A] = Det (iD̂) , (10.23)
up to an irrelevant multiplicative constant. Obviously, this Dirac operator D̂ which acts on H =
H+ ⊕ H− is not gauge invariant, but does have a well defined (non gauge invariant) determinant.
With respect to the decomposition of H into H+ and H− the Dirac operator D̂ has the “off block-
diagonal” form
(
0 D/ +
∂/− 0
)
and
(iD̂)†(iD̂) =
(
i∂/+i∂/− 0
0 iD/ −iD/ +
)
, (10.24)
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so that, upon taking the determinant, we get
|Det (iD̂)|2 = Det (i∂/+i∂/−) Det
(
iD/ −iD/ +
)
= const×Det
(
0 iD/ +
iD/ − 0
)
= const×Det (iD/ + + iD/ −) = const×Det (iD/ ) (10.25)
Now, (as long as the gauge field is such that there is no zero-mode) Det
(
iD/
)
is real and positive and
we conclude |Det (iD̂)| =
(
Det
(
iD/
))1/2
, up to an irrelevant real, positive multiplicative constant.
Thus
e−Γ[A] = Det (iD̂) =
(
Det
(
iD/
))1/2
eiΦ[A] . (10.26)
Clearly,
(
Det
(
iD/
))1/2
is gauge invariant, and we see again that all non-gauge invariance is contained
in the phase Φ[A], i.e. in the imaginary part of the Euclidean effective action. As we have seen in eq.
(10.9) the imaginary part of this effective action are the topological terms involving the j1...j2r -tensor.
Thus:
The real part of the Euclidean effective action always is gauge invariant.
Only the imaginary part can be anomalous.
The imaginary part corresponds precisely to the topological terms ∼ j1...j2r .
Suppose that the Euclidean space M is S2r or at least has the topology of S2r. (This includes
in particular the case of R2r with gauge fields such that the gauge field strengths vanish sufficiently
fast at infinity, as is the case e.g. for instanton configurations.) We fix some “reference” gauge field
A(x), x ∈M and introduce a parameter θ ∈ [0, 2pi]. Let g(θ, x) ∈ G be some a family of gauge group
elements such that g(0, x) = g(2pi, x) = 1. We may then view g as being defined on [0, 2pi]× S2r with
all points (0, x) identified, and similarly all points (2pi, x) identified. Thus we are not dealing with
[0, 2pi]× S2r but with S2r+1. We now define a gauge field Aθ as the gauge transformed of A(x) by the
element g(θ, x):
Aθ(x) ≡ A(θ, x) = g(θ, x)−1(d + A(x))g(θ, x) ,
or Aθ(x) ≡ A(θ, x) = g(θ, x)−1( i d + A(x))g(θ, x) , d = dxj∂j . (10.27)
It is important to note that d does not include a piece dθ∂θ and that A
θ, resp. Aθ still is a 2r-
dimensional gauge field. The corresponding Dirac operator D̂(Aθ) also still is a Dirac operator on
M = S2r and not on S2r+1. We have (still assuming that iD/ (A) has no zero modes)
Det
(
iD̂(Aθ)
)
=
(
Det
(
iD/ (Aθ)
))1/2
eiΦ[A
θ] =
(
Det
(
iD/ (A)
))1/2
eiΦ[A
θ] , (10.28)
where the second identity holds since Det
(
iD/ (A)
)
is gauge invariant. We will write Φ[Aθ(x)] ≡
Φ[A(x), θ]. Note that the boundary conditions on g(θ, x) imply A(2pi, x) = A(0, x) = A(x), so that
Φ[A, 2pi] = Φ[A, 0] + 2pim , m ∈ Z , (10.29)
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or ∫ 2pi
0
dθ
∂Φ[A, θ]
∂θ
= 2pim . (10.30)
Clearly, if the phase Φ[A] is gauge invariant, then Φ[A(x), θ] cannot depend on θ and we have m = 0.
On the other hand, if m 6= 0 there is no way Φ[A] can be gauge invariant and we have an anomaly.
One can very explicitly relate the anomaly to the integer m as follows:
i
∂Φ[A, θ]
∂θ
= −∂Γ[A
θ]
∂θ
= −
∫
d2rz
√
gE
∂(Aθ)αj (x)
∂θ
δΓ[Aθ]
δ(Aθ)αj (x)
. (10.31)
We need to compute
∂(Aθ)αj
∂θ
=
(
∂jv + [A
θ
j , v]
)α ≡ (Dθjv)α , where v ≡ vθ(x) ≡ v(θ, x) = g−1(θ, x) ∂∂θg(θ, x) , (10.32)
so that
i
∂Φ[A, θ]
∂θ
= −
∫
d2rz
√
gE
(
Dθjv
θ
)α
(x)
δΓ[Aθ]
δ(Aθ)αj (x)
=
∫
d2rz
√
gE (v
θ)α(x)
(
Dθj
δΓ[Aθ]
δ(Aθ)αj (x)
)
α
. (10.33)
The right hand side of course equals minus the anomaly under a gauge transformation δAθ = Dθvθ
or, equivalently, δAθ = Dθθ with θ = ivθ. Finally, we get
m =
1
2pi
∫ 2pi
0
dθ
∂Φ[A, θ]
∂θ
=
1
2pii
∫ 2pi
0
dθ
∫
d2rz
√
gE (v
θ)α(x)
(
Dθj
δΓ[Aθ]
δ(Aθ)αj (x)
)
α
. (10.34)
10.3 Relation with the index of a Dirac operator in 2r + 2 dimensions
The anomaly with gauge transformation parameter v and normalized as in (10.34) equals the integer
m. We will now outline how, following [2], this integer m can be related to the index of an appropriate
Dirac operator in 2r + 2 dimensions.
First remark that g(θ, x) is a map from S2r+1 into G, and such maps are characterized by their
homotopy class in Π2r+1(G). (For most simple compact groups G we have Π2r+1(G) = Z, while
for product groups one has Π2r+1(G1 × . . . × Gk) = Π2r+1(G1) × . . . × Π2r+1(Gk).) Consider two
maps g1(θ, x) and g2(θ, x) that can be continuously deformed into each other, i.e. that correspond
to the same homotopy class in Π2r+1(G). Then one can also continuously deform the corresponding
v1(θ, x), A
θ
1(x) and v2(θ, x), A
θ
2(x) into each other. It follows that one can continuously deform
Φ1[A, θ] into Φ2[A, θ] and that both configurations must correspond to the same integer m. Thus the
integer m characterizes the homotopy class of g in Π2r+1(G).
On the other hand, m is some sort of winding number around the circle S1 parametrized by θ.
To compute this winding number, one extends the Aθ to a two-parameter family Aρ,θ of gauge fields,
where now ρ ∈ [0, 1] and (ρ, θ) parametrize a disc, with Aρ,θ(x)|ρ=1 = Aθ living on the boundary of
the disk. Equation (10.34) can then be interpreted as computing the winding number around the disc.
One can then show [2] that
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• The winding number m around the boundary of the disk equals the sum of local winding numbers
around the points in the interior of the disc where Det
(
iD̂(Aρ,θ)
)
vanishes. (Recall that on the
boundary of the disc where Aρ,θ = Aθ is a gauge transformed of A, iD̂(Aρ,θ) has no zero-modes.)
• The zeros of Det (iD̂(Aρ,θ)) are in one-to-one correspondence with the zero-modes of a (2r+ 2)-
dimensional Dirac operator iD/ 2r+2 such that the winding numbers ±1 equal the ±1 chirality of
the zero-modes.
Thus one concludes41
1
2pi
∫ 2pi
0
dθ
∂Φ[A, θ]
∂θ
≡ m = ind (iD/ 2r+2) , (10.35)
or
ind
(
iD/ 2r+2
)
=
1
2pii
∫ 2pi
0
dθ
∫
d2rz
√
gE (v
θ)α(x)
(
Dθj
δΓ[Aθ]
δ(Aθ)j(x)
)
α
. (10.36)
To compute this index we need to know what is the relevant Dirac operator D/ 2r+2 and (2r + 2)-
dimensional manifold.
The manifold is S2 × S2r with S2 = S2+ ∪ S2−, as shown in Fig. 8 in sect. 8.2. We identify S2+
with the disc with coordinates (ρ, θ), and S2− with some other disc with coordinates (σ, θ). Thus the
(2r + 2)-dimensional manifold is constructed from the two “patches” S2+ × S2r and S2− × S2r, and
the (2r + 2)-dimensional gauge field A(x, ρ, θ) must be specified on both patches, with a transition
function that is a gauge transformation. We take it to be
A(x, ρ, θ) ≡ A+(x, ρ, θ) = f(ρ) g−1(x, θ)
(
A(x) + d + dθ∂θ
)
g(x, θ) , on S2+ × S2r ,
A(x, σ, θ) ≡ A−(x, σ, θ) = A(x) , on S2− × S2r . (10.37)
The C∞ function f(ρ) is chosen such that (i) f(ρ) ∼ ρ for small ρ, i.e. close to the center of the disc, so
that f(ρ) dθ is well-defined even at ρ = 0, and (ii) f(ρ) = 1 for ρ close to 1, i.e. on some annulus which
is the fattened boundary of the disk. This latter condition ensures that on the overlap between S2+×S2r
and S2−×S2r, which is an annulus times S2r, we have A+(x, ρ, θ) = g−1(x, θ)
(
A(x)+d+dθ∂θ
)
g(x, θ) =
g−1(x, θ)
(
A(x) + d + dθ∂θ + dρ∂ρ
)
g(x, θ) which is indeed the gauge transformed (in the (2r + 2)-
dimensional sense) of A(x) = A−(x, ρ, θ). In particular, on the overlap we have F+ = g−1F− g, where
F+ = (d + dθ∂θ + dρ∂ρ)A+ + A
2
+ on all S
2
+ × S2r, and F− = (d + dθ∂θ + dρ∂ρ)A− + A2− = dA + A2 on
all S2− × S2r.
In eq. (3.46) we have computed the index of the Dirac operator in d = 2r-dimensional flat Euclidean
space. Here we need the index of the Dirac operator constructed with the above gauge fields on the
(2r + 2)-dimensional manifold S2 × S2r. We know from the standard Atiyah-Singer index theorem
that it is still given by the same expression (3.46) or (3.47), except for the replacement 2r → 2r + 2,
41Recall that the index of a Dirac operator D/ is defined as the number of positive chirality zero-modes minus the
number of negative chirality zero-modes. Similarly, for the Weyl operator D/ + = D/ (1 + γ)/2 the index is defined as the
number of zero-modes of D/ + minus the number of zero-modes of (D/ +)
†.
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namely42
ind
(
iD/ 2r+2(A)
)
=
(−i)r+1
(r + 1)!(2pi)r+1
∫
S2×S2r
trFr+1 . (10.38)
Of course, the precise prefactor (−i)r+1 results from our normalization of the antihermitean Lie algebra
generators and the definition of the Euclidean chirality matrix γE. The field strentgh F is meant to
be F+ or F− as constructed above.
Note that on a general curved manifoldM there is also an extra factor Â(M), which will play an
important role in section 11 when studying gravitational anomalies. Here, however, Â(S2 × S2r) = 1.
Thus the index is given by a characteristic class as studied in sect. 8.3. Let us then use the descent
equations on this (2r + 2)-dimensional manifold. As emphasized in sect. 8.3, the descent equations
hold locally on each patch S2+ × S2r and S2− × S2r. Thus
ind
(
iD/ 2r+2(A)
)
=
(−i)r+1
(r + 1)!(2pi)r+1
[ ∫
S2+×S2r
dQ2r+1(A+,F+) +
∫
S2−×S2r
dQ2r+1(A−,F−)
]
=
(−i)r+1
(r + 1)!(2pi)r+1
∫
S1×S2r
Q2r+1(A+,F+) , (10.39)
since the contribution from the boundary of S2− × S2r vanishes. Indeed, since A−(x, σ, θ) = A(x) the
Chern-Simons form Q2r+1(A−,F−) cannot have a dθ-piece and, hence,
∫
S1×S2r Q2r+1(A−,F) = 0. Note
also that the orientation of S2+ and its boundary S
1 are such that
∫
S2+
d(. . .) = +
∫
S1
(. . .). On the
other hand, on S1 × S2r we have
A+(x, ρ, θ) = g
−1(x, θ)
(
A(x) + d + dθ∂θ
)
g(x, θ) = Aθ(x) + dθ vθ(x) , (10.40)
with Aθ and vθ(x) ≡ v(x, θ) defined in (10.27) and (10.32). Since A+ is the gauge transformed of A
(in a (2r + 1)-dimensional sense) we also have F+ = g
−1(x, θ)
(
dA+ A2
)
g(x, θ) = dAθ + AθAθ ≡ Fθ. It
follows that ∫
S1×S2r
Q2r+1(A+,F+) =
∫
S1×S2r
[
Q2r+1(A
θ + dθ vθ,Fθ)−Q2r+1(Aθ,Fθ)
]
, (10.41)
where we added a second term that does not contribute to the integral since it does not have any
dθ-piece. We can now use (8.73) to rewrite the integrand as Q12r(dθ v
θ,Aθ,Fθ) = dθ Q12r(v
θ,Aθ,Fθ).
Inserting this in (10.39) yields for the index
ind
(
iD/ 2r+2(A)
)
=
(−i)r+1
(r + 1)!(2pi)r+1
∫
S1
dθ
∫
S2r
Q12r(v
θ,Aθ,Fθ) . (10.42)
Comparing equations (10.36) and (10.42) for the index yields∫
S1
dθ
∫
S2r
d2rz
√
gE (v
θ)α(x)
(
Dθj
δΓ[Aθ]
δ(Aθ)j(x)
)
α
=
(−i)r
(r + 1)!(2pi)r
∫
S1
dθ
∫
S2r
Q12r(v
θ,Aθ,Fθ) . (10.43)
42To compare with (3.47) which contains a factor 1(4pi)r+1 rather than
1
(2pi)r+1 , note that F =
1
2Fµνdx
µdxν , and∫
trFr+1 = 12r+1
∫
trFµ1µ2 . . .Fµ2r+1µ2r+2
µ1...µ2r+2
√
g d2r+2x.
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Now the θ-dependence of vθ(x) = v(θ, x) is fairly arbitrary and we must have equality of the expressions
even without integrating over θ. Then fixing some value of θ and calling the corresponding values
of vθ, Aθ and Fθ simply v, A and F we finally get the (Euclidean) anomaly as the variation of the
Euclidean effective action:
δvΓE[A] = −
∫
S2r
d2rz
√
gE v
α(x)
(
Dj
δΓE[A]
δAj(x)
)
α
= − (−i)
r
(r + 1)!(2pi)r
∫
S2r
Q12r(v,A,F) . (10.44)
We have added a subscript “E” to emphasize that we have been dealing with the Euclidean effective
action throughout this section. For r = 2, i.e. four dimensions, the r.h.s. is simply + 1
24pi2
∫
Q14(v,A,F),
in perfect agreement with the result (10.17) which was derived from our explicit one-loop computation!
We may rewrite the result (10.44) also in terms of the BRST variation of the Euclidean effective
action by replacing the gauge parameter v by the ghost field:
sΓE[A] ≡ AE[w,A] = − (−i)
r
(r + 1)!(2pi)r
∫
S2r
Q12r(w,A,F) . (10.45)
Thus we have rederived (the Euclidean version of) eq. (9.38) providing an explicit value for the
coefficient c. However, before comparing with our previous results for the constant c in four dimensions
we have to continue back to Minkowski space.
We have argued above that the anomalous part of the Euclidean action should be purely imaginary.
Let us check that this is indeed so. We have Q12r(v,A,F) = Q
1
2r(−i,−iA,−iF )
= (−i)r+1Q12r(, A, F ) with real Q12r(, A, F ) (cf. (8.72)). Thus we can write eq. (10.44) as
δΓE[A] = −
∫
S2r
d2rz
√
gE 
α(x)
(
Dj
δΓE[A]
δAj(x)
)
α
=
−i (−)r+1
(r + 1)!(2pi)r
∫
S2r
Q12r(, A, F ) , (10.46)
or using δΓE = −i
∫
Iˆ12r, cf. eq. (10.10)
Iˆ12r =
(−1)r+1
(r + 1)!(2pi)r
Q12r(, A, F ) . (10.47)
Continuing to Minkowski signature as in (10.11) we get
δΓM =
∫
Iˆ12r =
(−1)r+1
(r + 1)!(2pi)r
∫
Q12r(, A, F ) . (10.48)
We can again check this against our one-loop computation for r = 2, e.g. in the form (8.28), and
find perfect agreement. Let us emphasize that all this is for a positive chirality Dirac spinor, positive
chirality being defined by our conventions for the chirality matrices. Also, in 2r = 2 mod 8 dimensions
a chiral spinor can also obey a Majorana (reality) condition. Since two chiral Majorana spinors are
equivalent to one chiral Dirac spinor, to get the anomaly for a single positive chirality Majorana spinor
one must include an additional factor 1
2
in (10.48).
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10.4 Gauge anomalies in 2r dimensions
Let us summarize the results obtained so far for the anomalous variation of the effective action under
non-abelian gauge transformations. We use the antihermitean fields A,F and gauge transformation
parameters v, related to the hermitean ones by A = −iA, F = −iF , v = −i, so that F = dA+A2 and
δA = dv + [A, v], cf. eq. (8.25). The characteristic classes are Pm = trF
m and the Q2m−1(A,F)
and Q12m−2(v,A,F) are defined by the descent equations Pm = dQ2m−1 and δQ2m−1 = dQ
1
2m−1,
cf. eq. (8.74). Finally, positive or negative chirality is defined with respect to the Euclidean or
Minkowskian chirality matrices γE or γM defined in (10.13) and (10.14). Then
δ ΓE = −i
∫
Iˆ12r ⇔ A[v,A] = δ ΓM =
∫
Iˆ12r , (10.49)
where Iˆ12r is given by the descent equations
Iˆ2r+2 = d Iˆ2r+1 , δ Iˆ2r+1 = d Iˆ
1
2r , (10.50)
and Iˆ2r+2 is the characteristic class Pr+1 including the appropriate prefactor, cf eq. (10.45):
Iˆ2r+2 =
(−i)r+1
(r + 1)!(2pi)r
Pr+1 =
(−i)r+1
(r + 1)!(2pi)r
trFr+1 . (10.51)
Note that this is 2pi times the “index density”, i.e.
∫
Iˆ2r+2 is 2pi times the index:
Iˆ2r+2 = 2pi × index density . (10.52)
It is convenient to rewrite this in terms of the Chern character
ch(F) = tr exp
(
i
2pi
F
)
=
∑
k=0
ik
k!(2pi)k
trFk , (10.53)
which is a formal sum of forms of even degree, as
Iˆ2r+2 = (−)r+1 2pi [ch(F)]2r+2 = 2pi [ch(−F)]2r+2 , (10.54)
where the notation [. . .]2r+2 instructs us to pick only the form of degree 2r + 2.
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11 Gravitational and mixed gauge-gravitational anomalies
In this section, we will extend the formalism to be able to discuss also gravitational anomalies that
may arise in generally covariant theories. These are anomalies of the diffeomorphism symmetry or,
alternatively, of the local Lorentz symmetry. A classical reference on gravitational anomalies is [3].
11.1 Some basic formalism for describing gravity
If the space-time has a non-trivial geometry described by a metric gµν we introduce local orthonormal
frames (“vielbeine”) eaµ such that
gµν = e
a
µe
b
ν ηab , (11.1)
where ηab is the flat Minkiowski-space metric diag(− + . . .+) or in Euclidean signature simply δab.
One can then consider diffeomorphisms and local Lorentz transformations separately. Accordingly
one has coordinate tensors Σµνρ, gµν , etc and frame tensors Σ
ab
c, ηab, etc. They are related by (11.1)
and
Σabc = e
a
µe
b
νE
ρ
c Σ
µν
ρ where E
ρ
c e
c
σ = δ
ρ
σ , e
a
σE
σ
b = δ
a
b . (11.2)
• One defines the covariant derivative D = d + [ω, ] for frame tensors as
(DΣ)abc = dΣ
ab
c + ω
a
d Σ
db
c + ω
b
d Σ
ad
c − (−)p Σabd ωdc , (11.3)
where p is the form degree of Σabc . Here ω
a
b = (ωµ)
a
b dx
µ is a connection 1-form analogous to
(Aαtα)
k
l. As a matrix, ω is an element of the Lie algebra of SO(d− 1, 1), resp. SO(d).
• The covariant derivative ∇ = d + [Γ, ] for coordinate tensors is defined as
(∇Σ)µνρ = dΣµνρ + ΓµσΣσνρ + ΓνσΣµσρ − (−)pΣµνσΓσρ , (11.4)
where ∇ = dxµ∇µ and Γνρ = dxµ Γνµρ.
• The compatibility of the two definitions of covariant derivative, i.e. (DΣ)abc = eaµebνEρc (∇Σ)µνρ
is guaranteed by requiring the covariant derivative of eaµ to vanish:
deaµ + ω
a
be
b
µ − eaρΓρµ = 0 . (11.5)
This also implies ∇gµν = 0.
• The curvature 2-form is equivalently defined as
Rab = dω
a
b + ω
a
cω
c
b or R = dω + ω
2 (11.6)
or as
Rµν = dΓ
µ
ν + Γ
µ
ρΓ
ρ
ν with R
µ
ν = E
µ
a e
b
νR
a
b . (11.7)
Note that, just as ω, the curvature 2-form also is an SO(d− 1, 1)-, resp. SO(d)-matrix.
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• A local Lorentz transformations acts as eaµ → (L−1)abebµ or, using matrix notation,
e→ L−1e , ω → L−1(ω + d)L , R→ L−1RL , (11.8)
or for infinitesimal local Lorentz transformations Lab = δ
a
b + v̂
a
b we have
δLbv eaµ = −v̂abebµ , δLbvωab = dv̂ab + ωacv̂cb − v̂acωcb , δLbvRab = Racv̂cb − v̂acRcb , (11.9)
or again in matrix notation
δLbv e = −v̂e , δLbvω = dv̂ + [ω, v̂] = Dv̂ , δLbvR = [R, v̂] . (11.10)
All this is completely analogous to the gauge theory case where we had δgvA = dv + [A, v] = Dv
and δgvF = [F, v]. Also we had A = A
α
µ(−itα)dxµ with anti-hermitian (−itα) while here we have
ω = ωµdx
µ = ω
(cd)
µ T(cd)dx
µ with
(
T(cd)
)a
b
= 1
2
(δac δdb − δadδcb) a real and antisymmetric, hence also
anti-hermitian matrix.43 The T(cd) are the generators of the defining (fundamental) representation of
SO(d), resp. SO(d− 1, 1).
We can then transpose almost all formula about characteristic classes and descent equations from
gauge theory to the case of local Lorentz symmetry by the replacements
A→ ω , F→ R , v → v̂ . (11.11)
In particular one has (the superscript L stands for “local Lorentz”)
P Lm = trR
m , P Lm = dQ2m−1(ω,R) , δ
LbvQ2m−1 = dQ12m−2(v̂, ω, R) , (11.12)
with in particular Q3(ω,R) = tr
(
ωdω+ 2
3
ω3
)
and Q12(v̂, ω, R) = tr v̂dω. An important property of the
generators T(cd) is their antisymmetry which implies that the trace of an odd power vanishes, hence
P L2k+1 = trR
2k+1 = 0 . (11.13)
11.2 Purely gravitational anomalies of chiral spin 12 fields
Despite all the similarities between gauge transformations and local Lorentz transformations, a chiral
fermion coupled to gravity in a non-trivial geometry is not just the same thing as a fermion coupled
to an SO(d) gauge field on a flat background. On the one hand, the fermions do not transform in
the fundamental representation of SO(d) or in any of its tensor products, but in a spin representation
with generators T
(cd)
spin1/2 =
1
4
[γc, γd] = 1
2
γcd so that the relevant Dirac operator is
iD/ = iγµ
(
∂µ + A
α
µ(−itα) +
1
4
ωcdµ γ
cd
)
. (11.14)
On the other hand, one must appropriately take into account the curved geometry, which manifests
itself in γµ = Eµaγ
a, where the γa are the (ordinary) flat space γ-matrices.
43Strictly speaking, T(cd) is antisymmetric only in the Euclidean. In Minkowski signature, one must replace δca by
ηca etc, which introduces some extra minus signs.
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In the absence of a gauge field Aµ the index of this Dirac operator on a curved manifold M of
dimension d = 2m is given by the so-called Dirac genus Â(M)
ind
(
iD/
∣∣
A=0
)
=
∫ [
Â(M)
]
2m
, (11.15)
where [. . .]2m indicates to pick only the form of degree 2m, and
Â(M) = 1 + 1
(4pi)2
1
12
trR2 +
1
(4pi)4
[
1
360
trR4 +
1
288
( trR2)2
]
+
1
(4pi)6
[
1
5670
trR6 +
1
4320
trR4 trR2 +
1
10368
( trR2)3
]
+ . . . . (11.16)
Here the traces are to be taken in the fundamental representation of SO(d), resp. SO(d − 1, 1).
Explicitly, one has Rab =
1
2
Rabµνdx
µdxν and e.g. trR2 = RabR
b
a =
1
4
RabµνR
b
aρσdx
µdxνdxρdxσ, etc.
Note again that Â(M) only involves forms of degrees that are multiples of 4.
The purely gravitational anomalies in d = 2r dimensions are again related via descent equations to
the index of the Dirac operator extended to 2r+2 dimensions by a construction similar to the one given
above for gauge theories. We will not go into details here but only mention that this construction does
“not add any additional curvature contribution” and the descent is done with [Â(M2r)]2r+2 . This is
only non-vanishing if 2r + 2 is a multiple of 4, i.e. 2r + 2 = 4(k + 1) or d = 2r = 4k + 2 Hence it
is only for these dimensions that one can have purely gravitational anomalies, i.e. in d = 2, 6, 10, . . .
dimensions. In particular, in 4 dimensions there are no purely gravitational anomalies.
Purely gravitational anomalies only exist in d = 2r = 4k + 2 dimensions. (11.17)
So let the dimension be given by (11.17). The purely gravitational anomaly for a positive chirality
spin-1
2
fermion then is given by
δL ΓE = −i
∫
Iˆ12r(grav) ⇔ A[v̂, ω] = δL ΓM =
∫
Iˆ12r(grav) , (11.18)
where Iˆ12r(grav) is given by the descent equations
Iˆ2r+2(grav) = d Iˆ2r+1(grav) , δ
L Iˆ2r+1(grav) = d Iˆ
1
2r(grav) , (11.19)
and
Iˆ2r+2(grav) = 2pi
[
Â(M2r)
]
2r+2
. (11.20)
Note that this is again of the form (10.52), i.e. 2pi times the relevant index density. We insisted that
this anomaly was for a chiral spin-1
2
fermion since there are other fields that can have gravitational
anomalies, although they do not couple to the gauge field. They will be considered in a later subsection.
Let us look at the example of 2 dimensions. Purely gravitational anomalies in 2 dimensions play
an important role in string theory in relation with the conformal anomaly on the world sheet. If we
let r = 1, i.e. k = 0 in the above equations, we get
Iˆ4(grav) =
1
96pi
trR2 , Iˆ3(grav) =
1
96pi
tr (ωdω +
2
3
ω3) , Iˆ12 (grav) =
1
96pi
tr v̂dω . (11.21)
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We conclude that the anomalous variation under a local Lorentz transformation with parameter v̂ of
the Minkowskian effective action for a positive chirality spin 1
2
fermion in two dimensions is
δLΓM =
1
96pi
∫
tr v̂dω . (11.22)
Just as in section 4 one can relate this anomaly to the non-conservation of the corresponding current
which is the energy-momentum tensor. The latter actually is the current that corresponds to diffeo-
morphisms rather than local Lorentz transformations. However, one can show that anomalies with
respect to local Lorentz transformations are equivalent to anomalies with respect to diffeomorphisms,
and (11.22) indeed corresponds to
∂µ〈T µν〉
∣∣
ω
6= 0 , (11.23)
or more explicitly in 2 dimensions
∂
∂xµ
〈T µν(x)T ρσ(y)〉∣∣
ω=0
6= 0 . (11.24)
(Of course, this last result being for ω = 0 even holds on flat two-dimensional Minkowski space.) The
precise form of the right hand side can be obtained from (11.22) along the same lines as in section 4.
On the other hand it is not difficult to compute the two-point function of the energy-momentum tensor
for a two-dimensional chiral fermion explicitly and check the result. (This computation, together with
an instructive discussion, can be found in [3].)
11.3 Mixed gauge-gravitational anomalies
11.3.1 Arbitrary (even) dimensions
In the presence of both gauge fields and gravity, the index of the Dirac operator (11.14) is simply
given by (cf. eqs.(10.38), (10.53) and (11.15))
ind
(
iD/ (A, ω)2r+2
)
= (−)r+1
∫ [
Â(M) ch(F)
]
2r+2
=
∫ [
Â(M) ch(−F)
]
2r+2
, (11.25)
We noted above that the minus sign appearing here for even r is required by our precise conventions
(definition of the chirality matrices, generators of the Lie algebra, etc.) and is confirmed by the explicit
triangle computation for r = 2.
In complete analogy with the above, the full gauge, gravitational and mixed gauge-gravitational
anomalies for a positive chirality spin-1
2
fermion in a representation R of the gauge group then are
again given by descent with respect to the index density:
(δgauge + δL) ΓE = −i
∫
Iˆ12r(gauge, grav)
⇔
A[v,A, v̂, ω] = (δgauge + δL) ΓM =
∫
Iˆ12r(gauge, grav) ,
(11.26)
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where Iˆ12r(gauge, grav) is given by the descent equations
Iˆ2r+2(gauge, grav) = d Iˆ2r+1(gauge, grav) ,
(δgauge + δL) Iˆ2r+1(gauge, grav) = d Iˆ
1
2r(gauge, grav) ,
(11.27)
and
Iˆ2r+2(gauge, grav) = 2pi
[
Â(M) ch(−F)
]
2r+2
, (11.28)
where ch(−F) = trR exp(− i2piF), and Â was given in (11.16).
11.3.2 The example of 4 dimensions
Although there are no purely gravitational anomalies in four dimensions, there are mixed gauge-
gravitational anomalies since
2pi
[
Â(M) ch(−F)
]
6
= 2pi
[(
1 +
1
(4pi)2
1
12
trR2
)(
1− i
2pi
trR F− 1
2(2pi)2
trR F
2 +
i
6(2pi)3
trR F
3
)]
6
=
i
24pi2
trR F
3 − i
192pi2
trR F trR2 . (11.29)
The first term just reproduces the anomaly polynomial for pure gauge anomalies as extensively dis-
cussed in sect. 9.4, see e.g. eq. (9.40). The second term represents the mixed gauge-gravitational
anomaly. Since for any simple Lie algebra trR F = 0, only the U(1) parts can contribute, in which
case
trR F = trR F (−it) = −i
∑
i,s
q
(s)
i F
(s) , (11.30)
where the superscript s labels different U(1) factors (if present) and i runs over the different (positive
chirality) “individual fields”44 that are contained in the representation R. Hence the mixed part of
(11.29) is
Iˆ6(mixed) = 2pi
[
Â(M) ch(−F)
]mixed
6
= − 1
192pi2
(∑
i,s
q
(s)
i F
(s)
)
trR2 . (11.31)
Next, we apply the descent equations to obtain the form of the anomaly. As already noted in
sect. 8, there is no unique way to do the descent, and in sect. 9 we interpreted this ambiguity
as the possibility to change the form of the anomaly by adding a local counterterm to the effective
action (without being able to remove a relevant anomaly altogether). The mixed gauge-gravitational
anomaly in 4 dimensions provides a nice example where different ways to do the descent will either
44As discussed in sect. 7, negative chirality particles are treated as positive chirality anti-particles so that the relevant
minus sign appears through the opposite U(1) charges q(s)i .
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lead to an effective action that is not gauge invariant or to one that is not local Lorentz invariant.
Below, we will exhibit a local counterterm that allows to interpolate between both possibilities. A
first possibility to do the descent is
Iˆ6(mixed) = d
(
− 1
192pi2
(∑
i,s
q
(s)
i A
(s)
)
trR2
)
,
δ
(
− 1
192pi2
(∑
i,s
q
(s)
i A
(s)
)
trR2
)
= d
(
− 1
192pi2
(∑
i,s
q
(s)
i 
(s)
)
trR2
)
. (11.32)
Of course, δ is meant to be δgauge + δL, but the expression is invariant under local Lorentz transfor-
mations, only δgauge is effective. One may call this the descent in the gauge sector. Alternatively, one
may write
Iˆ6(mixed) = d
(
− 1
192pi2
(∑
i,s
q
(s)
i F
(s)
)
tr
(
ωdω +
2
3
ω3
))
,
δ
(
− 1
192pi2
(∑
i,s
q
(s)
i F
(s)
)
tr
(
ωdω +
2
3
ω3
))
= d
(
− 1
192pi2
(∑
i,s
q
(s)
i F
(s)
)
tr v̂dω
)
. (11.33)
This time in δ = δgauge + δL, only δL is effective, and we may call this the gravitational descent. We
conclude that there are (at least) two ways to define the effective action such that either
δ Γ
(1)
M = −
1
192pi2
∫ (∑
i,s
q
(s)
i 
(s)
)
trR2 , (11.34)
or
δ Γ
(2)
M = −
1
192pi2
∫ (∑
i,s
q
(s)
i F
(s)
)
tr v̂dω . (11.35)
Clearly, Γ
(1)
M is invariant under local Lorentz transformations, but is not gauge invariant, and Γ
(2)
M is
gauge invariant but not invariant under local Lorentz transformations. We can interpolate between
both by adding to the effective action a local counterterm
∆ΓM = − 1
196pi2
∫ (∑
i,s
q
(s)
i A
(s)
)
tr
(
ωdω +
2
3
ω3
)
. (11.36)
Indeed, we have
δ∆ΓM = − 1
196pi2
∫ [(∑
i,s
q
(s)
i d
(s)
)
tr
(
ωdω +
2
3
ω3
)
+
(∑
i,s
q
(s)
i A
(s)
)
d tr v̂dω
]
=
1
196pi2
∫ [(∑
i,s
q
(s)
i 
(s)
)
trR2 −
(∑
i,s
q
(s)
i F
(s)
)
tr v̂dω
]
, (11.37)
so that
δ
(
Γ
(1)
M + ∆ΓM
)
= δ Γ
(2)
M . (11.38)
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More generally, we may add a counterterm λ∆ΓM for arbitrary real λ resulting in an effective action
that is neither gauge nor local Lorentz invariant. Nevertheless, the anomaly is always characterised
by the unique Iˆ6(mixed).
Recall that the issue of anomaly cancellation can be discussed before doing the descent, simply
in terms of the invariant polynomial Iˆ6(mixed). The condition for Iˆ6(mixed) to vanish is simply∑
i,s q
(s)
i = 0 for every U(1)(s). This is the same condition as for the vanishing of any U(1) × G × G
gauge anomaly, and in particular is satisfied in the standard model, as discussed in sect. 7.
11.4 Other chiral fields with gravitational anomalies
Finally, we give the relevant anomaly polynomials for the two other sorts of chiral fields that can give
rise to anomalies. These are chiral spin-3
2
fermions, like the gravitino, and self-dual or anti self-dual
antisymmetric tensor fields in 4k+ 2 dimensions. To understand why the latter give rise to anomalies
it is enough to recall that in 2r = 4k+ 2 dimensions such tensor fields can be constructed from a pair
of spin-1
2
fields of the same chirality (while in 4k dimensions it would require two spinors of opposite
chirality). By definition, a self-dual antisymmetric tensor field Hµ1...µr satisfies
Hµ1...µrM =
1
r!
µ1...µrν1...νr H
ν1...νr
M ⇔ Hµ1...µrE =
i
r!
µ1...µrE ν1...νr H
ν1...νr
E , (11.39)
where the subscripts M and E refer to Minkowski and Euclidean signature, respectively. For anti
self-dual fields one would have an extra minus sign. If χ and ψ are two positive chirality spinors in
2r = 4k + 2 dimensions it is indeed easy to see45 that
Hµ1...µrM = ψ¯γ
[µ1 . . . γµr]χ (11.41)
is indeed self-dual, i.e. satisfies (11.39).
Consider first a positive chirality spin-3
2
field. Such a field is obtained from a positive chirality
spin-1
2
field with an extra vector index by subtracting the spin-1
2
part. The extra vector index can
be treated in analogy with an SO(d) gauge symmetry and leads to an additional factor for the index
density
tr exp
(
i
2pi
1
2
RabT
ab
)
= tr exp
(
i
2pi
R
)
(11.42)
since the vector representation is (T ab)cd = δ
a
c δ
b
d − δadδbc. Hence the index for the relevant 2m-
dimensional operator is
ind(iD 3
2
) =
∫
M2m
[
Aˆ(M2m)
(
tr exp
(
i
2pi
R
)
− 1
)
ch(−F)
]
2m
. (11.43)
45It is enough to show in flat Minkowski space that this HM satisfies H
01...(r−1)
M =
1
r!
01...(r−1)
νr...ν2r−1H
νr...ν2r−1
M
= +Hr...(2r−1)M . But (using r = 2k + 1) we have
H
01...(r−1)
M = ψ¯γ
0 . . . γr−1χ = ψ¯γ0 . . . γr−1γMχ = ir+1ψ¯γ0 . . . γr−1γ0 . . . γr−1γr . . . γ2r−1χ
= ir+1(−)r(r−1)/2(−)ψ¯γr . . . γ2r−1χ = + ψ¯γr . . . γ2r−1χ = +Hr...(2r−1)M . (11.40)
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Note that for a gravitino the factor ch(−F) is absent since it does not couple to any gauge group.
Next, consider a self-dual rank r antisymmetric tensor field H in 2r = 4k + 2 dimensions. Such
antisymmetric tensors fields cannot couple to the gauge group. Since it can be constructed from
a pair of positive chirality spinors, it turns out that the index is simply Aˆ(M2m) multiplied by
tr exp
(
i
2pi
1
2
RabT
ab
)
, where T ab = 1
2
γab as appropriate for the spin-1
2
representation. Note that the
trace over the spinor representation gives a factor 2n in 2n dimensions. There is also an additional
factor 1
2
from the chirality projector of this second spinor and another factor 1
2
from a reality constraint
(H is real) so that
ind(iDA) =
1
4
∫
M2m
[
Aˆ(M2m) tr exp
(
i
2pi
1
4
Rabγ
ab
)]
2m
=
1
4
∫
M2n
[L(M)]2m. (11.44)
L(M) is called the Hirzebruch polynomial, and the subscript on DA stands for “antisymmetric tensor”.
(Note that, while Aˆ(M2m) tr exp
(
i
2pi
1
4
Rabγ
ab
)
carries an overall factor 2m, L(M2m) has a factor 2
k in
front of each 2k-form part. It is only for k = m that they coincide.)
Explicitly one has
Aˆ(M2m)
(
tr e
i
2pi
R − 1
)
= (2m− 1) + 1
(4pi)2
2m− 25
12
trR2 +
1
(4pi)4
[
2m+ 239
360
trR4 +
2m− 49
288
( trR2)2
]
+
1
(4pi)6
[
2m− 505
5670
trR6 +
2m+ 215
4320
trR4 trR2 +
2m− 73
10368
( trR2)3
]
+ . . . (11.45)
and
L(M2m) = 1− 1
(2pi)2
1
6
trR2 +
1
(2pi)4
[
− 7
180
trR4 +
1
72
( trR2)2
]
+
1
(2pi)6
[
− 31
2835
trR6 +
7
1080
trR4 trR2 − 1
1296
( trR2)3
]
+ . . . (11.46)
The corresponding anomaly polynomials then are (for positive chirality, respectively self-dual anti-
symmetric tensors)
Iˆ
spin 3
2
2r+2 = 2pi
[
Aˆ(M2r)
(
tr exp
(
i
2pi
R
)
− 1
)
ch(−F)
]
2r+2
(11.47)
IˆA2r+2 = 2pi
[(
−1
2
)
1
4
L(M2r)
]
2r+2
. (11.48)
The last equation contains an extra factor
(−1
2
)
with respect to the index (11.44). The minus sign
takes into account the Bose rather than Fermi statistics, and the 1
2
corrects the 2r+1 to 2r which is
the appropriate dimension of the spinor representation on M2r while the index is computed in 2r + 2
dimensions. Note again that in the cases of interest, the spin-3
2
gravitino is not charged under the
gauge group and the factor of ch(−F) then is absent in (11.47).
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12 Anomaly cancellation in ten-dimensional type IIB super-
gravity and in the (field theory limits of) type I and het-
erotic superstrings
In this last section, we will derive some prominent examples of anomalies and their cancellations
in certain ten-dimensional quantum field theories. The conditions for anomaly cancellation in these
ten-dimensional theories typically constitute over-determined systems of equations. Quite amazingly,
these systems nevertheless not only admit non-trivial solutions, but these solutions also are relatively
simple and actually correspond (in most cases) to the low-energy limits of the known ten-dimensional
superstring theories [13, 14].
12.1 The ten-dimensional anomaly polynomials
As repeatedly emphasized, relevant anomalies are characterized by a non-vanishing anomaly polyno-
mial Iˆ2r+2 which is the sum of all individual contributions
∑
j Iˆ2r+2(field j). So far we have given
these individual contributions for positive chirality (resp. self-dual tensor fields). The contributions
for negative chirality (anti self-dual tensor fields) have the opposite signs. Recall that in 4 mod 4 di-
mensions, particles and antiparticles have opposite chirality and we could describe a negative chirality
particle as a positive chirality antiparticle in the appropriate charge conjugate representation of the
gauge group, cf. eq. (7.8). On the other hand, in 2 mod 4 dimensions, particles and antiparticles have
the same chirality, and we must treat negative chirality (anti)particles as such. In 2 mod 8 dimensions,
fermions can be Majorana-Weyl, being their own anti-particles.
Specializing the previous formulae to ten dimensions, i.e. r = 5, and a gravitino which is a spin-3
2
field without gauge interactions, we get from (11.45) to (11.48)
Iˆgravitino12 =
1
64(2pi)5
[
− 11
126
trR6 +
5
96
trR4 trR2 − 7
1152
( trR2)3
]
(12.1)
and
IˆA12 =
1
8(2pi)5
[
31
2835
trR6 − 7
1080
trR4 trR2 +
1
1296
( trR2)3
]
, (12.2)
and for a spin-1
2
field from (11.28)
Iˆ
spin 1/2
12 =
1
64(2pi)5
(
trR 1
) [ 1
5670
trR6 +
1
4320
trR4 trR2 +
1
10368
( trR2)3
]
− 1
32(2pi)5
(
trR F
2
) [ 1
360
trR4 +
1
288
( trR2)2
]
+
1
1152(2pi)5
(
trR F
4
)
trR2 − 1
720(2pi)5
trR F
6 . (12.3)
As just mentioned, in ten dimensions one can have Majorana-Weyl spinors, i.e. chiral fields that in
addition obey a reality condition. All our Iˆ are for complex positive chirality spinors. If the spinors
are Majorana positive chirality one has to include an additional factor 1
2
in Iˆ
spin 1/2
12 and in Iˆ
gravitino
12 .
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Of course, there is no extra factor of 1
2
for IˆA12 (we already included one in (11.48) to take into account
the reality of the antisymmetric tensor field).
In a given theory containing various chiral or (anti) self-dual fields, one has to add all individual
anomaly polynomials of these fields to get the total anomaly polynomial. The theory is free of
anomalies, i.e. the anomalies cancel, if this total anomaly polynomial vanishes.
12.2 Type IIB supergravity in ten dimensions
Consider a ten-dimensional theory that may involve a certain number of Majorana-Weyl gravitinos
(spin 3
2
), Majorana-Weyl spin 1
2
fields and (anti) self-dual antisymmetric tensor fields. We assume here
that there is no gauge group, as is the case for IIB supergravity.46 The case with gauge group is more
complicated and will be treated in a later subsection. Let n3/2, resp. n1/2 be the number of positive
chirality Majorana-Weyl gravitinos, resp. spin 1
2
fields, minus the number of negative chirality ones.
Similarly let nA be the number of self-dual minus the number of anti self-dual antisymmetric tensor
fields. Then the total anomaly polynomial for such a theory is
Iˆtotal12 (n3/2, n1/2, nA) =
n3/2
2
Iˆgravitino12 +
n1/2
2
Iˆ
spin 1/2
12 + nA Iˆ
A
12
=
1
128(2pi)5
{
−495n3/2 + n1/2 + 992nA
5670
trR6 +
225n3/2 + n1/2 − 448nA
4320
trR4 trR2
+
−63n3/2 + n1/2 + 128nA
10368
( trR2)3
}
. (12.4)
The vanishing of this total anomaly polynomial constitutes a homogenous linear system of 3 equations
in 3 variables. In general such a system has only the trivial solution n3/2 = n1/2 = nA = 0. Amazingly,
however, as first observed in [3], the 3 equations are not linearly independent and do admit non-trivial
solutions. Moreover, these solutions are very simple, namely
n3/2 = 2nA , n1/2 = −2nA . (12.5)
The simplest case, nA = 1 corresponds to one self-dual antisymmetric tensor field, a pair of positive
chirality Majorana-Weyl gravitinos and a pair of negative chirality Majorana-Weyl spin-1
2
fields. This
is precisely the (chiral) field content of ten-dimensional type IIB supergravity! Hence, not only is type
IIB supergravity in ten dimensions free of gravitational anomalies, it is also the simplest chiral theory
in ten dimensions in which gravitational anomaly cancellation occurs.
46A word on terminology: in any dimension, a theory with the minimal amount of supersymmetry is referred to as
N = 1, with twice the minimal amount of supersymmetry as N = 2, etc. In ten dimensions, an N = 1 supergravity
has one Majorana-Weyl gravitino and an N = 2 supergravity has two Majorana-Weyl gravitinos. In the latter case, if
both gravitinos have opposite chirality, the supergravity is called IIA (it is non-chiral and trivially free of anomalies),
while if the two gravitinos have the same chirality, the supergravity is called IIB.
97
12.3 Anomaly cancellation by inflow and Green-Schwarz mechanism
In sect. 6.2 we have discussed that a relevant anomaly is one that cannot be removed by adding
a local counterterm to the (effective) action. In sect. 9.2 we have seen that the freedom to add a
local counterterm corresponds to changing the representative within the same BRST cohomology
class. Finally in sect. 9.4 we have seen that the descent equations always associate the same invariant
polynomial to different forms of the anomaly that differ only by addition of a local counterterm. This
showed that a non-vanishing anomaly polynomial Iˆ2r+2 indicates a relevant anomaly, i.e. an anomaly
that cannot be removed by a local counterterm.
In all these considerations it was always understood that the local counterterm is constructed solely
from the gauge fields A and F (and the gravitational connection ω and curvature R), the fermions
having been integrated out. There is, however, the possibility that the theory contains one or more
extra fields that do transform under gauge (or local Lorentz) transformations and that their classical
action contains non gauge invariant terms, or that we add such terms as counterterms.
The simplest example is a so-called axion field a in a 4 dimensional U(1) gauge theory. The gauge
anomaly in such a U(1) theory simply is
δΓ[A] = − 1
24pi2
∑
j
q3j
∫
 dAdA = − 1
24pi2
∑
j
q3j
∫
 FF (for a U(1)-theory) . (12.6)
Suppose we add a “counterterm”
∆Γ[a,A] =
1
24pi2
∑
j
q3j
∫
aFF , (12.7)
and “declare” that the axion field a transforms under a gauge transformation as
a→ a+  . (12.8)
Then obviously δ∆Γ[a,A] = 1
24pi2
∑
j q
3
j
∫
 FF and
δ
(
Γ[A] + ∆Γ[a,A]
)
= 0 . (12.9)
Does this mean that we can always eliminate the anomaly (12.6) simply this way? Of course, things
are not this simple. To add a term like (12.7) one needs to have a good reason to introduce an
additional field a which should, in principle, correspond to an observable particle. Also, the naive
kinetic term for such a field,
∫
(−∂µa∂µa −M2a2) is not invariant under the transformation (12.8),
although its variation vanishes on-shell.
One should note an important point. The anomaly is a one-loop effect. This manifests itself in
(12.6) as the coefficient
∑
j q
3
j which is smaller than a typical interaction term in the classical action
(that would be ∼ q) by a factor of a charge squared, or coupling constant squared. Alternatively,
one could introduce ~ as a loop-counting parameter, and then an L-loop term would be accompanied
by a factor ~L−1: the anomaly has a ~0, while a usual classical action gets multiplied by 1~ . Thus an
anomaly cancelling counterterm in the classical action must include an explicit factor of ~.
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Another mechanism to cancel a relevant anomaly is available in certain geometric settings. Suppose
our four-dimensional space-time M4 is just the boundary of some five-dimensional space-time M5,
just as the one-dimensional circle is the boundary of the two-dimensional disc. We writeM4 = ∂M5.
Suppose that the (non-abelian) gauge fields actually live on the five-dimensionalM5, while the chiral
matter fields only live on its boundary M4. This then leads to the usual gauge anomaly with
δΓ[A] = − 1
24pi2
∫
M4
trR  d
(
AdA− i
2
A3
)
= − 1
24pi2
∫
M4
Q14(, A, F ) . (12.10)
We may then add a counterterm that only depends on the gauge fields but is defined on the five-
dimensional M5, namely
∆Γ[A] =
1
24pi2
∫
M5
Q5(A,F ) , (12.11)
where Q5(A,F ) is the Chern-Simons 5-form, related to Q
1
4 by the descent equation
δQ5 = dQ
1
4 . (12.12)
Then we have, using Stoke’s theorem,
δ∆Γ[A] =
1
24pi2
∫
M5
δQ5(A,F ) =
1
24pi2
∫
M5
dQ14(, A, F ) =
1
24pi2
∫
M4
Q14(, A, F ) = −δΓ[A] ,
(12.13)
so that this five-dimensional counterterms indeed cancels the anomaly on the four-dimensional space-
time M4. This mechanism is called anomaly cancellation by inflow, as the relevant variation “flows”
from the five-dimensional bulk into the four-dimensional boundary.
In string and M-theory there are many occurrences of even-dimensional manifolds embedded in
a higher-dimensional “bulk” space. Typically, there are chiral fields living on the even-dimensional
manifolds leading to gauge and/or gravitational anomalies. Complete cancellation of these anomalies
often requires additional contributions generated by inflow from the bulk. The classical example
of Green-Schwarz anomaly cancellation in the type I or heterotic superstrings, on the other hand,
involves a non-trivial transformation of a rank-2 antisymmetric tensor field, somewhat similar to the
mechanism displayed in eqs (12.7) to (12.9). Let us look at this case in more detail.
12.4 Anomaly cancellation in the (field theory limits of) type I SO(32)
and E8 × E8 heterotic superstrings
Consider now a ten-dimensional theory that is an N = 1 supergravity coupled to N = 1 super
Yang-Mills theory with gauge group G. This is the low-energy limit of type I or heterotic superstring
theories [13, 14]. The supergravity multiplet contains a positive chirality47 Majorana-Weyl gravitino,
a negative chirality spin 1
2
fermion, as well as the graviton, a scalar (called dilaton) and a two-index
antisymmetric tensor field Bµν or equivalently two-form B. The super Yang-Mills multiplet contains
the gauge fields Aαµ and the gauginos χ
α that are positive chirality Majorana-Weyl spin 1
2
fields.
47Of course, the overall chirality assignment is conventional, and we could just as well reverse all chiralities.
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Supersymmetry requires that the latter are in the same representation as the gauge fields Aαµ, namely
in the adjoint representation.
An important point in the construction of this theory is that the B-field is not invariant under
gauge (and local Lorentz) transformations. The consistent coupling of the supergravity and the super
Yang-Mills theories requires H = dB−βQ3(A,F) to be gauge invariant, where Q3 is the gauge Chern-
Simons 3-form. (The precise value of the constant β depends on the representation over which the
trace is taken to define the Chern-Simons 3-form and the normalization of the B and H fields. We
fix the trace to be in some reference representation - for which we simply write tr - and then rescale
B and H to set β = 1.) Although not visible at the tree-level, it turns out that one must also include
a gravitational Chern-Simons form and
H = dB −Q3(A,F) + β˜ Q3(ω,R) ≡ dB −QYM3 + β˜ QL3 , (12.14)
with β˜ to be fixed below. Thus H will be invariant if
(δgauge + δL)B = Q12(v,A,F)− β˜ Q12(v̂, ω, R) ≡ QYM, 12 − β˜ QL, 12 . (12.15)
It is then possible to construct a non-invariant counterterm, often called the Green-Schwarz term,
∆Γ =
∫
B ∧X8 , (δgauge + δL)X8 = 0 , (12.16)
with some appropriate gauge and local Lorentz invariant closed 8-form X8 constructed from the gauge
and gravitational characteristic classes, i.e. from trR F n and trRm. As in sect. 8.3.3 we then have
X8 = dX7 , (δ
gauge + δL)X7 = dX
1
6 . (12.17)
Of course, this does not determine X7 or X
1
6 uniquely. If e.g. X8 = trR F
2 trR2 one could take
X7 = λQ
YM
3 ( trR
2) + (1− λ) (trR F2)QL3 for arbitrary λ. In any case, we have
(δgauge + δL)∆Γ =
∫
(QYM, 12 − β˜ QL, 12 )∧X8 =
∫
(QYM, 12 − β˜ QL, 12 )∧dX7 = −
∫
(δQYM3 − β˜ δQL3 )∧X7 .
(12.18)
Upon using the descent equations, this corresponds to an invariant 12-form polynomial
∆Iˆ12 = ( tr F
2 − β˜ trR2) ∧X8 . (12.19)
We conclude that
If the total anomaly polynomial Iˆtotal12 does not vanish but takes a factorized form as in (12.19) one
can cancel the anomaly by adding the counterterm ∆Γ of (12.16) with the appropriate coefficient.
So let’s see whether and when such a factorization occurs.
From the chiral field content we immediately get
Iˆtotal12 = Iˆ
gravitino
12 − Iˆspin 1/212 |R=1 + Iˆspin 1/212 |R=adj , (12.20)
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with Iˆgravitino12 given in (12.1) and Iˆ
spin 1/2
12 |R=1 given by (12.3) with F = 0 and trR 1 = 1, while
Iˆ
spin 1/2
12 |R=adj is given by (12.3) with R being the adjoint representation. It is customary to write
tradj ≡ Tr so that in particular Tr 1 = dimG. Thus we get
Iˆtotal12 =
1
64(2pi)5
[
dimG− 496
5670
trR6 +
dimG+ 224
4320
trR4 trR2 +
dimG− 64
10368
( trR2)3
]
− 1
32(2pi)5
(
Tr F2
) [ 1
360
trR4 +
1
288
( trR2)2
]
+
1
1152(2pi)5
(
Tr F4
)
trR2 − 1
720(2pi)5
Tr F6 .
(12.21)
Obviously, this cannot vanish, and and one has to rely on the Green-Schwarz mechanism to achieve
anomaly cancellation. The latter requires (12.21) to have a factorized form like (12.19) so that it can
be cancelled by addition of the countertem (12.16). Clearly, the trR6 and the TrF6 terms must be
absent to have factorization. On the one hand, the trR6 term is absent precisely if
dimG = 496 . (12.22)
On the other hand, the TrF6 cannot vanish. However in certain cases it can be entirely be expressed
as a combination of TrF4 Tr F2 and ( Tr F2)3, so that one may get factorization if furthermore the
coefficient have appropriate values.
12.4.1 SO(n) groups
Let us note without proof that for G = SO(n) one has the following relations between the adjoint
traces Tr and the traces in the fundamental (vector) representation, denoted tr :
Tr F2 = (n− 2) trF2 , Tr F4 = (n− 8) trF4 + 3( trF2)2 , Tr F6 = (n− 32) trF6 + 15 trF2 trF4 .
(12.23)
Thus we can reexpress the TrF6 in terms of trF2 trF4 and ( trF2)3, resp. in terms of TrF2 Tr F4 and
( TrF2)3 precisely if
n = 32 . (12.24)
This singles out SO(32) as only possiblity among the SO(n)-groups. Amazingly, dimSO(32) = 496,
so that (12.22) is also satisfied! As for the case studied in sect. 12.2, anomaly cancellation imposes an
overdetermined system of equations which nevertheless admits a solution. Let us now concentrate on
G = SO(32) and use the relations (12.23). Then (12.21) becomes
Iˆtotal12 =
1
64(2pi)5
[
1
6
trR4 trR2 +
1
24
( trR2)3
]
− 1
64(2pi)5
(
trF2
) [1
6
trR4 +
5
24
( trR2)2
]
+
1
384(2pi)5
[
8 trF4 + ( trF2)2
]
trR2 − 1
48(2pi)5
trF4 trF2
=
1
384(2pi)5
[
trR2 − trF2] [ trR4 + 1
4
( trR2)2 − trF2 trR2 + 8 trF4
]
, (12.25)
which is indeed of the required factorized form. Again was by no means obvious a priori.
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We see that it is then enough to choose β˜ = 1 in (12.14) and (12.15), let the reference trace in
(12.19) be the trace in the fundamental representation of SO(32) and take
X8 =
1
384(2pi)5
[
trR4 +
1
4
( trR2)2 − trF2 trR2 + 8 trF4
]
, (12.26)
to achieve
∆Iˆ12 + Iˆ
total
12 = 0 , (12.27)
i.e. cancel the anomaly by the Green-Schwarz mechanism.
12.4.2 E8 × E8 and other groups
We have already seen that among the SO(n) groups, anomaly cancellation can only occur and does
indeed occur for n = 32. What about other groups ? In any case we need dimG = 496, but the group
need not be simple, i.e. it can be a product of several simple and/or U(1) factors. For G = G1×G2×. . .
one has for the traces in the adjoint representation TrFr = TrFr1 + TrF
r
2 + . . .. A simple example
which has the right dimension is G = E8 × E8, since dimE8 = 248. Also, for each E8 one has
Tr F4 =
1
100
( TrF2)2 , Tr F6 =
1
7200
( TrF2)3 . (12.28)
Although E8 does not have a “vector” representation, it is useful to define trF
2 simply by tr F2 =
1
30
Tr F2, so that the previous relations become
Tr F4 = 9 ( trF2)2 , Tr F6 =
75
20
( trF2)3 , (12.29)
and for E8 × E8
Tr F4 = TrF41 + TrF
4
2 = 9 ( trF
2
1)
2 + 9 ( trF22)
2 , Tr F6 = TrF61 + TrF
6
2 =
75
20
( trF21)
3 +
75
20
( trF22)
3 ,
(12.30)
Inserting this into (12.21) we get
Iˆtotal12 =
1
64(2pi)5
[
1
6
trR4 trR2 +
1
24
( trR2)3
]
− 1
64(2pi)5
(
trF21 + trF
2
2
) [1
6
trR4 +
5
24
( trR2)2
]
+
1
128(2pi)5
[
( trF21)
2 + ( trF22)
2
]
trR2 − 1
192(2pi)5
[
( trF21)
3 + ( trF22)
3
]
. (12.31)
Again, this can be factorized as
Iˆtotal12 =
1
384(2pi)5
[
trR2 − trF21 − trF22
][
trR4 +
1
4
( trR2)2 − trR2( trF21 + trF22)
−2 trF21 trF22 + 2( trF21)2 + 2( trF22)2
]
, (12.32)
so that one achieves anomaly cancellation by choosing the Green-Schwarz term, again with β˜ = 1,
but now with an
X8 =
1
384(2pi)5
[
trR4 +
1
4
( trR2)2− trR2( trF21 + trF22)−2 trF21 trF22 +2( trF21)2 +2( trF22)2
]
. (12.33)
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There are two more possibilities to achieve factorization of Iˆtotal12 which we now briefly discuss.
Clearly, we must keep dimG = 496. One possibility then is to take G = E8×U(1)248, the other being
G = U(1)496. Now, for any product of U(1) groups, the traces are always trR F k =
∑
s
∑
i(q
(s)
i )
k with
q
(s)
i being the charge of the i
th particle with respect to the sth U(1). Here, however, the gauginos
are in the adjoint representation which means that q
(s)
i = 0. (“Photinos” just as photons carry no
electric charge.) Hence Tr adj of U(1)248F
k = 0, ∀k > 0. As a result, we can use all formula previously
established for E8 × E8 and simply set trFk2 = 0, ∀k > 0, if the gauge group is G = E8 × U(1)248
or set tr Fk1 = tr F
k
2 = 0, ∀k > 0, if the gauge group is G = U(1)496. In particular, X8 is still given
by (12.33) with the appropriate replacements. One can actually scan all 496-dimensional groups and
show that there are no other possibilities to achieve factorization of Iˆtotal12 .
It turns out that for type I superstrings, the gauge group SO(32) is also singled out by other
typically string-theoretic consistency conditions, while for the heterotic superstring, similar stringy
consistency conditions single out SO(32) and E8×E8. On the other hand, the somewhat more trivial
solutions to the anomaly cancellation conditions, E8×U(1)248 and U(1)496 do not seem to correspond
to any consistent superstring theory.
13 Concluding remarks
We hope to have conveyed the idea that anomalies play an important role in quantum field theory
and their cancellation has been and still is a valuable guide for constructing coherent theories. The
more formal treatment of anomalies makes fascinating contacts with several branches of modern
mathematics.
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14 Appendix : An explicit two-dimensional illustration of
the index theorem
In this appendix, we will explicitly compute the index of the Dirac operator on two-dimensional flat
Euclidean space in a U(1) instanton background and show how it indeed coincides with the general
prediction of the index theorem.
We use cartesian coordinates x and y, or equivalently polar coordinates r =
√
x2 + y2 and ϕ =
arctan y
x
. A two-dimensional U(1) instanton configuration should asymptote to a pure gauge for large
r, i.e. A ∼ g−1idg with g(ϕ) = eimϕ, m ∈ Z. Thus a non-singular configuration with the appropriate
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asymptotics is
A = −m r
2
r2 + 1
dϕ =
m
x2 + y2 + 1
(ydx− xdy) ⇒ F = −2m rdrdϕ
(r2 + 1)2
= −2m dxdy
(x2 + y2 + 1)2
.
(A.1)
Note that F = 1
2
Fij dx
idxj = F12 dxdy so that F12 = −2m 1(x2+y2+1)2 . It is straightforward to compute
the integral of F over the plane:
1
2pi
∫
R2
F = −m . (A.2)
Next we study the Dirac operator in this background gauge field. In two Euclidean dimensions we
take γ1 = σx, γ
2 = −σy so that the chirality matrix is γE = iγ1γ2 = −iσxσy = σz, and
D/ = σx(∂x − iAx)− σy(∂y − iAy) =
(
0 ∂x + i∂y − iAx + Ay
∂x − i∂y − iAx − Ay 0
)
. (A.3)
Using the explicit form of the gauge field Ax = m
y
x2+y2+1
and Ay = −m xx2+y2+1 , and switching to
complex coordinates z = x+ iy, z¯ = x− iy, we simply get
D/ =
(
0 2∂z¯ −m zzz¯+1
2∂z +m
z¯
zz¯+1
0
)
. (A.4)
Let us assume that m > 0. A positive chirality zero-mode
(
χ
0
)
of D/ satisfies
2∂zχ+m
z¯
zz¯ + 1
χ = 0 . (A.5)
The solutions of this differential equation are
χ(z, z¯) =
g(z¯)
(1 + zz¯)m/2
, (A.6)
with g a holomorphic function of its argument. These solutions are square normalizable,
∫ |χ|2dzdz¯ <
∞, only if the holomorphic function g is a polynomial of degree m−2 at most and “marginally” square
normalizable if g is a polynomial of degree m − 1. This has m independent coefficients, yielding m
linearly independent zero-modes of positive chirality. On the other hand, a negative chirality zero-
mode
(
0
χˆ
)
of D/ satisfies
2∂z¯χˆ−m z
zz¯ + 1
χˆ = 0 , (A.7)
with solutions
χˆ(z, z¯) = h(z)(1 + zz¯)m/2 , (A.8)
again with a holomorphic h(z). Obviously, for m ≥ 0, none of these zero-modes is (marginally)
nomalizable.
It follows that the index of iD/ , which is the number of linearly independent, (marginally) normaliz-
able positive chirality zero-modes minus the number of linearly independent, (marginally) normalizable
negative chirality zero-modes is m−0 = m. This result was derived for m > 0. For m < 0, the roles of
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positive and negative chirality are reversed: there are no positive chirality (marginally) normalizable
zero-modes, while there are |m| = −m negative chirality ones, yieding again an index 0 − |m| = m.
Thus:
ind(iD/ ) = m = − 1
2pi
∫
F = − 1
4pi
∫
µνE Fµν , (A.9)
in agreement with eq. (3.46) for r = 1.
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