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On the Rigidity of Riemannian-Penrose Inequality
for Asymptotically Flat 3-manifolds with Corners
Yuguang Shi, Wenlong Wang, and Haobin Yu
Abstract. In this paper we prove a rigidity result for the equality case
of the Penrose inequality on 3-dimensional asymptotically flat manifolds
with nonnegative scalar curvature and corners. Our result also has deep
connections with the equality cases of Theorem 1 in [14] and Theorem
1.1 in [10].
1. Introduction
In this paper, we are interested in what happens when the equality
holds in the Penrose inequality on asymptotically flat manifolds with corners
(see Theorem 1.1 below). This problem has some deep connections with
the rigidity of compact manifolds with nonnegative scalar curvature and
nonempty boundaries. LetM be an oriented n-dimensional smooth manifold
with inner boundary ΣH. We assume that there exists a bounded domain
Ω ⊂ M with ∂Ω = ΣH ∪ ΣO, and ΣO is a smooth hypersurface in M . To
state precisely, we first review some notions (see [2, 9, 12, 13]).
Definition 1.1. A metric g admitting corners along Σ is defined
to be a pair of (g−, g+), where g− and g+ are smooth metrics on Ω and M \Ω¯
so that they are C2 up to the boundary and they induce the same metric on
Σ.
Definition 1.2. Given g = (g−, g+), we say g is asymptotically flat
if the manifold (M \ Ω, g+) is asymptotically flat (AF) in the usual sense,
i.e. if there is a compact subset K such that g+ is smooth on M \K, and
M \K has finitely many components Ek, 1 ≤ k ≤ l, each Ek is called an end
of M , such that each Ek is diffeomorphic to R
n \B(Rk) for some Euclidean
ball B(Rk), and the followings are true: In the standard coordinates x
i of
R
n,
g+ij = δij + σij (1)
with
sup
Ek
{
2∑
s=0
|x|τ+s|∂sσij |
}
<∞ (2)
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for τ > n−22 , where ∂f and ∂
2f are the gradient and Hessian of f with
respect to the Euclidean metric.
If the scalar curvature of g+ is L
1-integrable on M \ Ω, then we can
define the ADM mass as the following:
Definition 1.3. The Arnowitt-Deser-Misner (ADM) mass of an
end E of an AF manifold M is defined as:
mADM(E) = lim
r→∞
1
2(n − 1)ωn−1
ˆ
Sr
(gij,i − gii,j) ν
jdΣ0r , (3)
Definition 1.4. The mass of g = (g−, g+) is defined to be the ADM
mass of g+ whenever it exits.
Definition 1.5. Let Σ be a hypersurface of an AF manifold (may have
corners). We say Σ˜ is a minimizing exclosure of Σ if it minimizes area
among all hypersurfaces in M that enclose Σ. We say Σ is (strictly) outer
minimizing if it is a (the unique) minimizing exclosure of itself.
In [12], Mccormick and Miao established the following Riemannian Pen-
rose inequality on asymptotically flat manifolds with corners along a hyper-
surface.
Theorem 1.1. Let Mn denote a noncompact differentiable manifold of
dimension 3 ≤ n ≤ 7, with compact boundary ΣH. Let ΣO be an embedded
hypersurface in the interior of Mn such that ΣO and ΣH bounds a bounded
domain Ω. Suppose g is a C0 metric on Mn satisfying:
• g is smooth on both Mn \Ω and Ω¯ = Ω ∪ ΣO ∪ ΣH;
• (Mn \Ω, g) is asymptotically flat;
• g has nonnegative scalar curvature away from ΣO;
• H− ≥ H+, where H− and H+ denote the mean curvature of ΣO in (Ω, g)
and (Mn \ Ω, g), respectively, with respect to the infinity-pointing normal;
• ΣH is a minimal hypersurface in (Ω, g) and ΣH is outer minimizing in
(Mn, g).
Then the Riemannian Penrose inequality holds on (Mn, g), i.e.
m ≥
1
2
(
|ΣH|
ωn−1
)n−2
n−1
where m is the ADM mass of (Mn \ Ω, g).
In this paper, we study what happens when above inequality holds in 3
dimension.
We first introduce the following notion.
Definition 1.6. Let Σ ⊂ Ω¯ be a closed minimal surface. Σ is called
strictly stable, if for any nonzero test function f ∈W 1,2(Σ), it holdsˆ
Σ
fLf > 0,
where L is the stability operator given by L = −∆− (Ric(ν, ν)+ |A|2). Here,
∆ is the Laplacian operator with respect to the induced metric on Σ, ν and
A are the outward unit normal vector and the second fundamental form of
Σ in Ω respectively.
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Our main result is stated as following.
Theorem 1.2. Let g = (g−, g+) be an asymptotically flat metric on a
three manifold M satisfying the assumptions as in Theorem 1.1. Suppose
that ΣH is strictly stable, as well as strictly outer minimizing. And assume
mADM (g+) = mH(ΣH , g−) = m.
Then we have the following rigidity conclusions: (i) H− ≡ H+ on ΣO. (ii)
(Ω, g−) is static with vanishing scalar curvature. (iii) If in addition, for
any p in (Ω, g−), its minimal geodesic line to ΣH is contained in Ω, and
its distance function to ΣH is smooth, then (Ω, g−) is Schwarzschild, i.e.
there is an isometric embedding F : (Ω, g−) 7→ (Xm, gS) that maps ΣH to the
horizon of (Xm, gS), where (Xm, gS) is the Schwarzschild manifold with mass
m.
Remark 1.1. In conclusion (iii), the requirement for the shape of Ω can
be viewed as a star-shaped condition in a sense. It might be stronger than
needed.
Theorem 1.2 also partially answers what happen if the equalities of in-
equalities in Theorem 1 in [14] and Theorem 1.1 in [10] hold, i.e. if (Ω, g−)
satisfies Theorem 1.2, and corresponding equalities of Theorem 1 in [13]
and Theorem 1.1 in [10] hold, then (Ω, g−) is isometric to a domain of a
Scharzschild manifold, and ΣH is the horizon of this Scharzschild manifold
(here for simplicity, we regard the isometric isomorphism as the identity
map).
Two key ingredients of our argument are making conformal deformations
and using the inverse mean curvature flow (IMCF) on AF manifolds estab-
lished in [9]. However, ΣH, the inner boundary of (Ω, g−) being “horizon”
may not be preserved under global conformal deformations.
To overcome this difficulty, we construct a foliation consisting of con-
stant mean curvature (CMC) surfaces near ΣH (see Proposition 2.1). This
foliation possesses some interesting properties that fit IMCF well and turn
out to be crucial in the proof. One of these properties is that each leaf
is outer minimizing with respect to metrics under small perturbations (not
only restricted to conformal deformations, see Proposition 2.2 and Lemma
3.2 below). Another is that the mean curvature of each leaf is positive and
this property is preserved under small conformal deformations. Further-
more, this foliation is also an isoperimetric foliation so that the Hawking
mass is non-decreasing along it (see [4]). In particular, the Hawking mass
of any leaf is not less than the Hawking mass of ΣH.
If H+ and H− are not equal at some point on ΣO, or the scalar curvature
is positive at some point in Ω, we fix a leaf Σ1 very near ΣH and do suitable
conformal deformations outside Σ1. The resulting metrics are smooth AF
metrics on the exterior region outside Σ1 with nonnegative scalar curvature,
and Σ1 is still outer minimizing. Then the ADM mass of M is not less
than the Hawking mass of ΣH with respect to the resulting metrics, due to
the arguments in [9]. But on the other hand, these conformal deformations
strictly decrease the “energy” of the exterior region, so the AMD mass of
the exterior region with respect to the deformed metrics is strictly less than
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the initial ADM mass, or the Hawking mass of Σ1 with respect to the de-
formed metrics is strictly greater then the initial Hawking mass. Thus we
get a contradiction. If (Ω, g−) is not static, by Theorem 1 in [5], there is
a small compact perturbation of g− denoted by g¯, such that g¯ satiefies the
assumptions as g−, but has positive scalar curvature at some point in Ω.
Then this falls into the case discussed above. Hence, conclusions (ii) and
(iii) hold.
Note that we also have mH(ΣH, g−) = mH(Σ1, g−). Then by the results
of [4] or [9], there exists a collar neighbourhood U near ΣH in which g−
is the Schwarzschild metric. Finally, when assuming Ω is “star-shaped”,
conclusion (iii) follows by a uniqueness continuation argument for static
metrics established in [6] (see also [3]).
The remains of the paper run as follows: in Section 2, we construct an
isoperimetric foliation near ΣH and show each leaf close enough to ΣH is
outer minimizing with respect to certain perturbed metrics; in Section 3,
we establish some estimates for certain conformal deformation equations; in
Section 4, we complete the proof of Theorem 1.2.
2. Isoperimetric foliation near ΣH
In this section, we construct a foliation near ΣH, of which all leaves
are outer minimizing isoperimetric surfaces in (M,g). As a first step, we
construct a CMC foliation near ΣH via a similar approach in [1].
Proposition 2.1. Let (M,g) and ΣH be as stated in Theorem 1.2. Then
there exists a stable CMC foliation near ΣH.
Proof. In order to construct a CMC surface near ΣH , we need to extend
Ω to a larger domain. More precisely, we glue Ω with (−1, 0]×ΣH along ΣH
in an obvious way. The resulting domain is denoted by Ωˆ. Let H(u) denote
the mean curvature of the hypersurface Σu, which is defined as following
Σu : x→ expx [u(x)ν] , u ∈ C
∞(ΣH),
for small enough u. Then we see that Σu ⊂ Ωˆ for sufficiently small u and it
is contained in Ω if u > 0. We are going to show that there is a family of
stable CMC surfaces Σu with small positive u, hence Σu ⊂ Ω. By a direct
computation, we see that the linearization of H at u ≡ 0 is H′(0) = L. We
introduce the operator H∗ defined by
H∗ : C2,β(ΣH)× R→ C
β(ΣH)× R, H
∗(u, k) =
(
H(u)− k,
ˆ
ΣH
u
)
,
for some 0 < β < 1. Suppose that Lv = s for some constant s with´
ΣH
v = 0. Then by stability assumption of ΣH we see that v ≡ 0, s = 0.
Thus,H∗ has a invertible linearization at (0, 0). Then by the inverse function
theorem, for each τ sufficiently small there exist uτ and kτ depending on τ
smoothly with
H(uτ ) = kτ ,
ˆ
ΣH
uτ = τ. (4)
Set
v(x) =
∂uτ (x)
∂τ
∣∣∣
τ=0
, s =
∂kτ
∂τ
∣∣∣
τ=0
.
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We must have
v(x) > 0 and s > 0. (5)
Indeed, a differentiation of (4) yields
Lv = s,
ˆ
ΣH
v = 1.
It follows that
s =
ˆ
ΣH
sv =
ˆ
ΣH
vLv > 0.
To show that v > 0, by the equation Lv = s > 0 and the maximum principle,
it suffices to prove that v ≥ 0. If this fails, then we can choose a nonempty
connected component Γ of the open set {x ∈ ΣH | v(x) < 0}. Set
f(x) =
{
v(x) for x ∈ Γ;
0 for x ∈ ΣH\Γ.
Then it follows that
0 >
ˆ
Γ
sf =
ˆ
Γ
fLf =
ˆ
ΣH
fLf,
which contradicts the stability condition.
Note that u(0) = 0. Then from (5) we see that uτ (x) > 0 and uτ (x) is
strictly increasing with respect to τ for sufficiently small τ and all x ∈ ΣH.
Thus, the constant mean curvature surfaces Σuτ are contained in Ω and
disjoint from each other. Since ΣH is strictly stable, we see that Σuτ is also
stable for sufficiently small τ .
Finally, we show that for any p near ΣH in Ω, there is some Σuτ passing
through. Suppose not, then there exists a largest τ1 so that p is not in the
closure of the domain enclosed by Σuτ1 and ΣH , and also exists a smallest
τ2 so that p is in the closure of the domain enclosed by Σuτ2 and ΣH, and
τ2 > τ1. While this is impossible as uτ is strictly increasing with τ . Thus,
for small τ , Σuτ form a foliation in a collar neighborhood of ΣH . 
It’s not hard to see that the volume of the domain enclosed by Σuτ and
ΣH is given by
Vτ =
ˆ
ΣH
uτ +O
(
τ2
)
.
Then we have
∂Vτ
∂τ
∣∣∣
τ=0
=
ˆ
ΣH
v > 0.
Thus, the foliation obtained in Proposition 2.1 can be written as {ΣV }0≤V ≤V0
such that ΣV smoothly depends on V , which is the volume of the domain
enclosed by ΣV and ΣH. Next we prove:
Proposition 2.2. There exists some V1 ∈ (0, V0] such that each leaf of
{ΣV }0≤V≤V1 is the isoperimetric surface for volume V , and is outer mini-
mizing.
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Proof. For convenience, we use the convention that all surfaces men-
tioned in this proof enclose ΣH . We use U0 to denote the region enclosed
by ΣH and ΣV0 . By the result in [15], there exists some positive V¯ ≤ V0
such that for any V ≤ V¯ , there exists an isoperimetric surface Σ¯V enclosing
a region of volume V with ΣH, which is also contained in Ω and close to
ΣH. Note that each Σ¯V has constant mean curvature. By the maximum
principle, any surface S ⊂ U0 with the same constant mean curvature must
coincide with some ΣV . It follows that Σ¯V = ΣV for any V ∈ [0, V¯ ]. Thus
we prove the first part of Proposition 2.2.
For the second part, we take a contradiction argument. It is not hard
to see from (5) that Area(ΣV ) is strictly monotonically increasing in [0, V2]
for some 0 < V2 ≤ V¯ . ΣV2 divides Ω into two parts. We denote the
part bounded by ΣH and ΣV2 by W−, the other by W+. If the proposition
is not true, then there exist Vi → 0 and a sequence of surfaces SVi such
that each SVi encloses ΣVi with Area(SVi) < Area(ΣVi). We must have
SVi ∩W+ 6= ∅. Otherwise, the volume of the region enclosed by SVi and ΣH,
which is denoted by V˜i, is not greater than V2. Since ΣV˜i is the isoperimetric
surface for volume V˜i, Area(SVi) ≥ Area(ΣV˜i). Because SVi encloses ΣVi ,
V˜i ≥ Vi. By the monotonicity, we have Area(ΣV˜i) ≥ Area(ΣVi). Thus we
have Area(SVi) ≥ Area(ΣVi), which contradicts with our assumption. Hence,
SVi∩W+ 6= ∅. By the result in [9], each SVi∩W+ is a minimal surface. Note
that H(ΣV2) > 0. By the maximum principle, there is a positive constant ǫ0
such that supy∈SVi∩W+
dist(y,ΣV2) > ǫ0 for all i. It is not hard to see that the
volume of the region enclosed by ΣH and SVi is uniformly bounded. Then in
the sense of current (see Theorem 32.2 in [16]), SVi weakly converge to S∞,
which is an integer multiplicity current, encloses ΣH and has 2-dimensional
Hausdorff measure not larger than the area of ΣH. Since ΣH is strictly outer
minimizing, S∞ should coincide with ΣH except a zero measure set. On
the other hand, by the estimate in [11], we have Area(SVi ∩W+) > ǫ1 for
a certain positive constant ǫ1 independent of i. As a consequence, we also
have Area(S∞ ∩W+) ≥ ǫ1. Thus we reach the contradiction. Hence, any
leaf of {ΣV }0≤V≤V1 should be outer minimizing. 
We let F denote this foliation, W0 the corresponding region. By the
result in [4], the Hawking mass of Σt is monotonically increasing for t ∈
[0, V1].
3. Some estimates for conformal deformation equations
In this section, we establish some estimates for certain conformal defor-
mation equations.
Set Σs− = {expx(−sνg−), x ∈ ΣO}, Σ
s
+ = {expx(sνg+), x ∈ ΣO}, where
s ∈ (0, s0] and s0 is a fixed positive constant. In [13], Miao constructed a
family of C2 metrics {gδ}0<δ≤δ0 on M with
gδ =
{
dt2 + σδij(x, t)dx
idxj , (x, t) ∈ ΣO × (−s0, s0)
g, (x, t) /∈ ΣO × (−s0, s0)
(6)
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Let φ(t) ∈ C∞c ([−1, 1]) be a standard mollifier such that
0 ≤ φ ≤ 1, φ ≡ 1 in [−
1
3
,
1
3
] and
ˆ 1
−1
φ(t)dt = 1.
The properties of {gδ}0<δ≤δ0 is given in the following proposition which can
be found in [13].
Proposition 3.1. Let g = (g−, g+) be a metric admitting corners along
ΣO. Then there exists a family of C
2 metrics {gδ}0<δ≤δ0 on M so that gδ
is uniformly close to g on M , gδ = g outside ΣO × (−
δ
2 ,
δ
2 ) and the scalar
curvature of gδ satisfies
Rδ(x, t) =O(1), for (x, t) ∈ ΣO ×
{
δ2
100
< t ≤
δ
2
}
(7)
Rδ(x, t) =O(1) + {H(ΣO, g−)(x) −H(ΣO, g+)(x)}
{
100
δ2
φ
(
100t
δ2
)}
,
for (x, t) ∈ ΣO ×
[
−
δ2
100
,
δ2
100
]
(8)
where O(1) represents quantities that are bounded by constants depending
only on G, but not on δ.
Fix some Σ1 ∈ F that is close to ΣH and denote the region outside of
Σ1 by M1. As in [13], we need to do a conformal deformation to get a
smooth asymptotically flat metric with nonnegative scalar curvature. Set
Rδ− = max{−Rδ, 0}. Consider the following equation

∆gδuδ +
1
8
Rδ−uδ = 0 in M1
uδ = 1 on Σ1
uδ → 1 at ∞.
(9)
Due to (7) and (8), for sufficiently small δ, equation (9) has a C2 pos-
itive solution uδ. The maximum principle implies that uδ ≥ 1. Then by
Proposition 4.1 in [13], we have uδ → 1 in the C
2
loc sense in M1 \ ΣO. The
resulting conformal metrics are denoted by g˜δ = u
4
δgδ.
For further use, we focus on the following two cases.
Case 1. H−(p)−H+(p) > 0 for some p ∈ ΣO.
In this case, by (8), the scalar curvature of g˜δ is positive in a small
neighbourhood of p. We want to use another conformal deformation to
decrease the scalar curvature of g˜δ a bit. Set
Br(p) = {x ∈M : dg(x, p) < r}.
We define a two-parameters family of functions by ψδ,r = ηrR(g˜δ) with
ηr ∈ C
∞
0 (Br(p)) being a family of cutoff functions satisfying:
ηr(x) =


1
8
, for x ∈ B r
2
;
0, for x ∈ Br(p) \B 3r
4
;
0 ≤ ηr(x) ≤
1
8
, for x ∈ B 3r
4
\B r
2
(p).
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Then for any δ, r with δ ≤ r ≪ 1, by Proposition 3.1, we have
ε0r
2 ≤
ˆ
M
ψδ,rdVg˜δ ≤
1
ε0
r2, (10)
where ε0 is a constant depending only on g.
Now we consider the following equation

∆g˜δvδ,r − ψδ,rvδ,r = 0 in M1
vδ,r = 1 on Σ1
vδ,r → 1 at ∞.
(11)
By the maximum principle, 0 < vδ,r ≤ 1 inM . Then for any δ small enough,
we have ˆ
M
|∇g˜δvδ,r|
2 dVg˜δ =
ˆ
M
ψi,jvδ,r(1− vδ,r)dVg˜δ
≤
1
ε0
r2. (12)
On the other hand, givenK ⊂⊂ M¯1\ΣO, by the standard Schauder estimates
for linear elliptic equations, for any δ ≤ r ≪ 1 small enough, we have
‖vδ,r‖C2(K) ≤ CK , (13)
where the norm ‖ · ‖ is taken with respect to g˜δ, and CK is a constant
depending only on K and the initial metric g.
Set gˆδ,r = v
4
δ,rg˜δ. Let Σ2 and Σ3 be two leaves in F so that Σ3 encloses
Σ2 and Σ2 encloses Σ1. In the rest of the paper, we always use Ωi to denote
the domain enclosed by Σi and Σ1, for i = 2, 3. We have the following
Lemma 3.1. There exists some r0 ≪ 1 such for any δ, r with δ ≤ r ≤ r0,
it holds
H
(
Σ′, gˆδ,r
)
> 0,
where Σ′ is any leaf in Ω¯3.
Proof. Denote by H1 the mean curvature of Σ1 with respect to g−.
Note that vδ,r ≡ 1 on Σ1. Combining (12) and (13) we see that there exists
some r0 ≪ 1 such that for any δ ≤ r ≤ r0,
‖vδ,r − 1‖C1(Ω¯3) <
H1
10
. (14)
Let ν be the unit out normal vector filed on Σ′ with respect to g−. Then a
direct computation shows
H
(
Σ′, gˆδ,r
)
=v−2δ,rH
(
Σ′, g˜δ
)
+ 4u−2δ v
−3
δ,r
∂vδ,r
∂ν
=v−2δ,r
(
u−2δ H
(
Σ′, gδ
)
+ 4u−3δ
∂uδ
∂ν
)
+ 4v−3δ,r
∂vδ,r
∂ν
>0.

Now we are ready to prove
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Lemma 3.2. Let Σ1 be a leaf in F which is close enough to ΣH. Then
there exist some 0 < ε1 < r0 such that for any δ, r with δ ≤ r ≤ ε1, Σ1 is
still outer minimizing in (M1, gˆδ,r).
Proof. Suppose Lemma 3.2 fails, then there exist a sequence of δk ≤ rk
with rk → 0, and a sequence of surfaces Σˆk satisfying
Area(Σˆk, gˆδk ,rk) < Area(Σ1, gˆδk ,rk).
In this case, Σˆk \Σ1 6= ∅ and each Σˆk \Σ1 is a minimal surface with respect
to gˆδk ,rk .
To get the desired contradiction, we use an explicit “cut and paste”
argument by replacing some pieces of Σˆk with suitable open surfaces whose
area can be easily estimated. We use gˆk to denote gǫk,δk for short. Let R be
a large constant to be determined.
Claim 3.1. Σˆk ⊂ BR(p) for any k large enough.
Suppose not, then by the assumption that gˆk and g− induce the same
metric on Σ1, we have
Area(Σˆk, gˆk) ≤ Area(Σ1, gˆk) = Area(Σ1, g).
For k large enough, by the asymptotical flatness of g+, it’s easy to show
that |Sec(gˆδk ,rk)|(x) ≤ 1, for any x ∈ BR(p) \ BR/2(p) provided R is large
enough. Then by Lemma 1 in [11],
Area(Σˆk, gˆk) > CR
2 ≥ 2Area(Σ1, g) > Area(Σ1, gˆk).
Thus, we get the desired contradiction when R is large enough.
Set Σ′k = Σˆk ∩ Ω¯2, Σ
′′
k = Σˆk \ Ω2 for k ≫ 1. We use Uk to denote the
domain enclosed by Σˆk and Σ1 and set
Σ2k = ∂(Uk − Ω2)− Σ
′′
k, for k ≫ 1.
For any given 0 < η ≪ 1, we only need to consider the case that Σˆk ∩
Bη(p) 6= ∅. Let Σˆ
′′
k the the surface that
Σˆ′′k \ Σ
′′
k ⊂ Sη(p), Σˆ
′′
k ∩Bη(p) = ∅, and ∂(Σˆ
′′
k ∩ B¯η(p)) = ∂(Σ
′′
k ∩ B¯η(p)).
By choosing k large enough, we have
Area(Σˆk, gˆk) =Area(Σ
′
k, gˆk) + Area(Σ
′′
k, gˆk)
≥Area(Σ′k, g) + Area(Σˆ
′′
k, g)− η
≥Area(Σ′k, g) + Area(Σ
2
k, g)− η.
(15)
Claim 3.2. There holds
Area
(
Σ′k, g
)
+Area
(
Σ2k, g
)
≥ Area (Σ1, g) + κArea
(
Σ2k, g
)
, (16)
where κ is a positive constant independent of k.
Indeed, as mentioned above, Σ2 and Σ3 can be regarded as graphs on
Σ1 by the nearest point projection. Define Σ˜
2
k to be the set of points on
Σ1 corresponding to that of Σ
2
k. Since the volume element is increasing
everywhere from Σ1 to Σ2, we have
(1− κ)Area
(
Σ2k, g
)
≥ Area
(
Σ˜2k, g
)
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for a certain positive constant κ independent of k. It is obvious that
Area
(
Σ˜2k, g
)
≥ Area
(
Σ˜2k ∩ U¯k, g
)
.
Thus, if we prove
Area
(
Σ′k\Σ1, g
)
≥ Area
(
(Σ1\Σ˜
2
k) ∩ U¯k, g
)
, (17)
we reach our goal. This can be done by using the divergence theorem.
Let Ω2k be the region in Ω2 consisting of geodesic jointing the points in Σ
2
k
with their nearest point projection in Σ˜2k. Consider a function d1(x) defined
on M which is the distance to Σ1 with respect to metric g. For points on
Σ1, we have ∇gd1 = νg where νg is the outward unit normal vector field of
Σ1 with respect to g. And we have ∆gd1|Σ1 = H1 > 0. Without loss of
generality, we may require that Σ2 and Σ3 are sufficiently close to Σ1 such
that ∆gd1 > 0 in Ω¯3.
We use divergence theorem for ∇gd1 in (Ω2\Ω
2
k)∩ U¯k. Namely, we have˛
∂((Ω2\Ω2k)∩U¯k)
∂d1
∂νg
dSg =
ˆ
(Ω2\Ω2k)∩U¯k
∆gd1 dVg > 0.
By expanding the boundary integral on the left hand, we obtain
ˆ
Σ′k\Σ1
∂d1
∂νg
dSg +
ˆ
(Σ1\Σ˜2k)∩U¯k
∂d1
∂νg
dSg +
ˆ
(∂Ω2k\(Σ
2
k∪Σ˜
2
k))∩U¯k
∂d1
∂νg
dSg > 0.
Since |∇gd1| = 1, we have
Area
(
Σ′k\Σ1, g
)
≥
ˆ
Σ′k\Σ1
∂d1
∂νg
dSg.
On Σ1, ∇gd1 = −νg. On ∂Ω
2
k\(Σ
2
k ∪ Σ˜
2
k), ∇gd1 ⊥ νg. Then it is not hard to
see (17) holds.
By assumption we have
Area(Σˆk, gˆk) ≤ Area(Σ1, gˆk) = Area(Σ1, g). (18)
Combination of (15), (16) and (18) gives
κArea
(
Σ2k, g
)
< η, k ≫ 1.
Consequently we have
Area
(
Σ2k, g
)
→ 0 as k →∞. (19)
Claim 3.3. For k large enough, we have Σˆk ⊂ Ω¯3.
Suppose the claim is not true. Note that Σˆk \ Ω2 is a minimal surface.
Then by Lemma 1 in [11], we have
Area
(
Σ′′k, gˆk
)
> δ1 (20)
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for some δ1 independent of k. Then choose η ≪
δ1
2 and sufficiently large k,
we have
Area
(
Σˆk, gˆk
)
=Area(Σ′k, gˆk) + Area(Σ
′′
k, gˆk)
≥Area(Σ′k, g) − η + δ1
≥Area (Σ1, g) −Area
(
Σ2k, g
)
− η + δ1
=Area (Σ1, gˆk)−Area
(
Σ2k, g
)
− η + δ1
>Area(Σk, gˆk) +
δ1
2
.
Hence, we see Σˆk is not a minimizing exclosure of Σ1 with respect to gˆk for
sufficiently large k, which contradicts our assumption. So the claim is true.
Now for large enough k, we have Σˆk ⊂ Ω¯3 and H(Σˆk \ Σ1, gˆk) ≡ 0.
However, for any leaf Σ′ ⊂ Ω¯3, we have H(Σ
′, gˆk) > 0 for k large enough.
By maximum principle, we know that H(Σˆk \Σ1, gˆk) > 0 for k large enough.
Hence, we get the desired contradiction. 
Remark 3.1. Denote by Sρ the coordinate sphere {(x1, x2, x3) ∈ M1 :
x21 + x
2
2 + x
2
3 = ρ
2} near the infinity and Bρ the region enclosed by Sρ and
Σ1. Let gε,R (may admit corner along ΣO) be the asymptotically flat metrics
in M1 with
‖gǫ,R − g‖C0(BR) ≤ ǫ, ‖gǫ,R − g‖C2(Ω¯3) ≤ ǫ, and ‖gǫ,R − g‖C2(BR\BR/2) ≤ ǫ,
where R is a fixed constant large enough. Using the same argument as
above, we can show that for sufficiently small ε, Σ1 is outer minimizing in
(M1, gε,R).
Next, by the similar arguments in the proof of Theorem 5.2 in [17], we
are able to show
Lemma 3.3. There exists some 0 < ε2 ≤ ε1 such that for any δ, r with
δ ≤ r ≤ ε2, we haveˆ
M1
ψδ,r(1− vδ,r)dVg˜δ ≤
1
2
ˆ
M1
ψδ,rdVg˜δ . (21)
Proof. Let θ ≪ 1 be a constant to be fixed. We use C to denote a
uniform constant independent of δ, r and θ, which may vary from line to
line. For (z, t) ∈ ΣO × [−θ, θ], we haveˆ
M1
ψδ,r(1− vδ,r)dVg˜δ
=
ˆ
Br(p)
ψδ,r(vδ,r(z, θ)− vδ,r(z, t))dVg˜δ +
ˆ
Br(p)
ψδ,r(1− vδ,r(z, θ))dVg˜δ .
(22)
To give the estimate of the first term in (22), using
|vδ,r(z, θ)− vδ,r(z, t)| ≤
∣∣∣∣
ˆ θ
t
∂
∂τ
vδ,r(z, τ)dτ
∣∣∣∣ ,
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we have ˆ
Br(p)
ψδ,r(vδ,r(z, θ)− vδ,r(z, t))dVg˜δ
≤
ˆ
Br(p)
ψδ,r
ˆ θ
t
|∇g˜δvδ,r|(z, τ)dτdVg˜δ
≤C
ˆ
Br(p)∩ΣO×
[
− δ
2
100
, δ
2
100
]
1
δ2
φ
(
100t
δ2
)ˆ θ
t
|∇g˜δvδ,r|(z, τ)dτdVg˜δ
≤
C
δ2
ˆ δ2
100
− δ
2
100
ˆ
Br(p)∩ΣO
ˆ θ
t
|∇g˜δvδ,r|(z, τ)dτdΣOdt
≤C
ˆ θ
−θ
ˆ
Br(p)∩ΣO
|∇g˜δvδ,r|(z, t)dΣOdt
≤C
ˆ
(ΣO∩Br(p))×[−θ,θ]
|∇g˜δvδ,r|(z, t)dVg˜δ
≤C
(ˆ
M
|∇g˜δvδ,r|
2dVg˜δ
) 1
2
(ˆ
(ΣO∩Br(p))×[−θ,θ]
dVg˜δ
) 1
2
≤Cθr2. (23)
Here we have used (8) in the second inequality and Holder inequality in the
penultimate inequality. Choose θ < ε04C , then combining (10) and (23) givesˆ
Br(p)
ψδ,r(vδ,r(z, θ)− vδ,r(z, t))dVg˜δ ≤
1
4
ˆ
M
ψδ,rdVg˜δ . (24)
Once given θ, we may choose 0 < ε2 ≤ ε1 such that
0 ≤ 1− vδ,r(z, θ) ≤
1
4
, ∀z ∈ ΣO.
It follows that ˆ
Br(p)
ψδ,r(1− vδ,r)dVg˜δ ≤
1
4
ˆ
Br(p)
ψδ,rdVg˜δ . (25)
Combining (24) and (25) gives the desired result. 
Case 2. H− ≡ H+ on ΣO, but R(g) > 0 at some point p ∈M1 \ΣO.
In this case, we want to decrease the scalar curvature a little bit in a
neighborhood of a point by a conformal deformation, and then we want to
investigate the behavior of the solution to the relevant equation.
For some point p ∈ M1 \ ΣO, we define a function φ ∈ C
2
0 (Br(p)) such
that 0 ≤ φ ≤ Rg/2 with φ(p) =
R(p)
2 . Let fδ,j be a family of C
2 functions
defined in M1 by
fδ,j(x) =


φ
2j
for any x ∈M \ Σ0 × (−δ, δ)
− C1 for any x ∈ Σ0 × [−
δ
2
,
δ
2
]
− C1 ≤ fδ,j(x) ≤ 0 for any x ∈ Σ0 × [−δ,−
δ
2
] ∪ Σ0 × [
δ
2
, δ].
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For each j and δ, we consider the following equation

∆gδvδ,j −
1
8
fδ,jvδ,j = 0 in M1
vδ,j = 1 on Σ1
vδ,j → 1 at ∞.
(26)
By the result in [18] , the above equation has a C2 positive solution
vδ,j(x) = 1 +
Cδ,j
|x|
+
O(1)
|x|2
, (27)
where |O(1)| can be bounded by a uniform constant independent of j and
δ. We have the following estimates for {vδ,j}.
Lemma 3.4. There exist uniform constants j0, δ1 and C which is inde-
pendent of j such that for any j ≥ j0 and δ ∈ (0, δ1), we have
‖vδ,j − 1‖L6 ≤ C, ‖∇gδvδ,j‖L2 ≤ C, lim sup
δ→0
‖vδ,j − 1‖L6 ≤
C
2j
.
Proof. Set wδ,j = vδ,j − 1. Then wδ,j satisfies

∆gδwδ,j −
1
8
fδ,jwδ,j =
1
8
fδ,j in M1
wδ,j = 0 on Σ1
wδ,j → 0 at ∞.
(28)
It follows thatˆ
M
(wδ,j∆gδwδ,j −
1
8
fδ,jw
2
δ,j)dgδ =
ˆ
M
1
8
fδ,jwδ,jdgδ.
Integrating by parts and using Holder Inequality, we haveˆ
M1
|∇gδwδ,j|
2dgδ ≤C
(ˆ
M1
|fδ,j|
3
2
) 2
3
( ˆ
M1
w6δ,jdgδ
) 1
3
+ C
(ˆ
M1
|fδ,j|
6
5dgδ
) 5
6
(ˆ
M1
w6δ,jdgδ
) 1
6
. (29)
On the other hand, the Sobolev inequality gives( ˆ
M1
w6δ,jdgδ
) 1
3
≤ Cδ
ˆ
M1
|∇gδwδ,j|
2dgδ . (30)
Since gδ uniformly converge to g, then Cδ is uniformly close to the Sobolev
constant of g. Combining (29) with (30) and using Cauthy-Schwarz inequal-
ity give( ˆ
M1
w6δ,jdgδ
) 1
3
≤C
(ˆ
M1
|fδ,j|
3
2
) 2
3
( ˆ
M1
w6δ,jdgδ
) 1
3
+ C
(ˆ
M1
|fδ,j|
6
5 dgδ
) 5
3
+
1
2
(ˆ
M1
w6δ,jdgδ
) 1
3
. (31)
Thus, we can find fixed j0 and δ1, such that for any j ≥ j0 and δ ∈ (0, δ1)
we have ( ˆ
M1
w6δ,jdgδ
) 1
3
≤ C
(ˆ
M1
|fδ,j|
6
5 dgδ
) 5
3
. (32)
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Combining (29) and (32) gives the desired estimates. 
4. Proof of main results
In this section, we prove main theorems by using results established in
previous sections.
Theorem 4.1. Let g be an asymptotically flat metric satisfying the as-
sumption as Theorem 1.2. Then
H−(z) = H+(z) for all z ∈ ΣO.
Proof. Suppose that
H−(p)−H+(p) > 0 for some p ∈ ΣO.
Choose a fixed leaf Σ1 ∈ F that is very close to ΣH with respect to g−. As
mentioned above, H(Σ1) = H1 > 0 and Σ1 is outer minimizing in (M,g).
Now we fix some r ≤ ε2 and choose a sequence of δi → 0. Let uδi and
vδi,r be the solutions of Equations (9) and (11) respectively with δ = δi,
and gˆδi,r be the resulting metrics. Then by Lemma 3.1 and Lemma 3.2, for
i large enough, Σ1 is outer minimizing in (M, gˆδi,r) and has positive mean
curvature. Note that ∂∂ν vδi,r ≤ 0 on Σ1. Then we consider the following two
separate cases.
Case 1. lim supi→∞
´
Σ1
∂
∂ν vδi,r < 0.
In this case, using the result of [9], we have
mADM(M, gˆδi,r) ≥mH(Σ1, gˆδi,r)
=
√
Area(Σ1)
16π
(
1−
1
16π
ˆ
Σ1
H2 (Σ1, gˆδi,r)
)
. (33)
A direct computation shows
H(Σ1, gˆδi,r) = H1 + 4
∂uδi
∂ν
+ 4
∂vδi,r
∂ν
.
Note that H(Σ1, gˆδi,r) > 0 and
∂
∂νuδi → 0 as i→∞. Taking upper limits of
the both sides of (33) and note that the assumption lim supi→∞
´
Σ1
∂
∂ν vδi,r <
0, we obtain
lim sup
i→∞
mADM(M, gˆδi,r) > mH(Σ1, g) ≥ mADM(M,g).
On the other hand, using vδi,r ≤ 1 in M , we have
lim sup
i→∞
mADM(M, gˆδi,r) ≤ lim sup
i→∞
mADM(M, g˜δi) = mADM(M,g).
Thus, we get the desired contradiction.
Case 2. lim supi→∞
´
Σ1
∂
∂ν vδi,r = 0.
By the maximum principle, we have vδi,r ≤ 1 outside Σ1. Since vδi,r ≡ 1
on Σ1, we get
∂
∂ν vδi,r ≤ 0. Hence, in this case we actually have
lim sup
i→∞
∂vδi,r
∂ν
= 0 on Σ1.
Then we obtain
lim sup
i→∞
mADM(M, gˆδi,r) ≥ lim sup
i→∞
mH(Σ1, gˆδi,r) ≥ m. (34)
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On the other hand, we have the following relation.
mADM(M, g˜δi) =mADM(M, gˆδi,r) +
1
2π
lim
ρ→∞
ˆ
Sρ
∂vδi,r
∂ν
=mADM(M, gˆδi,r) +
1
2π
ˆ
M
ψδi,rvδi,rdVg˜δi +
1
2π
ˆ
Σ1
∂vδi,r
∂ν
=mADM(M, gˆδi,r) +
1
2π
ˆ
M
ψδi,r(vδi,r − 1)dVg˜δi +
1
2π
ˆ
Σ1
∂vδi,r
∂ν
+
1
2π
ˆ
M
ψδi,rdVg˜δi .
(35)
Note that 0 < vδi,r ≤ 1, together with Lemma 3.3 and (34), we get
m ≥ lim sup
i→∞
mADM(M, gˆδi,r) + lim sup
i→∞
1
4π
ˆ
M
ψδi,rdVg˜δi
≥ m+ lim sup
i→∞
1
4π
ˆ
M
ψδi,rdVg˜δi .
(36)
By Lemma 3.3,
lim sup
i→∞
1
4π
ˆ
M
ψδi,rdVg˜δi ≥
ε0r
2
8π
> 0.
Hence, we get the contradiction and finish the proof. 
Next, we are going to show (Ω, g−) is static.
Theorem 4.2. Let g be a metric satisfying the assumption as Theorem
1.2. Then (Ω, g−) must be static with R(g−) ≡ 0 in Ω.
Proof. We only give the proof that (Ω, g−) is static since the vanish-
ing of the scalar curvature can be shown in the same way. We take the
contradiction argument.
Claim 4.1. Let F be the foliation of stable CMC surfaces constructed in
Proposition 2.1, Σ1 be a leaf in F and close enough to ΣH, then the domain
(Ω1, g−) enclosed by Σ1 and ΣO is static.
Suppose not, then by Theorem 1 in [5], there must exist some pertur-
bation of g−, denoted by g¯, such that
• ‖g¯ − g−‖C2(Ω¯1) ≤ ε with g¯|∂Ω1 = g|∂Ω1 .
• H(Σ1, g¯) = H(Σ1, g−) and H(ΣO, g¯) = H(ΣO, g−).
• R(g¯) ≥ 0 with R(g¯) > 0 at some point q ∈ Ω1.
Here ε > 0 is a constant small enough. Without loss of generality, we assume
that q /∈ F . We focus on the AF manifold (Ω+, g+)∪ (Ω¯1, g¯). For simplicity,
we denote this manifold by (M1, g), where
g =
{
g+ for x ∈M1 \Ω,
g¯ for x ∈ Ω1.
(37)
Then g is a metric admitting corners along ΣO. Furthermore, by Remark
3.1, we may choose ε small enough such that Σ1 is still outer minimizing in
(M1, g). Using the same construction as in the previous section, we get a
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family of C2 metrics gδ . Now we fix a C
1 vector field X near ΣO such that
X(y) = νg¯(y), for any y ∈ ΣO.
Let vδ,j be the solution of (26). By Lemma 3.4 and the standard elliptic
estimates, we have
‖vδ,j‖W 2,6(K) ≤ CK for any K ⊂⊂ M¯1.
By Theorem 7.26 in [8], ‖vδ,j‖C1,α(K) ≤ CK for some α ∈ (0, 1). Further-
more, we have
lim
δ→0
‖vδ,j − 1‖C1,α(K) ≤ θK,j (38)
with θK,j → 0 as j → ∞. Set Vδ0 = ΣO × (−δ0, δ0), then ‖vδ,j‖C1,α(Vδ0 )
is uniformly bounded. On the other hand, take any compact set K ⊂
M¯1 \ΣO, then the Schauder estimate implies that there exists some constant
CK independent of j and δ such that
‖vδ,j‖C2,α(K) ≤ CK . (39)
Thus, there exist δi → 0 such that vδi,j → vj in the C
2
loc sense and vδi,j
strongly converge to vj in the C
1,α
2 (Vδ0) sense. Moreover, vj satisfies

∆gvj −
1
8
fjvj = 0 in M1,
vj = 1 on Σ1,
vj → 1 at ∞.
(40)
Here fj ≥ 0 and Supp(fj) ⊂⊂ Ω1. By maximum principle, vj(x) ≤ 1.
Furthermore, we have
Claim 4.2. vj(x) < 1, for any x ∈M \ Ω¯.
Suppose that vj(y) = 1 for some y ∈M \ Ω¯, then we have

∆gvj = 0 in M \ Ω¯,
vj ≤ 1 on ΣO,
vj → 1 at ∞.
(41)
Then the strong maximum principle implies that vj ≡ 1 in M \ Ω¯. It follows
that X(vj) ≡ 0 on ΣO. On the other hand, we have
∆gvj −
1
8
fjvj = 0 in Ω1,
vj = 1 on ∂Ω1.
(42)
Since vj ≤ 1 and fj > 0 at some point p ∈ Ω1, by Hopf’s Lemma,
∂
∂vj
νg¯ = X(vj) > 0 on ΣO.
Note that vj is C
1,α in a neighbourhood of ΣO. Thus we get the desired
contradiction.
The similar argument shows that ∂∂νg vj < 0 on Σ1. Thus, for i large
enough, we have ∂∂νg vδi,j < 0 on Σ1. Take a fixed coordinate sphere SR with
R ≫ 1, then for i large enough, we have vδi,j < 1 on SR. Note each vδi,j is
a harmonic function in {x : |x| ≥ R}. It follows vδi,j < 1 in {x : |x| ≥ R}.
By (27), we have Cδi,j < 0.
Rigidity of RPI 17
Set g˜δi,j = v
4
δi,j
gδi . Then
R(g˜δ,j) =v
−5
δ,j (R(gδi)vδi,j − 8∆gδivδi,j)
=v−5δi,j(R(gδi)vδi,j − fδi,jvδi,j)
≥0.
The ADM mass of (M, g˜δi,j) is given by
mADM(M, g˜δi,j) = m+ 2Cδi,j < m.
Choose a sequence of δi → 0. By (38) and (39) and Remark 3.1, there
exist some j ≫ 1 such that both ‖vδi,j − 1‖C1(BR) and ‖vδi,j− 1‖C2(BR\BR/2)
are small enough to guarantee that for i large enough, Σ1 is outer minimizing
in (M1, g˜δi,j) and H(Σ1, g˜δi,j) > 0. Consider the inverse mean curvature flow
with Σ1 ⊆ (M, g˜δi,j) as the initial data. The result of Huisken-Ilmanen in
[9] implies that
mH(Σ1, g˜δi,j) ≤ mADM(M, g˜δi,j).
Recall that the Hawking mass of Σ1 is given by
mH(Σ1, g˜δi,j) =
√
Area(Σ1)
16π
(
1−
1
16π
ˆ
Σ1
H2 (Σ1, g˜δi,j)
)
Note that
H(Σ1, g˜δi,j) = H(Σ1, g¯) + 4
∂vδi,j
∂νg
.
Thus, letting i→∞ gives
mH(Σ1, g¯) < m.
Hence, we see that (Ω1, g−) is static.
Generally, let {Σi} be a sequence of leaf in F that approach ΣH. By
the same argument, we can prove (Ωi, g−|Ωi) is static. According to the
definition of static metrics, there are corresponding functions {fi}, called
the potential functions, satisfying{
∇2fi = fiRic(g−) in Ωi
∆fi = 0 in Ωi,
(43)
By Proposition 2.5 in [5], fi is C
2 smooth up to the boundary of Ωi. Without
loss of generality, we may assume there is a pi in Ω¯i with
fi(pi) = sup
Ωi
|fi| = 1.
Then (43) implies that there are constants Λk depending only on g− and k
such that
‖fi‖Ck(Ω¯i) ≤ Λk. (44)
Assume {pi} converges to p which is at the boundary of Ω, together with
(44), we see that there is a fixed constant θ0 with
fi(x) ≥
1
2
,
for any x ∈ Bθ0(pi) ∩ Ωi. Let f be the limit of {fi}, then we see that it
satisfies (43) in Ω, and f ∈ C2(Ω¯) and is positive in Bθ0(p)∩Ω. Thus (Ω, g−)
18 Shi Yuguang, Wang Wenlong and Yu Haobin
is static and f is its nontrivial potential function. Thus we finish prove the
Theorem. 
Finally, we want to show if the ADMmass of (M,g) is equal tomH(ΣH , g−)
then (Ω, g−) can be isometrically embedded into a Schwarzschild manifold.
First, we note that
Proposition 4.1. There exists a neighbourhood U near ΣH in which g−
is the Schwarzschild metric.
Proof. Take any leaf Σ′ ∈ F and consider the inverse mean curvature
flow {Xt}t∈[0,T ) with X0 = Σ
′ as the initial data. Here T is chosen such
that every slice Xs ∈ W0, s ∈ [0, T ). Then Xs is strictly outer minimizing
for s ∈ (0, T2 ). Using the similar argument as in Theorem 4.2, we can show
mH (Xs) = mH (ΣH) , s ∈ (0, T/2) .
It follows from the rigidity result proved by Huisken-Ilmenen (See P.423-424,
[9]) that g− is isometric to gS in the domain enclosed by XT/2 and Σ
′. Since
Σ′ can be arbitrary close to ΣH . Hence, we complete the proof. 
Let f− be a potential function of g− on Ω, fS be the standard potential
function on U where g− is a Schwarzschild metric. Then
Lemma 4.1. There is a nonzero constant λ with
f− = λfS in U.
Remark 4.1. Without loss of generality, we assume λ = 1 in the sequel.
Proof. It suffices to show that there is a nonzero constant λ with func-
tion fλ = fS − λf− vanishes at a point in ΣH up to the first order. Indeed,
let K = fS∇f− − f−∇fS. Then for any vector X, we have
∇XK =∇X (fS∇f− − f−∇fS)
= (XfS)∇f− + fS∇
2f− (X, ·) − (Xf−)∇fS − f−∇
2fS (X, ·)
= (XfS)∇f− − (Xf−)∇fS.
Accordingly, for any vector Y,Z, we have
〈∇YK,Z〉+ 〈∇ZK,Y 〉 = 0.
So fS∇f− − f−∇fS is Killing. Note that g− is Schwarzschild near ΣH , we
have K⊥ = 0 on ΣH, together with fact that fS = 0 on ΣH, we get f− = 0 on
ΣH. Take any point p in ΣH , let λ be the constant with ∇fS(p) = λ∇f−(p),
then λ 6= 0 and we see that fλ = fS−λf− vanishes at p ∈ ΣH up to the first
order. By ODE argument, we know that fλ = fS − λf− ≡ 0 in U . Hence,
we finish the proof the Lemma. 
For any hypersurface Σ ⊂ U , if its Gauss curvature of the induced metric
from g− is a positive constant, then we may find a smooth function φ(ρ) so
that the metric g2 defined by
g2 = dρ
2 + φ2(ρ)dω2
is the Schwarzschild metric with ADM mass m, here m = mH(ΣH , g−), ρ is
the distance function to Σ with respect to g−, dω
2 is the standard metric
on the S2. For simplicity, we use g1 to denote metric g−. Without loss of
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generality, we may assume g1, g2 are defined on U = [0, 1] × Σ, then they
are static metrics on U , let fi, i = 1, 2, be their potential functions, and
they coincide on Uǫ = [0, ǫ] × Σ, here ǫ > 0, where f1 = f2 > 0, we want
to show g1 and g2 is isometric, and f1 = f2 on the whole U . For any point
p ∈ U , we denote it as p = (ρ, θ), here ρ ∈ [0, 1], θ = (θ1, . . . , θn) is the local
coordinates on Σ. Under this coordinates, for i = 1, 2, we assume
gi = dρ
2 + (gi)mn(ρ, θ)dθ
mdθn,
and
(g1)mn(ρ, θ) = (g2)mn(ρ, θ),
f1(ρ, θ) = f2(ρ, θ), for any ρ ∈ [0, ǫ], θ ∈ Σ.
(45)
Then by the same arguments in the proof of Theorem 1.1 in [6] (see also
the arguments in the proof of Theorem 1 in [3]), we have
Proposition 4.2. Suppose (gi, fi) , i = 1, 2, are two smooth and static
metrics on U , and satisfy (45), then there is a constant ǫ < δ0 ≤ 1 which is
independent of ǫ with
(g1)mn(ρ, θ) = (g2)mn(ρ, θ),
f1(ρ, θ) = f2(ρ, θ), for any ρ ∈ [0, δ0], θ ∈ Σ.
(46)
Proof of Theorem 1.2. By the assumption of Theorem 1.2, we see
that for any p ∈ Ω, it is contained in a Fermi coordinates Op = [0, a) ×Wp
for some constant a > 0, here Wp is an open subset of ΣH which contains
the nearest point projection of p in ΣH. In the coordinates Op, g1 = g− =
dρ2+(g1)mn(ρ, θ)dθ
mdθn, and it is Schwarzschild for ρ < ǫ. By Proposition
4.2, we see that g− is Schwarzschild on Op. Due to Proposition 4.1, we
see that there is isometric Ψ: (ΣH, g−|ΣH ): 7→ (∂Xm, gS |∂Xm). Note that
there is a global Fermi coordinates on (Xm, gS). Hence, any q ∈ Xm can be
expressed as q = (r, θ) where r is the distance of q to ∂Xm with respect to
the Schwarzschild metric gS, and θ ∈ ∂Xm is the nearest point projection of
q to ∂Xm with respect to the Schwarzschild metric gS. Then we define
Fp : Op 7→ Xm
by
Fp(x) = (ρ(x),Ψ(x¯)),
for any x ∈ Op, and here x¯ is the nearest point projection of x to ΣH with
respect to metric g−. By above discussion, we see that Fp is isometric, and
for any p, q in Ω, we have
Fp|Op∩Oq = Fq|Op∩Oq .
Thus, we can extend Fp to an isometric map F : (Ω, g−) 7→ (Xm, gS). Hence,
we finish the proof. 
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