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ABSTRACT
Chen, Ranchi. M.S.M.E, Purdue University, May 2015. Numerical Characterization
of Convective Heat Transfer of Low-Rise Buildings . Major Professor: Jun Chen,
School of Mechanical Engineering.
The convective heat transfer coefficient (CHTC) is an important parameter to
evaluate the efficiency of building-integrated photovoltaic/Thermal (PV/T) system
and the energy exchange within the turbulent atmospheric boundary layer. Reynoldsaverage Navier-Stokes approach has been frequently used to predict the CHTC at the
surface of low rise roof but incapable of predicting transient behavior of separation,
reattachment and recirculation both on the windward and leeward surface. However, Large Eddy Simulation approach (LES) could provide accurate flow field and
temperature field around the low rise building.
The current study uses Large Eddy Simulation with Smagorinsky-Lily model and
the Shear Stress Transport k − ω turbulence model to predict CHTC on low rise
buildings with plan dimension of 4.2 m by 6 m, a 3 m eaves height with a 30◦ roof
slope in the atmospheric boundary layer, with the results validated by experimental
data. The results show LES prediction outweigh RANS approach in the prediction
of CHTC and flow separation both on windward and leeward surfaces. In addition,
an array of low-rise buildings with inclined roof are modeled to investigate CHTC in
an urban environment with different plan area densities (λp = 0.25, 0.11, 0.04). This
parameter represents different urban neighborhoods and it is used to characterize
different flow regimes in the urban environment. This study could support future
studies of CHTC at the surface of building in the urban environment.
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1. INTRODUCTION TO THE PROBLEM
1.1 Background
Indoor heating has become a long term issue for people living in cold climate
area in developing and developed countries. Residential energy consumption in cold
climate areas is dominated by space heating and domestic hot water (DHW) heating.
In Canada, for example, about 17% of the annual national energy consumption is
attributed to the residential building sector (Statistics Canada, 2009); this amounts
to about 233 kWh per square meter of floor area in 2006 (Natural Resources Canada,
2009). About 59% of the residential energy consumption is for space heating and 18%
for DHW heating (Natural Resources Canada, 2009) [1].
Traditional energy source selected for the indoor heating system vary by regions.
Solid fuels such as wood, peat or coal were once large energy source during the world’s
first industrial revolution, but they emit harmful gases including nitrous oxides, causing serious environmental and health problems. Liquid fuels, e.g., heating oil and
natural gas are also widely applied where other heat sources are unavailable. However, the greenhouse gas emissions that come from the combustion of these fossil fuel
lead to escalated environmental threat in 21st century. For example, the U.S. holds
less than 5% of the world’s population, but due to large houses and private cars,
consumes more than a quarter of the world’s supply of fossil fuels.
Fossil energy sources are limited with serious drawbacks and their exploitation
has severe environmental consequences both in short and long terms. Although fossil
energy sources seem to be abundant, they are concentrated in a few countries which
may cost considerable expenses for energy transportation. For the reasons listed
above, it is vital to invest in the application of renewable energy resources.
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Renewable energy could naturally replenishes on a human timescale such as sunlight, wind, rain, tides, waves and geothermal heat. Among different renewable energy
resources, solar energy is available all around world. Rapid deployment of solar energy
results in significant energy security, climate change mitigation and economic benefits. Unlike nuclear power, solar energy has no negative effect on the surrounding
environment. At the same time, it does not require complicated system and can be
easily transported to neighborhoods and cities. Consequently, solar energy systems
are often used as functional elements of buildings.
In order to solve the heating issue in cold climate area and decrease the consumption of fossil energy, a building-integrated photovoltaic-thermal (BIPV/T) system
has been designed and applied in a near net-zero energy solar house in Canada. Fig.
1.1 shows the schematic of an Building-Integrated Photovoltaic (BIPV) systems. It
consists of photovoltaic arrays that are integrated as components of the building envelope of residential homes or commercial building. Apart from producing electricity,
they serve an architectural purpose as the cladding material of facades or roofs. A
BIPV/T system is a special type of BIPV technology in which part of the solar energy
received by the PV panels is collected as heat [2]. The heat removed can then be used
for fresh air and domestic water heating, space heating and clothes drying [3]. The
energy balance of this system are illustrated in Fig. 1.2 and could be expressed as:
αG = E + QCin + QC out + Qrin + Qrout

(1.1)

where αG is the absorbed solar radiation, E is electrical power produced by the
photovoltaic module, QCin is rate of heat removed by convection to the air in the
channel underneath the panel per unit area, QC out is rate of convective hat removed
by wind flow over the panel, Qrin is rate of heat removed by radiation heat transfer
from the underside of the panel, and Qrout is rate of radiation heat loss from its top
surface. Monitoring for the thermal performance of a roof-mounted PV/T system in
a house in Eastman, Quebec, Canada shows that depending on ambient temperature,
30-50% of the absorbed solar radiation is removed by convective heat transfer due
to different choices of the building surfaces [3–9]. In addition, it has been shown
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in another study that an uncertainty of 15% for convective heat transfer coefficient
(CHTC) at building surfaces could result in a corresponding uncertainty of 20% in
heat flux calculations throughout the envelope [10]. So it is essential to accurately
predict the exterior CHTC for the evaluation of performance of BIPV/T systems.
The exterior surface of building is usually immersed in an atmospheric boundary
layer (ABL). Wind could have a significant effect on the heat loss, especially the convective heat transfer coefficient and temperature at the exterior building surface. The
exterior CHTC relates the heat flux normal to the PV panel (qP V ) to the difference
between the surface temperature TP V at the wall and a reference temperature Tref :
h=

qP V
TP V − Tref

(1.2)

In addition to a large number of experimental studies in wind tunnels [11, 12]and
field measurements [6, 13–17] to predict the CHTC at external building surfaces,
Computational Fluid Dynamics (CFD) is widely used to obtain CHTC on exterior
building surfaces [18–20]. For a specific building configuration, high-Reynolds number
flows for atmospheric conditions (Re = 105 − 107 ) need to be considered [20]. In
addition to the flow field, thermal field within the boundary layer is also valuable for
the analysis of the CHTC.

1.2 Objectives
This research focuses on the numerical simulation for accurate analysis of the
convective heat transfer coefficient in model configurations, include: The primary
purpose of this study is to investigate turbulent flow around low-rise houses and
CHTC using RANS and LES methods. Advantages and drawbacks of these two
methods are discussed by comparing the simulation results with experimental data.
Meanwhile, flow structures around low-rise building are analyzed. Second objective
is to analyze the correlation between plan area density and CHTC under atmospheric
boundary layer. Three cases with different plan area density are presented. It serves
as an important estimation of heat loss for future study of zero energy building. This
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research is also expected to provide some perspectives for future study on the analysis
of heat transfer on architecture design.

1.3 Outline of Thesis
Next chapter presents details of the methodology used in this study. A brief
summary of the theoretical background is given and several numerical methods are
discussed and compared. Chapter 3 presents an validation case of a heated cube in the
wind channel. The investigation includes buoyancy analysis and model comparison.
Chapter 4 details simulation results and validation of a low-rise building with inclined
roof. A study of grid independence is presented. Chapter 5 investigates the effect
of different plan area densities to the CHTC of low-rise building arrays. Chapter
6 provides a summary of current work and discuss the main effects of the design
parameters with applications of BIPV/T system. It also addresses the future study
of the building energy performance.
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Figure 1.2. Schematic of a typical air-based open-loop BIPV/T system [3].
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2. METHODS
In this section, general mathematical methods for thermal-fluid problems are discussed first. Two major CFD approaches (Reynolds-Averaged Navier-Stokes and
Large Eddy Simulation) are introduced. The concepts of convective heat transfer are
explained.

2.1 Flow Equations
When fluid is considered to be a continuum, the basic laws of mechanics and
thermodynamics can be applied to a control volume to derive the conservation laws
of mass, momentum and energy. [21]. Conservation of mass for incompressible flow
gives:
∂ui
= 0,
∂xi

(2.1)

where ui (i = 1, 2, 3) are the three velocity components, xi are the Cartesian coordinates respectively. For an incompressible flow with constant viscosity, the law of
conservation of momentum is expressed in index notation:
1 ∂p
∂ 2 ui
∂ui
∂ui
+ uj
=−
+ν
+ gi
∂t
∂xj
ρ ∂xi
∂xj 2

(2.2)

where p is the hydrostatic pressure, ρ is the density, ν is the kinetic viscosity and
gi is the gravity force. The first two terms on the right-hand side are the pressure
term, and the rate of momentum transfer by viscous diffusion. Conservation of energy
for an incompressible flow with constant viscosity can be expressed in terms of fluid
temperature T :
∂T
∂T
∂ 2T
+ uj
=α
+ νΦ
∂t
∂xj
∂xj 2

(2.3)

where α is the thermal diffusivity (α = λ \ ρcp ), Cp is specific heat capacity and Φ is
the dissipation term.
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2.2 Reynolds-Averaged Navier-Stokes Method
To solve parameters from Equations (2.1) - (2.3) can be decomposed into mean
part and turbulent flow fluctuating part by Reynolds decomposition:
ui (x, t) = hui i (x, t) + u0i (x, t) ,

(2.4)

p (x, t) = p (x, t) + p0 (x, t) ,

(2.5)

T (x, t) = T (x, t) + T 0 (x, t) ,

(2.6)

where h·i denotes the ensemble averaging operation and 0 represents the fluctuation
term.
When thermal radiation is neglected and flow is incompressible, a set of RANS
equations can be derived by applying the averaging operations to Equations (2.1) (2.3):
∂ hui i
=0
∂xi

(2.7)

∂ u0i u0j
∂ hui i
1 ∂ hpi
∂ hui i
∂ hui i
+ huj i
=−
+ν
−
+ gy β (hT i − T0 )
∂t
∂xj
ρ ∂xj
∂xj ∂xj
∂xj



∂ hT i
1 ∂
∂ hT i
∂ hT i
∂
=
+ hui i
λ
+
− u0j T
∂t
∂xj
ρcp ∂xj
∂xi
∂xj

(2.8)
(2.9)

where gy β (hT i − T0 ) is the natural convection term, − u0i u0j is the Reynolds stress
tensor, − u0j T is the turbulent heat flux. In turbulent viscosity type model, they
are related to the mean strain-rate and mean temperature gradients, respectively, i.e.,


∂ hui i ∂ huj i
2
0 0
−ρui uj = µt
+
− ρδij k
(2.10)
∂xj
∂xi
3
−ρcp u0j T = qc = λt

∂ hT i
∂z

where µt is the turbulent dynamic viscosity, k =

1
2

(2.11)

hu0i u0i i is the kinetic energy and

λt = Cp µt /Prt is the turbulent thermal conductivity. It can be related to µt by
a turbulent Prandtl number, P rt . P rt ranges from 0.7 to 0.9, depending on the
laminar Prandtl number of the fluid [22].
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Many models have been developed to determine turbulent viscosity µt , such as
algebraic models, one-equation models and two-equation models. In the mixing length
model, a traditional algebraic model, the turbulent viscosity lm is expressed by as [23]:
µt = lm

∂ hU i
∂y

(2.12)

where lm is a mixing length, which needs to be specified.
One equation models includes turbulent-kinetic-energy model and the SpalartAllmaras model. The turbulent viscosity in the turbulent-kinetic-enery model could
be express as:
µt = ck 1/2 lm

(2.13)

where c is a constant and the value of k need to be estimated. Kolmogorov and
Prandtl suggested to solve a model transport equation for k [23].
Two-equation model are widely used in CFD simulations. In SST k −ω turbulence
model, µt is related to the turbulent kinetic energy (k) and the turbulence frequency
(ω). Two additional transport equations are derived to close the RANS equations [24]:


∂
∂
∂
∂k
(ρk hui i) =
(ρk) +
Γk
+ Gk − Yk + Sk
(2.14)
∂t
∂xi
∂xj
∂xj


∂
∂
∂k
∂
(ρω) +
(ρω huj i) =
Γω
+ Gω − Yω + Dω + Sω
(2.15)
∂t
∂xj
∂xj
∂xj
where Gk is the turbulence kinetic energy due to mean velocity gradients, Gω is the
generation of ω. Γk and Γω represent the effective diffusivity of k and ω. Dω is the
cross-diffusion term. Sk and Sω are user-defined source terms. Yk and Yω represent
the dissipation of k and ω due to turbulence. The effective diffusivity for the SST
k − ω model as given by:
µt
σk
µt
Γω = µ +
σω

(2.16)

Γk = µ +

(2.17)

where σk and σω are the turbulent Prandtl number for k and ω. The turbulent
viscosity is:
µt =

ρk
1
h
i
ω max 1 , SF2
a∗

a1 ω

(2.18)
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where S is the strain rate magnitude, F1 and F2 are the blending functions [25], a∗ is a
coefficient that damps the turbulent viscosity in the low-Reynolds number correction,
which is defined as:
∗

a = a∞

∗



a0 ∗ + Ret /Rk
1 + Ret /Rk


(2.19)

where
Ret =

ρk
,
µω

Rk = 6,
a0 ∗ =

βi
,
3

βi = 0.072.

(2.20)
(2.21)
(2.22)
(2.23)

The Low Reynolds Number Modeling approach is adopted here for the near-wall treatments as suggested by Blocken et al. [19]. In this approach, unlike the wall function
model that assumes universal log law expression in the viscous and logarithmic layer,
the viscous sublayer is resolved, which thus need refinement of the grids near the wall.
As a result, it is more computational expensive than the wall function approach. A
dimensionless wall distance y + is used to measure the grid resolution near the wall:
ρuτ y
,
µ
r
τw
uτ =
.
ρ

y+ =

(2.24)
(2.25)

where uτ is the friction velocity, τw is the shear stress and y is the grid distance to
the wall. Low Reynolds Number Modeling approach usually requires y + ≈ 1 in order
to resolve the viscous sublayer.

2.3 Large Eddy Simulation
Large eddy simulation is widely used to predict three-dimensional unsteady turbulent motions. The computational cost of LES is much larger than RANS because
of higher requirement for the grid but LES is more accurate than RANS for simulating flows where large-scale unsteady motions are dominant. On the other side,
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the computational cost of LES is less than the Direct Numerical Simulation (DNS),
which needs resolve all-scale-motions. LES only resolves the larger-scale motions and
models the unresolved ones, so it is a effective method for studying turbulent flows.
In LES, the velocity is decomposed into a resolved part through a filtering operation:
Z
G∆ (r, x) u (x − r, t) dr,
(2.26)
ũ (x, t) ≡
D

and unresolved part known as subgrid scale (SGS) part:
uSGS (x, t) ≡ u (x, t) − ũ (x, t) ,

(2.27)

where D is the computational domain, G∆ is the filter function with characteristic
scale ∆, following the normalization condition:
Z
G∆ (r, x) dr = 1.

(2.28)

D

The same filtering operation can be applied to other flow parameters too. Compared
to the RANS method, ũ (x, t) is an unsteady parameter and usually not zero. The
filtered continuity, momentum and energy equations for incompressible flows with
heat transfer in LES are then:
∂ ũi
= 0,
∂xi
∂τijr
1 ∂ p̃
∂ 2 ũi
∂ ũi
∂ ũi
+ ũj
=−
+ν
−
,
∂t
∂xj
ρ ∂xi
∂xj ∂xj
∂xj


∂
ũ
T̃
j
∂ T̃
ν ∂ 2 T̃
∂hj
+
=
−
.
∂t
∂xj
Pr ∂xi ∂xj
∂xj

(2.29)
(2.30)

(2.31)

g
where τijr = ug
i uj − ũi ũj is the subgrid-scale stress tensor and hj = uj T − ũj T̃ is the
subgrid-scale heat flux. In the present study, the Smagorinsky-Lily subgrid model is
applied to model these two tensor [26]:


∂ ũi ∂ ũj
1
r
+
= −2νsgs S̃ij ,
τij − τkk δij = νsgs
3
∂xj
∂xi

(2.32)

where νsgs is the subgrid-scale eddy viscosity modeled by:
νsgs = ρLs 2 S̃ ,

(2.33)
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q
where Ls is the mixing length for subgrid scales and S̃ = 2S̃ ij S̃ ij . Ls is:
Ls = min (κdc , Cs ∆) .

(2.34)

where κ is the von Karman constant, dc is the distance to the closet wall, Cs is the
Smagorinsky constant, and ∆ is the local grid scale.
The subgrid-scale heat flux can be modeled by the subgrid-scale eddy diffusivity
(αt ) hypothesis with constant subgrid-scale Prandtl number P rt [27],
hj = −αt

νsgs ∂ T̃
∂ T̃
=−
,
∂xj
Prt ∂xj

(2.35)

where the constants used in the Smagorinsky-Lily subgrid model is: Cs = 0.1, P rt =
0.85. In addition, Werner and Wengle wall function is adopted when the dimensionless
wall distance y + > 30.
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3. CONVECTIVE HEAT TRANSFER OF A SINGLE CUBE IN WIND TUNNEL
It’s critical to validate CFD predictions with experimental data. In this chapter,
an experimental data set is used to validated the CFD results. The experiment
setup is first introduced, then the numerical model with boundary conditions, grid
distribution, and computational domain are given. CFD results and experimental
data are compared. At last, buoyancy analysis is conducted to demonstrate the
model accuracy.

3.1 Experiment Setup
The experimental data by Meinders et al [21] are used for the present CFD validation. This experiments were conducted in a wind tunnel (cross section of height 50
mm and of width 600 mm). A cube with the size dimension of 15 mm was placed on
one of the walls along the channel centerline. The measurement cube consisted of a 12
mm cubical cooper core covered by a thin epoxy layer (1.5 mm thickness). The cube
was heated at the cooper core to a temperature of 348 K. The three-dimensional temperature distribution in the epoxy substrate was obtained by solving the conduction
problem with temperature boundary conditions for the internal surface (the uniform
cooper temperature) and the outer surface (the temperature distribution acquired
from infrared thermography) [21]. The thermal conductivity of the epoxy layer was
kept approximately 0.24 W/(mK). The average bulk velocity was 4.47 m/s with an
average mass flow rate of 0.262 kg/s per unit area. The Reynolds number was about
4,440 based on the cube height and averaged bulk velocity. The incoming airflow
temperature was kept to be 294 K. More details of the experiment setup and result
could be found in [21].
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3.2 Numerical Model
The computational model is set up identical to the actual experiment, except for
the length of the domain and inlet boundary condition. The computational domain is
composed of 5 times the cube side (5H) upstream of the cube and 15H downstream of
the cube, as shown in the Fig. 3.1. Figs. 3.2 - 3.4 show the structural grids used in the
computational domain, with the refinement grids near the cube surfaces. For both
the RANS simulation (SST k-ω) and LES (Smagorinsky-Lily model), an adequate
small dimensionless distance to the wall (y + ≈ 1) is used. The total number of the
structure grid is 936000 with 30 × 30 on the exterior surface of the cube.

3.2.1 Boundary Conditions
The temperature boundary condition is set identical to the experiment setup.
The cooper core of the cube is specified as uniform temperature of 348 K. A coupled
boundary condition is set in the epoxy layer. The properties of the air and epoxy
layer are given in Table 3.1. No-slip adibatic boundary condition is specified on the
exterior cube surfaces and internal wall of the channel. Outflow boundary condition
is specified at the outlet and all the wall boundary conditions are specified as zero
roughness.
Table 3.1. Physical properties of air and epoxy layer.
Physical Properties

Air

Epoxy layer

Density ρ (kg/m3 )

1.225

1,191

Specific heat capacity Cp (J/kg K)

1,006.4

1,650

Thermal conductivity k (W/m K)

0.0242

0.237

Viscosity µ (kg/m s)

1.7894 ×10−5

-
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The velocity inlet boundary condition and uniform temperature T=294 K are
specified at the inlet of computational domain. However, the inlet boundary condition, including velocity profile, turbulence intensity and dissipation rate were not
given in Meinders et al. [21]. Accurate velocity boundary condition is essential for
the success of CFD simulation. Therefore, we use a two-dimensional simulation of an
empty perfectly smooth domain to generate inlet turbulence intensity in the absence
of experimental data [20]. In the experiment, the cube is located at 50H downstream
of the boundary-layer trip. The 2D simulation extracts velocity profile and turbulence
parameters 45H downstream of the inlet and compares to the experimental results
near the windward surface of the wall, given by Meinders. Several trials have been
made and one of the most accurate result is applied to the inlet boundary condition
for the 3D simulation.

3.2.2 Solver Settings
In this study, the commercial CFD software Ansys Fluent 15.0 is used. The
CFD simulations are done on Purdue conte cluster, with two 8-core Intel Xeon-E5
processors (16 cores per node) and 64 GB of memory. The current study uses one
node due to license limitation. For the RANS simulation, the SST k-ω is employed
with the low-Re number model. The SIMPLE algorithm is used for pressure-velocity
coupling. The second-order discretization schemes are used for spatial discretization
and pressure interpolation for momentum and energy equations.
For LES, the Smagorinsky-Lily subgrid-scale model is used with default settings
[28]. The bounded central-differencing scheme is used to discretize the momentum
equation and second-order upwind scheme is specified for energy equation. The same
SIMPLE algorithm is also used for pressure-velocity coupling for LES simulation.
Second-order implicit scheme is used for time discretization.
An appropriate data sampling is determined by monitoring the velocity magnitude
and static temperature of a point within the boundary layer of the leeward surface.
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The velocity boundary layer could quickly be developed. However, it takes more time
to develop the stable heat conduction in the epoxy layer because of the relative high
value of the Biot number.
For the RANS simulation, the flow field is initialized with the given velocity inlet
boundary condition. For LES, the flow field is initialized with the results from a
3D steady RANS simulation. In order to accelerate the development of the heat
conduction in the epoxy layer, a large time step is adopted first and then a small
time step is set to ∆t = 0.0001s, which ensures the Courant number Co = u∆t/∆x
is always smaller than 1 for most of the grids in the domain, with a maximum value
of 10. It is used to time period 10T (T = L/u) to remove the influence of initial
boundary condition and 5T is used to provide time-averaged data.

3.3 Grid Independence Study
A grid sensitivity test is also conducted to examine the accuracy of LES and kω result. The grid refinement ratio r is defined to distinguish the fine and coarse
meshes. r = 1.1 is a sufficient refinement ratio for structure grid given by Roache
[29]. This case uses several different r to ensure sufficiently large grid refinement
ration. Four different grid distributions on the surface of cube are arranged with
20 × 20, 30 × 30, 40 × 40, 50 × 50. For different grid distributions, the surface-averaged
skin friction coefficient (Cf ) for the windward surface of the cube is analyzed and
compared. This quantitative grid verification is performed using the grid convergence
index (GCI) with Richardson extrapolation [30]. The GCI is defined as GCI =
Fs |ε| / (rm − 1), where Fs = 1.25 is the safety factor comparing these four grids,  is
the relative error between different grids and m = 2 means the second-order method.
The results are given in Table 3.2. It is identified that a small GCI appeared between
case with 30 × 30 grids and 40 × 40 grids on the cube exterior face. In addition, the
grid independence study is also tested on a vertical line normal to the top surface of
the cube, shown in Fig. 3.5. The discrepancy between medium (30 × 30) and fine grid
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(40 × 40) is less than 1%. So the grid distribution of 30 × 30 shows a good result for
the flow around the cube. Therefore, this grid distribution is adopted for the CFD
simulation.
Table 3.2. Grid convergence index for experiment validation.
Grid numbers Skin friction coefficient (Cf )
GCI[2,1]

0.32%

GCI[3,2]

0.36%

GCI[4,3]

1.25%

3.4 CHTC Analysis
Snap shots of velocity and temperature field around the cube in X-Y plane are
shown in Figs. 3.6 and 3.7, as predicted by LES. Strong flow fluctuation is observed in
the wake of the cube. Figs. 3.8 and 3.9 show the contour of mean velocity magnitudes
around the cube in X-Y plane. A turbulent boundary layer is developed on the
top surface of the cube, accompanying with flow separations and flow recirculations
behind the cube.
The measured data is compared to the RANS and LES simulation results of
the temperature and CHTC on the surface of cube. In Figs. 3.10 and 3.11, the
temperature distribution on the surface of the centerline of the cube is compared with
the experimental results. In Figs. 3.12 and 3.13, the CHTCs at the same locations
are given. The RANS result were from Blocken [20]. The simulation results show
significant discrepancy to the experiment result on the surface of the cube. On most
of surfaces, the predicted temperature profiles agree much better than the CHTC
result. The discrepancy for the CHTC could be attributed to the resolution of the
infrared thermography measurements, which is limited to about 30 × 30 grid points
uniformly on each surface [21].
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At the windward surface, experimental and numerical simulation results are in
good agreement both on temperature and CHTC, which means the two-equation
SST k-ω model and LES perform well in this region. But for the zone near the cube
edge, the differences between the turbulence models and experiment result are still
not small.
At the leeward surface, the distribution of the temperature on the centerline of
the vertical and horizontal plane also agrees quite well with the experiment data.
The distribution of CHTC on the leeward surface also shows good agreement with
the experiment data for both LES Smagorinsky-Lily and SST k-ω model.
For the top and side surfaces of the cube, the experiment shows a local minimum
of the CHTC near the core of the separation vortex and a local minimum at the
location where flow reattachment occurs [20]. The local maximum of the CHTC in
the flow reattachment zone is attributed to the low-enthalpy air that impinges on to
the surface, which results a relatively high heat transfer rate [20]. According to the
simulation result, all of three different models predict a maximum of the CHTC at
locations where large separation vortex appears. However, for the SST k-ω model, the
CHTC does not show an increment in the zone of flow separation and reattachment
of both top and side surfaces. The LES model without the wall function shows a local
minimum in the flow reattachment zone and a local maximum in the flow separation
zone, which is in agreement with the experiment result. Temperature distributions
on both of the top and side surface show slightly higher value than the experimental
data.
The SST k-ω model does not perform well in the region of flow separation and
reattachment. Unlike to the LES Smagorinsky-Lily model, SST k-ω model only captures the main trend of the CHTC. In the flow field where unsteadiness frequently
occur, the difference could be more than 30%.
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3.5 Summary and Conclusions
In summary, predictions for the tested RANS and LES are in a good agreement
with the experimental data for the windward and leeward surface. All the numerical
simulation results overestimate the temperature on the top and side surfaces where
flow reattachment and separation occur. In addition, SST k-ω model significantly
underestimate the CHTC on these zones. Only LES with Smagorinsky-Lily subgrid
model and without wall function model performs well in the prediction of CHTC on
the side and top surface. In the follow study, LES with Smagorinsky-Lily model is
used to analyze convective heat transfer through low-rise building with inclined roof
in the atmospheric boundary layer.
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Figure 3.1. The computational domain for turbulent flow around the heated cube.
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Figure 3.2. The grid distribution over the entire domain.
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Figure 3.3. The grid distribution with perspective view.
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Figure 3.4. Grid distribution near the cube in X-Y plane.
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Figure 3.5. The velocity profiles along vertical line normal to the
top surface of the cube, predicted by RANS from different grids (Less
coarse (20 ×20), coarse (30 ×30), medium (40 ×40), fine (50 ×50)).
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Figure 3.6. Snap shot of temperature field around the cube in X-Y plane (z=0).
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Figure 3.7. Snap shot of velocity field around the cube in X-Y plane (z=0).

Figure 3.8. Contour of mean velocity magnitudes in X-Y plane (z=0).
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Figure 3.9. Contour of mean velocity magnitudes around the cube
in X-Y plane (z=0).
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Figure 3.10. Temperature distributions on the vertical plane.
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Figure 3.11. Temperature distributions on the horizontal plane.
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Figure 3.12. CHTC distributions on the vertical plane.
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Figure 3.13. CHTC distributions on the horizontal plane.
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4. CONVECTIVE HEAT TRANSFER OF A SINGLE HOUSE IN WIND
TUNNEL
In the practical architectural design, the low-rise building with inclined roof are widely
used in residential areas or rural areas in the US. In this chapter, an investigation
of low-rise house is conducted. First, wind tunnel experiments for CFD validation
is introduced. Second, the numerical model including boundary conditions and grid
distribution are presented. Grid independence study and CFD results are used to
validate experiment data. At last, practical problem with thermal analysis is studied.

4.1 Experiment Setup
The experiments were conducted in Boundary Layer Wind Tunnel (BLWT) at the
University of Western Ontario (test section of 3.4 m (width) × 2.5 m (height) × 39 m
(length)) by using a relatively large 1:50 scaled model [31], as shown in Fig. 4.1. The
wind tunnel building model has a dimension of 12.00 cm × 8.32 cm. The roof has a
30◦ roof slope with an eaves height of 6 cm. The wind speed was 10 m/s at z=1.45
m with Reynold number about 20,000 based on eaves height and velocity. The mean
air velocity speed and turbulence intensity were measured by hot-wire anemometry
at 60 kHZ for a period of 180 s. The Fig. 4.2 shows the mean velocity profile and
turbulence intensity profile of the incoming velocity, where UEH and H represents the
velocity and height at eaves height respectively. Fig. 4.1 shows 6 different locations
marked as ”a-f” for measuring velocity profiles at the building center-plane vertical
to the windward roof.
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4.2 Numercial Model
The 3D computational domain is followed by Karava et al. [31] and based on
AIJ [32] and COST [30] guidelines. It was shown in Fig. 4.3. The building is set at
5H from the side domain and inlet boundary. The outflow boundary is set at 15H
downstream of the building to allow for wake development. Figs. 4.4 and 4.5 shows
the structural meshes constructed for the computation, with high grid resolutions
near the cube surfaces. The grids are appropriately refined and meshed near edges of
the roof (shown in Fig. 4.6 in order to get better convergent result. The total number
of the structural grid is 2,349,760 in the entire domain.

4.2.1 Boundary Conditions
The velocity boundary conditions are to match the conduction in the experiments.
The velocity profile and turbulence intensity are prescribed as User-Defined Functions
(UDFs). However, To impose time-dependent velocity boundary condition for LES,
the spectral synthesizer method is adopted. The thermal boundary conditions are set
to be isothermal identical to the experiment. No-slip boundary conditions are applied
on the inner surface of channel wall. Outflow boundary condition is also specified and
all the wall are set to be zero roughness.

4.2.2 Solver Settings
In this study, the commercial CFD software Ansys Fluent 15.0 is also used and
same cluster is used as described in the previous chapter. For the RANS simulation,
the SST k-ω model is employed with the low-Re number modeling approach suggested
by Blocken et al. [19] and Defraeye et al. [20]. The SIMPLE algorithm is used for
the pressure-velocity coupling. The second-order discretization schemes are used for
the spatial discretization and pressure interpolation in the momentum and energy
equations.
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For LES, the Smagorinsky SGS model is used with default settings [28].

A

bounded central-differencing scheme is used to discretize the momentum equation and
a second-order upwind scheme is specified for energy equation. The same SIMPLE
algorithm is also used for pressure-velocity coupling for LES simulation. Second-order
implicit scheme is used for time discretization. Furthermore, the near-wall treatment
adopts the Werner and Wengle wall function [33] as a power-law near-wall velocity
distribution resulting in the following expressions for the wall shear stress:

2
2µ|up |
µ

f or |up | ≤ 2ρ∆z
A 1−B
 ∆z
2

 1+B

1+B

B
|τw | =
1+B
2
µ
µ
µ

1−B
1+B
 ρ 2 A 1−B ρ∆z
+ A ρ∆z
|up |
A 1−B
f or |up | > 2ρ∆z
(4.1)
where up is the velocity components tangential to a wall at the grid point next to
the wall, A = 8.3, B = 1/7 are the constants, and ∆z is the near-wall control volume
length scale.
For the RANS simulation, the flow field is initialized with the given velocity inlet
boundary condition. For LES, the flow field is initialized with the results from the
3D steady RANS simulation. A large time step is adopted first for and then a small
time step is set to ∆t = 0.0001s, which ensures the Courant number Co = u∆t/∆x is
always smaller than 1 for most of the grids in the domain, with a maximum value of 10.
An appropriate data sampling is determined by monitoring the velocity magnitude
of a point within the boundary layer of the leeward surface. A time period 10T is
used to remove the influence of initial boundary condition by monitoring the velocity
fluctuation of this point and then 5T is used to provide time-averaged data. In
addition, mean velocity magnitude of this point is also monitored and ensure 5T is
adequate to sample data.

4.3 Grid Independence Study
In present study, the grid independence study is carried out by changing the grid
size and numbers near the building surface. The GCI results of skin coefficient on
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the windward surface are compared with three different grid distributions. The grid
refinement ratio r=1.15 is adopted for three different grid distributions and their
comparison results are shown in Table 4.1. The comparison results of G1 (coarse),
G2 (medium) and G3 (finest) show that the finest grid that can provided sufficient
resolution for the CFD validation. The relative difference for the area-weighted skin
friction coefficient on the windward roof between G2 and G3 is less than 0.68%. In
addition, velocity profiles of a line vertical to the windward surface with different grid
distributions are compared in Fig. 4.7. It is also shown that less than 2% difference
can be found between finest and medium grids.
Table 4.1. Grid convergence index for simulation of the low-rise
building with inclined roof.
Grid numbers Skin friction coefficient (Cf )
G1 & G2

2.84%

G2 & G3

0.68%

4.4 Velocity Fields
This section gives CFD simulation results for the velocity field. The mean velocity
profiles on the centerline of the windward roof using LES and RANS methods are
compared with the results from the wind tunnel experiment, as shown in Fig. 4.8.
RANS predictions show a better accuracy near the windward roof but still underestimate the velocity magnitudes up to 10%. However, LES accurately predicted velocity
result away from the windward wall but less accurately near the roof. It may be due
to the different wall function method for these two methods. The low-Re correlation
is used with the SST k-ω model and shows a better result within laminar boundary
layer. However, LES performs much better in the downstream of the boundary layer
where turbulent boundary layer has been developed.
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4.5 Convective Heat Transfer Analysis
In this section, thermal boundary condition with constant temperature distribution on the windward and leeward are applied. The temperature at the windward and
leeward surface of the low-rise building is maintained at 313 K and the free stream
temperature is 263 K.

4.5.1 Velocity and Temperature Field
A snap shot of velocity contour is shown in Fig. 4.9. Flow is highly disturbed and
several vortices shed from and break up in the downwind region of house. Figs. 4.10 4.12 show the mean velocity magnitude and static temperature field along the vertical
plane as well as streamlines respectively. Fig. 4.10 shows the mean velocity contour
in the central X-Y plane of the whole domain. Fig. 4.11 highlights the area inside the
dashed lines of Fig. 4.10. A dynamic boundary layer develops on top of the windward
roof. In addition, a strong flow separation with an decrease in velocity magnitude
is predicted on the leeward roof. A small vortex circulation near the leeward roof is
also observed. In Fig. 4.12, an obvious temperature change near the leeward roof
is observed. It may be due to the heat transfer on the windward roof, causing a
large amount of heat with relatively high wind speed. A distinguished change in the
temperature field near the vortex on the leeward roof is also observed.

4.5.2 Buoyancy Analysis
CFD simulations with LES model are performed to investigate the buoyancy effect on the convective heat transfer on the roof surface. The temperature difference
between the roof and incoming air is about 50 K and may lead to 20% difference for
the air density. So a Richardson number representing the ratio of natural convection
relative to forced convection is used:
Ri =

βg (TP V − Tref ) L
UEH 2

(4.2)
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where g is the gravitational acceleration and β is the thermal expansion coefficient of
air, defined as the inverse of thermodynamic temperature Tf ilm :
β=

1
Tf ilm

,

(4.3)

where
Tf ilm =

TP V + Tref
.
2

(4.4)

For this mixed convection problem, the Ri is about 0.17, which is less than 1. For this
reason, the density could be modeled with the Boussinesq approximation to analyze
buoyancy effects. Figs. 4.13 and 4.14 show the buoyancy result of temperature and
velocity profile along the centerline of the windward roof respectively. Comparison
of the velocity profiles predicted by employing Boussinesq approximation and one
with constant density model shows less than 5% increase on velocity and hardly
any change for the velocity is observed within the boundary layer. The profiles of
thermal boundary layer also show that the assumption of constant air density could
be considered applicable due to the small Richardson number.

4.6 Summary and Conclusions
In summary, both the LES and RANS perform well in predicting the velocity
profile on the centerline of windward roof. LES gives overestimation results in the
region of laminar boundary layer while accurately predict the velocity profile in the
turbulent boundary layer. Buoyancy analysis of the velocity and temperature result
show the assumption of constant air density even with 50 K temperature difference
to be applicable.
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Figure 4.1. (left) Schematic of the building model; (right) locations
of velocity measurements on windward roof of the 1:50 building model
[31].
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Figure 4.9. Snap shot of velocity magnitudes along the vertical plane (z=0).
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Figure 4.10. Mean velocity magnitudes and streamlines along X-Y plane (z=0).
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Figure 4.11. Mean velocity magnitudes and streamlines near the house (z=0).
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Figure 4.12. Mean static temperature and streamlines along the
veritical plane (z=0).
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Figure 4.13. Comparison Mean velocity profiles along the mid-line of the windward roof with buoyancy
analysis. Square symbols are results from LES with no boussinesq approximation and solid line are results
from LES with boussines approximation.
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results from LES with boussines approximation.
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5. CHTC ANALYSIS OF LOW-RISE HOUSE ARRAYS IN A TURBULENT
ATMOSPHERIC BOUNDARY LAYER
The previous chapters presents the CHTC analysis on an single low-rise building.
However, a building’s surroundings create a shelter effect that could change wind
speed and direction. It has been first taken into consideration in building infiltration
studies [34]. Despite complex vortex and flows in urban area, the morphological
parameters, such as the building plan area density (λp ) and frontal area density
(λf ), have been shown to be important in predicting urban airflow patterns [35]. At
the same time, the values of surface roughness height (z0 ) in many meteorological
and wind-engineering problems, especially in regular obstacle arrays, is an important
factor in modeling environmental wind effect [36]. As a result, it is necessary to study
the change of CHTC at the surface of low-rise building arrays, taking into account
the morphological parameters of the atmospheric boundary layer.
This chapter uses LES to predict CHTCs on the windward and leeward surfaces
of 3D low-rise building arrays. In chapters 3 and 4, LES with Smagorinsky-lily subgrid model shows a good performance in the simulation of velocity and temperature
field around heated cube and low-rise inclined building. The selection of different urban environments, simulation domain, boundary conditions, mesh strategy and CFD
results are presented and discussed.

5.1 Simulation Domain and Urban Environments
An array of low-rise buildings consisting to 5 rows with inclined roof is used to
investigate surface convective heat transfer coefficients in different urban environment.
The plan area density is defined as:
λp =

Ap
Ad

(5.1)
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where Ap is the plan area of an obstacle as viewed from above and Ad is the underlying
surface area of an obstacle (total area devided by the number of obstacles) [35].
Three different plan area densities, λp = 0.25, 0.11 and 0.04, are used. Each plan
area density is corresponding to skimming flow regime, wake interference flow regime
and isolated roughness flow regime, respectively, as defined by Oke [37]. However,
existing studies only developed correlation between incoming wind and flow regime
with cubic obstacle while neglecting other residential house shapes. The present study
uses the classification of previous cubic obstacle and apply to the flow regime of lowrise building arrays, taking into account of the convective heat transfer in urban
environment.
Table 5.1 describes case with different plan area density and domain size. The
size of simulation domains range from 29.2L to 40.7L and 5 rows of houses. Fig. 5.1
shows the configuration of case with λP = 0.25, where L is the length of the house.
It has a 5 × 5 building arrays and the distance between two houses in a row (D) is
the same as the width of each house. L0 is the length of computational domain.
Table 5.1. Description of plan area density and corresponding domain sizes.
Plan area density λP

D/L Row number Domain Length(L0 /L)

0.25

1

5

29.2

0.11

2

5

32.7

0.04

4

5

40.7

5.2 Boundary Conditions
A mean velocity profile models the characteristic of the atmospheric boundary
layer, given in the inlet of the computational domain, expressed as [19]:
U (z)
1
z + z0
= ln(
),
∗
u
κ
z0

(5.2)
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where κ = 4 is the Von Karman constant, u∗ is the friction velocity, and z0 is the
roughness length. In order to accurately predict roughness length for different cases,
an improved model provided in [36] is adopted. It explicitly includes the obstacle
drag coefficient and build a correlation between the roughness height and plan area
density:
z0
=
H



d
1−
H



" 
−0.5 #
CD
exp − 0.5 2 (1 − d/H) λp
κ

(5.3)

where CD is the drag coefficient, d is a finite displacement height, and H is the height
of house. The friction velocity and inlet roughness height are shown in Table 5.2,
where UEH is the inlet velocity on eaves height. In the present study, the velocity at
eaves height is set to be 5 m/s, leading to a Reynolds number about 1.03 × 106 based
on eaves height.
In addition to the velocity profile given in Equation (5.2), turbulent parameters
including turbulent kinetic energy (k) and turbulent dissipation rates () are determined to produce a initial boundary for turbulent flow:
u∗ 2
,
0.3

(5.4)

u∗ 3
.
κ (z + z0 )

(5.5)

k=
ε=

In order to analyze the convective heat transfer on house arrays, thermal boundary
condition with constant temperature distribution on the windward and leeward are
applied. The temperature at the windward and leeward surface of the low rise building
was maintained at 393 K and the free stream temperature was 263 K. Also, adiabatic
surfaces are specified on other exterior wall and ground.
The computational domain of house arrays for λp = 0.25 is shown in Fig. 5.2.
Following previous study, the inlet velocity boundary is set to be 5L in front of the
first house and 15L downward the last house is specified for the outlet boundary.
The top surface of the domain is specified to symmetry boundary condition with a
height of 6H to the ground. The symmetry boundary conditions are applied at both
sides of the simulation domain, shown in dotted lines in Fig. 5.1, resulting in uniform
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distance W between each column. The ground surface is smooth with zero roughness
and outflow boundary condition with zero pressure gradient is set to generate a fully
developed turbulent flow. All the exterior surfaces of houses are assumed to be smooth
with no-slip boundary conditions.
From the previous study, the assumption of constant air density is verified because
the Richardson number is much less than 1. Therefore, the present study neglects
the buoyancy effect and only consider the forced convective heat transfer.
Table 5.2. Parameters for the inlet boundary condition.
Plan area density λP

z0 /H

u∗ /UEH

0.25

0.081

0.158

0.11

0.073

0.152

0.04

0.026

0.112

5.3 Computational Domain
The computational grid is similar to the one use in the previous study of single
house with inclined roof. The velocity results of previous case show a good performance when compared to the experimental data. Therefore, the same grid strategy
near the house is applied and structured grid is employed between each house. Figs.
5.3 and 5.4 show the vertical plane and a 3D view through above of the computational grid near house arrays. Table 5.3 presents detailed grid information for each
simulation case.

5.3.1 Solver Settings
The solver settings are the same as the case of the single house discussed in the
previous chapter. LES with Smagorinsky subgrid-scale model is used and time step
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Table 5.3. Grid numbers for each case.
Plan area density λP

Total number of cells in the entire domain

0.25

5,192,000

0.11

6,344,000

0.04

8,849,600
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is set to ∆t = 0.0001s, which ensures that the Courant number Co = u∆t/∆x is
always less than 1 for most of the grids in the domain, with a maximum value of 10.
The sampling strategy has been discussed in precious chapters.

5.4 Results
The results for three different urban environment cases include flow field around
house arrays and surface-averaged CHTC distributions on the surface of windward
roofs and leeward roofs.

5.4.1 Flow Field Around the Buildings
The flow field is important to analyze the influence of flow structures on CHTCs
for three different plan area densities. Figs. 5.5 - 5.7 show three consecutive snap
shots of λ2 criteria for the case λp = 0.25 with ∆t = 1s. Figs. 5.8 - 5.10 show three
consecutive snap shots of velocity field in the vertical plane with ∆t = 0.4s. Fig.
5.11 shows mean velocity field in the three vertical planes near house arrays with
λp = 0.25. The flow field around buildings includes flow separation near the leeward
surfaces of the buildings, flow impingement near the front surface of the first building,
flow recirculation between two consecutive buildings. Strong flow separations occur
near surfaces of leeward roof, followed by vortex circulations, resulting in large forced
convective heat transfer on leeward roofs. At the same time, a turbulent boundary
layer forms on the surface of windward roof of the first house, causing the descending
flow around downstream buildings and much lower value of forced convective heat
transfer could be predicted in the downstream region.
Fig. 5.12 shows the mean velocity fields through the vertical plane of three different plan area densities, representing three different flow regimes. The velocity field in
the case λp = 0.25 represents typical skimming flow regimes, characterized by the fact
that the bulk of the flow does not enter the canyon [37] and a clear vortex circulation
is found behind each house. The case λp = 0.11 shows a wake interference regime.
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It is characterized by secondary flows in the canyon space where the downward flow
of the cavity eddy is reinforced by deflection down the windward surface of the next
building downstream [37] . In addition, compared to the skimming regime, the vortex circulation behind each house is much smaller and weaker. The case λp = 0.04
shows the isolated roughness flow. In this regime, the flow fields do not interact much
between buildings, but wakes are still disturbed. The flow recirculation and vortex
are mostly observed near leeward roofs.

5.4.2 Surface-Averaged CHTC Distributions
It is important to show different averaged-surface CHTC with the plan area densities respect to λp = 0.25, 0.11 and 0.04. Nusselt numebr (N u = hLref /k), the ratio
of convective to conductive heat transfer across the boundary is used, where Lref is
the reference roof length. Fig. 5.13 and 5.14 show the CHTC distribution and nondimensional parameter Nu for case with λp = 0.25, 0.11 and 0.04. Figures show that
CHTC distributions on windward roofs are decreasing along the wind direction. It is
caused by the loss of momentum resulting from the impingements on the windward
roof of the upstream houses and also weaken the flow around downstream houses.
However, a slight increment of CHTC is found on the leeward roof of downstream
houses. It is due to a stable bounded vortex that enveloped the leeward roof and the
attachment of the downstream flow to the leeward roofs.
In general, with a higher plan area density λp = 0.25, the CHTC decays more
quickly compared to λp = 0.11 and 0.04. Meanwhile, in the regime of wake interference and isolated roughness flow, CHTCs on roofs are fluctuated and less momentum
is lost due to the flow impingement on the first building.
With an increasing plan area density of house arrays, the CHTC distribution become less fluctuated and the values of the first house and downstream houses become
more close. It is due to the less interference between upstream flow and downstream
flow as the flow regime changing from skimming to the wake interference regimes.
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The relative changes of CHTC on leeward roofs (up to 30%) are much large than
that of windward roofs (up to 15%), but they fail to show a uniform increase or
decrease trend with the change the plan area density.

5.5 Summary and Conclusions
In summary, the LES with Smagorinsky-Lily subgrid model predicts the detailed
flow field for different plan area densities, representing the typical situation of skimming, wake interference and isolated roughness flow regimes. The accuracy of this
method has been examined in previous chapters both on the comparison between
velocity field and temperature field. The present study also show a detail information
on the surface-averaged CHTC of windward and leeward surfaces. However, it is
still not able to get an empirical correlation between CHTC and plan area densities
because of insufficient case study with different incoming velocities and it is also an
objective for future study.
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Figure 5.1. Geometrical configuration of house array for λp = 0.25.
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Figure 5.5. Contour of λ2 criteria for the case λp = 0.25 (t=67s).
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Figure 5.6. Contour of λ2 criteria for the case λp = 0.25 (t=68s).
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Figure 5.7. Contour of λ2 criteria for the case λp = 0.25 (t=69s).
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Figure 5.8. Representative snapshots of velocity magnitudes in the X-Y plane (z=0) for λp = 0.25 (t=65.88s).
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Figure 5.9. Representative snapshots of velocity magnitudes in the X-Y plane (z=0) for λp = 0.25 (t=66.28s).
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Figure 5.10. Representative snapshots of velocity magnitudes in the X-Y plane (z=0) for λp = 0.25 (t=66.68s).
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Figure 5.11. Contour of mean velocity magnitudes in different vertical planes for λp = 0.25.
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Figure 5.11. Continued.
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Figure 5.11. Continued.
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Figure 5.12. Contour of mean velocity magnitudes in the center of X-Y planes (z=0) for λp = 0.25, 0.11, 0.04.
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Figure 5.12. Continued.
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Figure 5.12. Continued.
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Figure 5.13. CHTC distribution on windward surfaces with three
different plan area densities.
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Figure 5.14. CHTC distribution on leeward surfaces with three different plan area densities.
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6. SUMMARY AND FUTURE WORK
The convective heat transfer from wall-mounted cubes and low-rise buildings have
been studied in detail for three different cases which included an isolated cube, a
single low-rise building and a matrix of low-rise buildings. The research is mainly
focused on the experiment validations and application of Large Eddy Simulation. In
the chapter, the major conclusions in the research are summarized. Further, potential
research topics based on current investigation are also indicated.

6.1 Convective Heat Transfer of a Single Cube in Wind Tunnel
This study validates the LES and RANS method predictions using experimental data of flow over single cube in the channel. Both of two CFD methods give
predictions which are in good agreements with the experimental data for the windward and leeward surface. The simulation results from the SST k-ω model and LES
Smagorinsky-Lily subgrid model overestimate the temperature on the top and side
surfaces where flow reattachment and separation occur, while SST k-ω model significantly underestimate the CHTC on these zones. Only LES with Smagorinsky-Lily
subgrid model and without adopting the wall function model performs well in the
prediction of CHTC on the side and top surface.

6.2 Convective Heat Transfer of a Single House in Wind Tunnel
The CFD simulations using LES and RANS have been carried out to examine
velocity field near the windward roof and evaluate the forced convective heat transfer coefficients (CHTC) on the roof of a single low-rise building. Both the LES and
RANS methods predict well in the velocity profile on the centerline of windward roof.
LES with Smagorinsky-Lily model overestimates the velocity in the region of laminar
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boundary layer while accurately predicts the velocity profile in the turbulent boundary layer. Buoyancy analysis is also studied to verify the assumption of constant air
density even with 50 K. The result shows that predicted velocity profiles with Boussinesq approximation do not clearly change in the region of boundary layer whether
using LES Smagorinsky-Lily or SST k-ω model.

6.3 CHTC Analysis of Low-Rise House Arrays in a Turbulent Atmospheric Boundary Layer
The convective heat transfer coefficients (CHTC) at the external windward, leeward surfaces of low-rise building arrays in the atmospheric boundary layer are studied. Three different plan area densities, representing the typical situation of skimming,
wake interference and isolated roughness flow regimes are used to corresponding to
real life situations. This study details flow field near houses, explaining the influence
of flow field to the CHTC. The study also shows a detailed information on the surfaceaveraged CHTC of windward and leeward surfaces. However, it is still not able to
extracted an empirical correlation between CHTC and plan area density because of
insufficient case study with different incoming velocities and it is also an objective
for future study. The change of CHTC on the surfaces of buildings indicate that the
plan area density could directly affects the convective heat loss at building surfaces.
As a consequence, the overall building energy assumption for BIPT/T system is also
affected.

6.4 Future Study
Although this investigation presents CFD application on the analysis of forced
convective heat transfer on current buildings and certain conclusions are made, there
are several aspects where the current work can be improved in the future research.
First, the experimental data that present study used for evaluating CHTC on low
rise building with inclined roof was from an isothermal experiment with a reduced
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scale compared to the real house. Future experimental and simulation researches on
the CHTC could expand to different boundary conditions, such as changing incoming
velocity profile, roof angles and temperature boundary condition on the side walls of
the house. Such simulations are more realistic and may lead to correlations between
CHTC and other parameters including Reynold number and tilting angle.
Second, the present study only considers the influence of windward wind in the
atmospheric boundary layer. However, crosswind is usually found in the realistic
outdoor environment. Meanwhile, wind is not always stable and varies all the time.
So the future research should analyze the case of crosswind and also consider the
change of flow structure.
Thirdly, the present study is mainly focused on the local flow structure with the
uniform building configurations. Future studies could also expand to analyzing the
combination of different building shapes and heights. It is thus a promising subject
to analyze heat loss for the future zero-net energy building.
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