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Abstract
In this paper, we will study the strong type and weak type estimates
of intrinsic square functions including the Lusin area integral, Littlewood-
Paley g-function and g∗λ-function on the generalized Morrey spaces L
p,Φ
for 1 ≤ p < ∞, where Φ is a growth function on (0,∞) satisfying the
doubling condition. The boundedness of the commutators generated by
BMO(Rn) functions and intrinsic square functions is also obtained.
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1 Introduction and main results
Let Rn+1+ = R
n × (0,∞) and ϕt(x) = t−nϕ(x/t). The classical square function
(Lusin area integral) is a familiar object. If u(x, t) = Pt ∗ f(x) is the Poisson
integral of f , where Pt(x) = cn
t
(t2+|x|2)(n+1)/2
denotes the Poisson kernel in
R
n+1
+ . Then we define the classical square function (Lusin area integral) S(f)
by (see [17])
S(f)(x) =
(∫∫
Γ(x)
∣∣∇u(y, t)∣∣2t1−n dydt)1/2,
where Γ(x) denotes the usual cone of aperture one:
Γ(x) =
{
(y, t) ∈ Rn+1+ : |x− y| < t
}
and ∣∣∇u(y, t)∣∣ = ∣∣∣∣∂u∂t
∣∣∣∣
2
+
n∑
j=1
∣∣∣∣ ∂u∂yj
∣∣∣∣
2
.
Similarly, we can define a cone of aperture β for any β > 0:
Γβ(x) =
{
(y, t) ∈ Rn+1+ : |x− y| < βt
}
,
∗E-mail address: wanghua@pku.edu.cn.
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and corresponding square function
Sβ(f)(x) =
(∫∫
Γβ(x)
∣∣∇u(y, t)∣∣2t1−n dydt)1/2.
The Littlewood-Paley g-function (could be viewed as a “zero-aperture” version
of S(f)) and the g∗λ-function (could be viewed as an “infinite aperture” version
of S(f)) are defined respectively by
g(f)(x) =
(∫ ∞
0
∣∣∇u(x, t)∣∣2t dt)1/2
and
g∗λ(f)(x) =
(∫∫
R
n+1
+
(
t
t+ |x− y|
)λn∣∣∇u(y, t)∣∣2t1−n dydt
)1/2
, λ > 1.
The modern (real-variable) variant of Sβ(f) can be defined in the following
way (here we drop the subscript β if β = 1). Let ψ ∈ C∞(Rn) be real, radial,
have support contained in {x : |x| ≤ 1}, and ∫
Rn
ψ(x) dx = 0. The continuous
square function Sψ,β(f) is defined by (see, for example, [3] and [4])
Sψ,β(f)(x) =
(∫∫
Γβ(x)
∣∣f ∗ ψt(y)∣∣2 dydt
tn+1
)1/2
.
In 2007, Wilson [23] introduced a new square function called intrinsic square
function which is universal in a sense (see also [24]). This function is indepen-
dent of any particular kernel ψ, and it dominates pointwise all the above-defined
square functions. On the other hand, it is not essentially larger than any par-
ticular Sψ,β(f). For 0 < α ≤ 1, let Cα be the family of functions ϕ defined on
Rn such that ϕ has support containing in {x ∈ Rn : |x| ≤ 1}, ∫
Rn
ϕ(x) dx = 0,
and for all x, x′ ∈ Rn,
|ϕ(x) − ϕ(x′)| ≤ |x− x′|α.
For (y, t) ∈ Rn+1+ and f ∈ L1loc(Rn), we set
Aα(f)(y, t) = sup
ϕ∈Cα
∣∣f ∗ ϕt(y)∣∣ = sup
ϕ∈Cα
∣∣∣∣
∫
Rn
ϕt(y − z)f(z) dz
∣∣∣∣.
Then we define the intrinsic square function of f (of order α) by the formula
Sα(f)(x) =
(∫∫
Γ(x)
(
Aα(f)(y, t)
)2 dydt
tn+1
)1/2
.
We can also define varying-aperture versions of Sα(f) by the formula
Sα,β(f)(x) =
(∫∫
Γβ(x)
(
Aα(f)(y, t)
)2 dydt
tn+1
)1/2
.
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The intrinsic Littlewood-Paley g-function and the intrinsic g∗λ-function will be
given respectively by
gα(f)(x) =
(∫ ∞
0
(
Aα(f)(x, t)
)2 dt
t
)1/2
and
g∗λ,α(f)(x) =
(∫∫
R
n+1
+
(
t
t+ |x− y|
)λn (
Aα(f)(y, t)
)2 dydt
tn+1
)1/2
, λ > 1.
In [23] and [24], Wilson has established the following theorems.
Theorem A. Let 0 < α ≤ 1 and 1 < p < ∞. Then there exists a constant
C > 0 independent of f such that
‖Sα(f)‖Lp ≤ C‖f‖Lp .
Theorem B. Let 0 < α ≤ 1 and p = 1. Then for any λ > 0, there exists a
constant C > 0 independent of f and λ such that
∣∣{x ∈ Rn : Sα(f)(x) > λ}∣∣ ≤ C
λ
∫
Rn
|f(x)| dx.
For further discussions about the boundedness of intrinsic square functions
on some other function spaces, we refer the reader to [11, 19, 20, 21, 22].
Let b be a locally integrable function on Rn. In [20], we first introduced the
commutators generated by b and intrinsic square functions, which are defined
respectively by the following expressions.
[
b,Sα
]
(f)(x) =
(∫∫
Γ(x)
sup
ϕ∈Cα
∣∣∣∣
∫
Rn
[
b(x)− b(z)]ϕt(y − z)f(z) dz
∣∣∣∣
2
dydt
tn+1
)1/2
,
[
b, gα
]
(f)(x) =
(∫ ∞
0
sup
ϕ∈Cα
∣∣∣∣
∫
Rn
[
b(x)− b(y)]ϕt(x− y)f(y) dy
∣∣∣∣
2
dt
t
)1/2
,
and
[
b, g∗λ,α
]
(f)(x) =
(∫∫
R
n+1
+
(
t
t+ |x− y|
)λn
sup
ϕ∈Cα
∣∣∣∣
∫
Rn
[
b(x)− b(z)]ϕt(y − z)f(z) dz
∣∣∣∣
2
dydt
tn+1
)1/2
.
On the other hand, the classical Morrey spaces Lp,λ were first introduced by
Morrey in [15] to study the local behavior of solutions to second order elliptic
partial differential equations. Since then, these spaces play an important role
in studying the regularity of solutions to partial differential equations. For the
boundedness of the Hardy-Littlewood maximal operator, the fractional integral
operator and the Caldero´n-Zygmund singular integral operator on these spaces,
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we refer the reader to [1, 5, 16]. For the properties and applications of classical
Morrey spaces, see [8, 9, 10] and the references therein.
Let Φ = Φ(r), r > 0, be a growth function, that is, a positive increasing
function in (0,∞) and satisfy the following doubling condition.
Φ(2r) ≤ D · Φ(r), for all r > 0, (1.1)
where D = D(Φ) ≥ 1 is a doubling constant independent of r. In [14], Mizuhara
introduced the following generalized Morrey spaces Lp,Φ and then discussed the
boundedness of Hardy-Littlewood maximal operator, the Caldero´n-Zygmund
singular integral operator and associated maximal operator on these spaces. For
the continuity properties of a class of sublinear operators with rough kernels on
Lp,Φ, one can see [13].
Definition C ([14]). Let 1 ≤ p <∞. We denote by Lp,Φ = Lp,Φ(Rn) the space
of all locally integrable functions f defined on Rn, such that for every x0 ∈ Rn
and all r > 0 ∫
B(x0,r)
|f(x)|p dx ≤ CpΦ(r), (1.2)
where B(x0, r) = {x ∈ Rn : |x − x0| < r} is the ball centered at x0 and with
radius r > 0. Then we let ‖f‖Lp,Φ be the smallest constant C > 0 satisfying
(1.2) and Lp,Φ(Rn) becomes a Banach space with norm ‖ · ‖Lp,Φ.
Obviously, when Φ(r) = rλ with 0 < λ < n, Lp,Φ is just the classical
Morrey spaces introduced in [15]. We also denote by WLp,Φ =WLp,Φ(Rn) the
generalized weak Morrey spaces of all measurable functions f for which
sup
λ>0
λ · ∣∣{x ∈ B(x0, r) : |f(x)| > λ}∣∣ ≤ CΦ(r), (1.3)
for every x0 ∈ Rn and all r > 0. The smallest constant C > 0 satisfying (1.3) is
also denoted by ‖f‖WLp,Φ .
The main purpose of this paper is to discuss the boundedness properties of
intrinsic square functions and their commutators with BMO functions on the
generalized Morrey spaces Lp,Φ(Rn) for all 1 ≤ p <∞. Our main results in the
paper are formulated as follows.
Theorem 1.1. Let 0 < α ≤ 1 and 1 < p < ∞. Assume that Φ satisfies (1.1)
and 1 ≤ D(Φ) < 2n, then there is a constant C > 0 independent of f such that∥∥Sα(f)∥∥Lp,Φ ≤ C‖f‖Lp,Φ.
Theorem 1.2. Let 0 < α ≤ 1 and p = 1. Assume that Φ satisfies (1.1) and
1 ≤ D(Φ) < 2n, then there is a constant C > 0 independent of f such that∥∥Sα(f)∥∥WL1,Φ ≤ C‖f‖L1,Φ .
Theorem 1.3. Let 0 < α ≤ 1, 1 < p <∞ and b ∈ BMO(Rn). Assume that Φ
satisfies (1.1) and 1 ≤ D(Φ) < 2n, then there is a constant C > 0 independent
of f such that ∥∥[b,Sα](f)∥∥Lp,Φ ≤ C‖f‖Lp,Φ.
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Theorem 1.4. Let 0 < α ≤ 1 and 1 < p <∞. Suppose that λ > 3, Φ satisfies
(1.1) and 1 ≤ D(Φ) < 2n, then there is a constant C > 0 independent of f such
that ∥∥g∗λ,α(f)∥∥Lp,Φ ≤ C‖f‖Lp,Φ.
Theorem 1.5. Let 0 < α ≤ 1 and p = 1. Suppose that λ > (3n+ 2α)/n, Φ
satisfies (1.1) and 1 ≤ D(Φ) < 2n, then there is a constant C > 0 independent
of f such that ∥∥g∗λ,α(f)∥∥WL1,Φ ≤ C‖f‖L1,Φ.
Theorem 1.6. Let 0 < α ≤ 1, 1 < p < ∞ and b ∈ BMO(Rn). Suppose that
λ > 3, Φ satisfies (1.1) and 1 ≤ D(Φ) < 2n, then there is a constant C > 0
independent of f such that∥∥[b, g∗λ,α](f)∥∥Lp,Φ ≤ C‖f‖Lp,Φ.
In [23], Wilson also showed that for any 0 < α ≤ 1, the functions Sα(f)(x)
and gα(f)(x) are pointwise comparable. Thus, as a direct consequence of The-
orems 1.1, 1.2 and 1.3, we obtain the following
Corollary 1.7. Let 0 < α ≤ 1 and 1 < p < ∞. Assume that Φ satisfies (1.1)
and 1 ≤ D(Φ) < 2n, then there is a constant C > 0 independent of f such that∥∥gα(f)∥∥Lp,Φ ≤ C‖f‖Lp,Φ .
Corollary 1.8. Let 0 < α ≤ 1 and p = 1. Assume that Φ satisfies (1.1) and
1 ≤ D(Φ) < 2n, then there is a constant C > 0 independent of f such that∥∥gα(f)∥∥WL1,Φ ≤ C‖f‖L1,Φ .
Corollary 1.9. Let 0 < α ≤ 1, 1 < p <∞ and b ∈ BMO(Rn). Suppose that Φ
satisfies (1.1) and 1 ≤ D(Φ) < 2n, then there is a constant C > 0 independent
of f such that ∥∥[b, gα](f)∥∥Lp,Φ ≤ C‖f‖Lp,Φ .
Throughout this article, B = B(x0, r) denotes the ball with the center x0
and radius r. Given a ball B and λ > 0, λB denotes the ball with the same
center as B whose radius is λ times that of B. For any measurable set E in Rn,
we also denote the Lebesgue measure of E by |E|. Moreover, C always denote
a positive constant independent of the main parameters involved, but it may be
different from line to line.
2 Proofs of Theorems 1.1 and 1.2
Proof of Theorem 1.1. Let f ∈ Lp,Φ with 1 < p < ∞. For any ball B =
B(x0, r) ⊆ Rn with x0 ∈ Rn and r > 0, we write f = f1+ f2, where f1 = fχ2B ,
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χ
2B
denotes the characteristic function of 2B = B(x0, 2r). Since Sα(0 < α ≤ 1)
is a sublinear operator, then we have
1
Φ(r)1/p
(∫
B(x0,r)
|Sα(f)(x)|p dx
)1/p
≤ 1
Φ(r)1/p
(∫
B(x0,r)
|Sα(f1)(x)|p dx
)1/p
+
1
Φ(r)1/p
(∫
B(x0,r)
|Sα(f2)(x)|p dx
)1/p
= I1 + I2.
For the term I1, by Theorem A and the condition (1.1), we obtain
I1 ≤ C · 1
Φ(r)1/p
(∫
2B
|f(x)|p dx
)1/p
≤ C‖f‖Lp,Φ ·
Φ(2r)1/p
Φ(r)1/p
≤ C‖f‖Lp,Φ .
We now turn to estimate the other term I2. For any ϕ ∈ Cα, 0 < α ≤ 1 and
(y, t) ∈ Γ(x), we have
∣∣f2 ∗ ϕt(y)∣∣ =
∣∣∣∣
∫
(2B)c
ϕt(y − z)f(z) dz
∣∣∣∣
≤ C · t−n
∫
(2B)c∩{z:|y−z|≤t}
|f(z)| dz
≤ C · t−n
∞∑
k=1
∫
(2k+1B\2kB)∩{z:|y−z|≤t}
|f(z)| dz. (2.1)
For any x ∈ B, (y, t) ∈ Γ(x) and z ∈ (2k+1B\2kB) ∩ B(y, t), then by a direct
computation, we can easily see that
2t ≥ |x− y|+ |y − z| ≥ |x− z| ≥ |z − x0| − |x− x0| ≥ 2k−1r.
Thus, by using the above inequality (2.1) and Minkowski’s integral inequality,
we deduce
∣∣Sα(f2)(x)∣∣ =
(∫∫
Γ(x)
sup
ϕ∈Cα
|f2 ∗ ϕt(y)|2 dydt
tn+1
)1/2
≤ C
(∫ ∞
2k−2r
∫
|x−y|<t
∣∣∣∣t−n
∞∑
k=1
∫
2k+1B\2kB
|f(z)| dz
∣∣∣∣
2
dydt
tn+1
)1/2
≤ C
( ∞∑
k=1
∫
2k+1B\2kB
|f(z)| dz
)(∫ ∞
2k−2r
dt
t2n+1
)1/2
≤ C
∞∑
k=1
1
|B(x0, 2k+1r)|
∫
2k+1B\2kB
|f(z)| dz. (2.2)
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An application of Ho¨lder’s inequality leads to that
1
|B(x0, 2k+1r)|
∫
2k+1B\2kB
|f(z)| dz ≤ 1|B(x0, 2k+1r)|1/p
(∫
2k+1B
|f(z)|p dz
)1/p
≤ C‖f‖Lp,Φ ·
Φ(2k+1r)1/p
|B(x0, 2k+1r)|1/p . (2.3)
Hence, substituting the above inequality (2.3) into (2.2), we have that for all
x ∈ B = B(x0, r),
∣∣Sα(f2)(x)∣∣ ≤ C‖f‖Lp,Φ ∞∑
k=1
Φ(2k+1r)1/p
|B(x0, 2k+1r)|1/p , (2.4)
which implies
I2 ≤ C‖f‖Lp,Φ
∞∑
k=1
|B(x0, r)|1/p
Φ(r)1/p
· Φ(2
k+1r)1/p
|B(x0, 2k+1r)|1/p .
Since 1 ≤ D(Φ) < 2n, then by using the doubling condition (1.1) of Φ, we know
that the above series is bounded by an absolute constant.
∞∑
k=1
|B(x0, r)|1/p
Φ(r)1/p
· Φ(2
k+1r)1/p
|B(x0, 2k+1r)|1/p ≤ C
∞∑
k=1
(
D(Φ)
2n
)(k+1)/p
≤ C. (2.5)
Therefore
I2 ≤ C‖f‖Lp,Φ.
Combining the above estimates for I1 and I2 and then taking the supremum
over all balls B = B(x0, r) ⊆ Rn, we complete the proof of Theorem 1.1.
Proof of Theorem 1.2. Let f ∈ L1,Φ. Fix a ball B = B(x0, r) ⊆ Rn and decom-
pose f = f1 + f2, where f1 = fχ2B . For any given λ > 0, we write∣∣{x ∈ B(x0, r) : |Sα(f)(x)| > λ}∣∣
≤ ∣∣{x ∈ B(x0, r) : |Sα(f1)(x)| > λ/2}∣∣+ ∣∣{x ∈ B(x0, r) : |Sα(f2)(x)| > λ/2}∣∣
= J1 + J2.
Theorem B and the condition (1.1) imply
J1 ≤ C
λ
∫
2B
|f(y)| dy
≤ C · Φ(2r)
λ
‖f‖L1,Φ
≤ C · Φ(r)
λ
‖f‖L1,Φ .
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We turn our attention to the estimate of J2. Using the preceding estimate (2.2),
we can deduce that for all x ∈ B(x0, r),
∣∣Sα(f2)(x)∣∣ ≤ C ∞∑
k=1
1
|B(x0, 2k+1r)|
∫
2k+1B\2kB
|f(z)| dz
≤ C‖f‖L1,Φ
∞∑
k=1
Φ(2k+1r)
|B(x0, 2k+1r)|
= C‖f‖L1,Φ ·
Φ(r)
|B(x0, r)|
∞∑
k=1
|B(x0, r)|
Φ(r)
· Φ(2
k+1r)
|B(x0, 2k+1r)| .
Note that 1 ≤ D(Φ) < 2n. Arguing as in the proof of (2.5), we can get
∞∑
k=1
|B(x0, r)|
Φ(r)
· Φ(2
k+1r)
|B(x0, 2k+1r)| ≤
∞∑
k=1
(
D(Φ)
2n
)k+1
≤ C. (2.6)
Hence
∣∣Sα(f2)(x)∣∣ ≤ C‖f‖L1,Φ · Φ(r)|B(x0, r)| . (2.7)
If
{
x ∈ B(x0, r) : |Sα(f2)(x)| > λ/2
}
= Ø, then the inequality
J2 ≤ C · Φ(r)
λ
‖f‖L1,Φ
holds trivially. Now we may suppose that
{
x ∈ B(x0, r) : |Sα(f2)(x)| > λ/2
} 6=
Ø, then by the inequality (2.7), we can see that
λ ≤ C‖f‖L1,Φ ·
Φ(r)
|B(x0, r)| ,
which is equivalent to
|B(x0, r)| ≤ C · Φ(r)
λ
‖f‖L1,Φ .
Therefore
J2 ≤ |B(x0, r)| ≤ C · Φ(r)
λ
‖f‖L1,Φ .
Summing up the above estimates for J1 and J2, and then taking the supremum
over all balls B = B(x0, r) ⊆ Rn and all λ > 0, we finish the proof of Theorem
1.2.
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3 Proof of Theorem 1.3
Before proving the main theorem in this section, let us first recall the definition
of the space of BMO(Rn) (Bounded Mean Oscillation). A locally integrable
function b is said to be in BMO(Rn) if
‖b‖∗ = sup
B
1
|B|
∫
B
|b(x) − bB| dx <∞,
where bB stands for the average of b on B, i.e., bB =
1
|B|
∫
B
b(y) dy and the supre-
mum is taken over all balls B in Rn. Modulo constants, the space BMO(Rn)
is a Banach space with respect to the norm ‖ · ‖∗.
Theorem 3.1 ([7, 12]). Assume that b ∈ BMO(Rn). Then for any 1 ≤ p <∞,
we have
sup
B
(
1
|B|
∫
B
∣∣b(x)− bB∣∣p dx
)1/p
≤ C‖b‖∗.
Given a real-valued function b ∈ BMO(Rn), we shall follow the idea devel-
oped in [2, 6] and denote F (ξ) = eξ[b(x)−b(z)], ξ ∈ C. Then by the analyticity of
F (ξ) on C and the Cauchy integral formula, we get
b(x)− b(z) = F ′(0) = 1
2pii
∫
|ξ|=1
F (ξ)
ξ2
dξ
=
1
2pi
∫ 2pi
0
ee
iθ [b(x)−b(z)]e−iθ dθ.
Thus, for any ϕ ∈ Cα, 0 < α ≤ 1, we obtain∣∣∣∣
∫
Rn
[
b(x)− b(z)]ϕt(y − z)f(z) dz
∣∣∣∣ =
∣∣∣∣ 12pi
∫ 2pi
0
(∫
Rn
ϕt(y − z)e−eiθb(z)f(z) dz
)
ee
iθb(x)e−iθ dθ
∣∣∣∣
≤ 1
2pi
∫ 2pi
0
sup
ϕ∈Cα
∣∣∣∣
∫
Rn
ϕt(y − z)e−eiθb(z)f(z) dz
∣∣∣∣ecos θ·b(x) dθ
≤ 1
2pi
∫ 2pi
0
Aα
(
e−e
iθb · f)(y, t) · ecos θ·b(x) dθ.
(3.1)
So we have
∣∣[b,Sα](f)(x)∣∣ ≤ 1
2pi
∫ 2pi
0
Sα
(
e−e
iθb · f)(x) · ecos θ·b(x) dθ.
Then in view of Theorem A, by using the same arguments as in [6], we can also
show the following (see [20] for the weighted case).
Theorem 3.2. Let 0 < α ≤ 1 and 1 < p <∞. Then the commutator [b,Sα] is
bounded from Lp(Rn) into itself whenever b ∈ BMO(Rn).
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Proof of Theorem 1.3. Let f ∈ Lp,Φ with 1 < p < ∞. For each fixed ball
B = B(x0, r) ⊆ Rn, we let f = f1 + f2, where f1 = fχ2B . Then we can write
1
Φ(r)1/p
(∫
B(x0,r)
∣∣[b,Sα](f)(x)∣∣p dx
)1/p
≤ 1
Φ(r)1/p
(∫
B(x0,r)
∣∣[b,Sα](f1)(x)∣∣p dx
)1/p
+
1
Φ(r)1/p
(∫
B(x0,r)
∣∣[b,Sα](f2)(x)∣∣p dx
)1/p
=K1 +K2.
Applying Theorem 3.2 and the condition (1.1), we thus obtain
K1 ≤ C‖b‖∗ · 1
Φ(r)1/p
(∫
2B
|f(x)|p dx
)1/p
≤ C‖b‖∗‖f‖Lp,Φ ·
Φ(2r)1/p
Φ(r)1/p
≤ C‖b‖∗‖f‖Lp,Φ. (3.2)
We now turn to deal with the term K2. For any given x ∈ B(x0, r) and (y, t) ∈
Γ(x), we have
sup
ϕ∈Cα
∣∣∣∣
∫
Rn
[
b(x)− b(z)]ϕt(y − z)f2(z) dz
∣∣∣∣ ≤ ∣∣b(x)− bB∣∣ · sup
ϕ∈Cα
∣∣∣∣
∫
Rn
ϕt(y − z)f2(z) dz
∣∣∣∣
+ sup
ϕ∈Cα
∣∣∣∣
∫
Rn
[
b(z)− bB
]
ϕt(y − z)f2(z) dz
∣∣∣∣
Hence∣∣[b,Sα](f2)(x)∣∣ ≤ ∣∣b(x)− bB∣∣ · Sα(f2)(x)
+
(∫∫
Γ(x)
sup
ϕ∈Cα
∣∣∣∣
∫
Rn
[
b(z)− bB
]
ϕt(y − z)f2(z) dz
∣∣∣∣
2
dydt
tn+1
)1/2
= I+II.
In the proof of Theorem 1.1, we have already proved that for any x ∈ B(x0, r),
∣∣Sα(f2)(x)∣∣ ≤ C‖f‖Lp,Φ ∞∑
k=1
Φ(2k+1r)1/p
|B(x0, 2k+1r)|1/p , (3.3)
From the inequalities (2.5), (3.3) and Theorem 3.1, it follows that
1
Φ(r)1/p
(∫
B
Ip dx
)1/p
≤ C‖f‖Lp,Φ ·
1
Φ(r)1/p
∞∑
k=1
Φ(2k+1r)1/p
|B(x0, 2k+1r)|1/p ·
(∫
B
∣∣b(x)− bB∣∣p dx
)1/p
≤ C‖b‖∗‖f‖Lp,Φ
∞∑
k=1
|B(x0, r)|1/p
Φ(r)1/p
· Φ(2
k+1r)1/p
|B(x0, 2k+1r)|1/p
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≤ C‖b‖∗‖f‖Lp,Φ
∞∑
k=1
(
D(Φ)
2n
)(k+1)/p
≤ C‖b‖∗‖f‖Lp,Φ. (3.4)
On the other hand
II =
(∫∫
Γ(x)
sup
ϕ∈Cα
∣∣∣∣
∫
(2B)c
[
b(z)− bB
]
ϕt(y − z)f(z) dz
∣∣∣∣
2
dydt
tn+1
)1/2
≤ C
(∫∫
Γ(x)
∣∣∣∣t−n
∞∑
k=1
∫
(2k+1B\2kB)∩{z:|y−z|≤t}
|b(z)− bB||f(z)| dz
∣∣∣∣
2
dydt
tn+1
)1/2
≤ C
(∫∫
Γ(x)
∣∣∣∣t−n
∞∑
k=1
∫
(2k+1B\2kB)∩{z:|y−z|≤t}
∣∣b(z)− b2k+1B∣∣|f(z)| dz
∣∣∣∣
2
dydt
tn+1
)1/2
+ C
(∫∫
Γ(x)
∣∣∣∣t−n
∞∑
k=1
∣∣b2k+1B − bB∣∣ ·
∫
(2k+1B\2kB)∩{z:|y−z|≤t}
|f(z)| dz
∣∣∣∣
2
dydt
tn+1
)1/2
= III+IV.
We denote the conjugate exponent of p > 1 by p′ = p/(p− 1). Then by Ho¨lder’s
inequality and Theorem 3.1, we obtain∫
2k+1B\2kB
∣∣b(z)− b2k+1B∣∣|f(z)| dz
≤
(∫
2k+1B
∣∣b(z)− b2k+1B∣∣p′ dz
)1/p′(∫
2k+1B
∣∣f(z)∣∣p dz)1/p
≤C‖b‖∗‖f‖Lp,Φ ·
∣∣2k+1B∣∣1/p′Φ(2k+1r)1/p. (3.5)
In addition, we note that in this case, t ≥ 2k−2r as in Theorem 1.1. Then it
follows from Minkowski’s integral inequality and the above inequality (3.5) that
III ≤ C
(∫ ∞
2k−2r
∫
|x−y|<t
∣∣∣∣t−n
∞∑
k=1
∫
2k+1B\2kB
∣∣b(z)− b2k+1B∣∣|f(z)| dz
∣∣∣∣
2
dydt
tn+1
)1/2
≤ C
( ∞∑
k=1
∫
2k+1B\2kB
∣∣b(z)− b2k+1B∣∣|f(z)| dz
)(∫ ∞
2k−2r
dt
t2n+1
)1/2
≤ C‖b‖∗‖f‖Lp,Φ ·
∞∑
k=1
Φ(2k+1r)1/p
|B(x0, 2k+1r)|1/p .
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Hence, it follows directly from the inequality (2.5) that
1
Φ(r)1/p
(∫
B
IIIp dx
)1/p
≤ C‖b‖∗‖f‖Lp,Φ
∞∑
k=1
|B(x0, r)|1/p
Φ(r)1/p
· Φ(2
k+1r)1/p
|B(x0, 2k+1r)|1/p
≤ C‖b‖∗‖f‖Lp,Φ
∞∑
k=1
(
D(Φ)
2n
)(k+1)/p
≤ C‖b‖∗‖f‖Lp,Φ. (3.6)
Now let us deal with the last term IV. Since b ∈ BMO(Rn), then a trivial
calculation shows that ∣∣b2k+1B − bB∣∣ ≤ C · (k + 1)‖b‖∗. (3.7)
Thus, by using Minkowski’s integral inequality and the inequalities (2.3) and
(3.7), we have
IV ≤ C
(∫ ∞
2k−2r
∫
|x−y|<t
∣∣∣∣t−n
∞∑
k=1
∣∣b2k+1B − bB∣∣ ·
∫
2k+1B\2kB
|f(z)| dz
∣∣∣∣
2
dydt
tn+1
)1/2
≤ C‖b‖∗
( ∞∑
k=1
(k + 1) ·
∫
2k+1B\2kB
|f(z)| dz
)(∫ ∞
2k−2r
dt
t2n+1
)1/2
≤ C‖b‖∗‖f‖Lp,Φ
∞∑
k=1
(k + 1) · Φ(2
k+1r)1/p
|B(x0, 2k+1r)|1/p .
Therefore
1
Φ(r)1/p
(∫
B
IVp dx
)1/p
≤ C‖b‖∗‖f‖Lp,Φ
∞∑
k=1
(k + 1) · |B(x0, r)|
1/p
Φ(r)1/p
· Φ(2
k+1r)1/p
|B(x0, 2k+1r)|1/p
≤ C‖b‖∗‖f‖Lp,Φ
∞∑
k=1
(k + 1) ·
(
D(Φ)
2n
)(k+1)/p
≤ C‖b‖∗‖f‖Lp,Φ, (3.8)
where we have used the inequality (2.5). Summarizing the estimates (3.6) and
(3.8) derived above, we thus obtain
1
Φ(r)1/p
(∫
B
IIp dx
)1/p
≤ C‖b‖∗‖f‖Lp,Φ. (3.9)
Combining the inequalities (3.2), (3.4) with the above inequality (3.9) and then
taking the supremum over all balls B = B(x0, r) ⊆ Rn, we complete the proof
of Theorem 1.3.
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4 Proof of Theorem 1.4
In order to prove the main theorem of this section, we need to establish the
following three lemmas. Actually, these results are essentially contained in
[18]. For the sake of completeness, we give its proofs here (see also [20] for
the weighted case).
Lemma 4.1. Let 0 < α ≤ 1 and p = 2. Then for any j ∈ Z+, we have∥∥Sα,2j (f)∥∥L2 ≤ C · 2jn/2∥∥Sα(f)∥∥L2 .
Proof. For every j ∈ Z+, by the definition of Sα,2j , we obtain
∥∥Sα,2j (f)∥∥2L2 =
∫
Rn
(∫∫
R
n+1
+
(
Aα(f)(y, t)
)2
χ|x−y|<2jt
dydt
tn+1
)
dx
=
∫∫
R
n+1
+
(∫
|x−y|<2jt
dx
)(
Aα(f)(y, t)
)2 dydt
tn+1
≤ C · 2jn
∫∫
R
n+1
+
(∫
|x−y|<t
dx
)(
Aα(f)(y, t)
)2 dydt
tn+1
= C · 2jn∥∥Sα(f)∥∥2L2 .
Taking square-roots on both sides of the above inequality, we are done.
Lemma 4.2. Let 0 < α ≤ 1 and 2 < p <∞. Then for any j ∈ Z+, we have∥∥Sα,2j (f)∥∥Lp ≤ C · 2jn/2∥∥Sα(f)∥∥Lp .
Proof. For any j ∈ Z+, it is easy to see that∥∥Sα,2j (f)∥∥2Lp = ∥∥Sα,2j (f)2∥∥Lp/2.
Since p/2 > 1, then by duality, we have∥∥Sα,2j (f)2∥∥Lp/2
= sup
‖g‖
L(p/2)
′≤1
∣∣∣∣
∫
Rn
Sα,2j (f)(x)2g(x) dx
∣∣∣∣
= sup
‖g‖
L(p/2)
′≤1
∣∣∣∣∣
∫
Rn
(∫∫
R
n+1
+
(
Aα(f)(y, t)
)2
χ|x−y|<2jt
dydt
tn+1
)
g(x) dx
∣∣∣∣∣
= sup
‖g‖
L(p/2)
′≤1
∣∣∣∣∣
∫∫
R
n+1
+
(∫
|x−y|<2jt
g(x) dx
)(
Aα(f)(y, t)
)2 dydt
tn+1
∣∣∣∣∣ . (4.1)
Recall that the Hardy-Littlewood maximal operator M is defined by
M(f)(x) = sup
x∈B
1
|B|
∫
B
|f(y)| dy,
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where the supremum is taken over all balls B which contain x. Then we get∫
|x−y|<2jt
g(x) dx ≤ 2jn|B(y, t)| · 1|B(y, 2jt)|
∫
B(y,2jt)
g(x) dx
≤ 2jn|B(y, t)| inf
x∈B(y,t)
M(g)(x)
≤ 2jn
∫
|x−y|<t
M(g)(x) dx. (4.2)
Substituting the above inequality (4.2) into (4.1) and using Ho¨lder’s inequality
together with the L(p/2)
′
boundedness of M , we thus obtain
∥∥Sα,2j (f)2∥∥Lp/2 ≤ 2jn sup
‖g‖
L(p/2)
′≤1
∣∣∣∣
∫
Rn
Sα(f)(x)2M(g)(x) dx
∣∣∣∣
≤ 2jn∥∥Sα(f)2∥∥Lp/2 sup
‖g‖
L(p/2)
′≤1
∥∥M(g)∥∥
L(p/2)′
≤ C · 2jn∥∥Sα(f)2∥∥Lp/2
= C · 2jn∥∥Sα(f)∥∥2Lp .
This implies the desired result.
Lemma 4.3. Let 0 < α ≤ 1 and 1 ≤ p < 2. Then for any j ∈ Z+, we have∥∥Sα,2j (f)∥∥Lp ≤ C · 2jn/p∥∥Sα(f)∥∥Lp .
Proof. We will adopt the same method as in [18]. For any j ∈ Z+, set Ωλ ={
x ∈ Rn : Sα(f)(x) > λ
}
and Ωλ,j =
{
x ∈ Rn : Sα,2j (f)(x) > λ
}
. We also set
Ω∗λ =
{
x ∈ Rn :M(χΩλ)(x) >
1
2(jn+1)
}
.
Observe that
∣∣Ωλ,j∣∣ ≤ ∣∣Ω∗λ∣∣+ ∣∣Ωλ,j ∩ (Rn\Ω∗λ)∣∣. Thus
∥∥Sα,2j (f)∥∥pLp =
∫ ∞
0
pλp−1
∣∣Ωλ,j∣∣ dλ
≤
∫ ∞
0
pλp−1
∣∣Ω∗λ∣∣ dλ+
∫ ∞
0
pλp−1
∣∣Ωλ,j ∩ (Rn\Ω∗λ)∣∣ dλ
= I+II.
The weak type (1,1) estimate of M yields
I ≤ C · 2jn
∫ ∞
0
pλp−1|Ωλ| dλ = C · 2jn
∥∥Sα(f)∥∥pLp . (4.3)
To estimate II, we now claim that the following inequality holds.∫
Rn\Ω∗λ
Sα,2j (f)(x)2 dx ≤ C · 2jn
∫
Rn\Ωλ
Sα(f)(x)2 dx. (4.4)
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We will take the above inequality temporarily for granted, then it follows from
Chebyshev’s inequality and (4.4) that
∣∣Ωλ,j ∩ (Rn\Ω∗λ)∣∣ ≤ λ−2
∫
Ωλ,j∩(Rn\Ω∗λ)
Sα,2j (f)(x)2 dx
≤ λ−2
∫
Rn\Ω∗λ
Sα,2j (f)(x)2 dx
≤ C · 2jnλ−2
∫
Rn\Ωλ
Sα(f)(x)2 dx.
Hence
II ≤ C · 2jn
∫ ∞
0
pλp−1
(
λ−2
∫
Rn\Ωλ
Sα(f)(x)2 dx
)
dλ.
Changing the order of integration yields
II ≤ C · 2jn
∫
Rn
Sα(f)(x)2
(∫ ∞
|Sα(f)(x)|
pλp−3 dλ
)
dx
≤ C · 2jn p
2− p ·
∥∥Sα(f)∥∥pLp . (4.5)
Combining the above estimate (4.5) with (4.3) and taking p-th root on both
sides, we complete the proof of Lemma 4.3. So it remains to prove the inequality
(4.4). Set Γ2j (R
n\Ω∗λ) =
⋃
x∈Rn\Ω∗λ
Γ2j (x) and Γ(R
n\Ωλ) =
⋃
x∈Rn\Ωλ
Γ(x). For each
given (y, t) ∈ Γ2j (Rn\Ω∗λ), we have∣∣B(y, 2jt) ∩ (Rn\Ω∗λ)∣∣ ≤ 2jn∣∣B(y, t)∣∣.
It is not difficult to check that
∣∣B(y, t) ∩ Ωλ∣∣ ≤ |B(y,t)|2 and Γ2j (Rn\Ω∗λ) ⊆
Γ(Rn\Ωλ). In fact, for any (y, t) ∈ Γ2j (Rn\Ω∗λ), there exists a point x ∈ Rn\Ω∗λ
such that (y, t) ∈ Γ2j (x). Then we can deduce∣∣B(y, t) ∩ Ωλ∣∣ ≤ ∣∣B(y, 2jt) ∩ Ωλ∣∣
=
∫
B(y,2jt)
χΩλ(z) dz
≤ 2jn|B(y, t)| · 1|B(y, 2jt)|
∫
B(y,2jt)
χΩλ(z) dz.
Note that x ∈ B(y, 2jt) ∩ (Rn\Ω∗λ). So we have∣∣B(y, t) ∩ Ωλ∣∣ ≤ 2jn|B(y, t)| ·M(χΩλ)(x) ≤ |B(y, t)|2 .
Consequently ∣∣B(y, t)∣∣ = ∣∣B(y, t) ∩ Ωλ∣∣+ ∣∣B(y, t) ∩ (Rn\Ωλ)∣∣
≤ |B(y, t)|
2
+
∣∣B(y, t) ∩ (Rn\Ωλ)∣∣,
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which is equivalent to ∣∣B(y, t)∣∣ ≤ 2 · ∣∣B(y, t) ∩ (Rn\Ωλ)∣∣.
The above inequality implies in particular that there is a point z ∈ B(y, t) ∩
(Rn\Ωλ) 6= ∅. In this case, we have (y, t) ∈ Γ(z) with z ∈ Rn\Ωλ, which gives
Γ2j (R
n\Ω∗λ) ⊆ Γ(Rn\Ωλ). Thus we obtain∣∣B(y, 2jt) ∩ (Rn\Ω∗λ)∣∣ ≤ C · 2jn∣∣B(y, t) ∩ (Rn\Ωλ)∣∣.
Therefore ∫
Rn\Ω∗λ
Sα,2j (f)(x)2 dx
=
∫
Rn\Ω∗λ
(∫∫
Γ2j (x)
(
Aα(f)(y, t)
)2 dydt
tn+1
)
dx
≤
∫∫
Γ2j (R
n\Ω∗λ)
(∫
B(y,2jt)∩(Rn\Ω∗λ)
dx
)(
Aα(f)(y, t)
)2 dydt
tn+1
≤C · 2jn
∫∫
Γ(Rn\Ωλ)
(∫
B(y,t)∩(Rn\Ωλ)
dx
)(
Aα(f)(y, t)
)2 dydt
tn+1
≤C · 2jn
∫
Rn\Ωλ
Sα(f)(x)2 dx.
This finishes the proof of the Lemma 4.3.
We are now in a position to give the proof of Theorem 1.4.
Proof of Theorem 1.4. From the definition of g∗λ,α, we readily see that
g∗λ,α(f)(x)
2 =
∫∫
R
n+1
+
(
t
t+ |x− y|
)λn (
Aα(f)(y, t)
)2 dydt
tn+1
=
∫ ∞
0
∫
|x−y|<t
(
t
t+ |x− y|
)λn (
Aα(f)(y, t)
)2 dydt
tn+1
+
∞∑
j=1
∫ ∞
0
∫
2j−1t≤|x−y|<2jt
(
t
t+ |x− y|
)λn (
Aα(f)(y, t)
)2 dydt
tn+1
≤C
[
Sα(f)(x)2 +
∞∑
j=1
2−jλnSα,2j (f)(x)2
]
. (4.6)
Let f ∈ Lp,Φ with 1 < p < ∞. For any given ball B = B(x0, r) ⊆ Rn, then
from the above inequality (4.6), it follows that
1
Φ(r)1/p
(∫
B
∣∣g∗λ,α(f)(x)∣∣p dx
)1/p
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≤ 1
Φ(r)1/p
(∫
B
∣∣Sα(f)(x)∣∣p dx
)1/p
+
∞∑
j=1
2−jλn/2 · 1
Φ(r)1/p
(∫
B
∣∣Sα,2j (f)(x)∣∣p dx
)1/p
= I0 +
∞∑
j=1
2−jλn/2Ij .
By Theorem 1.1, we know that I0 ≤ C‖f‖Lp,Φ . Below we shall give the estimates
of Ij for j = 1, 2, . . . . As before, we set f = f1 + f2, f1 = fχ2B and write
Ij ≤ 1
Φ(r)1/p
(∫
B(x0,r)
∣∣Sα,2j (f1)(x)∣∣p dx
)1/p
+
1
Φ(r)1/p
(∫
B(x0,r)
∣∣Sα,2j (f2)(x)∣∣p dx
)1/p
= I
(1)
j + I
(2)
j .
Applying Lemmas 4.1–4.3, Theorem A and the condition (1.1), we obtain
I
(1)
j ≤
1
Φ(r)1/p
∥∥Sα,2j (f1)∥∥Lp
≤ C
(
2jn/2 + 2jn/p
) 1
Φ(r)1/p
· ∥∥Sα(f1)∥∥Lp
≤ C
(
2jn/2 + 2jn/p
) 1
Φ(r)1/p
· ‖f1‖Lp
≤ C‖f‖Lp,Φ
(
2jn/2 + 2jn/p
)
· Φ(2r)
1/p
Φ(r)1/p
≤ C‖f‖Lp,Φ
(
2jn/2 + 2jn/p
)
.
We now turn to estimate the other term I
(2)
j . For any x ∈ B, (y, t) ∈ Γ2j (x) and
z ∈ (2k+1B\2kB) ∩B(y, t), then by a direct calculation, we can easily deduce
t+ 2jt ≥ |x− y|+ |y − z| ≥ |x− z| ≥ |z − x0| − |x− x0| ≥ 2k−1r.
Thus, it follows from the previous estimates (2.1), (2.3) and Minkowski’s integral
inequality that
∣∣Sα,2j (f2)(x)∣∣ =
(∫∫
Γ2j (x)
sup
ϕ∈Cα
|f2 ∗ ϕt(y)|2 dydt
tn+1
)1/2
≤ C
(∫ ∞
2(k−2−j)r
∫
|x−y|<2jt
∣∣∣∣t−n
∞∑
k=1
∫
2k+1B\2kB
|f(z)| dz
∣∣∣∣
2
dydt
tn+1
)1/2
≤ C
( ∞∑
k=1
∫
2k+1B\2kB
|f(z)| dz
)(∫ ∞
2(k−2−j)r
2jn
dt
t2n+1
)1/2
≤ C · 23jn/2
∞∑
k=1
1
|B(x0, 2k+1r)|
∫
2k+1B\2kB
|f(z)| dz
≤ C‖f‖Lp,Φ · 23jn/2
∞∑
k=1
Φ(2k+1r)1/p
|B(x0, 2k+1r)|1/p .
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Furthermore, by using the inequality (2.5) again, we have
I
(2)
j ≤ C‖f‖Lp,Φ · 23jn/2
∞∑
k=1
|B(x0, r)|1/p
Φ(r)1/p
· Φ(2
k+1r)1/p
|B(x0, 2k+1r)|1/p
≤ C‖f‖Lp,Φ · 23jn/2.
Therefore
1
Φ(r)1/p
(∫
B(x0,r)
∣∣g∗λ,α(f)(x)∣∣p dx
)1/p
≤C‖f‖Lp,Φ

1 + ∞∑
j=1
2−jλn/223jn/2 +
∞∑
j=1
2−jλn/22jn/p


≤C‖f‖Lp,Φ,
where the last two series are both convergent under our assumption λ > 3 > 2/p
and p > 1. Hence, by taking the supremum over all balls B = B(x0, r) ⊆ Rn,
we conclude the proof of Theorem 1.4.
5 Proof of Theorem 1.5
Let us first prove the following result.
Theorem 5.1. Let 0 < α ≤ 1 and λ > (3n+ 2α)/n. Then for any σ > 0, there
exists a constant C > 0 independent of f and σ such that
∣∣{x ∈ Rn : g∗λ,α(f)(x) > σ}∣∣ ≤ Cσ
∫
Rn
|f(x)| dx.
Proof. For any given σ > 0 and f ∈ L1(Rn), we apply the Caldero´n-Zygmund
decomposition of f at level σ to obtain a sequence of disjoint non-overlapping
dyadic cubes {Qi} and two functions g, b such that the following properties
hold: (see [17])
(i) f(x) = g(x) + b(x);
(ii) ‖g‖2L2 ≤ C · σ‖f‖L1;
(iii) b(x) = 0, a.e. x ∈ Rn\⋃iQi;
(iv)
∫
Qi
b(x) dx = 0;
(v)
∑
i |Qi| ≤ σ−1‖f‖L1.
By the previous inequality (4.6), we write∣∣{x ∈ Rn : |g∗λ,α(f)(x)| > σ}∣∣
≤ ∣∣{x ∈ Rn : |Sα(f)(x)| > σ/2}∣∣+ ∣∣∣{x ∈ Rn : ∣∣∣ ∞∑
j=1
2−jλn/2Sα,2j (f)(x)
∣∣∣ > σ/2}∣∣∣
=I+II.
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Using Theorem B, we have
I ≤ C
σ
∫
Rn
|f(x)| dx.
Now for j = 1, 2, . . ., since Sα,2j (f)(x) ≤ Sα,2j (g)(x) + Sα,2j (b)(x) by the prop-
erty (i), then it follows that
II ≤
∣∣∣{x ∈ Rn : ∣∣∣ ∞∑
j=1
2−jλn/2Sα,2j (g)(x)
∣∣∣ > σ/4}∣∣∣
+
∣∣∣{x ∈ Rn : ∣∣∣ ∞∑
j=1
2−jλn/2Sα,2j (b)(x)
∣∣∣ > σ/4}∣∣∣
=III+IV.
Applying Minkowski’s inequality, Lemma 4.1, Theorem A and the property (ii),
we can deduce
III ≤ C
σ2
∥∥∥∥
∞∑
j=1
2−jλn/2Sα,2j (g)
∥∥∥∥
2
L2
≤ C
σ2
( ∞∑
j=1
2−jλn/2 · 2jn/2‖g‖L2
)2
≤ C
σ2
· ‖g‖2L2
≤ C
σ
· ‖f‖L1.
To estimate IV, let Q∗i = 2
√
nQi be a cube whose center is the same as Qi and
side is 2
√
n times that of Qi. Then we can further decompose IV as follows.
IV ≤
∣∣∣{x ∈⋃
i
Q∗i :
∣∣∣ ∞∑
j=1
2−jλn/2Sα,2j (b)(x)
∣∣∣ > σ/4}∣∣∣
+
∣∣∣{x /∈⋃
i
Q∗i :
∣∣∣ ∞∑
j=1
2−jλn/2Sα,2j (b)(x)
∣∣∣ > σ/4}∣∣∣
= IV(1) + IV(2).
It follows immediately from the property (v) that
IV(1) ≤
∑
i
∣∣Q∗i ∣∣ ≤ C∑
i
|Qi| ≤ C
σ
· ‖f‖L1.
We set
bi(x) =
{
b(x) if x ∈ Qi,
0 if x /∈ Qi.
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Then by the properties (iii) and (iv), we have b(x) =
∑
i bi(x), supp bi ⊆ Qi,∫
Qi
bi(x) dx = 0 and ‖bi‖L1 ≤ 2
∫
Qi
|f(x)| dx. For any ϕ ∈ Cα, 0 < α ≤ 1, by
the vanishing moment condition of bi, we have that for any (y, t) ∈ Γ2j (x),∣∣(bi ∗ ϕt)(y)∣∣ =
∣∣∣∣
∫
Qi
(
ϕt(y − z)− ϕt(y − x0)
)
bi(z) dz
∣∣∣∣
≤
∫
Qi∩{z:|z−y|≤t}
|z − x0|α
tn+α
|bi(z)| dz
≤ C · |Qi|
α/n
tn+α
∫
Qi∩{z:|z−y|≤t}
|bi(z)| dz. (5.1)
Denote the center of Qi by ci. Then for any z ∈ Qi and x ∈ (Q∗i )c, we have
|z − ci| < |x−ci|2 . Thus, for all (y, t) ∈ Γ2j (x) and |z − y| ≤ t with z ∈ Qi, we
can deduce that
t+ 2jt ≥ |x− y|+ |y − z| ≥ |x− z| ≥ |x− ci| − |z − ci| ≥ |x− ci|
2
. (5.2)
Therefor, for any x ∈ (Q∗i )c, by using the above inequalities (5.1) and (5.2), we
obtain
∣∣Sα,2j (bi)(x)∣∣ =
(∫∫
Γ2j (x)
(
sup
ϕ∈Cα
∣∣(ϕt ∗ bi)(y)∣∣)2 dydt
tn+1
)1/2
≤ C · ∣∣Qi∣∣α/n
(∫
Qi
|bi(z)| dz
)(∫ ∞
|x−ci|
2j+2
∫
|y−x|<2jt
dydt
t2(n+α)+n+1
)1/2
≤ C · 2jn/2∣∣Qi∣∣α/n
(∫
Qi
|bi(z)| dz
)(∫ ∞
|x−ci|
2j+2
dt
t2(n+α)+1
)1/2
≤ C · 2j(3n+2α)/2 |Qi|
α/n
|x− ci|n+α
(∫
Qi
|bi(z)| dz
)
.
Hence, by our hypothesis λ > (3n+ 2α)/n, we have
IV(2) ≤ 4
σ
∫
Rn\
⋃
iQ
∗
i
∣∣∣ ∞∑
j=1
2−jλn/2Sα,2j (b)(x)
∣∣∣dx
≤ 4
σ
∞∑
j=1
2−jλn/2
∑
i
(∫
(Q∗i )
c
Sα,2j (bi)(x)dx
)
≤ C
σ

 ∞∑
j=1
2−jλn/2 · 2j(3n+2α)/2

(∑
i
|Qi|α/n‖bi‖L1
∫
(Q∗i )
c
dx
|x− ci|n+α
)
≤ C
σ
·
∑
i
∫
Qi
|f(z)| dz
≤ C
σ
· ‖f‖L1.
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Summing up the above estimates, we finish the proof of Theorem 5.1.
We are now ready to prove Theorem 1.5.
Proof of Theorem 1.5. Let f ∈ L1,Φ. For each fixed ball B = B(x0, r) ⊆ Rn,
we again decompose f as f = f1 + f2, where f1 = fχ2B . For any given σ > 0,
then we write∣∣{x ∈ B(x0, r) : |g∗λ,α(f)(x)| > σ}∣∣
≤ ∣∣{x ∈ B(x0, r) : |g∗λ,α(f1)(x)| > σ/2}∣∣+ ∣∣{x ∈ B(x0, r) : |g∗λ,α(f2)(x)| > σ/2}∣∣
=J ′1 + J
′
2.
Theorem 5.1 and the condition (1.1) imply
J ′1 ≤
C
σ
∫
2B
|f(y)| dy
≤ C · Φ(2r)
σ
‖f‖L1,Φ
≤ C · Φ(r)
σ
‖f‖L1,Φ .
For the term J ′2, note that in the proofs of Theorems 1.2 and 1.4, we have
already showed that for any x ∈ B(x0, r),
∣∣Sα(f2)(x)∣∣ ≤ C‖f‖L1,Φ · Φ(r)|B(x0, r)| . (5.3)
and
∣∣Sα,2j (f2)(x)∣∣ ≤ C · 23jn/2 ∞∑
k=1
1
|B(x0, 2k+1r)|
∫
2k+1B\2kB
|f(z)| dz.
Moreover, it follows directly from the inequality (2.6) that
∣∣Sα,2j (f2)(x)∣∣ ≤ C‖f‖L1,Φ · 23jn/2 Φ(r)|B(x0, r)|
∞∑
k=1
|B(x0, r)|
Φ(r)
· Φ(2
k+1r)
|B(x0, 2k+1r)|
≤ C‖f‖L1,Φ · 23jn/2
Φ(r)
|B(x0, r)| . (5.4)
Therefore, by using the estimates (4.6), (5.3) and (5.4), we get
∣∣g∗λ,α(f2)(x)∣∣ ≤ C

∣∣Sα(f2)(x)∣∣ + ∞∑
j=1
2−jλn/2
∣∣Sα,2j (f2)(x)∣∣


≤ C‖f‖L1,Φ ·
Φ(r)
|B(x0, r)|

1 + ∞∑
j=1
2−jλn/2 · 23jn/2


≤ C‖f‖L1,Φ ·
Φ(r)
|B(x0, r)| ,
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where the last series is convergent since λ > (3n+ 2α)/n > 3. The rest of the
proof is exactly the same as that of Theorem 1.2, and we finally obtain
J ′2 ≤
C · Φ(r)
σ
‖f‖L1,Φ .
Combining the above estimates for J ′1 and J
′
2 and taking the supremum over all
balls B(x0, r) ⊆ Rn and all σ > 0, we conclude the proof of Theorem 1.5.
Finally, we remark that for a given real-valued function b ∈ BMO(Rn), by
the preceding estimate (3.1), we can see that
∣∣[b, g∗λ,α](f)(x)∣∣ ≤ 12pi
∫ 2pi
0
g∗λ,α
(
e−e
iθb · f)(x) · ecos θ·b(x) dθ.
Following the idea in [2] and [6], we can also prove
Theorem 5.2. Let 0 < α ≤ 1, 1 < p < ∞ and λ > 3. Then the commutator[
b, g∗λ,α
]
is bounded from Lp(Rn) into itself whenever b ∈ BMO(Rn).
Thus, by using the same arguments as in the proof of Theorems 1.3 and 1.4,
we can also show the conclusion of Theorem 1.6. The details are omitted here.
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