The present study examined cortical oxygenation changes during lexical decision on words and pseudowords using functional NearInfrared Spectroscopy (fNIRS). Focal hyperoxygenation as an indicator of functional activation was compared over three target areas over the left hemisphere. A 52-channel Hitachi ETG-4000 was used covering the superior frontal gyrus (SFG), the left inferior parietal gyrus (IPG) and the left inferior frontal gyrus (IFG). To allow for anatomical inference a recently developed probabilistic mapping method was used to determine the most likely anatomic locations of the changes in cortical activation [Tsuzuki, D., Jurcak, V., Singh, A.K., Okamoto, M., Watanabe, E., Dan, I., 2007. Virtual spatial registration of stand-alone fNIRS data to MNI space. NeuroImage 43 (4), 1506-1518.
Introduction
The lexical decision task is a well established paradigm in psycholinguistics (Jacobs and Grainger, 1994) . When subjects decide whether a string of letters represents a word or not (pseudoword, PW) two robust effects have been established. Readers react faster to words than to PWs. This was termed the lexicality effect. The other effect within the word-category is demonstrated when reaction times (RTs) to high frequency words are compared to RTs to low frequency words. This word frequency effect indicates a faster processing of common words compared to uncommon words and is the probably most robust finding in the word recognition literature (Jacobs and Grainger, 1994) .
These behavioral findings were investigated by neuroimaging to identify the different brain areas involved in the task.
The key areas for the lexicality effect are the superior frontal gyrus (SFG) including the medial and middle frontal gyrus, and the left inferior parietal gyrus (IPG) including the angular and supramarginal gyrus. Both regions showed a greater response to words than to PWs during a feature detection task in a PET study (see Price, 2000, Fig. 10 , second row, reanalysis of Brunswick et al., 1999) . Also fMRI studies revealed a larger BOLD contrast in SFG and IPG for words compared to PWs. This was demonstrated in visual lexical decision (Binder et al., 2003; Kuchinke et al., 2005) , silent articulation and phonological lexical decision tasks (Ischebeck et al., 2004) . The latter study made subjects decide on whether or not a presented letter string sounds like a word if read aloud.
Functional-anatomical findings can be interpreted in the light of the Multiple Read-Out Model (MROM, Grainger and Jacobs, 1996; Jacobs et al., 1998 Jacobs et al., , 2003 , a computational model of word recognition. Briefly, intralexical decision criteria of lexical activation generate a "yes"-response to word stimuli while an extralexical temporal threshold mechanism generates a "no"-response to PW stimuli. Fiebach et al. (2007) suggested that the putative role of the SFG lies in executive and control functions. More specifically the SFG, an area involved in decision-related processes, can be assumed to respond differently as a function of which of the two response mechanisms postulated by the MROM is active: Thus it can be postulated that the "yes" and the "no" reaction will elicit different neural responses in decision-related brain regions such as the SFG (cf. Price, 2000, p. 353) . Generally in line with this model, Ischebeck et al. (2004) argued that SFG activation reflects control functions with regard to retrieval of semantic information from posterior areas (for a review, see Binder et al., 1999) . Thus words containing semantic information, elicit larger activations than PWs because the latter are devoid of semantic content.
The IPG, particularly the angular gyrus, has an even longer history as a target area in higher order language processing especially at the hinge between reading, writing and overt language production. More than a century ago Dejerine (1891) associated lesions in the IPG with a syndrome later termed "alexia with agraphia". His patient developed an inability to read and write after an IPG-lesion and concluded that IPG is critical for the 'memory' of the visual word form. Later Geschwind (1965) observed that IPG-lesioned patients are not able to understand words when they are spelt. Therefore he concluded that "It is a region which turns written language into spoken language and vice versa" (Geschwind, 1965, p. 278; cf. Damasio and Damasio, 1983) .
Beyond lesion studies the analysis of developmental disorders of reading and writing point at the role of the IPG as a pivot between orthographic and phonological representations. Pugh et al. (2000) provided evidence that dyslexia can be conceived as a disorder of relating print to sound and vice versa, which corresponds to a disruption of the projections between the IPG, and occipital as well as temporal cortical areas (Booth et al., 2004; Horwitz et al., 1998 ; but see Kronbichler et al., 2006) .
To sum up IPG can be conceived as a hub mediating the transfer between reading, writing, overt language production and semantic processing. Clinically, Price (2000) has pointed out that patients with an IPG lesion not only show impairments in reading and writing, but also perform poorly on semantic tasks (Hart and Gordon, 1990) .
With respect to the word frequency effect the left inferior frontal gyrus (IFG) plays a major role since it is more activated in response to low than to high frequency words. An early PET study revealed a non-significant trend using a naming task (Fiez et al., 1999) . Consecutive fMRI research rendered the word frequency effect the probably best-replicated finding of fMRI studies on word recognition. Larger BOLD contrasts in the IFG for low freqency words were reported in a silent articulation (Ischebeck et al., 2004; Kronbichler et al., 2004) , a visual (Fiebach et al., 2002 (Fiebach et al., , 2003 Carreiras et al., 2006) , an auditory (Prabhakaran et al., 2006 ) and a phonological lexical decision task (Carreiras et al., 2006; Ischebeck et al., 2004; Nakic et al., 2006; Prabhakaran et al., 2006) .
The finding of a lesser activation for high frequency words was interpreted according to the dual route model (Coltheart et al., 2001; Fiebach et al., 2002) . This model assumes that in low frequency words the so-called assembled route generates a phonological representation applying grapheme-phoneme correspondence rules: For each grapheme the corresponding phoneme is retrieved to generate a phonological representation. On the contrary high frequency words will be mainly processed by the addressed route generating a phonological representation by matching the whole word to the phonological representation. Fiebach et al. (2002) suggested that the predominance of generating a phonological representation by computing grapheme-phoneme correspondences for low frequency words elicits the greater IFG activation.
The present study introduces functional near-infrared spectroscopy (fNIRS) into the field of word recognition, a method assessing changes in cortical oxygenation by applying near-infrared light to measure changes in tissue attenuation. The relative transparency of biological tissue to light in the near infrared spectrum allows for optical tissuespectroscopy in a depth of some centimeters. Applied on the intact skull light-attenuation changes can thus be assessed in the cerebral cortex. Since oxygenated and deoxygenated hemoglobin have differential absorption spectra (i.e. "colors"), focal cortical hyperoxygenation can be reliably detected. The physiological basis of this measure of cortical activity is the fact that an increase in regional cerebral blood flow (rCBF) is closely coupled both spatially and temporally to neuronal activity. This so-termed neurovascular coupling is the basis of all modern imaging techniques such as BOLD-contrast fMRI and positron emission tomography (PET, Villringer and Dirnagl, 1995) .
Thus fNIRS results are physiologically comparable to fMRI and PET results. However, its spatial resolution is rather coarse (Obrig and Villringer, 2003) . Beyond this shortcoming fNIRS combines a number of features extremely attractive for language research. Being compatible with a natural environment and silent, the method's advantage has been proven in a number of previous studies in language research even in earliest infanthood (Fallgatter et al., 1998; Herrmann et al., 2006; Homae et al., 2006; Horovitz and Gore, 2004; Noguchi et al., 2002; Pena et al., 2003; Taga et al., 2003; Wartenburger et al., 2007 , Watanabe et al., 1998 . Here we challenge the methodology's potential to explore its versatility and reliability to differentiate activation in the three target areas discussed above (SFG/IPG/IFG). To frame the challenge in a more than descriptive way, we apply a recently developed procedure , which projects topographical data based on skull landmarks (e.g. 10-20-system) into a 3D reference frame (MNI-space, Montreal Neurological Institute). Though the resulting MNI-coordinates are subject to inter-individual error the procedure allows for a probabilistic reference to cortical areas on the brain's surface.
Our study is motivated by the perspective to elucidate the neuronal correlates of word processing not only in adult healthy volunteers, but also to extend the research to patients with neuropsychological deficits, and to link imaging results to developmental studies, by allowing to readily examine the emergence of literacy in children. To our knowledge this is the first fNIRS study attempting to disentangle the functional specificity of two neighboring areas, i.e. the SFG and the IFG. For this purpose, it was necessary to use the probabilistic mapping method.
Methods

Participants
Twelve right-handed healthy native German speaking subjects participated in the experiment (6 female, mean age 26, ranging from 22 to 30). They were neurologically healthy and did not suffer from any language or speech impairment. Subjects were seated in a comfortable chair in a dimly lit room. The distance from eyes to monitor was about 50 cm.
Materials
The 200 experimental stimuli comprised 100 words and 100 PWs. All stimuli were bisyllabic and consisted of 4 to 7 letters. The number of letters was cross-balanced between words and PWs. The 100 PW stimuli were pronounceable and were generated by stringing together legal syllables (taken from Hofmann et al., 2007) .
The words used included 50 low frequency and 50 high frequency nouns. Mean word frequency was 2/million (SD: 1) for low frequency words (e.g. "Reling" Baayen et al., 1995) . Word frequency differed significantly (t = 11.4, p b 0.001). The number of letters and number of orthographic neighbors was balanced across categories. The frequency of the highest frequent neighbor did not differ (t = 0.1). Type and token mean bigram and letter frequencies were taken from the lemma database of Hofmann et al. (2007) and did not differ across cells (t's ≤ 0.1).
To assure that all low frequency words were known to a native German speaker, they were tested in a pre-experiment (10 subjects). These participants did not participate in the main experiment and were instructed to mark words that were not well known to them. This led to the replacement of four words from the initial stimulus list.
Experimental procedure
Participants were instructed to decide whether or not a presented letter string was a meaningful word and to respond by pressing one of two buttons using the index of the respective hand. Since motor responses may contaminate the cerebral activations of interest half of the participants were instructed to press the left button for words and the right button for PWs, and the other half responded vice versa. Accuracy was emphasized over speed.
The 200 experimental trials were presented in two blocks each containing 100 trials, preceded by 10 practice trials. Stimuli were presented in a pseudo-randomized fashion. Maximally three words or PWs were allowed to be presented consecutively.
At the beginning of each trial a fixation cross ("+") was presented. After a randomly varied interval of 500 -1000 ms the stimulus was presented in white uppercase letters on a black background until a response was given. Then five hash marks ("#####") were presented for 3500 ms, followed by a blank screen for 500 ms. There was no feedback on the response.
Data acquisition
Stimulus presentation and behavioral data acquisition relied on Presentation Software (Windows XP). Stimuli were presented on a 17 inch monitor with a screen refresh rate of 70 Hz.
Cerebral oxygenation changes were sampled at 10 Hz by a Hitachi optical topograph (ETG-4000, Hitachi Medical. Co., Kashiwa, Japan). The system is a continuous wave device which measures changes in attenuation at 2 wavelengths (695 and 830 nm, ±20 nm) and hence allows for the differentiation of two dynamic absorbers ([oxy-Hb] and [deoxy-Hb] ). Lock-in technique is used to differentiate between wavelengths. Equipped with 16 light emitting and 17 detector probes 52 channels can be measured quasisimultaneously. Concentration changes in [oxy-Hb] and [deoxy-Hb] were calculated based on a modified Beer-Lambert approach (Cope and Delpy, 1988 ).
Inter-optode distance was 3 cm. The array of 52 measurement positions (yellow circles Fig. 1 ) covered an area of~6 × 30 cm. As is illustrated in Fig. 1 the probe array was positioned on the subject's head with the medial detector of the lowest optode row corresponding to T3 of the 10-20 system while the lower edge of the probe set was fixed 1 cm above the inion (red circles in Fig. 1 ). For the definition of the 10-20 system (Jasper, 1958 ) the onsets of the zygomatic bones were defined as preauricular points (cf. Jurcak et al., 2007, Fig. 2D ).
Data analysis
For outlier correction of the behavioral data, each RT deviating more than 2 standard deviations from the subject's mean was excluded from further behavioral analysis.
Event related oxygenation changes were analyzed by means of the General Linear Model (GLM), as proposed by Schroeter et al. (2004) . To correct for artifacts due to heartbeat, data were low-pass filtered at 0.6 Hz. For each pairwise comparison, a three predictor model was used. The first pairwise comparison was conducted to assess the lexicality effect. The prediction terms consisted of words, PWs, and behavioral errors, respectively. The second pairwise comparison was conducted to assess the word frequency effect. The prediction terms were, low frequency words, high frequency words, and the third predictor consisted of PWs and behavioral errors. The latter predictors were excluded from statistical analyses, respectively. The predictors for the GLM were generated by convolving a Gaussian function with each event (Plichta et al., 2007) . To estimate the amplitude of the oxygenation response beta-values for each predictor were calculated by a least squares model fitting procedure maximizing model-to-data fitting (Bullmore et al., 1996) . The first and second temporal derivative of each prediction term was included to adapt the onset and dispersion of the model functions to the individual's hemodynamic response. To correct for serial autocorrelated errors resulting from baseline drifts, we fitted a first-order autoregressive process to the error term by the Cochrane-Orcutt procedure (Cochrane and Orcutt, 1949) . T-statistics were applied for comparison between response amplitudes. Uncorrected t-values were thresholded at t(11) ≥ 2.2 (α = 0.05, two-tailed). We list all channels surviving partial Bonferroni correction in Table 1 . For that purpose, the Dubey/Armitage-Parmar alpha boundary was calculated which includes the mean intercorrelation (IC) between the channels (Sankoh et al., 1997) . The rationale is that correlated channels must not be treated as independent samples.
Beyond the localization of the oxygenation response we examined the time courses of the changes in [oxy-Hb] and [deoxy-Hb] by averaging all responses to each condition respectively. The second before stimulus presentation was used as baseline.
To assess the relative hemodynamic response increase to words in comparison to PWs, and to low frequency words in comparison to high frequency words, we simply subtracted the responses of the respectively less active conditions (PWs, high frequency words) from the activating conditions (words, low frequency words). Examples of the resulting time courses are given in Fig. 2 .
The rationale to select the examples based on the [deoxy-Hb] changes is largely motivated by the physiological link between the changes in [deoxy-Hb] and BOLD contrast. A focal decrease in paramagnetic [deoxy-Hb] is the strongest constituent of a BOLD contrast increase (e.g. Steinbrink et al., 2006) . It was thus our intention to link the present work to the fMRI based imaging literature.
To estimate correspondence between channels and cortical topography, Tsuzuki et al.'s (2007) virtual registration method was Fig. 2C , as indicated by the violet circles. Exact t-values of the significant channels can be examined in Table 1. applied. This method uses structural information from an anatomical database (Okamoto et al., 2004; Jurcak et al., 2005) to provide estimates of the channel positions in a standardized stereotaxic 3D brain atlas (Montreal Neurological Institute coordinate system, MNI, Collins et al., 1994; cf. Tsuzuki et al., 2007) . It also estimates the spatial uncertainty due to inter-subject variability of the channel locations (freeware available under http://brain.job.affrc.go.jp). The estimated locations were anatomically labeled by means of a Matlab function using anatomical labels from Tzourio-Mazoyer et al. 's (2002) brain atlas. Based on this procedure the following labels for our target regions will be used: Channels most probably located in one of those target regions, were indexed from top to bottom and from left to right (cf. Fig. 1 , upper row and Table 1 ).
Results
Behavioral results
There was a significant lexicality effect in RTs (t = 5.2; p ≤ 0.001) and error rate (t = 2.8; p ≤ 0.05) with a mean RT of 737 ms (SD: 257) for words and of 853 ms (SD: 327) for PW. The mean average error rate was 6.5 (SD: 5.0) for words, and 2.5 (SD: 2.2) for PWs.
A significant effect was also found for word frequency in RTs (t = 4.0, p ≤ 0.001) and errors (t = 3.2; p ≤ 0.01). Mean RT was 802 ms (SD: 310) for low frequency words, and 682 ms (SD: 216) for high frequency words. Corresponding mean error rates were 5.2 (SD: 4.1) for low and 1.3 (SD: 2.0) for high frequency words.
In sum the behavioral results are in line with earlier studies examining behavioral effects of lexicality and word frequency (e.g. Fiebach et al., 2002; Jacobs and Grainger, 1994) .
fNIRS (optical topography)
Changes in [oxy-Hb] and [deoxy-Hb] illustrating the effects of lexicality and word frequency, as well as their anatomical location are given in Fig. 1 and Table 1 .
Concerning the effect of lexicality, eleven channels overlying SFG revealed larger [oxy-Hb] increases to words in comparison to PWs (see Table 1 and Fig. 1A) . Three of these channels survived the partial Bonferroni correction (t's ≥ 3.2, IC = 0.55). Significant [deoxy-Hb] decreases to words compared to PWs were found in five SFG channels (see Table 1 and Fig. 1A) .
Four IPG channels revealed a significant [oxy-Hb] increase to words in comparison to PWs. One of these survived partial Bonferroni correction (t ≥ 3.2, IC = 0.55, see Fig. 1A and Table 1 ). Five IPG channels revealed a significant [deoxy-Hb] effect. Two of these survived partial Bonferroni correction (t's ≥ 4.0; IC = 0.20).
Concerning the effect of word frequency, no significant [oxy-Hb] changes were obtained (maximal t = 2.1, p = 0.06 at channel IFG-2, see Table 1 and Fig. 1B ). Significant [deoxy-Hb] decreases were found in two IFG channels. One of these survived partial Bonferroni correction (t ≥ 4.0, IC = 0.18). Beyond the statistical comparison between conditions we also examined the time course of the oxygenation responses. Fig. 2 provides examples for the cortical target regions. For the selection of the example channels we chose those channels in the target regions, which showed the most significant decrease in [deoxy-Hb] . The rationale to select these channels based on [deoxy-Hb] changes is twofold: (i) the signal of the most widely used functional imaging technique, BOLDcontrast fMRI, relies on changes in focal susceptibility elicited by decreases in [deoxy-Hb] (Ogawa et al., 1990 ), thus we consider [deoxy-Hb] changes the best parameter to link our data to the existing imaging literature (Kleinschmidt et al., 1996; Steinbrink et al., 2006) .
(ii) The fine-tuned regulation of blood flow velocity and blood volume changes (e.g. Buxton et al., 1998 ) is specific to the cerebral vasculature. This may explain, why [oxy-Hb] changes are more sensitive to extracerebral contamination as has been demonstrated in an experiment using a simple motor paradigm (Boden et al., 2007) . Fig. 2A provides the time course of the hemodynamic response of channel SFG-10 anatomically corresponding to the left SFG (x/y/z: −23/68/8 in MNI-space). The differential response (i.e. response to words minus response to PW) demonstrates that the response pattern is in line with previous publications showing a decrease in [deoxy-Hb] accompanied by a larger increase in [oxy-Hb] . A similar difference was seen over the IPG for this comparison (words vs. PWs). Fig. 2B illustrates the differential time course in this region (IPG-4; x/y/z: −47/−52/47 in MNI-space). Finally, an example for the comparison between low versus high frequency words is given in Fig. 2C . Here the response to high frequency words was subtracted from that to low frequency words. Again a stronger increase in [oxy-Hb] and a more pronounced decrease in [deoxy-Hb] is clearly seen to low frequency words in this region corresponding to left IFG (IFG-4; x/y/z: 35/−52/−3 in MNI-space). The response pattern seen over all three channels is explicable by an increase in blood volume and a faster washout of [deoxy-Hb], the latter corresponding to an increase in BOLD-contrast (Kleinschmidt et al., 1996) . Hence our findings show greater activations for words (vs. PW) over the left SFG and IPG, while a larger activation over the left IFG is found for low frequency when compared to high frequency words.
Discussion
The present study shows that neuronal correlates of visual word recognition can be investigated by optical topography. Specifically it was demonstrated that both, lexicality and word-frequency yield differential patterns of cortical activation. The major findings are: (i) words elicit a statistically larger activation in the SFG and IPG when compared to PWs (lexicality effect). This is indicated by an increase in [oxy-Hb] and a decrease in [deoxy-Hb] . (ii) Low frequency words elicit a greater activation in the IFG when compared to high frequency words (word frequency effect), as indicated by a decrease of [deoxy-Hb] . Moreover, we demonstrated that more than one target region can be assessed by fNIRS within the same effect, and that the functional specificity of neighboring regions can be assessed by applying the probabilistic mapping method.
These findings supply functional neuroimaging support for two models, the Multiple Read Out Model (MROM, Grainger and Jacobs, 1996) and the dual route model (DRM, Coltheart et al., 2001) , both of which were originally proposed for explaining behavioral data. While our findings are generally in line with previous imaging studies, the discussion will also focus on the novel methodological approach.
The Lexicality effect
We show a statistically larger [oxy-Hb] increase and [deoxy-Hb] decrease to words in comparison to PWs for the channels overlying the SFG. This activation difference of the SFG during visual word recognition is predicted by the MROM (Grainger and Jacobs, 1996; Jacobs et al., 1998; Fiebach et al., 2007) which posits that different decision mechanisms for words and PWs will be activated: A "yes" response is generated by intra-lexical activation criteria while the "no" response is generated by an extralexical temporal threshold mechanism (cf. Fiebach et al., 2007) . Thus the greater RT for PWs can be explained by the temporal threshold, and the 'no-response' relies on a lesser SFG activation. Previous neuroimaging studies reported similar findings. In a PET study Price (2000) demonstrated an increase in blood volume in the SFG and these findings were confirmed by successive fMRI studies reporting on BOLD-contrast increases in the SFG (Binder et al., 2003; Ischebeck et al., 2004; Kuchinke et al., 2005 ; for a review of the role of the SFG in decision-related processes also see Ridderinkhof et al., 2004) . Finally the SFG's role in generating a lexical decision is supported by the finding that word/ Table 1 Channel t-values within the regions of interest Channel numbers, MNI coordinates, estimated inter-subject variability (SD) and significant uncorrected t-values (df = 11, p's ≤ 0.05, two-tailed) are given. Significant channels are marked by ⁎ (t's ≥ 2.2). t-values surviving partial Bonferroni correction are marked by ⁎⁎ (t's ≥ 3.2 for [oxy-Hb] and t's ≥ 4.0 for [deoxy-Hb] due to channel intercorrelations). For shaded channels exemplary time courses are given in Fig. 2. pseudoword differentiation during silent articulation without overt judgment on lexicality does not activate SFG (cf. e.g. Cohen et al., 2003; Kronbichler et al., 2004 ).
An alternative explanation of the SFG effect observed in the present and the previous imaging studies refers to differences in semantic retrieval. According to this hypothesis the increased SFG activation to words results from control functions with regard to retrieval of semantic information (cf. Binder et al., 1999 Binder et al., , 2003 .
Principally our findings might indicate that task difficulty accounts for the SFG effect. Words not only elicited a greater SFG activation than PWs, but also more errors. Error processing has been assumed to rely on the anterior cingulate (Yeung et al., 2004) , but also on the mediofrontal gyrus (Ridderinkhof et al., 2004) , which is part of the SFG. Though actual errors were excluded from the analyses, Yeung et al. propose that errors may be activated partially, even when a correct response is generated. Thus items more likely to elicit an error may induce the SFG activation due to partial error activation. To test whether partial error processing is the relevant influence for the decision-related activation in the SFG, we added a fourth predictor in our GLMs representing the amount of errors per item. If partial error activation was the relevant factor for the differential SFG activation we would expect to eliminate the effect seen in our analysis reported above. On the contrary our results did not change qualitatively. Still statistically significant differences were obtained in the SFG (cf. Appendix A). Thus we conclude that the larger SFG activation found in response to words in comparison to PWs 2 is at least partially independent from error processing. This challenges models of visual word recognition based on behavioral measures alone (e.g. Grainger and Jacobs, 1996 ; but see e.g. Braun et al., 2006; Hofmann et al., 2008) .
In the channels overlying the IPG words also elicited a stronger hyperoxygenation when compared to PWs (Figs. 1A and 2B; Table 1 ). The role of IPG in lexical decision has been previously reported. A PET study reports blood volume increases to words in comparison to PWs (Price, 2000) while greater BOLD responses in IPG were obtained in response to similar paradigms, though this finding is controversial (Binder et al., 2003; Cohen et al., 2003; Ischebeck et al., 2004; Kuchinke et al., 2005 ; but see Fiebach et al., 2002) .
Conceptually Dejerine (1891) was the first to claim this region's role for 'memories' of the visual word form. Nowadays this concept has been further elaborated in the framework of different theories. Apart from whole word form representations, it was proposed that sublexical representations exist even at the level of the syllable (Goswami and Ziegler, 2006 ). When words are tested against consonant strings (Cohen et al., 2003) , an alternate explanation for the IPG effect of lexicality can be discussed. In that case syllabic representation rather than semantic load may explain the difference in IPG activation (cf. Owen et al., 2004) . Even though we cannot fully exclude the possibility of syllabic representation to drive IPG, we suggest -in line with Binder et al. (1999 Binder et al. ( , 2003 -that the critical difference between words and PWs is the semantic representation exclusive to words, a difference which dominates the differential IPG activation for lexicality. This conclusion receives support from lesion studies of the IPG (see Price, 2000 for an overview), and is in line with the concept proposed by BOLD-contrast findings in studies on dyslexia (Booth et al., 2004; Horwitz et al., 1998; Pugh et al., 2000) .
In sum our study provides evidence that the IPG plays a key role in the integration not only of orthographic and phonological information, but actively links these to semantic information.
The word frequency effect
While [oxy-Hb] changes only showed a trend, the word frequency effect elicited significant differences between low and high frequency words for the decrease in [deoxy-Hb] (see Table 1 and Fig. 1B) . Two channels overlying the IFG showed a larger decrease in [deoxy-Hb] in response to the low frequency words. One of these survived the Bonferroni correction. Note that a decrease in [deoxy-Hb] corresponds to an increase in BOLD-contrast (Kleinschmidt et al., 1996) . Hence, the larger decrease in [deoxy-Hb] can be interpreted as an indicator of a stronger underlying neuronal response in analogy to studies relying on BOLD-contrast fMRI (see Fig. 2C , and below for the discussion of the NIRS response).
The [deoxy-Hb] finding confirms the most established BOLD effect in fMRI research on word recognition (Carreiras et al., 2006; Fiebach et al., 2002 Fiebach et al., , 2003 Ischebeck et al., 2004; Kronbichler et al., 2004; Nakic et al., 2006; Prabhakaran et al., 2006) . The established interpretation is that grapheme-phoneme correspondences are being computed in the IFG. An alternative account would propose that identification of low frequency words is more equivocal than that of high frequency words. Therefore several semantic candidates are activated, and the left IFG's role is to select between these preactivated candidates (Thompson-Schill et al., 1997) .
Although our results are in line with previous fMRI studies, it should be noted that the present stimulus material was even more rigidly controlled for potentially confounding effects. In order to quantify familiarity with the letter strings in terms of an aggregation of more or less familiar features, Kronbichler et al. (2004) controlled for bigram frequency. The present study used type and token bigram frequencies. Type indicates the amount of words in which a specific bigram occurs, while token denotes the summed frequencies of these words (cf. Hofmann et al., 2007) . Type measures can be considered to quantify the familiarity of all existing words assuming they are equally activated. Token measures, in contrast, consider the actual likelihood to be activated, because they reflect word frequencies. Therefore, the alternative explanation of a global familiarity with the words as an aggregation of more or less familiar features can be ruled out based on the present study.
Optical topography as a tool to investigate visual word recognition
Owing to its low constraints on the experimental environment f NIRS, a silent method, is an exquisite tool to investigate language and higher cognition, in which an MRI environment may induce substantial distortion of behavior and speech perception. Like EEG it may also more easily find applications in psychiatric (Fallgatter et al., 2004) and neuropsychological patients (Zabel and Chute, 2002) and has already been established as a tool in studying neuropsychological development in neonates and infanthood (Pena et al., 2003; Taga et al., 2003; Wartenburger et al., 2007) . However, the appraisal of these advantages must face the fact that NIRS cannot supply the exquisite and ever increasing spatial resolution of fMRI-based approaches. Like EEG any anatomical inference on the cortical areas relies on external bony landmarks and can thus be referenced to the 10-20 system and its extensions. Recently, a series of publications has addressed this issue and supplied a tool to frame the very rough anatomical differentiation into a probabilistic mapping (Jurcak et al., 2005 Okamoto et al., 2004) . In brief, cortical anatomy was related to landmarks identified by 10-20-system positions in 1000 simulated brains. The tool therefore supplies a measure of the likelihood of a specific position on the subject's skull to correspond to a specific cortical area and can supply the corresponding MNI-space coordinates. We are fully aware of the limitations of such a reference system and its potential source of error, hence without doubt NIRS will always have to respect functional anatomical facts assessed with methods of superior spatial resolution. Nonetheless the present findings demonstrate that the localization procedure yields the very cortical regions previously discussed by functional imaging studies of word recognition. By contrasting the lexicality and the word frequency effect it is apparent that spatially distinct areas are activated (see Fig. 1 ). This we consider a sound basis to address developmental aspects of lexical processing, e.g. in children learning to read.
There is yet another issue which is somewhat controversial concerning the interpretation of fNIRS signals. Accepted models of neuro-vascular coupling posit that the increase in rCBF is disproportional to the increase in oxygen consumption when a cortical area is activated (Buxton et al., 2004; Fox and Raichle, 1986; Huppert et al., 2007) . The resulting hyperoxygenation can be measured by NIRS, assessing changes in [oxy-Hb] and [deoxy-Hb] . It is, however, controversial whether an rCBF increase could potentially rely selectively on an increase in blood volume due to arterial dilation without an accelerated flow velocity. Moreover a number of dynamic flow-volume relationships were discussed to explain non-linearities of the vascular response governing the BOLD contrast (Mandeville et al., 1999) . In case of a pure volume increase [deoxy-Hb] might either show no change or even a slight increase due to its production by oxidative metabolism and the fact that even arterial blood contains a quantity of deoxygenated hemoglobin. This may account for the observation, that more [oxy-Hb] channels revealed significant changes than [deoxy-Hb] channels. The channels showing [oxy-Hb] changes but no [deoxy-Hb] changes may be an activation BOLD-contrast fMRI would be 'blind' to, because the decrease in paramagnetic [deoxy-Hb] is the primary source of BOLD-contrast increases (Huppert et al., 2007; Kleinschmidt et al., 1996; Ogawa et al., 1990) .
Such observations have regularly led to the additional appraisal as to the superiority of NIRS, assessing oxygenation and volume changes, the latter by summing the changes in both compounds. In the present study we find increases in [oxy-Hb] and decreases in [deoxyHb] for the lexicality effect in the SFG and IPG. In contrast, word frequency did not elicit a statistically significant [oxy-Hb] increase in any of the channels. Interestingly an early PET study relying on blood volume changes yielded also only a tendency towards greater blood volume changes for low frequency words (Fiez et al., 1999) , whereas successive fMRI studies reliably and reproducibly demonstrated the difference for BOLD-contrast changes. This might be interpreted as an indicator of vascular differences between different cortical areas as has been discussed previously (Blood et al., 2002) . However, we favor the alternative explanation that [oxy-Hb] and [deoxy-Hb] changes in NIRS are subject to different signal to noise ratios. The fact that extracerebral, i.e. systemic, hemoglobin changes particularly affect [oxy-Hb] has been stressed recently (Boden et al., 2007) . At least for motor tasks increases in heart rate were reported to coincide with the stimulation period (Franceschini et al., 2003) . In the present study further evidence for the influence of the systemic response specifically on [oxy-Hb] can be derived from the observation that for [oxy-Hb] intercorrelations between channels amount to more than twice of that observed for [deoxy-Hb] . Moreover, the largest t-values were obtained for [deoxy-Hb] . This may indicate its better signal-to-noise ratio.
In sum, the changes in oxygenation are well in line with the model of neurovascular coupling that is the basis of all vascular based methodologies, most prominently BOLD contrast fMRI. Though localization of fNIRS is limited, we demonstrate that specific sub-processes can be reliably differentiated by the topographical approach and can be tentatively framed in a common reference system to be compared to fMRI or PET studies.
Future studies will have to critically evaluate the versatility of such an approach in the development of literacy in children and its impairment in neuropsychiatric syndromes. Results from work on language perception in adults and language development in infanthood based on spoken language are extremely encouraging with respect to apply the method for this endeavor. It should be noted also that the present study is the first in language research using fNIRS to identify three distinct areas within one hemisphere and to reliably differentiate their respective roles during lexical decision.
[ Channel numbers and significant uncorrected t-values (df = 11. ps ≤ 0.05. two-tailed) in the target region channels are given (cf. Table 1 ).
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