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Abstract

Wireless sensor networks (WSNs) have broad application prospects in many fields, which include
diverse uses such as farming and industrial. The major motivation to improve the routing
performance of WSNs is due to the restriction of energy supply, especially for large scale WSNs.
In this paper, an ant colony clustering routing protocol (ACCR) is presented. In the clustering
phase, we estimate the theoretical energy dissipation as standard energy which results in the
energy consumption to fluctuate around the standard energy. In the data transmission phase, we
implement a proactive algorithm based on ant colony optimization. The algorithm establishes
multiple optimal paths in terms of energy level and link length from cluster head to base station.
The simulation results that ACCR is well suited for large-scale network application, achieves
better load balancing and lower energy consumption, higher energy efficiency, and then maximize
the network lifetime.
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Introduction

Due to advances in low-power wireless communications and embedded digital electronics, low cost
wireless sensor networks (WSNs) have become available. Such WSNs consist of a large number of
distributed sensor nodes and have broad application prospects in military, environmental monitoring,
healthcare and other fields[1]. The sensor nodes generally have restrictions including limited energy
supply, limited computation and communication abilities, so how efficiently and rationally use energy
to extend the network lifetime as much as possible has become the core issues of protocol design.
Hierarchical (clustering) technology is particularly promising and has received much attention in the
research community, such as LEACH[2], PEGASIS[3], HEED[4]. The hierarchical model consists of
base station (BS), cluster head (CH) and sensor nodes. The CHs collect sensor data from its cluster
members, aggregate and send it to the remote BS for the end user. Therefore, the CHs play an
important role in a clustering algorithm with CH selection being the key component of a clustering
algorithm.
Recently, many routing protocols based on Ant Colony Optimization (ACO)[5] have been developed,
and these protocols exploit the metaheuristics behind the shortest path behavior observed in ant
colonies to define a nature-inspired metaheuristic for combinatorial optimization. The basic idea
behind ACO algorithms for routing is AntNet[6][7], which is for adaptive best-effort routing in IP
networks. Zhang et al.[8]found that AntNet does not performs sufficiently well in sensor networks and
therefore proposed a basic WSNs routing algorithm directly derived from AntNet. However, the
author only focused on building an initial artificial pheromone distribution, and thus, the algorithms
are only good at system start-up phase. An energy-efficient ant-based routing algorithm (EEABR)[9]
is another proposed ant based algorithm to extend network lifetime by reducing the communication
overhead in path discovery. However, the algorithm does not consider data correlation. As a result, the
energy consumption of communication is significantly large when multiple network sources exist.
Chen et al.[10] have proposed the E-D ANTS algorithm which aims to find a route with minimum
energy-delay product in order to maximize network lifetime and to provide a real-time data delivery
service. However, the E-D ANTS being flat in nature would be difficult to scale through large
topologies.
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In this paper, we propose an ant colony clustering routing protocol (ACCR) for large-scale WSN
applications. First, ACCR establishes a hierarchical network model by using a novel clustering
algorithm. Second, ACCR performs an improved ACO algorithm for route discovery, and establishes
multiple optimal paths. Finally, ACCR gives a weight function for dynamically choosing the route.
The main goal of our study is to achieve better load balancing and lower energy consumption, higher
energy efficiency, and then maximize the network lifetime.
The remainder of the paper is organized as follows. Section 2 introduces the hierarchical model and
gives the clustering algorithm. In Section 3, the proposed routing algorithm using ACO is presented.
The simulation results are presented in Section 4.
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Hierarchical Model and Clustering Algorithm

We consider a WSN hierarchical model is well suited for large-scale networks, it is based on the
model developed in LEACH[2]. We assume that N sensor nodes are randomly distributed within
a M u M rectangle field with the base station located in the center of the field, the network is divided
into several clusters, and each cluster has a CH and some senor nodes. After being deployed, all sensor
nodes keep less movement, and they also are location-unaware. In order to evaluate the energy
dissipation in data communication, we use the First Radio Model described in literature[11].
As discussed previously in Section 1, CHs play an important role in clustering algorithm, and consume
more energy than the sensor nodes and run out of energy sooner. Therefore, the remaining energy of
sensor node must be taken into account when selecting the cluster heads. Furthermore, we introduce
an estimating average energy as standard energy to ensure that the node has a higher energy level than
its neighbors and has an increased chance of becoming a CH.

2.1

Estimating Average Energy
Assume that each node dissipates the same energy at each round, until they run out of the energy at
almost the same time. If so, theoretically, the network would use the energy resources as much as
possible and the lifetime of network would be maximized which is also the target that energy-efficient
algorithms should try to achieve.
In the mentioned network and First Radio Model, the energy consumption of each CH consists of
receiving data from sensor nodes, data aggregation, and transmitting the fusion data to the BS:
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are the energy dissipation per bit to run transmitter or the

receiver circuit, H fs and H mp depend on the transmitter amplifier mode we use. The energy dissipation
for data aggregation is set as E . Each non-cluster head node only needs to transmit data to CH, thus,
the energy consumption in each non-cluster head is:
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Where d toBS is the average distance from CH to BS, and d is the average distance from non-cluster
head node to CH. According to literature[2], we assume the nodes are uniformly distributed, we can
get:
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Where k denote the optimal number of clusters, and we can estimate the total energy dissipated in a
round, furthermore, get the theoretical maximum of lifetime:
opt
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R is the theoretical amount of round, and the estimating average energy in round r ,
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2.2 Clustering Algorithm
We consider estimating average energy
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Each node determines a random number between 0 and 1, if the number is less than threshold T ni ,
the node will become CH for the current round. After 1 pi rounds, all nodes are expected to have been
cluster head once, following which they are all eligible to perform this task in the next sequence of
rounds. The details of the clustering algorithm are as follows:
Begin
For each node in network
1: caculate

E

r

, p and T n
i

2: if rand(0,1) < T n

i

i

according to the Equation(7)(8)(9)

then

3: broadcast cluster head status
4: wait for request messages
5: broadcast Time Division Multiple Access (TDMA) schedule to members
6: else
7: wait for cluster head to broadcast message
8: select the nearest CH as subordinate cluster
9: send the join information to become cluster members
10: end if
End
Table 1 Algorithm: Clustering Alogrithm basedon remaining energy and average energy

This improvement makes sure that nodes have more remaining energy than average energy and
increases their chance of being chosen as a CH. The remaining energy would fluctuate around the
standard energy, correspondingly the network energy evenly dissipates and prolongs the network
lifetime. In the evolving progress, each node just needs localized communication, not the global
information.
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Routing Algorithm based on ACO

In ACCR, we use a proactive protocol for multi-hop model in inter-cluster communication base on
improved ACO to establish multiple paths in terms of lower energy consumption and shortest path.
There are three kinds of control packets in ACCR: HELLO packet, Forward Ant (FANT) and
Backward Ant (BANT). When the CH is ready to transmit the data to BS, an HELLO packet is
broadcasted to its neighbors in its communication range to form the neighborhood table. FANT is
generated by CH, and is used to find the route from the CH to BS according to the selected probability.
Once FANT reaches the BS, ACCR calculates the amount of pheromone value in this path, meanwhile,
BANT is created and used to update the artificial pheromone value along the reverse path. By
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performing this process with several iterations, each node will be able to know which the best
neighbors to send data towards BS.
In order to reduce the overhead of the control message, we define the message format of FANT (Fig. 1)
and BANT (Fig. 2) separately.
hp_type

seqno

M

k

E avg

pkt_src

E min

F_len

Fig. 1: The message format of FANT

z
z
z
z
z
z

hp_type indicates the type of the massage
seqno is the number of a FANT
pkt_src is the CH node which create the FANT, the 2-tuple of (pkt_src, seqno) could define a
FANT uniquely.
E and E are the average energy and minimum energy level till the current node in the path
respectively.
F_len is the length of the path (hops).
The identifier of every nodes is saved into M which could avoid the loop route, and this field
is similar with literature[9], only stored the last two visited nodes to reduce the length of the
message.
hp_type
seqno
phe_value
pkt_dst
B_len
min

avg

k

Fig. 2: the message format of FANT

The field is similar with FANT with the following exceptions:
z phe_vlaue denote the the amount of pheromone value which calculated in BS to update the
pheromone value for each intermediate node.
z B_len is the path length from BS to current node. pkt_dst is the destination of BANT,
actually, corresponding to the pkt_src field of FANT.
Since the FANT or BANT does not save the whole visited nodes, each CH to store a visited list, which
saves information regarding the previous node, the forward node, the ant identification, the ant
original node and a timeout value. Besides, CH needs to establish a routing table to store information
about its neighborhoods, such as energy level and pheromone trail.
nb_addr
nb_enegy
phe_value
hops
Fig. 3: the routing table

z
z

nb_addr denotes the identifier of the neighbor node
nb_enegy is the remaining energy of the neighbor node which is obtained by the HELLO
message
z phe_value indicates the pheromone trail between the current node with its neighbor node
z Hops field denotes the reachable hops to BS. The record is updated when receiving a BANT.
Each FANT selects the next hop with a given probability pij t ,
pij t
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otherwise

Where W ij t is the pheromone trail on link i , j , and Kij t is the local heuristic value of the link
i , j . D and E are two parameters that control the relative importance of pheromone trail and

heuristic value. Here we redefine the Kij t , which should be calculated as a function of both
parameters: the remaining energy level and the average energy in current round.
K ij t

where E

Einit  E r
Einit  E j

, j  N i and j  M

k

(11)

is the initial energy for each node, E j denote the remaining energy of node j . E r is
the estimating average remaining energy in round r . Einit  E j indicates the energy dissipation of
init

node j , and E  E r indicates the average energy dissipation of each node in round r . As can be
init
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seen from the equation(11), the neighbor node with relatively less energy dissipation than average
energy dissipation has a higher probability to be the next hop. This method is beneficial to balance the
energy consumption of the network and prolong the lifetime.
When the FANT moves hop-by-hop and reaches the BS, the amount of pheromone value 'W t
attached the path that FANT just traveled along is calculated. We calculate 'W t in the following
manner:
'W t

1
Einit 

>

E min  Fd t

E avg  Fd t

@

(12)

Emin and Eavg are the minimum energy level and average energy in current path towards BS

respectively and Fd t denotes the length of the path. The BANT carries 'W t at the start of its
journey following the reverse path. Each node in the path updates the routing table, including hops and
pheromone value. Each pheromone value field is updated by following:
W t
1  U W t  'W t
(13)
ij

ij
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Where a control coefficient U  0,1 is used to determine the weight of evaporation for each tour, and
the 'W ij t is given by
E j

'W ij t

'W t

(14)

Einit Bd t

Where Bd t carried by BANT denotes the path length from BS to current node. Following this
manner, the pheromone value is the function of both energy levels and length of the path, as a result,
the link with more energy will have more pheromone trail, and the nodes near the BS will have more
pheromone, this would lead the data flow in the direction of the BS and accelerate the convergence
rate. The details of the algorithm as follows:
FANT for the proposal

BANT for the proposal

Begin
For each CH node in network
1: Broadcast HELLO to neighbor CH node, initialize
routing table(nb_enegy,nb_addr), create FANT
2: FANT choose the next hop node j according to

Begin
For Base Station
1: if recieve FANT then
2: Caculate the amount of pheromone value 'W t
according to equation(12)(13)(14).
3: Create BANT according the information of FANT
4: Delete FANT message
5: end if
For each CH node in network
6: while the orignal node is not reached
7: BANT moves back along opposite direction
8: BANT using formular to update phermone value in
routing table and hops
9: Delete the visited record in intermediate node
10: end while
End

equation(10).
3: while the BS is not reached
4: if (pkt_src, seqno) in visited list then
5:
back to the previous hop node
6:
goto step 2
7: else
8:
update visited list in node j
9:

update

M

k

, E , E ,F_len in FANT
avg

min

10: end if
10: end while
End

Table 2 Algorithm: Optimal routing based on ACO

After a number of iterations, which depends on specific application and network scale, we can
establish multiple paths from cluster head to base station. In the steady-state phase of data
transmission, each CH choose an optimal or suboptimal path to transmit the aggregation data towards
BS with the probability.
W i Eavg _i d i
k

Pi

¦W

m

k
i

n

m

n

(15)
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Where W i denote the average pheromone trail of each path i , Eavg _ i denotes the average remaining
energy of each nodes in path i , and the

di

is the length of path i . k , m , n is weight values,
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k  m  n 1 . As a result, the path could be chosen dynamically, thus load balancing among the paths
could be achieved.

4

Performance Evaluation

We compare the ACCR protocol with other protocols mentioned in Section 1. We evaluate these
protocols in different scenarios, which consist of a different number of nodes from 100 to 500. In each
scenario, the sensor nodes are randomly distributed on an M u M rectangle region with M 500 m . Sensor
nodes are responsible for monitoring and sending the relevant data to the BS. To reduce the impact
caused by the randomness, we run these algorithms ten times to obtain the average results. The
network model is described in Section 2. Since the parameters in ACO greatly influence the
performance of the protocol, we adopt the values 1, 5 and 0.5 for D , E , U by default in accordance with
best practice from literature[5].
The main parameters we used are as follows:
Parameter
Value
Parameter
Value
Date packet size

512 bytes

Control packet size

20 bytes

EDA
H mp

50 nJ / bit

H fs

10 pJ / bit / m

0.0013 pJ / bit / m

4

2

E DA

50nJ / bit

Einit

2.0 J

D

1

E

5

U

0.5

Table 3 Experiment Metrics

We simulate these protocols under Matlab, and the main metrics that we have been considered are
Characteristics of Clusters, Average Energy, Energy Efficiency, and Network Lifetime.

4.1

Characteristics of Clusters

We investigate the number of clusters and average residual energy per cluster head as the main
characteristics. If the number of clusters k converge to the expected value kopt ˈthis indicates the
clustering mechanism is steady and optimal[2]. As can be seen from the Fig. 4a, the k of ACCR and
LEACH also fluctuate around the kopt , however, the fluctuation range of the ACCR is smaller than that
of LEACH, basically, the k of LEACH is random fluctuation. The reason is that ACCR defines
desired probability function(8)(9) for each node, while LEACH utilizes the stochastic selection simply.
Average Remaining Energy(%)

1
0.9
0.8
0.7
0.6
ACCR
LEACH

0.5
0.4
20

40

60

80 100 120 140 160 180 200 220 240 260 280 300

Simulation Times(s)

a) Number of Clusters

b)Average Energy of CHs
1

Average Remaining Energy(%)

Average Remaining Energy(%)

1
0.9
0.8
0.7
0.6
0.5
LEACH:Average energy of CHs
LEACH:Average eneregy of all nodes

0.4
0.3
20

40

60

0.98
0.96
0.94
0.92
0.9
0.88
0.86

ACCR:Average energy of CHs
ACCR:Average eneregy of all nodes

0.84
0.82
20

80 100 120 140 160 180 200 220 240 260 280 300

40

60

Simulation Times(s)

c) Average Energy of CHs Vs all nodes(LEACH)

80 100 120 140 160 180 200 220 240 260 280 300

Simulation Times(s)

d) Average Energy of CHs Vs all nodes(ACCR)

Fig. 4 Characteristics of Clusters
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Fig. 4b presents the average energy per CHs comparing ACCR with LEACH, Fig. 4c and Fig. 4d
illustrate the average energy per CHs versus that of all nodes. In this context, we define average
energy as the average residual energy after clustering, data collection and data aggregation for
verifying the characteristics of cluster algorithm. These figures indicate that the CHs determined by
ACCR not only have more residual energy than LEACH, but also more than the residual energy of
sensor nodes in ACCR. While the residual energy of CHs and sensor nodes in LEACH is not related
due to random selection strategy.

4.2

Average energy

Average energy is defined as the ratio between the total remaining energy and the number of sensor
nodes at the end of simulation. It is proportional with network lifetime in the case of load balancing.
1

Average Remaining Energy(%)

Average Remaining Energy(%)

1
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EEABR
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400
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EEABR
LEACH

0.5
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50

500

a) Average Energy Vs Number of Nodes

100

150

200

Simulation Times(s)

250

300

b) Average Energy Vs Simulation Times

Fig. 5: Average Energy

Fig. 5a presents the results of different number of nodes (from 100 to 500), while Figure 4b) presents
the results of different simulation times (from 50s to 300s). As we can see from Fig. 5a, It is obvious
that ACCR consumes less energy than the others, and ACCR gives the better results in the large-scale
application, especially, when the density of nodes reach the top (500 nodes in M u M region), the
average energy of ACCR is 14% and 5% more than EEABR and LEACH respectively. After the
number of nodes exceeds 200, the LEACH outperforms EEABR, this proves the clustering protocols
is more suitable for large-scale network than flat routing protocols. Overall, ACCR has more
remaining energy level, and this performance is particularly obvious when the simulation time reach
150s. This is because ACCR consider both energy levels and link length when update the local
heuristic value and pheromone trail. After several iterations, ACCR could find the optimal with higher
energy and shorter path quickly.

4.3

Energy Efficiency

0.24

1800

0.22

1600

0.2

1400

0.18

Simulation Times(s)

Energy Efficiency

Energy Efficiency denotes the ratio between total consumed energy and the number of packets
received by the BS. The metric shows the energy dissipation of node when transmitting a data packet
to BS. As can be seen from Fig. 6, ACCR presents a significant performance improvement over other
protocols. When the number of nodes reaches 500, the Energy Efficiency of ACCR increases by about
15% and 50% more than EEABR and LEACH respectively. As the network scale increasing, the
density of nodes also increases, correspondingly, the communication distance of the nodes would
decreaseˈthis would lead to reduce the energy consumption between the nodes, and hence, increase
energy efficiency.

0.16
0.14
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0.1
0.08
0.04
100

200

300
Number of Nodes

400

1200
1000
800
600
400

ACCR
EEABR
LEACH
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First Node Dies(FND)

200
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Fig. 6: Energy Efficiency

LEACH
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First Node Dies & Half of the Nodes Alive

ACCR

Fig. 7: Network Lifetime

4.4 Network Lifetime
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Without loss of generality, we use First Node Dies (FND) and Half of the Nodes Alive (HNA) to
measure the network lifetime respectively. In practical applications, these two metric are more
meaningful than the time of last node dies. Fig. 7 presents the simulation result of network lifetime.
We can see that the FND of three protocols are approximate, however, the HNA of them are
significantly different, and the HNA of ACCR improves distinctly by 38% and 20% than LEACH and
EEABR respectively. The result indicates the stable period of the network using ACCR is longer than
that obtained by other protocols. The reason is that clustering and routing based on ACO can greatly
contribute to reducing energy consumption and achieving load balancing among the sensor nods.
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Conclusion and Future Work

In this paper, we present an ant colony clustering routing protocol (ACCR) for large scale WSNs
application. ACCR produces load balance clustering and optimal multiple paths by using the localized
communication and ACO metaheuristic. ACCR introduces the theoretical energy dissipation based on
clustering network model, and consider it as a standard energy in the deterministic selection.
Furthermore, in inter-cluster communication, ACCR establishes multiple optimal paths from CH to BS
based on improved ACO algorithm. ACCR considers the energy levels and path length as key metrics
when updating the local heuristic value and pheromone trail. The simulation results show that ACCR
is well suited for large-scale network application, achieves better load balancing and lower energy
consumption, higher energy efficiency, and then maximize the network lifetime.
All of our work here is focused on the CH selection and data transmission from CH to BS. Further
performance improvement could be gained through investigation of the intra-cluster communications.
Moreover, we plan to implement ACCR protocol in a large size testbed, which would test the protocol
performance impact of the real implementation.
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