Abstract: This research entails the modelling of the toxicity of anticancer compounds on K562 cell line, where 112 compounds that make up the data set were divided into training and test sets to be used for developing and validating the model, respectively. The internal and external validation parameter R 2 for the training and test set given respectively as 0.845 and 0.5316, justifying the robustness and the ability of the model to predict toxicity of the compounds. WPSA-3 and minHBint7 molecular descriptor is responsible for about 50% of the overall effect on the model.
INTRODUCTION
Drugs are often modeled as various polygonal shapes, paths, graphs, etc. [1] . Each vertex in the polygonal path represents an atom of the molecule, and covalent bonds between atoms are represented by edges between the corresponding vertices. As the geometry of proteins play an important role in determining the function of the protein [2] , molecular descriptors of chemical compounds can be correlated to their biological activity. Presently a large number of molecular descriptors have been reported as important for the study of molecular drug design, lead optimization, and for deriving regression models [3] . At present, cancer is one of the leading disease-related cause of death of the human population in the world, and it is predicted to continue to become the leading cause of death within the coming years [4] . The use of chemical compounds to inhibit cancer cell growth, is a mainstay in the treatment of malignancies. A major advantage of chemotherapy is its ability to treat metastatic cancers, whereas surgery and radiation therapies are limited to treating cancers that are confined to specific areas. Chemotherapy has aroused many researchers' interests and a great deal of current efforts has been focusing on the design and development of different anticancer drugs.
The large and extensive library of discovered compounds with high activities have been compiled by drug databanks and institutes such as National Cancer Institute, but the most compelling problem other than the complications involved in developing a new drug has been the factor time and capital cost.
Quantitative Structure-Activity Relationship (QSAR) analysis is one of the most effective approaches for optimizing leading compounds and designing new drugs. QSAR can be employed in predicting the bioactivity such as toxicity, mutagenicity, and carcinogenicity based on structural parameters of compounds and appropriate mathematical models. With the rapid development of computer science and theoretical quantum chemical study, it can speedily and precisely obtain the quantum chemical parameters of compounds by computation. Moreover, these parameters, which have definite physical meaning, along with the introduction of the QSAR model can increase the chances of predicting the activities of the object compound and so quantum chemical theory is extensively applied in establishing QSAR models. The aim of this research is to find a new model which predicts the toxicity of chemicals with potent activities able to destroy K562 leukemic cell line using Genetic Algorithm-Multiple Linear Regression (GA-MLR) technique [5] [6] [7] [8] .
MATERIALS AND METHODS

Data sources
In this study, a data set of one hundred and twelve (112) anticancer compounds collected from the National Cancer Institute (NCI) database. These chemical structures were aligned with their respective bioactive component values on a 2D table after they were optimized at the density functional theory (DFT) level using Becke's three-parameter Lee-Yang-Parr hybrid functional (B3LYP) in combination with the 6-31G* basis set [9, 10] . The optimized structures were employed in the generation of quantum chemical and molecular descriptors. These were then divided into training and test sets by Kennard Stone algorithm [11] . The QSAR models were generated using the Genetic Function Approximation (GFA). The GFA technique is a conglomeration of Genetic Algorithm, Friedman's multivariate adaptive regression splines (MARS) algorithm and Holland's genetic algorithm to evolve population of equations that best fit the training set data [12, 13] . A distinctive feature of GFA is that it produces a population of models, instead of generating a single model, so do most other statistical methods. The established models were then subjected to internal and external validation and Yrandomization tests in order to institute their predictability and reliability [14] .
Geometric optimization
Chemical structures of the compounds were drawn using the ChemDraw software (CambridgeSoft, 2010), while the molecular geometries were optimized using Spartan 14 software (Spartan 14v114) [15] at the density functional theory (DFT) level using Becke's three-parameter Lee-Yang-Parr hybrid functional (B3LYP) in combination with the 6-31G* basis set. The Spartan 14 software also resulted in the generation of a set of quantum chemical descriptors.
Descriptors calculation
The low energy conformers were then submitted for further generation of an additional set of molecular descriptors using the software "PaDel-Descriptor version 2.20" [16] . Different physicochemical descriptors were calculated for each molecule presented in Table 1 . These descriptors included electronic, spatial, structural, and topological chemical descriptors. These were combined to the set of quantum chemical descriptors obtained from the low energy conformer of the structures generated by Spartan 14 Wavefunction software.
Data Pre-Treatment / Feature Selection
It is observed that constant value and highly correlated descriptors may cause difficulties in forming QSAR models, hence the predictability and generalization of the model fails under these conditions. In order to overcome this problem, the pre-processing for the generated molecular descriptors was done by removing descriptors having constant value and pairs of variables with correlation coefficient greater than 0.7 using " Data Pre-Treatment GUI 1.2" tool that uses V-WSP algorithm [17] , [18] .
Dataset Division
The dataset of eighty-five (85) molecular structures was split into training and test set by Kennard Stone algorithm technique using the software "Dataset Division GUI 1.2" [19] . This is an application tool used to perform rational selection of training and test set from the data set.
QSAR Model Development and Validation
The QSAR model were developed from the training set compounds where the independent variables (quantum chemical and molecular descriptors) and the dependent (response) variable (pGI50 and pLC50) were subjected to multivariate analysis by Genetic Function Approximation (GFA) technique using the material studio software. GFA measures the fitness of a model during the evolution process by calculating the Friedman lack-of-fit (LOF).
In Materials Studio, LOF is calculated using the expression:
Where SSE is the sum of squares of errors, C is the number of terms in the model, other than the constant term, and is a user-defined smoothing parameter, dp is the total number of descriptors contained in all model terms (again ignoring the constant term) and m is the number of samples in the training set [20] .
Internal Model Validation
The developed models were validated internally by leave-one-out (LOO) cross-validation technique. In this technique, one compound is eliminated from the data set at random in each cycle and the model is built using the rest of the compounds. The model formed is used for predicting the activity of the eliminated compound. The process is repeated until all the compounds are eliminated once. The cross-validated squared correlation coefficient,
) was calculated using the expression:
Where YOBS represents the observed activity of the training set compounds, Ypred is the predicted activity of the training set compounds and ̅ corresponds to the mean observed activity of the training set compounds.
External Model Validation
External validation was employed in order to determine the predictive capacity of the developed model as judged by its application for the prediction of test set activity values and calculation of predictive R 2 (R 2 pred) value as given by the expression: 
RESULT AND DISCUSSION
Geometry Optimization and Descriptors Calculation
The observed activities for the various data sets were transformed to obtain a more uniformly distributed data as shown in Table 2 . After minimization of the various compounds in the data set 32 descriptors were generated using the Spartan 14 software. These were combined to the 1875 descriptors generated using the paDEL software to give a total of 1907 descriptors. for the leukemia cell line, and * identifies compounds found outside the applicability domain (outliers) of the model, while NSC -represents the NCI's internal identification number of the database entry, and is derived from (part of) the acronym of the Cancer Chemotherapy National Service Center (CCNSC).
Feature Selection and Data Division
The created descriptor outcomes were exposed to data pre-treatment where descriptors with constant value and pairs of variables with correlation coefficient greater than 0.7 were removed using the software "Data Pre-Treatment GUI 1.2". This was done to be devoid of the model of intercorrelated descriptors. Data pre-treatment resulted in 681 descriptors from 1907 descriptors, thus removing 1226 invariable and highly correlated descriptors. Data division using "Dataset Division GUI 1.2" tool resulted in 90 molecular compounds (covering about 80% of the entire compounds) in the training set and 22 compounds (covering about 20% of the entire compounds) in the test set.
Model Development and Validation
About two hundred and fifty models were generated from the training set by Genetic Function These values indicate the robustness and stability of the constructed models, as can be seen that the model did not show any proportional and systematic errors, because the propagation of the residuals on both sides of zero is random. The built model was used to predict the test set data, and the prediction results are given in Table 1 The Williams plot in Figure 2 shows that the only three compounds were found outside the applicability domain of the molecule, these compounds with ID numbers 60, 84 and 100 were part of the training set. The plot indicates that these compounds structurally different, that is these compounds found outside the threshold value h*, have very few of the chemical descriptors which could be related to those in the model when compared to other compounds within the complete data set. Table 2 , supports the result already stated in the discussion.
Interpretation of descriptors
Secondary butyl is a 2D molecular descriptor used in the model, it's defined as the number of secondary butyl group found in potent anticancer compounds. The mean effect reported in Table 3 indicates that the increase presence of this property diminishes the toxicity property of these molecules. Chemical descriptors like E LUMO and ALogp2 defined as energy of lowest occupied molecular orbital and square of AlogP respectively were also used in modelling the pLC50 property of these compounds gave a negative contribution to the model (-1.123 and -
0.340).
GATs5p is 2D autocorrelation defined as Geary autocorrelation -lag 5 / weighted by polarizabilities, the descriptor was first stated by Todeschini and Consonni [22] , in the book 
CONCLUSION
The pLC50 for the leukemia cell line K562 was positively modelled for a sequence of anticancer drugs collected from NCI library, using highly interconnected descriptors computed using paDEL software, the statistical parameters of the model satisfy the criteria proposed by Tropsha, Roy and Grammatica for validating QSAR models. A few descriptors such as WPSA-3, minHBint7, GATS5p, E LUMO and ETA_EtaP_L with mean effects of 1.657, -1.637, 1.227, -1.123 and 1.054 respectively, were found to be significantly responsible for the toxicity of the compounds used in the data set.
