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Abstract
With the aim of considering models related to random graphs growth exhibiting persistent memory,
we propose a fractional nonlinear modification of the classical Yule model often studied in the context
of macroevolution. Here the model is analyzed and interpreted in the framework of the development of
networks such as the World Wide Web. Nonlinearity is introduced by replacing the linear birth process
governing the growth of the in-links of each specific webpage with a fractional nonlinear birth process
with completely general birth rates.
Among the main results we derive the explicit distribution of the number of in-links of a webpage
chosen uniformly at random recognizing the contribution to the asymptotics and the finite time correction.
The mean value of the latter distribution is also calculated explicitly in the most general case. Furthermore,
in order to show the usefulness of our results, we particularize them in the case of specific birth rates giving
rise to a saturating behaviour, a property that is often observed in nature. The further specialization to
the non-fractional case allows us to extend the Yule model accounting for a nonlinear growth.
Keywords: Yule model; Nonlinear birth process; Fractional calculus; Saturation.
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1 Introduction and background
The seminal paper [42] was the original inspiration for many studies appeared from the second half of the last
century till now. It contains implicitly the preferential attachment paradigm, a concept that had an enormous
success after the appearance of the Baraba´si–Albert model [3] describing the growth of the World Wide Web
(WWW). Preferential attachment models are undoubtedly one of the most studied and appreciated classes of
network growth models [23, 15, 7, 22, 39, 13]. The relevant literature is vast and spread in many different
fields, ranging from mathematics to physics, computer science, biology, ecology, and many others. It would
seem futile to aspire in giving here a thorough review of the literature and in the following we will limit
ourselves to cite papers only directly relevant for our work.
The Yule model is a continuous time linear model originally motivated by the study of macroevolutionary
dynamics. Later, it was revisited to describe a variety of phenomena, including the growth of webpages and
links in the WWW. A second class of preferential attachment models derives from the Simon model [40], a
discrete time model originally proposed to describe the count of words in a text and then used in different
fields [39].
Yule, Simon and Baraba´si–Albert models share asymptotic degree distributions with tails characterized by
a power-law behaviour. This fact has determined a frequent confusion among them. In a recent paper [35]
we point out the existing relationships and differences between these three models making use of random
graph theory. In particular, we show that the Yule model can be related to the continuous-time limit of a
sequence of suitably rescaled Simon models. The existence of a well determined relationship between Simon
and Yule models increases the interest for the Yule model itself that is mathematically more tractable than
its discrete-time analogue. Beside the preferential attachment assumption, further hypotheses characterize
Yule, Simon and Baraba´si–Albert models. In fact they are all Markovian and share linear growth rates. The
Markov property of the Yule model is determined by the intrinsic exponential nature of the waiting times for
the appearance of genera and of species for each newly created genus (in the original formulation, see [42]). In
the sequel we will refer to webpages in place of genera and to in-links in substitution to species.
The success in the modelling a diversified set of phenomena has increased the interest in these models and has
suggested to attempt possible improvements. Generalizations of the Yule model have already appeared in
the literature [e.g. 28, 38]. In Lansky et al. [25] we show that the introduction of the detachment of in-links
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leads to a good fit of recent WWW data. We realized, however, that even a generalized Yule model (without
detachment) in the cases of non Markov and nonlinear rates models, or even only nonlinear rates, was not yet
studied in the literature, to the best of our knowledge.
In Section 2 we introduce a generalization of the Yule model removing the Markov hypothesis and assuming
nonlinear rates for the number of in-links growth. In Section 3.3 we exemplify our model in the special case of
rates of in-links characterized by saturation and in presence of non-Markovian memory for the in-link growth.
To pursue this last aim we substitute the geometric law (corresponding to a linear birth process) for the
growth of the number of in-links by a different class of counting processes called fractional nonlinear birth
processes. These processes are characterized by a parameter that accounts for the length of the memory of the
process. They coincide with the classical nonlinear birth processes for a specific choice of the characterizing
parameter. Notice that we consider processes with general nonlinear birth rates. The only assumption we
introduce is that the rates are such that explosion of the processes in finite time is not allowed.
Fractional point processes in the recent years have been object of intense study and development starting from
the simplest ones such as the fractional homogeneous Poisson process or the fractional linear birth process
and going further till processes defined via fairly complex random time-changes. For the sake of clarity and
completeness, in the Appendix A we report a brief construction of the fractional nonlinear birth processes.
Here we limit ourselves to refer to some of the papers present in the literature such as Laskin [26], Beghin and
Orsingher [5], Mainardi et al. [27], Politi et al. [36], Cahoy and Polito [10], Meerschaert et al. [29], Garra et al.
[17], Beghin and D’Ovidio [4], Orsingher and Polito [33]. The fractional nonlinear birth process was studied
in Orsingher and Polito [32, 34]. Some specific cases and related models are given in Cahoy and Polito [8] and
Garra et al. [18].
2 The Classical Yule Model
We consider the growth of a random network described through a Yule model [35]. An initial webpage appears
with a single in-link at time t = 0. Then, each in-link starts duplicating at a constant rate λ > 0. Hence, the
number of in-links for each webpage evolves as a homogeneous linear birth process (Yule process). In turn,
new webpages (each of them with a single in-link) are created at a constant rate β > 0. Similarly to in-links
belonging to the same webpage, also webpages develop independently as a Yule process of parameter β.
Let us indicate with Nβ(t) the process counting the number of webpages and with Nλ(t) that counting the
number of in-links of a given webpage. Recall now that the state probability distribution P(Nλ(t) = n), n ≥ 1,
of a Yule process is geometric and reads [2]
P(Nλ(t) = n) = e−λt(1− e−λt)n−1, n ≥ 1, t ≥ 0. (2.1)
The Yule process lies in the class of the so-called processes with the order statistic property [30] like for instance
the homogeneous Poisson process. For the latter, this means that, given the number of occurred event at
time t, the random instants of events occurance are distributed as the order statistics of iid uniform random
variables on the interval (0, t). In general, for a counting process K(t), t ≥ 0, with the order statistics property,
given the number of event registered at time t, the random jump instants are distributed as the order statistics
of iid random variables with distribution function given by (Crump [12], Theorem 1; see also Feigin [16], Puri
[37])
k(τ) = EK(τ)−K(0)
EK(t)−K(0) , 0 ≤ τ ≤ t.
In the case of the Yule process we have Nβ(0) = 1 and ENβ(t) = eβt. Hence, conditioning on the number of
webpages at time t, the random instants at which new webpages appear are distributed as the order statistics
of iid random variables with distribution function
P(T ≤ τ) = e
βτ − 1
eβt − 1 , 0 ≤ τ ≤ t. (2.2)
Let us now define the size of a webpage as the number of its in-links. Our purpose is to identify the probability
distribution of the size of a webpage extracted uniformly at random at time t. In order to do so, denote this
random quantity by N Yt and call N Y = limt→∞N Yt . By conditioning on the random creation time T of the
webpage, we can write that
P(N Yt = n) = ETP(Nλ(t) = n|Nλ(T ) = 1) (2.3)
2
=
∫ t
0
e−λ(t−τ)(1− e−λ(t−τ))n−1 βe
βτ
eβt − 1dτ
= β1− e−βt
∫ t
0
e−βye−λy(1− e−λy)n−1dy, n ≥ 1, t ≥ 0.
In the limit for t→∞ we clearly obtain
P(N Y = n) =
∫ ∞
0
βe−βye−λy(1− e−λy)n−1dy, n ≥ 1, (2.4)
which leads after some steps to
P(N Y = n) = β
λ
Γ(n)Γ
(
1 + βλ
)
Γ
(
n+ 1 + βλ
) , n ≥ 1. (2.5)
Distribution (2.5) is known as Yule or Yule–Simon distribution [20].
In the next section we will present a generalization of the classical Yule model in which the Yule processes
modelling the evolution of the number of in-links for each webpage are substituted by fractional nonlinear birth
processes (see the Appendix). Briefly, this corresponds to replacing formula (2.1) with the state probabilities
(A.4).
3 Generalized Nonlinear Yule Model
As outlined in the introductory section, our aim is to introduce a generalization of the Yule model presented
in the preceding section by allowing non-Markov dependence and full nonlinear rates for the birth process
governing the developing of the in-links. Let us thus consider a Yule-like model composed by
• a homogeneous Yule process of rate β > 0 for the development of webpages;
• independent copies of a fractional nonlinear birth process Nν(t), t ≥ 0, of parameter of fractionality
ν ∈ (0, 1), for the development of in-links for each webpage;
• rates λk, k = 1, 2, . . . , for the fractional nonlinear birth process such that explosions are not allowed,
that is we admit only a finite number of jumps for any finite time. For this it is sufficient to assume
that
∑∞
k=1 λ
−1
k =∞.
The basic properties of the fractional nonlinear birth process are recalled in the Appendix A. For a quick
comparison with the classical nonlinear birth process see Table 1.
Let us now call tNν the number of in-links of a webpage chosen uniformly at random at time t and define
Nν = limt→∞ tNν . For this generalized Yule model we will evaluate the explicit distribution of tNν and of
Nν in Section 3.1 and their mean value in Section 3.2. Two specific examples with rates allowing saturation
are analyzed in Section 3.3.
3.1 Distribution of tNν
With the convention here and in the rest of the paper that empty products equal unity, we can evaluate the
distribution of the random number of in-links tNν by conditioning on the random instant of time at which a
webpage is created (and therefore the in-links process of that webpage begins).
We make use here of the theoretical results contained in the papers [30, 12, 16, 37]. Conditioning on the
number of webpages present at the observation time t, the random instants at which new webpages are created
are distributed as the order statistics of iid random variables with distribution function
P(T ≤ y) = e
βy − 1
eβt − 1 , y ∈ [0, t]. (3.1)
Hence Q = t − T , the random evolution time of the conditioned fractional nonlinear birth process Nν(t),
t ≥ 0, is distributed as a truncated exponential random variable. It immediately follows that the distribution
of tNν can be determined by randomization with respect to T :
P(tNν = n) = ET P
(
Nν(t) = n|Nν(T ) = 1), n ≥ 1. (3.2)
3
Notice that the initial condition Nν(T ) = 1 for the process modelling the development of in-links is chosen
here for consistency with the classical formulation of the Yule model (see Yule [42]). Within the framework of
network growth we are implicitely assuming that each new webpage is created with only one in-link. From a
mathematical point of view, the generalization in which the fractional nonlinear birth process starts with k
individuals is straightforward. For the state probabilities, for instance, one should consider the general form
(compare with (A.4))
P(N¯ν(t) = n) =
n−1∏
j=k
λj
n∑
m=k
Eν(−λmtν)∏n
l=k,l 6=m (λl − λm)
, n ≥ k, t ≥ 0.
Working out formula (3.2) we obtain
P(tNν = n) =
β
1− e−βt
∫ t
0
e−βyP(Nν(y) = n) dy (3.3)
= 11− e−βt
[
βν
∏n−1
r=1 λr∏n
r=1(βν + λr)
− β
∫ ∞
t
e−βyP(Nν(y) = n) dy
]
.
In the last step we used the explicit form of the Laplace transform of the state probabilities of the fractional
nonlinear birth process (formula (A.7)). Note that in the last line of (3.3) we have actually separated the
limiting state distribution and the correction for a finite time t. Indeed by letting t → ∞ the limiting
distribution reads
P(Nν = n) = βν
∏n−1
r=1 λr∏n
r=1(βν + λr)
, n ≥ 1. (3.4)
The above formula (3.4) can be reparametrized by setting ρ−1r = βν/λr, obtaining
P(Nν = n) = ρ
−1
n∏n
r=1(ρ
−1
r + 1)
, n ≥ 1. (3.5)
When the rates are all different we can further work out (3.3) as follows. Let us first evaluate the lower and
upper incomplete Laplace transforms of the Mittag–Leffler function Eν (see the Appendix A, formula (A.5)
for the definition of the Mittag–Leffler function),
L =
∫ t
0
e−βyEν(−λyν) dy = β−1
∞∑
r=0
γ(νr + 1, βt)
Γ(νr + 1)
(
− λ
βν
)r
, (3.6)
U =
∫ ∞
t
e−βyEν(−λyν) dy = β−1
∞∑
r=0
Γ(νr + 1, βt)
Γ(νr + 1)
(
− λ
βν
)r
, (3.7)
where γ(a, b) and Γ(a, b) are respectively the lower and upper incomplete Gamma functions (see formulae
6.5.2 and 6.5.3 of Abramowitz and Stegun [1]), and β > 0. By using the state probabilities distribution of the
fractional nonlinear birth process (Appendix A, formula (A.4)) and formula (3.6), the distribution (3.3) (first
line) can be written as
P(tNν = n) =
1
1− e−βt
n−1∏
h=1
λh
n∑
m=1
1∏n
l=1,l 6=m(λl − λm)
∞∑
r=0
γ(νr + 1, βt)
Γ(νr + 1)
(
−λm
βν
)r
, n ≥ 1, (3.8)
or, equivalently, by using formula (3.7) and the last line of (3.3), that is highlighting the asymptotics, as
P(tNν = n) =
1
1− e−βt
n−1∏
h=1
λh
n∑
m=1
1∏n
l=1,l 6=m(λl − λm)
[
βν
βν + λm
−
∞∑
r=0
Γ(νr + 1, βt)
Γ(νr + 1)
(
−λm
βν
)r]
, n ≥ 1.
In the next three remarks we examine three different specific cases of interest. In Remark 3.1 fractionality is
suppressed by considering ν = 1. In this case the model is a generalized Yule model in which a nonlinear birth
process represents the in-links growth processes. In Remark 3.2 instead we retain fractionality (ν ∈ (0, 1)) but
with linear rates (λr = λr). Remark 3.3 recovers the known form of the in-degree distribution of a webpage
chosen uniformly at random in the classical Yule model for any fixed time t as a special case of our more
general formula.
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Remark 3.1. In the non fractional case, that is ν = 1, we can further simplify the above probability mass
function (3.8). Indeed, recalling that E1(−λmy) = e−λmy and that its lower incomplete Laplace transform
reads
∫ t
0 e
−βye−λmydy = (1− e−t(β+λm))/(β + λm), we obtain,
P(tN1 = n) =
β
1− e−βt
n−1∏
r=1
λr
n∑
m=1
1∏n
l=1,l 6=m(λl − λm)
(
1− e−(β+λm)t
β + λm
)
, n ≥ 1, (3.9)
Remark 3.2. For linear rates, λr = λr, r ≥ 1, the fractional nonlinear birth process Nν(t) coincides with
the fractional Yule process Nνlin(t) (see the Appendix A). The distribution (3.3) can be written, for n ≥ 1, as
P(tNνlin = n) =
β
1− e−βt
[∫ ∞
0
e−βyP(Nνlin(y) = n) dy −
∫ ∞
t
e−βyP(Nνlin(y) = n) dy
]
. (3.10)
By making use of the simpler form of the state probability distribution of the fractional Yule process (see the
Appendix A, formula (A.9)) and the Laplace transform of the Mittag–Leffler function (A.6) we obtain that∫ ∞
0
e−βyP(Nνlin(y) = n) dy =
∫ ∞
0
e−βy
n∑
j=1
(
n− 1
j − 1
)
(−1)j−1Eν(−λjyν) dy (3.11)
=
n∑
j=1
(
n− 1
j − 1
)
(−1)j−1 β
ν−1
βν + λj = β
ν−1
n∑
j=1
(
n− 1
j − 1
)
(−1)j−1
∫ ∞
0
e−w(β
ν+λj)dw
= βν−1
∫ ∞
0
e−w(β
ν+λ)
n−1∑
j=0
(
n− 1
j
)
(−1)je−wλj = βν−1
∫ ∞
0
e−wβ
ν
e−wλ(1− e−wλ)n−1dw
= βν−1
∫ 1
0
e
βν
λ log y(1− y)n−1 dy
λ
= β
ν−1
λ
∫ 1
0
y
βν
λ (1− y)n−1 dy = β
ν−1
λ
Γ
(
βν
λ + 1
)
Γ(n)
Γ
(
βν
λ + n+ 1
) .
Therefore we can write the distribution of interest for each finite time t as
P(tNνlin = n) =
β
1− e−βt
βν−1
λ
Γ
(
βν
λ + 1
)
Γ(n)
Γ
(
βν
λ + n+ 1
) − ∫ ∞
t
e−βyP(Nνlin(y) = n) dy
 (3.12)
= 11− e−βt
βν
λ
Γ
(
βν
λ + 1
)
Γ(n)
Γ
(
βν
λ + n+ 1
) − n∑
j=1
(
n− 1
j − 1
)
(−1)j−1
∞∑
r=0
Γ(νr + 1, βt)
Γ(νr + 1)
(
− λ
βν
m
)r ,
and the limiting distribution as
P(Nνlin = n) = lim
t→∞P(tN
ν
lin = n) =
βν
λ
Γ
(
βν
λ + 1
)
Γ(n)
Γ
(
βν
λ + n+ 1
) , n ≥ 1. (3.13)
The probability mass function (3.13) is the usual Yule or Yule–Simon distribution of parameter ρ−1 = βν/λ.
We remark that from (3.12) the contribution to the asymptotics and the finite time correction are clear.
Remark 3.3. If ν = 1, equation (3.12) gives us the probability distribution of tN1lin, i.e. that of the classical
Yule model for a finite time t. Indeed we have that, for n ≥ 1,
P(tN1lin = n) =
1
1− e−βt
β
λ
Γ
(
β
λ + 1
)
Γ(n)
Γ
(
β
λ + n+ 1
) − n∑
j=1
(
n− 1
j − 1
)
(−1)j−1
∞∑
r=0
Γ(r + 1, βt)
r!
(
−λ
β
m
)r ,
or, in a more compact form,
P(tN1lin = n) =
β
1− e−βt
n∑
j=1
(
n− 1
j − 1
)
(−1)j−1 1− e
−t(β+λj)
β + λj (3.14)
= 11− e−βt
β
λ
Γ
(
β
λ + 1
)
Γ(n)
Γ
(
β
λ + n+ 1
) − Be(e−λt; β
λ
+ 1, n
) = 11− e−βt βλBe
(
1− e−λt; β
λ
+ 1, n
)
.
where Be(z; a, b) is the incomplete Beta function.
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3.2 Mean of tNν
In this section we derive the explicit form of E tNν , that is the expected value of the number of in-links of a
webpage chosen uniformly at random from those present at time t in the generalized Yule model with which
we are concerned. By randomizing on the random creation time of the uniformly chosen webpage we have that
E tNν =
β
1− e−βt
∫ t
0
e−βyENν(y) dy, t ≥ 0. (3.15)
In order to obtain an explicit expression we now need to use an explicit form for the expected number of
in-links in the fractional nonlinear birth process Nν . To do so we make use of Theorem 3.2 of Orsingher and
Polito [34] where the mean value of the fractional nonlinear birth process in the case of rates all different is
derived:
ENν(t) = 1 +
∞∑
k=1
1−
k∑
m=1
 k∏
l=1
l 6=m
λl
λl − λm
Eν(−λmtν)
 , t ≥ 0. (3.16)
In the next theorem we calculate, for any fixed time t, the expected value of the number of in-links of a
webpage chosen uniformly at random from those present at time t.
Theorem 3.1. If the rates λr, r ≥ 1, are all different we have, for t ≥ 0,
E tNν = 1 +
∞∑
k=1
1− 11− e−βt
k∑
m=1
 k∏
l=1
l 6=m
λl
λl − λm
 ∞∑
r=0
γ(νr + 1, βt)
Γ(νr + 1)
(
−λm
βν
)r . (3.17)
Proof. It follows naturally by inserting (3.16) into (3.15) as follows.
E tNν =
β
1− e−βt
∫ t
0
e−βy
1 + ∞∑
k=1
1−
k∑
m=1
 k∏
l=1
l 6=m
λl
λl − λm
Eν(−λmyν)

dy (3.18)
= β1− e−βt
∫ t
0
e−βydy +
∞∑
k=1

∫ t
0
e−βydy −
k∑
m=1
 k∏
l=1
l 6=m
λl
λl − λm
∫ t
0
e−βyEν(−λmtν)dy


= 1 +
∞∑
k=1
1− 11− e−βt
k∑
m=1
 k∏
l=1
l 6=m
λl
λl − λm
 ∞∑
r=0
γ(νr + 1, βt)
Γ(νr + 1)
(
−λm
βν
)r .
Remark 3.4. When ν = 1, that is in the classical non-fractional case, the mean value simplifies to
E tN1 = 1 +
∞∑
k=1
1− β1− e−βt
k∑
m=1
 k∏
l=1
l 6=m
λl
λl − λm
 1− e−(β+λm)t
β + λm
 . (3.19)
Remark 3.5. The expected value of the limiting random variable Nν can be determined directly from (3.17)
as
ENν = 1 +
∞∑
k=1
1− k∑
m=1
 k∏
l=1
l 6=m
λl
λl − λm
 βν
βν + λm
 . (3.20)
It is interesting to notice from (3.17) and (3.20) that the effect of the parameter ν which is present in the
mean value (3.17) for any fixed time t, determines a change in the parametrization in the limiting mean value
(3.20).
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Figure 1: Various plots of P(Nνs2 = n). From left to right, top to bottom, the parameters are respectively
(ρ,N) = {(1, 200), (0.1, 200), (0.01, 200), (0.005, 200), (0.001, 200), (0.0001, 200)}.
3.3 Examples: models with saturation
The general model depicted above can be made more specific seeking for particular properties. For example
an interesting behaviour that could possibly lead to a more realistic scenario is when the number of in-links
for each webpage has intrinsically a fixed value to which it saturates. A quite general saturating behaviour
can be achieved by truncating the rates at N − 1 (so that λN = 0). This can be done by considering the rates
as the weights of a discrete finite measure on the finite set {1, 2, . . . , N − 1}. A further rather general model
admitting a saturating behaviour is the one in which the rates specialize as
λj = η
(
j
N
)ω1 (N − j
N
)ω2
= λjω1(N − j)ω2 , (ω1, ω2) ∈ [0,∞)× (0,∞), η > 0, (3.21)
where λ = η/Nω1+ω2 . These rates clearly do not allow explosion in a finite time. Note that we have explicitly
excluded the cases in which ω2 = 0 as this choice implies unbounded growth. By specializing the rates in
(3.4), and considering 1 ≤ n ≤ N , we have
P(Nν = n) = β
ν
∏n−1
r=1 (λrω1(N − r)ω2)∏n
r=1(βν + λrω1(N − r)ω2)
= (N − 1)!
ω2
(N − n)!ω2
βνλn−1(n− 1)!ω1
βνn
∏n
r=1
(
1 + λβν rω1(N − r)ω2
) (3.22)
=
(
λ
βν
)n−1 Γω1(n)Γω2(N)
Γω2(N − n+ 1)
1∏n
r=1
(
1 + λβν rω1(N − r)ω2
)
= ρn−1 Γ
ω1(n)Γω2(N)
Γω2(N − n+ 1)
1∏n
r=1 (1 + ρrω1(N − r)ω2)
.
3.3.1 First example
A first example is when the nonlinear rates λj particularize to λj = λ(N − j), λ > 0, 1 ≤ j ≤ N , where N is
the threshold integer value which cannot be crossed: when the process is in state N the birth rate vanishes.
This corresponds to (ω1, ω2) = (0, 1), λ = η/N . In this case, since the rates are all different we can explicitly
calculate the Laplace transform of the state distribution of the fractional nonlinear birth process governing
the evolution of the in-links for each webpage as follows (or equivalently we suitably specialize the birth rates
in formula (A.7)).
Ln(z) =
n−1∏
m=1
λ(N − j)
n∑
m=1
zν−1
zν + λ(N −m)
1∏n
l=1,l 6=m(λ(N − l)− λ(N −m))
(3.23)
=
n−1∑
j=1
(N − 1)N . . . (N − n+ 1)
(m− 1)m. . . (m−m+ 1)(m−m− 1) . . . (m− n)
zν−1
zν + λ(N −m)
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Figure 2: Plots of P(Nνs2 = n) when ρ = 1/(N + 1). From left to right. The parameters are (ρ,N) ={(0.01, 100), (0.001, 1000), (0.005, 200)}.
=
n∑
m=1
(N − 1)!
(N − n)!(m− 1)!(n−m)! (−1)
n−m z
ν−1
zν + λ(N −m)
=
(
N − 1
N − n
) n∑
m=1
(
n− 1
m− 1
)
(−1)n−m z
ν−1
zν + λ(N −m) , 1 ≤ n ≤ N.
Let us now denote Nνs1 the size of a randomly chosen webpage for t → ∞ for this first model allowing
saturation. We immediately have for 1 ≤ n ≤ N ,
P(Nνs1 = n) =
(
N − 1
N − n
) n∑
m=1
(
n− 1
m− 1
)
(−1)n−m β
ν
βν + λ(N −m) , (3.24)
that is to say, by using the usual parametrization ρ = λ/βν ,
P(Nνs1 = n) =
(
N − 1
N − n
) n∑
m=1
(
n− 1
m− 1
)
(−1)n−m 11 + ρ(N −m) . (3.25)
Remark 3.6. The case (ω1, ω2) = (1, 0) corresponds to the classical Yule model.
3.3.2 Second example
Here we specialize the birth rates as λr = λr(N − r), 1 ≤ r ≤ N . This corresponds to (ω1, ω2) = (1, 1),
λ = η/N2. If Nνs2 is the size of a randomly chosen webpage for t → ∞ for this second model allowing
saturation, we have
P(Nνs2 = n) =
βν
∏n−1
r=1 (λr(N − r))∏n
r=1(βν + λr(N − r))
= (N − 1)!(N − n)!
βνλn−1(n− 1)!
βνn
∏n
r=1
(
1 + λβν r(N − r)
) (3.26)
=
(
λ
βν
)n−1 Γ(n)Γ(N)
Γ(N − n+ 1)
1∏n
r=1
(
1 + λβν r(N − r)
) , 1 ≤ n ≤ N.
Reparametrizing by ρ = λ/βν , we obtain
P(Nνs2 = n) = ρ
n−1 Γ(n)Γ(N)
Γ(N − n+ 1)
1∏n
r=1(1 + ρr(N − r))
, 1 ≤ n ≤ N. (3.27)
Let us now simplify the product in (3.27) as follows.
n∏
r=1
(1 + ρr(N − r)) =
n∏
r=1
(1− ρr2 + rρN) = (−ρ)n
n∏
r=1
(
r2 − 2rN2 −
1
ρ
)
(3.28)
= (−ρ)n
n∏
r=1
(
r2 + N
2
4 − 2r
N
2 −
N2
4 −
1
ρ
)
= (−ρ)n
n∏
r=1
[(
1− N2 + r − 1
)2
− 14
(
N2 + 4
ρ
)]
.
By making the substitutions a = 1−N/2 and b = (N2 + 4/ρ)1/2/2 we have
n∏
r=1
(1 + ρr(N − r)) = (−ρ)n
n∏
r=1
[
(a+ r − 1)2 − b2] = (−ρ)n n∏
r=1
(a− b+ r − 1)
n∏
r=1
(a+ b+ r − 1). (3.29)
8
Considering that the Pochhammer symbol (e.g. Olver et al. [31], page 136) can be written also as (c)n =∏n
r=1(c+ r − 1) = Γ(c+ n)/Γ(c), we obtain that
n∏
r=1
(1 + ρr(N − r)) = (−ρ)n
(
1− N2 −
1
2
√
N2 + 4
ρ
)
n
(
1− N2 +
1
2
√
N2 + 4
ρ
)
n
. (3.30)
Concluding, for 1 ≤ n ≤ N , the explicit expression of the probability mass function for the random number of
in-links in a webpage chosen uniformly at random can be written as
P(Nνs2 = n) =
(−1)n
ρ
Γ(n)Γ(N)
Γ(N − n+ 1)
Γ
(
1− N2 − 12
√
N2 + 4ρ
)
Γ
(
n+ 1− N2 − 12
√
N2 + 4ρ
) Γ
(
1− N2 + 12
√
N2 + 4ρ
)
Γ
(
n+ 1− N2 + 12
√
N2 + 4ρ
) (3.31)
= ρ−1 Γ(n)Γ(N)Γ(N − n+ 1)
Γ
(
1
2
√
N2 + 4ρ + 1− N2
)
Γ
(
1
2
√
N2 + 4ρ + 1− N2 + n
) Γ
(
1
2
√
N2 + 4ρ +
N
2 − n
)
Γ
(
1
2
√
N2 + 4ρ +
N
2
) .
See in Figure 1 various plots of the probability mass function P(Nνs2 = n), n ≥ 1 (equation (3.31)) for different
values of the characterizing parameters, N (threshold at which saturation occurs), and ρ (which takes into
account the webpage appearing rate β, the in-links appearing rate λ, and the parameter of fractionality ν).
Notably, when ρ = 1/(N + 1) the distribution (3.31) simplifies to
P(Nνs2 = n) =
(
1 + 1
N
)
1
n2 + n, 1 ≤ n ≤ N. (3.32)
The above distribution is shown in Figure 2 for different values of the parameter ρ. Figure 3 shows a graphical
investigation of the asymptotic probability of selecting a saturated (P(Nνs2 = N)) or almost saturated
(P(Nνs2 = N − 1)) webpage with ρ = 1/(N − 1)α, α > 0, with respect to the threshold N . First note that for
α = 1 (the case considered in Figure 2) we have a perfect power-law behaviour as formula (3.32) becomes
P(Nνs2 = N) = N
−2, N ≥ 1 (see Figure 3(b)). Interestingly enough, the shape and the limiting value of the
probability of selecting a saturated webpage strongly depend on whether α is larger or smaller than unity.
4 Summary and Conclusions
In the paper we have developed a model which generalizes the classical Yule model still maintaining mathe-
matical tractability. The presented model is interesting in that it admits a nonlinear growth for the number
of in-links. More precisely, the generalized model is constructed by considering a fractional nonlinear birth
process with completely general rates governing the process of creation of in-links for each webpage present
at a specific time. The distribution of the number of in-links for a webpage chosen uniformly at random
is rather different from that of the classical Yule model for each finite time t even considering linear rates.
When t goes to infinity (and for linear rates) the obtained distribution is again a Yule distribution but with a
different characterizing parameter ρ. This is a particularly important fact in the sense that considering only
the limiting behaviour, any empirical Yule distribution recorded on real data can be consequence either of an
underlying classical Yule model or of a fractional linear Yule model with the same value of ρ. Notice however
that ρ must be interpreted appropriately taking into consideration also the presence of fractionality (given
by the value of the parameter ν). The distribution (3.5) is expressed in a very general form due to the fact
that the rates are practically unspecified. In Section 3.3, as an example of the different specific cases that
can be obtained by specializing the rates, we have chosen rates that produce a saturating behaviour. Also in
this rather realistic specific case, the explicit form of the limiting distribution of the number of in-links for a
webpage chosen uniformly at random is derived. Figures 1 and 2 show that even specializing the rates, the
overall shape of the distribution can be quite different.
A Appendix
For the sake of self-containedness we give here a brief description of the fractional nonlinear birth process.
For a quick comparison with the classical nonlinear birth process see Table 1.
Let us consider a population of individuals developing with continuous time t initiated by one single initial
progenitor at time t = 0. We indicate the random number of individuals in the population for any fixed time
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(a) Plot of the limiting probability
P(Nνs2 = N), for N ≥ 1, ρ = 1/(N +
1)α, α = (0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8)
from top to bottom.
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(b) Plot of P(Nνs2 = N), N ≥ 1, ρ =
1/(N + 1)α, α = (0.8, 0.9, 1, 1.1, 1.2) from
top to bottom.
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(c) Plot of P(Nνs2 = N − 1), N ≥ 1, ρ =
1/(N + 1)α, α = (0.1, 0.2, 0.3, 0.4, 0.5, 0.6)
from top to bottom.
Figure 3: The limit probability of selecting a saturated webpage (figures (a) and (b)) or an almost saturated
webpage (figure (c)) with parameter ρ = 1/(N + 1)α for different values of α. Notice how, if α ∈ (0, 1),
the probability tends to unity for N → ∞ (figures (a) and (b)) while for α ≥ 1 it decreases towards zero.
Accordingly, the probability of selecting a webpage with N − 1 in-links vanishes asymptotically for α ∈ (0, 1)
(figure (c)).
t with the random variable Nν(t). It is known [32] that the state probabilities pνn(t) = P(Nν(t) = n), n ≥ 1,
satisfy the system of difference-differential equations
dνpνn
dtν = −λnp
ν
n + λn−1pνn−1, n ≥ 1, (A.1)
where pν0(s) = 0. Moreover, pνn(0) = δn,1, that is the process starts with only one initial progenitor, and the
fractional derivative is the Caputo derivative (see e.g. Kilbas et al. [21], Diethelm [14]). Briefly, the Caputo
derivative is an integral operator of convolution-type with a singular power-law kernel. The Caputo derivative
can be defined in several equivalent ways. We consider here the following form:
Definition A.1 (Caputo derivative). Let α > 0, m = dαe, and f ∈ ACm[a, b]. The Caputo derivative of
order α > 0 is defined as
dα
dtα f(t) =
1
Γ(m− α)
∫ t
a
(t− s)m−1−α d
m
dsm f(s) ds. (A.2)
In our case we have α = ν ∈ (0, 1), m = 1, a = 0, obtaining
dν
dtν p
ν
n(t) =
1
Γ (1− ν)
∫ t
0
d
dsp
ν
n (s)
(t− s)ν ds, 0 < ν < 1. (A.3)
It is evident from the above Definition A.1 that the Caputo derivative is a non-local operator in the sense
that the integration over the interval (0, t) furnishes the system with a persistent memory. Roughly speaking
the first order derivative ddspνn(s) is evaluated along the whole time interval (0, t) and weighted by means of
the power-law kernel.
The state probabilities pνn(t) of the fractional birth process can be explicitly determined and (with the
convention that empty products equal unity) have the form (for the nonlinear rates λj , j ≥ 1, all different)
[32]
pνn(t) = P(Nν(t) = n) =
n−1∏
j=1
λj
n∑
m=1
Eν(−λmtν)∏n
l=1,l 6=m (λl − λm)
, n ≥ 1, t ≥ 0, (A.4)
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where Eν(ζ) is the so-called Mittag–Leffler function, a special function defined as
Eν (ζ) =
∞∑
h=0
ζh
Γ (νh+ 1) , ζ ∈ R, ν > 0, (A.5)
and having Laplace transform
L(Eν(−λtν))(z) = ∫ ∞
0
e−ztEν (−ξtν) dt = z
ν−1
zν + ξ , ν > 0, ξ ∈ R. (A.6)
The state probabilities (A.4) can be actually derived by means of an iterated application of the Laplace
transform on the equations (A.1) starting from n = 1. For details on this point see Orsingher and Polito [32],
Section 2. The Mittag–Leffler function (A.5) is in practice a generalization of the exponential function in the
sense that E1 (ζ) = exp(ζ). General properties of the Mittag–Leffler functions are contained in many classical
reference books and articles (see e.g. the very recent monograph Gorenflo et al. [19] and the references listed
therein).
In the present paper we will often make use of the Laplace transform of the state probabilities (A.4) of the
fractional nonlinear birth process. From Orsingher and Polito [32, 34] we we can easily check that that
Ln(z) =
∫ ∞
0
e−ztpνn(t) dt = zν−1
∏n−1
r=1 λr∏n
r=1(zν + λr)
, n ≥ 1. (A.7)
If the rates are all different, equation (A.7) can be written as
Ln(z) =
n−1∏
r=1
λr
n∑
m=1
1∏n
l=1,l 6=m(λl − λm)
zν−1
zν + λm
, n ≥ 1, (A.8)
that is a more manageable form for the purpose of specializing the rates.
For more insights on the properties of the fractional nonlinear birth process see Orsingher and Polito [32, 34].
Here we conclude this section by recalling an interesting representation of the fractional nonlinear birth
process as a time-changed process and by giving some details of the specific case in which the rates are linear.
Regarding the first point the fractional nonlinear birth process can be constructed as a classical birth process
stopped at an independent random time given by the inverse process to an independent ν-stable subordinator.
Notice that stable subordinators are increasing spectrally positive Le´vy processes with Le´vy measure given by
m(dx) = [ν/Γ(1− ν)]x−1−νdx. For more details on this last point see Bertoin [6], Kyprianou [24].
An interesting particular case is when the rates are linear, i.e. λr = λr. Here the state probability distribution
(A.4) specializes in the rather simple form
pνn(t) =
n∑
j=1
(
n− 1
j − 1
)
(−1)j−1Eν(−λjtν), t ≥ 0, n ≥ 1. (A.9)
The geometric distribution of the linear birth process (also known as Yule or Yule–Furry process and indicated
in the paper with Nνlin(t), t ≥ 0) is retrieved from (A.9) if the parameter ν is taken equal to unity. Properties
of the fractional Yule process have been studied in Uchaikin et al. [41], Orsingher and Polito [32] while
estimators for the intensity λ and the fractional parameter ν have been derived in Cahoy and Polito [9, 11].
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