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Chapter 1
Introduction générale
Les images satellites sont largement exploitées pour l’observation de l’environnement
car elles fournissent une vision à différentes échelles d’un site d’étude et per-
mettent ainsi de limiter l’accès au terrain. A l’heure actuelle, l’accumulation
d’images acquises fournit une source d’information extrêmement précieuse [Jensen 1996][Sabins Jr 1978]
autorisant une meilleure interprétation et compréhension de systèmes environ-
nementaux, et notamment à travers l’étude de l’occcupation et de l’usage des
sols.
Parmi la variété de satellites disponibles, les satellites défilants à moyenne
résolution spatiale, tels que MODIS ou encore le futur SENTINEL-2, possèdent
un taux de revisite intéressant (une image par jour est disponible avec MODIS, cf
quelques caractéristiques sur le tableau 1.11 ) qui permet d’analyser finement la
dynamique de certains phénomènes, notamment ceux liés à la végétation. C’est
précisément sur cet aspect lié à la haute répétitivité temporelle des satellites à
moyenne résolution spatiale que cette thèse s’intéresse.
L’analyse des séries temporelles résultantes pose à l’heure actuelle un certain
nombre de difficultés, listées ci-dessous :
• Tout d’abord, les données sont souvent bruitées en raison de la couverture
nuageuse, des conditions d’acquisition, de l’angle de vue, ..., comme illustré
sur la figure 1.1.
• Par ailleurs, la nature temporelle des données fait qu’une forte corrélation
entre les différentes valeurs au sein d’un même pixel existe. Il apparaît
ainsi intéressant de prendre en considération ce lien pour analyser les séries
et cela n’est à l’heure actuelle pas considéré dans la plupart des techniques.
1Source: V. Tramutoli, FORmation of Multi-disciplinary Approaches to Training in Earth
Observation, Erasmus Intensive Programmes
Table 1.1: Caractéristiques en termes de résolution, nombre de bandes spectrales
et fauchée des principaux satellites d’observation de la terre
Sensor N◦ Band Spatial Resol Temporal Resol Swath
IKONOS 5 1-4 m ∼ 30 days 11 km
QUICKBIRD 5 0.61-2.88 m ∼ 30 days 16.5 km
SPOT HRV 4 10-20 m 26 days 117 km
LANDSAT ETM+ 8 15-30 m 16 days 185 km
MODIS 36 250-1000 m 1.5 days 2320 km
NOAA AVHRR 5 1100 m 0.25-0.5 days 2600 km
METEOSAT 3 2200-4500 m 0.5 hours -
NOAA GOES 5 1000-8000 m 0.25 hours -
MSG 12 1000-3000 m 0.25 hours -
3
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Figure 1.1: Illustration de données brutes MODIS. En raison des mau-
vaises conditions d’acquisition, des nuages, aérosols, ..., les séries temporelles
résultantes sont bruitées.
La question de la comparaison des séries est notamment importante. En
effet, bien que deux séries soient différentes si on les compare point par
point, elles peuvent avoir des comportements dynamiques similaires mais
simplement décalés dans le temps (en raison par exemple de phénomènes
climatiques), comme illustré dans la figure 1.2. Ainsi, un critère de com-
paraison classique (basé sur la distance Euclidienne) pourra mettre en
évidence des erreurs importantes pour des séries représentant un même
comportement dynamique (type de culture, de pratique agricole, ...).
0 10 20 30 40 50 60 70 80 90 100
0
1
2
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Figure 1.2: Deux séries temporelles représentant un même comporte-
ment dynamique mais décalées dans le temps. Ici, une comparaison
point-par-point des valeurs de chaque série n’est pas optimale.
• Enfin, les satellites possédant une bonne résolution temporelle ont, en
contrepartie, une résolution spatiale plus faible. Bien que le futur satellite
SENTINEL-2 améliorera nettement la résolution par rapport à MODIS
(10m versus 250m), le problème de démélangeage reste important. A
l’heure actuelle, des techniques standard et très efficaces de démélangeage
existent (cf [Bioucas-Dias 2012][Winter 1999][Iordache 2011]) mais aucune
ne prend en compte la spécificité temporelle des séries.
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1.1. CONTEXTE SCIENTIFIQUE : RÔLE DES VARIABLES BIOPHYSIQUES5
Ce sont ces aspects (débruitage et démélangeage de séries temporelles) liés à la
spécificité des données à moyenne résolution spatiale, qui sont au cœur de ce
travail de thèse. Ils seront appliqués dans un contexte de suivi de la végétation.
1.1 Contexte scientifique : rôle des variables bio-
physiques
La végétation occupe une part importante des sols à l’échelle de la planète,
que ce soit au travers des forêts, des prairies ou des cultures [Townshend 1991].
Ces zones végétalisées sont d’une grande importance aussi bien pour les écosys-
tèmes que pour subvenir aux besoins alimentaires de la population. Le suivi et
le contrôle de ces zones est donc primordial et depuis plusieurs décennies, des
satellites d’observation de la terre sont lancés en ayant notamment pour objec-
tif de quantifier les ressources disponibles [Richards 2013, Trotter 1991]. Afin
de décrire l’état de la végétation, plusieurs paramètres ont été définis par les
chercheurs [Carlson 1997][Gamon 1995]. Parmi les plus populaires, on peut no-
tamment citer des indices de végétation comme le NDVI (Normalized Difference
Vegetation Index) ou des variables biophysique telles que le fCover (fraction de
couvert végétal), le fAPAR (fraction de rayonnement solaire absorbée par les
plantes) ou le LAI (Leaf area index), ... La communauté scientifique en télédé-
tection a été très active pour développer des techniques capables de mesurer de
telles variables à partir d’images. Détaillons quatre d’entre elles :
1. Le NDVI a été utilisé dans de très nombreuses études en raison de la
simplicité de son calcul. Cet indice de végétation s’appuie sur la propriété
de réflectance spectrale des feuilles vertes (chlorophylle) dans plusieurs
longueurs d’onde. Il se calcule en tout point de l’image (x, y) par la dif-
férence normalisée dans les bandes rouge et proches infra-rouge :
NDV I =
IPIR(x, y)− IR(x, y)
IPIR(x, y)− IR(x, y) , (1.1)
où IPIR (respectivement IR) est la réflectance dans le proche infra-rouge
(respectivement rouge). Le NDVI, compris entre −1 et +1, est sensible à
vigueur et à la quantité de la végétation. Pour les sols nus, étant donné
que les réflectances sont pratiquement identiques dans les bandes rouges et
proche infra-rouges, cet indice est proche de 0. A l’inverse, les formations
végétales ont une valeur souvent comprise dans l’intervalle ∼ [0.7, 1] en
fonction de la densité du couvert. Il a été appliqué avec succès dans de très
nombreuses études en analyse de la végétation ([Tucker 2005][DeFries 1994]
[Pettorelli 2005][Carlson 1994]). Néanmoins, cet indice n’est pas directe-
ment lié à une quantité physique et il a été démontré (voir par exemple
dans [Gamon 1995] ou dans la thèse de Pauline Dusseux [Dusseux 2014a])
que sa valeur sature à partir d’une certaine densité de végétation.
2. Le fAPAR (Fraction of Absorbed Photosynthetically Active Radiation)
[Knyazikhin 1998] est la fraction de rayonnement solaire absorbée par les
plantes dans le domaine spectral permettant la photosynthèse (∼ [400 −
700nm]). Cette variable biophysique est beaucoup utilisée pour modéliser
les écosystèmes étant donné qu’elle intervient beaucoup dans les échanges
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d’énergie, de vapeur d’eau et de dioxyde de carbone entre la surface ter-
restre et l’atmosphère. Elle a également été utilisée dans de nombreuses
applications ([Ridao 1998][Gobron 2008] [Zhou 2002]).
3. Le FCover (Fraction of green vegetation Cover) [Gutman 1998] corre-
spond à la fraction surface couverte par des feuilles vertes (en général,
l’élément de surface considéré dans une image est le pixel). Le Fcover est
sensible à la quantité de végétation mais indépendant de l’orientation de
l’illumination. Cette propriété fait que cet indice est de plus en plus utilisé
pour le suivi de la végétation ([Camacho 2013][Gutman 1998][LI 2003] ).
4. Le LAI (Leaf Area Index) [Tripathi 2014] est un nombre sans dimensions
défini comme le ratio entre la quantité de surface verte par unité de surface.
Il est directement lié à la quantité de feuilles. C’est une variable clé qui
intervient dans divers processus tels que l’absorption de la lumière par la
canopée, la photosynthèse, la respiration, l’évapotranspiration, l’absorption
d’azote ou encore l’interaction avec les précipitations. C’est un indice
très utilisé pour analyser les systèmes végétaux ([Myneni 1997][Chen 1997]
[Turner 1999][Pierce 1988]).
Comme il est démontré dans plusieurs études (cf notamment la thèse de
Pauline Dusseux [Dusseux 2014a][Dusseux 2014b]), les techniques d’estimation
du LAI sont assez efficaces (comme l’inversion du modèle PROSAIL, décrite plus
bas) et les valeurs de LAI apparaissent plus robustes aux différentes conditions
d’acquisition et moins sensibles aux effets de saturation que le NDVI. Nous avons
ainsi fait le choix dans ce travail de s’appuyer sur des séries temporelles de LAI
pour capter l’état de la végétation. Ainsi, réussir à dériver des estimations
fiables de LAI à partir d’images satellites constitue un défi majeur avec de
nombreuses applications potentielles, que ce soit pour l’analyse de l’occupation
ou de l’utilisation du sol (en prenant notamment en considération l’évolution
temporelles de ces paramètres).
C’est sur ce point précis que se focalise la première partie de ce docu-
ment. On s’intéresse à la reconstruction de séries temporelles de LAI à par-
tir d’images satellites à moyenne résolution spatiale, notamment en intégrant
le modèle de croissance de plante GreenLab [YAN 2004] en utilisant des tech-
niques d’assimilation de données. Les observations, qui permettent d’estimer
le LAI à partir des différentes bandes spectrales de MODIS, sont quant à elle
issues de l’inversion du modèle de réflectance PROSAIL [Jacquemoud 2009].
La seconde partie se focalise quant à elle sur le problème du démélangeage
spatial des séries temporelles MODIS. En raison de la résolution spatiale mod-
érée du capteur, la surface couverte par un pixel (250m x 250m avec MODIS,
10m x 10m avec SENTINEL-2) est susceptible de contenir plusieurs parcelles et
l’information résultante correspond alors à un mélange. Le but du démélangeage
est de recouvrer l’information associée à chaque matériel pur contenu dans un
pixel [Bioucas-Dias 2009]. Le problème du démélangeage a beaucoup été abordé
dans la communauté d’analyse d’images hyperspectrales mais à notre connais-
sance, il n’a pas encore été abordé pour le cas de profils temporels de variables
biophysiques. Cela sera étudié dans cette thèse, notamment via des techniques
de factorisation non-négative (NMF pour Non Négative Matrix Factorization
en anglais) [Courty 2014] et en particulier la méthode SAGA (Sparse and Ge-
ometry Aware Matrix Factorization) qui sera introduite dans un premier temps.
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Ensuite, nous l’adapterons au cas des séries temporelles, notamment en ex-
ploitant des noyaux élastiques [Cuturi 2007][Cuturi 2011] qui sont adaptés à la
manipulation de séries.
Détaillons à présent ces deux problématiques.
1.2 Reconstruction de variables biophysiques
L’estimation de variables biophysiques à partir d’images satellites est une tâche
délicate qui a été abordée par plusieurs auteurs. Un certain nombre de modèles,
basés sur l’absorption et la réflectance de la lumière par la végétation en fonction
de variables biophysiques, ont été proposés. Ceux-ci permettent de représenter
les signaux observés dans les images et l’inversion de ces modèles autorise alors
l’estimation de variables à partir d’images [Price 1995][Gower 1999]. Parmi les
modèles les plus populaires, PROSAIL [Jacquemoud 2009], qui est la combinai-
son du modèle de réflectance bidimensionnel SAIL (Scattering by Arbitrary In-
clined Leaves) [Verhoef 1984] avec le modèle PROSPECT [Jacquemoud 1990] se
focalisant sur les propriétés des feuilles, a été largement utilisé [Jacquemoud 2009,
Lecerf 2008, González-Sanpedro 2008]. C’est l’inversion de ce modèle qui sera
utilisée pour accéder au LAI à partir d’images MODIS [Lecerf 2008].
Cependant, au sein d’une image satellite, en raison de l’angle de prise de
vue, des effets d’aérosols, de la couverture nuageuse, ..., l’estimation directe
des variables biophysiques dans les images est susceptible d’être bruitée et in-
cohérente, les corrections radiométriques et atmosphériques appliquées sur les
images ne permettant pas de s’affranchir de tous ces effets (cf par exemple
les images MODIS de la figure 1.1). Du point de vue temporel, les séries résul-
tantes sont alors inexploitables. Bien que des techniques simples d’interpolation
(linéaire, cubiques, ...) peuvent en partie débruiter le signal [Jonsson 2002], ici
il semble intéressant de prendre en considération le fait que nous manipulons
des variables physiques qui respectent certaines propriétés. En effet, dans le do-
maine de l’agriculture et/ou de l’écologie, un certain nombre de connaissances
sur l’évolution du LAI ont été acquises et il semble alors pertinent de les prendre
en considération pour débruiter les estimations réalisées au sein de chaque im-
age. A partir des connaissances acquises, des modèles de croissance de plantes,
développés notamment pour optimiser la gestion des cultures [Brisson 2003],
décrivent les flux internes et externes de ressources disponibles pour une plante
(biomasse, ensoleillement, ...) et modélisent sa croissance. Le modèle GreenLab
[YAN 2004], qui fait partie de cette famille, représente l’évolution d’une plante
comme une succession de cycles au sein desquels de la biomasse est générée (en
fonction de l’ensoleillement, de la quantité de feuilles, ...) puis répartie dans les
différents organes (fruits, branches, feuilles, ...).
Dans cette thèse, nous nous sommes appuyés sur le modèle GreenLab pour
générer des connaissances a priori sur la dynamique du LAI. Une première étape
a été réalisée en vue d’adapter le modèle à l’échelle MODIS (simplification,
extraction des paramètres les plus pertinents, ...) et ensuite, ce modèle simplifié
a été appliqué à une technique d’assimilation de données pour recouvrer des
séries temporelles cohérentes de LAI.
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1.3 Démélangeage de séries temporelles
Un pixel est dit mixte lorsqu’il est la combinaison de plusieurs signaux issus
de matériaux dits purs, ces matériaux étant situés dans la surface couverte par
le pixel. Les éléments purs sont souvent appelés endmembers en anglais et la
fraction qu’ils occupent se nomme l’abondance. Le problème de démélangeage
consiste donc à estimer les endmembers (nombre, signature) et leur abondance
en chaque pixel.
Ce problème a été largement abordé, notamment par la communauté scien-
tifique en imagerie hyperspectrale [Camps-Valls 2005][Chan 2009]. Dans ce type
d’imagerie, les rayonnements sont captés dans une centaine (minimum) de ban-
des spectrales [Bioucas-Dias 2012][Keshava 2002] et cette richesse de longueurs
d’ondes permet d’isoler les éléments purs (eau, bâti, végétation, ...), ouvrant
l’accès à un ensemble de techniques de démélangeage. La majorité d’entre elles
s’appuie sur le fait que la signature spectrale d’un élément pur est invariante
au cours du temps. Un grand nombre de méthodes robustes et stables a été
proposé sur ce principe (cf le papier d’overview [Bioucas-Dias 2012]). On peut
par exemple citer l’approche de Adam et al qui analyse les roches en utilisant
un modèle de mélange spectral [Adams 1986], ou bien celle de [Smith 1985] qui
s’intéresse aux ressources minérales par analyse en composantes principales. Des
spectres de référence acquis en laboratoire et correspondant aux éléments purs
sont utilisés comme endmembers, tandis que l’abondance est déterminée par le
ratio de la distance entre les pixels mixtes et les endmembers.
Malgré leur efficacité, de telles approches ne peuvent s’appliquer pour le
démélangeage de paramètres biophysiques. En effet, bien que l’hypothèse de
stabilité des signatures spectrales soit valide pour les minéraux, sols, surfaces
en eau, ..., cela n’est plus vrai dans un contexte agricole [Goenaga 2013]. Les
états de végétation dépendent en effet de paramètres climatiques et saison-
niers [Walthall 1992] et des motifs temporels particuliers, liés à cette évolu-
tion, apparaissent. Ainsi, si l’on s’intéresse au démélangeage dans un con-
texte de suivi de la végétation, l’usage de séries temporelles s’avère impor-
tant [Dusseux 2014b]. C’est l’axe privilégié dans ce document de thèse. La
technique d’extraction d’éléments purs que nous mettrons en œuvre s’appuie
sur les noyaux reproduisants et notamment sur le RKHS (Reproducing Kernel
Hilbert Space, [Courty 2014]) pour représenter l’information de manière opti-
male. Pour l’extraction des endmembers, une technique du simplex sera utilisée,
chaque élément pur sera alors un des sommets de ce simplexe et l’abondance
sera estimée par projection de chaque coordonnée dans le RKHS sur ce sim-
plexe. Comme nous le verrons par la suite, il se posera alors la question
de la comparaison de profils temporels : deux séries peuvent représenter le
même type de végétation mais peuvent avoir tout de même des différences en
termes d’amplitude et de décalage temporel en raison des variabilités clima-
tiques. Ainsi, les distances usuelles ne sont pas optimales. Nous porterons
une attention particulière aux méthodes utilisant des noyaux élastiques et no-
tamment s’appuyant sur les principes de la distance Dynamic Time Warping
[Thurau 2012][Cuturi 2007][Marteau 2009].
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1.4 Organisation du document
La première contribution de ce document portera sur le problème de la re-
construction de séries temporelles de LAI par assimilation de données. Elle
sera présentée dans le chapitre 2. Ce chapitre correspond à un article en
révision dans la revue IEEE Transactions on Geosciences and Remote Sens-
ing [Gong sionb]. On trouvera en premier lieu une description des principales
variables biophysiques et de la manière dont on peut les estimer par imagerie.
Ensuite, le modèle GreenLab sera présenté ainsi que son adaptation aux im-
ages satellites à moyenne résolution spatiale. Les techniques mathématiques
liées à l’assimilation de données seront alors introduites, en se focalisant notam-
ment sur les approches stochastiques qui seront plus particulièrement utilisées
[Doucet 2001], notamment pour gérer la non-linéarité liée à la fois au modèle
GreenLab et au modèle PROSAIL. L’approche résultante sera testée et validée
sur des données synthétiques et réelles.
Dans le chapitre 3, la théorie liée à la méthode de démélangeage SAGA
sera présentée. Ce chapitre correspond à l’article SAGA: Sparse And Geometry-
Aware non-negative matrix factorization through non-linear local embedding pub-
lié dans la revue Machine Learning [Courty 2014]. L’approche SAGA est une
méthode supervisée qui vise à décomposer un jeu de données X (un ensemble de
séries temporelles dans notre cas) par le produit de deux matrices : X = FGT
(plus précisément, on recherche F et G minimisant ‖X − FGT ‖). Certaines
contraintes sont appliquées sur F et G, notamment le fait que les colonnes de F
soient composées d’éléments de X (la base de représentation est alors issue du
jeu de données, ce qui constituera une aide pour la recherche d’éléments purs)
et les éléments de G sont positifs et somment à 1 (ils contiennent l’abondance
de chaque élément pur). Tout cela est écrit dans un espace RKHS (mentionné
plus haut) afin d’améliorer la représentatitivité des données, cette réécriture
s’effectuant par des fonctions noyaux [Courty 2014]. Les principes sont validés
sur des jeux de données synthétiques et réels.
Dans le chapitre 4 , l’adaptation de la méthode SAGA au problème de
démélangeage de séries temporelles est présentée. Ce chapitre correspond à
l’article Time series unmixing with kernel space non-negative matrix factorza-
tion soumis à la revue IEEE Transactions on Geosciences and Remote Sensing
[Gong siona]. Dans ce chapitre, nous explorons des noyaux adaptés aux séries
temporelles [Cuturi 2011][Marteau 2009] pour mener à bien cette tâche. Les
limites des méthodes conventionnelles de démélangeage hyperspectral pour des
données temporelles sont discutées, ainsi que les défis à relever sur cet aspect.
Une procédure complète en quatre étapes est proposée et les performances sont
discutées.
Enfin, le chapitre 5 présente une synthèse et des perspectives associées à
ces travaux.
Chaque chapitre est introduit par un résumé illustré de deux pages en
français.
Au cours de mes travaux de thèse, trois articles de revues ont été publiés,
quatre conférences internationales et deux articles sont en révision/soumission.
Ces publications sont listées dans le dernier chapitre.
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Part I
Reconstruction de séries
temporelles de LAI à partir
d’images MODIS
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Chapter 2
Biophysical variables
reconstruction
——————————————————————————————————–—
—————————————————————————————————–
Résumé du chapitre
Dans ce chapitre, on s’intéresse à la reconstruction des séries temporelles co-
hérentes de LAI à partir d’images MODIS “brutes” qui contiennent un certain
nombre d’artefacts, comme illustré sur la figure 2.1. Pour cela, nous suggérons
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Figure 2.1: LAI calculé sur une série d’images brutes MODIS sur le site de
Chizé, France. Les zones en blanc (à l’intérieur de la région d’intérêt) correspondent
à des données manquantes.
d’exploiter des techniques d’assimilation de données appliquées sur des mesures
de LAI, issues de l’inversion du modèle PROSAIL. Le modèle dynamique sur
lequel nous menons l’assimilation est le modèle GreenLab, qui est un mod-
èle fonctionnel/structurel de croissance de plantes. Nous nous intéressons à la
partie fonctionnelle (qui décrit notamment l’évolution et la répartition de la
biomasse) sur quatre types de cultures: maïs, blé, colza et tournesol (princi-
pales cultures sur ce site). Les résultats montrent, sur des données synthétiques
et réelles, qu’il est possible de recouvrer des valeurs cohérentes de LAI, mais
aussi d’estimer la répartition de la biomasse au sein d’une culture (partie dans
le fruit, la végétation ou dans les branches/tiges). Ce chapitre est structuré de
la manière suivante :
• La section 2.1 présente une introduction au contexte ainsi que les prob-
lématiques;
13
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• La section 2.2 présente le modèle GreenLab et la manière dont on l’exploite
pour des images MODIS;
• La section 2.3 établit une présentation des techniques d’assimilation de
données, et notamment des techniques particulaires qui sont utilisées ici.
Leur adaptation au modèle GreenLab précédemment introduit est égale-
ment proposée ;
• La section 2.4 présente des résultats expérimentaux;
• Une annexe détaille la manière dont on estime le LAI à partir d’images.
Ce chapitre correspond à un article en révision dans la revue IEEE Transactions
on Geosciences and Remote Sensing.
——————————————————————————————————–
——————————————————————————————————–
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Abstract
The main objective of this chapter is concerned with the recovery of Leaf Area
Index (LAI) time series in intense agriculture areas from medium resolution
remote sensing data (such as MODIS of future SENTINEL). Although their
moderate resolution limits an analysis at a parcel level, their high temporal rate
still enables to monitor land use through the temporal evolution of key bio-
physical parameters as LAI. However in practice, a frame-by-frame estimation
is unsatisfactory since the quality of each single data is subjected to undesirable
effects due to atmosphere disturbance, lighting conditions, shooting angle, etc.
These effects lead to a lack of temporal consistency of resulting time series.
In this chapter, we propose an approach to recover time consistent series
of LAI from noisy and sometimes corrupted sequential remote-sensing data. It
combines the prior information of a plant growth model, namely GreenLab,
and low quality remote sensing observations using stochastic data assimilation
techniques. Our experiments demonstrate the approach is robust on various
challenging situations and enables to extract additional information about ob-
served fields.
Keywords
Leaf Area Index, GreenLab model, data assimilation, noisy/missing data
2.1 Introduction
Land surface on earth is mainly covered by green plants including forests, grass-
lands or agricultural fields [Townshend 1991]. These vegetation areas are of
great importance for global ecological systems and food supply for human be-
ings. Therefore in the past several decades, many satellites have been launched
to observe and monitor these important areas [Richards 2013, Trotter 1991].
Since remote sensing data came into being, a large number of important tools
have been developed to extract some crucial information on crops and plants
from satellite images. This step is indeed a prerequisite in many agricultural
applications such as monitoring the plant physiology and/or ecology at different
scales [Gao 1996, Huete 1988, Liang 2005]. One of the most popular vegetation
index is the NDVI (Normalized Difference Vegetation Index), based on the spec-
tral reflectance property of green leaves (chlorophyll) at different wavelength,
NDVI is a normalized measurement of the difference between the canopy re-
flectance in the red and near-infrared wavebands. While NDVI is a sensitive
indicator of canopy structure and chemical content (plant biomass, leaf area
index, chlorophyll content in sparse canopies and foliar nitrogen content), it is
still a limited index for total canopy biomass in high-density vegetation areas
[Gamon 1995]. Some other more sophisticated indexes have been proposed, such
as fCover (vegetation cover fraction), fAPAR (fraction of photo-synthetically ac-
tive radiation absorbed by the canopy) or LAI (Leaf Area Index) which is largely
used in practice [Baret 2007]. Readers can find in [Carlson 1997, Gamon 1995]
more details about these biophysical variables. In practice, the estimation of
these biophysical variables from remote sensing is a delicate task. Several mod-
els, based on light interception by plant canopies and vegetation reflectance
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in terms of biophysical characteristics, have been designed and inverted to
retrieve biophysical information from optical satellite images. Among popu-
lar models in this area, the SAIL (Scattering by Arbitrary Inclined Leaves)
canopy bidirectional reflectance model [Verhoef 1984] and the PROSPECT one
(based on leaf optical properties) are widely used [Schaepman-Strub 2006]. For
example in [Weiss 2000], the authors estimate LAI and fCover by inverting
SAIL radiative transfer model. Despite reliable results, the associated vari-
ables still suffer from a lack of consistency. In [Combal 2003], results over
simulated reflectance data sets were improved by incorporating some prior in-
formation such as ancillary data (leaf water content) and canopy type. In
[Huemmrich 2001], Huemmrich has combined the SAIL model with geometric
models to simulate horizontally discontinuous canopies. Even though the re-
sults were globally satisfactory, strong improvements have been obtained when
one mixes these two models. The resulting one, PROSAIL, has allowed to de-
scribe both the spectral and directional variation of canopy reflectance based on
single static images [Jacquemoud 2009, Lecerf 2008, González-Sanpedro 2008].
All these methods have been designed for single images and only few of them
[Roerink 2000, Jonsson 2002] exploit the time series observation to derive the
plant growth evolution information : in [Roerink 2000], Roerink et al have de-
veloped a Fourier analysis method to reconstruct cloud free NDVI composites,
while in [Jonsson 2002], the authors have proposed a technique based on non-
linear least squares fits of asymmetric Gaussian model functions to derive in-
formation about the seasonal vegetation development from cloud contaminated
observations. Despite the fact that they provide interesting information, these
methods only make use of consistency in frequency or temporal domain but no
prior knowledge about plant or vegetation growth is taken into consideration. In
this study we suggest to exploit the periodicity of satellites to improve the qual-
ity of estimated biophysical variables. Though we face here the problem of LAI
estimation (LAI being one of the most used parameter), our methodology can be
applied to any biophysical variable provided that a physical model of its tempo-
ral evolution exists. Given a sequence of T observations O¯ = {Otk |k = 1, ..., T}
at times {tk|k = 1, ..., T}, we aim at reconstructing a sequence of M LAI values
{Stk |k = 1, ...,M} at times {tk|k = i, ...,M} with M > T , meaning that we
reconstruct series of LAI even at locations where no observations are available.
To this end, instead of relying on classic interpolation, we propose to achieve
the reconstruction by a physical plant growth model.
Plant growth models have initially been developed for agronomic purposes,
harvest prediction or optimum crop management [Brisson 2003] and rely on
physical properties: they describe the flux of external and internal resources
through the element “plant” in order to expect its yield. Meanwhile, descriptive
models as plant architectural ones have been introduced for computer graphics
purposes. Associated modeling concepts and software for constructing 3D plants
date back to the invention of L systems [Lindenmayer 1968], which is a parallel
rewriting system and a type of formal grammar to model plant morphology.
In practice, plants are complex systems that involve metabolical physical
mechanisms depending on the topology of the plant. Therefore, structural-
functional plant models have been developed to perform efficient and realis-
tic dynamic simulations of plant morphogenesis (see for example [Jallas 2000,
Perttunen 1996]). The GreenLab plant growth model [YAN 2004] belongs to
this family and has been designed to provide dynamic representations of the
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morphogenesis and architecture of plants. It consists in a recursive process that
produces in each step:
1. a total biomass yield (consumption/production) ;
2. a new plant architecture based on the repartition of the biomass on each
organ of the plant (internodes, leaves, fruits, etc).
Obviously, the GreenLab model requires a number of plant-dependent parame-
ters [Zhan 2003] that can be classified into two categories: those which can be
estimated from direct (likely destructive) plant measurements (geometry, weight
and number of fruits, internodes, leaves, petals, etc) and hidden ones deeply im-
plied in the recursive simulation process (external effects as the photosynthesis
efficiency or the biomass demand of various organs, etc). A manual collection
of adequate observations and measurements required by GreenLab to fix the
parameters would be time-consuming and work-intensive. This indeed requires
cultivating a plantation of given plant species, to dig out a small amount of
individual plant units at a regular time interval and to perform extensive and
destructive measurements.
Retrieving all these parameters from remote sensing data is also unlikely to
be satisfied since too many phenomena are involved. Fortunately, most vege-
tation studies from remote sensing require only certain aspects of plant growth
(for example the internal architecture of each individual plant is not required).
Therefore a simplified Greenlab model with significantly reduced number of pa-
rameters can be adequate for remote sensing. From such a model, the use of
data assimilation methods enable to infer these parameters. This is the scope
of this study.
The overall paper is organized as follows: the next section introduces the
main principles of GreenLab plant growth model and the way we adapt it to
MODIS time series. Then, in section 2.3, the proposed data assimilation tech-
nique that combines GreenLab and MODIS data is presented. Finally, section
2.4 show some experiments on synthetic and real data.
2.2 Introduction to the Greenlab model
GreenLab plant growth model is a powerful and sophisticated tool that simulates
plant growth evolution. For each type of plant, this model is calibrated with ad-
hoc observations of growth made under controlled environment and where exten-
sive and even destructive measurements of individual plants are made regularly
[Guo 2006, Kang 2008]. This enables to derive at first a deterministic descrip-
tion of a plant evolution. In more recent research, some stochasticity has been
introduced to bring about plant growth variations [Lopez 2008, Wang 2011].
As mentioned in previous section, two steps are required (biomass yield and
biomass repartition in plant organs) that are roughly introduced below.
2.2.1 Biomass generation
The biomass production comes from a large number of factors as photosynthe-
sis efficiency of plant species, total leaf area, environmental context, etc. In
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GreenLab, the production is done over “growth cycles” through the relation:
Qtk = E · Sp ·
1
r
(1− exp(−k · Stk
Sp
)) (2.1)
where:
• Qtk is the Biomass generated at the growth cycle between tk and tk+1 ;
• E is an empirical environmental factor (sun lighting, temperature, etc);
• Sp is the land occupation of the plant;
• k is photosynthesis efficiency;
• r is an resistance parameters, setting the effect of mutual shading;
• Stk is the total leaf area at tk.
From Eq. (2.1), one observes that biomass generation is largely dependent of the
leaf area Stk and is also restricted by land occupation Sp, surrounding environ-
ment E and species-dependent coefficient constant r, k. Let us now introduce
the biomass repartition.
2.2.2 Biomass repartition
Once the biomass is produced, it has to be redistributed among different organs
of the plant. GreenLab models the sink-demand strategy for biomass partition
as follows [YAN 2004]:
Dtk =
∑
o∈Ω
n∑
i=1
No(i) · do(i) (2.2)
do(i) = So · φ(i) (2.3)
∆qo(tk) = do(i) ·
Qtk−1
Dtk
(2.4)
with
• Dtk is the total biomass demand at the growth cycle between tk and tk+1
;
• Ω is the set of various organs;
• do is the biomass demand of an organ o ∈ Ω;
• So is the sink-strength of organ o ∈ Ω;
• i is the growth age for individual organ;
• No(i) is the number of organ of type o at growth age i;
• φo(i) is beta law function, it is small at the beginning and end of organ
growth to, relatively large during the growth process [Guo 2006], takes the
following form:
φo(i) = (i− 0.5)ao−1 · (to − i+ 0.5)bo−1 (2.5)
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The idea behind this model is that all organs of a plant share a common biomass
pool (generated by Eq. (2.1)) and are therefore in competition each others. The
association of the biomass to one specific organ is based on its demand do (cf
Eq. (2.3)) and depends on its sink strength So and growth age. The strength
is plant-dependent: for example concerning fruit trees, the fruit organ tends to
have more demand than a tiny root. Therefore So in Eq. (2.3) is bigger for the
fruit organ than tiny root one. As for the age component, GreenLab assumes
that an organ grows relatively slowly at the beginning and end of his life and
accumulate most portion of biomass in the middle part. This is modeled by
function φo(i). Finally, the role of Eq. (2.4) is to distribute the biomass among
organs based on individual demands and the total available biomass.
In agricultural remote sensing applications, we are particularly interested on
the total leaf area of the plants. In practice for most agriculture crops, other
interactions related to wither (mainly in autumn) occur. This withering can be
modeled through the following rule: at tk+1 , the total leaf area transition from
tk is modeled as:
Stk+1 = α · (Stk − βtk) + ∆ql(tk) (2.6)
In above equation, the withering of leaves at the growth cycle between tk and
tk+1 is denoted as βtk . This parameter is plant-dependent and is conditioned by
the age of leaf which in practice is available through the structural sub-model
and balanced by a parameter α ∈ [0, 1] which stands for the spoilage in natural
growth. The term ∆ql(n) is the new growth of total leaf area, calculated from
its share of biomass in Eq. (2.4).
The equations (2.1–2.6) are the core of the GreenLab model for biomass
generation and partition. Of course in practice, this generation and partition is
likely to be influenced by many other natural factors. In our applications which
combine GreenLab with physical observation, we will model the contribution of
all these factors with Gaussian white noises, as will be shown in the next section.
Before that let us now discuss about parameter redundancy in GreenLab.
2.2.3 Parameter Redundancy
As shown above, plant growth is a very complex process which involves a large
number of parameters that may be unidentifiable from remote sensing observa-
tion data. According to Yang et al in [Yang 2008], The GreenLab model includes
redundant parameters which are intractable in practice when one observes im-
ages only. Fortunately, Not all these parameters are required for vegetation
monitoring with medium resolution sensors. We then suggest to simplify and
adapt the initial GreenLab model to remote sensing. These manipulations are
detailed bellow.
2.2.3.1 Focus main organs
we decide to take into consideration only three important organs responsible of
the majority of biomass production: leaf, fruit and branch (internode). These
three organs are of main ones encountered in most agricultural applications.
The remaining ones are modeled with noises.
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2.2.3.2 Plant structure simplification
in order to describe plant structure evolution, we keep an empirical Look-Up-
Table, U = {Ui|i = 1, ..., N} which store statistical number for different appear-
ing organs. For instance, U4 = {l = 3, b = 2, f = 0} means that at 4th growth
cycle, there would be 3 new leaves, 2 new internodes and no new fruits. If organ
ageing is not taken into account, at any given time, one can calculate the num-
ber of different organs by a simple summation and the growth age of individual
organ by differentiating the current time with its appearing time point. These
statistical information for plant species could be easily estimated by biological
specialist and is the prior knowledge of plant growth. It is important to outline
that the topological architecture is not kept here (meaning we do not need to
know which fruit grows on which branch). This drastically simplified structure
model offers necessary information for GreenLab functional model.
2.2.3.3 Spoilage and organ aging
for organs, expansion time to in Eq. (2.5) and life expectance te are key parame-
ters: the organ only grows within its expansion time and after this step, it does
not join the biomass repartition in Eq. (2.2) anymore (this models for example
the fact that stalks stop to grow after autumn); as for life expectance parameter
te, it models how long an organ could stay alive on plant. For instance, at time
tk, the photosynthesis active number of leaves Ns(tk) could be calculated by
Eq. (2.7):
Ns(tk) =
tk∑
i=tk−te
Ui{l}. (2.7)
Expansion time and life expectance are also given by biologists. Concerning βtk
in Eq. (2.6), it is computed with following formula based on leaves’s appearing
time and life expectance te:
βtk =
Utk−te{l}
Ns(tk)
· Stk (2.8)
These three points lead us to a simplified version of GreenLab, which depends
now only on leaf mutual shading parameter r, photosynthesis efficiency k in
Eq. (2.1), and natural leaf foliage α in Eq. (2.6). In Figure. 2.2, we give some
illustrations of the leaf area index evolution depending on these parameters.
This new version of the model can now be used to interpret medium resolution
remote sensing data. In the following part, we introduce the data assimilation
scheme we used to combine images with our simplified GreenLab model.
2.3 Data assimilation
Combining different sources of information driven by a physical model, com-
monly named “data assimilation”, has always been a hot research topic for
which a large panel of approaches exist (variational [DIMET 1986, Lions 1971]
& stochastic [Bain 2009] in particular). Many problems in earth observation
require to estimate a state of a system along time using a sequence of noisy
measurements. Data assimilation performs this task by combining different
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Figure 2.2: Leaf area index evolution with different r, k, α
sources of information, namely observation and prior knowledge as mathemat-
ical dynamical models and statistics. It is a widespread mathematical tool in
various research areas such as fluid mechanics, atmosphere physics, oceanol-
ogy or even pattern recognition [Evensen 1994]. Researchers in this area have
developed a number of efficient inference tools, such as stochastic methods
[Doucet 2000], Kalman filter [Welch 1995] and variational approaches as the
well-known 4DVAR algorithm [Courtier 1994].
In all these techniques one can model the problem as follows: the data to
estimate, driven by a dynamical model, are represented through a system state
discretized into a sequence of hidden states [Kitagawa 1996] and are observed
directly or indirectly through an observation system. The goal is to recover
the best system state consistent both with observations and prior dynamical
model. In general the solving process consists of two sub-steps. First, a state
transfer system based on the dynamical model performs a first estimation of
hidden states; secondly, with the use of an observation operator, a correction of
this estimation (by comparing them with observations) is applied.
In this paper, the leaf area index Stk is the hidden variable at time point tk
and the model is introduced bellow. Let us now introduce the state transition
model.
2.3.1 State transition model
The state transition model aims at switching from LAI at time tk to tk+1 is
written as:
Stk+1 = M k[Stk ] + ηtk (2.9)
where ηtk is the system noise to estimate that models associated uncertainties.
The prediction model Mk is based on Greenlab and is modelled in Eq. (2.6).
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2.3.2 Observation model
The observation model maps hidden variables to observation data:
Otk = H [Stk ] + tk (2.10)
with Otk the observation at time tk, H the associated observation model and
tk associated uncertainties to estimate on the observation system. In our ap-
plication, the observed data is the intensity value on MODIS images time serie.
Because of the complexity of the relationship between the image luminance and
the LAI, the definition of a complete observation system H that directly links
the LAI to MODIS data would obviously be tricky. We therefore prefer to adopt
a two stage strategy where at first we estimate the leaf area index thanks to
the PROSAIL model [Jacquemoud 2009, Lecerf 2008] and then use an identity
observation operator in H. This “pseudo-observation” approach is commonly
used when data assimilation systems involve complex relationships between ob-
servations and system states [Courtier 1987]. In practice, a neural network is
used to inverse PROSAIL model to estimate biophysical variables from MODIS
time series (more details are shown in Appendix). In the following we describe
the way we estimate the system state and associated uncertainties.
2.3.3 Model inference and parameter estimation techniques
Among possible solutions mentioned above to perform model inference, varia-
tional and stochastic techniques are the most popular. Variational techniques,
also known as variational data assimilation, perform the estimation by mini-
mizing a cost-function issued from a deterministic formalization in a Bayesian
framework of the problem. It extracts the best compromise between observa-
tions, dynamic model and confidence measurements. Due to a rewriting in a
dual space [DIMET 1986], the gradient of the cost-function can efficiently be
obtained using a forward-backward integration of the dynamical model and such
techniques are well adapted when one deals with large system states. However
non-linear dynamic models need to be managed in an incremental framework
corresponding to a succession of linearized problems. When one deals with
smaller system’s state and non-linear dynamic models, stochastic techniques as
the particle filter or the particle smoother, related to Monte Carlo approaches,
are often preferred. The main idea consists in manipulating a set of particles
more or less connected to the final state to estimate, this latter resulting from
linear combination of such particles. Particle filtering, also known as Sequen-
tial Monte Carlo [Doucet 2001], is an attractive way to recover the system state
for all time steps t = {t1, ..., tk, ..., tM}. Starting from:
• An observation sequence O¯tk = {Ot1 , Ot2 ..., Otk} available sequentially;
• An initial distribution of the system’s state p(St1);
• Transition and observation models: p(Stk |Stk−1) and p(Otk |Stk) respec-
tively, related to the stochastic processes S and H presented above;
• Common assumption of zero-mean time-independent Gaussian noise for
η,  in (2.9-2.10), leading to p(Stk |Stk−1) ∼ N (Mk(Stk−1), η) and p(Otk |Stk) ∼
N (Hk(Stk), ) with N the normal distribution,
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it can be shown (see [Doucet 2001] for details) that a sequential estimation of
(Stk) is obtained through the two-fold prediction/correction system:
1. Prediction step: given the available observation sequence O¯tk−1 = {Ot1 , Ot2 ..., Otk−1},
we predict next hidden state Stk via a propagation within the transition
system p(Stk |Stk−1):
p(Stk |O¯tk−1) =
∫
p(Stk |Stk−1)p(Stk−1 |O¯tk−1)dStk−1 (2.11)
2. Correction step: we update this prediction with a new observation Otk :
p(Stk |O¯tk) =
p(Otk |Stk)p(Stk |O¯tk−1)
p(Otk |O¯tk−1)
(2.12)
with
p(Otk |O¯tk−1) =
∫
p(Otk |Stk)p(Stk |O¯tk−1))dStk (2.13)
The direct computation of the filtering distribution p(Stk |O¯tk) is in practice
intractable for real systems. The main idea of particle methods is to sample
this distribution by a set of N particles weighted by wi(Stk|tk−1), i = {1...N}
[Bonet 1999, Nummiaro 2003] such that:
p(Stk |O¯tk) =
N∑
i=1
wi(Stk|tk−1)δ(S
i
tk
) (2.14)
where δ(Sitk) is a dirac function centered in S
i
tk
and the weights w depend on
the relative adequacy of the current observation with all particles:
wi(Stk|tk−1) =
p(Otk |Sitk−1)∑N
j=1 p(Otk |Sjtk−1))
. (2.15)
Therefore, once the system at time tk−1 has been obtained, the process consists
in generating a prediction of all particles at time tk thanks to the transition
model and the available observation (prediction step in Eq. (2.11)) . These
predictions are then corrected by taking into account the new observation O¯tk
in the correction step. The final estimated distribution is obtained from the
set of particles and their associated weights. This is the main principle of the
sequential particle filtering.
When the whole sequence is available, i.e. all observations O¯tT = {Ot1 , Ot2 ..., OtT }
are available for all time t = {t1, ..., tT }, a smoothing version of the previous
technique can be applied by taking into account future observations. From
the first estimation issued from the previous process, the idea consists in per-
forming a backward exploration in order to correct the weights of the different
particles. This is the so-called forward-backward smoother. The idea con-
sists in reweighting the particles recursively backward in time, starting from
the end time tT to the initial one. It can be shown that rewriting the distribu-
tion p(Stk |O¯tT ) in terms of backward transitions p(Stk |Stk+1 , O¯tT ) yields, after
Gong,  Xing. Analyse de séries temporelles d’images à moyenne résolution spatiale : reconstruction de profils de LAI, démélangeage : 
application pour le suivi de la végétation sur des images MODIS - 2015
24 CHAPTER 2. BIOPHYSICAL VARIABLES RECONSTRUCTION
several manipulations, to reweight all the particles with:
wi(Stk|tT ) = w
i(Stk)
 N∑
j=1
wj(Stk+1|tT )
p(Sjtk+1 |Sitk)∑N
`=1 w
`(Stk)p(S
j
tk+1
|S`tk)
]
.
(2.16)
Therefore, the process consists in first performing a sequential filtering and
then, to reweight the particles backward in time. More details can be found
in [Doucet 2001]. This is the process we suggest to use in this application to
recover consistent LAI values from noisy observed ones based on the GeenLab
model we derived. and it is described in the following.
2.3.4 Application to the recovery of LAI using GreenLab
Following equations (2.1-2.6), the set of parameters {Θ = r, k, α, η, } has to be
fixed in order to describe properly the LAI evolution of a plant. Parameters r,
k are related to leaf mutual shading parameter and photosynthesis efficiency in
Eq. (2.1), α to natural leaf foliage in Eq. (2.6), η to the system noise in Eq. (2.9)
and  to the observation variance in Eq. (2.10). We assume that the mean state
of particles {Srtk |i = 1, 2, ...,M} at a given time tk is a good estimation of
M-length hidden state sequence:
Srtk =
∫
Stk · p(Stk |O¯tk)dStk =
N∑
i=1
Stkw
i(Stk) (2.17)
where wi(Stk) is defined by Eq. (2.15) for particle filter, or by Eq. (2.16) for
particle smoother. From above relation we can estimate the parameters {r, k, α}
of GreenLab model by minimizing the relation with gradient descent algorithm:
{r, k, α} = arg min
r,k,α
M∑
i=1
||Srtk − Setk ||2 (2.18)
with Setk the LAI evolution of GreenLab model, depending on {r, k, α} (see
illustration in Fig. 2.2) and Srtk is computed by iteratively through Eq. (2.6)
and Eq. (2.14–2.17).
As for the system noise η in Eq. (2.9), its distribution is assumed to be time
independent zero-mean Gaussian. Its variance ση can then directly be computed
with the relation:
ση =
1
M
M∑
i=1
||Srtk − Setk ||2. (2.19)
The same holds for the estimation of : noisy estimation Sotk of Leaf Area Index
being acquired from each image Otk by an inversion of PROSAIL model (as
shown in Appendix), the uncertainty σ related to the observation system can
be extracted through:
σ =
1
T
T∑
i=1
||Srtk − Sotk ||2. (2.20)
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Concerning the initialization of the system, we estimate noisy LAI sequence
{Sotk |k = 1, ..., T} from input MODIS images. The sequence {Srtk |k = 1, ...,M}
is approximated with a polynomial regression from {Sotk}. All these steps result
in the following iterative algorithm:
Incremental technique for LAI estimation and parameter in-
ference
• Initializations:
– From MODIS images {Otk}, compute noisy estimations {Sotk} of
LAI as shown in Appendix;
– Perform a polynomial regression on {Sotk}in order to initialize
{Srtk |k = 1, ...,M};
1. Estimate hidden parameters {r, k, α} with Eq. (2.18)
2. Compute associated uncertainties {η, } with Eq. (2.19-2.20)
3. Perform LAI inference with Eq. (2.14–2.17) through particle methods
described in section 2.3.3
4. Loop to step (1) until the estimation of LAI converges
• Once converged, the reconstructed Leaf Area Index sequence {Srtk |k =
1, ...,M} and associated hidden parameters Θ = {r, k, α, η, } are avail-
able.
From this algorithm, we observe that the model and observation uncertainties
η and  are automatically adapted during the process. A lowerbound as 20
percents of the summation of η,  is enforced to prevent the over-confidence
on observation or model. Let us now turn to some experiments on real and
simulated data.
2.4 Experimental Results
This part aims at validating the proposed LAI reconstruction technique. Our
approach has been tested both on mastered and real data sets and in order
to analyze the benefits of our method under various situations. Before entering
into details, let us discuss about some general aspects of the experimental setup.
2.4.1 Experimental settings
The following experimental conditions have been applied:
• In each experiment, the number of particles has been set to 200;
• The efficiency of the reconstruction process presented in this paper has
been compared with polynomial regression and wavelet filter. The order
of the polynomial is chosen to be 5 via cross-validation. As for the wavelet
procedure, we have removed the high frequency band coefficients and used
the Daubechies wavelets with 5-level. These parameters have also been
set by cross-validation;
• We also have indicated the results with fitted GreenLab model, GreenLab
parameters (r, k, α) are calibrated with the proposed procedure in Sec-
tion 2.3.4. Then we could iteratively predict the LAI values without the
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correction steps, as demonstrated in Fig. 2.2. this could be considered as
a model-based regression;
Let us now present the results.
2.4.2 Data with ground truth
To evaluate our technique on mastered conditions, we have used available data
in our lab. They are issued from real MODIS observations (a sequence of 17
images) on which LAI estimations, issued from the PROSAIL model, have been
properly reconstructed and validated (see [Lecerf 2008, Lecerf 2005]). In addi-
tion, associated classifications of large agricultural parcels (we mean by large
the fact that they recover more than one MODIS pixel) were available, provid-
ing us confident LAI time series and associated land cover. In practice three
types of agricultural crops were used: colza, maize and wheat. Some LAI pro-
files are visible in Fig. 2.3. These data are considered as ground truth in our
experiments.
60 80 100 120 140 160 180 200
0
1
2
3
4
5
6
7
8
Le
af
 A
re
a 
In
de
x
Date of Year 2006
 
 
Maize
Wheet
Sunflower
Figure 2.3: A demonstration of uncorrupted LAI time series for three sorts of agri-
culture crops in Brittany, France
In order to model the various artifacts, that are prone to occur in remote
sensing images, several processes have been applied on these data:
• Sequence of noisy observations. Data are equally subsampled (one image
every 10 days) from ground truth data and a Gaussian white noise has
been introduced as shown in Fig. 2.4.
• Sequence of sparse observations. Here data at only 6 observations have
been kept. The motivation is to evaluate the performance of our algorithm
under a short length of remote sensing observation time series (this appear
for example in very cloudy regions where few data can be exploited), as
shown in Fig. 2.5.
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• Sequence of missing observations. Like previously, very few observations
were used (7 in practice) but here we simulate the absence of data during
a long series. Therefore missing data are consecutive in time as shown in
Fig. 2.6.
Experimental results are presented below.
2.4.2.1 Result on sequence of noisy observations
This kind of data represents a great challenge in remote sensing analysis since
all observations are in general corrupted by noise. Many methods rely on signal
processing filters (spatially or temporally) [Rabiner 1975][Burrus 1998] to re-
move such noise. However this requires additional parameters and our method
has the great advantage to get rid of this problem. In the inference process,
the noises on the plant growth evolution as well as on observations η,  are in-
deed estimated along the procedure. This is to our opinion a great advantage
compared to other denoising processes.
In order to make a quantitative evaluation, various levels of Gaussian zero-
mean noise, with Signal-to-noise ratio(SNR) ranging from 2 to 10, were tested
. The table 2.1 represents the root-mean-square error (RMSE) between re-
constructed LAI (with particle filter and smoother and other reconstruction
techniques introduced in section 2.4.1) and groundtruth data. It is interesting
to observe in this table that the introduction of GreenLab plant growth model
in the reconstruction process systematically reduces the error residual and out-
performs all other methods. Particles smoother almost always gives a better
performance than particle filter, which is quite rational as when estimating the
LAI at any time point, particle filter only exploits information of up-to-date
observations, while particle smoother would take into account all observations
in time series. In order to have a visual inspection of the reconstructions, some
illustrations are visible in Fig. 2.4 and confirm that our outputs are of reliable
quality. Even if other curves are sometimes consistent with ground truth, par-
ticle filter and/or smoother represent the best compromise since strong errors
are likely to appear with other techniques (as the polynomial one very sensible
to little variations). Let us now turn to sequences with sparse observations.
Table 2.1: The Root-Mean-Square Error (RMSE) of Different Methods on Se-
quences of various SNR level.
RMSE SNR=2 SNR=4 SNR=6 SNR=8 SNR=10
Observations 1.3222 0.8712 0.7747 0.6707 0.6313
Polynomial 0.7971 0.6120 0.5760 0.5351 0.5136
Wavelet filter 0.8018 0.7040 0.6795 0.6481 0.6365
Fitted model 0.7063 0.5749 0.5259 0.5189 0.4586
Particle filter 0.7755 0.6633 0.5973 0.5452 0.5403
Particle smoother 0.7072 0.5660 0.5014 0.4837 0.4341
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Figure 2.4: LAI reconstruction with various techniques on the sequence of
noisy observations (with SNR=6). Dark line are uncorrupted MODIS observa-
tions (ground truth state), blue dots are the input noisy observations, red line is the
result of reconstruction with particle smoother, cyan line from particle filter, green
line from fitted model, pink line from polynomial regression, blue line from wavelet
filter. Even in this situation where the noise is large, the best fitted curves are issued
from techniques based on the GreenLab model
2.4.2.2 Sequence with sparse observations
As mentioned above, because of satellite orbit, weather condition, etc. it appears
that observations are often very sparse in space or time. Therefore a robust
remote sensing technique should be able to handle this common problem. In
our dataset, we have tried to simulate this situation by removing a large number
of data. In practice, we have randomly taken only six observations to reconstruct
the whole time series. These observations are the blue dotted points in Fig. 2.5.
As one can observe, they are more or less issued from a uniform sample along
the time period. Quantitative results are depicted in table 2.2. and also prove,
in this situation, the performance and the benefit of relying on GreenLab growth
model compared with other techniques. Reconstructed curves are also visible in
figure 2.5 and demonstrate the great ability of our technique to recover proper
series. Let us now present the last experiment of this section: missing data.
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Figure 2.5: LAI reconstruction with various techniques on the sequence of
sparse observations (with SNR=6). Dark line are uncorrupted MODIS observa-
tions (ground truth state), blue dots are the input noisy observations, red line is the
result of reconstruction with particle smoother, cyan line from particle filter, green
line from fitted model, pink line from polynomial regression, blue line from wavelet
filter.
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Table 2.2: The Root-Mean-Square Error(RMSE) of Different Methods on Se-
quence with Sparse Observations.
RMSE SNR=2 SNR=4 SNR=6 SNR=8 SNR=10
Observations 1.4425 1.2365 0.9455 0.7818 0.6887
Polynomial 1.4943 1.2852 0.1447 0.8807 0.7867
Wavelet filter 1.1932 1.1424 1.0390 0.7390 0.7229
Fitted model 1.0346 1.0425 0.8574 0.6767 0.7126
Particle filter 1.1762 1.1233 0.8523 0.7931 0.7549
Particle smoother 1.0198 0.9622 0.9451 0.5923 0.5919
2.4.2.3 Sequence of missing observations
To model the fact that sometimes there are no observations during a long period
of time (unavailability of the satellite due to technical problems), we have re-
moved long period of consecutive data. Some illustrations are visible in Fig. 2.6
where one can observe that no observations during the growing period are avail-
able, which is a very delicate problem. In spite of these difficulties, the proposed
framework is able to provide very good reconstruction of LAI time series, as
shown in Tab. 2.3 and in Fig. 2.6. Obviously here, only the dynamical model
prior is able to estimate consistent values during the critical period. This is to
our opinion a very interesting behavior of our estimators.
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Figure 2.6: LAI reconstruction with various techniques on the sequence
of missing observations (with SNR=6) . Dark line are uncorrupted MODIS
observations (ground truth state), blue dots are the input noisy observations, red line
is the result of reconstruction with particle smoother, cyan line from particle filter,
green line from fitted model, pink line from polynomial regression, blue line from
wavelet filter.
2.4.2.4 Overview of these experiments
In this three experiments, various reconstruction methods have been tested. In
all situations, the use of GreenLab as prior plant growth model has enabled to
improve the reconstruction of LAI over long time periods. This is to our opinion
a very interesting behavior likely to have many potential applications. It should
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Table 2.3: The Root-Mean-Square Error(RMSE) of Different Methods on Se-
quence of Missing Observations.
RMSE SNR=2 SNR=4 SNR=6 SNR=8 SNR=10
Observations 1.2934 1.0424 0.9218 0.7011 0.7118
Polynomial 1.2606 1.1733 1.0649 1.1239 0.8877
Wavelet filter 1.3656 1.0531 0.8184 0.7741 0.7840
Fitted model 1.2036 1.0689 0.8079 0.7072 0.6894
Particle filter 1.2617 0.9596 0.8526 0.7232 0.7044
Particle smoother 1.2065 1.0253 0.8055 0.7050 0.6892
also be outlined that our technique not only reconstructs the LAI but is also
able to extract deviations with respect to observations and dynamical model
(parameters {η, }) and internal parameters of plants {r, k, α} related to the
photosynthesis efficiency, resistance of the plant and spoilage in natural growth
(cf section 2.2). The estimation of these parameters is a very interesting point
that may have interesting applications in the future. This will be illustrated in
the next section.
This first series of experiments has quantitatively demonstrated the efficiency
of our technique. Let us now present experiments on real MODIS data.
2.4.3 Application on large scale study site
In order to visually evaluate the efficiency of our technique, we have applied our
methods on a large scale study site in Chizé, France. This study site is abundant
with various sorts of vegetation, such as wood, grassland, maize, colza, wheat.
In practice 16 images from March to October 2006 were available. On these
images, the PROSAIL model has been applied to derive LAI time series. An
illustration of available data is visible in the top of Fig. 2.9 where red stands
for high values of LAI (indicating dense plant canopy) and blue for low LAI.
However at some location, observation data are corrupted, mainly because of
cloud coverage, on certain dates. Therefore LAI variables are missing in top of
of Fig. 2.9 are noisy and inconsistent in time.
In the bottom of figure 2.9, the results from particle smoother under our
proposed framework are depicted. Obviously, when comparing (a) with (b),
it appears clearly that our method is more in accordance with the expected
ground truth (of course on this study site this latter is not available). To go
into more details in the evaluation, we have therefore plotted in Fig. 2.7 some
curves randomly taken from the images, where the reconstructed data seem
to be consistent with plant growth knowledge. Once again this experiment
demonstrate the efficiency of our proposed model.
We would like to point out here that such approach not only recover con-
sistent LAI time series from GreenLab model and available satellite sequential
observations, but also our method provides additional information of the state
of plants, in particular the total biomass production and its distribution among
different organs. To illustrate this, Fig. 2.8 shows the estimated biomass pro-
duction and its partition for different organs at each continuous growth cycles
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Figure 2.7: Several examples of LAI time series reconstruction with particle
smoother at a study site in Chizé, France
of a unit wheat field issued from the real sequence from Fig. 2.4(a). This infor-
mation is of prime importance for agriculture monitoring and is also provided
by our technique. This is to our opinion a key point.
2.5 Conclusion
In this paper, we have proposed a technique that estimates leaf area index time
series using data assimilation. The dynamical model is based on the GreenLab
plant growth model where we have modify it to be applied in a remote sens-
ing context. LAI observations are issued from the inversion of the PROSAIL
model. As shown in our experiments, this technique is efficient in many various
situations as very sparse observations or missing/noisy data. Quantitatively, it
outperforms other reconstruction strategies that do not rely on a physical prior
knowledge.
Another key point of our process is its ability to estimate internal parameters
of the plant unobservable from images. This is to our opinion a very good
property that may have other applications in the future.
Appendix
LAI estimation procedures
In practice satellite data are MODIS level 1B images time series acquired from
March 2000 to April 2008. Images are firstly atmospherically corrected using
the 6S model (Second Simulation of a Satellite Signal in the Solar Spectrum
vector code) [Vermote 1997]. In a second step time series are screened out to
remove the influence of cloud. This is implemented by a constant threshold on
blue band (B0) to acquire a mask of cloud covered area [Lisens 2000].
Biophysical variables as LAI can be derived from satellite observations.
Among the different techniques available, we are based in this study on inver-
sions of the SAIL+PROPSPECT radiative transfer model [Baret 2007, Jacquemoud 2009,
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Figure 2.8: Estimated biomass production and its partition during contin-
uous growth cycles of unit wheat field.
Lecerf 2008]. The SAIL model deals with light scattering by leaf layers with ap-
plication to canopy reflectance model and PROSPECT is about leaf optical
properties spectra. A neural network is used to estimate biophysical variable,
LAI, from each image. In order to calibrate the neural network, top of canopy
reflectance for near nadir viewing angle are simulated by using PROSAIL model
with priori defined distribution of soil reflectance, canopy characteristics and sun
position, as detailed [Baret 2007]. The simulated dataset is used as the train-
ing dataset for neural network to inverse the PROSAIL model. It has been
proved in [Lecerf 2008, Weiss 2007] that this approach performs efficiently for
low, medium, high and very high-resolution data and is therefore adapted to
the variability of satellite images available.
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Figure 2.9: Result of particle smoother at a study site in Chizé, France. Top
: input LAI values computed from MODIS data ; Bottom : reconstructed data
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Part II
Démélangeage non-linéaire :
aspects théoriques
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Chapter 3
Non-negative Matrix
Factorization and application
to unmixing
——————————————————————————————————–—
—————————————————————————————————–
Résumé du chapitre
Dans ce chapitre, on s’intéresse au démélangeage lorsque les données ne sont
pas linéairement composées. Pour cela, nous exploitons des techniques de fac-
torisation non-négative de matrices. L’ensemble des données dont on dispose
est représenté par une matrice X = [x1, . . . ,xn](xi∈Rp) de dimension p × n qui
contient les n échantillons de dimension p (∈ Rp). La factorisation non-négative
de matrice s’appuie sur le même principe que l’Analyse en Composante Princi-
pale (ACP) dans le sens où on cherche une autre forme de représentation des
données, de préférence dans un espace de dimension réduit. Cependant, la base
de décomposition est estimée de manière différente.
Pour rappel, une ACP va chercher à transformer l’information pour ne
représenter les n variables que sur p′ dimensions (p′ < p), au moyen d’une
relation du type :
X = Vp′X
′>
où Vp′ est la matrice de changement de base, de dimension p × p′ et composée
des p′ vecteurs propres associés aux plus grandes valeurs propres de la matrice
de variance-covariance de X. La matrice X′ est de dimension n×p′ et représente
les coordonnées des n échantillons dans la base Vp′ .
Dans le cas de la factorisation non négative, l’idée de la factorisation de
matrices consiste à représenter X par le produit suivant:
X = FG>
où F et G sont deux matrices telles que les colonnes de F ∈ Rp×` soient com-
posées d’éléments de X et que G ∈ Rn×` soit positive ou nulle, chaque colonne
sommant à l’unité. Ainsi, les nouvelles coordonnées sont exprimées comme une
combinaison linéaire de certains éléments de l’ensemble initial. S’ils sont judi-
cieusement choisis, ces éléments peuvent être des endmembers et la matrice G
contient ainsi l’abondance de chaque entrée.
En pratique, pour gérer la non-linéarité des données, nous effectuons ces
opérations dans un espace transformé des données (engendré par le RKHS :
Reproducing Kernel Hilbert Space, qui autorise une meilleure séparabilité des
données) et les end-members sont choisis comme étant ceux qui maximisent le
37
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volume engendré par les données dans le RKHS, comme illustré sur la figure
3.1(a). Comme nous le verrons, nous choisissons un ensemble d’endmembers
“sur-complet” (overcomplete), c’est-à-dire qui comprend plus de données que
d’éléments purs, pour traiter efficacement la diversité des valeurs associées à
une classe.
Les valeurs d’abondance sont quant à elles obtenues en minimisant ||X −
FG>||2 sous la contrainte que les éléments de G sont positifs ou nuls et que
les colonnes somment à 1. Ainsi, comme nous le verrons, chaque élément de X
dans le RKHS appartient à un simplexe. Ceci est illustré en figure 3.1(b).
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Figure 3.1: Illustration des approches qui seront présentées. (a) extraction des
endmembers (en rouge) par maximisation du volume et (b) estimation des abondances.
Ce chapitre est organisé comme suit:
• La section 3.1 introduit le contexte de la recherche en factorisation
non-négative;
• La section 3.2 présente l’approche de maximisation du volume du sim-
plexe (SiVM) et notamment dans le RKHS;
• La section 3.3 se focalise sur l’estimation de l’abondance ;
• La section 3.4 résume la procédure complète pour le démélangeage;
• La section 3.5 présente des résultats expérimentaux.
Ce chapitre correspond à un article publié dans la revue Machine Learning. Le
travail a en grande partie été réalisé par Prof. Nicolas Courty avec qui j’ai
beaucoup interagi pour la construction de la méthode (je suis deuxième auteur
du papier). Ensuite, comme nous le verrons dans le chapitre 4, je me suis fo-
calisé sur l’application de la méthode développée ici au cas spécifique des séries
temporelles.
——————————————————————————————————–
——————————————————————————————————–
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Abstract
This chapter presents a new non-negative matrix factorization (NMF) tech-
nique which (1) allows the decomposition of the original data on multiple latent
factors accounting for the geometrical structure of the manifold embedding the
data; (2) provides an optimal representation with a controllable level of sparsity;
(3) has an overall linear complexity allowing handling in tractable time large
and high dimensional datasets. It operates by coding the data with respect to
local neighbors with non-linear weights. This locality is obtained as a conse-
quence of the simultaneous sparsity and convexity constraints. Our method is
demonstrated over several experiments, including a feature extraction and clas-
sification task, where it achieves better performances than the state-of-the-art
factorization methods, with a shorter computational time.
The non-negative matrix factorization technique, described in this chapter,
is performed in reproducing kernel Hilbert space (RKHS), and the various def-
initions of kernel function offer a flexibility to measure the similarity between
data samples. In Chapter 4, we will exploit this kernel-space NMF method and
elastic kernels to perform pixel unmixing based on time series data.
Keywords
Non-negative matrix factorization, manifold hull, simplex, kernel
3.1 Introduction
3.1.1 Context
Non-negative matrix factorization (or NMF for short) has long been studied and
used as a powerful data analysis tool providing a basis for numerous processing,
such as dimensionality reduction, clustering, denoising, unmixing, etc. This
article is concerned with a variant of NMF, where one tries to decompose a
given matrix X = [x1, . . . ,xn](xi∈Rp) formed by a set of n samples described
with p variables (∈ Rp) as a product of two matrices F ∈ Rp×` and G ∈ Rn×`
such that ||X − FG>||2 is minimized, under the constraints that the elements
of G are positive or nil, and that its rows sum to one. In other words, G serves
as a convex surrogate description of X in the reduced embedding formed by `
prototypes (the columns of F).
This convexity property on G is desirable in a lot of applications for its
relations with the physics of the underlying observations: in this acceptation,
the datapoints are usually observations of a mixing process where the compo-
nents of the mixture are not known. Hyperspectral images are a good exam-
ple, as each pixel describes a spectrum that can be defined as a combination
of pure materials spectra (trees, concrete, water, etc.); the combination oc-
curring because of the captor spatial resolution and different scattering effects
[Esser 2012, Bioucas-Dias 2012]. Other examples of applications are found in
archetypal analysis [Mørup 2012],or biology [Kersting 2012].
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3.1.2 Notations
Bold capital letters, such as X or M refer to matrices. The transposition oper-
ator is denoted .> (so that M> refers to the transpose of M). The set of m×n
real matrices (respectively real matrices with nonnegative entries) is denoted
Rm×n (respectively Rm×n+ ). In is the n × n identity matrix, and ||.|| refers to
the Frobenius norm. For any matrix M, M•i (respectively Mi•) corresponds
to the ith column (respectively ith row) of M. However, in the particular case
of X, each column X•i corresponds to the datum xi, so that this latter more
intuitive notation is preferred. ∆n(M) is a (n − 1)-simplicial polytope formed
by n columns of M. The unit (n − 1)-simplex ∆n(In) is simply referred to as
∆n.
3.1.3 Related work
Despite appealing properties, NMF presents a number of difficulties: First,
while real data are often embedded on complex manifolds, the seminal convex
NMF formulation prohibits a large number of latent factors that would explain
the data in a geometry preserving way; Second, the level of sparsity in the
final embedding (the matrix G) is rarely controllable, and far from data ana-
lyst expectations; finally, the computational time is prohibitive when it comes
to handling very large size matrices. Even if to date, various state-of-the-art
methods already tackle one of or two of these issues, no method addresses these
three issues all together.
The convexity constraint we consider on G differs from that of what is
classically referred to as Convex NMF [Ding 2010], i.e. NMF where the columns
of F are convex combinations of columns of X. However, our problem is also not
unheard of in the literature, as, beyond its easiness of interpretation, it provides
a very appealing computational framework: if G encodes convex combinations,
the ` columns of F are expected to characterize a hull of X in Rp, as data points
lying within are perfectly reconstructed. Based on this idea, it is possible to
separate the NMF problem into two steps, namely the computation of F (in
order to determine, or to best approximate the hull of the dataset) and of G
(which corresponds to the projection of the dataset onto the region bound by
the hull). From a computational point of view, this is really interesting, as it is
now possible to decompose the NMF (which amounts to finding two matrices
with close relationship) into two simple problems, each focused on a particular
matrix: first one computes F regardless G, and second, one computes G by
projection of the columns of X onto F. With such an approach, it is possible to
expect a lower complexity than that of elder methods based on singular value
decomposition (with a o(n3) complexity), or than that of demanding procedures
that iteratively alternates between the minimization of the two matrices, such
as in [Ding 2010].
Initially, F was first related to the convex hull of X [Cutler 1994]: No-
tably, numerous works in the remote sensing and hyperspectral imaging com-
munity (see [Bioucas-Dias 2012] as well as its references) have pointed out that F
should be chosen so that ∆`(F) best encompasses X, while other investigations
focused on how to find this simplicial convex hull [Wang 2010, Thurau 2010,
Çivril 2009]. More recently, a series of works [Arora 2012, Kumar 2013, Gillis 2013,
Recht 2012] focused on the conical hull of X: Here, the idea is to find F so that
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it spans a cone encompassing the dataset. The reason of the recent focus on the
conical hull is that it is the geometric translation of an important assumption
in NMF, the separability assumptions proposed by Donoho in [Donoho 2003].
This separability assumption reads that (1) the residue X − FG> is nil, (2)
columns of F are collinear to columns of X. This second condition regarding
the collinearity of the columns of F and X is interesting beyond the separability
assumption: whatever the type of hull defined by F, it is possible to assume
that the components of the mixture belong to the data, and that any datum is
a convex combination of a restricted number of particular selected datapoints
(those forming F). This approach drastically reduces the complexity of finding
F as this latter is simply defined by a column subset selection (CSS) of X.
Fig. 3.2 illustrates a dataset lying on a non-linear manifold resulting from
some hidden factors that could be of interest, as well as its conical and convex
hulls. It clearly appears that the geometries of these hulls are not adapted to
that of the dataset. So far, there has been little interest in trying to characterize
the boundary of the manifold dataset in spite of its non-convexity; in the sequel,
we shall address this boundary with the shorter and imaged name manifold
hull, that is illustrated on Fig. 3.2(d). Naturally, precisely characterizing such
a manifold hull would require to increase `, the number of datapoints involved
in the CSS; which stresses to a larger extend the need for an adapted control
of the sparsity level that is already sought for in numerous applications: Each
point should be described as a convex combination of a restricted number λ of
prototype points among the ` of the CSS.
Whatever the type of hull (convex or conical), separating F and G compu-
tations has drastically reduced the overall NMF complexity of the state-of-the-
art methods: [Thurau 2010, Thurau 2012] compute F in linear time and few
works [Gillis 2013, Recht 2012] even reach overall linear-complex NMF. How-
ever, among them, none allows characterizing the manifold hull, and none al-
lows controlling the solution sparsity. Even if to date, more computationally
efficient methods than adding the classical L1 penalty [Hoyer 2004, Esser 2012]
have been developed, such as [Kim 2007, Gillis 2012], none reaches a linear com-
plexity.
Even if the characterization of the manifold hull has never been addressed so
far, it is well-known that the kernel trick is an efficient way to provide a manifold
preserving description of a dataset. In fact, several pre-existing works applied
the kernel trick to NMF [Zhang 2006, Buciu 2008, Cai 2011]. However, the
convexity constraint on G (and consequently the notion of manifold hull) does
not appear. Moreover, neither sparsity nor any linear complexity is achieved.
3.1.4 Proposal
In this article, we present SAGA (Sparse And Geometry-Aware), a new NMF
method avoiding the aforementioned limits. It operates in a Reproducing Kernel
Hilbert Space (RKHS) [Schölkopf 2002], where F is defined by a CSS. Then,
according to an expected sparsity level, G, the best dataset projection onto the
simplex formed by F is computed. The advantages of our method are:
First, kernelization is interesting to several extents: i) it makes the algorithm
compliant with dataset where only relationships among objects are available; ii)
its regularization property improves robustness to noise; iii) it allows using more
latent factors than the dimensions of the input data, providing an insightful
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Figure 3.2: (a) A dataset X embedded in a U-shaped manifold; (b) the separa-
bility assumption assumes the dataset is encompassed in a cone spanned by the
columns of F; a datum is described in a column of G through its non-negative
coordinates in the cone; (c) Convex hull: the dataset is embedded in a simplex,
and each datum is described with barycentric coordinates; (d) Manifold hull:
one uses a great enough number of reference points to precisely characterize the
manifold, while forcing the sparsity to achieve some local coding. Note that, in
order to make these imaged representations clearer, we did not represent F as
a CSS of X.
tool to consider the geometric structure of the data manifold. As both the
number of latent factors and the sparsity level are increasing, it appears that
the locality of the support of G is increasing, turning the factorization problem
in a non-linear local embedding of the original data. As shown in some recent
works [Yu 2009, Guillemot 2012], this kind of embedding is powerful to describe
the non-linear structure of the data manifold, and as such serve as a very good
feature extraction framework.
Second, the CSS is defined thanks to a manifold subsampling method [Shroff 2011],
which reaches a linear complexity with respect to n, the size of the dataset.
Third, the computation of G corresponds to a sparse RKHS simplex projec-
tion, which is a non-linear optimization problem. Based on recent advances on
sparse projected gradient methods, the projection is solved with an algorithm
of linear complexity (with respect to n), while naturally embedding sparsity
mechanism control.
Forth and finally, since both computations of F and G are linear, the overall
complexity of SAGA is linear. This makes this algorithm perfectly suitable for
very big data.
To the best of our knowledge, no state-of-the-art method simultaneously
compiles all these advantages.
3.1.5 Contributions
SAGA has been developed on the top of several state-of-the-art algorithms,
thanks to several technical extensions that are listed here. The computation
of matrix F is largely inspired by the simplex volume maximization (SiVM)
approach of [Thurau 2012]. However, the method itself has been extended in
several manners:
1. It is slightly generalized in order to operate in the Hilbert space reproduc-
ing the Gaussian kernel, rather than in Rp.
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2. Most importantly, while SiVM proposes an approximate optimization (for
several simplifications are made to reach a linear complexity), we propose
another solution to the simplex volume maximization which performs an
exact optimization.
In spite of these two extensions, our method remains of linear complexity, so
that finally, the computation of F with SiVM is both a particular case and an
approximation of the one produced by SAGA. Then, the computation of matrix
G is not inspired by any other NMF technique, but is based on a recent sparse
projected gradient strategy [Kyrillidis 2013]:
3. This latter is adapted to the projection over the CSS in the RKHS, and
its linear complexity is kept.
4. We provide with theoretical bounds on the convergence of the projector
(linked to the kernel bandwidth, the minimum pairwise distance between
the CSS and the sparsity level).
3.1.6 Outline
We solve our NMF problem by separating the computations of the CSS matrix
and of the projection matrix. This is why, Sections 3.2 and 3.3 focus on the
computations of F and G respectively. More specifically, the structure of Sec-
tions 3.2 is the following: First a small introductive paragraph recalls the basics
of the kernel trick, as well as why it is interesting to operate in a RKHS to fulfill
our objectives. Then, Section 3.2.1 investigates the consequences of working in
such RKHS; They lead us to a particular strategy, which is to characterize the
manifold hull of the dataset in Rp via a simplicial convex hull in the RKHS; and
to define this latter with a manifold sampling strategy. At this point, compu-
tational constraints direct us toward SiVM-like procedures rather than toward
more resource-demanding ones. Section 3.2.2 jointly presents SiVM, such as
defined in the literature [Thurau 2012], as well as the kernel generalization we
propose, while Section 3.2.3 describes our modifications to reach exact maxi-
mal simplex volume. In a similar way, Section 3.3 is divided into two parts:
the first one (Section 3.3.1) explains how projecting the image in the RKHS
of any datum xi onto the image of the CSS in the RKHS, along with sparsity
constraints; Section 3.3.2 provides with a proof that the projector defined in
Section 3.3.1 converges. As it is established in the literature [Garg 2009] that
the Restricted Isometry Property (RIP, [Candes 2008]) implies the convergence,
we prove that our projector respect the RIP for some particular tuning of its pa-
rameters. At this stage, most of the required mathematics is established. Then,
in Section 3.4, one summarizes the entire procedure made of the concatenation
of the two matrices computation through an easy to implement algorithm, com-
pleted by some theoretical assessments of the linear complexity of the algorithm.
Finally, Section 3.5 is devoted to experimental validations. In the first series of
experiments, one focuses on toy examples, in order to illustrate the behavior of
the manifold hull. Then, follow several experiments on simulated datasets, in
order to compare the computational efficiency and the computational precision
of SAGA with respect to the state-of-the-art. Finally, we consider real datasets
through challenging image classification tasks.
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3.2 Geometry aware CSS procedure
Despite living in Rp, X may span a nonlinear manifold of intrinsic dimensionality
lower than p. A major problem is thus to extend to this nonlinear manifold the
classical statistics that are used to work in a vector space. To do so, an essential
element is to replace the Euclidean distances by geodesic distances. Depending
on the manifold, the associated metric may be difficult to formally define. How-
ever, it is possible to characterize it through the time-scale of the well-studied
heat diffusion process, the kernel formulation of which is well approximated by
the Gaussian kernel [Lafferty 2005, Lafon 2006]: The geometry of the mani-
fold in which X lies is captured by Kij = k(xi,xj) = exp
(−||xi − xj ||2/2σ2)
with variance σ2. Let us call φ(.) the implicit feature map from Rp onto H,
the RKHS associated to k(., .). We use the shorthand notation Φ = φ(X) =
[φ(x1), . . . , φ(xn)](φ(xi)∈H). Then, following the notations of [Ding 2010], the
SAGA solution amounts to finding the indicator matrix W(`) ∈ {0, 1}n×` defin-
ing the CSS1 and the projection matrix G where φ(F) = φ(XW(`)) = ΦW(`),
such that ||Φ−ΦW(`)G>||2 is minimized under convexity constraints.
3.2.1 CSS as a manifold sampling procedure
Let us start by a basic remark,
Remark 1. In the input space, we must have ` ≤ n and ` ≤ p. In the Gaussian
RKHS, one still has ` ≤ n, however, ` > p becomes possible, for each sample
spans its own dimension.
which leads to the following property:
Property 1 (Non-Separability). Separability assumption does not hold for NMF
in the Gaussian RKHS.
Proof. According to Remark 1, any datum not included in XW cannot be
expressed as a linear combination of elements of φ(XW). 
Thus, one should not consider conical hull in the RKHS. However, Remark 1
leads to:
Corollary 1. In the Gaussian RKHS, it is possible to use more than p points
in the CSS. The latter forms a non-simplicial polytope in Rp while their image
in the Gaussian RKHS is a simplex.
In other words, the manifold hull of X can be characterized through the
simplicial convex hull ∆`(φ(F)). Then, it follows that:
Corollary 2. No sample lies in ∆`(φ(F)) and all the samples will be projected
on hyperfaces of ∆`(φ(F)), leading to approximate reconstructions. Yet, such
an approximation comes with the appealing property of sparsity, discussed later
in the article.
At this point, finding ∆`(φ(F)) amounts to finding W, which turns out to
subsample the boundary of the data manifold. Most of the methods from the
1We writeW instead ofW(`) when ` does not matter, or is implicit regarding the context.
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literature address it with the objective of maximizing the representation of the
dataset, while here, we are interested in its boundary, which makes the sampling
completely different: For instance, a kernel k-means sampling, although very
efficient to subsample a given manifold [Lafon 2006], leads to Convex NMF
of [Ding 2010], the aim of which is completely different of ours.
However, our problem is not completely unheard of: In [Shroff 2011], the au-
thors consider maximizing the diversity of the selected samples using a Karcher
variance2 maximization criterion. Alternative formulation exists, where one
seeks for the maximum volume parallelepiped in the data matrix [Çivril 2009].
Interestingly enough, whatever the interpretation (diversity or volume criterion),
the corresponding computation can reduce to recursive QR decompositions of
the data matrix [Gillis 2013, Shroff 2011]. However, in the RKHS, since no ex-
plicit coordinates are available, those methods cannot be transposed. The recent
proposal of [Courty 2013] regarding a kernel rank revealing Cholesky technique
is also of interest, unfortunately, it fails to scale up to big data, because it
implies a computationally demanding decomposition at each selection step.
Finally, among all the methods available in the literature, if one discards
those (1) which do not sample the boundary, (2) which cannot be conducted in
a RKHS, (3) which do not have a linear complexity, we are aware of a single
remaining method: the Simplex Volume Maximization (SiVM) [Thurau 2012].
3.2.2 Original Simplex Volume Maximization
We begin with a review of the original formulation of Thurau and co-workers [Thurau 2012]
and its direct transposition to the kernel framework. SiVM tries to maximize
Vol(∆`(F)), the volume of the simplex spanned by ∆`(F), which reads:
Vol(∆`(F)) =
√
−1` · cmd(F)
2`−1(`− 1)! , with cmd(F) = det

0 1 1 1 . . . 1
1 0 d21,2 d
2
1,3 . . . d
2
1,`
1 d22,1 0 d
2
2,3 . . . d
2
2,`
1 d23,1 d
2
3,2 0 . . . d
2
3,`
.
.
.
.
.
.
.
.
.
.
.
.
. . .
.
.
.
1 d2`,1 d
2
`,2 d
2
`,3 . . . 0
.
(3.1)
cmd(F) is the Cayley-Menger determinant of F (i.e. the determinant of the ma-
trix accounting for the pairwise distances in F) and d2i,j is the square Euclidean
distance between elements xi and xj . This obviously transposes to the RKHS:
The volume of ∆`(ΦW) can be expressed by replacing the Cayley-Menger de-
terminant by that of a matrix accounting for pairwise distances in H:
Vol(∆`(ΦW)) =
√
−1`
2`−1(`− 1)! det(A) (3.2)
with A similar to the matrix of Eq. (3.1) except that ∀i, j ≤ `, d2i,j is replaced
by:
A(i+1)(j+1) = ||φ(xi)− φ(xj)||2 = k(xi,xi) + k(xj ,xj)− 2k(xi,xj)
The comparison of the volume of the simplices spanned by all the possible
CSS is computationally prohibitive. Thus, an approximate search in linear time
2The Karcher variance is a variance accounting for Riemannian distances over the manifold,
rather than Euclidean ones.
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of the best simplex is proposed in [Thurau 2012]. This is possible thanks to two
tricks: The first one is a strong result (Theorem 1 of [Thurau 2012]), which states
that if one adds an element to the simplex, it can only make the reconstruction
error smaller or equal. Thus, a simple greedy algorithm can be used to compute
W: Starting with the best 1-simplex (i.e. W has 2 columns), one adds the best
third sample (according to the maximization of Eq. (3.1)), then the fourth, and
so on until ` samples are selected. Practically, this procedure can be transposed
to the RKHS: At iteration p− 1 one selects the element φ(xi) of Φ such that
i = arg max
q
Vol (∆p(ΦW) ∪ φ(xq)) . (3.3)
However, this procedure still requires the computation of several Cayley-Menger
determinants (each of them being computationally intensive).
At this point shows up the second trick: If one makes the simplifying as-
sumption that the distances between the elements of the CSS defined in the
previous iteration are constant and noted a, and if αj,q = d2j,q/2, then, Eq. 3.3
amounts to finding φ(xi) such that
i = arg max
q
 p∑
k=1
αkq ·
a2 + 2 p∑
j=k+1
αjq
− (p− 1) · p∑
k=1
α2kq
 , (3.4)
where dj,q refers to the distance between a point of the CSS xj and a point
out of the CSS xq which is considered for adjunction to the CSS (thus, in the
RKHS, one has αj,q = 1− k(xj ,xq)). Finally, the computation of Eq. 3.4 is
sped up by considering that d2i,q ≈ di,q and a2 ≈ a, leading to
i = arg max
q
 p∑
k=1
dkq ·
a+ p∑
j=k+1
djq
− p− 1
2
·
p∑
k=1
d2kq
 . (3.5)
Remark 2. Naturally, the magnitude to which the constant distance assumption
is violated strongly depends on the dataset. As a consequence, the instantia-
tion of Eq. 3.3 into Eq. 3.5 may lead to some approximations as already noted
in [Gillis 2013], where Gillis and Vavasis showed that SiVM can underperform
on ill-conditionned datasets.
Despite this remark, the general principle advocated in Eq. 3.3 remains un-
alterably valid. This is why, we rely on it to propose an alternative to SiVM,
which provides exact volume computation, with a similar linear complexity.
3.2.3 Exact simplex volume maximization
Let us consider a simplex ∆p of dimensionality p − 1 spanned by a subset
XW(p) = {x1, . . . ,xp} of p points of X. If we add a (p + 1)th point xi ∈
X \XW(p) to the simplex, the new volume is given by:
Vol(∆p+1) =
Vol(∆p)× dist(xi,XW(p))
p
(3.6)
where dist(xi,XW(p)) is the distance between xi and its projection onto the
subspace spanned by XW(p). According to [Courty 2011], in H, this distance
reads:
dist(φ(xi),ΦW(p)) = 1−
(
k>xi ·K−1p · kxi
)
(3.7)
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where K−1p is the inverse of the kernel matrix of the elements of the CSS, i.e.
K−1p = (W
(p)>Φ>ΦW(p))−1, and where kxi is a vector of length p such that
kxi = [k(xj ,xi)]xj∈XW(p) . Then, it is possible to use a greedy procedure similar
to that of SiVM, where Eq. 3.3 translates into:
i = arg max
q
Vol(∆p(ΦW(p)))× dist(φ(xq),ΦW(p))
p
= arg min
q
[
k>xq ·K−1p · kxq
]
. (3.8)
Remark 3. This procedure tends to add datum that most changes the geometry
of the manifold spanned by the CSS. As such, it acts as the spectral sampling
procedure proposed in [Öztireli 2010] for sampling a 3D mesh in a computer
graphics context.
Even if K−1p is computed a single time at each iteration (it does not depend
on xq), a matrix inversion remains a resource demanding operation. Moreover,
if ` elements are to be selected, then ` inversions of matrices of increasing size
are expected. Fortunately, it is possible to bypass this inversion, by iteratively
constructing K−1p on the basis of the Schur complement [Boyd 2004]. Once i,
the index of the best (p+ 1)th point to add to the CSS is defined (Eq. 3.8), one
computes
K−1p+1 =
[
Kp kxi
k>xi 1
]−1
= K·
[(
1−k>xi ·K−1p · kxi
)−1 0>p
0p Kp
−1
]
·K> (3.9)
with K =
[
−K−1p · kxi Ip
1 0p
>
]
where Ip is the identity matrix of size p and 0p is a vector of p zeros. The
computation works as long as k>xi ·K−1p ·kxi differs from 1, which is always true
in the Gaussian RKHS as long as the data points are separated.
3.3 Sparse projections onto the RKHS simplex
In this section, we focus on the computation of G. We give the formulation
of our sparse RKHS simplex projector, and then we discuss its convergence.
We notably show some analytical bounds required for the convergence of the
method.
3.3.1 Projection on the RKHS simplex
We search for the projection of any point φ(xi) onto the simplex ∆`(ΦW), i.e.
the point of the simplex which minimizes the Euclidean distance to φ(xi). It
amounts to solving the n independent problems of computing the rows of G:
Gi• = arg min
Gi•
||φ(xi)−ΦWG>i•||2 s. t.
∑
j
Gij = 1, Gij ≥ 0, ∀j (3.10)
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The constraint
∑
j Gij = 1, Gij ≥ 0,∀j is equivalent to have Gi• in the unit
standard simplex ∆`, (G encodes the barycentric coordinates of X in ∆`(ΦW)).
At this point, it is possible to force the sparsity of the projection to λ < `,
without any extra computational cost: We only need to replace the previous
constraint by Gi• ∈ ∆λ. Thus, Eq. (3.10) reads:
Gi• = arg min
Gi•
||φ(xi)−ΦWG>i•||2 s. t. Gi• ∈ ∆λ (3.11)
Instead of considering quadratic programming, such as in [Thurau 2012] or [Kumar 2013],
we follow some recent work on the projection on the unit standard simplex [Kyrillidis 2013],
and we propose to use a simple projected gradient descent algorithm to solve
Eq. (3.11), which amounts to iterating through different possible solutions of
Gt+1i• = Pλ
(
Gti• − εt∇(||φ(xi)−ΦWGti•>||2)
)
(3.12)
t being the iteration index, εt a (possibly varying) step size, ∇(.) the gradi-
ent operator and Pλ(.) the projector onto ∆λ. This kind of projected gradient
descent method has recently shown its computational efficiency and is also en-
dowed with theoretical convergence guarantees [Garg 2009]. The gradient reads
(we omit the iteration index t for clarity):
∇(||φ(xi)−ΦWG>i•||2) = ∇((φ(xi)−ΦWG>i•)>(φ(xi)−ΦWG>i•))
= ∇(Gi•K`G>i• − 2kxiG>i• + k(xi,xi)),
= 2(G>i•K` − kxi). (3.13)
As for Pλ(.), we rely on the Greedy Selector and Simplex Projector (GSSP)
algorithm of [Kyrillidis 2013] which can be summarized as a two-step procedure:
firstly the coordinates of the vector are sorted by magnitude, and then the λ
greatest values are projected on the unit simplex ∆λ (while the other vector
entries are set to zero).
Remark 4. Since the GSSP procedure projects Gi• on the subspace spanned
by the ` columns of F, the coordinates of Gi• embeds the projection over each
of the ` selected elements in the feature space, so that the sparsity support is
chosen in the closest elements in the feature space.
The Gaussian kernel is monotonically decreasing according to the neighbor-
ing distance; This implies that for each datum, the sparsity support is made of
the closest CSS elements in the input space. It follows that:
Property 2 (Non-linear local coding). The sparse RKHS simplex projector de-
scribes any element xi of X with Gi•, which interprets as its non-linear (because
of the kernel non-linearity) barycentric coordinates according to λ prototype
points. These prototype points are found in the closest elements of the CSS,
thus providing a non-linear local coding for xi.
3.3.2 Convergence of the projector
Finally, we establish the convergence of that projector, which ensures [Kyrillidis 2013]
that the final vector Gi• is the best λ-sparse solution. To do so, we rely
on [Garg 2009], which states that for Eq. 3.11 to be minimized via the pro-
jected gradient approach, ΦW has to satisfy λ-restricted isometry property (or
λ-RIP for short), with δλ ∈ [0, 1[. This latter reads:
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Definition 1. The linear operator ΦW respects the λ-restricted isometry prop-
erty [Candes 2008] with constant δλ if
(1− δλ)||x||22 ≤ ||ΦWx||22 ≤ (1 + δλ)||x||22 (3.14)
where ||.||2 refers to the L2 norm, and for every λ-sparse vector x.
Equivalently, the constant δλ can also be defined as:
δλ := maxL⊆{1,...,`},
|L|=λ
||(ΦW)>L (ΦW)L − Iλ||2 (3.15)
where (ΦW)L denotes a subset matrix of ΦW, with λ columns corresponding
to a subset L of cardinality λ picked up among the ` indices of the CSS. Thus,
(ΦW)>L (ΦW)L is simply the related Gram matrix, noted Kλ. δλ is defined ac-
cording to the subset providing a maximum among all the possible combinations
of those columns.
As a matter of fact, such convergence holds for particular values of λ and σ,
such as stated by the following proposition:
Proposition 1. If λ > 2, and if σ < dmin√
2 ln(λ−1) , then, ΦW satisfies the λ-RIP
with constant δλ ∈ [0, 1[. If λ ≤ 2, there is no particular bound to σ.
Proof. Let us first note that since we are working in the Gaussian RKHS, the
columns of ΦW have unit norms. The diagonal entries of Kλ are 1, and ∀i, j ∈ L
the off-diagonal element (i, j) is k(xi,xj).
Let νi be an eigenvalue of a matrix A. By the Gershgorin circle theorem,
we know that:
|νi −A(i, i)| <
∑
j≤λ,i6=j
|A(i, j)| (3.16)
Thus, for A = Kλ − Iλ, we obtain |νi| <
∑
j≤λ,i6=j k(xi,xj). Let µ be the
greatest dot product between the elements of (ΦW)L, i.e. µ := max k(xi,xj),
∀i, j ∈ L, i 6= j. We can write:∑
j≤λ,i6=j
k(xi,xj) ≤ (λ− 1)µ (3.17)
and we have a bound for every eigenvalue νi and every subset L of cardinality
λ. Thus, ΦW follows the λ-RIP with δλ = (λ− 1)µ [Bandeira 2012]. Let d2min
be the minimum squared distance between two distinct elements of XW, i.e.
d2min = mini,j,i6=j ||xi − xj ||2. As µ = exp
(−d2min/2σ2), one has:
δλ < 1⇔ (λ− 1) exp
(−d2min
2σ2
)
< 1⇔ σ < dmin√
2 ln(λ− 1) , λ > 2 (3.18)

This allows deriving conditions on σ for different convergence or approxima-
tion guarantees, such as δ2λ < 1/3 for convergence [Garg 2009] (Theorem 2.1).
This point is discussed in [Kyrillidis 2013] (Section 2). We note that simi-
lar developments using the Gershgorin circle theorem have been used for the
deterministic creation of projection matrices in the domain of compressed sens-
ing [Bandeira 2012] (Section 2.1).
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3.4 Complete SAGA procedure
We give in Alg. 1 the complete SAGA matrix factorization procedure3. We then
discuss its computational complexity.
3.4.1 Algorithm
In addition to the data matrix X, the user needs to tune the following parame-
ters: σ the Gaussian kernel bandwidth, λ the expected sparsity level, and ` the
number of prototypes in the CSS (with λ ≤ `). Additional parameters for the
gradient descent can be tuned to optimize the computation load, yet it is not
mandatory. At first, one computes the CSS, then the matrix of projections. Re-
garding the CSS, the procedure is initialized (Lines 1 to 4) as in [Thurau 2012]:
First, one randomly selects a datum. Then, one finds the most distant datum to
that first one. Finally, the most distant datum to this second datum is selected,
and is considered as the first element of the CSS (see Lines 2 and 3 in Alg. 1).
After initialization, the iterative increment of the simplex dimensionality is im-
plemented in the loop from Line 5 to 8. Regarding the projection, each datum
is processed separately thanks to the loop from Line 9 to 16. Within this loop,
another loop deals with the gradient descent up to a stopping criterion (loop
from Line 11 to 16).
3.4.2 Computational complexity
Property 3 (Computational complexity for W – noted as First step in Alg. 1 ).
The selection of the CSS defining W based on the exact and incremental simplex
volume maximization has complexity of o(n`3), i.e. it has a linear complexity
with respect to n.
Proof. The entire CSS construction is based on Eq. 3.8 and 3.9. At each step of
the selection, the procedure amounts to a linear scanning procedure where the
volume increment is computed for each element in the dataset (size n). For one
element xi, with i ∈ [1, n], this requires to compute the associated bilinear form
k>xq ·K−1i−1 ·kxq kxq vector. with an assymptotical computational complexity of
o(p2). As p varies 1 to `, one ends up with a cubical complexity term regarding
`. 
We note that thanks to Eq. 3.9, almost all the values (except the one cor-
responding to the kernel evaluation with the last chosen element) have already
been computed in the previous iteration and do not need to be computed again.
This makes the overall CSS computation that efficient. However, for excep-
tionally large data matrices, it is possible to improve it with the randomized
approximate search of [Thurau 2010], that can be directly adapted. Finally, let
us remark that, in spite of being linear in terms of n, the number of elements
in the dataset, the procedure is not linear with respect to `. However, as ` is
classically several order of magnitude smaller than n, so that it is seldom im-
portant. This is why, in a similar way, SiVM is also not linear with respect to
`.
The complexity of the computation of the projection matrix G is by con-
struction linear with respect to n as in the algorithm, it is decomposed into a
3The MATLAB source code is available on http://people.irisa.fr/Nicolas.Courty/SAGA
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Algorithm 1: The SAGA Matrix Factorization algorithm
input : X = [x1, . . . ,xn](xi∈Rp) the data matrix
σ the Gaussian kernel bandwidth
λ the expected sparsity level
` the number of prototypes
E = {, (εt)(t∈N)} additional parameters for the gradient
descent
output: W the indicator matrix
G the reduced sparse convex embedding of X
// First step: Column Subset Selection as a manifold
subsampling
1 W(i=1) ← 0 // W (i) ∈ {0, 1}n×i
2 t← arg minq
[
k(xq,xrand[1,n])
]
3 e← arg minq [k(xq,xt)] // xe is the first element
4 W
(i=1)
et ← 1
5 for i← 2 to ` do
6 e← arg minq
[
k>xq ·K−1i−1 · kxq
]
7 W
(i)
•i ← 0; W(i)ei ← 1
8 compute K−1i from K
−1
i−1 using Eq. 3.9
// Second step: Sparse Projection over the defined
simplex
9 for xi ∈ X do
10 G
(k=0)
i• ← [1/`, . . . , 1/`]
11 repeat
12 G
(k+1)
i• ← G(k)i• − εt(G(k)i•
>
K` − kxi)
13 find the indices of the λ greatest values of G(k+1)i•
14 project the corresponding elements of G(k+1)i• onto ∆
λ
[Maculan 1989]
15 set the other elements to 0
16 until ||G(k+1)i• −G(k)i• ||2 < ;
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succession of n independent projections. However, the complexity of the pro-
jection with respect to ` is linear:
Property 4 (Computational complexity for G – noted as Second step in Alg. 1
). Each projection has a linear complexity regarding λ.
Proof. Each projection is computed through a gradient descent, each iteration
of which has a complexity dominated by that of the GSSP (Eq. 3.12). The latter
requires getting the λ greatest values of Gti•. To do so, the GSSP classically
relies on sorting the elements of Gti• (a vector of size `), with a o(` log(`))
complexity. However, it is possible to be more efficient by achieving this task
in o(λ) thanks to the median-finding algorithm [Maculan 1989]. Finally, if q
iterations are needed in the descent, then the total complexity of one projection
is o(qλ). 
Let us note here that q typically depends on the choice of the magnitude of the
gradient step εt, which can be efficiently set following the results of [Garg 2009].
In practice, only a few tens of iterations are necessary and if one has n >> qλ,
the influence of the number of iterations is immaterial.
Finally, as both the definition of the CSS and the projection have a linear
complexity with respect to the dataset size, the overall SAGA procedure also
has. This allows factorizing very large matrices in tractable time.
3.5 Experiments and results
In this Section, we first observe the behavior of SAGA on some toy datasets.
Our goal is to verify the behavior of our algorithm with respect to the theoret-
ical properties given in the previous section, with a special focus on the nature
of the subsampling occurring the RKHS. Then, the volume maximization strat-
egy is discussed, as well as its impact on the reconstruction errors over a toy
and a real dataset. We finally discuss the potential use of SAGA in a feature
extraction context for classification purpose. The performances of our method
are then compared to a selection of state-of-the-art methods performing NMF
with characteristics shared by our method (sparsity, kernels, convexity, etc.).
3.5.1 Experiments on toy datasets
The SAGA paradigm is first illustrated on toy datasets (Fig. 3.3, 3.4 and 3.5).
In the first examples we consider simulated datasets (ring and S shaped re-
spectively) made of 600 points in R2: In the input space, the points of the
CSS form a non-simplicial polytope which intuitively fits with the manifold hull
idea (both inner and outer contours are displayed for the ring). If one projects
points onto the corresponding CSS (` = 30 for the ring, and ` = 50 for the
S), the magnitude of the reconstruction error fits with the non-linear geometry
of the simplex in the input space (Fig. 3.3). The sparsity and the locality of
the reconstruction are displayed on Fig. 3.4: It appears that for each point, the
number of non-null components is smaller than or equal to λ = 3 (ring) or λ = 5
(S). Moreover, these non-nil components are all located in the very close neigh-
borhood of the projected point, as expected for a non-linear local embedding.
Figure 3.5(a) shows the evolution of the reconstruction error and the locality
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a b c d
Figure 3.3: A ring and an S-shape datasets (a-c) It is possible to have ` > p
elements in the CSS forming a non-simplicial polytope (here illustrated by a 4-
NN graph) which approximates well the contour of the shape. (b-d) Each pixel
of the image is projected in the RKHS onto the 29-simplex (b) or 49-simplex
(d). Each pixel is colored according to its reconstruction error (black for low
values, white for high ones).
of the samples used for the reconstruction. This last term is measured as the
radius of the minimum volume enclosing ball (computed as a smallest enclosing
ball problem [Gärtner 1999]). As expected, this mean radius is decreasing as
more samples are taken from the dataset.
a b c d
Figure 3.4: (a-b) The 29-simplex on the ring shape dataset: The red point is
projected in the RKHS as a 3-sparse vector. Each vertex color accounts for the
corresponding convex coordinates (from blue= 0 to red= 1) (c-d) The S dataset
with 5-sparse vectors (in (d), only 4 projections are non-nil).
Next, the reconstruction error of SAGA is evaluated with respect to the cho-
sen sparsity level and compared to the original version of SiVM [Thurau 2010],
yet in the Gaussian RKHS, i.e. a simplex volume maximization of Eq. 3.5,
followed by a projection based on quadratic programming. We draw 2, 000
points in R30 according to a Gaussian distribution with covariance matrix
σ = 0.5I. We measure for SiVM and SAGA the normalized reconstruction
error ||Φ − ΦWG>||2/||Φ||2. We remark here that this formula is correct for
SiVM if it is implemented through a kernel form with the linear kernel. Results
are displayed in Figure 3.5(b). When ` ≤ p = 30, SAGA (with or without spar-
sity constraint) as well as SiVM directly operates as a dimensionality reduction
method: As the SiVM curve is below that of SAGA λ = `, SiVM appears as
more reliable, which makes sense, as the Gaussian distribution provides a rather
convex dataset. However, even on such a dataset, if the reconstruction error is
considered along with sparsity, it appears that, whatever the value λ∗ chosen
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for parameter λ, it is always possible to find a value `∗ for `, such that the
reconstruction error with SAGA tuned with (` = `∗, λ = λ∗) is smaller than
with SiVM tuned with (` = λ∗). This illustrates well that it is possible to
reduce the reconstruction error while constraining the solution sparsity. If one
considers the case where ` ≥ p = 30, SiVM fails in producing reconstruction
error which decreases when ` increases: From Eq. (3.1), the addition of a p+ 1
vertex leads to a simplex of null volume, which is impossible to maximize, and
turning SiVM into a random projection method. Thus, the reconstruction er-
ror becomes greater than with SAGA, the latter enhancing the reconstruction
quality, despite strong sparsity constraints.
a b
Figure 3.5: (a) Reconstruction error (in red) and mean radius of smallest en-
closing ball (blue) for the ring dataset. (b) Normalized reconstruction error.
3.5.2 Comparison on subsampling strategies
The quality of the overall matrix factorization procedure relies on two elements:
the ability of the CSS to correctly define the manifold hull, and the precision
of the projection. A particular focus is given here on the first one, as various
sampling strategies are compared and discussed.
The goal of our first comparison is to confirm that, among the methods
based on volume maximization, ours is the most accurate. To this end, we
compare three volume maximization methods (operating in the RKHS, to fit
the objectives of this work): The first one is very method from [Thurau 2012],
reported through Eq. 3.5, including the constant distance assumption as well
as the replacement of squared distances by simple distances. As this point is
only supported by computational considerations, we also consider the method
summarized by Eq. 3.4, where the constant distance assumption still holds, but
where the squared distances are kept. These two methods are referred to as
SiVM-approx-(3.4) and SiVM-approx-(3.5). Naturally, the third one is that of
SAGA, based on Eq. 3.8 and 3.9. As a reference, we consider the exact volume
computation based on the Cayley-Menger determinant (CMD), and we compare
the ratios of the volumes derived by the three methods over the reference one.
Due to the computation cost of CMD, we have restrict the size of the CSS to
` = 8.
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Three types of datasets are used for this comparison. First datasets are com-
posed of 2, 000 points in R30 according to a uniform distribution. The second
type of datasets is used to test the robustness of the methods to ill-conditioned
data; so, 2, 000 elements in R50 are generated and their singular values are
transformed such as described in [Gillis 2013]. Finally, our last dataset is ob-
tained through a random selection of 160 images from the real dataset COIL-20
(Columbia University Image Library). COIL-20 contains 128 × 128 gray im-
ages of 20 objects at different view angles, for a total number of sample of
1, 440 [Nene 1996]. We use 30 datasets of each type and we compute the mean
ratio (and variance) of the volumes, as described above (see Table 3.1).
Table 3.1: Mean ratio and variance (in %, over 30 runs) of maximum simplex
volumes found by both approximations from Eq. 3.4 and Eq. 3.5, as well as
SAGA over the exact CMD approach. For each dataset, the most accurate
result is in bold font.
Uniform Ill-conditioned COIL-20
SiVM-approx-(3.4) 98.93 (0.07) 59.18 (1.6) 97.37 (0.12)
SiVM-approx-(3.5) 96.03 (0.21) 55.85 (1.5) 96.28 (0.13)
SAGA 100.13 (2·10−3) 100.04 (6·10−3) 100.00 (0.00)
Some conclusions can be drawn from Table 3.1. First, the lower ratios of
SiVM-approx-(3.4) and SiVM-approx-(3.5) for ill-conditioned datasets confirm
the conclusion of [Gillis 2013] regarding the constant distance approximation,
while SAGA is not bothered. Second, it is possible to notice the slight decrement
of the performances due to the supplemental approximation in SiVM-approx-
(3.5) where the squared distances are not considered anymore for computational
reasons. Also, for all datasets, SAGA finds the most similar simplex volumes to
the reference ones, as the ratios are the closest to 1. Oddly enough, the ratios are
sometimes even slightly greater than 1, due to the numerical imprecisions of the
determinant computations which may induce different choices for the simplex
vertices. In the meantime, while volume differences between SAGA and CMD
are low, their respective computational performances are quite different. As
an example, with COIL dataset, each CMD computation requires ≈ 10 sec.
whereas SAGA takes ≈ 0.01 seconds in an unoptimized implementation. As
a conclusion, SAGA provides a volume as large as what of CMD approach,
yet in much less time. However, the computational accuracy of SAGA is fully
investigated in the next subsection.
Now that it is established that SAGA provides a better hull for the manifold
than classical methods based on a kernelization of the simplex volume maxi-
mization, let us compare it to other manifold sampling strategies. As it is not
meaningful to use the simplex volume as a criterion, we consider the normalized
reconstruction errors, such as with toy datasets. We can also consider larger
CSS values, ranging from 10 to more than 100, as the computation of the CMD
is not an issue anymore. In the comparison, we keep SiVM-approx-(3.5), as
it corresponds to a kernelized version of the original paper [Thurau 2012]. We
also consider random sampling (the NMF reducing to a random projection al-
gorithm), kernel k-means and kernel rank-revealing Cholesky of [Courty 2013],
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as a surrogate for the rank-revealing QR method of [Shroff 2011] which cannot
be kernelized.
Two datasets are used, namely the UCI Wine dataset [Bache 2013] com-
posed of 178 instances with 13 attributes and a simulated dataset which consist
of 2, 000 points in R50 according to a Gaussian distribution. Reconstruction
error curves are presented in Fig 3.6 and demonstrate the best overall perfor-
mances of SAGA with increasing ` values. However this general trend differs
according to the considered dataset and the ` values. For example if SAGA
clearly outperforms SiVM with the Wine dataset, their performances are very
close with the Gaussian one. With lowest ` values, kernel k-means and kernel
rank-revealing Cholesky get better results on the Wine dataset, however, the
reconstruction error remains high whatever the strategy.
a b
Figure 3.6: Comparison of the reconstruction error according to the size of the
CSS: (a) Wine dataset; (b) simulated dataset (50 dimensional Gaussian).
3.5.3 Computational complexity
First, we consider the complexity of the CSS computation. A random dataset
in R30 of size n, with n ranging in [1000–10000] is considered, with ` = 10,
for both linear and Gaussian kernel. Each time the experiment is repeated
20 times to stabilize the measure, and the computation times are reported in
Fig. 3.7(a). As expected, we observe a near linear trend with both different
versions of kernel. The computational differences occurring between the two
kernels are mostly due to the evaluation of the kernel: the linear kernel results in
a simple dot product operation, whereas evaluating the Gaussian kernel involves
computations of transcendental operators.
If we now turn to the complexity of the projection, it is useless to consider
it with respect to n as the projection is dealt datum by datum. However, it
is interesting to consider the complexity regarding `. To do so, we use the
same experimental setting, yet, n is fixed and ` varies from 1 to 120. Fig. 3.7(b)
clearly highlights the outperformance of our projector compared to the quadratic
programming approach used in SiVM.
3.5.4 Application to classification on real datasets
In order to propose a more application-oriented test of SAGA, we propose to
use the result of various NMF methods as feature extraction processes in a
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Figure 3.7: Comparison of the computational times for the CSS (a) and the
projection (b) for SiVM and SAGA.
classification problem. Experiments are conducted on four publicly available
datasets. The previously described COIL-20 dataset, the CMU PIE dataset,
the MNIST dataset and the CIFAR-10 dataset: The CMU PIE dataset contains
the 32 gray scale facial images of 68 people, any of each having 42 images at
different illumination and facial expression conditions [Sim 2002]. The MNIST
dataset [LeCun 1998] contains the 28 × 28 gray scale images of handwritten
numbers (from 0 to 9). Its total sample number is 70,000. Finally, CIFAR-10 is
made of 60,000 32× 32 color images in 10 classes, with 6,000 images per class.
Each dataset is partitioned into two sets: one for training (one tenth of the
dataset), and the other for testing. On the training dataset Xt, a factorization
is conducted and leads to derive Ft and Gt. Ft plays the role of a visual coding
dictionary, and is used to reconstruct the test set. We note here that Ft could
have been constructed with respect to the entire dataset, in a unsupervised
learning manner, but it was not the case. Gt is used to train a SVM classifier
(with Gaussian kernel), with parameters optimized by standard cross-validation.
The testing set Xs is then projected over Ft which allows deriving Gs, used for
testing with the SVM classifier. This process is repeated 10 times for each value
of ` ∈ {10, 20, 30, 40, 50}, and for each `/λ ratio ∈ {1, 1.5, 2}, in order to stabilize
the performances. In this setting, we have compared the result of SAGA to other
state-of-the-art algorithms: Sparse NMF [Kim 2007] (with `/λ = 2), Kernel
NMF [Li 2012], Convex NMF [Ding 2010] and Kernel Convex NMF [Ding 2010]
(or KC NMF for short). We have used the same kernel variance for all kernel-
based techniques, on the basis of a standard rule of thumb [Von Luxburg 2007].
The mean results over the 10 repetitions are displayed in Fig. 3.8. It shows
that SAGA produces the most accurate results on three datasets out of four. In
the case of CIFAR-10 dataset, one notices first the very low performances of all
the methods with respect to the state-of-the-art works focusing on classification
performances. The reason is that the size of the CSS remains rather low in our
experimental setting: the point of this comparison is not to exhibit the highest
possible accuracies, but rather to provide a sound experimental setting across
various datasets of heterogeneous difficulty. However, this does not explain why
SAGA does not compete with Sparse NMF and Kernel NMF on this dataset.
A possible explanation stems from the complexity of the manifold hull which
cannot be described efficiently by so few elements. In this particular case, SAGA
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Figure 3.8: Feature extraction evaluation on (a) COIL-20, (b) PIE, (c) MNIST
and (d) CIFAR-10 datasets at different reduced dimension.
would perform slightly worse than other state-of-the-art methods. Interestingly
enough, whatever the dataset, when λ stays the same, the SAGA classification
accuracy improves with the increasing number ` of simplex vertices. However,
` exerts little influence when λ is already large. As discussed in [Yu 2009], we
can relate the optimal value of ` to the intrinsic dimensionality of the manifold
where the data live.
Table 3.2 summarizes the results of Fig. 3.8 by averaging the performances
∀` ∈ {10, 20, 30, 40, 50}, (for Sparse NMF and SAGA, with `/λ = 2): The
variances which are not displayed on Fig. 3.8 for clarity sakes are given here.
SAGA variance is sometimes important due to the strong increment of the per-
formances when ` increases. To allow for more complete comparisons, we have
also added a kernel version of the original SiVM with our projection method,
noted Sparse Kernel SiVM (SK SiVM for short), which basically amounts to
using SAGA, yet with Eq. 3.5 instead of Eq. 3.8 and 3.9; it appears that it is
always less accurate than SAGA.
Finally, on the majority of the datasets, the superiority of SAGA is es-
tablished. Also, it is the fastest of all, as can be seen in Fig. 3.9, where the
factorization performances are reported for SAGA and the considered state-of-
the-art NMF methods for the whole PIE dataset when varying the size of the
CSS. This illustrates the computational benefits of our approach.
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Table 3.2: Mean accuracy and variance NMF-based classification. For each
dataset, the most accurate method is in bold font. This property is assessed
thanks to a paired Student’s T-test between the SAGA and the best other
method (apart from SK SiVM which can be seen as a particular case of SAGA)
COIL-20 PIE MNIST CIFAR-10
Sparse NMF 88.04 (0.66) 80.24 (1.25) 86.08 (1.99) 38.34 (0.56)
Kernel NMF 94.38 (1.75) 79.89 (7.25) 83.61 (2.86) 38.90 (1.87)
Convex NMF 83.46 (2.84) 54.95 (9.07) 80.66 (2.80) 31.31 (0.45)
KC NMF 85.18 (0.39) 59.80 (1.75) 81.94 (0.35) 25.76 (0.16)
SK SiVM 96.79 (1.34) 83.73 (9.32) 89.71 (3.78) 35.50 (2.20)
SAGA 97.23 (1.58) 84.44 (13.62) 89.92 (3.18) 35.59 (2.44)
t-statistics 3.2327 1.8872 2.3257 X
Confidence ≥ 99% ≥ 95% ≥ 97.5% X
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Figure 3.9: Computational performances between SAGA and the other consid-
ered NMF methods on the whole PIE dataset.
3.6 Conclusion
SAGA (Sparse and Geometry Aware) is a new matrix factorization algorithm
which has the following properties: (1) it operates in the Gaussian RKHS, which
accounts for potential nonlinearity in the dataset geometry; (2) it provides sparse
and convex projections onto a reduced embedding spanned by selected typical
samples, which facilitates the human interpretation, and leads to a non-linear
local representation of the data; (3) it has a complexity linear with the number
of data entries, which allows dealing with big data. SAGA relies on both a man-
ifold sampling strategy and a data projection. This latter has been proved to
converge under some conditions regarding the Gaussian kernel variance. Finally,
SAGA has been tested on toy, simulated and real datasets. The following con-
clusions can be drawn from the experiments: we observed in accordance with the
theory that SAGA encodes the data as convex combinations of neighbor sam-
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ples; the proposed volume maximization heuristic leads to better subsampling
of the original data with respect to the volume of the simplex formed by the
CSS; and the performances of its feature extraction have proved to outperform
the selected state-of-the-art other NMF methods on classification tasks.
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Part III
Démélangeage de séries
temporelles
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Chapter 4
Time series unmixing
——————————————————————————————————–—
—————————————————————————————————–
Résumé du chapitre
Dans cette partie, nous appliquons la technique vue au chapitre précédent au
cas du démélangeage de séries temporelles de variables biophysiques associées à
chaque pixel d’une séquence d’images MODIS. Nous cherchons plus précisément
à estimer les fractions associées à chaque classe au sein d’une série. L’apport
0 10 20 30 40 50 60 70 80 90 100
0
1
2
3
4
5
6
V
al
ue
Time
Figure 4.1: Principe du “Dynamic TimeWarping” (DTW) pour l’alignement
de deux séries temporelles. Les deux courbes présentent un profil similaire
associé à une même classe. Malgré cela, la distance euclidienne entre ces séries est
importante. Le principe de DTW est de chercher le meilleur alignement entre les deux
courbes (droites bleues) et de calculer l’erreur sur les courbes ré-alignées, mettant ainsi
en évidence le fait que les deux courbes sont similaires.
méthodologique principal est l’emploi de noyaux adaptés aux séries temporelles
pour effectuer la transformation des données (le démélangeage étant effectué
au moyen de la technique proposée dans le chapitre précédent). Ces noyaux
s’appuient sur des distances élastiques (comme le Dynamic Time Warping il-
lustré en Fig 4.1) qui permettent de comparer de manière plus efficace des pro-
fils temporels par rapport à la distance euclidienne qui ne prend pas en compte
l’aspect corrélé des valeurs en chaque point d’une courbe. Ce chapitre est or-
ganisé comme suit :
• La section 4.1 rappelle les enjeux du démélangeage de séries temporelles
;
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• La section 4.2 établit un état de l’art dans ce domaine;
• La section 4.3 présente la méthodologie, qui combine les aspects théoriques
du chapitre précédent avec des noyaux temporels;
• La section 4.4 présente des résultats expérimentaux sur des données
MODIS.
Soulignons ici que cette approche visant à démélanger directement des séries
temporelles n’a, selon notre connaissance, pas encore été exploitée. Ce chapitre
étudie donc les possibilités d’une telle démarche et les résultats préliminaires
sont encourageants. Les travaux présentés ici correspondent à un article soumis
dans la revue IEEE Transactions on Geosciences and Remote Sensing.
——————————————————————————————————–
——————————————————————————————————–
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Abstract
The main objective of this chapter is to explore the possibility of pixel unmixing
related to remote sensing time series.
In remote sensing research, mixed pixels are the result of the combination
of the distinct materials that occupy a single pixel due to the spatial resolu-
tion of the sensor. The distinct materials associated with the surface are called
endmembers, and the fractions in which they appear in a pixel are called abun-
dances. The pixel unmixing problem involves estimating all or some of: the
number of endmembers, their signatures and their abundances in each pixel.
Traditionally, pixel unmixing is implemented on hyperspectral data, based on
the assumption that the spectral signatures of endmembers are time invariant.
Of course this time invariance is not valid for time series. Do deal with this speci-
ficity, similarly than other state-of-art approach and previous chapter, we rely
on non-negative matrix factorization (NMF) framework in feature space. The
kernel-based approach allows us to make use of elastic kernels when measuring
the similarity between two time series. Based on kernel space simplex volume
maximisation (SiVM) method, we extract an over-complete set of endmembers
and corresponding abundances. The preliminary experimental results, obtained
on real dataset, illustrate the effectiveness and the generalization capacities of
the proposed approach.
Keywords
Time series, pixel unmixing, kernel, endmember, over-complete endmember set.
4.1 Introduction
At the moment, the large archive produced by satellite remote-sensing missions
is becoming an increasing valuable source of information [Jensen 1996][Sabins Jr 1978].
This leads to a better interpretation of land-cover and land-use by analyzing the
accumulated satellite data. The quality of remote sensing data is dependent of
its spatial, spectral, radiometric and temporal resolutions [Lillesand 2004] and a
given image is a tradeoff among these four resolutions. For instance, due to the
limit of its orbit and imaging equipment, the high temporal and radiometric res-
olution satellite image would likely be of low spatial resolution [Richards 1999].
The orbit of satellites for high spatial resolution has to be close to the earth
surface, making it subjected to the influence of the atmosphere. The associated
operational life span is relatively short compared with other sort of satellites
and their revisit frequency is low. On the drawback, for median or low spatial
resolution satellite image, the temporal rate is better but a single pixel generally
corresponds to a large square ground area [Harsanyi 1994], possibly embedding
multiple distinct materials. As a consequence, researchers have concentrated
their efforts to the pixel unmixing problem, the objectives of which are to es-
timate all or some of the number of endmembers, their signatures and their
abundances in each pixel.
For pixel unmixing, a popular motivation is to exploit the information of
hyperspectral image [Camps-Valls 2005][Chan 2009]. Hyperspectral cameras
(HSCs) measure electromagnetic energy scattered in their instantaneous field
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view in hundreds or thousands of spectral channels with higher spectral res-
olution than multispectral cameras [Bioucas-Dias 2012][Keshava 2002]. The
unmixing approaches for HSCs, generally called hyperspectral unmixing (HU)
methods, assume that the spectral signature of each endmember is persistent
and uniform over time. Many models searching for robust, stable, tractable
and accurate hyperspectral unmixing algorithms have been developed the past
decades [Bioucas-Dias 2012]. For example the approach in [Smith 1985] is ap-
plicable to remote sensing data of planetary surfaces for quantitative determi-
nations of mineral abundances. In a similar way Adams et al propose a spectral
mixture model for the analysis of rock and soil types [Adams 1986] while in
[Swayze 1992], the hyperspectral unmixing technique is used to obtain mineral
maps from AVIRIS data of Cuprite mining district.
However, although the spectral signatures of minerals, soils or water areas
may be time invariant, this assumption is not always valid for most of agricul-
tural land-covers such as forest, grassland or agricultural field [Goenaga 2013].
Broadly speaking, the state of ecological systems would likely differ in various
seasons [Walthall 1992], resulting in rhythm patterns of remote sensing sequen-
tial observations in a given area. A way to deal with this is to exploit remote
sensing time series which could potentially contain much more information than
single images [Sakamoto 2005]. Many satellites such as MODIS [Justice 1998] or
Landsat [Vogelmann 2001] have been working on orbit for long, yielding today
remote sensing time series data which are a valuable source of observation on
which the unmixing problem can be applied.
The attempt to exploit time series also brings about new challenges. First,
time series could be of various length: the observation dates and frequency of
two time series in two distinct areas may be not identical due to cloud coverage
and satellite availability. Second, the climate fluctuation of two different years
would result in semantically similar time series but associated with large Eu-
clidean distance between each others. These issues are also encountered in other
research fields as for example speech recognition where two audio clips of dif-
ferent length could convey exact sentence [Myers 1980]. Many efforts have been
devoted to handle such special properties of time series the past three decades.
In remote sensing, several works have also been designed to deal with time series
(related to luminance, spectral data, biophysical parameters, ...). For example
in [Petitjean 2012] Petitjean et al. use specific measurements (and in particular
the Dynamic Time Warping discussed later) to classify various remote sensing
time series while in [Petitjean 2011] they propose specific strategies for their av-
eraging and clustering. A similar approach with various comparison criteria has
been proposed in [Viovy 2000, Dusseux 2014b] where in this latter article, the
application is related to the identification of grassland management practices.
If one intends to exploit temporal sequences, it is essential to measure the
similarity between two time series. Despite other notable attempts [Jebara 2004],
the most popular standard to compare time series remains the Dynamic Time
Warping (DTW) distance and its associated elastic kernels. The DTW frame-
work has been extensively studied since it was first proposed by Sakoe et al
[Sakoe 1978] and used since in a large number of application papers. Even
though time series data is not new in remote sensing, only a few recent papers
attempt to apply it to pixel unmixing. In [Hemissi 2013], Hemissi et al propose
to summarize temporal sequence of spectral signatures as a 3-D mesh and mea-
sure the similarity of the temporal spectral signature sequence by comparing the
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shapes of 3-D meshes for mixed pixel unmixing. The paper in [Hall 1987] com-
bines the several spectral signatures in distinct seasons to construct an extended
signature which is used for pixel unmixing. However none of these methods have
fully explored the time shift property of time series under DTW framework for
pixel unmixing.
Among the state-of-the-art pixel unmixing approaches, efficient and recent
ones are implemented under the non-negative matrix factorization (NMF) frame-
work [Pauca 2006][Zhu 2014]. Non-negative matrix factorization [Courty 2014]
(or NMF for short) try to decompose a given matrix X as a product of two
matrices M and A, such that ||X −MA|| is minimized, under the constraints
that the elements of A are positive or nil. Many interesting properties can arise
(as for instance unmixing) with such a constraint. Among existing techniques,
Li et al have transposed NMF onto a reproducing kernel Hilbert space (RKHS),
resulting in an efficient kernel NMF approach [Li 2012]. In their application,
each column of M is a combination of all columns in X, and corresponding
columns in A are weight coefficients. Recently NMF framework has been used
for pixel unmixing in hyperspectral data [Bioucas-Dias 2012]. However, this
technique is pixel-based and does not specifically take into account the fact that
we are dealing with time series.
Motivated by this kernel NMF technique of [Li 2012] and elastic kernels
devoted to deal with time series (cf for example in [Dusseux 2014b]), we propose
here to perform the time series unmixing in a RKHS space using elastic kernels.
Before going into details, let us first formalize the time series unmixing
problem. Let X = [x1, ...,xn] be a matrix of T × n corresponding to a dataset
of n remote sensing time series xi of length T , which are observed in image
pixels1. We denote H = [s1, ..., sc] an ideal T × c matrix composed of the c
semantic classes (such as forest, grassland, urban area, ...) corresponding to
all pure elements of dataset X. The unsupervised unmixing problem can be
described with Eq. (4.1) as:
X = MA : such that
∑
j
Aji = 1,∀i and Aji ≥ 0,∀i, j (4.1)
where M is a T × ` matrix composed of the ` endmember signatures and A is a
` × n matrix called abundance map. Ideally, we wish that one signature could
perfectly represent one semantic class (` = c and M = H), so that the ith column
of matrix A (noted A•i) would be the fractions of time series xi corresponding to
pure elements. However, this is quite unlikely in real situation, as the intra-class
variability may be important, yielding most of the time multiple endmembers to
represent one class (` > c). As will be discussed in the next section, the relation
between endmember set M and class set H can be estimated from other sources
of information. Once estimated, from the abondance A one can to compute the
fraction map of dataset X corresponding to the sematic classes H.
The overall paper is organized as follows: the next section introduces the
state-of-the-art pixel unmixing techniques, which has inspired our time series
unmixing research. Then, in section 4.3, our proposed methodology based on
non-negative matrix factorization and elastic kernels is presented. Finally, sec-
tion 4.4 shows some experiments on real datasets.
1For clarity, we assume that length T is the same for all time series but in practice they
can be of various lengths.
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4.2 Related work
The pixel unmixing process is generally composed of two major steps: endmem-
ber extraction and abundance estimation.
• Endmembers M are the signatures representing the unique materials in a
given image such as mineral, water body, soil, ... In general they have to
be extracted form the dataset X;
• Abundances A are the percentage of each endmember within a given pixel.
Once endmember signatures are extracted, this abundance map can be
estimated with various strategies depending on the application (see for
example the review paper in [Bioucas-Dias 2012]).
The linear mixing model assumes that the mixed pixel is a linear combi-
nation of endmembers based on corresponding abundances. New approaches
[Broadwater 2007][Kwon 2006] generalize the linear mixing model by introduc-
ing nonlinearities through kernel functions. We will now give a brief introduction
for both sorts of methods.
4.2.1 Endmember extraction introduction
In general we assume that for large datasets, there exists at least few pure inputs
that contain only the corresponding material [Nascimento 2005][Winter 1999].
Under the linear model, the mixed data should locate within the simplex con-
structed by the pure endmember pixels, as shown in [Courty 2014]. The end-
members may then be infered by selecting some pixels which comprise a max-
imum volume (MV) simplex to the data. This rather simple and yet powerful
idea underlies several geometrical based endmember extraction methods.
The vertex component analysis (VCA) algorithm [Nascimento 2005] enables
to solve this fitting problem by iteratively projecting data onto a direction or-
thogonal to the subspace spanned by the already determined endmembers. The
signature corresponding to the extreme of the projection is selected as the new
endmember. The popular NFINDR method [Winter 1999] assumes that the vol-
ume defined by a simplex of purest pixels is larger than any other volume defined
by any other combination of pixels. Therefore this algorithm searches for the set
of pixels defining the largest volume by inflating a simplex inside the data. The
simplex identification via variable splitting and augmented Lagrangian (SISAL)
[Bioucas-Dias 2009] allows the positivity constraint on A to be violated, so that
some very noisy data could possibly lay outside the simplex (this is a robust
version of the maximum volume technique). For above methods, the number of
endmember is restricted by the signature dimension.
Among the endmember extraction methods under non-linear mixing model,
we are particularly interested on kernel-based methods, as they offers a degree of
freedom by choosing various kernel functions (see [Bishop 2006][Bioucas-Dias 2012]
for more details). In [Thurau 2012], Thurau et al propose an approach for de-
termining an over-complete endmember set by using only pairwise distances
between two signatures. Over-complete endmembers are very interesting since
they allow more flexibility when dealing with classes embedding a large vari-
ability. As we will explain later, the technique in [Thurau 2012] could be easily
transposed to kernel-based method. The over-complete endmember set would
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comprise a manifold hull, which better describes the property of dataset X. Let
us now discuss about abundance estimation.
4.2.2 Abundance estimation
Once endmembers M for dataset X are extracted, the next step consists in
estimating the abundance map A. This can naturally be obtained by minimizing
the Least Square Error (LSE). However, some constraints can be included in
the abundance map A, as its elements should be non-negative, and the sum of
each column in A should be one (each column stands for the percentage of each
endmember). Another useful constraint is to impose sparsity in matrix A since
a mixed data is in general made of a small subset of endmembers. For linear
mixing model, the abundance estimation problem can then be formulated as
Eq. (4.2):
min
A•i
1
2
‖MA•i − xi‖2F + λ‖A•i‖1 s.t A ≥ 0
∑
A•i = 1 (4.2)
This relation, commonly named Constrained Sparse Regression (CSR) (as we
apply a sparse convex constraint on A) embeds the Frobenius norm F defined
for a matrix M composed of elements (mij) as ‖M‖F =
√∑
i
∑
j |mij |2. The
applicability of sparse regression to pixel unmxing is studied in [Iordache 2011].
Broadwater et al [Broadwater 2007] propose to generalize the Eq. (4.2) with
kernel techniques. This approach is called kernel fully constrained least square
(KFCLS) algorithm. Despite efficient properties, it suffers from a too large
computational coast. A more efficient approach is proposed by combining RKHS
space gradient and simplex unit projection [Courty 2014]. This will be detailed
in the next section.
4.3 Methodology for time series unmixing
In this section we describe into details the general methodology for time series
unmixing. It is based on simplex volume maximization (for end member ex-
traction) and projection onto it (for abundance estimation). All these steps are
realized in a feature space embedded by a specific kernel devoted to time series,
introduced in the next paragraph.
4.3.1 Kernel time series
There exists a great amount of computer disciplines which are faced with the
problem of measuring the similarity between two time series (as for instance
financial and stock data analysis, astronomy, medicine, audio processing, ...).
Let x = (x1, ..., xm) and y = (y1, ..., yk) be two time series from a dataset X
(x,y ∈ X). As shown earlier, a kernel function can be used to describe the dot
product in a given feature space. In a context of time series analysis, popular
kernels can be classified into three categories:
1. Nonelastic kernels that do not support any time shifting. The usual Gaus-
sian kernel in equation 4.3 stands in this category;
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2. Elastic kernels that tolerate time shifting but are not positive definite,
such as the Dynamic Time Warping (DTW) based kernel described later;
3. Elastic kernels that tolerate time shifting and are positive definite (p.d.),
such as global alignment kernel described in the end of this paragraph.
The kernels in first category generally compare two time series point-by-
point, assuming therefore that all series have the same length. In addition, it is
based on the idea that all instantaneous differences are significant: this means
that any shift between two time series will generate errors, preventing from
identifying two similar patterns delayed in time. These kernels can be regarded
as standard kernels for feature vectors and the most famous one is the Gaussian
kernel, as defined in Eq. (4.3):
kGauss(x,y) = exp(− 1
γ
||x− y||2). (4.3)
The second category of kernels are often similar with the gaussian one but
the L2 distance of relation (4.3) is replaced by an elastic criteria, for example
based on Dynamic Time Warping (DTW) [Noma 2002][Bahlmann 2002] or Edit
Distances [Cortes 2004]. The main idea behind DTW is to assign low values for
similar temporal profiles but with different amplitudes or delay on time. It is
based on the extraction of a minimal path to switch from a series x to another
y of different lengths.
In practice to evaluate the DTW between series x = [x1, x2, ..., xm]T and
y = [y1, y2, ..., yn]
T , we compute a m × n penalty matrix P such that p(i, j)
represents the cost to switch from xi to yj . It is generally computed as:
p(i, j) = |xi − yj |. (4.4)
A warping path W = w1, ..., wK ,K ∈ [max(m,n),m + n − 1] is the set of
coordinates in matrix P to switch from p(1, 1) to p(m,n). It should respect the
following properties:
• w1 = (1, 1) and wK = (m,n) (start and end points);
• wi+1 is adjacent to wi for all i ∈ [1,K − 1] (continuity constraint);
• (wi+1−wi)(wi−wi−1) > 0 for all i ∈ [2,K−1] (monotonicity constraint).
The DTW distance Ddtw(x,y) is the warping path that has the minimum cu-
mulated penalties:
Ddtw(x,y) = min
∑K
k=1 p(wk)
K
. (4.5)
Efficient implementations to find this optimal path from P can be obtained
using dynamic programming. In practice a distance matrix D of size m×n can
be constructed with D(1, 1) = p(1, 1) and:
D(i, j) = min

D(i− 1, j) + p(i− 1, j)
D(i− 1, j − 1) + p(i− 1, j − 1)
D(i, j − 1) + p(i, j − 1)
. (4.6)
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Any value D(i, j) gives the DTW distance between the i first elements of x
and the j first elements of y (and therefore the DTW distance is Ddtw(x,y) =
D(m,n)).
Bellow we give an illustration of the described approach. Suppose we want
to compare two time series x = (2, 3, 6, 9, 5, 4, 3) of size m = 7 and y =
(1, 2, 5, 9, 4, 2) of size n = 6. The penalty P and distance D matrices read:
P =
y
1 2 5 9 4 2 i=
x
2 1 0 3 7 2 0 1
3 2 1 2 6 1 1 2
6 5 4 1 3 2 4 3
9 8 7 4 0 5 7 4
5 4 3 0 4 1 3 5
4 3 2 1 5 0 2 6
3 2 1 2 6 1 1 7
j = 1 2 3 4 5 6
(4.7)
D =
y
1 2 5 9 4 2 i=
x
2 1 1 4 11 13 13 1
3 3 2 3 9 10 11 2
6 8 6 3 6 8 12 3
9 16 13 7 3 8 15 4
5 20 16 7 7 4 7 5
4 23 18 8 12 4 6 6
3 25 19 10 14 5 5 7
j = 1 2 3 4 5 6
(4.8)
On this basis, the DTW kernel is defined in Eq. (4.9) :
kDTW (x,y) = exp (−DTW (x,y)) (4.9)
For implementation, the optimal alignment is determined via dynamical pro-
gramming [Sakoe 1978]. The DTW kernel has been exploited by many au-
thors for various applications [Noma 2002][Zhou 2010]. However, as discussed
in [Cuturi 2011], the DTW kernel is not positive definite, and this contradicts
the mathematical foundations of kernel methods from the theory of reproducing
kernel Hilbert spaces [Bishop 2006].
From this difficulty, many efforts have been devoted to construct positive def-
inite kernels suitable for time series similarity measurement with elastic princi-
ples. In this third category of kernels one can find the one proposed by Marteau
[Marteau 2009] based on time warp edit distance which satisfies the triangle
inequality, this property being attained by enforcing stiffness adjustment and
as a result could be used to define a p.d. kernel. Another kernel has been pro-
posed by Cuturi et al [Cuturi 2007][Cuturi 2011] who use the soft-minimum of
the costs of all the alignments that can map a time series onto another to define
a positive definite kernel, namely, Global Alignment kernel in Eq. (4.10):
kGA(x,y) =
∑
pi∈A(x,y)
|pi|∏
i=1
κ(xpi1(i), ypi2(i)) (4.10)
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where A(x,y) includes all possible alignment pi between x,y. As proved in
[Cuturi 2011], kGA is p.d. if κ/(1 + κ) is p.d. and κ could be Gaussian kernel.
Both kernels in (4.9) and (4.10) will be tested in our application. Let us now
turn to the endmember extraction issue.
4.3.2 Endmember extraction
Traditional pixel unmixing approaches assume that there exists a single signa-
ture which well represents each semantic class. However, as illustrated in the
work of [Hemissi 2013], the signatures of basic classes can have natural vari-
ability that needs to be taken into consideration during endmember extraction,
abundance estimation and any further analysis. In [Goenaga 2013], the authors
have applied local unmixing strategy to deal with this problem by assuming that
only for a small local area, one endmember for each class is sufficient. For the
entire image, they merge the results of all local areas to compute the abundance
map of all classes. Because of the efficiency of this technique, we propose in
this article to use multiple signatures for each class, which means that we would
select several endmembers for one single semantic class. These endmembers
would in fact describe the intra-class variability. The set of all endmembers
compose an over-complete basis set for further unmixing problem. Recent re-
search [Yang 2009][Olshausen 1997] indicates that such over-complete basis set
is beneficial when a sparse constraint on abundance map is enforced.
The basic idea of our endmember extraction technique is based on the non-
negative matrix factorization method we proposed in [Courty 2014] (minimize
||X−MA||2 in kernel space). We construct the columns of endmember matrix
M directly from the dataset X: by this way the endmembers compose a manifold
hull which characterizes the boundary of the dataset X. To construct this matrix
we choose the Simplex Volume Maximization (SiVM) [Thurau 2012], due to the
following reasons:
1. SiVM samples the boundary. Based on the idea that a linear combina-
tion of pure pixels are inside a simplex composed of endmembers, the
maximization of the simplex would result in that the extracted points are
more likely composed of a single distinct materials [Bioucas-Dias 2012],
i.e. endmembers, as illustrated in Fig. 4.2;
2. SiVM can be easily conducted in a RKHS, thus we could use the kernel
described in Section 4.3.1 to deal with the properties of time series. It is
also possible to derive a simplex with the vertex number to be much larger
than the original dimension of time series [Cristianini 2000];
3. It has a linear complexity, thus it can be applied for a large datasets.
In the following we describe more formally this approach.
Let ∆`(M) be a (` − 1)-simplicial polytope formed by ` columns of M,
and φ(M) = [φ(m1), . . . , φ(mn)] be the feature vectors of endmembers in a
RKHS. We begin with a review of the original formulation of Thurau and co-
workers [Thurau 2012] and its direct transposition to the kernel framework.
SiVM tries to maximize Vol(∆`(M)), the volume of the simplex spanned by
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Figure 4.2: An endmember extraction demo on toy dataset. The blue points
are the observation data of mixed pixels, they contain more than one class substance,
the cyan points represent various distinct materials (pure pixel), and the red points
are extracted endmember, they are quite close to be pure pixel.
∆`(M), which reads:
Vol(∆`(M)) =
√
−1` · cmd(M)
2`−1(`− 1)! (4.11)
where cmd(M) is the Cayley-Menger determinant [Michelucci 2004] of M (i.e.
the determinant of the matrix accounting for the pairwise distances in M) and
d2i,j is the square Euclidean distance between elements mi and mj :
cmd(M) = det

0 1 1 1 . . . 1
1 0 d21,2 d
2
1,3 . . . d
2
1,`
1 d22,1 0 d
2
2,3 . . . d
2
2,`
1 d23,1 d
2
3,2 0 . . . d
2
3,`
.
.
.
.
.
.
.
.
.
.
.
.
. . .
.
.
.
1 d2`,1 d
2
`,2 d
2
`,3 . . . 0
. (4.12)
The formulation of cmd(M) only involves pairwise distances di,j , so that its
kernelization appears straightforward: the volume of ∆`(M) can be expressed
by replacing the Cayley-Menger determinant by that of a matrix accounting for
pairwise distances, derived from kernel function:
Vol(∆`(φ(M))) =
√
−1`
2`−1(`− 1)! det(P) (4.13)
with M similar to the matrix of Eq. (4.12) except that ∀i, j ≤ `, d2i,j is replaced
by:
P(i+1)(j+1) = ||φ(mi)− φ(mj)||2
= k(mi,mj) + k(mj ,mj)− 2k(mi,mj) (4.14)
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The comparison of the volume of the simplices in Eq. (4.13) spanned by all the
possible endmember sets is computationally prohibitive (computation complex-
ity O(N `)). Thus, the greedy search method for the best simplex, which we
propose in [Courty 2014], is used to construct an over-complete endmember set.
This method is an improvement of SiVM in [Thurau 2012] and enables then
to extract an over-complete set of endmembers representing the variability (in
terms of time series) of each pure materials.
Now that we have an over-complete endmember set, its relation with the
c semantic classes has to be determined. Let {M ← H} be a mapping from
semantic class H to endmember set M, and let H•i denoting the fraction of mi
for each class. Because of possible errors in the maximization process for simplex
volume maximization, we assume that all endmembers are not necessary pure
materials but they also can be composed of mixed elements. In this study from
remote sensing images, once extracted, the composition of elements in M are set
manually using high spatial resolution aerial images in the corresponding area.
It can also be set by experts or any additional information, users just need to
identify the composition of the few endmembers (compared to the whole dataset)
automatically extracted by simplex volume maximization. As ` is much smaller
than dataset size n, this strategy could save a great amount of human work.
Active learning [Tong 2002] and similar strategies are tools that can also be
exploited to reduce labeling workload for training data and will be investigated
in a future step. In the following we discuss about abundance estimation.
4.3.3 Abundance estimation
Once the endmember set M is estimated with the approach described in previous
section, one needs to compute the abundance map A. As M is over-complete,
it appears rational to promote sparse solutions of A, as done in [Wright 2009].
It also appears natural to rely on the similarity measurement kernels discussed
in section 4.3.1 for the estimation of A. Given these constraints, we search for
the projection of any point φ(xi) onto the simplex ∆`(φ(M)), i.e. the point
of the simplex which minimizes the Euclidean distance in the feature space to
φ(xi). It can be shown that this amounts to solve the n independent problems
of computing the columns of A [Courty 2014]:
A•i = arg min
A•i
||φ(xi)− φ(M)A•i||2
s. t.
∑
j
Aji = 1, Aji ≥ 0,∀i. (4.15)
The constraint
∑
j Aji = 1, Aji ≥ 0,∀i is equivalent to have A•i in the unit
standard simplex ∆`, (in fact A encodes the barycentric coordinates of X in
∆`(φ(M))). At this point, it is possible to force the sparsity of the projection
to λ < `, without any extra computational cost: we only need to replace the
previous constraint by Gi• ∈ ∆λ. Thus, Eq. (4.15) reads:
A•i = arg min
A•i
||φ(xi)− φ(M)A•i||2 s. t. Gi• ∈ ∆λ (4.16)
Instead of considering quadratic programming, such as in [Thurau 2012]
or [Kumar 2013], we follow some recent work on the projection on the unit
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standard simplex [Kyrillidis 2013], and we propose to use a simple projected gra-
dient descent algorithm to solve Eq. (4.16), which amounts to iterating through
different possible solutions of
At+1•i = Pλ
(
At•i − εt∇(||φ(xi)− φ(M)At•i||2)
)
(4.17)
where t is the iteration index, εt a (possibly varying) step size, ∇(.) the gra-
dient operator and Pλ(.) the projector onto ∆λ. This kind of projected gra-
dient descent method has recently shown its computational efficiency and is
also endowed with theoretical convergence guarantees [Garg 2009]. As proved
in [Courty 2014], the gradient reads (we omit the iteration index t for clarity):
∇(||φ(xi)− φ(M)A•i||2) = 2(A•iK` − kxi)
where K` is the Gram Matrix [Bishop 2006] of feature vectors φ(M) and kxi
stands the kernel function results between xi and each endmember in M.
As for projector Pλ(.), we rely on the Greedy Selector and Simplex Projector
(GSSP) algorithm of [Kyrillidis 2013] which can be summarized as a two-step
procedure: first the coordinates of the vector are sorted by magnitude, and
second the λ greatest values are projected on the unit simplex ∆λ (while the
other vector entries are set to zero). The convergence of the projector is analyzed
in [Courty 2014]. The overall procedure is summarized in next section.
4.3.4 Overall procedure
The endmember extraction and abundance estimation are both performed in
RKHS space. This enables a better separability of input data and to take ad-
vantage of the elastic kernels described in section 4.3.1 to measure the similarity
between two time series. After these two steps, we obtain the over-complete end-
member set M, and the whole dataset X’s abundance map A. To perform the
unmixing, we also need to determine the fraction map of endmember set M
on semantic classes H in the interested area. As mentioned before, the estima-
tion of H requires knowledge or information from other sources, such as expert
field investigation. In our experiment, it is estimated from human inspection
on high resolution aerial image at corresponding endmember location. From all
these informations, we could easily merge the intermediate results to obtain the
dataset X’s fraction map F on semantic classes: F = HA.
In practice, in addition to the data matrix X, the user needs to tune the
following parameters: k the choice of suitable kernel, γ the parameters associ-
ated with the kernel in Eq. (4.14), ` the number of the extracted endmembers
and λ the expected sparsity level (with λ ≤ `). The parameters could be fixed
with cross-validation [Kohavi 1995] and we find in our experiments that these
parameters are not very sensitive. All these steps result in the following proce-
dure for time series unmixing:
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Time series unmixing process
Inputs:X = [x1, ...,xn] the time series dataset
k the kernel for similarity measurement
γ the parameter for kernel k in Eq. (4.14)
λ the expected sparse level for the number of endmembers
composing each pixels
` the number of extracted endmembers
 optimization parameters for gradient descent in Eq. (4.17)
H endmembers’ fraction map on semantic classes
Outputs:M the extracted endmember set
A: abundance map of X corresponding to M
F: fraction map of X corresponding to pure materials
————————
step-1: use SiVM for endmember extraction, obtain an over-complete
endmember set M.
step-2: fix endmember set M’s fraction map F corresponding on sematic
class H (by expert investigation in practice).
step-3: sparse projections onto the RKHS simplex to obtain X’s abundance
map A corresponding to M.
step-4: analyze the intermediate results to obtain X’s fraction map F = HA
corresponding to sematic classes H.
The manual estimation of semantic class fractions in ` endmember locations
to fix H would take some effort, yet this procedure is a substantial reduction
of workload, compared with the fraction estimation of a whole learning data
set for endmember extraction in each semantic class. The manual estimation of
H could be considered as the labeling steps for active learning [Ertekin 2007],
as we only need to offer groundtruth information on a small number of pixels,
selected by endmember extraction algorithm.
4.4 Experimental validation
This part aims at validating the proposed time series unmixing framework. Our
approach has been tested on real dataset. Endmember extraction technique
will be first evaluated and then, a comparison between pixel unmixing results
of various approaches will be provided. Before entering into details, let us
introduce some general aspects of experimental setup.
4.4.1 Experimental settings
The following experimental conditions have been applied:
• In each experiment, we have attempted to evaluate the influence of varying
value of ` (the number of extracted endmembers) ;
• When using the proposed time series unmixing framework, the two intro-
duced elastic kernels, namely Dynamic Time Warping kernel in Eq. (4.9)
and Global Alignment kernel in Eq. (4.10), have been investigated. Their
comparison with Gaussian kernel in Eq. (4.3) is also provided to demon-
strate the merit of elastic criteria;
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• All internal parameters, such as kernel parameter γ, sparse level λ, gra-
dient descent parameter  have been determined with cross-validation
[Kohavi 1995].
4.4.2 Dataset properties
The dataset is issued fromMODIS observation of Belledonne in southeast France
and consisted of 562 time series samples manually labeled by experts. The
samples are related to 4 types of land covers: Urban, Wood, Forest, Grassland
and our pixel dataset has been acquired from the location where exists mainly
these 4 classes objects. We have used MODIS satellite observations in 2006,
2008, 2009, as shown in Fig. 4.3. In each year, 36 observations at 10 days time
interval [Lecerf 2008] are available. For validation, 4 types of time series are
used:
• Time series of Leaf Area Index (LAI) [Tripathi 2014], which is defined as
the one-sided green leaf area (for broadleaf canopies) or projected conifer
needle surface area to ground area (for coniferous plants) per unit horizon-
tal earth surface area. The satellite-derived LAI value should corresponds
to the total green leaves of the all the canopy layers, including the under-
storey which may represent a very significant contribution, particularly
for dense vegetation area, such as forest.
• Time series of Fraction of green vegetation Cover (FCover) [Gutman 1998],
which corresponds to the fraction of ground area covered by the green veg-
etation, the considered area being generally a pixel. Fcover is independent
from the illumination direction and sensitive to the vegetation amount.
• Time series of MODIS B1 band data, [Xiong 2006], which is the re-
flectance data at red band (wavelength 620–670 nm). The spatial res-
olution is 250m and the solar radiation absorption rate of live leaves is
low at this band.
• Time series of MODIS B2 band data, [Xiong 2006], which is the reflectance
data at near infrared band (wavelength 841–876 nm). The spatial reso-
lution is 250m, and the solar radiation absorption rate of live leaves is
high.
LAI and FCover are biophysical variables, which are widely used by remote
sensing community to describe the state of vegetation area. In our experiments,
these variables are estimated from MODIS multispectral data by inverting the
PROSAIL model [Jacquemoud 2009]. The detailed procedure is presented in
[Lecerf 2008][Baret 2007]. The B1 and B2 are original MODIS reflectance ob-
servations, their spatial resolution (250m) is highest among all MODIS spectral
bands. From MODIS spectral bands, NDVI [Carlson 1997] (Normalized Differ-
ence Vegetation Index) can also be computed. However here, most presented
results are derived from LAI time series since it has been observed that this
biophysical parameter is more stable and precise than NDVI [Dusseux 2014b].
According to our observation, in the time series dataset, the intra-class vari-
ability is not negligent (see in Fig. 4.3), which justifies our argument that mul-
tiple endmembers should be used to describe a single semantic class. Moreover
translation in time can be observed : in 2006/2008, the starting date of MODIS
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Figure 4.3: Leaf Area Index evolution of various years in Belledonne,
France. the horizonal axis is date of the year, the vertical axis is Leaf Area Index
observation is on January, 7th while in 2009, this starting date is January, 2nd.
In addition, because of different climate in each year, there exists a shift for time
series data even in the same location. As will be shown, elastic kernels are able
to deal with this time shifting property. Let us now evaluate the endmember
extraction procedure.
4.4.3 Endmember extraction validation
As explained before, the goal of our proposed endmember extraction method
is to find an over-complete set for representing the various semantic classes of
land cover within this ground area. We have tested our proposed approach
presented in section 4.3 respectively with Gaussian, DTW, and GA kernels. In
Fig. 4.4 (a,b,c) is depicted a visual illustration of our extracted endmembers
(shown in red diamond points) with these 3 kernels, when we experiment with
LAI time series and the number of endmembers has been set as 22. As the
time series length is 36, in order to visually demonstrate the results, all time
series have been projected onto 2-D space with Principal Component Analysis
(PCA). It can be observed that our extracted endmembers with DTW kernel in
(Fig. 4.4b), GA kernel (Fig. 4.4c) could effectively represent the dataset struc-
ture. It also appears that the performances of DTW kernel and GA kernel seem
better than Gaussian kernel (result in Fig. (4.4a)) since their distribution seems
to be more consistent with the initial one. This confirms our previous sugges-
tion that elastic kernels appear better suited for measuring similarity between
time series. In order to make a comparison with other existing endmember ex-
traction methods, we have also implemented 3 state-of-the-art approaches: VCA
[Nascimento 2005], NFINDR [Winter 1999] and SISAL [Bioucas-Dias 2009]. All
the three method would strive to extract a endmember simplex, while other pix-
els would lay within the simplex as much as possible. The results are illustrated
in Fig. (4.4e-4.4f). From a visual comparison, it appears that the presented ap-
proach seems to be much more adapted to time series endmember extraction, for
similar reasons than previously (in practice SISAL has extracted endmembers
far from the original dataset).
In order to make a quantitative comparison, we have manually determined
class fraction of extracted endmembers with aerial high resolution images. For
SISAL algorithm, the extracted endmembers do not necessarily exist in original
dataset (Fig. (4.4f)), as the endmember signatures are calculated by solving a
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Figure 4.4: An illustration of endmember extraction results of various meth-
ods, time series are projected to 2D with PCA, and red diamond points are extracted
endmebers. (a) SiVM with Gaussian kernel, (b) SiVM with DTW kernel, (c) SiVM
with GA kernel, (d) VCA, (e) NFINDR, (f) SISAL.
seqence of convex optimization problems using the method of augmented La-
grange multipliers, therefore the class fraction of nearest time series in dataset is
used. A good endmember set should properly describe all semantic classes and
it is better that the endmembers are evenly distributed among various classes.
In the light of this, we have used two criteria, entropy [Wang 1984] and gini
impurity [Fayyad 1992]. The high value of these two criteria would indicate all
semantic classes have their share in the extracted endmember set. Table. 4.1
presents the quantitative results. From this table, one can observe two phenom-
ena:
1. Our proposed method with various kernels has outperformed the 3 state-
of-the-art algorithms for constructing a over-complete endmember set;
2. Elastic kernels (DTW and GA) have demonstrated their merits for time
series, compared with Gaussian kernel.
These observations confirm our choices and demonstrate the ability of the tech-
nique for endmember extraction related to time series. In the following we
evaluate the pixel unmixing approach.
4.4.4 Pixel unmixing result evaluation
For pixel unmixing problem, the ultimate objective is to retrieve all existing
classes and their fraction within a pixel area. In contrast, land cover classifi-
cation only requires the algorithm to assign a single class label to each pixel.
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Table 4.1: Quantitative comparison of endmember extraction perfor-
mances for the six tested approaches
Criterion VCA NFINDR SISAL Gaussian DTW GA
Entropy 1.7150 1.6923 1.7044 1.8125 1.8582 1.8656
Gini impurity 0.6786 0.6694 0.6737 0.7005 0.7051 0.7117
Table 4.2: The Salient Component Detect Rate for LAI time series unmixing.
Gaussian, DTW, GAK represent results of our proposed methods, with Gaus-
sian, DTW, GAK, kernels and ` stands for various endmember numbers.
Method ` = 4 ` = 10 ` = 16 ` = 22 ` = 28
V CA 17.47% 23.35% 24.95% 26.37% 27.11%
NFINDR 16.60% 27.10% 32.44% 33.86% 33.66%
SISAL 15.16% 24.80% 28.20% 30.56% 31.61%
Gaussian 18.41% 28.02% 32.29% 35.32% 37.02%
DTW 25.81% 37.19% 41.86% 46.44% 47.69%
GA 19.93% 32.92% 42.64% 48.04% 48.50%
At the moment, it remains too challenging to obtain an accurate estimation
of fraction coefficients of existing classes within one pixel. In many applica-
tions, we would only require the detection of salient classes. The salient class
within a pixel are defined as the class whose fraction in this pixel are more
than 25%. If our method successfully detects all salient classes, and does not
give any wrong salient class for a pixel, we would associate this as a good pixel
unmixing result. For this reason, we take salient component detection rate as
our quantitative comparison criterion between different pixel unmixing meth-
ods. Table. 4.2 gives the quantitative results of salient component detection rate
on LAI time series. Gaussian, DTW, GA represent our proposed method with
respective kernels. VCA, NFINDR, SISAL are endmember extraction methods,
for them, the supplementary abundance estimation method is chosen as con-
strained sparse regression (CSR) in Eq. (4.2). The other steps remain identical
as our method. From this table, it is easy to show that our method have out-
performed all state-of-the-art ones and that elastic kernels perform efficiently.
Moreover, Global Alignment kernels perform better as soon as the number of
endmembers is more that ∼ 10, as also illustrated in Fig. (4.5). As the value
of ` increases, the pixel unmixing results become better. This phenomenon also
validates the beneficiary of over-complete endmember set (` = 28) and it is ex-
pected that a small endmember (` = 4) set is unable to describe the intra-class
variability.
We have also made an experimental inspection on the performances of vari-
ous sources of time series. The time series sources generally fall into two cate-
gories:
1. Biophysical variables, which describe the state of vegetation area. In this
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Figure 4.5: Time series evaluation of various methods with different end-
member set size.
Table 4.3: The Salient Component Detect Rate comparison between MODIS
B1, B2, FCover, LAI time series (` = 28).
Source VCA NFINDR SISAL Gaussian DTW GA
B1 19.54% 19.89% 20.70% 30.50% 29.95% 31.91%
B2 23.75% 28.83% 22.14% 33.27% 33.63% 34.70%
FCover 26.19% 31.35% 24.80% 35.41% 40.04% 37.19%
LAI 27.11% 33.66% 31.61% 37.02% 47.69% 48.50%
paper, we take LAI and FCover as examples ;
2. MODIS reflectance band observations, which describe the spectral re-
flectance properties of the ground. In this paper, we take MODIS B1
and B2 band data as examples.
The pixel unmixing results are shown in Table. 4.3. In summary, biophysical
variables appear as better indexes for time series unmixing. This is probably
explained by the fact that the original reflectance data is more influenced by
illumination and noise and in contrast, biophysical variables are more stable. As
FCover saturates in dense vegetation area and LAI incorporates information of
understory layer leaves, the result using LAI are naturally better than FCover,
which is consistent with similar observations related to the efficiency of LAI
biophysical parameter [Carlson 1997].
4.5 Conclusion
In this paper, we have studied the possibility of remote sensing time series un-
mixing. The objective was to estimate the existing classes fraction information
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in each pixel from the entire time series, which is to our opinion a new approach
in remote sensing. To this end we have proposed a framework based on the
exploitation of non-negative matrix factorization and elastic kernels. An over-
complete endmember set (multiple endmembers are used to represent a single
semantic class) has been extracted on which a sparse convex constraint is en-
forced for the definition of the abundance matrix. The experimental part has
both validated our endmember extraction strategy and compared the perfor-
mance of various pixel unmixing techniques. The presented preliminary results
are quite promising and encouraging for future operational time series unmixing
processes.
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Chapter 5
Conclusion & Perspectives
Dans ce chapitre, nous présentons un résumé des contributions ainsi que des
perspectives associées à ce travail.
5.1 Résumé des contributions
Les images de télédétection sont précieuses pour le suivi de l’environnement et
l’arrivée de plus en plus importante de séries temporelles autorise maintenant
l’accès à de l’information de plus en plus précise sur l’usage des sols (état des
cultures, modes de gestion, ...). Cependant, analyser et interpréter des séries
temporelles d’images satellites n’est pas une tâche aisée. Cette thèse a proposé
plusieurs contributions méthodologiques sur cet aspect. Celles-ci sont résumées
ci-dessous:
• Proposition et validation d’un cadre d’assimilation de données pour la re-
construction de variables biophysiques en combinant les LAI estimés sur
des images MODIS avec le modèle de croissance de plantes GreenLab
(chapitre 2).
Les défauts des approches traditionnelles d’estimation de variables bio-
physiques est qu’elles ne s’appliquent qu’à une seule image. Par con-
séquent, elles ne sont pas insensibles aux différents artéfacts présents (cou-
verture nuageuse par exemple). Bien que des techniques d’interpolation
temporelle existent, nous avons proposé une approche originale visant
à combiner ces observations bruitées avec un modèle de croissance de
plantes, GreenLab, développé en partie au LIAMA à Pékin. Nous avons
fait une simplification de ce modèle en ignorant l’aspect structurel des
plantes pour ne conserver que les informations statistiques liées à l’évolution
de paramètres biophysiques (LAI, biomasse, ...). Cela autorise le mod-
èle GreenLab à être appliqué aux données de télédétection. Le cadre de
l’assimilation de données retenu est basé sur des méthodes particulaires,
qui sont performantes pour gérer des modèles dynamiques complexes et
non linéaires, comme c’est le cas du modèle GreenLab. Les résultats, sur
des données synthétiques et réelles, ont mis en avant l’intérêt de cette ap-
proche, comparativement à d’autres méthodes de l’état de l’art. On peut
notamment citer que notre approche permet une meilleure estimation des
variables biophysiques sur des données de télédétection bruitées et que par
ailleurs, il est possible d’en déduire une information interne sur l’état des
plantes (répartition de la biomasse dans ses différents organes).
• Dans un second temps, nous nous sommes intéressés au problème de
démélangeage de séries temporelles (chapitres 3 et 4).
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A l’heure actuelle, nous ne connaissons pas de techniques établissant un
démélangeage sur des séries temporelles, ce problème étant encore difficile
et récent. Pour l’affronter, nous avons exploré des techniques avancées
de démélangeage, notamment des approches de factorisation non-négative
dans un espace de grande dimension engendré par le RKHS (Reproduc-
ing Kernel Hilbert Space). Cette technique est présentée dans le chapitre
3 et consiste en l’extraction d’endmembers en recherchant les points qui
maximisent un simplexe dans l’espace engendré par le RKHS. Ensuite les
autres points sont projetés sur ce simplexe pour estimer les abondances
dans chaque mélange. Dans le chapitre 4, l’application de cette technique
aux séries d’images satellites a été proposée. Pour cela, nous avons utilisé
des noyaux élastiques qui permettent de gérer proprement les spécificités
des séries temporelles (décalage notamment), donnant des résultats très
encourageants. Etant donnée la variabilité des séries associées à chaque
classe, nous avons opté pour l’extraction d’un ensemble d’endmembers
“sur-complet” (plus important que le nombre réel). L’affectation du pour-
centage d’éléments purs associés à chaque endmember (on n’est pas garanti
qu’ils soient tous purs) se fait à l’aide d’une image à très haute résolution
spatiale. La projection des séries temporelles sur ces endmembers permet
ensuite de retrouver le pourcentage d’éléments purs associés à chaque pix-
els. Ainsi, seuls quelques points (correspondant aux endmembers) sont à
labéliser manuellement, ce qui réduit énormément l’intervention humaine.
5.2 Perspectives
Un grand nombre de perspectives sont offertes par ce travail.
Reconstruction de variables biophysique
Le modèle GreenLab utilisé a été simplifié à l’échelle de MODIS et appliqué à
quelques types de cultures, dans le but de réaliser une preuve de concept (c’est
la première expérience du genre) plutôt que de fournir un outil opérationnel.
Bien évidemment, de nombreuses améliorations restent à faire. Celles-ci sont
listées ci-dessous:
• L’extension à un nombre plus conséquent de couverts végétaux est une
première étape. La question de la structure topologique des plantes se
pose notamment pour des cas plus complexes (forêt tropicale par exemple)
pour lesquels l’introduction des termes structurels de GreenLab pourrait
être envisagée. L’utilisation de techniques de sélection de modèles serait
dans ce cas d’une grande aide [Burnham 2002] ;
• La technique d’assimilation de données proposée a été appliquée sur du
LAI car cette variable semblait la plus pertinente. Néanmoins, l’adapter à
d’autres variables comme le fCover ou fApar représente un intérêt certain;
• Enfin, il serait judicieux de reproduire les assimilations sur plusieurs an-
nées afin d’analyser des grandes tendances ou d’observer les influences
climatiques (années de sécheresses) sur les variables biophysiques.
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Démélangeage de séries temporelles
Ici aussi, la technique utilisée (Non-Negative Matrix Factorization associée à une
méthode de simplexe et combinée à des noyaux élastiques) est assez novatrice et
les résultats préliminaires sont très prometteurs. Cependant, il reste un certain
nombre de questions à résoudre :
• Les noyaux élastiques adaptés aux séries temporelles peuvent être affinés,
notamment afin d’améliorer leur robustesse aux données bruitées. Par
ailleurs la prise en compte du lien spatial dans les fonctions à noyau semble
aussi judicieuse, surtout dans la perspective de travailler avec des données
SENTINEL-2 dont la résolution spatiale sera grandement améliorée;
• L’utilisation d’un ensemble d’endmembers sur-complet a contribué à améliorer
les performances des techniques de démélangeage. Cependant, cela néces-
site une intervention (limitée tout de même) humaine afin de quantifier
leur fraction réelle correspondant aux classes sémantiques. Estimer au-
tomatiquement la taille de cet ensemble d’endmembers est alors un axe
de recherche important.
Quelques mots pour conclure
Cette thèse s’est déroulée dans un contexte d’une collaboration franco-chinoise.
Elle s’est inscrite également au carrefour de plusieurs communautés scientifiques
: modélisation de plantes, télédétection, apprentissage statistique. Malgré ces
différences scientifiques et culturelles, ce travail est allé à son terme. J’aimerais
remercier et saluer les personnes que j’ai pu rencontrer, à Pékin comme à Rennes.
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Chapter 6
GreenLab plant growth model
The objective of the GreenLab model [Qi 2010] is to predict plant growth in a
given environment based on physiological knowledge. This model is designed
to provide a dynamic representation of the morphogenesis and architecture of
a plant on the basis of a small set of recurrent mathematical equations and
metamorphic rules. It is executed at time steps corresponding to organogenetic
growth cycles (GC). The elementary units in GreenLab are metamers, which
would consist of a node to which one or several leaves are attached, a subtending
internode, axillary buds at the base of leaves and flower buds if they exist. The
set of metamers produced during a growth cycle is defined as the growth unit
(GU) and A GU could consist of one or several metamers. The organs evolve
on their individual, finite, thermal-time axes, and are therefore characterized by
physiological age (PA). The chronological age (CA) for entire plant is kept to
control the organogenesis process.
The GreenLab model is a combination of two coupling sub-models, 1) the
structural model which decides the emergence of metamers in each growth cycle,
therefore the plant architecture is determined. 2) the functional model which
describes the biomass production and its partition among organs.
Structural model
The plant architecture is generated by an dual scale automaton, as illustrated
in Fig. 6.1 of [YAN 2004]. The evolution of a specific physiological age metamer
is represented by a microstate automaton. The GU produced in a given GC is a
set of new metamers and called a macrostate. The macrostate could be imple-
mented repeatedly, resulting in a bearing axis (BA). The structural information
about plant topological evolution could be stored in macrostate and microstate
automaton (namely dual scale automaton), as shown in Fig. 6.1. The structural
information includes the number of appearing organs, and their respective lo-
cations on the plant at any given growth cycle. The parameters of dual scale
automaton could be measured with field observation data [Guo 2006].
Functional model
It is assumed that the biomass fabricated by photosynthesis during a growth
cycle would be gathered in a common pool [YAN 2004], then the biomass al-
location for living organs is determined according to the source-sink relations
that settle their competitions for biomass acquisition. The biomass generation
is modelled as a leaf size dependent function (Eq. (2.1)). This empirical and
intuitive formula could well adapt to the real case through parameter optimisa-
tion. For each living organ, it has a demand for biomass, depending on its sink
strength, physiological age (PA) and chronological age (CA) [Qi 2010]. Biomass
is allocated to organs according to their demand ratio over plant total demand.
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Figure 6.1: Dual scale automaton.
(Eq. (2.4)). The growth of each organ is the accumulation of biomass, similar
to Eq. (2.6). Many parameters for functional model have to be estimated with
optimisation techniques [Guo 2006].
GreenLab versions
The number of organs is a key factor, which drives the plant demand for biomass,
organ size and the growth evolution of a plant. Since the first proposition of
GreenLab in 1998, three versions have been implemented by other researchers
[Qi 2010].
1. Deterministic version [Zhan 2003][YAN 2004], this is the earliest and
simplest version of GreenLab, the number of metamers and active buds at
any growth cycle are constant and predefined by the dual scale automaton.
2. Stochastic version [Kang 2008], A stochastic variation is introduced to
the deterministic GreenLab model, Now the dual scale automaton only
determines a potential plant architecture. Whether buds grow or not
depends on certain probabilities, which decide the final plant topology.
3. Mechanistic version [Letort 2008], The feedback influence between the
physiological processes (e.g. biomass fabrication) and the plant develop-
ment (e.g. metamer production) is modelled. The number of metamers
appearing at each growth cycle is dependent on the ratio of plant biomass
to plant demand. The plant evolution is more variable, based on this
mechanism.
Our implementation of GreenLab model has incorporated the ideas of stochas-
tic and mechanistic versions GreenLab. The probability is introduced through
Eq. (2.19). and the correction step (Eq. (2.12)) updates the plant state, thus
would influence future biomass production. For large scale remote sensing ap-
plications on crop fields, the topological structure for individual plant is not
important, therefore a significant simplification of GreenLab is performed to
adapt the model to remote sensing data, as done in section 2.2.
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The extensive introduction and mathematical equations of GreenLab model
could be found in [Qi 2010][YAN 2004].
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Abstract
This PhD dissertation is concerned with time series analysis for medium spatial
resolution (MSR) remote sensing images. The main advantage of MSR data
is their high temporal rate which allows to monitor land use. However, two
main problems arise with such data. First, because of cloud coverage and bad
acquisition conditions, the resulting time series are often corrupted and not
directly exploitable. Secondly, pixels in medium spatial resolution images are
often “mixed” in the sense that the spectral response is a combination of the
response of “pure” elements.
These two problems are addressed in this PhD. First, we propose a data
assimilation technique able to recover consistent time series of Leaf Area Index
from corrupted MODIS sequences. To this end, a plant growth model, namely
GreenLab, is used as a dynamical constraint. Second, we propose a new and
efficient unmixing technique for time series. It is in particular based on the use
of “elastic” kernels able to properly compare time series shifted in time or of
various lengths.
Experimental results are shown both on synthetic and real data and demon-
strate the efficiency of the proposed methodologies.
Keywords: Time series, Medium Spatial Resolution, data assimilation, pixel
unmixing, elastic kernel.
Résumé
Cette thèse s’intéresse à l’analyse de séries temporelles d’images satellites à
moyenne résolution spatiale. L’intérêt principal de telles données est leur haute
répétitivité qui autorise des analyses de l’usage des sols. Cependant, deux prob-
lèmes principaux subsistent avec de telles données. En premier lieu, en raison de
la couverture nuageuse, des mauvaises conditions d’acquisition, ..., ces données
sont souvent très bruitées. Deuxièmement, les pixels associés à la moyenne ré-
solution spatiale sont souvent “mixtes” dans la mesure où leur réponse spectrale
est une combinaison de la réponse de plusieurs éléments “purs”.
Ces deux problèmes sont abordés dans cette thèse. Premièrement, nous pro-
posons une technique d’assimilation de données capable de recouvrer des séries
temporelles cohérentes de LAI (Leaf Area Index) à partir de séquences d’images
MODIS bruitées. Pour cela, le modèle de croissance de plantes GreenLab est
utilisé. En second lieu, nous proposons une technique originale de démélangeage,
qui s’appuie notamment sur des noyaux “élastiques” capables de gérer les spéci-
ficités des séries temporelles (séries de taille différentes, décalées dans le temps,
...)
Les résultats expérimentaux, sur des données synthétiques et réelles, mon-
trent de bonnes performances des méthodologies proposées.
Mots-clés : Séries temporelles, moyenne résolution spatiale, assimilation de
données, démélangeage, noyaux élastiques.
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