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Abstract
For a proper vertex coloring c of a graph G, let ϕc(G) denote the max-
imum, over all induced subgraphs H of G, the difference between the chro-
matic number χ(H) and the number of colors used by c to color H. We
define the chromatic discrepancy of a graph G, denoted by ϕ(G), to be
the minimum ϕc(G), over all proper colorings c of G. If H is restricted to
only connected induced subgraphs, we denote the corresponding parameter
by ϕˆ(G). These parameters are aimed at studying graph colorings that use
as few colors as possible in a graph and all its induced subgraphs. We study
the parameters ϕ(G) and ϕˆ(G) and obtain bounds on them. We obtain
general bounds, as well as bounds for certain special classes of graphs includ-
ing random graphs. We provide structural characterizations of graphs with
ϕ(G) = 0 and graphs with ϕˆ(G) = 0. We also show that computing these
parameters is NP-hard.
Keywords:
graph theory, graph coloring, chromatic discrepancy, random graphs, local
coloring
1. Introduction
Consider a proper vertex coloring of a graph G, i.e., no two adjacent
vertices get the same color. Let χ(G) denote the chromatic number of G.
It is natural to insist that every induced subgraph of G also is colored with
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as few colors as possible. In particular, for a coloring c of G, let ϕc(G)
denote the maximum of, over all induced subgraphs H of G, the difference
between χ(H) and the number of colors used by c to color H. We define
ϕ(G), called the chromatic discrepancy of G, as the minimum ϕc(G) over all
proper colorings c of G. We obtain several bounds on ϕ(G) and study its
relation to other graph parameters.
We consider only finite and simple undirected graphs. We follow basic
definitions and notations in [1]. For a graph G, we use V (G), E(G) and |G|
to denote the set of vertices of G, the set of edges of G and the number of
vertices in G, respectively. Given a graph G and an induced subgraph H
of G, we use G \ H to denote the induced subgraph of G on the vertices
V (G)−V (H). A star graph is a graph isomorphic to K1,n−1. The chromatic
discrepancy parameters discussed are formally defined below.
Definition 1.1. Let H be the set of all induced subgraphs and C be the set
of all proper colorings of G. We define ϕc(G), for c ∈ C, as max
H∈H
(|c(H)| −
χ(H)), where c(H) is the set of colors used by c on H. The chromatic
discrepancy of G, denoted by ϕ(G), is defined as min
c∈C
ϕc(G). When H
is restricted to the set of all connected induced subgraphs of G, then the
corresponding parameter is denoted by ϕˆ(G).
Note that if G is a disconnected graph then ϕˆ(G) is the maximum of ϕˆ(Gi)
where Gis are the connected components of G. It is clear from the definition
that ϕ(G) ≥ ϕˆ(G). It is also clear from the definition that both ϕ and ϕˆ
are monotonically non-decreasing, i.e., ϕ(H) ≤ ϕ(G) and ϕˆ(H) ≤ ϕˆ(G) for
any induced subgraph H of G. Observe that if G is a complete graph, then
ϕ(G) = ϕˆ(G) = 0 and if G is an odd cycle of length more than 7, then2
ϕ(G) = 2 and ϕˆ(G) = 1. The smallest graph G where ϕ and ϕˆ differ is
K2∪K1, i.e., the disjoint union of K2 and K1. For this graph, ϕ(G) = 1 and
ϕˆ(G) = 0.
2Let G be an odd cycle u0u1 . . . un−1u0 of length at least 9. Consider any proper
coloring c of G. Without loss of generality, we may assume that u0, u1 and u2 are assigned
3 distinct colors. Consider two vertices v, w ∈ S = {u4, u5, . . . , un−2}, such that (v, w) /∈
E(G) and c(v) 6= c(w). These two vertices exist since |S| ≥ 4. Let x ∈ {u0, u1, u2} such
that c(x) 6= c(v) and c(x) 6= c(w). Then H = {x, v, w} is an independent set in G in which
each vertex has a different colour. For this independent set H, we have ϕc(H) = 2.
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The notion of local chromatic number ψ(G) of a graph G was introduced
by Erdo¨s et al. in [2] and is defined as the minimum over all proper colorings
of G, the maximum number of colors present in the closed neighborhoods of
vertices in G. It was shown in [2] that there are graphs with local chromatic
number 3 and chromatic number greater than k for any positive integer k.
In Section 4, we obtain a lower bound on chromatic discrepancy of triangle-
free graphs using local chromatic number. As the local chromatic number is
bounded from below by the fractional chromatic number (see [3]), we obtain
a lower bound on chromatic discrepancy using fractional chromatic number
as well. Another related notion is perfect coloring of a graph defined in [4]. A
proper coloring of a graph G is known as perfect coloring if every connected
induced subgraph H of G uses exactly ω(H) number of colors, where ω(H)
is the clique number of H. We prove in Section 5 that the graphs which
admit such a coloring are exactly the graphs for which ϕˆ(G) = 0. We remark
that our parameter ϕ differs from the hypergraph (combinatorial) discrepancy
[5] which measures the minimum over all two-colorings of a hypergraph, the
maximum imbalance between the cardinality of the color classes of vertices
in the hyperedges of the hypergraph.
Finding a coloring that achieves chromatic discrepancy has potential ap-
plications in channel allocation problems in wireless networks [6]. The wire-
less network can be represented as a graph G whose vertices correspond to
the various network devices and the edges correspond to communication links
between pairs of devices. The goal is to assign channels to communication
links without causing any radio interference. A conflict graph GC of G has
vertices corresponding to the edges in G and an edge is present between two
vertices in GC if assigning the same channel to the corresponding commu-
nication links can lead to a radio interference. Allocating channels to the
communication links is solved using a vertex coloring of GC , where the set of
colors correspond to the set of channels used in the network. Each channel
uses a separate frequency band from the available communication band. By
reducing the total number of channels (colors), each channel can be assigned
a larger bandwidth for faster communication. In addition, reducing the num-
ber of different channels (colors) used in subgraphs corresponding to various
geographic regions can potentially have two benefits: (a) communication
links in these regions can use larger bandwidth and (b) more channels (col-
ors) are available for channel allocation in other co-located wireless networks
in these regions.
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2. Our Results
We give upper bounds on ϕ(G) in terms of chromatic number χ(G) and
independence number α(G). We show that for a graph on n vertices, ϕ(G)
is at most min{n/3, χ(G)(1 − 1/α(G)), n − χ(G)}. This upper bound is
tight for complete graphs and graphs of the form Kt ∪ K2t. We show that
for any graph G, ϕ(G) is lower bounded by (χ(G)− ω(G))/2, where ω(G) is
the clique number. As a consequence, ϕ(G) ≥ χ(G)/2 − 1 for triangle free
graphs.
For Mycielski graphs Mk of order k, we show that ϕ(Mk) = ϕˆ(Mk) =
χ(Mk) − 2 = k − 2. Hence, for Mycielski graphs, the above upper bound
is tight up to additive constant and the above lower bound is tight up to
multiplicative constant. We also show that for triangle free graphs, ϕ(G) ≥
ϕˆ(G) ≥ ψ(G)−2 where ψ(G) is the local chromatic number of G. We obtain
a lower bound on the chromatic discrepancy parameters for random graphs
under the G(n, p) model. We show that for 2 log(n)/n < p < 1/ log2(n) and
for a constant C > 0, a.a.s., ϕ(G) ≥ ϕˆ(G) ≥ χ(G)(1− C/ log(np)).
We provide structural characterization for graphs with ϕˆ(G) = 0 and
graphs with ϕ(G) = 0. We show that graphs with ϕˆ(G) = 0 are exactly the
class of paw-free perfect graphs (See Figure 1 for paw graph) and graphs with
ϕ(G) = 0 are exactly the class of perfect graphs which are complete multipar-
tite. In general, ϕ(G) and ϕˆ(G) of perfect graphs need not be bounded. We
show that there are perfect graphs with arbitrarily large ϕ(G) and similarly
there are perfect graphs with arbitrarily large ϕˆ(G).
We also obtain bound on the gap between ϕ(G) and ϕˆ(G). We show
that ϕ(G) ≤ ϕˆ(G) + α(G) − 1 for any connected graph G. It is natural
to ask whether there exists an optimal coloring of G that achieves ϕ(G) or
ϕˆ(G). We show a class of graphs for which ϕc(G) and ϕˆc(G) obtained by any
optimal coloring c is arbitrarily large compared to ϕ(G) and ϕˆ(G). From the
computational aspect we show that computing ϕ(G) and ϕˆ(G) are NP-hard.
3. Upper Bounds
In this section, we derive upper bounds for the chromatic discrepancy
parameters ϕ(G) and ϕˆ(G) in terms of other graph parameters.
In an optimal coloring c of a graph G, ϕc(G) is maximized if there is
an independent set on χ(G) vertices of distinct colors. Similarly, ϕˆc(G) is
maximized if there is a connected induced 2-chromatic subgraph containing
vertices of all the colors. Thus we have the following proposition.
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Proposition 3.1. For any graph G, ϕ(G) ≤ χ(G)− 1 and for any graph G
with at least one edge, ϕˆ(G) ≤ χ(G)− 2 .
The following proposition is widely used in the rest of the paper.
Lemma 3.2. Let G be any graph and let I be an independent set in G. Then:
ϕ(G) ≤ ϕ(G \ I) + 1 .
In particular, if H is an induced subgraph of G,
ϕ(G) ≤ ϕ(H) + χ(G \H) .
Proof. Consider any proper coloring c of G \ I. Give a new color to vertices
in I. Let the coloring obtained for G be c′. It is easy to see that ϕc′(G) ≤
ϕc(G \ I) + 1. By choosing c to be the coloring of G \ I for which ϕc(G \ I) is
minimum, we get ϕc′(G) ≤ ϕ(G\I)+1. Thus we obtain ϕ(G) ≤ ϕ(G\I)+1.
By removing each color class of an optimal coloring of G \ H and applying
the upper bound obtained above, we obtain ϕ(G) ≤ ϕ(H) + χ(G \H).
The following lemma comes handy in proving our results.
Lemma 3.3. Let c be a proper vertex coloring of a graph G. There exists an
induced subgraph H of G such that H contains exactly one vertex from each
color class and ϕc(G) = |c(H)| − χ(H) .
Proof. Consider an induced subgraph H ′ of G with minimum number of
vertices such that |c(H ′)| − χ(H ′) = ϕc(G). Clearly H ′ cannot contain more
than one vertex of the same color class. Now, obtain an induced subgraph H
from H ′ by including exactly one vertex from each color class which is absent
in H ′. This induced subgraph has the properties stated in the lemma.
We now give upper bounds for ϕ(G), and thereby also for ϕˆ(G), in terms
of the number of vertices n, chromatic number χ(G) and the independence
number α(G) of G.
Theorem 3.4. (i) ϕ(G) ≤ n− χ(G),
(ii) ϕ(G) ≤ χ(G)
(
1− 1
α(G)
)
,
(iii) ϕ(G) ≤ n/3.
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Proof. Consider an optimal coloring c of G. By Lemma 3.3, there exists an
induced subgraph H of G with χ(G) vertices such that ϕc(G) = |c(H)| −
χ(H) = χ(G) − χ(H). Observing that ϕ(G) ≤ ϕc(G) and that χ(G) ≤
χ(H) + χ(G \H), we have
ϕ(G) ≤ χ(G)− χ(H) ≤ χ(G \H) (1)
Now (i) follows from (1) by observing that χ(G \H) is upper bound by
the number of vertices in G \H which is n− χ(G).
Since χ(H) ≥ |H|
α(H)
≥ |H|
α(G)
=
χ(G)
α(G)
, (ii) also follows from (1).
We prove (iii) by induction on the number of vertices, n. The statement
can be easily verified when n ≤ 2. Consider a graph G on n vertices, where
n ≥ 3. If G has an independent set I of size 3, then by Proposition 3.2, and
using the induction assumption, ϕ(G) ≤ ϕ(G \ I) + 1 ≤ n− 3
3
+ 1 =
n
3
.
Otherwise, α(G) ≤ 2 and hence from (ii), we obtain
ϕ(G) ≤ χ(G)
2
(2)
From (i) and (2), it follows that ϕ(G) ≤ min {χ(G)/2, n− χ(G)} ≤ n/3.
If χ(G) is large, Theorem 3.4(i) gives a good upper bound and if α(G)
is small Theorem 3.4(ii) gives a good upper bound. Note that both Theo-
rem 3.4(i) and (ii) are tight for complete graphs. Theorem 3.4(iii) is tight
for the graphs of the form Kt ∪K2t.
4. Lower Bounds
First, we obtain a lower bound for chromatic discrepancy ϕ(G) of a graph
G in terms of chromatic number and clique number ω(G).
Theorem 4.1. Let H be the set of all induced subgraphs of a graph G. Then
ϕ(G) ≥ max
H∈H
1
2
(χ(H)− ω(H)).
Proof. Consider any proper coloring c of G and consider a set of χ(G) vertices
of distinct colors. Let H be the graph induced on these vertices. It is known
from [7] that χ(H) ≤ (|H| + ω(H))/2. Hence ϕc(G) ≥ |H| − χ(H) ≥
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(|H|−ω(H))/2. Since |H| = χ(G) and ω(H) ≤ ω(G) it follows that ϕc(G) ≥
(χ(G)− ω(G))/2 for any coloring c and thus ϕ(G) ≥ (χ(G)− ω(G))/2. The
result now follows from the monotonicity of chromatic discrepancy.
From the above lower bound it follows that for any triangle-free graph G,
ϕ(G) ≥ χ(G)/2− 1.
We use the following lemma to derive our next lower bound.
Lemma 4.2 (Haxell, [8]). Let G be a graph with maximum degree ∆. Let
V1, V2, . . . , Vr be pairwise disjoint subsets of G such that |Vi| ≥ 2∆ for all i.
Then there exists an independent set S = {v1, . . . , vr} such that vi ∈ Vi for
each i.
Theorem 4.3. Let G be a graph with maximum degree ∆. Let α and χ
denote the independence number and chromatic number of G respectively. If
α ≥ 2∆ then ϕ(G) ≥ n− (2∆− 1)(χ− 1)
α
− 1.
Proof. Consider a coloring c of G which achieves ϕ(G). First we observe that
the number of colors used by c is at most χ+ϕ(G). Otherwise it follows from
the definition of ϕ(G) that ϕc(G) ≥ |c(G)| −χ > ϕ(G). This contradicts the
assumption that ϕc(G) = ϕ(G).
Let V1, . . . , Vr be the color classes which have size at least 2∆. Note
that r ≥ 1 because α ≥ 2∆. By applying Haxell’s lemma, we obtain an
independent set of r vertices (one from each color class) with distinct colors.
Since the chromatic number of independent set is 1, it follows that
ϕ(G) ≥ r − 1 (3)
Since the size of any color class is at most α, we obtain |V1|+ . . .+ |Vr| ≤
rα. Consider the remaining color classes. Each of these color classes have
at most 2∆ − 1 vertices. Recalling that the number of colors is at most
χ + ϕ(G), it follows that the sum total of the number of vertices in these
remaining color classes is at most (2∆−1)(χ+ϕ(G)−r). We can now bound
n as n ≤ rα + (2∆ − 1)(χ + ϕ(G) − r). Since α ≥ 2∆, this bound can be
restated as the following lower bound on r:
r ≥ n− (2∆− 1)(χ+ ϕ(G))
α− 2∆ + 1 (4)
The result now follows from (3) in a straightforward manner by substituting
for r using (4) and by using the assumption that α ≥ 2∆.
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The following corollary is a direct consequence of Theorem 4.3 and the
fact that χ ≤ ∆ + 1.
Corollary 4.4. Let G be a graph with maximum degree ∆ and independence
number α. If α ≥ 2∆ and ∆ ≤ √n/2 then ϕ(G) ≥ n
2α
− 1.
In the following, we derive lower bounds for ϕ(G) and ϕˆ(G) for Erdo˝s-
Re´nyi random graphs G(n, p). In order to prove the desired lower bound, we
require the following lemma.
Lemma 4.5. Let G be a connected graph having diameter diam(G). Let every
induced subgraph H of G having at most χ(G) · diam(G) vertices satisfy the
condition that χ(H) ≤ k for some fixed k. Then ϕˆ(G) ≥ χ(G)− k.
Proof. Consider any proper coloring c of G. Consider any χ(G) distinctly
colored vertices and let H be the induced subgraph on these vertices. Since
graph H need not be connected, we construct a connected induced subgraph
H ′ of G from H by including additional vertices. A vertex in H can be con-
nected to any other vertex in H by including at most diam(G)−1 additional
vertices. It is straightforward to see that H can hence be extended to a con-
nected induced subgraph H ′ by including at most (χ(G)− 1)(diam(G)− 1)
additional vertices. Since H ′ satisfies that |H ′| ≤ χ(G) · diam(G), we have
χ(H ′) ≤ k. Since H ′ includes χ(G) distinct colored vertices, it follows that
ϕˆc(G) ≥ χ(G)−χ(H ′) ≥ χ(G)− k. Since ϕˆc(G) ≥ χ(G)− k for any coloring
c, the result follows.
The following theorem shows that for Erdo˝s-Re´nyi random graphsG(n, p),
ϕ(G) and ϕˆ(G) are close to χ(G). We prove the theorem using Lemma 4.5
and using the fact that for random graphs G(n, p), the values of chromatic
number and diameter are concentrated and are known asymptotically (see
[9, 10]). We use the following standard terminology: we say that an event
occurs asymptotically almost surely (and denote it by a.a.s.) when the prob-
ability of the occurrence of the event tends to 1 as n→∞.
Theorem 4.6. Let G be a random graph drawn under the G(n, p) model with
2 logn
n
< p < 1
log2 n
. Then for some constant C > 0, a.a.s., G satisfies
ϕ(G) ≥ ϕˆ(G) ≥ χ(G)
(
1− C
log np
)
.
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Proof. We use the following results from [9, 10, 11, 12].
Consider a random graph G drawn under the G(n, p) model with 2 logn
n
<
p < 1
log2 n
. Then
(i) A.a.s., G is connected [12].
(ii) A.a.s. np
2 lognp
≤ χ(G) ≤ np
lognp
(1 + o(1)) [10].
(iii) A.a.s. the diameter diam(G) is at most logn
lognp
(1 + o(1)) (Theorem 3 in
[9]).
(iv) A.a.s. every subgraph H of G of size at most n/ log2(np) vertices sat-
isfies χ(H) ≤ 1 + 2np/ log2(np) (Lemma 7.6 and 7.7 in [11]).
It is straightforward to verify that χ(G) · diam(G) ≤ n/ log2(np) using
the fact that p < 1/ log2 n. We now apply Lemma 4.5 to G by fixing k =
1 + 2np/ log2(np).
ϕˆ(G) ≥ χ(G)− k
= χ(G)−
(
1 +
2np
log2 np
)
= χ(G)−
(
χ(G)
log np
)(
log np
χ(G)
)(
1 +
2np
log2 np
)
.
Now we observe that
log np
χ(G)
(
1 +
2np
log2 np
)
= O(1).
log np
χ(G)
(
1 +
2np
log2 np
)
≤ log np(
np
2 log np
) (1 + 2np
log2 np
)
=
2
np
(
log2 np+ 2np
)
= O(1) ,
where the lower bound on χ(G) (as stated in (ii) above) is used for the
inequality above.
Using the above calculations, we infer that ϕˆ(G) ≥ χ(G)
(
1− C
lognp
)
.
Since ϕ(G) ≥ ϕˆ(G) the result follows.
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Recall that the local chromatic number ψ(G) of a graph G is defined as
the minimum over all proper colorings of G, the maximum number of colors
present in the closed neighborhoods of vertices in G.
Proposition 4.7. For a triangle-free graph G, ϕ(G) ≥ ϕˆ(G) ≥ ψ(G)− 2.
Proof. By the definition of ψ(G), in any proper coloring of G, there exists
a vertex v such that the closed neighborhood of v uses at least ψ(G) colors.
Since G is triangle-free, the closed neighborhood of any vertex forms a con-
nected bipartite graph whose chromatic number is 2. Hence the result.
It is known from [3] that the local chromatic number of a graph G is
bounded from below by fractional chromatic number χ∗(G) of G, which is a
relaxed version of chromatic number. Thus, for a triangle-free graph, we get
ϕ(G) ≥ ϕˆ(G) ≥ χ∗(G)− 2.
5. Structural Characterization
Here we characterize the graphs G with ϕ(G) = 0. We also characterize
the graphs G with ϕˆ(G) = 0.
Proposition 5.1. If G is a paw graph (Figure 1) or an odd cycle of length
at most 7 then ϕˆ(G) = ϕ(G) = 1. If G is an odd cycle of length more than
7 then ϕ(G) = 2 and ϕˆ(G) = 1.
Figure 1: Paw graph
Theorem 5.2. ϕˆ(G) = 0 if and only if G is paw-free and perfect. ϕ(G) = 0
if and only if G is complete multipartite.
Proof. Let G be paw-free and perfect. Then G is perfectly colorable [4],
i.e., there exists a proper coloring for G such that every connected induced
subgraph H of G uses ω(H) = χ(H) colors. That is ϕˆ(G) = 0. For the only
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if part consider a graph G with ϕˆ(G) = 0. It is known from strong perfect
graph theorem that a graph is perfect if and only if it does not contain any
induced odd cycle of length at least 5 or complement of an odd cycle of length
at least 5. From Proposition 5.1, it is clear that G should not contain a paw
or odd cycle of length at least 5 as an induced subgraph. It is easy to see that
complement of an odd cycle of length at least 7 contains paw as an induced
subgraph. It follows that G should be perfect and paw-free.
Now consider the second part of the theorem. If G is complete multipar-
tite then an optimal coloring achieves ϕ(G) = 0. For the only if part consider
a graph G with ϕ(G) = 0. Recalling that ϕ(K1 ∪K2) = 1 it follows that G
does not have K1∪K2 as an induced subgraph. It is straightforward to verify
that a graph is complete multipartite if and only if it does not have K1 ∪K2
as an induced subgraph. This implies that G is complete multipartite.
It is proved in [13] that every component of a paw-free perfect graph
is either bipartite or complete multipartite. Hence we have the following
corollary.
Corollary 5.3. ϕˆ(G) = 0 if and only if every component of G is either
bipartite or complete multipartite.
In the above characterization, we showed that graphs with ϕˆ(G) = 0 are
exactly the class of paw-free perfect graphs and graphs with ϕ(G) = 0 are
exactly the complete multipartite graphs, which form a subclass of perfect
graphs. In the following, we show that ϕ(G) and ϕˆ(G) of perfect graphs need
not be bounded. In particular, there are perfect graphs with arbitrarily large
ϕ(G) and similarly there are perfect graphs with arbitrarily large ϕˆ(G).
Theorem 5.4. For any two integers c and p, such that c ≥ 1 and 0 ≤ p ≤
c− 1, there exists a perfect graph G with χ(G) = c and ϕ(G) = p. Similarly,
for any two integers c and p such that c ≥ 2 and 0 ≤ p ≤ c− 2, there exists
a perfect graph with χ(G) = c and ϕˆ(G) = p.
Proof. Let ∪ and on denote the standard graph operations disjoint union and
join respectively. We now prove the first part of the theorem statement. Let
p·Kp denote the graph which is the disjoint union of p copies of Kp. Consider
a graph G which is Kc∪p ·Kp (see Figure 2a). That is, G is the disjoint union
of Kc and p copies of Kp. Clearly G is a perfect graph and χ(G) = c ≥ p+ 1.
By Proposition 3.2, we have ϕ(G) ≤ ϕ(Kc) + χ(p.Kp). Since ϕ(Kc) = 0,
it follows that ϕ(G) ≤ p. In any proper coloring r of G, we can obtain an
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independent set of p+ 1 vertices with distinct colors, by choosing one vertex
from each Kp and one vertex from Kc. Hence ϕr(G) ≥ p for any coloring r.
It follows that ϕ(G) ≥ p. Recalling that ϕ(G) ≤ p, we have ϕ(G) = p.
We now prove the second part. Following the earlier notation, let (p +
1) ·Kp+1 denote the disjoint union of p+ 1 copies of Kp+1. Consider a graph
G which is Kc−(p+1) on (p+ 1) ·Kp+1 (see Figure 2b). That is, G is the join of
Kc−(p+1) and (p+ 1) ·Kp+1. It is straightforward to verify that G is a perfect
graph and χ(G) = c ≥ p + 2. It remains to show that ϕˆ(G) = p. In any
proper coloring r of G, we can obtain an induced star graph of p+ 2 vertices
with distinct colors, by choosing one vertex from each Kp+1 and one vertex
from Kc−(p+1). Hence ϕˆr(G) ≥ p for any coloring r. It follows that ϕˆ(G) ≥ p.
Consider the optimal coloring r∗ of G which assigns the same p+ 1 colors to
each copy of Kp+1 and remaining c− (p+1) colors to Kc−(p+1). Consider any
connected induced subgraph H of G. Let H contain x vertices from Kc−(p+1).
Let H contain a maximum of y vertices from any one of the p + 1 copies of
Kp+1. Clearly χ(H) = x+y. Observing that H can contain at most x+p+1
colors of r∗, it follows that |r∗(H)|−χ(H) ≤ x+p+1−(x+y) ≤ p+1−y ≤ p
if y ≥ 1. If y = 0 then H contain only vertices from Kc−(p+1) and hence
|r∗(H)−χ(H)| = 0 ≤ p. It follows that ϕˆr∗(G) ≤ p. Recalling that ϕˆ(G) ≥ p,
we obtain that ϕˆ(G) = p.
Kp
Kp
Kp
Kp
Kc
(a) G = Kc ∪ p ·Kp
Kp+1
Kp+1
Kp+1
Kp+1
Kc−(p+1)
(b) G = Kc−(p+1) on (p + 1) ·Kp+1
Figure 2: Graph in (a) has χ(G) = c and ϕ(G) = p; Graph in (b) has
χ(G) = c and ϕˆ(G) = p.
6. Relations between ϕ(G) and ϕˆ(G)
The following theorem gives a bound on the gap between ϕˆ(G) and ϕ(G).
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Theorem 6.1. For a connected graph G, ϕ(G) ≤ ϕˆ(G) + α(G)− 1.
Proof. Consider any proper coloring c of G. Let H be an induced subgraph of
G with the largest number of vertices satisfying ϕc(G) = |c(H)| −χ(H). We
observe that H is a dominating set of G. Otherwise, we can merely include
in H vertices that are not dominated by any vertex in H without increasing
its chromatic number. This contradicts the assumption that H has largest
number of vertices.
The graph H need not be connected and H can have at most α(G) com-
ponents. We now show that if H is not connected then H can be extended
to a connected induced subgraph S by including additional vertices in a
straightforward manner. Let G \ H denote the graph induced by vertices
outside of H. We recall that G is connected and H is a dominating set.
Hence there are following two possibilities. There exists a vertex u in G \H
and including it in H connects two or more components of H in the resulting
induced subgraph H ′. If no such vertex exists in G \ H then there exists
an edge in G \H and including both endpoints of that edge in H connects
exactly two components of H in the resulting induced subgraph H ′. It is
straightforward to verify that in either case χ(H ′) ≤ χ(H) + 1. Proceeding
in this fashion, we extend H to a connected induced subgraph S such that
χ(S) ≤ χ(H) + α(G)− 1. Recalling that ϕc(G) = |c(H)| − χ(H), it follows
that ϕˆc(G) ≥ |c(S)|−χ(S) ≥ |c(H)|−χ(H)−α(G) + 1 = ϕc(G)−α(G) + 1.
Since ϕc(G) ≤ ϕˆc(G) + α(G)− 1 for any coloring c, by considering c to be a
coloring of G such that ϕˆ(G) = ϕˆc(G), we get the desired result.
ϕ(G) ≤ ϕc(G) ≤ ϕˆc(G) + α(G)− 1 = ϕˆ(G) + α(G)− 1 .
Theorem 6.1 implies that ϕ(G) and ϕˆ(G) are close if α(G) is small. For
a disconnected graph this may not hold true. For instance, let G be of the
form Kt ∪ Kt for t ≥ 4. Then, ϕ(G) = bt/2c, ϕˆ(G) = 0 and α(G) = 2. In
the following we derive another bound on ϕ(G) in terms of ϕˆ(G) for a class
of graphs.
Theorem 6.2. There exists a class of graphs for which ϕ(G) ≤ ϕˆ(G) +√
ϕ(G) + 1− 1.
Proof. Consider the class of graphs formed by graphs Gt , where t is a per-
fect square, that have the following structure (see Figure 3). The graph Gt
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contains one Kt and t copies of Kt−1. Each vertex in Kt is connected to all
vertices of a distinct Kt−1. Clearly, χ(Gt) = t. Consider any proper coloring
c of Gt. It is easy to see that there exists an independent set of t vertices
having distinct colors. Hence ϕc(Gt) = t − 1. It is also straightforward to
verify that there exists a connected induced subgraph G√t in Gt contain-
ing t colors. Hence ϕˆc(Gt) ≥ t −
√
t. It follows that for any coloring c,
ϕc(Gt) ≤ ϕˆc(Gt) +
√
t − 1 = ϕˆc(Gt) +
√
ϕc(Gt) + 1 − 1. Rearranging the
terms, we get
ϕc(Gt)−
√
ϕc(Gt) + 1 ≤ ϕˆc(Gt)− 1 . (5)
By considering c to be a coloring of Gt such that ϕˆ(Gt) = ϕˆc(Gt), we get the
desired result as follows.
ϕ(Gt)−
√
ϕ(Gt) + 1 ≤ ϕc(Gt)−
√
ϕc(Gt) + 1
≤ ϕˆc(Gt)− 1
= ϕˆ(Gt)− 1.
The inequality in the first line follows since f(x) = x−√x+ 1 is an increasing
function when x ≥ 0, the inequality in the second line follows because of
equation (5) and the equality in the last line follows by the choice of the
coloring c.
Kt
Kt−1
Kt−1
Figure 3: Graph Gt where ϕ(Gt) ≤ ϕˆ(Gt) +
√
t− 1
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7. Additional Results
It is natural to ask whether there exists an optimal coloring of G that
achieves ϕ(G) or ϕˆ(G). In the following, we show a class of graphs for
which ϕc(G) and ϕˆc(G) obtained by any optimal coloring c is arbitrarily
large compared to ϕ(G) and ϕˆ(G).
Theorem 7.1. There exists a class of graphs for which the following holds.
For any integer r ≥ 4, there exist a graph G in the class with ϕ(G) = ϕˆ(G) =
1 whereas for any optimal coloring c of G, ϕc(G) = r− 1 and ϕˆc(G) = r− 2.
Proof. Consider a class of graphs that contains Gr for each r ≥ 4 and having
the following structure (See Figure 4 forG4). GraphGr contains 2r vertices of
which r vertices induce a Kr and remaining r vertices induce an independent
set. Each vertex in the independent set is connected to all except one distinct
vertex in Kr. Clearly χ(Gr) = r. Consider any optimal coloring c of Gr.
Clearly all r colors appear in the independent set. Similarly, all r colors
appear in the induced subgraph formed by a vertex in Kr and all its neighbors
in the independent set. Using Proposition 3.1, it follows that ϕc(Gr) =
r − 1 and ϕˆc(Gr) = r − 2. Consider a coloring c′ of r + 1 colors that uses
r colors to color Kr and uses extra one color for the independent set. It
is straightforward to verify that for this coloring, ϕc′(Gr) = ϕˆc′(Gr) = 1.
Observing that Gr contains an induced paw graph, from Proposition 5.1
it follows that ϕ(Gr) ≥ 1 and ϕˆ(Gr) ≥ 1. Since ϕ(Gr) ≤ ϕc′(Gr) and
ϕˆ(Gr) ≤ ϕˆc′(Gr), we have ϕ(G) = ϕˆ(G) = 1. Hence the result.
A complete coloring of a graph G is a proper coloring such that every
pair of distinct colors is used to color at least one adjacent pair of vertices.
Clearly an optimal coloring is also a complete coloring. In Theorem 7.1
we showed graph classes for which no optimal coloring achieves ϕ(G) or
ϕˆ(G). Following proposition states that for any graph G, ϕ(G) and ϕˆ(G) are
achieved by complete colorings.
Proposition 7.2. For any graph G, there exists a complete coloring c with
ϕc(G) = ϕ(G) and there exists a complete coloring c
′ with ϕˆc′(G) = ϕˆ(G).
Proof. Assume by contradiction that there exists no complete coloring that
achieves ϕ(G). Consider a non-complete coloring c which achieves ϕ(G). By
merging color classes that are mutually independent into a single color, we
can arrive at a complete coloring c′ of G. Clearly, for any induced subgraph
15
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(a) Unique optimal coloring
c. ϕc(G) = 3 and ϕˆc(G) = 2.
Star subgraph is darkened.
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(b) Non optimal coloring c′.
ϕc′(G) = ϕˆc′(G) = 1. In-
duced paw is darkened.
Figure 4: Graph G4. No optimal coloring achieves ϕ and ϕˆ.
H, we have |c(H)| − χ(H) ≥ |c′(H)| − χ(H) implying that ϕc(G) ≥ ϕc′(G),
which is a contradiction. We can argue similarly for ϕˆ(G).
We recall that the achromatic number of a graph G is the maximum
number of colors that can be used in any complete coloring of G. The
following proposition is a direct consequence of Proposition 7.2
Proposition 7.3. For a graph G, let c (or c′) be a coloring with minimum
number of colors that achieves ϕ(G) (ϕˆ(G)). Then |c(G)| (|c′(G)|) is at most
the achromatic number of G.
7.1. Chromatic Discrepancy of Mycielski Graphs
For an undirected graph G on n vertices and m edges, the Mycielskian
M(G) of G [14, 15] is defined as a graph on 2n + 1 vertices and 3m + n
edges and having the following structure. Let the vertex set V (G) of G
be {v1, . . . , vn}. The vertex set of M(G) comprises three parts, namely,
V = V (G), U = {u1, . . . , un} and one extra vertex w. The edge set of M(G)
contains (i) all edges of G, (ii) edge (w, ui) for each ui and (iii) two edges
(vi, uj), (vj, ui) for each edge (vi, vj) in G. It is known that χ(M(G)) =
χ(G) + 1 and if G is triangle free then M(G) is also triangle free. The My-
cielski sequence of graphs M2,M3, . . . is defined as: M2 = K2, and Mycielski
graph of order k for k ≥ 3 is given by Mk = M(Mk−1). It is known that for
any k ≥ 2, Mk is triangle free and has chromatic number k.
Theorem 7.4. For Mycielski graph Mk of order k, ϕ(Mk) = ϕˆ(Mk) = k−2.
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Proof. It is proved in [15] that the local chromatic number for Mycielskian
M(G) of any graph G is given by ψ(M(G)) = ψ(G) + 1. Since ψ(M2) = 2, it
follows that ψ(Mk) = k for all k ≥ 2. Recalling that Mk is triangle free, using
Proposition 4.7, we obtain that ϕ(Mk) ≥ ϕˆ(Mk) ≥ k − 2. Since χ(Mk) = k,
by Proposition 3.1 we have ϕˆ(Mk) = k − 2.
We now show that ϕ(Mk) = k − 2. Define an optimal coloring Ck of Mk
recursively as follows. Apply coloring Ck−1 to the induced subgraph Mk−1
in Mk. We recall that the vertex set of Mk comprises V = {v1, . . . , vr}
corresponding to vertices of Mk−1, U = {u1, . . . , ur} and w. Color vertex uj
with the color of vj. Assign a new color to w. It is straightforward to prove
by induction for this coloring, there exists no independent set of k vertices
with distinct colors in Mk. Since the number of colors used by Ck is k, it
follows that for any induced subgraph H of Mk, ϕCk(H) ≤ k − 2. Recalling
that ϕ(Mk) ≥ k − 2, we obtain that ϕ(Mk) = k − 2.
8. Complexity Aspects
In this section we show that computing ϕ(G) and ϕˆ(G) is NP-hard. We
show this using reduction from the problem of computing chromatic number
of a graph. We use the following lemma to prove the result.
Lemma 8.1. Let G be a connected graph on n ≥ 2 vertices. Consider a
graph G′ which has one copy of G and one copy of K2n, and each vertex
in G is adjacent to two distinct vertices in K2n (see Figure 5). Consider
any coloring of G′. Let G contain t colors. Then we can obtain a connected
induced subgraph H of G′ such that χ(H) = t and H contains 2t colors.
Proof. Since G is connected, we have 2 ≤ χ(G) ≤ t ≤ n. Let CG =
{1, 2, . . . , t} denote the set of colors in G. Clearly, there are at least 2n − t
vertices in the K2n whose colors are different from those in CG. Let W de-
note the set of these vertices in the K2n. Let U denote the remaining set of
(at most t) vertices in the K2n. We note that each vertex v in the K2n has
exactly one neighbor in G. Hence, for each vertex v in the K2n, we define
pi(v) ∈ CG as the color of the neighbor of v in G. We now show that it is not
possible to have same pi(w) value for every vertex w ∈ W . By contradiction,
we assume otherwise. That is, all neighbors of W in G are colored with a
single color from {1, . . . , t}. Hence the vertices in G that are colored by the
remaining t − 1 colors are such that their neighbors in K2n is contained in
U . Recalling that each vertex in G has two neighbors in the K2n and that
17
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K2nG
Figure 5: Graph G′.
|U | ≤ t, it follows that 2(t−1) ≤ |U | ≤ t, which implies that t ≤ 2. Recalling
that t ≥ 2, the only remaining possibility is that t = |U | = 2. This case can
be restated as G contains only two colors {1, 2} and some vertex v in G has
two neighbors in U that are colored with distinct colors from {1, 2}, which is
a contradiction. Hence the neighbors of W in G contain two or more colors.
Recalling that |W | ≥ 2n− t and t ≤ n, we obtain that |W | ≥ t. It follows
that we can choose a set S of t vertices from W such that their neighbors
in G contain two or more colors. Clearly, vertices in S have t distinct colors
and all of them are different from the t colors {1, . . . , t} in G. Let H be the
subgraph of G′ induced by vertices of G and S together. Clearly, χ(H) ≥ t
and H contains 2t colors. It is also clear that H is connected. We now
conclude the proof by showing that χ(H) = t by exhibiting a t coloring of
H. Retaining the coloring of vertices in G, we color the vertices in S one
by one with any of the remaining valid colors from {1, . . . , t}. We observe
that to color the next vertex w in S, we can use any color except pi(w) from
the remaining colors. Hence t− 1 vertices in S can be easily colored in this
manner. Let u be the last vertex in S to be colored and let j be the single
remaining color. If j 6= pi(u) then color u with j. If j = pi(u) then choose
another vertex v in S such that pi(u) 6= pi(v). We recall that such a v exists
in S. Now the assign color of v to u and color v with j. It is straightforward
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to verify that this is a valid t coloring of H.
Theorem 8.2. Given a graph G, finding ϕ(G) and ϕˆ(G) are NP-hard.
Proof. We show a reduction from the problem of computing χ(G). Without
loss of generality, let G be a connected graph on n ≥ 2 vertices. Consider
a graph G′ which has a copy of G and a copy of K2n, and each vertex in
G is adjacent to two distinct vertices in K2n (see Figure 5). In the follow-
ing we show that ϕ(G′) = ϕˆ(G′) = χ(G), which implies the result. From
Proposition 3.2, it follows that ϕ(G′) ≤ ϕ(K2n) + χ(G) = χ(G). Consider
any coloring c of G′. Let G contain t colors. Since G is connected, we have
2 ≤ χ(G) ≤ t ≤ n. Using Lemma 8.1 we obtain a connected induced sub-
graph H of G′ such that χ(H) = t and H contain 2t colors. It follows that
ϕˆc(G
′) ≥ |c(H)| − χ(H) = t. Since ϕˆc(G′) ≥ t for any coloring c, we obtain
that ϕˆ(G′) ≥ t. Recalling that ϕ(G′) ≤ χ(G), χ(G) ≤ t and ϕˆ(G′) ≤ ϕ(G′),
it follows that ϕ(G′) = ϕˆ(G′) = χ(G).
It is known from [16] that for all  > 0, approximating chromatic number
within a factor |V |1− is NP-hard. The two chromatic discrepancy parameters
inherit this inapproximability result due to the same reduction as that is used
in the proof of Theorem 8.2.
9. Open Problems
We list some of the related open problems here.
1. Can we obtain, for general graphs G, a lower bound for ϕˆ(G) as a
function of ϕ(G) alone? Specifically, is it true that ϕˆ(G) ≥ ϕ(G) + 1−√
ϕ(G) + 1?
2. Consider the following decision problems pertaining to ϕ(G) and ϕˆ(G):
L1 = {〈G, k〉| G is a graph such that ϕ(G) ≤ k}.
L2 = {〈G, k〉| G is a graph such that ϕˆ(G) ≤ k}.
We saw that L1 and L2 are NP-hard. Are L1 and L2 in NP?
3. Are there well-known graph classes for which ϕ(G) and ϕˆ(G) are poly-
nomial time computable?
4. Is it true that ϕ(G) ≥ χ(G) − ω(G)? We note that for Mycielski
sequence of graphs, where ω(G) = 2, this is tight.
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