Diabetes causes a large number of deaths each year and a large number of people living with the disease do not realize their health condition early enough. In this study, we propose a data mining based model for early diagnosis and prediction of diabetes using the Pima Indians Diabetes dataset. Although K-means is simple and can be used for a wide variety of data types, it is quite sensitive to initial positions of cluster centers which determine the final cluster result, which either provides a sufficient and efficiently clustered dataset for the logistic regression model, or gives a lesser amount of data as a result of incorrect clustering of the original dataset, thereby limiting the performance of the logistic regression model. Our main goal was to determine ways of improving the k-means clustering and logistic regression accuracy result. Our model comprises of PCA (principal component analysis), k-means and logistic regression algorithm. Experimental results show that PCA enhanced the k-means clustering algorithm and logistic regression classifier accuracy versus the result of other published studies, with a k-means output of 25 more correctly classified data, and a logistic regression accuracy of 1.98% higher. As such, the model is shown to be useful for automatically predicting diabetes using patient electronic health records data. A further experiment with a new dataset showed the applicability of our model for the predication of diabetes.
Introduction
Diabetes stands among the top 10 causes of death for 2016. Diabetes killed 1.6 million people in 2016, up from less than 1 million in 2000. With this figure diabetes replaced HIV/AIDS as the seventh top cause of death [1] . The number of people with diabetes has risen from 108 million in 1980 to 422 million in 2014, with the global prevalence of diabetes among adults over 18 years of age rising from 4.7% in 1980 to 8.5% in 2014 [2] .
By 2040, 642 million adults (1 in 10 adults) are expected to have diabetes. Also, 46.5% of those with diabetes have not been diagnosed [3] . In order to reduce the number of deaths attributable to diabetes, it is essential that methods and techniques that will aid in early diagnosis of diabetes be devised, because a large number of deaths in diabetic patients are due to late diagnosis.
In order to achieve cutting-edge techniques for the early diagnosis of diabetes, we need to utilize advanced information technology, and data mining is a suitable field for this. Data mining offers the ability to extract and discover previously unknown, hidden, but interesting patterns from a large database repository. These patterns can aid medical diagnosis and decision-making.
Various techniques and algorithms have been designed for application in extracting knowledge and information in the diagnosis and treatment of disease from medical databases. PCA is a simple, nonparametric method for extracting relevant information from confusing data sets [4] . When a large dataset is to be clustered into a user specified number of clusters (k), which are represented by their centroids, k-means will cluster the data by minimizing the squared error function [5] , and often misclassifies some data due to outliers; also the time complexity will be greater. To overcome these problems, principal components analysis (PCA) can be used to reduce the dataset to a lower dimension, while ensuring that the least information is lost, and providing a better centroid point for clustering. K-means clustering partitions a dataset into different groups of similar objects. Clusters that are highly dissimilar from the others are regarded as outliers and discarded. Logistic regression is an efficient regression predictive analysis algorithm. Its application is efficient when the dependent variable of a dataset is dichotomous (binary). Logistic regression is used in the description and analysis of data in order to explain the relationship between one dependent binary variable and one or more independent https://doi.org This research work proposes PCA for dimensionality reduction, which helps to define suitable initial centroids for our dataset when the k-means algorithm is applied. K-means is then used to find outliers and to cluster the data into similar groups, with logistic regression as a classifier for the dataset. In this paper, section 2 provides a review of related work done by other researchers in the area of diabetes prediction and diagnosis. Section 3 shows details of the experimental procedures. Section 4 describes the experimental result, while section 5 concludes the work while suggesting possible direction for future work.
Related study
Diabetes is a standout amongst the most well-known non-transmittable diseases in the world. It is assessed to be the seventh leading cause for death [6] . It is predicted that the diabetes rate in adults worldwide will become 642 million in 2040 [3] . The early diagnosis of diabetes in patients has been a major goal for medical researchers and professionals. With the availability of vast technological innovation in computer science, collaborative studies have shown that by applying computer skills and algorithms (such as data mining), efficient, cost effective and rapid techniques can be derived for the diagnosis of diabetes.
Many researchers have developed various prediction models using data mining to predict and diagnose diabetes. Iyer [15] in their study proposed the use of the Naïve Bayes algorithm to predict the onset of diabetes. The study gave an accuracy result of 79.56%. Tarun [13] used PCA and a support vector machine for the classification of diabetic patients. Experimental result from the study showed that the previous level can be improved upon as they had a classification accuracy of 93.66%. Mustafa S. Kadhm [18] proposed the use of a Decision Tree (DT) to assign each data sample to its appropriate class after applying the K-nearest neighbor algorithm for eliminating undesired data. Han et al. [3] designed a model that uses the k-means algorithm and the logistic regression algorithm for predicting diabetes. The model attained a 95.42% accuracy.
In Ref. [14] , the authors used k-means clustering in identifying and eliminating outliers, a genetic algorithm and correlation based feature selection (CFS) for relevant feature extraction, and finally used knearest neighbor(KNN) for classification of diabetic patients. Patil [16] proposed a hybrid prediction model that applied k-means clustering to the original dataset and then used C4.5 algorithms in building the classifier model. The classification accuracy result was 92.38%. Anjali [7] proposed a methodology based on Principal Component Analysis (PCA) to reduce the dimension of extracted features with Neural Network (NN) as the classifier. The accuracy result was 92.2%.
The studies all used a common dataset (the Pima Indian Diabetes Dataset) from the University of California, Irvine (UCI) machine learning database. Considering the need for an effective prediction algorithm, improving the already existing prediction algorithm will be a major task of our research whilst using the same dataset as other researchers. While great result has been achieved by various researchers, their data preprocessing step limited the amount of data available for their final prediction and classification. Therefore, we need to propose a model for enhanced data preprocessing that will produce a large amount of useable data and also enhance the classification algorithm.
Methodology
This section is comprised of the following steps: the data description, preprocessing technique and the classification algorithm. The proposed model is designed and implemented by combing the benefit of applying PCA, K-means and Logistic regression. A new methodology is then proposed by using PCA to transform the initial set of features, thereby solving the problem of correlation, which makes it difficult for the classification algorithm to find relationships among the data. The PCA application helps to filter out irrelevant features, thereby lowering the training time, cost, and also increases model performance [10] . After performing PCA analysis, the result is then passed for unsupervised clustering using K-means because of the ability of k-means to address outliers [11] . The K-means cluster result is cleaned and Logistic Regression is applied to build our supervised classification for the dataset. The proposed model flowchart is shown in Fig. 1 .
Data mining toolkit
Anaconda is a free and open Python programming language toolkit. It consists of over 250 popular packages for data science and machine learning related application. Applying this package, we are able to perform related data mining tasks on our dataset and implement (design) our proposed model.
By efficiently preprocessing the original dataset, performing PCA, and simulating the same experiment as other researchers, we show that improvement to the accuracy of diabetes diagnosis using data mining techniques can be done.
Dataset description
The Pima Indian Diabetes dataset obtained from UCI repository of machine learning was utilized for this study. The dataset is comprised of 768 sample female patients from the Arizona, USA population who were examined for diabetes. The dataset has a total of 8 attributes (representing medical diagnosis criteria) with one target class (which represents the status of each tested individual). In the dataset there is a total of 268 tested positive instances and 500 tested negative instances. The attributes in the dataset include the following: 
Data preprocessing
Today's real world databases are highly susceptible to noisy, missing, and inconsistent data due to their typically huge sizes and their likely origin from multiple, heterogeneous sources [13] . Data quality is an important factor in the data mining process for disease prediction and diagnosis, because low quality data may lead to inaccurate or low prediction result. In order to make our original dataset more productive and applicable for predicting diabetes, we applied several preprocessing techniques using various packages offered within the Anaconda integrated development environment.
First, we took a closer look at the various attributes, and discussing with a professional dietician, analyzed the medical relevance of each attribute to diabetes prediction and diagnosis. It was discovered that "number of times pregnant" has less significance to the current research direction. We decided to apply the same technique used by Han Wu [12] by transforming this numeric attribute into a nominal attribute of value 0 and 1, with 1 indicating a patient previously pregnant and 0 indicating a patient was never pregnant. This helps to reduce the complexity of analyzing the dataset [12] (see Table 1 ).
Secondly, statistical analysis of our dataset suggested the presence of missing values. Table 2 below shows the statistical result for our dataset. From the statistical result, it is observed that Plasma glucose concentration, Diastolic blood pressure, Skin fold thickness, 2hr serum insulin and Body mass index have a min value of 0. Medical knowledge explains that such attributes (medical result) cannot be 0; therefore it suggests that the dataset contains a missing value that if not handled can impair the quality of our model result and accuracy. Various methods have been suggested for handling missing values in datasets. In our case we replaced missing values with the mean such attribute.
As part of our data preprocessing, the original data values are scaled so as to fall within a small specified range of [0, 1] values by performing normalization of the dataset. This will improve speed and reduce runtime complexity. Using the Z-Score we normalize our value set V to obtain a new set of normalized values V' with the equation below:
Where V' = New normalized value, V = previous value, Y = mean, Z = standard deviation.
Model algorithm design
Our model algorithm will be made up of 3 sub stages. In the first stage of the design we will perform dimensionality reduction on the already processed dataset (using PCA). Then we will cluster the selected principal component using K-means to address outliers and remove any incorrectly classified data. Finally, the correctly clustered and classified data will be used as input for our supervised classification using logistic regression.
Principal component anaylysis
During data analysis it is often very difficult to find all the relationships among attributes. PCA allows a huge amount of information enclosed in initially correlated data to be transformed into a set of new orthogonal components, thereby making it possible to discover concealed relationships, enhance data visualization, detection of outliers, and classification within the newly defined dimensions [5] . The application of PCA on a dataset can be of great help when unsupervised learning is required to be performed on such a dataset, as it will aid in efficiently initializing centroids for clustering.
Because PCA yields a feature subspace that maximizes the variance along the axes, we first standardize the dataset onto a unit scale (mean = 0 and variance = 1) to improve the PCA result which is a requirement for the optimal performance of many machine learning algorithms.
Our objective here is to transform our dataset X of p dimension into
We proceed as follows:
(a) Organize our dataset:
With X having a set of n vectors … x x x ( , , , ) n 1 2
where each x i element is an instance of our dataset. 
Where × X n n is our data matrix with n rows and n columns and Dim i is the ith dimension.
(e) Calculate Eigenvalues and Eigenvectors:
The core of a PCA is the eigenvector and eigenvalues of the covariance matrix. The eigenvectors will determine the directions of the new feature space while the eigenvalues determine the magnitude.
If A is an × n n matrix, then a nonzero vector x in  n is called an eigenvector of A (or of the matrix operator T A ) if Ax is a scalar multiple of x; that is, = Ax λx (6) for some scalar λ. The scalar λ is called an eigenvalue of A and x is said to be an eigenvector corresponding to λ. Since the eigenvectors corresponding to an eigenvalue of a matrix A are the nonzero vectors that satisfy the equation
we define the set E to be all vectors x that satisfy equation (7) as our corresponding Eigen space.
(f) Once the Eigen space is found from the covariance matrix, the next step is to order the eigenvectors by eigenvalue, highest to lowest. This eliminates less significant components and we are left with the principal components that provide a good approximation of the original data. Our new principal components will be used as input for our k-means clustering in the next stage of our algorithm design.
K-MEANS clustering
K-means is one of the simplest and efficient unsupervised classification algorithms. K-means is a well-known partitioning based clustering technique that attempts to find a user specified number of clusters represented by their centroids [5] . It is a typical distance-based clustering algorithm, in which the distance is used as a measure of similarity, i.e. the smaller distance between objects shows greater similarity [12] . Fig. 2 shows the graphical procedure for the k-means clustering by applying the following steps:
Step (a) in Fig. 4 shows our entire dataset. Initialize k = 2 since the target variable contains two possible outcomes (positive and negative). (b) Next is to determine for each input data the cluster center that it is nearest to by using equation (9) extracted from Ref.
[9] (step b) 
(d) To bring our k-means cluster to a stop, we loop through step (b) and (c) until there is a convergence in the mean value of the clusters.
(step d)
Thereafter, we cleaned our k-means cluster result by removing incorrectly clustered data and make a decision to find our new dataset for classification by using equation (11) . If the new data size is above 75%, then we proceed with supervised classification, else we repeat the kmeans step until a suitable size is determined.
= new size left data total sum (11) After cleaning the clustered data, we obtained 614 correctly clustered patients, which is used as input to train the logistic regression algorithm.
Logistic regression algorithm
The application of the Logistic regression model has featured prominently in many domains such as the biological sciences. The Logistic regression algorithm is used when the objective is to classify data items into categories. Usually in logistic regression the target variable is binary, which means that it only contains data classified as 1 or 0, which in our case refers to a patient that is positive or negative for diabetes. The purpose of our logistic regression algorithm is to find the best fit that is diagnostically reasonable to describe the relationship between our target variable and the predictor variables.
The logistic regression algorithm is based on the linear regression model given in equation (12) 
Equation (12) will be highly inefficient to predict our binary values (y (i) ε {0, 1}), therefore we introduce the function in equation (13) to predict the probability that a given patient (with given attributes) belongs to the "1" (positive) class versus the probability that it belongs to the "0" (negative) class.
Applying equation (14), known as the sigmoid function, we are able to keep the value of x θ T within the [0, 1] range. Then we search for a value of θ such that the probability
is large when x belongs to the "1" class and small when x belongs to the "0" class (i.e. = P y x ( 0| ) is large.) Once our logistic regression algorithm has been successfully modelled and implemented; the output and result is discussed in the next section.
Experimental result
A major result discovered from the use of PCA is that the process helped in minimizing the drawback of having redundant features which are of no help for clustering. Since the reduction in the number of variables in the original data set assisted in handling noisy and outlier data, PCA therefore improved our k-means result. The main advantage of PCA is that once we have found these Principal Components from the data and we can compress the data i.e., by reducing the number of dimensions without much loss of information, it became an essential process in order to determine the number of clusters and provide a statistical framework to model the cluster structure [5] .
The efficiency and accuracy of any predictive and diagnostic model is of paramount importance and should be ensured before such a model is deployed for implementation. We analyzed and evaluated our model output using different evaluation metrics, and the result is shown in Fig. 3 .
First, to determine the performance of our model, we utilized the kfold cross validation technique, which allows us to determine how well our model will perform when given new and previously unlearned data. Our choice of the 10-fold cross validation meant that our dataset was divided into 10 subsets. On each trial, one subset is used as the test set and the other nine subset formed the training set. Then, the average error across all 10 trials was computed to get the total performance of our model. This method helps solve two issues, first is that it reduces the problem of bias as almost all of the data is used for fitting, and secondly, the problem of variance is greatly reduced.
The confusion matrix is a popular way to provide a summarized representation of predictive findings. The confusion matrix gives the result of the following indices: true positive (TP), true negative (TN), false positive (FP), false negative (FN). Table 2 shows the confusion matrix for our model.
The performance metrics of our model are represented in Table 3 below:
The ROC Curve is a graphical plot that represent the performance of a classifier. The ROC allows us to look at the performance of our model across all possible thresholds. In our experiment, the ROC value was 0.967 and the ROC curve is shown in Fig. 4 . The Kappa statistic (or value) is a metric that compares an Observed Accuracy with an Expected Accuracy (random chance). The Kappa statistic normally holds a value between 0 and 1. Our experiment had a kappa statistic value of 0.942.
Comparison using other algorithms
To further evaluate how our model performs, we modelled our dataset with four different algorithms using the following variations: original dataset, PCA processed data, PCA + Kmeans processed data and Kmeans only. The result is shown in Table 4 below:
From the above table, the PCA and Kmeans integration technique improved the performance accuracy of the different algorithms we modelled our dataset with, an exception in performance is when XGBoost algorithm is used. Though there is improvement from applying just XGBoost on the original dataset, the result shown in Table 4 indicates a decline in accuracy from 95% when only Kmeans is integrated with XGBoost as against our proposed PCA and Kmeans technique to a value of 93%. Furthermore, Kmeans alone was shown to be a good procedure to improve the accuracy of each of the algorithms, while PCA reduced the accuracy result when applied alone.
Discussion
The experimental results showed that employing PCA enhances the k-means clustering algorithm, as we obtained 614 correctly clustered dataset, versus other studies (See Table 5 ). The closest result to ours is that of Han Wu et al. [12] which had an accuracy of 95.42% from a sample size of 589 obtained from their k-means clustering. With reference to our experimental result, we can clearly illustrate that the proposed PCA and K-means technique improved the classification accuracy of logistic regression for the Pima Indian diabetic dataset. A comparison with the classification result reported by other researchers is shown in Table 6 .
A key issue solved by our study is the improvement in the accuracy of the prediction model. The PCA technique we proposed contributed much to the improvement of the prediction model. The kappa statistics value of the proposed model is 0.942 (which is almost equal to 1) which indicates that there is a match between the proposed classifier and the real world output.
New dataset evaluation
A major concern surrounding the development of machine learning [17] Cascaded K-means 299 38.93% Mustafa Kadhm(2018) [18] K-means 570 74.21%
The bold number indicate the best result. The bold number indicate the best result. algorithms for medical application is the reliability of such a model when deployed practically. To evaluate the performance of our model, we used a more practical dataset collected from a known population. In collaboration with the Specialist hospital, Benin City, we extracted information from patient records who were tested for diabetes at the medical facility. We formed a dataset from 1500 random records while considering only those records that had no missing values for the features that we needed. The dataset consists of 13 attributes, namely age, body mass index (bmi), family history, increased urination, fatigue, increased appetite, weight loss, increased thirst, eating pattern, regular exercise, sex, blood pressure, fasting blood glucose (fbg) and oral glucose tolerance test (ogtt). The class variable has a distribution of 760 negative and 740 positive cases. A description of the dataset is given in Table 7 . We subjected this dataset to the same preprocessing steps as we did the pima-indian dataset and then used the output to experiment on the performance of our proposed model. To further demonstrate the applicability of our model, we compared its result with that of other algorithm using the new dataset. The result is shown in Table 8 . The performance accuracy of our model stood at 89%. This shows that the new method proposed is reliable even when used with a more practical dataset.
In addition, the application of PCA on our new dataset also improved the Kmeans clustering algorithm as shown in Table 9 .
Conclusion and future work
The aim of this work was to design an efficient model for the prediction of diabetes. After a careful study of other published work, we proposed a novel model, which consists of using PCA for dimensionality reduction, k-means for clustering, and logistic regression for classification. With the intent to improve the k-means result of other researchers, we first applied the PCA technique to our dataset. Though PCA is a well-known technique, its efficiency in improving k-means clustering and in turn the logistic regression classification model has not been given sufficient attention. Through our experiment we have shown that an improved logistic regression model for predicting diabetes is possible through the integration of PCA and k-means. The novelty achieved in the study includes, the ability to obtain an enhanced k-means cluster result far above what other researchers have obtained in similar studies. Also the logistic regression model performed at an improved level in predicting diabetes onset, as compared to the results obtained when other algorithms where used in our study and that of other studies. Another advantage is the fact that our model has the ability to model a new dataset successfully.
