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Glossary
Notation Meaning
G∗N Directed graph of N vertices
A∗N Adjacency matrix of G∗N
V∗N Vertices set of G∗N
E∗N Edges set of G∗N
∇ Incidence matrix of G∗N
L∗ Laplacian matrix of G∗N
di i-th vertex degree of G∗N
D∗ Degree matrix of G∗N
Lnm Normalized Laplacian matrix of G∗N
GN Weighted directed graph of N vertices
AN Adjacency matrix of GN
VN Nodes set of GN
EN Edges set of GN
L Weighted Laplacian matrix of GN
d¯i i-th vertex degree of GN
D Degree matrix of GN
Ni i-th vertex neighbors set of GN
VsN Clusters of GN
NVs
N
Neighbors set of VsN
L¯ Normalized weighted Laplacian matrix of GN
GN+1 Augmented weighted directed graph
ri(t) i-th vehicle position, ∀i ∈ {1, . . . , N}
vi(t) i-th vehicle velocity, ∀i ∈ {1, . . . , N}
Mi i-th vehicle mass
ui(t) Coupling protocol on the i-th node, ∀i ∈ {1, . . . , N}
τij(t) Time delays when node i obtains information from node j
hij Constant headway time
dstij Distance at standstill between vehicles i and j
τ Maximum delay
kij Stiffness coefficients
b Damping coefficient
x¯(t) Error state vector
τ⋆ Time delay upper-bound

Acronyms
Notation Meaning
ACC Adaptive Cruise Control
AHS Automated Highways System
CACC Cooperative Adaptive Cruise Control
CAN Controller Area Network
DGPS Differential Global Positioning System
FSM Front Sensing Module
GPS Global Positioning System
HMI Human Machine Interface
ICT Information and Communications Technology
ITS Intelligent Transportation Systems
IVC Inter-Vehicular Communication
MIVC Multi-hop IVC
RTE Real-Time Environment
RTH Real-Time Hardware
RTK-GPS Real Time Kinematic Global Positioning System
SIVC Single-hop IVC
TGW Telematics Gateway
USB Universal Serial Bus
UTC Coordinated Universal Time
V2I Vehicle-to-Infrastructure
V2V Vehicle-to-Vehicle
WAVE Wireless Access for Vehicular Environment
WLAN Wireless Local Area Network
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1.1 Motivation
Daily, we encounter complex systems all around us: cooperation between individuals,
Internet, power grids, communication systems, are just few examples of complex net-
works [134], [113], [91]. Understanding the mechanisms of these complex networks is
one of the major challenges in the scientific community, both to foresee their evolution
in time and to manage/control them. The main elements of a network are the nodes (or
vertices) and the links (or edges). In general we refer to Complex Networks, to indicate
ensembles of different type of nodes and links interacting with each other ([134], [90],
[113], [12], [19], [140], [141],[96], [157],[109], [51], [102], [37], [42]). In this framework,
graph theory is used to understand the main properties of networks. In particular, net-
works of dynamical systems are complex networks consisting of ensemble of dynamical
systems interacting with each other through edges, so as to agree upon a certain quan-
tity of interest ([98], [96], [99], [142], [115]), dealing with applications that range from
biology to computer science ([133], [117], [84], [145], [151], [33], [136], [27]).
The goal of this thesis is the control of a platoon of vehicles ([22], [144], [128]) exploiting
the complex network approach ([98], [12], [19]). Consider a group of N vehicles moving
along a single lane. In this scenario, vehicles are organized as a string with vehicles
following one another along a straight line and sharing their state information (e.g.,
absolute position, velocity and acceleration) with all the other vehicles communicating
through a Vehicle-to-Vehicle (V2V) communication paradigm [22]. An interesting arising
problem is to analyze and control networks of vehicles, in the presence of time-varying
communication delays and switching topologies. Specifically, the thesis addresses the
problem of fleet control ([144], [22], [5], [128]): vehicle has to form and maintain a pla-
toon that moves with an optimal spacing policy (e.g., in terms of relative distance and
velocity among vehicles) in the presence of perturbations, noise and communication de-
lays.
Commercial solution for semi-autonomous vehicles are available on the market, but
still some issues must be overcome to make Automated Highways System (AHS) and
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autonomous/semi-autonomous systems reliable in practice. For example, the most com-
mon and popular control approach to the problem, the so called Cooperative Adaptive
Cruise Control strategy (CACC), simply relies on pairwise interactions: it is sensitive
to external disturbances, especially in the case of large platoons [45], [85]. To extend
the predecessor-following architecture, typical of the pairwise interactions based on sen-
sor measurements (radar, lidar and cameras), the use of wireless communication among
vehicles is considered, with respect to the other vehicles in the platoon. Clearly, the
packet losses, communication failures or automated vehicle maneuvers have to be taken
into account during the controller design, in order to understand how and if the control
system performances may worsen by induced effects due to the communication network.
In particular, data shared via V2V communication may concern (i) packet loss, (ii) time
delays, (iii) data quantization, (iv) time-varying packet transmission, (v) network access
competition, (vi) clock synchronization among on-board and remote nodes. Moreover,
issues related to network safety and security have to be considered in order to define
robust control strategies. Extensive studies have been carried out to cope with these
topics, in particular the control community focuses on developing new control strategies
such to overcome this network induced imperfections [78], [110], [131], [124], [100], [67].
When a group of vehicles agree on the common value of a variable of interest, they
are said to reach consensus. Moreover, the limited communication capability of each
vehicle influences consensus. To achieve consensus, each vehicle needs to manage a well
defined distributed protocol, based on computing some shared variables of interest with
neighbors.
According to the above assumption, we focus on the challenging problem of achieving
consensus of both relative distance and velocity in a fleet of vehicles.
In this thesis we treat the problem of steering the platoon longitudinal dynamics as
that of achieving second-order consensus in a network of multiple inertial agents in the
presence of heterogeneous and time-varying delays [114], [19]. The use of the network
paradigm is a promising solution suitable for exploring communication strategies al-
ternative to pairwise interactions. The control input is acting on every vehicle in the
platoon. It is designed as a coupling protocol composed by two terms: a local action
depending on the state variables of the vehicle itself (measured on-board) and an ac-
tion depending on the information received from the neighboring vehicles through the
communication network. The resulting overall control architecture is decentralized and
distributed. Moreover, the presence of time-varying heterogeneous communication de-
lays are taken into account during control design. The platoon formation and its stability
is analyzed via the Lyapunov-Razumikhin theorem [44] and numerical results are exten-
sively used to understand the behavior of the network, for a platoon in the extra-urban
technological scenario described in [22] despite rapid variations of the delays along the
string. The robustness of the approach with respect to communication losses during the
platoon motion considering both switching topology and time-varying delays has been
addressed numerically. The control approach has been experimentally validated during
on the road tests with three prototype vehicles.
1.2 Outline of the thesis
The thesis is divided in two main parts. In Part I the distributed coupling protocol to
achieve consensus for a network of vehicles in the presence of time-varying and hetero-
geneous communication delays is proposed and its asymptotic stability is analytically
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proven. Hence, results have been numerically validated, also in the presence of both
periodical disturbances on the leader motion and communication failure/recovery.
In Part II we focus our attention on the development of an experimental setup to val-
idate the distributed coupling protocol. A prototype of three vehicles equipped with
both communication module and Real-Time Hardware is used for the on the road tests.
Experimental results confirm the effectiveness of the consensus based strategy in creat-
ing and maintaining the platoon.
The thesis is structured as follows:
• in Chapter 2 some useful concepts and definitions are summarized for the sake of
clarity.
• In Chapter 3 we provide the platooning description, focusing on autonomous ve-
hicles applications and open issues. Here the synergy is also explored between the
platooning and the framework of networked dynamical systems.
• In Chapter 4 the longitudinal control of a platoon when vehicles sharing informa-
tion via V2V communication technology is investigated. Within this scenario each
vehicle can communicate not only with its follower, as in the classical predecessor-
following architecture, but also with a subset of vehicles in the fleet. In particular,
a distributed coupling protocol to achieve the longitudinal control of the platoon
is proposed and the entire closed-loop vehicular system is recast as a delayed dy-
namical network.
• In Chapter 5 we describe the numerical analysis to validate the proposed dis-
tributed coupling protocol in Matlab/Simulink environment.
• In Chapter 6 an overview of the experimental setup is carried out. A platoon
of three prototype vehicles, equipped with specific communication and control
hardware, is used to validate the platooning strategy. Details on both the hardware
and software solutions are provided in this Chapter and in the Appendices at the
end of the thesis.
• In Chapter 7 we show the experimental results achieved during the on the road
tests. We consider a prototype of three vehicles such to validate the proposed
distributed coupling protocol. Tests are performed to validate consensus both
in the presence of joining maneuver and time-varying trajectory imposed by the
leader vehicle.
• Some conclusions are drawn in Chapter 8.
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In this Chapter some useful concepts and definitions, that we will use in the rest of
the thesis, are summarized for the sake of clarity.
2.1 Networked Dynamical Systems: overview
The world around us is a mixture of complex systems. The daily interactions that
impose individuals to cooperate and make decisions together or the conflicts between
groups of animals to promote the dominance of a group with respect to the others are
two simple examples of complex systems. Familiar complex networks include the Inter-
net, an ensemble of computers, routers and devices, linked by physical or wireless links;
moreover power grids, biological networks and so on, emphasize that we are living in a
networked world.
Understanding and controlling the mechanisms of these complex systems (Fig. 2.1), or
complex networks, is one of the major challenges in the scientific community.
The main elements of a network are the nodes (or vertices) and the links (or edges);
see Fig. 2.2. In general we refer to Complex Networks, as networks with more than one
different type of nodes and links ([134], [90], [113], [12]).
Networks of dynamical systems are complex networks consisting of groups (i.e. en-
semble) of dynamical systems, the vertices of a network, interacting with each other
through edges, in order to agree, for example, upon a certain quantity of interest ([134],
[90],[98]). For this reason, graph theory can be used to understand the general features
of networks and the mechanisms that determine their topology. Networks of dynamical
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Figure 2.1: Examples of complex systems.
Figure 2.2: Example of a network.
systems have attracted lots of researchers recently, due to the possibility of applying
control engineering tools to graph theory in order to guarantee, for instance, distributed
coordination of Unmanned Air Vehicles (UAVs), Unmanned Ground Vehicles (UGVs)
and Unmanned Underwater Vehicles (UUVs) ([133],[117], [84], [145], [151]), power net-
works (see [51], [37]), traffic control [30], multirobot control (see [33], [136]). These
systems are just a few examples of networked dynamical systems applications.
To deal with the analysis and control of networked dynamical systems, in the literature
we can find interesting theoretical tools used to achieve leader-follower coordination
([19]), flocking ([140], [141],[96], [157]), consensus ([98], [114], [158], [160], [83]), synchro-
nization ([109], [51], [102] [37], [31], [42], [159]): in general, agents manage information
coming from neighbors such to guarantee an agreement with each other.
Researchers have to cope with agreement problems and the theoretical tools introduced
above seem to solve lots of practical problems, assuming the possibility of sharing in-
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Figure 2.3: The edge (i, j), with j the parent node and i the child node. We use this
notation to denote that node i can obtain information from node j.
formation between agents. If we consider the network analysis, the spread of emergent
behaviours in networks of dynamical systems is a hot topic: interaction among non-
linear dynamical systems, continuous and discontinuous coupling ([55], [87],[68], [20],
[69],[60], [59]). Lots of properties can be investigated in networks: interesting topic may
concern, for example, the communication delays and the link creation/failure.
Instead, about the network control, interesting topic concern with structural property
such as, for example, the controllability or observability of the network [107].
We are interested in analysing and controlling networks with time-varying commu-
nication delays and switching topologies, with directed information flow. Time-varying
communication delays and switching topologies are typical for mobile agents and they
depend on links creation or failure. Directed information flow, described by directed
graph (digraph), are more attractive than undirected graph as properties of directed
graph are mostly unknown [98].
2.1.1 Definitions and notation
Now, we recall some important definitions and notation on graph theory.
We define the adjacency matrix A∗N = [aij ]N×N of directed graph (digraph) G∗N , with
V∗N = {1, . . . , N} the set of vertices, with entries aij = 1 if (i, j) ∈ E∗N , with E∗N the set
of edges, and aij = 0 otherwise. Then, we consider the incidence matrix ∇: in order to
define this matrix we assume an arbitrary but fixed orientation (i.e. direction) for each
edge eij = (i, j) (see Fig. 2.3). In particular, we define ∇ as a (|E∗N | × |V∗N |) matrix,
whose entries ∇ex = 1 if x is the terminal vertex of edge e (i.e. e = eix), ∇ex = −1 if x
is the initial vertex of edge e (i.e. e = exj), and ∇ex = 0 otherwise (i.e. x is not in e).
Now, we define the Laplacian operator from an algebraic point of view [11]:
L∗ = ∇⊤∇ (2.1)
which is the so called Laplacian matrix of G∗N . Moreover, we have that the terms in L∗
are:
l∗ij =
∑
e∈E∗N
∇ei∇ej =

−1 if (i, j) ∈ E∗N
d (i) if i = j
0 otherwise
(2.2)
where di = |{e = (i, j) ∈ E∗N |i ∈ e}| is the degree of the vertex i.
Remark 2.1.1. l∗ij defined in (2.2) is independent of the orientation of the edges.
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We define the degree matrix D∗ = [D∗ii]N×N , a diagonal matrix with D
∗
ii = di. The
relationship between the Laplacian and the adjacency matrix of the graph is:
L∗ = D∗ −A∗N (2.3)
The Laplacian matrix can be rewritten as follows:
L∗ =

d1 −a12 −a13 · · · −a1N
−a21 d2 −a23 · · · −a2N
−a31 −a32 . . . . . . −a3N
...
. . .
. . .
. . .
...
−aN1 −aN2 · · · −aN(N−1) dN
 . (2.4)
with di =
N∑
j=1
aij .
The following theorem from [98] is to show the spectral properties for digraphs using
the Gersˇgorin disk theorem [52].
Theorem 2.1.1. (Spectral Localization). Let G∗N = (V∗N , E∗N ,A∗N ) be a directed graph
(digraph) and L∗ is the Laplacian matrix. Denote the node degree of the graph G∗N by
di =
N∑
j=1
aij and the maximum node degree by dmax(G∗N ) = maxi(di). Then, all the
eigenvalues of L∗ = L(G∗N ) are located in the following disk:
D(L∗) = {z ∈ C : |z − dmax(G∗N )| ≤ dmax(G∗N )} (2.5)
centered at z = dmax(G∗N )+ 0j and radius r = dmax(G∗N ), in the complex plane (see Fig.
2.4).
Proof. According to the Gersˇgorin disk theorem [52], all the eigenvalues of L∗ = [l∗ij ]
are located in the union of the following N disks:
Di = {z ∈ C : |z − l∗ii| ≤
N∑
j=1
j 6=i
|l∗ij |} (2.6)
∀i ∈ {1, . . . , N}. However, for the digraph G∗N , l∗ii = di and
N∑
j=1
j 6=i
|l∗ij | = di. (2.7)
such to have Di = {z ∈ C : |z − di| ≤ di}. Moreover, all these N disks are contained in
the largest disk D(L∗) with the radius r = dmax(G∗N ).
Remark 2.1.2. The disk D
′
(L∗) = {z ∈ C : |z + dmax(G∗N )| ≤ dmax(G∗N )} contains all
the eigenvalues of −L∗. In particular, D′(L∗) is the mirror image of D(L∗) with respect
to the imaginary axis.
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Figure 2.4: Gersˇgorin theorem applied to Laplacian matrix.
A normalized version of the Laplacian matrix is Lnm, defined according to [11]:
Lnm = (D
∗)
−1
L∗ = I − (D∗)−1A∗N (2.8)
This matrix has the following structure:
Lnm =

1 −a12d1 −a13d1 · · · −a1Nd1−a21d2 1 −a23d2 · · · −a2Nd2
−a31d3 −a32d3 1
. . .
...
...
. . .
. . .
. . . −a(N−1)NdN−1
−aN1dN −aN2dN · · · −
aN(N−1)
dN
1

(2.9)
A network of N dynamical systems (i.e. nodes) can be described by a weighted directed
graph (digraph) GN = (VN , EN ,AN ) of order N characterized by a set of nodes VN =
{1, . . . , N}, a set of edges EN ⊆ VN × VN . The topology of the graph is associated to
a weighted adjacency matrix with nonnegative elements AN = [aN,ij]N×N . In general,
we assume aN,ii = 0 (i.e., self-edges (i, i) are not allowed unless otherwise indicated).
Then, we define the weighted Laplacian matrix as follows:
L =

d¯1 −aN,12 −aN,13 · · · −aN,1N
−aN,21 d¯2 −aN,23 · · · −aN,2N
−aN,31 −aN,32 . . . . . . −aN,3N
...
. . .
. . .
. . .
...
−aN,N1 −aN,N2 · · · −aN,N(N−1) d¯N
 (2.10)
with d¯i =
N∑
j=1
aN,ij and aN,ij ≥ 0.
The edge (i, j) in the edge set of a digraph denotes that node i can obtain information
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from node j, but not necessarily vice versa, being j the parent node and i the child node,
as in Fig. 2.3. The set of neighbors of node i is denoted as Ni = {i ∈ VN : eij = (i, j) ∈
EN , j 6= i}, EN ⊂ VN × VN . A sequence 1, 2, ..., l of distinct nodes is a directed path if
(i− 1, i) ∈ EN , i = 2, . . . , l. A cycle is a directed path that starts and ends at the same
node.
A digraph is strongly connected if there is a path from every node to every other
node. A complete digraph is a graph where every pair of distinct vertices is linked
by a pair of unique edges, in opposite direction. A strong component of a digraph is
an induced subgraph that is maximal, subject to being strongly connected. A directed
tree is a digraph in which every node has exactly one parent node with the exception
of one node, called the root, which has no parent and which has a directed path to
every other node. A subgraph (VsN , EsN ) of (VN , EN ) is a graph such that VsN ⊆ VN and
EsN ⊆ EN ∩ (VsN × VsN ). A rooted directed spanning tree (VsN , EsN ) of the directed graph
(VN , EN ) is a subgraph of (VN , EN ) such that (VsN , EsN ) is a directed tree and VsN = VN .
We say that j is reachable from i if there exists a path from node i to node j. A cluster
is any subset VsN ⊂ VN of the nodes of the digraph. The set of neighbors of a cluster
VsN is defined as NVsN =
⋃
i∈VsN
Ni = {j ∈ VN : i ∈ VsN , (i, j) ∈ EN}. Defining the degree
matrix as D = diag{d¯1, d¯2, . . . , d¯N}, with d¯i =
∑
j∈Ni
aN,ij , the Laplacian of the weighted
directed graph GN can be defined as L = D −AN .
In what follows, we consider N nodes together with a leader vehicle taken as an
additional agent labelled with the index zero i.e., node 0. We use an augmented weighted
directed graph GN+1 to model the network topology in this case.
Definition 2.1.1. We assume node 0 is globally reachable in GN+1 if there is a path in
GN+1 from every node i in GN to node 0 [52].
Moreover, the following Lemmas hold [74], [55]:
Lemma 2.1.1. A digraph GN = (VN , EN ,AN ) has a globally reachable node if and only
if for every pair of nonempty, disjoint subset V1N ,V2N ⊂ VN satisfies NSi ∪ NSj 6= ∅.
Remark 2.1.3. Let S1, S2, . . . , Sp be the strong components of GN = (VN , EN ,AN )
and NSi be the neighbor sets for Si, i = 1, . . . , p, p > 1.
Lemma 2.1.2. The digraph GN has a globally reachable node if and only if the Laplacian
of GN has a simple zero eigenvalue (with eigenvector 1 = (1, . . . , 1) ∈ RN ).
2.1.2 Consensus problem
Before defining consensus in an analytical way, we need to describe a network of dy-
namical systems, or dynamical agents [98], [12], [92]. We start assuming a network of
N nodes (the agents); we define xi the physical quantity describing the behavior of the
i−th node, with i ∈ VN (for example, position, velocity, pressure, voltage, etc.). In a
network of dynamical agents, we say nodes i and j agree if and only if xi = xj . More-
over, the network reaches consensus if and only if xi = xj , for all i, j ∈ VN , i 6= j.
Now, we assume the following i−th dynamical system, or dynamic agent
x˙i = f(xi, ui), i ∈ VN . (2.11)
Hence, the network dynamics are defined as:
x˙ = F (x, u) (2.12)
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where F (x, u) is the columnwise concatenation of the elements f(xi, ui), for i ∈ VN .
To provide a formal definition of consensus, we introduce the χ−consensus problem,
which is commonly defined in the literature [98], [86]. In particular, let χ : RN → R be
a function of N variables x1, . . . , xN and a = x(0) denote the initial state of the system.
The χ−consensus problem in a dynamic graph (i.e. a graph depending on the time
evolution of x) is a distributed way to calculate χ(a) by applying input ui, or coupling
protocol, defined as follows:
ui = ki(xj1 , . . . , xjmi ) (2.13)
with topology GN if the cluster V iN = {j1, . . . , jmi} of nodes with indexes j1, . . . , jmi ∈
VN satisfies the property V iN ⊆ {i} ∪ Ni. Moreover, (2.13) is called distributed coupling
protocol if |V iN | < N , ∀i ∈ VN , .
We say protocol (2.13) asymptotically solves the χ−consensus problem if and only if
there exists an asymptotically stable equilibrium x∗ of x˙ = F (x, k(x)) satisfying x∗i =
χ(x(0)) for all i ∈ VN . A special case is called average consensus, with χ(x) = Ave(x) =
1/N(
∑N
i=1 xi). Moreover, other two special cases are called max consensus and min
consensus, with χ(x) = maxi xi and χ(x) = mini xi, respectively. Note that we are
interested in distributed solutions of the χ−consensus problem in the presence of nodes
that are not connected to all the other nodes.
Two typical application in consensus problem are rendezvous and formation control.
The rendezvous problem is defined as the requirement for a group of vehicles to converge
on a location through local negotiation [71], [72], [118]. Interesting application can be
found in [24], [35]. Moreover, the formation problem control objective is the relative
coordination among the agents. Interesting paper are [41], [104].
Another important classification in literature on consensus problem depends on the agent
dynamics. First-order dynamics are extensively used to describe agents behavior [98],
[57], [73], [116]. Moreover, second-order dynamics are typical in networks of inertial
agents [153], [96], [158].
2.1.3 Consensus in networks of dynamical systems with time-
delays
The design of coupling protocols for the coordination of a group of agents exchanging
information in the presence of limited and uncertain communication is a well-known
challenging problem within the dynamical network context (see for example [98], [114]
and references therein), that have been only recently theoretically addresses in the tech-
nical literature in the case of time-varying communication delays and directed network
structures.
Referring to the general model of dynamical agent in (2.11) under the distributed pro-
tocol (2.13), we introduce here networks of dynamical systems with time-delays. In
particular, delay affects the state inside the protocol (2.13): for that reason, its action
has to be considered in the network dynamics. We can write the following coupling
protocol:
ui = ki(xj1 , . . . , xjmi ; τij1(t), . . . , τijmi (t)) (2.14)
where τij1 , . . . , τijmi are the time delays for information communicated from vehicle j1
to vehicle i, from vehicle j2 to vehicle i and so on.
Usually, the consensus problem in the presence of communication time delays is
solved by designing coupling protocols under the assumption of a constant delay affect-
ing communication among agents. Such a delay can be homogeneous or heterogeneous
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along the network [55], [83], [18], [19] (i.e. homogeneous τij1 (t) = τijmi (t) = τ and
heterogeneous τij1 (t) = τijmi (t) = τi). In particular, in [158] a second-order consen-
sus algorithm is derived for the multi-agent system in the presence of an homogeneous
coupling delays. Authors investigate networks with directed and fixed interconnection
graph.
In [55] authors discuss the consensus problem of second-order multiagent systems con-
sidering time-varying coupling delays for directed graph (τij1 (t) = τijmi (t) = τ(t)), with
both fixed and switched topology. In particular they consider an homogeneous time-
varying delay all over the network and demonstrate stability of the networked systems
under some constraints on the maximum allowable time-varying delay for networks with
both (i) fixed and (ii) switching and balanced topologies.
Fewer approaches have been only recently proposed to cope with time-varying het-
erogeneous communication delays for first and second order linear systems [137] [160],
[80], [75], [79] (i.e. heterogeneous τij1 (t) = τijmi (t) = τi(t)). Moreover, in [160] a leader-
following consensus problem is investigated considering heterogeneous time-varying de-
lays, both for fixed and switching topologies. In particular, consensus is solved for fixed
and switching topologies (under a particular condition). In [76] consensus problem of
second-order multi-agent systems in the presence of velocity damping term is studied.
They consider both heterogeneous input and communication delays obtaining condi-
tions to achieve consensus on both undirected and directed graphs with fixed topologies.
Then, in [77] are considered, in addition to results previous described in [76], the switch-
ing topologies with a common time-invariant communication delay.
Furthermore, although the relevance of theoretical results, the control theory applied
to networks of dynamical systems with time-delays have not been extensively validated
solving technological problems inspired by real world applications.
2.2 Useful definitions, theorems and lemmas
2.2.1 Signal amplification using induced norms
Useful norms are detailed in the following Paragraphs.
Norms of Vectors - The n-dimensional Euclidean space Rn is the set of all n-
dimensional vectors x = [x1, . . . , xn], with xi ∈ R, for i = 1, . . . , n. An m× n matrix A
of real elements defines a linear mapping y = Ax from Rn into Rm.
The norm ‖x‖ of a vector x is a real-valued function with the properties [62]:
(i) ‖x‖ ≥ 0 for all x ∈ Rn, with ‖x‖ = 0 if and only if x = 0;
(ii) ‖x+ y‖ ≤ ‖x‖ + ‖y‖, for all x, y ∈ Rn (triangle inequality);
(iii) ‖αx‖ = |α| ‖x‖, for all α ∈ R and x ∈ Rn.
We define the class of p-norms as follows:
‖x‖p = (|x1|p + · · ·+ |xn|p)1/p , 1 ≤ p <∞ (2.15)
and
‖x‖∞ = maxi |xi| (2.16)
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The Euclidean norm is:
‖x‖2 =
(|x1|2 + · · ·+ |xn|2)1/2 = (x⊤x)1/2 . (2.17)
p-norms equivalence - If ‖·‖α and ‖·‖β are two different p-norms, then there
exist positive constants c1 and c2 such that:
c1 ‖x‖α ≤ ‖x‖β ≤ c2 ‖x‖α (2.18)
for all x ∈ Rn. For the 1-, 2-, and ∞-norms, these inequalities become:
‖x‖2 ≤ ‖x‖1 ≤
√
n ‖x‖2 , ‖x‖∞ ≤ ‖x‖2 ≤
√
n ‖x‖∞ , ‖x‖∞ ≤ ‖x‖1 ≤ n ‖x‖∞ .
(2.19)
Ho¨lder inequality -
|x⊤y| ≤ ‖x‖p ‖y‖p ,
1
p
+
1
q
= 1 (2.20)
for all x, y ∈ Rn.
Norms of Matrices - The induced p-norm of A is defined by:
‖A‖p = sup
x 6=0
‖Ax‖p
‖x‖p
= max
‖x‖p=1
‖Ax‖p (2.21)
being sup the supremum, i.e. the least upper bound and inf the infimum, i.e. the
greatest lower bound. In particular, we have that:
• ‖A‖1 = maxj
∑m
i=1 |aij | with p = 1;
• ‖A‖2 = [λmax] with p = 2;
• ‖A‖∞ = maxi
∑n
j=1 |aij | with p =∞;
with λmax
(
A⊤A
)
the maximum eigenvalue of A⊤A.
Induced p-norms properties -
1√
n
‖A‖∞ ≤ ‖A‖2 ≤
√
m ‖A‖∞ ,
1√
m
‖A‖1 ≤ ‖A‖2 ≤
√
n ‖A‖1 (2.22)
‖A‖2 ≤
√
‖A‖1 ‖A‖∞. (2.23)
Assuming matrix B of dimensions n× l, we have:
‖AB‖p ≤ ‖A‖p ‖B‖p (2.24)
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Norms of Signals - The size of an error signal is useful to evaluate the performance
of a tracking system. We consider signals mapping [0,∞) to R, assumed to be piecewise
continuous. According to [38], we recall the following properties for signals:
(i) ‖u‖ ≥ 0;
(ii) ‖u‖ = 0⇔ u (t) = 0, ∀t;
(iii) ‖ax‖ = |a| ‖u‖ , ∀a ∈ R;
(iv) ‖u+ y‖ ≤ ‖u‖+ ‖y‖;
The following norms of signals are defined [38]:
1. 1−norm - The 1−norm of a signal u(t) is the integral of its absolute value:
‖u‖1 =
∞∫
0
|u (t)|dt (2.25)
2. 2−norm - The 2−norm of u(t) is:
‖u‖2 =
 ∞∫
0
|u (t)|2dt
1/2 (2.26)
3. p−norm - The p−norm of u(t) is:
‖u‖p =
 ∞∫
0
|u (t)|pdt
1/p (2.27)
4. ∞−norm - The ∞−norm of a signal u(t) is the least upper bound of its absolute
value:
‖u‖∞ = sup
t
|u (t)| (2.28)
Norms of Systems - We consider a linear time-invariant system. In the time domain
we describe the input-output model as a convolution equation:
y (t) = g (t) ∗ u (t) (2.29)
that is,
y (t) =
t∫
0
g (t− τ )u (τ) dτ (2.30)
Let G(s) denote the Laplace transform of g(t), with g (t) = L−1 {G (s)} the impulse
response of the system; we have in the s−domain that:
Y (s) = G (s)U (s) (2.31)
We define the ∞−norm for the transfer function G(s) [38]:
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‖G (s)‖∞ = sup
ω
|G (jω)| (2.32)
The ∞−norm appears as the peak value on the Bode magnitude plot of G(s). Then,
the 1−norm of the impulse response is:
‖g‖1 =
∞∫
0
|g (t)| dt (2.33)
In order to relate the input and the output of the system with the signals and systems
norms defined above, we have that [38],[111]:
‖g‖1 = sup
u∈L∞
‖y‖∞
‖u‖∞
(2.34)
‖G (s)‖∞ = sup
u∈L2
‖y‖2
‖u‖2
(2.35)
where L∞ is the set of signals with ∞-norm and L2 is the set of signals with 2-norm.
In order to study signal amplification in vehicle platoons, a performance-oriented ap-
proach can be used to characterize string stability [89], [111], [152], [110]. In general, a
desirable feature for attenuation in upstream direction of either distance error, velocity
or acceleration is specified as:
‖y‖∞ ≤ ‖u‖∞ (2.36)
with y the scalar output (i.e. distance error, velocity or acceleration) of the i-th
vehicle, u the scalar output (i.e. distance error, velocity or acceleration) of the (i−1)-th
vehicle and the following transfer function:
Hˆ (s) =
Y (s)
U(s)
(2.37)
that relates both the Laplace transform of y and u, i.e. Y (s) and U(s), respectively.
Then, string stability is guaranteed if :∥∥∥Hˆ (s)∥∥∥
∞
≤ 1 (2.38)
Remark 2.2.1. According to (2.38) we have that ‖y‖2 ≤ ‖u‖2 is satisfied., i.e. the
energy in signal y is less than energy in signal u. However, ‖y‖∞ ≤ ‖u‖∞ is a stronger
condition to be guaranteed, i.e. ‖h‖1 ≤ 1.
A useful lemma from [26] is the following:
Lemma 2.2.1. If h (t) > 0, then all the input-output induced norms are equal.
Proof. Let γp be the generic p-th induced norm from input to output, i.e.
γp = sup
u∈Lp
‖y‖p
‖u‖p
(2.39)
From linear system theory [34] we have that:∣∣∣Hˆ (0)∣∣∣ ≤ ∥∥∥Hˆ (jω)∥∥∥
∞
≤ γp ≤ ‖h‖1 (2.40)
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If h (t) > 0, then
∣∣∣Hˆ (0)∣∣∣ = ‖h‖1. Indeed:
∣∣∣Hˆ (0)∣∣∣ =
∣∣∣∣∣∣
∞∫
0
h (t) dt
∣∣∣∣∣∣ ≤
∞∫
0
|h (t)| dt (2.41)
if and only if h (t) > 0.
Remark 2.2.2. We underline that if Hˆ (s) is designed such that
∥∥∥Hˆ (s)∥∥∥
∞
≤ 1, then
‖y‖2 ≤ ‖u‖2; moreover, if the extra condition h (t) > 0 holds, then ‖y‖∞ ≤ ‖u‖∞.
2.2.2 Lyapunov-Razumikhin theorem
Let C([−r, 0],Rn) be a Banach space of continuous functions defined on an interval
[−r, 0], taking values in Rn with a norm ||ϕ||c = maxθ∈[−r,0] ||ϕ(θ)||, || · || being the
Euclidean norm. Given a system of the form:
x˙ = f(xt), t > 0,
x0(θ) = ϕ(θ), ∀θ ∈ [−r, 0], (2.42)
where xt(θ) = x(t+ θ), ∀θ ∈ [−r, 0] and f(0) = 0, the following results holds:
Theorem 2.2.1. (Lyapunov-Razumikhin) [44]. Given system (2.42), suppose that the
function f : C([−r, 0],Rn) → Rn maps bounded sets of C([−r, 0],Rn) into bounded sets
of Rn. Let ψ1, ψ2, and ψ3 be continuous, nonnegative, nondecreasing functions with
ψ1(s) > 0, ψ2(s) > 0, ψ3(s) > 0 for s > 0 and ψ1(0) = ψ2(0) = 0. If there is a
continuous function V (t, x) (Lyapunov-Razumikhin function) such that:
ψ1(||x||) ≤ V (t, x) ≤ ψ2(||x||), t ∈ R, x ∈ Rn, (2.43)
and there exists a continuous non decreasing function ψ4(s) with ψ4(s) > s, s > 0 such
that :
V˙ (t, x) ≤ −ψ3(||x||)
if V (t+ θ, x(t + θ)) < ψ4(V (t, x(t))), θ ∈ [−r, 0],
(2.44)
then the solution x = 0 is uniformly asymptotically stable.
Definition 2.2.1. A complex square matrix is said to be negative stable [positive stable]
if its spectrum lies in the open left [right] half plane [48].
Definition 2.2.2. The square matrix A˜ = [a˜ij ] of order N ×N , has property SC if for
every pair of distinct integers p,q, with 1 ≤ p and q ≤ N , there is a sequence of distinct
integers p = o1, o2, o3, . . . , om−1, om = q, 1 ≤ m ≤ N such that all of the matrix entries
a˜o1o2 , a˜o2o3 , . . . , a˜om−1om are non-zero [52].
Lemma 2.2.2. (Schur’s formula). Let A11, A12, A21, A22 ∈ Rn×n andM =
[
A11 A12
A21 A22
]
.
Then det (M) = det (A11A22 −A12A21), where det (·) denotes the determinant of a ma-
trix, if A11, A12, A21 and A22 commute pairwise, i.e. AijAlm = AlmAij for all possible
pairs of indices i, j and l,m [15].
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Lemma 2.2.3. Given a complex-coefficient polynomial,
f(s) = s2 + (a+ ib)s+ c+ id, (2.45)
where a, b, c, d ∈ R, f(s) is Hurwitz stable if and only if a > 0 and abd + a2c − d2 > 0
[106].
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This Chapter provides the platooning description. In particular, we focus on both
describing autonomous vehicles applications and the open issues related with them.
Finally, we explore the synergy between the platooning and the framework of networked
dynamical systems.
3.1 Platooning
3.1.1 Problem statement
Platooning is an innovative, automated way of driving a fleet of vehicles on a freeway in
order to reduce fuel consumption and their overall environmental impact [5], [22] (see
Fig. 3.1). It consists of the coordinated motion of groups of vehicles cooperating with
each other so as to reach the same destination with a common velocity [46], [112]. It
has been shown that platooning can effectively improve safety, efficiency and travel time
while decreasing traffic congestion, pollution and stress for passengers [16]. In general,
platooning depends on several factors, for example GPS signal quality, infrastructure
and inter-vehicular communication [6], [10], [94]. From a control viewpoint, the main
goal is to form the platoon and then maintain an optimal spacing policy (e.g., in terms
of their relative distance and velocity) in the presence of perturbations, noises and
communication delays. Platooning requires the full longitudinal control of the vehicle
motion (lateral control can be also considered in a more wide mobility scenario).
Usually, vehicles are equipped with on-board sensors (radar, camera, lidar) in order to
measure the predecessor relative position and velocity. In general, for safety reasons
each vehicle in the platoon is equipped with (i) on-board sensors monitoring the state
of its neighbors and (ii) its own control system.
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Figure 3.1: Vehicle platooning applications. Top-left panel: SARTRE project [22].
Top-right panel: Energy ITS project [144]. Down-left panel: Scania platooning [5].
Down-right panel: PATH program [128].
Dedicated Short-Range Communication (DSRC), which uses radio waves at 5.9 GHz
frequency, enable more enlarged information exchange between vehicles through wireless
Vehicle-to-Vehicle (V2V) and Vehicle-to-Infrastructure (V2I) communication [105], [95].
Standards such as IEEE 802.11p and SAE J2735 are used to select the kind, the meaning
and the structure of the messages to share via V2V [56]: they guarantee both low latency,
high reliability, privacy and security.
In this emerging technological scenario platooning can be guaranteed exploiting the
features of wireless communication network through which every vehicle transmits its
state (for example position and velocity) to the neighboring vehicles. The reference
behavior is dispatched to all vehicles in the network by either a leader vehicle belonging
to the platoon (typically the first vehicle in the group) [22], or some road infrastructure
(acting as a virtual leader) [129], [156], [103] [154]. Note that, although the presence of
V2V technology, sensor-based solutions will need to coexist in order to guarantee safety
and a certain degree of redundancy, for example in the presence of sudden obstacles.
3.1.2 Evolution of platooning
One of the first and most popular platooning application was developed within the
California Partners for Advanced Transit and Highways (PATH) program [127], and
described in [27] and [26] (see Fig. 3.1, down-right panel). The proposed solution
is based on an Automated Highways System (AHS) structure [46], that implements a
hierarchical structure including different layers of control (each layer is responsible for
performing a specific task). To automate the longitudinal control, sensor-based adaptive
control strategies are used, such to guarantee the convergence of the relative distance
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to a desired inter-vehicular spacing policy. Strategies are aimed to achieve [27] string
stability, e.g. the uniform boundedness of all the states of a group of interconnected
system for all time under specific condition on the initial states of the interconnected
system (see Sec. 3.2.2). In [65] a longitudinal control strategy through two different
traction force controllers, an adaptive fuzzy logic control and an adaptive sliding mode
control, is proposed and numerically validated.
More recently, the Cooperative Adaptive Cruise Control (CACC) (an extension of the
more classic Adaptive Cruise Control (ACC) [82], [61], [23], including information via
Vehicle-to-Vehicle technology), can be applied to solve platooning. For example, in [89]
a CACC solution is analyzed and experimentally validated to coordinate a vehicle with
respect to the predecessor, including in the controller design the acceleration of the
preceding vehicle collected via Vehicle-to-Vehicle communication. Moreover, a solution
of CACC including the leader vehicle acceleration can be found in [70].
In 2011 the competition Grand Cooperative Driving Challenge (GCDC) took place in
Helmond, Netherlands, with the aim of testing cooperative systems in different platoon
scenarios, such as innovative solutions to control the longitudinal motion of vehicles with
respect to the neighbors [146].
The problem has been also addressed during the activities of many research projects.
The Energy ITS project [144] (see Fig. 3.1, top-right panel) is a Japanese project that
aims at controlling both longitudinal and latitudinal control in truck platoon; Scania
worked on distributed control of a heavy duty vehicle platoon, in particular with the
application of the automatic longitudinal control (see Fig. 3.1, down left panel).
In SARTRE project [22] both longitudinal and lateral control techniques are applied to
control a platoon of vehicles. An expert driver is responsible for the management of
the platoon and to control the platoon with respect to path-following goal (see Fig. 3.1
top-left panel).
Nowadays, an higher degree of cooperation due to V2V technology and the increasing
number of autonomous vehicles is capturing the interest of the scientific community in
solving platooning. An interesting graph showing platooning with respect to the other
applications in the autonomous driving framework is in Fig. 3.2.
3.1.3 Problems and challenges
Currently stability and robustness of the platoon are guaranteed by implementing a local
cooperative adaptive control action (usually a Cooperative Adaptive Cruise Control or
CACC): common CACC strategies rely on pairwise interactions. Namely, each vehicle
only uses proximity information transmitted from its preceding vehicle in the platoon
and local measurement by on-board sensors [101],[89]. Then, besides the convergence of
the platoon to a common velocity and a well defined relative distance with respect to
the neighbors, a typical aim of the theoretical analysis is to prove robustness i.e., that
perturbations on the leader vehicle are not amplified when propagating downstream
through the follower vehicles (see for example [70], [89], [43] and references therein).
This property is also known in the technical literature with the name of string stability
[27], [26]. Note that, as recently shown in literature, this predecessor-following archi-
tecture based on pairwise interactions can be highly sensitive to external disturbances
along the string, that may lead to string instability, [45], [85]. Moreover, the complexity
of the controller and the performance of the closed-loop system worsens as the number
of vehicles increases.
Moreover, the presence of a distributed communication system allows to overcome sen-
sors limitations [43], but new challenges arise due to uncertainties and time-varying
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Figure 3.2: Self-driving applications plotted along two dimensions: the degree of auton-
omy and the degree of cooperation [130].
communication delay, in the presence of queueing, contention, transmission and prop-
agation of the information via Vehicle-to-Vehicle. Indeed, a performance evaluation of
the standard Wi-Fi communication protocol (for example IEEE 802.11p) and the way
the protocol affects V2V environment can be found in [39], [6], [88], [149] in term of
Quality of Service (QoS : packet loss, delay, jitter, throughput and available bandwidth;
see also [14] for a deep study of the behaviour of QoS parameters in heterogeneous
wireless/wired networks). In order to guarantee the IEEE 802.11p robustness in the
vehicular environment, adaptive parameters strategies are used in V2V communication
systems to alleviate network performance degradation due to high mobility, in particu-
lar in the presence of a non-zero relative speed and frequent network topology changes.
For example, in [6], the service priority in V2V communication is based both on the
number of neighbors and relative speed: in particular the deviation of the node speed
with respect to the average speed of the neighbors is proportional to the level of channel
access priority. As a consequence, the number of vehicles and their motion affect the
communication in the wireless network and these effects have to be considered during
the controller design. Moreover, the network induced effects have to be taken into ac-
count during the platooning performance evaluation. Indeed, in [78] authors analyze the
robustness of the control strategy based on [27] with respect to communication delay.
They focus on string stability, underling that the latter is influenced by communication
delays. Moreover, bounds exists for communication delays such to guarantee string sta-
bility, in the presence of synchronized controllers.
Recent works address this problem within the CACC framework investigating the effect
of constant delays on string stability within a Networked Control System prospective
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(NCS) [100], [101], but considering interaction with the predecessor only.
Then, the importance of GPS receivers is becoming more and more essential for consid-
ering an absolute framework both for (i) positioning and (ii) clock synchronization.
All these issues have to be taken into account during the controller design.
3.2 A networks-based approach for platooning
Consider a group of N vehicles moving along a single lane. In the scenario under
investigation, vehicles are organized as a string with vehicles following one another
along a straight line sharing their state information (e.g., absolute position, velocity and
acceleration) with all the other agents communicating through a V2V communication
paradigm, as described in [22]. The on-board integration of inertial sensors with a Global
Positioning System (GPS) receiver allows each vehicle to know, for example, absolute
position, velocity and UTC (i.e. Coordinated Universal Time) [121]. Vehicles are also
equipped with communication modules configured as receiving and transmitting hosts.
The platoon is usually in a leader-following structure, as is schematically depicted
in Fig. 3.3 in the case of an extra urban scenario. Here the leader communicates in a
broadcast mode with all followers, while each vehicle in the string only shares informa-
tion with its neighbors. Referring to this scenario the reference trajectory according to
the required spacing policy can be provided by the first vehicle in the platoon.
According to the paradigm of dynamical networks, the platoon is represented as a net-
work where: (i) each vehicle, with its own dynamics, is a node; (ii) the presence of
information flow through the communication links between neighboring vehicles is repre-
sented by the edges, and (iii) the structure of the inter-vehicle communication is encoded
in the network topology. Note that the use of network paradigm is a promising solu-
tion suitable for exploring communication strategies alternative to pairwise interactions.
For example, the possibility of vehicles communicating in cluster can be investigated
because of conditions due to their proximity and practical communication constraints.
Furthermore, switching topologies in network control design can be exploited to consider
the effect of packet losses, communication failures or maneuvers of autonomous vehicles,
like for example joining/leaving the platoon. Note that, although the string of vehi-
cles is usually in a leader-predecessor configuration, i.e. a vehicle receives information
both from the leader and predecessor, different topologies may arise depending on the
communication technology and its specific transmission ranges [10].
Note that other attempts to solve platooning within the dynamical networks ap-
proaches have been recently independently presented in the literature. For example
in [150] authors consider mobile robots (for example, small cars) to analyze and solve
leader-following consensus without considering time-delays; moreover, in [45] a network
of double integrators used to model vehicle dynamics is assumed with a nearest neighbor
interaction, without considering time-delays. In [139], a leaderless strategy is proposed
for three autonomous vehicles ideally moving in a circle and sharing information across
an all-to-all configuration via V2V communication affected by a constant and common
delay. Results on platooning as a consensus problem within the context of switching
stochastic Markovian networks in absence of delay will appear in the literature [147] (see
also [148] for preliminary results). Synchronization among agents has been also applied
to vehicle platooning, but again in the absence of time delays [81].
Hence, the main idea of this thesis is to solve the longitudinal control problem for vehicle
platoons with new solution in the field of networks of dynamical systems. The aim is
thus to exploit the new paradigm of the dynamical networks, and its recent theoretical
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Figure 3.3: Schematics of representative platoon configurations. A leader and three
followers F1 − F2 − F3. Note that the red dashed arrows in the top panel denote
the V2V communication link among vehicles and with the leader, while those in the
associated network graphs indicate edges directed according to the definition given in
Section 2.1.1.
Figure 3.4: Vehicular topology: Preceding vehicle.
tools, to analyze and solve the platoon problem by treating it as the problem of achieving
consensus in a network of dynamical systems [32], [120], [118], [119]. This new approach
allows to guarantee platooning in the presence of heterogeneous time-varying delays,
thus ensuring robustness with respect to uncertain wireless communication among ve-
hicles. Furthermore, the formation and maintaining of the platoon can then be treated
as the problem of finding conditions for the existence and stability of some emerging
collective behavior at the network level induced by delocalized and decentralized control
action.
3.2.1 Vehicular topologies
Now, we use graphs to describe all the possible topologies in vehicular networks: in
our notation, each arrow in the figures below means that a specific vehicle receives the
information flow from the linked vehicle through a V2V communication.
The most common emerging topologies are now discussed. In Fig. 3.4 we have the com-
munication with respect to the preceding vehicle only, i.e. there is a V2V communication
between the predecessor vehicle i− 1 and its follower i.
If the i-th vehicle receives information from N predecessors, we have the topology de-
scribed in Fig. 3.5. In Fig. 3.6, we have that the i-th vehicle receives both information
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Figure 3.5: Vehicular topology. N preceding vehicles.
Figure 3.6: Vehicular topology. Bidirectional.
Figure 3.7: Vehicular topology. Leader.
from predecessor and follower via V2V. Then, Fig. 3.7 shows that i-th vehicle receives
information from the leader vehicle only, while Fig. 3.8 means that i-th vehicle receives
information from both the predecessor and the leader vehicle.
One of all the possible interactions of all the previous topology is depicted in Fig. 3.9.
Depending on whether the Inter-Vehicular Communication (IVC) is retransmitted
at intermediate hops or not, we have either Single-hop IVC (SIVCs) or Multi-hop IVCs
(MIVCs) [129]. SIVCs systems are useful for applications requiring short-range commu-
nications; instead, MIVC systems can also support applications that require long-range
communications. Indeed, in a MIVCs system, a vehicle B can forward a received mes-
sage from a vehicle A to another vehicle C, with C outside the transmission range of the
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Figure 3.8: Vehicular topology. Leader-predecessor.
Figure 3.9: Vehicular topology. Mini platoons.
vehicle A. In so doing, vehicle C receives the information flow from the vehicle A.
3.2.2 Stability in a platoon of vehicles
Platooning has to satisfy the following criteria:
• individual vehicle stability - the closed-loop of the platoon of vehicles is asymp-
totically stable;
• string stability - any perturbation of the position or velocity due to any maneu-
ver of the leading vehicle is not an amplified fluctuation to the following vehicle
position and velocity.
Individual vehicle stability. We define ǫi = (xi(t) − xr(t) − Li,r), with xi, xr ∈ R,
the spacing error of the i−th vehicle with respect to the reference vehicle indexed by r,
with r = 0 if we consider the leader or r = i − 1 [111] if we consider the predecessor,
xi(t) is the position of the i−th vehicle with respect to an inertial reference, and Li,r
the desired distance with respect to the reference vehicle. In general, individual vehicle
stability means that if the reference vehicle had a constant velocity, the spacing error of
the vehicle should converge to zero. In particular the control strategy provides individual
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vehicle stability if the following condition is satisfied [111]:
x¨r −→ 0 ⇒ ǫi −→ 0 (3.1)
Instead, the spacing error is non-zero if the reference vehicle velocity is not constant.
String Stability. In a platoon of vehicles, the spacing error is expected to be non-zero
only if preceding vehicle velocity is not constant, according to Paragraph 3.2.2. In order
to describe the behaviour of the spacing error, velocity and acceleration about distur-
bance attenuation along a string of vehicles equipped with the same control strategy
and spacing policy, we consider string stability (see Subsection 2.2.1).
The term string stability was used in [21],[108], applied for the first time in the vehicle-
following framework. According to [27], string stability indicates the uniform bounded-
ness of all the states of the interconnected system for all time if the initial states of the
interconnected system are uniformly bounded. In [27] the authors generalized the con-
cept of string stability to a class of interconnected systems: sufficient condition has been
sought to guarantee the string stability of these systems, such that system cascading is
made stable by ensuring that the error attenuates as it propagates downstream the pla-
toon. In particular, string stability has been considered as a tool useful to demonstrate
asymptotic stability of interconnected vehicles, focusing on initial condition perturba-
tion [26]. In [78] authors consider the effects of communication delays on string stability.
The relationship between string stability and spacing policies has been investigated in
(see [152] and reference therein). Heterogeneous strings of vehicles have been analyzed
in [126].
A performance-oriented approach is frequently used to evaluate string stability of inter-
connected systems [89]. This approach indicates that either distance error, velocity or
acceleration do not amplify as they propagate in upstream direction [89]. In particular,
any perturbation of the position or velocity of the lead vehicle will not be amplified
resulting as following vehicle position or velocity fluctuation. In [101] a discrete-time
interconnected system model and the corresponding discrete-time frequency response
analysis are provided: in particular, authors define for the first time the string stability
in frequency domain for discrete-time vehicle interconnected systems; then, there is a
numerical analysis approach for the simplest interconnected vehicle string (i.e. two vehi-
cles platoon), with respect to constant time delay τ . In [100] authors focus, deeper than
in [101], the propagation of disturbances through the interconnected vehicle string by
using string stability in terms of an L2− gain requirement from disturbance inputs to
controlled outputs. They consider sensitivity of NCS to perturbations, employing Lp−
stability results for NCS developed in [47].
Note that another interesting tool to analyze the robustness in mobile agent is de-
scribed in [143]. Here, authors investigate the stability properties of mobile agent forma-
tions which are based on leader-following, introducing the so called Leader-to-Formation
Stability (LFS). Moreover, they use the input-to-state stability tool and its invariance
properties under cascading to quantify error amplification during signal propagation (see
[143] and references therein).
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In this Chapter the longitudinal control of a platoon when vehicles communicate
via V2V communication technology is investigated. Within this scenario each vehicle
can communicate not only with its follower, as in the classical predecessor-following
architecture, but also with a subset of vehicles in the fleet. In particular, a distributed
coupling protocol to achieve the longitudinal control of the platoon is proposed in Section
4.1. The proposed solution aims to guarantee the second order consensus to a target
velocity defined on the leader vehicle motion. Moreover, a pre-defined inter-vehicle
distance to satisfy the distributed control guarantees safety constrains. In Section 4.2
the entire closed-loop vehicular system is recast as a delayed dynamical network whose
convergence analysis is provided in Section 4.3.
4.1 Platooning as a consensus problem
Consider the generic platoon scenario in Fig. 3.3. Within our framework, the behavior
of the generic i-th vehicle is mathematically described as the following inertial agent
(i = 1, . . . , N):
r˙i(t) = vi(t)
v˙i(t) =
1
Mi
ui(t),
(4.1)
where ri(t) [m] and vi(t) [m/s] are the i-th vehicle position and velocity, measured with
respect to a given reference framework, Mi [kg] is the i-th vehicle mass assumed to
be constant and ui(t) denotes the control input to be appropriately chosen to achieve
the desired position, speed keeping and braking maneuvers (see Fig. 4.1). Note that
the vehicle linear model (4.1) can be derived by applying input–output (I/O) feedback
linearization to simplify the complexity of the model describing the longitudinal vehicle
dynamics and without considering parasitic time delays and lags [152], [17]. Further-
more, we remark that the cooperative platoon control provides an high level control
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action. Hence, following a hierarchal approach, the specific throttle/brake commands
necessary to track the desired acceleration trajectory are imposed by the standard on-
board vehicle control strategies. Finally, we define the state vector of the i−th vehicle as
ηi(t) = [η
(1)
i (t), η
(2)
i (t)]
⊤ = [ri(t), vi(t)]
⊤ ∈ R2. In the leader-following architecture [93],
the spacing policy is determined according to the reference dynamics provided by the
leader (see Fig. 4.1). Assuming platoon has to move with a reference constant velocity,
say v0, the leader reference dynamics can be described as:
r˙0(t) = v0;
v˙0 = 0.
(4.2)
We label as η0(t) = [r0(t), v0]
⊤ ∈ R2 the leader state vector.
Figure 4.1: Schematics of the spacing policy. Leader and two followers F1− F2.
Given equations (4.1) - (4.2), the problem of maintaining a desired inter-vehicle spac-
ing policy and a common velocity of the platoon of vehicles under limited communication
in the presence of delays can be rewritten as a second order consensus problem with the
aim of driving the positions and velocities of all vehicles towards the following desired
steady-state values:
ri(t)→ 1di
{
N∑
j=0
aij · (rj(t) + dij)
}
vi(t)→ v0.
(4.3)
where dij are the desired spacing vehicle separation between vehicles i and j [28], aij
(for i = 1, . . . , N and j = 0, . . . , N) are the nonnegative elements (i.e. aij = 0/1) that
models the network topology emerging from the presence/absence of the information
flow through the communication links (see Subsection 2.1.1 for definitions and further
mathematical details) and di =
∑N
j=0 aij is the degree of vehicle/agent i. In so doing,
we consider N follower vehicles (agents or nodes) together with a leader vehicle taken as
an additional agent labelled with the index zero i.e., node 0. Furthermore, we assume
a0j = 0 (∀j = 0, . . . , N), since the leader could not be interested in receiving data
from any other vehicle. The desired spacing vehicle separation dij can be expressed
in terms of the constant time headways hij (e.g., the time that the i−th vehicle takes
to arrive at the position of its predecessor, for constant velocity) and their distance at
standstill, say dstij , as dij = hijv0+ d
st
ij [29] (see Figure 4.1 and Appendix A.1 for further
details). Setting hij = −hji (in order to increase safety, for example, with respect to
the vehicles following the i−th agent as done in [8]), the consensus target (4.3) can be
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easily rewritten, after some algebraic manipulations, in a more compact form as:
ri(t)→ r0(t) + di0
vi(t)→ v0. (4.4)
where di0 is the desired spacing vehicle separation with respect to the leader. Consensus
(4.4) can be achieved using an appropriate distributed strategy that takes explicitly into
account the information exchange through the communication layer as:
ui = ui (ηi (t) , ηj (t, τij (t)) , η0 (t, τi0 (t))) , (4.5)
where τij(t) and τi0(t) are the unavoidable time-varying communication delays affecting
the i-th agent when information is transmitted from its neighbor j and from the leader,
respectively. Note that communication is assumed to be such that in general the delay
τij(t) 6= τji(t). In so doing different communication links, based on different communi-
cation tools/technologies may be considered. Focusing on the road segment close to the
receiver-vehicle, the time delay τij(t) can be assumed to be bounded between a maxi-
mum and minimal value, e.g. 0 ≤ τij(t) ≤ τ [14], [6] (τij(t) is a piecewise continuous
function). Note that if some of the network information, like the state of the preceding
vehicle, is available from on-board sensor measurements they results to be not affected
by sensible delay and, hence, this link can be also modeled with τij(t) = 0. Furthermore,
although the delay τij(t) is unknown, it is detectable and it can be evaluated on-board
from all agents when they receive information, since all neighbor vehicles transmits not
only their absolute position and velocity information to the i-th vehicle, but also the
relative timestamp t¯, representing the time instant at which the information are mea-
sured [19], [49]. Note that the clock synchronization is guaranteed across all the string
via GPS [40] (see Section 6.6 for details).
In what follows, the platoon consensus problem (4.4) is solved by the following dis-
tributed coupling protocol embedding the spacing policy information as well as the
time-varying communication delay:
ui =−b [vi (t)− v0]− 1
di
N∑
j=0
kijaij
[
ri (t)− rj (t− τij (t))− τij (t) v0 − hijv0 − dstij
]
,
(4.6)
where kij and b are stiffness and damping coefficients to be opportunely tuned to regulate
the mutual behavior among the neighboring inertial agents (i.e. the distributed coupling
protocol parameters).
4.2 Closed-loop vehicular network
To prove consensus (4.4) of system (4.1)-(4.2) under the action of the coupling protocol
(4.6), we define the following position and velocity errors with respect to the reference
signals r0(t), v0 (i = 1, . . . , N) as:
r¯i = (ri(t)− r0(t)− hi0v0 − dsti0);
v¯i = (vi(t)− v0), (4.7)
and the position and velocity error vectors as r¯ = [r¯1, ..., r¯i, ..., r¯N ]
⊤
, v¯ = [v¯1, ..., v¯i, ..., v¯N ]
⊤
respectively.
To derive the expression of the closed-loop vehicular network, in what follows we first
rewrite the coupling protocol (4.6) in terms of the state error (4.7). Expressing both the
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headway constants hij and the standstill distances between vehicles i and j, d
st
ij , with
respect to the leading vehicle, namely hij = hi0−hj0 and dstij = dsti0− dstj0 (see Appendix
A.1), the distributed coupling protocol (4.6) can be at first easily rewritten as:
ui (t) =−b(vi(t)− v0)− 1di
N∑
j=1
kijaij [ri (t)− r0 (t)− hi0v0 − dsti0]
− 1di
N∑
j=1
kijaij
[−rj (t− τij (t)) + r0 (t− τij (t)) + hj0v0 + dst0j]+
− 1di ki0ai0 [ri (t)− r0 (t− τi0 (t))− τi0 (t) v0 − hi0v0 − dsti0]
− 1di
N∑
j=1
kijaij [r0 (t)− r0 (t− τij (t))− τij (t) v0].
(4.8)
Since r0(t) = r0 (t− τij (t))+τij(t)v0 (j = 0, . . . , N), from (4.8), after some algebraic
manipulations (see Appendix A.2 for details), we obtain:
ui (t) = −bv¯i − 1
di
N∑
j=1
kijaij [r¯i (t)− r¯j (t− τij (t))]− 1
di
ki0ai0r¯i. (4.9)
Hence, the closed-loop dynamics of the error variables under the coupling protocol (4.9)
can be written for a generic i-th vehicle in the platoon (i = 1, . . . , N) as
˙¯ri = v¯i,
Mi ˙¯vi = − 1di (ki0ai0 +
N∑
j=1
kijaij)r¯i − bv¯i + 1di
N∑
j=1
kijaij [r¯j (t− τij (t))]. (4.10)
Recasting the closed-loop network dynamics in the presence of the time-varying de-
lays associated to the different links in a compact form, we now define the error state
vector as x¯ (t) =
[
r¯⊤ (t) v¯⊤ (t)
]⊤
and τp(t) ∈ {τij(t) : i, j = 1, 2, ..., N, i 6= j) for
p = 1, 2, ...,m with m ≤ N(N − 1) (0 ≤ τp(t) ≤ τ).
Remark 4.2.1. m is the total number of different time delays and it is equal to its
maximum, N(N − 1), if the network is represented by a directed complete graph and
all time delays are different.
From (4.10), the dynamics of the closed loop vehicular network is:
˙¯x (t) = A0x¯ (t) +
m∑
p=1
Apx¯ (t− τp (t)) , (4.11)
where
A0 =
[
0N×N IN×N
−MK˜ −MB˜
]
and Ap =
[
0N×N 0N×N
MK˜p 0N×N
]
(4.12)
being
M = diag
{
1
M1
, . . . ,
1
MN
}
∈ RN×N ; B˜ = diag{b, . . . , b} ∈ RN×N ; (4.13)
K˜ = diag
{
k˜11, . . . , k˜NN
}
∈ RN×N , with k˜ii = 1
di
N∑
j=0
kijaij ; (4.14)
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and K˜p = [k¯pij ] ∈ RN×N (p = 1, . . . ,m) is the matrix defined, according to the formalism
adopted in [155], as:
k¯pij =

kijaij
di
, j 6= i, τp(·) = τij(·),
0, j 6= i, τp(·) 6= τij(·).
0, j = i.
(4.15)
Remark 4.2.2. Matrix K˜ in (4.14) can be recast as follows:
K˜ = K + K¯ (4.16)
where
K = diag{k1, . . . , kN}, being ki = ki0ai0
di
(i = 1, . . . , N), (4.17)
and
K¯ = diag{l¯11, . . . , l¯NN}, (4.18)
being l¯ii the diagonal elements of the normalized weighted Laplacian matrix L¯ associated
to the weighted graph GN [97] defined as:
l¯ii =
1
di
lii =
1
di
N∑
j=1
kijaij (i = 1, . . . , N), (4.19)
where lii are the diagonal elements of the weighted Laplacian matrix L of GN (see
Subsection 2.1.1).
Remark 4.2.3. From the definition of K˜p and K¯ given in (4.15) and (4.18), respectively,
the normalized weighed Laplacian L¯ can also be recast as:
L¯ =
[
l¯ij
]
N×N
= K¯ −
m∑
p=1
K˜p (i, j = 1, . . . , N ; j 6= 0). (4.20)
4.3 Convergence analysis
Now, before solving the consensus problem in the presence of time-varying communica-
tion delays, we introduce a model transformation. From the Leibniz-Newton formula is
known that [135]:
x¯ (t− τp(t)) = x¯ (t)−
∫ 0
−τp(t)
˙¯x (t+ s) ds. (4.21)
Hence, substituting expression (4.11) in (4.21) we have:
x¯ (t− τp(t)) = x¯ (t)−
m∑
q=0
Aq
∫ 0
−τp(t)
x¯ (t+ s− τq (t+ s)) ds, (4.22)
where matrices A0, A1, . . . , Am are defined in (4.12) and τ0 (t+ s) ≡ 0.
Expressing the delayed state as in (4.22), the time-delayed model (4.11) can be
transformed into:
˙¯x (t) = A0x¯ (t) +
m∑
p=1
Apx¯ (t)−
m∑
p=1
m∑
q=0
ApAq
∫ 0
−τp(t)
x¯ (t+ s− τq (t+ s)) ds. (4.23)
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From definition (4.12) it follows that ApAq = 0 when p = 1, . . .m and q = 1, . . . ,m
(q 6= 0). Hence system (4.11) can be rewritten as:
˙¯x (t) = F x¯ (t)−
m∑
p=1
Cp
∫ 0
−τp(t)
x¯ (t+ s) ds (4.24)
where
Cp = ApA0 =
[
0N×N 0N×N
0N×N MK˜p
]
, (4.25)
and
F = A0 +
m∑
p=1
Ap =
[
0N×N IN×N
−MK̂ −MB˜
]
, (4.26)
with
K̂ = −
m∑
p=1
K˜p + K˜. (4.27)
Before giving the proof of convergence we introduces some preliminary Lemmas.
Lemma 4.3.1. Supposing ki ≥ 0 in (4.17) (i = 1, . . . , N), the matrix K̂ in (4.27) is
positive stable if and only if node 0 is globally reachable in GN+1.
Proof. (Sufficiency). Firstly, substituting expression (4.16) into (4.27), from (4.20) we
have K̂ = L¯ + K. According to Gersˇgorin disk theorem [52], all eigenvalues of K̂ are
located in the union of N discs, the so-called Gersˇgorin region given by:
D(K̂) =
N⋃
i=1
{z ∈ C : |z − l¯ii − ki| ≤
N∑
j 6=i
j 6=0
|l¯ij |} (4.28)
From the assumptions ki ≥ 0 and the protocol gains kij > 0, (i = 1, . . . , N and
j = 0, . . . , N), therefore each Gersˇgorin disc is located in the right-hand side of the
complex plane and matrix K̂ has either zero eigenvalue or eigenvalue with positive real-
part. Furthermore, from the assumption that node 0 is globally reachable in GN+1,
there exists at least one ki > 0, and therefore at least one Gersˇgorin circle bounding
a corresponding Gersˇgorin disc, that does not pass through the origin of the complex
plane.
Now to prove the sufficient condition we consider the following two cases.
Case(a): GN has a globally reachable node. Let S1, . . . , Sq (q ∈ Z+) be the strong compo-
nents of GN . If we consider q = 1, GN is strongly connected and its weighted adjacency
matrix
(
m∑
p=1
K˜p
)
has also property SC (see Def. 2.2.2). Since
(
K + K¯
)
is a diagonal
matrix with nonnegative diagonal entries, also the matrix K̂ has property SC. Accord-
ing to [52], if zero is a simple eigenvalue of K̂, then every Gersˇgorin circle of K̂ passes
through 0, which leads to a contradiction. It follows that zero cannot be an eigenvalue
of K̂. Then, if we consider q > 1, according to Lemma 2.1.1, there is one strong com-
ponent, say S1, having no neighbor set. We can then rewrite the normalized weighted
Laplacian matrix L¯ in the following block form:
L¯ =
(
L¯(11) 0
L¯(21) L¯(22)
)
(4.29)
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with L¯(11) ∈ Rι×ι (ι < N) the normalized weighted Laplacian matrix of S1. From
Lemma 2.1.2, it follows that zero is a simple eigenvalue of L¯(11) (and therefore L¯), while
L¯(22) is nonsingular. Node 0 is globally reachable, hence the block corresponding to
L¯(11) in the matrix K, say K1 is not null. As done for the case when q = 1, it follows
that zero is not an eigenvalue of L¯(11) +K1 and therefore it is not an eigenvalue of K̂.
Case(b): GN has no globally reachable node. Let S1, . . . , Sq (q ∈ Z+) be the strong
components with NSξ = ∅ for ξ = 1, . . . , q being q > 1. As
q⋃
ξ=1
V (Sξ) ⊂ V (GN ), the
matrix L¯ associated to GN can be recast in the following form:
L¯ =

L¯(11) 0 . . . . . . 0
... L¯(22)
. . .
. . .
...
...
. . .
. . .
. . .
...
...
. . .
. . . L¯(qq)
...
L¯(q+1,1) . . . . . . L¯(q+1,q) L¯(q+1,q+1)

(4.30)
where L¯(ξξ) is the normalized weighted Laplacian matrix of Sξ (ξ = 1, . . . , q); L¯
(q+1,q+1)
is nonsingular. Node 0 is globally reachable in GN+1, then the blocks Kξ in K corre-
sponding L¯(ξξ) are non-null. Following the same steps taken to prove Case (a), we can
conclude that zero is not an eigenvalue of L¯(ξξ) +Kξ or equivalently K̂.
(Necessity). If node 0 is not globally reachable in GN+1, then GN may have or not a
globally reachable node. Consider first the case when GN has a globally reachable node.
Following the approach used to prove Case(a) above, assuming V1 has no neighbor set,
we can derive again (4.29) with L¯(11) ∈ Rι×ι (ι < N) being the weighted Laplacian ma-
trix corresponding to V1. Again from Lemma 2.1.2, it follows that zero is an eigenvalue
of L¯(11) and L¯ while L¯(22) is nonsingular. Now, since node 0 is not globally reachable
in GN+1, we have K1 = 0, hence zero is a simple eigenvalue of L¯(11) +K1 and a simple
eigenvalue of K̂, leading to a contradiction.
Instead, when GN has no globally reachable node, we consider (4.30) as in Case(b). Node
0 is not globally reachable in GN+1, hence, there exist at least one Kξ = 0 (corresponding
to L¯(ξξ)) for ξ = 1, . . . , q. Thus L¯(ξξ)+Kξ and, correspondingly, K̂ have more than one
zero eigenvalues and this implies a contradiction. In so doing the Lemma is proven.
Remark 4.3.1. Notice that according to Lemma 4.3.1 the following matrix
K̂M =MK̂ (4.31)
is also positive stable since M > 0 (4.13).
Lemma 4.3.2. Let F be the matrix defined in (4.26). F is Hurwitz stable if and only
if K̂M (4.31) in Lemma 4.3.1 is positive stable and
b > max
i
{
|Im(µi)|√
Re(µi)
Mi
}
(4.32)
being µi the i-th eigenvalue of K̂M (i = 1, . . . , N).
Proof. According to Lemma 4.3.1 select gains ki ≥ 0 (i = 1, . . . , N), so that the matrix
K̂M defined as in (4.31) is positive stable i.e., Re(µi) > 0 for any µi ∈ Λ(K̂M )[48], with
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Λ(K̂M ) the spectrum of the matrix K̂M . Exploiting Schur’s formula (see Lemma 2.2.2),
the characteristic polynomial of F can be computed as:
det(sI2N×2N − F ) = det
([
sIN×N −IN×N
K̂M
(
MB˜ + sIN×N
) ])
=
= det
([
sIN×N −IN×N
K̂M (bMIN×N + sIN×N )
])
= det(s2IN×N + bMIN×Ns+ K̂M ).
(4.33)
From (4.33), we have:
det(sI2N×2N − F ) =
N∏
i=1
(s2 +
b
Mi
s+ µi) (4.34)
where µi is the i-th eigenvalue of K̂M . Since the polynomial π(s, µi) = s
2 + bMi s + µi
is Hurwitz stable if and only if Re(µi) > 0 and b > (|Im(µi)|/
√
Re(µi))Mi [52], it
follows that all eigenvalues of F have negative real parts if and only if inequality (4.32)
is fulfilled. In so doing the Lemma is proved.
The consensus of the vehicular network in the presence of heterogeneous time-varying
delays can be guaranteed under the hypothesis of the following theorem.
Theorem 4.3.1. Consider system (4.11) and take the control parameters in (4.6) as
kij > 0 and b such that
b > b∗ = max
i
{
|Im(µi)|√
Re(µi)
Mi
}
(4.35)
where K̂M is defined in (4.31). Then, there exists a constant τ
⋆ > 0 such that, when
0 ≤ τp(t) ≤ τ < τ⋆ (p = 1, . . . ,m),
lim
t→∞
x¯(t) = 0, (4.36)
if and only if node 0 is globally reachable in GN+1.
Proof. (Sufficiency). Since node 0 is globally reachable in GN+1, from Lemma 4.3.1 it
follows that the matrix K̂M is positive stable. Setting b as in (4.35), the hypothesis of
Lemma 4.3.2 is satisfied, hence the matrix F defined in (4.26) is Hurwitz stable and
from Lyapunov theorem there exists a positive definite matrix P ∈ R2N×2N such that
PF + F⊤P = −Q; Q = Q⊤ > 0. (4.37)
Consider the following Lyapunov-Razumikhin candidate function (e.g. satisfying condi-
tion (2.43) of Lyapunov-Razumikin in Section 2.2.1)
V (x¯) = x¯⊤P x¯. (4.38)
Then, according to the Lyapunov-Razumikhin theorem in Section 2.2.1, we have:
ψ1(‖x‖) ≤ x⊤Px ≤ ψ2(‖x‖) (4.39)
where, according to the Rayleigh inequality [52] ψ1(s) = λmin(P )s
2 and ψ1(s) =
λmax(P )s
2, being λmin(P ) and λmax(P ) the minimun and the maximum eigenvalue of
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P , respectively. Note that ψ1(s) and ψ2(s) are continuous, nonnegative, nondecreasing
functions with ψ1(s) > 0, ψs(s) > 0 for s > 0 and ψ1(0) = ψ2(0) = 0.
From equation (4.24), taking the derivative of V along (4.11) gives:
V˙ (x¯) = x¯⊤(PF + F⊤P )x¯−
m∑
p=1
2x¯⊤PCp
0∫
−τp(t)
x¯(t+ s)ds. (4.40)
Now, according to [52], for any positive definite matrix Ξ ∈ Rm×m and a, c ∈ Rm, it
is possible to show that 2a⊤c ≤ a⊤Ξa + c⊤Ξ−1c. Therefore, setting a⊤ = −x¯(t)⊤PCp,
c = x¯(t+ s), Ξ = P−1, and integrating both sides of the inequality, we can write:
V˙ (x¯) ≤ x¯⊤(PF + F⊤P )x¯+
m∑
p=1
0∫
−τp(t)
[x¯⊤PCp]P
−1[C⊤P P x¯]ds
+
m∑
p=1
0∫
−τp(t)
x¯⊤(t+ s)P x¯(t+ s)ds.
(4.41)
such that:
V˙ (x¯) ≤ x¯⊤(PF + F⊤P )x¯+
m∑
p=1
τp(t)x¯
⊤PCpP
−1C⊤P P x¯
+
m∑
p=1
0∫
−τp(t)
x¯⊤(t+ s)P x¯(t+ s)ds.
(4.42)
Choosing the following continuous, nondecreasing function ψ4(s) = qs (for some constant
q > 1), when:
V (x¯(t+ θ)) = x¯(t+ θ)⊤P x¯(t+ θ) < ψ4(V (x¯)) = qV (x¯(t)) = qx¯(t)
⊤P x¯(t), −τ ≤ θ ≤ 0,
(4.43)
then, inequality (4.42) becomes:
V˙ (x¯) ≤ x¯⊤(PF + F⊤P )x¯+
m∑
p=1
τp(t)x¯
⊤PCpP
−1C⊤P P x¯
+q
m∑
p=1
0∫
−τp(t)
x¯⊤(t)P x¯(t)ds
(4.44)
Hence, the integral term in (4.44) becomes:
0∫
−τp(t)
x¯⊤(t)P x¯(t)ds = τp(t)x¯(t)
⊤P x¯(t) ≤ τx¯(t)⊤P x¯(t). (4.45)
Substituting (4.45) in (4.44), after simple algebraic manipulation, equation (4.42) be-
comes:
V˙ (x¯) ≤ −ψ3(||x¯||), (4.46)
being ψ3(s) = (λmin(Q)− τλmax(H))s2 a continuous, nonnegative, nondecreasing func-
tion (as required by the Lyapunov-Razumikhin theorem) and λmax(H) the maximum
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eigenvalue of the matrix H defined as H =
m∑
p=1
(PCpP
−1C⊤P P + qP ). Then, ψ3(s) is a
positive function for s > 0 and null for s = 0 if:
τ < τ⋆ :=
λmin(Q)
λmax(H)
. (4.47)
In so doing, the sufficient condition is proven.
(Necessity). System (4.11) is asymptotically stable for any time delay τp(t) ≤ τ <
τ⋆(p = 1, . . . ,m). Letting τp(t) ≡ 0 (p = 1, . . . ,m) in (4.11), from (4.24) it follows that
system ˙¯x = F x¯, with F defined in (4.26), is asymptotically stable. As all the eigenvalues
of F have negative real parts, Lemma 4.3.2 implies that K̂M is positive stable. Now,
applying Lemma 4.3.1, the theorem is proven.
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In this Chapter we describe the numerical analysis used to validate the proposed
distributed coupling protocol (4.6) in the Matlab/Simulink environment. Numerical
results showing consensus are reported in Section 5.1, while robustness in the presence
of sudden disturbances due to the leader motion and communication failures can be
found in Section 5.2.
5.1 Consensus in nominal conditions
As a first attempt for the validation of platoon consensus, some numerical investigations
have been performed by using the Matlab/Simulink platform. As a representative exam-
ple, we refer to a platoon of two vehicles and a leader as depicted in Fig. 5.1. According
to the ITS extra-urban scenario described in [22], the leader communicates with all the
vehicles in a broadcast mode, while every vehicle shares information with its neighbors
through wireless technology [22], [39]. Note that this scenario will be considered also for
the on the road tests (as discussed in Chapter 7). Simulations results are related to a
single lane road, where the leader vehicle imposes a common and constant fleet velocity
equal to 20 [m/s] (i.e., 72 [km/h]). The spacing policy requires a constant time headway
h01 = h12 = 0.8 [s] for all vehicles in the platoon with hij = −hji. Note that the sim-
ulation scenario has been set according to [88], where it is shown that for this specific
choice of parameters (mean speed and headway time) the effect of packet losses during
communication is negligible. Furthermore, without loss of generality we consider the
case of homogeneous traffic i.e., Mi = M (i = 0, 1, 2). To accomplish the time-varying
nature of the different delays, in the simulation runs all delays vary randomly with a
uniform discrete distribution, τij(t) ≤ τ⋆; τij(t) ∈ [τmin, τmax], with τmin = 0 [s] and
τmax ≤ τ⋆ = 154 ·10−3[s] , where the theoretical upper bound τ⋆ is computed as in The-
orem 4.3.1 (choosing q = 1.02 > 1). Note that τ⋆ is greater than the average end-to-end
communication delay typical of IEEE802.11p vehicular networks which is of the order of
hundredths of a second (i.e., 10−2 [s]) as reported in [89], [10], [6]. Furthermore, to test
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Figure 5.1: Schematics of representative platoon configurations. Top panel: a leader
and two followers F1− F2. Down panel: dynamical network of the above platoon.
the ability of the platooning protocol of rejecting variations of the communication delays
τij(t), we select τij(t) as a piecewise-continuous function whose value is selected with
uniform probability between 0 and τ⋆, e.g., once every millisecond. Control parameters
values, for both kij and b, belong to the gain region that ensures the stability of the
closed-loop vehicular network according to Theorem 4.3.1. Note that node 0, i.e., the
leader, is globally reachable as required in Theorem 4.3.1. Moreover, for the sake of
simplicity, we select a unique value for all the gains kij = k = 800, tuned to achieve
acceptable transient performance. Under this choice the matrix K̂ is
K̂ =
[
800 0
−400 800
]
. (5.1)
Since all µi are real (the matrix K̂M is positive stable), in this case it suffices to
choose b > 0 (according to Theorem 4.3.1). We choose B˜ = diag {1800, 1800} to fulfill
the conditions of Lemma 4.3.2.
First numerical results show the algorithm performance in the simple case of het-
erogeneous, but constant, communication delays (i.e., τ10(t) = τ1, τ20(t) = τ2 and
τ21(t) = τ3). Results in Fig. 5.2 show the convergence to the desired consensus values.
Simulation results, depicted in Fig. 5.3, confirm platooning formation and maintain-
ing in the more realistic case of different time-varying delays, τij(t). As expected from
the theoretical analysis, the consensus in the platoon is achieved and both position and
speed errors go to zero. Note that the presence of noise in position and velocity error
signals (see Fig. 5.3 - top and down panel) is simply originated from the rapid switching
nature of the time-varying delay during the simulation run.
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Figure 5.2: Platooning in the presence of different constant delays. Top panel: Time
history of the position error. Down panel: Time history of the velocity error.
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Figure 5.3: Platooning in the presence of time-varying heterogeneous delays τij(t). Top
panel: Time history of the position error. Down panel: Time history of the velocity
error.
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5.2 Robustness with respect to perturbations
The numerical analysis have been also devoted to investigate the robustness of the con-
sensus achieved by the distributed coupling protocol (4.6) in the presence of perturba-
tions or communication losses (and recovery). The first issue addressed is to understand,
once the platoon is formed and consensus among vehicles is established, if and how spac-
ing errors, velocity or acceleration fluctuation are amplified upstream the traffic flow.
Specifically, the platoon is said to be string stable if any sudden perturbation on the
speed of the leading vehicle (or leading signal) is attenuated along the the rest of the
string [27] (see Subsection 2.2.1 for details about string stability). The second issue is
to analyze the behaviour in the presence of communication failure and recovery.
5.2.1 Disturbance propagation through the string
A common issue in platooning is to ensure string stability. The key idea is to avoid
that spacing errors are amplified upstream the traffic flow. Specifically, the platoon is
string stable if any sudden perturbation on the position or speed of the leading vehicle
(or leading signal) is attenuated along the the rest of the string [27].
Consider the platoon leader-predecessor topology described in Fig. 5.1: here we
analyze the propagation of the position error back through the string (i.e., between
following vehicles) due to the presence of a periodical perturbation acting on the leader
motion. The analysis is carried out in the Laplace domain. Furthermore, we assume the
time-varying delays to be set to their maximum admissible value τij (t) = τ ≤ τ⋆.
According to the model described in Section 4.1, the i-th vehicle dynamics can be
recast as:
r¨i =
1
Mi
ui (5.2)
or equivalently using the Laplace transform L(·):
Xi(s) = Hi(s)Ui(s) +
xi(0)
s
, (5.3)
with Xi = Xi(s) = L(ri), Ui(s) = L(ui), Hi(s) = 1Mis2 and xi(0) the initial condition.
Note that under the assumption of homogeneous traffic Mi =M (i=0,. . . , N), we have
Hi(s) = H(s) =
1
Ms2 .
The Laplace transform of the distributed coupling protocol (4.6) for the leader-
predecessor topology is:
U1(s) = k10E1(s) + b(X0s−X1s) (5.4)
where
E1(s) = X0e
−τs −X1 + τX0s+ h10X0s+ d10
s
(5.5)
and
Ui(s) =
ki0
di
(X0e
−τs−Xi + τX0s+ hi0X0s+ di0
s
) +
ki,i−1
di
Ei(s) + b(X0s−Xis) (5.6)
when i= 2, ..., N ; the spacing error dynamics with respect to the preceding vehicle is:
Ei(s) = Xi−1e
−τs −Xi + τX0s+ hi,i−1X0s+ di,i−1
s
. (5.7)
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Note that dij is the desired spacing vehicle separation, defined in Section 4.1. Consider
now the first vehicle following the leader along the platoon, namely i = 1. From (5.4),
according to the expression (5.3), for an homogeneous string of vehicles, i.e. Hi(s) =
H(s), we have:
X1 = k10HE1 + bH (X0 −X1) s+ x1(0)
s
(5.8)
thus the corresponding spacing error dynamics (5.5) can be written in terms of the
sensitivity function, say W1(s), after the substitution of (5.8) in (5.5):
E1(s) =W1(s)X0(s) + S1(s)
d10
s
, (5.9)
where
W1 (s) =
e−τs + τs+ h10s− bH¯s
1 + k10H¯
(5.10)
S1(s) =
1
1 + k10H¯
(
1− 1
1 + bHs
)
(5.11)
with
H¯(s) =
H(s)
1 + bH(s)s
. (5.12)
See Appendix B.1.1 for the mathematical derivation of (5.9).
Analogously for i = 2, . . . , N , (5.6) in (5.3) lets us to have:
Xi(s) =
ki0H(s)
di
[X0e
−τs −Xi + τX0s+ hi0X0s+ di0s ]
+
ki,i−1H(s)
di
Ei(s) + bH(X0 −Xi)s+ xi(0)s
(5.13)
and thus the spacing error can be computed in terms of the complementary sensitivity
function, say Ti(s), as:
Ei(s) = Ti(s)Ei−1(s) + Si(s)
di,i−1
s
(5.14)
where
Ti (s) =
1
(−1−Di)
[
Ci + (Ci − e−τs) ki−1,0H¯
]
+ 1(−1−Di)
[
W−11 Fis+W
−1
1 (Ci − e−τs) bH¯s
] (5.15)
Si (s) =
1
(−1−Di)
[
(Ci−e−τs)
1+bHs − 1 + Ci + 2Bi
]
+ 1(−1−Di)
[−W−1 (Fis+ (Ci − e−τs) bH¯s)Si−1]
(5.16)
with
Ci =
ki0H
diBi
(5.17)
Di =
ki,i−1H
diBi
(5.18)
Bi = 1 +
ki0H
di
+ bHs (5.19)
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Fi = −τ − hi,i−1 + Cihi,i−1 + bH
Bi
(5.20)
See Appendix B.1.2 for the mathematical derivation of (5.14).
Propagating errors along the string are attenuated when |Ti(jω)| < 1 for all frequencies
of interest (see Subsection 2.2.1 and [125]).
It is worth to note here that control gains can be tuned inside the wide parameter region
in which consensus is guaranteed so to satisfy additional string stability condition, e.g.
|Ti(jω)| < 1.
Note that numerical simulation aimed to show string stability are in Appendix B.1.3.
Remark 5.2.1. Under the assumption of neglecting the communication delay (i.e. τ =
0) and considering a classical proportional controller on the position error with respect
to both the leader and the predecessor (i.e. b = 0), our analysis on string stability
is similar to that described in [125] and [126]; indeed, we have that expression (5.10)
becomes:
W1 (s) =
1
1 + k10H
(5.21)
and (5.11) is:
S1 (s) = 0 (5.22)
Moreover, for i = 2, expression (5.15) is:
T2 (s) =
k
2
· H
1 +Hk
(5.23)
with the assumption of k10 = k20 = k. Finally, (5.16) is:
S2 (s) = 0 (5.24)
Note that the transfer function W1(s) and T2(s) described in (5.21) and (5.23) respec-
tively, are the well known sensitivity and the complementary sensitivity function, derived
for a vehicle platoon in [125] and [126]. See Appendix B.1.4 for details.
In what follows, we analyze both propagation velocity and acceleration back through
the string (i.e., between following vehicles) in the classical presence of a sinusoidal per-
turbation acting on the leader motion (due, for example, to the human leader driver),
namely δ(t) = Asinωt being A = 4 and ω = π/5 according to [70].
Simulations results in Fig. 5.4 show how our control gains choice, tuned within the wide
region consensus, ensure the string stable behavior both on velocity and acceleration for
a particular frequency of interest.
Moreover, we consider in Fig. 5.5 both velocity and acceleration as a consequence of
another sudden variation in the leader motion, such to guarantee string stability.
5.2.2 Communication failures
We now validate the robustness of our approach with respect to communication losses
during the platoon motion. Specifically we investigate the effect of a sudden loss in
the information flow due to communication failure, and its subsequent recovery, among
the leader and some of the followers, as well as the presence of losses during the inter-
vehicles communication. Note that communication loss and its subsequent recovery can
be modeled in terms of switching of the network topology.
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Figure 5.4: Performance of the platooning algorithm in the presence of a fluctuation
in the leader dynamics. Time history of the velocity (top) and acceleration (down)
attenuating along the string.
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Figure 5.5: Performance of the platooning algorithm in the presence of a fluctuation
in the leader dynamics. Time history of the velocity (top) and acceleration (down)
attenuating along the string.
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Figure 5.6: Performance of the platooning algorithm in the presence of communication
losses between the leader and the follower 2. Switching topologies.
To this aim, as a representative case of study, we analyze the performance of the
strategy when follower 2 in the platoon (see the platoon topology depicted in Fig. 5.6.a)
looses connection with the leader at time instant t = 50 [s] (see Fig. 5.6.c), recovering it
at t = 75 [s] (see Fig. 5.6.d). Moreover, to better test the effectiveness of the approach,
the periodic disturbance δ(t) is added again to the leader dynamics at t = 30 [s] (see
Fig. 5.6.b). Results in Fig. 5.7 show the effectiveness of the approach in guaranteeing
disturbance attenuation along the string. Note that the network switches among different
string topologies, that are still globally reachable.
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Figure 5.7: Performance of the platooning algorithm in the presence of communication
losses between the leader and the follower 2. Time history of the velocity (top) and
acceleration (down) attenuating along the string.
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In this Chapter an overview of the experimental setup is carried out. A platoon of
three prototype vehicles, equipped with specific communication and control hardware,
is used to validate the platooning strategy defined in Chapter 4. The three vehicle
platoon is depicted in Fig. 6.1. Details about the general Cooperative Driving System
architecture used to develop the setup on each vehicle of the platoon is given in Section
6.1. Then, we focus on the leader vehicle experimental setup in Section 6.2. More
precisely, we start introducing the hardware and the main application used on the leader
in Subsections 6.2.1 and 6.2.2, respectively. Then, in Section 6.3 and Section 6.4 we
describe the experimental setup for both followers, focusing on the main differences of
the proposed solution for the follower nr.1 with respect to the follower nr.2. A description
of the Vehicle-to-Vehicle technology used to establish inter-vehicular communication is
in Section 6.5 and, finally, we motivate the use of Coordinated Universal Time-UTC to
achieve clock synchronization in a platoon of vehicles in Section 6.6.
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Figure 6.1: Platoon of vehicles: the leader vehicle (Volvo S80), the follower nr.1 and
nr.2 (Volvo S60)
6.1 The Cooperative Driving System architecture
In our framework, the platooning strategy has to guarantee the following main func-
tions: (i) fully automated longitudinal control of the followers and (ii) management of
the driver requests during joining/leaving the platoon maneuvers. The latter function
can be achieved introducing a modular Cooperative Driving System architecture, as de-
picted in Fig. 6.2. Each module in Fig. 6.2 is a software functional module, connected
each other by arrows to indicate the data flow. This architecture is inspired by that used
in the Cooperative Autonomous Car Train - CoAct project [36], sponsored by Chalmers
University of Technology (Go¨teborg, Sweden). Starting on the latter solution, the main
architecture has been extended to manage the data collected through the V2V commu-
nication module and their fusion with the on-board sensor measurements for computing
the distributed coupling protocol (4.6). According to the architecture in Fig. 6.2, the
proposed solution is described in Sections 6.3 and 6.4.
6.2 Leader vehicle
In this Section we describe both hardware and software used to develop the experimental
setup on the leader vehicle. The leader vehicle is a Volvo S80, provided by the Volvo
Car Corporation (see Fig. 6.1, leader vehicle). The leader is 4820 [mm] length, 1861
[mm] width and 1490 [mm] height, with a 6-speed automatic gear.
6.2.1 Hardware platform
The hardware platform on the leader vehicle has the structure depicted in Fig. 6.3. The
Real-Time Environment (RTE) is used to run a main software application, developed in
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Figure 6.2: The modular Cooperative Driving system architecture
Labview. In our setup the latter software application running on RTE works on a laptop
with the Windows Operative System. Since the laptop is fairly fast it can still handle
communication broadcast, forcing the tasks execution as if it were acting in real-time
[36]. The CAN to Ethernet gateway in Fig. 6.3, called also Telematics Gateway - TGW,
lets the RTE to collect information from on-board car sensors, as for example vehicle
steering, gear, speed, acceleration and other signals. The TGW is a read-only interface
with respect to the vehicle Controller Area Network (CAN) BUS and it is provided
by the Volvo Car Corporation. A high precision Real Time Kinematic-GPS receiver
(RTK-GPS) equips the leader vehicle: in our setup we consider a Trimble SPS852
GNSS Modular Receiver wired to the laptop via a serial-to-USB cable. In general,
the accuracy that we expect out of GPS receivers is in meters (around 10 − 15 [m]).
Differential and Real-Time Kinematic (RTK) can be used to improve the precision: in
particular Differential-GPS introduces a precision level up 2 meters; instead, RTK-GPS
improves accuracy up centimeter level, using RTK-base stations. In our experimental
setup we use the RTK-GPS, due to the high position accuracy requests (see Subsection
6.3.1). The Communication Box is an Alix embedded system board (see Section 6.5 for
details), used to send data to the following vehicles via V2V communication. An extra
battery and a DC/DC power converter of 12 − 5 [V] is used for power supplying the
Ethernet switch and the Communication Box. An Ethernet switch is used to connect
all the platform devices. In particular, the TGW sends out the laptop UDP messages
that can be read such to collect the desired information. Then, the laptop shares data
with the Communication Box. The assigned IP subnet for the leader is 192.168.0.x: the
IP addresses (and ports) are in Table 6.1.
In Fig. 6.4 a picture of the leader setup is depicted.
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Figure 6.3: The hardware platform on the leader vehicle. Modular architecture.
Device Address Receive port Send port
Laptop 42 26001, 50020, 50005 26003
Comm. Box 137 26003 26001
TGW 5 - 50020
GPS 20(not used) - 50005
Table 6.1: Addresses and ports on devices - Leader vehicle.
6.2.2 Software application
The main application running on the RTE is called main.vi Labview file. An application
overview (i.e. a schematic of the Block Diagram) is in Fig. 6.5; in particular, the software
is able to:
• Read TGW UDP messages: the application collects the measurements from on-
board sensors (see Table 6.2(a) for signals).
• Read GPS via Serial-to-USB cable: the RTK-GPS receiver sends the laptop in-
formation about UTC and absolute position (see Table 6.2(b) for signals). The
GPS.vi Labview file is described in Appendix D.1.1.
• Read Communication Box UDP messages : there are nr.6 classes for messages
that the Communication Box forwards to the RTE; in Table 6.3 we classify all the
classes we use in our experimental setup.
• Create an UDP packet structure with the collected data from TGW and GPS: the
6.3 Follower vehicle nr.1 59
Figure 6.4: The experimental setup on the leader vehicle.
real-time data that the RTE shares with the Communication Box are structured
in an UDP packet, such as described in Table 6.4.
• Fleet management : the leader vehicle replies to the requests from followers to join
and to leave the platoon.
• Write and send an UDP packet to Communication Box.
In general, the main.vi application collects and packages information from on-board
devices. Then, it forwards messages to the Communication Box, that is responsible
to transmit messages via wireless. The front panel overview of the main.vi file is in
Appendix D.2.1.
6.3 Follower vehicle nr.1
The follower vehicle nr.1 is a Volvo S60, with a six cylinder turbo charged engine with
three liters displacement, 304 [hp] and is equipped with a six-speed geartronic trans-
mission. The vehicle is 1484 [mm] height, 4628 [mm] length and 2097 [mm] width.
Moreover, Volvo S60 is equipped with a Front Sensing Module (FSM) consisting of a
camera, a radar unit and an infra-red sensor as standard equipment. This vehicle has a
read/write interface with the CAN BUS, such to control directly the vehicle motion and
read information provided by internal sensors, i.e. speed, steering, braking and other
states.
6.3.1 Hardware platform
The hardware platform is described in Fig. 6.6. The Real-Time Hardware (RTH) is
a dSpace MicroAutobox 2. This is the most important difference with respect to the
leader vehicle experimental setup described in Subsection 6.2.1: indeed, we can both
read and write messages on the CAN BUS with a RTH. A functional module inside the
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Figure 6.5: main.vi Labview file overview
main software application running on the RTH interacts directly with the CAN BUS.
A laptop is used to manage the entire software running on the RTH. In particular, with
an Human Machine Interface-HMI running on the laptop we can (i) monitor the signals
from any devices cabled in the experimental setup both off-line and on-line, (ii) tune
any parameter on-line (for example, controller parameters, sensor fusion, communication
protocol, CAN BUS) and (iii) record all the signals of interest. Another difference
with respect to the experimental setup described in Subsection 6.2.1 is the use of the
compass. In particular, an Arduino Uno equipped with a compass is used to have better
performances at standing still than using the GPS compass information.
The IP-addresses and ports number are in Table 6.5, with the assigned IP subnet
192.168.188.x. There is an Ethernet switch to cable all the devices used in the experi-
mental setup. Moreover, CAN BUS is wired with the RTH by a 78-pin, male sub-D I/O
Connector that grants access to various I/O signals (i.e LIN, CAN and other signals).
A picture of the experimental setup is in Fig. 6.7.
6.3.2 Software application
According to the modular architecture described in Section 6.1, we used the Simulink
file developed in [36] to build a new software application to validate the distributed
coupling protocol (4.6). The compiled version of this Simulink file runs on the dSpace
Microautobox 2, i.e. the Real-Time Hardware (RTH), used to compute the main action
to be performed by the experimental setup. According to the modular approach depicted
in Fig. 6.2, the final application can be decoupled in three main part: the (i) input
modules, the (ii) management and control modules and the (iii) output modules. The
input modules read and pre-process data from both on-board sensors and V2V. The
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(a)
Signals from TGW Units
Gear, brake and door status -
Lateral and longitudinal accel. [m/s2]
Speed [m/s]
Steering angle [deg]
Yaw rate [deg/s]
Vehicle length and width [mm]
(b)
Signals from GPS Units
UTC [hhmmss.mmm]
Latitude [ddmm.mmmm]
Longitude [ddmm.mmmm]
Magnetic variation [deg]
Speed over ground [knots]
Course over ground [deg]
Horizontal accuracy [m]
Table 6.2: Labview main.vi application. Input signals.
input modules are:
• Communication receive: this module lets the RTH to receive information from
neighbors in a platoon. In particular, it takes care of establishing a reliable con-
nection through the Ethernet UDP Interface, used to receive data from the Com-
munication Box. Moreover, before decoding the received packets, this module
determines the message class (see Table 6.3); then it verifies the packet reliability
and refreshes memory according to the new information.
• Additional communication: we use this module for computing the packet delay
τij(t) in (4.6) with respect to both the leader and the followers information from
the communication receive module.
Class Purpose
DynamicVehicleInfo (10Hz) Dynamic Vehicle Information (DVI), includ-
ing platoon state and ”request-to-join”; see
Tab. 6.4
StaticVehicleInfo (1Hz) Static Vehicle Information (SVI); see Tab.
6.4
PlatoonAction (on demand) Reply from a platoon leader to a follower re-
quest for joining the platoon (PA); see Tab.
6.4
ManeuverRequest (10Hz) Request to maneuver (MR); see Tab. 6.4
ManeuverState (10Hz) The current maneuver state (MS); see Tab.
6.4
ManeuverOffsetActive (10Hz) Maneuver active (MA); see Tab. 6.4
Table 6.3: Class of messages from the communication box to laptop.
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Array Index Message Parameter Value Range
0 DVI seconds header 0...4294967295
1 DVI msecs header 0...999
2 DVI Vehicle Id 0...255
3 DVI Node Type 0...3
4 DVI seconds payload 0...4294967295
5 DVI msecs payload 0...999
6 DVI Accuracy −32768...32767
7 DVI Longitude −1440000000...1440000000
8 DVI Latitude −720000000...720000000
9 DVI Velocity −32768...32767
10 DVI Vehicle Heading 0...65535
11 DVI Acceleration −2000...2000
12 DVI Yaw Rate −32768...32767
13 DVI Platoon Id 0...255
14 DVI Platoon State 0...3
15 SVI Vehicle Width 0...1023
16 SVI Vehicle Length 0...16383
17 SVI toNodeId 0...255
18 PA Platoon Action 0...2
19 MR sourceVehicleID 0...255
20 MR maneuverId seconds 0...4294967295
21 MR maneuverId msec 0...999
22 MR destinationvehicleId 0...255
23 MR referencevehicleId 0...255
24 MR longitudinaloffset 0...65535
25 MR laneoffset 0...2
26 MS maneuverstate 0...2
27 MA triggerManeuverState 0 or 1
Table 6.4: UDP packet structure.
Device Address Receive port Send port
Comm. Box 136 26003 26001
RTH 41 26001, 50389, 50390 26003
GPS 21 - 50389
Compass 100 - 50390
Table 6.5: Addresses and ports on devices - follower nr.1.
• Internal and external sensors : there is a software module to read the GPS mes-
sages (see Appendix D.1.1 for GPS configuration details); as well as done in the
communication module, this module establishes a reliable connection through the
Ethernet UDP Interface with the GPS; then, the GPS data processing starts un-
packing UDP messages and analysing them in order to select $GPRMC messages
(i.e. recommended minimum specific GPS/transit data). Then another software
module is to collect messages from compass; the first step is to establish a reliable
connection through the Ethernet UDP Interface with the Arduino Uno micro-
processing board that let the compass to be used. We underline the importance
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Figure 6.6: The hardware platform on the follower nr.1. Modular architecture.
of compass in measuring a more accurate heading signal than GPS heading mea-
surement at standing still.
• Vehicle information: all the vehicle CAN BUS messages can be read with this
module. In particular, S60 has a FSM, including a camera, a radar and an infra-
red sensor and a software sub-unit for processing. The latter is inside a main
software module provided by the Volvo Car Corporation, such to let the RTH of
reading with the best degree of accuracy signals like the vehicle longitudinal speed,
acceleration, relative distance with respect to the previous vehicle, the steering
angle and the gear status.
• Driver : this module lets the driver to select vehicular parameter with an user
friendly HMI. In this way, the driver decides, for example, the platoon to join
(leader ID), the safety degree (by setting the max speed and the headway time;
by enabling/disabling the cooperative control).
The management and control modules are responsible of supervising the main software
application, such to guarantee the effectiveness of all the main tasks to be executed as
expected. These modules are:
• Sensor fusion: all processes dealing with system data (i.e. FSM, RTK GPS, Com-
munication Box, compass) are linked to sensor fusion module, to obtain a robust
estimate of the states information to be used by the distributed coupling protocol
(4.6). In order to guarantee the data coherence and reliability, sensor fusion ap-
plies Kalman filters to reconstruct the state of both the S60, the predecessor, and
the leader. Moreover, the output of the sensor fusion are used to perform platoon
logic and supervision. The proposed solution is described in [63].
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Figure 6.7: The experimental setup on the follower nr.1.
• Platoon logic: this software module is responsible of interaction between the S60
and the other vehicles in the platoon.
• Controller : according to the distributed coupling protocol (4.6), this module com-
putes the target acceleration to achieve the desired longitudinal motion of the S60
in terms of relative distance with respect to the predecessor and leader, with a
common velocity. In order to compute the coupling protocol strategy, the main
software application uses either signals from the sensor fusion or directly the mea-
sured information. Note that the controller depends on the parameter selected
by the driver on HMI, i.e. headway time and safety distance with respect to
predecessor).
• Supervision: this module manages the interaction of different systems (the main
software application and the vehicle). Applying event based algorithms, the super-
vision module guarantees safety, ensuring to avoid errors in the main application
execution [63].
The output modules forward the processed signals to on-board actuators and share them
with the other vehicles in the platoon. The output modules are:
• Communication send : this module collects the information computed on RTH,
encodes them and builds the UDP message according to the structure defined in
Table 6.4. Then this module establishes a connection through the Ethernet UDP
Interface with the Communication Box. Then the latter will send this message via
V2V.
• Actuation interface: this module is responsible of interfacing the vehicle CAN
BUS in order to write over that the target acceleration computed on the RTH:
in particular, this signal is the reference for a low-level controller (i.e. the engine
control) equipping the S60.
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Moreover, the HMI running on a laptop is used to interact with the RTH via an Ethernet
port.
The whole experimental setup has been validated within the COACT project [36]. More-
over, the modified functional module have been tested both separately and inside the
main functional application.
6.4 Follower vehicle nr.2
In this Section we describe the follower vehicle nr.2. This vehicle is a Volvo S60 and it’s
similar to the follower nr.1 (see Section 6.3 for technical parameters).
6.4.1 Hardware platform
The hardware platform on the follower nr.2 is similar to that described in Fig. 6.6, with
the exception of the GPS used to perform experiments. The latter is a XSens MTi-G
model, an inertial sensor equipped with an integrated GPS receiver. A laptop is used
to wire the GPS receiver via a Serial-to-Universal Serial Bus (USB) cable. Moreover, a
Labview application running on the laptop has been developed in order to read messages
from the GPS receiver and forward them to the RTH via an Ethernet UDP interface. A
detailed description of both the Xsens sensor and the Labview application is in Appendix
D.1.2. The IP-addresses and ports number are in Table 6.6 (IP subnet 192.168.188.x.)
and in Fig. 6.8 an overview of the experimental setup is depicted.
Device Address Receive port Send port
Comm. Box 40 26003 26001
RTH 41 26001, 50389, 50390 26003
GPS 22 (laptop) - 50389
Compass 103 - 50390
Table 6.6: Addresses and ports on devices - follower nr.2.
6.4.2 Software application
The main application used to control the follower nr.2 and running on the RTH (i.e. the
compiled version of the Simulink file that contains all the software modules described in
Section 6.3) is similar to that developed on follower nr.1. The main difference is a more
accurate additional communication module, faster and easier than on follower nr. 1
such to manage the multi-source messages collected via V2V communication in order to
compute with higher precision the heterogeneous time-varying delays τij(t) used in (4.6).
Note that the on-board GPS receiver cannot be used in RTK mode: in order to guarantee
the best accuracy in measuring the vehicle position, a model of vehicle dynamics has
been developed such to run in real-time on the RTH during the experiments. In so
doing, we succeed to manage the experimental setup in order to validate the distributed
coupling protocol (4.6).
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Figure 6.8: The experimental setup on the follower nr.2.
6.5 Vehicle-to-Vehicle communication module
The communication module depicted in Fig. 6.2 is described in this Section. It drops out
the V2V communication, according to the message exchange format and transmission
frequency defined in [2]. The hardware used to enable the platform for vehicle to vehicle
(V2V) communication is depicted in Fig. 6.9 and consists of:
• Atheros-based (Wireless Local Area Network) WLAN card (Mikrotik R52H High
Power (350mW) 2.4/5GHz IEEE 802.11a, for use with IEEE 802.11p Linux driver).
• Alix embedded system board (3D2) with casing and SMA connector, Ethernet,
2xmini-PCI, serial-port (DB9), usb, compact ash socket.
• Solid state CF memory card 4GB where OpenWrt - x86 image is loaded.
• ECOM6-5500 Omni-Directional Magnetic Mount Antenna 6dBi for 802.11p (5-
6GHz), with SMA connector for direct connection to Alix-board casing.
The communication stack development follows the guidelines in [1], supported by the
inclusion of drivers used to enable WLAN. The CALM/FAST protocol is the high level
protocol (Network and Transport layers), while IEEE 802.11p protocol is the low level
protocol (PHY and MAC layers). CALM/FAST protocol can be used to send both in
broadcast and unicast messages to a particular vehicle, identified by an unique IPv4
address. A block diagram of the hardware interfaces is depicted in Fig. 6.10.
As well as described in Section 6.2, Section 6.3 and Section 6.4, the Communication
Box interfaces with RTH via UDP protocol. The data received from RTH are managed
via a createMessage process and sent over the wireless channel encoded in Packaged
Encoding Rules (PER) unaligned format messages. On the other side, the received
messages over the wireless link are decoded, managed via a receiveMessage process and
sent to the RTH. For a more detailed description, see [36] and reference therein. Note
that V2V communication has been extensively tested within the GCDC competition
[146].
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Figure 6.9: V2V Communication Box.
Figure 6.10: V2V Communication Block diagram.
6.6 Clock Synchronization
We assume the communication boxes are installed on the three vehicles, configured
both as WAVE (Wireless Access for Vehicular Environment) receivers and transmitters.
According to [103], an on-board Global Positioning System (GPS) receiver guarantees
knowledge of some variables, such as absolute position, velocity and UTC (i.e. times-
tamps). The clocks running on the experimental setup described in Section 6.2, Section
6.3 and Section 6.4 can be synchronized to external sources of highly accurate time.
In our experimental setup we consider the GPS receivers the external source such to
synchronize the clocks running on the experimental setup [63]. In so doing, we have to
consider the drift rate, i.e. the change in the offset - difference in reading - between the
clock and a nominal perfect reference clock per unit of time measured by the reference
clock [25]. The most accurate physical clocks use atomic oscillators: their drift rate
is about one part in 1013. The output of these atomic clocks, known as International
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Atomic Time, is the standard for elapsed real time.
The Coordinated Universal Time-UTC is an international standard for timekeeping [25].
It is based on atomic time, managed occasionally to keep it in step with astronautical
time. UTC signals are synchronized and broadcast regularly from land-based radio sta-
tions and satellites (including Global Positioning System - GPS ). The signals received
from land-based stations have an accuracy on the order of of 0, 1− 10 [ms], depending
on the station used. Instead, signals received from GPS satellite are accurate to about
1 [µs].
In order to achieve a common notion of time, we use the precision time protocol - PTP
[66]. Clocks are shared through the on-board local network such to synchronize the
internal time of the on-board devices (i.e. the slave clocks; e.g. sensor-, communication-
and control-nodes) to a master clock. According to [123], the synchronization quality in
PTP could be affected by the stability of oscillators, the resolution of time-stamping the
messages, the frequency of sending synchronization messages, and the propagation delay
variation caused by the jitter in the intermediate elements. With the transparent clock
implementation of PTP [58], the current state of the art guarantees a synchronization
precision of 1 [µs] for topologies in the presence of no more than 30 consecutive slaves
[123]. This assumption let us to neglect delay effects caused by synchronization in our
experiments. Note that global clock synchronization achieved equipping each vehicle
with a GPS is a common practice in the intelligent transportation field [132] , [64], [9],
[40], [138].
Chapter 7
Experimental results
Contents
7.1 Experimental characterization of the inter-vehicular delays 69
7.1.1 Characterization of the delay on follower nr. 1 . . . . . . . . 69
7.1.2 Characterization of the delay on follower nr. 2 . . . . . . . . 78
7.2 Distributed coupling protocol validation . . . . . . . . . . 80
7.2.1 Consensus validation . . . . . . . . . . . . . . . . . . . . . . . 80
7.2.2 Consensus in a joining maneuver . . . . . . . . . . . . . . . . 86
7.2.3 Tracking control . . . . . . . . . . . . . . . . . . . . . . . . . 91
In this Chapter we show the experimental results achieved during the on the road
tests. We consider a prototype of three vehicles such to validate the proposed distributed
coupling protocol (4.6). There are two main activity performed: at first, the measure-
ment and analysis of the delay τij(t), typical in the Vehicle-to-Vehicle framework. We
start analysing the delay τij(t) due to received messages in Section 7.1, both on the
follower nr.1, in Subsection 7.1.1, and follower nr. 2, in Subsection 7.1.2. The second
activity focuses on the distributed coupling protocol validation in Section 7.2. In par-
ticular, consensus is discussed in Subsection 7.2.1; then, a joining maneuver is tested
in Subsection 7.2.2. This action is typical in platooning when a driver wants to join
a platoon on an highway. Finally, in Section 7.2.3 the proposed distributed coupling
protocol is validated in the presence of a time-varying trajectory imposed by the leader
vehicle.
7.1 Experimental characterization of the inter-vehicular
delays
We start by describing the process to compute the communication delay τij(t).
7.1.1 Characterization of the delay on follower nr. 1
We describe the experiments performed in the simplest platoon configuration, with the
leader and the follower nr.1, as depicted in Fig. 7.1, top panel.
This experiment lets us to evaluate the delay τij(t) due to both communication
and processing delays in the leader-to-follower nr.1. The software module responsible
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for computing the delay τij(t) is inside the additional communication module (see Fig.
6.2): it compares the on-board clock (measurements available via RTK-GPS) with the
timestamp of the data of interest inside the received packets from the neighboring ve-
hicles, via Vehicle-to-Vehicle communication. Indeed, besides the message timestamp,
defined as the time instant when the transmitter on the leader vehicle sends the message
via V2V, all the on-board sensed measurements have a timestamp, i.e. the time instant
when the information is measured, thanks to the synchronization of the network (for
details, see Section 6.6). The latter is the information we use to compute the delay
τij(t). Note that this computation is done at least 1000 times each second. A detailed
description of the additional communication module can be found in the Appendix E.1.
In order to perform our test such to compute the delay τij(t), we consider a real leader
vehicle, a Volvo S80, and a real follower nr.1, i.e. a Volvo S60, as depicted in Fig. 7.1,
top panel. The leader and the follower nr.1 have been equipped with the experimental
setup described in Section 6.3 and Section 6.4, respectively. In particular, the communi-
cation module used to perform Vehicle-to-Vehicle communication is described in Section
6.5.
The path followed by the message to be transmitted by the leader vehicle and received
on the follower nr.1 is depicted in Fig. 7.1, down panel. The leader vehicle RTK-GPS
has been set such to receive NMEA messages with a 4 [Hz] update rate(see details in
Appendix D.1.1); instead, the follower nr.1 RTK-GPS has a 20 [Hz] update rate. Note
that we select both GPS receiver with two different update rate in order to validate the
controller in the presence of heterogeneous GPS behaviour. Moreover, the transmitter
module in Fig. 7.1, down panel, is programmed such to send messages each 0, 1[s].
According to this assumption, we suppose a first scenario with both leader and follower
nr.1 at standstill with a distance of 5 [m] with each other. In Fig. 7.2, top and down
panels, the sequential number of the received packet is shown and its enlarged version
is in the down panel. In particular, in this experiment we have 450 packets sent by the
leader and 449 packets received by the follower, obtaining the 0, 22% of packet losses.
In Fig. 7.3, top panel, we compare the timestamp measured on the follower nr.1 (mea-
surements available via RTK-GPS) and the received data timestamp from the leader
via Vehicle-to-Vehicle communication. In particular, in Fig. 7.3, down panel, we can
see the piecewise continuous behaviour in the received data (i.e. a 4 [Hz] GPS update
rate) and in the follower nr.1 GPS (i.e. a 20 [Hz] GPS update rate). In Fig. 7.4, we
show the delay τ10(t), as a difference of the red and blue lines in Fig. 7.3. We empha-
size that the behaviour of τ10(t) is influenced by the leader vehicle GPS update rate (4
[Hz]). Moreover, the effect of the follower nr.1 GPS update rate is hidden due to the
Unix Time, i.e. a smoother version of the clock measurements than the GPS timestamp
measurements. We emphasize that during testing it was found that sometimes CALM
daemon running on the leader vehicle communication box crashed and the timing of the
crash was random and unpredictable. In order to solve this problem, a delay of about
25-50 milliseconds between each read from CALM server interface on the transmitter
side has been included: the effect of this phenomena is an offset on the delay τ10(t). In
Fig. 7.5, top panel, we show the delay τ10(t) on a longer time interval than the ones
described in Fig. 7.4. Moreover, in Fig. 7.5, down panel, there is a zoomed version
of measurements in Fig. 7.5, top panel. In this experiment we have 4800 packets sent
by the leader and 4756 packets received by the follower, obtaining the 0, 92% of packet
losses.
We suppose the second scenario with both leader and follower nr.1 moving with a con-
stant relative distance of 10 [m] with each other and a common velocity less than 15
[km/h]. If we compare Fig. 7.4 and Fig. 7.6, top panel, we emphasize the presence of
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some spikes in Fig. 7.6, top panel, such to have the value of τ10(t) greater than 300 [ms].
In this experiment we have 887 packets sent by the leader and 886 packets received by
the follower, obtaining the 0, 11% of packet losses. As a consequence, the spikes in Fig.
7.6, top panel, mean the leader GPS receiver has not updated its position each 250 [ms],
i.e. there are packet losses due to the GPS receiver on the leader vehicle. Instead, the
packet losses are almost absent in Vehicle-to-Vehicle communication.
The third scenario is with both the leader and the follower nr.1, travelling at a common
velocity, i.e. 20 [km/h] with a variable inter-vehicle distance from 5 to 15 [m]. Such
as in Fig. 7.6, top panel, in Fig. 7.6, down panel, we show some spikes due to GPS
receiver failure on the leader vehicle. In Vehicle-to-Vehicle communication we have 939
packets sent by the leader and 937 packets received by the follower, obtaining the 0, 21%
of packet losses.
Although a delay τ10(t) higher than τ
⋆ computed in Section 5.1, we underline that τ10
can be decreased by increasing both the update rate on the GPS receiver and the speed
of the CALM FAST Daemon task.
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Figure 7.1: Leader-Follower nr.1 configuration. Top panel: vehicular parameters. Down
panel: the path followed by the message to be transmitted by the leader to the follower
nr.1.
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Figure 7.2: Leader-to-Follower nr.1 delay τ10(t) at standstill. Top panel: received packet
sequential number. Down panel: ZOOM - received packet sequential number.
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Figure 7.3: Leader-to-Follower nr.1 delay τ10(t) at standstill. Top panel: GPS times-
tamp. Down panel: ZOOM - GPS timestamp.
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Figure 7.4: Leader-to-Follower nr.1 delay τ10(t) at standstill.
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Figure 7.5: Leader-to-Follower nr.1 delay τ10(t). Top panel: delay τ10(t) for more than
1 minute. Down panel: ZOOM - delay τ10(t).
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Figure 7.6: Leader-to-Follower nr.1 delay τ10(t). Top panel: velocity less than 15 [km/h].
Down panel: velocity equal to 20 [km/h].
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Figure 7.7: Experimental setup: platoon of three vehicles. Top panel: vehicular param-
eters. Down panel: the path followed by the leader-to-follower nr.2 and by the follower
nr.1-to-follower nr.2 data packets.
7.1.2 Characterization of the delay on follower nr. 2
Now we focus on the scenario depicted in Fig. 7.7, top panel. The path followed
by the leader-to-follower nr.2 and by the follower nr.1-to-follower nr.2 data packets are
depicted in Fig. 7.7, down panel. This experiment lets us to evaluate the delay τij(t), i.e.
the delays due to both communication and processing delays in the (i) leader-to-follower
nr.1 communication τ10(t), (ii) the leader-to-follower nr.2 communication τ20(t) and (iii)
the follower nr.1-to-follower nr.2 communication τ21(t). We consider the experimental
scenario depicted in Fig. 7.7, top panel in order to compute the delay τij(t). We have
three vehicles: a Volvo S80 (the leader), and two Volvo S60 (the followers nr.1 and
nr.2). In Fig. 7.8 we have τ20(t), i.e. the delay computed on the leader-to-follower nr.2
communication. Moreover, in Fig. 7.9 we show τ21(t), i.e. the data delay in follower
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Figure 7.8: Leader-to-follower nr.2. τ20(t).
nr.1-to-follower nr.2 communication. The measurements described in Fig. 7.8 and in
Fig. 7.9 have been collected with the three vehicles travelling at about 40 [km/h], on
a freeway in Go¨teborg, Sweden. We remark that the maximum amplitude of both the
delay τij(t) in Fig. 7.8 and in Fig. 7.9 differ due to the GPS update rate that are
different on the leader, on the follower nr.1 and on the follower nr.2 (see Appendix D.1.2
for details on follower nr.2 GPS).
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Figure 7.9: Follower nr.1-to-follower nr.2. τ21(t).
7.2 Distributed coupling protocol validation
In this Section we show some of the experimental results achieved during the on the
road tests with the prototype of three vehicles described in Chapter 6.
7.2.1 Consensus validation
Different experiments sets have been performed in order to validate the approach with
the different topologies that can be originated by the communication network and the
different active links. Control gains and spacing policy parameters have been set as in
the numerical analysis, Section 5.1, and in Fig. 7.7 top panel, respectively.
The first experimental results refer to the single lane scenario where leader and followers
share information via the wireless communication based on the IEEE 802.11p protocol
as depicted in Fig. 7.11. The test track is a highway in the industrial area in Go¨teborg,
Sweden. We suppose that both follower nr.1 and follower nr.2 start with different ve-
locities, Fig. 7.10, left panel. In Fig. 7.12 are collected both the speeds of the three
vehicles and the speed errors. Moreover, in Fig. 7.13 we have both the position errors
and the control effort that determine the distributed coupling protocol action.
Experiments confirm the effectiveness of the consensus based strategy in creating and
maintaining the platoon. Indeed, vehicles starting from different velocities and positions
automatically converge to the desired common dynamic behavior (reaching and main-
taining the constant leader velocity of 9.4 [m/s] and prefixed inter-vehicular distance
of 17.5 [m]) as shown in Figs. 7.12 and 7.13. As evident from results, consensus is
guaranteed and both speed and position errors go to zero (down panel in Fig. 7.12; top
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Figure 7.10: Platoon maneuver. Left panel: Consensus. Right panel: joining maneuver.
Figure 7.11: Leader-Follower nr.1-Follower nr.2 platoon configuration. Leader-
predecessor topology.
panel in Fig. 7.13). Note that, as expected, the control effort reduces to zero once the
consensus is achieved (see the down panel in Fig. 7.13).
Now, we emphasize each term of the distributed coupling protocol (4.6) computed on
the follower nr.1: in particular, in Fig. 7.14, top panel, we show the effect due to the
term τ10(t)v0 in the relative distance between the leader and the follower nr.1 in the
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Figure 7.12: Leader-Follower nr.1-Follower nr.2 platoon configuration. Top panel: vehi-
cles speed. Down panel: speed error.
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Figure 7.13: Leader-Follower nr.1-Follower nr.2 platoon configuration. Top panel: posi-
tion error. Down panel: Control effort.
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Figure 7.14: Leader-Follower nr.1-Follower nr.2 platoon configuration: Follower nr.1.
Top panel: Relative distance. Down panel: delay τ10(t).
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Figure 7.15: Leader-Follower nr.1-Follower nr.2 platoon configuration: Follower nr.1.
Top panel: Control effort in consensus experiment. Down panel: desired vehicle accel-
eration.
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leader-follower scenario; in Fig. 7.14 down panel, we show also the delay τ10(t).
Each component in the control effort is described in Fig. 7.15 top panel. Moreover, the
desired acceleration is shown in Fig. 7.15 down panel.
7.2.2 Consensus in a joining maneuver
Further experiments have been devoted to test the ability of the approach during the
classical maneuver of joining a platoon. Namely, follower nr.2 has to automatically
engage the platoon composed by the leader and the follower nr.1, travelling together
with a common velocity of 9.2 [m/s] and a desired inter-vehicle distance of 17.3[m/s]
(see Fig. 7.10, right panel). Experimental results are displayed in Fig. 7.16 and in Fig.
7.17. In particular, according to the network topology described in Fig. 7.11, we have
that in Fig. 7.16 top panel, the measured speed of the leader vehicle, the measured
speed of the follower nr.1 and the speed of the simulated follower nr.2 are displayed.
Moreover, the speed errors between both the follower nr.1 and follower nr.2 respect to
the leader vehicle are in Fig. 7.16, down panel. The position errors are shown in Fig.
7.17, top panel and the control effort acting on both the follower nr.1 and the follower
nr.2 are in Fig. 7.17, down panel. Results shown in Figs. 7.16-7.17 show how the
vehicle automatically performs the engaging maneuver and reaches the desired position
and velocity. Again the control effort reduces to zero once the follower nr. 2 is in the
platoon and travels with the others (down panel in Fig. 7.17). Now we show all the
terms in the distributed coupling protocol (4.6) computed on the follower nr. 1. In
particular, in Fig. 7.18, top panel, we emphasize the value due to the term τ10(t)v0 in
the relative distance between the leader and the follower. In Fig. 7.18 down panel, we
show the delay τ10(t) in Vehicle-to-Vehicle communication. About the control effort, it
can be decoupled as described in Fig. 7.19 top panel. Moreover, the desired acceleration
of the follower nr.1 is in Fig. 7.19 down panel.
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Figure 7.16: Leader-Follower nr.1-Follower nr.2 platoon configuration. Top panel: vehi-
cles speed. Down panel: speed error.
