Abstract. We investigate the space of quantum operations, as well as the larger space of maps which are positive, but not completely positive. A constructive criterion for decomposability is presented. A certain class of unistochastic operations, determined by unitary matrices of extended dimensionality, is defined and analyzed. Using the concept of the dynamical matrix and the Jamio lkowski isomorphism we explore the relation between the set of quantum operations (dynamics) and the set of density matrices acting on an extended Hilbert space (kinematics). An analogous relation is established between the classical maps and an extended space of the discrete probability distributions.
Introduction
The theory of quantum information has been studied for at least forty yearsconsult e.g. some early papers by Ingarden and his group written in the sixties and seventies [46, 44, 55, 43] . However, rapid progress of this theory occurred only in the last decade [30, 12, 74, 3, 50] due to a synergetic feedback from several recent experiments on quantum physics, motivated by information encoding and processing. The possibility to encode the information in quantum states triggered an increasing interest in the structure and the properties of the set of quantum states [69, 10, 47, 52, 15] . Usually one considers states acting on a finite dimensional Hilbert space, H N .
To characterize the way that information is processed according to the laws of quantum mechanics, one needs to describe the dynamics of density matrices.
In many cases it is sufficient to consider discrete dynamics, which maps an initial state ρ ionto the final state ρ . Such maps are often called quantum channels, and their theory is the subject of considerable recent interest [76, 45, 5, 13] .
The set of quantum states M (N ) consists of density matrices of size N , which are normalized, hermitian, and positive definite. A quantum channel is called positive, if it maps the set of positive operators into itself. However, since a physical system under consideration may be coupled with an environment, the maps describing physical processes should be completely positive (CP), which means that all their extensions into higher dimensional spaces should remain positive. Any CP map may be (not uniquely) represented in the so-called Kraus form, by a collection of Kraus operators [60] .
Even though positive, but not completely positive, maps cannot be realized in the laboratory, they are of a great theoretical importance, since they can be used to detect entanglement in density matrices written on paper [37, 41] . The phenomenon of quantum entanglement seems to be crucial in the theory of quantum information. The structure of the set of all completely positive maps, CP N , is relatively well understood [19] , but the task to characterize the larger set of all positive maps is far from being completed [96, 61, 71] .
The aim of this work is twofold. On one hand we present a concise review of recent development concerning the properties of the set of quantum maps. On the other hand, we present several new results in this field. In particular, in Sect. 2 concerning the matrix algebra, we define a simple transformation of a matrix, called reshuffling, and establish a useful lemma:
The Schmidt coefficients of a matrix A, treated as an element of a composite Hilbert-Schmidt space of operators, are equal to the squared singular values of the reshuffled matrix A R .
In Sect. 3 we investigate the properties of the dynamical matrix D associated with any linear map [94] -it may be obtained by reshuffling of the superoperator L which describes the map. Furthermore, we define a class of unistochastic maps, which are determined by a single unitary matrix U of size N 2 .
For any CP map the corresponding dynamical matrix D is hermitian and positive definite. Making use of the eigen representation of D one may define the canonical Kraus form of the operation. In Sect. 5 we present a comparison between different classes of quantum maps, acting on the space of density matrices, with the classes of classical maps acting on the simplex ∆ N −1 of discrete, N -point probability measures. For concreteness we present in Sect. 6 certain exemplary maps acting in the space of qubits -the density matrices of size N = 2.
In Sect. 7 the positive, co-positive and decomposable maps are analyzed and a constructive criterion for decomposability of a map is provided. Furthermore, for any quantum map we introduce three quantities useful to locate it with respect to the boundaries of the sets of positive (CP, CcP) maps. In the subsequent sections On Duality between Quantum Maps and Quantum States 5 we explore the Jamio lkowski isomorphism [48] , which relates the set of quantum maps acting on M (N ) , with the states from M (N 2 ) , which act on the extended Hilbert space H N ⊗ H N . This isomorphism, formulated in the quantum as well as in the classical setup, allows us to discover an analogy between objects, sets and problems concerning quantum maps and quantum states. This key issue of the work explains its title: there exists a kind of duality between between properties of the set of quantum maps (dynamics) and the set quantum states of a composite N × N system (kinematics).
Algebraic Detour: Matrix Reshaping and Reshuffling
In this section, we are going to discuss some simple algebraic transformations performed on complex matrices, which prove useful in the description of quantum maps. In particular, we introduce a convenient notation to work in the composite The scalar product between any two elements of the HS space H HS (matrices of size N ) may be rewritten as an ordinary scalar product between two corresponding vectors of size N 2 ,
Thus the HS norm of a matrix is equal to the norm of the associated vector, If C is a tensor product,
Consider a unitary matrixŨ of size N 2 . Its N 2 columns (rows) ũ k , k = 1, . . . , N 2 , reshaped into square matricesŨ k of size N form an orthogonal basis in H HS . Using the Hilbert-Schmidt norm, A HS = (trAA † ) 1/2 , we normalize them according to A k =Ũ k / Ũ k HS and obtain the orthonormal basis,
Alternatively, in a double index notation with k = (m − 1)N + µ and j = (n − 1)N + ν this orthogonality relation reads A mµ | A nν = δ mn δ µν . Note that in general the matrices A k (also denoted by A mµ ) are not unitary.
Let X denote an arbitrary matrix of size N 2 . It may be represented as a double (quadruple) sum, 6) where C kj = tr((A k ⊗ A j ) † X) may be neither Hermitian nor normal (which means that C and C † need not commute). The matrix X may be considered as a vector in the composite Hilbert-Schmidt space, H HS ⊗ H HS , so applying its Schmidt decomposition [81] we arrive at
where √ λ k are the singular values of C, i.e. the square roots of the non-negative eigenvalues of CC † . The sum of their squares is determined by the norm of the operator,
Since the Schmidt coefficients do not depend on the initial basis let us analyze the special case, in which the basis in H HS is generated by the identity matrix, U = 1l of size N 2 . Then each of the N 2 basis matrices of size N contains only one non-zero element which equals unity, A k = A mµ = | m µ |, where k = N (m − 1) + µ. Their tensor products form an orthonormal basis in H HS ⊗H HS and allow one to represent an arbitrary matrix X in the form (2.6). In this case the matrix of the coefficients C has a particularly simple form,
This particular reordering of a matrix deserves a name so we shall write X R ≡ C(X) defining the following procedure of reshuffling of matrices. Using this notion our findings may be summarized in the following lemma:
Schmidt coefficients of an operator X acting on a bi-partite Hilbert space are equal to the squared singular values of the reshuffled matrix, X R .
More precisely, the Schmidt decomposition (2.7) of any operator X of size M N may be supplemented by a set of three equations
where we have assumed that N ≤ M . The initial basis is transformed by a local unitary transformation W a ⊗ W b , where W a and W b are matrices of eigenvectors of matrices (X R ) † X R and X R (X R ) † , respectively. Iff rank r of X R (X R ) † equals one, the operator can be factorized into a product form, X = X 1 ⊗ X 2 , where X 1 = tr 2 X and X 2 = tr 1 X. In general, one may reshuffle square matrices, if their size K is not prime. The symbol X R has a unique meaning if a concrete decomposition of the size K = M N is specified. If M = N the matrix X R is a N 2 × M 2 rectangular matrix. Since (X R ) R = X we see that one may also reshuffle rectangular matrices, provided both dimensions are squares of natural numbers. Similar reorderings of matrices were considered by Hill et al. [80, 109] while investigating CP maps and later in [87, 39, 16, 88, 4] to analyze separability of mixed quantum states.
To get a better feeling of the reshuffling transformation observe that reshaping each row of an initially square matrix X of size M N according to (2.1) into a rectangular M × N submatrix, and placing it according to the lexicographic order block after block, one produces the reshuffled matrix X R . Let us illustrate this procedure for the simplest case N = M = 2, in which any row of the matrix X is reshaped into a 2 × 2 matrix
The operation of reshuffling could be defined in an alternative way, say the reshaping of the matrix A from (2.1) could be performed column after column into a vector a . In the four index notation introduced above (Roman indices running from 1 to N correspond to the first subsystem, Greek indices to the second one), both operations of reshuffling take the form
However, both reshuffled matrices are equivalent up to a certain permutation of rows and columns and transposition, so the singular values of X R and X R are equal. It is easy to see that (X R ) R = X. In the symmetric case with M = N , N 3 elements of X do not change their position during the operation of reshuffling (these are typeset boldface in (2.9)); while the other N 4 − N 3 elements are exchanged. The space of complex matrices with the reshuffling symmetry, X = X R , is thus 2N 4 − 2(N 4 − N 3 ) = 2N 3 -dimensional. Note that all these operations consist of exchanging a given pair of indices. However, while partial transposition (2.11) preserves Hermicity, the reshuffling (2.10) does not. For convenience we shall define a related transformation of flip between both subsystems, X F mµ nν ≡ Xµm νn , the action of which consists in relabeling of certain rows (and columns) of the matrix, so its spectrum remains preserved. Note that for a tensor product X = Y ⊗ Z one has X F = Z ⊗ Y . In full analogy to partial transposition we use also two operations of partial flip (see Table 1 ). All the above transformations are involutions, since performed twice they are equal to identity. It is not difficult to find relations between them, e.g.
thus the spectra and singular values of the reshuffled (partially transposed, partially flipped) matrices do not depend on the way, each operation has been performed, i.e. eig(X R ) = eig(X R ) and SV(
and SV(X F 1 ) = SV(X F 2 )).
Completely Positive Maps
Let ρ ∈ M (N ) be a density operator acting on an N -dimensional Hilbert space H N . What conditions have to be fulfilled by a map Φ : M (N ) → M (N ) , so that it could represent a physical operation? If the map is linear than the image of a mixed state ρ does not depend on the way, how the state ρ was constructed out of projectors. This is a very important feature, since it allows for a probabilistic interpretation of any mixed state. Furthermore, we assume that the map is trace preserving, Trρ = rΦ(ρ), which corresponds to the conservation of probability. Any quantum operation has to be positive -it should map any positive density operator into a positive operator. Strictly speaking the term 'positive' refers to positive semidefinite Hermitian operators, which do not have negative eigenvalues. However, this condition occurs not to be sufficient to produce physically realizable transformations. Any quantum state ρ may be extended by an ancilla σ into a tensor product acting in a KN -dimensional Hilbert space. Hence the linear map Φ may be considered as describing the evolution of a part ρ of a larger system ρ ⊗ σ. Therefore, we should require complete positivity [90, 9] , which means that for an arbitrary K-dimensional extension
If the above requirement holds for any fixed K, such a property is called Kpositivity [90, 23, 60] . Constructing the dynamical matrix we will show in the next section that any N -positive map Φ acting on M (N ) is completely positive [18] . The importance of complete positivity in quantum mechanics was emphasized in the seventies by Kraus [59] , Lindblad [68] and Accardi [2] , and the restriction to CP maps is not trivial: There exist quantum maps which are positive but not completely positive [90] . A simple and important example consists of transposition T of an operator in a given basis [82] , which for Hermitian operators is equivalent to complex conjugation: if A = A † then A T =Ā. Although the map T (ρ) = ρ T preserves the spectrum and therefore is positive, its extension T A ≡ T ⊗ 1l, called partial transposition, is not, as discussed in Sect. 7. A linear CP-map which preserves the trace is called a quantum operation or a quantum channel. Any linear, completely positive map Φ may be represented [59, 60] by a collection of k Kraus operators A i in the so-called Kraus form
It is also called an operator sum representation of the map Φ or the Stinespring form, since its existence follows from the Stinespring dilation theorem [90, 26] . If the set of Kraus operators satisfies the completeness relation
the map is trace preserving: for any initial state ρ one has
Thus, the Kraus operators may be considered as measurement operators while any trace preserving CP map may be interpreted as a generalized measurement [81] . Let us denote the elements of the Kraus operators A i represented in an orthonormal basis by A (i) mn . Define a Kraus matrix M of size N composed of nonnegative entries [93] ,
where the Kraus operators are now denoted by A (i) . The completeness relation (3.3) enforces that the sum of elements in each column of M equals unity, so it is a stochastic matrix. Thus quantum operations are often called stochastic maps.
Any map written in the Kraus form (3.2) is linear and preserves the trace if the condition (3.3) is fulfilled. Let ρ denote the density operator of the investigated quantum system. The time evolution of an isolated quantum system is unitary, while all sorts of nonunitary dynamics reflect its interaction with an environment described by a density operator σ. However, if we extend the system and study the dynamics of the total system, ρ ⊗ σ, composed of the system under investigation and the environment, its time evolution remains unitary [9, 27] . The nonunitary operation of ρ emerges as an effect of partial tracing with respect to the environment,
The above form is called environmental representation of the map Φ. The entire process may be considered as a composition of three basic steps: adding an ancilla, unitary transformation, and partial tracing. The forms (3.2) and (3.5) are equivalent in the sense that any quantum operation may be written either way. Both representations are not unique, but as discussed in Sect. 4, the notion of dynamical matrix allows one to define a distinguished, canonical Kraus form. Let the principal N -dimensional system ρ be subjected to an operation defined by the kN -dimensional matrix U and an initially pure state of the environment
Since the fixed environmental state | ν belongs to the k-dimensional Hilbert space H env , the expression µ | U | ν represents a square matrix of size N , which we shall call A µ . In the double index notation introduced above, any element of the unitary matrix is denoted by Umµ nν , while the matrix
It is easy to see that (3.6) takes the operator sum form,
Moreover, due to unitarity of U the operators A µ satisfy the completeness relation 
where
. In this way we have shown that for any operation written in the environmental form (3.5) we may find a corresponding Kraus form. Conversely, for any quantum operation in the Kraus form (3.2) consisting of k operators we may construct an environmental form [9, 67] . For instance the first N columns of a unitary matrix U of size kN are constructed of k Kraus operators as defined in (3.7). Due to the completeness relation (3.3) they are normalized and orthogonal. The matrix U has to be completed by N (k − 1) complex orthogonal vectors; they do not influence the quantum operation and may be selected arbitrarily.
If the initial state of the environment is pure, its dimensionality k of H env need not exceed N 2 , the maximal number of Kraus operators required. If the environment is initially in a mixed state, its weight coefficients q j are needed to specify the operation. Counting the number of parameters one could thus speculate that the action of any quantum operation may be simulated by a coupling with a mixed state of the environment of size N . However, this is not the case: already for N = 2 there exist operations which have to be simulated with 3-dimensional environment [99, 111] , and the general question of the minimal size of H env remains open.
It is also illuminating to discuss a special case of the problem, in which the initial state of the N -dimensional environment is maximally mixed, σ = ρ * = 1l N /N . The unitary matrix U of size N 2 , defining the map, may be treated as a vector in the composed Hilbert-Schmidt space H HS ⊗ H HS and represented in its Schmidt form (2.7), U =
Since the operatorsÃ i , obtained by reshaping eigenvectors of (U R ) † U R , form an orthonormal basis in H HS , the procedure of partial tracing leads to the Kraus form consisting of N 2 terms:
Operations, for which there exist a unitary matrix U providing a representation in the above form, will be called unistochastic channels. In a way, these maps are analogous to classical transformations given by unistochastic matrices, p = T p, where T ij = | U ij | 2 , since both dynamics are uniquely determined by a unitary matrix U -of sizes N and N 2 in the classical and the quantum cases, respectively. In general, one may consider maps analogous to (3.11) with an arbitrary environment size. In particular, we define generalized K-unistochastic maps determined by a unitary matrix U (N 1+K ), in which the environment of size N K is initially in the maximally mixed state, N −K 1l N K . Such operations were analyzed in context of quantum information processing [54, 85] , and, under the name of 'noisy maps', by studying reversible transformations from pure to mixed states [40] . By definition, 1-unistochastic maps are unistochastic.
For any unistochastic map the standard Kraus form (3.2) is obtained by rescaling the operators, A i = λ i /NÃ i . Note that the matrix U is determined up to a local unitary matrix V of size N , in the sense that U and U = U (1l ⊗ V ) generate the same unistochastic map, Φ U = Φ U .
Dynamical Matrix
A density matrix ρ of finite size N may be treated as a vector ρ reshaped according to (2.1). The action of a linear superoperator Φ : ρ → ρ may thus be represented
where summation over repeated indices is understood. Nonhomogeneous linear maps ρ = L ρ + σ may also be described in this way. To obtain the homogeneous form (4.1) it suffices to substitute the matrix L mµ nν by Lmµ
We require that the image ρ is a density matrix, so it is Hermitian, positive, and normalized. These three conditions impose constraints on the matrix L:
Note that (4.2) is not the condition of Hermicity and in general the matrix L representing the operation Φ is not Hermitian. However, if we reshuffle it according to (2.10) and define the dynamical matrix
. The linear superoperator L is then uniquely determined by the dynamical matrix, since L = D R . The notion of dynamical matrix was introduced already in 1961 by Sudarshan, Mathews and Rau [94] . Later such matrices were used by Choi [19] and are sometimes called Choi matrices [36] . What conditions must be satisfied by a Hermitian matrix D of size N 2 to be a dynamical matrix? The trace condition (4.4), rewritten below for the matrix D, determines its trace
The positivity condition (4.3) implies that for any states | x and ρ the expectation value x | D R ρ | x is not negative. Assuming that the initial state is pure, ρ = | y y | so that ρ µν = y µ y * ν , we obtain Positivity of D Φ is a sufficient, albeit not necessary requirement for (4.7). If D Φ ≥ 0 then the map Φ is completely positive [19, 84, 29, 36, 95] . To prove this let us represent D Φ by its spectral decomposition,
Here k denotes the rank of D Φ so k ≤ N 2 , while χ 
so that 
The latter form may be thus considered as a Schmidt decomposition (2. (4.12) and it may be written in the canonical Kraus form 14) and therefore E = tr A D Φ . Due to the trace preservation constraint (4.6) E = 1l, so the operators A i satisfy the completeness relation (3.3). Hence (4.13) is equivalent to the Kraus form (3.2) and represents a trace preserving CP map. We have thus shown that any positive dynamical matrix D, which satisfies the condition (4.6), specifies uniquely a quantum operation, Hence any N -positive map Φ leads to a positive matrix D Φ , so Φ is completely positive.
On the other hand, the Kraus representation (3.2) is not unique -two sets of the Kraus operators A i , i = 1, . . . , l, and B j , j = 1, . . . , n, represent the same operation if and only if the dynamical matrices given by (4.10) are equal. This is the case if there exists a unitary matrix V of size mN such that A = BV so that the dynamical matrices the both sets generate are equal,
Here m = max{l, n} and the shorter list of the Kraus operators is formally extended by | l − n | zero operators. In principle, the number of Kraus operators in (3.2) may be arbitrarily large. However, for any operation one may find its Kraus form consisting of no more operators than the rank k of the dynamical matrix D. This Kraus rank will never exceed the dimension of the dynamical matrix equal to N 2 . Moreover, the Kraus operators A i may be chosen to be orthogonal [36, 1] . To find such a canonical Kraus form given by (4.13) for an arbitrary operation Φ it is enough to find its linear matrix L, reshuffle it to obtain the dynamical matrix D Φ , diagonalize it, and out of its eigenvalues d i and reshaped eigenvectors | χ i construct by (4.9) the orthogonal Kraus operators A i . They satisfy
In a sense the Kraus form (3.2) of a quantum operation Φ can be compared with an arbitrary decomposition of a density matrix, ρ = i p i | φ i φ i | , while its eigen decomposition corresponds to the canonical Kraus form of the map, for which A j 2 = d j . In the generic case of a nondegenerate dynamical matrix D, the canonical Kraus form is specified uniquely, up to free phases, which may be put in front of each Kraus operator A i .
As discussed in Sect. 8, such an analogy between the quantum maps (dynamics) and the quantum states (kinematics) may be pursued much further. Let us state at this point that the dynamical matrix is a linear function of the quantum operations Φ and Ψ in the sense that
An arbitrary quantum operation Φ is uniquely characterized by any of the two matrices L or D Φ = L R , but the meaning of their spectra is entirely different. The dynamical matrix D Φ is Hermitian, while L is not and in general its eigenvalues z i are complex. Let us order them according to their moduli,
A continuous linear operation Φ sends the convex compact set M (N ) into itself. Therefore, due to the fixed-point theorem, this transformation has a fixed point -an invariant state σ 1 such that Lσ 1 = σ 1 . Thus z 1 = 1 and all eigenvalues fulfill | z i | ≤ 1, since otherwise the assumption that Φ is positive would be violated [102] . Eigenvalues
Coarse graining 
The trace preserving condition applied to the eigen equation [72] and all states converge to the invariant state σ 1 . If L is diagonalizable (there is no degeneracy in the spectrum or there exists no nontrivial blocks in the Jordan decomposition of L, so that the number of right eigenvectors σ i is equal to the size of the matrix N 2 ), then any initial state ρ 0 may be expanded in the eigenbasis of L,
Therefore ρ 0 converges exponentially fast to the invariant state σ 1 with the decay rate not smaller than − ln r and the right eigenstates σ i for i ≥ 2 play the role of the transient traceless corrections to ρ 0 . The super-operator L sends Hermitian density matrices into Hermitian density matrices, ρ † 19) and the spectrum of L (contained in the unit circle) is symmetric with respect to the real axis. Thus the trace of L is real, as follows also from the Hermicity of
On the other hand, the real eigenvalues d j of the dynamical matrix D Φ satisfy the normalization condition (4.6), j d j = N , which we assume to be finite. If To characterize this probability vector quantitatively we use the Shannon entropy to define the entropy of an operation Φ, An alternative way to characterize the properties of a superoperator is to use its trace norm, 22) where ξ i are the singular values of L = D R . As discussed in [39, 16] this quantity is useful to determine separability of the state associated with the dynamical matrix,
If the set of Kraus operators {A i } k i=1 determines a quantum operation Φ then for any two unitary matrices V and W of size N the set of operators A i = V A i W satisfies the relation (3.3) and defines the operation
The operations Φ and Φ V W are in general different, but unitarily similar, in a sense that the spectra of the dynamical matrices are equal. Thus their generalized entropies are equal, so
The latter equality follows directly from the following law of the transformation of superoperators:
which is a consequence of (4.11).
Unital and Bistochastic Maps
Consider a completely positive quantum operation Φ defined by Kraus operators (3.2). If the set of k operators A i satisfies the relation
the operation is unital (or exhaustive), i.e. the maximally mixed state ρ * = 1l/N remains invariant, Φ(ρ Observe the similarity between the condition (3.3) for the preservation of trace and the unitality constraint (5.1). Unitality imposes that the sum of all elements in each row of the corresponding matrix M defined by (3.4) is equal to one. Hence for any map Φ which is simultaneously trace preserving and unital, the Kraus matrix M is doubly-stochastic (bistochastic). Therefore a trace preserving, unital completely positive map is called a bistochastic map [64, 7] , and may be considered as a noncommutative analogue of the action of a bistochastic matrix B on a probability vector -see Table 3 . In the former case, the maximally mixed state ρ * is Φ-invariant, while the uniform probability vector is an invariant vector of B.
If all Kraus operators are Hermitian, A i = A † i , the channel is bistochastic but this is not a necessary condition. For example, unitary evolution may be considered as the simplest case of the bistochastic map with k = 1. A more general class of bistochastic channels is given by a convex combination of unitary operations, also called random external fields (REF) [6] , 
Making use of (4.10) we obtain a link between the dynamical matrices representing dual channels,
Since neither the transposition nor the flip modify the spectrum of a matrix, the spectra of the dynamical matrices for dual channels are the same, as well as their entropies, S(Φ) = S(Φ).
Comparing the conditions (3.3) and (5.1) we see that if channel Φ is trace preserving, its dualΦ is unital, and conversely, if channel Φ is unital thenΦ is trace preserving. Thus the channel dual to a bistochastic one is bistochastic.
For any quantum operation Φ given by the Kraus form (3.2) one defines its Bistochastic channels are the only ones which do not decrease the von Neumann entropy of any state they act on. To see this consider the image of the maximally mixed state, with maximal entropy ln N . If the map is not unital, (the channel is not bistochastic), then ρ = Φ(ρ * ) differs from ρ * , so its entropy decreases. As an important example of bistochastic channels consider the coarse graining operation, which sets all off-diagonal elements of a density matrix to zero, Ψ CG (ρ) = diag(ρ). 
Maps with
Unistochastic operations,
Unistochastic matrices,
Orthostochastic operations,
Orthostochastic matrices,
Unitary transformations S Cl 7 Permutations Table 3 : Quantum maps acting on density matrices and given by positive definite dynamical matrix D ≥ 0 versus classical Markov dynamics on probability vectors defined by transition matrix T with non-negative elements.
Let us analyze in some detail the set BU N of unistochastic operations, for which there exists the representation (3.11). The initial state of the environment is maximally mixed, σ = ρ * = 1l/N , so the quantum map Ψ U is determined by a unitary matrix U of size N 2 . The reshaped Kraus operators A i are proportional to the eigenvectors (4.9) of the dynamical matrix D Ψ U . On the other hand, they enter also the Schmidt decomposition (2.7) of U as shown in (3.11), and are proportional to the eigenvectors of (U R ) † U R . Therefore
We have thus arrived at an important result: for any unistochastic map the spectrum of the corresponding dynamical matrix D is given by the Schmidt coefficients, d i = λ i /N , of the unitary matrix U treated as an element of the composite HS space. Hence the entropy of the operation S(Ψ U ) is equal to the entanglement entropy of the unitary matrix S(U ).
Moreover, the linear entropy of entanglement of U studied in [112] is a function of the norm of the superoperator,
It vanishes for any local operation, U = U 1 ⊗ U 2 , for which the superoperator is unitary,
The resulting unitary operation is an isometry, and can be compared with a permutation S Cl 7 acting on the simplex ∆ N −1 of classical probability vectors. If the matrix U is orthogonal the corresponding dynamical matrix is symmetric,
The corresponding operation will be called an orthostochastic map, as listed in Table 3 . The spaces listed there satisfy the following relations S 1 ∩ S 2 = S 3 and S 3 ⊃ S 5 ⊃ S 6 and S 5 ⊃ S 7 in both, classical and quantum setups. However, the analogy is not exact: the inclusions S Cl 4 ⊂ S Cl 3 and S Cl 7 ⊂ S Cl 6 and S 
One Qubit Maps
In the simplest case N = 2 the quantum operations are called binary channels. In general, the space CP N is N 4 − N 2 dimensional. Hence the space CP 2 of binary channels has 12 dimensions and there exist several ways to parameterize it [29, 53] . The dynamical matrix provides a straightforward, but not very transparent method to achieve this goal. Any Hermitian matrix D of size 4, which satisfies tr A D = 1l may be written as The real matrix t may be brought to the form, t = O 1 ηO 2 , where O i ∈ O(3) and the diagonal matrix η contains non-negative singular values of t. However, it is convenient to impose an extra condition that both orthogonal matrices represent proper rotations (O i ∈ SO(3)), at the expense of allowing some components of the diagonal vector η to be negative. This decomposition is not unique: the moduli | η i | are equal to singular values of t and the sign of the product η x η y η z = det (t) is fixed. However, the signs of any two components of η may be changed by conjugating the map with a Pauli matrix.
In general, for any one-qubit CP map Φ one may find unitary matrices U and W of size 2 such that the unitarily similar operation Φ U W defined by (4.23) is represented by the diagonal matrix η. For simplicity we may thus restrict ourselves to the maps for which the matrix t is diagonal and consists of the damping (distortion) vector, η = (η x , η y , η z ). In this case the ellipsoid has the form
The affine transformation (6.2) determines the superoperator L of the map. Reshuffling the superoperator matrix according to (4.5) we obtain the dynamical matrix D = L R which corresponds to the map Φ η, κ ,
clearly a special case of (6.1). For unital maps κ = 0 and the matrix D splits into two blocks and its eigenvalues are
Hence if the Fujiwara-Algoet conditions [29] ( ( the Bloch ball may be obtained by acting on the ball with a CP map -see recent papers on one qubit maps [29, 99, 53, 77, 106, 103, 89, 104] . Note that dynamical matrices of unital maps commute, [D Φ η , D Φ ζ ] = 0. Hence they share the same set of eigenvectors. When reshaped they form the orthogonal set of Kraus operators consisting of the identity σ 0 = 1l 2 , and the three Pauli matrices σ. Thus the canonical form of an arbitrary one-qubit bistochastic map reads
which explains the name Pauli channels. For concreteness let us distinguish some one-qubit channels. We are going to specify their translation and distortion vectors, κ and η, since with use of the transformation (4.23) we may bring the matrix t to its diagonal form. Alternatively, the channels may be defined using the canonical Kraus form (4.13) in which Kraus operators are given by the eigenvalues and eigenvectors of the dynamical matrix,
it follows that for any N = 2 bistochastic map the Kraus operators are
For the decaying channel, (also called amplitudedamping channel), which is not bistochastic, the eigenvectors of the dynamical matrix give
Basic properties of some selected maps are collected in Table 4 and illustrated in Fig. 2 .
The geometry of the set of bistochastic maps is simplest to understand for N = 2. As discussed in Sect. 5 this set coincides [64] with the set of N = 2 random external fields (5.2), which may be defined as the convex hull of four unitary operations, σ 0 = 1l, σ x , σ y and σ z . Thus, in agreement with (6.7), any onequbit bistochastic map Φ ∈ B 2 may be written as a convex combination of four −1, 1) , respectively. Hence, in accordance with the constraints (6.6), the set of bistochastic maps B 2 written in the canonical form (with diagonal matrix t), forms a tetrahedron, see Fig. 3a . Its center is occupied by the completely depolarizing channel with η = 0, which may be expressed as a uniform mixture of four extremal unitarities; Ψ * = (1l + σ x + σ y + σ z )/4. Interestingly, the set of non unital channels with a fixed translation vector κ = 0 forms a convex set which resembles a tetrahedron with its corners rounded [89] .
Observe that in the generic case | η i | < 1, which suggests that a typical onequbit CP map is a contraction. This is true also for higher dimensions, N > 2. The monotone distances (e.g. the trace distance and the Bures distance [74] ) do not increase under the action of CP maps. Apart from unitary (antiunitary) operations, for which these distances are preserved, the transformation inverse to a quantum operation is not an operation any more: some mixed states are sent outside the set of positive operators.
Positive and Decomposable Maps
Quantum transformations which describe physical processes are represented by completely positive maps. Why should we care about maps which are not completely positive? On one hand it is instructive to realize that seemingly innocent transformations are not CP, and thus do not correspond to any physical process. On the other hand incompletely positive maps (i.e. positive but not CP) provide a crucial tool in the investigation of entangled mixed states [82, 37, 38] .
Consider the transposition of a density matrix in a certain basis T : ρ → ρ T . 
In analogy to the Kraus form (4.13) we may write the canonical form of a not completely positive map
2) where the Kraus operators
form an orthonormal basis. The above form suggests that a positive map may be represented as a difference of two completely positive maps [95] . Even though this statement is correct (for finite N ), it does not solve the entire problem: taking any two CP maps and constructing a quasi-mixture (with negative weights allowed), Φ = (1 + a)Ψ CP 1 − aΨ CP 2 , we do not know in advance how large the contribution a of the negative part might be to keep the map Φ positive. Although some criteria for positivity are known for several years [91, 49, 70] , they do not allow one to perform a practical test, whether a given map is positive. A recently proposed technique of extending the system (and the map) a certain number of times is shown to give a constructive test for positivity for a large class of maps [24] . In fact the characterization of the set P N of positive maps:
is by far not simple and remains a subject of considerable mathematical interest [91, 18, 108, 21, 96, 79, 61, 25, 109, 56, 71, 63, 95, 62] . By definition, P N contains the set CP N of all CP maps as its proper subset.
To learn more about the set of positive maps we will need some other features of the operation of transposition T . For any operation Φ the modifications of the dynamical matrix induced by a composition with T may be described by the partial transpose transformation
To demonstrate this it is enough to use the explicit form of L T and the following law of composition of dynamical matrices. Since the composition of two maps ΨΦ results in the product of linear matrices,
Even though the composition of two maps is usually written as Ψ · Φ, to simplify the notation the symbol '·' will often be dropped. Note that both operations
Positivity of D ΨΦ follows also from the fact that the composition of two CP maps is completely positive. Alternatively one may prove the following reshuffling lemma:
Consider two Hermitian matrices A and B of the same size KN .
It was formulated in a different set up and proved in [36] . The sandwiching of Φ between two actions of transpositions does not influence the spectrum of the dynamical matrix, Properties (7.3) of the dynamical matrix imply that the map ΦT could be used instead to define the same set of CcP maps. Thus any CcP map may be written in a Kraus-like form
Moreover, as shown in Fig. 5 , the set CcP may be understood as the image of CP with respect to the transposition. Since we have already identified the transposition with a kind of reflection, it is rather intuitive to observe that the set CcP is a twin copy of CP with the same shape and volume. This property is easiest to analyze for the set B 2 of one qubit bistochastic maps [77] . The dual set of CcP unital one qubit maps, T (B 2 ), forms a tetrahedron spanned by four maps T σ i for i = 0, 1, 2, 3, which is the reflection of the set of the bistochastic maps with respect to the center of the tetrahedron -the completely depolarizing channel Φ * , see Fig. 3b . Observe that the corners of B 2 are formed by proper rotations, for which det(t) = η 1 η 2 η 3 is equal to +1, while the extremal points of the set of CcP maps represent reflections for which det(t) = −1.
A positive map Φ is called decomposable, if it may be expressed as a convex combination of a CP map and a CcP map, Φ = aΦ CP + (1 − a)Φ CcP with a ∈ [0, 1]. A relation between CP maps acting on quaternion matrices and the decomposable maps defined on complex matrices was shown by Kossakowski [56] . An important characterization of the set P 2 of positive maps acting on (complex) states of one qubit follows from the Størmer-Woronowicz theorem [91, 108] Every one-qubit positive map Ψ ∈ P 2 is decomposable.
In other words, the entire set of one qubit positive maps can be represented by the convex hull of the set of CP and CcP maps, P 2 = conv hull (CP 2 ∪ CcP 2 ). This property, illustrated in Fig. 6 , holds also for the maps M (2) → M (3) and M (3) → M (2) [107], but is not true in higher dimensions, in particular in the sets P N with N ≥ 3. Consider a map defined on M (3) , depending on three non-negative parameters,
(7.7) The map Ψ 2,0,2 ∈ P 3 was a first example of a indecomposable map found by Choi in 1975 [20] in connection with positive biquadratic forms. As denoted schematically in Fig. 6b this map is extremal and belongs to the boundary of the convex set P 3 . The Choi map was generalized later in [22] and in [17] , where it was shown that the map (7.7) is positive if and only if
while it is decomposable if and only if
In particular, Ψ 2,0,c is positive but not decomposable for c ≥ 1. All generalized indecomposable Choi maps are known to be atomic [33] , it is they cannot be written as a convex sum of 2-positive and 2-co-positive maps [97] . An example of an indecomposable map belonging to P 4 was given by Robertson [86] . A family of indecomposable maps for an arbitrary finite dimension N ≥ 3 was recently found by Kossakowski [57] . They consist of an affine contraction of the set M (N ) of density matrices into the ball inscribed in it followed by a generic rotation from O(N 2 − 1). Although several other methods of construction of indecomposable maps were proposed [98, 97, 78, 51] , some of them in the context of quantum entanglement [100, 110, 34] , the general problem of describing all positive maps remains open. In particular, it is not known, if one could find a finite set of K positive maps {Ψ j }, such that
Due to the theorem of Størmer and Woronowicz the answer is known only for N = 2, for which K = 2, Ψ 1 = 1l and Ψ 2 = T . As emphasized by the Horodecki family in an important work [37] these properties of the set P N become decisive for the separability problem: the separability criterion based on the positivity of (1l ⊗ T )ρ works for the system of two qubits, but does not solve the problem in the general case of the N × N composite system.
The indecomposable maps are worth investigating, since each such map provides a criterion for separability. Conditions for a positive map Φ to be decomposable were found some time ago by Størmer [92] . Since this criterion is not a constructive one, we describe here a simple test which may confirm the decomposability. Assume first that the map is not symmetric with respect to the transposition Φ = T Φ. These two different points determine a line in the space of maps, parameterized by β, along which we analyze the dynamical matrix
and check its positivity by diagonalization. Assume that this matrix is found to be positive for some β * < 0 (or β * > 1), then the line (7.10) crosses the set of completely positive maps (see Fig. 7a ). Since D(β * ) represents a CP map Ψ CP , hence D(1 − β * ) defines a completely co-positive map Ψ CcP , and we find an explicit decomposition, Φ = [−β * Ψ CP + (1 − β * )Ψ CcP ]/(1 − 2β * ). In this way the decomposability of Φ may be established, but with this criterion one cannot confirm that a given map is indecomposable.
To study the geometry of the set of positive maps it is convenient to work with the Hilbert-Schmidt distance, defined by the HS norm of the difference between the 
The two first quantities may be easily found by diagonalization,
by construction the evaluation of positivity is more involved, since one needs to perform the minimization over the space of all product states, i.e. the Cartesian product CP N −1 × CP N −1 . No straightforward method of computing this minimum is known, so one has to rely on numerical minimization. In certain cases this quantity was estimated analytically by Terhal [100] and numerically by Gühne et al. [31, 32] in the context of characterizing the entanglement witnesses. In fact a non-positive dynamical matrix D, which describes a non completely positive map, may be just considered as an entanglement witnesses -an operator D such trDρ is not negative for all separable states and negative for a given entangled state [65, 66, 101, 14, 83] .
As For any not completely positive map Φ nCP one may look for its best approximation with a physically realizable CP map Φ CP , e.g. by minimizing their HS distance d(Φ nCP , Φ CP ) -see Fig. 9a . Such maps, called structural physical approximation were introduced in [42] to propose an experimentally feasible scheme of entanglement detection and later studied in [28] .
To see a simple application of complete positivity, consider a nonphysical positive map with cp(Φ nCP ) = −x < 0. Its possible CP approximation, but generally not the optimal one, may be constructed out of its convex combination with the completely depolarizing channel Ψ * . Diagonalizing the dynamical matrix representing the map Ψ x = aΦ nCP + (1 − a)Ψ * with a = 1/(N x + 1) we see that its smallest eigenvalue is equal to zero, so Ψ x belongs to the boundary of CP N . Hence the distance d(Φ nCP , Φ x ), which is a function of the complete positivity cp(Φ nCP ), gives an upper bound for the distance of Φ nCP from the set CP. In a similar way one may use ccP (Φ) to obtain an upper bound for the distance of an analyzed non CcP map Φ nCcP from the set CcP. Interestingly, the solution of the analogous problem in the space of density matrices allows one to characterize the entanglement of a two-qubit mixed state ρ 1 by its minimal distance to the set of separable states. In the two-qubit system the entangled states do not have positive partial transpose, so T A (ρ 1 ) is not a state. As shown in Fig. 9b one may also study a related problem of finding the state ρ 2 which is closest to T A (ρ 1 ). . Since for any trace preserving CP map we may find a dynamical matrix, and vice versa, the correspondence between the maps from CP N and the states of M (N 2 ) I is one-to-one. In Table 5 this isomorphism is labeled by J III . Let us find the dynamical matrix for the identity operator,
Jamio lkowski Isomorphism
where ρ ψ = | ψ ψ | represents the operator of projection on the maximally entangled state of the composite system
This state is written in its Schmidt form [81] (for N = 2 it is the famous Bell state), and we see that all its Schmidt coefficients are equal, 
Bell states 
To show this we represent the linear map Φ by its matrix L introduced in (4.1), write the operator Φ ⊗ 1l as an eight-index matrix and study its action on the state 
In the above formula, the standard multiplication of square matrices takes place in contrast to (4.1), in which the state ρ acts on a simple Hilbert space and is treated as a vector. Note that (8.3) may be obtained as a special case of (8.5) if one takes for ρ the maximally entangled state (8.2), for which (ρ ψ ) R = 1l. Formula (8.5) provides a useful application of the dynamical matrix corresponding to a map Φ acting on a subsystem. Since the normalization of matrices does not influence positivity, this result implies the reshuffling lemma (7.5).
Formula (8.3) may also be used to find operators D associated with positive maps Φ which are neither trace preserving nor complete positive. The correspondence between the set of positive linear maps and dynamical matrices acting in the composite space and positive on product states is called Jamio lkowski isomorphism since it follows from his results obtained in [48] . Some aspects of the duality between maps and states were recently investigated in [36, 8] . Let us mention here explicitly certain special cases of this isomorphism labeled by J I in Table 5 . The set of all completely positive maps Φ is isomorphic to the set of all positive matrices D, (case J II ). Unital CP maps are related to dynamical matrices which satisfy tr B D = 1l (case J IIIa ). The set of all quantum operations, (i.e. the trace preserving, CP maps) corresponds to the set of positive matrices D fulfilling another constraint, tr A D = 1l, see Table 5 , item J III . An apparent asymmetry between the role of both subsystems is due to the particular choice of the relation (8.3) ; if the operator 1l ⊗ Φ is used instead, the subsystems A and B in the partial trace constraints need to be interchanged.
An important case J IV of the isomorphism concerns the states with positive partial transpose, ρ T A ≥ 0. called briefly PPT states. Another case, J IV a , relates the set of unitary rotations, ρ = Φ(ρ) = U ρU † with the maximally entangled states, (U ⊗ 1l)| ψ ψ |. The local unitary operation (U ⊗ 1l) preserves the purity of a state and its Schmidt coefficients. Thus the set of unitary matrices U of size N is isomorphic to the set of the maximally entangled pure states of the composite N × N system. In particular, vectors obtained by reshaping the Pauli matrices σ i represent the Bell states in the computational basis, as listed in Table 5 . Eventually, case J V consists of a single, distinguished point in both spaces: the completely depolarizing channel Φ * and the corresponding maximally mixed state ρ * . Note the following inclusion relations of the sets mentioned in Table 5 , Table 5 : if D Φ is block positive, then the corresponding map Φ sends positive operators into positive operators [48] . As listed in Table 5 and shown in Fig. 9 the Jamio lkowski isomorphism (9.1) may be applied in various setups [8] . Relating linear maps from P N with the operators acting on the extended space H N ⊗ H N we may compare: (i) individual objects, e.g. completely depolarizing channel Φ * and the maximally mixed state ρ * , (ii) families of objects, e.g. the depolarizing channels and the Werner states [105] , (iii) entire sets, e.g. the set of CP ∪ CcP maps and the set of PPT states, (iv) certain problems, e.g. for an arbitrary CP map Φ find the closest CcP map, and the problem of finding the PPT state (separable state for N = 2) closest to an arbitrary (entangled) state, and Table 5 .
(v) their solutions . . .
To get some more experience concerning the analyzed duality between quantum maps and quantum states compare both sides of Fig. 9 . Note that this illustration may also be considered as a strict representation of a fragment of the space of one-qubit unital maps (a) or the space of two-qubits density matrices in the HS geometry (b). It is nothing else but the cross-section of the cube representing the positive maps in Fig. 3c along the plane determined by 1l, T and Φ * .
Let us finish this section by pointing out an analogue of the Jamio lkowski isomorphism in the classical case. The space of all classical states -probability vectors of size N -forms the (N − 1)-dimensional simplex ∆ N −1 . A discrete dynamics in this space is given by a stochastic transition matrix T N : ∆ N −1 → ∆ N −1 . It contains non-negative entries, and due to stochasticity the sum of all its elements is equal to N . Hence reshaping the transition matrix T N and rescaling it by 1/N we receive a probability vector t of length N 2 . The classical states defined in this way form an N (N − 1)-dimensional, convex subset of ∆ N 2 −1 of measure zero. Consider, for instance, the set of N = 2 stochastic matrices, which can be parameterized as
The set of the corresponding probability vectors t = (a, b, 1 − a, 1 − b)/2 forms a square of size 1/2, the maximal square which can be inscribed into the unit tetrahedron ∆ 3 of all N = 4 probability vectors. The classical dynamics may be considered as a (very) special subclass of quantum dynamics, defined on the set of diagonal density matrices. Hence the classical and quantum duality between maps and states may be succinctly summarized in the following, commutative diagram quantum :
[Φ :
Alternatively, vertical arrows may be interpreted as the action of the coarse graining operation Ψ CG defined in Sect. 5. For instance, for the trivial (do nothing) one-qubit quantum map Φ 1l , the superoperator L = 1l 4 restricted to diagonal matrices gives the identity matrix, T = 1l 2 , and the classical state t = (1, 0, 0, 1)/2 ∈ ∆ 3 . On the other hand, this very vector represents the diagonal of the maximally entangled state 
Envoi
In this work we analyzed the space P N of positive maps which send the set of mixed quantum states M (N ) into itself, and its various subsets: the set CP N of completely positive maps, and the set B N of bistochastic maps. For any quantum map Ψ we have introduced three quantities, (7.11)-(7.13), to characterize the location of Ψ with respect to the boundaries of the sets of positive (completely positive or completely co-positive) maps. We have defined and investigated the set of unistochastic maps, the elements of which are determined by a unitary matrix U of size N 2 and correspond to the coupling with the N -dimensional environment, initially in the maximally mixed state.
The spaces of quantum maps (stochastic, bistochastic, unitary evolutions), which act on the set M (N ) of mixed quantum states, may be related with the corresponding classical maps (stochastic, bistochastic, permutations), which act on the simplex ∆ N −1 of all N -point probability distributions. We have extended the Jamio lkowski isomorphism, linking the space of quantum maps with the space of bipartite quantum states, to the classical case (9.2).
In general the state-map duality, analyzed in this paper, may be formulated and applied in a variety of contexts and setups. For instance, the set of SU(4) matrices may be considered as:
(a) the space of maximally entangled states of a composite, 4 × 4 system, | ψ ∈ CP 15 ⊂ M (16) , (b) the set of two-qubit unitary gates acting on M (4) -see e.g. [58, 35, 113, 75] , (c) the set BU 2 of one qubit unistochastic operations (3.11), Ψ U ∈ B U 2 ⊂ B 2 ⊂ CP 2 .
To conclude, we would like to convey two main points. On the one hand, the set of positive maps has an interesting geometry, which is worthy of investigation in the general case N ≥ 3. On the other hand, the marvelous duality between quantum maps and quantum states, based on the Jamio lkowski isomorphism, allows one to apply all the knowledge gained in studying the set of quantum maps to describe the set of quantum states (or conversely). For instance, the known structure of the set of completely positive maps relates to the structure of all quantum states, while the description of the (larger) set of all positive maps would allow us to describe the subset of all separable states.
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