This paper concerns the development of a system for the recognition of a context or an environment based on acoustic information only. Our system uses mel-frequency cepstral coefficients and their derivatives as features, and continuous density hidden Markov models (HMM) as acoustic models. We evaluate different model topologies and training methods for HMMs and show that discriminative training can yield a 10% reduction in error rate compared to maximum-likelihood training. A listening test is made to study the human accuracy in the task and to obtain a baseline for the assessment of the performance of the system. Direct comparison to human performance indicates that the system performs somewhat worse than human subjects do in the recognition of 18 everyday contexts and almost comparably in recognizing six higher level categories.
INTRODUCTION
Information about the environment would enable wearable devices to provide better service to users' needs, e.g. by adjusting the mode of operation according to the context. Many sources of information for sensing the environment are available. In this paper, we consider audio-based context awurene.~,~, where the decision is based merely on the available acoustic information.
The reported work continues the research first described in [I] . In this paper, we describe a listening test made to facilitate the direct comparison of the system's performance to that of human subjects. A forced choice test with identical test samples and reference classes for the subjects and the system is used. The second main concern in this paper is to evaluate different methods for training the hidden Markov models used to represent the feature statistics. We are dealing with a highly varying acoustic material where practically any imaginable sounds can occur. Thus, it is most likely that the acoustic models we are using are not able to sufficiently model the observation statistics. Therefore, we propose using discriminative training instead of conventional maximumlikelihood training. Neither is there any guarantee that a similar model would be appropriate for all classes. Determining the structure of the model from the data is thus an interesting approach, and we make experiments with an algorithm recently proposed for simultaneous training and model order selection of one-state HMMs [2]. 
ACOUSTIC MEASUREMENTS
The database consisted of 225 real-world recordings from a variety of different contexts, or environments. The recording procedure has been described in [I] . Two training and testing setups were formed from the samples. Setup I consisted of 155 recordings of 24 contexts that were used for training and 70 recordings of 16 contexts were tested. Setup 2 was used in the listening test and in the direct comparison, and had two nonoverlapping sets of 45 samples from 18 different contexts in the test set. A higher level of abstraction may he sufficient for some applications. Hence, the recordings were also categorized into six classes that are more general according to some common characteristics. These categories are outdoors, vehicles, public places, offices and quiet places, home, and reverberant places.
SYSTEM DESCRIPTION

Feature extraction
Mel-frequency cepstral coefficients (MFCC) were found to be a well performing feature set in this task [I] , and are used as the front-end parameters in our system. The input signal is first preemphasized with the FIR filter 1,4).97z-' . MFCC analysis is performed in 30 ms windowed frames advanced every 15 ms. The number of triangular filters was 40, and they occupied the band from 80Hz to half the sampling rate. The number of cepstral coefficients was 1 I after the zeroth coefficient was discarded, and appending the first time derivatives approximated with a 3-point first-order polynomial fit resulted in a feature vector s i x of 22. The resulting features were both mean and variance normalized. The needed likelihoods can he efficiently computed using the forward-backward algorithm. or approximated with the likelihood of the single most likely path given by the Viterbialgorithm. 
The hidden Markov model
Simultaneous training and order selection of GMMs
A one-state continuous-density HMM, i.e. a GMM, is treated here separately since recently an interesting algorithm for simultaneous training and order selection of GMMs has been presented [2] . The algorithm is based on embedding the evaluation of an information theoretic criterion, in this paper the Minimum Description Length (MDL) within the EMiterations. The criterion includes a term measuring the likelihood of the data, and a penalizing term that grows, as the models become more complex. The algorithm starts with a large number of components M,, > > I , and then merges or destroys components with little support, evaluating the criteria for each model candidate. The final model is the one giving the minimum for the criterion. This algorithm is referred as the agglomerative EM (AEM).
In our implementation of the algorithm, the search for the components to be merged was slightly modified from the procedure presented in [Z] . After the EM converged, the component mrmn with the smallest weight was merged into the component that corresponded to the minimum of the symmetric Kullback-Leibler divergence between mmin and the other densities.
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Test setup
Two test setups were used. In Setup I , 70 samples of 16 different contexts were tested, and models for 24 reference classes were trained using all the 155 samples not included in the test set. In the training set, the length of samples was 160 s, in the test set only 60 s was used in all simulations. For Setup 2, models were trained separately for both 45-sample subsets, and each time all the remaining samples were used for model training. The final recognition result was the average of the two results.
GMM
The results obtained with GMMs trained with different algorithms are presented in Table 1 . The baseline GMM recognition system consisted of a fixed-order model trained with the EM-algorithm. We trained models with different number of components (M). The best accuracy was obtained with just two Gaussian components. Table 1 also shows the results obtained using the discriminative training algorithm (AMMI). Values of 1 ranging from 0.1 to 0.9 were tested, and the number of discriminative training iterations was 5. In Table I , the recognition rate obtained by using the model corresponding to the best training set recognition accuracy is reported. The optimal value for 1 was between 0.3 and 0.4, and the number of discriminative training iterations giving the best training set accuracy varied between 2 and 5 . It was observed that usually the maximal test set accuracy was obtained with value of 1 and number of iterations ather than those resulting in the best accuracy on the training set. However, since we do not have access to the test set in real applications, those can only be considered as the upper limit of achievable recognition rate, and are 71.9%. 73.7% and 72.1% for 1.2, and 3 components, respectively.
The size of our database compared to the dimension 22 of the feature vector proved out to be t m small for the AEM algorithm to work properly: it gave considerably larger model orders than the optimal baseline with M = 2. We wanted to test if AEM could provide any performance gain if lowerdimensional features were used. We downsampled the data to 8 kHz, and used only 7 dimensional MFCC coefficients as features. Now, the AEM gave an average model order of 38.6 with standard deviation 3.98. The baseline with 20 components provided an accuracy of @.I%, whereas the models trained with the AEM resulted in 62.6% accuracy. Table 2 . Recognition rates with Setup 1 using HMMs.
HMM
The Baum-Welch algorithm was used to train the baseline HMMs. The state means and variances were initialized by kmeans clustering. The topologies tested were a fully connected HMM and a left-right HMM with skips. The number of states and component densities per state was varied. Increasing the number of components in each state was obtained by gradually increasing the model order from one to the desired order by splitting the component with the largest weight. The results in Table 2 are shown for one-component emission densities that yielded the best recognition accuracy. Increasing the number of components in state emission densities lowered the recognition rates somewhat.
Table 2 also shows the results obtained using discriminative training (AMMI). As with GMMs, different values of I and different number of discriminative training iterations were tested, and Table 2 shows the recognition rate obtained with models giving the best accuracy on the training set.
LISTENING TEST
The aim of the listening test was to study the human ability to recognize contexts based on auditory signals only, in order to obtain a baseline for the assessment of computational model performance. This experiment was organized in three listening tests. The first studied how accurately and how fast the environment could be recognized. The second considered the importance of spatial information in recognition. The third investigated the importance of different cues for recognition.
Listening test setup
All tests were performed in an lTU-R BS.1116-I [3] compliant listening room. Audio samples were reproduced over a stereophonic setup using Genelec 1031A loudspeakers placed at +30" in front of the listener. The test design and administration were performed using the Presentation software [4] . 18 subjects participated in the test, which was designed for two groups, each including the same number of stimuli and identical contexts. This permitted the use of a larger amount of samples, while keeping the total duration of the test within one hour per subject. The listening test started with a training session using nine samples not included in the actual test to familiarize the subjects with the user interface and the test setup. In the three experiments, subjects were instructed to try to recognize the context as fast as possible. The subjects were asked to make a forced choice from the list of 27 possible responses.
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Results of the listening test
Two measures were analyzed from this test, the recognition rate and the reaction time for each stimulus. The recognition rate was analyzed as a set of right or wrong answers using a nonparametric statistical procedure. For the reaction time, the statistical analysis was performed with a parametric statistical procedure (ANOVA).
Stereo text
The average recognition rite was 69% for context and 88% allowing confusions within the six higher level categories. Figure 1 presents the recognition rate for each of the 18 contexts averaged over all listeners (differences between groups were not significant). Overall, the average reaction time was 13 seconds ranging from 5 seconds (nature) to 21 seconds (library). It should be noted, however, that reaction time for the higher level recognition only would probably be significantly faster. Indeed, some of the subjects reported that they could exclude most of the contexts fast, but the final decision between specific contexts from the same broader class t w k more time.
Mono/Stereo/Binaurul test
For this test, recognition rates were compared for monophonic, stereophonic and binaural presentations. A set of 18 samples not included in the stereo test from nine different environments was used for each configuration. For the binaural samples, cross-talk cancellation was applied. The recognition rate averaged over the three techniques was 66% for context and it increased to 88% for the higher level categories. The average recognition rate for binaural, mono and stereo samples were 62% 63% and 70% at the context level, respectively. For the higher level categories, the rates were 90%. 86% and 89%. These differences are not statistically significant. However, differences in reaction times were significant.
Qualitative rest
In the last suh-test, subjects were asked to listen to nine samples and rate the information they used in the recognition process. After each stimulus, listeners filed a form in which they were asked to evaluate and rate on a 6-point discrete scale the importance of different cues in recognition. The results indicate that human activity and spatial information cues are most often used. Two cues that weremot so often used but received high importance ratings were prominent events and nature sounds. 
COMPARISON TO THE HUMAN ABILITY
A direct comparison to the human ability was made using exactly the same test samples and reference classes as in the listening test. Figures 1 and 2 summarize the results for the subjects and the system on this test setup. Results are shown both for context recognition and at the higher category level. The results of the system have been obtained using 2-state fullyconnected HMMs. The averaged recognition accuracies of the computer system are 61% and 85% against the accuracies 69% and 88% obtained in the listening test for context and higher level classes, respectively. No improvement was observed by using discriminative training; the results with models giving the best training set accuracy were the same as with the baseline. However, the upper-limit recognition rates were 64% and 90% for 18 and 6 classes, respectively, with I =0.4 and four iterations of discriminative training. One explanation for the differences in results at the context level may be that the system does not use any spatial information.
