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Abstract
We construct the field of p-adic numbers as the completion of the rational numbers
with respect to the p-adic distance. We also give the definition of the p-adic ζ
function: a function of a p-adic variable that interpolates the values of Riemann’s
ζ function at negative integers, and which we construct using the theory of p-adic
integration.
Resum
En primer lloc, constru¨ım el cos dels nombres p-a`dics com la completacio´ dels
nombres racionals respecte la dista`ncia p-a`dica i en donem algunes propietats
rellevants. A continuacio´, definim la funcio´ ζ p-a`dica: una funcio´ de variable p-
a`dica que interpola els valors de la funcio´ ζ de Riemann als enters negatius, i que
es construeix mitjanc¸ant la teoria d’integracio´ p-a`dica.
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1 Introduccio´
Aquest treball te´ dues parts diferenciades. A la primera part es defineix la dista`ncia
p-a`dica als racionals, es donen propietats d’aquesta me`trica i es construeix el cos
dels nombres p-a`dics com la completacio´ dels racionals per la dista`ncia p-a`dica
mitjanc¸ant successions de Cauchy. Per concloure s’explica com operar dins d’aquest
cos i es do´na un teorema important dins del mo´n dels p-a`dics que do´na condicions
per a les quals un polinomi te´ arrels als p-a`dics i com calcular aquestes arrels, el
Lema de Hensel.
A la segona part es construeix la funcio´ zeta p-a`dica. Comencem recordant la
funcio´ ζ de Riemann , la seva extensio´ al pla complex i els valors especials que
pren als enters senars negatius relacionats amb els nombres de Bernoulli. Llavors
mitjanc¸ant la interpolacio´ p-a`dica i la integracio´ p-a`dica constru¨ım una funcio´ de
variable p-a`dica que en un subconjunt dens dins dels p-a`dics pren els mateixos valors
que pren la funcio´ ζ de Riemann als enters negatius. Me´s exactament, fixant un
s0 ∈ {0, 1, ..., p− 2} constru¨ım una funcio´ ζp,s0(s) que per a enters k positius de la
forma k = s0 + (p− 1)s amb s ∈ Z≥0 , satisfa` la propietat d’interpolacio´:
ζp,s0(s) = (1− pk−1)ζ(1− k).
Aquest e´s el contingut del Teorema 6.2, el resultat principal d’aquesta segona part
del treball.
Aquesta construccio´ de la funcio´ ζp esta´ basada en la construccio´ que va fer
Barry Mazur de la funcio´ zeta p-a`dica de Kubota-Leopold. En aquest treball s’han
seguit principalment els llibres de Neal Koblitz p-adic Numbers, p-adic Analysis,
and Zeta-Functions [1] i de Fernando Q. Gouveˆa p-a`dic Numbers [2].
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2 Els p-a`dics
En aquest primer cap´ıtol presentarem els nombres p-a`dics i les seves propietats d’una
manera constructiva. Comenc¸arem recordant alguns conceptes ba`sics de topologia.
Donarem la definicio´ de dista`ncia p-a`dica. Definirem el cos dels nombres p-a`dics
com la completacio´ de Q respecte a la dista`ncia p-a`dica. Per acabar, enunciarem el
Lema de Hensel, que podr´ıem veure’l com un ana`leg p-a`dic del me`tode de Newton
per a resoldre equacions.
2.1 Eines ba`siques
Comenc¸arem recordant algunes definicions ba`siques per tal de construir poc a poc
els nombres p-a`dics.
Definicio´ 2.1. Un conjunt F direm que e´s un cos, si e´s un conjunt amb dues
operacions (+, ·), tal que:
• F e´s un grup commutatiu respecte a l’operacio´ +,
• F \{0} e´s un grup commutatiu respecte a l’operacio´ ·,
• compleix la llei distributiva a · (b+ c) = a · b+ a · c per qualsevol a, b, c ∈ F .
Definicio´ 2.2. Sigui X un conjunt no buit, definim com dista`ncia a X tota funcio´
d : X ×X → R≥0 que compleixi per tot x, y, z ∈ X les segu¨ents propietats:
i. d(x, y) = 0⇔ x = y,
ii. d(x, y) = d(y, x),
iii. d(x, y) ≤ d(x, z) + d(z, y) (Desigualtat triangular).
Un conjunt X amb una dista`ncia (o me`trica) d es diu espai me`tric (X, d).
Observacio´. El mateix conjunt X pot donar lloc a diferents espais me`trics depenent
de la dista`ncia que hi definim.
En aquest treball, les me`triques que farem servir so´n me`triques que provenen
d’una norma sobre un cos.
Definicio´ 2.3. Sigui F un cos, una funcio´ ‖ · ‖ : F → R≥0 direm que e´s una norma
si per a tot x, y ∈ F es compleixen:
i. ‖x‖ = 0⇔ x = 0,
ii. ‖x · y‖ = ‖x‖ · ‖y‖,
iii. ‖x+ y‖ ≤ ‖x‖+ ‖y‖ .
A tota norma se li pot associar una dista`ncia definint-la per d(x, y) = ‖x − y‖.
Es pot comprovar fa`cilment que una dista`ncia que prove´ d’una norma satisfa` els
axiomes de la definicio´.
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2.2 Me`trica p-a`dica
En aquest punt, intruirem els conceptes p-a`dics com l’ordre p-a`dic d’un nombre
racional, la norma p-a`dica a Q o la dista`ncia p-a`dica a Q. I conceptes me´s generals
com equivale`ncia entre dista`ncies, per tal d’arribar al teorema d’Ostrowsqui que
classifica les normes a Q.
Definicio´ 2.4. Sigui p un nombre primer qualsevol, sigui a qualsevol enter diferent
de zero. Definim l’ordre p-a`dic d’a (el notarem com ordpa) com la major pote`ncia
de p que divideix a; e´s a dir, el n me´s gran tal que a ≡ 0 (mod pn).
Per exemple ord770 = 1, ord247 = 0, ord3243 = 5. Per conveni, es fa servir que
per qualsevol primer p ordp0 = ∞. E´s fa`cil veure que l’ordre p-a`dic te´ propietats
semblants als logaritmes, com per exemple ordp(a · b) = ordpa+ ordpb.
Una vegada definit l’ordre d’un enter, estenem la definicio´ a tot Q de forma
natural.
Definicio´ 2.5. Donat x ∈ Q, expressem x com una fraccio´ x = a
b
amb a, b ∈ Z on
b 6= 0, definim l’ordre p-a`dic de x com:
ordpx = ordpa− ordpb
E´s fa`cil veure que aquesta definicio´ no depe`n de la forma en que` expressem x,
sino´ que nome´s depe`n de x. Aix´ı si prenem x = a·c
b·c llavors
ordpx = ordp(ac)− ordp(bc) = ordpa− ordpc− ordpb+ ordpc = ordpa− ordpb.
Ara ja podem definir la norma p-a`dica a Q, | · |p : Q→ R≥0 com
|x|p =
{
0 si x = 0
p−ordpx si x 6= 0.
Abans de continuar, comprovem que compleix les tres condicions de les normes:
i. Si x = 0 ⇒ |x|p = 0,
si |x|p = 0 ⇒
{
x = 0, o be´
p−ordpx = 0⇔ ordpx =∞⇔ x = 0.
ii. Si x = 0 o y = 0 e´s obvi. Suposem x, y ∈ Q\{0}, llavors
|x · y|p = 1
pordp(xy)
=
1
p(ordpx+ordpy)
=
1
pordpx · pordpy = |x|p · |y|p.
iii. Com al punt anterior, si algun dels dos o la seva suma e´s zero e´s trivial
la comprovacio´. Suposem doncs que x, y, x + y ∈ Q\{0}. Siguin x = a
b
i y = c
d
les seves expressions me´s simples, llavors tenim x + y = ad+bc
bd
i
ordp(x + y) = ordp(ad + bc)− ordp(bd). Fent servir ara que l’ordre p-a`dic de
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la suma de dos termes e´s me´s gran o igual que el menor dels ordres p-a`dics
dels sumands obtenim:
ordp(x+ y) ≥ min{ordp(ad), ordp(bc)} − ordpb− ordpd =
= min{(ordpa+ ordpd), (ordpb+ ordpc)} − ordpb− ordpd =
= min{(ordpa− ordpb), (ordpc− ordpd)} =
= min{ordpx, ordpy}.
Per tant |x+y|p = p−ordp(x+y) ≤ max{p−ordpx, p−ordpy} = max{|x|p, |y|p} ≤ |x|p+|y|p.
Observacio´. Si ens quedem amb |x + y|p ≤ max{|x|p, |y|p}, tenim una propietat
molt me´s forta que la tercera propietat de les normes, que ens permet definir un
tipus me´s espec´ıfic de normes.
Definicio´ 2.6. Sigui F un cos. Una norma ‖ · ‖ : F → R≥0 es diu no
arquimediana si per a tot x, y ∈ F es compleix ‖x + y‖ ≤ max{‖x‖, ‖y‖}.
De la mateixa manera, una me`trica es diu no arquimediana (o ultrame`trica) si
d(x, y) ≤ max{d(x, z), d(z, y)} per tot x, y, z ∈ F .
Observacions.
• La propietat iii de les dista`ncies es coneix com desigualtat triangular, ja que
al pla amb la me`trica euclidiana agafant dos costats d’un triangle qualsevol
la seva suma sempre sera` me´s gran o igual que el tercer costat. Pero` amb una
norma no arquimediana a un cos F, si agafem dos costats d’un triangle i la
tercera propietat de les normes no arquimedianes (‖x+ y‖ ≤ max{‖x‖, ‖y‖})
arribem a la conclusio´ que tot triangle e´s iso`sceles. Aquesta propietat es
coneix com principi del triangle iso`sceles i es demostra fa`cilment veient que
aquesta desigualtat es una igualtat quan ‖x‖ 6= ‖y‖. Suposem, per exemple,
que ‖x‖ < ‖y‖ llavors ‖x + y‖ ≤ max{‖x‖, ‖y‖} = ‖y‖, pero` d’altra banda
‖y‖ = ‖(x+ y)−x‖ ≤ max{‖x‖, ‖x+ y‖}. Com ‖y‖ e´s estrictament me´s gran
que ‖x‖ llavors ‖y‖ ≤ ‖x + y‖, i per tant ‖x + y‖ = ‖y‖ = max{‖x‖, ‖y‖}.
Fent servir la dista`ncia indu¨ıda per aquesta norma i prenent ara un triangle de
ve`rtexs x, y, z si d(x, y) = d(y, z) el triangle e´s iso`sceles, i si d(x, y) 6= d(y, z)
llavors
d(x, z) = ‖z − x‖ = max{‖(y − z)‖, ‖(x− y)‖} = max{d(z, y), d(y, x)},
per tant sempre e´s iso`sceles.
• Sigui r > 0, definim la bola oberta de radi r i centre a ∈ F com
B(a, r) := {x ∈ F : ‖x− a‖ < r}.
Si suposem que ‖ · ‖ e´s una norma no arquimediana, llavors per a tot
b ∈ B(a, r) e´s fa`cil veure, mitjanc¸ant una demostracio´ semblant a l’anterior,
que B(a, r) = B(b, r). E´s a dir, qualsevol punt de la bola e´s centre. El mateix
raonament es pot fer per les boles tancades.
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Definicio´ 2.7. Sigui (X, d) un espai me`tric, diem que una successio´ {an}n ⊂ X
e´s una successio´ de Cauchy si per a tot ε positiu, existeix N ∈ N tal que per a tot
n,m > N , d(an, am) < ε.
Definicio´ 2.8. En un conjunt X, dues dista`ncies d1 i d2 diem que so´n equivalents
si tota successio´ {an}n ⊂ X, e´s de Cauchy respecte d1 si i nome´s si ho e´s respecte
d2.
Direm que dues normes so´n equivalents quan les dista`ncies que indueixen ho so´n.
Ens referirem com norma trivial a la la norma que pren sempre valor 1, excepte
en el zero. I farem servir | · |∞ pel valor absolut.
Ara ja estem en disposicio´ d’enunciar el teorema d’Ostrowski sobre les normes
als racionals, que principalment ens diu que ja hem trobat totes les normes que
existeixen sobre el cos Q.
Teorema 2.1. (Ostrowski) Sigui ‖ · ‖ una norma a Q no trivial. Aleshores, la
norma ‖ · ‖ e´s equivalent a | · |p per a algun p primer o per p =∞ .
Demostracio´. Per demostrar aquest teorema diferenciarem els casos en que la
norma dels naturals e´s sempre me´s petita o igual a 1 i els casos en que existeix
algun natural amb norma me´s gran que 1.
• Cas 1. Suposem que ∃n ∈ N tal que ‖n‖ > 1 i sigui n0 el menor natural que ho
compleix . Com ‖n0‖ > 1, existeix un nombre real positiu α tal que ‖n0‖ = nα0 .
Ara escrivim n ∈ N en la base n0 de la forma n = a0 +a1n0 +a2n20 + ...+asns0
amb 0 ≤ ai < n0 i as 6= 0. Llavors si apliquem la norma i la seva desigualtat
triangular
‖n‖ ≤ ‖a0‖+ ‖a1n0‖+ ‖a2n20‖+ ...+ ‖asns0‖ = ‖a0‖+ ‖a1‖nα0 + ...+ ‖as‖nsα0
Com ai < n0 i n0 e´s el me´s petit natural amb norma me´s gran que 1, llavors
‖ai‖ ≤ 1 i arribem a
‖n‖ ≤ 1 + nα0 + ...+ nsα0 = nsα0 (1 + n−α0 + ...+ n−sα0 ) ≤ nsα0
( ∞∑
i=0
1
nαi0
)
.
Anomenem C :=
∑∞
i=0(
1
n0
)αi, llavors tenim ‖n‖ ≤ Cnα per a tot n ∈ N.
Prenem ara un N prou gran, apliquem la desigualtat a nN i prenem arrels
N-e`simes per obtenir ‖n‖ ≤ N√Cnα. Si ara fixem n i fem tendir N cap a
l’infinit arribem a ‖n‖ ≤ nα.
Fixant-nos en l’expressio´ de n en base n0, tenim n
s+1
0 > n ≥ ns0. Com
‖ns+10 ‖ = ‖ns+10 + n− n‖ ≤ ‖n‖+ ‖ns+10 − n‖, llavors
‖n‖ ≥ ‖ns+10 ‖ − ‖ns+10 − n‖ ≥ n(s+1)α0 − (ns+10 − n)α,
fent servir ara que n0 < n < n
s+1
0 i ‖n‖ ≤ nα, llavors
‖n‖ ≥ n(s+1)α0 − (ns+10 −ns0)α = n(s+1)α0
[
1−
(
1− 1
n0
)α]
= C ′n(s+1)α0 ≥ C ′nα.
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Com abans, ho apliquem a nN , prenem arrels N-e`simes i fem N → ∞ per
arriba a ‖n‖ ≥ nα, per tant ‖n‖ = nα. De la segona propietat de les normes,
arribem a ‖x‖ = |x|α per tot x ∈ Q, i com | · |α e´s equivalent a | · | = | · |∞, e´s
suficient per demostrar que ‖ · ‖ e´s equivalent a | · |∞.
• Cas 2. En aquest cas suposem que tot n ∈ N te´ norma me´s petita o igual que
1. Sigui n0 ∈ N el me´s petit natural amb norma estrictament me´s petita que
1. Com ‖ · ‖ e´s no trivial, podem assegurar que existeix aquest n0 i podem
assegurar tambe´ que e´s primer, per tant el notarem com p := n0. Sigui un
altre primer q 6= p, suposem ‖q‖ < 1 llavors per una N prou gran ‖qN‖ < 1/2
i de la mateixa manera per una M prou gran ‖pM‖ < 1/2. Com pM i qN so´n
coprimers, podem trobar enters a, b tals que a · pM + b · qN = 1. Pero` llavors
1 = ‖apM + bqN‖ ≤ ‖apM‖+ ‖bqN‖ = ‖a‖ · ‖pM‖+ ‖b‖ · ‖qN‖ ≤
≤ ‖pM‖+ ‖qN‖ < 1
2
+
1
2
= 1,
i arribem a una contradiccio´. Per tant ‖q‖ = 1.
Sigui ara a ∈ N, el podem factoritzar en primers a = pα11 pα22 ...pαrr , llavors
‖a‖ = ‖p1‖α1‖p2‖α2 ...‖p‖αr , pero` nome´s un dels factors pot ser ‖pi‖ < 1 quan
pi = p. Llavors αi = ordpa. Prenent ara ρ = ‖p‖ tenim ‖a‖ = ρordpa. Com al
cas 1, podem substituir a per qualsevol x ∈ Q i aquesta norma e´s equivalent
a | · |p 
Aquest teorema e´s la principal rao´ per pensar en∞ com una mena de ”primer”de
Q, quan parlem del valor absolut habitual | · |∞. Fent abu´s de llenguatge, podem
dir que qualsevol norma a Q prove´ d’un primer (finit o infinit). Hi ha contextos
on e´s u´til per a treballar amb ”tots els nombres primers”, e´s a dir, d’utilitzar la
informacio´ obtinguda a partir de totes les normes de Q. Un exemple e´s la segu¨ent
proposicio´, que es coneix com formula del producte.
Proposicio´ 2.1. Suigu x ∈ Q∗, tenim que∏
p primer
|x|p = 1,
on p recorre tots els primers de Q incloent el ”primer infinit”.
Demostracio´. Sigui x un enter positiu, podem factoritzar-lo com x = pα11 ·pα22 ···pαkk .
Llavors tenim 
|x|q = 1 si q 6= pi
|x|pi = p−αii per i = 1, 2, ..., k
|x|∞ = pα11 · pα22 · · · pαkk
que demostra a simple vista el resultat. En el cas general, per x ∈ Q∗, podem posar
x = a
b
on a, b ∈ Z i arribem a
∏
p primer |x|p =
∏
p primer
∣∣a
b
∣∣
p
=
∏
p primer
|a|p
|b|p =
∏
p primer |a|p∏
p primer |b|p =
1
1
= 1.
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2.3 La construccio´ dels nombres p-a`dics
Per motivar la construccio´ del cos dels p-a`dics, veurem com podem obtenir els reals
a partir de la completacio´ dels racionals mitjanc¸ant la norma | · |∞ (o valor absolut).
Una de les possibles formes d’obtenir una definicio´ acurada de R e´s considerar
el conjunt S de les successions de Cauchy de nombres racionals. Diem que dues
successions de Cauchy S1 = {an}n i S2 = {bn}n so´n equivalents (S1 ∼ S2) si
limi→∞ |ai − bi| = 0. Aquesta definicio´ compleix totes les condicions per ser una
relacio´ d’equivale`ncia (S ∼ S; S1 ∼ S2 ⇒ S2 ∼ S1; S1 ∼ S2, S2 ∼ S3 ⇒ S1 ∼ S3).
Llavors definim R com el conjunt de classes d’equivale`ncia de successions de
Cauchy a Q. E´s fa`cil veure que e´s un cos, i tot i la definicio´ prou abstracta, el cos
que obtenim e´s el cos dels reals R.
Una cosa semblant succeeix quan fem servir la norma p-a`dica en comptes del valor
absolut, partint d’una definicio´ abstracta de la completacio´ p-a`dica de Q obtindrem
un cos que nomenarem Qp.
Per comenc¸ar, fixem un primer p i definim Qp com el conjunt de classes
d’equivale`ncia de successions de Cauchy fent servir la norma p-a`dica. Definim
la norma | · |p d’una classe d’equivale`ncia x com limi→∞ |ai|p, on {an}n e´s un
representant d’x . Aquesta extensio´ de la norma p-a`dica esta` ben definida ja que
aquest l´ımit existeix sempre, si x = 0 per definicio´ limi→∞ |ai|p = 0. Si x 6= 0 es
pot veure que existeix mitjanc¸ant les propietats de les successions de Cauchy i el
principi del triangle iso`sceles. Existeix ε positiu, tal que per qualsevol N existeix
un iN > N amb |aiN |p > ε. Si escollim N prou gran com perque` |ai− aj|p < ε quan
i, j > N , llavors tenim |ai − aiN |p < ε per tot i > N . Com |aiN |p > ε, pel principi
del triangle iso`sceles, tenim |ai|p = |aiN |p. Per tant, com per qualsevol i > N , |ai|p
te´ valor constant |aiN |p, aquest valor constant e´s llavors limi→∞ |ai|p.
Quan constru¨ım Qp, a difere`ncia de R on els valors de | · |∞ s’han d’estendre a
tots els reals positius, els valors de | · |p es mantenen a {p−n}n∈N ∪ {0}.
Definim les operacions de forma intu¨ıtiva: si a i b so´n dues classes d’equivale`ncia
de successions de Cauchy, escollim un representant de cadascuna {an}n i {bn}n i
definim a · b com la classe d’equivale`ncia representada per la successio´ {anbn}n. De
la mateixa manera definim la suma, la inversa de la suma i la inversa del producte
(tenint en compte que qualsevol successio´ de Cauchy e´s equivalent a una altra sense
zeros). Aquesta definicio´ no depe`n del representant escollit.
D’aquesta manera e´s fa`cil veure que el conjunt Qp e´s un cos. I si considerem Q
com un subco`s de Qp llavors | · |p a Qp restringida a Q e´s la norma p-a`dica habitual.
Per veure que Qp e´s complet, agafem a Qp una successio´ de Cauchy de classes
d’equivale`ncia {ai}i, i agafem successions de Cauchy {ain}n a Q com representant de
ai per qualsevol i ∈ N, i tenim |aij−aik|p < p−i si j, k ≥ Ni. Llavors |ai−aiNi |p < p−i
i per tant limi→∞ |ai − aiNi |p = 0 i veiem que la classe d’equivale`ncia de {aiNi}i e´s
l´ımit de {an}n.
Ara enunciarem un teorema que ens permetra` escollir sempre un representant de
cada classe d’equivale`ncia amb unes propietats que ens facilitaran tant els ca`lculs
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entre elles com la notacio´. Abans un lema que farem servir en la demostracio´ del
teorema.
Lema 2.1. Si x ∈ Q i |x|p ≤ 1 llavors per a tot i ∈ N, existeix α ∈ Z tal que
|α− x|p ≤ p−i. A me´s, l’enter α es pot agafar del conjunt {0, 1, ..., pi − 1}.
Demostracio´. Sigui x = a
b
, com que |x|p ≤ 1 aleshores p 6 | b i per tant b i pi so´n
coprimers. Llavors podem trobar n,m ∈ Z tals que mb+ npi = 1. Fixem α = a ·m
(com la difere`ncia p-a`dica entre mb i 1 e´s una quantitat prou petita tenim que m
e´s una bona aproximacio´ a 1/b). Llavors,
|α− x|p =
∣∣∣am− a
b
∣∣∣
p
=
∣∣∣a
b
∣∣∣
p
· |mb− 1|p ≤ |mb− 1|p = |n · pi|p = |n|p
pi
≤ 1
pi
.
Finalment, sumant-li a α un mu´ltiple de pi podem obtenir un enter entre 0 i pi pel
qual |α− x|p ≤ p−i encara es satisfaci. 
Teorema 2.2. Qualsevol classe d’equivale`ncia a ∈ Qp tal que |a|p ≤ 1, te´
exactament una successio´ de Cauchy representant {an}n, que compleix:
i. 0 ≤ ai < pi per a tot i ∈ N,
ii. ai ≡ ai+1 (mod pi) per a tot i ∈ N.
Demostracio´. • Unicitat. Sigui {bn}n una successio´ diferent de {an}n que
satisfa` (i) i (ii). Si ai0 6= bi0 llavors ai0 6≡ bi0 (mod pi0) ja que tots dos estan
entre 0 i pi0 . Llavors, per qualsevol i > i0 ai ≡ ai0 6≡ bi0 ≡ bi (mod pi). Aix´ı,
|ai − bi|p > 1pi0 per a tot i > i0 per tant {an}n 6∼ {bn}n
• Existe`ncia. Suposem que tenim una successio´ de Cauchy {bn}n i volem trobar
una successio´ equivalent que satisfaci (i) i (ii). Per qualsevol i ∈ N sigui
N(i) ∈ N, N(i) ≥ i tal que |bj − bk|p ≤ p−i si j, k ≥ N(i). Veiem que |bj|p ≤ 1
si j ≥ N(1) ja que ∀k > N(1) tenim
|bj|p ≤ maxk{|bk|p, |bj − bk|p} ≤ maxk{|bk|p, 1/p}, i |bk|p → |a|p ≤ 1.
Fem servir el Lema 2.1 per trobar una successio´ {an}n ⊂ Z on 0 ≤ ai < pi i
tal que |ai − bN(i)|p ≤ p−i llavors
|ai+1 − ai|p = |ai+1 − bN(i+1) + bN(i+1) − bN(i) − (ai − bN(i))|p
≤ max{|ai+1 − bN(i+1)|p, |bN(i+1) − bN(i)|p, |ai − bN(i)|p
≤ max{p−i−1, p−i, p−i} = p−i,
per tant ai+1 ≡ ai (mod pi).
Prenent ara qualsevol i, per j ≥ N(i) tenim
|aj − bj|p = |aj − ai + ai − bN(i) − (bj − bN(i))|p
≤ max{|aj − ai|p, |ai − bN(i)|p, |bj − bN(i)|p}
≤ max{p−i, p−i, p−i} = p−i.
Llavors |ai − bi|p −→i→∞ 0, per tant {an}n ∼ {bn}n. 
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En el cas que el nostre nombre p-a`dic no satisfe´s que |x|p ≤ 1, podem multiplicar
x per una pote`ncia de p tal que x′ = x · pm compleixi |x′| ≤ 1. Llavors podem fer
servir el teorema per representar x′ amb la successio´ {x′n}n, i x amb la successio´
{xn}n on x′i = xi · pm per tot i ∈ N.
Si escrivim el terme x′i en base p, e´s a dir x
′
i = b0 + b1p+ b2p
2 + ...+ bi−1pi−1 on
0 ≤ b1 < p, com que x′i ≡ x′i+1 (mod pi) tenim que
x′i+1 = b0 + b1p+ b2p
2 + ...+ bi−1pi−1 + bipi.
Llavors x′ es pot pensar com un nombre, en base p, que s’este´n infinitament cap a
la dreta. Tornant a l’x original, la podem veure com un nombre decimal en base p
que te´ un nombre finit de d´ıgits a la dreta de la coma, pero` infinits d´ıgits per les
pote`ncies positives de p:
x =
b0
pm
+
b1
pm−1
+ ...+
bm−1
p
+ bm + bm+1p+ bm+2p
2 + ...,
llavors xi = b0p
−m + b1p1−m + ...+ bi−1pi−1−m.
A aquesta igualtat se li diu expansio´ p-a`dica de x.
Definicio´ 2.9. Definirem els enters p-a`dics com Zp = {a ∈ Qp : |a|p ≤ 1}. E´s el
conjunt de tots els elements de Qp amb expansio´ p-a`dica sense pote`ncies negatives
de p.
Observacio´. Si pensem en la bola tancada de centre 0 i radi 1 als p-a`dics
B(0, 1) = {a ∈ Qp : |a − 0|p ≤ 1}, coincideix amb la definicio´ dels enters p-a`dics
{a ∈ Qp : |a|p ≤ 1} = Zp. Per tant, podem veure Zp com la bola tancada p-a`dica
de centre 0 i radi 1.
Pensem ara en una successio´ {bi}∞i=−m d’enters p-a`dics i considerem la suma
SN =
b−m
pm
+
b−m+1
pm−1
+ ...+
b−1
p
+ b0 + b1p+ b2p
2 + ...+ bNp
N .
Aquesta successio´ de sumes parcials e´s de Cauchy (si M > N llavors |SN − SM |p <
p−N) per tant convergeix a un element de Qp.
Veiem que si {cn}n e´s una successio´ de nombres p-a`dics tal que |ci|p −→i→∞ 0, llavors
la successio´ de sumes parcials SN =
∑N
i=1 ci convergeix ja que
|SN − SM |p = |cN+1 + cN+2 + ...+ cM |p ≤ max{|cN+1|p, |cN+2|p, ..., |cM |p} −→N→∞ 0.
En conclusio´, podem dir que una serie a Qp convergeix si i nome´s si els seus termes
convergeixen a zero.
El conjunt Zp dels enters p-a`dics e´s un subanell de Qp ja que la suma, el producte
i la difere`ncia de dos elements de Zp e´s a Zp.
Siguin a, b ∈ Qp, escriurem a ≡ b (mod pn) si |a − b|p ≤ p−n, e´s a dir si
(a−b)/pn ∈ Zp. Visualment, si el primer d´ıgit diferent de zero de l’expansio´ p-a`dica
de (a− b) no surt abans de la posicio´ pn-e`sima. (Aquesta definicio´ e´s coherent amb
l’u´s habitual de (mod ) quan a, b ∈ Z ⊂ Qp).
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Definicio´ 2.10. Definim el grup d’unitats p-a`diques Z∗p com
Z∗p := {x ∈ Zp :
1
x
∈ Zp} = {x ∈ Zp : x 6≡ 0(mod p)} = {x ∈ Zp : |x|p = 1}.
Proposicio´ 2.2. El conjunt Zp e´s compacte i Qp e´s localment compacte
Demostracio´. Com Zp e´s un entorn de 0, que Zp sigui compacte implica que Qp
e´s localment compacte. Veiem, llavors, que Zp e´s compacte.
Com que Zp e´s un conjunt tancat en un cos complet Qp, llavors Zp e´s complet.
Per tant, nome´s cal demostrar que esta` totalment fitat. E´s a dir, que per qualsevol
ε > 0 es pot recobrir Zp amb un nombre finit de boles de radi menor que ε. I n’hi
ha prou amb comprovar-ho per ε = p−n per cada n natural.
Veiem que Zp/pnZp ∼= Z/pnZ. Per qualsevol n ≥ 1, la sucessio´
0 −→ Zp −→pn Zp −→ψ Z/pnZ −→ 0
e´s exacta.
• L’aplicacio´ Zp →pn Zp e´s multiplicar per pn, i clarament e´s injectiva.
• L’aplicacio´ Zp →ψ Z/pnZ e´s l’aplicacio´ que envia un enter p-a`dic x =
∑∞
i=0 bip
i
a ψ(x) =
∑n−1
i=0 bip
i. E´s exhaustiva, ja que qualsevol y ∈ Z/pnZ te´ una
antiimatge, per exemple un enter congruent amb y mo`dul pn. I el seu nucli
e´s precisament la imatge de Zp per l’aplicacio´ anterior.
Els conjunts c + pnZp amb c ∈ {0, 1, ..., pn−1}, que formen les classes laterals de
pnZp a Zp, so´n boles a la topologia p-a`dica. Aixo` implica que les pn boles
c+ pnZp = {c+ pnx : x ∈ Zp} = {y ∈ Zp : |y − c|p ≤ p−n} = B(c, p−n)
recobreixen Zp.
2.4 Lema de Hensel
Els mecanismes per fer sumes, restes, multiplicacions i divisions de nombres p-a`dics
so´n els que fem servir habitualment als nombres decimals amb l’excepcio´ que totes
les operacions les farem d’esquerra a dreta, a diferencia del que fem habitualment
quan sumem, restem o multipliquem. Per exemple a Q3:
1 + 2·3 + 1·32 + 2·33 + ...
× 2 + 1·3 + 2·32 + 1·33 + ...
2 + 1·3 + 0·32 + 2·33 + ...
1·3 + 2·32 + 1·33 + ...
2·32 + 1·33 + ...
1·33 + ...
2 + 2·3 + 1·32 + 0·33 + ...
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Un altre exemple e´s calcular
√
10 a Q3, e´s a dir, trobar a0, a1, a2, ... amb 0 ≤ ai ≤ 2
tal que (a0 + a13 + a23
2 + ...)2 = 1 + 0 · 3 + 1 · 32. Comparant els coeficients de 30
als dos costats tenim que a20 ≡ 1 (mod 3) ⇒ a0 = 1 o a0 = 2. Si escollim a0 = 1,
comparem els coeficients de 31 als dos costats 2a1 ≡ 0 (mod 3) obtenint a1 = 0. I
continuem el proce´s obtenint la se`rie a = 1 · 30 + 0 · 3 + 2 · 32 + 1 · 33 + a434 + ... (si,
al comenc¸ament escollim a0 = 2 obtindr´ıem l’altra arrel pel mateix procediment).
No tots els nombres tenen arrel a Qp, si intentem calcular
√
5 a Q3, arribarem a
a20 ≡ 2 (mod 3), pero` 02 ≡ 0 (mod 3), 12 ≡ 1 (mod 3) i 22 ≡ 1 (mod 3).
Aquest me`tode de resoldre l’equacio´ x2− 10 = 0 a Q3, resolent congrue`ncies una
a una, e´s un cas particular del que veurem de manera me´s general en el segu¨ent
Teorema.
Teorema 2.3. (Lema de Hensel). Sigui P (x) = c0 + c1x + c2x
2 + ... + cnx
n
un polinomi amb coeficients a Zp. Sigui P ′(x) = c1 + 2c2x + ... + ncnxn−1 la seva
derivada. Sigui a0 ∈ Zp tal que P (a0) ≡ 0 (mod p) i P ′(a0) 6≡ 0 (mod p). Llavors
existeix un u´nic enter p-a`dic a, tal que P (a) = 0 i a ≡ a0 (mod p).
Demostracio´. Provarem per induccio´ sobre n l’existe`ncia i unicitat de la successio´
d’enters a1, a2, a3, .. que compleix per qualsevol n ≥ 1
i. P (an) ≡ 0 (mod pn+1)
ii. an ≡ an−1 (mod pn)
iii. 0 ≤ an < pn+1
n = 1. Primer escollim com a′0 l’u´nic enter que compleixi 0 ≤ a′0 ≤ p−1 i a′0 ≡ a0
(mod p). Qualsevol a1 que satisfaci (ii) i (iii) ha de ser de la forma a
′
0 + b1p on
0 ≤ b1 ≤ p− 1.
Desenvolupem ara P (a′0 + b1p) tenint en compte que nome´s necessitem
congrue`ncia amb 0 (mod p2), per tant ”menyspreem”els termes divisibles per p2
P (a1) = P (a
′
0 + b1p) =
∑
i
ci(a
′
0 + b1p)
i =
∑
i
(cia
′i
0 + icia
i−1
0 b1p+ Φ(p
2)) ≡
≡
∑
i
cia
′i
o +
(∑
i
icia
′i−1
0
)
b1p (mod p
2) = P (a′0) + P
′(a′0)b1p,
on Φ(p2) so´n els termes divisibles per p2.
Com P (a0) ≡ 0 (mod p), podem escriure P (a′0) ≡ αp (mod p2) per algun
α ∈ {0, 1, ..., p−1}. Prenem ara αp+P ′(a′0)b1p ≡ 0 (mod p2), o el que e´s el mateix
α+ P ′(a′0)b1 ≡ 0 (mod p). Com P ′(a0) 6≡ 0 (mod p), podem resoldre l’equacio´ per
congrue`ncies i trobar b1. I pel Lema 2.1, podem triar b1 ∈ {0, 1, ..., p − 1} tal que
b1 ≡ −α/P ′(a′0) (mod p).
n− 1. Suposem que tenim calculats a1, a2, ..., an−1. Per (ii) i (iii) busquem una
an = an−1 + bnpn amb bn ∈ {0, 1, ..., p − 1}. Desenvolupem P (an−1 + bnpn) com al
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cas n = 1 (menyspreant els termes divisibles per pn+1) per arribar a
P (an) = P (an−1 + bnpn) ≡ P (an−1) + P ′(an−1)bnpn (mod pn+1).
Com P (an−1) ≡ 0 (mod pn) per hipo`tesi, podem escriure P (an−1) ≡ α′pn, i el nostre
objectiu P (an) (mod p
n+1) es converteix en α′pn + P ′(an−1)bnpn ≡ 0 (mod pn+1),
e´s a dir α′ + P ′(an−1)bn ≡ 0 (mod p).
Com an−1 ≡ a0 (mod p), es dedueix que P ′(an−1) ≡ P ′(a0) 6≡ 0 (mod p). Podem
trobar aix´ı bn ∈ {0, 1, ..., p − 1} com ho hem fet al cas n = 1, e´s a dir resolent
bn ≡ −α′/P ′(an−1) (mod p) i finalitzant el proce´s d’induccio´.
Si ara definim a := a′0+b1p+b2p
2+... . Com tenim P (a) ≡ P (an) ≡ 0 (mod pn+1)
per tot n, dedu¨ım que P (a) = 0. I a la inversa, qualsevol a = a′0 + b1p + b2p
2 + ...
do´na una successio´ de ai com la nomenada al comenc¸ament de la demostracio´. I la
unicitat de la successio´ implica la unicitat de a. 
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3 De la funcio´ ζ de Riemann a la funcio´ ζ p-a`dica
El nostre objectiu e´s construir una funcio´ de variable p-a`dica que en un subconjunt
adequat prengui els valors relacionats amb els de la funcio´ ζ de Riemann. A aquesta
funcio´ li direm funcio´ ζ p-a`dica i la notarem per ζp.
Per fer-ho hem d’escollir un conjunt de nombres que sigui dens dins dels p-a`dics
i on la funcio´ ζ de Riemann prengui valors racionals coneguts, per tal d’obtenir
una u´nica funcio´ ζp en aquest conjunt. Ens centrarem en els senars negatius, com
a subconjunt dels enters on la funcio´ ζ pren valors racionals coneguts. Llavors
construirem una funcio´ de variable p-a`dica que en els enters no negatius prengui
aquests valors.
La funcio´ ζ de Riemann es defineix com una funcio´ de variable complexa
holomorfa pels nombres amb part real me´s gran que 1, donada per:
ζ(s) =
∞∑
n=1
1
ns
.
Teorema 3.1. La funcio´ ζ de Riemann es prolonga a tot C a una funcio´ meromorfa
(que anomenarem igualment ζ) amb un u´nic pol, que e´s simple, a s = 1. La funcio´
satisfa` l’equacio´ funcional
ζ(s) = 2spis−1 sin
(pis
2
)
Γ(1− s)ζ(1− s),
on Γ(s) e´s la funcio´ Gamma habitual definida per Γ(s) =
∫∞
0
ts−1e−tdt, per
Re(s) > 0, que es prolonga a una funcio´ meromorfa a tot el pla C.
A me´s, per qualsevol k ∈ N
ζ(−2k) = 0
ζ(1− 2k) = −B2k
2k
,
on Bk e´s el k-e`sim nombre de Bernoulli.
Es pot trobar la demostracio´ d’aquest teorema al llibre de Titchmarsh sobre la
teoria de la funcio´ Zeta de Riemann [3].
Definicio´ 3.1. Els polinomis de Bernoulli so´n una successio´ de polinomis
{Bn(x)}n≥0, amb Bn(x) un polinomi real de grau n, que es poden definir de forma
recurrent per
B0(x) = 1,
1
n
d
dx
Bn(x) = Bn−1(x),∫ 1
0
Bn(x)dx = 0, n = 1, 2, ...
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O tambe´ els podem definir com els polinomis que satisfan l’equacio´
text
et − 1 =
∞∑
k=0
Bk(x)
tk
k!
.
En qualsevol cas, definirem el k-e`sim nombre de Bernoulli com el terme
independent del k-e`sim polinomi de Bernoulli. E´s a dir Bk = Bk(0).
El que veurem e´s que volem trobar, o construir, una funcio´ ζp de variable p-
a`dica que pren valors a Qp, i que per a certs enters negatius, satisfaci la propietat
d’interpolacio´. E´s a dir, per certs naturals k > 1
ζp(1− k) = (1− pk−1)ζ(1− k).
Pero` primer haurem de veure amb me´s detall la interpolacio´ p-a`dica de funcions.
En el segu¨ent cap´ıtol ho veurem amb un exemple que sera` molt important en la
construccio´ de ζp.
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4 Interpolacio´ p-a`dica
La interpolacio´ d’una funcio´ coneguda per obtenir una funcio´ p-a`dica relacionada e´s
una eina que esta` esdevenint molt important dins de la Teoria de Nombres, sobretot
enfocat a l’estudi de les funcions ζ i L. Comenc¸arem per un exemple me´s senzill,
que ens sera` de molta utilitat. Com dins dels p-a`dics podem trobar subconjunts
numerables, prou redu¨ıts, que so´n densos dins dels p-a`dics, quan trobem una funcio´
cont´ınua que pren els valors desitjats en aquest subconjunt, llavors aquesta funcio´
interpola aquests valors i e´s u´nica.
Veurem com interpolar p-a`dicament la funcio´ f(α) = nα, on n e´s un enter p-a`dic
fixat. Aquesta funcio´ esta` ben definida per α enter, el que volem ara e´s estendre
aquesta funcio´ als valors p-a`dics de α. Com que Z e´s dens dins de Zp, aquesta
extensio´, si e´s cont´ınua, e´s u´nica.
Podem saber perfectament quan una funcio´ definida en un subconjunt dens de
Zp te´ una extensio´ cont´ınua a tot Zp. El concepte clau e´s la continu¨ıtat uniforme,
com veurem en el segu¨ent resultat.
Teorema 4.1. Siguin E i F espais me`trics i g : E → F una funcio´ cont´ınua. Si
E e´s compacte, llavors g e´s uniformement cont´ınua.
Demostracio´. Suposem que, sota les condicions donades, g no e´s uniformement
cont´ınua. Llavors, existeix ε > 0 tal que per qualsevol δ > 0 existiran x, y ∈ E
que compliran |x − y| < δ i |g(x) − g(y)| > ε. Si fem variar δ = 1
n
obtenim
dues successions {xn}n, {yn}n. Com so´n successions dins d’un compacte E, llavors
existiran {xin}n i {yin}n subsuccessions convergents respectivament a L1 i a L2
continguts a E. E´s a dir, les successions {xin − L1} i {yin − L2} convergeixen cap
a zero. Aleshores:
|xin−L1| = |xin−yin+yin−L1| ≤ |xin−yin|+|yin−L1| <
1
n
+|yin−L1| −→n→∞ |yin−L1|.
I com que {xin − L1} convergeix a zero, tenim que {|yin − L1|} convergeix cap a
zero. I per tant {yin} convergeix a L1 = L2.
Com que g e´s cont´ınua tenim les successions {g(xin)} i {g(yin)} que convergeixen
ambdues a g(L1). Per tant |g(xin) − g(yin)| tendira` a zero, pero hav´ıem dit que
|g(xn)− g(yn)| > ε > 0 arribant a una contradiccio´. 
Suposem ara que la funcio´ f(α) es pot estendre a valors α de Zp. Llavors, com
que Zp e´s compacte (Proposicio´ 2.2), l’extensio´ haura` de ser fitada i uniformement
cont´ınua. Per tant f(α) tambe´ ho ha de ser.
Proposicio´ 4.1. Sigui S un subconjunt dens de Zp i sigui f : S → Qp una funcio´.
Llavors existeix fˆ : Zp → Qp una extensio´ cont´ınua de f a Zp si, i nome´s si, f e´s
fitada i uniformement cont´ınua. Si existeix, aquesta extensio´ e´s u´nica.
Demostracio´. Com acabem de veure, la continu¨ıtat uniforme i les fites so´n
condicions necessa`ries. Hem de veure que so´n condicions suficients.
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Sigui x ∈ Zp, com S e´s dens dins de Zp, sabem que existeix una successio´ {an}n
d’elements de S que convergeix a x. Si fˆ exist´ıs, llavors tindr´ıem que
fˆ(x) = lim
i→∞
fˆ(ai) = lim
i→∞
f(ai).
Com que la successio´ {an}n convergeix a x, e´s de Cauchy. Per tant
lim
i→∞
|ai+1 − ai|p = 0.
Com que f e´s uniformement cont´ınua i fitada, llavors
lim
i→∞
|f(ai+1)− f(ai)|p = 0.
Per tant {f(an)}n e´s una successio´ de Cauchy, i per tant convergeix a un element
de Qp. Podem definir llavors l’extensio´ de f per
fˆ(x) := lim
i→∞
f(ai),
per qualsevol successio´ {an}n que convergeixi a x.
La unicitat ve donada per la densitat de S a Zp. 
Prenem f(α) una funcio´ amb valors a Qp definida en un subconjunt dens S de
Zp. Llavors la ”proximitat”en S i en Qp, vol dir ser congruent mo`dul una pote`ncia
gran de p. Llavors, f sera` uniformement cont´ınua si prenent m enter, existeix N
enter tal que si a ≡ b (mod pN), f satisfa` f(a) ≡ f(b) (mod pm). Per tant, la
continu¨ıtat uniforme es pot caracteritzar en termes de congrue`ncia.
Tornant a la funcio´ que volem interpolar nα, la consecucio´ o no de l’extensio´ que
volem fer depe`n, en bona mida, del n.
Veiem ara que si n ∈ 1+pZp llavors f(α) = nα e´s fitada i uniformement continua.
Com n e´s una unitat, una pote`ncia entera de n estara` a Zp, i fins i tot a 1 + pZp;
per tant e´s fitada. Per provar la continu¨ıtat uniforme, veiem que
(1 + pk)p
m ≡ 1 (mod pm+1),
de manera que si b = α + ipm obtenim
nb = nα(np
m
)i ≡ nα (mod pm+1).
Proposicio´ 4.2. Per qualsevol n ∈ 1 + pZp, existeix una funcio´ fn : Zp → Qp
cont´ınua, tal que per qualsevol α ∈ Z es satisfa` fn(α) = nα.
Demostracio´. Definim
fn(α) =
∞∑
j=0
(
α
j
)
(n− 1)j.
Aquesta funcio´ convergeix per a tot α ∈ Zp perque` n ∈ 1 + pZp i a me´s quan α ∈ Z
pren el valor nα.
La continu¨ıtat de cada terme de la se`rie ve donada perque`
(
α
j
)
e´s un polinomi en
α i com la se`rie convergeix uniformement implica que la suma e´s una funcio´ de α
continua. 
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Per tant disposem de totes les hipo`tesis de la Proposicio´ 4.1.
Una vegada provat per n ∈ 1+pZp el segu¨ent pas e´s generalitzar-ho per qualsevol
enter p-a`dic, pero` no sempre e´s possible. Per exemple, si prenem n = p i la successio´
αk = 1 + p
k, llavors el l´ımit de les αk e´s 1 pero` el l´ımit de p
αk e´s zero i no p1. Per
tant l’aplicacio´ pα no e´s ni tant sols continua. Ens passaria el mateix si prenem
com n qualsevol mu´ltiple de p. Per tant ens haurem de restringir a treballar amb
unitats p-a`diques.
Quan p = 2 tenim que Z∗2 = 1 + 2Z2. Pero` per primers senars, 1 + pZp e´s un
subgrup d’ordre p − 1 a Z∗p. En aquests cas no e´s tan sencill i procedirem de la
segu¨ent manera.
Sigui p 6= 2. Per n ∈ Z∗p interpolarem la funcio´ f(α) = nα. Com ho hem enllestit
per n ∈ 1 + pZp, el me´s fa`cil e´s fer servir la relacio´ entre Z∗p i 1 + pZp
Proposicio´ 4.3. Per qualsevol primer p > 2, tenim un isomorfisme Z∗p ∼= V × U ,
on:
i. U = {x ∈ Z∗p : |x− 1|p < 1} = 1 + pZp,
ii. V = {conjunt de les arrels (p− 1)-e`simes de la unitat en Qp}, isomorf a F∗p.
La demostracio´ d’aquesta proposicio´, donada d’una manera me´s general per tots
els primers, e´s pot trobar al llibre de nombres p-a`dics de Gouveˆa [2] a la seccio´ 4.3.
Llavors tenim
Z∗p = V × U ∼= F∗p × (1 + pZp),
i per qualsevol x ∈ Z∗p aquesta descomposicio´ ens do´na x = ω(x)〈x〉, amb ω(x) ∈ V
i 〈x〉 ∈ 1 + pZp. Llavors per qualsevol enter α
nα = ω(n)α〈n〉α.
Com ω(n) e´s una arrel (p− 1)-e`sima de la unitat, llavors si α ≡ α0 (mod p− 1)
ho podem reescriure com
nα = ω(n)α0〈n〉α.
Ara com 〈n〉 ∈ 1+pZp, sabem interpolar aquesta part de la funcio´ (f˜(α) = 〈n〉α)
i hem redu¨ıt el problema a escollir α0. En lloc de considerar la funcio´ f(α) = n
α
per tots els enters, consideraren nome´s els enters congruents mo`dul p − 1 a un α0
fixat. E´s a dir, hi ha p− 1 funcions, depenent de l’eleccio´ de α0.
Proposicio´ 4.4. Sigui α0 ∈ {0, 1, ..., p − 1}. El conjunt dels enters no negatius
congruents amb α0 mo`dul p− 1 e´s dens a Zp.
Demostracio´. Sigui S ⊆ Zp, diem que es dens si per qualsevol x ∈ Zp i qualsevol
ε > 0, si agafem la bola de centre x i radi ε, aquesta bola conte´ algun punt de S.
Sigui x ∈ Zp, el podem expressar per la seva expansio´ p-a`dica
x =
∞∑
i=0
bi · pi, amb bi ∈ {0, 1, ..., p− 1}.
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Per qualsevol ε que agafem, existira` N ∈ N tal que 1/pN < ε, per tant sigui
xˆ =
N+1∑
i=0
bi · pi,
tenim que
x− xˆ =
∞∑
i=N+2
bi · pi,
i per tant |x− xˆ|p ≤ 1/pN+2 < ε. Llavors xˆ pertany a la bola, i com hem comentat a
l’hora de definir les dista`ncies no arquimedianes, qualsevol punt de la bola e´s centre.
Sigui ara
α =
(
N∑
i=0
bi · pi
)
+ a · pN+1,
prenent a ∈ {0, 1, ..., p− 1} de manera que α ≡ α0 (mod p− 1). Arribem a
α− xˆ = (a− bN+1) · pN+1,
i per tant |α − xˆ|p ≤ 1/pN+1 < ε. Llavors α pertany a la bola, i podem dir que el
conjunt e´s dens a Zp 
Com que el conjunt dels enters congruents amb un α0 fixat e´s dens a Zp, te´ sentit
interpolar la funcio´ des d’aquest subconjunt fins tot Zp. Podem considerar, llavors,
la funcio´
fα0(α) = ω(n)
α0〈n〉α,
que coincideix amb la funcio´ f(α) = nα per tot α congruent a α0 mo`dul p − 1. I
aixo` ens permet resoldre el problema de la interpolacio´, amb algunes limitacions, i
enunciar el segu¨ent resultat.
Proposicio´ 4.5. Sigui n ∈ Z∗p i sigui α0 ∈ {0, 1, ..., p− 1}. Considerem el conjunt
Aα0 = {α ∈ Z : p6 | α, α ≡ α0 (mod p− 1)} ⊂ Z.
Llavors la funcio´ fαo : Zp → Zp definida per
fα0(α) = ω(n)
α0〈n〉α,
satisfa` per tot α ∈ Aα0 que fα0(α) = nα.
Una vegada interpolada la funcio´ f(α) = nα, com que f(−α) = 1
nα
, ho podem
relacionar amb la funcio´ ζ de Riemann, que per Re(s) > 1 ve donada per:
ζ(s) =
∞∑
n=1
1
ns
.
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Podr´ıem pensar en interpolar cada terme i despre´s fer la suma, pero` recordem que
no sabem interpolar tots els termes. Separem llavors els termes amb n divisible per
p de la resta
ζ(s) =
∞∑
n=1
p-n
1
ns
+
∞∑
n=1
p|n
1
ns
=
∞∑
n=1
p-n
1
ns
+
∞∑
n=1
1
psns
=
∞∑
n=1
p-n
1
ns
+
1
ps
ζ(s),
llavors
ζ(s) =
1
1−
(
1
ps
) ∞∑
n=1
p-n
1
ns
,
i definim aquest nou sumatori com
ζ∗(s) =
∞∑
n=1
p-n
1
ns
=
(
1− 1
ps
)
ζ(s).
A continuacio´ fixem un s0 ∈ {0, 1, ..., p − 2} i nome´s deixem variar s als enters
no negatius congrus amb s0 mo`dul p− 1
Ss0 = {s : s ≡ s0 (mod p− 1)}
Com ens fixem en els enters senars negatius (Teorema 3.1), substitu¨ım s per
1− 2k i llavors
1− 1
p1−2k
= 1− p2k−1.
Als segu¨ents cap´ıtols veurem que els nombres (1−p2k−1)ζ(1−2k) = −(1−p2k−1)B2k
2k
,
poden ser interpolats p-a`dicament per 2k ∈ S2s0 , on 2s0 ∈ {0, 2, 4, ..., p − 3}. E´s a
dir, existeix una funcio´ cont´ınua de variable p-a`dica que pren aquests valors en un
conjunt dens dins de Zp, en aquest cas el conjunt so´n els 2k ∈ S2s0 . Per a construir
aquesta funcio´, farem servir la teoria de la integracio´ p-a`dica donada al cap´ıtol
segu¨ent.
19
5 Integracio´ p-a`dica
A l’hora d’integrar, com que la idea e´s mesurar un a`rea o un volum, hem de fer
servir una mesura. En el cas real ho notem per dx i fa refere`ncia a la mesura dels
intervals en que` dividim el segment de l’eix x on volem integrar. Despre´s, resumint,
constru¨ım les sumes de Riemann i fem tendir els intervals cap a zero per calcular la
integral. D’una manera ana`loga ho farem en el cas p-a`dic, definirem una distribucio´
adequada, la regularitzarem per que` compleixi amb les condicions de mesura i la
farem servir per calcular integrals p-a`diques mitjanc¸ant sumes de Riemann.
5.1 Distribucions p-a`diques
A l’espai me`tric Qp qualsevol subconjunt obert e´s unio´ d’oberts del tipus
a+ pNZp =
{
x ∈ Qp : |x− a|p ≤
(
1
pN
)}
per a ∈ Qp i N ∈ N.
Aquests subconjunts, que anomenarem intervals, so´n tambe´ tancats, ja que el
complementari de a + pNZp e´s la unio´ dels intervals b + pNZp per tots els b que
no pertanyen a a+ pNZp.
Igual que Zp e´s compacte per successions i tota successio´ te´ una parcial
convergent, tambe´ ho e´s qualsevol interval o unio´ finita d’intervals. Aquesta
propietat e´s equivalent a dir que tot recobriment per oberts te´ un subrecobriment
finit. En aquest sentit, un obert de Qp e´s compacte si i nome´s si e´s una unio´ finita
d’intervals i li direm obert compacte.
Tornant a fer analogies amb el cas real on fem servir les funcions esglaonades
per calcular integrals per sumes de Riemann, en el cas p-a`dic s’actua d’una forma
molt semblant fent servir funcions localment constants.
Definicio´ 5.1. Siguin X i Y dos espais topolo`gics, una aplicacio´ f : X → Y es diu
localment constant, si tot punt x ∈ X te´ un entorn U tal que f(U) e´s constant.
Aquestes funcions so´n continues, ja que per qualsevol ε que escollim hi ha un
entorn de x on |f(x)− f(y)| = 0 < ε.
Observacio´ 1. En el cas real, les u´niques funcions f : R→ R localment constants
so´n les funcions constants, ja que R e´s connex. En canvi, quan estem a Qp
podem trobar moltes funcions localment constants. Per exemple, sigui X un obert
compacte de Qp, una combinacio´ lineal de funcions caracter´ıstiques dels intervals
que formen X e´s una funcio´ localment constant.
Definicio´ 5.2. Denotem per LC(X,Qp) el Qp-espai vectorial de funcions localment
constants de X en Qp.
Una distribucio´ p-a`dica µ a un obert compacte X de Qp e´s un homomorfisme
Qp-lineal
µ : LC(X,Qp) −→ Qp.
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Quan f : X → Qp sigui localment constant, per denotar el valor de µ sobre f
escriurem
∫
fµ.
Una forma alternativa de definir les distribucions p-a`diques en X e´s dir que
so´n aplicacions additives des del conjunt dels oberts compactes en X a Qp.
E´s a dir, si U ⊂ X e´s unio´ disjunta d’oberts compactes U1, U2, ..., Un, llavors
µ(U) = µ(U1) + µ(U2) + ...+ µ(Un).
Aquesta definicio´ e´s equivalent en el sentit que si U ⊂ X e´s un obert compacte, a
partir de la primera definicio´ podem definir µ(U) com µ(U) :=
∫
1
U
µ. De la mateixa
manera, a partir de la segona definicio´ podem fixar
∫
1
U
µ := µ(U), i escrivint f
com combinacio´ lineal de funcions 1
U
obtenim
∫
fµ.
Veiem alguns exemples, que ens seran u´tils, de distribucions p-a`diques abans
d’abordar la distribucio´ on ens basarem principalment.
• Distribucio´ de Haar.
µ
Haar
(a+ pNZp) :=
1
pN
.
Aquesta e´s l’u´nica distribucio´ p-a`dica invariant per translacions.
• Distribucio´ de Dirac. Fixat α ∈ Zp,
µα(U) :=
{
1 si α ∈ U
0 si α 6∈ U.
• Distribucio´ de Mazur. Sent a un enter compre´s entre 0 i pN − 1,
µ
Mazur
(a+ pNZp) :=
a
pN
− 1
2
.
5.2 Mesures p-a`diques
A l’hora d’integrar, si fem servir una distribucio´ µ que no estigui fitada, llavors
∫
fµ
estara` ben definida sempre que f sigui localment constant. Pero` tindrem problemes
per fer servir sumes de Riemann en estendre-ho a funcions continues. Per aixo`
diferenciarem les distribucions fitades de la resta.
Definicio´ 5.3. Una distribucio´ p-a`dica µ en X e´s una mesura si existeix B ∈ R
tal que per qualsevol obert compacte U ⊂ X es satisfa` |µ(U)|p ≤ B.
Segons hem definit les mesures, per una α fixada, la distribucio´ de Dirac µα e´s
una mesura. En canvi, les distribucions de Haar i de Mazur no ho so´n.
Sigui µ e´s una distribucio´ i α ∈ Qp. Escriurem αµ per referir-nos a la distribucio´
que per cada U ⊂ Qp obert compacte satisfa`
(αµ)(U) = α · (µ(U)).
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I amb les mateixes condicions, si α 6= 0 definirem
αU :=
{
x ∈ Qp : x
α
∈ U
}
.
La suma de dues mesures e´s una mesura, i la suma de dues distribucions e´s una
distribucio´. El producte per escalar d’una mesura e´s una mesura i el producte per
escalar d’una distribucio´ e´s una distribucio´. Si α ∈ Zp i µ e´s una mesura, o una
distribucio´, a Zp, llavors la funcio´ µ˜(u) := µ(αU) en Zp e´s una mesura, o distribucio´
respectivament.
Existeix un procediment esta`ndard per a obtenir mesures p-a`diques a partir
de distribucions p-a`diques que s’anomena regularitzacio´. El segu¨ent Teorema
justifica aquest procediment, que ens permetra` definir integrals de funcions p-
a`diques respecte mesures.
Teorema 5.1. Sigui µ una mesura p-a`dica en X ⊂ Zp obert compacte, i sigui
f : X → Qp una funcio´ continua. Per cada a entre 0 i pN , prenem xa,N un punt
arbitrari de a+ pNZp. Llavors la suma de Riemann
SN,{xa,N} :=
∑
0≤a<pN
a+pNZp⊂X
f(xa,N)µ(a+ p
NZp),
convergeix quan N tendeix a infinit a un l´ımit en Qp que no depe`n dels xa,N escollits.
Demostracio´. Sigui B ∈ R tal que |µ(U)|p ≤ B per tot U obert compacte de X.
Primer estimarem el valor de |SN,x{a,N} − SM,x{a,M} |p per a M > N .
Com podem escriure X com unio´ finita d’intervals a + pNZp disjunts, podem
escollir N prou gran per a que tot interval a + pNZp estigui contingut a X o sigui
disjunt a X.
Sigui ara b el menor residu no negatiu de a (mod pN). Fent servir l’additivitat
de µ, reescrivim
SN,{xa,N} =
∑
0≤a<pM
a+pMZp⊂X
f(xb,N)µ(a+ p
MZp)
Suposem tambe´ N prou gran com per que |f(x)− f(y)|p < ε sempre que x ≡ y
(mod pN). Llavors com xb,N ≡ xa,M (mod pN) tenim
|SN,{xa,N} − SM,{xa,M}|p =
∣∣∣∣∣∣∣∣
∑
0≤a<pM
a+pMZp⊂X
(f(xb,N)− f(xa,M))µ(a+ pMZp)
∣∣∣∣∣∣∣∣
p
≤
≤ max
a
{|f(xb,N)− f(xa,M)|p · |µ(a+ pMZp)|p} ≤ εB.
Con B e´s fix i ε arbitrari, la suma de Riemann convergeix.
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Per veure que no depe`n dels xa,N escollits, ho fem de manera similar. Sigui xˆa,N
un altre punt de a+ pNZp
|SN,{xa,N} − SN,{xˆa,N}|p =
∣∣∣∣∣∣∣∣
∑
0≤a<pN
a+pNZp⊂X
(f(xa,N)− f(xˆa,N))µ(a+ pNZp)
∣∣∣∣∣∣∣∣
p
≤
≤ max
a
{|f(xa,N)− f(xˆa,N)|p · |µ(a+ pNZp)|p} ≤ εB.

Definicio´ 5.4. Si f : X → Qp e´s una funcio´ cont´ınua i µ e´s una mesura en X,
definim
∫
fµ com el l´ımit de les seves sumes de Riemann.
Con consequ¨e`ncia del darrer teorema i aquesta definicio´ obtenim dos resultats
u´tils.
Proposicio´ 5.1. Sigui f : X → Qp una funcio´ cont´ınua tal que |f(x)|p ≤ A per
tot x ∈ X. Sigui µ una mesura per la qual existeix B tal que per tot obert compacte
U ⊂ X es te´ |µ(U)|p ≤ B. Llavors |
∫
fµ|p ≤ A ·B.
Proposicio´ 5.2. Siguin f, g : X → Qp funcions continues tals que |f(x)−g(x)|p ≤ ε
per qualsevol x ∈ X. Si existeix B tal que per tot obert compacte U ⊂ X es te´
|µ(U)|p ≤ B, llavors |
∫
fµ− ∫ gµ|p ≤ εB.
Si X ⊂ Zp e´s un obert compacte, qualsevol mesura µ en Zp es pot restringir a
X. E´s a dir, per qualsevol obert compacte U ⊂ X, definim la mesura de U en X
com µX(U) = µ(U). En termes d’integracio´
∫
fµX =
∫
f1
X
µ, i ho escriurem com∫
X
fµ.
5.3 Distribucions i mesures de Bernoulli
D’entre totes les distribucions p-a`diques, les que esdevindran clau per aquest treball
so´n les nomenades distribucions de Bernoulli. Com podem intuir, estan relacionades
amb els nombres de Bernoulli, igual que ho estan certs valors de la funcio´ ζ de
Riemann. Per tant so´n les que farem servir per construir la funcio´ ζ p-a`dica.
A partir d’ara quan posem a+ pNZp donarem per fet que a e´s un enter compre`s
entre 0 i pN − 1.
Fixat un enter no negatiu k, definim una aplicacio´ µB,k als intervals a + p
NZp
per
µB,k(a+ p
NZp) := pN(k−1)Bk
(
a
pN
)
,
on Bk(x) e´s el k-e`sim polinomi de Bernoulli.
Proposicio´ 5.3. µB,k s’este´n a una distribucio´ en Zp anomenada distribucio´ k-
e`sima de Bernoulli.
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Demostracio´. Com que l’interval a+ pNZp el podem posar com
a+ pNZp =
p−1⊔
b=0
a+ bpN + pN+1Zp,
el que hem de provar es que
µB,k(a+ p
NZp) =
p−1∑
b=0
µB,k(a+ bp
N + pN+1Zp).
Comencem operant
p−1∑
b=0
µB,k(a+ bp
N + pN+1Zp) = p(N+1)(k−1)
p−1∑
b=0
Bk
(
a+ bpN
pN+1
)
,
si multipliquem per pN(1−k) i definim α := a/pN+1. La igualtat a provar ens queda
Bk(αp) = p
k−1
p−1∑
b=0
Bk
(
α +
b
p
)
. (5.1)
On la dreta de la igualtat e´s el coeficient de grau tk de
pk−1
p−1∑
b=0
te(α+b/p)t
et − 1 =
pk−1teαt
et − 1
p−1∑
b=0
ebt/p =
pk−1teαt
et − 1
et − 1
et/p − 1
=
pk(t/p)e(pα)t/p
et/p − 1 = p
k
∞∑
j=0
Bj(pα)
(t/p)j
j!
.
Per tant, simplificant k! vegades el coeficient de tk tenim
pkBk(pα)
(
1
p
)k
= Bk(pα).

Algunes d’aquestes distribucions coincideixen amb les esmentades anteriorment:
· µB,0(a+ pNZp) = p−N = µHaar(a+ pNZp).
· µB,1(a+ pNZp) = B1
(
a
pN
)
=
a
pN
− 1
2
= µ
Mazur
(a+ pNZp).
· µB,2(a+ pNZp) = pN
(
a2
p2N
− a
pN
+
1
6
)
.
Tal i com hem definit les mesures, cap de les distribucions de Bernoulli e´s
una mesura i s’ha de fer un me`tode de regularitzacio´ per transformar aquestes
distribucions en mesures.
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Definicio´ 5.5. Sigui α 6= 1 enter no divisible per p. Definim la distribucio´
regularitzada de Bernoulli en Zp com
µk,α(U) := µB,k(U)− α−kµB,k(αU).
En el cas k = 0 ja hem dit que µB,0 = µHaar i la mesura µ0,α(U) = 0 per qualsevol
U . Per k = 1 tenim
µ1,α(a+ p
NZp) =
a
pN
− 1
2
− 1
α
({αa}N
pN
− 1
2
)
=
=
(1/α)− 1
2
+
a
pN
− 1
α
(
αa
pN
−
[
αa
pn
])
=
=
1
α
[
αa
pN
]
+
(1/α)− 1
2
,
on {αa}N e´s l’enter entre 0 i p − 1 congru amb αa mo`dul pN i [·] denota la funcio´
”part entera”.
Proposicio´ 5.4. Per qualsevol obert compacte U ⊂ Zp es te´ que |µ1,α(U)|p ≤ 1.
Demostracio´. Si p 6= 2 e´s evident que el terme (1/α)−1
2
pertany a Zp. En el cas
p = 2 tindr´ıem problemes en aquest terme ja que te´ un dos al denominador, pero` com
1
α
−1 = 1−α
α
i α no e´s divisible per p = 2 llavors 1−α e´s parell. Per tant α−1−1 ≡ 0
(mod 2) i (1/α)−1
2
∈ Zp . Com, a me´s,
[
aα
pN
]
∈ Z, llavors µ1,α(a+ pNZp) ∈ Zp.
Per acabar, com qualsevol obert compacte U e´s unio´ finita d’intervals a+ pNZp,
podem afirmar que
|µ1,α(U)|p ≤ max
a
{|µ1,α(a+ pNZp)|p} ≤ 1

Per tant µ1,α e´s una mesura, ja que esta` fitada. Provem ara que hi ha una
congrue`ncia que relaciona µk,α i µ1,α.
Veiem que µk,α(I) i ka
k−1µ1,α(I) tenen una relacio´ de congrue`ncia quan I e´s un
interval petit que conte´ a, fent servir l’expansio´ binomial.
Teorema 5.2. Sigui dk el mı´nim comu´ denominador dels coeficients de Bk(x).
Llavors
dkµk,α(a+ p
NZp) ≡ dkkak−1µ1,α(a+ pNZp) (mod pN),
on ambdo´s costats de la congrue`ncia so´n a Zp.
Demostracio´. Si ens fixem en els primers termes del polinomi Bk(x)
B0x
k + kB1x
k−1 + ... = xk − k
2
xk−1 + ...
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Per altra banda tenim que
dkµk,α(a+ p
NZp) = dkpN(k−1)
(
Bk
(
a
pN
)
− α−kBk
({αa}N
pN
))
.
El polinomi dkBk(x) te´ coeficients enters i e´s de grau k. Com que els termes
on aplicarem aquest polinomi tenen denominador pN , nome´s cal considerar els dos
termes principals dkx
k − dk(k/2)xk−1, ja que la resta, despre´s de multiplicar per
pN(k−1) seran congruents amb 0 mo`dul pN .
Com αa ≡ {αa}N (mod pN), i {αa}NpN = αapN −
[
αa
PN
]
, llavors
dkµk,α(a+ p
NZp) ≡
≡ dkpN(k−1)
(
ak
pNk
− α−k
({αa}N
pN
)k
− k
2
(
ak−1
pN(k−1)
− α−k
({αa}N
pN
)k−1))
(mod pN) =
= dk
(
ak
pN
− α−kpN(k−1)
(
αa
pN
−
[
αa
pN
])k
− k
2
(
ak−1 − α−kpN(k−1)
(
αa
pN
−
[
αa
pN
])k−1))
≡
≡ dk
(
ak
pN
− α−k
(
αkak
pN
− kαk−1ak−1
[
αa
pN
])
− k
2
(ak−1 − α−k(αk−1ak−1))
)
(mod pN) =
= dkka
k−1
(
1
α
[
αa
pN
]
+
(1/α)− 1
2
)
= dkka
k−1µ1,α(a+ pNZp).

Com a consequ¨e`ncia d’aquest teorema, es veu que per qualsevol k natural i
qualsevol enter α diferent de 1 i que no sigui mu´ltiple de p, µk,α e´s una mesura ja
que esta` fitada,
∣∣µk,α(a+ pNZp)∣∣p ≤ max
{∣∣∣∣pNdk
∣∣∣∣
p
, |kak−1µ1,α(a+ pNZp)|p
}
≤
≤ max
{∣∣∣∣ 1dk
∣∣∣∣
p
, |µ1,α(a+ pNZp)|p
}
,
on dk e´s fix i , |µ1,α(a+ pNZp)|p ≤ 1.
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6 La funcio´ ζ p-a`dica
Com ja hem dit abans, el que pretenem e´s donar una funcio´ p-a`dica que interpoli
p-a`dicament certs valors que pren la funcio´ ζ de Riemann en un subconjunt de Z
que sigui dens dins de Zp. E´s a dir, una funcio´ cont´ınua de variable p-a`dica que dins
d’un conjunt dens de Zp prengui els valors que volem. Concretament busquem una
funcio´ p-a`dica cont´ınua ζp,s0 que per s0 ∈ {0, 1, ..., p − 2} fixat i k = s0 + (p − 1)s
enter positiu, satisfaci que ζp,s0(s) = (1 − pk−1)ζ(1 − k). El que hem de fer e´s
interpolar p-a`dicament −Bk
k
(1− pk−1).
Comencem per expressar −Bk
k
en termes d’una integral p-a`dica:
∫
Zp
1µB,k = µB,k(Zp) =
p−1∑
a=0
µB,k(a+ pZp) =
p−1∑
a=0
pk−1Bk(a/p) =
= pk−1
p−1∑
a=0
Bk(a/p) = Bk(0) = Bk,
on, a la penu´ltima igualtat, fem servir la propietat dels polinomis de Bernoulli (5.1).
Per tant, el que hem de interpolar e´s − 1
k
∫
Zp 1µB,k.
Proposicio´ 6.1. Sigui f : Zp → Zp la funcio´ f(x) = xk−1 per k un enter positiu
fixat. Sigui X ⊂ Zp obert compacte. Llavors∫
X
1µk,α = k
∫
X
fµ1,α.
Demostracio´. Del Teorema 5.2 veiem que
µk,α(a+ p
NZp) ≡ kak−1µ1,α(a+ pNZp) (mod pN−ordpdk).
Prenent un N prou gran, com per poder expressar X com unio´ d’intervals a+pNZp,
llavors ∫
X
1µk,α =
∑
0≤a<pN
a+pNZp⊂X
µk,α(a+ p
NZp) ≡
≡
∑
0≤a<pN
a+pNZp⊂X
kak−1µ1,α(a+ pNZp) (mod pN−ordpdk) =
= k
∑
0≤a<pN
a+pNZp⊂X
f(a)µ1,α(a+ p
NZp).
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Fem el limit quan N tendeix a infinit i arribem a∫
X
1µk,α = k
∫
X
fµ1,α = k
∫
X
xk−1µ1,α.

Sabem interpolar xk−1 per x fixat, sempre que x 6≡ 0 (mod p). Per evitar aquests
casos, podem prendre X = Z∗p i assegurar que
∫
Z∗p
xk−1µ1,k es pot interpolar.
Fent servir la proposicio´ 5.2, tenim que si |f(x) − xk−1|p ≤ ε per tot x ∈ Z∗p,
llavors ∣∣∣∣∣
∫
Z∗p
fµ1,α −
∫
Z∗p
xk−1µ1,α
∣∣∣∣∣
p
≤ ε.
Prenem f(x) = xk˜−1 amb k˜ ≡ k (mod p − 1) i k˜ ≡ k (mod pN) per obtenir
|xk˜−1 − xk−1|p ≤ 1pN+1 per x ∈ Z∗p. Per tant∣∣∣∣∣
∫
Z∗p
xk˜−1µ1,α −
∫
Z∗p
xk−1µ1,α
∣∣∣∣∣
p
≤ 1
pN+1
.
Arribem a que, per qualsevol s0 ∈ {0, 1, ..., p−2} fixat, permetent que k es mogui
als enters positius congrus amb s0 mo`dul (p − 1), podem estendre la funcio´ de k
donada per
∫
Z∗p
xk−1µ1,α a una funcio´ cont´ınua de s als enters p-a`dics∫
Z∗p
xs0+s(p−1)−1µ1,α.
Per relacionar-ho amb el que vol´ıem interpolar originalment, necessitarem primer
calcular µB,k(Z∗p).
µB,k(Zp) = µB,k
(
p−1⊔
a=0
a+ pZp
)
= µB,k(pZpunionsqZ∗p) = µB,k(pZp)+µB,k(Z∗p) = pk−1Bk+µB,k(Z∗p),
llavors µB,k(Z∗p) = (1− pk−1)Bk.
Relacionem-ho ara amb el que vol´ıem interpolar:
1
k
∫
Z∗p
1µk,α =
1
k
µk,α(Z∗p) =
1
k
(
µB,k(Z∗p)− α−kµB,k(αZ∗p)
)
=
=
1
k
(
(1− pk−1)Bk − α−k(1− pk−1)Bk
)
=
1
k
(1− pk−1)(1− α−k)Bk =
= (α−k − 1)(1− pk−1)
(
1
k
∫
Zp
1µB,k
)
.
Llavors interpolarem els nombres (1− pk−1)(−Bk/k),
(1− pk−1)
(
−Bk
k
)
=
1
α−k − 1
∫
Z∗p
xk−1µ1,α.
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Definim la nostra funcio´ ζ p-a`dica que prengui valor (1−pk−1)(−Bk/k) als enters
1− k per k positiu,
ζp(1− k) := (1− pk−1)
(
−Bk
k
)
=
1
α−k − 1
∫
Z∗p
xk−1µ1,α.
Definicio´ 6.1. Fixat s0 ∈ {0, 1, 2, ..., p − 2}, per s ∈ Zp (s ∈ Zp\{0} si s0 = 0),
definim
ζp,s0(s) :=
1
α−(s0+(p−1)s) − 1
∫
Z∗p
xs0+(p−1)s−1µ1,α.
Alternativament, com s ∈ Zp, s e´s l´ımit d’una successio´ de Cauchy d’enters
positius {an}n, i podem definir tambe´ aquesta funcio´ com
ζp,s0 = − lim
ai→s
(1− ps0+(p−1)ai−1)Bs0+(p−1)ai
s0 + (p− 1)ai .
Si k e´s un enter positiu congru amb s0 mo`dul p − 1, llavors k = s0 + (p − 1)a0
i obtenim la igualtat ζp(1 − k) = ζp,s0(a0). Podem pensar en ζp,s0 com una branca
de ζp, obtenint una branca per cada classe de congrue`ncia mo`dul p − 1. Com
per les classe de congrue`ncia senars tenim Bs0+(p−1)ai = 0 i la funcio´ ζp,s0 prendra`
valor zero, nome´s ens fixarem en els s0 parells. El cas (s, s0) = (0, 0) l’excloem
perque` anul·la el denominador en ζp,s0 ; si pensem, pero`, en la igualtat que acabem
d’exposar ζp(1− k) = ζp,s0(a0), aquest cas es correspondria amb ζp(1). I arribar´ıem
a la conclusio´ que, al igual que la funcio´ ζ de Riemann, la funcio´ ζ p-a`dica te´ una
pol a s = 1.
Teorema 6.1. Sigui p un primer fixat i s0 ∈ {0, 1, 2, ..., p − 2} fixat, per α ∈ Z,
diferent de 1 i no divisible per p, llavors
ζp,s0(s) :=
1
α−(s0+(p−1)s) − 1
∫
Z∗p
xs0+(p−1)s−1µ1,α
e´s una funcio´ de s cont´ınua que no depe`n del α escollit.
Demostracio´. La proposicio´ 5.2 i la seccio´ 4, ens permeten afirmar que la integral
e´s una funcio´ cont´ınua de s. El factor 1/(α−(s0+(p−1)s) − 1) e´s continu sempre que
(s, s0) 6= (0, 0), ja que el denominador, una altra vegada pel Cap´ıtol 4, e´s una funcio´
continua. Per tant ζp,s0 e´s una funcio´ continua. Com
1
α−k − 1
∫
Z∗p
xk−1µ1,α =
1
α−k − 1
1
k
∫
Z∗p
1µk,α =
1
α−k − 1
1
k
(α−k−1)(1−pk−1)
∫
Zp
1µB,k =
=
1− pk−1
k
∫
Zp
1µB,k,
podem dir que aquesta expressio´ no depe`n de α, e´s a dir, si γ ∈ Z, γ 6= 1 i γ 6 | p,
llavors
(1−pk−1)
(
−Bk
k
)
=
1
γ−k − 1
∫
Z∗p
xk−1µ1,γ =
1
α−k − 1
∫
Z∗p
xk−1µ1,α = (1−pk−1)
(
−Bk
k
)
.
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Per tant, sempre que s0 + (p − 1)s = k sigui un enter positiu, e´s a dir s sigui un
enter no negatiu, tenim que
1
α−(s0+(p−1)s) − 1
∫
Z∗p
xs0+(p−1)s−1µ1,α = (1− pk−1)
(
−Bk
k
)
, (6.1)
1
γ−(s0+(p−1)s) − 1
∫
Z∗p
xs0+(p−1)s−1µ1,γ = (1− pk−1)
(
−Bk
k
)
.
Pero` els enters no negatius so´n densos en Zp, i per tant dues funcions continues
que prenen el mateix valor en aquest conjunt, so´n la mateixa funcio´. Per tant ζp,s0
no depe`n del α escollit.

Si ens fixem en l’equacio´ (6.1), ens diu que si k = s0+(p−1)s e´s un enter positiu,
llavors
ζp,s0(s) = (1− pk−1)ζ(1− k).
Per tant estem en disposicio´ d’enunciar el teorema principal d’aquesta segona part
del treball.
Teorema 6.2. Sigui p un primer fixat. Sigui s0 ∈ {0, 1, 2, ..., p−2} fixat, per α ∈ Z,
diferent de 1 i no divisible per p, llavors
ζp,s0(s) :=
1
α−(s0+(p−1)s) − 1
∫
Z∗p
xs0+(p−1)s−1µ1,α
e´s una funcio´ de s cont´ınua que no depe`n del α escollit. A me´s, quan k = s0+(p−1)s
e´s un enter positiu satisfa` la propietat d’interpolacio´:
ζp,s0(s) = (1− pk−1)ζ(1− k) = −(1− pk−1)
Bk
k
.
I com el conjunt on dona aquesta igualtat e´s dens dins de Zp podem dir que ζp,s0 e´s
una funcio´ cont´ınua que interpola (1−pk−1)ζ(1−k) per k ∈ N, k ≡ s0 (mod p−1).
En resum, hem aconseguit trobar una funcio´ de variable p-a`dica que en un
subconjunt dens de Zp prengui el valor que pren la funcio´ ζ de Riemann en els
senars negatiu, llevat d’un factor multiplicant. E´s a dir, hem interpolat els valors
de la funcio´ ζ de Riemann als senars negatius obtenint la funcio´ ζ p-a`dica.
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