Abstract. We prove a generalization of the Siegel-Weil theorem for loop groups.
It is a model for the Weil representation of the adelic loop metaplectic group Sp 2N (A t ). The commuting pair (Sp 2n ,G) is supposed to be lifted to a commuting pair consisting of the metaplectic loop group Sp 2n (A t ) and a central extension of G(A((t))) in Sp 2N (A t ). For our formulation of the Siegel-Weil formula, we only need half of the loop orthogonal group G(A t + ). We prove for functions f ∈ S((t − 
E(f ) = G(F [[t]])\G(A[[t]])
θ(gf )dg, see Theorem 7.5, below. This paper is organized as follows: In Section 2, we review the metaplectic loop group and Weil representation, as constructed in [10] . We also give some further constructions and technical results which will be needed later in the paper, including some discussion for non-archimedean local fields and for adeles. In Section 4 we discuss Eisenstein series for loop metaplectic groups, and in Section 5, prove a convergence theorem, Theorem 5.3, for these Eisenstein series. In Section 6 we relate Eisenstein series in the loop case and the snt-module case, and finally in Section 7, we prove the Siegel-Weil theorem (Theorem 7.5) for loop groups. However we give the proof that the terms on the right-hand side of (7.8) are zero in Section 8.
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Metaplectic loop groups and the Weil representation.
In this section, we recall the Weil representation of a loop symplectic group over a local field constructed in [10] (Section 2.1). We then define the metaplectic loop group using the symbol of the Weil representation and study its Bruhat and Iwasawa decomposition (Section 2.2). In Section 2.3, we define the adelic metaplectic loop group for a number field and the adelic Weil representation.
The Weil representation and metapletic loop group over a local field.
Let F be a local field of characteristic 0 and ψ be a non-trivial additive character of F . For a standard 2N -dimensional symplectic space F 2N over F with symplectic form , , the space F ((t)) 2N = F 2N ⊗ F F ((t)) has an F ((t))-valued symplectic form , F ((t)) given by the scalar extension. It gives a F -valued symplectic form on F ((t)) 2N by taking the residue: for w, v ∈ F ((t)) 2N ,
where Res a for a ∈ F ((t)) is the coefficient of t −1 in the expression of a. The spaces X − = t −1 F [t −1 ] 2N and X + = F [[t] ] 2N are maximal isotropic subspaces of F ((t)) 2N . Since the group Sp 2N (F ((t))) preserves , F ((t)) , it preserves , on F ((t)) 2N . We shall assume Sp 2N (F ((t))) acts on F ((t)) 2N from the right. We also need a larger group Sp(F ((t)) 2N ,X + ), which is by definition the group of all F -linear symplectic isomorphisms g of F ((t)) 2N such that X + g and X + are commensurable. The loop group Sp 2N (F ((t))) is a subgroup of Sp(F ((t)) 2N ,X + ).
Each g ∈ Sp(F ((t)) 2N ,X + ) has a matrix form g = α β γ δ (2.1) with respect to the decomposition F ((t)) 2N = X − ⊕ X + . So it acts on v + v * as (v + v * )g = (vα + v * γ) + (vβ + v * δ), where α : X − → X − , β : X − → X + , γ : X + → X − and δ : X + → X + . We sometimes write α g , β g , γ g , δ g to indicate the operators are associated with g. For a symplectic isomorphism g of F ((t)) 2N , the condition that X + g and X + are commensurable is equivalent to that dim Im γ g < ∞.
The Heisenberg group associated to the infinite dimensional symplectic space F ((t)) 2N is
with the group structure given by
The group Sp 2N (F ((t))) acts on H (from the right) by (x, k) · g = (x · g, k).
We call a complex valued function on X − a Schwartz function if its restriction to each finite dimensional subspace is a Schwartz function in the ordinary sense. For example, if F is a p-adic field with the ring of integers O, the characteristic function of t −1 O[t −1 ] 2N is a Schwartz function, and if F is R or C, q(x) is a C-valued quadratic form on X − with real part positive definite, then e −q(x) is a Schwartz function. Let S X − denote the space of Schwartz functions on X − . We view X − , X + and F as subgroups of H by the embedding v ∈ X − → (v, 0), v * ∈ X + → (v * , 0), k ∈ F → (0,k). The Heisenberg group H acts on S(X − ) by the following: for k ∈ F , v ∈ X − , v * ∈ X + ,
(2.2)
We recall the results about the Weil representation for loop groups proved in [10] . 
And g → T g gives a projective representation of Sp(F ((t)) 2N ,X + ) on S(X − ). 5) where C(f 1 ,f 2 ) denotes the tame symbol of f 1 and f 2 given by
By restriction, we have a projective representation of Sp 2N (F ((t))) on S(X −
and γ(c, ψ) denotes the Weil index of c ∈ F with respect to ψ defined by the condition that the Fourier transform
see [8] .
We fix a Borel subgroup 2N (F ((t))) can be described as the group generated by root vectors x α (a), where α ∈ Δ 0 and a ∈ F ((t)), and the relations (2.6), (2.7) and (2.8) below:
If α and β are roots and α + β = 0, then
where the product is over all the roots iα + jβ, i > 0, j > 0 and the coefficients c ij ∈ Z are given in terms of the Chevalley basis of g. If α + β is not a root, then the right-hand side is 1. See [7] for the precise meaning of the right-hand side. For a ∈ F ((t)) * , we set
and
When G = SL 2 , there are two roots α and −α, the relations (2.7) above is replaced by
Let Sp 2N (F ((t))) denote the Steinberg group defined by the symbol (2.5). It is generated by root vectors x α (a) (α ∈ Δ 0 , a ∈ F ((t))) and C * with relations (2.6), (2.7) and
where (a, b) is the symbol in (2.5), and θ is the longest root of Sp 2N , and C * is in the center.
In the case of SL 2 , SL 2 (F ((t))) is generated by x α (a), x −α (a) and C * with relations (2.6), (2.9), (2.10), and C * is in the center. We call Sp 2N (F ((t))) the metaplectic loop group of Sp 2N (F ((t))). The group Sp 2N (F ((t))) is a central extension of Sp 2N (F ((t))):
We denote the image of g ∈ Sp 2N (F ((t))) in Sp 2N (F ((t))) byḡ. Since the symbol (2.5) is trivial on the subgroup F * × F * ⊂ F ((t)) * × F ((t)) * , the elements x α (a) (a ∈ F ) generate a subgroup of Sp 2N (F ((t))) isomorphic to Sp 2N (F ), so we will regard Sp 2N (F ) as a subgroup of Sp 2N (F ((t))).
To describe the action π : Sp 2N (F ((t))) → GL(S(X − )), it is sufficient to describe the action of the generators x α (a) and of c ∈ C * . For a ∈ F ((t)), let g .
3) with the Haar measure on Im γ g as the counting measure, i.e., the volume of {0} is 1. For general a ∈ F ((t)), we can find a diagonal element of type
Note that T t k is as in (2.3) and the conjugation above is independent of the choice of the Haar measure for Im γ t k . And c ∈ C * acts as scalar multiplication by c.
Proof. By Theorem 2.1, we have, for g ∈ Sp 2N (F ((t))) and h ∈ H,
If π(g) = 1, then h ·ḡ = h for all h ∈ H, soḡ = 1. This means g ∈ C * , so g = 1.
When we need to indicate the dependence of the Weil representation π on the additive character ψ, we write π as π ψ . If ψ is related to ψ by the relation
. We then check (2.13) holds for a ∈ F ((t)) using (2.11).
The reprametrization group of F ((t)) is by definition
with the group operation (σ 1 * σ 2 )(t) = σ 2 (σ 1 (t)). It acts on F ((t)) from the right by
And it acts on the space F ((t))dt of formal 1-forms (from the right) by
We view the first n components in X = F ((t)) 2n as elements in F ((t)) and the last n components as elements in F ((t))dt (without writing dt), then Aut F ((t)) acts on F ((t)) 2n by
Since the residue of an 1-form is independent of the local parameter, the action preserves the symplectic form. We have an embedding Aut F ((t)) ⊂ Sp(F ((t)) 2N ).
And when we write σ ∈ Aut F ((t)) as in (2.1), it is clear that γ = 0, so we may view Aut F ((t)) as a subgroup of Sp(
It is easy to check that
The multiplicative group F * is a subgroup of Aut F ((t)) by the embedding c → ct, the action of F * on S(X − ) is given by
The group Aut F ((t)) also acts on Sp 2N (F ((t))) as automorphisms in the following way: for σ(t) ∈ Aut F ((t)), g ∈ Sp 2N (F ((t))), we write
) N , where as above, the entries in the first component are functions and the entries of the second component are 1-forms, so the blocks a and d are N × N -matrices with entries as functions, the block b is an N × N -matrix with entries as 1-forms, and the block c is an N × N -matrix with entries as vector fields; σ(t) changes an entry k(t)
, and changes an entry k(t) in block c to k(σ(t))(σ(t) ) −1 . This action is compatible with the action on H. Since the Aut F ((t))-action on F ((t)) preserves the symbol in (2.5), the Aut F ((t))-action on Sp 2N (F ((t))) lifts to an action on Sp 2N (F ((t))) and therefore an action of Aut F ((t)) on the semi-direct product Sp 2N (F ((t))) H. And S(X − ) is a representation of the semi-direct product group Aut F ((t)) ( Sp 2N (F ((t))) H).
Bruhat and Iwasawa decompositions.
Let B be the subgroup of Sp 2N (F ((t))) which consists of elements g such thatḡ ∈ Sp 2N (F [[t]]) andḡ mod t is in B 0 . We call B a Borel subgroup of Sp 2N (F ((t))). It is clear the center C * ⊂ B. Let N be the subgroup generated by w α (a) with α ∈ Δ 0 and a ∈ F ((t)) * . Then (B, N ) is a BN-pair for Sp 2N (F ((t))) with the affine Weyl group W as the Weyl group. This can be proved using the pull-back of the standard BN-pair for Sp 2N (F ((t))) under the map Sp 2N (F ((t))) → Sp 2N (F ((t))). Recall that W is the semi-direct product of the Weyl group W and the coroot lattice Q ∨ of Sp 2N . We have the Bruhat decomposition for Sp 2N (F ((t))):
where w runs through all elements in W .
We wish to define a "maximal compact subgroup" K for Sp 2N (F ((t))). If F is a p-adic field with ring of integers O, we let K be the subgroup generated by x α (a) with α ∈ Δ 0 and a ∈ O((t)).
Recall that the affine Kac-Moody algebra for the simple Lie algebra sp 2N has the roots {α + nδ | α = 0 or α ∈ Δ 0 , n ∈ Z}. For each affine real root nδ + α (n ∈ Z, α ∈ Δ 0 ), we call the group defined by
the root group for nδ + α. In particular, for α 0 = δ − θ, the extra simple root of affine Sp 2N , we have the root groups
A direct calculation using the generating relations of Sp 2N (F ((t))) gives the following:
Notice that the right-hand side of the last identity is the Hilbert symbol for b 1 and b 2 (see [8, page 176] ). So the subgroup G α 0 generated by x −θ (ct) and x θ (ct) (c ∈ F ) is a central extension of SL 2 (F ) under the map
When F = C, this map is an isomorphism; and when F = C, the kernel is {±1}, and G α 0 is a two-fold cover of SL 2 (F ) given by the Hilbert symbol of F , which is called the metaplectic group for SL 2 (F ). We let K α 0 denote the standard, maximal compact subgroup of
Let K be the subgroup generated by K fin and K α 0 . So we have chosen a "maximal compact subgroup" K of Sp 2N (F ((t))) for each local field F of characteristic 0.
For a p-adic field F , let K be the subgroup generated by K fin = Sp 2N (O) and K α 0 , it is easy to prove that K ⊂ K.
By use of the BN-pairs mentioned above and the method as in [7] , we can prove the Iwasawa decomposition [10, Section 4] , where φ 0 = exp(πi(x, xΩ)) for Ω = iI (see [10, Section 4] for the definition of I). If F = C, we may assume that ψ(z) = e 2πi(tr z) = e 4πi(re z) . We view Sp 2N (C((t))) as a subgroup of Sp 4N (R((t))) under the identification C = R 2 , z = x + iy → (x, y) ∈ R 2 . We may view Sp 2N (C((t))) as a subgroup of Sp 4N (R((t))). Then the "maximal compact subgroup" of Sp 2N (C((t))) is a subgroup of the maximal subgroup of Sp 4N (R((t))). The Weil representation for Sp 4N (R((t))) restricts to the Weil representation of Sp 2N (C((t))). The function φ 0 is fixed by the "maximal compact" subgroup of Sp 2N (C((t))) up to a scalar.
We expect that φ 0 in the Lemma is actually fixed by K. 
Then the characteristic function
, it is easy to check x α (a) fixes φ 0 . For a ∈ O((t)), we use formula (2.11). Since T t k is a partial Fourier transform, it fixes φ 0 , and 
Proof. It is clear that the map is surjective onto Sp 2N (O((t))). Since the kernel is in C * ∩ K, and K fixes φ 0 , we must have C * ∩ K = 1.
Adelic groups and representations.
In this section, we assume F is a number field. By Section 2.1, we have, for each place v of F , a representation of the semi-direct product Aut (F v 
In this section we define the adelic metaplectic loop group for Sp 2N and define its Weil representation.
Let A denote the ring of adeles of F , and ψ = Πψ v be a non-trivial character of A/F . For a non-Archimedean place v, O v denotes the ring of integers. We let
It is clear that
And we let
An element a ∈ F ((t)) is in F t iff for almost all finite places v, a ∈ O v ((t)).
LEMMA 2.8. F t is subfield of F ((t)).
Proof. It is enough to prove that if a = i≥l k i t i ∈ F t − {0}, then a −1 ∈ F t . Let S be the set of finite places v such that a / ∈ O v ((t)). We may assume k l = 0. Let S be the finite set of finite places v such that a l is not a unit of O v . It is clear that both S and S are finite sets. Then
If F is the functional field of a curve C over a finite field, we can define the field F t similarly. The field F t is the function field of any formal scheme based on C with structural sheaf locally isomorphic to O((t)) (here O denotes the structural sheaf of C).
The adelic loop group for Sp 2N without central extension is defined as Sp 2N (A t ). It is clear that Sp 2N (A t ) is the restricted product of Sp 2N (F v ((t))) with respect to "maximal compact" subgroups Sp 2N (O v ((t))). The adelic metaplectic loop group Sp 2N (A t ) is defined as the restricted product Π v Sp 2N (F v ((t))) with respect to "maximal compact" subgroups K v defined in Section 2.2. Clearly we have the exact sequence
We can also define the adelic group for Aut F ((t)). For F v = R, we define the maximal "compact" subgroup of Aut(R((t))) as {−t, t}. If F v = C, we define the maximal "compact" subgroup of Aut(C((t))) as {ct | |c| = 1}. If F v is a non-Archmedean local field, we define the maximal "compact" subgroup of Aut(F v ((t))) as the subgroup consisting of elements
It is easy to check that the above maximal "compact" subgroups of Aut (F v 
where the restricted product is with respect to the "compact" subgroup of Aut(F v ((t))) defined as above. It is clear that Aut A t acts on Sp 2N (A t ), so we have semi-direct product Aut A t Sp 2N (A t ).
For each place v, as in Section 2.1, we have the Weil representation
Since for almost all places v, there is φ v,0 (Lemma 2.6) fixed by the local "maximal compact" group K v , the restricted tensor
) with respect to {φ v,0 }, which is the space formed by linear combinations of vectors of the form
We call this representation the adelic Weil representation. And note that for almost all places v, the maximal compact subgroup of Aut
Proof. Since F t is a field, Sp 2N (F t ) is isomorphic to the group generated by the root subgroups y α (a) (α ∈ Δ 0 , a ∈ F t ) with the standard relations (2.6), (2.7) and (2.8) ((2.9) if N = 1). On the other hand, for α ∈ Δ 0 ,a ∈ F t , we have x α (a) ∈ Sp 2N (A t ). Because of the product formula Π v |c| v = 1 and because of the product formula for the Weil index Π v γ(c, ψ v ) = 1 when c ∈ F * , so we have, for f 1 ,f 2 ∈ F t , the product formula
. So x α (a) (a ∈ F t ) satisfies the standard relations (2.6), (2.7) and (2.8) ((2.9) if N = 1). Therefore
is the desired splitting.
From now on, we regard Sp 2N (F t ) as a subgroup of Sp 2N (A t ) whenever convenient.
We also have the Iwasawa decomposition for adelic groups
where B A is the restricted product of groups B v with respect to
3. Theta functional. We continue to assume F is a number field. In this section, we first introduce a certain function space
that is closed under the action of the adelic metapletic group Sp 2N (A t ). For T ∈ Aut(A t ) satisfying certain conditions, we construct theta functional
The definition of the functional θ is similar to the classical case:
It is easy to see that the above summation is not convergent for arbitrary
For a finite place v, a subgroup of the Heisenberg group 
Then φ is invariant under the translation by elements in
π k v t −1 O v [t −1 ] 2N and is supported in π −k−l v t −1 O v [t −1 ] 2N , where π −l v O v is the conductor of ψ v . Proof. Since elements in t −1 O v [t −1 ] 2N act on S(t −1 F v [t −1 ] 2N ) by transla- tions (see (2.2)), φ is fixed by π k v t −1 O v [t −1 ] 2N means precisely the first claim. For the second claim, since φ is fixed by every v * ∈ π k v O v [[t]] 2N , we have φ(x) = ψ v x, v * φ(x) (3.1) for every v * ∈ π k v O v [[t]] 2N . If x / ∈ π −k−l v t −1 O v [t −1 ] 2N , we can find v * ∈ π k v O v [[t]] 2N such that ψ v ( x, v * ) = 1, then (3.1) implies φ(x) = 0. A function φ v ∈ S(t −1 F v [t −1 ] 2N ) is
LEMMA 3.2. If v is a finite place, the space of elementary functions in
Proof. Suppose φ v is an elementary function, so φ v is bounded and fixed by
, and using the identity (2.12), we have
where l is as in Lemma 3.1). Note that π(g)φ v = cTḡφ v for some choice of Haar measure on Im γḡ and some scalar c. Using the formula (2.3) for T g , we have, for
be the space of functions on
for all infinite places v and almost all finite places v, and every remaining φ v is an elementary function. It is clear that
We introduce a semi-subgroup of Aut A t by
We now define, for a given T ∈ Aut A t >1 , a functional
and prove that it is invariant under the arithmetic subgroup Sp 2N (F t ). The theta functional is defined as
This theorem is the adelic version of [10, Theorem 4.9], we sketch its proof. First we need some lemmas analogous to [10, Lemmas 4.7 and 4.8].
LEMMA 3.4. Let S be a finite set of places of F that contains all the infinite places. If f ∈ S(Π v∈S F v ) is bipositive (i.e. f and its Fourier transform F f satisfy
Proof. Apply the Poisson summation formula, we have
A multi-dimensional generalization of the lemma is 
and let O S be the ring of S-integers that is embedded in
The proof of this lemma is similar to that of [10, Lemma 4.8] , it uses Lemma 3.4.
Proof of Theorem 3.3.
For simplicity, we assume T = {T v } with T v = 1 for all finite places v. For each infinite place v, T v can be factorized as a product
, and we assume |q v | > 1. We may assume f = Πf v such that f v = φ v,0 for almost all finite places v. Let S be a finite set of places containing all infinite v and all finite v with f v = φ v,0 . Then 
So we may further assume that φ v is the characteristic function of
where
and c is a scalar. So we need to prove the convergence of
We first consider the sum over the finite dimensional subset 
Therefore we may apply Lemma 3.5 to prove that
is bounded above by
where M is an integer (with prime divisors only in S, above) depending only on ⊗ v∈S fin φ v and O is the ring of integers in F . Using the fact that q v > 1 for all v ∈ S ∞ , we can prove the right-hand side is convergent.
It is proved in [5] that the hypothesis for T = (
Since the action T t m can be given in terms of the partial Fourier transforms (see [10, pages 26 and 27]), it preserves θ by Poisson summation formula. Therefore π(x α (a)) preserves θ.
By Theorem 2.1, we know that for g∈ Sp 2N (A t ), and
where T g is given by (2.3). Using the theta functional, we can determine this scalar in the case g ∈ Sp 2N (F t ).
with the Haar measure given by the condition that the covolume of
its volume is taken as 1).
Proof. By Theorem 3.6, π(g) preserves the theta functional, and we also known that π(g) = c g T g for some scalar c g . To prove π(g) = T g , it is sufficient to prove T g also preserves the theta functional. To prove this, we use the Bruhat decomposition of
where F t + = F t ∩ A t + , and w runs through all diagonal matrices t m . It is easy to verify that T g for g ∈ Sp 2N (F t + ) preserves the theta functional, and T t m is a partial Fourier transform, so it also preserves the theta functional. To prove T g preserves the theta functional, we write g = g 1 wg 2 according to the Bruhat decomposition. Using [10, Lemma 2.5], we have T g = T g 1 T w T g 2 . This proves the proposition.
Eisenstein series for loop metaplectic groups.
We assume F is a number field. Let F 2n be the standard symplectic space and V be an m-dimensional Fspace with a non-degenerate symmetric, ani-isotropic, bilinear form ( , ) : V ×V → F . Then F 2n ⊗ V is an F -symplectic space with the symplectic form
Let e 1 ,... ,e 2n be the standard basis for F 2n , we have e i ,e i+n = 1 for i = 1,... ,n and all other symplectic pairings are 0. Let f i be a basis of V , and f i be the dual basis of
We fix this choice of symplectic basis, and therefore identify the symplectic space F 2n ⊗ V with the standard one F 2N (N = mn). We shall define Eisenstein series for
) satisfying certain conditions. We then prove the convergence of these Eisenstein series reduces to the convergence of Eisenstein series for a certain height function on Sp 2n (A t ) (Lemma 4.4).
We have an embedding
where G denotes the orthogonal group of V , and an embedding
For a place v of F , we have the Weil representation of
This result is proved directly using (2.3).
Note that Sp 2n (A t ) is normalized by T , the set T Sp 2n (A t ) is stable under both left and right multiplication by Sp 2n (A t ). And it is clear that Φ(hT g) = Φ(T g) for h ∈ Sp 2n (A t + ). We define the Eisenstein series
Although our results can be proved for more general T , for simplicity of exposition, we make the following assumption on T :
To prove this is well-defined, we suppose there are two such decompositions:
1 , taking the image of both sides in the loop group Sp 2n (F v ((t))), we find that b
Both Φ and theh m are left invariant under Sp 2n (A t + ) (where m = dim V ), and they are equal on the center ⊕ v C * . To compare them, it is enough to compare their restrictions on ΠK v . In the classical case, since Π v K v is compact, we have Φ(g) ≤ Ch(g) m for some scalar C, so the convergence of the Eisenstein series associated to Φ reduces to the Eisenstein series associated toh m , where the Godement criterion can be applied. In our case, the argument that uses the compactness of ΠK v doesn't apply, we need to assume more conditions on φ to prove the comparison inequality involving Φ andh m .
To give our conditions on φ, we use the action of the local Heisenberg group
Therefore we may regard φ v as function on
For any nonnegative integer k with 2k ≥ n v , we let
We denote the "maximal compact" subgroup of Sp 2N (F v ((t)) This lemma follows from the proof of Lemma 3.2. The proof uses the fact that
As we remarked earlier, a function f ∈ S v,k can be viewed as an element in
It is clear that the space S fin v,k is isomorphic to
We introduce an inner product on
where the sum is over Let us give a conceptual explanation of this lemma. We first define a nondegenerate skew symmetric bi-character ψ(f, g) on the locally compact abelian group
(the topology is the t-adic topology) as follows. Given f, g ∈ Ξ, letf ,ḡ be lifts in
depends only on f , g and not on the choice of their liftings. We set
We have the associated Heisenberg group
with the group law given by the relations
) acts onH as automorphisms, and the action factors through
. Note also that the groupH is a locally compact topological group. By the Stone-Von Neumann Theorem, there is a unique (up to isomorphism) irreducible unitary representation ofH with the central character
is a model of this representation, where the elements in 
acts as translations and the elements in
Proof. Since T normalizes Sp 2n (A t + ), and
It is enough to prove the inequality for g ∈ Π v K v . By the conditions on φ, it is suffices to prove that for each exceptional place v in (3), the function
Lemma 4.4 implies that the Eisenstein series (4.2) is majorized by C times the Eisenstein seriesẼ
the convergence of which is proved in the next section. Note that the set Sp 2n (F [[t]]) \ Sp 2n (F ((t))) is the equal to Sp 2n (F t + ) \ Sp 2n (F t ).
Convergence of Eisenstein series.
In this section, we prove the convergence of Eisenstein series associated to the "Siegel parabolic" subgroup of the symplectic loop group defined using the inverse tame symbol. The convergence result implies the convergence of (4.6). We follow the method used in [1, 2] , where the convergence is proved for Eisenstein series induced from a Borel subgroup.
Let F be a number field and v be a place of F . Since the inverse tame symbol on F v ((t)) satisfies the Steinberg relations, it gives a central extension of Sp 2n (F v ((t))), which we denote by Sp 2n (F v ((t))):
The group Sp 2n (F v ((t))) is generated by root vectors x α (a) with relations (2.6), (2.7), and (2.10) with the symbol replaced by C(a, b) −1 . We can similarly define Borel subgroup B v and "maximal compact" subgroups K v of Sp 2n (F v ((t))) as in Section 2.2. The Iwasawa decomposition holds:
see [7] . Let Aut F v ((t)) be the reprametrization group given in Section 2.2. It acts on Sp 2n (F v ((t))) by changing the variable t, i.e., for σ(t) ∈ Aut F v ((t)), g(t) ∈ Sp 2n (F v ((t))),
σ(t) · g(t) = g σ(t) . (5.1)
Since the changing variable action preserves the tame symbol, it has a compatible action on Sp 2n (F v ((t))) given by
σ(t) · x α a(t) = x α a σ(t) ,
and the center F * v is fixed. We shall only consider the subgroup
We have the semi-direct product group
Let T v denote the subgroup generated by h α (c) (α ∈ Δ 0 , c ∈ F * v ), and the center F * v . Then T v is a "maximal torus" of Sp 2n (F v ((t))), which is isomorphic to
) be the direct product. It has the center Π v F * v which contains the idele group A * . We denote
where Π v is the restricted product relative the K v 's. Note that we have the exact sequence
In particular F * ⊂ A * is in center of Sp 2n (A t ). We have an embedding Sp 2n (F t ) → Sp 2n (A t )/F * given by
The group σ(A * t) = Π v σ(F * v t) acts on Sp 2N (A t ), the action being induced from the local actions. We have semi-direct product group Sp 2N (A t ) σ(A * t), and we set
We recall the affine Kac-Moody algebraĝ for a complex simple Lie algebra g:
The Lie bracket is given by, for a, b ∈ g,
and K is in the center. The bilinear form (a, b) above is the normalized Killing form such that (θ,θ) = 2, whereθ is the coroot corresponding to the longest root θ. Let h be a Cartan subalgebra of g, then
is a Cartan subalgebra ofĝ. We define its dualĥ * bŷ
where the pairing ofĥ andĥ * is given by
Let Δ 0 be the set of roots of g, the set of roots ofĝ is
Let α 1 ,... ,α n be simple roots for g; then α 0 = δ − θ, α 1 ,... ,α n is a basis of simple roots forĝ. We apply the above notations to the case g = sp 2n . We denote the coroot corresponding to the simple root α i byα i . Let ρ 0 ∈ h * be such that (ρ 0 ,α i ) = 1 for i = 1,... ,n, then ρ = ρ 0 + (n + 1)L ∈ĥ * satisfies (ρ,α i ) = 1 for i = 0, 1,... ,n. For each affine real root α + nδ, its corresponding root subgroup in Sp(F v ((t))) is the subgroup x α (ct n ) (c ∈ F v ). For each element λ ∈ĥ * C of the form
where λ 0 ∈ h * , we define a quasi-character χ λ of σ(A * t) T A as follows. For
We introduce height functions on Sp 2n (A t ) as follows. For every g ∈ Sp 2n (A t ), first we write
, where B A is the restricted product of local Borel subgroups, and K A is the product of local "maximal compact" subgroups; then we write b g = a g u g for a g ∈ T A , u g in the pro-unipotent radical of B A ; then we setĥ
It is easy to see thatĥ s (rgk) =ĥ s (g) for r ∈ Sp 2n (F t + ) and k ∈ K A .
We consider the Eisenstein serieŝ
where T ∈ Aut A t and g ∈ Sp 2n (A t ). The main result of this section is the following: THEOREM 5.1. For g ∈ Sp 2n (A t ) and T = (q v t) v ∈ Aut A t satisfying Assumption 4.1,Ê s (T g) converges absolutely when Re s > 3n + 1.
The condition Re s > 3n + 1 is the affine analog of the classical Godement condition for the convergence of Eisenstein series. We use the method in [1, 2] to prove the theorem. It is enough to prove the theorem for the case s ∈ R and g ∈ T A , then all the terms in (5.2) are positive. The proof is divided into two steps.
We first recall that the Bruhat decomposition. The affine Weyl groupŴ is isomorphic to the semi-direct product Q ∨ W , where W is the Weyl group of Sp 2n and Q ∨ is the coroot lattice. We have
where U denote the unipotent radical of Sp 2n (F t + ). Let
where Δ 0,+ (resp. Δ + ) is the set of positive roots in Δ 0 (resp. Δ). It is known that S is a set of representatives of coset space W \Ŵ . The above decomposition can also be written as
Since we assume s ∈ R, the infinite series (5.2) has positive terms, the sum makes sense as a function with values in R >0 ∪ {∞}. The group U is a projective limit of finite dimensional unipotent groups, and U F \U A is a projective limit of spaces topologically isomorphic to a finite product of spaces F \A. As such U F \U A is a compact topological space, and it has a probability measure invariant under translations by U A . For a given g ∈ Sp 2n (A t ),Ê s (uT g) is an R ≥0 ∪ {∞}-valued measurable function of u ∈ U F \U A , because each term is a measurable function of u.
We first compute for a ∈ T A ∩ Sp 2n (A t ), the constant term 
For each w ∈ S, we put
It is well-known that
Let U w be the group generated by the root subgroups with the roots in Δ w and U w be the t-adic completion of the group generated by the root subgroups with the roots in Δ w . We have the unique factorization U = U w U w and wU w w −1 ⊂ U and
We have
The right-hand side of (5.7) is 
whereζ(s) denotes the complete Dedekind zeta function of F .
Proof. Let P be a finite set of places. We first consider the integral
For each β ∈ Δ + ∩ wΔ − , we writeβ = lK +α, whereα is the coroot of a root of the Lie algebra of Sp 2n . Because w −1 Δ 0,+ ⊂ Δ + , we have l ≥ 1. That implies that
Using the Gindikin-Karpelevich formula as in [1, 4] , we have
where β runs through all the roots in Δ + ∩ wΔ − ,β is the coroot corresponding to β, and ζ v (s) is the v-component of the completed Dedekind zeta function of F .
Let P go to the full set of the places of F , we see that the integral
The condition |q| > 1 implies that
decreases to 0 as fast as a Gaussian function e − (v,v) goes to 0 as v ∈ Q ∨ gets large, so the summation in (5.10) converges (see [1] for an analogous situation with more details).
After proving the convergence of E # (s, T a), the 2nd step in the proof of Theorem 5.1 is parallel to that of [2] .
Next we show Theorem 5.1 implies the convergence of the Eisenstein series We need to compare the Eisenstein series for two different groups Sp 2n (A t ) and Sp 2n (A t ). We define a third group Sp 2n (A t ) which uses the symbol (a, b) = |C(a, b)| − 1 2 . It has the standard generators y α (a) (α ∈ Δ 0 , a ∈ (A t )). We have obvious morphisms
given by x α (a) → y α (a), c ∈ C * → |c|, and
given by x α (a) → y α (a), c ∈ A * → |c| 1 2 . We see that for r ∈ Sp 2n (F t ), π 1 (r) = π 2 (r) and that if π 1 (g 1 ) = π 2 (g 2 ), we haveĥ(rT g 1 ) =h(rT g 1 ) 2 . ThereforeÊ s (T g 1 ) =Ẽ 2s (T g 2 ). The condition m > 6n + 2 implies that
Eisenstein series and snt-modules.
In this section, we show that the t-Eisenstein series for snt-modules studied in [3] appears naturally when we decompose the Eisenstein series E(φ, T g) in (4.2). Also we prove [3, Theorem 3.3] which was stated there without proof.
For T as in Assumption 4.1, φ as in Lemma 4.4, we have the Eisenstein series E(φ, T g) which is convergent by Theorem 5.3. For simplicity we put f = T gφ.
denote the set of Lagrangian subspaces U with respect to the form satisfying the following conditions (1) .
LEMMA 6.1. Sp 2n (F ((t))) acts on Gr(F ((t)) 2n ) transitively, the isotropy subgroup of F [[t]] 2n is Sp 2n (F [[t]]).
This lemma is well-known. Since we could not find the reference, we give a proof. 
Proof. We consider W ∈ Gr(F ((t)) 2n
Hence if we set
. We claim A is invertible, i.e., we claim det A = 0mod t. Assume det A = 0mod t, then there exists
But then 
On the other hand let e 1 ,... ,e 2n be the standard, symplectic basis of F ((t)) 2n ; then
defined by
This proves the lemma.
We next prove that the above lemma is also true if Sp 2n (F ((t))) and Sp 2n (F [[t]]) are replaced by smaller groups Sp 2n (F t ) and Sp 2n (F t + ).
LEMMA 6.2. Sp 2n (F t ) acts on Gr(F ((t))) 2n transitively, the isotropy subgroup of F [[t]] 2n is Sp 2n (F t + ).
Proof. Using the BN-pair argument as in [7] , we have
It is clear that Sp 2n (F (t, t −1 )) ⊂ Sp 2n (F t ). The transitivity follows. Since the isotropy subgroup of the Lagrangian subspace F [[t]] 2n in Sp 2n (F ((t))) is Sp 2n (F [[t]]), its isotropy subgroup in Sp 2n
By Lemma 6.2, the summation in (6.1) can be written as a summation over Gr(F ((t)) 2n ). For r ∈ Sp 2n (F t + )\Sp 2n (F t ), let U = F [[t]] 2n r be its corresponding element in Gr(F ((t)) 2n ). Let π − : F ((t)) 2n → t −1 F [t −1 ] 2n be the projection map with respect to the decomposition:
By Proposition 3.7, we have
The symplectic pairing
2n −→ F factors through a non-degenerate pairing
For each v ∈ π − (U ), letṽ ∈ U be a lifting of v, writeṽ =ṽ + +ṽ − according to the decomposition (6.2), then the elementṽ
∩ U is independent of the lifting. We denote by ρ the map:
And we use the same symbol ρ to denote the map
Then (6.3) can be written as
where dx is the Haar measure on (π − (U ) ⊗ V ) A such that the covolume of π − (U ) ⊗ V is 1. We have
We consider the space 
In the case that P −1 (W ) is empty, then we set E W (f ) = 0. We have
The following lemma describes the image of P .
where l ≤ n and It is easy to see that U ∈ Gr(F ((t)) 2n ). Then
This and the Sp 2n (F [[t]]
)-equivariance of P prove the condition in the lemma is sufficient.
(F ((t))). By the Bruhat decomposition, we write g as
. Let k l be the 1st in k i 's that is not 0, then
This proves the condition is also necessary.
Since the symplectic form , on F ((t)) 2n satisfies the property ta, b = a, tb for a, b ∈ F ((t)) 2n , the radical R of the restriction of ,
2n /R has the induced symplectic form , and it satisfies the condition
It follows that W is finite dimensional. SoW is both a finite dimensional symplectic space over F and an F [[t]]-module with the action of t nilpotent. The two structures are compatible in the sense of (6.7), soW is an snt-module as defined in Section 1 [3] . In the case that W is the right-hand side of (6.6), the snt-moduleW is isomorphic to
where H k is as in [3, (1.9) ]. Recall from [3] , Section 2, that for an snt-modulẽ W , we used the symbol Gr(W ,t) to denote the set of Lagrangian subspaces of W which are also F [[t]]-submodules. We now prove that there is a bijection from Gr(W ,t) to the set 
E(f, H).
Comparing the formula E(f, H) in [3, Section 8] and the formula E(f, U ) in (6.4) above, we see that if H corresponds to U in the correspondence in Lemma 6.4,
Therefore we have LEMMA 6.5. We use the same symbol f to denote the restriction of f on (W ⊗ V ) A , then t-Eisenstein series Et(f ) for the snt-moduleW is
And
for T , g, φ as in Theorem 5.3 , since Et(f ) is part of series for E(f ), we know from Theorem 5.3 that E(f ) converges absolutely, therefore Et(f ) converges absolutely. We shall prove a stronger convergence result: THEOREM 6.6. Suppose dim V > 6n + 2 and W ∈ Im P , then Et(φ) converges absolutely and the convergence is uniform for φ in a compact subset of
This Theorem implies [3, Theorem 3.3] . To prove Theorem 6.6, we introduce some useful terminology.
satisfies the following two conditions: (1) there is a finite set S of places of F including all infinite places such that every f ∈ C is of the form
∈S φ 0,v , where φ 0,v is as Lemma 2.6. (2) For every finite dimensional space W ⊂ t −1 F [t −1 ] 2n ⊗V , the restriction of C to W A is a subset of some compact subset of S(W A ). We give an example of a quasi-compact subset. Let
be a compact subset, and f 2 ∈ S(W A ) be a fixed function, then for each f 1 ∈ C 1 ,
, this set is clearly quasi-compact. We also have the concept of quasi-compact subset of
a subset is called quasi-compact if its restriction on each finite dimensional subspace W is a subset of a compact subset in S(W ).
Now we fix a place v. Recall in Section 2, we defined for each simple root α i (i = 0, 1,... ,n) , a subgroup K α i ⊂ Sp 2n (F v ((t)) ).
It is clear that K α i C is quasi-compact. It remains to prove the Lemma for the case K α 0 . In the notation of Section 2.2, K α 0 is a maximal compact subgroup G α 0 , and G α 0 is generated by root vectors x θ (ct −1 ) and x −θ (ct) (c ∈ F v ). We first note that if B is a compact subset in F v , then the following subsets
are quasi-compact. This can be easily seen from the action formula of x θ (ct −1 ) and x −θ (ct) in (2.11). We notice that a partial Fourier transform maps a quasicompact set to a quasi-compact set, and a map that permutes the variables maps a quasi-compact set to a quasi-compact set. Having noticed these facts, we divide our proof into two cases. If v is a finite place, let O v denote the ring of integers of
We claim g is in one of the following two sets:
is in the first set, so g is in the second set. Therefore every g ∈ K α 0 is in one of the two sets
It is clear that B 1 C and B 2 C are quasi-compact. So , we see that g is in 1 ,b 2 ∈ B F and w ∈ W . The condition on r implies that the length l(w) of w is bounded, say l(w) ≤ l for all r satisfying the condition in the lemma. Then for each place v, we use the BN-pair for each local group Sp 2n (F v ((t))) and the argument as in [7, page 99 ] to show that r can be written as
There is a constant C depending only on C and W such that for every r ∈ Sp 2n (F t ) satisfying the condition that
Proof. By Lemma 6.8, we can write r = bk 1 ··· k l , so
By Lemma 6.7, k 1 ···k l f varies over some quasi-compact subset C ; then there is a constant C satisfying
Proof of Theorem 6.6 .
By Lemma 6.9, there is a constant C such that
since m > 6n + 2, the right-hand side is convergent by Theorem 5.3.
Siegel-Weil formula for loop groups.
In this section, we prove our main result: the Siegel-Weil formula for loop groups. Let T, φ be as in Theorem 5.3, and h ∈ G(A t + ). We consider the theta functional
We fix T , g, φ and denote f = T gφ and regard (7.1) as a function of h ∈ G(F t + )\G(A t + ).
LEMMA 7.1. The convergence of series (7.1) is uniform for h ∈ G(A t + ).
Note that the assumption that G is the orthogonal group of an anisotropic form implies that G(F t + )\G(A t + ) has a compact fundamental domain. The proof of this lemma is similar to that of Theorem 3.3, where Lemma 3.5 is used. We also remark that G
(F t + )\G(A t + ) = G(F [[t]])\G(A[[t]]).
Since the convergence of (7.1) is uniform on h ∈ G(A t + ), this function is continuous. And since we assume the quadratic space V is anisotropic over F , G(F t + )\G(A t + ) is compact, the following integration
converges, where dh is the unique G(A t + )-invariant probability measure on G(F t + )\G(A t + ).
We write h ∈ G(A t + ) in the block form
with respect to the decomposition
Since G(A[[t]])
preserves the second summand, we have γ h = 0. Then h·f is given by
Therefore, (7.2) can be written as
We can write the integral (7.4) as a sum of orbital integrals. We first define right actions of
One checks directly that the above are actions. It is clear that the projection map
Let G r and G 1,r denote the isotropy subgroups of r and (1,r) in
because ψ = 1 on F . Hence
Let O be a set of representatives of
f (1,r)h dh.
V is already done in Section 5 [3] . We recall the result: if [3, Section 5] 
Proof. We consider the snt-module M =W as defined in Section 6. By [3,
By the above lemma, and using the fact that E W (f ) = 0 for W / ∈ Im P , we see that
In the Section 8, we shall prove
From this lemma, we have our main result:
E(T gφ) = I(T gφ).

Proof of Lemma 7.4.
In this section we prove Lemma 7.4 that is used to prove Theorem 7.5. We consider the 
It is clear that X is isomorphic to the F [[t]]-module
Similarly, we view 
are all naturally isomorphic to X. From now on, we identify the above four spaces. For example, e i t −k ⊗ v in the first space is equal to e i ⊗ vt −k in the third space, where e i (i = 1,... ,2n) is a symplectic basis of F 2n . We have the obvious action of [3, Section 5] 
where we write (
The proof is similar to that of [3, Lemma 5.3] , with the role of symplectic space F 2n and quadratic space V interchanged.
For the above x, we define
where l ≤ n. Using [3, Lemma 5.3], we can write
where 
The proof of this claim is similar to that of Lemma 5.6 in [3] , with the role of the symplectic space F 2n and quadratic space V interchanged. The equation (8.4) implies that
In turn (8.5) implies that we can extend theã i to a symplectic basisã 1 
2n | y, x = 0 for all x ∈ U .
We consider the group
where O denotes the orthogonal group of (V, ( , )) It is an inverse limit of finite dimensional unipotent groups 
So it is an F [[t]]-submodule of V ((t)
) and is free. Let
It is easy to see that g W is a Lie subalgebra of o 1 (F [[t]]). In V ((t)), we define an F -valued bilinear form by 
Since
