We study random trees which are invariant in law under the operation of contracting each edge independently with probability p P p0, 1q. We show that all such trees can be constructed through Poissonian sampling from random measured real trees satisfying a natural scale invariance property. This has connections to exchangeable partially ordered sets, realvalued self-similar increasing processes and quasi-stationary distributions of Galton-Watson processes.
Introduction
Take a random rooted tree T (in the graph sense) and contract each edge independently with probability p P p0, 1q. Are there (necessarily infinite) random trees which are invariant in law under this operation? Trivial examples are the (semi)-infinite ray, i.e. the one-dimensional halflattice N and with root 0, or a (possibly random) number of copies of this graph whose roots are identified. Slightly less trivial examples are the previous graph with a bouquet of edges attached to each vertex, the number of edges in each bouquet being iid according to a geometric distribution (starting at 0). In this article, we construct/characterize all possible examples in terms of certain (measured) real trees arising as scaling limits of these trees; the trees then can be obtained from their limit by a certain Poissonian sampling procedure. We also consider the special cases of trees which are invariant (in law) under translations along the infinite ray, this has connections with real-valued self-similar increasing processes and with quasi-stationary distributions of subcritical Galton-Watson processes.
The study of this problem originates in a geometrically motivated question asked to us by I. Benjamini: Is it possible to find a law on the space of trees and a suitable renormalization procedure, i.e. a suitable random coarse-graining operation that preserves the tree structure, such that the law of this tree is invariant under this operation? The contraction operation is an example of such a renormalization procedure, which has the pleasant feature of allowing to characterize all random trees (with finitely many ends) it leaves invariant.
We are not aware of any similar results in the random tree literature. The operations that are usually considered on trees, for example random growth or pruning, always operate on leaves or whole subtrees instead of single interior vertices, see [Rém, AP98] . There might be a good reason for that: The trees we obtain are indeed very different from usual trees in the sense that they are very elongated, with long chains of vertices of degree 2, to which might be attached some bouquets of edges as in the above example. In particular, neither exponentially growing trees nor critical Galton-Watson trees (conditioned on non-extinction) are amongst them.
The current article however has strong connections to exchangeable random partially ordered sets studied by Janson [Jan11] (see Remark 1.13). Indeed, the ancestral relation of a tree defines a partial order on the set of vertices; contracting edges then amounts to restricting the partial order to a subset of the vertices. The ancestral relations of the limiting real trees then can be represented as exchangeable partial orders on N, which yields powerful tools for studying them. The current study therefore falls into the general program initiated by Aldous [Ald93] of using exchangeability to study limits of random discrete structures; for examples of other settings see the references in [Jan11] or [HP11] .
We now define the space of discrete trees that we will be working with. We consider rooted, locally finite trees T " pV, E, ρq in the graph-theoretic sense; in combinatorics these are also known as unlabeled, unorderered, non-plane or Pólya trees [Sta97, FS09, Drm09] . We further require that T " pV, E, ρq has finitely many distinct ends (defined as non backtracking infinite paths from the root). We say that two such trees are equivalent if there exists a root-preserving graph isomorphism between them. We then denote by T the space of equivalence classes of trees and by T f Ă T the subspace of finite trees. Note that for simplicity, we will always identify an equivalence class with its representatives. We endow the space T f with the discrete topology and the space T with the topology of local convergence defined as follows: For a tree T P T and k P N, denote by T ďk its restriction to the vertices at (graph) distance at most k from the root. A sequence pT n q ně0 in T then is said to converge to T P T if pT ďk n q ně0 converges to T ďk in T f . It is easy to see that this topology is metrizable in such a way that the space T is a complete separable metric space. Note also that the induced topology on T f is indeed the discrete topology.
A tree T " pV, E, ρq P T determines a partial order ĺ T on its vertex set V by v ĺ w if and only if v lies on the shortest path from ρ to w. We also write v ň T w if and only if v ĺ T w and v ‰ w. If v ň T w, we also say that v is an ancestor of w, or that w is a descendant of v; accordingly, we call ĺ T the ancestral relation. Note that the tree T can in fact be completely recovered from its ancestral relation. This allows us to formally define the contraction operation as follows: Definition 1.1. Let T " pV, E, ρq P T and let V 1 Ă V be a subset of its vertices containing the root. We then define the contracted tree CpT, V 1 q as follows: This is the rooted tree T 1 with vertex set V 1 , root ρ and whose ancestral relation ĺ T 1 is the restriction of ĺ T to the vertex set V 1 :
In order to deal with random trees, we endow the space T with the Borel-σ-field induced by its topology. We then denote by M 1 pTq the space of probability measures on T, endowed with the topology of weak convergence. Note that there exists a canonical embedding of T into M 1 pTq given by T Þ Ñ δ T . For this reason, we will often denote the elements of M 1 pTq by T as well, and will refer to them as random trees. We similarly define M 1 pT f q.
We now define a certain contraction operation from T to M 1 pTq. For a tree T P T, denote by SpinepT q the subset of its vertices (called the spine) which lie on an infinite path starting at ρ (including the root). Definition 1.2. Let p, q P p0, 1s. Let T " pV, E, ρq P T. Set V 0 " V zSpinepT q and V 1 " SpinepT qzρ. The random tree C p,q pT q P M 1 pTq is defined to be equal to CpT, V 1 q, where V 1 is the random subset of vertices containing ρ, every vertex v P V 0 independently with probability p and every vertex w P V 1 independently with probability q. Formally, define a map ϕ T : t0, 1u
Then C p,q pT q is defined to be the push-forward of the measure ppδ 1`p 1´pqδ 0 q bV0 b pqδ 1`p 1q qδ 0 q bV1 by the map ϕ T .
The map ϕ T appearing in Definition 1.2 is measurable and the map C p,q : T Ñ M 1 pTq therefore is well defined. Furthermore, it is continuous and thus naturally extends to a continuous map from M 1 pTq to itself by the mapping Theorem [Bil09, p.21]. We can now define self-similar trees. Definition 1.3. Let p, q P p0, 1s. We say that a random tree T P M 1 pTq is pp, qq-self-similar, if T " C p,q pT q.
We now extend the above definitions to R-trees. A precise definition of R-trees and of the Gromov-Hausdorff-Prokhorov (GHP) topology can be found in the appendix (Section A). We recall here that an R-tree is a geodesic metric space pV, dq without "cycles", in the sense that for every x, y P V, if r and q are continuous injective maps from r0, 1s to V such that qp0q " x and qp1q " y, and rp0q " x and rp1q " y, then qpr0, 1sq " rpr0, 1sq. A rooted, measured R-tree is a quadruple T " pV, d, ρ, µq, where ρ P V is a distinguished vertex called the root, and µ is a measure on V. We say that two rooted, measured R-trees are equivalent if there exists a root-and measure-preserving isometry between them. We then denote by T the space of equivalence classes of locally compact rooted, measured R-trees, such that the measure µ is boundedly finite, and the tree T has finitely many distinct ends (again, an end is defined as an infinite non backtracking path starting from the root). As above, we identify a tree with its equivalence class. We endow the space T with the GHP-topology (see Section A) and with its induced Borel σ-field. We also denote by T f and T 1 the subspaces of trees, for which the measure µ is finite or a probability measure, respectively.
Every R-tree T defines a length measure T on its set of vertices. In many cases of interest in probability theory, the length measure is not locally finite 1 , for example in the case of Aldous's Brownian continuum random tree. However, in this article, we will be interested in those trees T " pV, d, ρ, µq P T for which the measure µ dominates the length measure T , such that, in particular, the length measure is boundedly finite. We therefore define the spaces
We now define a discretization operation on the space T . For this, we recall that as for discrete trees, every rooted R-tree T " pV, d, ρq induces a partial order ĺ T on its set of vertices V by x ĺ T y if and only if x P ρ, y , where ρ, y is the range of the geodesic from ρ to y (however, it is not true anymore that T can be recovered from ĺ T ). We can now define the following discretization operation: Definition 1.4. Let T " pV, d, ρq be a rooted R-tree. Let V 0 be a subset of V containing ρ and V 1 be a multiset of elements of V, formally, this can be defined as a counting measure on V. Suppose that V 0 and V 1 are boundedly finite in the sense that they contain a finite number of elements in each ball of finite radius. We then define the discretized tree DpT, V 0 , V 1 q as follows: We first define the rooted discrete tree T 1 with vertex set V 0 Y V 1 and whose ancestral relation ĺ T 1 is defined as follows:
See Figure 1 for a graphical illustration.
Example 1.5. Consider the rooted R-tree with only one element, the root. Define V 1 as the multiset which contains n times the root, and choose V 0 to be empty, V 0 " H. The vertices of the discretized tree DpT, V 0 , V 1 q are the root ρ plus n copies of it that we denote by pρ i q 1ďiďn , and the edges are the pairs ptρ, ρ i u, 1 ď i ď nq.
We now define a randomized discretization operation D : T Ñ M 1 pTq, which will turn out to play a fundamental role later on. Definition 1.6. For a tree T " pV, d, ρ, µq P T , define a random, rooted, discrete tree DpT q P M 1 pTq by DpT q " DpT , V 0 Y tρu, V 1 q, where
• V 0 is the set of atoms of a Poisson process on V with intensity measure T , and
• V 1 is the multiset of atoms of a Poisson process on V with intensity measure µ´ T . We have the following result: Theorem 1.8. The topology O coincides with the GHP topology on T . In particular, the map D is continuous with respect to the GHP topology and is a stochastic kernel from T to T.
Since the map D is a stochastic kernel from T to T by Theorem 1.8, it extends to a map from M 1 pT q to M 1 pTq, denoted by D as well.
As part of the proof of Theorem 1.8, we will establish the following lemma:
Lemma 1.9. T , T f and T 1 are closed subspaces of T, T f and T 1 , respectively. Furthermore, the space T 1 is compact.
If the preceding definitions have seemed rather arbitrary and artificial, the next theorem will explain their meaning. But first, we have to define the notion of a compatible sequence of random trees. Definition 1.10. For a random rooted tree T " pV, E, ρq P M 1 pT f q with |V | " n`1 almost surely, define for m ď n, CpT, mq " CpT, V 1 Y tρuq, where V 1 is a uniformly chosen subset of V ztρu with m (distinct) elements. A family of random rooted trees pT n q nPN P M 1 pT f q with |V pT n q| " n`1 almost surely is called compatible, if for each n ě m ě 1, we have T m " CpT n , mq. Definition 1.11. For a random rooted measured R-tree T " pV, d, ρ, µq P T f , we define DpT , nq to be the (random) tree DpT q conditioned on having n`1 vertices. Theorem 1.12. There exists a one-to-one correspondence between compatible families of random rooted trees pT n q nPN and random rooted measured R-trees T P M 1 pT 1 q, given by T n " DpT , nq for n ě 1. Remark 1.13. The proof of the preceding theorem, as well as the proof of Theorem 1.8, relies very much on a representation of the compatible family pT n q nPN and of the limiting tree T in terms of an exchangeable random partial order on N. These have been studied in generality by Janson [Jan11] , who provided a limiting representation of their extremal points in terms of a deterministic partial order on a continuous space. The contribution of our Theorem 1.12 for our setting is two-fold. First, we identify the limit as a tree from the space T 1 , together with the right discretization/projection. Second, by the virtue of Theorem 1.8, we show that the construction of this limit is indeed measurable with respect to the Borel σ-field induced by the GHP topology on T 1 , thus allowing us to speak of a random limit.
We now turn to self-similar R-trees. For this, we define a shrinking operation S p,q which will play the role of C p,q for R-trees. As in the case of discrete trees, for a tree T " pV, d, ρ, µq P T we denote by SpinepT q the subset of its vertices (called the spine) which lie on an infinite path starting at ρ (including the root). If x P V, we denote by x the most recent ancestor of x on the spine, i.e. the vertex in ρ, x X SpinepT q with maximal distance from the root. For two vertices x, y P V, we then have dpx, yq " dpx, xq`dp x, yq`dp y, yq, if x ‰ y. Definition 1.14. If T " pV, d, ρ, µq P T and p, q P p0, 1s, then we define the tree
• d 1 px, yq " pdpx, yq`pq´pqdp x, yq and
In words, we shrink distances off the spine by a factor p and on the spine by a factor q.
The map S p,q : T Ñ T is continuous and therefore naturally extends to a continuous map from M 1 pT q to itself. Definition 1.15. Let p, q P p0, 1s. We say that a random rooted measured R-tree T P M 1 pT q is pp, qq-self-similar, if T " S p,q pT q.
The operators S p,q , C p,q and D are linked by the following commutation relation which follows from standard properties of Poisson processes. Lemma 1.16. We have the following equality of maps from T to T:
We can now finally state the main theorem of this article: Theorem 1.17. Let p, q P p0, 1s. There exists a one-to-one correspondence between pp, qq-selfsimilar random rooted discrete trees T P M 1 pTq and pp, qq-self-similar random rooted measured R-trees T P M 1 pT q given by T " DpT q.
This Theorem calls for a further study of the class of pp, qq-self-similar random rooted measured R-trees. This study is initiated in Section 5, where we give an overview of the generality of examples that can be constructed. Very much like in the case of self-similar real-valued processe, it seems out of reach to completely characterize this family see [Ver85] , at least without making further assumptions. Section 6 then discusses such assumptions. The first one is translation invariance: if the pp, qq-self-similar random rooted discrete tree T P M 1 pTq is translation invariant, then so is the pp, qq-self-similar random rooted measured R-tree according to Proposition 6.1. In this case, Proposition 6.3 asserts that only trivial R-trees arise if p " q: this explains why we consider distinct contraction parameters p and q off the spine and on the spine in Definition of C p,q pT q. A second natural assumption is that the subtrees along the spine of T P M 1 pTq are iid. It is then possible to completely characterize the corresponding R-tree T , see Proposition 6.4. The construction of T relates to the quasi-stationary distributions of discrete time subcritical Galton Watson processes, and the link is detailed in Remark 6.6.
Outline of the paper
The paper is organized as follows: Section 2 focuses on the space T 1 of probability measured real trees. In this context, a preliminary version of Theorem 1.8, Proposition 2.1, is stated and proved. Section 3 introduces the infinite trees that are needed to treat the case of T and finally prove Theorem 1.8. The proof of our main results, Theorems 1.12 and Theorem 1.17, then follow in Section 4. Motivated by the correspondence between self-similar discrete trees and self-similar measured R-trees established in Theorem 1.17, we provide examples of self-similar measured Rtrees in Section 5. Further properties of these trees may be obtained under additional assumptions on the associated discrete trees, and Section 6 discusses two of them: translation invariance, and iid subtrees. An appendix recalls the necessary notions on R-trees.
2 Trees, partially exchangeable arrays and exchangeable partial orders
In this section, we will prove the following result, which is a weaker version of Theorem 1.8:
Proposition 2.1. The topology O coincides with the GHP topology on T 1 . Furthermore, the space T 1 is compact.
For this we rely on two different representations of random rooted measured trees, one in terms of its distance matrix distribution defined in Section A, the other in terms of an exchangeable partial order on N. We recall that given a tree T " pV, d, ρ, µq P T 1 , its distance matrix distribution ηpT q is defined as the push-forward of the probability measure δ ρ b µ bN˚b y the map
Hence, ηpT q is a probability measure on r0, 1s NˆN . Denote by P the space of exchangeable random partial orders on N, which is a closed subspace of the space of probability measures on t0, 1u NˆN , and hence compact. Every tree T P T 1 then defines an element ϕpT q " DpT , 8q in P as follows: Let pX 1 , S 1 q, pX 2 , S 2 q, . . . be an iid sequence of random variables in Vˆt0, 1u with law T b δ 1`p µ´ T q b δ 0 . This means that X 1 , X 2 , . . . are iid according to µ and S i " 1 if X i was drawn according to T and S i " 0 otherwise. Set pX 0 , S 0 q " pρ, 1q. We then define the random partial order ϕpT q " ĺ
We denote by P T " ϕpT 1 q Ă P the closure of the range of the map ϕ.
Conversely, to every exchangeable partial order ĺ from P, we can associate a random distance matrix as follows: In order to recover the n first coordinates of the distance matrix, consider a regular conditional distribution of the partial order restricted to t1, . . . , n`1u, conditioned on the partial order restricted to t1, . . . , nu. Denote this distribution by P n . Then we set d n pi, jq " P n pn`1 ĺ i and n`1 ł jq`P n pn`1 ĺ j and n`1 ł iq.
(2.1)
By exchangeability, d n pi, jq " d m pi, jq for every n, m ě maxpi, jq, whence there exists d ĺ pi, jq, such that d n pi, jq " d ĺ pi, jq for n ě maxpi, jq. We denote the map associating this random distance matrix to the partial order by ψ˚: P Ñ M 1 pr0, 1s NˆN q. Clearly, for every T P T 1 , ψ˚pϕpT" ηpT q. We now have the following result: Proposition 2.2. Let ĺ in P T , such that ψ˚pĺq " ηpT q for some tree T " pV, d, ρ, µq P T 1 whose measure µ has full support. Then T P T 1 and ϕpT q equals ĺ.
Proof. Let X 1 , X 2 , . . . be iid vertices in the tree chosen according to µ and set X 0 " ρ. Now couple the partial order ĺ, the distance array d ĺ and the sequence X 1 , X 2 , . . . such that (2.1) holds and d ĺ pi, jq " dpX i , X j q. We now claim that almost surely,
Let us show how we can prove the proposition from (2.2). For notational convenience, change the index set to N Y t‹u for some symbol ‹ R N, by mapping 1 to ‹ and n`1 to n for every n ě 1 (by exchangeability, we do not change the law of ĺ and of the X i ). Denote by P N a regular conditional distribution of the partial order ĺ conditioned to its restriction to N. We then have by (2.1) and (2.2), for every i, j P N, dpi, jq " d ĺ pi, jq " P N p‹ ĺ i and ‹ ł jq`P N p‹ ĺ j and ‹ ł iq
Now, since the measure µ of the tree T has full support, the X i form a dense subset of the vertices. It follows from (2.3) that for every Borel set A Ă V, P N pX ‹ P A and ‹ P Skq " T pAq.
This shows that µ ě T and therefore T P T 1 . By exchangeability, we now have for every n ě 0, P n pX n`1 P A and ‹ P Skq " T pAq and P n pX n`1 P A and ‹ R Skq " µpAq´ T pAq.
Together with (2.2), this shows that the partial order ĺ is exactly ϕpT q (with V 0 " tX i : i P Sku and V 1 " tX i : i R Sku). It now remains to prove (2.2). We first note that
This yields the direct implication "ñ" in (2.2), since i ĺ j trivially implies P N p‹ ĺ i, ‹ ł jq " 0 and i P Sk. For the reverse implication, it suffices to prove the statement with j " 1 and i " 2. Define the event
We want to show that PpB 2 q " 0, which will prove the reverse implication in (2.2). First note that on B i X B k , i ‰ k, we have i ł k almost surely, since by exchangeability, we have (exchanging i with ‹),
By symmetry, it follows that on the event B i X B k , we have i ł k and k ł i almost surely. We now use the fact that the partial order ĺ is in P T , i.e. it is a limit of ancestral relations of real trees. In particular, it satisfies almost surely,
Together with the previous reasoning this yields almost surely,
Now set Y i " P N pi ĺ ‹q1 Bi . By de Finetti's theorem, the following limit exists almost surely:
Furthermore, by (2.4), we have for every n, almost surely,
Hence, Y " 0 almost surely, which implies P N p2 ĺ ‹q1 B2 " 0 almost surely. But on the event B 2 , we have 2 P Sk, hence P N p2 ĺ ‹q ą 0 almost surely by de Finetti's theorem. This implies that PpB 2 q " 0, which was to be proven. This finishes the proof of (2.2) and therefore of the proposition.
Lemma 2.3. The map ψ˚:
Proof. By definition, it is enough to show that the law of the distance matrices pd n pi, jqq 0ďi,jďn associated to a partial order ĺ are continuous in ĺ. But this follows from the fact that the restriction of the partial order ĺ to t1, . . . , n`1u is a random element in a finite state space, and so the conditional distribution in (2.1) is continuous in ĺ.
Proof of Proposition 2.1. In order to prove the Proposition, it suffices to show that the map ϕ is a homeomorphism between T 1 and P T . Since P T is compact and T 1 is Hausdorff, it is enough to show that ϕ is bijective and its inverse ϕ´1 is continuous [Dug66, Theorem XI.2.1]. Let ĺ in P T . By definition, there exists a sequence of trees T n P T 1 , such that ϕpT n q converges to ĺ. By Lemma A.5, the space T 1 is precompact in the GHP topology and the measure µ˚of every subsequential limit T˚has full support. By Lemma 2.3, we have ψ˚pĺq " ηpT˚q, whence the tree T˚is uniquely defined by Fact A.7 and the sequence T n therefore converges to T˚in the GHP topology. Furthermore, by Proposition 2.2, we have T˚P T 1 . We can therefore define a map ψ : P T Ñ T 1 by ψpĺq " T˚. Note that this map satisfies ηpψpĺqq " ψ˚pĺq. It is therefore continuous by Lemma 2.3 and Corollary A.9. Now, by Proposition 2.2, the maps ϕ and ψ are inverses. We have therefore proven the statement about ϕ stated in the beginning of the proof and finished the proof of the theorem.
Infinite trees
We now extend the statement of Proposition 2.1 to the space T in order to prove Theorem 1.8.
Proof of Theorem 1.8. We first note that the GHP and the O topology coincide on the space T 1 by Proposition 2.1. The extension to T f is trivial: It suffices to rescale distances and the measure µ by its total mass, which yields a tree in T 1 . By the second part of Proposition 2.1, this moreover gives that every limit point of T f in T f is also contained in T f .
We now treat the whole space T . Let pT n " pV n , d n , ρ n , µ nně0 be a sequence in T . First assume that T n converges as n Ñ 8 to a limit T in the GHP topology. By Lemma A.10, this implies that for every R ě 0, there exists a sequence R n Ñ R as n Ñ 8, such that the restricted trees T ĺRn n Ñ T ĺR as n Ñ 8. For every m ě 0, one can now choose R " Rpmq, such that the tree DpT n q ďm is a subtree of DpT ĺRn n q with high probability. The convergence of DpT n q ďm now follows from the fact that the GHP convergence of T ĺRn n implies convergence in the O topology. This shows that the GHP topology is finer than the O topology (i.e. the map D is continuous).
For the converse, assume that DpT n q converges to DpT q as n Ñ 8. It is enough to show that this implies that the sequence pT n q ně0 is precompact in the GHP topology, since every limit point T˚satisfies DpT˚q " DpT q by the continuity established above. But since the topology O has already been shown to separate points in T f , this implies in particular that D is injective, whence T˚" T .
In order to show precompactness, let N R n be the number of vertices in DpT n q ď1 , conditioned on the fact that the set V 0 from the definition of D does not contain any vertex on the spine at distance ď R of the root. By the convergence of DpT n q to DpT q, the probability of this event is uniformly bounded from below in n, and the sequence of variables pN R n q ně1 is then tight for every R. This implies that the number of vertices in the tree DpT ĺR n q is a tight sequence of random variables, which in turn implies that the sequence µpT ĺR n q is uniformly bounded in n. This shows the first assumption for precompactness in Lemma A.11. The second assumption is easily verified by the convergence of DpT n q to DpT q P T and the fact that the discretization operation preserves infinite rays. This proves precompactness of the sequence pT n q ně1 in the GHP topology and finishes the proof of the theorem.
Proof of Lemma 1.9. The space T 1 is compact according to Proposition 2.1. In particular, it is closed in T 1 . As already mentioned, the fact that T f is closed in T f then follows by rescaling distances and the measure µ by its total mass: for T " pV, d, ρ, µq P T f , the rescaled tree pC µpVq pTP T 1 . The case of T is dealt similarly. If T n P T converge to T P T, then, for each R ą 0 there exists a sequence R n converging to R such that T ďRn n Ñ T ďR , with T Rn n P T f and T R P T f . Since T f is closed in T f , we have that T ďR n P T f , and, pT ďR q Rě0 then builds a compatible sequence that defines a tree in T .
Rescaling of trees
In this section, we will prove a coupling lemma (Lemma 4.1 below), which, together with Theorem 1.8, will yield Theorems 1.12 and 1.17.
The space of discrete trees T is naturally embedded into the space T via the following embedding ι: given T P T, we define ιpT q " pV, d, ρ, µq as follows:
• The set of vertices is given by V " tpi, xq, i P T z tρu, x P r0, 1qu Y tρu.
• The distance is defined by dppi, xq, pj, yqq " d T pi, jq´x´y if (i R Ancpjq and j R Ancpiq) and dppi, xq, pj, yqq " d T pi, jq´x`y if j P Ancpiq.
• µ is the Lebesgue measure T .
Informally, the tree ιpT q is defined from T by adding segments of length 1 between the vertices of T , and the element pi, xq of V is at distance x of pi, 0q on the path ρ, i to the root.
Lemma 4.1. Let pp n q ně0 and pq n q ně0 by sequences of positive numbers such that p n Ñ 0 and q n Ñ 0 as n Ñ 8. Let T n P M 1 pTq be a sequence of random rooted trees. Then the following statements are equivalent:
1. The sequence pC pn,qn pT nně0 is tight.
2. The sequence pDpS pn,qn pιpT nně0 is tight.
3. The sequence pS pn,qn pιpT nně0 is tight.
In this case, for every m ě 1 and ε ą 0, there exists an integer n 0 and for every n ě n 0 a coupling between C pn,qn pT n q and DpS pn,qn pιpT n, such that P´rC pn,qn pT n qs ďm " rDpS pn,qn pιpT ns ďm¯ą 1´ε. (4.1)
Proof. Equivalence of the second and the third point follows from Theorem 1.8. We will now show equivalence between the first and second point, and, in passing, prove (4.1). Recall that by definition of the topology of local convergence on T, a sequence of random discrete trees r T n in M 1 pTq is tight if and only if for every m ě 1, the sequence p#V p r T ďm nně1 is tight. In order to apply this, we first need to define a suitable coupling between the operations C p,q and S p,q and suitable one-dimensional stochastic processes.
Let T P T. Recall that in the construction of C p,q pT q, the vertices are colored with two colors, say black and white; the black vertices (and the root) are retained, whereas the white vertices are discarded. Given a tree T P T we can couple this operation with two infinite sequences pB i q iě1 and pB 1 i q iě1 of iid random variables distributed according to the Bernoulli distribution with parameter p and q, respectively: we perform a breadth-first search of the vertices of the tree starting from the root and color the vertex visited at step i according to B i (1 = black and 0 = white) if it is an off-spine vertex, and according to B 1 i if it is a spine vertex. Given an integer m ě 1, we add an additional rule: When a black vertex is visited which has exactly m´1 black ancestors, then its subtree is subsequently ignored by the algorithm. This algorithm terminates almost surely since C p,q pT q is locally finite by definition. The restriction of the tree T to the black vertices then exactly gives the tree C p,q pT q ďm . In order to construct the tree DpS p,q pιpTďm one can proceed in a similar manner, but using now two Poisson processes pP t q tě0 and pP 1 t q tě0 with parameters p and q, respectively. We leave the details to the reader.
For every M ě 0, we now couple the sequences pB i q iě1 and pB 1 i q iě1 with the Poisson processes pP t q tě0 and pP 1 t q tě0 in such a way that with probability 1´OpM pp_qqq, for every i ď M {p, B i " 1 if and only if P i´Pi´1 " 1 and for every i ď M {q, B i´1 " 1. It is now easy to check that for large M and small p and q, on the event that (either) #V pC p,q pT q ďm q ď M {2 or #V pDpS p,q pιpTďm q ď M {2, both trees agree with high probability. This implies that if the first or second statement of the lemma holds, then (4.1) is true, which in turn implies equivalence of the two statements. This finishes the proof of the lemma.
Proof of Theorem 1.12. We start with the easy direction: Let T P M 1 pT 1 q. Then the family of random rooted trees T n " DpT , nq is compatible since, for n ě m ě 1:
CpT n , mq " CpDpT , nq, mq " DpT , mq " T m .
Conversely, starting from a compatible family pT n q nPN P M 1 pT f q, we have:
where Binpn, 1{nq an independent Binomial random variable with parameter n and 1{n. The right-hand side converges towards T Pop1q as n Ñ 8 . On the left hand side, we first notice that CpT n , Binpn, 1{nqq " C 1{n`1 pT n q, and then observe that Lemma 4.1 ensures the existence of a coupling such that C 1{n`1 pT n q " DpS 1{pn`1q pιpT nholds with high probability as n Ñ 8. The space T 1 being compact by Proposition 2.1, the sequence pS 1{pn`1q pιpT nně1 P M 1 pT 1 q is then tight. Since the map D is continuous for the topology O by Theorem 1.8, every subsequential limit T then satisfies T Pop1q " DpT q, and by conditioning, T m " DpT , mq. Last, the topology O separates points by the same Theorem 1.8, and the tree T is therefore unique.
Proof of Theorem 1.17. One direction is obvious: Let T P M 1 pT q be a pp, qq-self-similar random real tree. Lemma 1.16 then yields C p,q pDpT" DpS p,q pT" DpT q, whence the discrete tree DpT q is pp, qq-self-similar as well.
For the other direction, let T P M 1 pTq be a pp, qq-self-similar random rooted tree, i.e. C p,q pT q " T . Iterating this equality yields for each integer n ě 1,
In particular, the sequence pC p n ,q n pTně1 is tight. Lemma 4.1 now yields that the sequence pS p n ,q n pιpTně1 is tight and that every subsequential limit T satisfies DpT q " T . Since the topology O separates points by Theorem 1.8, the tree T is unique. Furthermore, by the continuity of the operator S p,q , we have
whence the tree T is pp, qq-self-similar. This proves the theorem.
Examples
In this section, we construct some examples of pp, qq-self-similar R-trees. We do not believe that it is possible to completely characterize this family, similarly to the situation for self-similar realvalued processes.
1. Subordination of a real-valued self-similar process. If pT , d, ρ, µq is a pp, qq-self-similar Rtree, then let T t be the subset consisting of the vertices whose most recent ancestor on the spine is at distance at most t from the root. Setting Xptq " µpT t q´t defines a (semi)-self-similar real-valued non-decreasing process with Hurst exponent H " log p{ log q, i.e.
pq´H Xpqtq, t ě 0q is equal in law to pXptq, t ě 0q.
(5.1)
On the other hand, if we are given such a process Xptq, we can construct from it a pp, qq-selfsimilar R-tree pT , d, ρ, µq. write X c ptq for its continuous part and X j ptq for its jump part. Let furthermore pT 1 , d 1 , ρ 1 , µ 1 q be a rooted measured R-tree, such that µ 1 is a probability measure. The tree pT , d, ρ, µq is then constructed as follows:
• µpSpinepT q X r0, tsq " X c ptq`t,
• For every jump time t of X j , we attach an independent copy of T 1 to the spine at distance t of the root, rescaled by the size of the jump X j ptq´X j pt´q.
It is easy to show that the resulting tree is indeed pp, qq-self-similar.
2. One can easily generalize the above construction. For example, instead of attaching independent rescaled copies of the same tree T 1 to the spine, one can take a | log q|-stationary process pT 1 psq, s P Rq of rooted, probability-measured R-trees (| log q|-stationary means that pT psq, s P Rq is equal in law to pT ps`| log q|q, s P Rq), and attach a rescaled copy of T 1 plog tq at the point t on the spine. One can also introduce a stronger dependency between the process Xptq and the trees. For example, let Xptq be as above and suppose for simplicity that it is a pure-jump process. Let R be the set of its record jumps, i.e. r P R if and only if Xprq´Xpr´q ą Xpsq´Xps´q for all s ă r. Write R " t. . . ă r´1 ă r 0 ă r 1 ă . . .u, with r 0 ď 1 ă r 1 and let T 1 n be a sequence of iid copies of a probability-measured rooted R-tree. We then construct a pp, qq-self-similar tree as follows: For every t, let N ptq be such that r N ptq ď t ă r N ptq`1 . Then for each jump time t of Xptq, add the tree T 1 N ptq to the spine, rescaled by the size Xptq´Xpt´q of the jump. One readily checks that the resulting process is pp, qq-self-similar.
3. Given a pp, qq-self-similar R-tree T , one can easily construct a whole family of self-similar R-trees: Let β ą 0. First, one can rescale the tree along the spine: define a new R-tree T 1 obtained from T by mapping a point t on the spine to t β . The mass process of this new tree is X β ptq " Xpt 1{β q, and therefore pp´1X β pq β tq; t ě 0q law " pX β ptq; t ě 0q. Since we have not changed the structure of the subtrees, it follows that the resulting tree is pp, q β q-self-similar.
For γ P R, one can also define a new mass process by setting X γ ptq " ş t 0 s γ dXpsq, as long as this quantity is finite for some (hence, any) t ą 0. The tree defined by this process in the canonical way (i.e. by rescaling the subtrees of the spine and the measure µ on the spine) is then ppq γ , qq-self-similar.
Finally, one can apply the previous scaling to the continuous part X c ptq of the mass process only, and scale the jump process X j ptq instead by setting X δ j ptq " ř sďt pX j psq´X j ps´qq δ for some δ ą 0. If δ and γ are such that pq γ " p δ , then the mass process X γ,δ ptq " X γ c ptq`X δ j ptq, if it exists, defines a pp δ , qq-self-similar tree in the canonical way.
Translation invariant self-similar trees
In this section, we study self-similar trees which are invariant under translation along the spine. For simplicity, we restrict ourselves to one-ended self-similar trees. We denote the corresponding subspaces of T and T by T and T , respectively. Throughout the section, T P M 1 pTq will denote a one-ended pp, qq-self-similar tree and T " pT , d, ρ, µq P M 1 pT q its limiting R-tree from Theorem 1.17. We define a shift operator S : M 1 pTq Ñ M 1 pTq which maps T to the subtree rooted at the vertex on the spine at distance 1 from the root. We say T is translation invariant, if ST " T . Similarly, for t ě 0, we define a shift operator S t : M 1 pT q Ñ M 1 pT q mapping T to its subtree rooted at the vertex on the spine at distance t from the root. Note that pS t q tě0 is a semigroup. We then say that T is translation invariant if S t T " T for every t ě 0. The following proposition says that the two notions are equivalent:
Proposition 6.1. T is translation invariant if and only if T is translation invariant.
Lemma 6.2. The semigroup pS t q tě0 is strongly left-continuous, i.e. for every T P M 1 pT q, the function t Þ Ñ S t pT q is left-continuous.
Proof. It is enough to check that that the shift operator is left-continuous when operating on deterministic trees. Let T P T . But, using definition A.2 of the d GHP distance, this amounts to prove that for each r ą 0, d c GHP pT
, T ďr 2 q Ñ 0 as ε Ñ 0, where T 1 " S t´ε pT q and T 2 " S t pT q. Within the three terms in the definition A.1 of d c GHP , we need to verify that only two go to 0 according to Lemma A.6, since T 1 and T 2 belong to T f : the distance between the roots, and the Prokhorov distance. We then need an embedding φ: since the two trees T 1 and T 2 are already embedded in a common metric space, it is natural to use this embedding. Now, the distance between the roots satisfies dpρ 1 , ρ 2 q " ε by definition, and the Prokhorov distance between measures µ 1 and µ 2 has: d c P pµ 1 , µ 2 q ď µpT ăt zT ăt´ε q, where pT q ăr is defined as the restriction of T to the open ball of radius r. Since the difference T ăt zT ăt´ε decreases to the null set, its measure goes to 0 as ε Ñ 0 and the lemma is proved.
Proof of Proposition 6.1. By Theorem 1.17, the tree T is obtained from T by sampling vertices according to a Poisson process on T with intensity µ. By definition of the sampling procedure, the vertices on the spine are those which are sampled according to Spine , where Spine " T | SpinepT q is the restriction of the length measure T to the spine. It follows that
where X 1 , . . . , X n are independent and exponentially distributed random variables with parameter 1, independent from T . Setting n " 1 in (6.1) directly yields the "if" statement of the proposition. Now suppose that T is translation invariant. Then, for every n ě 0 and k ě 0, we have 
Since D is injective by Theorem 1.8, this implies for every n ě 0 and k ě 0,
By the law of large numbers, for any t ě 0, we can now let k, n Ñ 8 in such a way that q k X 1`. . .`q k X n converges from the left to t almost surely. By Lemma 6.2, this yields the statement.
We now show that for translation invariant trees, the range of possible values for p and q is restricted. For this, recall the definition of the mass process Xptq from Section 5, and note that Xptq is an real-valued, increasing, semi-self-similar process with Hurst exponent H " log p{ log q. Further recall that X c ptq and X j ptq denote, respectively, the continuous part and the jump part of Xptq, and note that X c ptq " µpSpinepT q X r0, tsq´t.
Proposition 6.3. Suppose T P M 1 pT q is pp, qq-self-similar, translation invariant and nondegenerate (i.e. it is not isometric to R`). Then q ě p. Moreover, if q ą p, then X c " 0 almost surely, and if q " p, then X j " 0 almost surely and X c ptq " Xp1qt for every t ě 0.
Proof. Define the mass process Xptq as in Section 5, such that Xptq is an real-valued, increasing, semi-self-similar process with Hurst exponent H " log p{ log q. The proposition then follows from Theorem 3.3 in [Ver85] . That article actually studied processes for which (5.1) holds for every p, q ą 0 with log p{ log q " H, but the proof can be adapted.
We now want to study the pp, qq-self-similar discrete trees T , which are translation invariant and for which the subtrees along the spine are independent (hence, iid).
Proposition 6.4. The subtrees of T along the spine are iid if and only if q ě p and T is constructed as follows:
• If q ą p, then the point process with atoms pt, T t q, where T t is the subtree at the spine vertex at distance t from the root, is a Poisson point process with intensity dt b νpdT q, with the measure ν decomposing as follows: There exists a measurable family of probability measures σ x on the space of rooted, probability-measures R-tree, such that σ x " σ px for every x, and a measure λ on p0, 8q, such that λprx, 8qq " x´l og q{ log p f plog xq for some | log p|-periodic function f , such that ν decomposes as the semi-direct product ν " λpdxqσ • If q " p, then T is the line R`with a (deterministic) multiple of Lebesgue measure.
Proof. By Proposition 6.3, we either have q ą p and the mass process Xptq is a pure-jump process, or q " p and the mass process is continuous with Xptq " tXp1q. The statement in the case q " p now follows from the fact that the subtrees of T are independent if and only if Xp1q is a deterministic constant. Now consider the case q ą p. By Proposition 6.3, the mass process Xptq is then a pure-jump process, i.e. the restriction of µ to the spine equals the length measure. Denote by T i for every i ě 0 the off-spine subtree of the i-th vertex on the spine of T . Furthermore, for s ď t, denote by T s,t the concatenation of the off-spine subtrees of the tree T rooted at vertices v on the spine with s ď dp0, vq ă t. Here, the concatenation of a collection of rooted trees is defined to be the rooted tree obtained from the disjoint union of the trees by identification of the roots. By the definition of the discretization operation D, we then have pT 0 , T 1 , T 2 , . . .q law " pDpT ξ0,ξ1 q, DpT ξ1,ξ2 q, . . .q, (6.2) where ξ n " ř n k"0 X k , with X 1 , X 2 , . . . a sequence of independent and exponentially distributed random variables with parameter 1, independent from T . Equation (6.2) now shows that if the point process with atoms pt, T t q is translation invariant Poisson process, then the trees pT i q iě0 are iid. Now assume that the trees pT i q iě0 are iid. Then as in the proof of Proposition 6.1, we have for every k P Z, by (6.2) and the self-similarity of T and T , As in the proof of Proposition 6.1, relying on Lemma 6.2, this implies that the collection of trees pT t0,t1 , T t1,t2 , . . .q is independent for every 0 " t 0 ă t 1 ă t 2 ă . . .. This in turn implies that the point process pt, T t q is a Poisson process, and by translation invariance, its intensity measure is of the form σ " dt b ν for some measure ν. By the pp, qq-self-similarity, ν " q´1ν p , where ν p is the image of the measure under the map T Þ Ñ pT . Disintegrating the measure ν with respect to the mass of the tree yields the decomposition stated in the theorem.
The following corollary follows from Proposition 6.4 and standard properties of Poisson processes. Recall that we define the concatenation of a collection of rooted trees to be the rooted tree obtained from the disjoint union of the trees by identification of the roots.
Corollary 6.5. The subtrees of T along the spine are iid if and only if q ě p and the subtrees of T are independent copies of a tree T 0 , where T 0 is as follows: There exists a constant c ą 0, as well as a measurable family of probability measures σ x and a measure λ as in the statement of Proposition 6.4, such that
• T 0 is the concatenation of copies of Geop1{p1`cqq-distributed number of independent copies of a tree T 1 , where
• ErF pT 1 qs " c´1 ş 8 0 λpdxq ş σ x pdT qErF pDpT , Poipxqqqs for every bounded measurable function F with F pρq " 0 (the constant c equals ş 8 0 p1´e´xqλpdxq).
Remark 6.6. The number of edges in the tree T 1 that appears in the statement of Corollary 6.5 follows the law PrN pT 1 q " ks " c´1
PpPoipxq " kqλpdxq @k ě 1, with c "
The laws of this form with λ as in the statement of Proposition 6.4 are exactly the quasi-stationary distributions with eigenvalue α " log q{ log p of the Markov chain pZ log p´1n ; n " 0, 1, 2, . . .q, where pZ t ; t ě 0q is the standard pure death process (i.e., Z t´Ñ Z t´1 with rate Z t´) killed at 0 [HM] .
A Measured real trees
There are several equivalent definitions of an R-tree. Maybe the most intuitive one is the following taken from [ADH13] :
Definition A.1. An R-tree is a metric space pV, dq with the following properties:
In the space T, instead working with the restriction T ďr , it is convenient to work with a different restriction: For a tree T P T, we define the tree T ĺr to be the tree restricted to the vertices whose most recent common ancestor on the spine is at distance at most r from the root. We then have the following characterization of convergence in T whose proof we omit: Lemma A.10. A sequence T 1 , T 2 , . . . P T converges to T P T if and only if for every R ě 0 there exists a sequence R n Ñ R, such that
The precompactness criterion in the space T now reads as follows:
Lemma A.11. A family S Ă T is precompact in T if and only if the following two properties hold:
1. For every r ě 0, sup T "pV,d,ρ,µqPS µpT ĺr q ă 8.
2. There exists a constant C ě 0, such that for every s ě 0, for all r ě r 0 " r 0 psq,
N s,r pT q ă C.
