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1
Introduction
L’Internet du futur sera sans nul doute celui des objets connectés [1]. Ces objets fixes
ou mobiles aux fonctionnalités et caractéristiques diverses (e.g., smartphones, montres
connectées, capteurs, actionneurs, robots) peuvent être interconnectés via des interfaces
de communication sans fil de courte portée (e.g., Wi-Fi, Wi-Fi Direct, Bluetooth) ou
longue portée (e.g., 3G/4G, Lora, SigFox). Ces objets reposent sur des infrastructures
déployées par des opérateurs. La plupart des interfaces de communication de courte por-
tée, comme Wi-Fi Direct ou Bluetooth, permettent quant à elles aux objets de commu-
niquer directement entre eux sans recourir à une quelconque infrastructure. Les objets
peuvent être utilisés pour collecter des données environnementales, suivre l’activité phy-
sique des personnes, les assister à domicile, leur permettre de communiquer ou de réaliser
des tâches spécifiques, etc. Les objets connectés à Internet, dont le traitement et la collecte
de données sont déportés vers des architectures centralisées de type Web ou Cloud, vont
inéluctablement augmenter le trafic de données dans les réseaux des opérateurs. Il nous
semble dès lors intéressant d’envisager d’autres types d’architectures réseaux et modes de
communication pour supporter cette croissance du trafic de données.
Dans cette thèse, nous proposons d’étudier les communications dans les réseaux com-
posés à la fois d’une infrastructure et de parties formées par des objets (aussi appelés
nœuds du réseau) fixes ou mobiles qui communiquent directement entre eux via des inter-
faces de communication sans fils de courte portée. La mise en veille périodique de certains
de ces objets pour des raisons d’économie d’énergie, ou la mobilité de ceux-ci, combinée
à la faible portée de leur interface de communication entraînent de fréquentes ruptures
de connectivité entre les objets et une topologie réseau très fluctuante. Par la suite, les
réseaux de ce type seront qualifiés de réseaux hybrides à connectivité intermittente.
Pour offrir une vision homogène de la topologie de ces réseaux hybrides et des moyens
de communication entre des objets connectés par intermittence, nous proposons une ap-
proche reposant sur un overlay pair-à-pair et des techniques de communication opportu-
nistes. Cette approche vise à permettre de décharger le réseau des opérateurs en faisant
passer une partie des échanges par des communications de proximité.
Elle présente par ailleurs des avantages certains en matière de tolérance aux ruptures
de connectivité, aux zones faiblement peuplées, à la censure de la part d’un régime po-
litique [2, 3] et aux défaillances d’équipements de communication, par exemple lors de
catastrophes naturelles. Dans le reste de ce chapitre, nous présentons des cas d’utilisation
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Internet
Lien sans-fil
Lien filaire
FIGURE 1.1 – Exemple d’un réseau hybride multi-sauts
de réseaux hybrides, le principe des communications opportunistes, des systèmes pair-
à-pair, et montrons comment ceux-ci pourraient être efficacement utilisés dans l’Internet
des Objets (IoT).
1.1 Réseaux à un saut
Traditionnellement les objets mobiles utilisent des points d’accès (Hotspot WiFi), ou
des réseaux celullaires (3G/4G) pour accéder à Internet. Il n’y pas de nœud intermédiaire
entre l’objet et le point d’accès, les communication s’effectuent donc en un saut dans la
partie sans fil du réseau. Les points d’accès disposent d’une interface sans fil et d’une
interface filaire connectée à l’infrastructure. Les objets mobiles voulant accéder à Inter-
net via un point d’accès doivent se trouver à portée de communication de celui-ci. Ces
Hotspot WiFi peuvent être installés dans des habitations, des bureaux, des commerces,
des lieux publics (salles de concert, musées, bibliothèques, gares, hôtels, aéroports, aires
de covoiturage, etc.).
1.2 Réseaux hybrides multi-sauts
La figure 1.1 illustre un réseau hybride multi-sauts . Dans cette figure, des objets mo-
biles, représentés par des téléphones portables, sont connectés via leur interface sans fil
(e.g. Wi-Fi). L’un d’eux est à portée de communication d’un point d’accès Wi-Fi. Ce
dernier est connecté à Internet. Les objets mobiles agissent comme des relais et retrans-
mettent les données qu’ils reçoivent de leurs voisins. Ces voisins peuvent ainsi accéder à
Internet, et cela même s’ils ne sont pas directement connectés au point d’accès Wi-Fi.
Des projets, tels que RoofNet [4], Serval [5] et OpenGarden 1, ont montré qu’il est
possible de fournir une connexion à Internet à haut débit à des usagers nomades grâce à
ce type de réseaux hybrides. Dans ces projets, un nombre limité de points d’accès Wi-Fi,
1. http://opengarden.com/
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se comportent en tant que routeurs, et forment un cœur de réseau ; certains de ces routeurs
étant connectés à Internet. Ces projets utilisent des protocoles de routage dynamiques tels
que OLSR [6] (Optimized Link State Routing Protocol), AODV [7] (Ad hoc On-Demand
Distance Vector), ou BATMAN [8] (Better Approach To Mobile ad hoc Networking), pour
assurer la communication dans les parties mobiles du réseau.
Dans le cadre de l’IoT les réseaux hybrides multi-sauts peuvent avoir un intérêt car ils
permettent d’augmenter la capillarité des réseaux, d’intégrer plus facilement des objets
utilisant des interfaces de communication de courte portée et de permettre des communi-
cations directes entre les objets.
1.3 Réseaux pair-à-pair et opportunistes à connectivité
intermittente
Les réseaux opportunistes à connectivité intermittente [9, 10] permettent de délivrer
des messages même lorsqu’une connexion de bout en bout est impossible entre des objets
du réseau. Pour ce faire, ils reposent sur le principe du store, carry and forward. Ce
principe exploite les opportunités de contacts et la mobilité de certains objets. Il permet
à des objets à portée de communication d’échanger et de stocker (store) des messages
destinés à d’autres objets au gré de leurs contacts (carry) et de délivrer ces messages
lorsqu’ils rencontrent les destinataires ou d’autres objets intermédiaires plus à même, de
délivrer ou de se rapprocher des destinataires (forward).
Les projets de réseaux hybrides multi-sauts présentent cependant certaines limitations.
En effet dans la pratique, la topologie de ce type de réseaux est rarement connexe et
très fluctuante, et ce du fait de la faible portée des interfaces de communication sans fil
et de la mobilité des objets ou de la mise en veille de certains objets. L’utilisation de
méthodes de communications opportunistes permet de tolérer les ruptures de connectivité
résultant d’une disparation temporaire ou définitive de certains équipements dans la zone
de communication des objets.
En outre, dans certaines circonstances exceptionnelles, par exemple lors du tsunami au
Japon en 2011 (voir figure 1.2a), lors des ouragans Katrina (voir figure 1.2b) et Sandy aux
États-Unis en 2005 et 2012, tout ou une partie de l’infrastructure de communication peut
être détruite. Ces catastrophes ont montré le besoin de communiquer dans ces situations
d’urgence malgré la disparition d’une partie de l’infrastructure de communication. Les
techniques de communications opportunistes pourraient aussi aider dans la partie infra-
structure. Un objet dans l’infrastructure peut stocker et relayer des messages aux objets
mobiles même si les autres objets de l’infrastructure ne sont plus joignables. RoofNet,
Serval et OpenGarden n’offrent pas cette possibilité.
La figure 1.3 présente un exemple de réseau hybride à connectivité intermittente
(RHCI). Ce réseau est composé d’objets mobiles ayant la capacité de communiquer entre
eux ou avec un point d’accès lorsqu’ils se trouvent à portée radio. Les points d’accès, en
plus de leur interface de communication Wi-Fi, sont connectés à Internet. Certains objets
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(a) Séisme au Japon en 2011 (b) Ouragan Katrina aux États-Unis
FIGURE 1.2 – Exemple de catastrophes naturelles
Internet
Lien sans-fil
Lien filaire
Déplacement 
FIGURE 1.3 – Exemple d’un réseau hybride à connectivité intermittente
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(a) Une architecture traditionnelle
centralisée
(b) Une architecture pair-à-pair
décentralisée
FIGURE 1.4 – Architectures pair-à-pair
mobiles disposent par ailleurs d’une connexion 3G/4G qui leur permet d’être connectés à
Internet s’ils se trouvent à portée de communication d’une station de base.
La communication dans les réseaux opportunistes s’effectue directement d’équipe-
ment à équipement. Elle est par nature pair-à-pair (figure 1.4b). Ce modèle de communi-
cation est décentralisé et symétrique. N’importe quel pair peut initier une communication.
Ce modèle est à opposer à l’approche traditionnelle client/serveur (figure 1.4a) dans la-
quelle ce sont les clients qui initient la communication. Les machines ont alors un rôle
prédéfini : soit serveur soit client. Dans cette approche, toute la logique de calcul est cen-
tralisée sur le serveur ce qui rend le système inopérant en cas de défaillance de ce dernier.
L’approche centralisée, bien que plus simple à mettre en œuvre présente des limites en
terme de performance, de résistance à la censure, et de tolérance aux pannes. La bande
passante disponible est limitée par celle du point central, ce qui peut impliquer une latence
importante lorsqu’un grand nombre de terminaux se connectent à un serveur.
Les réseaux pair-à-pair [11, 12] ont émergé dans les réseaux d’infrastructure comme
une alternative à l’approche client/serveur centralisée. Dans ces réseaux la charge de cal-
cul, le stockage de données, ainsi que l’utilisation de la bande passante sont répartis entre
les machines participantes afin d’éviter la surcharge de certaines d’entre-elles. La logique
de calcul étant répartie entre tous les pairs, la défaillance de l’un d’entre eux ne compro-
met pas la totalité du système. D’autres pairs peuvent prendre le relais et effectuer les
mêmes tâches que le pair défaillant.
Les applications réparties utilisant le modèle pair-à-pair sont devenues populaires
grâce, notamment au succès des applications de partage de contenus sur Internet (e.g.,
Napster [13] ou Bittorrent [14]), de diffusion de flux audio et vidéos, et de téléphonie ou
de visiophonie grâce au protocole WebRTC [15].
Les réseaux pair-à-pair restent un domaine très actif en recherche et reste plus compli-
qués à mettre en œuvre que l’approche client-serveur. Le choix de la topologie du système
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pair-à-pair va influencer la capacité de passage à l’échelle du système, le temps et les tech-
niques d’accès à l’information, ainsi que la résilience du système. De plus, l’utilisation
des surcouches pair-à-pair dans les réseaux hybrides à connectivité intermittente reste un
domaine encore très ouvert à la recherche.
1.4 Exemple de RHCI
Dans cette thèse, nous nous sommes intéressé à un exemple précis de réseaux à
connectivité intermittente, à savoir ceux formés par des individus équipés de terminaux
mobiles qui se déplacent au sein d’une ville de taille moyenne. Lors de déplacements, ils
peuvent communiquer entre eux, accéder à des objets présents dans leur environnement,
ou accéder à Internet.
Plus précisément dans cet exemple, des machines disposant de plusieurs interfaces
de communication telles que des points d’accès Wi-Fi peuvent servir de relais entre les
parties ad hoc du réseau et la partie infrastructure de celui ci. Les données peuvent être
produites par des machines fixes, des objets connectés à Internet (e.g., capteurs) ou bien
par des terminaux mobiles portés par des individus nomades. Le contenu créé peut ensuite
être envoyé via des machines connectées à Internet, être déchargé vers la partie mobile du
réseau ou être échangé directement entre les nœuds du réseau.
Les équipements composant ce réseau sont supposés être capables d’effectuer des
communications de proximité directe en utilisant des technologies comme Wi-Fi en mode
ad hoc, Wi-Fi P2P ou Bluetooth. Plusieurs schémas d’échange de données sont considé-
rés dans cet exemple. L’échange point-à-point ; qui consiste à envoyer un message à un
destinataire unique ; ce message pouvant être suivi éventuellement d’une réponse. Ce type
d’échange peut être utilisé pour la mise en place d’un système de messagerie entre indivi-
dus, accéder à un capteur ou servir de brique de base pour des scénarios plus complexes.
Le schéma d’échange Anycast permet d’adresser un message à plusieurs destinataires
simultanément susceptibles de répondre à cette requête. Dès lors, plusieurs destinataires
sont susceptibles de répondre à ce message mais uniquement une seule réponse sera consi-
dérée. Ce mode de communication peut par exemple être utilisé pour interroger plusieurs
objets connectés offrant un même service sans les connaître explicitement (e.g., capteur
de température). Le dernier mode communication que nous considérons est une mode
de communication basé sur le contenu qui permet d’exprimer le type de contenu plutôt
qu’une destination. Ce mode de communication schéma d’échange peut être utilisé pour
concevoir un système de partage de données.
1.5 Proposition de thèse
Les réseaux hybrides à connectivité intermittente, tels que ceux décrits précédemment,
sont par nature dynamiques et hétérogènes : un grand nombre d’objets se connectent et se
déconnectent du système en permanence. Les objets et points d’accès ont des ressources
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et des capacités différentes en termes de puissance de calcul et d’autonomie. Certains
équipements sont branchés au réseau électrique de façon permanente ou temporaire alors
que d’autres fonctionnent sur batterie. La densité des objets au sein d’une zone peut varier
géographiquement, et dans le temps dans les exemples de RHCI que nous considérons du
fait de la mobilité de certains objets, et de l’activité menée dans ces zones (bureaux, zones
commerciales, habitation, etc.).
Afin de fonctionner efficacement dans ce type de réseaux, un système servant de sup-
port pour la communication dans les RHCI devrait notamment
— ne pas avoir de point central afin de résister à la disparition d’objets ;
— abstraire les différences entre la partie infrastructure et les parties sans fil du ré-
seau ;
— supporter la découverte des nœuds qui à la fois dans la partie infrastructure et dans
les parties sans fil du réseau permet à tout nœud de s’envoyer des messages ;
— transférer des messages en tenant compte des fréquentes déconnexions dans les
parties sans fil du réseau ;
— limiter le nombre de messages transférés afin d’économiser la batterie de certains
nœuds, et éviter la congestion du réseau ;
— proposer différentes primitives de communication devraient être sous la forme
d’un cadre de conception suffisamment générique et modulaire pour permettre le
développement d’applications de différents types, par exemple des applications de
communication entre individus ou des applications dédiées à l’IoT ;
— proposer des modes de communication tels que l’unicast, l’anycast ou un mode de
communication basé sur le contenu. Ces modes de communication permettent par
exemple d’interroger un capteur spécifique ou bien tous les capteurs d’un certain
type.
Dans cette thèse, nous proposons un système pair-à-pair appelé Nephila pour
l’échange de données fonctionnant dans les réseaux hybrides à connectivité intermittente.
Ce système possède les propriétés décrites ci-dessus. Ce système a donné lieu à un proto-
type qui a été évalué en simulation.
1.6 Plan du document
Dans le chapitre 2 nous présentons l’état de l’art des communications opportunistes.
Nous commençons par présenter les différents types de réseaux sans fil. Nous listons en-
suite les différentes technologies de communication pouvant servir de support aux com-
munications opportunistes.
Dans le chapitre 3, nous présentons l’état de l’art des réseaux pair-à-pair. Nous dé-
taillons les différentes applications utilisant des réseaux pair-à-pair, les propriétés des ré-
seaux pair-à-pair, les topologies pair-à-pair structurées et enfin les topologies pair-à-pair
non structurées.
Dans le chapitre 4, nous synthétisons les points communs et les différences entre les
réseaux opportunistes et les réseaux pair-à-pair. Nous montrons l’intérêt d’utiliser cer-
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taines techniques des réseaux pair-à-pair dans les réseaux opportunistes.
Dans le chapitre 5, nous présentons notre approche reposant un overlay pair-à-pair
pour l’informatique opportuniste et son implémentation dans une plateforme baptisé Ne-
phila. Nous donnons une vue d’ensemble de la plateforme, et nous présentons les diffé-
rents modules qui la compose.
Dans le chapitre 6, nous montrons comment Nephila peut être utilisé pour échanger
des données. Nous détaillons les trois modes de communications utilisables dans Nephila,
à savoir la communication en mode point-à-point, en mode anycast, et l’échange de don-
nées basé sur le contenu.
Dans les chapitres 7, 8 et 9 nous montrons les résultats de l’évaluation de Nephila
en simulation. Nous présentons trois scénarios différents permettant d’évaluer chacun des
modes de communication proposés.
Dans le chapitre 10, nous concluons et nous discutons des perspectives pour des tra-
vaux futurs.
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Première partie
État de l’art
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2
Communication opportuniste
Les communications dites opportunistes visent à exploiter les contacts réseaux entre
des objets mobiles comme des opportunités d’acheminement de messages. Les objets,
répartis dans l’environnement, forment un réseau qui souffre de fréquents partitionements.
De ce fait, des connexions de bout en bout via plusieurs sauts entre des objets ne peuvent
être garanties à tout instant, et de longues déconnexions entre les objets sont courantes.
Dans la suite de ce chapitre, nous commençons par présenter les différents types de
réseaux sans fil. Nous listons ensuite les différentes technologies de communication et
protocoles de communication pouvant servir de support aux communications opportu-
nistes.
2.1 Vers des réseaux opportunistes hybrides à connecti-
vité intermittente
2.1.1 Réseaux sans fil à un saut
Les réseaux sans fil à un saut (voir figure 2.1) se caractérisent par une connexion
directe entre des objets, mobiles ou non, et des éléments d’infrastructure (e.g., points
d’accès Wi-Fi, stations de base).
Ces éléments d’infrastructure peuvent offrir un accès à Internet. Pour y accéder, un ob-
jet doit se trouver dans le rayon de communication de l’un de ces éléments. Les réseaux
sans fil de ce type sont très largement répandus. Des points d’accès sans fils peuvent
être installés dans des habitations (via la « box » du fournisseur d’accès à Internet), des
bureaux, des commerces, des lieux à forte affluence (salles de concert, musées, biblio-
thèques, stades), des zones de transit (gares, aéroports, etc. . .). Les réseaux Wi-Fi offrent
une bande passante élevée, mais une portée de communication inférieure à une centaine
de mètres en pratique du fait des obstacles ou des interférences. Les réseaux dits « cellu-
laires »(3G/4G) offrent également un accès à Internet, avec des portées de communication
nettement supérieures à celles des réseaux Wi-Fi. Leur coût de déploiement impose la
commercialisation d’un service d’accès à Internet, qui est répercuté sous la forme d’un
abonnement aux clients. L’installation et le choix du placement de stations de base restent
21
Systèmes pair-à-pair pour l’informatique opportuniste Armel Esnault 2017
(a) Connexion directe entre deux terminaux mo-
biles
(b) Connexion entre terminaux mobiles et infra-
structure
FIGURE 2.1 – Réseaux sans fil à un saut
Connexion sans fil
FIGURE 2.2 – Exemple de réseau mobile multi-sauts en mode ad hoc
donc conditionnés par l’attente d’un retour financier pour l’entreprise qui les exploite. Les
zones peu denses se retrouvent donc peu ou pas couvertes par ces réseaux.
2.1.2 Réseaux mobiles multi-sauts
Les réseaux mobiles multi-sauts reposant sur des communications en mode ad
hoc [16] (MANET : Mobile Ad-hoc Networks) sont des réseaux autonomes et auto-
organisants composés d’objets mobiles utilisant des interfaces de communication sans
fil pour échanger des données (voir figure 2.2). Dans ces réseaux, deux terminaux distants
qui ne sont pas à portée de communication directe peuvent néanmoins communiquer via
des terminaux intermédiaires qui jouent le rôle de relais. Plusieurs études [17, 18, 19] ont
montré que l’utilisation du Wi-Fi en mode Ad-Hoc permettait de construire des réseaux
multi-sauts viables.
Les domaines d’utilisation privilégiés des réseaux mobiles multi-sauts sont la com-
munication dans des zones sans infrastructure, et l’extension de l’infrastructure par des
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(a) Réseau connecté (b) Réseau déconnecté
FIGURE 2.3 – Connectivité du réseau
moyens sans fils à faible coût. Serval [5], Open Garden 1, RoofNet [4] ont montré qu’il
est possible de fournir une connexion à Internet à haut débit à des usagers nomades grâce
à des communications multi-sauts, et grâce à un nombre limité de points d’accès Wi-Fi
qui se comportent en tant que routeurs et qui forment un cœur de réseau.
Les MANETs peuvent être utilisés pour former des réseaux de terrain, par exemple
des réseaux tactiques militaires [20, 21, 22]. Ces réseaux permettent aux soldats de se
coordonner dans des environnements hostiles.
Le routage dans les réseaux MANETs s’effectue au moyen de protocoles de routage
dynamique comme OLSR [6], AODV [7] ou ZRP [23]. OLSR est un protocole dit proac-
tif. Les routes sont établies à l’avance grâce à un mécanisme de découverte de voisins.
Chaque nœud échange périodiquement l’état de ses liens avec ses nœuds. Ainsi, une table
de routage est construite dynamiquement, pour établir des routes avant même d’avoir à
transférer un message. Par opposition un algorithme est dit réactif, si la décision de trans-
fert est prise à l’émission d’un message. AODV entre dans cette catégorie. Les routes de
communication sont établies à la demande en inondant le réseau de requêtes, jusqu’à ce
que l’une d’entre elles atteigne la destination. Une réponse est alors envoyée à la source en
utilisant le chemin inverse. Ce chemin sera utilisé pour transmettre les messages suivants.
2.1.3 Réseaux sans fil à connectivité intermittente
Dans les réseaux sans fil à connectivité intermittente, les nœuds du réseau sont le
plus souvent mobiles, car ils peuvent être portés par des humains, par des animaux tels
que dans les projets ZebraNet [24, 25, 26, 27] et SWIM [28], mais aussi être embarqués
dans des véhicules comme dans le projet DieselNet [29]. Tout ou une partie des nœuds
étant mobiles, une connexion de bout en bout entre tous les nœuds du réseau ne peut être
garantie à tout instant. Le réseau n’est donc pas connexe (voir figure 2.3a), mais parti-
tionné la plupart du temps (voir figure 2.3b). Pour faire face à ces ruptures de connexions
qui peuvent être fréquentes et imprévisibles, des techniques reposant sur le principe du
« store, carry and forward » [30, 31] sont utilisées. Ce principe consiste en effet à exploi-
ter les opportunités de contact entre les objets fixes ou mobiles, leur capacité à stocker des
messages, et leur mobilité afin de transporter ces messages entre les différentes parties du
réseau [32, 33, 34, 35]. Deux objets peuvent donc communiquer même s’il n’existe pas de
1. http://opengarden.com/
23
Systèmes pair-à-pair pour l’informatique opportuniste Armel Esnault 2017
Inte
rne
t
RH
CI
FIGURE 2.4 – Formation d’un RHCI au sein d’une ville
chemin de bout en bout entre eux. Des expériences récentes menées dans des conditions
réelles ont montré que des applications asynchrones permettant l’échange de messages
vocaux, de courriels, ou le partage de documents peuvent parfaitement fonctionner en
utilisant ce mode de communication opportuniste [36, 37, 38, 39, 40].
2.1.4 Réseaux hybrides à connectivité intermittente (RHCI)
Une évolution intéressante des réseaux sans fils multi-sauts à connectivité intermit-
tente est ce que nous appelons les réseaux hybrides à connectivité intermittente (RHCI).
De façon analogue aux réseaux sans fils multi-sauts à connectivité intermittente, les RHCI
intègrent des parties sans fil non connexes composées d’objets mobiles, mais également
une partie infrastructure. Ces réseaux peuvent être complexes, couvrir une zone géogra-
phique importante (une ville par exemple), et être composés de nombreux équipements
fixes et mobiles (voir figure 2.4). Les équipements mobiles peuvent être des terminaux
mobiles utilisés par des personnes nomades, ou des systèmes embarqués dans des véhi-
cules. Les équipements fixes peuvent être des objets connectés présents dans notre en-
vironnement quotidien, ou des routeurs qui peuvent être interconnectés pour former un
cœur de réseau, offrir un accès à Internet, et établir des connexions avec les autres objets
fixes et équipements mobiles du réseau. À l’instar des réseaux à connectivité intermittente,
dans ces réseaux les communications doivent reposer en partie sur le principe général du
store, carry and forward afin de supporter les ruptures de connectivité, et de faire face au
partitionnement du réseau.
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2.2 Technologies sans fil pour la communication oppor-
tuniste
Dans ce paragraphe, nous présentons des technologies sans fil permettant des commu-
nications directes de machine à machine nécessaires aux communications opportunistes.
Les caractéristiques étudiées sont la portée de communication, le temps de découverte,
la bande passante et la consommation d’énergie.
Plus la portée de communication est importante, plus les objets mobiles pourront être
en communication sur de longues périodes et avec un plus grand nombre d’objets, per-
mettant ainsi d’acheminer plus de messages et plus rapidement. Une trop grande portée de
communication peut toutefois entrainer une congestion de réseau lorsqu’un grand nombre
d’objets sont à portée de communication et échangent des données.
Lorsque deux objets mobiles sont à portée de communication, ils doivent d’abord se
découvrir mutuellement. Le temps de découverte réduit le temps disponible pour échanger
des données. Lorsque des objets se déplaçant rapidement se croisent (e.g. objets embar-
qués dans des véhicules motorisés), il est important d’avoir un temps de découverte faible
pour que les objets puissent avoir le temps d’échanger des données.
Le débit définit la quantité d’information pouvant être échangée entre objets. Cet as-
pect est particulièrement important lorsque l’on veut échanger de grandes quantités de
données.
2.2.1 Bluetooth
Bluetooth [41] est une technologie de communication sans fil standardisée par l’IEEE
sous la norme 802.15.1, fonctionnant dans la bande ISM 2.4-2.485 GHz. Cette technolo-
gie est principalement utilisée pour connecter des périphériques sans fil sur des ordina-
teurs personnels, des téléphones sans fil, ainsi que des consoles de jeux. La portée usuelle
est d’environ 10 m (circuits intégrés de classe 2), mais peut atteindre jusqu’à 100 m pour
les circuits intégrés de classe 1. À partir de la version 4.0 du Bluetooth, le débit peut
atteindre 24 Mb/s.
Bluetooth est largement intégré dans les tablettes et les smarphones, et permet la com-
munication directe de machine à machine, ce qui en fait un candidat intéressant pour les
communications opportunistes. Cependant, la phase de découverte « bloque » l’émission
et la réception de données pendant environ 7 secondes. Or pour ne pas manquer des oppor-
tunités de contact, le réseau doit être régulièrement sondé. On réservera donc l’utilisation
du Bluetooth pour des communications opportunistes avec des porteurs peu mobiles.
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2.2.2 Wi-Fi
Wi-Fi est le nom commercial de la norme IEEE 802.11x [42] et élaborée par la Wi-Fi
alliance 2. Selon les normes, les bandes utilisées sont ISM 900 Mhz, 2.4 Ghz ou 5.1 Ghz.
Les objets mobiles (smarphones, tablettes, ordinateurs portables) embarquent tous un
composant Wi-Fi. L’utilisation du Wi-Fi se fait très majoritairement dans le mode appelé
managed, dans lequel des objets se connectent à un point d’accès.
2.2.2.1 Wi-Fi Ad Hoc
Wi-Fi en mode Ad Hoc [17], ou aussi appelé Independent Basic Service Set (IBSS),
est un mode de communication qui contrairement au mode managed, ne nécessite pas de
point d’accès et donc d’infrastructure pour communiquer entre équipements (nœuds).
Ce mode de communication semble donc plus pertinent que le mode traditionnel ma-
naged pour les communications opportunistes. Cependant son accès par les développeurs
d’applications est très limité sur les objets mobiles tels que les smartphones. En effet, il
est par exemple nécessaire sous Android d’avoir l’accès administrateur (root) sur l’objet.
Quand bien même l’objet aurait la capacité de fonctionner en mode ad hoc, son support
peut même être retiré du système d’exploitation sur certains objets tels que la tablette
Nexus 7 (2013) conçue par Google. Cette tablette est pourtant la plateforme de référence
pour les autres constructeurs de périphériques Android. Le mode de communication ad
hoc sera donc de fait réservé à des scénarios où la flotte de terminaux utilisés est maîtrisée.
2.2.2.2 Wi-Fi Direct
Wi-Fi Direct [43] ou (ou Wi-Fi P2P) est défini par la Wi-Fi Alliance mais ne fait partie
des spécifications IEEE. Cette norme permet à des équipements de communiquer sans
être connectés à un point d’accès.
Les équipements négocient dynamiquement leur rôle à chaque connexion. Un équipe-
ment devient soit un Group Owner (GO), et se comporte dès lors comme un point d’accès,
soit il fonctionne en tant que client.
Cette norme est supportée par tous les terminaux mobiles récents. De plus, en éli-
sant dynamiquement un point d’accès, cette norme permet aux équipements clients de
bénéficier du mode Power Save, c’est à dire la possibilité de se mettre en veille et donc
d’économiser leur batterie. Ce mécanisme n’est pas disponible en mode ad hoc.
Les interfaces de programmation Wi-Fi Direct offrent aux développeurs d’application
les méthodes pour découvrir les équipements ou des services à proximité, ainsi que la
gestion de connexions sécurisées entre ces équipements.
Construire spontanément un réseau avec cette norme peut s’avérer difficile, dans la
mesure où les GO ne peuvent être désignés explicitement ou connus à l’avance. Wi-Fi
2. http ://www.wi-fi.org/
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Direct n’impose aucune règle sur ce point. Cette norme n’impose pas non plus qu’un
équipement puisse être connecté avec plus d’un équipement Wi-Fi Direct à la fois. Les
spécifications sont en constante évolutions et de prochaines versions des spécifications
pourraient imposer le support d’un nombre minimum de connexions concurrentes.
2.2.2.3 Wi-Fi Aware
Wi-Fi Aware 3 est une spécification définie en 2015 par la Wi-Fi alliance. Cette spé-
cification permet la découverte de services dans les réseaux Wi-Fi avant même que l’ap-
plication ait à créer une connexion. Les domaines d’application énuméré par la Wi-Fi
Alliance sont la messagerie instantanée, l’échange de photos, et de vidéos, ou les jeux
multi-joueurs de proximité. Cette spécification a un fort potentiel pour l’établissement de
connexions opportunistes. Cependant, comme pour Wi-Fi Direct, cette spécification n’est
pas une spécification IEEE. Il n’existe pour le moment aucune implémentation mature
permettant d’évaluer facilement son utilisation pour constituer un réseau opportuniste.
2.2.3 ZigBee
ZigBee [44] 4 est une implémentation de la spécification IEEE 802.15.4 introduite en
2004. La portée effective des équipements ZigBee varie entre 10 et 100 mètres avec un
débit maximal de 250 Kbit/s. Cette spécification est parfaitement adaptée aux réseaux de
capteurs et aux applications domotiques. ZigBee permet d’étendre la portée de commu-
nication en proposant la formation de réseaux maillés. ZigBee n’est pas disponible sur la
majorité des smartphones ou des tablettes proposés au grand public et reste pour l’instant
cantonné à des applications spécifiques utilisant des objets à faible consommation. Son
faible débit ne permettra pas l’échange de données volumineuses telles que des photos ou
des vidéos.
2.2.4 LTE direct
LTE direct [45], qui est standardisé dans 3GPP-R12 5, est une technologie de décou-
verte de services de proximité avec une portée maximale de 500 m. Bien que prometteuse,
il n’existe pour l’instant aucune mise en œuvre concrète de cette technologie qui soit ac-
cessible publiquement. Cette technologie dépend des opérateurs de téléphonie mobile et
son déploiement à grande échelle reste conditionné à l’existence d’un modèle économique
pour satisfaire les intérêts financiers des opérateurs de télécommunication. Il n’est pas en-
core certain que cette technologie soit accessible pour tous les terminaux.
3. http ://www.wi-fi.org/discover-wi-fi/wi-fi-aware
4. http ://www.zigbee.org/
5. http ://www.3gpp.org/specifications/releases/68-release-12
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2.2.5 LoRaWAN
LoRaWAN 6 est une technologie définie en 2015 pour former des réseaux permettant
la communication machine to machine (M2M) à bas débit (0.3 kbps ; 50 kbps) avec une
faible consommation énergétique. Cette technologie offre une portée pouvant atteindre
plusieurs kilomètres et fonctionne en Europe sur les bandes ISM 433 Mhz ou 868 Mhz.
Les équipements LoRa communiquent avec des équipements connectés à Internet grâce
à des passerelles dédiées. Les communications sont donc centralisées autour des passe-
relles. Le système est de fait inopérant hors des zones de couverture des passerelles LoRa.
Le passage à l’échelle de cette technologie de moyenne portée n’est pas encore prouvé,
aucun déploiement impliquant des milliers d’équipements LoRa communicant dans une
zone donnée n’ayant été réalisé à ce jour.
2.3 Protocoles de communication
Ces dernières années, plusieurs projets proposant des protocoles de communication
pour les réseaux opportunistes ont été présentés tels que Scampi [46], Haggle [47],
N4C [48], Sarah [49], C3PO [50] ou ASAWoO [51].
Une classification de ces protocoles peut être établie en fonction du comportement de
leurs algorithmes de transfert de messages. Un état de l’art sur ces différents protocoles
peut être trouvé dans [52]. Dans la suite de ce paragraphe, nous présentons les protocoles
les plus connus.
2.3.1 Unique copie et délégation
Les algorithmes reposant sur la transmission d’une unique copie par délégation fonc-
tionnent de manière similaire au routage de paquets IP sur Internet : pour chaque message
créé, il existera une seule copie de ce message transitant sur le réseau. Ce mécanisme per-
met d’économiser la mémoire cache des nœuds et de limiter drastiquement l’utilisation
de la bande passante. Les ressources des nœuds sont donc moins sollicitées, ce qui permet
de faire des économies d’énergie.
Ces algorithmes sont efficaces quand les contacts entre nœuds sont prévisibles, comme
c’est le cas dans la communication spatiale où la position des nœuds (satellites, sondes,
etc. ) peut être déterminée à l’avance avec précision, et ainsi de définir le meilleur chemin
pour acheminer les données.
L’algorithme proposé par Spyropoulos et al. dans [53] permet uniquement une trans-
mission directe des messages à leurs destinataires. Cet algorithme est très économe en
énergie et en bande passante, mais présente de très faibles performances en taux de dé-
livrance et une latence importante dès que le réseau devient peu dense. Une variante de
cet algorithme est proposée par les auteurs [53]. Elle permet à un nœud de transférer
6. http ://lora-alliance.org/
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des messages à l’un de ses voisins avec une certaine probabilité. Cet algorithme permet
d’améliorer légèrement les performances, tout en augmentant aussi légèrement le trafic
réseau.
Quand les contacts sont difficilement prévisibles, les performances se dégradent rapi-
dement. C’est par exemple, le cas lorsque des piétons se déplacent dans une ville. En effet
leur positions n’est pas forcément connues, et leur déplacements pas toujours réguliers.
De plus, les algorithmes reposant sur la transmission de copie unique et la délégation ne
sont pas prévus pour réagir efficacement face à des imprévus tels que l’arrêt de fonction-
nement d’un terminal suite à l’épuisement de sa batterie.
2.3.2 Inondation
Epidemic Routing [54] est un algorithme de transfert de messages réactif inspiré du
modèle mathématique de la propagation des maladies infectieuses. Tous les messages sto-
ckés dans le cache mémoire d’un nœud donné sont répliqués sur chacun des voisins. Cet
algorithme ne requiert aucune heuristique complexe et ne fait aucune supposition quant à
la mobilité des nœuds, ce qui le rend efficace quand la prédiction de déplacement de ces
nœuds est difficile ou impossible. Cet algorithme présente les meilleures performances en
termes de taux de délivrance et de latence sous réserve que le réseau ne soit pas conges-
tionné et que les caches ne soient pas saturés de messages. En effet, dès que le nombre de
nœuds ou de messages créés devient trop important, une consommation très importante
de la bande passante est engendrée, pouvant aller jusqu’à une congestion de réseau et du
cache des nœuds, ainsi qu’un épuisement plus rapide de la batterie. Cet algorithme est
donc adapté aux réseaux de petite taille ayant un faible volume de messages créés.
RAPID [55] ordonne les messages selon une fonction d’utilité afin de maximiser une
métrique spécifique (e.g, taux de délivrance, latence). PREP [56] qui est une variante de
Epidemic Routing, assigne une priorité aux messages, qui est basée sur une estimation
du coût de transmission et de la date d’expiration. PREP sélectionne sur la base de cette
priorité les messages à transmettre ou à supprimer du cache en premier lorsque le cache
des nœuds ou la bande passante sont limités.
Spray and Wait [57] est un algorithme utilisant la dissémination épidémique, mais
avec une méthode de réduction drastique du nombre de messages. Lorsqu’un message
est créé, un compteur est initialisé et embarqué dans les métadonnées du message. Ce
compteur représente le nombre maximal de copies autorisées à circuler sur le réseau.
Lorsque le message est transféré, le compteur est décrémenté. Une fois le compteur arrivé
à 0 le message ne peut être transmis qu’à son destinataire.
Spray and Focus [58] utilise la même méthode de dissémination initiale que Spray
and Wait, mais propose de remplacer la phase d’attente de Spray and Wait (i.e., lorsque
le compteur de copie atteint 0). Le message peut être transféré en utilisant un mécanisme
de copie unique ce qui permet de garder la même quantité de messages stockés dans le
réseau. Une fonction d’utilité est utilisée pour déterminer si un message doit être transféré
à un nœud voisin.
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2.3.3 Historique des rencontres et analyse sociale
Les analyses sociales menées par Milgram [59, 60, 61] ont montré que la relation
d’amitié entre les individus peut être modélisée par un graphe qui présente la propriété
d’être quasiment connecté avec une topologie de type petit monde (small world). Sim-
Bet [62] utilise les relations sociales entre les individus pour favoriser les échanges entre
les nœuds ayant le plus de similarités sociales.
Probabilistic Routing Protocol using History of Encounters and Transitivity (Pro-
PHET) [63] est un algorithme de transfert de messages se basant sur l’historique des
rencontres. L’hypothèse sur laquelle repose ProPHET est que si deux nœuds se sont ren-
contrés récemment, alors ils ont des chances de se rencontrer à nouveau dans le futur. Pour
stocker ces informations de rencontre, chaque nœud dispose d’une matrice carrée ayant
pour dimension le nombre de nœuds du réseau. Les valeurs de la matrice représentent les
probabilités de rencontre. Elles sont augmentées à chaque rencontre entre deux nœuds et
sont réduites au cours du temps. Ce système a pour effet de garder des valeurs plus éle-
vées pour les rencontres récentes et des valeurs plus faibles lorsque des nœuds ne se sont
pas rencontrés récemment. Ces valeurs sont par ailleurs calculées transitivement. Pour ce
faire, les tables de valeurs sont échangées entre les nœuds afin que ces nœuds puissent
déterminer si un de leurs voisins est un meilleur transporteur qu’eux même pour une des-
tination donnée, et donc lui transférer une copie des messages pour lequel il sera considéré
comme plus à même de transmettre le message.
MaxProp [64] ordonnance la transmission et la suppression des messages en fonction
du nombre de sauts des messages transmis ainsi que des probabilités de rencontre basées
sur les précédentes rencontres.
A History Based Routing Protocol for Opportunistic Network (HiBOp) [65] est un pro-
tocole utilisant le contexte de communication pour choisir les transporteurs de messages.
Les informations de contexte peuvent par exemple contenir des informations personnelles
sur l’utilisateur d’un terminal, telles que son nom, sa résidence personnelle ou profession-
nelle, ses loisirs (e.g. le sport, le cinéma). HiBOp peut ensuite décider en fonction de ces
informations quels nœuds seront plus à même de délivrer un message. Par exemple Hi-
BOp peut décider de transférer un message à un nœud dont la résidence du propriétaire
se situe à proximité de celle du destinataire.
Context-Aware Routing (CAR) [66] exploite les informations de contexte de façon
similaire à HiBOp, mais suppose un algorithme de routage pour réseaux mobiles multi-
sauts comme OLSR ou AODV par composante connexe appelée cloud. Pour atteindre une
partie non connectée du réseau, un nœud va choisir le nœud dans sa composante ayant la
plus haute probabilité d’atteindre la destination. Les probabilités sont calculées de façon
proactive et uniquement pour des destinations connues, puis sont disséminées dans le
réseau.
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2.3.4 Position géographique
La localisation d’un nœud peut être utilisée afin d’estimer des contacts futurs. Les
techniques de localisation supposent le plus souvent la présence d’un système de locali-
sation embarqué tel qu’un récepteur GPS. Bien que ces systèmes soient envisageables sur
des objets disposant d’une autonomie énergétique suffisante tels que des véhicules, l’ac-
tivation d’un tel dispositif sur des smartphones ou tablettes réduit fortement leur durée de
fonctionnement.
GeoDTN+Nav [67, 68] utilise le système de navigation embarqué dans les véhicules.
Les informations sur la destination ou la direction sont échangées entre véhicules. Ces
informations permettent de déterminer les véhicules les plus à même de rencontrer la
destination.
GeoSpray [69] utilise un système hybride basé sur le GPS et sur une dissémination
d’un nombre limité de copies similaire à celle de Spray and Wait. GeoSpray dissémine
initialement un nombre déterminé de copies, puis passe ensuite à un mécanisme de copie
unique. Les copies ne sont transmises à un nœud que si celui est plus proche de la des-
tination. Pour ce faire, GeoSpray, suppose que la position de la destination soit connue à
l’avance.
Rao et al. [70] ne supposent pas que des nœuds connaissent sa position à tout instant
(e.g, connexion GPS intermittente pour économiser la batterie). Les nœuds construisent
un système de coordonnées virtuelles basé sur les contacts. Le routage des messages
est ensuite effectué en fonction de ces coordonnées virtuelles. Les coordonnées sont
construites par itérations successives. Périodiquement, chaque nœud i calcule ses coor-
données xi and yi en fonction de celle de ses voisins puis la diffuse afin que ses voisins
puissent mettre à jour leurs coordonnées. L’équation de calcul est la suivante :
Cette solution ne nécessitant pas d’équipement de localisation supplémentaire et étant
plus économe sur la consommation de la batterie semble intéressante, mais semble peu
adaptée aux réseaux peu denses tels que ceux rencontrés à l’échelle d’une ville de taille
moyenne.
2.4 Déchargement de données et réseaux hybrides
La croissance du marché des périphériques mobiles (téléphones portables, tablettes)
a entraîné une hausse de l’utilisation des réseaux cellulaire (3G/4G). Le trafic de don-
nées pourrait atteindre 15.9 Exaoctets par mois en 2019 [71]. Ceci, sans compter le trafic
engendré par les autres objets connectés. Selon ces projections, l’apport seul de la tech-
nologie 4G pourrait ne pas être suffisant pour absorber l’augmentation du trafic cellulaire.
Des travaux proposent de décharger le réseau cellulaire en acheminant les données par
d’autres moyens et notamment des communications sans fil de proximité [72].
La figure 2.5 présente les approches principales pour décharger le trafic des réseaux
cellulaires vers les nœuds mobiles. La figure 2.5b montre comment les points d’accès
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(a) Infrastructure 3G/4G (b) Infrastructure 3G/4G et
point d’accès Wi-Fi
(c) Infrastructure 3G/4G et
communications opportu-
nistes
FIGURE 2.5 – Déchargement de données dans les parties sans fil du réseau
Wi-Fi peuvent être utilisés pour décharger une partie du trafic. La figure 2.5c montre
l’utilisation des communications opportunistes entre nœuds mobiles. Dans la suite de ce
paragraphe, nous considérons les approches utilisant les communications opportunistes
pour décharger le trafic dont les applications peuvent tolérer des délais d’acheminement.
Push&Track [73] est une solution de déchargement de données utilisant un contrôleur
de dissémination de données. Ce dernier injecte un certain nombre de copies en utilisant
les interfaces de communication 3G/4G. Ces copies sont disséminées en utilisant des
communications opportunistes Wi-Fi. Les nœuds ayant reçu ces copies notifient en retour
le contrôleur en utilisant leur interface 3G/4G. Le contrôleur peut ainsi avoir une vue
globale du nombre de copies présentes dans le réseau et réinjecter des copies si tous les
destinataires n’ont pas reçu de copies.
RocNet [74] est une solution de déchargement de données des nœuds mobiles vers
l’infrastructure. RocNet répartit la charge entre les différentes stations de base en utilisant
des communications opportunistes. Dans les zones où les stations de base sont conges-
tionnées, les communications opportunistes sont utilisées entre les nœuds mobiles afin
d’acheminer les messages vers des stations de base qui ne sont pas congestionnées. Les
« filtres à particules » [75] sont utilisés pour déterminer les nœuds les plus à même de se
déplacer vers une station non congestionnée.
Mayer et al. [76] proposent un algorithme de routage utilisant l’infrastructure lorsque
l’utilisation des communications opportunistes est supposée inefficace. Les messages sont
initialement disséminés en utilisant les communications opportunistes. Lorsqu’il apparaît
qu’un message met trop de temps ou bien à peu de chance d’atteindre son destinataire,
l’algorithme de routage fait passer le message par l’infrastructure en utilisant les interfaces
3G/4G des nœuds.
TOMP [77] est un cadriciel de déchargement de données se basant sur la prédiction
de mouvements entre les nœuds mobiles pour sélectionner les nœuds les plus à même
de faire des rencontres. Ces nœuds serviront à disséminer les données en provenance
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de l’infrastructure. Plusieurs métriques sont proposées pour prédire les opportunités de
contact. La première se base sur la position actuelle des nœuds. La seconde considère les
futures opportunités de rencontre à l’intérieur d’un périmètre défini. Enfin la troisième
contraint le périmètre de la seconde métrique par un graphe de la cartographie routière.
2.5 Conclusion
Aucun de ces travaux ne propose d’abstraction permettant de gérer de façon uniforme
les parties infrastructure et opportunistes d’un RHCI. La solution proposée devra être
capable d’utiliser plusieurs technologies de communication sans fil. Il sera nécessaire
de fournir dans le cadre de l’IoT un système permettant d’abstraire toutes ces techno-
logies, de supporter les ruptures de communications, d’acheminer des données dans un
RHCI et de supporter les communications de machine à machine. Les surchouches des ré-
seaux pair-à-pair fournissent des abstractions et des mécanismes pour des machines dans
des environnements hétérogènes et dynamiques. Ils seront par conséquent étudiés dans le
chapitre suivant.
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3
Principes et mécanismes des réseaux
pair-à-pair
Les réseaux pair-à-pair sont des réseaux dans lesquels les machines sont appelées
pairs. Ces machines jouent à la fois le rôle de serveur et de client, mais rarement les
deux simultanément. Par opposition, les réseaux traditionnels sont composés de machines
jouant le rôle de client ou de serveur. Les réseaux pair-à-pair sont par nature des réseaux
coopératifs. Les machines partagent et mettent en commun leurs ressources telles que
leur puissance de calcul, leur espace de stockage, leur bande passante, afin de rendre un
service.
Dans un réseau pair-à-pair, les pairs sont interconnectés via un réseau de recouvre-
ment logique (overlay). Ce réseau de recouvrement établit des liens entre les pairs. Les
réseaux pair-à-pair peuvent être différenciés selon leur topologie. Cette topologie définit
les méthodes utilisées pour répartir et rechercher des données, et pour tolérer les pannes.
Il existe deux grandes familles de topologie : les topologies structurées et les topologies
non structurées.
Dans la suite de ce chapitre, nous détaillons les différentes applications utilisant des
réseaux pair-à-pair, les propriétés des réseaux pair-à-pair, les topologies pair-à-pair struc-
turées et enfin les topologies pair-à-pair non structurées.
3.1 Applications pair-à-pair
3.1.1 Partage de fichiers et diffusion de données
Les réseaux de délivrance de contenu (CDN) ont pour vocation d’acheminer le plus
rapidement possible des données vers l’utilisateur. Afin de répartir la charge et minimiser
la latence, le contenu est répliqué en plusieurs points du réseau. Les mécanismes d’or-
chestration de la réplication peuvent être intégrés dans une architecture pair-à-pair. Le
coût de réplication du contenu peut alors être réparti entre les nœuds du réseau.
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3.1.2 Calcul réparti
La mise en commun des ressources, notamment la puissance de calcul, permet de
construire des applications de calcul distribué exploitant en parallèle plusieurs processeurs
afin de traiter de grands volumes de données.
Il peut s’agir parfois de machines grand public, comme c’est le cas dans le projet
SETI@home [78]. Ce projet est un projet de recherche scientifique qui vise à détecter
des formes de vie extraterrestre intelligente en analysant les signaux radio en provenance
de l’espace. Le grand public est invité à participer en installant un logiciel exploitant les
cycles processeurs inutilisés sur leurs ordinateurs personnels.
Pour le monde de la recherche et les entreprises, une organisation des nœuds sous la
forme d’un réseau pair-à-pair dans un centre de calcul est plus économique que l’achat de
superordinateurs pour traiter des volumes massifs de données.
3.2 Propriétés des réseaux pair-à-pair
3.2.1 Passage à l’échelle
Les systèmes pair-à-pair sont complètement répartis et peuvent atteindre des tailles
jusqu’à plusieurs centaines de milliers de nœuds. À cette échelle, le système doit tou-
jours présenter de bonnes performances. De plus, l’ajout de nœuds dans le système est
vu comme une opportunité et non une contrainte. Les nouveaux nœuds apportent de nou-
velles ressources dans le système, par exemple sous la forme de puissance de calcul ou
encore de capacité de stockage. L’approche centralisée consistant à avoir un unique maître
coordonnant les autres machines n’est plus viable dans les systèmes présentant un nombre
important de nœuds.
3.2.2 Recherche d’information
L’utilisabilité des systèmes pair-à-pair dépend souvent de leur capacité à localiser et à
récupérer efficacement des données. Ces systèmes étant capables de traiter de très grands
volumes de données, une indexation par un unique serveur n’est souvent pas possible ni
souhaitable. Les systèmes pair-à-pair ont recours à différentes stratégies pour rechercher
du contenu en fonction de la topologie de leur vue logique, telle que la marche aléatoire,
le parcours en largeur dans les réseaux non structurés, ou l’utilisation de tables de hachage
réparties (DHT) dans les réseaux structurés.
3.2.3 Capacité de survie et tolérance aux pannes
La capacité de survie d’un système pair-à-pair est sa capacité à fonctionner en pré-
sence de fautes telles que la défaillance d’une machine, l’entrée et la sortie des nœuds
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dans le système (churn), ou bien d’erreurs sur les liens réseaux. Ces erreurs peuvent sur-
venir pour plusieurs raisons : malveillance (attaques informatiques, virus, déni de service),
congestion réseau, épuisement de la batterie d’un terminal mobile.
3.3 Architecture pair-à-pair structurée
Les réseaux pair-à-pair utilisant une architecture structurée construisent une vue lo-
gique (overlay) dans laquelle les messages suivent un chemin déterministe. La délivrance
des messages est assurée du succès en un petit nombre de sauts. Le réseau répartit des
informations entre les pairs. Chaque pair indexe une partie des informations partagées
dans le réseau. Dans le cas de la défaillance d’un nœud, l’information qu’il hébergeait est
répartie entre les autres nœuds.
Une information est identifiée au moyen d’une clé. La clé est un bloc à taille fixe
supposé unique et le plus souvent généré au moyen d’une fonction de hachage, comme
c’est le cas dans Chord [79]. Celui-ci utilise une clé de 160 bits obtenu en appliquant la
fonction SHA-1 [80] sur le contenu de l’information.
Les pairs sont aussi identifiés de façon unique dans le réseau. L’identifiant du pair peut
être obtenu à partir d’un hash de son adresse IP [81], ou bien de ses coordonnées géogra-
phiques. L’identifiant d’un pair va déterminer l’espace des clés sous sa responsabilité. Par
exemple un pair peut avoir la responsabilité des clés les plus proches de son identifiant.
La recherche et la publication d’information dans le réseau s’effectuent en utilisant
une table de hachage répartie (Distributed Hash Table, DHT). Deux opérations sont dis-
ponibles pour manipuler les informations. Put(key,val) permet d’envoyer une information
(val) avec sa clé (key). La récupération d’information s’effectue au moyen de l’opération
Get(key) qui interroge le pair responsable de l’information et retourne la valeur associée
à cette clé.
3.3.1 Chord
Dans le cas de Chord, les pairs sont organisés sous la forme d’un anneau en fonction de
leur identifiant. Chaque pair maintient une table appelée finger table contenant une liste de
pairs. La ieme entrée du pair p contient l’identifiant le proche de p+2i−1mod(m), où m est
la taille de la finger table. La figure 3.1 présente un exemple de réseau Chord comportant
16 pairs, dans lequel les relations de voisinage des pairs 2 et 11 sont représentées.
La recherche du pair responsable d’une clé particulière s’effectue en envoyant une
requête à son voisin ayant l’identifiant le plus proche de la clé, qui à son tour va transférer
la requête à son voisin le plus proche de la clé, et ainsi de suite jusqu’au pair responsable
de la clé, lequel va répondre directement à l’émetteur initial de la requête.
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FIGURE 3.1 – Exemple de réseau Chord avec 16 nœuds
3.3.2 Pastry
Pastry [82] est un réseau pair-à-pair structuré similaire à Chord, représentant les pairs
sur un anneau. Chaque nœud a un identifiant unique représenté sur 128 bits. Les identi-
fiants sont choisis de façon uniforme, en appliquant par exemple une fonction de hachage
sur l’adresse IP du nœud. Pastry se base sur le préfixe des adresses pour acheminer des
messages. Chaque nœud maintient une table de routage, ainsi qu’une structure de don-
nées appelée leaf set. Cette structure de données contient les identifiants de nœuds les
plus grands et les plus proches de l’identifiant du nœud local. Chaque entrée dans la table
de routage de la ligne n partage les premiers n digits avec le nœud local. Le routage d’un
message s’effectue en regardant si un identifiant de nœud dans le leaf set est plus proche
de la clé du message que le nœud local. Si tel est le cas, le message est transféré à ce
nœud, sinon le message est transféré au nœud partageant un préfixe commun avec la clé
du message. Le processus est répété jusqu’à atteindre le nœud responsable de la clé.
3.3.3 Kademlia
Kademlia introduit la notion de distance entre nœuds, et essaie de réduire avec des
recherches successives la distance vers une destination. La distance entre deux nœuds
est calculée en utilisant la fonction XOR sur l’identifiant des nœuds. Cet identifiant est
codé sur un espace de 160 bits. L’utilisation de la fonction XOR va avoir pour effet de
privilégier les nœuds dont les bits de poids forts dans les identifiants sont différents de
ceux du nœud local, et ainsi ordonner les nœuds sous la forme d’un arbre binaire.
Chacun des nœuds maintient une liste des autres nœuds appartenant au système appelé
k-bucket. Cette liste contient k listes d’identifiants de nœuds (k étant un paramètre du
système). Les nœuds dans la liste d’indice n sont ceux dont le bit d’indice n diffère du
38
Systèmes pair-à-pair pour l’informatique opportuniste Armel Esnault 2017
FIGURE 3.2 – Exemple d’arbre binaire Kademlia
nœud local, tandis que les n−1 bits restants sont communs avec le nœud local.
La figure 3.2 présente un exemple de réseau Kademlia représenté sous la forme d’un
arbre binaire. Chaque feuille représente un nœud dans le système. Le nœud 0011 (repré-
senté en rouge) dispose d’une liste de 4 éléments. Chacune des flèches pointe vers un
sous-arbre dans lequel un des nœuds devrait être présent dans la liste des nœuds du nœud
0011.
3.3.4 CAN
CAN [83] utilise un espace à d dimensions pour identifier les pairs et les clés. Chaque
pair est responsable d’une partition de cet espace. Le routage d’une requête s’effectue
progressivement en parcourant la partition voisine la plus proche de la destination. Si un
pair est défaillant, il peut être contourné en sélectionnant un autre pair proche. L’insertion
d’un nœud s’effectue en sélectionnant un point dans l’espace, et en découvrant le pair
responsable de cet espace puis en divisant cet espace en deux parties et enfin, en affectant
au nouveau pair la responsabilité d’une des divisions. Finalement, les pairs voisins de cet
espace sont notifiés de ces changements d’espace. La figure 3.3 présente un exemple de
routage à partir d’un pair A vers une ressource r dont les coordonnées dans l’espace CAN
(11, 7) sont sous la responsabilité du pair B.
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FIGURE 3.3 – Exemple de routage dans un réseau CAN à 2 dimensions
3.3.5 T-MAN
Après 3 cycles Après 3 cycles Après 15 cycles Après 8 cycles 
FIGURE 3.4 – Organisation des pairs sous la forme d’un tore dans un réseau T-MAN
Source: [84]
T-MAN [84] est un protocole permettant de construire des réseaux pair-à-pair ayant
des structures convergentes. Les pairs peuvent être organisés sous différentes formes (e.g.
ligne, anneau, tube, tore, arbre). La topologie dépend d’une fonction de classement fournit
par l’utilisateur. Un mécanisme d’échange de liste de pairs périodique, organisé sous la
forme de cycles permet à chaque pair de mettre à jour sa vue du réseau. La figure 3.4
présente une vue logique d’un réseau T-MAN dont les pairs sont finalement organisés
sous la forme d’un tore. Plusieurs cycles sont nécessaires à la convergence de la structure.
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3.4 Architecture pair-à-pair non structurée
3.4.1 Principe du gossiping
Les réseaux pair-à-pair non structurés n’imposent aucune structure a priori. Les
connexions entre les pairs sont établies selon un processus stochastique. Les informations
dans ce type de réseaux sont souvent diffusées en utilisant la méthode de communication
par propagation de rumeur [85] (gossiping) aussi appelée propagation épidémique. Cette
méthode permet de propager rapidement une information avec une charge de communi-
cation répartie entre les pairs [86].
L’algorithme général décrit dans [87] est présenté dans l’algorithme 1.
Algorithm 1 squelette de l’algorithme gossip
1: loop
2: wait()
3: p← selectPeer()
4: send state to p
5: receive statep from p
6: state← update(statep)
7: end loop
8: procedure ONRECEIVE(m)
9: p← m.sender
10: statep← m.state
11: send state to p
12: state←update(statep)
13: end procedure
Chaque pair va périodiquement sélectionner un autre pair parmi ceux qu’il connaît
déjà (ligne 2), envoyer l’état de l’application (ligne 3) attendre une éventuelle réponse
(ligne 4) et mettre à jour son état en utilisant la fonction update fournie par l’application,
et qui sera appliquée sur l’état reçu du pair. Lorsqu’un pair reçoit l’état d’un autre pair
(procédure onReceive()), il envoie son propre état et met à jour le sien avec la même
fonction update.
3.4.2 Cyclon
Cyclon [88] est un service d’échantillonnage de pair (peer sampling service). Les pairs
s’échangent de façon aléatoire un sous-ensemble de leurs connaissances, appelé voisi-
nage. Le processus est appliqué de façon proactive et périodique, permettant de garder en
mémoire une liste de voisins non défaillants la plus à jour possible. Le graphe de connec-
tivité résultant du processus d’échange de liste de pairs tend vers un graphe aléatoire à
faible diamètre.
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3.4.3 Napster
FIGURE 3.5 – Architecture centralisée de Napster
Napster [13] fut le premier système pair-à-pair de partage de fichiers. Dans Napster, un
serveur central sert de point de rencontre et d’annuaire pour tous les nœuds du système.
Lorsqu’un nouveau nœud désire entrer dans le système, il contacte le serveur central
Napster et envoie alors une liste des fichiers qu’il possède et qu’il souhaite partager. La
recherche de contenu s’effectue en interrogeant le serveur central, qui retourne une liste
de nœuds partageant des fichiers qui correspondent à la requête. Une fois la liste de nœuds
récupérée, le partage s’effectue en pair-à-pair entre les nœuds concernés.
Ce système est très simple à mettre en œuvre, mais présente un point de défaillance au
niveau de l’annuaire central. De plus, la recherche étant centralisée, elle va présenter des
problèmes de passage à l’échelle en termes de nombre de requêtes, de nombre de fichiers,
et de pairs présents dans le réseau.
3.4.4 Fastrack
FIGURE 3.6 – Architecture de Fastrack
Fastrack est un protocole de partage de fichiers partiellement centralisé. Le système
tire parti de l’hétérogénéité des nœuds pour accélérer la recherche d’information. Les
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LC1LC1LC1 Tracker
Pair
FIGURE 3.7 – Architecture de Bittorent
nœuds ayant des capacités supérieures aux autres en termes de capacité de stockage, de
calcul et de bande passante sont désignés en tant que super pairs. Ces super pairs indexent
les fichiers disponibles sur les nœuds et maintiennent des connexions vers d’autres super
pairs. Un nœud cherchant un ficher va interroger les super pairs séquentiellement, jusqu’à
trouver l’information recherchée.
3.4.5 Gnutella
Gnutella [89] est un système de partage de fichiers pair-à-pair utilisant initialement
une architecture non structurée. Les requêtes de recherche de contenu dans le réseau sont
diffusées de façon épidémique. Cette méthode, bien que très résistante aux pannes de
machines, ne convient pas pour des réseaux accueillant un très grand nombre de machines.
Si l’information recherchée n’est présente que sur un petit nombre de pairs, la requête
peut devoir traverser un grand nombre de nœuds avant de rencontrer un pair possédant
l’information recherchée. Un grand nombre de sauts implique une plus grande latence. De
plus, la méthode de diffusion épidémique génère un grand nombre de messages dans le
réseau, ce qui peut engendrer une congestion lorsqu’un grand nombre de requêtes traverse
le réseau.
3.4.6 BitTorrent
BitTorrent est un service de partage de fichiers disposant d’un serveur central (tracker)
pour coordonner le partage pour un fichier. Pour chaque fichier partagé, un fichier associé
.torrent doit être créé, contenant notamment l’adresse du tracker responsable de la gestion
des pairs partageant ce fichier. La diffusion et la récupération des fichiers .torrent ne font
pas parties du protocole BitTorrent. Ces fichiers .torrent sont généralement diffusés sur
des sites Web dédiés.
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3.4.7 Utilisation des filtres de Bloom dans les réseaux pair-à-pair non
structurés
Les filtres de Bloom sont des structures de données probabilistes, inventées par Bur-
ton Howard Bloom [90], permettant de tester la présence ou non d’un élément dans un
ensemble. L’absence d’un élément peut être déterminée de façon certaine, alors que la
présence est soumise à des faux positifs. Les filtres de Bloom permettent d’obtenir un
compromis entre la fiabilité des informations retournées et la taille de la représentation en
mémoire de l’ensemble.
Un filtre de Bloom est constitué d’un tableau de booléen T de taille m, et de k fonc-
tion(s) de hachage hi tel que 1 ≤ i ≤ k et 0 ≤ hi(e) ≤ m− 1 pour tout élément e. Les
éléments du tableau sont initialisés à Faux. Un élément e est considéré présent dans le
filtre de Bloom si pour toute fonction de hachage on a T [hi(e)] = V rai. L’insertion d’un
élément e, met à Vrai les éléments du tableau dont les indices correspondent a l’applica-
tion e sur chacune des fonctions de hachage : ∀i,T [hi(e)] :=V rai. Il n’est pas possible de
supprimer un élément dans un filtre de Bloom traditionnel puisqu’un indice donné peut
correspondre à des éléments différents.
La probabilité de faux positif dans un filtre de Bloom est :(
1−
[
1− 1
m
]kn)k
. (3.1)
Le nombre de fonctions de hachage k qui minimise la probabilité de faux positifs est
k =
m
n
ln 2. (3.2)
Les Filtres de Bloom ont été traditionnellement utilisés pour tester la présence d’un
mot dans un dictionnaire, tout en gardant une représentation en mémoire de taille limitée.
En effet stocker tous les éléments en mémoire peut être coûteux, et les filtres de Bloom
sont un bon compromis entre la taille de la représentation mémoire et la probabilité de
faux positifs.
Le filtre de Bloom est construit en insérant tous les éléments du dictionnaire un par un. Les
Filtres de Bloom ont été utilisés pour implémenter des correcteurs orthographiques [91,
92] consommant peu de mémoire et ayant une faible probabilité de manquer des mots mal
orthographiés.
Les filtres de Bloom à compteur [93] permettent de résoudre les problèmes de sup-
pression d’éléments dans le filtre. Chaque entrée est stockée sur un entier positif plutôt
que sur un bit. À l’insertion d’un élément, le compteur est incrémenté de 1, et lorsqu’un
élément est supprimé celui-ci est décrémenté.
Les filtres de Bloom à décroissance exponentielle (EDBF) [94] ont été créés afin de
traiter le problème de performance des recherches dans les réseaux pair-à-pair non struc-
turés. Les recherches par inondation peuvent rapidement saturer le réseau et les marches
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aléatoires peuvent nécessiter de traverser un grand nombre de nœuds. La quantité d’in-
formation stockée dans EDBF décroit exponentiellement avec la distance. En utilisant un
algorithme de routage dans un réseau pair-à-pair non structuré tirant parti de cette struc-
ture, les auteurs ont montré qu’il était possible d’atteindre de meilleures performances
que la marche aléatoire, et un surcoût réseau inférieur aux algorithmes de recherche par
inondation.
3.5 Conclusion
Les réseaux pair-à-pair permettent de supporter des échanges de données ainsi que de
répartir du calcul entre un grand nombre de nœuds qui peuvent apparaître et disparaître
à n’importe quel moment du réseau. Ils sont très tolérants à ces déconnexions. Il existe
deux familles de réseaux pair-à-pair : les réseaux pair-à-pair structurés et les réseaux
pair-à-pair non structurés. Les réseaux pair-à-pair structurés organisent les nœuds sous la
forme de structure tels que des anneaux, des tores ou des arbres. Ils sont généralement
très performants dans la recherche d’informations, mais ont des coûts de maintenance
plus importants. Les réseaux pair-à-pair non structurés n’imposent pas de structure et
sont donc plus simple à mettre œuvre. Dans ce type de réseau, la diffusion d’information
repose généralement sur le principe du gossiping.
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4
Vers l’utilisation des mécanismes
pair-à-pair dans les réseaux opportunistes
hybrides
Dans ce chapitre, nous discutons des points communs et des différences existant entre
les réseaux pair-à-pair et les réseaux opportunistes afin d’identifier les mécanismes et les
techniques pair-à-pair qui sont susceptibles d’être utilisés dans les réseaux opportunistes
hybrides à connectivité intermittente. En effet, les réseaux pair-à-pair ont été étudiés et
déployés plus largement que les réseaux opportunistes. Certains mécanismes des réseaux
pair-à-pair pourraient donc être utilisés dans les réseaux opportunistes pour améliorer
la réplication des données dans les caches des nœuds fixes et mobiles, la recherche de
données dans ces réseaux, et l’acheminement des messages entre les différents pairs.
4.1 Réseaux pair-à-pair et opportuniste : points com-
muns et différences
Déconnexions Les connexions et déconnexions résultant de la mobilité ou de la mise
hors tension des objets dans les réseaux opportunistes s’apparentent au churn dans les
réseaux pair-à-pair. Les nœuds se connectent et se déconnectent du réseau, sans forcément
avertir les autres membres du réseau à l’avance. Les réseaux pair-à-pair réagissent à la
disparition de nœuds en reconfigurant leur réseau logique pair-à-pair.
Hétérogénéité des nœuds Dans les réseaux opportunistes, comme dans les réseaux
pair-à-pair, les nœuds composant le réseau sont hétérogènes en termes de capacités de
calcul, de capacité de stockage, de communication. Il convient de répartir la charge entre
les nœuds du réseau afin de limiter le nombre de nœuds surchargés.
Connaissance limitée du réseau Dans les réseaux pair-à-pair reposant sur une infra-
structure, la connaissance de chacun des nœuds est limitée par le système, afin d’éviter la
gestion d’un grand nombre de connexions. Les réseaux opportunistes ont par nature une
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vue limitée du système. Les nœuds ne peuvent être connectés entre eux que s’ils sont à
portée radio.
Adressage des nœuds Pour contacter un nœud distant, il est nécessaire de connaître son
identifiant. Dans les réseaux reposant sur l’infrastructure, l’adressage des nœuds du réseau
est administré par des opérateurs disposant chacun d’une partie de l’espace d’adressage.
Cependant, l’utilisation de certains mécanismes comme le NAT, l’adressage dynamique
ou de la mobilité des nœuds peuvent faire varier l’adresse d’un nœud au cours du temps ou
attribuer une même adresse à plusieurs nœuds. Afin d’identifier durablement les nœuds,
les réseaux pair-à-pair ont recours à un adressage indépendant de l’adresse IP. Les iden-
tifiants peuvent être basés sur l’adresse MAC ou la clé publique d’un nœud. Dans les
réseaux opportunistes, plusieurs technologies de communications sans fil peuvent être
utilisées (e.g., Wi-Fi en mode ad hoc, Bluetooth). Leurs méthodes d’adressage sont in-
compatibles entre elles. À l’instar des réseaux pair-à-pair, l’utilisation d’identifiants in-
dépendants de la technologie de communication, comme ceux utilisés dans les réseaux
pair-à-pair, permet d’adresser des messages à des nœuds quelle que soit la technologie de
communication, l’opérateur du réseau, ou la localisation du nœud.
Redondance des messages Dans les réseaux pair-à-pair large échelle, la défaillance de
machines est inévitable : extinction de la machine, pannes matérielles, etc. Pour pallier
ces problèmes, les réseaux pair-à-pair répartissent et dupliquent les informations pour que
la perte de nœuds ne compromette par l’intégrité du système. La redondance de messages
sert également à diminuer le nombre de sauts qu’un message doit traverser avant d’at-
teindre sa destination. Dans les réseaux opportunistes incluant des objets connectés grands
publics fonctionnant sur batterie, la disparition arrivera tôt ou tard. Les réseaux opportu-
nistes utilisent la redondance de messages entre pairs pour pallier des défaillances, et pour
augmenter la probabilité que le porteur d’un message rencontre son destinataire. Dans cer-
tains réseaux pair-à-pair, les données sont réparties géographiquement pour améliorer le
temps d’accès à celles-ci en fonction des requêtes et de la localisation des clients.
Routage Les réseaux pair-à-pair d’infrastructure supposent l’existence d’un mécanisme
de routage permettant de contacter tout nœud dont l’adresse est connue. Les réseaux op-
portunistes ne disposent pas de mécanisme de routage intégré. Une solution de routage
spécifique doit donc être utilisée en fonction des caractéristiques du réseau. Le routage
peut être effectué par inondation, par calcul des probabilités de rencontre se basant sur
l’historique des contacts, par analyse sociale ou bien la localisation des nœuds.
Latence Les réseaux pair-à-pair ont été à l’origine conçus pour les réseaux d’infra-
structure ayant de faibles latences. Tout nœud est capable d’en contacter un autre avec
des latences de l’ordre de la centaine de millisecondes. Dans les réseaux connectés de fa-
çon intermittente, un message peut être délivré à son destinataire en plusieurs minutes ou
heures du fait de la mobilité et de la distance des nœuds. Il est crucial qu’une surcouche
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FIGURE 4.1 – Inadéquation entre le réseau logique et le réseau physique
construite au-dessus d’un réseau opportuniste tienne compte de la localisation des nœuds
afin de réduire le temps d’acheminement.
4.2 Utilisation des réseaux pair-à-pair structurés
Le routage dans une table de hachage répartie (Distributed Hash Table, DHT) est
généralement basé sur les identifiants des nœuds, et ne prend pas en compte la position
des nœuds pour acheminer les messages. Ces nœuds peuvent être potentiellement très
éloignés physiquement. La topologie de la vue logique devient donc inadaptée par rapport
au réseau physique sous-jacent. Un exemple de topologie est illustré dans la figure 4.1.
Dans cet exemple, un nœud (i.e., 2) cherchant une information émet une requête devant
traverser trois nœuds pour trouver l’information. Bien que le nombre de sauts soit faible,
la répartition géographique des nœuds à contacter rend le système inefficace dans le cas
des réseaux opportunistes. Pour traverser ces trois nœuds de la vue logique (10,13,15) la
requête devra physiquement emprunter le chemin (9,5,11,10,4,8,6,13,5,15).
Dans le cas de Chord, chaque nouvel arrivant doit établir O(logN) nouvelles
connexions et O(logN) participants doivent altérer leur table de routage. De plus, les
informations enregistrées doivent être redistribuées entre les pairs. Les fréquentes appari-
tions/disparitions de nœuds dans un réseau opportuniste, pourraient engendrer un surcoût
prohibitif de maintenance de la DHT.
Les performances des réseaux pair-à-pair structurés sont fortement dépendantes de la
qualité des informations stockées dans la DHT. Lors des déconnexions, le réseau peut se
retrouver partitionné, et plusieurs DHT peuvent coexister. Une fois les connexions réta-
blies entre les nœuds, les DHT doivent être fusionnées afin que les nœuds des différentes
partitions puissent communiquer à nouveau.
Les DHTs peuvent être adaptées pour prendre en compte la nature dynamique des
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réseaux mobiles [95, 96, 97, 98]. Ekta [99] et MADPastry [100] tiennent compte de la
localisation des nœuds dans la construction de la DHT en utilisant des nœuds servant de
point de repère pour créer des grappes de nœuds physiquement proches. Cependant ces
adaptations reposent sur les algorithmes de routage AODV, OLSR, ou DSR pour achemi-
ner leurs messages. Ces algorithmes ne sont pas efficaces lorsqu’il n’existe pas ou peu de
connexions de bout en bout entre les nœuds et donc, ne sont pas adaptés pour les réseaux
opportunistes.
4.3 Utilisation des réseaux pair-à-pair non structurés
Les réseaux pair-à-pair non structurés n’imposent pas d’organiser les nœuds selon une
topologie stricte. Ils sont plus tolérants à la disparation de nœuds que les réseaux pair-à-
pair structurés. Le coût de maintenance de la vue logique est plus faible que dans les
réseaux structurés.
Dans les réseaux opportunistes, le routage doit s’effectuer sur chacune des machines.
Les techniques de routage applicatif tels qu’utilisés dans les réseaux pair-à-pair pour faire
de la diffusion de données multicast pourraient être utilisées aussi pour les communica-
tions opportunistes.
Des solutions comme ORION [101], MPP [101] ZP2P [102], P2PSI [103] sont des
adaptations de réseaux pair-à-pair non structurés pour les MANETs. Ces solutions sup-
posent des connexions de bout en bout et reposent sur des algorithmes de routage tels que
AODV [104], DSR [104] ou ARA [104] pour acheminer leurs messages. Ces solutions ne
sont donc pas adaptées pour les réseaux opportunistes.
Le principe du gossiping dans lequel des informations sont échangées avec des nœuds
choisis aléatoirement peut s’appliquer aux réseaux opportunistes en choisissant des nœuds
à portée de communication.
Ce principe a servi de support pour concevoir un mécanisme de synchronisation entre
nœuds [105] dans les réseaux pair-à-pair. La synchronisation d’horloge dans les réseaux
opportunistes est un prérequis important pour mettre en œuvre certains mécanismes
d’économie d’énergie telle que la mise en veille périodique des nœuds. Afin de ne pas
manquer des messages, les nœuds doivent être réveillés au même moment. Ceci requiert
des horloges aussi synchronisées que possible. L’utilisation de cette technique serait donc
intéressante pour synchroniser les nœuds dans les réseaux opportunistes.
Ce principe a aussi été utilisé pour permettre le calcul de valeur globale [106]. Ce méca-
nisme pourrait servir à calculer l’espace disque total disponible dans le réseau ainsi son
utilisation moyenne pour mettre en œuvre des algorithmes de répartition de cache disque
dans les réseaux opportunistes.
Dans les réseaux pair-à-pair non structurés, certaines techniques de recherche d’infor-
mation comme l’inondation ou la marche aléatoire peuvent être perçues comme similaires
aux techniques de dissémination épidémique des réseaux opportunistes. En effet, la topo-
logie de ce type de réseau ne leur permet pas de localiser facilement une ressource dans
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le réseau. De façon similaire aux réseaux opportunistes, l’inondation simple peut rapide-
ment saturer le réseau, et la marche aléatoire se révèle être peu performante. L’utilisation
de filtres de Bloom a été proposée comme alternative efficace pour orienter la recherche
d’information dans les réseaux pair-à-pair non structurés [107, 108, 109, 110]. Ce méca-
nisme est applicable à la fois aux parties sans fil et à la partie infrastructure du réseau,
passe à l’échelle, et s’adapte aux environnements dynamiques tels que les RHCI.
4.4 Conclusion
Dans le cadre de l’IoT, l’utilisation des techniques permettant de créer des surcouches
logiques dans les réseaux pair-à-pair permettrait de masquer les différences entre les diffé-
rents types de réseau (e.g. Ad-Hoc, Infrastructure) et les différentes technologies de com-
munication sans fil. L’abstraction du voisinage dans laquelle les nœuds communiquent
uniquement avec un sous-ensemble appelé leurs voisins est une surcouche répondant à ce
besoin.
Les adaptations des réseaux pair-à-pair structurés et non structurés pour les MANETs
reposent sur l’utilisation d’algorithme de routage tels que AODV ou OLSR. Ces algo-
rithmes sont inefficaces lorsqu’il n’existe pas de connexions de bout en bout entre les
nœuds et qu’ils sont déconnectés sur de longues périodes comme c’est le cas dans les ré-
seaux à connexion intermittente. Une solution de routage spécifique doit donc être utilisée
pour les parties sans fil du réseau. Cette solution devrait reposer sur le principe général
du store, carry and forward pour supporter les connexions intermittentes entre les nœuds
et sur la diffusion de multiples copies pour augmenter la probabilité de délivrance et di-
minuer le délai de transmission. Dans la partie infrastructure du réseau, un peer sampling
service serait utilisé pour se conformer à l’abstraction de voisinage. Cyclon est un proto-
cole de peer sampling service robuste et simple à mettre en œuvre qui répond à ce besoin.
Dans la surcouche pair-à-pair les données pourront être diffusées en utilisant le prin-
cipe du gossiping afin de répartir la charge entre les pairs et acheminer les données le plus
rapidement possible.
Afin d’obtenir les meilleures performances, la solution devrait tenir compte de la lo-
calisation des nœuds dans le réseau. Les filtres de Bloom sont une structure appropriée
répondant à ce besoin.
Dans les chapitres suivants, nous proposons une approche reposant sur ces différents
mécanismes.
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5
Nephila : une plateforme pair-à-pair pour
des réseaux hybrides à connectivité
intermittente
Dans ce chapitre, nous présentons Nephila, une plateforme pair-à-pair pour les réseaux
hybrides à connectivité intermittente (RHCI). Nous donnons dans un premier temps une
vue d’ensemble de celle-ci, puis nous détaillons la structure du réseau de recouvrement,
les mécanismes de détection des voisins, et de calcul des routes dans le réseau de recou-
vrement.
5.1 Vue d’ensemble et architecture de la plateforme Ne-
phila
Nephila est un système de communication pair-à-pair décentralisé et non structuré
pour RHCI, qui offre une vue homogène du réseau en masquant les disparités de connec-
tivité existant entre les différents nœuds composant le réseau. Ce type de réseaux peut
en effet impliquer de nombreux protocoles et technologies de communication. Il four-
nit un ensemble de fonctions permettant d’élaborer différentes stratégies de transfert de
messages.
L’architecture modulaire de Nephila est présentée dans la figure 5.1. Nephila est mis
en œuvre sous la forme d’un intergiciel. Le système que nous avons conçu se veut simple
et générique. Nous ne faisons aucune hypothèse sur la mobilité des nœuds.
Nephila implante un mécanisme permettant à chaque nœud du réseau de découvrir
quels sont ses voisins. Dans cette optique, Nephila effectue une découverte proactive de
nœuds fixes et mobiles. Ce processus de découverte est une fonctionnalité originale de
Nephila, et par conséquent est détaillé dans un paragraphe spécifique dans la suite de ce
chapitre.
Afin de supporter les ruptures de connectivité, l’algorithme de transfert de messages
de Nephila met en œuvre le principe général du « store, carry and forward ». Cet algo-
rithme utilise, sur chaque nœud, un cache de messages permettant de stocker temporaire-
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Application 1 Application 2
Interface de programmation
Algorithme de transfert (BTSA)
Cache de 
messages
Découverte
de voisins
Calculateur de
chemins
Gestionnaire de message
Configurateur
réseau
Couche
Intergicielle 
Couche 
Applicative
Couche
Réseau
Politique d'éviction  
de messages
FIGURE 5.1 – Architecture de Nephila
ment des messages à destination d’autres nœuds. Il décide quand et à qui sont transférés
les messages du cache. Cet algorithme cherche à maximiser le taux de délivrance de mes-
sages, minimiser la latence, et réduire la consommation de bande passante. Chaque nœud
mobile et fixe dispose d’un cache de messages permettant la réplication des messages.
La politique d’éviction de messages supprime du cache les messages expirés ou déjà
délivrés, et les messages les plus anciens lorsque le cache est plein.
Le calculateur de chemin quant à lui fournit pour chacun des nœuds du réseau une liste
de valeurs nommées valeurs de chemin (VC). Une valeur de chemin reflète la capacité
d’un nœud à faire parvenir des messages à une destination donnée, soit directement, soit
via des nœuds intermédiaires. Ces valeurs de chemin sont utilisées par l’algorithme de
transfert de messages pour déterminer les nœuds les plus à même de délivrer un message
à son destinataire. Ces valeurs de chemin sont regroupées dans une structure de données
appelée filtre de Bloom à décroissance exponentielle.
5.2 Réseau de recouvrement pair-à-pair
Le réseau de recouvrement permet de masquer les différences entre les parties ad hoc
et la partie infrastructure du réseau. Le but est de faciliter la programmation aux couches
logicielles de niveau supérieur. Ceci permet par exemple à l’algorithme de transfert de
messages de traiter tous les nœuds de la même façon qu’ils soient sur des parties filaires
ou sans fil, reliées à l’infrastructure ou sur des parties ad hoc du réseau.
Le réseau de recouvrement de Nephila doit être capable de couvrir des réseaux conte-
nant plusieurs milliers de nœuds, qu’ils soient présents dans les parties ad hoc ou infra-
structure du réseau. Les mécanismes mis en œuvre doivent donc être capables de passer à
cette échelle.
Le réseau de recouvrement est mis en œuvre au moyen d’une surcouche pair-à-pair.
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FIGURE 5.2 – Surcouche pair-à-pair
Une vue uniformisée du réseau est construite, permettant à chaque nœud de communiquer,
et ce indépendamment de la couche réseau qu’il utilise. Nephila fournit à chaque nœud
une vue logique du réseau appelée voisinage dans laquelle seuls les nœuds dits voisins
sont autorisés à communiquer. Dans cette abstraction, deux voisins sont supposés être
capables de communiquer avec une faible latence et peu de perte de paquets. Le contrôle
du voisinage par Nephila permet de limiter le nombre de connexions qu’un nœud doit
maintenir pour permettre un passage à l’échelle, et de vérifier la qualité du lien réseau
permettant de communiquer.
5.3 Découverte des voisins
Nephila met en œuvre deux mécanismes distincts de découverte des nœuds voisins.
Le premier mécanisme est dédié à la découverte des nœuds qui constituent le cœur du
RHCI (i.e., les routeurs). Le second est dédié à la découverte des nœuds dans les parties
sans fil du réseau.
Dans un RHCI, il est difficile de se baser uniquement sur l’adresse IP des objets pour
transférer des messages, et en particulier dans les parties ad hoc du réseau du fait de la
mobilité. De même, dans la partie infrastructure l’adresse IP peut être attribuée dynami-
quement et changée périodiquement, ou partagée par plusieurs nœuds présents dans le
même réseau local (adressage privé). Nephila attribue donc un identifiant supposé unique
à chacun des nœuds. La construction de cet identifiant est le résultat d’une application
d’une fonction de hachage sur la clé publique d’un nœud. Cette clé publique est générée à
l’installation de Nephila sur un terminal et pourra servir pour chiffrer des messages. Afin
de transférer les messages aux couches réseau inférieures, Nephila maintient une table de
correspondance entre l’identifiant Nephila d’un voisin et son adresse IP ou MAC. Cette
correspondance est établie pendant la découverte des nœuds et est supprimée lorsque deux
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FIGURE 5.3 – Découverte des voisins dans les parties ad hoc du réseau
nœuds ne sont plus considérés comme voisins.
5.3.1 Partie ad hoc du réseau
Dans les parties ad hoc du réseau, deux nœuds sont considérés comme étant voisins
s’ils sont capables de communiquer sans utiliser de nœuds intermédiaires.
La découverte de nœuds voisins (qui présentée dans la figure 5.3 est effectuée en
utilisant un mécanisme de diffusion de messages de balisage. Chaque nœud diffuse pério-
diquement un message (appelé balise) incluant son propre identifiant, et les identifiants
des autres nœuds dont il a récemment reçu une balise. Un nœud recevant une balise conte-
nant son propre identifiant peut en déduire qu’il est à portée de communication du nœud
ayant émis cette balise. A travers ce mécanisme on souhaite s’assurer qu’il y a bien une
symétrie entre les deux nœuds en termes d’émission et de réception.
Si un nœud ne reçoit plus ou n’apparaît plus dans les balises d’un de ses voisins
pendant un certain temps alors il ne considère plus ce nœud comme faisant partie de son
voisinage.
Afin de garantir que deux nœuds voisins sont à portée directe de communication, les
balises sont exclues du principe de communication «store, carry and forward». Elles ne
sont ni stockées dans le cache des nœuds, ni retransmises.
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5.3.2 Partie infrastructure du réseau
Dans la partie infrastructure, les voisins sont découverts en utilisant un service
d’échantillonnage de pairs basé sur Cyclon [111, 112]. Cyclon permet de construire une
surcouche pair-à-pair tolérant un nombre important de connexions et déconnexions de
nœuds dans le système (appelés churn). Cyclon permet de garder un graphe connecté
même lorsque la moitié des nœuds quittent le système. L’arrivée et le départ massif de
nœuds, appelés flash crowd, peuvent se produire aux heures de départ ou d’arrivée au
domicile.
Cyclon fournit à chaque nœud un sous-ensemble des membres du système appelé
voisins. Le voisinage de chaque nœud est modifié dans le temps afin de faciliter la dis-
sémination d’information. Le nombre maximal de voisins de chaque nœud est limité et
paramétrable.
Chaque pair échange périodiquement avec un de ses voisins un sous-ensemble aléa-
toire de son voisinage. Pour chaque voisin une variable age est gardée en mémoire. Le rôle
de cette variable « age » est de borner la date à laquelle un lien sera choisi pour effectuer
une opération d’échantillonnage de pairs. Ceci permet d’éliminer les nœuds ne faisant
plus partie du système, sans qu’ils n’aient à avertir eux-mêmes de leur départ. L’opération
d’échantillonnage de pairs est répétée périodiquement selon un paramètre λ t.
Opération d’échantillonnage de pairs P
1. Incrémenter le champ age pour chacun des voisins dans le cache de P
2. Selectionner le sous ensemble composé du plus vieux voisin Q selon sa variable
age et de l − 1 voisins choisis aléatoirement. l étant un paramètre décrivant le
nombre de nœuds maximum devant être échangés à chaque opération.
3. Remplacer dans le sous-ensemble sélectionné Q par l’identifiant P avec son age 0
4. Envoyer ce sous-ensemble au nœud Q
5. Recevoir de Q un sous-ensemble choisi aléatoirement des voisins de taille i avec
0≤ i≤ l
6. Supprimer dans ce sous-ensemble toute entrée déjà contenue dans P ou ayant P
comme identifiant.
7. Mettre à jour les entrées de P en ajoutant les entrées restantes du sous-ensemble.
Tout d’abord ajouter les entrées jusqu’à ce que la taille maximale de voisinage soit
atteinte. Remplacer les entrées du sous-ensemble envoyé à Q.
59
Systèmes pair-à-pair pour l’informatique opportuniste Armel Esnault 2017
(a) Le nœud 1 démarre une opération d’échange
de nœuds
Nœud Age
12 5
48 0
16 7
14 8
5 3
3 8
63 12
20 9
72 7
15 14
Nœud 1
(b) L’âge des voisins est incrémenté de 1
Nœud Age
12 6
48 1
16 8
14 9
5 4
3 9
63 13
20 10
72 8
15 15
Nœud 1
(c) Sélection d’un sous-ensemble
Nœud Age
12 6
48 1
16 8
14 9
5 4
3 9
63 13
20 10
72 8
15 15
Nœud Age
15 15
5 4
14 9
Nœud 1
(d) Remplacement du plus vieux voisin
Nœud Age
12 6
48 1
16 8
14 9
5 4
3 9
63 13
20 10
72 8
15 15
Nœud Age
1   15 0   15 
5 4
14 9
Nœud 1
(e) Envoi du sous-ensemble
Nœud Age
12 6
41 7
5 8
56 11
21 3
27 6
35 2
11 8
89 1
Nœud 15
Nœud Age
12 6
48 1
16 8
14 9
5 4
3 9
63 13
20 10
72 8
15 15
Nœud 1
Nœud Age
1 0
5 4
14 9
Nœud Age
1 0
5 4
14 9
  
FIGURE 5.4 – Exemple d’une opération d’échange de nœuds
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(f) Sélection aléatoire de 3 voisins
Nœud Age
12 6
41 7
5 8
56 11
21 3
27 6
35 2
11 8
89 1
Nœud 15
Nœud Age
12 6
48 1
16 8
14 9
5 4
3 9
63 13
20 10
72 8
15 15
Nœud 1
Nœud Age
1 0
5 4
14 9
Nœud Age
1 0
5 4
14 9
Nœud Age
27 6
12 6
41 7
(g) Envoi de la réponse
Nœud 15
Nœud Age
12 6
48 1
16 8
14 9
5 4
3 9
63 13
20 10
72 8
15 15
Nœud 1
Nœud Age
1 0
5 4
14 9
Nœud Age
1 0
5 4
14 9
Nœud Age
27 6
12 6
41 7
Nœud Age
27 6
12 6
41 7
Nœud Age
12 6
41 7
5 8
56 11
21 3
27 6
35 2
11 8
89 1
(h) Supression des entrées déjà connues
Nœud 15
Nœud Age
12 6
48 1
16 8
14 9
5 4
3 9
63 13
20 10
72 8
15 15
Nœud 1
Nœud Age
1 0
5 4
14 9
Noeud Age
1 0
5 4
14 9
Nœud Age
27 6
12 6
41 7
Nœud Age
27 6
12 6
41 7
Nœud Age
12 6
41 7
5 8
56 11
21 3
27 6
35 2
11 8
89 1
(i) Remplissage des entrées libres
Nœud 15
Nœud Age
12 6
48 1
16 8
14 9
5 4
3 9
63 13
20 10
72 8
15 15
Nœud 1
Nœud Age
1 0
14 9
Nœud Age
1 0
5 4
14 9
Nœud Age
27 6
12 6
41 7
Nœud Age
27 6
41 7
Nœud Age
12 6
41 7
5 8
56 11
21 3
1 0
27 6
35 2
11 8
89 1
(j) Remplacement des entrées
Nœud 15
Noeud Age
12 6
48 1
16 8
14 9
41 5 7 4
3 9
63 13
20 10
72 8
27 15 6 15
Nœud 1
Noeud Age
14 9
Noeud Age
1 0
5 4
14 9
Noeud Age
27 6
12 6
41 7
Noeud Age
27 6
41 7
Noeud Age
12 6
41 7
5 8
56 11
21 3
1 0
14 27 9 6
35 2
11 8
89 1
(k) Fin de l’opération
Nœud 15
Noeud Age
12 6
48 1
16 8
14 9
41 7
3 9
63 13
20 10
72 8
27 6
Nœud 1
Noeud Age
12 6
41 7
5 8
56 11
21 3
1 0
14 9
35 2
11 8
89 1
FIGURE 5.4 – Exemple d’une opération d’échange de nœuds
Exemple d’opération d’échantillonnage de pairs La figure 5.4 un exemple d’une
opération d’échantillonnage de pairs entre deux nœuds. Chaque nœud possède un cache
pouvant contenir au maximum dix identifiants de nœuds. Le nœud 1 initie une opération
d’échange de nœuds (figure 5.4a). Il incrémente de 1 l’âge de tous les nœuds présents dans
son cache (figure 5.4b). Il sélectionne un sous-ensemble de nœuds composé du nœud le
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plus âgé de son cache qui est le nœud 15 avec un âge de 15 ainsi que deux autres nœuds
choisis aléatoirement : les nœuds 5 et 14 (figure 5.4c). Il remplace dans ce sous-ensemble
l’entrée correspondant au nœud le plus âgé par son identifiant (i.e. 1) d’âge 0 (figure 5.4d).
Ce sous-ensemble est envoyé au nœud le plus âgé (figure 5.4e). 15 sélectionne un sous-
ensemble de 3 nœuds choisi aléatoirement (figure 5.4f) et l’envoie en retour au nœud 1
(figure 5.4g). Chacun des nœuds 1 et 15 va intégrer les sous-ensembles reçus dans leur
propre cache. Le nœud 15 supprime l’entrée du nœud 5 et le nœud 1 supprime l’entrée
correspondant au nœud 12 dans leur sous-ensemble reçu puisque ces entrées existent déjà
dans leur cache respectif (figure 5.4h). Le nœud 15 intègre l’entrée du nœud 1 dans l’en-
trée non utilisée (figure 5.4i). Les entrées restantes sont intégrées en remplaçant les entrées
qui ont été envoyées à l’autre nœud (figure 5.4j). Pour le nœud 15, l’entrée correspondant
au nœud 27 est remplacée par le nœud 14. Pour le nœud 1 l’entrée 41 remplace 5 et 27
remplace 15.
5.3.2.1 Amorçage du réseau et recouvrement d’isolation
Cyclon étant un système entièrement décentralisé, il est nécessaire d’avoir une mé-
thode pour joindre la surcouche pair-à-pair. Cette méthode est appelée amorçage. Il suffit
pour un nœud désirant joindre le système d’en connaître un autre qui est déjà connecté à la
surcouche pair-à-pair. En effet, en effectuant successivement des opérations d’échantillon-
nage de pairs, avec un membre du système, un nœud pourra découvrir progressivement
ses voisins.
Nous supposons l’existence d’un petit groupe de nœuds, connus à l’avance, dont au
moins un d’entre eux est toujours joignable. Ces nœuds sont appelés nœuds d’amorçage.
Dans le cas où tous les voisins d’un nœud quittent le système, celui-ci se retrouve isolé.
Il lui suffit d’effectuer une nouvelle découverte de voisins avec des nœuds d’amorçage
pour rejoindre le système.
5.4 Calcul des chemins
Les valeurs de chemins représentent une estimation de la capacité d’un nœud à trans-
mettre un message à un autre, directement ou en utilisant d’autres nœuds comme inter-
médiaires. Ces valeurs sont utilisées pour mettre en œuvre des algorithmes de transfert
de messages. Elles sont échangées entre voisins pendant le processus de découverte de
voisins, et ensuite périodiquement.
La dissémination de ces valeurs peut s’avérer coûteuse, puisque les nœuds peuvent
avoir des valeurs de chemin pour un très grand nombre de destinations possibles, voire
dans le pire des cas pour tous les nœuds présents dans le réseau. Afin de réduire le vo-
lume d’information transmis, nous utilisons une version modifiée des filtres de Bloom
à décroissance exponentielle (FBDE). Un FBDE est une extension des filtres de Bloom
traditionnels, qui permet d’encoder de manière compacte des tables de routage probabi-
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(a) Fonction reinforce (b) Fonction decay
FIGURE 5.5 – Fonctions reinforce et decay.
listes. Ces filtres ont été conçus pour stocker et propager des informations sur les conte-
nus hébergés par des nœuds dans des réseaux pair-à-pair. Ils sont généralement associés
à un processus de découverte de données. Nous avons conçu une version modifiée de ces
FBDE pour stocker et disséminer efficacement les valeurs de chemin de chaque nœud.
Cette nouvelle version est appelée FBC (pour filtre de Bloom de chemin). Par la suite,
nous présentons une nouvelle mise en œuvre basée sur les FBDE, les filtres de bloom de
chemin (FBC).
Pour stocker des informations de routage de façon probabiliste dans les RHCI, nous
proposons les Filtres de Bloom de Chemin (FBC), qui sont une variante des filtres de
Bloom à décroissance exponentielle. De façon similaire aux filtres de Bloom traditionnels
et ceux à décroissance exponentielle, nous définissons un FBC comme un tableau de m
éléments noté [ f bc0, ..., f bcm−1]. k fonctions de hachage sont définies, et supposées être
indépendantes. Elles sont notées h0,hi, ...,hk−1. Ces fonctions sont aussi bien utilisées
pour insérer les valeurs de chemin dans le FBC que pour les trouver. Les indices du
tableau m correspondant à un nœud x sont obtenus en évaluant simultanément chacune
des k fonctions h0,hi, ...,hk−1. Contrairement aux autres filtres de Bloom, un FBC contient
des réels positifs compris entre 0 et 1.
Quatre fonctions ont été définies pour opérer sur le FBC : decay(fbc,n,df), rein-
force(fbc,n), merge(fbc,rfbc) andquery(fbc,n). n est l’identité d’un nœud, fbc le FBC du
nœud local, d f le facteur de décroissance, et rfbc le FBC reçu d’un nœud distant.
Afin de prendre en compte la perte de confiance au fil du temps dans les valeurs de
chemin qui servent pour le routage, la fonction decay (Figure 5.5b) est appliquée pério-
diquement par chaque nœud sur son FBC. Lorsqu’un nœud détecte un nœud dans son
voisinage, la fonction reinforce (Figure 5.5a) est appliquée sur son FBC avec l’identifiant
du nœud détecté comme paramètre. Cette fonction fixe à la valeur maximum (i.e., 1) la
valeur de chemins correspondant à ce nœud. Ceci reflète la forte capacité à relayer une
information pour un nœud à portée de communication. La fonction reinforce est aussi
appelée périodiquement pour chacun des voisins. Tant que deux nœuds se considèrent
comme voisins, ils s’envoient leur FBC local. Le FBC reçu d’un voisin est appelé rtb f
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(a) Fonction merge
(b) Fonction query
FIGURE 5.6 – Fonctions merge et query.
(remote trail bloom filter). Il est stocké par le nœud local, ce qui permet à celui-ci de
comparer ses valeurs de chemin avec celles de son voisin. Le FBC reçu d’un voisin est
intégré dans celui du nœud local au moyen de la fonction merge, qui retient pour chaque
élément du tableau la valeur maximum. La fonction decay est préalablement appliquée
sur le FBC du voisin afin de représenter la perte de confiance dans l’information due au
saut supplémentaire.
Afin de trouver une valeur de chemin associée à un nœud dans un FBC, la fonction
query (présentée en Figure 5.6b avec deux fonctions de hachage H0 et H1) est utilisée. En
invoquant cette fonction sur son propre FBC et sur le FBC reçu de ses voisins, un nœud
peut comparer les valeurs de retour d’appels de la fonction query et déterminer lequel
de lui ou de ses voisins est le meilleur transporteur pour délivrer un message à un nœud
donné.
Les FBCs permettent de propager de façon transitive les valeurs de chemin dans le
réseau. Ces valeurs de chemin sont réduites proportionnellement avec le nombre de sauts
et dans le temps. Une valeur de chemin en n sauts est définie par (1−d f )n ∗(1−d f )
⌊
e−a
p
⌋
où e et a sont respectivement la date d’émission par un nœud situé à n−1 sauts et la date
de réception du FBC par un nœud voisin, et est p la période de décroissance.
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FIGURE 5.7 – Processus d’échange de messages.
En assignant aux nœuds fixes connectés à l’infrastructure une valeur de chemin mi-
nimale par défaut supérieure à celle des nœuds mobiles, il est possible de privilégier le
transfert de ces messages par l’infrastructure. Le message sera dirigé vers un nœud fixe
et sera donc stocké par l’infrastructure jusqu’à découverte de la destination ou de nœuds
plus à même de délivrer le message. Les nœuds connectés à l’infrastructure sont supposés
être plus à même de délivrer un message, en particulier lorsque la destination est éloignée
de l’émetteur du message.
5.5 Algorithme de transfert de messages
Le processus d’échange de messages de Nephila est présenté dans la figure 5.7. Lors-
qu’un nœud découvre un nouveau voisin et qu’il reçoit un FBC de ce dernier, il regarde
tout d’abord dans son cache local s’il existe des messages qui lui sont directement des-
tinés, et les lui envoie le cas échéant. Grâce au FBC, il peut en outre calculer les scores
pour chacun des autres messages de son cache, et sélectionner les messages pour lesquels
ce voisin présente un score supérieur au sien pour délivrer lesdits messages. Un vecteur
de résumé est construit pour tous les messages sélectionnés. Ce vecteur contient les iden-
tifiants de ces messages. Il est envoyé au voisin. Le voisin sélectionne alors parmi les
identifiants des messages proposés ceux qui ne sont pas déjà présents dans son cache, et
envoie en retour une requête contenant les identifiants de ces messages. Le nœud recevant
la requête peut donc envoyer tous les messages dont les identifiants apparaissent dans la
requête. Le même processus est appliqué sur le nœud voisin.
BTSA (pour Best Trail Selection Algorithm) est un algorithme de transfert de mes-
sages que nous avons conçu en utilisant les fonctions présentées précédemment (voir al-
gorithme 2). Il repose sur les valeurs de chemin, et exploite la propriété de transitivité
du FBC. Il transfère les messages aux nœuds voisins qui possèdent la plus grande valeur
de chemin pour les destinations visées. Lorsqu’un nœud reçoit un FBC de l’un de ses
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voisins, il évalue, pour chaque message qu’il possède localement, la capacité de ce voisin
à pouvoir les transmettre. Afin d’éviter une dissémination épidémique des messages, qui
pourrait résulter de la sélection de nœuds intermédiaires possédant une valeur de chemin
comparable à celle du nœud local, une valeur de seuil a été introduite dans BTSA. Un
message ne sera donc transféré à un nœud voisin que si celui-ci possède une valeur de
chemin pour la destination recherchée supérieure à celle du nœud local augmentée de la
valeur de seuil (best-treshold).
Algorithm 2 Algorithme de sélection des meilleurs chemins (BTSA)
1: function ON-TRAIL-RECEIVED(trail,from)
2: for all messages m do
3: if ((query(trail,recipient(m)) - query(local-trail,recipient(m)) > best-treshold))
then
4: propose(m,from)
5: else if copies(m) > 0 then
6: decrement-copies(m)
7: propose(set-copies-to-zero(m),from)
8: end if
9: end for
10: end function
11: function ON-PROPOSE-RECEIVED(message-id,from)
12: if (not in-cache(message-id)) then
13: request(message-id,from)
14: end if
15: end function
16: function ON-REQUEST-RECEIVED(message-id,from)
17: forward(find-in-cache(message-id),from)
18: end function
19: function ON-MESSAGE-RECEIVED(m,from)
20: for all neigbors n do
21: if query(trailn,recipient(m)) > query(local-trail,recipient(m)) then
22: propose(m,n)
23: else if copies(m) > 0 then
24: decrement-copies(m)
25: propose(set-copies-to-zero(m),from)
26: end if
27: end for
28: end function
Il peut être risqué de transmettre exclusiment des copies de message à des nœuds
considérés comme de meilleurs candidats. Lorsque le réseau est peu dense, pas ou très
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peu de voisins peuvent être considéré comme de bons candidats, pour transmettre les
messages ; réduisant ainsi les chances de délivrer les messages. BTSA permet de résoudre
ce problème en transmettant délibérément un nombre limité de copies d’un message à de
« mauvais » nœuds intermédiaires (i.e., des nœuds possédant une valeur de chemin plus
faible que celle du nœud local). De façon analogue à Spray and Wait [57], le compteur de
copies à destination de mauvais intermédiaires est stocké dans chaque message, et décré-
menté par la fonction decrement-copies à chaque transfert vers un mauvais intermédiaire.
Lorsqu’une décision de transfert de message doit être prise pour un message dont la
destination n’a pas été rencontrée, ou est éloignée en temps ou en nombre de sauts (i.e.
valeur de chemin proche de 0), le message peut être transféré à des voisins n’étant pas
beaucoup plus à même de délivrer le message.
5.6 Mécanisme de « vaccination »
Les algorithmes de transfert de messages utilisés dans les réseaux opportunistes dis-
séminent souvent plusieurs copies d’un même message afin d’augmenter la probabilité de
délivrance, ou de diminuer le temps de délivrance. De façon similaire, BTSA réplique des
copies de messages sur les nœuds qu’il considère comme étant plus les plus aptes à déli-
vrer un message, ou sur d’autres nœuds lorsque le réseau est peu dense. Un des premiers
mécanismes mis en place pour éviter que la multiplication de ces copies ne congestionne
le réseau est d’associer à chaque message créé une date d’expiration correspondant à une
date au-delà de laquelle tout nœud possédant une copie d’un message peut le supprimer
de son cache. Le choix de ce paramètre est critique pour le bon fonctionnement du réseau.
Une date d’expiration trop proche pourrait empêcher certains messages d’atteindre leur
destinataire, et une date d’expiration trop lointaine provoque l’accumulation de messages
dans le réseau. Le choix de ce paramètre est difficile, en particulier lorsqu’on ne suppose
aucune connaissance sur la nature des messages, le nombre de nœuds, leur mobilité, ou
leur zone de déplacement.
Nous proposons un mécanisme complémentaire au mécanisme de date d’expiration,
basé sur le principe de l’infection/vaccination. Ce mécanisme permet d’éliminer des
caches des nœuds les messages délivrés avant même qu’ils n’arrivent à expiration. Ce
mécanisme permet donc de choisir une date d’expiration plus lointaine, permettant ainsi
d’augmenter les chances de délivrance, tout en éliminant au plus tôt les messages délivrés.
Le principe de « l’infection/vaccination »repose sur le mécanisme suivant : Lorsqu’une
copie de message est transférée sur un nœud, ce dernier est alors marqué comme infecté
par ce message. Un nœud recevant un message qui lui est destiné crée un vaccin pour ce
message et ses copies. Ce vaccin est ensuite propagé en retour dans le réseau, tout d’abord
au nœud ayant délivré le message puis aux autres nœuds par propagation de tables de vac-
cination. Tout nœud recevant ce vaccin peut supprimer le message correspondant de son
cache. Un nœud vacciné ne peut recevoir une nouvelle copie du message correspondant.
Notre implémentation de ce principe utilise le mécanisme du gossiping. Une table de
vaccination contenant des identifiants de messages délivrés ainsi que leur date d’expi-
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ration est diffusée périodiquement, et à chaque rencontre d’un voisin. Lorsqu’un nœud
détecte un nouveau voisin, il lui envoie sa table de vaccination. De même, un nœud par-
tage sa table de vaccination périodiquement avec tous ses voisins. Une table reçue est
fusionnée avec la table locale en faisant l’union sur l’ensemble des identifiants. Ceci per-
met de garder et de disséminer des informations à jour sur les messages délivrés. Une
opération de maintenance est effectuée à chaque expiration de message : son identifiant
est supprimé de la table de vaccination afin d’éviter que la taille de cette table n’augmente
indéfiniment.
5.7 Conclusion
Dans ce chapitre, nous avons présenté la plateforme Nephila. Cette plateforme est
composée de différents modules, à savoir 1) un mécanisme permettant à chaque nœud du
réseau de découvrir quels sont ses voisins ; 2) un algorithme de transfert de messages qui
implémente le principe général du « store, carry and forward » et permet d’acheminer des
messages dans les RHCI ; 3) un processeur de calcul de chemin qui quant à lui calcule et
fournit pour chacun des nœuds du réseau une liste de valeurs nommées valeurs de chemin ;
4) et un mécanisme de vaccination qui permet de supprimer les messages délivrés au plus
tôt afin d’éviter l’accumulation de ceux-ci dans le réseau. Dans le chapitre suivant nous
présentons comment ces mécanismes sont utilisés par Nephila pour échanger des données.
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6
Échange de données avec Nephila
Dans ce chapitre, nous présentons les différents modes de communication offerts par
le système Nephila. Ces différents modes de communications ont pour but de faciliter la
tâche des développeurs lors de la mise en œuvre d’applications modernes faisant com-
muniquer des objets connectés (e.g. échange de données entre nœuds, invocation de ser-
vices, partage de contenus). De plus, ces modes de communication sont spécifiquement
optimisés pour exploiter les mécanismes offerts par Nephila (filtre de Bloom de chemin,
algorithme de vaccination, algorithme de transfert de messages BTSA).
Trois modes distincts de communication sont proposés, à savoir le mode point-à-point,
le mode anycast et le mode basé sur le contenu. Ces trois modes de communication sont
détaillés dans la suite de ce chapitre.
6.1 Communication point-à-point
La communication point-à-point permet d’échanger des messages entre deux nœuds
du réseau. Dans le cadre de l’IoT, ce mode de communication permet, par exemple, d’ob-
tenir la valeur d’un capteur ou bien d’activer un actionneur. La figure 6.1 présente un
exemple de propagation des Filtre de Bloom de Chemin (FBC) dans un réseau constitué
par Nephila. Chaque nœud dispose d’un FBC de 8 éléments, et deux fonctions de hachage.
Le paramètre de décroissance exponentielle est de 0.2. Tous les FBCs sont initialisés à 0.
Chaque nœud met à jour son FBC en fonction des nœuds présents dans son voisinage. Par
exemple, le nœud 3, qui est voisin des nœuds 2 et 4, mettra à 1 les indices 1, 2 et 5 de son
FBC en utilisant la méthode reinforce. Les indices 1, 2 et 5 sont obtenus via les deux fonc-
tions de hachage. Chaque nœud envoie son FBC à ses voisins. Chaque FBC est stocké et
intégré (avec la fonction merge) dans le FBC local après que la fonction de décroissance
(decay) aie été appliquée sur tous les éléments. La table des valeurs de chemins montre
une vue globale des capacités de routage pour chacun des nœuds. La table des valeurs de
chemins dernière montre les valeurs qui seront utilisées par l’algorithme de transfert de
messages BTSA. Par exemple, un message émis par le nœud 4 à destination du nœud 1
sera tout d’abord transféré au nœud 3. En effet, le nœud 3 à une valeur de Chemin (VC)
de 0.8 pour le nœud 1, alors que le nœud 4 a une VC de 0.64, et le nœud 5 de 0. Une fois
transmise au nœud 3, une copie sera envoyée au nœud 2. En effet, le nœud 2 étant voisin
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FIGURE 6.1 – Exemple de propagation des FBCs
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hash ("Internet Access")=12
hash ("service#2")=13
{Id nœud = 3Nœuds voisins= {1,12}
{Id nœud = 1Nœuds voisins= {3, 2}
Groupes Anycast= {Internet Access}
{Id Nœud = 2Nœuds voisins= {1, 4, 13,12}
{Id nœud = 4Nœuds voisins= {2}Groupes Anycast= {service#2}
FIGURE 6.2 – Example d’utilisation des groupes anycast dans Nephila
du destinataire il possède une valeur de chemin de 1 pour ce nœud.
6.2 Communication Anycast
Nous proposons un schéma d’échange de données en Anycast. Ce mode de communi-
cation peut être utilisé pour désigner un service (voir figure 6.2). Les messages à destina-
tion d’objets fournissant un service spécifique seront dirigés vers celui présentant le plus
haut score, permettant ainsi de réduire la latence et d’augmenter les probabilités de déli-
vrance du service demandé. Le modèle de communication anycast dans Nephila n’impose
aucune convention de nommage spécifique. Ce mécanisme est notamment utilisé par Ne-
phila pour identifier les nœuds capables d’offrir un accès à Internet grâce à une connexion
filaire à l’infrastructure, via une connexion 3G/4G, ou via un point d’accès. Un message
peut donc être reçu, stocké, transporté et transféré par différents nœuds intermédiaires
pour finalement être délivré à sa destination sur Internet par un nœud qui est membre du
groupe anycast Internet access.
Nephila n’intègre pas de mécanisme de coordination permettant de garantir la dé-
livrance d’un message à au plus un membre du groupe anycast. Plusieurs copies d’un
message peuvent donc être délivrées à différents nœuds appartenant au même groupe
anycast. L’algorithme de vaccination permet toutefois de supprimer rapidement les co-
pies restantes une fois le message délivré. Nous supposons que les applications tolèrent
la réception de copies multiples, ou qu’elles implantent elles-mêmes un mécanisme de
coordination spécifique garantissant la délivrance d’au plus un message. Chaque nœud
annonce son appartenance à un groupe anycast à ses voisins dans les messages de bali-
sage. À l’instar du mode de communication point-à-point, les identifiants de ces groupes
anycast seront ajoutés dans les FBCs.
Un exemple est présenté dans la figure 6.2. Cette figure présente le résultat de l’appli-
cation de l’unique fonction de hachage aux noms des groupes anycast Internet Access et
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Connexion filaire
Connexion sans-fil
Déplacement
Service:
Internet access
Internet
Service:
Internet access
Requête Anycast
Réponse Unicast
FIGURE 6.3 – Exemple d’utilisation du mode de communication anycast pour implémen-
ter un service permettant l’accès à Internet
Service#2. Les valeurs obtenues sont respectivement 12 et 13. Dans cet exemple, le nœud
3 peut ajouter 1 et 12 dans sa liste de voisins, le nœud 2 peut ajouter 1,4,12,13. Le nœud 4
peut être atteint par le nœud 2, en utilisant son adresse (i.e. 4) ou bien son groupe anycast
(i.e. 13).
Les messages applicatifs à destination de nœuds distants accessibles sur Internet se-
ront encapsulés dans des messages Nephila, avec comme adresse de destination le groupe
anycast Internet access (voir dans la figure 6.3). Ces messages seront ensuite extraits par
un nœud membre de ce groupe. Une réponse peut être reçue en effectuant l’opération in-
verse : l’hôte distant qui n’est pas un nœud du réseau pair-à-pair créé par Nephila peut
répondre au membre du groupe anycast lui ayant transmis le message. Ce dernier à son
tour encapsulera la réponse dans un message Nephila (unicast) à destination de l’émet-
teur initial du message. L’utilisation du schéma de transfert anycast est transparent pour
l’algorithme de transfert BTSA, aucune modification n’est nécessaire.
6.3 Communication fondée sur le contenu
L’échange de données se fait traditionnellement entre des machines dont les destina-
taires sont clairement identifiés. Lorsqu’une donnée est désirée, mais que sa localisation
n’est pas connue à l’avance un mécanisme externe est nécessaire pour découvrir l’adresse
des nœuds hébergeant cette donnée. Le mode de communication basée sur le contenu
permet directement de spécifier le type de contenu désiré sans connaître sa localisation.
Ce mode de communication permet par exemple d’implanter un système de partage de
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fichiers distribué et décentralisé, ou bien de servir de cache de données dans le cadre du
déchargement de données. Dans le mode de communication basé sur le contenu, l’utilisa-
teur spécifie directement le type de contenu qui l’intéresse, et c’est au système sous-jacent
d’effectuer la phase de recherche, et la récupération du contenu. Le mode de communi-
cation basé sur le contenu permet une plus grande flexibilité sur l’échange de données.
La spécification des données étant indépendante de l’adressage des nœuds ou du réseau
servant du support à sa transmission, elle est particulièrement bien adaptée aux réseaux
dont la topologie est très dynamique tels que les RHCI.
Nous avons intégré dans le système Nephila un système d’échange de données basé
sur le contenu adapté pour les réseaux hybrides à connectivité intermittente. Ce système
est basé sur un unique échange de requête/réponse afin de limiter la latence. Il est basé
sur l’utilisation des FBC, et utilise les modes de communication anycast et unicast pour
acheminer les messages. Le contenu peut provenir de machines accessibles sur Internet
ou être produit par les nœuds mobiles eux-mêmes et être partagé avec les autres nœuds
mobiles ou d’autres machines accessibles sur Internet.
Nous avons spécifiquement basé notre approche de dissémination de données sur un
schéma de requête/réponse afin de pouvoir bénéficier des avantages du mécanisme de
vaccination (présenté en section 5.6). En effet, nous pensons que l’utilisation des dates
d’expiration seules est insuffisante pour limiter la propagation des messages. Le schéma
requête/réponse que nous utilisons permet d’identifier lorsqu’un message a été délivré à
son destinataire. Ceci permet d’envoyer un message de vaccination en retour, et d’inscrire
l’identifiant du message dans la table de vaccination.
Un nœud désirant obtenir un contenu particulier émet une requête anycast (telle que
présentée en section 6.2) avec comme destinataire l’identifiant du contenu désiré. Un
contenu est identifié de façon analogue aux services anycast et donc n’impose donc au-
cune convention de nommage spécifique. Lorsque la requête est délivrée à un nœud hé-
bergeant ce contenu, celui génère une réponse en unicast à destination de l’émetteur de la
requête.
Si le contenu doit être spécifiquement récupéré ou envoyé sur un nœud ne faisant
pas partie du réseau formé par Nephila (e.g. un serveur localisé sur Internet) un nœud
fournissant un service de passerelle peut être utilisé. Dans ce cas, la requête de demande
de contenu va être encapsulée dans un message Nephila anycast avec comme destina-
tion l’identifiant du group anycast correspondant à un service de passerelle. Tout nœud
membre du réseau Nephila et disposant à la fois d’une interface de communication sans-
fils et d’une connexion à Internet est potentiellement capable de fournir ce service de
passerelle.
La figure 6.4 présente un exemple de dissémination d’une donnée en utilisant l’ap-
proche basée sur le contenu. Dans cet exemple, le réseau est composé de 5 nœuds, et dont
l’un d’entre eux (le nœud 2) possède initialement la donnée contenu#1. Le nœud 4 désire
obtenir la donnée contenu#1. Il émet alors une requête anycast ayant comme destinataire
contenu#1 (étape 1). Cette requête sera transférée au nœud 2 puis au nœud 3 grâce à l’al-
gorithme BTSA et les FBCs (étape 2). En effet, la capacité d’atteindre le contenu#1 sera
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{Identifiant = 3
{Identifiant= 5
{Identifiant = 2Données = {contenu#1}
{Identifiant = 4Données = {contenu#1} {Identifiant = 1
requête anycast du contenu#1
par le nœud 4 1
réponse unicast du nœud 2
vers le nœud 4 pour le contenu#1 2
partage et annonce de 
contenu#1 par le nœud 4 3
requête anycast du contenu#1
par le nœud 1 4
réponse unicast du nœud 4
vers le nœud 1 pour le contenu#1 5
FIGURE 6.4 – Exemple de dissémination de données en utilisant l’approche basée sur le
contenu.
initialement annoncée dans le FBC du nœud 2, puis diffusée au nœud 3, qui par transitivé
l’annoncera dans son propre FBC. En comparant sa valeur de chemin pour le contenu
contenu#1 avec celle de ses voisins, le nœud 4 s’apercevra que le nœud 3 est le plus à
même de délivrer la requête et va donc lui transférer une copie de cette requête. Le nœud
3 pourra délivrer la requête au nœud 2. Une réponse unicast à destination du nœud 4 sera
générée. Une fois délivrée à l’émetteur de la requête, ce dernier annoncera sa capacité
dans son FBC (étape 3). Le nœud 1 désirant alors obtenir ce même contenu émettra une
requête qui sera dirigée vers le nœud 4 (étape 4). Le nœud 4 et le nœud 2 sont tous les deux
capables de fournir la donnée, mais le nœud 4 étant plus proche en terme de nombre de
sauts, il recevra en priorité la requête. Le mécanisme de vaccination supprimera la requête
empêchant ainsi des copies inutiles. Une réponse sera finalement envoyée et délivrée au
nœud 1 (étape 5).
6.4 Conclusion
Dans ce chapitre, nous avons présenté les trois modes de communication proposés
par le système Nephila, à savoir 1) un mode de communication point-à-point, qui permet
d’échanger des données avec un nœud particulier du réseau ; 2) un mode anycast, qui
permet de transmettre un même message simultanément parmi un ensemble de nœuds qui
offrent un service commun ; 3) un mode basé sur le contenu, qui permet de s’échanger
74
Systèmes pair-à-pair pour l’informatique opportuniste Armel Esnault 2017
des messages en fonction du contenu de ceux-ci et pas de leur identifiant respectif. Dans
les chapitres suivants de ce mémoire, nous présentons les résultats des évaluations de ces
trois modes de communication.
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Troisième partie
Expérimentation et évaluation
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7
Évaluation de la communication
point-à-point
Dans ce chapitre, nous présentons les résultats d’évaluation du mode de communica-
tion point-à-point implanté dans le système Nephila, ainsi que le scénario de simulation
qui a été utilisé pour cette évaluation.
7.1 Scénario et paramètres de simulation
Le scénario défini se veut être aussi réaliste que possible. Il implique un nombre va-
riable de piétons possédant chacun un smartphone et se déplaçant librement dans les rues
d’une ville française de taille moyenne, à une vitesse variant entre 1 m/s et 1.6 m/s
Afin d’obtenir un schéma de mobilité réaliste pour un grand nombre de piétons, nous
avons choisi d’utiliser des traces générées par le simulateur « ONE » [113]. En effet, il
n’existe pas de jeux de traces récoltées impliquant un grand nombre de piétons se dépla-
çant dans une ville. Le schéma de mobilité retenu est un schéma dans lequel les nœuds se
déplacent librement dans les rues de la ville. Nous avons ajouté le support de l’infrastruc-
ture à ce simulateur afin de pouvoir simuler des réseaux hybrides.
Nous avons choisi la ville de Vannes (présentée dans la figure 7.1) comme environne-
ment de simulation. Cette ville s’étend sur environ 25km2 et est peuplée d’environ 50000
habitants. Les données cartographiques ont été extraites du service de cartographie colla-
boratif OpenStreetMap [114].
Les positions des points d’accès ont été extraites de données réelles publiées par la so-
ciété Fon. Cette une société permet de partager des connexions à Internet dans le monde
grâce à des routeurs Wi-Fi dédiés, ou via les points d’accès de certains fournisseurs d’ac-
cès à Internet, comme SFR en France.
Dans le scénario de simulation que nous considérons, 100 piétons utilisent leur smart-
phone pour communiquer. Ils émettent chacun 5 messages toutes les 20 minutes. Les
smartphones des autres piétons se comportent uniquement en tant que relais de messages.
Nous avons effectué des simulations avec 100, 500, 1000 et 2000 piétons. Pour évaluer
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FIGURE 7.1 – Ville de Vannes
Nœud connecté à l'infrastucture
Nœud mobile
Exemple d'ilôts de communication
FIGURE 7.2 – Illustration de l’environnement de simulation.
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Internet
Connexion filaire
Connexion sans-fil
Déplacement
(a) Utilisation de l’infrastructure
Internet
Connexion filaire
Connexion sans-fil
Déplacement
(b) Utilisation de la mobilité
FIGURE 7.3 – Échange de messages
l’impact de la taille du cœur de réseau sur les performances de Nephila, nous avons réalisé
des simulations avec 0, 100 et 200 points d’accès fixes. Ces points d’accès sont supposés
être connectés à Internet. L’algorithme BTSA est utilisé pour acheminer les messages.
Ces différentes configurations seront respectivement identifiées par BTSA 0, BTSA 100
et BTSA 200 par la suite. L’environnement de simulation est illustré dans la figure 7.2.
Nous supposons que les nœuds du réseau ont une taille de cache limitée (10 Mo pour
les terminaux mobiles et 40 Mo pour les nœuds fixes). Nous considérons en outre que les
messages ont un nombre de sauts maximum fixé à 30, et une taille maximale de 200 ko.
La simulation dure 80 minutes. Pendant les 10 premières minutes, les terminaux fixes
et mobiles réalisent une découverte de leur voisinage, et calculent et disséminent leur
Filtre de Bloom de Chemin (FBC). Ce délai écoulé, les terminaux mobiles commencent
à émettre des messages. L’émission des messages est arrêtée 10 minutes avant la fin de la
simulation afin de permettre aux derniers messages émis d’arriver à leur destinataire. La
portée de communication des interfaces sans fil est limitée à 50 mètres, et leurs débits de
transmission à 10 Mbit/s. Le débit des liens filaires est limité à 20 Mbit/s. Les paramètres
de configuration de Nephila utilisés pour les simulations sont donnés dans le tableau 7.1.
Ces simulations visent à comprendre d’une part comment se comporte notre système
lors de l’échange de données dans les parties mobiles du réseau, et d’autre part d’étudier
l’impact du nombre de points d’accès fixes constituant le cœur de réseau sur la délivrance
des données. Dans cette optique, nous avons réalisé des simulations pour les protocoles
PRoPHET [115] et Spray-and-Wait [57] dans un environnement dépourvu de points d’ac-
cès fixes. Ces deux protocoles ont été présentés dans le chapitre 2. Le nombre de copies
maximum pour Spray-and-Wait a été fixé à 10. PRoPHET a quant à lui été configuré avec
ses paramètres par défaut (Pinit : 0.75, β : 0.25, γ : 0.98) [115]. Les probabilités de déli-
vrance calculées par PRoPHET peuvent être assimilées aux valeurs de chemin estimées
dans Nephila. Une comparaison de ces protocoles avec notre solution est fournie ci-après.
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Paramètre Valeur
FBC
Période de décroissance 20 s
Période de renforcement 20 s
Facteur de renforcement 0.2
Période de diffusion 30 s
VC min pour piétons 0.1
VC min pour un point d’accès 0.3
Nombre d’éléments 600
Nombre de fonctions de hachage 2
BTSA
Seuil de transfert 0.1
Nombre de copies 10
Cyclon
Taille du voisinage 13
Taille des échantillons 3
Période d’échange 120 s
TABLE 7.1 – Paramètres de simulation.
7.2 Résultats de simulation
Les performances de Nephila et BTSA sont comparées avec celles de PRoPHET et
Spray-and-Wait suivant trois métriques, à savoir le temps moyen d’acheminement des
messages, le taux de messages délivrés, et la charge du réseau. Le taux de délivrance est
le nombre de messages délivrés divisé par le nombre total de messages envoyés par les
100 émetteurs. Il reflète la capacité du système à délivrer les messages à leur destina-
tion avant leur date d’expiration. La charge du réseau est le nombre total de messages
échangés entre les nœuds durant la simulation. Dans les parties sans fil du réseau, seuls
les messages transportant des données ont été comptabilisés, puisque les implantations de
PRoPHET et de Spray-and-Wait dans le simulateur « the One »n’intègrent pas de proces-
sus de découverte du voisinage.
Le taux de délivrance pour un message est le nombre de messages délivrés divisé
par le nombre de messages émis (un message étant délivré au plus une fois). Chaque
message possède une date d’expiration après laquelle il est supprimé du cache de tous les
noeuds. Le taux de délivrance permet donc d’évaluer la capacité du système à acheminer
et délivrer des messages à leur destinataire dans un temps imparti.
Les figures 7.4, 7.5, et 7.6 montrent, en fonction du nombre de piétons, le temps moyen
et le nombre moyen de sauts nécessaires pour transférer un message à sa destination,
ainsi que le pourcentage de messages délivrés avec succès. Les figures 7.7, 7.8, et 7.9
montrent le nombre de messages disséminés dans les parties sans fil et filaire du réseau.
BTSA 0 (BTSA sans point d’accès) et Spray-and-Wait ont des performances similaires
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(a) Date d’expiration de 20 minutes (b) Date d’expiration de 60 minutes
FIGURE 7.4 – Taux de délivrance des messages
(a) Date d’expiration de 20 minutes (b) Date d’expiration de 60 minutes
FIGURE 7.5 – Latence des messages
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(a) Distribution du nombre de sauts requis pour
2000 piétons
(b) Nombre de sauts moyen requis en fonction du
nombre de piétons
FIGURE 7.6 – Nombre de sauts requis pour des messages ayant une date d’expiration de
20 minutes
(a) Nombre de messages transmis en fonction du
nombre de piétons
(b) Nombre de messages transmis pour 2000 pié-
tons en fonction du temps
FIGURE 7.7 – Charge dans la partie infrastructure du réseau
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en ce qui concerne le temps moyen d’acheminement, le nombre de sauts et nombre des
messages. BTSA 0 et Spray-and-Wait sont tous les deux meilleurs que PRoPHET de
100 à 500 piétons. Ceci est dû au fait que dans des réseaux peu denses, les contacts
radio ne sont pas fréquents, et par conséquent les probabilités de délivrance estimées
par PRoPHET ne sont pas pertinentes, beaucoup de messages étant avec le protocole
PRoPHET délivrés par l’émetteur lui-même. BTSA 0 et Spray-and-Wait ne présentent pas
ces limitations. Ils peuvent en effet transférer des copies de messages à des nœuds n’ayant
pas été identifiés comme étant de bons transporteurs, qui à leur tour vont transférer une
copie à d’autres nœuds, augmentant ainsi les probabilités de rencontres ultérieures avec de
bons relayeurs. Le nombre de contacts augmentant avec le nombre de piétons, PRoPHET
fournit un taux de délivrance des messages supérieur à celui de BTSA 0 et de Spray-and-
Wait entre 1000 et 2000 piétons (voir figure 7.4). Cependant, il présente l’inconvénient
d’augmenter le nombre de copies de messages disséminées dans le réseau de manière
significative (voir figure 7.7). En étant contraint par le nombre de copies de messages
à transmettre, Spray-and-Wait ne bénéficie pas autant que PRoPHET de l’augmentation
du nombre de piétons (voir figure 7.9). Pour 2000 piétons, BTSA 0 offre de meilleures
performances que Spray-and-Wait. Le réseau est plus dense et donc lui permet de calculer
des scores plus pertinents, créant ainsi des chemins en plusieurs sauts plus efficaces (voir
figures 7.4, 7.6,7.5).
7.2.1 Utilisation de l’infrastructure
Les figures 7.4 et 7.5 et montrent l’impact très significatif du cœur du réseau constitué
par les points d’accès fixes sur le taux de délivrance et le temps moyen d’acheminement
des messages, et cela sans introduire de surcoût majeur dans les parties sans fil du réseau.
Un nombre plus important de nœuds fixes permet de couvrir une zone géographique plus
large, et par conséquent augmente la probabilité de délivrer un message à une destination
éloignée tout en réduisant le temps de délivrance. Ces effets sont atténués graduellement
lorsque la densité du réseau et la durée de vie des messages augmentent. En effet, les
opportunités de contact entre nœuds mobiles augmentant, plus de messages sont délivrés
par les nœuds mobiles sans avoir recours à l’infrastructure. La figure 7.7 montre qu’un
nombre important de messages est transmis à travers le cœur du réseau.
7.2.2 Surcoût dû à l’échange des FBC
La figure 7.10 montre le surcoût introduit par l’échange de FBC dans les parties sans
fil du réseau. Ce surcoût dépend du nombre de contacts et de leur durée. Il est donc plus
important dans un réseau dense que dans un réseau clairsemé. Pour les simulations im-
pliquant 2000 piétons, la moyenne du débit de données dans les parties sans fil du réseau
pendant la simulation représente environ 2 kbit/s par nœud. Dans les parties filaires il est
d’environ 305 Mo pour BTSA 100 et d’environ 629 Mo pour BTSA 200, ce qui repré-
sente en moyenne 770 bits/s par nœud fixe. Les nœuds fixes ayant un nombre maximal
de voisins borné ainsi qu’une période d’échange prédéterminée, l’augmentation de leur
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(a) Date d’expiration de 20 minutes (b) Date d’expiration de 60 minutes
FIGURE 7.8 – Charge dans les parties sans fil du réseau
(a) Date d’expiration de 20 minutes (b) Date d’expiration de 60 minutes
FIGURE 7.9 – Nombre de messages dans les parties sans fil du réseau en fonction du
temps, pour 2000 piétons
FIGURE 7.10 – Nombre de FBC échangés dans les parties sans fil du réseau
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nombre ne fera pas varier le surcoût introduit par les FBC sur chaque nœud. Les nœuds
échangent leur FBC uniquement avec leurs voisins directs, la durée de vie des messages
n’a donc aucune conséquence sur leur nombre.
7.2.3 Influence de la date d’expiration
Augmenter la durée de vie des messages de 20 à 60 minutes permet d’obtenir un
meilleur taux délivrance des messages (figures 7.4a et 7.4b), mais se traduit par un dé-
lai de délivrance moyen plus élevé (figures 7.5a et 7.5b). Le nombre total de messages
(figures 7.8a et 7.8b) augmente aussi de façon continue pour une durée de vie de 60 mi-
nutes, étant donné que les messages ne sont pas supprimés du cache des nœuds et donc
continuent à être répliqués dans le réseau pendant la simulation.
7.3 Conclusion
Les résultats de simulation ont montré que dans le scénario considéré, notre proposi-
tion permettait de délivrer plus de messages en moins de temps que des solutions exis-
tantes tels que PRoPhet ou Spray and Wait, tout en réduisant la charge réseau des ter-
minaux mobiles. L’utilisation de l’infrastructure permet d’améliorer significativement les
performances en termes de taux de délivrance ainsi que de délai de délivrance.
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8
Évaluation de la communication anycast
Dans ce chapitre nous présentons les évaluations du mode de communication anycast.
Nous considérons le même environnement que dans le chapitre précédent.
8.1 Scénario et paramètres de simulation
Sur le modèle du scénario utilisé pour évaluer le mode communication point-à-point,
un ensemble variable de points d’accès sont répartis dans la ville. Pour des raisons de
réalisme, nous avons divisé cet ensemble en 4 groupes distincts, qui sont supposés être
gérés par différents opérateurs (présenté dans la figure 8.1). La communication entre un
nœud mobile et un point d’accès ne peut être établie que si le porteur du nœud dispose
d’un compte chez le fournisseur gérant ce point d’accès. Une fois une connexion établie
avec un point d’accès, un nœud pourra agir en tant que relais Nephila, et transmettre des
messages pour le compte de n’importe quel autre nœud Nephila sur la partie filaire ou la
partie infrastructure.
Dans cette simulation (présenté dans la figure 8.2), un sous-ensemble de piétons (100)
émet des messages contenant des requêtes vers des serveurs fixes sur Internet. Lorsqu’une
requête est reçue par un serveur, une réponse est retournée en « unicast » à destination de
l’émetteur de la requête. Ces requêtes sont émises en utilisant le mode de communica-
tion anycast. Les nœuds disposant d’une connexion à Internet et d’une connexion sans
fil annoncent leur capacité à relayer un message connecté à Internet en diffusant une an-
nonce Internet access dans leur FBC. Les requêtes émises vers un nœud sur Internet ne
faisant pas partie du réseau Nephila sont encapsulées dans des messages Nephila avec
pour destination le service anycast Internet access.
La durée totale de la simulation est fixée à 103 minutes. Les 3 premières minutes
permettent de découvrir le voisinage de chaque nœud, ainsi que de disséminer les Filtres
de Bloom de Chemin (FBCs). Après cette période, certains terminaux mobiles démarrent
une application émettant des messages pendant une heure. L’émission de messages est
arrêtée environ 40 minutes avant la fin de la simulation afin de permettre aux derniers
messages émis d’arriver à leur destinataire, puis de recevoir une réponse. Ceci permet
ainsi de mesurer combien de requêtes et réponses ont finalement été transmises.
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FIGURE 8.1 – Environnement de simulation
Connexion filaire
Connexion sans-fil
Déplacement
Service:
Internet access
Internet
Service:
Internet access
Requête Anycast
Réponse Unicast
FIGURE 8.2 – Scénario Anycast
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Dans cette simulation, les piétons se déplacent à une vitesse variant entre 1 m/s et
1.6 m/s. Les simulations ont été effectuées avec 100, 500, 1000, 2000, 4000 piétons et
100, 200, 400, 800 points d’accès. La durée de vie de chaque message est fixée à 20
minutes. La portée de communication des interfaces sans fil est limitée à 50 mètres avec
un débit maximal de 10 Mbit/s. Le débit des interfaces filaires est limité à 20 Mbit/s.
Afin de confirmer l’intérêt du mécanisme de vaccination présenté dans le chapitre 5.6,
les simulations ont été effectuées avec et sans ce mécanisme.
Les paramètres de Nephila utilisés pour la simulation sont les mêmes que ceux dé-
finis dans le chapitre 7 (tableau 7.1). Le nombre d’éléments maximum pour la table de
vaccination est de 1000.
8.2 Résultats de simulation
La figure 8.3 montre les résultats obtenus pour la délivrance des requêtes et des ré-
ponses. Un message envoyé en anycast est considéré comme délivré s’il a atteint au moins
un des destinataires. Lorsque le nombre de points d’accès et de piétons augmente, le délai
et le taux de délivrance des requêtes augmentent. Un maximum de 98% de requête sont
délivrées pour 800 points d’accès et 4000 piétons. Ce résultat est cohérent avec ce qui
est attendu dans ces circonstances. En effet, la probabilité de rencontrer des points d’ac-
cès et de trouver un chemin menant à la destination visée est plus élevée dans un réseau
dense que dans un réseau clairsemé. Ceci est confirmé par les résultats présentés dans la
figure 8.4. Quand le nombre de nœuds mobiles est faible (100), la plupart des requêtes
sont délivrées directement (i.e., en un saut). Cette proportion croît lorsque le nombre de
points d’accès augmente. Quand le nombre d’objets mobiles et de points d’accès aug-
mente, on peut observer que la plupart des requêtes sont délivrées en 4 sauts ou moins.
Par exemple, pour 4000 piétons et 800 points d’accès, 80% des requêtes sont délivrées
en au plus quatre sauts. De plus, pour 800 points d’accès, le temps de délivrance de la
plupart des requêtes est compris entre 0 et 200 secondes (voir figure 8.4b). Le nombre des
requêtes délivrées dans une courte période de temps augmente significativement avec le
nombre de terminaux mobiles. La figure 8.3a fournit une comparaison entre l’utilisation
des mécanismes anycast et unicast pour le transfert des messages de requêtes par Nephila
pour 800 points d’accès.
Concernant le transfert des réponses, il peut être observé que 90% d’entre elles sont
délivrées lorsque le nombre d’objets mobiles est réduit à 100. Ce pourcentage diminue
lorsque ce nombre passe à 500, puis augmente avec un nombre plus important de piétons
(voir figure 8.3b). L’explication réside dans le fait que dans un RHCI composé de seule-
ment 100 piétons, les requêtes sont le plus souvent délivrées directement par l’émetteur
du message lui-même, ce qui lui permet ainsi de recevoir directement la réponse. C’est
pourquoi le délai de délivrance est aussi très faible pour 100 piétons, et qu’il augmente
lorsque plus de piétons sont impliqués dans le transport des messages (voir figures 8.4a
and 8.3d). Ce délai augmente de façon plus significative encore lorsque le nombre de
points d’accès est faible. Les chemins entre la source et la destination sont en effet plus
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FIGURE 8.3 – Taux et latence de délivrance
discontinus dans un RHCI composé d’un faible nombre de points d’accès que dans un
RHCI qui en comprend un grand nombre.
Mécanisme de vaccination Le coût du mécanisme de vaccination sur le volume de
messages disséminés dans la partie mobile du RHCI est présenté dans la figure 8.5. L’ef-
ficacité de ce mécanisme dépend du nombre de messages délivrés, du nombre de copies
de messages stockées sur chaque objet, et du nombre de contacts entre objets, étant donné
que chaque contact est une opportunité pour que deux objets échangent leurs tables de
vaccination. L’efficacité augmente lorsque le nombre d’objets augmente. Ce mécanisme
permet dans ce scénario d’économiser jusqu’à 175 Go pour 4000 piétons et 800 points
d’accès. La charge additionnelle générée par l’échange des tables de vaccination est pré-
sentée dans la figure 8.5b. Dans le pire cas, cela représente environ 8.5 kbit/s par objet
(soit 384 Mo pendant toute la durée de la simulation) ce qui est plutôt faible comparé aux
capacités de communication des interfaces Wi-Fi.
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FIGURE 8.4 – Distribution du nombre de requêtes délivrées
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FIGURE 8.5 – Mécanisme de vaccination
8.3 Conclusion
Les résultats confirment l’efficacité de notre mécanisme de transfert de messages en
mode anycast, étant donné que 98% des requêtes sont délivrées alors que seulement 20%
le sont avec le mécanisme unicast. On peut en conclure que le mécanisme de transfert
des messages par anycast implémenté dans Nephila est efficace pour transmettre avec
un faible nombre de sauts des messages vers des points d’accès, avec un fort taux de
délivrance et une faible latence.
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9
Évaluation de la communication basée sur
le contenu
Dans ce chapitre, nous présentons les évaluations du mode de communication basée
sur le contenu. Nous considérons le même environnement que dans le chapitre 7.
9.1 Scénario et paramètres de simulation
Notre scénario met en œuvre un cas de partage et de déchargement de contenu dispo-
nible sur Internet vers un réseau sans fil à l’échelle d’une ville de taille moyenne.
De façon similaire à l’évaluation pour le mode de communication unicast et anycast,
le mode de communication basé sur le contenu a été évalué en utilisant le simulateur
réseau « ONE ». Les simulations ont été effectuées avec une population de 100, 500, 2000
et 4000 piétons, ainsi que 100, 200, 400 et 800 points d’accès Wi-Fi. Les points d’accès
sans-fil ont une position fixe, et sont interconnectés par Internet.
Dans cette simulation, 100 piétons émettent des messages contenant des requêtes pour
un type de contenu particulier, choisi parmi 100 contenus générés aléatoirement. Lors-
qu’une requête est reçue par un nœud hébergeant ce contenu, un message de réponse est
alors créé, avec pour destination l’émetteur de la requête. Une fois le message de réponse
reçu, un nœud devient capable de répondre directement à un autre nœud émettant une
requête pour le même contenu.
Les performances du mode de communication basé sur le contenu sont comparées
avec celle de l’approche classique, dans laquelle seul le nœud hébergeant initialement un
certain contenu pourra émettre un message de réponse, et cela même si d’autres nœuds
ont déjà récupérés ce contenu.Pour cette comparaison les requêtes sont transmises en utili-
sant la méthode de communication anycast. Seul le traitement des réponses diffère. Dans
la suite de ce chapitre, nous appellerons notre approche l’approche « avec partage » et
l’approche classique l’approche « sans partage ».
Le mécanisme de vaccination est utilisé pour supprimer au plus tôt les copies des
requêtes/réponses qui ont été délivrées à leur destinataire.
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Les paramètres de Nephila utilisés pour la simulation sont les mêmes que ceux définis
dans le chapitre 7 (tableau 7.1).
9.2 Résultats de simulation
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FIGURE 9.1 – Taux de délivrance des requêtes
Ls figure 9.1 montre les taux de délivrance avec et sans partage, en fonction du nombre
de piétons et de points d’accès. Nous considérons qu’une requête est délivrée lorsqu’au
moins un nœud capable de répondre à cette requête reçoit le message.
Le taux de délivrance pour chaque résultat avec partage est supérieur à son équivalent
sans partage. Pour 4000 piétons, le mode de communication basé contenu présente un
taux de délivrance proche de ou égal à 100%, et cela quel que soit le nombre de points
d’accès.
Grâce à l’approche avec partage, un nœud ayant reçu une réponse va annoncer être
capable de répondre à des requêtes pour ce même contenu dans son FBC. Plus le contenu
est populaire, plus il sera facile de trouver un nœud proche capable de répondre à une
requête pour ce contenu. La courbe du taux de délivrance des requêtes sans partage est
similaire à celle présentée dans la figure 8.3a pour le scénario évaluant le mode anycast.
En effet, dans les deux scénarios les requêtes sont transmises en utilisant la méthode
anycast.
Les latences moyennes d’arrivée des requêtes sont présentées dans la figure 9.2. Le
nombre de points d’accès influence la latence plus fortement que le nombre de piétons,
que ce soit avec l’approche avec partage ou sans partage. En effet les points d’accès dis-
posent tous d’un accès direct aux contenus, ce qui leur permet de répondre directement
aux requêtes. L’approche avec partage offre en revanche une latence plus faible que l’ap-
proche classique. Dans l’approche classique, la latence augmente légèrement lorsque le
nombre de nœuds augmente de 100 à 500. Ceci est dû à une forte augmentation du taux
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FIGURE 9.2 – Latence moyenne d’arrivée des requêtes
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FIGURE 9.3 – Nombre de sauts moyen des requêtes
de délivrance (voir figure 9.1b) grâce à l’augmentation du nombre du nombre de contacts
permettant d’atteindre des nœuds plus éloignés en plusieurs sauts (voir figure 9.3b).
Le nombre moyen de sauts nécessaires pour qu’une requête soit délivrée est présenté
dans la figure 9.3. Pour les deux approches, le nombre de sauts augmente, lorsque le
nombre d’objets augmente et décroît lorsque le nombre de points d’accès augmente.
Les nœuds mobiles servant de transporteurs intermédiaires, ils permettent d’atteindre des
nœuds éloignés des points d’accès en plusieurs sauts. Plus le nombre de points d’accès
augmente, moins il est nécessaire d’utiliser des nœuds mobiles comme intermédiaires.
Le taux de délivrance des réponses est présenté dans la figure 9.4. Cette figure montre
un taux de délivrance de 96% avec partage, et de 89% sans partage pour 100 piétons, puis
un taux inférieur pour 500 piétons. Ceci est dû au fait que lorsque le nombre de piétons
est très faible, la plupart des requêtes sont délivrées en 1 saut (figure 9.3), ce qui permet à
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FIGURE 9.4 – Taux de délivrance des réponses
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FIGURE 9.5 – Latence moyenne d’arrivée des réponses
la réponse d’être délivrée immédiatement. Ceci est cohérent avec la latence moyenne des
réponses, qui est de l’ordre de la dizaine de secondes quand le système est composé de
seulement 100 piétons (voir figure 9.2).
L’évolution de la latence d’arrivée des réponses montrée dans les figures 9.5b et 9.5a
croît avec le nombre de points d’accès et d’objets. Ceci s’explique par le fait que l’aug-
mentation du nombre d’objets et de points d’accès aide à délivrer des messages pour des
destinataires plus éloignés de l’émetteur. La figure 9.6 montre le nombre de sauts moyen
nécessaires pour acheminer une réponse à son destinataire. Elle montre également une
augmentation du nombre de sauts quand le nombre d’objets mobiles et de points d’accès
augmente.
L’évolution de la moyenne ainsi que le nombre de sauts des couples requête/réponse
sont présentés dans les figures 9.7, et 9.8. Ces courbes montrent le temps total moyen
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FIGURE 9.6 – Nombre de sauts moyen des réponses
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FIGURE 9.7 – latence moyenne des couples requête/réponse
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FIGURE 9.8 – Nombre de sauts moyen des couples requête/réponse
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FIGURE 9.9 – charge moyenne par nœud par seconde
requis pour qu’un client obtienne le contenu demandé. Le nombre de points d’accès joue
un rôle majeur dans la diminution de la latence. Par exemple, pour 4000 piétons et 800
points d’accès la latence passe de 200 à 100 secondes.
La charge moyenne par piéton par seconde est présentée dans la figure 9.9. L’utilisa-
tion du partage permet de réduire significativement la charge sur chaque noeud du système
lorsque le nombre de nœuds est supérieur ou égal à 2000. Pour 4000 piétons et 800 points
d’accès, la charge représente environ 2.5 kbit/s lorsque les piétons partagent leur contenu
alors que celle-ci est de 8.5 kbit/s sans partage.
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9.3 Conclusion
Dans ce chapitre, nous avons présenté les résultats de l’évaluation du mode de com-
munication basé sur le contenu. Nous avons décrit un scénario mettant en œuvre la récu-
pération de contenu populaire sur Internet par les nœuds mobiles. Les résultats montrent
la pertinence du mode de communication basé sur le contenu. Notre approche collabora-
tive, dans laquelle les nœuds sont capables de partager le contenu déjà acquis, permet de
délivrer plus de messages, et en moins de temps, qu’une approche non collaborative. De
plus, notre approche est plus économe en terme de nombre de messages disséminés que
l’approche non collaborative.
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10
Conclusion et perspectives
Conclusion
Le contexte de cette thèse se situe dans le cadre de la communication entre objets
connectés. Ces derniers, dont le nombre est en constante augmentation, vont inéluctable-
ment augmenter le trafic de données dans les réseaux des opérateurs. Pour des raisons
de passage à l’échelle, de tolérance à la perte d’infrastructure, et de résistance à la cen-
sure, nous défendons l’idée qu’un système de communication entre objets connectés ne
devrait pas reposer seulement sur l’infrastructure. L’utilisation des communications op-
portunistes via des interfaces de communication sans fil de courte portée (e.g. Wi-Fi P2P,
Wi-Fi Ad-Hoc, Bluetooth) comme complément ou alternative à l’infrastructure semble
prometteur pour pallier les faiblesses de l’infrastructure.
Dans les chapitres 5 et 6, nous avons présenté un système de communication pair-à-
pair capable de fonctionner dans les réseaux hybrides à connexion intermittente baptisé
Nephila. Ce système est capable de tirer parti des interfaces permettant des communi-
cations objet à objet (e.g. Wi-Fi P2P, Wi-Fi ad hoc, Bluetooth), ainsi que des interfaces
de permettant d’établir des connexions avec une infrastructure (3G/4G, Wi-Fi Managed)
réseau. Nephila met en œuvre un mécanisme permettant à chaque nœud du réseau de dé-
couvrir quels sont ses voisins, et les changements intervenant dans leur voisinage. Nous
avons développé un algorithme de transfert de messages (BTSA) capable de supporter les
ruptures de connectivité. Pour ce faire, BTSA met en œuvre le principe général du store,
carry and forward. Cet algorithme utilise un cache de messages permettant à chaque
nœud de stocker temporairement des messages à destination d’autres nœuds, et décide
quand et à qui sont transférés les messages du cache. Afin d’aider BTSA à prendre les
meilleures décisions, nous avons créé un algorithme de calcul de chemin. Ce dernier a
pour but d’évaluer les routes (appelées valeurs de chemins) entre les nœuds. Ces valeurs
sont échangées entre les nœuds en utilisant le principe du gossiping. Afin de passer à
l’échelle, une structure de données particulière est utilisée pour stocker et propager ces
valeurs : les Filtres de Bloom de Chemin. Cette structure probabiliste offre un compromis
intéressant entre sa taille et le nombre de collisions.
Nephila fournit plusieurs modes d’échange de données. Le mode de communication
point-à-point permet d’adresser des messages à n’importe quel nœud du réseau Nephila.
Le mode de communication anycast permet de diriger les messages vers le nœud le plus
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proche, lorsque plusieurs nœuds sont susceptibles d’héberger la donnée. Ce mécanisme
nous a permis de fournir un service capable de relayer des messages à destination de
nœuds accessibles sur Internet et ne faisant pas partie du réseau Nephila. Enfin le mode de
communication basé sur le contenu permet à l’utilisateur de spécifier un type de contenu
sans avoir à connaître l’identifiant des nœuds hébergeant ce contenu.
Dans les chapitres 7, 8, et 9 nous avons présenté les résultats de l’évaluation de Ne-
phila pour différents scénarios. Nous avons décrit et évalué trois différents scénarios. Le
premier scénario est la communication entre des nœuds mobiles. Ce scénario permet
d’évaluer le mode de communication point-à-point. Les résultats montrent la capacité
de Nephila d’acheminer efficacement les messages tout en tirant parti des points d’accès
Wi-Fi lorsque ceux-ci sont disponibles. Nephila, sans infrastructure, obtient de meilleures
performances que Spray and Wait et est plus économe en volume de messages que PRo-
PHET. Le second scénario évalue le mode de communication anycast. Des objets mobiles
communiquent avec des serveurs fixes sur Internet, via un schéma de requête/réponse.
L’approche anycast est comparée à l’approche unicast, et les résultats montrent les per-
formances supérieures de l’approche anycast. Le troisième scénario évalue l’approche
d’échange de données basée sur le contenu. Ce scénario met en œuvre la récupération
de contenu populaire, avec un partage des données récupérées par les nœusd mobiles.
Les résultats montrent la supériorité de notre approche de diffusion basée sur le contenu
en termes de taux de délivrance et de latence des messages délivrés par rapport à une
approche non collaborative.
Perspectives
Nous concluons ce mémoire de thèse en présentant certains problèmes ouverts qu’il
serait intéressant d’étudier dans le prolongement de cette thèse.
Le système Nephila pourrait être amélioré en implantant une dissémination géogra-
phique des données, une différentiation du trafic, une structure pair-à-pair s’adaptant à la
mobilité des nœuds ou encore en prenant en considération des aspects de sécurité.
Expérimentations en conditions réelles Les résultats obtenus en simulation mérite-
raient d’être validés dans un futur proche par des expérimentations en conditions réelles.
De telles expérimentations n’ont pas été réalisées car elle nécessitent de pouvoir instal-
ler le système sur un grand nombre de smarphones portés par des piétons, et de pouvoir
recruter ceux-ci pour tester le système. Pour tester Nephila en conditions réelles, une
solution consisterait à intégrer celui-ci sur des applications mobiles et des intergiciels
tels que ceux développés dans les projets C3PO [50]. En effet, dans le projet C3PO, des
campagnes d’expérimentations en conditions réelles ont étés menées et le seront encore
prochainement.
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Dissémination géographique La dissémination géographique [116, 117, 118] permet
de confiner certains messages dans une zone géographique. Ce mode de dissémination
semble particulièrement adapté à la diffusion de données lors d’événements sociaux limi-
tés à une zone géographique, tels que des manifestations culturelles ou sportives. En effet,
certaines données telles que des résultats sportifs ou l’agenda de l’événement sont sus-
ceptibles d’intéresser un grand nombre de personnes assistant à ces événements. Ce mode
de dissémination permettrait également d’avertir les utilisateurs de leur arrivée dans une
zone de danger, ou bien de disséminer une requête à un ensemble d’objets connectés (e.g.
des capteurs) dans une zone donnée. Caractériser la zone géographique d’arrivée d’un
message permet de développer des algorithmes de routage spécialisés qui limiteraient la
diffusion des messages hors des zones spécifiées.
Différentiation du trafic Différencier le trafic permet d’attribuer des niveaux de priorité
différente à certaines données. Dans cette thèse, nous avons traité les messages de façon
uniforme. Notre algorithme de routage (BTSA) pourrait être adapté pour tenir compte
d’une valeur de priorité associée à chaque message. Cette valeur serait par exemple four-
nie par l’utilisateur de l’intergiciel Nephila. La transmission des messages serait ordon-
nancée en fonction de leur priorité, et la politique de suppression des messages éliminerait
d’abord les messages les moins prioritaires.
Structure pair-à-pair s’adaptant à la mobilité des nœuds Dans cette thèse, nous
avons choisi de considérer un réseau pair-à-pair non structuré pour sa capacité à s’adap-
ter à la mobilité et aux défaillances des nœuds. Il pourrait être intéressant d’étudier la
construction de réseau de recouvrement s’adaptant à la dynamicité et au partitionnement
du réseau. Le problème d’inadéquation entre la vue logique des réseaux pair-à-pair struc-
turés et leur vue physique reste ouvert dans les réseaux opportunistes. T-MAN est un ca-
driciel permettant de former des réseaux pair-à-pair structurés. Contrairement aux autres
approches qui permettent de former des réseaux pair-à-pair structurés, T-MAN [84] re-
pose le principe du gossiping ce qui le rend plus robuste et plus rapidement convergent
que les autres approches. T-MAN pourrait être adapté pour les réseaux opportunistes et
serait donc un candidat intéressant pour poursuivre l’étude de la formation de structure
logique s’adaptant aux spécificités des réseaux fortement dynamiques tels que les réseaux
mobiles.
Sécurité Dans ce mémoire nous n’avons pas traité de la problématique de la sécurité
dans les RHCI. Les premières mesures à prendre seraient de s’assurer de l’authencité,
l’intégrité et la confidentialité du contenu des messages transportés dans le réseau. L’uti-
lisation d’algorithmes de cryptographie asymétrique [119] et de tiers de confiance permet
de résoudre ces problèmes sur Internet. Cependant les fréquentes déconnexions rendent
plus difficile l’utilisation d’autorités de certification dans un RHCI. Des mécanismes ba-
sés sur un système de confiance et de réputation [120, 121, 122], qui ne nécessitent pas
d’autorité centrale à tout instant, semble une approche intéressante. Des mécanismes ba-
sés sur la réputation peuvent aussi traiter la problématique des nœuds dits « égoïstes »(i.e.,
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nœuds profitant du transport de leurs messages par des nœuds intermédiaires sans partici-
per eux-mêmes).
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Résumé
La multiplication du nombre d’objets, qui ont vo-
cation à être connectés à Internet (e.g., smart-
phones, capteurs), et la croissance des échanges
de données effectués par des individus en situa-
tion de mobilité ont conduit, et conduiront encore,
à une augmentation significative du trafic de don-
nées dans les réseaux, et en particulier dans les
réseaux cellulaires. Les récents progrès réalisés
au niveau de la couche physique pour accroître les
débits dans ces réseaux pourraient s’avérer insuf-
fisants dans le futur avec l’émergence d’un Inter-
net des objets. Il nous semble dès lors intéressant
d’étudier des architectures réseau alternatives ou
complémentaires.
Les réseaux hybrides à connectivité intermittente
(RHCI), qui sont constitués d’une infrastructure et
de parties formées par des objets fixes ou mobiles
communiquant en mode ad hoc, font partie de ces
architectures qui méritent d’être étudiées.
Dans cette thèse, nous étudions les bénéfices que
pourrait apporter l’utilisation des techniques des
réseaux pair-à-pair et des communications oppor-
tunistes dans les RHCI. Nous proposons une ar-
chitecture pair-à-pair décentralisée et non structu-
rée qui permet d’assurer les communications entre
des objets dans des RHCI de grande taille via dif-
férents modes de communication. Un prototype de
plateforme, baptisé Nephila a été développé, pour
évaluer cette approche en simulation.
Abstract
The number of devices that are likely to get
connected to the Internet (e.g., smartphones, sen-
sors), and the amount of data produced by people
using these devices grow continuously, especially
in cellular networks. Latest developments perfor-
med on the physical layer to increase the networks’
bandwidth might be insufficient in the future, be-
cause of the emergence of the Internet of things.
Therefore, it seems to be interesting to study new
or complementary network architectures.
Intermittently-Connected Hybrid Networks (ICHN),
which are composed both of an infrastructure part
and of parts formed by mobile device communi-
cating using ad hoc mode, are examples of those
architectures that deserve to be studied.
In this thesis, we study benefits that peer-to-peer
mechanisms and opportunistic networking tech-
niques could bring to ICHN. We propose a de-
centralized unstructured peer-to-peer overlay ar-
chitecture that supports communications between
devices in wide ICHNs. A prototype named Ne-
phila has been developed to evaluate this ap-
proach in simulation.
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