Missing data due to limit of detection and limit of quantification is a common obstacle in epidemiological and biomedical research. We are interested in methodologies that provide unbiased and efficient estimates of these missing data while using popular statistical software. We describe a multiple imputation (MI) procedure for cross-sectional and longitudinal data which examines the sources of variation of hormones levels throughout the menstrual cycle conditional on specific biomarkers. We describe the rational, procedure, advantages and disadvantages of the multiple imputation procedure. We also provide a comparison to commonly used missing data procedures (complete cases analysis and single imputation). We illustrate our approach using the BioCycle data where we are interested in the effects of Vitamin E and Beta-carotene on Progesterone levels. We also evaluate the longitudinal impact of changes in Vitamin E on Progesterone levels over time. Finaly, we demonstrate the advantages of using MI over complete case analysis or naive single replacement in both cross-sectional and longitudinal analysis where measurements below the limit of quantification (LOQ) are unreported. We also illustrate that if available, inclusion of potentially demined unreliable data below the limit of detection (LOD) improves simple estimation substantially.
Introduction
As new biomarkers emerge in basic science settings, epidemiologists and statisticians are to evaluate the effectiveness and utility of these new biomarkers.
When evaluating new biomarkers, two laboratory quality control limits, limit of detection (LOD) and limit of quantification (LOQ), are commonly utilized and are an obstacle in epidemiological and other empirical studies for estimation of the health effect in humans. Although sometimes they are theoretically available, values below the LOD and/or LOQ are rarely released by the laboratories to epidemiologist causing an incomplete data situations. The LOD is defined as the lowest analyte concentration that can be distinguished with reasonable confidence from background noise, that is to say that the measurements above the LOD reflect some true level of the biomarker being present. The LOQ is defined as the value at which the coefficient of variation (standard deviation divided by the mean) of the measurement is greater than some threshold, usually 20% is commonly accepted. Measurements below the LOQ are deemed unreliable in terms of the magnitude of the biomarker measured actually being present in contrast to background noise. In general the LOD is lower than the LOQ (Currie, 1968) . Observations below the LOD and LOQ are not reported and are thus missing for further data analysis. This incomplete setup might cause bias, inefficiency and in most cases will make the analyses more complex. Since these missing values are often reported without distinction of being below LOD or LOQ, henceforth we will refer solely to the LOQ unless otherwise stated.
In this paper we are interested in different methodologies to effectively analyze data subject to LOQ. One commonly used method is complete case analysis (CCA), where observations with values below the LOQ are simply eliminated. Another method is single imputation, where every value below the LOQ is replaced by a constant such as LOQ/2 or LOQ/ (Little and Rubin, 2002) and Bayesian analysis (Gelman et al., 2003) have become more prominent in the last few years to account for this missingness.
While CCA and single imputation are easy to employ, subsequent analysis of CCA commonly results in biased estimation, while analysis using single imputation will result in impaired estimates of variances and covariances (Little and Rubin, 2002) . Bayesian and ML methods can provide unbiased and more efficient estimation but are often dependent on strong assumptions and are more difficult to apply in practice. Here we apply multiple imputation (MI) procedures (Harel and Zhou, 2007; Little and Rubin, 2002; Rubin, 1987) to the censoring of data below the LOQ, and present it as a method that is easy to employ while maintaining unbiasedness and efficiency. Multiple imputation is a well established procedure to deal with missing data, and an extensive body of literature has established it as one of the leading methodologies to deal with incomplete data. Each missing value (or value below the LOQ) is replaced by m appropriate values resulting in m complete datasets. Then each complete or filled in dataset is analyzed independently using a CCA (standard techniques without missing data) which results in m sets of estimates and their variances. These estimates are then combined to form a final estimate reflecting the observed data and the fact that some of the values were missing. Standard MI procedures for continuous missing values are often unrestricted, meaning that imputed values are selected across the biomarker's entire distribution. Here missing biomarker levels are known to be less than the LOQ and thus will only be imputed from this lower range or restricted to this censored portion of the distribution.
Since the data are missing, we need to make some assumptions about the process in which the missing data occur in order to choose the appropriate imputation procedure. There are three assumptions which are the basis of any analysis of incomplete data (Little and Rubin, 2002; Rubin, 1976) : Missing Completely at Random (MCAR), Missing at Random (MAR), and Missing not at Random (MNAR). MCAR occurs when the missing values are not related to any measure in the study. In this case, the missingness, the random variable(s) that govern the missing data process is uncorrelated with variables to be used in the analysis. In this situation, the reason values are above or below the LOD is random and has nothing to do with the outcome of interest or other measured covariates. The process that causes the missing data (i.e., missingness -the set of reasons for missing data) is independent of any variables in the data. An example for MCAR process is missing by design; in this case biomarkers are measured on a predetermined proportion (p) of samples and are not measured one the remaining samples (1 − p) by design. Clearly, missing values below the LOQ do not fit this scenario but rather MAR where the missingness process depends only on observed data. MNAR occurs when MAR does not hold, and the missingness process actually depends on missing values. For example, consider a response variable where values below the LOD are plausible. In addition there is a covariate in which the response will be missing with probability 80% if the covariate value is above its median and 20% if the covariate value is below its IASSL ISSN -1391-4987 median. If the covariate is observed the missing data process can be considered as MAR because this information will be used during imputation, however, if this covariate is missing MNAR will be the right assumption because it will be dependent on information not considered during imputation. Rubin (1976) introduced this definition in order to find the minimum condition in which one DOES NOT have to model the missingness process. In order for that to occur, two assumptions must hold. First, we have to assume the MAR assumption is valid. Second, we have to assume independence between the estimates of parameters used for imputation and those estimated in the substantive model of interest. Having these two assumptions implies ignorability, which means one can ignore the missingness model and need to deal only with the observed data. In this study, we assume that the LOQ level is known, and hence the reason for missing values is observed which leads to MAR assumption and the use of ignorable models.
In this paper, we show how MI procedures can be used to account for data below the LOQ in two different scenarios. First we consider a cross-sectional data set up, where we are interested in the effect of two biomarkers on an outcome and want to use linear regression to assess these relationships. Second, we apply similar methodology accounting for missingness to a longitudinal scenario and ask how the biomarker (over time) affects the outcome. In both scenarios we will allow measurement of biomarkers to have a positive probability for values below the LOQ, and will compare the performance of MI relative to CCA and single imputation.
Additionally, we will examine the effects of using values below the LOQ on estimation. In most cases, laboratories will have measurements below the LOQ but will prefer not to release these values to researchers due to quality control convention. Guo et al. (2010) showed that the measurement error below the LOQ might be actually smaller then the measurement error above the LOQ. We will argue that it will be best if one can use the values below the LOQ instead of missing values delivered by the lab albeit the assumed larger measurement error below the LOQ.
In section 2 we will describe the biomarker data, main questions and the appropriate models. In section 3 we will present the example where we apply CCA, single imputation and MI to account for missing values. We will provide some results regarding both cross-sectional and longitudinal examples with and without the availability of values below the LOQ and discuss the implications of these results. We will present a small simulation study in section 4 and conclude with some discussion in section 5.
Data Description and Methods
Oxygen free radicals have been associated with spontaneous abortion, infertility, birth weight, and chronic disease processes. Circulating levels of estradiol and progesterone also fluctuate during the follicular and luteal phase of the menstrual cycle in ovulatory women. However, little is known about the relation between markers of oxidative stress and antioxidant status, estrogen levels and their influence on menstrual cycle function. The BioCycle Study sought to investigate the relation between endogenous reproductive hormone levels and antioxidants including vitamin levels across the menstrual cycle in a prospective cohort of premenopausal women. A sample of 259 women, age 18 to 44 at enrollment with a self-reported cycle length from 21 to 35 days and with no known condition that might affect her cycle (e.g., being underweight, current use of exogenous hormones including hormonal contraception, current breast feeding, etc.) were recruited (Wactawski-Wende et al., 2009). Blood sample collection was limited by patient burden and cost to 8 draws per cycle with two cycles per woman. In order to capture exposure at critical windows of hormonal variability, 8 visits were differentially spaced out (approximately days 2, 7, 12, 13, 14, 18, 21, 27 of a 28 day cycle) and timed based on a home fertility monitor measuring Luteinizing hormone surge rather than simple calendar time. This monitor based timing of specimen collection allowed for a more uniform and representative hormonal profiles across the varying menstrual cycle lengths of the participants.
With multiple timed measurements across 509 total cycles from 259 women, the richness of these data allow for a wide variety of analyses. Here we are focused on answering two important questions. Does antioxidant status measured via vitamin E or Beta-carotene levels affect the maximum level of progesterone? And, do serum progesterone levels change over the cycle and what influence does vitamin E have on this change? The first question is a cross sectional analysis evaluating the relationship between maximum progesterone levels as a function of circulating vitamin E and Beta-carotene levels. The second is a longitudinal analysis as we examine change of levels and relations over time. All the measurements of progesterone, vitamin E and Beta-carotene levels were subject to LODs and LOQs ( These steps can vary widely depending on the type of missingness, imputation model and analysis model. However, most commonly used statistical software includes built in packages and functions to perform MI for many scenarios. In general, when data is continuous the imputation model will be based on a multivariate normal model and when the data is categorical the imputation will be based on multinomial model. Models for mixed, continuous and categorical, variables will be based on location models (Schafer, 1997a) . Limited review of methodology and applications of MI can be found in the appendix; some other review references are also available (Harel and Zhou, 2007; Schafer and Graham, 2002 ). Since we are dealing with continuous variables we will conform to the norm and use the joint normal model. It has been shown that the normal assumption is quite robust to distribution misspecification and even variables which are clearly not normal result in mostly unbiased and efficient estimates (Schafer, 1997a ).
In our set-up we treat values below the LOQ as missing data. Doing so leads to a conventional missing data problem, where we know that all these missing values fall in the interval (0, LOQ). We assume the missingness process follows the MAR assumption and therefore we can use ignorable models. If non-ignorable models are of interest, slightly more complex modeling will be needed. However, for brevity we will not elaborate on non-ignorable models, for more details see Little and Rubin (2002 After the missing values below the LOQ are imputed, the next two stages of MI follow as described in section 2.1. The m sets of "complete" data are analyzed using the appropriate CCA for longitudinal data. Then the results from these analyses are combined to arrive at a single, final result taking into account the observed data and the missing values (values below the LOQ).
Progesterone and Vitamin E in Women

Cross-Sectional Data
We are interested in evaluating the effect of serum vitamin E and Beta-carotene levels on maximum progesterone levels during the menstrual cycle. For each woman, the maximum Progesterone level for the cycle is identified along with the appropriate vitamin E and Beta-carotene levels. For simplicity consider the model with fixed effects as below
and a random intercept for each individual as the model we are interested in evaluating in our cross sectional analysis. Recall from Here the LOQ of progesterone was 0.2, hence we specified that the imputed values fall between 0 and 0.2 for progesterone. After the data were imputed, the regression model specified above was estimated from all (m = 10) "complete" sets of data and the results were combined using Rubin (1987) rules through proc mianalize in SAS.
These results are presented in Table 3 .1. It is clear that both single imputation and MI are preferred over CCA. CCA relies on the least amount of data resulting in estimates that appear biased (see estimates of β 2 for example, where CCA has an insignificant estimate of 3.38 with standard deviation of 6.27, compared to significant estimate of MI 6.74 with standard deviation 1.74) and have the largest standard errors. While the standard errors are similar, the magnitude of the estimated relationship is greater and thus more significant based on MI rather than a single imputed value (see estimates of β 2 for example, where single imputation has a significant estimate of 4.70 with standard deviation 1.85, compared to MI with 6.74(1.74)). Thus antioxidant status measured via vitamin E or Beta-carotene levels appear to affect the maximum level of progesterone, with significance and magnitude which is greatest using MI.
Because of the richness of the Biocycle data set we are able to perform the same analysis while utilizing the availability of values below the LOQs (we observed progesterone 95.7%, Beta-carotene 93.6% and vitamin E 90.7%). Estimators based on CCA change markedly and standard deviation is dramatically reduced, from 6.27 with these values to 1.99 for β 2 , however not enough to result in a statistically significant relationship. When comparing single imputation and MI the effects of including these data are less pronounced. However, from theoretical point of view and from the apparent results it is clear MI is superior. The Beta-carotene coefficient β 2 is 30% smaller for single imputation compared to MI. For the vitamin E coefficient there is a difference of 25% when the values below the LOQ are given and a difference of 50% when they are not. 
Longitudinal Data
Changes in vitamin E level are also of interest and its impact on Progesterone throughout the woman's biological cycle. As described in section 2, we have information about the biomarker (vitamin E) and outcome (Progestrerone) on days 2, 7, 12, 13, 14, 18, 21, and 27 of the cycle. Similar to the cross sectional analysis, we will illustrate the utility of MI through the relatively simple model, where the fixed effects are
while there are subject specific (intercept) random effect. (Schafer, 1997b (Schafer, , 2001 ) which allows multilevel imputation (observations within subjects), is problematic because it allows only missing in the response variables and not in covariates. In our set-up most of the missing values were in the covariates. One may consider imputing using PAN while flipping the model (look at the responses as covariates and at the covariates as responses) however, this will cause nonconginial model (Meng, 1994) which might be problematic for the estimation. For these reasons and in order for other researchers to be able to replicate our procedures, we chose to use the currently available software (SAS) and the specific assumptions mentioned above. Using these assumptions we control for pair wise correlations between the variables but not higher level interactions.
The results in table 3.2 show that serum progesterone levels do seem to change over the cycle and are influenced by vitamin E. Again, CCA is a poor choice with coefficients clearly inconsistent with those obtained using single imputation and MI. However, if obtained, the use of data below the LOQ results in CCA estimators that is reasonable. Using the values below the LOQ, CCA results in a model similar to single imputation and MI. This might be an indicator that with the values below the LOQ present the MCAR assumption is reasonable and therefore not much difference is expected between the different estimation procedures (i.e. CCA, single imputation and MI). It is not surprising then that single imputation and MI perform similarly. 
Simulations
We conducted a brief simulation exploring the scenario in our cross-sectional example. We started by generating random data based on the log transformed distributions of Vitamin E (x) and Beta-carotene (z) and then produced dependent data with random error reflected in our progesterone data on day 7(y). Specifically, we generated x from a normal distribution N (2.08, 0.252), z and y had the following structure, z = −3.187 + 0.652x + 1 , y = −0.484 − 0.335x − 0.11z + 2 where Coefficients were estimated using all of the data, no censoring, and then again using the various methods to account for 10, 20, and 50% of missing data in the x variable. The y and z variable were not censored. Table 4 .1 shows the results for the coefficient for x, the variable affected by the LOD. The bias is the least for CCA followed closely by MI. The single imputation of both 0 and LOD/2 showed substantial bias. With respect to standard error and mse MI performed the best, nearly as well as when all of the data was present. The small bias and standard error lead to confidence intervals with coverage far better than the unacceptable coverage due to single imputation and were markedly shorter than those generated via CCA. 
Conclusions
As in any missing data problem, ignoring the problem is equivalent to making a strong assumption about the data. It is well known that ignoring the missing data problem and using CCA will be valid under MCAR, but will likely be biased in other situations. In addition, the inference will be inefficient since the confidence intervals will be much larger than competing methods. Since the missingness process can not be MCAR in our situation, it is obvious that CCA performed poorly and should not be used. In both cross-sectional and longitudinal analyses we showed that the use of CCA will lead to different models (results) compared with single and multiple imputation.
Due to the fact that the missing values were missing in a specific area of the distribution (below the LOD, LOQ), it is not surprising that single and multiple imputation performed similarly with respect to the significance of the models and the estimation in general. In the cross-sectional example, while the standard errors are similar, the magnitude of the estimated relationship is greater and thus more significant based on MI rather than a single imputed value. Based on our simulations and the large volume of literature arguing that MI is superior to single imputation and the magnitude difference between the two methods we will recommend using MI when ever possible. Guo et al. (2010) showed that the logic underlying not reporting values below the LOQ is flawed. They showed that the standard deviation of the predictive distribution increases with the value of the biomarker. This led them to the conclusion that "in absolute terms, the distortion in the reported values above the LOQ is actually worse than the distortion in the values below the LOQ, which is the rationale for not reporting them." In this manuscript we showed that the results that use the values below the LOQ are superior to those without.
It is common that laboratories will not release values below the LOQ. However, if the research community will be able demonstrate the advantage of using these values (as we have done here) the laboratories will have to conform to the demand and release these values.
Any imputation model will require several different types of assumptions. In this manuscript we assumed the data is missing at random and ignorable based on Rubin (1987) definitions. We also assumed that the cross-sectionally imputation will work for the longitudinal data as well. By doing so, we actually assumed that the variables are independent identically distributed. This will be appropriate when the between variable variation dominates the within variable autocorrelation.
We used a joint normal imputation model for the cross-sectional analysis and added the assumption that the between-variable correlations dominate the withinindividuals autocorrelations in the longitudinal analysis. Although, this will be one of the limitations of this manuscript, the advantages of using this procedure are its ease, the ability to use common statistical software, and the advantages over other procedures being used for limit of detection problems.
There is not much existing work on left-or interval-censored exposures. Lynn (2001) introduced a maximum likelihood approach for left-censored HIV viral load, and compared it to ad hoc substitutions and multiple-imputation. When a left-censored exposure is subject to measurement error, Richardson and Ciampi (2003) suggested a substitution with the expectation below the LOD. They showed it will provide an unbiased estimate. Gomez et al. In this manuscript we did not compared the MI results with ML and Bayesian analysis. It has been shown that under the same assumptions and vague priors the result should be quite similar. This manuscript does compare MI to the two most commonly used methods for handling data missing due to a LOD. CCA and single replacement are used not for their impressive estimation properties but rather presumably for ease of implementation. We have shown here that MI as a method to account for missing data below a LOD remains easy to employ while also achieving estimation with minimal bias and nominal coverage probability. It has been shown that procedures such as MI, ML, or Bayes will be superior in most circumstances over CCA and single imputation with MI being by far the simplest to practically employ.
and implemented in many statistical software packages. There are many ways to implement the imputation stage. The types of variables have an important role in the imputation procedure. The most common imputation model is designed for continuous variables under multivariate normality assumption. Other models available are for categorical data, mixed model for categorical and continuous variables, and the model for multi-level data. More detailed information can be found in Schafer (1997a) . It is important to specify the analysis model in advance, so that the imputation model will be as general as possible and will contain all the variables and variable relationships (interactions) one thinks are preset in the data. It was established that there is an advantage for using a comprehensive approach for the imputation model, in which one would use as many variables possible that might be related to the outcome and/or the missingness process (Collins et al., 2001) . If the imputation model and the analysis model are not the same we are subject to a non-congeniality case (Meng, 1994) . When both models are the same (and using non-informative priors) the results of MI and ML will be very similar.
In most cases, the imputation model will not be in a closed form which will lead us to use some Markov Chain Monte Carlo (MCMC) procedures. Computations are summarized in Schafer (1997a) . Lately, the use of Multiple Imputation using Chain Equations ( 
