Abstract. MAC (Medium Access Control) is an important protocol for wireless sensor networks (WSN) to ensure the efficiency of communication. The ContikiMAC is the default radio duty cycling (RDC) mechanism in Contiki, which is an open source real-time operating system for WSN. ContikiMAC is more energy-efficient than other MAC protocols, but it is not well adapted to variable traffic loads because it's duty-cycling is based on static wake-up frequency. In this paper, we propose a traffic-aware ContikiMAC which can automatically adjusting the duty cycle according to the traffic load of the network. The simulation results indicate that the traffic-aware ContikiMAC has greatly improved the network in the performance of power consumption, latency and packet loss.
Introduction
Wireless Sensor Network (WSN) [1] is an important technology for Internet of Things, and it has a profound impact in all the fields of human life and production. WSN also has a very widely application prospect in intrusion monitoring, environmental monitoring, battlefield reconnaissance and traffic in the city. Nodes in WSN are generally powered by batteries, so they must maintain strict power budgets to attain years of lifetime. Therefore, how to reduce power consumption and extend the life of the nodes is the fundamental theme in all WSN research. Many MAC protocols have been proposed for WSN, such as B-MAC, Wise-MAC, X-MAC and so on. The most significant advantage of B-MAC protocol is the low power listening. The listen time of the node is short, so it has a very low power consumption, especially when the traffic of the network is light or no flow. In addition, all the nodes have an independent awake and sleep period, so the implementation of B-MAC is very simple. While B-MAC performs very well, it suffers from the overhearing problem, and the long preamble leads to the high delay and power consumption; In Wise-MAC [2] , the receiver puts its schedule information in the ACK package, which makes the sender can adapt the length of the preamble. But it may degenerate to B-MAC when the traffic of network is very light, and in order to wake up all neighbors, the long preamble is required; The X-MAC [3] improves the long preamble in B-MAC by using a series of short strobe preamble. X-MAC has a lightweight adaptation algorithm which can automatically adapt to variable traffic patterns. But the accuracy requirements of the clock synchronization is higher than Wise-MAC, and the protocol parameters such as packet length and data transmission rates need to be further discussion.
ContikiMAC [4] is highly similar to existing low-power listening WSN MAC protocols using RDC mechanism. And ContikiMAC uses a fixed channel check rate so it cannot adapt to variable traffic loads. In a WSN with large variable traffic loads, a large channel check rate is needed in order to guarantee the high throughput and low delay when the traffic burst. But it will lead to high power consumption when the traffic of the WSN is light.
To solve these problems, this paper presents a traffic-aware ContikiMAC which can balance the power consumption and latency. The WSN can adapt to variable traffic loads with the traffic-aware ContikiMAC.
ContikiMAC
Traditional wireless networks generally powered by stable power, so the power consumption of the node is not a concern. All we need is to pay attention to network throughput, latency and so on. Therefore, the traditional wireless network MAC protocol can't be directly applied to the WSN. The researchers have put forward a lot of MAC protocols for WSN. These protocols are classified into three main types [5] [6] : competition category, schedule category and hybrid category. And the competition category can be divided into two main categories: synchronous and asynchronous.
ContikiMAC is the default RDC protocol in Contiki OS [7] , and it is an asynchronous competition protocol. There are three main mechanisms used in the ContikiMAC protocol:
(1) ContikiMAC Timing ContikiMAC has a power-efficient wake-up mechanism that relies on precise timing between transmissions. Time division in ContikiMAC must meets these timing limits.
(2) Packet Detection and Fast Sleep The packet detection lets ContikiMAC discern the events in the communication and react properly. The fast sleep optimization lets potential receivers go to sleep earlier.
(3) Transmission Phase-Lock The sender nodes can use the information of wake-up phase of the receiver to optimize the transmission if the receiver nodes have a periodic and stable wake-up interval.
ContikiMAC makes a good performance on power consumption and transmission efficiency by these mechanisms. But the wake-up frequency of ContikiMAC is static, which is configured before compiling and cannot be changed while the node is running. This design leads to some problems when the traffic loads changes in large. In order to ensure the efficient transmission of the data when the traffic burst, the protocol must be configured with a large RDC frequency, but this will result in high power consumption when the network traffic is light.
In this paper, we improved ContikiMAC from a traffic aware point of view by adjusting the RDC frequency [8] according to the network traffic when the node is running. And the new ContikiMAC is able to adapt to variable traffic loads.
Traffic-Aware ContikiMAC Mechanisms
ContikiMAC protocol has achieved a very good effect in energy saving in low traffic networks, but a lot of networks are not stable in practical application. More often, the network traffic is very light and burst once in a while; for instance, the nodes in WSN collect data and send them to the sink node at regular intervals, the nodes synchronous activity when the listened event raised and so on [9] . But it is difficult for ContikiMAC to deal with these situations because of the static RDC frequency. If the RDC frequency is set to a small value, the latency of data will be very serious, and may be lead to packets loss when the traffic of the network burst; And if the RDC frequency is set to a big value, it is still necessary to maintain a small wake-up interval at most of the time while the network traffic is very light, which will lead to high power consumption. So the ContikiMAC protocol requires a traffic adaptive mechanism to address large network traffic changes. It needs to sense the network traffic automatically by using a smaller RDC frequency when the network traffic is light to reduce the power consumption, and using a larger RDC frequency when the network traffic is heavy to make sure the high throughput and low latency.
We set two thresholds in the protocol, B1 and I1, where B1 represents the continuous number of cycles with data receiving, and I1 represents the continuous number of idle cycles without data receiving. The WSN node can dynamically determine the current traffic through the two values. If the node receives data for a continuous B1 cycle, it indicates that the current network traffic is heavy and the wake-up frequency should be adjust to a larger value. And if the node is idle for a continuous I1 cycles, it indicates that the current network traffic is light and the wake-up frequency should be adjust to a small value. The values of B1 and I1 can be configured according to the specific network application. The RDC frequency is adjusted using following formula: The traffic-aware ContikiMAC can sense the network traffic and adjust the RDC frequency dynamically according to the algorithms above, which makes it adapted to variable traffic loads.
Simulation and Evaluation
Our simulation is based on Cooja with SKY platform [10] . Taking into account the stability of the simulation results, we use a simple network topology which is depicted in Figure 1 , where node 1 is the sink node, and node 2~5 are sender nodes. The sender nodes send data to sink node at regular intervals. In this network topology, node 2 can be regarded as any intermediate node in a complex network which is the most obvious affected by the traffic burst in the network. The experiment set the sender nodes send data to the sink node every 10s, so the network burst about every 10s. First, we run the application for 20 minutes using the ContikiMAC with static wake-up frequency of 32Hz, which result in a wake-up interval of 125ms, and Figure 2 shows the message of the average radio duty cycle and power consumption of the nodes in the network. We then also run the application for 20 minutes, but the static wake-up frequency of ContikiMAC is set to 64Hz. And Figure 3 shows the message of the average radio duty cycle and power consumption of the nodes in the networks. Finally we run the application for 20 minutes using the traffic-aware ContikiMAC with: =1, =3, X=2, Y=4, =32, =128. And Figure 4 shows the RDC and power consumption of the nodes. In order to highlight the contrast of the three situations, we show the power consumption in a line chart in Figure 5 . As seen in the line chart, the power consumption is the highest when the wake-up frequency is 64Hz and is the lowest when the ContikiMAC is traffic-aware. So, traffic-aware ContikiMAC has the best energy efficiency in those three conditions.
The packet loss of the simulation is deployed by Figure 6 and Table 1 . As can be seen from the figure and the table, the packet loss is very serious when the static wake-up frequency is 32Hz, and it has seriously affected the normal network communication. And the packet loss is nearly zero when the static wake-up frequency is 64Hz. When using the traffic-aware ContikiMAC, the packet loss rate is slightly higher than the static wake-up frequency with 64Hz, but is far below than the static wake-up frequency with 32Hz, and this will not affect the normal communication in the network. Figure 7 and Table 2 make a further comparison of latency, from which we can see the latency is very high when the static wake-up frequency is 32Hz and it is 31s on average. The latency is lowest when the static wake-up frequency is 64Hz, and it is 9s on average. And the latency with the traffic-aware ContikiMAC is 10s on average. Through the comparative of the above three aspects with power consumption, packet loss and latency, we can draw the following conclusions:
ContikiMAC with static wake-up frequency 64Hz has the lowest packet loss and latency, but the power consumption is very great; ContikiMAC with static wake-up frequency 32Hz has the highest packet loss and latency, while the power consumption is not the lowest; The packet loss and latency in traffic-aware ContikiMAC is analogous to the situation with static wake-up 64Hz, but it has great advantage in power consumption. And the traffic-aware ContikiMAC has much lower packet loss and latency as well as less power consumption than the situation with static wake-up frequency 32Hz. So, the traffic-aware ContikiMAC is better adapted to variable traffic loads.
Summary
This paper focus on the issue that the ContikiMAC with static wake-up frequency is not well adapted to variable traffic loads and proposes a traffic-aware ContikiMAC which can automatically adjusting the duty cycle according to the traffic load. And the simulation results indicate that the traffic-aware ContikiMAC is better adapted to WSN in the performance of power consumption, latency and packet loss.
