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Re´sume´ :
Comme pour de nombreux classifieurs, les pre´dictions
issues d’arbres de de´cision sont naturellement proba-
bilistes. A chaque feuille de l’arbre est associe´e une
distribution de probabilite´ sur les labels estime´e de
fac¸on fre´quentiste. Ces probabilite´s pre´sentent ainsi l’in-
conve´nient majeur d’eˆtre potentiellement non-fiables
dans le cas ou` elles sont estime´es a` partir d’un faible
nombre d’exemples. Les approches baye´siennes empi-
riques permettent la mise-a`-jour de distributions de pro-
babilite´ en fonction des effectifs observe´s. Cet article
pre´sente une approche de correction des probabilite´s
pre´dictives binaires issues d’arbres de de´cision au tra-
vers l’utilisation d’une me´thode baye´sienne empirique.
L’ajustement des probabilite´s pre´dictives des arbres est
ainsi concentre´ sur les feuilles de petites tailles, ce
qui entraıˆne une nette ame´lioration des performances
pre´dictives. L’amplitude de ces corrections est utilise´e
pour ge´ne´rer des fonctions de croyance pre´dictives qui
sont finalement e´value´es par l’extension incertaine de
trois indices d’e´valuation de probabilite´s pre´dictives.
Mots-cle´s :
Correction, probabilite´s pre´dictives, arbres de
de´cision, me´thode baye´sienne empiriques, fonctions de
croyance pre´dictives.
Abstract:
As for many classifiers, decision trees predictions are
naturally probabilistic, with a frequentist probability dis-
tribution on labels associated to each leaf of the tree.
Those probabilities have the major drawback of being
potentially unreliable in the case where they have been
estimated from a limited number of examples. Empirical
Bayes methods enable the updating of observed proba-
bility distributions for which the parameters of the prior
distribution are estimated from the data. This paper pre-
sents an approach of correcting decision trees predictive
binary probabilities with an empirical Bayes method. The
update of probability distributions associated with tree
leaves creates a correction concentrated on small-sized
leaves, which improves the quality of probabilistic tree
predictions. The amplitude of these corrections is used
here to generate predictive belief functions which are fi-
nally evaluated through the extension of three evaluation
indexes of predictive probabilities.
Keywords:
Correction, predictive probabilities, decision trees,
Bayesian empirical methods, predictive belief functions.
1 Introduction
Meˆme si les pre´dictions issues de l’appren-
tissage de mode`les de classification sont
ge´ne´ralement fournies sous une forme pre´cise,
elles sont souvent initialement calcule´es sous
forme de distributions de probabilite´, les la-
bels les plus probables servant de pre´dictions
pre´cises au stade pre´dictif final ou de´cisionnel.
Les arbres de de´cision constituent un mode`le
de classifieurs et de re´gresseurs basiques de
l’apprentissage automatique. Une fois un arbre
construit, les effectifs des labels des exemples
terminant dans chaque feuille sont utilise´s pour
calculer ces probabilite´s pre´dictives. Les proba-
bilite´s associe´es aux feuilles de petite taille, i.e.
ne contenant qu’un faible nombre d’exemples,
ne sont alors que peu fiables e´tant calcule´es a`
partir de peu de donne´es.
Il existe dans la litte´rature classique de l’ap-
prentissage automatique un ensemble de tra-
vaux traitant les proble´matiques de calibration
des probabilite´s pre´dictives associe´s aux classi-
fieurs qui permettent de lisser ou corriger cer-
tain biais intrinse`ques aux diffe´rents mode`les
pre´dictifs conside´re´s [10]. Ces approches im-
pliquent souvent l’application syste´matise´es de
fonctions mathe´matiques ne´cessitant souvent
un ensemble de donne´es de´die´ a` l’e´tape de
calibration et impliquant parfois des calculs
lourds en termes de complexite´ [12] ou ne
conside´rant qu’une sous partie des donne´es
d’apprentissage [15]. D’autres travaux base´s sur
des mode`les cre´dibilistes permettent d’ajuster
les mode`les aux situations ou` des estimations
sont effectue´es sur de petits sous-ensembles de
donne´es [4]. Aucune de ces approches ne per-
met a` notre connaissance un ajustement base´
sur la distribution globale des donne´es d’ap-
prentissage et n’impliquant pas de complexite´
supple´mentaire importante.
Cet article pre´sente une approche permet-
tant l’ajustement des probabilite´s pre´dictives
d’arbres de classification dans le cas de
classes binaires. Pour y parvenir, une me´thode
baye´sienne empirique tenant compte de l’en-
semble de l’e´chantillon d’apprentissage est uti-
lise´e et a pour conse´quence des ajustements des
probabilite´s associe´es aux feuilles relativement
a` leur taille.
Apre`s un rappel des notions ne´cessaires en Sec-
tion 2, l’approche propose´e est de´crite en de´tail
en Section 3. La prise en compte de l’ampli-
tude des ajustements de probabilite´s pre´dictives
re´alise´s permet, en Section 4, la formalisation
d’un mode`le ge´ne´ratif de fonctions de croyance
pre´dictives et l’extension de trois me´triques
d’e´valuation de probabilite´s pre´dictives aux cas
de pre´dictions incertaines cre´dibilistes. En Sec-
tion 6, une premie`re se´rie d’expe´riences illustre
l’apport de la me´thodologie d’une part de fac¸on
pragmatique en termes de qualite´ pre´dictive
et d’autre part par la souplesse de´cisionnelle
qu’elle offre.
2 Pre´-requis
2.1 Arbres de de´cision
L’apprentissage d’un arbre de de´cision corres-
pond a` un partitionnement re´cursif de l’espace
des attributs ou variables pre´dictrices tendant a`
se´parer au mieux les labels (classification) ou
a` diminuer leur variance (re´gression) [1]. Les
donne´es d’apprentissage se re´partissent ainsi
dans les diffe´rentes feuilles des arbres qui sont
alors associe´es aux distributions de probabi-
lite´ correspondant aux proportions de labels des
exemples qu’elles contiennent. Dans cet article
nous nous restreignons au cas de classes bi-
naires note´es {1, 0} ou {+,−}.
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Figure 1 – Probabilite´s pre´dictives
La figure 1 est un exemple d’arbre de de´cision
dans lequel tout exemple exprimant une fatigue
infe´rieure a` 3 aura une probabilite´ de classe po-
sitive estime´e par 7/10, pour tout exemple plus
fatigue´ (plus que 3) et de poids infe´rieur a` 80kg
on aura P (+) = 2/7 et enfin pour un exemple
exprimant une fatigue supe´rieure a` 3 et un poids
supe´rieure a` 80kg on aura P (+) = 1/3. Cette
dernie`re probabilite´ n’est ici estime´e qu’a` par-
tir de 3 exemples, il est donc naturel de la
conside´rer relativement peu fiable.
Diffe´rents crite`res d’arreˆts sont envisageables
pendant l’apprentissage d’un arbre de de´cision
en fonction de la structure de l’arbre (nombre
de feuille, profondeur, etc) ou en termes d’infor-
mation (gain d’impurete´, variance). De manie`re
a` e´viter le sur-apprentissage des me´thodes
d’e´lagage sont ge´ne´ralement mises en œuvre
pour limiter le nombre de feuilles.
2.2 Me´thode baye´sienne empirique
L’infe´rence baye´sienne est une branche impor-
tante des Statistiques qui consiste a` utiliser
les donne´es disponibles pour mettre a` jour la
connaissance qu’on a a priori sur le phe´nome`ne
e´tudie´. Il re´sulte de cette mise a` jour l’obten-
tion de probabilite´s pre´dictives dont la qualite´
de´pendra directement des donne´es. Alors que
l’a priori baye´sien est ge´ne´ralement constitue´
d’une distribution de probabilite´ que l’utili-
sateur attribue subjectivement au phe´nome`ne
e´tudie´ (souvent a` partir de connaissance ex-
perte), pour la me´thode baye´sienne empirique
[13, 3], les parame`tres de cette distribution sont
eux aussi estime´s a` partir des donne´es. Cer-
tains auteurs conside`rent ces me´thodes comme
des approximations de mode`les baye´siens
hie´rarchiques.
En conside´rant un e´chantillon d’une variable bi-
naire x = (x1, ..., xN) ∈ {0, 1}N , pour tout
sous-ensemble x∗ ⊆ x, une estimation natu-
relle (et fre´quentiste) de la probabilite´ de 1 au
sein de x∗, P (X = 1|X ∈ x∗), est sa fre´quence
observe´e p∗1 =
|x∗∩{xi: xi=1}|
|x∗| . Cet estimateur fait
implicitement l’hypothe`se que l’e´chantillon x∗
est suffisamment grand pour estimer la probabi-
lite´ d’obtenir 1 par un tirage ale´atoire futur en
son sein. En supposant que la proportion de 1
au sein de x suit une loi Beta(α, β) (connais-
sance a priori souple), l’approche baye´sienne
empirique revient a` estimer α et β a` partir des
donne´es x puis d’ajuster p∗1 comme suit :
p̂∗1 =
|x∗ ∩ {i : xi = 1}|+ α
|x∗|+ α + β (1)
De cette manie`re p∗1 sera rapproche´ de
l’espe´rance de X , note´e E[x] = α
α+β
et fai-
sant re´fe´rence a` tout l’e´chantillon x, et l’ampli-
tude de ce rapprochement sera d’autant plus im-
portante que la taille de x∗ est petite. L’estima-
teur baye´sien de Cette approche, illustre´e pour
le nombre de tirs re´ussis dans le baseball dans
[2], est ici applique´e aux pre´dictions associe´es
aux feuilles d’un arbre de classification binaire.
2.3 Evaluation de probabilite´s pre´dictives
Meˆme si l’e´valuation d’un classifieur est sou-
vent re´alise´e a` partir de pre´dictions pre´cises
en les comparant au vrais labels au travers
diffe´rentes me´triques (e.g. justesse, pre´cision,
rappel) elle peut cependant eˆtre faite au ni-
veau des probabilite´ pre´dictives, donc en amont.
Trois me´triques d’e´valuation de pre´dictions
probabilistes binaires a` valeurs dans [0, 1] sont
ici pre´sente´es.
En notant y = (y1, ..., yN) ∈ {1, 0}N
les vrais labels et p = (p1, ..., pN) =
[P (y1 = 1), ..., P (yN = 1)] les probabilite´s
pre´dictives de classe {1}, le Tableau 1 re´sume
les de´finitions de l’entropie croise´e ou log-
perte, du score de Brier et de l’aire sous la
courbe ROC. Les deux premie`res me´triques
mesurent l’e´cart entre les observations et
les probabilite´s pre´dites, en pe´nalisant les
probabilite´s des labels les moins probables.
La courbe ROC est un moyen classique
pour quantifier le potentiel pre´dictif d’un
classifieur binaire, elle repre´sente le taux de
vrais positifs (i.e. sensibilite´) en fonction
du taux de faux positifs (1−spe´cificite´) en
conside´rant une variation du seuil d’attri-
bution des classes λ, on a ROC(p, y, λ) =
sensibilite´λp,y(1− specificite´λp,y). L’aire AUC
sous la courbe ROC est un indicateur reconnu
de la qualite´ des pre´dictions probabilistes.
Un bon classifieur binaire sera donc caracte´rise´
par des valeurs d’entropie croise´e et de score de
Brier proches de 0 et une valeur deAUC proche
de 1. Il est cependant a` noter que ces trois
me´triques sont de´finies pour des pre´dictions in-
certaines classiques, i.e. probabilistes.
Tableau 1 – Me´triques d’e´valuation de
pre´dictions probabilistes binaires (p1, ...pN) au
vu des vrais labels (y1, ...yN)
Nom de la me´trique De´finition
entropie croise´e − 1
N
N∑
i=1
[yi log(pi) + (1− yi) log(1− pi)]
score de Brier 1
N
N∑
i=1
(yi − pi)2
aire sous la courbe ROC
1∫
0
ROC(p, y, λ)dλ
3 Correction baye´sienne empi-
rique des probabilite´s pre´dictives
d’arbres de de´cision
L’approche pre´sente´e dans ce papier consiste
a` corriger les probabilite´s pre´dictives des H
feuilles d’un arbre de classification binaire par
une me´thode baye´sienne empirique. On fait
l’hypothe`se que la proportion de label {1}
au sein des feuilles d’un arbre suit une loi
Beta(α, β) (sans fixer a priori les valeurs des
parame`tres α et β). Cette hypothe`se est clas-
sique en infe´rence baye´sienne ou` la loi Beta
est la loi conjugue´e a priori de la loi binomiale.
On peut aussi remarquer que la loi Beta est
a` la fois un cas particulier de la loi de Diri-
chlet (tre`s utilise´e en Statistique Baye´sienne) et
une ge´ne´ralisation de la loi uniforme (U[0,1] =
Beta(1, 1)).
Une fois l’hypothe`se de la loi Beta formule´e,
ses parame`tres α et β sont estime´s a` partir de
l’ensemble {p11, ..., pH1 } des proportions de label
{1} au sein des H feuilles de l’arbre conside´re´.
De manie`re a` pe´naliser les feuilles de petite
taille, on cre´era un e´chantillon E contenant
chaque proportion ph1 re´pe´te´e un nombre de fois
e´gale a` la taille de la feuille conside´re´e, i.e. au
nombre d’exemples qu’elle contient. L’estima-
tion des parame`tres α et β peut eˆtre ensuite
re´alise´e sur E par diffe´rentes approches (mo-
ments, maximum de vraisemblance, moindres
carre´s, etc).
Les proportions p1 au sein des feuilles sont enfin
corrige´es selon l’e´quation (1).
Il est a` noter que d’autres travaux [12,
15] permettent une calibration des probabi-
lite´s pre´dictives par diffe´rentes approches uti-
lisant soit uniquement les distributions des
exemples contenues dans les feuilles de fac¸on
inde´pendante, soit la distribution de tout
l’e´chantillon d’apprentissage mais en appli-
quant des transformations syste´matiques base´es
sur des estimations ne´cessitant de nombreux
calculs (souvent obtenus par validation croise´e).
La me´thode propose´e dans cet article utilise a` la
fois l’ensemble de la distribution des donne´es
d’apprentissage et reste tre`s simple en termes
de complexite´, les parame`tre α et β de l’Equa-
tion (1) n’e´tant estime´s qu’une seule fois pour
tout l’arbre de classification conside´re´.
4 Ge´ne´ration de fonctions de
croyance pre´dictives
L’incertitude exprime´e dans les probabilite´s
pre´dictives d’un classifieur est principalement
ale´atoire. En effet elle repose sur le mode`le
mathe´matique sous-jacent au classifieur et
sur des estimations fre´quentistes. La connais-
sance de l’ajustement baye´sien empirique et
de son amplitude peut permettre d’incorporer
de l’incertitude e´piste´mique aux probabilite´s
pre´dictives. Il est en effet naturel de conside´rer
peu fiables des probabilite´s pre´dictives estime´es
sur un faible nombre d’exemples (et donc for-
tement ajuste´es). Nous proposons en premie`re
approche de ge´ne´rer une fonction de croyance
a` partir d’une probabilite´ pre´dictive en utilisant
son ajustement baye´sien empirique et en attri-
buant un poids a` l’ignorance e´gale a` l’ampli-
tude de cet ajustement. Cette mode´lisation sous-
entend que, plus une probabilite´ pre´dictive est
corrige´e (i.e. plus le sous-e´chantillon conside´re´
est petit), moins elle est fiable. Si on note p1 et
p̂1 une probabilite´s pre´dictive de la classe {1}
et son ajustement, on obtient :
m({1, 0}) = |p1 − p̂1|
m({1}) = p̂1 − |p1−p̂1|2
m({0}) = 1− p̂1 − |p1−p̂1|2
(2)
De manie`re a` faire le moins d’hypothe`ses pos-
sible, une fois la masse de l’ignorance de´finie,
la correction s’effectue syme´triquement entre
les 2 classes. On peut alors remarquer qu’on
a Bel({0}) = 1 − Pl(({1}) et Bel({1}) =
1− Pl(({0}).
Remarque : Ce mode`le de fonction de croyance
peut aussi s’e´crire sous forme de probabilite´
impre´cise : p1 ∈ [p−1 , p+1 ] avec p−1 = p1 −
|p1−p̂1|
2
p+1 = p1 +
|p1−p̂1|
2
(3)
5 Evaluation incertaine
De manie`re a` conserver l’incertitude pre´dictive
contenue dans le mode`le (3) jusqu’au stade
de l’e´valuation des classifieurs, il est pos-
sible de conside´rer les me´triques de´finies
dans le Tableau 1 de fac¸on ensembliste ou
intervalliste. En effet a` un ensemble de
probabilite´s pre´dictives correspond naturelle-
ment un ensemble de valeurs prises par
ces me´triques d’e´valuation. Une probabilite´
impre´cise [p−, p+] calcule´e selon le mode`le (3)
sera donc e´value´e de fac¸on impre´cise par un in-
tervalle de´fini comme suit :
err([p−, p+], y) =
[
min
p∈[p−,p+]
err(p, y), max
p∈[p−,p+]
err(p, y)
]
ou` err sera une des me´triques de´finies dans le
Tableau 1.
Il va de soi qu’en proce´dant de cette manie`re,
plus les feuilles de l’arbre de de´cision e´value´
seront petites, plus les probabilite´s associe´es a`
ces feuilles seront ajuste´es et plus l’e´valuation
des dits arbres sera impre´cise (i.e. plus les in-
tervalles obtenus seront larges). Cette fac¸on de
proce´der repre´sente donc bien un moyen de
propager l’incertitude e´piste´mique relative a` la
structure de l’arbre jusqu’a` son e´valuation. Il
est cependant a` noter que cette solution requiert
un parcours effectif de tout l’intervalle [p−, p+]
ce qui implique une complexite´ calculatoire im-
portante.
6 Expe´riences
Dans cette section, une se´rie d’expe´riences est
mise en oeuvre de manie`re a` illustrer l’inte´reˆt
pratique du mode`le de correction baye´sienne
empirique pre´sente´ dans cet article. A par-
tir de six jeux de donne´es benchmark issus
des sites UCI 1 et Kaggle 2, des validations
croise´es a` 10 couches sont effectue´es avec pour
chaque couche de chaque jeu de donne´es, l’ap-
prentissage d’arbres de de´cision correspondant
a` diffe´rentes complexite´s sur les neuf autres
couches et l’e´valuation sur la couche en ques-
tion a` l’aide des trois me´triques explicite´es dans
le Tableau 1. Le parame`tre ’cp’ (de la fonc-
tion rpart sous R) permet de controˆler cette
complexite´, il repre´sente le gain d’informa-
tion minimal de chaque coupure conside´re´e
pendant l’apprentissage des arbres. Les arbres
nomme´s ’pruned’ sont appris avec une com-
plexite´ maximale (cp = 0) et sont ensuite
e´lague´s selon l’approche classique de l’algo-
rithme CART [1]. Les boites a` moustache
de type ’classique’ et ’EB’ font respective-
ment re´fe´rence aux approches classiques et
ajuste´es par me´thode baye´sienne empirique.
Les e´valuations sont constitue´es des calculs
de me´triques pre´cises pre´sente´es dans le Ta-
bleau 1 ainsi que de leurs extensions incer-
taines de´finies en Section 5. Ces e´tapes sont
re´pe´te´es 150 fois de manie`re a` rendre robuste
au bruit les re´sultats et seules les e´valuations
moyennes des probabilite´s pre´dictives des
arbres sont ici repre´sente´es. Les codes uti-
lise´s pour l’imple´mentation de l’ensemble des
expe´riences pre´sente´es ci-apre`s sont dispo-
nibles sur https://github.com/lgi2p/empiricalBayesDecisionTrees
.
Le tableau 2 repre´sente les caracte´ristiques des
diffe´rents jeux de donne´es utilise´s en termes de
nombre d’exemples (N ), de nombre d’attributs
ou variables pre´dictrices (J) et de nombre de
classes ou labels (K). Les Tableaux 3, 4, 5,
6, 7 et 8 contiennent les e´valuations moyennes
1. https ://archive.ics.uci.edu/ml/datasets.html
2. https ://www.kaggle.com/datasets
Tableau 2 – Dimensions des jeux de donne´es
N J K
banana 5300 2 2
bankLoan 5000 12 2
banknote 1372 4 2
mammo 830 5 2
pima 768 8 2
ticTacToe 958 9 2
calcule´es pour chaque jeu de donne´es et pour
chaque type d’arbre, sur l’ensemble des 150 va-
lidations croise´es effectue´es, avant et apre`s cor-
rections. Les Figures 2 et 3 illustrent les distri-
butions de ces re´sultats sous forme de boites a`
moustache pour l’entropie croise´e pre´cise sur
le jeu de donne´es ’banana’ et pour le score
de Brier pre´cis sur le jeu de donne´es ’bank-
Loan’ au regard des supports des e´valuations in-
certaines correspondantes (seuls les extremums
des me´triques incertaines sont repre´sente´s).
Tableau 3 – Entropies croise´es avant correction
dataset \ cp 0 0.001 0.005 0.01 0.05 pruned
banana 0.410 0.351 0.355 0.419 0.425 0.359
bankLoan 1 0.665 0.568 0.571 0.571 0.566
banknote 0.330 0.329 0.322 0.331 0.347 0.329
mammo 0.444 0.437 0.414 0.409 0.450 0.416
pima 0.886 0.884 0.742 0.655 0.565 0.630
ticTacToe 0.221 0.221 0.213 0.210 0.549 0.214
Tableau 4 – Entropies croise´es apre`s correction
dataset \ cp 0 0.001 0.005 0.01 0.05 pruned
banana 0.287 0.300 0.334 0.418 0.424 0.358
bankLoan 0.640 0.582 0.568 0.571 0.571 0.566
banknote 0.173 0.174 0.180 0.225 0.346 0.328
mammo 0.419 0.419 0.410 0.406 0.450 0.416
pima 0.557 0.557 0.545 0.541 0.564 0.630
ticTacToe 0.188 0.188 0.188 0.191 0.550 0.214
On observe des entropies croise´es des
arbres corrige´es quasiment syste´matiquement
infe´rieures a` celles des arbres non-corrige´s.
Cette augmentation de performance est nette
pour les grands arbres (appris avec une faible
Tableau 5 – Scores de Brier avant correction
dataset \ cp 0 0.001 0.005 0.01 0.05 pruned
banana 0.084 0.086 0.097 0.129 0.131 0.086
bankLoan 0.229 0.204 0.190 0.192 0.192 0.189
banknote 0.040 0.040 0.043 0.057 0.098 0.041
mammo 0.130 0.130 0.125 0.123 0.140 0.126
pima 0.188 0.188 0.184 0.183 0.189 0.186
ticTacToe 0.061 0.061 0.061 0.062 0.187 0.062
Tableau 6 – Scores de Brier apre`s correction
dataset \ cp 0 0.001 0.005 0.01 0.05 pruned
banana 0.083 0.086 0.097 0.129 0.131 0.086
bankLoan 0.219 0.198 0.190 0.192 0.192 0.189
banknote 0.040 0.040 0.042 0.057 0.098 0.041
mammo 0.129 0.129 0.125 0.123 0.140 0.126
pima 0.183 0.183 0.179 0.179 0.188 0.186
ticTacToe 0.060 0.060 0.060 0.062 0.187 0.061
Tableau 7 – AUC avant correction
dataset \ cp 0 0.001 0.005 0.01 0.05 pruned
banana 0.946 0.936 0.920 0.872 0.867 0.937
bankLoan 0.778 0.772 0.747 0.722 0.720 0.755
banknote 0.843 0.838 0.821 0.799 0.777 0.827
mammo 0.852 0.848 0.835 0.819 0.789 0.839
pima 0.839 0.836 0.826 0.812 0.771 0.821
ticTacToe 0.861 0.858 0.850 0.838 0.758 0.846
Tableau 8 – AUC apre`s correction
dataset \ cp 0 0.001 0.005 0.01 0.05 pruned
banana 0.948 0.937 0.920 0.872 0.867 0.937
bankLoan 0.781 0.773 0.747 0.722 0.720 0.755
banknote 0.845 0.840 0.822 0.799 0.777 0.827
mammo 0.854 0.850 0.836 0.819 0.789 0.838
pima 0.842 0.839 0.828 0.813 0.771 0.821
ticTacToe 0.864 0.860 0.851 0.839 0.758 0.845
Figure 2 – Entropie croise´e pre´cise et incertaine
en fonction de la complexite´
Figure 3 – Score de Brier pre´cis et incertain en
fonction de la complexite´
valeur de l’hyper-parame`tre ’cp’ et contenant
ainsi de nombreuses feuilles), un peu moins
visible pour les petits arbres et tre`s limite´e
pour les arbres e´lague´s (’pruned’). Le meˆme
phe´nome`ne de gain en performance propor-
tionnel a` la taille des arbres est globalement
observable pour le score de Brier et l’indice
AUC mais dans de plus petites proportions.
Les intervalles forme´s par les e´valuations incer-
taines correspondent a` peu pre`s aux intervalles
forme´s par les e´valuations pre´cises sans et avec
corrections baye´siennes. On peut toutefois re-
marquer sur les Figure 2 et 3 qu’il arrive que les
e´valuations incertaines sortent quelque fois de
ces bornes naturelles (arbres e´lague´s de la Fi-
gure 2 et grands arbres de la Figure 3), mettant
ainsi en avant la non-convexite´ des me´triques
d’e´valuation des probabilite´s pre´dictives incer-
taines.
7 Conclusion
Le mode`le de correction baye´sienne empirique
pre´sente´ dans cet article pour les probabilite´s
pre´dictives issues d’arbres de de´cision pre´sente
un inte´reˆt certain en termes de performances
pre´dictives et cet inte´reˆt concerne surtout les
arbres de grande taille. Le fait que les correc-
tions baye´siennes n’ame´liorent quasiment pas
les performances des arbres petits (i.e. de faible
complexite´) ou e´lague´s laisse a` penser que
la correction baye´sienne repre´sente une sorte
d’e´quivalent ou d’alternative a` l’e´lagage, qu’en
ramenant les probabilite´s pre´dictives des pe-
tites feuilles vers leurs moyennes globales (i.e.
calcule´es au sein de l’e´chantillon d’apprentis-
sage total) elle diminue le phe´nome`ne de sur-
apprentissage.
Dans cet article les corrections baye´siennes ne
sont re´alise´es qu’au stade pre´dictif, i.e. au ni-
veau des feuilles. Adopter la meˆme de´marche
pendant tout le processus d’apprentissage est
envisageable en proce´dant de la meˆme manie`re
au niveau des calculs d’impurete´ (donc pour
toutes les coupures conside´re´es). Il sera alors
inte´ressant de comparer les re´sultats obtenus
avec ceux de [4] qui poursuit le meˆme but
(pe´naliser les petites feuilles) en se basant
sur un mode`le fre´quentiste ajuste´ de fac¸on
cre´dibiliste ou` un poids de 1
N+1
est attribue´
a` l’ignorance lors de l’e´valuation des gains
d’information des diffe´rentes coupures a` par-
tir des probabilite´s de chaque classe. Les ap-
proches de ge´ne´ration de fonctions de croyance
pre´dictives base´es sur l’utilisation de la vrai-
semblance cre´dibiliste [6, 9] repre´sentent aussi
une alternative inte´ressante a` laquelle il sera
important de se comparer tant en termes de
performances pre´dictives que relativement a` la
se´mantique sous-jacente. Il est important de re-
marquer que les deux approches pre´ce´demment
cite´es se basent sur la distribution des exemples
au sein des feuilles de fac¸on individuelle, en cas
d’e´chantillon d’apprentissage de´se´quilibre´ elles
ne permettent pas de correction en direction de
la distribution ge´ne´rale comme c’est le cas avec
le mode`le baye´sien empirique. Dans le meˆme
esprit, l’approche pre´sente´e dans ce papier pour
le contexte de classification binaire pourrait eˆtre
e´tendue au cas multiclasse en re´utilisant les
me´thodes employe´es dans [14]. De fac¸on plus
ge´ne´rale, tous les classifieurs dont l’apprentis-
sage ou l’utilisation au stade pre´dictif implique
des calculs de probabilite´s fre´quentistes pour-
raient potentiellement be´ne´ficier de ce type de
correction baye´sienne.
Le mode`le de ge´ne´ration de fonctions de
croyance pre´dictives et surtout l’extension des
me´triques d’e´valuation au contexte cre´dibiliste
propose´s dans ce travail pourraient eˆtre large-
ment enrichis par une mode´lisation plus fine de
l’incertitude issue des probabilite´s pre´dictives
initiales et de leurs corrections. Il serait par
exemple possible d’utiliser les distances pro-
pose´es dans [8] de manie`re a` complexifier la
repre´sentation des me´triques d’e´valuation in-
certaines au-dela` des simples intervalles. Il se-
rait aussi souhaitable d’estimer directement les
bornes des intervalles d’e´valuation incertaine
sans avoir a` les parcourir de fac¸on effective a`
partir d’approches a` base de simulations comme
dans [5] ou de re´sultats d’optimisation tels que
dans [7].
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