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Abstract
In many multiphase systems, material interfaces can be destabilized by shocks. Small disturbances at these
interfaces can grow in size to form large-scale ﬁngers. We consider a shock propagating through a system that
consists of two types of particles, of different mass, that are initially separated by an interface, but are free to mix.
In the classical case of immiscible ﬂuids, the ﬁnger of heavy ﬂuid propagating into the light ﬂuid grows faster and
becomesmuch thinner than the ﬁnger of light ﬂuid propagating into the heavy ﬂuid.We show that collisions between
particles of different types lead to shock focusing that causes a secondary ﬂow that is initially similar to the ﬂuid
case. However, the particle system can exhibit completely different qualitative behavior in the nonlinear-growth
phase and can give rise to the situation where the ﬁnger of heavymaterial is actually wider than the ﬁnger of the light
material. We show that this qualitative change is due to a strong decompression that occurs in the heavy material.
We also show that microscopic mixing can have an important impact on ﬁnger growth.
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1. Introduction
The interaction of shocks with material interfaces in ﬂuids is extremely important in basic science and
has fundamental bearing on a wide range of engineering applications. In immiscible ﬂuids the pioneering
work was carried out by Ritchmyer [13] who performed a linear analysis for shock-induced ﬁngering
instabilities and Meshkov [9] who achieved the ﬁrst experimental conﬁrmation of this instability. Since
then, this ﬁngering instability has become a classical multiphase ﬂow problem in ﬂuid dynamics and
is known as Ritchmyer–Meshkov (RM) instability. New experiments have been conducted to study
various aspects of this ﬁngering instability [2,5] and various numerical methods have been used in
simulations, including ﬁnite differences, automatic local mesh reﬁnement, front tracking, level sets and
vortex dynamics [1,3,7,8,10,12,17,18].Thenumerical studies have also been carried out for shock-induced
ﬁngering instability in cylindrical geometry [20,21] and a scaling law has been found for systems with
strong shocks [20].
In the immiscible ﬂuid case, an incident shock collides with an interface between two ﬂuids and
bifurcates into a transmitted shock and a reﬂected wave. If the incident shock wave is not normal to the
interface, then the transmitted shock will be subject to refraction because the sound speeds differ in the
two materials. The reﬂected wave can be either a shock or a rarefaction wave depending on the material
properties of the ﬂuids and the incident shock strength [16]. Ritchmyer [13] developed the linear theory for
the case of reﬂected shock.Yang et al. [16] developed the linear theory for the case of reﬂected rarefaction
wave. When the incident shock passes from light ﬂuid to heavy ﬂuid these interface disturbances grow
directly, but when the incident shock passes from heavy ﬂuid to light ﬂuid the disturbance initially gets
smaller before inverting and growing in the opposite direction [16]. This phenomena is known as phase
inversion in the literature.
After the shock has passed through the interface the initial disturbance evolves into a nonlinear stage
that leads to the development of ﬁngers. The basic structures of ﬁngers are bubbles and spikes. A bubble
is a portion of light material that penetrates into the heavy material and a spike is a portion of heavy
material that penetrates into the light material. It is well known that, in ﬂuids, bubbles are always wider
than spikes. Understanding the behavior of these bubbles and spikes plays an important role in the study
of supernova and inertial conﬁnement fusion.
Fingering is a highly nonlinear phenomenon, the traditional perturbation methods are usually not
applicable for predicting the size of the ﬁngers. Several theoretical approaches have been developed for
studying the nonlinear behavior of the ﬁngers. For one-phase incompressible systems (the other phase is
vacuum), Layzer proposed a model for bubbles in a gravity-induced instability. This approach has been
extended to bubbles for the shock-induced instability [6]. Based on this approach, analytical predictions
for the size of the bubble have been determined for both asymptotic large time [4] and ﬁnite time [11,19].
It has beenwidely speculated that this type of approach is only applicable to bubbles but not to spikes since
spikes and bubbles have qualitatively different asymptotic shapes and behavior in single-phase systems.
The shape of the bubble has a ﬁnite width while the shape of spike approaches a very thin ﬁlament. The
bubble velocity decays to zero while the spike velocity approaches a constant. Zhang provided the ﬁrst
analytical prediction for the growth rates of spikes at the shock-induced unstable interface and showed a
surprising result: the Layzers approach is also applicable to spikes [19]. The theoretical prediction is in
good agreement with the results from numerical simulations [19]. Zuﬁrias [26] approach is an extension
of Layzers approach. Both approaches were derived from a set of very similar approximations. The only
difference is the choice of velocity potential. It has been widely believed that both models would give
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the same predictions for the asymptotic behavior of bubbles. However, Sohn and Zhang have shown
that this conjecture is incorrect. The predictions from these two models are qualitatively the same, but
quantitatively different [14].
For two-phase compressible systems, Zhang and Sohn have developed a nonlinear theory for the
ﬁngering instability in two dimensions [22–24] and in three dimensions [25]. The theoretical approach
consists of three steps: (i) identifying the dominant factors which govern the dynamics of the unstable
material interfaces in early and late times; (ii) constructing an approximate solution for the nonlinear stage
of the ﬁnger growth by Pade approximation; (iii) connecting the solution for the linear regime and the
solution for the nonlinear regime through amatching technique.The theory provides analytical predictions
for the growth rate and the size of the ﬁngers at a shock-driven interface. The theoretical predictions from
this approach are in excellent agreement with the results from full numerical simulations and experimental
data [7,22–25].The theory showed that compressibility is only important at the early stage of ﬁnger growth
and, at late stage, the systems become nearly incompressible.
Although a large body of research work has been carried out for ﬁngering instability in ﬂuids, however,
little has been done towards studying the similar ﬁngering instability in particle systems. Mixing, segre-
gation and instability in particulate systems are profoundly important in the handling, transportation and
processing of granular materials. The implications of mixing are particularly important in an enormous
range of industrial processes where particulate matter is routinely excited by discrete impulses that send
shock waves through the material. A fundamental understanding of these types of instability would be an
important step in developing efﬁcient methods to enhance the mixing of granular materials. Yet, to our
knowledge there has been no fundamental study of the effects of shock-induced mixing on particulate
systems.
We consider a system composed of two types of particles of different mass separated by an interface
with a ﬁnite initial disturbance. We then generate a shock wave by pushing a smooth rigid wall towards
the interface. As the shock passes through the perturbed interface, the interactions between the different
types of particles will lead to differences in the propagation speed of the shock. Our numerical simulations
show that this gives rise to a secondary ﬂow pattern that leads to instability and ﬁnger growth. When
the shock propagates from the light particles to the heavy particles we typically observe direct growth
of the ﬁngers, and when the shock propagates from the heavy particles to the light particles we typically
observe that the ﬁngers become inverted before ultimately growing. This initial stage of ﬁnger growth
is superﬁcially similar to the ﬂuid case. However, the late stages of ﬁnger growth differs dramatically
from the ﬂuid case. In particular, when the shock propagates from the heavy to light material the spike
can become wider than the bubble. This is in sharp contrast to the behavior of ﬁngers in the classical
ﬂuid case.
2. Formulation
We choose our particle system to be as similar as possible to the analogue ﬂuid system. We consider a
system consisting of two types of smooth spheres separated by a perturbed interface. Initially, particles
on each sides of the interface are randomly located. The masses of the particles on different sides of the
interface are different.Wewill focus on the case in which all particles have the same radius and occupy the
same fraction of the volume on either sides of the interface prior to the arrival of the shock.Wewill assume
that the accelerations caused by the arrival of the shock are much greater than the accelerations caused by
any body forces that the particles may experience. We initiate a shock by pushing the left boundary wall,
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which is smooth and rigid, to the right with a ﬁxed velocity. We nondimensionalise lengths and times so
that the particles have unit radius and the left boundary moves with unit speed. The mass of the wall is
much larger than the mass of the particles, therefore the velocity of the wall is not affected by collisions
with particles. We assume that the velocity of the shock is much larger than any initial thermal energy of
the particles and so all particles can be approximated as being initially at rest. At the top and bottom of
the domain we impose periodic boundary conditions. The right side of the domain is open and particles
are free to expand indeﬁnitely. We note that this situation is identical to the case when a set of particles
moving with a ﬁxed speed collides with a stationary wall.
3. Computational method
Initially, the material becomes highly compressed by the shock because the speed of the shock is much
larger than any thermal energy. This means that there will be a large number of rapid interactions between
particles. Theoretically this situation can be modeled by considering instantaneous binary hard-sphere
collisions. This gives rise to methods that either compute the times at which collisions between particles
occurs and hence update the velocities, or methods that propagate particles for a ﬁnite time and attempt to
resolve collisions by using the appropriate collision rules. However, simple tests show that regions of very
high volume fraction will form in the vicinity of the shock. Interactions involving very large numbers of
rapid particle interactions can occur in these high volume fraction regions. It takes a substantial amount
of computational time to resolve these collisions. For general particle systems, in which the particles may
feel complicated force interactions, it is numerically more efﬁcient to assume that particle collisions are
not instantaneous and that interactions between particles have a ﬁnite, but very short, duration. In this
approach, when two particles collide or when a particle collides with the wall the particles experience
a force that is only a function of their overlap distance. The force, F, experienced by colliding particles
is zero if they do not overlap and is along their line of centers with magnitude given by the following
functional form if overlap occurs
|F | = S exp
(x

− 
x
)
. (1)
Here x is the magnitude of the overlap, S is the strength of the force and  is the length over which
the force increases. When a particle collides with the wall the particle experiences a force that has
the same magnitude as the expression for inter-particle collisions, but is in the direction normal to
the wall. This functional form is chosen because the force has derivatives that are continuous at all
orders when the particles are just in contact (x = 0). This means that we can make use of high-order
numerical techniques. This approach has the advantage that it has a continuous potential and is well
suited to vectorised computations. It is important to ensure that the durations of the particle interactions
are sufﬁciently short so that there is no signiﬁcant delay in the transfer of momentum. In addition, we
require that the force between particles be such that signiﬁcant penetration of particles does not occur.
These criteria requires the use of large values for S and small values for . We have carefully tested
this method against an exact hard-sphere collision algorithm and have chosen parameters such that the
difference between the two is negligible. For the simulations presented in this paper we use S = 1000
and  = 0.1. Given this formulation the particle velocities and positions are updated using a standard
fourh-order Runge–Kutta technique with variable step size. The variable step size is crucial because the
required step size can vary signiﬁcantly depending on the volume fraction and typical velocities.
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Although this method is well suited to very dense ﬂows where frequent collisions occur, it is very
inefﬁcient for low volume fraction systems. Since we must choose the force to be sufﬁciently strong that
signiﬁcant particle penetrations never occur, the time stepmust be small. For low-volume fraction systems
the particles experience only brief contacts relative to their travel distance. In this case, the majority of
particle interactions are binary collisions and it is natural to attempt to propagate particles by determining
the time at which collisions occur (standard event-driven approach). However, Valiveti and Koch [15]
have shown that such an approach is not applicable to general systems (for example, bidisperse particles
with drag) because these systems give rise to nonlinear equations that cannot be solved efﬁciently. They
propose an approach that consists of a ﬁxed time step propagation and collision checking after each step
[15]. This formulation is suitable for propagating particles in low volume fraction regions.
Our numerical algorithm takes the advantages of both methods. We use the method that computes
the forces to propagate particles in high-volume fraction regions and the collision-detection method to
propagate particles in low-volume fraction regions. To achieve this goal, we divide the particles into two
groups: particles that have sufﬁciently long contacts are in the group using the Runge–Kutta method
for propagation, and particles in low-volume fraction regions are in the group using collision detection
method for propagation. If a rapidly moving particle, originally in the collision detection method group,
is sufﬁciently close to a high-volume fraction region or if three or more rapidly moving particles collide
during a time step then it will be transferred to the group that uses the Runge–Kutta method. On the other
hand, if a particle, originally in the group of particles that are using the Runge–Kutta method, moves
sufﬁciently far away from any other particle, it will be transferred to the collision detection method group.
This hybrid approach provides us with an efﬁcient method for dealing with general particle systems that
contain regions of high- and low-volume fractions and allows us to easily and efﬁciently incorporate
general features such as nonlinear drag.
In addition, an underlying mesh is used to achieve a fast detection of particle collisions and calculation
of inter-particle forces. We have designed and developed a suitable data structure and implementation,
that ensures that forces and collisions only occur between particles in adjacent mesh blocks. This gives
rise to a highly efﬁcient and accurate numerical method for general particulate systems. This approach
leads a numerical method that scales linearly with number of particles, which is optimal.
4. Results
In this section we present the results of simulations where the initial shape of the disturbance on the
interface has either a sinusoidal form or a rectilinear form (Fig. 1). Both initial shapes give somewhat
similar qualitative behavior, but we show that the rectilinear perturbations give rise to stronger shock
focusing that leads to important differences in the evolution of the ﬁngers. By considering these two
interface shapes we will show how collisions between different particle types modify the shock speed and
hence lead to different shock focusing. In addition, since the rectilinear case gives larger shock focusing
we can compare ﬂows that have different rates of ﬁnger growth.We consider two-dimensional motions of
disks since this is simple to visualize and therefore has a greater explanatory power, although the results
can be reproduced in three-dimensional simulations of spheres. We choose a computational domain that
contains Nl light particles and Nh heavy particles. All of our simulations are performed at the relatively
large initial volume fraction of 0.2. In all of these simulations, we take the mass of the heavy particles to
be 10 times larger than the mass of the light particles. If we choose a mass ratio very close to unity we
ﬁnd that the motion of the bubble and spike are almost identical and the phenomena we wish to illustrate,
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Fig. 1. The initial conﬁgurations of particles with (a) sinusoidal interface perturbation and (b) a rectilinear interface perturbation.
The left boundary of the domain is a smooth rigid wall moving with unit speed to the right and the right-hand side of the domain
is open. The top and bottom boundaries are periodic. All ﬁgures are shown in a frame of reference that is moving with the speed
of the wall.
Fig. 2. A shock propagates from material composed of light particles into material composed of heavy particles. The different
phases are separated by a sinusoidal perturbation. (a) time = 66, the shock is propagating through the light material towards
the interface. (b) time = 93, the shock has interacted with the interface. Heavy particles move more slowly than light particles
following collisions between the two different types of particles. (c) time = 166, the differences in shock speed cause refraction
of the shock. (d) time = 231, the shock becomes focused and creates regions of relatively large pressure (marked with crosses).
(e) time = 275, the high pressure regions set up a secondary ﬂow that drives the some of the heavy particles towards the interface.
This generates vorticity that causes the interface to roll up and push the light particles into the center. (f) time = 366, the late
time evolution shows the bubble occupying the majority of the width of the channel. The bubble remains a relatively coherent
structure with little microscopic mixing.
namely the differences between behavior of spikes and bubbles, becomes rather indistinct. On the other
hand if we choose very large mass ratios the light particles can achieve very high speeds that force the
numerical method to take extremely small time steps and hence become very inefﬁcient. We ﬁnd that a
mass ratio of 10 represents a good compromise between these two difﬁculties.
In Figs. 2(a–f) and 3(a–f) we show the evolution of the interface for the shock propagating from the
light material to the heavy material for the sinusoidal and rectilinear perturbations, respectively. The left
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Fig. 3. A shock propagates from material composed of light particles into material composed of heavy particles. The two phases
are separated by a rectilinear perturbation. (a) time = 66, the shock is propagating through the light material towards the interface.
(b) time = 94, the shock has interacted with the interface. (c) time = 100, the differences in shock speed cause refraction of the
shock. The geometry implies that the refraction is stronger than the sinusoidal case shown in Fig. 2(c). (d) time = 143, the shock
becomes focused and creates regions of relatively large pressure (marked with crosses). Note that the shock is focused more
strongly than that in Fig. 2(d). (e) time = 246, the high pressure regions set up a secondary ﬂow. The vorticity and speed of this
ﬂow are much larger than that in Fig. 2(e). (f) time = 420, the late time evolution shows the bubble occupying the majority of
the width of the channel.
boundary wall moves to the right with unit speed and all of the images are shown in the frame of reference
that is moving with the wall. The light particles are shown in grey and the heavy particles in black. For
the purposes of visualization the particles are plotted with a radius that is 2 times their true radius.
In Figs. 2(a) and 3(a) we see the incident shock approaching the perturbed interface. Prior to interacting
with the interface the shock is stable and hence remains approximately one dimensional. In Figs. 2(b)
and 3(b) the shock has hit the interface. When the light particles collide with the heavy particles on
the other side of the interface the heavy particles move to the right with a small velocity and the light
particles can be reﬂected back if the collision is sufﬁciently close to being head-on. The lower speed of
the heavy particles means that the transmitted shock propagates much slower in the phase of the heavy
particles. Figs. 2(c) and 3(c) show the curved wave pattern resulting from the differences in shock speed.
As this wave pattern propagates into the heavy material it is focused and leads to regions that contain
large numbers of energetic particles. The high-volume fraction and energy density give rise to regions that
have a large effective pressure that are marked with crosses in Figs. 2(d) and 3(d). We note that the shock
focusing for the rectilinear perturbation is much stronger than the focusing for the sinusoidal perturbation
and this leads to a higher pressure and faster ﬁnger growth for the rectilinear case. These high pressure
regions set up a secondary ﬂow that drives the portions of the interface closest to the crosses back towards
the wall. This in turn sets up a return ﬂow of particles in the center of the domain and hence generates
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a large amount of vorticity at the interface. This vorticity causes a large number of the light particles to
ﬂow into the return ﬂow which in turn becomes increasingly wide (see Figs. 2(e) and 3(e)). Due to the
stronger shock focusing, the rectilinear case clearly has much more vorticity than the sinusoidal case. In
Figs. 2(f) and 3(f) we show the late time evolution of the ﬂow. Here, the whole system is decompressing
into the vacuum on the right of the domain. The central bulk of light particles, namely the bubble, is still
highly coherent and occupies the vast majority of the width of the domain. The spikes have propagated
far enough that they have interacted with the left boundary wall and are forced to ﬂow along this wall.
Although the system has reached a relatively low-volume fraction the degree of mixing is not that large.
In many respects this (light-to-heavy) particle system mirrors very closely the features of the analogue
ﬂuid system.We see direct ﬁnger growth, large vorticity generation and bubbles that are much wider than
spikes.
In immiscible ﬂuids, the interface between the heavy and light ﬂuids remains as a distinct boundary, but
in the particle system it is difﬁcult to precisely deﬁne the shape of the interfaced since substantial mixing
can occur. Hence, in order to quantify the dimensions of the ﬁngers we develop measures for the widths
and lengths of the bubbles and spikes.We divide the domain using a vertical line whose location is chosen
such that the number of light particles to the right of the line and the number of heavy particles to left of
the line are equal. We let {(xi, yi)}i=1···Nl be the locations of all the light particles and {(Xi, Yi)}i=1···Nh
be the locations of all the heavy particles. We ﬁrst consider the case in which the shock propagates from
light particles to heavy particles. We choose the vertical line to be located at x = L, where L is given by
L = mean
{
x
∣∣∣∣∣
Nl∑
i=1
H(xi > x) =
Nh∑
i=1
H(Xi <x)
}
, (2)
where H is the Heaviside step function.We deﬁne the lengths of the heavy and light ﬁngers, Fh and Fl, as
the root-mean-square value of the distance from the x locations of the intruding heavy and light particles
to dividing line, respectively.We deﬁne the width of the heavy ﬁngers, Wh, as the root-mean-square value
of the vertical component of the difference between the locations of the intruding heavy particles and the
center of the heavy ﬁnger. The width of the light ﬁnger, Wl, is similarly deﬁned. In the case in which the
shock propagates from light particles to heavy particles, the expressions for the respective lengths and
widths of these ﬁngers are
Fl =
√√√√∑Nli=1H(xi >L)(xi − L)2∑Nl
i=1H(xi >L)
, (3a)
Fh =
√√√√∑Nhi=1H(Xi <L)(Xi − L)2∑Nh
i=1H(Xi <L)
, (3b)
Wl =
√√√√∑Nli=1H(xi >L)(yi − y¯l)2∑Nl
i=1H(xi >L)
(3c)
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Fig. 4. The lengths of the bubbles and spikes (as deﬁned in Eqs. (3a) and (3b)) for a shock propagating from material composed
of light particles into material composed of heavy particles for sinusoidal and rectilinear initial interface disturbances.
and
Wh =
√√√√∑Nhi=1H(Xi <L)(Yi − y¯h)2∑Nh
i=1H(Xi <L)
. (3d)
Here, y¯l and y¯h are the mean vertical locations the light and heavy ﬁngers in the intrusions, respectively,
and wemust consider the periodic nature of the domain when computing the distances Yi − y¯h and yi − y¯l.
The ﬁnger lengths and widths are deﬁned in a similar way for the case in which the shock propagates
from heavy particles to light particles.
In Fig. 4 we plot the ﬁnger lengths of the bubbles and spikes for the sinusoidal and rectilinear per-
turbations. For both perturbations the length of the ﬁngers initially decreases as the shock propagates
through the disturbance. This is because the shock compresses lengths in the horizontal direction and this
gives an apparent decrease in the length of the ﬁnger. When the material decompresses the spikes grow
considerably faster than the bubbles. In Figs. 5(a) and (b) we plot the bubble and spike widths for the
sinusoidal and rectilinear perturbations, respectively. In both cases the bubble width initially increases
rapidly and the spike width decreases. This leads to a rapidly moving narrow spike that moves towards
the left wall. This behavior is fully consistent with phenomena observed in the classical shock-induced
ﬁngering in ﬂuids. Eventually, small scale mixing becomes important and this leads to an increase in the
spike width that is not observed in ﬂuids.
In Figs. 6(a–f) and 7(a–f) we show the evolution of the interface for the shock propagating from
the heavy material to the light material for the sinusoidal and rectilinear perturbations, respectively. As
the shock passes through the interface, the heavy particles collide with the light particles (Figs. 6(b)
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Fig. 5. (a) The widths of the bubbles and spikes (as deﬁned in Eqs. (3c) and (3d)) for a shock propagating frommaterial composed
of light particles into material composed of heavy particles for sinusoidal and rectilinear initial interface disturbances. (b) The
widths of the bubbles and spikes (as deﬁned in Eqs. (3c) and (3d)) for a shock propagating from material composed of light
particles into material composed of heavy particles for sinusoidal and rectilinear initial interface disturbances.
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Fig. 6. A shock propagates from material composed of heavy particles into material composed of light particles. The two
phases are separated by a sinusoidal perturbation. (a) time = 66, the shock is propagating through the light material towards
the interface. (b) time = 96, the shock has interacted with the interface. Light particles move more rapidly than heavy particles
following collisions between the two types. (c) time = 105, the differences in shock speed cause refraction of the shock. (d)
time = 147, the shock becomes focused and creates regions of relatively large pressure (marked with crosses). (e) time = 169,
the high pressure regions set up a secondary ﬂow that drives the heavy particles into spikes at the top and bottom of the domain.
(f) time = 288, the late time evolution shows the spikes decompressing into the center of the domain and occupying the majority
of the width of the channel. Mixing has had a strong effect and the bubble and spike have become signiﬁcantly mixed and both
have similar widths.
and 7(b)). In these systems the light particles move to the right with a speed larger than the average
speed of the heavy particles before collision and the heavy particles are slowed down only slightly by
the light particles. Hence the shock speed increases as the shock goes through the interface. This causes
the refraction of the shock to occur in the opposite direction to the light-to-heavy case. In addition,
since the heavy particles typically continue to move to the right after collision with the light particles
the degree of compression of the system is much less than that in the light-to-heavy case. The focusing
of the shock waves and the regions of high pressure (marked by a crosses) occur in the middle of the
domain. This should be compared with Figs. 2(d) and 3(d) for the light-to-heavy case in which the shock
was focused in completely different regions. The shock focusing in the rectilinear case is again stronger
than that in the sinusoidal case. Therefore the rectilinear case has higher pressure, faster secondary ﬂows
and more vorticity generation. The area of high pressure pushes the initial disturbance in the middle of
the domain back to the left until the interface shape becomes approximately ﬂat (Figs. 6(c) and 7(c)).
However, the interface continues to move in this direction and ultimately inverts (Figs. 6(d) and 7(d)).
This motion causes a return ﬂow of heavy particles at the top and bottom of the domain that lead to the
formation of spikes. There is much less generation of vorticity than in the case of light-to-heavy shock
propagation. This is because the light particles are unable to affect the motion of the heavy particles to the
same extent as the heavy particle could affect the motion of the light particles in the light-to-heavy case.
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Fig. 7. A shock propagates from material composed of heavy particles into material composed of light particles. The two phases
are separated by a rectilinear perturbation. (a) time = 58, the shock is propagating through the light material towards the interface.
(b) time = 96, the shock has interacted with the interface. (c) time = 105, the differences in shock speed cause refraction of
the shock. The refraction is stronger than that in Fig. 6(c). (d) time = 147, the shock becomes focused and creates regions of
relatively large pressure (marked with crosses). The strong focusing leads to higher pressure than that shown in Fig. 6(d). (e)
time = 169, the high pressure regions set up a secondary ﬂow that drives the heavy particles into spikes at the top and bottom of
the domain. (f) time = 288, the late time evolution shows the spikes decompressing into the center of the domain and occupying
the majority of the width of the channel. The spikes exert a strong force on the bubbles and hence force the bubbles to become
narrower. However, eventually mixing will become dominant and the bubble and spike have become signiﬁcantly mixed and
hence both will become wider.
Consequently, the system is less compressed. The spikes then continue to ﬂow out into the light material
and rapidly decompress both horizontally and vertically because the light particles exert insufﬁcient
pressure to prevent the heavy particles from invading their space. This means that the spikes become
increasingly wide in the late-time evolution of the system. This is in sharp contrast to the ﬂuid case in
which the spikes become increasingly narrow. The cause of this difference is that the particle system is
still highly compressible even in the late stages of the motion and this allows the heavy material to occupy
an increasingly large area as it decompresses. This is in contrast to classical ﬂuid systems in which the
material becomes nearly incompressible after the passage of the shock. There are two competing effects
in the interaction between the bubble and spike. The ﬁrst effect is that the light particles in the bubbles can
offer little resistance to the invading heavy particles and so are pushed into the center. This tends to make
the bubbles narrower. The second effect is that small-scale mixing between light and heavy particles and
this causes the both spikes and bubbles to widen.
In Fig. 8 we plot the ﬁnger lengths of the bubbles and spikes for the sinusoidal and rectilinear perturba-
tions. For both perturbations the length initially decreases as the shock propagates through the disturbance
because of compression of horizontal lengths by the shock. As in the light-to-heavy case, when the ma-
terial decompresses the spike grows considerably faster than the bubble and the rectilinear perturbation
has faster growth than the sinusoidal perturbation.
420 J.J. Wylie et al. / Journal of Computational and Applied Mathematics 190 (2006) 408–423
0 50 100 150 200 250 300 350 400
0
5
10
15
20
25
30
35
40
45
50
time
Fi
ng
er
 L
en
gt
hs
, F
Spike(Rect)
Bubble(Rect)
Spike(Sin)
Bubble(Sin)
Fig. 8. The lengths of the bubbles and spikes (as deﬁned in Eqs. (3a) and (3b)) for a shock propagating from material composed
of heavy particles into material composed of light particles for sinusoidal and rectilinear initial interface disturbances.
In Figs. 9(a) and (b) we plot the bubble and spike widths for the sinusoidal and rectilinear perturbations,
respectively. The growth of ﬁngers in the rectilinear case is signiﬁcantly faster than that in the sinusoidal
case because of the stronger shock focusing.When the shock ﬁrst hits the interface it causes a small drop
in the bubble widths. As the phase inversion process continues the interface then becomes approximately
ﬂat. During this brief time period the bubble and the spike are poorly deﬁned. It is easy to see that the
horizontal locations of the bubble and spike change discontinuously at this time.At this point the number
of particles that constitute a ﬁnger becomes very small and henceWh andWl are dominated by small-scale
random mixing. This means that the values of Wh and Wl become heavily inﬂuenced by randomness and
their values increase. We note that this increase in Wh and Wl does not represent a genuine increase
in the width, it only reﬂects the fact the width of the ﬁnger is difﬁcult to deﬁne when the interface is
approximately ﬂat. However, the phase inversion rapidly inverts and the ﬁnger once again contains a
signiﬁcant number of particles and the random effects are no longer important. This causes the values
of Wh and Wl to take meaningful values again. Directly after the phase inversions the spike becomes
signiﬁcantly thinner than the bubble, as one would expect from comparison with the ﬂuid case.
However, at later times the behavior is more subtle. In the case of the rectilinear disturbance (Fig. 7)
the vorticity generated by the secondary ﬂow is very large and this causes the spike to spread out very
rapidly.As time progresses, the vertical decompression of the spike causes the spike width to increase and
the bubble width to decrease. Mixing then starts to become increasingly important and the light particles
begin to spread out. Nevertheless, there is a signiﬁcant period of time for which the spike is wider than
the bubble. This phenomena never occurs for the classical shock-induced ﬁngering instability in ﬂuids.At
very late times, mixing between heavy and light particles makes the system homogeneous in the vertical
direction and so the widths of both bubble and spike become approximately equal. The behavior in the
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Fig. 9. (a) The widths of the bubbles and spikes (as deﬁned in Eqs. (3c) and (3d)) for a shock propagating frommaterial composed
of heavy particles into material composed of light particles for sinusoidal initial interface disturbances. The large values of the
widths during the phase inversion (around time = 120) occur because at this time the length of the ﬁngers are very small and the
width of the ﬁngers becomes ill-deﬁned and dominated by statistical error. (b)As Fig. 9(a), but with rectilinear initial disturbance.
case of the sinusoidal disturbance is different (Fig. 6). Here, the vorticity is signiﬁcantly less than that in
the rectilinear case and so the spike propagates much slower and with much less random kinetic energy.
Hence the spike is shorter and the pressure in the spike is less and so the force exerted on the bubble by
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the spike is not as strong as the rectilinear case. Therefore the bubble and spike growth in the sinusoidal
case are dominated by the effects of mixing. This mixing means that the widths of bubble and spike both
increase. The bubble and spike therefore take roughly similar values and the spike is not wider than the
bubble.
5. Conclusions
We have shown that interaction between particles of different type lead to changes in the shock speed
as the shock propagates across a perturbed interface. This causes refraction of the shock and leads to high
pressure regions that give rise to a secondary ﬂow. The strength of the shock focusing depends on the
shape and magnitude of the interfacial perturbation. Rectilinear perturbations give rise to signiﬁcantly
stronger shock focusing than sinusoidal perturbations of similar magnitude.As in the classical ﬂuid case,
when the shock passes from light to heavy material, this secondary ﬂow causes the interface to grow
directly. The resulting vorticity then causes the bubble to become wider, which is also similar to the
classical ﬂuid case.
When the shock passes from heavy to light material the secondary ﬂow causes the initial disturbance to
become inverted. The heavy particles then ﬂow into the rapidly decompressing light particles which offer
very little resistance to themotion. The light particles are free to decompress and, unlike the light-to-heavy
case, they are not constrained by a wall and hence the amount of vorticity in the light phase is signiﬁcantly
smaller. As the heavy particles spread into the light particles they have a much larger internal pressure
than the light particles because of the mass difference. Therefore, the heavy ﬁngers slowly decompress
and push the light particles out of their way. This decompression leads to a mechanism that allows the
width of spikes to increase and the width of bubbles to decrease. At the same time, the effects of mixing
tend to increase the widths of both the bubble and the spike. Ultimately the pressure in the spike will
decrease and mixing will become the predominant mechanism. The relative effects of the decompression
and mixing depend on the strength of the secondary ﬂow that is initiated by the focusing of the shock. If
the secondary ﬂow is sufﬁciently strong, the effects of decompression can be strong enough to actually
make the spikewider than the bubble. This will occur if the initial interface disturbance has large curvature
and hence cause dramatic shock focusing. This is completely different to the classical ﬂuid case, in which
the ﬂuids become nearly incompressible following the departure of the shock. Therefore spikes in ﬂuids
must become increasingly thin as they get longer.
In granular materials, collisions between particles are typically highly dissipative and this can lead to
large-scale clustering. In the situation described in this paper, the dissipation may play an important role
in reducing the generation of vorticity. This may be profoundly important in determining the strength of
the shock-induced ﬁngering instability and hence the rate of mixing. This is the subject of a continuing
investigation.
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