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Latente Variable, die beobachtbare Variable beeinflussen, selbst aber nicht direkt 
beobachtbar sind, entweder weil die beobachtbaren Größen mit Meßfehlern 
behaftet sind oder weil sie selbst direkt beobachtbaren und meßbaren Variablen 
nicht direkt entsprechen, wurden lange Zeit in der modernen Ökonometrie nicht 
beachtet. Besondere Bedeutung kommt der Verwendung von latenten Variablen 
zu, wenn die unternehmerischen Erwartungen im Rahmen eines simultanen 
Entscheidungsbildungsprozesses auf der Grundlage von quantitativem und 
qualitativem Datenmaterial modelliert werden. In der vorliegenden Arbeit wird 
die Theorie linearer latenter Kovarianzstrukturmodelle mit gemischtverteilten 
qualitativen und quantitativen Indikatoren und stetigen normalverteilten 
latenten Faktoren auf ein empirisches Preis- und Produktionsplanungsmodell mit 
Lagerhaltung übertragen. Im Vordergrund steht die Frage, welche Bedeutung die 
Existenz von Lager- und/oder Auftragsbeständen im Rahmen der intertemporalen 
Entscheidungsbildung besitzt, wenn insbesondere Unsicherheit in den 
Erwartungen über die künftige kurz- bzw. langfristige Entwicklung der binnen- und 
außenwirtschaftlichen Nachfrage sowie der Kostenfaktoren besteht. Im Rahmen 
eines komparativ- statistischen und dynamischen latenten Strukturansatzes wird 
anschließend das Unternehmensverhalten von deutschen und französischen 
Unternehmen international vergleichend analysiert.
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"Das Merkmal einer guten Theorie ist, daß sie eine 
Reihe von Vorhersagen macht, die sich im Prinzip 
durch Beobachtungsergebnisse widerlegen, falsifizie-
ren lassen müssen. Immer wenn die Beobachtungen 
aus neuen Experimenten mit den Vorhersagen Uber-
einstimmen, überlebt die Theorie und man faßt ein 
bißchen mehr Vertrauen zu ihr, doch sobald man 
auch nur auf eine Beobachtung stößt, die von den 
Vorhersagen abweicht, muß man die Theorie aufge-
ben oder modifizieren. Zumindest sollte das der Fall 
sein, doch es sind natürlich stets Zweifel erlaubt an 
der Fähigkeit derer, die die Experimente durchfüh-
ren. 
(Nach Karl Popper aus: Stephen W. Hawking (1988), 
Eine kurze Geschichte der Zeit - Die Suche nach der 
Urkraft des Universums) 
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1. Einleitung 
In der modernen Ökonometrie wurden latente Variable "which affect the 
observable variables but which are not themselves directly observable either 
because the observed magnitudes are subject to measurement error or 
because these variables do not correspond directly to anything that is likely 
to be measured" (Griliches (1974), S. 976-977) lange Zeit nicht beachtet. 1 
Vorrangig war die Schätzbarkeit und die Lösung des Identifikationsproblems 
in simultanen Gleichungssystemen mit stochastischen Fehlertermen und 
perfekt gemessenen exogenen Variablen. Neben dem Hinweis auf ein 
fehlendes Instrumentarium 2 und dem "errors-cancel-out-in aggregates" 
Argument wurde es damit begrUndet, daß "the motivation has been not so 
much a belief that our data are perfect but the belief that errors of 
measurement are unimportant compared with the role of stochastic 
disturbances in economic relations" (Kmenta (1971), S.321l. Jedoch führen 
gerade Meßfehler in den exogenen Variablen aufgrund mangelhafter Daten 
bei Anwendung der Kleinst-Quadrate-Methode wegen der bestehenden 
Unteridentifizierung im linearen multiplen Regressionsmodell zu 
inkonsistenten Parameterschltzungen (Schmidt (1976, S. 105fl; Bekker et 
al. (1985, S. 136fll. 
Mit dem wachsenden Interesse an mikroökonomischen Fragestellungen 
und der damit verbundenen verstirkten Erhebung von Querschnitts- und 
Paneldaten kommt der Berücksichtigung von latenten Variablen in Form von 
nicht direkt beobachtbaren "wahren" Variablen und Meßfehlern eine zentrale 
Al • Au • nahm• mflgen dl• Arbeiten von Frl• ch (1934) und l<oopman• (1937) 
gelten, die • owohl In den M • lf• hl• rn af• auch In den • tocha • tlach• n 
SUlrterm• n die Ur• ach• fUr die • chl• cht• Mad• llanpa •• ung In • lmultan• n 
Ol• lchung •• y • t • m • n • ah• n. 
2 Eln• n Ub• rbllck Ub• r die tradltlon• ll• n Verfahren zur Behandlung von 
Fehlern-ln-den-Varleblen gibt l\llallnvaud (1970, Kap. 10). Vgl. ebenfall • 
Grlllche• (1988, S. 1508) 
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2 
Bedeutung zu. Viele ökonomische Variable und theoretisch abgeleitete 
Konstrukte 3 sind einer direkten Messung nicht zugänglich, was es 
erforderlich macht, diese latenten Variablen mittels meßbarer Indikatoren 
zu erfassen. 
Besonders deutlich wird dies bei der 





Produktionsniveaus, Preissetzung und Lageranpassung, wo den 
unternehmerischen Erwartungen Uber die zukünftige Preis-, Produktions-, 
Nachfrage- und Kostenentwicklung die wesentliche Rolle im simultanen 
EntscheidungsbildungsprozeB zukommt. Im Vordergrund steht die Frage, 
welche Bedeutung die Existenz von Lager- und/oder Auftragsbeständen an 
Endprodukten im Rahmen der intertemporalen Entscheidungsbildung besitzt, 
wenn insbesonders Unsicherheit in den Erwartungen über die künftige kurz-
bzw. langfristige Entwicklung dar binnen- und auBenwirtschaftlichen 
Nachfrage sowie der Kostenfaktoren besteht. Die Unternehmen können in 
der laufenden Periode die auftretende Lücke zwischen dem geplanten 
Angebot und der tatsächlich realisierten Nachfrage nur über eine Preis- und 
Mengenänderung schließen. Bei gegebener konvexer Kostenstruktur ist aber 
die Anpassung der Produktion wegen steigender Grenzkosten nur partiell 
möglich. Dies kann bei Unternehmen ohne Lagerhaltung zu verstärkten 
Preis- und Produktionsschwankungen führen. Besteht dagegen die 
Möglichkeit Lager- und/oder Auftragsbestände als weitere 
Anpassungsinstrumente einzusetzen, so kann eine 
Produktions- und Preisentwicklung erreicht werden 
(19811; Blinder (1982)). 
Verstetigung der 
(vgl. Blinder/Fisher 
In bisherigen Studien zur direkten empirischen Überprüfung der 
Wirkungen kurz- bzw. langfristiger Erwartungsänderungen 
Produktion und Lagerbestand auf der Unternehmensebene 




3 Afa Baiaplele aalen unbeobachtbare Lohneinkommen, Tran•por-tkoaten oder 
lnflatlonaerwartungen angefUhrt, die im Rahmen von MIMIC-Modellen zur 
Erklärung de • Arbeiteangebota (Algner 1974), der bilateralen 
Handelaatröme (Geracl/Prawo 1977). oder al • Beatlmmung • faktor de • 
Nomlnalzln •• atze • (Lahlrl 1978), dienen. Vgl. ebenfall • Bentler (1980, 
1982) fUr eine kritl • che Auaelnander • etzung mit dem Begriff „latente 
Variable". 
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(1986); König • t al. (1982); Duncan • t al. (1987); Chizzolini • t al. (1987)) 
bzw. Probit-Mod• lle (vgl. Low et al. (1990)) als Schlitzansatz basierend auf 
den vorhandenen meist qualitativen Surv• y-Daten 4 für deutsch•, 
französisch• und italienische sowie britisch• Unternehmen des 
Verarbeitenden Gewerbes verwendet. Unter Ausnutzung des 
Erwartungscharakters und der qualitativen Natur der als dreiwertig ordinal• 
Meldungen vorliegenden Befragungsdaten der einzelnen Konjunkturtests 
wurde die Erwartungsbildung der Unternehmen in Form einer adaptiven 
Struktur berücksichtigt, wobei die nichtantizipierten Nachfrag•-, Pre is- und 
Produktionsänderungen als sogenannt• Ub• rraschungsvariabl•, die sich aus 
den trichotom• n Variablen der Realisation• n und Erwartungen der 
Vorperiode ableiten lassen, eingehen (vgl. N• rlov• (1983)) . 
So können die zukünftigen Nachfrageerwartungen der Unternehmen 
gegeben den Ausprägungen der tatsächlichen Nachfrag• linderung• n und der 
erwarteten Nachfrageänd• rung der Vorperiode sehr gut durch • in bedingtes 
log-lineares Wahrscheinlichk• itsmod• II mit einer adaptiven 
Erwartungsbildungsstruktur erklärt werden. Den · Ausgangspunkt der 
log-linearen Modell• bilden die Zellhlufigk• it• n einer multidim• nsional• n 
Konting• nztab• lle, woraus sich bedingte Wahrsch• inlichk• itsaussag• n 
zwischen den interessierenden Variablen, also die Wahrscheinlichkeit einer 
Kombination von M• rkmalausprägung• n eines zufällig ausg• wlihlt • n 
Unternehmens bei g• g• b• n• n Kontrollvariablen einer bestimmten Zelle der 
Kontingenztabelle anzugehören, formulieren lassen . Durch logarithmische 
Transformation können die bedingten Wahrscheinlichkeiten ähnlich dem 
Modell dar Varianzanalys• additiv in ihr• Haupt- und lnt• raktions• ff• kt• 
zerlegt werden. Die Bedeutung dieser R• param• trisi• rung liegt, erstens, in 
der Darstellung des Zusammenhanges zwischen zwei oder mehreren 
ordinal• n Variablen durch lnt• raktions• ffekt• erster, zweiter bzw. 
beliebiger Ordnung, was zugleich • in• param• t • rspar• nd• Formulierung 
testbarer Hypothesen erlaubt, und, zweitens, In der Möglichkeit durch 
Berechnung partieller A1soziationsma8• au, den bivariat• n 
lnt• raktions• ff• kt• n Auuag• n Uber Stlirk• und Richtung des 
Zusammenhanges zwischen Paaren von ordinal• n Variablen machen zu 
können. 
4 vgl. Seltz (1988, 19119) fUr dl• Daretellun9 von Quantlflzlarungeaneatzan 
zur Ableitung von • t • Ug•n Zeltreihendaten au• den qualltattv• n ••-ant• 
Daten d • r Unt• rn • hm• n • b • fragung• n, wa • die Anwendung harkllmmlfahar 
Sch&tzv• rfahran dar Zaltralhananaly•• armtlgllcht. 
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Trotz des Vorteils des bedingten log-linearen Wahrscheinlichkeits-
modell• große Datenmengen mittels multidimensionaler Kontingenztabellen 
sparsam darzustellen und Einzelhypothesen zu testen, ist es weniger 
geeignet, die kausalen Zusammenhänge, also die den ökonomischen 
Variablen zugrundeliegende und für die Variation der ordinalen 
Ausprägungen verantwortliche Struktur, zu identifizieren, abzubilden und zu 
interpretieren. Die bivariaten bzw. trivariaten lnteraktionseffekte des 
bedingten log-linearen Wahrscheinlichkeitsmodells besitzen aufgrund des 
qualitativen Informationsgehaltes nur eine begrenzte Aussagefähigkeit. 
Zudem können keine quantitativen Variablen, wie fehlende Kostengrößen im 
IFO-Konjunkturtest, auf der Unternehmens- bzw. Branchenebene einbezogen 
werden. 
Die Analyse von simultanen strukturellen Beziehungen ist ebensowenig 
möglich wie die Behandlung der in den qualitativ vorliegenden 
Konjunkturtestdaten enthaltenen Meß- und Erhebungsfehler. Der wesentliche 
Grund dafUr liegt darin,. daß die das Unternehmensverhalten beschreibenden 
Erwartungsvariablen, die fUr die kausalen Zusammenhänge verantwortlich 
sind, in der Regel nicht direkt beobachtbar sind und somit durch geeignete 
Indikatoren abgebildet werden müssen. 
Gerade den zuletzt angeführten kritischen Einwänden und Mängeln wird 
in den verschiedenen Ansätzen der latenten Kovarianzstrukturanalyse 
explizit Rechnung getragen. Wesentliches Element ist dabei die Vorstellung, 
daß die ökonomischen Erwartungsvariablen Ausdruck eine• stetig 
ablaufenden Prozesses sind und somit als stetig verteilte latente Faktoren 
modelliert werden können. 
Wihrend Fehlar-in-den-Variablenmodelle Meß- und Struktur-
gleichung• fehlar in den abhängigen Variablen al• auch den Regres-
soren jeweils bezogen auf eine latente Variable mit einem Indikator 
enthalten und in MIMIC (Multiple !ndicator Multiple ~auses)-Modellen eine 
einzelne latente Variable sowohl al• arklirende Variable in den 
verschiedenen Regre• sionsgleichungen enthalten ist und selbst von der 
Ursachenseit• her funktional von exogenen Regressoren einschließlich eines 
stochastischen StBrterms bestimmt wird, ermBglichen allgemeine latente 
Variablenmodelle 5 die Behandlung von Fehlern in allen Variablen und die 
5 Eln• n Uberbllclc Uber ver • chled• nartlg• latent• Varlabl• nmod• II• gaben 
Al9n••/H• l • o/K• pt•yn/W• n • b••k (11184). 
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Einbeziehung von latenten Konstruktvariablen mit multiplen Indikatoren im 
Rahmen • ines allgemeinen simultanen Gleichungssystems. Ubar ein 
faktorenanalytisches MeBmodell in Abhängigkeit des Skalenniveaus der 
endogenen Variablen werden die unbeobachtbaren Variablen durch die 
meßbaren Indikatoren operationalisiert. Die Beziehung der latenten Variablen 
untereinander wird durch ein simultanes Gleichungssystem, das den 
empirisch zu überprüfenden Hypothesen eines theoretischen Modells 
entspricht, modelliert. 
Unterschiedliche Modellansätze ergeben sich auch aus den 
Verteilungsvoraussetzungen der latenten und dem jeweiligen Meßniveau der 
lndikatorvariablan. Sind alle Variablen stetig, können das 
faktorenanalytische Meßmodell und das simultane Gleichungssystem 
gleichzeitig in linearen Kovarianzstrukturmodellen wie LISREL (!,_inear 
~tructural Relationships, (vgl. Jöreskog (1973a, 19771; KHsling (19721; 
Wiley (19731 sowie Jöreskog und Sörbom (1986all und EQS (vgl. Bentler 
und Weeks (19801; Bentler (1983a, 1985)) dargestellt und deren Parameter 
unter Normalverteilungsannahme aus den 1. und 2. Momenten der 
empirsichen Verteilung der beobachtbaren Variablen mittels Maximum 
Likelihood (ML)- und Generalized Least Squares (GLS)-Verfahren konsistent 
geschlitzt werden. 
Allerdings erscheint 
angesichts des oft 
unrealistisch und zu 
die Annahme von stetig normalverteilten Variablen 
nur qualitativ vorliegenden Datenmaterials als 
restriktiv. Die Anwendung von Schätzverfahren 
basierend auf der Linearitlits- und Normalverteilungsannahme fUhrt bei der 
Analyse ordinaler und stetiger nichtnormalverteilter Indikatoren aufgrund 
einer asymmetrischen Verteilung oder bestehender UbarschuBkurtosis zu 
verzerrten Schltzungen dar Kovarianzen bzw. Korrelationen zwischen den 
beobachtbaren Variablen (vgl. Olsson (1979al; Mooijaart (19831; Muth•n und 
Kaplan ( 1985)). Erweiterun9en der linearen Kovarianzstrukturmod•II• und 
der daraus entwickelten Schltzmathoden zielen deshalb auf die 
Abschwlchung des MeBniveaus der Indikatoren und der 
Verteilungsvoraussetzungen der latenten Variablen ab. 
SchwellenwertmeBrelationen wie in Modellen für begrenzt• abhlngige 
Variable (vgl. Amemiya (1981, 1984, 1985); Maddala (1983); Dhrymes 
(198411 ermöglichen Uber die Verwendung von polychorischen und 
polyserialen Korrelationskoeffizienten 8 (vgl. Pearson (19011; Olsson (1979bl; 
e Die Ve,-allgemelnerung auf die Kla •• e de~ polytobl •• rlal • n 
Korr-• latlon• ko• fflzl• nt• n findet man In KU • t • r • (1987. S. 49f). 
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LH (1985); Poon und LH 11987); De LHUW 11983)) die BerUcksichtigung 
von ordinalen und metrisch zensierten lndikatorvariablen. Dabei liegt die 
Vorstellung zugrunde, daß kategorial meßbar• und zensierte Variable die 
Ausprägung einer nichtbeobachtbaren stetig normalverteilten Variablen sind, 
wenn diese bestimmte unbekannte bzw. bekannte Schwellenwerte 
überschreitet. Die aus den empirischen Randverteilungen einer 
Kontingenztabelle bestimmbaren polychorischen und -serialen 
Korrelationskoeffizienten beschreiben dann den Zusammenhang zwischen 
Paaren von normalverteilten latenten und stetigen Variablen. Trotzdem 
behandelt LISREL 7 (vgl. LISREL VI, Jöreskog und Sörbom (1986all alle 
beobachtbaren Variablen als stetig und normalverteilt mit den 
polychorischen und -serialen Korrelationskoeffizienten an Stelle der 
Produktmomentkorrelationskoeffizienten bzw. Kovarianzen als Matrix der 
empirischen 1. und 2. Momente. Somit können bisherig• ML- und 
GLS-Verfahren bei geringen Abweichungen von der Normalverteilung 
weiterhin zur konsistenten Parameterschiltzung II herangezogen werden, 
ohne daB Momente höherer Ordnung wie Schiefe und Kurtosis beachtet 
werden müssen. Bei gegebener Schiefe und von der Normalverteilung 
abweichender Kurtosis der MeBvariablen fUhren ML-Schätzungen jedoch zu 
inkorrekten, nach unten verzerrten, Standardfehlern und einer deutlichen 
Verschlechterung des X 2 -Anpassungstests (vgl. Steiger und Hakistan 
11982); Browne 11982, 1984) sowie Mooijaart l1985a)J. Alternativ kllnnen 
ordinale und nicht normalverteilt• stetig• Indikatoren durch Verfahren 
berUcksichtigt werden, die Schätzungen unter verallgemeinerten 
Verteilungsbedingungen erlauben. Diese sogenannten verteilungsfreien 
Schltzer I vgl. Bentler 11983a); Bentler und Dijkstra 11985); Mooijaart und 
Bentler 11985); Browne 11984); Browne und Shapiro (1988)) gestatten die 
Parameterschltzung unter der Bedingung, daß die vorliegenden 
Beobachtungen elliptisch oder willkUrlich verteilt sind. Ausgehend von einem 
GLS-Schltzer mit allgemeiner Gewichtungsmatrix als konsistenten Schlitzar 
der asymptotischen Kovarianzmatrix der empirischen Varianzen bzw. der 
polychorischen und polyserialen Korrelationsmatrix können mit 
Computerprogrammen wie EQS (vgl. Bentler 11985)), LISREL VII (vgl. 
Jllreskog und Sörbom (1988)) und LISCOMP !vgl. Muth•n 11988)) bei 
entsprechender Wahl der Gewichtungsmatrlx verteilungsfreie und auf der 
7 Armlnger (1111115), Barthalamew (111117) zeigen llllllgllchkelten auf, die die 
B•handlung von 11•ml• c:htv•rtelltan • tetlgen, ardlnal•n und nomlnal• n 
lndlkatorvarlablen •rlauben. 
II vgl. Anderean (111811) 
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ellipitschen Verteilung beruhende Schitzungen durchgeführt werden. Die 
Annahme van stetig narmalverteilten latenten Variablen bleibt in alllen 
Modellen und Verfahren erhalten. 9 
Eine andere Erweiterung der latenten Kavarianzstrukturmadelle besteht 
darin, an Stelle der bzw. zusitzlich zu den stetigen latenten Variablen 
qualitative latente Variable heranzuziehen. Spezialfille sind Modelle der 
latent-Profile Analyse mit stetigen Indikatoren und qualitativen latenten 
Variablen (vgl. Gibsan (1959)) und latent-Clan Modelle mit qualitativen 
Indikator- und latenten Variablen (vgl. lazarsfeld/Henry (1968); Gaadman 
(19B7); Clagg/Gaadman 11984, 19B5, 19B6); Farmann (1984); McCutchean 
(1987)). 
Gegenstand der vorliegenden Arbeit ist im 1. Tell (Kapitel 2-6) die 
Darstellung der theoretischen Grundlagen linearer latenter 
Kavarianzstrukturmadelle mit gemischtverteilten, qualitativen und 
quantitativen Indikatoren und stetigen narmalverteilten latenten Faktoren. 
Ausgehend vom allgemeinen Modellansatz Muth•ns 11983, 1984, 1988) 
werden im 2. Kapitel die grundlegenden Annahmen des fUr stetige Variable 
formulierten LISREl-Madell• dargestellt und diskutiert. SchwerpunktmlBig 
werden der Maximum-likelihaad (ML) und der nichtlineare gewichtete 
verallgemeinerte kleinst• Quadrateschltzer mit denen die 
Strukturparameter aus der reduzierten Farm ge• chltzt werden, auf der 
Grundlage der Normalverteilungsannahme behandelt und in den 
asymptotischen Eigenschaften miteinander verglichen. Es zeigt sich, daB der 
GlS-Schllzer im Falle van narmalverteilten Beobachtungen oder 
wi• hartverteilten Elementen der Stichpraben-Kavarianzmatri11 die gleichen 
asymptotischen Eigenschaften wie Konsistenz und Effizienz aufweist wie der 
(Wishart-l Muimum-likelihaad• chltzer, da die Kumulanten 4. Ordnung und 
somit die Uber• chuBkurta• i• der marginalen Verteilung der Beobachtungen 
gleich Null ist. Beide Schltzer behalten auch unter weniger restriktiven 
Annahmen ihre asymptotischen Eigenschaften (vgl. Brawne 11977, 1982), 
Bentler (1983b), Ander• an (1989)). Kapitel 3 konzentriert • ich auf 
Schltzverfahren, die •• ermaglichen, neben quantitativen auch qualitative 
Indikatoren mit geordneten Kategorien im Rahmen latenter 
Kavarianzstrukturmadelle zu behandeln. Im einzelnen wird die Theorie der 
palychari• chen und palyserialen Karrelatian• kaeffizeinten dargestellt, die auf 
der Normalverteilungsannahme der beobachtbaren Variablen beruht (vgl. 
9 In W••••lman/Van Praag (19117) und Van Praag/W••••lman (19811) wird 
dl• Annahm• von normalv• rt • llt• n latenten Yarlabl • n aufgag• b • n und auf 
• lllptl• ch v • rt • llt• latent• Variable • rw• lt• rt. 
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Lee/Poon (1986), Poon/Lee (1987)), und um asymptotisch verteilungsfreie 
Schätzverfahren fUr Kovarianz- und Korrelationsstrukturen erweitert (vgl. 
Browne (1982, 1984, 1987), Shapiro (1983, 1986), Steiger/Hakistan (1982), 
Anderson/Amemiya (1988)). Die auf dem GLS-Schätzansatz beruhenden 
asymptotisch verteilungsfreien Schätzer gewährleisten die Analyse von 
schief-, elliptisch oder arbitrir verteilten stetigen und diskreten Variablen. 
Voraussetzung für die Schätzung der Strukturparameter aus den 
Schätzern der reduzierten Form ist die Identifikation der Modellparameter. 
Allgemein gültige Identifikationskriterien wie im klassischen simultanen 
Gleichungssystem (vgl. Kmenta (1988, Ch. 13-2) lassen sich nur bedingt auf 
Fehler-in-den-Variablenmodelle oder allgemeine latente Strukturansätze 
übertragen. Kapital 4 gibt am Beispiel eines Fahler-in-den-Variablenmodells, 
das auch empirisch geschätzt wurde, Verfahren wieder, die die globale und 
lokale Identifizierbarkeit dar Parameter (vgl. Wiley (1973), Bekker (1986, 
1989), Geraci (1976, 1983), Hsiao (1983)) erlauben und zeigt ebenfalls 
Identifikationsmöglichkeiten 
Kovarianzstrukturmodell auf. 
im verallgemeinerten latenten 
Inhalt des fünften Kapitels i• t eine vergleichende Darstellung dar 
Beurteilungskriterien in latenten Kovarianzstrukturmodellen ( vgl. 
Matsueda/Bielby (1986), Bollen (1988), Wheaton (1987), Marsh et al. 
(1988)). 
Kapitel 6 skizziert die in verallgemeinerten LISREL-Modellen 
üblicherweise durchgeführten Methoden der Effektzerlegung ( vgl. Fox 
(1985), Sobel (1986, 1987), Bollen (1987) in rekursiven und nichtrekursiven 
Modellstrukturen und zeigt Erweiterungen der Effektzerlegung auf 
nichtkausale direkte und indirekte Effekte auf (vgl. FrHman (1982)1. 
Der 2. Teil der vorliegenden Arbeit (Kapitel 7-8) konzentriert sich auf 
die Anwendung des latenten Kovarianzstrukturmodells mit gemischtverteilten 
lndikatorvariablen auf ein mikroempirisches Modell zur Erkllrung der 
simultanen Zusammenhinge im Preis-, Produktions- und 
Lageranpassungsverhalten von deutschen und französischen Unternehmen 
des Verarbeitenden Gewerbes. 
In Kapitel 7 wird nach einem Überblick über modelltheoretische und 
empirische Arbeiten im Bereich der Preis- und Produktion• planungsmodelle 
mit Lagerhaltung ein in Anlehnung an Blinder (1982, 1986a), König/Nerlove 
(1986) und Carlson (1988, 1989) abgeleitetH theoretisches Modell im 
Rahmen einer lindervergleichenden statischen Analyse mittels eines 
nichtrekursiven latenten Strukturansatzes empirisch überprüft. Dabei 
werden Lager- und Auftragsbestlnde als symmetrisch bzw. asymmetrisch 
behandelt. 
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Ausgehend von der statischen Analyse des Unternehmensverhaltens wird 
im 8. Kapitel ein dynamisches 3-Wellen Panelmodell für das Verarbeitende 
Gewerbe der Bundesrepublik als linear stochastisches 
Diffaranzengleichungsmodell geschätzt ( vgl. Jöreskog ( 1978), 
Jöreskog/Sörbom (1977), Hsiao (1986), Arminger/MUller (1989)) und um ein 
linear stochastisches Differentialgleichungsmodell (Arminger (1986, 1987)) 
erweitert. Aufgrund der komplexen Struktur des mit LISREL VI (vgl. 
Jöreskog(Sörbom (1986a}) implementierten Panelmodells werden die 
latenten abhängigen Variablen des zweiten Beobachtungszeitpunkts über das 
Prinzip der lnstrumentvariablen (vgl. Bowden/ Turkington (1984)) aus den 
entsprechenden Variablen des vorherigen Zeitpunktes geschätzt. 
Eine Zusammenfassung und ein Ausblick sowie zwei Anhänge, die die 
verwendeten lfo- und INSEE-Datensätze ausfUhrlich beschreiben und das 
vollständige LISREL-Programm des geschätzten Panelmodells wiedergeben, 
beschließen die Arbeit. 
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2. Das verallgemeinerte LISREL-Modell 
Dieser Abschnitt befaßt sich mit der Formulierung des latenten 
Kovarian zs t ruk t urmodells von Muth•n (1983, 1984), das eine 
Verallgemeinerung des klassischen LISREL-Ansatzes von Jöreskog und 
Sörbom (1986a, 1988) darstellt, in dem neben stetigen auch ordinale und 
beschränkte abhängige sowie konditionierende exogene beobachtbare 
Variable explizit berücksichtigt werden. Das LISREL-Modell wird als 
Spezialfall fUr stetige Variable in Aufbau, Struktur und Modellschätzung 
behandelt. Die Darstellung der auf der Normalverteilungsannahme 
beruhenden ML- und GLS-Schätzer und ihrer asymptotischen Eigenschaften 
dient als Ausgangspunkt zur Entwicklung sogenannter asymptotisch 
verteilungsfreier Schätzverfahren, die ohne Verteilungsannahme bezüglich 
den multivariatverteilten Beobachtungen auskommen. 
2.1 Modelldarstellung 
Muthen"s LISCOMP (!,Jnear ~tructural Equations with a Comprehensive 
Measurement Modell-Ansatz (vgl. Muthlln (198811 betrachtet ein Modell fUr 
G Gruppen bzw. Grundgesamtheiten von N Beobachtungen, für die jeweils ein 
p-dimensionaler Vektor y ~ (p x 11 der abhängigen und ein q-dimensionaler 
Vektor x ~( q x 1) der konditionierenden exogenen Zufallsvariablen, (g = 1, ... ,G; 
n=1, ... ,N) zu beobachten ist. Jede Komponente Yni• i=1, ... ,p, der 
beobachtbaren abhilngigen Variablen y n' die stetig, ordinal, einseitig oder 
zweiseitig zensiert sein kann, wird über eine SchwellenwertmeBrelation (vgl. 
Bock (1975), Maddala (1983)) mit einer zugrundeliegenden stetigen 
normalverteilten latenten Reponsevariablen y :~ verknüpft. Den Komponenten 
x nJ' j = 1, ... ,q, der dichotom oder stetig beobachtbaren exogenen Variablen 
x" wird keine Struktur auferlegt. Damit ist eine spezielle 
Verteilungsannahme bezüglich den xnJ nicht erforderlich. 
Das Modell ist fUr jede Gruppe in drei Teilbereiche gegliedert 10 (vgl. 
Muthlln (1983), S. 44-45; Muthlln (1984), S. 116-117). 
10 Zur V•relnfachung dar Notation warden die Subakript• fUr die •lnzalnen 
Grupp• n I und der Beobachtungen n w • gg • la ••• n. 
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1. Das Strukturgleichungssystem beschreibt über ein lineares simultanes 
Gleichungssystem den Zusammenhang der m latenten Konstruktvariablen 
1) (m 111) mit den q exogenen Variablen x(q 111) in folgender Weise: 
(2.1.1) ~ = oc + B~ + rx + C . 
Dabei ist oc ( m 11 1) der Vektor der Mittelwerte und Regressionskonstanten 
der abhängigen und unabhängigen ri's, B(m II m) die Regressionsmatrix 
zwischen den latenten Konstruktvariablen mit Diagonalelementen gleich Null 
und I-B regulär. r(mxq) parametrisiert die Abhingigkeiten der ri·s von den 
exogenen Variablen II und C (m 111) ist ein fallspezifischer Residualterm, der 
von II stochastisch unabhängig ist. 
2. Das "innere" Beobachtungsmodell führt über ein faktorenanalytisches 
MeBmodell den Vektor der latenten Ruponsevariablen /(p 111) auf die 
latenten Konstruktvariablen ri(m 111) zurück. Für jede Komponente Yi<P 111) 
gilt: 
(2.1.2) y~=v 1+A7)k+e 1 , k = 1, ... , m, 
mit v;(P 111) als Mittelwertsvektor der latenten Responsevariablen yt, 
A(p II m) als Matrix der Faktorladungen und E1(p 111) als Zufallsvariabl• der 
Meßfehler. 
3. Das "äussere" Beobachtungsmodell verbindet über p MeBbeziehung•n die 
latenten Responsevariablen y~p 11 1) mit den beobachtbaren Variablen y;(p 111). 
Die Messung du latenten Variablenvektors y~ (p 111) erfolgt über geeignete 
Schwellenwertrelationen, je nachdem welches Skalenniveau die 
lndikatorvariablen y1(p 111) besitzen. Bei ordinalem MeBniveau der 
beobachtbaren Variablen y (p 11 0 ist für jede Komponente y1, i = 1, ... p, mit C 
Kategorien das MeBmodell durch die monotone Beziehung 
(2.1.3a) 
für c = 0,1, ... ,C-1 und x, = -a,, xc = +a, gegeben. xc , c=1, ... ,C-1, gibt die 
unbekannten Schrankenparameter der Kategoriengrenzen wieder, wobei die 
Mittelwerte bzw. die Regrenionskonstanten v1 (p1111 der latenten 
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Responsevariablen nicht als Abweichung vom Mittelwert gemessen 
angenommen werden. Allerdings können bei kategorial beobachtbaren 
Responsevariablen die Mittelwertsparameter "; nicht von den 
Schwellenwerten t i,c getrennt identifiziert werden. Aus diesem Grund 
werden die latenten Responsevariablen als multivariat normalverteilt mit 
Erwartungswert O angenommen. Im Fall stetig beobachtbarer 
lndikatorvariablen gilt als Meßrelation zwischen y 1 und Yt die Identität 
(2.1.3bl Y; 
mit x; als Mittelwert der Y; bzw. als Regressionskonstante bei gegebenen 
exogenen Variablen xi. 
Bei stetig zensierten (einseitig bzw. zweiseitig) und stetig gestutzten 
Variablen Y; ist der Zusammenhang mit den latenten Responsevariablen Y;* 




Y; Cl , wenn Y; • - X; "' Cl • < • - < Y; Y; . wenn Cl Y; x, Cu 
Y; = Cu wenn y 1• - x, :. Cu 
y1 nicht beobachtbar, wenn y1* - x1 "' c 1 
Y; = Yt - x 1 , wenn cI ( y 1* - x; ( cu 
y1 nicht beobachtbar, wenn y: - x 1 :. cu 
bestimmt (vgl. Maddala (1983), S. 149f). c 1 und cu sind die meist a priori 
bekannten unteren und oberen Schrankenwerte, die den Wertebereich der 
beobachtbaren Variablen festlegen. 
Die Annahme von bedingt normalverteilten latenten Responsevariablen y1• 
gegeben den exogenen Variablen x1 hat zur Folge, daß lediglich die 1. und 2. 
Momente der Verteilung der latenten Responsevariabten zur Modellschätzung 
herangezogen werden müssen. Aus der reduzierten Form des 
faktoranalytischen Meßmodells und des Strukturgleichungssystems läßt sich 
die Mittelwerts- und Varianz-Kovarianz-Struktur dar latenten 
Responsevariablen y*(p x 1) bei gegebenen (q)OJ und nicht gegebenen (q=OJ 
konditionierenden exogenen Variablen x (q x 1l ableiten als 
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E(l / xl = "+ A(I-B)- 1 a + A(I-B)- 1 rx = µ(Ell + II(Ellx, 
V(y*/ x•) = A(I-B)- 1 'l'(I-B)"- 1A" + El• = I (Ell, q)O, 
E(y"") 
V(y*) 
"+ A(I-B)- 1 a = µ(El), 
A(l-e)- 1 '1'(I-B)'-1A' + e. = L (0), q=O, 
mit 0 als Vektor der Strukturparameter, der alle nichtrastringiarten 
Elemente von von 1, a, B, T, v, A, 'I', e. enthält. 
'l'(m x m) und e.(p x p) stellen die Varianz-Kovarianz-Matrizen der 
Fahlertermvektoren C ( m x 1l, E (p x 1) das Struktur- und Maßmodells dar, für 
die folgende Annahmen gelten: 
il C, E sind paarweise unkorraliart und von 1J und x stochastisch unabhängig 
iil C, • sind jeweils normalvarteilt mit E(C) 
bzw. V(E) = e.(pxp). 
E(E) = 0 und V(C) = 'l'(m x m) 
Annahme i) dar paarweisen Unkorreliertheit der spezifischen Faktoren EI' 
was eine Oiagonalmatrix 0 • impliziert, entspricht der üblicherweise in der 
klassischen Faktorenanalyse unterstellten Annahme der bedingten (lokalen) 
Unabhängigkeit der Indikatoren Yt (vgl. Bartholomaw (1983, S. 232)). Das 
bedeutet, daß die Korrelationsstruktur dar Komponenten y;"' ausschließlich 
auf die Variation dar gemeinsamen Faktoren 1J zurückgeführt warden kann. 
Im Gegensatz zu Quarschnittsuntersuchungan ist wegen der zeitlichen 
Korreliertheit der Indikatoren die Annahme dar bedingten Unabhängigkeit in 
Panelstudien nicht aufrechtzuhaltan. 
Zur Vermeidung der Skalanunbestimmtheit dar latenten 
Ra1pon1evariablan y• (p x 1l und zur Identifikation der Schrankenparameter 
1 1,c (i=1, ... ,p; c=1, ... ,C-1) warden die latenten Rasponsavariablan bei 




[diag(v(l/xl)] 2 , 
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Die Einführung der Skalierungsmatrix 6 ermöglicht es, die Mittelwerte 
und die Varianzen der latenten Variablen im Rahmen eines multiplen 
Gruppenvergleichs bzw. einer Panelstudie über mehrere Gruppen bzw. 
Zeitpunkte hinweg zu modellieren und miteinander zu vergleichen ( vgl. 
Muthlln (1988, S. 7.5-8.6)). Die Schätzung der Modellparameter 'i,c• v, 
a, B, A, r, 'f, e. erfolgt im allgemeinen Modell mittels eines sequentiellen 
dreistufigen GLS-Schlltzverfahren bei begrenzter Information. An dieser 
Stelle soll auf die parametrische Modellstruktur und das dreistufige 
Schätzverfahren nur kurz eingegangen werden.12 
Die allgemeine Struktur des Modells lautet (vgl. Muthlln (1984, S. 117f.l: 
(2.1.6al Mittelwert- und Schwellenwertstruktur der reduzierten Form 
(2.1.6bl Regressionsstruktur der reduzierten Form 
11 Bel ordlnal•n Indikatoren aind an • t•II• d • r Varianz•n nur di• 
Kof"'r • latlon• n d • r y • und • tatt 't. A, e. • lnd nur dl• Produkt• t::,. 't, -6 A. 
~8,: ~ ld• ntlflzlerbar. De • halb wird y• al • • tandardnormalert• llt mit 
Erwar-tungawar-t O und Varianz 1 angenommen (vgl. KU• ter • (1987, S. 
18-111), Muth•n/Chrl • taff•r••an (11181, S. 4011-410), Maddala (1983, S. 
47-48, 139ll. 
12 Ein• au • fUhrllch • Dar • tellung de• •• qu• ntl• ll• n Schatzverfahren• und dla 
explizit • Ableitung dar a • ymptotl• chan Varianz-Kovarianz-Matrix al • 
G • wtchtung • matrlx da• zu mlnimlarand• n gawlcht • t • n GLS-SchMtz• r • gibt 
KU • t•r• (1987, Kap. 4). 
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(2.1.6c) Kovarianz- bzw. Korrelationsstruktur der reduzierten Form 
mit 6 als Diagonalmatrix der Skalierungsfaktoren, 6 •, K,, K~ als 
Duplikations- und Selektionsmatrizen von Schrankenparametern. 
Die erste und zweite Stufe des sequentiellen Schätzverfahrens liefern 
über die Maximierung univariater 13 und bivariater marginaler 
Likelihoodfunktionen von jeder Komponente Y; des Variablenvektors y nach 
den Parametern der reduzierten Form , , µ, II, L (vgl. (2.1.4a) und (2.1.4b)) 
gegeben den Komponenten xi der beobachtbaren e11ogenen Variablen 11 (q II t) 
konsistente Schitzer s 1 , s 2 , s 3 der c;- bzw. p (p-1)/2 Elemente der 
Schwellen- und Mittelwerte und der Kovarianzen bzw. Korrelationen der 
ordinalen und/oder stetigen lndikatorvariablen in o1, o 3 , bei nicht 
vorhandenen und zusätzlich der p II q Regressionskoeffizienten in o 2 bei 
vorhandenen exogenen Variablen. 
In der dritten Stufe werden die Strukturparameter des Modells 9 = vec 
{, ;, 11, o:, B, f, A, 'l', 9,} indirekt durch Minimierung der GLS-Funktion 
(2. 1 .7) F = (s-o)w-1 (s-o)· 
aus den Schlltzern s' = ( s 1 ·, s 2 ', s 3 ') der beiden ersten Stufen bestimmt. 
Dabei ist die Bewichtungsmatrix W ein konsistenter Schlltzer der 
asymptotischen Varianz-Kovarianz-Matrix des Schätzers s·. 
Fehlen konditionierende e11ogene Variable 11 (q=0), werden aus den 
ersten beiden Stufen bei stetigen und/oder dichotomen bzw. ordinalen 
Variablen y (p 111) tetrachorische, polychorische und polyseriale 
Korrelationskoeffizienten berechnet (vgl. Olsson (1979), Olsson/Drasgow/ 
Dorans (1982), Poon/Lee (1987)). 
13 Sind all• Indikatoren • t • tlg. w•rd• n die Parameter Ub• r kl • tnat • 
Quadrate• chAtz • r b •• timmt. B• I ordlnal• n M • lr • lation• n wird der 
ML-Sch&tz• r d •• ardlnal• n Probltmad• II• (vgl. McK• lv• y/Zavolna (1975. 
S. 107-1011), Maddala (111113, S. 411-50)) va,wandat. 
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Im allgemeinen Fall von g = 1, ... ,G Grundgesamtheiten mit stetig 
normalverteilten lndikatorvariablen y (p x 1) ergibt sich als die nach den 
Modellparametern zu minimierende Funktion 
(2.1.8) F9 
mit N11 als Stichprobenumfang in der Gruppe g, N als 
Gesamtstichprobenumfang, S 9 bzw. I 9 und j 9 (=s 19I bzw. u9 /=o 19) als 
Varianz-Kovarianzmatrizen bzw. Mittelwerte der lndikatorvariablen Y;g in 
der Stichprobe bzw. Grundgesamtheit. Dabei vereinfacht sich die 
Mittelwertstruktur der reduzierten Form für q=O zu 
(2.1.9) - L:19 [ ~ 9 + J\9(1-B)- 1ot 9 ], 
die neben der Varianz-Kovarianz- bzw. Korrelationsstruktur 0 3 9 zur 
Parameterschätzung herangezogen wird. Neben der GLS-Schätzung der 
Modellparameter können auch ML-Schätzungen bei Gültigkeit der 
Normalverteilungsannahme oder asymptotisch verteilungsfreie 
Modellschätzungen bei stetigen nicht normalverteilten und/oder ordinalen 
Indikatoren durchgefUhrt werden (vgl. Muthen (1983), S. 51-52!. 
Im folgenden wird im Rahmen des LISREL-Modells, das sich als 
Spezialfall aus der allgemeinen Modellstruktur (2.1.6a) - (2.1.6c) ableiten 
läßt, näher auf das ML- und GLS-Schätzverfahren bei GUltigkeit der 
Normalverteilung eingegangen. 
2.1.1 Das LISREL-Modell als Spezialfall 
Das auf Jöreskog (1970, 1973a, 1977), Wiley (1973) und Keesling (1972) 
zurückgehende LISREL-Modell ergibt 
Modellstruktur ( 2 .1.6al ( 2 .1.6c) 
sich formal aus der allgemeinen 
durch die Annahme von stetigen 
Indikatoren und normalverteilten latenten Responsevariablen y 1*. Das 
bedeutet, daB die latenten Responsnariablen wegen der Identität y 1 = Yi* 
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direkt beobachtbar sind. Im Unterschied zum LISCOMP-Ansatz werden zwei 
faktorenanalytische aussere Meßmodelle fUr die endogenen und 
"exogenen·· beobachtbaren Variablen spezifiziert.14 
Das Strukturgleichungsmodell ist gegeben durch 
(2.1.1.1) 
mit ~• = (~,, ~2 •.•• , ~m•)' als Vektor der m• latenten endogenen Faktoren, 
1;• = (1;1, 1; 2 , ... , l;n.)" als Vektor der n• latenten exogenen Faktoren, 
C • = (C 1, C2 , ... , Cm•!' als Vektor der Residuen (Fehler in den Gleichungen), 
e*(m* x m*) als Matrix der Regressionskoeffizienten zwischen den latenten 
endogenen Faktoren mit I-e• regulär, 
r*(m* x n*) als Koeffizientenmatrix der Regression der ~• auf 1;•, a• = (a 1, 
a 2 , ... , am.) als Vektor der Mittelwerte der latenten endogenen Faktoren. 
Die stochastischen Annahmen sind: 
(2.1.1.2) E(C*)= 0, E(C*c*·) = 'f* (m* x m*) ist nicht singulär, 
E(I;*) = 0, E(1;*1;*·) = ~•(n* x n*) ist nicht singulär, 
E(C*1;*·) = 0. 
Da ~• und 1;• nicht direkt beobachtbar und nur mittels der (p* x 1) und (q* x 1) 




AY *(p* x m*) bzw. A• *(q* x n*) stellen die Faktorladungsmatrizen dar, 
vy *(p* x 1) bzw. v. *(q* x 1) sind die Mittelwerte der beobachtbaren 
Variablen und e*(p* x 1) bzw. ö*(q* x 1) die zugehörigen Vektoren der 
14 "Exogen bezieht alch dabei auf den Statu • der zugehör-igen latenten 
Variablen ~•. Die Element• de• Vektor • •• alnd natUrllch abhilngig• 
Variable. 
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Meßfehler. Die stochastischen Annahmen bezüglich den Meßfehlern sind: 
(2.1.1.41 E(e•) = 0, E(••••·) = e •• (p• x p•) ist Diagonalmatrix, 
E(I,*) = 0, E(s•s•·) = 0 6.(q* x q*) ist Diagonalmatrix, 
E(e•.;•·) = 0, E (e•~•·) = 0, 
E(e•~•·) = 0, E(e*c•·) = 0, 
E(o•~•·i = o, E(s•c•·J = o. 
Schließlich werden~•.~•.••• s• und c• als normalverteilt angenommen. 




Für die Varianz-Kovarianz-Matrizen ,y•. ,i,• . 0 • E und 0s• der 
LISREL-Modell• folgt: 
(2.1.1.71 'f = V ( ~:) (t ~-) und e. V (::) ( :·· ~J 
Die Gleichungen (2.1.1.51 - ( 2.1.1.71 verdeutlichen, daß im LISREL-Modell 
keine konditionierende exogene Variable im Sinne von x (q x 1) enthalten sind und 
wegen der fehlenden Mittelwertstruktur (vgl. a 1 , a 2 in Gleichung (2.1.6al 
- (2.1.6bl) nicht modelliert werden können (vgl. Muthfn 11983, S. 53f.l, 
Küsters (1987, S. 31f.). Aus (2.1.1.0, (2.1.1.3al, (2.1.1.3bl und den 
Unkorreliertheitsannahmen der Fehlervariablen und latenten Faktoren Uißt 
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sich für die beobachtbaren Variablen y•, •• die Varianz-Kovarianz-Matrix 




:[11 • • . ., 
,v • • 
"'--• ., 
., . :[11•• j 
l 
mit Erwartungswerten E(y•) = "y * + 11.1 *(1-B*)-,IX• + 11.1 *(I-B*)- 1 r*E(~*J, 
E(x*) = "• • + /1.• *E(~*), E(T}*) = (I-B*)- 11X• + (I-B*)- 1r*E(~•) und E(~*) 
= 0 (vgl. Jlkeskog (1981, S. 84f.ll. 
15 Dia Kovarlanzmatrlx 1:• ergibt alch aua: 
E(y•y-·) • e[ (vy • + Ay ·11· + E·)(vy • + Ay •71• + E•)'] 
E[(vy• + Ay·(l-a•)-1 (cx• + r•~· + c·) + E·)(vy• + Ay·(l-a•r1 
c«• •r•1;• •c;•, + s:•)'] = 
= A-, •(1-a•r• cr•,r,•r•· + v•)(1-a•f·• A-, •· + e ••. 
I:•••• E(x•••·) = E[(v•• + A• •~• + g•)(v• • + A• •~• + g•)•] 
I:x•-,• E(x•-,••) = E[ (\/,. • + A,. •~• + g•)( "-, • + A"I •(1-a•)-'(r•~• + ~• 
+ m•)+ E·rJ = A. •11t•r•·(l-a•)"-1 Ay •.. 
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Die theoretische Varianz-Kovarianz-Matrix des Modells I: 11 • ist eine 
Funktion des Vektors 8 der t "freien" unbekannten Parameter der Matrizen 
-:x*, v(, v.*, e•, r•, A(. A:, 4>•. i'*, eE. und Ss•. "Frei" bezieht sich 
dabei auf die Elemente der jeweiligen Matrizen, die keinen Restriktionen 
derart unterliegen, daß 
einzelne Parameter fix sind, also einen bestimmten festen Wert (meist 0 
oder 1) besitzen und 
einzelne unbekannte Parameter einem oder mehreren unbekannten 
Parametern gleichgesetzt werden. 
2.1.2 Modellschätzung 
Dieser Abschnitt befaßt sich mit der Darstellung des Maximum-Likelihood 
Verfahrens bei vollständiger Information (ML, vgl. Jöreskog (1963, 1967)) 
und des verallgemeinerten Kleinste-Quadrate Verfahrens (GLS, vgl. 
Jöreskog/Goldberger (1972), Browne (1977, 1982)) zur konsistenten und 
effizienten Schätzung der Modellparameter und des Vergleichs der 
asymptotischen Eigenschaften beider Schätzverfahren im Rahmen linearer 
Kovarianzstrukturmodelle 18 ( vgl. Anderson/ Amemiya ( 1988), Anderson 
( 1989), Shapiro ( 1984), Browne ( 1987) l. Dabei zeigt sich, daß beide 
Schätzverfahren bei dar Annahme der Normalverteilung und der GUltigkeit 
bestimmter Regularitätsbedingungen asymptotisch äquivalente Eigenschaften 
besitzen. 
Die wesentliche Voraussetzung fUr die Schätzung des Modells ist die 
Identifikation der "freien" Parameter des Modells. Das Modell gilt als 
identifizierbar, wenn sich eindeutige Lösungen fUr die zu schätzenden, 
unbekannten Parameter in\/:, "y•• A:. Ay•, e•, r•, ~•. qr•, e,. und 8g•, 
18 H • lao (191!19, S. 159-11!15) zeigt wie Im Rahmen nichtlinearer 
Fehl•r-in-den-Varlablen Modellen lcon • l• t • nte und a • ymptotl • ch 
narmalvertellte nichtlinear• Minimum Oi • tanc • Schiltz• r zur Sch.ltzun9 
der Parameter h • rang • zog• n werden kBnn• n. 
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ausgedrückt in den Varianzen und Kovarianzen der beobachtbaren Variablen, 
bestimmen lassen. Im folgenden wird ein identifiziertes Modell unterstellt. 17 
Die Ableitung der jeweiligen Schätzer erfolgt im Rahmen einer allgemeinen 
Schätzstruktur, in der zuerst keine speziellen Verteilungsannahmen 
bezüglich den beobachtbaren Variablen getroffen werden. 
2.1.2.1 Die allgemeine Schätzstruktur 
Ausgangspunkt der Betrachtung ist die symmetrische Varianz-Kovarianz 
Matrix i:• des theoretischen Modells, deren Elemente a•=o•(e), mit 
o*(9)=vech(l:*(e)) 18 (vgl. Henderson/Searle (1979, S. 66), Nel (1980, S. 
149)), stetige Funktionen des unbekannten wahren (txl) Parametervektors 
8 0 E H sind, wobei H ein konvexer und kompakter Parameterraum des 
offenen euklidischen Parameterraums R' ist. 
Ist L~ die Varianz-Kovarianz-Matrix der Grundgesamtheit und 
12.1.2.1.ll s 
ein unverzerrter Schitzer von L~ basierend auf einer Zufallsstichprobe 
vom Umfang N(n=N-1) der beobachtbaren Variablen z'=(y*· ,x*·J,mit z=-N1 f z,und 
t=1 
17 Da• fd • ntlflkatlon• probl• m wird • lng• h • nd Im 4. Kapitel b • hand• lt. An 
di ••• r Stelle • el lediglich ang• m • rkt. daB allg• m • lngUltlg• 
ld• ntiflkation • r • g • ln, wie Rang- und Au •• chlulkrlt• rl • n Im Rahmen 
herk&mmllch• r • lmultan• r Gl • lchung •• y • t • m • , fUr allgemein• latent• 
Kovarianz • trulctur-mod• II• (vgl. ( 2 .1.1) - ( 2 .1.3d)) nicht formuliert warden 
können. Au • nahm• n bilden faktarenanalytl • cha Modelle und 
Fehl • r-in-den-Varlablen Modelle (vgl. Geracl (1982, 1983), H • lao (1983), 
Bekker/Pollock (1988) und Bekker (1989)). 
18 Dar Operator vach bewirkt, daB die z•(z•+ 1)/2, z•:zp••q•. v• r • chl • d • n • n 
El • m • nt• d • r •ymmetrl•ch• n Varianz-Kovarianz-Matrix I:•(e) In • lnem 
Spalt• nvektor c,•(e) zu • amm• ng• fa8t w • rden. Ent • prech • nd •• gilt fUr 
• =vech(S) und o 0=(I:o<9o) ). 
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endlichen 4. zentralen Momenten, dann erhilt man konsistente Schätzer 8 
von 8 0 , wenn eine bestimmte Diskrepanzfunktion 19 
12.1.2.1.2) F(s,:~:/(0) = min F(s,I;*(eJ) 
0EH 
eindeutig minimiert wird, so daB L~ = I:*(E>O ) fUr E> O E H gilt. 
Dabei ist F(s,I;*(eJ) eine Skalarfunktion der beiden [(p'"+q*)x(p*+q*)] 
Varianz-Kovarianz-Matrizen S und f:• mit den Eigenschaften 
il F(S,f:*):.O 
ii) F(s,f *J=O genau dann, wenn f •=s 
iii) F(s,f: *l ist ein• 2-fach stetig differenzierbare Funktion der beiden 
Argument• S und f: •. 
Im folgenden werden der ML- und GLS-Schitzer bei multivariat 
normalverteilten beobachtbaren Variablen aus der allgemeinen Klasse der 
quadratischen Diskrepanzfunktionen 
abgeleitet, wobei U ein• symmetrische positiv definite 
[ ( z*( z*+1)/2 )x( z*(z*+1)/2)] Gewichtungsmatrix ist. Zunächst wird kein• 
Verteilungsannahme bezUglich den beobachtbaren Variablen z eingeführt. Es 
wird lediglich angenommen, daB die z'=(y*· ,x*') unabhängig und identisch 
verteilt sind und endlich• 4. zentrale Momente existieren. 
"Beste" Schätzer des F'arametervektors 0 0 im Sinn• kleinster 
asymptotischer Varianzen ergeben sich, wenn die Gewichtungsmatrix U in 
Wahrscheinlichkeit fUr n--, CD gegen die [ ( z*(z*+1)/2 )11( z*(z*+1)/2)] 
Varianz-Kovarianz Matrix Y O mit 
19 Brawne (1982, S. 81) b • z • lchn• t Di • kr• panzfunktlan• n al • Funktlon• n. 
di • die Dlff• r • nz zwi • chen den beiden bekannten Var-lanz-Kovarlanz 
Matrizen. S und 1:•cS), d • r Stichprobe und ein•• r • produzi• rt • n 
th • ar• tl • ch• n Modell• minimieren. 
Wolfgang Krader - 978-3-631-75588-4
Downloaded from PubFactory at 01/11/2019 03:21:39AM
via free access
23 
(2.1.2.1.4) y oij,kl 
1 ..... 2•. 
der Grenzverteilung des Zufallsvektors s•=n 1/ 2 (s-o0 •) der Elemente der 
Stichprobenkovarianzmatrix S konvergiert 20 , wobei x,ij,kl die Kumulanten 4. 
Ordnung der multivariaten Verteilung der beobachtbaren Variablen z'=(y•· ,x*·) 
darstellen und durch 
(2.1.2.1.5) 
gegeben sind. 
Insbesondere folgt bei Normalverteilung der beobachtbaren Variablen z, 
daß die x,ij,kl gleich O sind und sich die Elemente der asymptotischen 
Varianz-Kovarianz-Matrix Y~ aus { 2.1.2.1.4) als 
(2.1.2.1.6) 
Der Vergleich von (2.1.2.1.41 mit (2.1.2.1.61 verdeutlicht, in welchem 
Ausmaß sich die asymptotischen Varianz-Kovarianz-Matrizen Y O und Y~ der 
asymptotischen Verteilung von s•, basierend auf einer beliebigen stetigen 
Verteilung bzw. der Normalverteilung der beobachtbaren Variablen z, in 
Abhllngigkeit von den Kumulanten 4. Ordnung unterscheiden. 
20 Au • dem multlvarlaten z•ntralen Grenzw•rt • atz (vgl. Cramllr (1948, Kap. 
21.11 und 24.7) folgt, daß dl• Element • von S bei • xl • tl • r • nd• n 4. 
zentralen Momenten d • r beobachtbaren Variablen a • ymptotl • ch 
normalv• rt • llt • ind mit Mltt • lw• rt • vektor Null und Varianz-Kovarianz 
Matrix Y0 mit Y,lj,kl au • (2.1.2.1.4) (vgl. And• r • on (1884, S. 81-82), 
Muirh• ad (1882, Th• or• m 1.2.17, S. 18)). 
21 Brown• (1982, S. 82-83) • prlcht In di ••• m Zu • amm• nhang davon, daß 
dl• multivarlat• V • rt • llung d • r z "kein• Kurto • I• " be • ltzt, da dl• 
marglnal • n Ka• fflzl• nt• n • owl • der multivarlat • 
Ub • r • ehullkurto• I• (vgl. Mardla (11170, 
multlvarlaten Narmalvertellung enteprechen. 
11174)) 
Koeffizient d• r 
den Werten der 
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2.1.2.2 GLS- und ML-Schätzung bei Normalverteilung 
Im allgemeinen ist die asymptotische Varianz-Kovarianz Matrix Y O bzw. Y~ 
der asymptotischen Verteilung von s* nicht bekannt, da beide Matrizen von 
der Kovarianz-Matrix 1;0 • der Grundgesamtheit abhängen. 
Die Mat':,!zen Y O bzw. Y~ müssen deshalb durch einen konsistenten 
Schlitzar V=V, d.h. 





Y0 bzw. Y~ 
Gilt ( 2 .1.2 .1.6) und wird Normalverteilung der beobachtbaren Variablen z 
unterstellt, ist 
(2.1.2.2.2) V 
ein konsistenter Schätzer der asymptotischen Varianz-Kovarianz-Matrix Y~ 
der Grenzverteilung von s•, mit positiv definiter Matrix W als unverzerrtem 
Schlitzar von 1:0 • der Grundgesamtheit. 
22 Der Operator • • t • ht fUr da • l<ron • c:k • r-Produlct. 
01• Matrix 'I' z•(z•• z•2 ) für • In• (z•• z•) • ymm • tri• cha Matr-lx W • t • llt 
die Moor • -P • nro•• Invar •• einer Ubergang• matr-1• CZ,z• (z• 2 • z•) dar, die 
eine lineare Tran • formatlon von vec (W) zu vech(W) ermöglicht. Dabei 
gilt: v•c(W) ~z•v•ch(W) 
(cl'z•·•~z•)-111tz••~z•v•ch(W) (vgl. 
S. 1110-1112), M • gnu• /N • ud• ck • r 
und v• ch(W) 'I' z•v• c(W) 
Brown• (11177, S. 207-2011), N• I (111110, 
(1111111, S. 32-33)). D •• w • it• r • n l&lt 
• ich zeigen, daB 11' 2 .(W GIW)'l''z• s ~z•(W-1• W-,)~~• folgt, mit ~z•w·1 ""' 
vech w·1 • 
Browne/Shaplro (1988, S. 195) formulieren V In der Form VN • L 
covN( •·) 2Mz.cE; • 2:;>""z• = 2Mz•<I:; • 2:;>. Die • ymm• trl • ch• 
ldempotente (z• 2 x z• 2) Proj• ktlon • matrlx Mz• • nt • prlcht dabei dem 
Produkt d•r b•ld•n Matrlz•n ctz• und 'I' z•· 
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Aus der allgemeinen Klasse der Diskrepanzfunktionen (2.1.2.1.3) läßt 
sich nach Anwendung der quadratischen Regel für Matrizenprodukte23 die 
einfachere GLS-Schätzfunktion 
(2.1.2.2.3! FGjs,r*(e J/u) F(s,r" (E>l/V) T tr[(s-r" (E>l)v- 1 J2 
ableiten (vgl. Browne (1977, S. 210)), deren Minimierung nach dem 
Parametervektor e für U=V=V=r*( 0) ZU besten GLS-Schätzern e von eo 
führt, die das Gleichungssystem 
(2.1.2.2.4) 
clF0 , 5 (s,r"{E>)) 
r)E)i 
für alle El/i=1, ... ,t) erfUllen. 
Häufig wird an Stelle 
Disk repanzf unkt ion 2 4-
der GLS-Schätzfunktion 
(2.1.2.2.si FMw, (s,r"(eJ) = - -½-n[trsr*- 1(0) + logJ st"-1 (ell] 
- (p" + q") 
0 
die 
zur Schätzung der Modellparameter herangezogen. Die Minimierung von F Mw, 
liefert bei ErfUllung der Beziehung (2.1.2.2.2) Wishart-Maximum-Likelihood 
Schätzer eMWL des wahren Parametervektors Elo· F MWL ist der Logarithmus 
23 E • gilt: (v• cA)"(BCIC)(v• cD) = t,{ABC"D"). w • nn d •• M • trlxprodukt 
ABC' D' exletl•rl und quadr-atl • ch l•t ( vgl. Magnu • /N•udacker ( 1988. 
Th• or• m 3, S. 31)). 
24 Swaln (1975. S. 325) gibt mahr • re B • l • pl • I• fUr alternativ• 
Dl • kr• panzfunktlon• n, die bei GIUltlgk • lt dar Narmalv• rtailung • b• nfall • 
korrekt ap• zlflzl• rt • lnd und dl• Bedingung ( 2 .1.2 .2 .2) • rfUllen. 
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der konzentrierten Wishart-Likelihoodfunktion (vgl. Jöreskog (1963, S. 34), 
Lawley/Maxwell (1971, S.26)),25 
, 
mit C = lnsl1/2(n-r-1) [ 21/2nr7[ 1/ 4,(,-1) n r( 1 / 2(n+1-i)) J-1 ' 
1•1 
wobei davon ausgegangen wird, daB bei multivariat normalverteilten 
beobachtbaren Variablen z·= (y*·, x*'), mit Erwartungswert µ( =0) und 
Varianz-Kovarianz-Matrix I 0 •, ein Vielfaches der Stichprobenkovarianz-
matrix, n·S, (vgl. (2.1.2.1.0), annähernd wishart-verteilt ist mit 
Oichtefunktion 
(2.1.2.2.7) w(r•,n) 
e-1/ 2ntr(sI:•-•, 1 nS 11/ 2(n-,-1) 
1r•1112n 21/2n, 7[1/4,(r-1) _rr r( 1/2(n+1-i)) 
1=1 
r=p•+q* ist dabei die Anzahl der beobachtbaren Variablen z'=(y•·, x•·> und r 
die allgemeine Gammafunktio'!_ (vgl. Anderson (1958, S. 154f.ll. Die 
Maximum-Likelihood-Schltzer eMw, dar Modellparameter aus e•, r•, 'f*, 
AY •, A:, e.•, eg'", ~• erfüllen das Gleichungssystem 
(2.1.2.2.81 
oF MW.( s,r• ( e J) 
081 
1, ... , t, 
25 Der Unter • chl•d zum Logarlthmu• der Wl • h • rt-Llkellhoadfunktian 
0, 
log LMWL be• t • ht darin. dal die von 8 unabhanglg• n Term• w • gg• la ••• n 
werden (v9I. J6reeko9 (11187, S. 445), Grayblll (111811, Theorem 8.2.1)). 
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der ersten Ableitungen der zu minimierenden Likelihoodfunktion F .w, Im 
einzelnen ergeben sich die 1. Ableitungen 211 als 
(2.1.2.2.9) 
c)FMWL (2.1.2.2.10) • oA . 
(2.1.2.2.11) 
clFMWL 
( 2 .1.2.2.12) or• 
clFMWL (2.1.2.2.13) 
+ 0' A •41•r•·(1-B*)·-1) 
xy • • 
-2(1-e•)'- 1A •·[A •o ((1-e•i-1r•41•r•·(1-e*J·-1 y y yy 
o-e•)'-1r*·A •·o A *(1-e•i- 1r• + (1-e•)'- 1 r•· A •·o · A •· 
y yy y y xy • 
+ A •·o A *(1-B*) - 1r• 
• xy y • 
28 Die formal• Dar• tellung der 1. Ableltung•n lat Im Anhang A 2 zu die •• m 
Kapitel enthalten. Alle Elamant• von a•, r• • 'I'• • Ay •, A• •, eE •, 9g • 
ward • n al • fr • la Paramatar batrachtat (vgl. JBra • lcog (1973, S. 107f,)). 
An dla • ar Stall• • al auf dla fal • cha Wl • d • r-gaba dar 1. Ablaitungan 
ilF„wJae, und aF„w/aeg in Jllreeko9 (11173, 5. 110) aufmerkeam 
gemacht. Die korrekten Ableitungen geben (2.1.2.2.15) und (2.1.2.2.111) 
wieder (vgl. auch Jllreekog (111711, S. 110) eowle Hayduk (111117, 5. 1511)). 
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(2.1.2.2.14) (1-e•r 1 11 •o (1-e•r- 1 11 •· 
Y YY Y ' 
clF 
(2.1.2.2.15) ~ (lyy' cle• 
E 
(2.1.2.2.16) 
c)F Mw, o ••. 
cle: 
wobei (l die in Oyy, (lxy und o .. (entsprechend zu °E*, vgl. (2.1.1.6)) 
partitionierte, symmetrische Varianz-Kovarianz-Matrix des Modells ist. 
Im Rahmen des LISREL-Computerprogrammes (vgl. Jöraskog/Sörbom 
(1966)) werden die beiden Likalihoodfunktionan F0 _, und F.,.w, (vgl. (2.1.2.2.3) 
und (2.1.2.2.5)) über den gesamten euklidischen Parameterraum minimiert, 
ohne daß Restriktionen wie etwa die Nichtnegativitätsbeschränkung der 
Varianzen bestehen. Das führt dazu, daß Parameterwarte außerhalb bzw. 
am Rande des zulässigen Parameterraumes sogenannte "Heywood Casas" 
(vgl. Harman (1971, S. 117f,)) als Ergebnis des Optimierungsprozesses 
auftraten können. 27 
27 Van Drt• I (1978) n • nnt al• möglich • Ur • achen fUr da • Auftrat • n van 
"Heywood Ca ••• " (n • gatlva Varianzen, Varianzen gleich 0, Korrelationen 
gr-tiBer 111) Stichprobenvar'iatlonan, Fehl• peziflkatlonen • owi• die 
empirl • che Unterld • ntlflkation elnzeln • r Modellparameter C• i•h• auch 
K•nny (1979)). 
Methoden und Verfahr-an zur Lö• ung de• NlchtnegativlUlt • probl• m • 
geben Jlleeakag (1987, S. 485f.), Rlndakapf (191!13, 191!14a,b) aawl• L•• 
(1980) und Lee/Bentler (1980) fUr allgemein• Kavar-ianz • tr-ulcturmod• II• 
Wolfgang Krader - 978-3-631-75588-4
Downloaded from PubFactory at 01/11/2019 03:21:39AM
via free access
29 
2.1.2.3 Asymptotische Eigenschaften-Konsistenz und asymptotische 
Normalität der GLS- und ML-Schätzer 
Die Darstellung der asymptotischen Eigenschaften der GLS- und 
ML-Schätzer erfolgt in Anlehnung an die Arbeiten von Browne (1977, 1987), 
Shapiro (1984), Browne/Shapiro (1988), Amemiya et al. (1987) sowie 
Anderson (1989) und Lee/Bentler (1980). Allerdings sind die Beweise zur 
Konsistenz und asymptotischen Normalität auf den stochastischen 
Regressorfall mit unabhängigen und identisch verteilten beobachtbaren 
Zufallsvariablen z' = (y"·, x"') beschränkt. 
2.1.2.3.1 Annahmen 
Neben den unter (2.1.2.1) formulierten Eigenschaften 28 (i-iii) für die zu 
minimierenden Diskrepanzfunktionen werden dem allgemeinen Modell ( 2 .1. 1 -
2.1.3d) folgende Regularitätsbedingungen auferlegt (vgl. Shapiro (1983, 
Theorem 4.2, S. 47, S. 63-65), Browne/Shapiro (1988, S. 206-207), 
Browne (1977, S. 209)), 
RO die Varianz-Kovarianz-Matrix Y O der Grenzverteilung von s• (vgl. 
(2.1.2.1.4) ist positiv definit. 
Bei multivariat normalverteilten z ist RO äquivalent zur Bedingung, 
daß I: 0 • positiv definit sei. 
R2) e0 ist ein innerer Punkt des Parameterraumes H c Rt. 
vechI;•(e) ist in der Umgebung von 8 0 stetig 
differenzierbar 
besitzt vollen 
Spaltenrang an der Stelle 9 = 8 0 • 
28 Shaplro (1983, S. 37-48) betrachtet eu• fUhrllch da• Stell9k • it •- und 
Dlff• r•nzi • rbark • lt • probl• m der zu minimierenden Funktionen. 
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R4) es gilt die Nullhypothese !:0 • = t•(e0 ) für 9 0 E H. Shapiro (1983, 
5.62) und Browne (1984, S. 66) geben als alternative Bedingung 
an, daß eine Folge von Kovarianzmatrizen der Grundgesamtheit 
gegen eine Matrix, die das entsprechende Modell erfüllt, 
konvergiert: llto• - !:*(e0 )li = O(n- 1/ 2 ) bzw. die 
Grenzverteilung von s• ist verzerrt mit 1/2n-11 2 trHY, + o(n- 11 2 ), 
wobei H die Hessematrix von F( S,t•(e)) ist. 
R5) der Parameterraum H E Rt ist kompakt. 29 
R6) d!s Modell ist für 0 0 id~ntifiziert, d.h., t•(e) 
0EH impliziert, daß 0 0 =0. 
Die Annahme R6) der Identifizierbarkeit des Parametervektors El bei 
Gültigkeit der Nullhypothese und den Eigenschaften i) - iii) für die 
Diskrepanzfunktionen F(S,1:*) entspricht der Annahme der bedingten 
Identifizierbarkeit von El an der Stelle 0 0 E H bei gegebenen !:0 •, wenn 0 0 
F(!: O • ,!:*(00 )) eindeutig minimiert (vgl. Shapiro (1983, S. 38-39), Shapiro 
(1984, s. 86-87)). 
2 .1.2 .3.2 Konsistenz 
Im folgenden wird die Konsistenz der unter ( 2 .1.2 .1) formulierten 
allgemeinen Minimum-Diskrepanzfunktionen überprüft. 
29 Ein Parameterraum H C Rt iet kompakt. wenn er geachlo•••n und 
begrenzt lat. a) H c Rt i • t ge• chlo •• en. wenn er alle 
Alckumulatlon• punlct • • nthlllt. fUr die gllt: In der Umgebung von • E Rt l• t 
ein Punkt ungleich x au • H enthalten. b) H C Rt l• t begrenzt, wann fUr 
belleblga • e R 1 der Parameterraum H voll • Ulndlg In der Umgebung von • 
li•gt (vgl. Magnu• /N•ud•ck•~ (1988, S. 85-89)). D• H m•l•t d•n 
g •• amt • n eulclldl • ch• n Raum R 1 , der unbegrenzt l• t, umfalt, fUhrt 
Ander • an (1989, S. 97) an Stelle dar Kampalcthelt de• Paramat• rraum •• 
H eine • tr • ng• ldantlfllcatlon • bedlngung ein: fUr all• E)O ••l•tlert ein 5)0. 
• o dal fUr E> E Rt und II a•(e,) - a•(e 0 )11 ( S dl• B•dlngung 118 - 0 0 11 < • 
gilt (vgl. auch Shaplro (t984, S. 87), Brown•/Shaplro (1988, S.198)). 
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Gelten die Annahmen RSJ, R6), F( S ,I/ ( E>) )ist eine stetige Funktion von 
S und E) bzw. :E•(e) und ist S ein konsistenter Schätzer der 










Der Konsistenzbeweis 30 (vgl. Shapiro (1984, S. 88) beruht im 
wesentlichen auf der Stetigkeitsannahme der Skalarfunktion F(S, :E•) und 
der Kompaktheit des Parameterraumes H. Daraus folgt, daß bei bedingter 
Identifizierbarkeit von 0 F( S,:E*(9)) in Wahrscheinlichkeit gegen F (:E0 •, 
:E•(e )) konvergiert, wenn (2.1.2.3.2.1) gilt und ein eindeutiges Minimum 9 
für F(s,:E*(e)) nistiert. Die Existenz eines eindeutigen Minimums ist durch 
die Kompaktheit von H gegeben. 
30 vgl. auch Am • mlya/Full• r/P• ntula (111117, S. 58-57) und And• r • on (1111111, 
S. 97). die bald• van dar atrangan ldantlflkatlon• badlngung auagahan. 
Andar• an nutzt dabal dl• lnv• rlanzalgen • chaft dar Dlakr• panzfunktlonan 
F MWL und F OLS bazUgllch Tranaformatlonen dar Art S = CS C' und i:• =-
Cl:• c• au • , mit C al• nlchtalngulllr• r Matrix. GIit Cl:•c• = 1 und CSC' s 
D (D lat • In • Diagonal- und I dl• Elnh• ltamatrlx). • o la••• n • ich Ftr.1WL und 
dar• t • ll • n. die • In eindeutig•• Minimum an d • r Stall• dii -) 1 b •• ltz• n und 
• t • tlg alnd (vgl. hierzu .4.nd• raon (1984-, S. 274 und B • w • i• zu Lemma 
3.2.2, s. 114)). 
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2.1.2.3.3 Asymptotische Normalität 
Es sei z (y•· ,x•·) eine Folge von unabhängigen und identisch verteilten 
Zufallsvariablen mit Mittelwert µz(=O), Varianz-Kovarianz-Matrix r•(eJ und 
endlichen vierten Momenten. Gelten die Regularitätsbedingungen R1 - R6) 
zusammen mit der Eigenschaft iii) der 2,._-fach stetigen Differenzierbarkeit 
der Diskrepanzfunktion, so folgt fUr alle 8 von 8, die 
und 
s = vechS und o•(e) = vech L•(e), minimieren, daß die asymptotische 
Verteilung von S 9 = n112(8 - 8 0 ) multivariat normalverteilt ist mit 
Mittelwertsvektor gleich Null und Varianz-Kovarianz-Matrix 
für die Maximum-Likelihood-Schätzer und 
für die GLS-Schätzer, mit 
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plim U--::, U, U=Y 0 bzw. Y~. positiv definit (vgl. (2.1.2.1.4), (2.1.2.1.6) 
n-)o:, 
und (2.1.2.2.2)). 
Beweis:3 1 Da e„w, ein konsistenter Schätzer von eo E G und F MWL in 
~2.1.2.2.5) in der Umgebung von e 0 2-fach stetig differnzierbar ist, erfüllt 
e für n "'O' eo mit Wahrscheinlichkeit 1 die Gleichungen erster Ordnung, die 






d 2 vechI*(e*) 
aeae· (e -e ) t.AWL Q 
• A 
wobei e auf der Verbindungslinie von a„w, und 0 0 liegt. Wegen der 
Existenz von stetigen ersten und zweiten Ableitungen und der Tatsache, daB 




positiv definit ist. 
cl 2vech I*(a*) 
aaaa· 
a2 vech I*(e0 ) 
aaaa· 
31 Die Bew•I•• •~folg• n in Anlehnung an And• r • on (1989, S. 99-100) und 
Amemlya/Fullar/Pantula (1987, S. 58-80), • owl• Shaplro (1983, S. 83f.l. 
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Aus 12.1.2.3.3.4a) folgt somit 
(2.1.2.3.3.6al 0~w,- El _ ( d2 vachL*(e•))- 1 o vach L*(El0 ) oeoe· oEl 
Unter Varw• ndung von 12.1.2.2.8) • rgibt sich 
vach (s-r*(e0 )) 
2F'(El 0 )(Y~J- 1 vach(s-l"' (00 ) ). 
Sind di• parti• ll• n Abl• itung• n fUr Eli und 0 1 von El durch 
- trr•·• (El) ar•(e) 
ae, 
r•-• (0) ar*(e) 
d0. 
1 
1, ... , t 
A 
b• stimmbar gilt, w• g• n p~~=e~w, = 9 0 , 12.1.2.3.3.5a) und 12.1.2.3.3.Sa), 
daß 
o2 v• chr*(e*) 
(2.1.3.3.9a) clS 08. 
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Wird angenommen, daß S mit Rate n- 1/ 2 gegen :[*(e0 ) konvergiert, dann 
folgt unter Verwendung von (2.1.2.3.3.6a) und (2.1.2.2.8) aus 
(2.1.2.3.3.1Oa) eMWL-eO = [F'(8o)(Y~)-1F(8olT1F'(8o)(Y~)-1 
vech(s-:[*(80)) + oP(),,), 
daß n 11 2 (0Mw, -e 0 ) asymptotisch normalverteilt mit Erwartungswert O und 
Varianz-Kovarianz-Matrix wie in (2.1.2.3.3.3al ist. Entsprechend läßt sich 
die asymptotische Normalität von eo,s aus FQLS in (2.1.2.2.3) ableiten. Analog 
zu (2.1.2.3.3.4-a) - (2.1.2.3.3.Sal erhält man 
,., (-a 2_v_ec_h(_:E_* (_e_*l_,u_) )-1 
12.1.2.3.3.6bl e_ .-00 = -·' ae ae· 
a vech(:E*(e 0 ),u) 
ae 
Wegen der Stetigkeitsannahme der 2. Ableitungen, der Konvergenz in 
Wahrscheinlichkeit von (eoLS' vech s, U) gegen (Elo, vech :[*(eo), U) und des 
eindeutigen Minimums von F0 ,.(:E*(e0 ), u) an dar Stalle 8=8 0 (vgl. R5 und 
R6), folgt 









cl vech(:E*(e0 ),u) 
ilEl 
( 2 .1.2.3.3.1Ob) ergibt sich direkt aus der asymptotischen 
[ s-o*(e0 ) ], die nach dem multivariatan zentralen 
(vgl. Fußnote 201 den Erwartungswert O und 
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Varianz-Kovarianz-Matrix Y O wie in (2 .1.2 .1.4) besitzt. 
In der Darstellung der asymptotischen Normalität beider Schätzer 
wurde bislang keine 
beobachtbaren Variablen 
getroffen. Lediglich die 
spezielle Verteilungsannahme bezüglich den 
und den zugrundeliegenden latenten Faktoren 
unabhängige und identische Verteilung der 
beobachtbaren Zufallsvariablen und die Existenz der vierten zentralen 
Momente wurden vorausgesetzt. 32 
2.1.2.3.4 Zusammenhang zwischen GLS- und ML-Schätzer bei 
Normalverteilung 
Bei Gültigkeit der Normalverteilung der beobachtbaren Variablen 
z~N(µz(=O), r•(e)) besteht ein enger Zusammenhang zwischen dem GLS-
und ML-Schätzer (vgl. Browne (1977, S. 215-217); Browne (1982, S. 
83-84); Jöreskog/Goldberger (1972, S. 245); Dahm/Fuller (1986, S. 140)). 
Unter schwachen Annahmen läßt sich zeigen, daß beide Schätzer die gleiche 
asymptotische Verteilung besitzen und der GLS-Schätzer eine 
Approximation des ML-Schätzers bzw. gleich diesem ist, wenn als 
Gewichtungsmatrix der ML-Schätzer der Varianz-Kovarianz-Matrix der 
Stichprobenmomente herangezogen wird. 
Der ML- und der GLS-Schätzer sind durch die Werte von e gegeben, 
die (2.1.2.3.3.1) und (2.1.2.3.3.2) minimieren. Die Gewichtungsmatrix U der 




mit der dazugehörigen Inversen 
32 Brown• (1987. S. 378f.) l•lt•t di• Robu • th•lt d • r GLS-Schiltzer- unt • r 
der r •• triktiven Annahm• d • r Exi • t • nz van endlichen achten z • ntral • n 
Moment • n und narmalv• rt • lltan Faktoren und Störtermen im Rahmen der 
Faktar-enanaly •• ab. 
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(2 .1.2 .3 .4.2) U 
substituiert. 
Aus (2.1.2.3 .3 .21 und (2.1.2 .3.4 .2) erhält man 
N 1 .,... A \ (2 .1.2 .3 .4.3) Focs \ "- (0 ) ,U J 
Beide Oiskrepanzfunktionen lassen sich umformen 33 in 
(2.l.2.3.4 .4)FM:js.r• te)) = f(log~i + r;- 1 -1) 
i=1 
und 
(2 .1.2 .3.4.S)F:., (I:* (E> ),u) 
z• A 
11 2 I: (>-;-1) 2 , 
1=1 
mit ~; als Eigenwerte von I:*(E>) in der Metrik von S aus der charakteristischen 
Gleichung 
(2 .1.2 .3.4.6) 15-l / 2 L*(9 )5-l / 2 -,- 1 II 0. 
33 Da di• Spur bzw . die Determinante •lner • ymmetri • chen po • ltlv definiten 
Matr-i • A gleich der Summe bzw . dem Produlct der Eigenwerte von A l • t 
(vgl. S•arl• (111112, S. 2711-2711); Magnu•l'N•ud•ck•r (191111, S.19)), •rgibt 
. _, • z .- • z 1 
• ich fUr i!Mw,. daB trSl: (e) = l: y 1 = l: --X- und -109I s1:• Ce ) 1 = 
i=1 1=1 "-1 
A 1 A. A • • t • 
-logyI = -log,..- = logi.. I , mit y I ai• Elg•nw•rt• von I: (8) 5, bzw. fUr F,;.,, "-; 
daB au• (1-S-l I:*(e)), mit Elg•nw•rt•n 1-~i' fUr (t-s- 1I;*(eJ) 2 •nt-
~ 2 
• prech•nd ( "- 1-1) folgt. 
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Betrachtet man F• (s,:E•(e)) als Funktion von (~ 1 ..... ~z.) und führt eine 
hlWL "' 




(~ -1)2 (~ -1)3 
+ (~-1) - --'-- 1 + --1-- 2 + ... 
1 21 31 
daß 
,., 
ist, da die Eigenwerte >-; stetige Funktionen der Elemente der 
Stichprobenkovarianzmatrix S sind und S für große Stichproben in 
Wahrscheinlichkeit gegen :E•(0), 0=00 , konvergiert. 
Unter Verwendung der Bedingungen 1. und 2. Ordnung für F Yw, und 
FG„34 zeigt Browne (1977, s. 216), daß der ML-Schätzer e~Wl der 
34 FUr die Spur und den Logarlthmu • der Dat• r-minant • •iner • ymmetr-l • chen 











(vgl. Nel (11180, S. 150f.); lvlagnu• /N• udec:ker (11188, S. 177f.)). 
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i =1 1 ••• ,z*, 
erfüllt, zur gleichen Lösung bei der GLS-Schätzung für 
(2.1.2.3.4.10) 
oF Gcs( s ,L*( eMWC)) 
ae . 




i = 1, ... ,z•. 
0, 
führt, wenn die Gewichtungsmatrix u- 1 = L*(e )- 1 und positiv definit ist. 
~WL A A 
Nur dann konvergiert die asymptotische Verteilung von n 112 ( euw, -e0 ,.) für 
n ->oo gegen den Erwartungswert 0 und der Varianz-Kovarianz-Matrix 
( 2.1.2.3.4.11) H(00 ) 
,., ,., 
Somit gilt für 0uw, und 9 0 ", bei normalvarteilten beobachtbaren Variablen z' 
= (y*·,x*·). 
(2.1.2.3.4.12) 
35 (2.1.2.3.4.11) ergibt • ich au• (2.1.2.3.3.3e) bzw. (2.1.2.3.3.3b) durch ,., 
Ein • etzen von I: = plim L = 2n - 1 'f' z• (W • W) \f'' z• mit W al • 
n-)a:, 
kan • i• t • nt • n SchKtz•r. w = 1:•ce.,.WL). van 1:•ceo) und • omlt von l:Ö 
Y~. Ent • prechende• gilt fUr Ü In (2.1.2.3.3.3b). 
0, 
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Anhang A2: Matrizen - Ableitungen der Wishart - Maximum-
Likelihoodfunktion F 
""' 
Die Ableitungen der Funktion 
(A.2.1) 
nach den Elementen Ay •, Ax \ B"', r•, ~•. '!'*, 0 6 • und e,. des 
Parametervektors 0 erfolgt durch Matrixdifferentiation unter Verwendung 
von Matrizendifferentialen für Spuren und Determinanten von Matrizen {vgl. 
Schöneman (1985), Magnus/Neudecker (1988)). 
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so folgt für die Matrizendifferentiale 
(A.2.2a) dA 
(A.2.3a) dO (l-0•1- 1dr• + dAr• - Adll-B.)Ar• + Adr• 
(A.2.4a) dF,_,w, d log 1r•1 + dtrS r•- 1 
Setzt man (A.2.2) - (A.2.4) in die entsprechenden Teilmatrizen Ly•y•• 
Lx•y• und L•••• von L• ein und bildet die Differentiale, so folgt 
(A.2.6) 
2/\ •o~•o·d/\ •. + 2/\ •o~•[(Adr• - Ad(I-B*)o)·]i\ •. y y y • y 
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Somit erhält man aus (A.2.5) 
(A.2.9) dFMWL 
Die Ableitungen clFMWL / cl0, 9 = ( Ay •, "'· •, e•, r•, ~·, ,y•, e ••• es.) in 
(2.1.2.2.9) - (2.1.2.2.161 ergeben sich dann direkt aus (A.2.91. Dabei ist 
anzumerken, daß bei den Ableitungen keine Restriktionen bezüglich des 
Parametervektors berücksichtigt wurden (vgl. hierzu Lee/Bentler (19801; 
Lee ( 198011. 
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3. Die Einbeziehung von qualitativen lndikatorvariablan 
Während in dar Schätzstruktur der Modelle in den Kapiteln 12.1.2.11 -
( 2 .1.2 .3) angenommen wurde, daß die stetigen latenten Variablen durch 
stetige (normalverteilte) Indikatoren beobachtbar sind, werden im folgenden 
Schätzverfahren behandelt, die es ermöglichen, qualitative lndikatorvariablen 
m,t ordinalem Meßniveau im Rahmen latenter Kovarianzstrukturmodelle zu 
berücksichtigen. 
Ausgangspunkt ist dabei die Vorstellung, daß kategorial meßbare 
Variable lediglich Ausprägungen von nur ··grob"" meßbaren stetigen latenten 
Variablen sind. Im wesentlichen haben sich zwei Vorgehensweisen 
durchgesetzt, die die Analyse diskreter Daten bei zugrundeliegenden 
stetigen latenten Variablen ermöglichen. Der erste Ansatz, aus der 
psychologischen Testtheorie kommend, beruht auf der Formulierung 
geeigneter Rasponsefunktionan (Logit- und Probitfunktionanl, die bei a priori 
gegebenen latenten Zustandsvariablen y (q x 1) die Wahrscheinlichkeit einer 
positiven Antwort (dichotomer Fall) bzw. die Wahrscheinlichkeit eines 
Ereignisses wiedergaben einer bestimmten Kategorie (polytomer Fall) der 
beobachtbaren Variablen anzugehören. Wesentliches Element ist dabei die 
Wahl der bedingten Verteilungen von x(p x 1), so daß die 
Posteriori-Verteilung von y/x von den beobachtbaren Variablen x in der 
Form einer q-dimensionalen Vektorfunktion h(y/x) abhängt (vgl. Andersan 
(1980, 1983); Bartholomaw (1980, 19831). Der Unterschied zu den 
qualitativen Responsamodellen (vgl. Amamiya (19811; McFaddan (1976)) liegt 
dabei darin, daß unbaobachtbara hypothetische Konstruktvariable als 
Ragressoran zur vereinfachenden Darstellung der vorliegenden Datenstruktur 
eingeführt warden. Dar zweite Ansatz folgt der faktorenanalytischen 
Tradition und unterstellt, daß die beobachtbaren dichotomen bzw. polytoman 
Variablen Indikatoren von stetigen normalvertailten latenten Zufallsvariablan 
sind, wann diese bestimmte unbekannte Schwellenwarte überschreiten, 
wobei die Variation der latenten Variablen ihrerseits über ein 
Faktoranalyse-Modall erklärt wird (vgl. Bock/Lieberman (1970); Muth•n 
(197811. Dia grundlegende Vorstellung ist die auf Paarson (1901, 1909) 
sowie Pearson und Pearson ( 19221 zurückgehende Theorie der 
polychorischan und polysarialan Korralationskoaffi zientan, die zur 
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Beschreibung der Beziehung zwischen Paaren bzw. Tripla von stetigen bi-
bzw. trivariat normalverteilten Variablen herangezogen werden, die 
ihrerseits die kategorial beobachtbaren Variablen nichtlinear erzeugen. 
Bartholomew (1987, S. 104-106) zeigt, daß die beiden Ansätze nur für den 
Fall dichotom beobachtbarer Indikatoren äquivalent sind, also zur gleichen 
gemeinsamen Wahrscheinlichkeitsverteilung der x führen. Bei polytomen 
Variablen ist die Äquivalenz nicht mehr gegeben. 315 Im folgenden wird auf 
das zweite Verfahren ausführlicher eingegangen. 
3.1 Die Maximum-Likelihood Schätzung der polychorischen und 
po lyser ialen Korrelations k oeff i z i e n ten 
Die Daten einer bivariaten Normalverteilung werden oft in einer 2 x 2 
Kontingenztabelle dargestellt, wenn jede der Variablen dichotom beobachtbar 
ist. Ausgehend vom tetrachorischen Korrelationskoeffizienten (vgl. Pearson 
(1901)) als Schätzer der Korrelation zwischen den zugrundeliegenden 
normalverteilten Variablen entwickelten Ritchie-Scott (1918) und 
Pearson/Pearson (1922) Schätzverfahren, die die Berechnung des 
Korrelationskoeffizienten für eine beliebige s x r Kontingenztabelle zweier 
beobachtbarer Variablen ermöglichen. Erste Maximum-Likelihood-Verfahren 
38 Vgl. McFadden (1982), de•••n Modell mit zugrund• ll • g • nd• n 
normalvart • ilt• n lat • nt • n Variabl• n fUr palytom• lndlkator-• n unter 
• pezlellen Vertellung•Annahm• n bezügllch den Re • lduen ale ein 
ilqulvalente • Modell mit geeigneter Re • pon • efunlctlon formuliert werden 
kann (vgl. hierzu Bartholomew (1987, S. 137-139)). 
Allerding• zeigen Takane/Da Laauw (1987, S. 398-400), dal eich 
Re • pon • emadell• mit der Probltfunktion al• geeigneter R •• pon •• funktlon 
fUr polytame Variable mit geordneten und ungeordneten Kat • gor-len al • 
ent • pr• chende Faktoranaly •• -Modell• ableiten la••• n. 
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zur simultanen Schätzung der polychorischen Korrelationskoeffizienten und 
der Schwellenwerte wurden von Tallis (1962) und Olsson (1979b) fUr s=r=3 
bzw. beliebig vorgestellt. 3 7 Die Erweiterung auf den Fall von drei polytomen 
Indikatoren wurde von Lee (1985) vorgenommen. Ist dagegen eine der 
beobachtbaren Variablen stetig und die andere polytom mit geordneten 
Kategorien, so wird der ··wahre·· Korrelationskoeffizient durch den 
polyserialen Korrelationskoeffizienten (vgl. Olsson et al. (1982); Lee/Poon 
(1986); Poon/Lee (1987)) ausgedrUckt. 
3.1.1 Der polychorische Korrelationskoeffizient 
Die Verteilung von drei polytomen Variablen x•, v• und z•, denen eine 
trivariate Standardnormalverteilung der zugehörigen latenten Variablen U, V 
und W zugrundegelegt wird, sei gegeben durch (vgl. Lee (1985, S. 54f.ll 
( 3.1.1.1) X• = 1, wenn ri o" U < ri 1 
x• = 2, wenn "1 " u < "2 
x• s, wenn Cla-1 " u < (X 
z• 1, wenn Yo "w < r, 
z• 2, wenn y, " w < Y2 
.. 




1, wenn ß o" V < ß 1 
2, wenn ß, " V < ß2 
r • wenn ßr_, " V < ßr• 
37Vgl. Brawn/B• n • d • ttl (1977) • awl • Callln • et al. ( 191111) für kriti • ch • 
Anmerlcungan In der Verwendung de• tatrachorlachen 
Korrelationalco• fflzl • nten. In beiden Ar-belten wird darau aufmerk • am 
gemacht. daB b • i niedrigen ZellhMufigkeit•n ((5) • owohl di• Verzerrung 
de • Korr • latlon • lca• fflzl • nt • n al • auch da• var • tMrlcte Auftreten van 
"Heywood Ca ••• " zunimmt. 
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wobei <X;(i=1, ... ,s), ß/i=1, ... ,r), yk(k=1, ... ,t) die Schwellenwerte (bzw. 
Kategoriengrenzen) bezeichnen und oc 0 =ß0 =y 0 = -oo sowie oc.=ß,=y• = +oo 
gilt. Ist IIiik die Wahrscheinlichkeit der Beobachtung der (i,j,kl-ten Zelle 
der Kontingenztabelle anzugehören, dann folgt für die Likelihoodfunktion der 
Zufallsstichprobe 










bzw. nach Logarithmierung 
! 3.1.1.31 log L = - i f: 
i=1 j=1 
t 
L nijk log1tlik' 
k=1 
mit C als Konstante und n1ik als empirische Zellhäufigkeiten der s x r x t 
Kontingenztabelle. 
Bei Annahme einer trivariaten Standardnormalverteilung der latenten 
Variablen U, V, W 
(3.1.1.4) 
"' ß y 
~3 (oc,ß,y) -1 _[j"" (2,rJ-3/2 IRl1;2 
{ -(u,v,w)R-
1 (u,v,w)" } 
= exp ---------- dudvdw 
2 
mit Korrelationsmatrix 
(3.1.1.51 R [::: , .. J 
folgt für die Zellwahrscheinlichkeiten 
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(3.1.1.6) -n: ijk 
Die ML-Schätzer der zu schätzenden Parameter Puv• Puw• Pvw' cx 1, •.• ,cx._ 1, 
ß1, ... ,ßr-l und y 1, ... ,y r-l entsprechen den Lösungen des Systems der partiellen 
Ableitungen 39 
(3.1.1.7) 
a-1 r-1 t-1 
-III~ 
i=1 j=1 k=1 -n: ijk 
(3.1.1.8) 
a-1 r-1 t-1 
-III~ 
1=1 j=1 k=1 TI: ijk 
(3.1.1.9) 
•-1 r-1 t-1 -III~~ 




•-1 r-1 t-1 -III~~ 
m=1 J=1 k=1 7[ ijk cl °'m 
31!1 vgl. L•• (11185, S. 57-511) fUr die ••plizlt• formal• Dar• t • liung der 
partl•ll•n Ableitungen. 
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a-1 r-1 t-1 I I I ~ c),rijk 
i=I n=I k=1 7r ijk c) ßn 
(3.1.1.12) 
a-1 r-1 t-1 
III~ 
i=t j=1 o =1 7t ijk 
Alternativ können die polychorischen Korrelationskoeffizienten und die 
zugehörigen Schwellenwerte mittels eines 2-stufigen ML-Verfahrens 
geschätzt werden 39 (vgl. Martinson/Hamdan (1971); Olsson (1979bll. In der 
ersten Stufe werden die Schwellenwerte cxl' ßi' yk über die kumulierten 
Randhäufigkeiten als Inverse dar Standardnormalverteilungsfunktion 
berechnet. Anschließend werden in dar 2. Stufe die 
Korrelationskoeffizienten mittels ML-Schätzung aus der trivariaten 
Normalverteilungsfunktion bei gegebenen Schwellenwerten am, ßp' 





m r t • p t 
p 
m .. I I I pijk' P.p. I I I pljk' 
i=1 j=1 k=I i=I j=1 k=1 
• r q 
P .. q I I I pijk. 
1=1 J=I k=I 
V •q 
39 Da• zwaiatuflg• Schatzverfahren i• t wagen der Vermeidung multipler 
Integrale r • chent• chniach weniger aufwendig. 
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Monte-Carlo-Studien zeigen eine hohe Übereinstimmung in den 
Ergebnissen des 2-stufigen und des vollständig simultanen ML-Verfahrens 
sowohl für 2 bzw. 3 polytome Variable, denen eine bi- bzw. trivariat 
standardnormalverteilte latente Variable zugrundegelegt wurden (vgl. Olsson 
{1979b, S. 452-458); Kukuk (1989, S. 6-11); Ronning/Kukuk (1988, S. 
9-12); Poon/Lee (1987, S. 417-420). 
Kritik am Ansatz der polychorischen Korrelat ionsk oeffi z ienten 
konzentriert sich im wesentlichen auf die folgenden Punkte: 
1) Es besteht keine Gewißheit dafür, daß die Matrix der polychorischen 
Korrelationskoeffizienten positiv (semi-) definit ist. 
Unter anderem wird es damit begründet, daß im 2-stufigen 
Schätzverfahren den Schwellenparametern keinerlei Restriktionen derart 
auferlegt werden, daß die Schwellenwerte, die zu einer bestimmten 
latenten Variablen gehören, für jede geschätzte Korrelation, die diese 
Variable enthält, gleich sind. Desweiteran wird in der Abweichung von 
der Normalverteilung_. besonders hinsichtlich der Schiefe der Verteilung, 
ein Haupteinflußfaktor gesehen {vgl. Nerlove (1988, S. 245-246). 
2) Die polychorischen Korrelationskoeffizienten sind verzerrte Schätzer des 
··wahren·· Korrelationskoeffizienten. 
Der Bias ist dann am größten, wenn die erwartete Zellhäufigkeit einer 
oder mehrerer Zellen der Kontigenztabelle gleich O ist.~0 Bei 
Zellhäufigkeiten größer 5 wird er vernachlässigbar klein (vgl. Mooijaart 
(1983, S. 428); Brown/Benedetti (1977, S. 352-353)). 
3) Die Annahme einer zugrundeliegenden bi- bzw. trivariaten 
Normalverteilung der latenten Variablen ist meist nicht erfUllt. 
Goodman (1984, S. 112, 137-138; 1985, S. 16-21) macht darauf 
aufmerksam, daß im Rahmen von Assoziationsmodellen mit Reihen- und 
Spalteneffekten (RC-Assoziationsmodell) ein direkter Zusammenhang 
40 Durch aln• g••lgn•t• Null-Zellan-Korr• ktur, baalerend auf den 
• rwart • tan Zellh.11.uflglceiten ( die beobachtete Zellhl.uflgkelt von O wird auf 
die ZellhAuflglcelt van 1/2 geaetzt, • o dal bei entaprechender Anderung 
der anderen Zellhl.uiglcelten die Aandh.11.uflgkelten unver.l.ndert bleiben). 
kann der Blaa betdlchtllch vermlnder-t werden (vgl. Brown/B • nedatti 
(1977, S.353); Collln • • t al. (1988, S. 389)). 
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zwischen dem Assoziationsmaß lZI und dem tetra- bzw. polychorischen 
Korrelationskoeffizienten besteht mit dem wesentlichen Vorteil, daß 
keine Verteilungsannahme getroffen werden muB. 
Die in den Punkten 1)-3) angesprochene Kritik hat dazu geführt, daß 
alternative Ansätze 41 entwickelt wurden, die eine möglichst gute 
Approximation der polychorischan Korrelationskoeffizienten erlauben. 
Gemeinsam ist den Ansätzen, daß sie auf den Odds-Ratios, dem 
Kreuzprodukt in der 2 x 2 Kontingenztabelle beruhen. Ausgehend von 
Goodman·s allgemeinem RC-Assoziationsmodell (vgl. Goodman (1979a, 1984-)) 
fUr eine I x J Kontingenztabella 
(3.1.1.14-) i=1, .... ,. j=1, .... J, 
mit Pip (X;, ßi als empirische Zellhäufigkeiten bzw. Reihen- und 
Spalteneffekte und u1, u1 als lntervallswerte der Reihen- und 
Spaltenkategorien einer I x J Kontinganztabelle zeigen Beckar/Clogg (1988) 
explizit, wie dar tetrachorischa Korrelationskoeffizient Pt (1 = J = 2) unter 
Verwendung der skalierten Log-Odds-Ratio 
(3.1.1.15) 
mit 
(3.1.1.16) (plJ P1+1,j+1) / (pl,j+1 Pi+1)• fUr i=l, •.. ,1-1; j=l, .•. ,J-1, 
als Odds-Ratios der 2 x 2 Kontingenztabelle und 
41 vgl. auch Chamb•r• (1982), Bartholom•w (1987, S. 118-120. Vgl. auch 
L••/Lam (1988), dl • 
Korrelat Ion • ko • ffi z l•nt•n unt•r 
zugrundell• g • nden bivariat• n 
ML-Schatz• r der 
d•r allgem•lnen 
• lllptl • ch • n Verteilung 
palychorl • ch• n 
Annahme 
d • r 
einer 
lat• nt• n 
Variabl• n abl• lten. Simulationen z • ig• n. dal die abg• l• lt • t • n SchMtz • r fUr 
• ymm • trl• ch v • rt • llt• dl • kr • t • Beobachtungen •• hr robu • t • lnd g• g • nUb• r 
einer Verletzung d • r Normalv• rt • llung • annahm• d • r • t • tlg• n lat• nt• n 
Variablen. 
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als Maß der Schiefe in den Randverteilungen, durch 
(3.1.1.18) 12,48sL - 24,68sC 
approximiert werden kann. Die Odds-Ratios 8 1i erfüllen dabei die Bedingung 
( 3.1.1.19) 
Dieser Ansatz bietet somit die Möglichkeit, die Angemessenheit der tetra-
bzw. polychorischen Korrelationskoeffizienten bezüglich der 
Normalverteilungsannahme zu überprüfen. 
3 .1.2 Der polyseriale Korrelationskoeffizient 
Als Verallgemeinerung des biserialen Korrelationskoeffizienten (vgl. Pearson 
(1909); Tale (1955a, 1955b)J beschreibt der polyseriale 
Korrelationskoeffizient die Korrelation 
Zufallsvariablen x• und einer durch v• 
zwischen einer stetigen 
nur kategorial beobachtbaren 
stetigen latenten Variablen V, für die eine bivariate Normalverteilung 
angenommen wird (vgl. Cox (1974); Olsson et al. (1982)). 
Im folgenden wird von einem stetigen Zufallsvektor x•(r x 1) und einer 
stetigen latenten Zufallsvariablen V ausgegangen, die gemliB einer 
multivariaten Normalverteilung mi1 Mittelwertsvektor (µ' ,O)' und 
Varianz-Kovarianz-Matrix 
(3.1.2.1! Cov = (~· 
0 
1 
42 D1• tnt•rvallaw• r-t • d • r A• ihen- und Spalt• nkat• garl• n llp vj hilng• n 
dabei funktional von den J• w • lllg• n AandhM.uffgk • it• n ab. um • a die 
Schief• in den Randvart • llung • n zu b • rUck • ichtlgan. FUr µp "'J gllt: µ 1 =-= 
[(-1)iup(-,;12J]/P1. bzw. "J = [(-1)i • xp(-,:12]/P.j• l,J=1,2. ,, bzw. 
"tc • t • ll • n die Schw• ll• nw• rt • 
Variablen dar, die au• d • n 
appro•lmativ b •• tlmmt warden 
dar zugrund• llag • ndan normalv• rtalltan 
j• waillg• n Randv • rtallung • n p 1.• p .J 
kllnnan (vgl. Backar/Clogg (1988. S. 
410-412)). V9I. auch Mooljaart (1983, S. 429). 
Wolfgang Krader - 978-3-631-75588-4
Downloaded from PubFactory at 01/11/2019 03:21:39AM
via free access
52 
verteilt sind (vgl. Lee/Poon (1986)). µ ist der Mittelwertsvektor von x•, 0 = 
Oii ist die positiv definite Varianz-Kovarianz-Matrix des Vektors x•, und a 
gibt die Kovarianzen zwischen x• und V wieder. Wenn O eine 
Korrelationsmatrix ist, dann enthält a die Korrelationen zwischen x• und V, 
da Var (V) = 1 ist. Die Beziehung zwischen v* und V ist durch (3.1.1.1) 
beschrieben mit ni Beobachtungen für jede Kategorie von y• = j, j = 1, ... , r. Ist 
(x*ji•y"') eine Zufallsstichprobe von (x*·, V*) mit Stichprobenumfang N = L ni, 
dann bilden die N · r x 1 beobachtbaren Vektoren der Form (x•ji•j) die gesamte 
Information zur Schätzung der Parametervektoren und -matrizen µ, 0, " 
sowie der Schwellenwerte ([3 1, ... , ßr-1). 
Ausgehend von den Wahrscheinlichkeitsdichtefunktionen p (x*) und p (x•, y*) 
für x• und ( x•, V*) folgt, daß die bedingte Verteilung Pr (V= j I x•), von V 








(3.1.2.5) ( . -1 )1/2 1-a Ü C • 
Die zu schätzenden Parametervektoren und -matrizen µ, 0, a sowie die 
Schwellenwerte (ß 1 , ... ,ßr_ 1) ergeben sich durch Maximierung der 
Likelihoodfunktion der Zufallsstichprobe (xJt ,ytJ 
(3.1.2.6) 
r "j 
L =II II p(x/l Pr(y/1 x/l 
j=1 i=1 
bzw. durch Minimierung von 
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(3.1.2.7) L* '"' ~ r • -1{ * • log L = 1/2 Nlog IOI + 1/2 ,._ .:.... ,x .. -µ)0 ,x .. -µ) 
j=1 i=1 JI JI 
r "j 
- L L log [ q,(ß; ,x/l - q,(ß;_ 1,x/l]. 
j=1 i=1 
Mittels einer eins- zu- eins Abbildung werden die Parameter von ( a, ß) in 
die Parameter von (a, ßl, mit 
(3.1.2.8) 
(3.1.2.9) j =1, ... ,r-1, 
transformiert. Somit folgt aus ( 3 .1.2 .4) und ( 3. 1.2 .5) 
(3.1.2.5al q,(131,x*)=q,(~ +a·x*l, 
womit LH/Poon (1986, S. 115-116) eine zu L • äquivalente Minimierungsfunktion 
( 3.1.2.10) L O = F1(µ,0) - L L log[ 41(ß'1 + o •/l -41(ß; _1 + o·x/l] 
J=1 i=1 
ableiten. Dabei entspricht F 1(µ,0) dem ersten Term von L*. 
Dar Vorteil dar Transformation liegt darin, daß nur noch die 
transformierten Parameter ß'. und o über ein geeignetes Newton- Raphson 
J A A 
Verfahren bestimmt werden müssen. Die ML-Schlitzer µ, 0 für µ, 0 
ergaben sich als Mittelwertsvaktor und Varianz-Kovarianz-Matrix der 
Zufallsstichprobe x~(i=1, ... ,ni; j=1, ... ,r). Aus 
(3.1.2.10 (~ ~ )( ~ ~)-1/2 ßj = ß j + Cl 'µ 1 + Cl 'Ü Cl , j = 1, ... , r -1, 
und 
(3.1.2.12) Cl = -Oo( 1 + o"0or 1 / 2 
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lassen sich nach Einsetzen der ML-Schätzer von µ=µ, O=O, ßi =~ und o=§ 
die ML-Schätzer von ßj und o ermitteln. 
Olsson et al. 11982, S. 343-344) schlagen ebenfalls als Alternative zur 
ML-Schätzung wie beim polychorischen Korrelationskoeffizienten einen 
2-stufigen Schätzer vor, bei dem in der 1. Stufe µ durch x*, 0 durch s 2 
und die Schwellenwerte ßi über die kumulierten Randhäufigkeiten von v* als 
Inverse der Standardnormalverteilungsfunktion berechnet werden. 
Anschließend werden die polyserialen Korrelationskoeffizienten o durch 
Minimierung von 13 .1.2. 7) bestimmt. Die ebenfalls durchgeführten 
Simulationen zeigen, daB der 2-stufige Schätzer auch relativ robust 
gegenüber schwachen Abweichungen von der Normalverteilung ist (vgl. 
Olsson at al. 11982, S. 345-346)). 
3.2 Asymptotisch verteilungsfraia Schitzverfahren 
Gegenstand dieses Kapitels ist die Darstellung von sogenannten 
asymptotisch verteilungsfraian Schätzverfahren, die es ermöglichen, nicht 
normalverteilte quantitative und qualitative beobachtbare Variable ohne 
spezielle Verteilungsannahme im Rahmen von Kovarianz- und 
Korrelationsstrukturmodellen zu behandeln. Der Vorteil der 
Normalverteilungsannahme liegt darin, daB lediglich die 1. und 2. Momente 
der empririschen Verteilungen der beobachtbaren Variablen zur Analyse der 
Modellstruktur benötigt werden. Zentrale Momente höherer Ordnung sind 
entweder gleich O oder lassen sich als einfache Funktionen der 2. Momente 
darstellen. ML- und GLS-Schätzverfahren liefern dann konsistente und 
effiziente Schätzungen der strukturellen Parameter eines interessierenden 
theoretischen Modells. Allerdings ist in den meisten Fällen die Annahme der 
Normalverteilung nicht gültig. Dia Anwendung von ML- und GLS-Verfahren 
basierend auf der Normalverteilungsannahme fUhrt dann zwar weiterhin zu 
konsistenten und asymptotisch normalverteilten Schätzern (vgl. Abschnitte 
12.1.2.3.2) und 12.1.2.3.3)), aber die Effizienz der Schätzer und die 
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Aussagefähigkeit des X 2 -Anpassungstests ist nicht mehr gegeban.43 Die 
Behandlung von nicht normalverteilten stetigen und insbesondere von 
qualitativen Variablen macht es erforderlich, daß die Information aus 
Momentan höherer Ordnung wie Schiefe und Kurtosis in die Schätzverfahren 
miteinbezogen werden. Generell läßt sich die Analyse linearer Hypothesen in 
Strukturmodelle für Kovarianzen (vgl. hierzu Bantler (1983b); 
Bentler/Oijkstra (1985); Browne (1982, 1984); Mooijaart/Bentler (1985); 
Browne/Shapiro (1988)) bzw. für Korrelationen (vgl. hierzu 
Steigar/Hakistan (1982, 1983); Oe Leeuw (1983); Steiger/Browne (1984); 
Mooijaart (1985a,b); Muthlln (1983, 1984)) unterscheiden. Die 
Unterscheidung wird deshalb getroffen, weil häufig Kovarianzstrukturmo~elle 
(LISREL, EQS) auf Korrelationsmatrizen angewandP.t warden. Bei fehlender 
Skaleninvarianz des jeweiligen theoretischen Modells kann dies zu einer 
Modelländeruc,g, falschen X 2 -Teststatistiken, sowie inkorrekten 
Parameterschätzungen und Standardfehlern führen, da statt :E*=l:*(0) für 
Kovarianzen die entsprechende Struktur t• o.:Eo. für eine 
Korrelationsmatrix :E = R(0) analysiert wird (D. ist eine stochastische 
Oiagonalmatrix der Standardabweichungen), ohne daB die Restriktion 
diag(L)= diag(RI 0)) = 1 in Programmen wie LISREL implementiert ist (vgl. 
Browne (1982, S. 93-95, 108); Bentler/Dijkstra (1985, S. 29-31) sowie 
Cudeck (1989)). 
Wesentliches Element dar asymptotisch verteilungsfreien Verfahren ist 
die Ableitung und Schätzung dar asymptotischen Varianz-Kovarianz-Matrix 
der Kovarianzen bzw. dar Korrelationen. Da die asymptotisch 
varteilungsfreie Varianz-Kovarianz-Matrix für Kovarianzstrukturmodelle und 
ihre Einbettung in die ML- und GLS-Schätzer bereits in Kapital 2.1.2 (vgl. 
hierzu die Formeln (2.1.2.1.4), (2.1.2.3.3.3a) und (2.1.2.3.3.3b)) behandelt 
wurde, wird im folgenden die asymptotisch verteilungsfraie Schätztheorie 
für Kovarianzstrukturmodelle (vgl. Browne ( 1984, S. 71f .J J auf 
Korrelationsstrukturmodelle übertragen. Letztere besitzen zudem den 
Vorteil, daB qualitative Indikatoren mit geordneten Kategorien über die 
Theorie der polychorischen und polyserialen Korrelationskoeffizienten 
berücksichtigt werden könnnen. 
43 vgl. Boom • ma (111112, 111115), Forn•II/Larcker (111111), 
Babalcua/Ferguaon/Jllrealcog { 19117), aowie Muth•n/Kaplan { 19115). 
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Es wird angenommen, daß die Zufallsvariablen 






folgen, wobei die 4. zent_ralen Momente endlich und existent sind. 
xt einer 
Entsprechend gilt fUr die Stichprobenmomente der n=N-1 unabhängigen 








n- 1 :E z1•zi•zkazl•' 
•=1 
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Für die Kovarianzen ist ein konsistenter Schätzer dar Elemente der 
Varianz-Kovarianz-Matrix der asymptotischen Verteilung von n 1/ 2 (s-o•) durch 
(3.2.3) 
gegeben ( vgl. auch (2.1.2.1.4)), der sich ebenfalls als 
Stichprobenkovarianzmatrix der Produkt variablen (xia *-m;)(xi• •-mi) tija 
bzw. ( xk;-mk) (x 1; -m 1) = tkla mit den Mittelwerten siJ bzw. skl schätzen 
läßt (vgl. Browne 1982, S. 87)), so daß 
(3.2.4) 
folgt. Damit entfällt die Berechnung von siJkl in (3.2.2c). Mooijaart (1985a, 
S. 330-332)) entwickelte ein einfaches Verfahren zur Bestimmung der 
Varianz-Kovarianz-Matrix der asymptotischen Verteilung der 
Korrelationskoeffizienten n112 (r-p), deren Elemente normalverteilt sind mit 
Erwartungswert 0 und Kovarianzmatrix 
(3.2.5) 
wobei rlJ' riJkl durch (3.2.2dl und (3.2.2e) gegeben sind (vgl. auch 
Steiger/Hakistan (1982, S. 210-210; Steig• r/Browne ( 1984, S. 13)). 
Die Bestimmung von (3.2.5) beruht dabei wesentlich auf der Ableitung der 
neuen Variablen 
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die sich aus einer Taylorreihanentwick lu ng einer Funktion der 
Stichprobanmittalwerta m;, mj bzw. mk, m1 um x = µi,µj bzw. µk, µ1 ergeben. 
Alternativ läßt sich Uij,kl• aus den Produktvariablen tij•=v; bzw. tk 1.=vj 
ableiten, wenn man annimmt, daß vi und vj Stichprobenelemente einer 
bivariaten Verteilung mit Kovarianzmatrix 
(3.2.7) po 1o 2 ] oa • P a 
und endlichen 4. Momenten sind. 
Die Anwendung das multivariaten zentralen Grenzwartsatzes (vgl. 
Muirhead (1982, S. 19, 42)) zeigt, daß die Elemente der asymptotischen 
Verteilung von 
(3.2.8) u n112[ S(n) - I], 
mit S(n) = s1/nl als Stichprobenkovarianzmatrix von v1 und vj, normalverteilt 
mit Erwartungswert 0 und Kovarianzmatrix V sind, wobei die Varianzen 
durch µ4 = o4 (µ 4 ist 4. zentrales Moment) gegeben sind und die 
Kovarianzen von den Kumulanten 4. Ordnung abhlngen. 44 
AusgedrUckt in den Elementen u (u 11 , u 12 , u22 ) kann der 
Stichprobenkorrelationskoeffizient r 1/nl erweitert werden als 
44 vgl. auch Thaarama 2.2.1B und 2.2.3B In Sarfling (1980, S. 118, 72) 
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Daraus folgt, daß 
(3.2.10) n11 2 [r(n) - p J 
ist. 
Vergleicht man jetzt (3.2.10) mit (3.2.6), so besitzen beide Ausdrücke 
die gleiche Form, wenn man in (3.2.10) fUr u12 , u 11 und u22 die 
entsprechenden Ausdrücke der Produktvariablen 
(3.2.10 u,2 YiYj - po1o2 tijatkla - po1o2 , Eu12 p, 
(3.2.12) u,, yiyi 0 2 t,atia - 0,2. E u11 0,2, 1 
(3.2.13) U22 VJVj - 02 2 = tjatja - 02 2 Eu22 02 2 . . 
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Mit Computerprogrammen wie PRELIS (vgl. Jöreskog/Sörbom (1g86b)) 
und LISCOMP (vgl. Muth•n (1988)) kann die asymptotische 
Varianz-Kovarianz-Matrix Uij,kl* für 
Korrelationskoeffizienten leicht berechnet werden. 
Kovarianzen und 
Speie herplatzprobleme 
verhindern allerdings, daß Uij,kl• für eine beliebige Anzahl der Elemente 
(> 12) der Korrelationsmatrix geschätzt werden kann. 
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4. Identifikation der Strukturparameter 
In Abschnitt 2.1.2 wurde bei der Darstellung der ML- und 
GLS-Sc hä t z f unktion die Identifizierbarkeit der unbekannten "freien" 
Modellparameter A. *, A;, e•, r•, ~•. ,y•, e •• und E> 8• der allgemeinen 
Varianz-Kovarianz-Matrix :E* (vgl. (2.1.1.8)) vorausgesetzt. Dabei gilt das 
Modell als identifiziert, wenn sich fUr die unbakanntan Parameter des 
Strukturmodells, das durch (2.1.1.1), (2.1.1.3a), (2.1.1.3b) gegeben ist, 
eindeutige Lösungen aus den entsprechenden Parametern der reduzierten 
Form, ausgedrückt in den Varianzen und Kovarianzen der beobachtbaren 
Variablen z' = (y*· ,x•·i bestimmen lassen. Die ldentifiziertung der Parameter 
ist eine wesentliche Voraussetzung fUr eine konsistente Schlitzung und der 
Testbarkeit formulierter statistischer Hypothesen. Gabrielsen (1978) zeigt 
allerdings, daB Identifikation nicht notwendigerweise konsistente 
Parameterschätzungen impliziert, wogegen umgekehrt Konsistenz stets die 
Identifizierbarkeit der -entsprechenden Parameter bedingt (vgl. auch 
Daistler/Seifert (1978)). Dies hat dazu gafUhrt, daB in vielen 
Computerprogrammen zur Analyse von latenten Kovarianzstrukturmodellan 
(LISREL VII, Jöreskog/Sörbom 11988); EQS, Bantler 11989); LINCS2.0 
Schoanberg/Armingar 11989)) die Identifizierbarkeit dar Parameter durch 
UbarprUfung der positiven Dafinitheit der Informationsmatrix zu erreichen 
versucht wird (vgl. Bentler/Weeks 11980, S. 295)). Wann das Modell 
identifiziert ist, dann ist die Informationsmatrix mit größter anzunehmender 
Wahrscheinlichkeit (vgl. Jöreskog/Sörbom (1988, S. 17)) positiv definit.45 
Ist die Informationsmatrix dagegen singulllr, gibt ihr Rang die Anzahl dar 
identifizierten Parameter an. Als theoretisch ungeeignet weist Bantlar diese 
pragmatische anwendungsorientierte Sichtweise zurUck, da die 
45 Oi• Ub• rprUfung der poaltlven D • flnlth•lt d • r lnformatlonamatrl• erfolgt 
dab• I • rat nach SchMtzung d • a • nt • prech• nd• n th• oratlach• n Modalla. 
Somit kann auch bal gagab• n • r ld• ntiflkatlon da• Problem dar 
emplrlechen Unteridentifizierung (vgl. Kenny (111711); Rlnd • kopf (11184); 
S • ld• I/Elch• l• r (1989a)) auftraten, wenn • lnz • ln• Parameter wagen 
num• rl • chen Ung• naulgk • lt• n und lnatabllltatan de• jaw• lflg• n 
SchAtzalgar-lthmu• al• Nah• an Null ll• g • nd bzw. gl• lch Null g•• chM.tzt 
warden. 
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Identifizierung ein Problem der Grundgesamtheit und somit unabhängig von 
Stichprobenbetrachtungen ist. Eine auf Daten begründete Beurteilung der 
Identifizierbarkeit könnte deswegen falsch sein (vgl. Bentler (1980, S. 
443)), 
Die Begründung für die empirische Uberprüfung der Identifikation ist vor 
allem in dem Fehlen von allgemeingültigen Identifikationsregeln, wie Rang-
und Ordnungskriterien (vgl. Montfort (1978)), zu sehen, die im klassischen 
simultanen Gleichungssystem oder in simultanen Probit- und Tobitmodellen 
{vgl. Pohlmeier (1989, S. 16-23)) angewendet werden können, aber auf 
allgemeine komplenre LISREL-Modelle nicht oder nur bedingt übertragbar 
sind. 48 Lediglich für konfirmatorische und u:plorative Faktoranalyse- und 
simultane Fehler-in-den-Variablen Modelle (vgl. Bekker/Pollock (1986); 
Bekker (1989); Shapiro (19851; Shapiro/Browne (1983); Geraci (1976, 1982, 
1983); Hsiao (1983); Hausman/Taylor (1983)) fassen sich notwendige und 
hinreichende Identifikationsbedingungen basierend auf den Rang- und 
Ordnungskriterien formulieren, die eine lokale Identifizierung der Parameter 
ermöglichen. Generell lassen sich die Parameter des allgemeinen 
LISREL-Modells identifizieren, wenn die Jacobi-Matri11 vollen Spaltenrang 
besitzt, die Zahl der Varianz-Kovarianz Gleichungen größer bzw. gleich der 
Anzahl der zu schitzenden unbekannten Parameter ist und zusitzlich 
Skalierungsrestriktionen in den Faktorladungsmatrizen eingeführt werden 
(vgl. Bollen/Jöreskog (1985)). 
Im folgenden werden für das simultane Fehler-in-den-Variablen Modell 
allgemeingültige Identifikationsregeln abgeleitet und um 
Identifikationsmöglichkeiten im verallgemeinerten latenten 
Kovarianzstrukturmodell erginzt. Die Darstellung ist dabei auf lineare 
statische Modelle beschrinkt.47 
411 Al• B• l • pl• I• dafUr mll9• n Chamb• rlaln (11177) und Dupail!ov./Wold (1982) 
gelten. die lnatrumentvarlablen In erweiterte rekur- • lve MIMIC-Modelle mit 
Gruppen• truktur und Varlanz-Kampanent • nzerlegung zur ldentlflzlerung 
einführen. bzw. Rangkriterien ba• lerend auf der Jacobl-Matrlx fUr 
einfach• , dem Partial Lea• t Square • An • atz (vgl. J&re• kog/Wold (ad • . 
1982); Lohmllll• r (1989)) llqulvalent• LISREL-llllod• II • , ablelten. 
47 Vgl. llllaravall (1979); Algn• r • t al. (1984. S. 1S72-1:S80); 
D • letl • r/And• r • on (1989), • owle Bloch (111811) fUr die ld• ntlfikatlon Im 
Rahmen linearer dynaml• ch• r Fahl• r-ln-d • n-Varlablen Modellen. 
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4.1 Identifikation im Fehler-in-den-Variablen Modell 






ist die zugehörige Varianz-Kovarianz-Matrix :EE •, die aus r• in (2.1.1.8) 




gegeben sind. Für die Fehlerterme ~. E~ und s7 wird eine Normalverteilung 
angenommen. Somit • ind die beobachtbaren Variablen z' = t?· ,x•·J ebenfalls 
normalverteilt, und die zur Verfügung stehende beobachtbare Information 
zur Modellidentifikation ist auf Momente 2. Ordnung be• chrlinkt. 
Gelten die in Abschnitt 2.1.1 getroffenen stochastischen Annahmen 
bezüglich den Fehlertermmatrizen q,•, a.. und 9 6., so ist das 
Fehler-in-den-Variablen Modell ohne die Einführung von a priori 
Restriktionen in Form von Normalisierungs- und AusschluBrestriktionen 
nicht identifizierbar (auch dann, wenn 41• und q,• üblicherweise al• 
Diagonalmatrizen angenommen werden). 
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Den [ (P* + Q *)(p • + Q • +1) / 2J empirischen Varianzen und 
Kovarianzen in (4.1.4) - (4.1.6) stehen [P* 2 + p•o• + Q*(Q*+1)/2 + 
p• (P • +1) / 2 + p• +Q •] unbekannte Parameter in den entsprechenden 
Matrizen e•, r•, «z>*, 'I'*, e •• und e •• gegenüber, wobei «z>* und 'I'* als 
unbeschränkt angenommen werden. Gleichung (4.1.4) enthält als einzige die 
Fehlertermmatrizen 'I'* und e •• , die mit den P*(p * + 1) / 2 empirischen 
Informationen nicht getrennt voneinander identifizierbar sind, auch wenn 
(I-B*) und r• bekannt wären. Zudem ist die Identifikation von 'f* und e •• in 
(4.1.4), sofern überhaupt möglich, ohne Einfluß auf die Identifikation von 
(1-B*), r•, «z>* und 8 8 • in (4.1.5) und (4.1.6) bzw. in 
(4.1.7) 
die sich durch Einsetzen von 14.1.5) in 14.1.6) ergibt (vgl. Geraci (1976, S. 
266f.); Hsiao 11983, S. 260)), 
Die Fehlerterm• et und et können somit zu einem gemeinsamen 
Störterm zusammengefaßt werden, dessen Varianz-Kovarianz-Matrix durch 
L•• gegeben ist. Aus 14.1.4) folgt 
(4 .1.4al 
mit 
Ebenfalls keinen Beitrag zur Identifikation der anderen 
Parametermatrizen liefert (4.1.5), wo ~• nur bei bekannten 0 8• 
identifizierbar wlre. Die gesamte beobachtbare Information zur 
Modellidentifikation ist demnach in der Gleichung (4.1.7) enthalten, die in 
(4.1.81 [ 1P. • L;•.• : 1P. • ( L•••• - 0 8.) ]ex = o 
umgeformt werden kann (vgl. Hsiao (1983, S. 235)), 
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IP. stellen entsprechende Einheitsmatrizen der Dimension p• dar, und • 
ist das Kronacker-Produkt. ot' = (ß,*', ... ,ßp••·. r,•·, ... ,"'fQ••·) ist der 
zugehörige 1 x p*/p* + o•)-Koeffizientenvektor, dessen Restriktionen sich 
linear in der Form 
(4.1.9) Qot - d 0 
wiedergeben lassen. Q ist eine R x p*(p* + O*)-Matrix, deren Zeilen für die 
a priori getroffenen Ausschluß- und Normalisierungsrestriktionen eine 1 und 
sonst O enthalten. R ist die Zahl der unabhängigen 
Koeffizientenrestriktionen. d ist ein (R x 1) Vektor mit bekannten Elementen 
gleich 1 fUr die Normalisierungsrestriktionan und O sonst (vgl. Geraci (1976, 
s. 267)). 
Das Identifikationsproblem lllBt sich jetzt folgendermaßen formulieren: 
i) Ist dar Koeffiziantenvektor ot identifiziert, können eindeutige Lösungen von 
r•• und somit euch von 'f* und e,. bestimmt werden. 
iil Das eigentliche Identifikationsproblem ist somit die Bestimmung von 
eindeutigen Lösungen bezüglich et und 8 6• des durch (4.1.8) und 14.1.91 
gegebenen Gleichungssystems. 
Basierend auf dem impliziten Funktionentheorem (vgl. Fi1her 11966, S. 
163-168) leitet Hsiao 11983, S. 255-256, 260-262)) notwendige und 
hinreichende Identifikationskriterien ab, die die lokale ldentifizierung48 "da• 
48 Definition t: 
Ein Parameterv•ktor ar: 0 E- A l• t lokal JJentlflzlerbar. wenn •• in einer 
Umgebung von or. 0 k•ln and-:,,re • er gibt. da• zu cx 0 beobachtung• aqulvalent 
l• t. 
Definition R: 
Zwei Paramet~rv• ktor • n ar:. m.• gelt•n al• b • obachtung • aquival• nt, wann 
• 1• fUr dl• beobachtbaren Zufall • variabl• n z' = (y•• •••·) dla gl• tcha 
Wahr • ch• lnllchkalt • v • rt • llung • rz • ug• n. • o dal P(zlcx) • P(zl«•) fUr all• 
z gilt (vgl. Fl•her (1111!11!1, S. 23-24, 155-157)). 
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Koeffizientenvektors et und der unbekannten Varianzen in 0 6 • erlauben. 
Demnach ist die Struktur S = (B••. r••, 0 6.), B•• (I-B•), lokal 
identifizierbar, wenn die Jacobi-Matrix (B••, r*, :E**, 0 6.) 
(4.1.10) J [ _, ,·• _ E , ••• i , ~ • ( E •••• _ - e •· t l 
der 1. Ableitungen von (4.1.8) - (4.1.9) bezUglich et und den I unbekannten 
Elementen in 0 6., mit U als (p•o• x 1) Matrix, deren Elemente 0 bzw. 
Funktionen von ( y / , ... , y Q • •) sind, die notwendige und hinreichende 
Bedingung 
(4.1.11) rg(J) 
d-• vollen Spaltenrangs erfUllt. Das setzt voraus, daß die durch (4.1.8) und 
(4.1.9) beschriebenen Gleichungen stetig differenzierbare Funktionen sind. 
Geraci (1982, S. 22-25) verdeutlicht den Zusammenhang zum klassischen 
simultanen Gleichungssystems, in dem die gewöhnlichen Rang- und 
Ordnungskriterien notwendig• und hinreichende bzw. notwendige 
Bedingungen zur Identifikation von e••, r* sind und zeigt auf, daß das 
gewöhnliche Rangkriterium als notwendige Bedingung fUr die Identifikation 
von et im Fehler-in-den-Variablen Modell ebenfalls gelten muß. 
Aus (4.1.10) und (4.1.11) läßt sich nach Eliminierung du zu den 
Nicht-Nullelementen von U korrespondierenden I, 1 :i. 1,49 Zeilen von J eine 
hinreichende Bedingung fUr die lokale Identifizierbarkeit von et als 
(4.1.12) rg(J) 
49 l' i•t dann gr6B • r 1. wann die unb• lcannt• n Varianz• n und Kovarlanz • n In 
mehreren Gleichungen enthalten • lnd. Oi• e l• t auch dann der Fall, wenn 
die Maßfehlar mitainand • r' korreliert • lnd (vgl. auch G • racl (1982, S. 
89-93) für notwendige • owi• Gar-aci (1993, Corrolary 3, S. 229) •ur 
hlnraichanda ld • ntifilcation • b • dingung • n in dar p • -t • n at r u kt .... r- e!!e n 
Gleichung). 
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ableiten, wobei die neue Jacobi-Matrix, die jetzt von 0 6 • unabhängig ist, 
durch 
(4.1.13) J = [ 1 • • L' •••: lp• • (L,.•,.• - 0 6.) ] __ p _____ l ______ Q _________________ -
gegeben ist. 
Ähnlich der Bedingung (4 .1.11) läßt sich die entsprechende notwendige 
und hinreichende Identifikationsbedingung fUr ex in der individuellen 
Strukturgleichung formulieren (vgl. Hsiao (1983, Theorem 5.2.4, S. 262)). 
Probleme in der Anwendung der oben dargestellten Rangkriterien treten 
vor allem dann auf, wenn die gleichen exogenen latenten Variablen in 
mehreren Gleichungen auftreten oder die jeweiligen Meßfehler miteinander 
korreliert sind, wodurch die Identifikation dieser Gleichungen miteinander 
verknüpft wird (vgl. Aigner et al. (1984, S. 1368)). Dies wird besonders bei 
komplexeren Fehler-in-den-Variablen Modellen deutlich, wenn mehrere 
endogene Variable simultan voneinander abhingen. 
Zudem ist nicht feststellbar, welcher Parameter auch bei Nichterfüllung 
des Rangkriteriums ( vgl. ( 4.1.12)) identifizierbar ist. Das folgende 
Fehler-in-den-Variablen Modell, das auch empirisch geschli.tzt wurde, ist 
fUr P*=4 und Q*=2 durch die Gleichungen 
(4.1.14) ß1/711· = ß1:71/ + ß13*71/ + 'Y1/~,* + 'Y12 ·~2· + c1 • • 
(4.1.15) ß22 *71/ = ß2,*11,* + ß23 ·113· + 'Y 21 ·~1· + 'Y22 ·~2· + C2 •, 
(4.1.16) ß33 •713 • ß31*11,* + 'Y31 -~,- + 'Y32•~2• + C3•, 
(4.1.17) ß44 *71/ = ß41*11,* + C4•, 
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• • + • Y1 !J1 E1 ' 
• 
Y2 !J2 • + E2 
Y3 
• • + E3 !J3 
• Y4 = !J4. + E4 
x,• ~,· + o,•. 







spezifiziert. Für die Jacobi-Matrix aus (4.1.10) folgt 
A 0 0 0 B 0 0 0 1 
0 A 0 0 0 B 0 ol 
J* 
0 0 A 0 0 0 B O I C 
(4.1.20) 1 





[ r,,•.,• L1a• •,• r.y,t -:-(4.1.21a) A(2x4) = "f.y~xa• r.y: -: ry: •a· r,.- ·' ] · "f.Yi •2• 
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L.,-.,• - es,• L.,- •: ~ e,,. 1 L.~ •-t L.: •: 
r 12* o Y22 * O 
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
Die Restriktionamatrix Q enthlllt alle linearen Restriktionen (=1) in Form von 
Normalisierung und Ausschluß bezüglich den ß*- und y*-Koaffiziantan ß1/, 
ß14•• ß22•• ß24•, ß32•• ß33•, ß34•, ß42•• ß43•, ß44•• Y4/, 'Y42•· Nach 
(4.1.12) ist dar Parametervektor ot = (ß12*, ß13*, ß2/, ß23*, ß3/, ß4 /, 
• • * • • *) 1 k 1 'd t'f' . b h Y11 , Y12 , y 21 , r 22 , y 31 , y 32 o a I en 1 1z1er ar, wenn nac 
Streichung der zu y 1/, y 12 *, y 13*, y 2 /, y 22 •, y 3/, y 32 • gehörigen 
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Zeilen von J • in (4.1.20) die verbleibende Matrix J • den Rang rg(J *) 
P*(p• + Q*) = 4(4 + 2) = 24 besitzt. Allerdings ist rg(J*) " 14. Der 
Parametervektor 0t ist somit ohne zusätzliche Restriktionen nicht 
identifizierbar. Dieses Ergebnis war auch zu erwarten, da das Modell 
(4.1.14) - (4.1.19) die notwendige Bedingung, 
(4.1.22) (p• + o"HP" + o• + 0/2" t, 
daß die Zahl der zur Verfügung stehenden Varianz-Kovarianz-Gleichungen 
(=20 größer bzw. gleich der Anzahl der zu schätzenden unbekannten 
Parameter des Modells (=24) ist, nicht erfüllt. 
Im Unterschied zur Ableitung allgemeiner Rangkriterien besitzt die 
traditionelle Methode der algebraischen Identifizierung der einzelnen 
Modellparameter aus den gegebenen Varianz-Kovarianz-Gleichungen den 
wesentlichen Vorteil, daB sich bestimmen bzw. ableiten läßt, welche 
Parameter im einzelnen theoretisch identifizierbar sind, bzw. welche 
Restriktionen noch zusätzlich eingeführt werden müssen. 
Aus dem Struktur- und MeBgleichungssystem (4.1.14) - (4.1.19) ergeben 
sich die entsprechenden Gleichungen der reduzierten Form als 
(4.1.23) • • + Et= 71' 11~1· + 71'12~2· + U1 + et. Y1 ~1 
(4.1.24) • Y2 ~2 • + E2" = 71'21~,- + 71'22~2· + U2 + 
(4.1.25) • • • 11'31~,- + 71'32~/ + U3 + • Y3 ~3 + E3 : E3' 
(4.1.26) • Y 4 ~4· + e:= 11'41 ~,- + 71'42~2· + U4 + • E4. 
Die Parameter der reduzierten Form Ilp•q•• up•• p• = 1, ... ,P"; q• 
ausgedrückt in den ursprünglichen Modellparametern sind, durch 
• E2 ' 
1, ... ,Q", 
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rr 12 = 
71 
ß1 2•ß 23•Y3i* + ß12•r2i* + ß13.Y3/ + r,/ 
1 - ß,2.ß21· - ß13.ß31· - ß12·ß23.ß31· 
ß12•ß23•Y32• + ß12•Y22• + ß13•Y32• + Y12• 
1 - ß,2.ß21· - ß13.ß31· - ß12.ß23.ß31· 
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Zusammen mit (4.1.9al und (4.1.9bl und den stochastischen Annahmen 
über die Unkorreliertheit der Fehlerterme E(u ••·) = E(u s*·) = E(••••·) = 
E(••s•·) = E(•*C*') = E(S'"C'"') = E(uC*') = 0 sowie der Unkorreliertheit der 
exogenen latenten Variablen können die 21 Varianz-Kovarianz-Gleichungen 
(vgl. Anhang A4l als Funktionen der 20 reduzierten Formparameter 
abgeleitet werden. Die Parameter der reduzierten Form können aber nicht 
vollständig identifiziert werden, obwohl die Bedingung (4.1.221 erfüllt ist. 
Das liegt erstens daran, daß die Kovarianz-Gleichung cov(x1 '"x 2 *·) keinen 
Beitrag zur Identifikation der anderen Parameter in Ilp•q•• up•• •p• liefert 
und zweitens die Varianzen der Störterme up• und der Meßfehler •p• nur in 
den Varianz-Gleichungen der endogenen Variablen y 1 • , ... ,y 4 • 
(4.1.311 var(y1 '"y1 *') n:11 2 41>1/ + n:,2 2 41>22 • + var(u1) + E)E•1, 
( 4.1.32) var(y2'"y2*') n: 2l<Z>11 • + n: 2l<Z>22 • + var(u 2) + e •• 2 ' 
(4.1.331 var (y 3• y 3*') n: 3l<Z>11'" + n:3a2<Z>22 • + var(u 3) + e •• 3 ' 
(4.1.341 var(y4*y/') n:4l<1>1,• + n:422,z,22. + var(u4l + e •• 4, 
enthalten sind. Die Varianzen von up• und •p• können somit nicht getrennt 
voneinander identifiziert werden. Lediglich die Varianzen der Summe up• • = 
up• + •p• sind identifizierbar. Das bedeutet, daß zusätzlich vier 
Restriktionen in das Modell eingeführt werden müssen, damit die Parameter 
der reduzierten Form Ilp•q•• up• •, 9 8.q• theoretisch identifiziert werden 
können (vgl. Anhang A4l. 
Daraus folgend wurden bei der entsprechenden Modellschltzung die 
Fehlervariablen e/ , ... ,e 4• mit den Störtermen der latenten endogenen 
Variablen C, • , ... ,C4 • zu den gemeinsamen Fehlervariablen C/* , ... ,(4 •• 
zusammengefaßt. 
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ld • nt if ik a t ionsmögl i chk • it • n 
Ko va r i an z s t ruk tu r m od • II 
im allgemeinen latenten 
Der vorherige Abschnitt behandelte notwendig• und hinreichend• 
Iden! if i ka t ion s bed ingungan basierend auf dem Rangkriterium der 
Jacobi-Matrix, die auf ein komplexes simultanes Fehler-in-den-Variablen 
Modell übertragen wurden, ohne daB Informationen darüber, welche 
Parameter im einzelnen identifizierbar sind, erhalten werden konnten. Erst 
die Anwendung der traditionellen Methode dar algebraischen ld• ntifzierung 
der Modellparameter aus der reduzierten Form ermöglichte di• 
Identifizierung bzw. Nicht i den t i f i zier u ng einzelner reduzierter 
Formparameter sowie die Ableitung zusätzlicher notwendiger Restriktionen. 
Für verallgemeinerte latente Kovarianzstrukturmod• II• fehlen entsprechende 
allgemaingült ige Iden! if ikationsk ri terien. 
Im folgenden werden kurz zwei Verfahren vorgestellt, die das 
Identifikationsproblem im allgemeinen Modell lösen können. Während im 
ersten Verfahren (vgl. Wil • y (1973)) sequentielle, hinreichende 
Identifikationsbedingungen formuliert werden, stellt das zweite Verfahren 
die computergestützte Version dar algebraischen Identifizierbarkeit der 
unbekannten Parameter dar (vgl. Seidel/Eicheier (1989a,bll. 
Unter Verwendung eines Theorems von Wald (vgl. Wald (1950, Theorem 
3.3, S. 244ll hat Wiley ein allgemeines Verfahren vorgeschlagen, das die 
Identifizierung der unbekannnten Parameter in den Matrizen e•, r•, Ay •, 
Aa*• ~• aus (2.1.1.8) erlaubt (vgl. Wiley (1973, S. 78f.ll. Das Verfahren 
besteht aus zwei voneinander getrennten Schritten, 
11 der Identifikation von ~•, Aa • bei GUltigkait dar positiven Dafinithait von 
lll*mittals den beobachtbaren Varianzen und Kovarianzen und 
-1 
21 der Identifikation von e•, r• und Ay • mittels Il = Ay *(1-B*) r•. 
Dabei wird angenommen, daB die Elemente das Parametervektors 71 i aus II 
= Ay *(I-B*)-1r*, i = 1, ... ,t 1, identifiziert und funktional abhil.ngig von den 
nicht identifizierten unbekannten Elementen das Parametervektors 71 i aus 
e•, r• und Ay•• j = 1, ... ,t 2 , sind. 
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Der Parametervektor ,r 1 ist dann lokal identifizierbar, wenn die Matrix 
der partiellen Ableitungen , J = cln ;/ cln j den Rang 
(4.2.1) rg(J) 
gleich der Anzahl der unbekannten Parameter in ,r i' besitzt. 50 
Allerdings ist diese Vorgehensweise nicht unproblematisch. Wiley (1973, 
S. 81-82) weist selbst darauf hin, daß J weiterhin von unbekannten 
Parametern abhllngen kann, woraus das bekannte Kolinearitlltsproblem folgt. 
Zudem ist die getrennte Identifikation von ~• und A• • ohne zusätzliche 
Restriktionen in allgemeinen LISREL-Modellen meist nicht gewährleistet. 
Das zweite Verfahren zur Analyse der Identifizierbarkeit in allgemeinen 
LISREL-Modellan entspricht dar algebraischen Lösung der beobachtbaren 
Varianz-Kovarianz-Gleichungen, die die unbekannten Parameter im 
wesentlichen in der Form von ganz rationalen Polynomen enthalten. 
Ausgehend von der Jacobi-Matrix der partiellen Ableitungen der 
Varianz-Kovarianz-Gleichungen c(cx) nach dem Parametervektor cxk, haben 
Seidel/Eicheier (1g89a,b) einen computergestützten Algorithmus entwickelt, 
der für die transformierte Jacobi-Matrix, 
(4.2.2) I1-e• 13 clc(cx) = I1-e• 13 
cl(cx) [-5 ... -51 cl~1 cl_cxk . . . . 
ocz•. clcz• 
ocx 1 ocxk 
die Anzahl dar strukturell unabhängigen Spalten i,• bestimmt und angibt, 
welche verschiedenen Parametervektoren unabhängig bzw. abhängig 
voneinander sind. Einzelne Spalten (j1* , ... ,j, *) von J*(cx) gelten dabei als 
strukturell abhängig, wann es Polynome q1' ... ,q,, in ex gibt, fUr die 
50 DI• zu Normali • larung • - und Au •• chlulre• trlktlonan korr •• pondlarenden 
Z • ll• n • lnd nicht • nthalt• n. 
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gilt (vgl. Seidel/Eichelar (1g89a, S. 14-15, 24-25)). 
GamäB (4.2.3) ist ein Modell strukturell nicht idantifiziarbar,wann die 
Spalten von J*(0t) strukturell abhängig sind. Ergebnis das in LISRAN 
implementierten Algorithmus ist auch die Information darüber, welche 
Parameter des Vektors 0t im einzelnen linear abhängig sind und denen 
deshalb zusätzliche Restriktionen, in dar Form von Null-und 
Gleichheitsrestriktionen bzw. durch Fixierung auf einen bekannten Wart, 
auferlegt warden müssen. 
Das Fehlen praktikabler Identifikationsregeln und -sitze zur 
Identifikation dar Strukturparameter das 
Kovarianzst ruk t urmodalls zeigt, daB letztlich die 
allgemeinen 
algebraische 
Identifizierung als einzige 
Modellparameter theoretisch 
Methode zur Verfügung 







jeweiligen Einzelfall mit dar algebraischen Identifizierung ein enormer 
Rechenaufwand notwendig, dar vor allem bei komplexeren Modellen wagen 
dar Unübersichtlichkeit zu schwerwiegenden Fehlern führen kann. Als 
Mangel bleibt, daB die algebraische Identifizierung nur bedingt die 
Möglichkeit dar Ubarprüfung dar linearen Abhllngigkait einzelner 
Modellparameter in einfachen überschaubaren Modellstrukturen beinhaltet. 
Somit warden computergestützte Verfahren zur algebraischen 
Identifizierung verbunden mit dar Ubarprüfung dar strukturellen 
Abhängigkeit (vgl. Seidel/Eichelar (1989a,bl; Bakkar (1989)) zunehmend an 
Bedeutung gewinnen. 
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Anhang A4: Algebraische Identifizierung der Modellparameter 
Aus den Strukturgleichungen des simultanen Fehler-in-den-Variablen 
Modells (4.1.14) - (4.1.1.17) ergeben sich unter Berücksichtigung der 
Normalisierungsrestriktionen ß11 • = ß22 • = ß33 • = ß4 ,,. • = 1 die folgenden 
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Entsprechend folgt für die Gleichungen des Meßmodells (4.1.18al - (4.1.18dl 
(A4.5al • • + E1 • Y1 '11 lt 11~/ + lt12~2· + u, + • E1 • 
(A4.5bl • • + E2 • lt 21~/ + lt22~2· + U2 + • Y2 '12 E2 • 
(A4.5c) • • + E3 • lt 31~/ + lt 32~2 • + U3 + • Y3 '13 E3 
(A4.5dl • • + E4 • = lt 41~/ + lt 42~2 • + U4 + • Y4 '14 E4 
Zusammen mit den MeBgleichungen (4.1.19al - (4.1.19bl der exogenen 





die folgenden (P* + Q•)(p• + Q• + 1)/2 = 21 Varianz-Kovarianz Gleichungen 
der beobachtbaren Variablen z' (y•· ,11*') in Abhlngigkeit dar 
Modellparameter als 
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Var(y 1 •y, •·) 
+ Var(u 1) + e •• , , 
Var(x„x,.') E[(~,* + s,-)(~,• + S1 •i·] 
Var(x 2•x 2•·) = E[(~ 2• + s2•)(~2 • + s2•i·] = ~ 2 ; + 0 6• 2, 
Cov(x 1 •x 2 •·) = E[ (~,• + s, •)(~2 • + S2 •)·] = ~2, •, 
Cov(y 1 •y /') 
Wolfgang Krader - 978-3-631-75588-4
Downloaded from PubFactory at 01/11/2019 03:21:39AM
via free access
79 
(A4.18l Cov(y 2•y4 •·) rr2,rr41 41 11 • + rr22rr42 41 22 • • 
(A4.19l Cov(y 3•y4 •·i rr3,rr41 41,, • + rr32 rr42 4122 • . 
(A4.2Ol Cov(y,*x,*') = rr 11 41 11 • . 
(A4.21l Cov(y,*x 2 *·) rr,2 41 22•• 
(A4.22l Cov(y 2*x 1 *') rr 214'1, • . 
(A4.23l Cov(y 2*x 2*·) rr2241 22 • • 
(A4.24l Cov(y 3*x 1 •·1 rr 31 41 ,; • 
(A4.25l Cov(y 3*x 2 *·l lt3241 22·• 
(A4.26l Cov(y4*x 1 •·1 lt 41 41 1, • . 
(A4.27l Cov(y 4• x 2 •·1 lt4241 22 • • 
ableiten. 
Insgesamt stehen 21 Gleichungen zur Identifikation der 20 Parameter -
8rr, 4u, 24'*, 40,., 20g• - zur Verfllgung. Allerdings liefert (A4.13l keinen 
Beitrag zur Identifikation der anderen Parameter. 
Für die Parameter der reduzierten Form erhält man als Lösungen des 
Gleichungnystems (A4.7} - (A4.27l ausgedrückt in den beobachtbaren 
Varianzen und Kovarianzen 
(A4.281 rr 12 
Cov(y1 *y 3 *'lCov(y 2 *y1 *'l - Cov(y 3 *x 1 *')Cov(y1 *y 2 *·) 
Cov(y3 *• 2 •·1cov(y2 ••, •·1 - Cov(y 3 *x 3 *·)cov(y2 *x 2 •·1 
Wolfgang Krader - 978-3-631-75588-4
Downloaded from PubFactory at 01/11/2019 03:21:39AM
via free access
80 
(A4.29l L2 TI: 11 = Cov(y/y 4 *·) - Cov(y 4 *x 2 *')L1, 
(A4.30l L3 ~11 • = ... ) / Cov(y1 x1 ' L2 , 
!A4.31l L4 ~22 • = Cov(y/x 2*·)/L1, 
(A4.32l L5 TI: 21 Cov(y 2 *x/·) /L3 , 
(A4.33l Le TI: 22 = Cov(y 2 *x/'l/L4 , 
!A4.34l L7 = TI: 31 Cov(y 3 *x1 *') /L3 , 
(A4.35l Le = TI:32 = Cov(y3 •x2 *·)/L4, 
(A4.36l Lg TI: 41 = Cov(y4*x/·)/L3 , 
(A4.37) L10 = 71:42 Cov(y 4 • x2 *') / L4 , 
(A4.38l L11 E>g• 1 Var(x/x/'l - L3 , 
(A4.39l l12 0 8• 2 = Var(x 2 *x2 *') - l4, 
(A4.40l L13 = Var(u/) = Var(u1) + e •• 1 = Var(y1 *y1 *·) L22L3 - Li2L 4 , 
(A4.41l l14 = Var(u 2*) Var(u 2) + e •• 2 = Var(y2*y2*') - L52L3 - Le2L4 , 
!A4.42l L15 Var(u 3*) = Var(u3 ) + a •• 3= Var(y3•Y3*·) - L72L3 - Le2L4 , 
(A4.43l L,11 Var(u:) Var(u4) + e •• 4 = Var(y:y:·) - L9 2L3 - L1~L4 . 
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Die Lösungen L13 - L18 verdeutlichen, daB die Varianzen von up•• Ep• nicht 
getrennt, sondern nur als Summe identifizierbar sind. 
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5. Testverfahren in allgemeinen Strukturgleichungsmodellen 
5.1 Zur Bedeutung der Tests in latenten Kovarianzstrukturmodellen 
In den letzten Jahren hat das Interesse an allgemeingültigen 
Entscheidungskriterien und Testverfahren zur Bestimmung der 
Anpassungsgüte des empirisch zu überprüfenden Modells an eine 
vorgegebene Datenstruktur, zum Vergleich zwischen konkurrierenden 
theoretischen Modellstrukturen und zur Überprüfung von 
Parameterfehlspezifikationen sowie der Gültigkeit einzelner Restriktionen 
ständig zugenommen. Zahlreiche Goodness of Fit-Indizes (vgl. 
Jöreskog/Sörbom (1988); Bentler/Bonett (1980); Bozdogan (1987); Bollen 
(19861; Tanaka/Huba (1985); Mulaik et al. (1989); Satorra (1989)) und 
Testverfahren (vgl. Saris et al. (1987); Steiger et al. (19851; 
Cudeck/Browne (1983); Anderson/Gerbing (19881; Balderjahn (1988al) 
wurden entwickelt mit dem Ziel durch Aufdeckung von Fehlspezifikationen 
(vgl. Saris et al. (1979); Kaplan (1988, 1989); Luijbens et al. (1988)) und 
geeigneter Modellspezifikation (vgl. Sörbom (19891) die bestangepaßte, 
parametersparendste und der jeweiligen Theorie entsprachendste 
Modellstruktur zu finden. 
Üblicherweise wird der Likelihood-Quotienten Test (LRI zur 
Modellauswahl und Bestimmung der Anpassungsgüte in allgemeinen 
Kovarianzstrukturmodellen angewandt, wonach, der Tradition der 
konfirmatorischen Analyse folgend, mehr oder weniger gut spezifizierte 
Modelle der Nullhypothese mit dam vorliegenden Datenmaterial verglichen 
oder verworfen werden, wenn zu große Differenzen zwischen der 
geschätzten Varianz-Kovarianz-Matrix des theoretischen Modells und der 
entsprechenden Stichprobenkovarianzmatrix (ausgedrückt in signifikant zu 
hohen X 2 -Werten der Teststatistik) auftreten. 
Im Rahmen allgemeiner latenter Kovarianzstrukturmodelle besitzt der 
LR-Test seine GUltigkeit, wenn die folgenden Annahmen, 
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1 J die beobachtbaren Variablen z' 
mult ivariat normalverteilt, 51 
(y•·,x•·i sind unabhängig und 
2) das zu überprüfende Modell ist identifiziert und 
3) der Stichprobenumfang n = N-1 ist ausreichend groß, 
gegeben sind. 
Ist das Modell korrekt und 1J - 3) sind erfüllt, dann ist minus 2 x 
Logarithmus der LR-Prüfgröße, 
15.1.1) T n(FFN - FF,._), 
asymptotisch zentral X 2 -verteilt, mit r = rN - r A Freiheitsgraden, FFN bzw. 
FF A als Minimum der Diskrepanzfunktionen der Null- bzw. 
Alternativhypothese. Meist ist das Modell der Alternativhypothese das 
gerade identifizierte saturierte Modell, woraus FF A = 0 und T = nFFN52 mit 
r = (p• + q•)(p• + q• + 1)/2 - 1, t = Anzahl der zu schlltzenden Parameter, 
als Zahl der Freiheitsgrade bzw. Überidentifizierungsrestriktionen folgt. 
Kritik an der Verwendung des LR-Tests ergab sich vor allem, wegen der 
Stichprobenabhlingigkeit, der Normalverteilungsannahme und der 
unterschiedlichen Sensitivitll.l auf Art und Ausmaß von Fehlspezifikationen in 
den Modellparametern. Der LR-Test ist nur dann vom Stichprobenumfang n 
unabhängig, wenn das theoretische Modell dem "wahren" Modell zuflillig 
entspricht. In der Praxis stellen hypothetische Modelle bestenfalls 
Approximationen der Realität bzw. der empirisch zu UberprUfenden Theorie 
dar. Jedes noch so gute Modell kann bei beliebig großen I kleinen) n und 
gegebenem Signifikanznivaau ot ( vgl. 15 .1.1)) abgelehnt warden (vgl. 
Bantler/Bonett 11980, S. 591)). Die Wahrscheinlichkeit den Fehler 2. Art zu 
51 vgl. Satorr• (1989. Annahme e. S. 138). der al• allg• m • ln• Bedingung 
a • ymptotl • ch optimal• Dl • kr • panzfunktlon• n (vgl. Ab• chnltt (2.1.2.1)) 
• infUhrt, wa • dl• Nlcht • lngularlt.l.t d• r lnfarmatlon• matrl• und der 
a • ymptotl • ch• n Varianz-Kovarianz-Matrix dar Element • • =- v • chS • owi • 
b •• tlmmt • V • rt • llung • annahm• n vorau ••• tzt. 
52 Im LISREL ergibt • Ich die Llkellhaad-Quatienten PrUfgrllBe T au• , 
T = x 2 r • -a(-n/2[ trsI:•-l + laglI:•1 - laglSI - (p• + 11•) ]) = nFFN. 
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begehen, nimmt auch zu, wenn komplexere Strukturmodelle mit einer hohen 
Anzahl von Uberidentifikationsrestriktionen vorliegen ( vgl. Boomsma ( 1982); 
Cudeck/Browne (1983); Wheaton (1987); Balderjahn (1988a)). 
Allerdings können gültige Aussagen mit Hilfe des LA-Tests erst nach 
der Bestimmung der statistischen Macht, der Wahrscheinlichkeit des 
Fehlers 2. Art, getroffen werden. Aus der Kenntnis, daß T für große 
Stichproben (n --->a,) asymptotisch nichtzentral X 2 -verteilt ist mit 
Nichtzentralitätsparameter A kann die Anpassungsgüte des Modells und der 
Test auf einzelne Restriktionen als 
(5.1.2) Macht 
mit df als Zahl der Freiheitsgrade, C"' als kritischer Wert des Tests, 
bestimmt werden (vgl. Satorra/Saris 119851; Matsueda/Bielby (1988)). 53 
Saris et al. (19871 weisen aber für kleine Stichprobengrößen nach, daß 
die mittels der Macht des LA-Tests getroffenen Entscheidungen sehr 
sensitiv auf die Art der Fehlspezifikation der Modellparameter reagieren. 
Gleich große Spezifikationsfehler in den Modellparametern spiegeln sich in 
einer unterschiedlichen Macht des LA-Tests wieder. Zudem besteht auch bei 
Analysen basierend auf der Mächtigkeit des LA-Tests das Problem der 
Abhängigkeit von der Stichprobengrilße. Große (kleine) Stichprobenumfänge 
erhilhen (vermindern) die Macht des Tests (vgl. Matsueda/Bielby (1986, 
s. 134-135)1. 
53 Vgl. Satorra/Sari • (1985), Mat • u • da/Bi• lby (1988), dl • var • chladan• 
Verfahren voratallan. wie der Nlchtzentrallt&taparameter A approximativ 
lelcht mit HIif• der Computerprogramme LISAEL bzw. EQS b• r • chn • t 
werden kann. Eb• n • o führ-t die Verletzung dar Normalv• rt • ilung • annahm• 
zu lnkorr• kt • n nicht mehr au •• ag • Hlhlg• n x 2 -W• rt• n der LR-PrUfgr&I• , 
da T nicht m • hr zentral x 2 -v• rt• llt i• t. 
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Im folgenden soll näher auf das Problem der Stichprobenabhängigkeit 
und den Testverfahren eingegangen werden, die von der Stichprobengröße 
und der Normalverteilungsannahma 54 "unabhängige", allgemeingültige 
Testkriterien, sogenannte Goodness of Fit Maße, zur Bestimmung der 
AnpassungsgUte einzelner Modelle und somit zur Modellauswahl zwischen 
konkurrierenden Modellen vorschlagen. Tests auf die Gültigkeit von 
Parameterrestriktionen und Fehlspezifikationstests mit dem Ziel der 
geeigneten Modellmodifikation werden im einzelnen nicht behandelt. Satorra 
(1989) gibt eine umfassende Darstellung der asymptotischen Theorie der 
von der Diskrepanzfunktion abhängigen X 2 -Differenzen-, Score- (Lagrange 
Multiplier-) und Wald-Tests auf Fehlspezifikationen und 
Parameterrestriktionen 55 und zeigt wie bei Abweichungen von den 
Verteilungsvoraussetzungen asymptotisch äquivalente Te• tstatistiken auch 
bei nichtsingulärer Informationsmatrix abgeleitet werden können. 
Verfahren zur Modellmodifikation im Rahmen des LISREL-Modells stellt 
Sörbom (1989) basierend auf dem im LISREL VI bzw. VII implementierten 
Modifikationsindex vor, der dem univariaten Lagrange-Multiplier Test auf 
Freisetzung eine• fixen Parameters entspricht 511 . 
54 Brown• (1982, s. 97-100, 1984, s. &8-&9, 75-711) aowl• 
B•ntl•r/Dljk•tra (1985, S. 31-34) •t•ll•n Korr•kturan dar LR-PrUfgrllBa 
b•i •lliptl • ch vartallt•n beobachtbaren Variablen vor. wobei die 
LR-Te• t • tatl • tlk au • der um Mardla• multlvarlat • n Kurto• l • ko• ffizlant• n 
korrlgle,-t • n (vgl. Mardla (1970. (1974)) Oi • kr• panzfunktlan F.,.wL bzw. F 0 Ls 
hervorgeht. 
55 FUr F • hlapaziflkatlon• ta • t • bal kl • ln• n Stlchpraban •• 1 auf Sar-i • • t al. 
(1987) und Luljban• et al. (1988) varwl•••n. 
58 FUr • t • tig • Varlabla • ind dar Lagranga-Multlpll• r- und dar Wald-T•• t In 
lhrar unlvar-lat• n und multlvar-iat• n Form bzw. dar Hau• man-Fahl-
•p•zlflkatlon • ta• t In Standard-Programmen wie EQS (vgl. Bantlar (11189)) 
bzw. LINCS2.0 (vgl. Schoanbar9/Armln9•r (1989)) lmplamantlart. 
Vgl. auch Engl• (1984) fUr ein• umfa••• nd• v • rgl • lch• nd• Dar• t • llung dar 
T •• tv• rfahr-• n Im Rahmen der ML-Schatzung. 
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5.2 Goodness of Fit Maße 
Zur Überwindung der Stichprobenabhängigkeit wurden Anpassungsmaße 
entwickelt, die die verteilungsbedingte Abhängigkeit von der 
Stichprobengröße vermindern sollten. Generell lassen sich die Indizes in 
zwei Gruppen aufspalten: 
1l Goodness of Fit MaBe (GFI, AGFII, die Transformationen der 
LR-PrUfgröBe T x2 darstellen und einen Wertebereich zwischen O und 1 
besitzen (vgl. Jllreskog/Sörbom (19881; Tanaka/Huba (198511. 
21 Vergleichende Anpassungsmaße (NFI, NNFIJ, die die Prüfgröße T x2 
bezogen auf ein restriktiveres Modell beurteilen ( vgl. Bentler /Bonett 
(19801; Sobel/Bohrnstedt (1985); Bollen (1986, 19891) und zugleich die 
Sparsamkeit (PNFI) in der Modellspezifikation (vgl. James et al. (1982); 
Mulaik et al. (1989)) berücksichtigen. 
Sie stellen Maße zur globalen Erfassung der Anpassung einer 
theoretischen Varianz-Kovarianz-Matrix r• an die Stichprobenkovarianz-
matrix S dar. Die Berechnung der einzelnen AnpassungsmaBe erfolgt 
entweder durch Bewertung der Residualmatrix S - f•, oder sie basieren 
auf den Minima der Diskrepanzfunktionen bzw. den X 2 -Werten der LR-
PrüfgröBe fUr verschiedene restriktive und weniger restriktive Modelle. 
Als dritte Gruppe können die Informationskriterien (AIK, SIK, CAIK) 
basierend auf Akaike und Schwartz unterschieden werden (vgl. Akaike 
(1987l; Schwartz (19781; Cudeck/Browne (1983); Bozdogan (1987)1, die 
aber keine Goodness of Fit MaBe darstellen, sondern lhnlich der 
LR-PrUfgröBe T x2 die mangelnde Anpassung durch signifikant große Werte 
anzeigen und somit zur Modellselektion herangezogen werden können, wobei 
Verluste von Freiheitsgraden wegen Überparametrisierung durch geeignete 
Korrekturen erfaßt werden. 
Der Anspruch vieler neu entwickelter Goodness of Fit MaBe, unabhlngig 
von der StichprobengröBe des jeweiligen Datensatzes zu sein, konnte meist 
nicht erfüllt werden. Ergebnisse aus Simulations- und Vergleichsstudien von 
Anderson/Gerbing (1984), Boomsma (1982, 1985), Balderjahn (1988a), 
Wheaton (1987), Marsh et al. (19881 belegen, daB mit Ausnahme der auf 
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Bentler/Bonett (1980) bzw. Tucker/Lewis (1973) basierenden 
nichtnormierten Anpassun9sverbesserun9sindizes alle anderen MaBe stark 
mit dem Stichprobenumfang variieren. 
Im folgenden werden die wichtigsten Goodness of Fit MaBe und 
Modellselektionskriterien kurz vorgestellt und anschließend im Rahmen einer 
genesteten Modellstruktur auf zwei empirisch überprüfte, konkurrierende 
Modellstrukturen zur Erklärung des Preis-, Produktions- und 
Lageranpassungsverhaltens von deutschen und französischen Unternehmen 
übertragen, ohne daß eine inhaltliche Interpretation der verwendeten 
Modellstrukturen erfolgt. Ergänzend wurden die jeweiligen Indizes mit 
verschiedenen Schätzverfahren (Maximum Likelihood- bzw. asymptotisch 
verteilungsfreie Schätzung) berechnet, um bei der vergleichenden 
Indexanalyse einen Einblick in die Robustheit der Indizes bezogen auf die 
jeweiligen Schätzverfahren zu erhalten (vgl. auch Tanaka (1987, 
s. 138-140)). 
Jöreskog/Sörbom (1988, S. 43) schlagen als Goodness of Fit Indizes 
(5.2.1a) GFI 
("•-1 )2 tr r s - 1 
tr(f:•-1s) 
und den um die Anzahl der Freiheitsgrade df korrigierten GFl-lndex 
(5.2.2al AGFI 1 - [ (p• + q•)(p• + q• + 1)/2df ][ 1 - GFI] 
bei Anwendung der ML- und GLS-Schlltzung für normalverteilte 
beobachtbare Variable vor bzw. in der verallgemeinerten Form (vgl. 
Tanaka/Huba (1985, S. 199-200)) 57 
57 Tanaka/Huba (1985, s. 199) l•ltan b • I QUltigk• lt d • r 
Narmalv• rtallungaannahma au • dar OLS-Sch&tzfunktlon FGLS (vgl. 
(2.1.2.2.3)) d • n rlchttg • n GLS - QFI = 1 - tr(I - i;•s-1) 2 /z•, z• = p• 
q•. Im Rahmen dar QLS-Sch.1.tzung ab. 
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1 - [ (p• + q•)(p• + q• + 1)/2df ][ 1 - GFIJ, 
fUr asymptotisch verteilungsfreie Schätzverfahren, mit U als konsistenten 
Schätzer der Varianz-Kovarianz-Matrix der asymptotischen Verteilung von 
n11 2 (s - o•) (vgl. (2.1.2.1.4)) bzw. allgemein für U = r•(ML), U = S(GLS) 
vor. GFI und AGFI messen den Anteil der durch das Modell insgesamt 
reproduzierbaren Stichprobenkovarianzen, wobei der AGFl-lndex eine 
Straffunktion fUr die Einführung zusätzlicher Modallparametar enthält. 
Obwohl beide Indizes einen Wertebereich zwischen O und 1 besitzen, können 
GFI und AGFI negative Werte annahmen (vgl. Jöreskog/Sörbom (1988, 
S. 43)). Dies gilt vor allem fUr den AGFl-lndax, da die Straffunktion die 
Einbeziehung zusätzlicher Parameter ilberkorrigieren kann (vgl. Marsh at 
al. (1988, S. 396-398)). Wheaton (1987, S. 130) und Mulaik et al. (1989, 
S. 435-436) machen zudem darauf aufmerksam, daß Unklarheit darUbar 
besteht, gegen welche Altarnativhypothesa, saturiertes bzw. vollkommen 
baschränkta_s Nullmodell, im Rahmen von ganastetan Modellstrukturen 
getestet wird. Generell liegt eine gute bzw. perfekte Anpassung des 
jeweiligen Modells an die Daten vor, wann GFI und AGFI nahe an 1 liegen 
bzw. gleich 1 sind. Nachteilig wirkt sich aus, daB beide Indizes hochgradig 
vom Stichprobenumfang n abhängen (vgl. Babakus et al. (1987, 
s. 226-227)). 
Grundlage der von Bantlar/Bonett (1980) und Bantler (1983b), 
aufbauend auf den "Reliability Coefficient" von Tucker/Lewis (1973), 
entwickelten normierten und nichtnormierten Anpassungsverbasserungs-
indize• ist die Überlegung, in Anlehnung an sequentielle X 2 -Differenzen-
Tests, zwei bzw. mehrere Modelle im Rahmen einer genesteten 
Modellstruktur bei gleichem Datenmaterial miteinander zu vergleichen. Die 
ganestetan Modelle 
(5.2.3) 
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mit zugehörigen LR-X 2 -Werten und Freiheitsgraden 
(5.2.4) 
reichen vom restriktivsten Modell M 0 , das auch als Nullmodell bezeichnet 
wird, über das zu überprüfende theoretische Modell Mi zum saturierten 
Modell M •. Dabei heißt genestet, daß die jeweiligen Modelle bezüglich der 
Kovarianzmatrix und nicht bezüglich dar jeweils enthaltenen, sukzessive 
beschränkten (fraigasatztan) Parametern genestet sind. 58 Das Modell Mi 
ist bezogen auf das Modell Mi demnach hinsichtlich der Kovarianzmatrix 
ganestet, wenn die fUr Mi erhältlichen Kovarianzmatrizen eine Teilmenge 
derjenigen von Mi darstellen (vgl. Sobel/Bohrnstedt (1985, S. 155); 
Bentler/Bonett (1980, S. 592-593)). Als Nullmodell ziehen Bentler/Bonett 
(1980, S. 596, 600) meist das Modell der unabhängigen beobachtbaren 
Variablen heran. Entsprechend sind der normierte und nichtnormierte 
Anpassungsverbesserungsindex NFl 0 bzw. NNFl0 durch 
(5.2.5) 
und 
(5.2.6) NNFl 0 
, 0 .: NFl 0 .: 1, 
To/dfo - T/dfj 
T0 /df0 - 1 
, 0 .: NNFl 0 .: 1, 
(vgl. Bentler (1989, S. 113-114)) gegeben. 
51!1 Vgl. auch Dlakuaalon In Mulalk at al. (191!19, S. 4-31-4-32). 
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Sowohl der NFJ-, als auch der NNFl-lndex messen die 
Anpassungsverbesserung des interessierenden Modells M1 gegenüber dem 
(sehr) restriktiven Nullmodell M 0 • Wie im Fall des AGFl-lndex kann der 
NNFI Werte außerhalb des vorgeschriebenen Wertebereichs annehmen, wenn 
T 0 / df O - T/ dfi ) T1 (NNFI < 0) oder Ti < df1 ist. Kleine StichprobengröBen 
bewirken, daB der NFl-lndex auch bei korrekten Modellen wegen der 
signifikanten Unterschätzung des Erwartungswertes E(NFI) eine schlechte 
Modellan11assung mit Werten deutlich < 1 anzeigt {vgl. Anderson/Gerbing 
(1984, s. 155-1731). 
Im Unterschied dazu enthält der NNFl-lndex wegen der asymptotischen 
X 2 -Verteilung von T1 mit df1 Freiheitsgraden, vorausgesetzt das Modell ist 
korrekt und die beobachtbaren Variablen sind normalverteilt, den 
Erwartungswert von T/dfj, E(T/df1) = E{FF/ndf1) = 1/n, n = N-1, wodurch 
der erwartete Stichprobenfehler korrigiert und die systematische 
Verzerrung und Variabilität des NNFI- im Vergleich zum NFl-lndex auch bei 
kleinen Stichprobenumfängen wesentlich verringert wird {vgl. Balderjahn 
(1988b, S. 284); Marsh et al. (1988, S. 406-4071. 59 
Beim empirischen Vergleich der jeweiligen Indizes wird der 
nichtnormierte Anpassun9sverbesserungsindex in der Form80 
59 Olea gilt auch dann, wenn MJ und/oder Mo fehlapezlflzier-t • lnd und 
aamit FFJ und FF0 aaymptotl • ch nlchtz• ntral X 2 -ver-tellt mit 
Fr• ih• it • grad• n dfj, df0 und Nlchtz • ntralltMt • par• m • tern >.j = Mil bzw. >. 0 
= Ml0 , mit Mlj bzw. Mio al• Modlflkatlon• indiz•• da • f • hl• p • zifizi• rten 
Modellparameter • , dar aaymptotl• ch dem Nlchtz • ntrallUlt • param• ter 
• nt • prlcht (vgl. Sari • • t al. (1987, S. 118); St• ig• r • t al. (1985, S. 258)). 
80 In dla • er Form • nt • pricht dar NNFl-lnd• x dem von Bollen (19119, 
S. 305-308) vorg •• t • llt• n Anpa •• ung • v • rb •••• rung • ind•• 11. 2 = T O - TifT 0 
- dfj, dar allerding• auf dar Annahm • beruht, dal TJ = nFFJ a • ymptotlach 
zentral x 2 -vart• llt lat. 
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(5.2.7) NNFl 0 N - 1, 
berechnet. FF0 bzw. FFi sind die zu M0 bzw. MJ gehörigen Minima der 
Diskrepanzfunktion. 
Die Formel verdeutlicht, daß der nichtnormierte Index asymptotisch für 
N -----+oo gegen den Erwartungswert 
(5.2.8) E(NNFI) NFI 
konvergiert (vgl. Mulaik et al. (1989, S. 434)). 
Wesentlicher Kritikpunkt von Sobel/Bohrnstedt (1985, S. 156f.) an den 
von Bentler/Bonett ( 198Ql vorgeschlagenen Anpassungsverbesserun9sindizes 
NFI bzw. NNFI ist die Verwendung des theoretisch inhaltslosen, 
hochrestriktiven Modells der unabhängigen beobachtbaren Variablen als 
Null- bzw. Basismodell, das dann mit substantielleren theoretisch fundierten 
Modellen verglichen wird. Jeder zusätzlich in das Modell eingeführte 
Parameter, ob sinnvoll oder nicht, führt verglichen zum restriktiven 
Nullmodell zu einer Verbesserung der Modellanpassung. Die Sensitivität des 
NFI- bzw. NNFl-lndex wesentliche Unterschiede von zwei konkurrierenden 
Modellen anzuzeigen wird dadurch vermindert. Sobel/Bohrnstedt (1985, S. 
161-162, 170-172) schlagen deshalb als Alternativen konfirmatorische 
Meßmodelle und/oder aus der Theorie abgeleitete weniger restriktive 
Nullmodelle als M0 vor (vgl. auch Bentler/Bonett (1980, S. 599) sowie 
Bollen (1986, S. 376)). 
Zur BerUcksichtigung der Sparsamkeit in der Modellspezifikation werden 
die folgenden Parsimony-Fit Indizes 
(5.2.9al PNFl1 (df/df0 )NFI, 0 " PNFl1 " 1, 
(vgl. James et al. (1982, S. 152)) 
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0 ,; PNFl2 ,; 1, z* p* + q•. 
(vgl. Mulaik et al. (1989, S. 440)) als weitere Goodness of Fit Maße im 
Rahmen des Indexvergleiches eingeführt. Ähnlich den Akaike- und 
Sc hwartz-I nfor ma t ion skriter ien 
(5.2.10) AIK T/n + 2t/N, 
(5.2.11) SIK = T/n + (1 + ln(Nl)/N, 
t = Anzahl der zu schätzenden Parameter, 
(vgl. Cudeck/Browne (1983, S. 154)) 
bzw. dem konsistenten Akaike-lnformationskriterium von Bozdogan 
(5.2.12) 
(vgl. Bozdogan (1987, S. 358-359)), die jeweils das Modell mit dem 
kleinsten AIK-, CAIK- und SIK-Wert präferieren, enthalten die 
Parsimony-Fit Indizes PNFl1 und PNFI2 eine Korrektur für den Verlust an 
Freiheitsgraden, wenn zusätzliche Parameter, die kUnstlich die 
AnpassungsgUte des Modells verbessern, eingeführt werden. 
Ein hoher NFI- bzw. NNFl-lndex, der mit einem niedrigen PNFI1 bzw. 
PNFl2-lndex korrespondiert, zeigt. an, daB die Anpassungsgüte überwiegend 
von den Parameterschätzwerten (Daten) bestimmt wird, wogegen ein großer 
Anteil des Goodness of Fits, von den Daten unabhingig, unerkllirt bleibt (vgl. 
Mulaik et al. (1989, S. 438-439)). 
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Den Ausgangspunkt des Indexvergleiches bilden zwei konkurrierende 
Modelle M;, Mi zur Erklärung des Produktions-, Preis- und 
Lageranpassungsverhaltens deutscher und französischer Unternehmen des 
Verarbeitenden Gewerbes, die im Rahmen einer genesteten Modellstruktur 
bei Verwendung der ML-Schätzung (ML) und des asymptotisch 
verteilungsfreien Schätzverfahrens (ADFJ miteinander verglichen werden. 
Das in Abbildung I dargestellte Modell M; enthält die drei endogenen latenten 
Variablen Produktionserwartungen ~1 •, Preiserwartungen ~2 • und den 
gewünschten Nettolagerbestand ~3 •, die simultan voneinander abhängen und 
von den zwei exogenen latenten Variablen Nachfrageerwartungen ~, • und 
Kostenänderungen ~2 • beeinflußt werden. 
Abbildung 1: Strukturmodell M 1 mit drei endogenen latenten 
Faktoren und symmetrischer Behandlung der 
Lagerbestandsvariablen y4 e, y„ 
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Bei ML- bzw. ADF-Schiitzung enthält das Modell M; zehn bzw. acht 
beobachtbare Variable z" = (y•·, ••·), was darauf zurückzuführen ist, daB der 
Kostenfaktor ~2 * im Rahmen der ADF-Schätzung nur durch einen Indikator 
abgebildet werden konnte. Die Verminderung der lndikatorzahl von zehn auf 
acht trifft auch auf das in Abbildung II wiedergegebene Modell Mi zu. 
Abbildung II: Strukturmodell M 1 mit vier endogenen latenten Faktoren 
und asymmetrischer Behandlung der Lagerbestands-
variablen y 4 •, Ys• 
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M1 unterscheidet sich von M1 dadurch, daß die 
NettolagerbP.standsvariable in zwei einzelne Faktoren, Lagerbestands- und 
Auftragsbestandsbeurteilung, l1 3 • und l'l-4 •, aufgaspaltat wurde, wobei in 
dieser Modellspezifikation keine Abhängigkeiten zwischen l1 3 • und J'l-4 • 
formuliert wurden. Beide Modellstrukturen MI' M1 erfUllan die notwendige 
Bedingung, daß die Zahl der Varianz-Kovarianz-Gleichungen größer als die 
Anzahl der zu schätzenden Modellparameter ist.81 
Das Ziel ist es, die Modelle M1 und M1 hinsichtlich der symmetrischen 
bzw. asymmetrischen Formulierung der Lagerbastandsvariablan y 4 •, y 5 • 
mittels dar vorgestellten Fit-Maße in ihrer Anpassungsgllte an die Daten 
zu differenzieren. Als Datengrundlage zur Schätzung dar Modelle MI' M1 und 
zur Berechnung der Goodnass of Fit Indizes dienen Quarschnittsdatan das 
deutschen bzw. französischen Konjunkturtests fllr das Jahr 1986, die in 
monatlichen bzw. vierteljährlichen Befragungen vom Institut fllr 
Wirtschaftsforschung (IFO) in Mllnchen bzw. dem INSEE in Paris fUr die 
Unternehmen des Verarbeitenden Gewerbes erhoben warden. Dia 
Stichprobenumfänge betragen N = 1112 fUr den IFO- bzw. N = 230 fUr den 
INSEE-Datensatz. 
Aufgrund der Vielzahl an qualitativen beobachtbaren Variablen, die in 
den beiden Datensätzen enthalten sind, wurde neben dar ML- eine 
asymptotisch verteilungsfraie Schätzung dar ganestaten Modelle 
durchgefllhrt. Somit ist ein Vergleich der Modelle und dar berechneten 
Indizes in Abhängigkeit des Schätzverfahrens möglich (vgl. Browne (1984); 
Muthlln/Kaplan (1985); Tanaka (1987)). 
Entsprechend den beiden Modellstrukturen MI' M1 wurden in Anlehnung 
an die Kritik von Sobel/Bohrnstadt (1985) das konfirmatorischa 5- bzw. 
6-Faktoranmodall neben dem restriktivsten Nullmodell M0 , das keinerlei 
Beziehungen zwischen den beobachtbaren Variablen (nur die 
Diagonalelamente von 2:;• werden geschätzt) zuliBt, als weniger restriktive, 
theoretisch sinnvolle Nullmodelle M 1 bzw. M 2 in die Analyse miteinbezogen. 
81 Bel d•r Modell• ch&tzung werden dl• Fahler •• • g• b•I l• tent• n Varlabl•n 
mit nur einem Indikator au • • c:h&tztechnl • chen und ldentlflkatlon • grUnden 
auf Null ge • etzt. Daa bedeutet, dal die zugah8rlga latent • Variable ala 
direkt beobachtbar angenommen wird. Bel endogenen latenten Variablen 
i• t der MaBfahlar 
enthalten. 
. • Im Jawalllgan St6rtarm der Strukturgleichung 
Wolfgang Krader - 978-3-631-75588-4
Downloaded from PubFactory at 01/11/2019 03:21:39AM
via free access
96 
Die genestete Modellreihe ist somit durch 
(5.2.13) 
mit Freiheitsgraden df0 > df1 ) df 2 ) df; ) dfi ) df• = 0 und M• als dem 
gerade identifizierten, saturierten Modell, gegeben. Als Goodness of Fit 
Maße wurden für alle Modelle die Indizes GFI, AGFI, AIK, SIK, CAIK, NFl 0 , 
NNFl 0 , PNFl1, PNFl2 berechnet. 
Die nichtnormierten und die Parsimony-Anpassungsverbesserungsindizes 
wurden zusätzlich fUr die alternativen Nullmodelle M 1 und M 2 ermittelt. Die 
Ergebnisse der Modellanpassung von M1, Mi sind in den Tabellen 1 - II für 
beide Stichproben getrennt nach der ML- und ADF-Schätzung 
zusammengefaßt. Jeweils die ersten drei Zeilen zeigen die Ergebnisse für 
die Nullmodelle M0 , M1 und M 2 . 
Für beide Stichproben zeigt sich daB die LR-Werte T x2 für die drei 
alternativen Nullmodelle deutlich abnehmen. Dies gilt insbesondere für den 
IFO-Datensatz (N = 1112). Bei ML-Schätzung sinkt T x2 von 5077,49 des 
Modells M0 auf 1557,62 des 5-Faktorenmodells M 1 . Eine Ausnahme stellt 
das 6-Faktorenmodell M 2 dar, das gegenüber dem Modell M 1 unabhängig 
vom Schätzverfahren in beiden Datensätzen stets höhere Werte der 
LR-Prüfgröße T x2 aufweist. Dieser Unterschied könnte ein Hinweis auf eine 
mögliche Uberfaktorisierung sein, daß nämlich anstelle der sechs nur fünf 
latente Faktoren die Beziehungen zwischen den beobachtbaren Variablen 
erklären. Entsprechendes gilt für die Anpassungsverbesserungsindizes der 
Nullmodelle M 0 , M 1, M 2 • Folglich ist das 5-Faktorenmodell M 1 das Nullmodell 
mit den höchsten Indexwerten 0,276 bzw. 0,693 (ML) und 0,167 bzw. 0,404 
(ADF) für den Bentler/Bonett-lndex NFl 0 und 0,295 bzw. 0,704 (ML) und 
0,178 bzw. 0,414 (ADF) für den NNFl 0 -lndex, die die Verbesserung der 
Modellanpassung gegenüber dem absoluten Nullmodell wiedergeben. 
Demnach wäre zu erwarten gewesen, daß die NFl0 - und NNFl 0 -Werte 
für M;, MJ eine Entscheidung für das Strukturmodell M 1 zur Folge hätten. 
Allerdings sind alle Werte der NFI- und NNFl-lndizes in den beiden 
Stichproben für beide Schätzverfahren annähernd gleich. Das gilt ebenfalls 
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Tabelle 1: Globale Goodness of Fit Maße fUr die allgemeinen Modellstrukturen MI' Mi be 
Modell 
Stichprobe : N=230 
Mo : absolutes Nullmodell 
M1 : 5-Faktorenmodell 
M 2 : 6-Faktorenmodell 
M,: Strukturmodell M . 
1 
M . : 
J 
Strukturmodell Mi 
M· .. Saturiertes Modell 
Stichprobe : N = 1112 
Mo' absolutes Nullmodell 
M1: 5-Faktorenmodell 
M 2 : 6-Faktorenmodell 
M.: Strukturmodell M, 1 
M1: Strukturmodell MJ 
M 0 : Satur iertes Modell 














26 0 , 661 
14 0,870 




41 0 ,720 
30 0,914 
27 0 ,921 
0 1,000 
AGFI AIK CAIK SIK 
0,389 1,792 608,82 1,781 
0 ,558 1,343 410 ,37 1,319 0,276 0 
0,531 1, 401 434 ,48 1,381 0,237 
0 ,667 0,579 87 ,22 0,507 0,775 0,690 0 
0 ,708 0,404 12,04 0,323 0,887 0 ,945 0 
Oiv/0 0,3 13 0,180 1,000 1,000 1 
0,440 2 ,303 4718 ,90 2 ,300 
0 ,721 0,728 1237,06 0,721 0,693 0 
0,625 0,985 1804,92 0,979 0 ,580 
0,842 0 ,296 317,61 0 ,280 0,890 0,642 0 
0,840 0,279 ~90,83 0 ,260 0,900 ' 0,674 0 
Oiv/0 0,099 0,056 1,000 1,000 1 
1) Die entsprechenden Werte sind < 0 und werden nicht ausgewiesen. Die negativen Werte ergebe, 
2) Alle ausgewiesenen T x2-Warte sind signifi kant mit Wahrscheinlichkeit p = 0,000. 
3) Hier wurd• das Modell M 1 mit dem Nullmodell M 2 v• rglich• n . Die berechneten Indexwerte belegt 
Wolfgang Krader - 978-3-631-75588-4
Downloaded from PubFactory at 01/11/2019 03:21:39AM
via free access
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PNFI1 2 PNFl2 0 PNFl2 1 PNFl2 2 
.051 ]) 0,295 o.os3 31 0,246 o.oss 11 0,254 
0,254 ,, 0,220 0,228 
1,705 0,804 0,725 0,739 0,388 0,155 0,128 0,395 0,353 0,361 
•.945 0,915 0,977 0,978 0,380 0,080 0,071 0,390 0,412 0,412 
.ooo 1,000 1.000 1,000 
,271 31 0,704 0,27511 0,616 0,264 31 0,621 
0,590 0,528 " 0,533 
·.738 0,901 0,667 0.760 0,593 0,520 0,424 0,597 0,436 0,499 
,762 0,910 0,699 0,782 0,540 0,468 0,382 0,543 0,412 0,463 
.ooo 1,000 1,000 1,000 
, sich aus der Tatsache, daB die X 2 -Werte der LR-PrüfgröBe T1 kleiner als T 2 sind. 
1n, daB im wesentlichen kein Unterschied zwischen den Modellen M 1, M 2 besteht. 
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Tabelle II: Globale Goodness of Fit Maße fUr die allgemeinen Modellstrukturer 
Modell T " x2 DF GFI AGFI AIK CAIK SIK 
Stichprobe : N=230 
Mo= absolutes Nullmodell 862 ,71 28 0 ,515 0,376 1,953 682,44 1,942 
M1 : 5 - Faktorenmodell 718,40 25 0,596 0,416 1,684 557 ,45 1,640 0,1, 
M 2 : 6 - Faktorenmodell 730 ,89 26 0 ,589 0 ,431 1,683 563,50 1,663 0.1! 
M .: Strukturmodell M . 
1 1 
40,85 14 0,977 0 ,941 0,280 -49,28 0,208 0,9 , 
M;: Strukturmodell M1 39,84 12 0 ,978 0 ,933 0 ,296 -37 ,42 0 ,215 0,9 , 
M 8 : Saturiertes Modell 0 1,000 Div/0 0,313 0 ,180 1,0c 
Stichprobe: N = 1112 
Mo= absolutes Nullmodell 1996,39 28 0,690 0,601 0 ,913 1772,00 0,912 
M1: 5-Faktorenmodell 1190,63 25 0 ,815 0,734 0 ,556 990,28 0,553 0,4C 
M 2 : 6-Faktorenmodell 1407,42 26 0,781 0,697 0,651 1199,05 0,649 0,2! 
M 1: Strukturmodell M . 69,32 14 0,989 0,972 0,071 -42,87 0 ,057 0,91 1 
M1: Strukturmodell M. J 
64,45 12 0,999 0 ,970 0,072 -31,72 0 ,057 0,91 
M· .. Saturiertes Modell 0 1,000 Oiv/0 0 ,065 0,039 1,0< 
11 Die entsprechenden Werte sind < 0 und werden nicht ausgewiesen. Die negativen V, 
21 All• ausgewiesenen T x2-Werte sind signifikant mit Wahrscheinlichkeit p = 0,000. 
3) Hier wurde das Modell M 1 mit dem Nullmodell M 2 verg l ichen. Die berechneten lnde> 
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1 MI' M1 bei der ADF-Schätzung 
NFI 1 NNFl 1 NNFl 2 PNFl1 0 PNFl1 1 PNFl1 2 PNFl2 0 PNFl2 1 PNFl2 2 
17 0,017" 0,178 o,01ai1 0,149 0,016 31 0,154 
;3 11 0,163 
,, 
0,142 0,148 11 
53 0,943 0,944 0,985 0,981 0,981 0,478 0,094 0,082 0,484 0,481 0,481 
54 0,945 0,945 0,981 0,977 0,977 0,409 0,080 0,070 0,415 0,412 0,412 
JO 1,000 1,000 1,000 1,000 1,000 
)4 0,154 31 0,414 0,157 31 0,360 0,148 31 0,365 
i15 0,303 " 0,274 " 0,276 
,, 
55 0,942 0,951 0,979 0,964 0,970 0,483 0,226 0,159 0,486 0,467 0,480 
58 0,948 0,954 0,974 0,989 0,974 0,415 0,228 0,159 0,417 0,479 0,482 
)0 1,000 1,000 1,000 1,000 1,000 
lerte ergeben sich aus der Tatsache, da8 die X 2 -Werte der LR-Prüfgrä8e T1 kleiner als T 2 sind. 
cwerte.belegen, da8 im wesentlichen kein Unterschied zwischen den Modellen M1, M 2 besteht. 
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für die auf den alternativen Nullmodellen M 1 bzw. M 2 basierenden NFl 112 -
bzw. NNF1 1/ 2 -lndizes. Beide Modellstrukturen unterscheiden sich im 
wesentlichen nicht voneinander. Eine 
Modellstruktur M1 zeigen die NFI- und 





Im Gegensatz dazu führt der Vergleich der Informationskriterien AIK, 
CAIK, und SIK zu dem Ergebnis, daß tendenziell die Modellstruktur Mi vor 
allem bei Anwendung der ML-Schätzung dem Modell Mi vorzuziehen ist, 
trotz der Korrektur des Verlustes an Freiheitsgraden. Dabei fällt auf, daß 
die Index-Werte im Rahmen der ADF-Schätzung deutlich geringer ausfallen. 
Das Akaike-, AIK, bzw. das konsistente Akaike-lnformationskriterium, 
CAIK, erreichen ihre minimalsten Warte 0,072 bzw. -42,87 (vgl. Tabelle II) 
für den größeren IFO-Datensatz. 
Konträre Aussagen lassen sich dagegen aus den Parsimony-Fit Indizes 
ableiten. Mit Ausnahme der PNFl2 1- und PNFl2 2 -Werte für das 
Strukturmodell M1 bei der ML-Schätzung mit den INSEE-Daten schneidet 
das Modell Mi besser ab, worin die Sparsamkeit der Modellparametrisierung 
zum Ausdruck kommt. Überraschend sind jedoch die Index-Werte PNFl1 0 = 
0,616 und PNFl2 0 = 0,621 für das Modell M 1 im Rahmen der ML-Schätzung. 
Demzufolge ist das 5-Faktorenmodell bei relativ hohen Goodness of Fit 
Maßen NFl0 = 0,693 bzw. NNFl 0 = 0,704 allen anderen Modellen aufgrund 
der parametersparendan Spezifizierung · und der im Vergleich zu den 
anderen Modellen überdurchschnittlichen, von den Daten unabhängigen 
Modellerklärung überlegen. Im allgemeinen sind die Parsimony-Fit Indizes 
für M 1 und Mi mit Werten von 0,071 - 0,597 (vgl. Tabelle ll und 0,070 -
0,486 (vgl. Tabelle III verglichen mit den anderen Goodness of Fit Maßen 
sehr niedrig. Dies läßt den Schluß zu, daß trotz adäquater Reproduktion der 
Daten die verbleibenden unabhängigen Elemente wenig zur Erklärung des 
Goodnass of Fits beitragen. 
Abschließend bleibt anzumerken, daß der durchgeführte lndn-Vergleich 
keine eindeutige Aussage darüber zuläßt, welche Modellstruktur, Mi bzw. 
Mi' "besser" ist. Für beide Modellstrukturen ergeben sich gegenüber den 
drei alternativen Nullmodellen meist überdurchschnittlich hohe Goodness of 
Fit MaBa, wobei sich die Indizes mit steigendem Stichprobenumfang und 
verteilungsfreier Modellschätzung verbessern. Während die 
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Parsimony-lndizes einen Hinweis darauf geben können, welches das 
einfachste Modell unter den bestangepaBten ist, besteht keine Möglichkeit 
Parameterrestriktionen im einzelnen zu testen. Hinzu kommt, daß hohe bzw. 
niedrige Goodness of Fit Werte auch die Folge von Fehlspezifikationen der 
Parameter und der Verletzung der Verteilungsvoraussetzungen sein können. 
Dies macht es erforderlich neben der Modellanpassung auch die 
zugrundeliegenden Verteilungsvoraussetzungen 112 zu überprüfen und 
geeignet • Tests auf Fehlspezifikationen wie LM- und Wald-Test (vgl. 
Satorra (1989)) durchzuführen, die durch anschließende Modellmodifikation 
eine sinnvoll• der Theorie entsprechende Modellselektion erlauben. 
112 vgl. Schaenberg/ Armlnger ( 19119), Bentler ( 1111111), Jllreekag/Sllrbam 
(191111), • awle Muth•n (191111), die In Programmpaketen wie LINCS2.0, 
EQS, LISREL VII aowl• LISCOMP • tandardmallg die 
Normalv• rt • llung• annahme fUr • t • tlg• und/oder qualitativ• Variable mit 
geordneten Kat • gor-l• n durch 
Schief• - und Kurto • l• paramet• r 
Berechnung • tandardnormalvert • llter 
bzw. durch 9 •• lgn• t • . x 2 -T•• t • fUr 
Paar• oder Tripla von qualitativen Varlablan UbarprUfan. 
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6. Effektzerlegung in rekursiven und nichtrekursiven Modell-
strukturen 
Ein wesentlicher Bestandteil in der Interpretation der empirischen 
Ergebnisse von latenten Strukturmodellen ist die lineare Effektzarlegung der 
bivariatan Beziehungen zwischen den Variablen in die direkten und indirekten 
Komponenten. Der Gesamteffekt einer latenten Variablen auf andere 
abhängige Variable ist die Summe aller direkten und indirekten Effekte und 
entspricht dem Koeffizienten der reduzierten Form eines gewöhnlichen 
simultanen Gleichungssystems mit dem Unterschied, daB anstelle das 
exogenen beobachtbaren Variablenvektors x• jetzt dar Vektor dar exogenen 
latenten Variablen ~• steht. 
Grundlage der Effaktzerlegung bilden die Struktur- und MeBgleichungan 
(6.1) Ay • 11· + E. 1 
(6.21 A.,,, •~• + o*, 
(6.31 
das Modells, wobei B*, r• die Matrizen dar strukturellen direkten Effekte 
zwischen den endogenen und exogenen latenten Variablen sind. 
Üblicherweise werden die Modellstrukturen mittels Pfaddiagrammen ( vgl. 
Wright (1934); Simon (1953)), wie in den Abbildungen 1, II das 
vorangegangenen Kapitals graphisch veranschaulicht. Pfaddiagramme 
ermöglichen es, die simultanen Beziehungen zwischen den latenten Variablen 
und den Einfluß auf die beobachtbaren Indikatoren in ihren Wirkungsketten 
nachzuvollziehen. FUr die Interpretation dar einzelnen Effekte ist dabei von 
besonderem Interesse, ob direkte Effekte durch bestehende indirekte 
Effekte verstlrkt aufgehoben oder überkompensiert warden. 
Die in den Abbildungen I, II dargestellten Modelle sind Beispiele fUr 
nichtrakursiva Modellstrukturen, die im Unterschied zu rekursiven 
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Modellstrukturen simultane Abhlingigkeiten der ~•·s enthalten, wodurch das 
Problem auftritt, daß endogene latente Variable indirekte Effekte auf sich 
selbst ausüben können. Die indirekten Effekte sind somit nicht mehr rein 
additiver sondern auch bedingt durch die Schleifeneffekte, multiplikativer 
Natur (vgl. Freeman (1982, S. 59-62ll. Aus diesem Grund müssen bei der 
Effektzerlegung in nichtrekursiven Modellstrukturen bestimmte 
Stabilitlitsbedingungen (vgl. Bentler/Freeman (1983)) erfüllt sein, die die 
Existenz und Stabilitlit der indirekten Effekte gewlihrleisten. 
Zunächst soll auf die klassische Effektzerlegung in LISREL-Modellen 
eingegangen werden. Der Gesamteffekt setzt sich aus der Summe aller 
direkten und indirekten Effekte des Modells zusammen. Anschließend 
werden spezifische indirekte (vgl. Sobel (1986); Bollen (1987); Fox (1985)) 
und sogenannte nichtkausale Effekte (vgl. Fox (1980); Freeman (1982)) als 
Erweiterungen der klassischen Effektzerle9ung vorgestellt. Nichtkausale 
Effekte beinhalten dabei Schein- (Spurious-l effekte und nichtanalysierte 
Effekte, die auf der nichtanalysierten Kovarianz der exogenen latenten 
Variablen beruhen (vgl. Freeman (1982, S. 15-17, 49)). Während die 
Bestimmung spezifischer indirekter Effekte auf der Grundlage der 
Gesamtaffektzerlegung im Sinne der reduzierten Formkoeffizienten erfolgt, 
beruht die Einbeziehung nichtkausaler Effekte auf der Zerlegung der 
bivariaten Regressionskoeffizienten zwischen den jeweiligen exogenen und 
endogenen latenten und beobachtbaren Variablen, wobei die Fehler- und 
Störvariablen miteingeschlossen werden. Eine tabellarische 
Zusammenfassung der behandelten Effekte ist im Anhang zu diesem Kapitel 
enthalten. 
6.1 Klassische Effektzerlegung im allgemeinen LISREL-Modell 
Die Berechnung der Gesamteffekte eines Modells kann entweder über die 
unendliche Summe von Matrizenpotenzen beliebiger Ordnung (vgl. Fox 
( 1980); So bei ( 1986)) oder Uber die Koeffizienten der reduzierten Form von 
(6.1) - (6.3) erfolgen (vgl. Graff/Schmidt (1982); Bollen (1987)). 
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Die Gesamt- und die Summe der indirekten Effekte lassen sich jeweils 
in vier Bereiche aufgliedern. Für die endogenen latenten Variablen 11• sind 
die Gesamt- und indirekten Effekte 11*--+!J* als 
(6.1.1a) T 11•11• lim f B*' 
k;----a-ex> r=1 
mit k als Länge der Effekte zwischen den 11*s, 
und 
(6.1.1b) 
definiert (vgl. Fox (1980, S. 121; Sobel (1986, S. 165)) unter der 
Voraussetzung, daß der Grenzwert existiert. Der Grenzwert existiert, wenn 
für den Absolutwert des größten Eigenwertes p der quadratischen Matrix e• 
(6.1.2) p(B*) < 1 
gilt. Ist die notwendige und hinreichende Bedingung erfüllt, dann konvergiert 
die unendliche Summe wegen B*'-->O fUr k-->co gegen die endliche Matrix 
(6.1.3) T11•11• (l-e•i- 1 -1. 
FUr nichtrekursive Modelle bedeutet das, daß der Effekt der !J•·s auf 
sich selbst gleich Null und das System stabil ist (vgl. Bentler/Freeman 
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(1983, S. 144); Bollen (1987, S. 42-44)). Sind ein bzw. mehrere Eigenwerte 
von e• gleich bzw. größer Eins, so sind T ~•~• und I~•~• nicht definiert. 93 
Bei rekursiven Modellstrukturen konvergiert die geometrische Reihe in 
(6.1.3) stets zu einer Matrix mit endlichen Elementen, da e•r-l = 0 ist für 
r > m, die Anzahl der endogenen latenten Variablen 11* (vgl. Freeman (1982, 
S. 45)). Die Gesamt- und indirekten Effekte von ~•-11• ergeben sich dann 
aus Gleichung ( 6 .1), die sich nach wiederholtem Einsetzen von ( 6, 1) in 11 * als 
(6.1.4) 
9•r11• + (1 + e• + e• 2 + ... + 9•r- 1ir•~· + c• 
darstellen lassen (vgl. Bentler/Freeman (1983, S. 143)). 
Bei Existenz dar indirekten Effekte folgt für ~•-11• 
83 B • ntl•r/Fr•eman (1983, S. 144) machen darauf aufm• rk • am, daa die 
UberprUfung der Stabtlltl.t und • omit der E•l • t • nz der lndlr'• kt • n Effekt• 
in nlchtr• kur • iv• n Mad• ll• n im Rahmen d •• LISREL-Programm • bei 
Einzelfilllen prablematlach lat. Statt p(B•) ( 1 wird In LISREL VII ala 
Stabllitilta- und Kanvergenzbedlngung p( (1-a•)(l-a•)'J ( 1 angegeben 
(vgl. J8r •• kog/SHrbom (1988, S. 35)), dl• ab• r nur ein• hlnr• leh• nd • 
Bedingung daratallt. Dar karrakta Stabllitiltataat lat p(B•) < 1. 
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(6.1.5bl T ,,•~• - r• 
Entspr•chend erhlilt man nach Einsetzen von (6.1) in die Maßgleichung von 
y• die Gesamt- und indirekten Effekte fUr ~•-y• und 'l•__.y• als 
k-1 
( 6.1.6a) Ty•c• = lim :E A • e•~r• 
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(vgl. Bollen (1987, S. 45-46); Sob• I (1986, S. 166)). 
Im Unterschied dazu ist bei dar Berechnung der Gesamteffekte aus der 
reduzierten Form 
(6.1.8) 
die Erfüllung der Stabilitätsbedingung (6.1.2) nicht notwendig, damit die 
einzelnen Effekte definiert und identifizierbar sind. Stattdessen muß die 
Regularität von (1-B•) gewährleistet sein, die aber meist vorausgesetzt wird 
und gegeben ist. Allerdings erscheint es fragwürdig, die Koeffizienten der 
reduzierten Form als Gesamteffekte zu interpretieren, wenn die 
Stabilitätsbedingung nicht erfüllt ist (vgl. Bollen (1987, S. 48-49)). 
6.2 Spezifische indirekte und nichtkausale Effekte 
6.2.1 Spezifische indirekte Effekte 
Während indirekte Effekte die Gesamtheit aller indirekten Pfade von einer 
Variablen zur anderen wiedergeben, stellen spezifische indirekt• Effekt• 
diejenigen Effekte dar, die mttt• lbar über • in• bestimmt• bzw. • in• Grupp• 
von Variablen übertragen warden (vgl. Sobel (1988, S. 180-180). Ziel ist es, 
den Einfluß von wichtigen vermittelnden Variablen herauszuarbeiten. 
In Anlehnung an Bollen (1987) werden die wichtigsten spezifischen 
indirekten Effekt• (vgl. Alwin/Haus• r (1975); GrHn• (1977); Fox (1985)) 
und • in allgm• in• s Berechnungsverfahren, das auf den im vorhergehenden 
Abschnitt abgeleiteten Effektmatriz• n beruht, kurz beschrieben und 
vorgestellt. 
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Alwin/Hauser (1975) definieren spezifische indirekte Effekte als solche, 
die auf eine vermittelnde Variable ausgeübt werden und alle ihr 
nachfolgenden kausalen Effekte enthalten. Nach Graane (1977) warden nur 
die über die vermittelnde Variable ausgeübten Einflüsse als spezielle 
indirekte Effekte behandelt. Ausgeschlossen bleiben alle dieser Variablen 
nachfolgenden Effekte. Im Gegensatz dazu enthalten die spezifischen 
indirekten Effekte nach Fox ( 1985) alle Pfade, die bei einer interessierenden 
Variablen ankommen und diese wieder verlassen. 
Entsprechend den verschiedenen Definitionen ergeben sich bei der 
Berechnung unterschiedliche Ergebnisse der jeweiligen spezifischen 
indirekten Effekte, was an folgendem Beispiel deutlich wird. Ausgehend von 
der in Abbildung I dargestellten Modellstruktur M 1 setzt sich der spezifische 
indirekte Effekt von ~2 • auf 11 3 • über 11 2 • gemäß den drei Definitionen wie 
folgt zusammen: 
1l Nach Fox besteht der spezifische Effekt aus den beiden Pfaden 
~2 •-112 •-113• und ~2 •-112 •-11, •-113 • 
2) Greene·s Definition führt 
indirekten Effekt, da alle 
ausgeschlossen sind. 
zu ~2 •-11 2 •-113 * als spezifischem 
anderen endogenen latenten Variablen 
3) Der spezifische indirekte Effekt nach Alwin und Hauser entspricht 
demjenigen nach Fox, wenn unterstellt wird, daß 11 1 * eine 11 2 * 
nachfolgende kausale Variable ist. Wegen der simultanen Abhängigkeit 
von 111 * und 11 2 * ist aber unklar, welche Variable die Ursache der 
anderen und somit als nachfolgende Variable zu betrachten ist ( vgl. 
Bollen (1987, S. 58); Fox (1985, S. 85-87)). 
Zur quantitativen Bestimmung hat Bollen (1987, S. 55-56) ein einfaches 
Verfahren entwickelt, das die spezifischen indirekten Effekte aus den 
jeweiligen Effektmatrizen der Gesamt- und indirekten Effekte T ~•~•• I~•~• 
bzw. T ~•~• ableitet. Bei existierenden indirekten Effekten 1 ~•~•• p(B*) < 1, 
sind die jeweiligen • pazifischen indirekten Effekte (SI) definiert und aus 
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(6.2.1.2) • [( •i-1 • ·] T ~•~• - r - 1-e<•l r <•l - r <•l 
( •i-1 • • [( •i-1 • ·] 1-e r - r - 1-e<•l r<•l - r<•) 
berechenbar, wenn die Stabilitätsbedingung p(B(.,*l < 1 erfüllt ist (vgl. 
Sobel 11986, S. 182)).114 Die Matrizen e(.,* bzw. rc./ erhält man durch 
Nullsetzen der ß*- bzw. y*-Koeffizeinten in den e*- bzw. r*-Matrizen, 
gemäß den jeweiligen Definitionen der SI-Effekte. 
Auf die Modellstruktur M1 übertragen gilt beispielsweise für den 
SI-Effekt ~2 *--->ri 3 • über ri 2 * (vgl. Abbildung 1) nach Fox 11985), daß sich 
Be./ und r c•/ als 
16.2.1.3) B<•l• aus e• 
mit ß12 • 0, 
und 
84 01• ErfUllung der Bedingung l• t notwendig, damit inf• r • nz • tatlatiach• 
Aua • ag • n baai• r • nd auf den Standardfehlern getroffen werden können 
(vgl. Sab• I (11188, S. 1118-1811)). 
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:,,: j l 
• ,,, :1 y 11 (6.2.1.4) r<•J • • aus r• • Y21 Y21 Y22 
• • • 
Y31 Y32 Y31 Y32 
mit • • 0, Y11 Y12 
ergeben. 
Nach Einsetzen von B(./• rc./ in (6.2.1.21 kann der spezifische 
indirekte Effekt dar exogenen latenten Variablen ~2 • Uber 11 2 • ermittelt 
werden. Entsprechend kann fUr die SI-Effekte nach Green• (1977) und 
Alwin/Hauser (1975) vorgegangen werden. 
Das Verfahren von Bollen besitzt zudem den Vorteil, daB weitere 
allgemeine spezifische Effekte, die in der klassischen Effektzerlegung nicht 
enthalten sind, quantitativ bestimmt werden können (vgl. Bollen (1987, 
s. 59)). 
6.2.2 Nichtkausale Effekte 
Ausgehend von der klassischen Effektzerlegung in direkte und indirekte 
Effekte der einzelnen Variablen hat Freeman ( 1982) fUr allgemeine 
LISREL-l\/lodelle einen Zerlegungsalgorithmus entwickelt, der auch die 
Bestimmung nichtkausaler Effekte in Form von Scheinabhingigkeiten der 
endogenen latenten und beobachtbaren Variablen 
nichtberUcksicht igten 
ermöglicht. 
Kovariation der exogenen latenten 




Regressionskoeffizienten 115 zwischen zwei interessierenden Variablen, der 
nicht durch eine strukturell bedingte Abhingigkelt von einer anderen 
Variablen erkllrt werden kann. Der bivariate Regressionskoeffizient i• t 
115 vgl. auch Fax (19110, S. 8-9). 
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somit die Summe der direkten und indirekten sowie der Schein- und 
nichtanalysierten Kovarianzeffekte, wobei in der Regel nicht zwischen 
Schein- und nichtanalysierten Kovarianzeffekten differenziert werden kann, 
was vor allem fUr die Beziehung zwischen den endogenen latenten Variablen 
gilt (vgl. Freeman (1982, S. 49-52)). 
Allgemein werden die nichtkausalen Effekte der latenten Variablen 
N'I•~• und N'l•'I• über 
(6.2.2.1) 
(6.2.2.2) 
bestimmt, mit M'I•~•• M'l•'I• bzw. T 'I•~•• T 'l•'I• als Matrizen der bivariaten 
Regressionskoeffizienten und der Gesamteffekte zwischen 1) •, ~• und 11 •, 1) • 
(vgl. Fox (1980, S. 12); Freeman (1982, S. 48ll. 
Im Rahmen des LISREL-Modells werden M'I•~• und M'l.'I• aus den 
entsprechenden Varianz-Kovarianz-Matrizen zwischen den latenten 
endogenen und/oder exogenen Variablen bestimmt (vgl. (2.1.1.8)). 
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wobei O(ti,*) und O(OTJ•TJ•) Oiagonalmatrizen der Varianzen der exogenen 
und endogenen latenten Variablen ~•, ~• darstellen. Setzt man MTJ•i;•• 
MTJ•TJ• in die Gleichungen (6.2.2.1l und (6.2.2.21 ein, so erhält man als 
nichtkausale Effekte zwischen den latenten Variablen 
(6.2.2.1al 
(6.2.2.2al MTJ•TJ• - T TJ•TJ• 
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Allerdings ist die Berechnung nichtkausaler Effekte zwischen endogenen 
latenten Variablen 11* im Rahmen von nichtrekursiven Modellstrukturen 
aufgrund der simultanen Abhängigkeit der 11*·s und der damit verbundenen 
multiplikativen indirekten Schleifeneffekte mit dem vorgestellten Verfahren 
nicht möglich. Freeman (1982, S. 60-67) weist nach, daß in nichtrekursiven 
Modellen die sukzessive Zerlegung der bivariaten Regressionskoeffizienten 
in M~•~• wegen der bestehenden Simultanität nicht zulässig ist. Bivariata 
Ragressionskoaffizienten sind stets nur in einer Kausalrichtung interpretiar-
und zerlegbar. 
Abschließend sei angemerkt, daB ebenfalls zusätzliche nichtkausale 
Effekte Ny•~•• Ny•~•• N.•~• dar latenten Variablen auf die endogenen 
Indikatoren sowie N~•c•• Ny•c•• Ny•••• N•••• dar Rasidualtarma C*, e* und 
s* auf die endogenen latenten und beobachtbaren Variablen für rekursive 
und nichtrakursiva Modellstrukturen aus den Gleichungen (6.2.2.11 
(6.2.2.4) abgalaitat werden können. 
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Anhang A6: Effektzerlegung in allgemeinen rekursiven und 






0 11•11• e•. 
oy•11• Ay•· 
Indirekte Effekte: 
1 A *(I-B*)- 1 - A • y•11• .Y .Y. 
111 • 11 • (1-e•i-1 - 1 - e,•. 
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Ty•~• A/u-a•i-1 r•. 
T••~• "· • ' 
T~•~• (1-a•i-1 r•. 
T11•11• (1-a•i- 1 - 1, 
Ty•11• " •o-a•J-1 y . 
Spezifische indirekte Effekte: 
T~•~• - a• 
[( •i-1 • •] - 1-a<•l r <•l - r <•l . 
Nichtkausale Effekte: 
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7. Ein mikroempirisches Modell des Preis-, Produktions- und 
Lageranpassungsverhaltens von deutschen und französischen 
Unternehmen des Verarbeitenden Gewerbes 
7.1 Preis- und Produktionsplanung mit Lagerhaltung: ein Überblick 
Die Preis- und Produktionsplanung der Unternehmen hängt wesentlich von 
den Erwartungen über die künftige Entwicklung der binnen- und 
außenwirtschaftlichen Nachfrage, der Preise und der Kostenfaktoren ab. Je 
nach Art der Nachfrageänderung, permanent, bzw. transitorisch, wird ein 
Unternehmen kurz- bz.w. langfristig unterschiedlich mit Preis- und 
Produktionsänderungen reagieren. 
Unternehmen ohne Lagerhaltung, die kurzfristig mit großen 
Mengenanpassungen reagieren, werden kurzfristig geringe Preislinderungen 
vornehmen, während Unternehmen mit kurzfristig geringen 
Mengenanpassungen gezwungen sind große Preisänderungen durchzuführen. 
Dabei wird das Ausmaß der Preis- und Produktionsänderungen von der 
Produktionskostenstruktur bestimmt. Unternehmen mit stark (mäßig) 
wachsenden Grenzkosten werden mit großen (kleinen) Preis- und geringen 
(großen) Produktionsänderungen reagieren. Besteht dagegen die Milglichkeit 
Lagerbestlinde zu halten, so kilnnen diese als weitere 
Anpassungsinstrumente bei auftretenden Nachfrageschwankungen eingesetzt 
werden. 
Das Hauptmotiv für die Haltung von Lagerbeständen an Endprodukten 
liegt den Aussagen von linear-quadratischen Lagerhaltungsanpassungs-
modellen mit rationalen Erwartungen zufolge (vgl. Holt et al. (1960); Blinder/ 
Fisher (1981) sowie Blinder (1982); Kollintzas (1989)) in der Möglichkeit der 
Produktionsglättung bei gleichzeitiger Dämpfung der Preisschwankung. 
Ausgehend von einer konvexen Kostenstruktur der Produktion und der 
Lagerhaltung besteht fUr ein profitmaximierendes Unternehmen der Anreiz 
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bei einer systematisch bzw. stochastisch schwankenden Nachfrage 
Lagerbestände als Puffer einzusetzen, da nur eine partielle Anpassung dar 
Produktionsrate kurzfristig möglich ist. 
Bei Gültigkeit der Hypothese der Produktionsglättung lassen sich die 
theoretischen Modellaussagen wie folgt zusammenfassen (vgl. Blinder 
(1986a)): 
i) Die Variabilität der Produktion ist deutlich kleiner als die des Absatzes. 
ii) Die Kovarianz zwischen der Veränderung der Lagerbestände und des 
Absatzes ist negativ. 
iii) Bestehende Lagerbestandsungleichgewichte werden relativ schnell an den 
gewUnschten Lagerbestand angepaßt. 
Allerdings stehen den theoretischen Modellaussagen widersprechende 
empirische Ergebnisse auf der Mikro- und Makroebene gegenüber, die auf 
Mängel des mikrofundierten Ansatzes von Blinder aufmerksam machen. Zum 
einen ist die Variabilität der Produktion gegenüber dem Absatz größer ( vgl. 
Blinder (1986a, S. 435); West (1986, S. 398)), und zum anderen nehmen 
die Lagerbestände an Endprodukten bei steigendem ( fallendem) Absatz zu 
(ab) (vgl. Blinder (1986a, S. 432); Carlson/Dunkelberg 11989, S. 321); West 
(1988, S. 7)), was darauf schließen IIIBt, daß weniger die Produktion als 
vielmehr der Absatz der Produkte geglättet wird. Zudem zeigt sich das 
Phänomen unplausibel niedriger Anpassungsgeschwindigkeiten der 
tatsächlichen an die optimalen Lagerbestände (vgl. Blinder (1986bl; lrvine 
(1989); Wilkinson 11989); Reagan/Sheehan (1985); Seitz (1988)). 
Der Widerspruch mit den empirischen Fakten macht deutlich, daß neben 
dem Motiv der Produktionsglättung anderen Faktoren eine gewichtige Rolle 
in der Erklärung der tatsächlichen Lagerbestandsveränderungen und ihren 
Wirkungen zukommt. 
So stellen Kostenschocks (vgl. Blinder (1g86al; Eichenbaum 11984); 
Miron/Zeldes (1988)) 88 einen wesentlichen Bestimmungsfaktor in der 
88 Miran/Zeld•• (1988) w•l••n vor all•m auch darauf hin, daB dl• 
Unt • rnehmen bei • al• onal• n Nachfrag•• chwankun9• n Lager- und 
Auftragab •• t&nd• an Endprodukten nicht zur GIAttun9 der Produktion 
eln •• tz • n. 
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Preis- und Produktionsplanung der Unternehmen dar. Allerdings macht 
Blinder (1986a, S. 445) darauf aufmerksam, daß die größere Variabilitllt der 
Produktion im Vergleich zum Absatz stets durch EinfUhrung 
unbeobachtbarer Kostenschocks mit beliebig großer Varianz erklärt werden 
kann. General! führen erwartete und nichterwartete Kostenschocks bei 
Unternehmen mit konvexer Produktions- und lagerhaltungskostenstruktur 
(vgl. Glick/Wihlborg (1985); Carlson (1986); König/Nerlove (1986); Seitz 
(1989)) zu stärkeren Produktions- und Preisverinderungen, wobei die 
Produktionsreaktion überwiegt. In diesem Zusammenhang weist Kahn (1987) 
auf die Möglichkeit des ··production counter-smoothing„ hin 417 , also der 
Überreaktion der Produktion auf auftretende Kostenschocks. 
Kostensteigerungen führen nicht nur direkt sondern auch indirekt über 
steigende Produktpreise zu einer Einschränkung der Produktion und 
verstärktem Lagerabbau. Abel (1985) und Kahn (1987) betonen ebenfalls, 
daß in der Vernachlissigung der Nichtnegativitlltsrestriktion der 
Lagerbestinde68 , was dem Motiv der Vermeidung eines vollstllndigen 
Lagerabbaus entspricht, die Ursache fUr den Widerspruch zwischen Theorie 
und Empirie zu suchen ist. Im Unterschied zu Kahn kommt Abel zu dem 
Ergebnis, daß die Unternehmen auch bei nichkonvexer, linearer 
Kostenstruktur und additiven Nachfrageschocks ein• Politik der 
87 Streng ganomman •nthM.lt Kahn" • Analy•• d•r Produktion • anpa •• ung bei 
Lager- und Auftrag • ba• tand • haltung Im Monopolfall 
B • rUck • lchtlgung d•r Nlchtn• gatlvlUlt • r •• triktlon und 
unt • r 
lln• ar• r 
Praduktlon • ko • t • n • truktur kein • Ko • t • n- bzw. PraduktlvitAt •• chock • . 
Allein dl• Möglichkeit, • Inan T • II d•r Ub• r • chuBnachfrag • al• 
Auftl"'ag • b •• tand zu halt• n und dar autor• gr ••• lv• Pr-oz • B dar Nachfrag • 
(vgl. Blind•• (11182, S. 334111 haban ein• grlllar• Varlabllltllt dar 
Produktion zur Folg • • dl• durch Ka • t • n • chack • noch zu • Ktzllch v• r • tarkt 
wird (vgl. Kahn (11187, S. 4177-4178)), 
ee vgl. auch Schutt• (19113). der aufz • lgt. daB dl• aptlmal• L8• ung de• 
Blinder-Madell • einen n • gativ• n Lag• rb •• tand impliziert. Samlt werden 
nicht Lager- • ondern Auftrag • be • tand• ala ln • trum• nt• d•r 
Praduktlan • glattung b • hand • lt. Da • b• d • ut• t, da& dl• Ko • t • n d • r Haltung 
van einer Einheit an Lager- bzw. Auftrag • b •• tand al• gleich angenommen 
w • rd • n. 
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Produktionsglättung verfolgen, solange eine gewisse zeitliche Verzögerung 
in der Produktionsanpassung besteht (Abel (1985, S. 289-2911). 
West (1989) greift auf das von Belsley (1969) und Holt (1960) 
eingeführte Konzept der Nettolagerbestände (net-inventories) zurück, die 
sich als Differenz dar physischen Lagerbestände und der Auftragsbestände 
ergeben und zeigt auf Industrieebene, daB bei impliziter symmetrischer 
Behandlung der Auftragsbestände als negative Lagerbestände (vgl. auch 
König/Nerlove (1986)) "net-inventaries" sowohl bei Nachfrage- wie 
Kostenschocks zu einer Produktionsglättung führen. Dabei wird unterstellt, 
daB Lager- und Auftragsbestände die gleichen Kosten verursachen.119 
GroBe Aufmerksamheit haben die Ergebnisse zahlreicher empirischer 
Studien hervorgerufen, die meist auf Branchenebene unplausibel niedrige 
Anpassungsgeschwindigkeiten der tatsächlichen an die gewünschten 
Lagerbestände bei auftretenden Bestandsungleichgewichten feststellten (vgl. 
Blinder (1986a, 1986b); Carlson/Wehrs (1974); Feldstein/Auerbach (1976)) 
und somit den theoretischen Folgerungen einer raschen Anpassung 
widersprachen. 
Während Christiano/Eichenbaum (1989) die zeitliche Aggregation der 
zur Verfügung stehenden Zeitreihendaten für die langsame Anpassung der 
Lagerbestände verantwortlich machen70, sind nach Seitz (1988, 1989) 
niedrige Anpassungsgeschwindigkeiten das Ergebnis eines Aggregationsbias, 
wenn beim Ubergang von der Mikro- zur Makroebane 71 die Anzahl der 
119 Vgl. Zabal (191111) für dl• ••plizlta BarUck • ichtigung van a • ymmatrl • chan 
Ka • t•n del"' Lag•r- und Auftrag • be• tand• haltung Im Rahmen eine • 
11 n•ar-q uadra t lach• n Lager halt ung• mod• II •. 
70 01• Anpa •• ung • ge • chwlndlglc • lt l• t demzufolge ein• monoton fallend • 
Funktion de• Grade • der z • itllch• n Aggregation der- Daten. J • grtill• r die 
Z • ltab• tand• (monatllch. vl • r-taljllhr-llch, Jllhrllch) um • o • tark • r l • t die 
Verzerrung d • r Anp ••• ung • ge• chwlndlgkelt zum Abbau da• 
Lager-be • tand • ungl • ichgewlcht •• nach unten (vgl. Chrl• tiano/Eich• nbaum 
(1989, s. 91-100)). 
71 vgl. auch Carl• an/Dunkalbarg (1988, S. 811-87; 11189, S. 320)), dia auf 
Unternahm•n••b•n• fUr Lagarba• tanda an Endprodukten da• Ergabni • 
hoher Anpa •• ung• ga• chwindlglcalt• n ba• tatlg• n. 
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betrachteten Unternehmen sukzessive erhöht wird. Ursächlich dafür ist die 
positive Korrelation zwischen dem gewUnschten und tatsächlichen 
Lagerbestand, die in den jeweiligen Mikro- und Makroschätzern des 
Anpassungskoeffizienten den negativen Bias bewirken (vgl. Seitz (1989, 
s. 158-168)). 
Neben den genannten Aggregationseffekten scheint auf der Makroebene 
die Vernachlässigung der Heterogenität der Lagerbestände ein wesentlicher 
Bestimmungsfaktor für zu niedrige Anpassungsgeschwindigkeiten zu sein 
(vgl. Nguyen/Andrews (1983, 1989)). Die simultane Behandlung der 
Rohmaterialien, Vor- und Zwischenprodukte, neben den Endprodukten die 
wichtigsten Elemente der aggregierten Lagerbestandsvariablen, widerlegt im 
Rahmen eines allgemeinen Anpassungsmodells des gewünschten 
Lagerbestandes die Aussagen von Feldstein und Auerbach (vgl. 
Feldstein/Auerbach (1976, S. 369-374)) einer sofortigen Anpassung der 
Lagerbestände an das gewUnschte optimale Niveau. Vielmehr erfolgt nur 
eine partielle Anpassung mit je nach Industriebereich und 
Lagerbestandskomponente stark variierenden Anpassungskoaffizienten 72 
zwischen O und 1 (vgl. Nguyen/Andrews (1989, S. 177-182)). 
Abschließend sei auf neuere Arbeiten im Bereich dar Lagerhaltungs- und 
Produktionsplanungsmodelle hingewiesen, die versuchen Interaktions- und 
Substitutionseffekte zwischen Produktions-, Lager und/oder 
Auftragsbestands- und der Baschäftigungsantwicklung 73 der Unternehmen 
durch Einbeziehung der impliziten Kontrakttheorie (vgl. Haltiwanger/Maccini 
(1988)) bei stochastisch variierender Nachfrage zu überprüfen sowie der 
Frage nachgehen, welche Rolle den disaggragiertan Elementen das 
Lagerbestandes als Produktionsfaktoren neben den traditionellen Faktoren 
Arbeit und Kapital zukommt (vgl. Ramey (1989)). 
72 Hohe Anpa •• un9 • 9aachwlndi9lcelt • n wur-d•n auch b•I niedrigen 
Autolcarr-elatlon • kaefflzl • nt• n d •• autar• gr ••• iv • n Praz••••• In den 
Stört• rm • n der Gl• lchung• n ermittelt. Vgl. auch dl• Oi • ku •• lon In Bllnd • r 
(1988b, S. 358-357) Ub• r dl• Eal • t • nz van zw• I lokalen Minima mit hoh• r 
bzw. niedriger Autakor-r- • latlan der R •• ldu• n und lcorr •• pandl• r • nd• n 
• chn • llen bzw. lang • am• n Anpa •• ung • n dar Lag• rb•• tand• varlabl• n. 
73 vgl. auch Ro •• ana (1984, 1985, 1987) 
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Gemeinsames Kennzeichen der meisten in diesem Uberblick 
dargestellten Arbeiten ist neben der Verwendung des Konzeptes der 
rationalen Erwartungen, daß lediglich nur Einzelhypothesen des 
intertemporalen Entscheidungsbildungsmodells zur Preis- und 
Produktionsplanung ökonometrisch getestet wurden. 
Im folgenden soll der intertemporale OptimierungsprozeB des 
Unternehmens im Rahmen eines nichtrekursiven latenten 
Kovarianzstrukturmodells empirisch überprüft werden, das den 
interdependent getroffenen Entscheidungen über die Preissetzung und 
Produktionshöhe sowie der Lagerbestandsanpassung bei gegebenen 
Erwartungen über die Nachfrage und Kostenentwicklung gerecht werden 
soll. Die theoretische Grundlage bildet ein in Anlehnung an Blinder (1982, 
1986a), Carlson (1986) und König/Nerlove (1986) formuliertes Modell, das 
abweichend von den bisherigen Modellspezifikationen die Annahme der 
Revision der unter Unsicherheit getroffenen Preis- und 
Mengenentscheidungen durch Einsatz zusätzlicher Kosten nach der 
Realisation der tatsächlichen Werte der Nachfrage- und Kostenvariablen 
enthält (vgl. Seitz (1989)). Zudem ermöglicht die Verwendung von 
sogenannten Realisationsfunktionen, die unternehmerischen Entscheidungen 
gemilB dem zur Verfügung stehenden Datenmaterial in Form von 
Erwartungs- und Prognosefehlern darzustellen (vgl. Seitz (1989, 
S. 94-96)), wodurch die Lösung eines Differenzensystems zweiter Ordnung 
( vgl. Blinder ( 1982)) oder eines Systems stochastischer Eulergleichungen 
(vgl. Miron/Zeldes (19881; lvaldi (1988)) vermieden werden kann. 
Entsprechend dem Erwartungscharakter der verwendeten IFO- und INSEE-
Datensiltze wird anschließend ein latentes Strukturmodell fUr die deutschen 
und französischen Unternehmen des Verarbeitenden Gewerbes vorgestellt, 
das die nicht direkt beobachtbaren unternehmerischen ErwartungsgröBen als 
wichtige EinfluBfaktoren identifiziert und deren Effekt auf andere 
Entscheidungsvariablen direkt und indirekt quantifiziert, wobei der 
wesentliche Vorteil des empirischen Schltzansatzes in der expliziten 
Modellierung der Erwartungs- und Prognosefehler sowohl auf der MeB- als 
auch Strukturebene liegt. 
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7.2 Das Modell eines monopolistischen Unternehmens mit 
Lagerhaltung 
Bevor auf das theoretische Modell im einzelnen näher eingegangen wird, 
sollen die wichtigsten Kennzeichen des Modells und 
dargestellt werden. Jedes Unternehmen steht vor 
ihre Interpretation 
der Lösung eines 
stochastischen Optimierungsproblems mit dem Ziel, die künftig erwarteten, 
auf den gegenwärtigen Zeitpunkt abdiskontierten, Kosten zu minimieren. Als 
Kontrollvariable stehen das Preisniveau und die Höhe der Produktion zur 
Verfügung. Unsicherheit besteht für die Unternehmen in den als exogen 
angenommenen Größen Nachfrageerwartung und Kostenentwicklung, fUr die 
jeweils ein stochastischer Prozeß unterstellt wird (vgl. Blinder (1986a, 
S. 441-44411. Zu Beginn der Periode werden die stochastischen Elemente 
der Nachfrage- und Kostenentwicklung als bekannt und gegeben 
vorausgesetzt (vgl. Seitz (1989, S. 59-62, 89); König/Nerlove (1986, 
S. 180-183)). Erwartungen werden für die laufende und die zukünftigen 
Perioden gebildet. Lager- und Auftragsbestände, die üblicherweise bei 
Mehrprodukt-Unternehmen existieren, dienen dazu die über die Zeit 
getroffenen Preis- und Produktionsentscheidungen in ihren Wirkungen zu 
glätten, was darauf zurückzuführen ist, daß die Produktion in Abhlngigkeit 
von der Kostenstruktur kurzfristig nicht verllndert werden kann bzw. in der 
laufenden Periode nicht sofort verfügbar ist. Somit ist nur eine partielle 
Anpassung der Lagerbestandsvariablen und der Produktion an die geplanten 
bzw. erwarteten Grölen möglich. Die Lagerbestandslnderung der 
tatsächlichen an das gewünschte optimale Niveau kann wlhrend des 
Anpassungsprozesses nur über Produktions- und Preislinderungen erreicht 
werden. 
Die Darstellung des Modells erfolgt in Anlehnung an Seitz (1989, 
S. 90-100) und König/Seitz (1989), das die Nichtnegativitltsrestriktion des 
Lagerbestandes unberücksichtigt läßt. 
Das Modell ist in parametrischer Form durch die nachfolgenden 
Gleichungen beschrieben, wobei auf die Einführung eines Unternehmensindex 
verzichtet wird. 
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( 7 .2, 1) Nachfragefunk tion X, 2d(D, - P,), 
( 7 .2.2) Produktionskosten C(Y,) C,Y, + c/2Y~ + y/2(Y, - Y,_,; 2 , 
c, r > 0, 
(7.2.3) Lagerhai tu ng sk os ten B(H,) 
(7.2.4) Lagerbestandsänderung H, 
mit X,, P,, Y, und H, bzw. H/ als Absatzmenge, Produktpreis, Output und 
tatsächlichem bzw. gewünschtem Lagerbestand74 am Ende der Periode t. 
D,, c, bezeichnen die exogenen stochastischen Nachfrage- und 
Kostenschocks, während y/2(Y, - Y1_ 1) 2 die Produktionsanpassungskosten 
wiedergibt. 75 
Die Lagerhaltungs- und Produktionskosten werden als quadratische 
Funktionen spezifiziert, wobei die Konvexität der Produ~tionskosten das 
Motiv der Produktionsglättung bei variierender Nachfrage impliziert. Die 
Lagerhaltungskostanfunktion B(H,) kann dabei aus zwei Komponenten 
74 C•rlaon (1988, S. 264) 
Lager-beatand. 
interpretiert H • t ala den koatenoptimalaten 
75 Die K0 • t • n der Preisanpas • ung nach dem beobachteten Nachfrage-
- pt-1/t)2 und/oder Ko • ten • chock. die durch c,(P,,· Pt- 1/t) ß(Pt 
gegeben • ind. mit Pt-,/t al • die in der Periode t-1 geplanten Prei • e, 
werden hier vernachläs•19t (vgl. hierzu Seltz (1989. S. 91)). 
Vgl. auch Low ... al. (1990) für dl• Berück • ichtigung von 
Pr-odulc tion • anpaaa ung • lc o • t en. 
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bestehend wie folgt interpretiert werden (vgl. Glick/Wihlborg (1985, S. 568; 
Carlson (1986, S. 265-266)): 
i) Lagerkosten, die mit steigenden Lagerbeständen zunehmen und 
ii) Erwartete Kosten aufgrund von Preisabschlägen wegen nichterfüllter 
Aufträge bzw. zunehmender Auftragsbestände. 
Das Optimierungsproblem des Unternehmens entspricht der Maximierung 
der auf den Gegenwartswert abdiskontierten (0 < p < 1) zukünftigen 
Gewinne 
(7.2.5) 
durch geeignete Wahl des Preises und des Produktionsniveaus, woraus sich 




-ct/t+1 - cYt/t+1 + yYt + ypYt/t+2 + A t+1 0, 
mit c C + y + yp, 
i'JGt 
(7.2.5bl Dt-2P1 +A 1 0, 
i'JP, 
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(7.2.Sb'I Dt/t+1 - 2Pt/t+1 + >.t/t+1 O, 
(7.2.Scl 
(7.2.Sc'I 0, 
(7.2.Sd) H1 - H1 _ 1 + 2dD 1 - Y1 - 2dP1 0, 
(7.2.Sd'I Ht/t+1 - Ht + 2dDt/t+1 - yt/t+1 - 2dPt/t+1 0, 
als Bedingungen erster Ordnung !vgl. König/Seitz (1989, S. 423)) ergeben. 
Dabei wird unterstellt, daB die Unternehmen lediglich Erwartungen, Dt/t+i 
und Ct/t+i • bezUglich der zukUnftigen Nachfrage- und Kostenentwlcklung 
bilden und zu Beginn der Periode t die Lage der Nachfrage- und 
Kostenfunktion bekannt ist. Der Lagrange-Multiplikator >- 1+1 stellt den 
erwarteten Schattenpreis einer zuslltzlichen Einheit an Lagerbestand dar. 
Die wesentliche Aussage der Gleichungen (7.2.Sa) - (7.2.Sd') ist, daB fUr 
Unternehmen, die Lagerbestände an Endprodukten zu endlichen Kosten 
halten können, die Grenzkosten der Produktion einer zusätzlichen 
Produkteinheit heute zusammen mit den Lagerhaltungskosten bis zur 
nächsten Periode gleich den erwarteten Grenzkosten der Produktion der 
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Produkteinheit in dar nächsten Periode sein müssen. Lagerbestände werden 
dann aufgebaut, wenn der Wert einer Lagerbestandseinheit morgen größer 
als in d• r laufenden Periode ist, es also heute kostengünstiger ist auf Lager 
zu produzieren und die Lagerbestände bis zur nächsten Periode zu halten 
(vgl. Seitz (1989, S. 96); Miron/Zeldes (1988, S. 801-802)). 
Zur Darstellung des Gleichungssystems in Form dar 
Realisationsfunktionen, die die Erwartungsfehler und Plankorrakturen dar 
endogenen Variablen enthalten, warden entsprechend der Vorgehensweise in 
Saitz (1989) die Gleichungen (7.2.Sa") - (7.2.Sd") um eine Periode verzögert 
und dann von den Gleichungen (7.2.Sal - (7.2.Sd) subtrahiert, woraus 
(7.2.6) 0, 




c:>Dt, c:>Ct drücken die Nachfrag•- und Kost • nschocks aus, also di• 
Abweichung zwischen d• n tatsächlichen und d• n in dar Vorp• riod• 
arwart• t • n Werten d• r Nachfrag•- und Kost • n• ntwicklung. Entspr• ch• ndas 
gilt für C:,Yt• C:,Pt• C:,Ht• C:,,-t• die die Abweichungen dar endogenen Variablen 
von ihren erwarteten GröB• n wiedergaben. 
Nach Eliminierung d• r 
""forward-shift'" Operators 
sich die Lösungen das 
Preisvariablen c:,p t und unter Verwendung d• s 
B(BC:,Yt = c:>Yt+I' B2 c:>Yt = C:,Yt ... 2 • usw.) lassen 
Gleichungssysst• ms (7 .2.6) ( 7 .2.9) d• r 
Reaktionsgleichung• n d• r endogenen Variablen C:,Ht• C:,,-t und c:,yt als 
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c-p(y+c)B+p 2ye 2 
-(b2 c-b 2yp9) 
-b2 




Solange keine Nachfrage- und Kostenschocks in der laufenden Periode 
eintreten, bilden die endogenen Variablen des Systems (7.2.10) die in der 
Vorperiode geplanten GrilBen ab. Verlnderungen in den exogenen Variablen, 
die zu Plankorrekturen in Ht• Yt• Pt• At führen, kilnnen jetzt durch 
Einführung eines adaptiven Erwartungsbildungsmodells für transitorische 
O,d = 0) und permanente (),d = 1) Nachfrageschocks, 
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und transitorische ( Ac 0) und permanente (Ac= 1) Kostenschocks, 
(7.2.13al ~c,... 1 
0 ,: Ac ,: 1, 
bzw. 
17.2.13bl ~c, ... i 
in die Analyse des Anpassungsverhaltens der Unternehmen miteinbezogen 
werden (vgl. Seitz 11989, S. 97-98); König/Seitz (1989, S. 425-426)). Im 
einzelnen ergeben sich aus den Modellgleichungen (7.2.71 - (7.2.10) die 
entsprechenden Gleichungen der ungeplanten Preis-, Lagerbestands- und 
Schattenpreis- sowie der ungeplanten Produktionsanpassung als 
(7.2.14) 
+ 
(oc 1(1-oc 2 °Ad + oc 3 'Ad 2 ) + b 2 d(c - -ypAd))~D 1 
2oc 1(1 - oc 2 °Ad + oc 3 °Ad 2 ) 
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2a/1 - a 2 '>-.c + a 3 '>-.c 2 ) 
b2 (1 + de - dypB)~H/ 
a 1(1 - a 2 'B + a 3 ·e2 ) 
d(c - p(y+c)Ad + yp 2 >-.d 2 )~Dt 
a 1(1 - a 2 '>-.d + a 3 '>-.d 2 ) 
+----------
b2~Ct +----------
a1(1 - cx2'>-c + a3·Ac 2) 
---------+----------
- ( 
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Je nachdem ob die Nachfrage- bzw. Kostenschocks kurzfristiger bzw. 
langfristiger Natur sind, nehmen die Parameter Ad, Ac und der Operator B 
die Werte 0 bzw. 1 an. So fUhrt ein positiver Nachfrageschock, der als 
kurzfristig erwartet wird, zu steigenden Preisen und einer Zunahme des 
Schattenpreises der Lagerhaltung, wogegen die Lagerbestände zur partiellen 
Befriedigung dar zusätzlichen Nachfrage bei wachsender Produktion 
vermindert warden. General! fUhren langfristige im Vergleich zu 
kurzfristigen Nachfrage- bzw. Kostenschocks zu stlrkeran Produktions-
und Preisaffekten, wobei die Wirkung dar Nachfragaschocks auf die 
Preisveränderung von dar Steigung der Nachfragakurve abhängig ist (vgl. 
König/Nerlova ( 1986, S. 186-188)). Entsprechendes gilt fUr eintretende 
positive Kostenschocks. Allerdings fallen die Preisreaktionen und dar damit 
einhergehende Absatzrückgang geringer aus als die 
Produktionseinschrlnkung aufgrund dar gestiegenen Kosten (vgl. Seitz 
(1989, S. 106-1071; Glick/Wihlborg (1985, S. 5711). 
Auf die eingehende Darstellung der zu Beginn eingeführten 
"production-smoothing"- und "counter-smoothing"-Effakta durch einen 
Vergleich der Verhaltensweisen eines Monopolisten mit und ohne 
Lagerhaltung wird hier verzichtet. Es sei jedoch angemerkt, daß im 
allgemeinen transitorische bzw. permanente Kosten- und Nachfrageschocks 
beim Monopolisten ohne Lagerhaltung zu stärkeren Preis- und 
Produktionsreaktionen fUhran, wobei es zu einer Preis- und 
Produktionsglättung im Lagerhaltungsmodell kommt (vgl. Seitz (1989, 
S. 109-1101; König/Seitz (1989, S. 426-427)). 
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7.3 Das Datenmaterial 
Bevor in den nächsten Abschnitten die ökonometrischen Ansätze für ein 
statisches und dynamisches Modell des Unternehmensverhaltens und die 
daraus resultierenden empirischen Ergebnisse vorgestellt und interpretiert 
warden, sollen die den ökonometrischen Schätzungen zugrundeliegenden 
unternahmansspazifischen Mikrodaten fUr die Bundesrepublik und Frankreich 
näher beschrieben werden. Zudem werden Aggregationsprobleme bei dar 
Konstruktion der jeweiligen Datensätze behandelt, die vor allem für den sich 
ergebenden Paneldatensatz der deutschen Unternehmen von Bedeutung sind. 
Gemeinsames Kennzeichen dar zur Verfügung stehenden 
Konjunkturtestdaten für deutsche und französische Unternehmen des 
Verarbeitenden Gewerbes ist die qualitative Natur dar erhobenen Variablen, 
die meist als ordinale, trichotoma Variable vorliegen. Dia Unternehmen 
geben an, ob sie ein Steigen, Sinken oder Gleichbleiben einer bestimmten 
ökonomischen Größe erwarten, planen oder realisiert haben. 711 Während das 
IFO-Wirtschaftsforschungsinstitut, München, die deutschen Konjunkturtest-
daten in einer monatlichen Befragung erhebt, werden die französischen 
Unternehmensdaten vom INSEE ( Institut National de la Statistique et des 
Etudes Economiques), Paris, nur vierteljährlich (Januar - Mlirz - Juni -
Oktober) erfaßt. 
Au• dem IFO-Konjunkturtest wurden die Konjunkturtestdaten der Jahre 
1985, 1986 und 1987 zur Konstruktion das Paneldatensatzas für die 
dynamische Modellanalyse herangezogen. Der Datensatz fUr die 
komparativ-statische Analyse für das Jahr 1986 ergab sich entsprechend 
aus dem Paneldaten• atz. 
Aus den Standardfragen das IFO-Konjunkturtests wurden die folgenden 
sieben Variablen verwendet: 
711 Vgl. Rannlng (19114, 1990) fUr eine eingehende Behandlung de• Problem •, 
ob dl• einzelnen Antwortkatagorl•n geordnet bzw. ungeordnet alnd und 
welchen lnformatlon•g•halt dl• mittler • • '"gl• lchbl• lband"" Kat • gorl•• die 
• tat • hohe Z • llhAufigk • iten aufw• l• t. b •• ltzt. 
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Erwartete Preisentwicklung der Inlands-
verkaufspreis• - steigend; gleichbleibend; fallend. 
Erwartete Entwicklung der Geschäftslage 
günstiger; gleichbleibend; ungünstiger. 
Ex 9 : Erwartete Entwicklung des Exportgeschäfts 




Veränderung des Auftragsbestandes gegenüber dem 
Vormonat - höher; gleich groß; niedriger. 
Beurteilung des Lagerbestandes an unverkauften 
Fertigwaren zu klein; ausreichend; zu groß; 
Lagerhaltung nicht ilblich. 
Sa: Beurteilung des Auftragsbestandes an Fertigwaren 
verhältnismlßig groß; ausreichend; zu klein. 
Nach Ausschluß aller Unternehmen, die für die Variablen Ex. und La die 
vierte Kategorie "kein Export" bzw. "Lagerhaltung nicht üblich" angaben, 
blieben 1112 Unternehmen Ubrig, die monatlich filr die Jahre 1985-1987 alle 
sieben Standardfragen beantwortet haben. Generell ermöglichen die 
IFO-Konjunkturtestdaten die Zuspielung anderer branchenspezifischer 
Charakteristika entsprechend der Systematik der Wirtschaftszweige 
ISYPRO, zweistellig) des Statistischen Bundesamtes, da die Unternehmen 
industriespezifisch klassifiziert sind. FUr die nachfolgenden empirischen 
Schätzungen war • s von besonderem Interesse, dem aus dem 
IFO-Konjunkturtest gewonnenen Datensatz fehlende Kostenvariable auf 
Branchenebene zuzuspielen, um so den Einfluß von Kostenänderungen auf die 
Preis- und Produktionsplanung sowie die Lagerbestandsanpassung 
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modellieren zu können. Allerdings ergab sich dabei das Problem der 
Aggregation der kategorialen Monatsdaten auf Jahresdaten (ebenso für den 
INSEE-Datensatz), da die Kostenvariablen lediglich in Jahreswerten zur 
Verfügung standen. 
Zur Aggregation der qualitativen Monatsdaten auf Jahresdaten wurde 
ein einfaches Verfahren gewählt, das zudem die Aufspaltung der jeweiligen 
Variablen in ihre positiven und negativen Komponenten z.B. Q 9 +, Q 9 - usw. 
ermöglichte. Das Verfahren ähnelt dem Saldenkonzept, indem die 
Differenzen zwischen der positiven und negativen bzw. der "steigend"- und 
"fallend"-Kategorie unter Vernachllissigung der mittleren, "gleichbleibend", 
Kategorie gebildet werden. Unterstellt wird dabei, daB die Antworten in die 
jeweiligen Kategorien fallen, wenn eine zugrundeliegende latente 
unternehmensspezifische Beurteilungsvariable bestimmte Schrankenwerte 
überschreitet (vgl. lvaldi (1990, S. 88-90); König et al. (1981, Fußnote 1, 
S. 105)). Aus dem Antwortmuster der zwölf möglichen Angaben wurde für 
jede Variable die Differenz zwischen der positiv- und negativ-Kategorie 
gebildet und als positive bzw. negative Komponente in Form einer 
Dummyvariablen kodiert, wenn die Differenz > bzw. < 0 war. 
Gegen diese Vorgehensweise ist kritisch einzuwenden, daB die 
möglicherweise bestehende Saisonalitllt 77 bzw. die vorhan.!ene stllrk•r• 
Variabilität in den ursprünglichen Variablen unberücksichtigt bleibt bzw. 
vermindert wird. Trotzdem erscheint diese Vorgehensweise der Aggregation 
aufgrund ihr:.-r Einfachheit und der Möglichkeit in positive und negative 
Komponen•en zu trennen gerechtfertigt. 
77 vgl. Kllnl9/N•rlove (11188), die fUr die Produktlon• pl&ne und die erw• rt • t• 
Nachfrageentwlcklung 
bem•rkenawerten Sal • oneffekt• 
d•utach• n 
f •• t • t • llt• n. 
Unt• rn• hm• n 
Lediglich In 
k • ln• 
Preia• r-wartung• n kannte durch dl • Sp• ktraldlcht• n Sal• onalltat In d • n 
Sald• n nachg • wle •• n w • rd • n. 
Vgl. auch Ghy •• l • /N • rlov• (1988) fUr • In• v• rgl • lch• nd• Dar • t • llung d •• 
Sal • onalltAt • prabf• m • Im b• lgl• ch• n. d • ut • ch• n und fr-anzö • i• ch• n 
KonJunkturt •• t. 
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Produktionskosten als Summe des Material- und 
Energieverbrauchs, Einsatz an Handelsware, Kosten 
für Lohnarbeiten und sonstige industriellen/ 
handwerklichen Dienstleistungen, 
Kapitalkosten als Summe von Mieten, Pachten, 
Abschreibungen auf Sachanlagen, Kostensteuern, 
Fremdkapitalzinsen, 
wurden als Veränderungen von 1983-1985 bzw. 1985-1986 pro 
Beschäftigtem in der jeweiligen Branche berechnet und entstammen der 
Kostenstrukturerhebung des Statistischen Bundesamtes (vgl. Statistisches 
Jahrbuch (1986, S. 172); (1987, S. 173); (1988, S. 168)). 
Analog wurde in der Aggregation dar Quartalsdaten das 
INSEE-Datensatzes für das Jahr 1986 vorgegangen. Das Zuspielen von 
Kostenvariablen war nicht notwendig, 
eine entsprechende Variable über 
Stundenlöhne (BK = TXSAU enthält. 
da der französische Konjunkturtest 
die Entwicklung der nominalen 
Um die Vergleichbarkeit dar fUr die Bundesrepublik und Frankreich 
geschätzten Modelle zu gewährleisten, wurden entsprechend dem 
IFO-Konjunkturtast die folgenden Variablan 79 , 
Q = • TPPRE: Produktionserwartung für die nächsten 3-4 
Monate, 
Q = TPPA: Produktionsentwicklung dar letzten 3-4 Monate, 
P • = TPXPRE: Preiserwartungen fUr die nächsten 3-4 
Monate, 
78 Die W • rte d•r • t • tig • n Ko • tenv • riabl • n BPERK, BPRODK. BKAPK • ind 
dabei in nichtlogar-lthmierten, a.b • olut • n Werten erfaßt. 
79 01 • B • z • lchnung• n TPPRE, TPPA, TXSAL • nt • prechen den 
Abkürzungen der Var-labl • n au • dar Variablenll • t • de • 
INSEE-Dat• naatze• . 
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D8 TDPRE: Nachfrageerwartung für die nächsten 3-4 
Monate, 
Ex. TDEPRE: Nachfragearwartung dar Exporte, 
La = OSSK: Einschätzung der Vorräte, 
Sa OSC: Einschätzung dar Auftragslage, 
BK TXSAL: Entwicklung das nominalen Stundenlohns, 
ausgewählt, dia in ihrer ursprünglichen Form jawails als trichotoma Variable 
mit den Kategorien "staigand", ··glaichblaibend" und ··ta11and"" klassifiziert 
sind. Insgesamt haben 230 Untarnehman dia acht Fragen in dan vier 
Surveys für das Jahr 1986 vollstlindig beantwortet. 
An dieser Stalle sai kurz auf die Überprüfung dar Gültigkeit der 
Normalverteilungsannahma der zur Schlitzun9 haran9ezogenan 
beobachtbaren Variablen des IFO- und INSEE-Konjunkturtests eingegangen. 
Üblicherweise erfolgt im Rahmen der Barachnung der tetra- und 
polychorischen Korralationskoaffiziantan mit Hilfe des PRELIS-Programms in 
LISREL VII ain Test auf Gültigkeit dar Annahme einer zugrundeliegenden 
bivariatan Normalverteilung zwischen Paaren von beobachtbaren Variablen. 
Allerdings ist der Test nur fUr beobachtbare Variable mit mehr als zwei 
Kategorien sinnvoll anwendbar, da bei dichotomen Variablen das 
tetrachorische Modell gerade identifiziert ist. Drei unabhängige 
Zellwahrscheinlichkeiten einer 2x2 Kontingenztabelle stehen zur Berechnung 
der drei unbekannten Parameter (zwei Schwellenwerte und der 
tetrachorische Korrelationskoeffizient) zur Verfügung. 
Um trotzdem die Normalverteilungsannahme bei dichotomen Variablen 
überprüfen zu können, wurde ein Testverfahren verwandet, das auf die 
trivariate marginale Information der beobachtbaren dichotomen Variablen 
zurückgreift, was es ermöglicht, Chi-Quadrat Tests auf eine 
zugrundeliegende trivariate Normalverteilung mit jeweils einem Freiheitsgrad 
durchzuführen (vgl. Muth•n/Hofacker (1988, S. 565-567)). Das im 
Computerprogramm LISCOMP (vgl. Muth•n (1988)) implementierte 
Testverfahren, basierend auf den Tripl• der beobachtbaren Variablen, wurde 
im folgenden auf die Daten des deutschen und französischen 
Konjunkturtests angewandt. Für die im empirischen Schlitzansatz 
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verwendeten sieben beobachtbaren dichotomen Variablen des 
IFO-Datensatzes für das Jahr 1986 ergab sich, daB für 4 bzw. 5 Tripla von 
35 in den jeweiligen Datensätzen für die Aufschwungs- bzw. 
Rezessionsphase die Normalverteilungsannahme bei einem Signifikanzniveau 
von 5X verworfen werden mußte (vgl. Tabellen llla,b). FUr drei Triple (S+, 
Sa+, Ex.,+), (S-, Sa-, 0.,-) sowie (La+, o.-. G.-) mußt• die 
Normalverteilungsannahme auch bei einem Signifikanzniveau von 1X 
verworfen werden. Alle anderen 30 bzw. 31 Triple bestätigen für ex = 0,01 
bzw. ex = 0,05 die Normalverteilungsannahme. 
Tabelle IVa bzw. IVb gibt die entsprechenden Tests der Tripla für die 
beiden INSEE-Datensätze der Aufschwungs- und R• zessionsphase in 1986 
wieder. Dabei zeigt sich in beiden Datensätzen ein deutlich höherer Anteil 
von Triple, 19 von 35 bzw. 16 von 56, für die die Normalverteilung abgelehnt 
wurde. Für die Tripla (Q+, Sa+, Ex.+), (Q.+, D.+, P.+), (Q.,-, D.-. Sa-) 
sowie (Q.,-, La+, P.,-) wurden die Tests ebenfalls auf dem 1X 
Signifikanzniveau verworfen. 
Ähnliche Ergebnisse wie in Tabelle lila ergaben sich für die im Rahmen 
der Panelschätzung verwendeten dichotomen Variablen der Jahre 1985 und 
1987, auf deren Darstellung verzichtet wird. 
Zusammenfassend ist festzustellen, daß die Annahme der 
Normalverteilung für die Mehrheit der im IFO-Datensatz enthaltenen 
Variablen Gültigkeit besitzt, wogegen für die Mehrheit der aus dem 
französischen Konjunkturtest verwendeten Variablen die 
Normalverteilungsannahme nicht aufrechterhalten warden konnte. Deshalb 
wurden zur empirischen Modellüberprüfung das Maximum Likelihood- und 
das asymptotisch verteilungsfreie Verfahren (vgl. Kapitel 2 und 3) zur 
Schätzung herangezogen. 
7.4 Die Ergebnisse des empirischen statischen Modells 
Nachdem in den Kapiteln 2 und 3 das ökonometrische Schätzverfahren und 
in Kapitel 7.2 das theoretische Modell eines monopolistischen Unternehmens 
mit Lagerhaltung ausführlich behandelt wurden, können jetzt auf der 
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Tabelle 1 lla: Triple-Test auf eine zugrundeliegende trivariate 
Normalverteilung des IFO-Datensatzes in der 
Aufschwungsphase ( 1986) 3 1 
Triple LR-PrüfgröBa Tripl• LR-PrUfgröl• 
La-, S+, Sa+ 0,1274 S+, Sa+. G + • 0,0181 
La-, S+, Q + • 0,0444 S+, Q.+. p + • 5,71391l 
La-, S+, p + • 1,0853 S+, Q.+. Ex•+ 0,0001 
La-. S+, Ex•+ 0,0009 S+, Q.+. G + • 0,1431 
La-. S+, G + • 1,2908 S+, P•+• Ex•+ 0,15119 
La-, Sa+, Q + . 0,3747 S+, P•+• G + • 1,19711 
La-, Sa+. p + • 3,3178 S+, E•••· G + • 3,0956 
La-, Sa+, Ex+ • 3,0042 Sa+. Q·•· p + • 3,7232 
La-, Sa+, G + • 0,01131 Sa• . Q.•. E••• 0,0579 
La-, Q·•· p + • 0,9451 Sa+, Q.+. G + • 3,17551) 
La-, Q.•. E••• 2,5774 Sa+, P••• Ex+ • 1,3121 
La-. Q. • • G + • 1,9350 Sa+, P••• G + • 0,1411 
La-, P••• E••• 0,1647 Sa+, E•••· G + • 0,0045 
La-, P••• G + • 1,3513 Q.•. P••• E••• 2,0171 
La-. E•••· G + • 2,11114 Q.•. P••• G + • 0,39311 
S+, Sa+. Q + • 0,3002 Q·•· E•••· a.• 0,3154 
S+, Sa+, p + • 1,3290 P••• E•••• G + • 4,21041) 
S+, Sa+, E• + • 7,9220 2 > 
1) Signifikant auf 5X-Nlvaau bal ainam kritl • chan Wart van 3,841. 
2) Signifikant auf 1X-Nlvaau bal ainam kritl• chan Wart van 8,835. 
3) Stlchprobanumfang N = 1112. 
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La+. S-, P 8 -
La+, S-. Ex 8 -
La+. Sa-, Q•-
La+, Sa-. P•-
La+. Sa-. Ex 8 
La+, Sa-, G 8 -
La+ 1 Q 9 -, P 9 -
La+. Q 9 -, 0 8 -
La+, P 8 -, Ex 8 -

































Sa-, P•-• Ex 8 -
Sa-, P•-• G•-



















1) Signifikant auf SX-Nlveau bei einem kritl • chen Wert von 3,841. 
2) Signifikant auf 1X-Niveau bei einem kritiachan Wart von e,&35. 
3) Stichprobenumfang N = 1112. 
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Tabelle IVa: Tripla-Test auf eine zugrundeliegende trivariate 
Normalverteilung des INSEE-Datensatzes in der 
Aufschwungsphase (1986) 3 ) 
Tripla LR-PrüfgrllB• Tripla LR-PrüfgrlllSe 
Q+, Q.+. D + • 5,0788 11 Q.+. o.+. p + • 8,9354 21 
Q+, Q.+. Sa+ 5,2435 11 Q.+, Sa+, Ex + • 8,0431 11 
Q+, Q.+. Ex•+ 5,855411 Q.+. Sa+, La- 0,0202 
Q+, Q.+. La- 0,0022 Q·•· Sa+, p + • 4,5993 11 
Q+, Q·•· p + • 8,437911 Q.•. Ex 9 +, La- 0,0380 
Q+, o.•. Sa+ 4,9530 11 Q.+. E•••· p + • 8,2141 11 
Q+, De+, Ex•+ 3,2050 Q.+. La-, p + • 8,185511 
Q+, o. • • La- 0,0211 o.•. Sa+, E••• 3,4887 
Q+, o.•. p + • 3,9143 11 o.+. Sa+, La- 0,0058 
Q+, Sa+, ex.+ 12,4583 21 o.•. Sa+, p + • 4,9223 11 
Q+, Sa+, La- 0,0379 o.+. E•••· La- 0,8777 
Q+, Sa+, p .... 5,9488 11 o.•. E•••· p + • 3,9812 11 
Q+, e ...... La- 8,12911) o.+. La-, p + • 5,449711 
Q+, e •••. p + • 1,8005 Sa+, e •••. La- 0,2042 
Q+, La-, P•+ 5,439711 Sa+, e •••• P•+ 2,4328 
Q.•. o.•. Sa+ 5,12791) Sa+, La-, p + • 3,7135 
Q.•. o.•. Ex•• 0,0185 Ex•+• La-, p + • 2,8907 
Q.•. o.•. La- 1,8599 
1) Signifikant auf 5X-Nlveau bei einem kritlachen Wert von 3,841. 
2) Signifikant auf 1X-Nlveau bei einem krltl • ch • n Wert von 8,835. 
3) Stichprobenumfang N = 230; Varlable BK+ nicht Im Teat enthalten. Somit 
nur 35 Tripla bei 7 berUckalchttgten Variablen de• Modelle. 
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BK-. Q-. Q -a 
BK-. Q-. 0 -a 
BK-. Q-. Sa-
BK-. Q-. Ex -. 
BK-. Q-. La+ 
BK-. Q-. p a -
BK-. Q.-. 0 -• 
BK-. Q.-. Sa-
BK-. Q.-. Ex 8 -
BK-. Q.-. La+ 
BK-. Qa-• p -• 
BK-. o.-. Sa-
BK-. o.-. e •• -
BK-. o.-. La+ 
BK-. 0 -. . p -• 
BK-. Sa-, e •• -
BK-. Sa-, La+ 
BK-. Sa-, p -• 
BK-. Ex.-, La+ 
BK-. Ex•-• p -a 
BK-. La+, p -a 
Q-. Qa-• 0 -a 
Q-, Q.-. Sa-
Q-, Q.-. Ex -. 
Q-. Q.-. La+ 
Q-. Q.-. p -a 
Q-. o.-. Sa-
Q-, o.-. Ex 8 -
1) Signifikant auf 
2) Signifikant auf 
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Rezessionsphase ( 1986) 31 
LR-PrUfgröBa Tripl• LR-PrüfgröBe 
1,1870 Q-. oa-• La+ 1,3962 
2,1169 Q-. oa-• p -a 3,8101 
0,71599 Q-. Sa-. Ex -• 5,11131) 
0,8524 Q-. Sa-. La+ 2,8833 
4,18751) Q-. Sa-, p -. 5,80311) 
0,0037 Q-. E••-• La+ 0,4740 
5,3331 1) Q-. E••-• p -• 1,5813 
3,13159 Q-. La+, p -• 4,89241) 
3,2999 Q.-. oa-• Sa- 15,433421 
4,157871) Qa-• Da-• Ex • - 0.011211 
0,01519 Qa-• o.-. La+ 1,7882 
4,84511) Qa-• o.-. p -• 3,0857 
2,3084 Q.-. Sa-. Ex -. 0.2247 
0,2145 Qa-• Sa-, La+ 0,0028 
4,15781) Qa-• Sa-. p -• 2,5400 
0,0878 Qa-• Ex • -• La+ 0, 1845 
1,3592 Q.-. Ex 8 -. p -• 5,81781) 
0,0139 Qa-• La+, p -a 7,7138 
15,11221l oa-• Sa-. Ex 8 - 0,7980 
1,4132 Da-• Sa-. La+ 0,31119 
3,0898 o.-. Sa-. p -a 0,0072 
0,11718 Da-• Ex 9 -, La+ 3,112821) 
0,1775 o.-. Ex 8 -, p -• 4,2892 11 
1,5891 o.-. La+, p -• 4,4239 11 
2,7581 Sa-, Ex•-• La+ 0,0388 
8,18011) Sa-, Ex 8 -, p -• 0,7297 
0,5439 Sa-, La+, p -a 0,9188 
1,7745 Ex• -• La+, p -• 1.4211 
SX-Niv• au bei einem kritiechen W • l"'t von 3,841. 
1X-Nlveau bei einem kriti • chen Wert von 8,835. 
3) Stichprobenumfang N = 230; Variable BK- Im T•• t enthalten. Somit nur 
58 Tripla bei 8 Var-iablen da • l\llodall •. 
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Grundlage der deutschen und französischen Konjunkturtestdaten die 
simultan getroffenen Entscheidungen der Unternehmen bei eintretenden, 
unerwarteten Nachfrage- und Kostenschocks empirisch untersucht werden. 
Insbesondere soll dabei auch der Frage nachgegangen werden, ob Lager-
und Auftragsbestände als symmetrische oder als getrennte 
Anpassungsinstrumente der Produktion- und Preisglättung zu behandeln 
sind. 
Aufgrund der vorhandenen positiven und negativen Komponenten der zur 
Modellanalyse ausgewählten Variablen des IFO- und INSEE-Konjunkturtests 
wurden nachfolgend nichtrekursive Modellstrukturen wie II,\ bzw. M1 (vgl. 
Abbildungen 1/11 in Kapitel 5.21 für konjunkturelle Aufschwungs- und 
Rezessionsphasen unter Verwendung des ML- und AOF-Verfahrens (soweit 
möglich) geschätzt. 
7.4.1 Modellspezifikation und Schätzung 
Den Ausgangspunkt für die empirische Modellspezifikation bilden die in 7 .2 
abgeleiteten modelltheoretischen Realisationsfunktionen ( 7 .2 .61 - ( 7 .2 .91 
einer monopolistischen Unternehmung mit Lagerhaltung. Im Unterschied zu 
Seitz (1989, S. 130) können die Realisationsfunktionen mit Hilfe des 
latenten Kovarianzstrukturansatzes direkt in Form schätzbarer 
Strukturgleichungen ausgedrückt werden. Entsprechend der symmetrischen 
bzw. asymmetrischen Behandlung der Lagerbestandsvariablen ist das zu 
schätzende Modell für die Bundesrepublik zur Überprüfung des kurzfristigen 
Unternehmensverhaltens im symmetrischen Fall (vgl. Modellstruktur M 1, S. 
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(7.4.1.3al S >-,,•~/ + 1,1•, 
( 7 .4.1.3bl Ex. 
Die Gleichungsstruktur des Modells ist nichtrekursiv. Es bestehen 
simultane Abhll.ngigkeiten zwischen den endogenen latenten Faktoren, 
Produktionserwartungen 11 1 •, Preiserwartungen 11 2 • und der 
Lagerbestandsentwicklung 11 3 •. Im einzelnen werden die 
Produktionserwartungen der Unternehmen durch die beiden Indikatoren 
erwartete Entwicklung der inlll.ndischen Produktionstätigkeit in den nächsten 
drei Monaten und der Entwicklung der zukünftigen Geschäftslage (Q 8 , G•l 
ausgedrückt. Die Preiserwartungen werden mittels P • abgebildet, und die 
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Lager- und Auftragsbestandsbeurteilungsvariablen La, Sa geben die 
Veränderungen des gewünschten Nettolagerbestandes wieder. Die endogene 
latente Variable ~3 „ kann im Sinne des König-Nerlove Modells auch als 
Schattenpreis der Lager- und Auftragsbestandshaltung interpretiert werden 
(vgl. König/Nerlove (1986, S. 184)). 
Zur Abbildung der Na c hf r ageer wart u ng e n ~1 • wurden 
voraussichtliche Entwicklung des Exportgeschäfts (Ex 9 ) und 




herangezogen. Da geeignete Erwartungsvariable für die zukünftige 
Kostenentwicklung ~2 • fehlten, wurden die auf Branchenebene zugespielten 
Variablen Personal-, Produktions- und Kapitalkosten pro Beschäftigtem 
(BPERK, BPRODK, BKAPKJ als Indikatoren der Kostenänderung eingeführt. 
Ähnliches gilt für die geschätzte Modellspezifikation der französischen 
Unternehmen. Allerdings konnten die Veränderung der Kostenentwicklung 
über die im französischen Konjunkturtest enthaltene Variable erwartete 
Entwicklung des nominalen Stundenlohnes berücksichtigt werden. Anstelle 
der Geschä ftslageentwic k lung Ge als zweite lndikatorvariable der 
Produktionserwartung 
.. wurde neben der inländischen ~, 
Produktionserwartung Q. (= TPPREJ die ex-post Veränderung der 
Produktionstätigkeit Q (= TPPAI herangezogen. Somit stehen nur acht 
MeBgleichungen zur Darstellung des Strukturmodells zur Verfügung. 
Die Modellspezifikation (vgl. Modellstruktur Mi, S. 94) zur UberprUfung 
der Asymmetrie der Lagerbestands variablen im Rahmen 
Anpassungsprozesses der Unternehmen an Nachfrage-
Kostenüberraschungen ist durch die Strukturgleichungen 
des 
und 
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gekennzeichnet. n3 • und n4 • stellen jetzt die endogenen latenten Variablen 
der gewünschten Veränderung der Lager- und Auftragsbestände dar. 




Bei genauer Betrachtung der einzelnen Modellgleichungen fällt auf, daß 
zur Modellierung der unerwarteten Nachfrage- und Kostenschocks keine 
sogenannten Überraschungsvariablen, ~Dt, ~Ct aus den jeweiligen ex-post 
und ex-ante Variablen das vorangegangenen Surveys konstruiert wurden 
{vgl. Narlova (1983, S. 1259-1261); König/Nerlove (1986, S. 193-194)). Im 
allgemeinen werden die Uberraschungsvariablen analog zu 
Erwartungsfehlervariablen betrachtet. lvaldi {1987a,b) weist allerdings 
darauf hin, daß die nach Nerlove { 1983) konstruierten 
Überraschungsvariablen nicht uneingeschränkt als Erwartungsfehlervariable 
interpretierbar sind, da der Informationsgehalt der Uberraschungsvariablen 
von dem ihnen zugrundeliegenden Prozeß, also den vergangenen Werten der 
Variablen, von denen sie abgeleitet werden, abhängen. Dieser Prozeß läßt 
sich als autoregressiver Prozeß erster Ordnung identifizieren. Dia 
Übarraschungsvariablan enthalten demnach entgegen ihrer Konstruktion 
Informationen der tatsächlichen und erwarteten Veränderung dar 
entsprechenden Variablen {vgl. lvaldi {1987a, S. 4-5; 21-23)). 
Allerdings enthalten die Strukturgleichungen die Störtarmvariable ~•, die 
implizit als Erwartungsfehlervariable interpretiert werden kann, wenn man 
unterstellt, daß die Realisationen und Fehler der Vorperiode noch wirksam 
sind. eo 
80 l • t 11 1 •• die in t-1 für t • rwart • t • V • rJlnd • rung der wahr- • n latenten 
Variablen und 11 1 • die In t • lng• tr • t • ne V • rJlnd • rung der latenten 
Variablen, dann iat der Erwartung • f • hler In den latenten Variablen durch 
11 1 • - 11 1 •• = t;1 • gegeben. 
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Voraussetzung für die Schätzung des empirischen Modells ist die 
Beseitigung der Skalenunbestimmtheit der latenten Variablen (jeweils eine 
Faktorladung der lndikatorvariablen fUr n, •, n2 •, n3 • bzw. n4 • und ~, •, ~2 • 
wird gleich 1 gesetzt) sowie die Identifikation aller Modellparameter. Bei nur 
einer lndikatorvariablen wie P • in der Preisgleichung (vgl. (7.4.1.2c)l wird 
zusätzlich die zugehörige Fehlertermvariable e3 • auf Null gesetzt. Der 
Meßfehler ist dann im Störterm ~2 • der entsprechenden Strukturgleichung 
( vgl. ( 7 .4. 1.1b)) enthalten. Das für die deutschen Unternehmen des 
Verarbeitenden Gewerbes geschätzte Modell enthält bei Anwendung der 
ML-Schätzung zehn beobachtbare Variable und somit (p* + q*) 
(p* + q• + 1)/2 55 Gleichungen der empirischen Varianzen und 
Kovarianzen zwischen den beobachtbaren Variablen. Wird Unkorreliartheit 
der Fehlervariablen unterstellt, so besitzt das Modell bei symmetrischer 
bzw. asymmetrischer Behandlung der Lagerbastandsvariablen (vgl. 
Modellstrukturen Mi, M1l 30 bzw. 27 Freiheitsgrade in der Aufschwungs-
und 28 bzw. 26 Freiheitsgrade in der Rezessionsphase. FUr die deutschen 
bzw. französischen Unternehmen konnte die Modellstruktur M 1 bzw. Mi bei 
Anwendung der ADF-Schätzung in der Rezessionsphase bzw. bei Anwendung 
dar ML-Schätzung in der Aufschwungsphase wagen Nichtkonvergenz beider 
Verfahren nicht geschlitzt werden. 
Bei acht beobachtbaren Variablen und somit 32 empirischen 
Varianz-Kovarianz-Gleichungen ergaben sich fUr die Modellstrukturen M 1 
bzw. Mi 14 bzw. 12 Freiheitsgrade dar betrachteten Modelle. Die 
analysierten Modelle sind entsprechend der Zahl der Freiheitsgrade 
überidentifiziert, und alle Modellparameter lassen sich explizit aus den 
Varianz-Kovarianz-Gleichungen bestimmen. 
Ähnliches gilt für die geschlitzten Modelle M1, M1 bei Anwendung des 
ADF-Schlitzverfahrens. Allerdings reduzierte sich dia Anzahl der 
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einbezogenen beobachtbaren Variablen des IFO-Datensatzes von zehn auf 
acht. Statt der drei Kostenvariablen BPERK, BPRODK, BKAPK konnte nur 
eine berücksichtigt werden. 81 Wegen Nichtkonvergenz der Schätzungen 
konnten die Modellversionen Mi, Mj für die deutschen Unternehmen in der 
Aufschwungsphase ebenfalls nicht behandelt werden. 82 Alle empirisch 
überprüften Modelle, mit Ausnahme des Panelmodells, wurden zur 
Vermeidung von "Heywood Cases" in der von Rindskopf (1983, 1984a,b) 
vorgeschlagenen transformierten Form geschätzt, da in LISREL VII eine 
Nichtnegativitätsrestriktion bezüglich den zu schätzenden Varianzen fehlt. 
Die Berücksichtigung der Nichtnegativitätsrestriktion im Rahmen des 
LISREL-Computerprogrammes erfolgt durch Einführung sogenannter 
"phantom variables··, die an die Stelle der Störterme c• und Meßfehler E•, 
;;* treten. Zur Implementierung werden alle beobachtbaren Variablen als 
71* -Variable formuliert. Die Faktorladungsmatrizen ).; , "• • sowie die 
Strukturgleichungskoeffizienten der exogenen latenten Variablen sind dann 
in der Beta-Matrix der abhängigen latenten Variablen enthalten. Um jetzt 
die Varianzen der Meßfehler und Störterme berechnen zu können, werden 
exogene latente Variable ~• eingeführt, die einen direkten Effekt auf die als 
r.*-Variable formulierten Indikatoren bzw. die tatsllchlichen endogenen 
81 Da die Koetenvar-labl • n In ihr"• n ab• alut•n Gr-öB• n zur- Schiltzung 
verwendet wur-d • n. konnte bei Berechnung der a • ymptotl • ch • n Varianzen 
und Kovarianzen der polychari • chen und poly • erlalen Korralatlon • matr-lx 
Jewell• nur- eine Variable, BPERK bzw. BKAPK, in die berechnete 
Varianz-Kovarianz-Matrix einbezogen wer-den. Mit BPRODK kannte die 
a • ymptott • che Varianz-Kovarianz-Matrix wegen numerl • cher Probleme 
nicht berechnet wer-den. 
82 01• mit d•m ML- bzw. ADF- Verfahren nicht ach&tzbar-• n 
Modell • truktur• n MI' Mj konnten fUr dl• d•utachen und franzö • l• chen 
Unternehmen ledlglfch mit Hilfe einer Rldgekon • tanten K = 1.000 bzw. 
2.000, die den Dlagonalelementen der lnputmatrix der polyc:horlachen und 
poly • erialen Korrelation hlnzuaddlert wird, emplri • ch UberprUft werden. 
Auf die Dar • tellung dle • er Ergebni ••• wird de• halb verzichtet. 
Vgl. Jilreekog/Silrbom (1988, S. 71; 127-128) und Judg• •t al. (191!11!1, 
S. 878-882) fUr die Dar • tellung der Rldge • chatzung Im Rahmen de • 
LISREL-Programme • bzw. fUr die allgemeine Erlauterung dl•••• 
Verfahren • . 
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latenten Variablen 11• ausüben. Nach Fixieren der Varianzen der neu 
eingeführten ~•-variablen auf den Wert können die zugehörigen 
Koeffizienten y• geschlitzt werden, deren Quadrat dem der jeweiligen 
Varianz des Meßfehlers bzw. Störterms entspricht. Varianzen von latenten 
und Fehler- bzw. Störtermvariablen, für die sich dann ein geschätzter Wert 
von Null ergab, wurden auf Null fixiert. 83 
7.4.2 Die Ergebnisse der ML- und ADF-Schätzung 
Die empirischen Modellstrukturen M;, M1 (sowie Erweiterungen davon} zur 
Überprüfung des Preis-, Produktions- und Lageranpassungsverhaltens 
deutscher und französischer Unternehmen des Verarbeitenden Gewerbes bei 
eintretenden Nachfrage- und Kostenschocks wurden mit dem 
Programmpaket LISREL VII (vgl. Jöreskog/Sörbom (1988)) geschätzt. Alle 
im Modell berücksichtigten Variablen werden als Abweichung vom jeweiligen 
Mittelwert gemessen betrachtet. Um eine Vergleichbarkeit der Schätzgüte 
herzustellen, wurden neben den Goodness of Fit Maßen GFI und AGFI des 
LISREL-Programmes der normierte Anpassungsverbesserungsindex NFl 0 
(vgl. (5.2.5)), der "f:ucker-Lewis Index NNFl 0 (vgl. (5.2.7)) sowie der 
Parsimony-lndex PNFI1 0 (vgl. (5.2.9all berechnet, wobei das von 
Bentler/Bonett (1980) eingeführte absolute Nullmodell M 0 als 
Referenzmodell diente. 
Die ML- und ADF-Schlitzergebnisse sind getrennt nach Aufschwungs-
und Rezessionsphase in den Tabellen Va, Vb und Via, Vlb aufgeführt. Dabei 
enthalten die einzelnen Tabellen aus Gründen der Übersichtlichkeit nur die 
Schätzwert• fUr die Faktorladungsmatrizen des Meßmodells und die 
Schätzwerte der Koeffizienten des Strukturgleichungssystems. Auf 
Besonderheiten bezüglich der Schätzergebnisse fUr Varianzen der latenten 
und Fehlertermvariablen wird, wenn notwendig, getrennt eingegangen. 
Jedoch sei hier angemerkt, daß fUr alle geschätzten Modelle die Varianz des 
83 Vgl. hierzu die au • fUhrllche Dl • ku •• lon der '"Heywood Ca• e"-Prabl• matlk 
und den Vergleich v• r • chi• den • r R • param• tr-l • l• rung • v• rfahr- • n In Olllon 
et al. (1997) • owle G • rblng/And• r • on (1987) und And• r • on/G• rblng 
(191!ll!ll. 
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Tabelle Va: ML-Schätzergebnisse der 
deutschen Unternehmen 
(t-Werte in Klammern) 
Modellstrukturen M;, MJ 










BKAPK . . 
~2 -~1 . . 
TJ3. ___. ?'J,. 
~4 -'11 
111•--->712. 
111 ·---->113. . . 
'11 -'14 . . 
'12 -'13 . . 





;2 •____.,7)1 • 
!:2 ·-'12 • 




























































































1) Faktorladungen der Indikatoren G 8 + 0 P 9 +. La-, Sa+ 1 Ex•+• BKAPK 1 die zur 
Be • eitlgung der Skalenunbe • tlmmtheit der zugehörigen latenten Var-lablen 
bzw. wegen nur einer vorhandenen lndikatar-varlablen, auf den Wert 1 1 000 
fi•iert wurden. 
2) ß12 • wurde hier nicht mitge • chiltzt. An • on• ten i• t a12 • po• ltlv unc;t 
ln • lgniflkant. 
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Tabelle Vb: ML-Schätzergebnisse der Modellstrukturen M" Mi für deutsche 
und französische Unternehmen in der Rezessionsphase (1986) 
(t-Werte in Klammern) 
Variabl• Parameter Mod•II Mi Mod•II ""1 
IFO INSEE IFO INSEE 
Q -• "1? 1,151 2,873 1,138 2,352 
(36,421) (4,913) (36,609) (5,762) 
La+ "43.Y 0,811 0,700 1,0001> 1.0001> 
(25,371) (4,920) 
Sa- "54.Y 1,000 t) 1,00011 
s-10.- "11 " 1,127 1,186 1. 119 1,134 
(20,679) (15,888) (20,847) (16,231) 
BPERK/BK "32 " 0,242 1,0001> 0,242 1,000 t) 
(8,313) (8,313) 
BPRODK "42 " 0,911 0,911 
(73,629) (73,629) 




. 0,049 -0,020 -0,034 -0,032 
(0,640) (-1,578) (-0,213) (1,273) 
7J3. ~ 111 • ß13 . -0,043 0,033 0,382 0,030 
(-0.057) (0,905) (3,741) (1,799) 
TJ4 •____.. 11 1· ß14 
. -0,578 -0,022 
(-5,181) (-0,442) 
11,· ......... 112 • ß21 
. 0,1215 0.020 0,553 0,001 
(0,220) (0,008) (0,833) (0,000) 
111·~113. ß31 
. -0,074 0,080 -1.102 -0,032 
(-0,057) (0,012) (-4.878) (-0,017) 
TJ, .......... 114. ß41 
. 1,034 1,409 
(22,438) (7,598) 
113 •____..112· ß23 
. -0,398 0,294 0,028 0,130 
(-1,229) (0,754) (0,104) (1,345) 
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Tabelle Vb: Fortsetzung 
. . 
714 ------>112 ß24 
. -0,238 -0,610 
(-0,646) (-4,295) . . 
ß34 
. 0,433 0,247 1'14 ------>r.3 
(5,230) (1,772) 
;1 ·----->111. . 1,167 0,392 1,511 0,491 Y11 
(1,272) (4,649) (7,117) (4,933) 
;1· 
. . 0,944 -0,013 0,234 0,582 -~2 Y21 
(1,007) (-0,013) (0,240) (0,629) 
f;1 *------>1J3 • 
. 1,270 0,541 2,000 0,219 Y31 
(0,868) (0,206) (7,575) (0,250) 
,;2•--> 11 1· . 0,035 0,006 -0,153 0,008 Y12 
(0,960) (0,536) (-0,580) (0,534) 
;2 •___..,1J2 • . -0,0611 0,044 -0,075 -0,001 Y22 
(-2,031!1) (0,1!151) (-2,670) (-0,015) 
~2 ·~~3 • . -0,0311 0,033 0,4111 -0,023 Y32 
(-0,775) (0,485) (1,101) (-0,320) 
T X2(DF) 759,11 177,35 738,011 811,30 
(28) (14) (28) (12) 
GFI 0,886 0,870 0,8811 0,903 
AGFI 0,777 0,667 0,785 0,708 
NFlo 0,913 0,775 0,915 0,887 
NNFlo 0,919 0,804 0,921 0,915 
PNF11 0 0,588 0,388 0,529 0,380 
1) Faktorladungen d • r lndlkator• n G•+• P•+• La-. Sa+. Ex••• BKAPk, dl• zur 
Be • eltlgung der Skalenunbe•tlmmthelt d • r zugehör-lgen latenten Variablen 
bzw. wegen nur einer vorhandenen fndikatarvariablen. auf den Wert 1,000 
fixier-t wurden. 
2) a12 • wurde hier nicht mitg •• ch.iltzt. An • on • ten i• t a12 • po• ittv und 
ln • lgnifikant. 
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Tabelle Via: ADF-Schätzergebnisse der Modellstrukturen Mi' Mi für 
deutsche und französische Unternehmen in der 
Aufschwungsphase (1986) (!-Werte in Klammern) 
Variable Parameter Modell Mi Modell Mi 
IFO INSEE IFO INSEE 
Q • e '-1? 0,982 2,811 0,983 2,710 
(14,777) (4,380) (14,744) (4,568) 
La- '-43y 0,785 0,571 1,0001) 1,0001) 
(9,339) (3,704) 
Sa• '-54y 1,0001' 1,0001' 
S+/08 + A11 
. 0,882 1,348 0,880 1,347 
(14,438) (6,838) (14,351) (8,853) 
BPERK/BK+ '-32 




. 0,025 -0,041 0,039 -0,051 '12 
(0,049) (-0,8711) (0,515) (-0,958) 
'13 •__. 11,· ß13 
. -0,352 0,250 0,187 0,014 
(-2,701) (1,574) (1,225) (0,224) 
'14 •~11, • ß14 
. -0,424 0,153 
(-3,0011) (2,598) 
71 ,•__.ri2 • ß21 
. 0,2111 0,017 0,0711 0,0311 
(0,340) (0,010) (0,1111) (0,028) . . 
'11 -,,3 ll31 . 0,287 -0,028 -1,450 -0,139 
(0,11811) (-0,021) (-2,709) (-0,029) 
11,·~'14 - 1141 
. 0,1118 1 ,3111 
(10,478) (3,223) . . 
'13 -,,2 ß23 
. -0,224 0,021 -0,050 
(-0,312) (0,129) (-0,188) 
1"12 •__.'13. ß32 
. 0,01111 
(0,120) 
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Tabelle Via: Fortsetzung 
r'l4 ·---->112 • ß24 





. 0,493 0,230 
(5,839) (0,256) 
~(---->1J1· . 1,535 0,238 1,481 0,307 -y 11 
(10,033) (1,910) (10,925) (3,583) 
i:;,•-712• . 0,036 0,296 0,090 0,186 -Y21 
(0,007) (0,783) (0,09O (0,475) 
~1•__., 71 3· 
. 0,585 o,588 2,340 0,333 -Y31 
(1,714) (1,182) (3,314) (0,235) 
1!2·---->l"J,· . -0,0001 0,016 -0,0002 0,002 -Y12 
(-0,0023) (0,137) (-0,005) (0,032) 
1;2 ·------>112 • . -0,0002 0,176 -0,0001 0,195 -Y22 
(-0,0045) (0,932) (-0,005) (0,943) 
1:2·-'13 
. . -o,0000 2 > -0,095 o,oooo 2 l -0,099 -Y32 
(-0,0008) (-0,223) (0,0000) 2 ) (-0,266) 
T X2(DF) 89,32 24,81 84,45 23,58 
(14) (14) (12) (12) 
GFI 0,999 0,983 0,990 0,984 
AQFI 0,972 0,959 0,970 0,951 
NF1 0 0,985 0,953 0,998 0,955 
NNF1 0 0,979 1,008 0,979 1,000 
PNF11 0 0,483 0,477 0,415 0,409 
1) Faktarladungen der Indikatoren G•+• P•+• La-. Sa+. Ex•+• BKAPK, die zur 
Beseitigung der Skalenunbeatimmtheit der zugehörigen latenten Variablen 
bzw. wagen nur einer varhandenen lndikatarvariablen, auf den Wert 1,000 
fixiert wurden. 
2) Parameter iat poaitiv bzw. negativ. wurde aber nur auf vier Stellen 
Genauigkeit geach».tzt. 
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Tabelle Vlb: ADF-Schätzergebnisse der 
französischen Unternehmen 
lt-Werte in Klammern) 
Modellstrukturen M;, M1 für die 
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1) Faktor-ladungen d•r Indikatoren Q••• P • -+-, La-, Sa+, E•• +, BKAPK, die zur 
B •• eltlgung der Skalenunbe• tlmmth• lt der zug• hilrlgen latenten Variablen 
bzw. wegen nur einer vorhandenen lndlkatarvarlablan, auf den Wart 1,000 
fixiert wurden. 
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Störterms in d•r Gl• ichung der erwart•t•n Produktionsänderung ( vgl. 
(7.4.1.1a) und (7.4.1.4a)) trotz Nichtn• gativitätsrastriktion mit • inem W• rt 
von Null geschätzt und aus Identifikationsgründen auf Null gesetzt wurde. 
Einen Hinweis darauf, daß ein möglicher "'Heywood Case·· in Verbindung mit 
der Produktionsgleichung auftreten kann, gab der Tripla-Test auf 
Normalverteilung. Im überwiegenden Teil der auf dem 1%- bzw. 5%-Niveau 
abgelehnten Tripla ist die lndikatorvariable Q„ in ihrer Plus- bzw. 
Minusausprägung enthalten (vgl. Tabellen llla - IVb). 
Dar Stabilitätstest der Beta-Matrix für die Existenz der simultanen 
Effekte zwischen endogenen latenten Variablen führte in allen geschätzten 
Modellen zu keiner Ablehnung. Die größten Eigenwerte dar Beta-Matrizen 
waren stets kleiner als 1. Somit existieren die berechneten direkten und 
indirekten Effekte und sind ebenfalls stabil. 
Ein Vergleich aller Schätzergebnisse zeigt, daB mit Ausnahme der 
Faktorladungen des Meßmodells der Anteil dar nichtsignifikanten 
Parameterschätzungen für die mit dem INSEE-Datensatz überprüften 
Modelle sowohl bei Anwendung das ML- als auch des ADF-Schltzverfahrens 
deutlich größer ist. Dies ist nicht zuletzt auf den im Vergleich zum 
IFO-Datensatz geringen Stichprobenumfang von N = 230 zurückzuführen. 114 
7.4.2.1 Die direkten Effekte zwischen den EinfluBfaktoren 
Im einzelnen bestätigen die Ergebnisse für deutsche und französische 
Unternehmen die bezüglich der Nachfrage- und Kostenüberraschungen 
getroffenen Aussagen des theoretischen Modells. In konjunkturellen 
Aufschwungs- und Rezessionsphasen führen positive (negative) 
Nachfrageerwartungen ~1 • (vgl. Koeffizienten y 11 •, y 21 *, y 31 • in Tabellen 
Va - Vlb) zu einer verstärkten Ausdehnung (Verringerung) der erwarteten 
Produktionstltigkeit 11 1 •, zu Preiserhöhungen (Preissenkungen) 11 2 • bei dem 
gleichzeitigen Versuch die Nettolagerbestände 11 3 • bzw. den Lagerbestand 
114 Muthlln (19119, S. 24-25) w•l•t darauf hin, daB wenlg•t•n• ein 
Stlchprab•numfang von N ::a 1000 • rforderllch ••I. um d•m ADF-V • rfahren 
g•r•chtwer-dende auaaagefM.hig• SchKtzergebni••• zu erhalten. 
Vgl. auch Muthlln (191111, S. 11-51. 
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Generell sind die geschätzten 
Nachfrageeffekte y 21 * auf die Preisvariable ~2 • nicht bzw. nur schwach 
signifikant mit größtem t-Wert von 0,783 in Tabelle Via. Interessant ist 
trotzdem die Tatsache, daß die französischen im Unterschied zu den 
deutschen Unternehmen in Abschwungphasen eher dazu neigen, ihre 
Preiserwartungen trotz sinkender Nachfrage nicht nach unten sondern nach 
oben zu korrigieren l ·t 21 * = -0,013 bzw. -0,954 in Tabelle Vb bzw. Vlb für 
beide Modellstrukturen M;, Mil-
Bei der Interpretation der y 31 *-Koeffizienten ist zu beachten, daß die 
Lagerbestandsvariablen in M 1 und Mi über die entsprechenden 
Beurteilungsvariablen der Lager- bzw. Auftragsbestände abgebildet wurden. 
Unternehmen, die jetzt ihre Lager- bzw. Auftragsbestände als zu niedrig 
(zu hoch) bzw. zu groß (nicht ausreichend) beurteilen, haben in der 
Vorperiode ihre Lager- und Auftragsbestände verringert (erhöht) bzw. 
ausgedehnt (abgebaut). Positiv• Nachfrageveränderungen (vgl. Tabellen Va 
und Via) fUhren bei deutschen und französischen Unternehmen zu einem 
Abbau des gewünschten Nettolagerbestandes ( y 31 * = 0,648; 0,565; 0,588). 
Dia als nicht ausreichend beurteilten Läger an Endprodukten werden 
verringert während die schon als ausreichend angesehenen 
Auftragsbestände weiter ausgeweitet warden. Entsprechendes gilt bei 
asymmetrischer Behandlung dar Lagerbestände (y 3 / 2,g67; 2,340; 
0,333), wobei die Koeffizienten der Lagerbestandslinderungen bei den 
deutschen Unternehmen (y3 / = 2,g57 bzw. 2,340 in Mi' Tabellen Va, Via) 
im Vergleich zu Änderungen das Nettolagerbestandes (y 31 * = 0,648 bzw. 
0,565 in Mi' Tabellen Va, Via) deutlich größer sind. Auch hier sind die 
geschätzten Koeffizienten fUr die deutschen Unternehmen meist hochgradig 
signifikant, wogegen fUr den INSEE-Datensatz die Parameter nicht oder nur 
in einem Fall schwach signifikant sind (y 3 / = 1,024; t = 1,304; vgl. 
Tabelle Vlbl. Umgekehrte Folgerungen ergeben sich bei Analyse der 
Wirkungen negativer Nachfrageverlinderungen auf die Lager- und/oder 
Auftragsbestände (vgl. Tabellen Vb und Vlb). 
Bei Betrachtung des Einflusses der exogenen Ko• tenvariablen ~2 • auf 
die Preis-, Produktions- und Lagerbe• tand• variablen fällt auf, daß 
unabhängig vom verwendeten Schlitzverfahren alle Koeffizienten y 22 • mit 
Ausnahme dar Preisreaktion deutscher Unternehmen in der Rezessionsphase 
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( y 2 / -0,069 bzw. -0,075; Tabelle Vb) bei symmetrischer wie 
asymmetrischer Behandlung der Lagerbestände in signifikant sind. 
Ausschlaggebend dafUr mag das Fehlen von aussagefähigen, 
unternehmensspezifischen Kostenvariablen im IFO- und 
INSEE-Konjunkturtest sein. Die im französischen Konjunkturtest enthaltene 
Variable der erwarteten Veränderung des nominalen Stundenlohnes BK geht 
in die Produktionsgleichung für alle geschätzten Modelle stets mit dem 
falschen Vorzeichen ein, was darauf schließen läßt, daß die Variable BK ein 
schlechter Indikator zur Abbildung realer Kostenänderungen ist. Allerdings 
besitzen die meisten der berechneten Koeffizienten die aus dem 
theoretischen Modell abgeleiteten Vorzeichen. 
Für deutsche Unternehmen zeigt sich zudem eine Preisrigidität (vgl. 
Blinder (1982, S. 346)) bei eintretenden Kostenänderungen. In 
konjunkturellen Abschwungsphasen (vgl. Tabelle Vb) werden 
Kostensenkungen nicht in Form sinkender Preise weitergegeben. Die Preise 
werden eher nach oben korrigiert (y 22 • = -0,069 (-2,038) bzw. -0,075 
(-2,670)). Generell scheinen deutsche und französische Unternehmen in 
ihrem Preisverhalten mehr auf Nachfrage- als auf Kostenänderungen zu 
reagieren. 
Keine befriedigenden Ergebnisse zeigen die Modellschlltzungen für den 
Einfluß des exogenen Kostenfaktors auf den gewünschten Nettolagerbestand 
bzw. den gewünschten Lagerbestand an Endprodukten sowohl für die 
deutschen als auch französischen Firmen. Die geschätzten Parameterwerte 
y 32 • sind alle insignifikant mit wechselnden meist falschen Vorzeichen, was 
insbesondere für die ADF-Schätzung der Modelle M 1, Mi in der 
Aufschwungsphase zutrifft. Kostenschocks werden nicht durch Reaktionen 
mit den Llgern und/oder Auftragsbeständen absorbiert (vgl. Seitz (1989, S. 
139, 176)). 
Faßt man die Ergebnisse bezüglich der Effekte der exogenen Nachfrage-
und Kostenfaktoren in der Aufschwungs- und Rezessionsphase zusammen, 
so zeigt sich eine Dominanz der Wirkungen der erwarteten 
Nachfrageänderung gegenüber Kostenänderungen auf die Ausdehnung bzw. 
Einschränkung der erwarteten Produktionstätigkeit bei gleichzeitiger 
symmetrischer Veränderung der Lager- und/oder Auftragsbestände. Den 
Preisreaktionen der Unternehmen als Anpassungsinstrument kommt 
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demnach nur sekundäre Bedeutung zu. Zudem scheint eine gewisse 
··stickiness„ der Preise (vgl. Carlson/Dunkelberg (1989, S. 322); Seitz 
(1989, S. 140-140) vor allem nach unten vorzuherrschen, was durch die 
meist insignifikanten Parameterschätzungen bestätigt wird. 
Im folgenden soll näher auf die Ergebnisse der simultanen Beziehungen 
zwischen der Preis- und Produktionsplanung und der Lagerhaltung in den 
Modellen M;, Mi eingegangen werden. Dabei zeigt sich fUr deutsche 
Unternehmen eine hohe Übereinstimmung in den Schätzergebnissen fUr 
beide Modellstrukturen in der Aufschwungsphase bei Anwendung des ML-
bzw. ADF-Verfahrens. Positive Produktionserwartungen ij 1 • erhöhen zwar 
die Wahrscheinlichkeit von Preiserhöhungen, diese fUhren aber nicht wie zu 
erwarten wäre zu künftigen Produktionseinschränkungen (ß 2 , •, ß12,. > 0). 
Dies könnte ein Indiz dafUr sein, daß deutsche Unternehmen bei gegebenen 
Wachstumsaussichten versuchen über weitere Produktionserhöhungen 
zusätzliche Umsätze zu erzielen. Allerdings sind die Koeffizienten meist 
insignifikant. Ebenfalls nicht signifikant aber mit dem erwarteten negativen 
Vorzeichen gehen dagegen die positiven Preiserwartungen (ß 12 • in Tabelle 
Via) der französischen Unternehmen in die Produktionsgleichung der beiden 
Modellstrukturen M;, M1 ein. 
Von besonderem Interesse ist die Simultanität der Beziehung zwischen 
den Lagerbestandsvariablen und der Produktionsplanung bei gegebenen 
positiven Nachfrage- und Kostenänderungen. Hier zeigen sich deutliche 
Unterschiede in den Ergebnissen der zwei geschätzten Modellversionen. Bei 
symmetrischer Behandlung der Lagerhaltungsvariablen versuchen deutsche 
Unternehmen einen Teil ihres geplanten Produktionsanstiegs über die 
Reduktion des Nettolagerbestandes durch Lagerabbau bzw. 
Auftragsbestandserhöhung (ß 3 / = 0,168 bzw. 0,287 in Tabellen Va, Vla)zu 
erreichen, was dem Motiv der Produktionsglättung bei gestiegener 
Nachfrage widerspricht. Umgekehrt Uben negative Nettolagerbestlnde einen 
signifikant negativen Einfluß auf die geplante Produktionsausweitung aus 
(ß13 • = -0,306 bzw. -0,352 in Tabellen Va, Via). Urslchlich dafür könnten 
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die in der Aufschwungsphase überproportional wachsenden 
Produktionskosten sein. 115 Dagegen scheint bei französischen Unternehmen 
(vgl. Tabelle Via) eine Tendenz zur Produktionsglättung gegeben zu sein. 
Erwartete Nachfrageerhöhungen bewirken eine Zunahme der Produktion bei 
einem gleichzeitigen Abbau der Nettolagerbestände, die ihrerseits die 
Produktionstätigkeit erhöhen (ß13 • = 0,250), wobei die Nettolagerbestände 
aufgefüllt werden ( ß31 • = -0,0261. 
Eine eindeutige Bestätigung erfährt die von Blinder (1982) eingeführte 
"production-smoothing'"-Hypothese, wann die Nettolagerbestände in die zwei 
Komponenten Lager- und Auftragsbestand an Endprodukten getrennt 
werden. Das bedeutet, daB für das Halten einer Einheit an Lager- bzw. 
Auftragsbestand keine einheitllichen Kosten mehr angenommen werden. Für 
deutsche wie französische Unternehmen besitzen die geschätzten 
Koeffizienten p31 4 , ß13 •, ß41 * (vgl. Tabellen Va, Via) das erwartete 
Vorzeichen und sind zumeist signifikant. 
Dabei fällt besonders auf, daB die Unternehmen in konjunkturellen 
Aufschwungsphasen zwar versuchen den steigenden Absatz über Lagerabbau 
bei entsprechender Ausdehnung der Produktion und Wiederaufbau der Läger 
zu befriedigen aber gleichzeitig die Auftragsbestände (ß 41 * = 0,727 bzw. 
0,816 und 1,381 bei deutschen und französischen Unternehmen) verstärkt 
als Puffer bei positiven Nachfrageschwankungen einsetzen. Auf den ersten 
Blick widersprüchlich scheint dar hoch signifikant negative Effekt hoher 
Auftragsbestände bei deutschen Unternehmen auf die erwartete positive 
Produktionsänderung zu sein (ß14 • = -0,356 bzw. -0,424 bei ML- bzw. 
ADF- Schätzung). Eine Erklärung dafür wäre, daB deutsche Unternehmen 
zunehmend Auftragsbestände halten um so dar Produktion bei hohen 
Grenzkosten auszuweichen, was durch den gleichzeitig signifikant positiven 
EinfluB ( ß34 • = 0,493 in Tabelle Via) der Auftrags- auf die Lagerbestände 
bekräftigt wird. Zudem wird versucht über die Erhöhung der Preise (ß24 • = 
85 Vgl. im Gegen • atz dazu König/Ner-love (1988. S. 198-199; 204). die im 
Rahmen eine • bedingten log-linearen Wahr • cheinlichkeit • modell • die 
theoreti • ch abgeleitete Folgerung einer po • itiven A •• aziation von 
niedrigen/hohen Lager-/Auftrag • be • t».nden mit einer Produktlon • -
au • dehnung bei unternehmen • apezifl • chen Nachfrag •• chack • beatätigen. 
Wolfgang Krader - 978-3-631-75588-4
Downloaded from PubFactory at 01/11/2019 03:21:39AM
via free access
1S8 
0,104 in Tabelle Via) den Absatz zu vermindern, um so die 
Produktionsauslastung und damit die Produktionskosten zu senken (vgl. auch 
Zabel (1986, S. 35211. 
Im Unterschied dazu ist ß14 • bei Betrachtung der französischen 
Unternehmen mit 0,135 positiv und signifikant von Null verschieden (vgl. 
Tabelle Vlal. Volle Auftragsbücher erhöhen somit die Wahrscheinlichkeit 
künftig die Produktion auszuweiten. Entsprechendes gilt für den 
Produktionseffekt bei steigender Nachfrage ( ß4 , • = 1,381 in Tabelle Via). 
Der wachsende Absatz wird zum Teil über Lagerabbau ( y 31 • = 0,333) und 
vermehrte Produktion (y 1/ = 0,307) befriedigt. Gleichzeitig werden die als 
zu niedrig beurteilten Lagerbestände (ß13 • = -0,139) durch eine verstärkte 
Produktionstätigkeit aufgefüllt, die selbst durch niedrige Läger angeregt 
wird ( ß3 / = 0,0141. 
Die Aussagen lassen sich im wesentlichen auf das Verhalten in der 
Rezessionsphase übertragen, allerdings mit umgekehrtem Vorzeichen. 
Hervorzuheben sind neben der Dominanz des Nachfragefaktors die meist 
signifikanten Beziehungen zwischen hohen bzw. niedrigen Lager- bzw. 
Auftragsbeständen und den erwarteten Produktionseinschränkungen ( ß13 •, 
ß3 , *, ß14 •, ß41 •1 bei deutschen wie französischen Unternehmen, wenn von 
Asymmetrie in der Lagerhaltung ausgegangen wird (vgl. Modellstruktur Mi in 
Tabellen Vb, Vlbl. Zudem bewirken niedrige Auftragsbestände bei negativen 
Absatzerwartungen eine verstärkte Zunahme des Lagerbestandes ß34 • = 
0,433 bzw. 0,2471. Bezüglich der Preisplanung ist anzumerken, daß die 
beiden Lagerbestandsvariablen entgegengesetzte Vorzeichen besitzen und 
der negative Effekt der Auftragsbestände (ß 24 • = -0,238 bzw. -0,610 in 
Tabelle Vb) überwiegt, der für die französischen Unternehmen als hoch 
signifikant geschätzt wurde. Entgegen dem Ergebnis in König/Nerlove (1986, 
S. 204, Table 41 scheinen deutsche und französische Unternehmen in 
rezessiven Phasen bei unzureichender Auftragslage eher mit 
Preiserhöhungen als -senkungen zu reagieren. 
Zusammenfassend zeigt sich, daß die zukUnftige Nachfrageentwicklung 
den dominierenden Erklärungsfaktor in der Preis- und Produktionsplanung 
bei Lagerhaltung darstellt. Deutsche und franzllsische Unternehmen 
versuchen Lager- und/oder Auftagsbestlnde als Puffer bei auftretenden 
Nachfrage- und Kostenschwankungen einzusetzen, was insbesondere durch 
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die empirischen Schätzungen des Modells Mi bei asymmetrischer Behandlung 
der Lager- und Auftragshaltung bestätigt wird (vgl. auch Seitz (1989); 
König/Saitz (1989)). 
7.4.2.2 Dia indirekten Effekte zwischen den EinfluBfaktoren 
Bei dar Interpretation dar simultan getroffenen Entscheidungen über 
Preissatzung, Produktionshöhe und Lagerbestandsentwicklung der deutschen 
wie französischen Unternehmen wurden bis jetzt bestehende indirekte 
Effekte der jeweiligen Entscheidungsvariablen und der exogenen Kosten- und 
Nachfragefaktoren sowie daraus folgende Gesamteffekte vernachlässigt. 
Die Tabellen Vlla - Vlllb weisen für deutsche und französische 
Unternehmen in der Aufschwungsphasa alle direkten und indirekten sowie 
die resultierenden Gesamteffekte der latenten Variablen für die zwei 
analysierten Modellstrukturen M;, Mi aus. 88 
Dabei fällt auf, daB insbesondere die unternehmerischen 
Nachfrageerwartungen ~, • in ihren indirekten und Gesamteffekten meist 
hoch signifikante Einflüsse auf die Produktions-, 





wesentlichen ohne Bedeutung zu sein. Mit Ausnahme des positiven, schwach 
signifikanten Gesamteffektes von 0,197 bzw. 0,198 (vgl. Tabellen Vllla,bl 
der erwarteten Zunahme des nominalen Stundenlohns BK auf die 
Preiserwartungen französischer Unternehmen sind alle übrigen t-Werte vor 
allem für die geschätzten Modelle der deutschen Unternehmen 
verschwindend gering. 
Die Ergebnisse belegen die auf der Grundlage dar berechneten direkten 
Effekte abgeleiteten Schlußfolgerungen. Von besonderem Interesse sind 
jedoch die ausgewiesenen indirekten Effekte. 
Positiva Veränderungen der Nachfrage ~1 • besitzen bei deutschen und 
französischen Unternehmen einen signifikanten indirekten Effekt zur 
98 Entaprechende Tab•ll•n der indirekt• n und Ge• amteff• kt • wurden für die 
Modellstrukturen ht\. Mj der Rezee • loneph••• berechnet, auf deren 
Dar • tellung hier verzichtet wird. 
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Tabelle Vlla: Effektzerlegung aller linearen Einflüsse O auf die 
Produktionserwartungen 1') 1'", die Preiserwartungen 1') 2 • und die 
Nettolagerbestandsentwicklung 1') 3 „ von deutschen Unternehmen des 
Verarbeitenden Gewerbes in der Aufschwungsphase, 1986 (t-Werte in 
Klammern) 
auf Direkte Effekte Indirekte Effekte 
von • • .. • • • 1'11 1'12 1'13 1'11 1'12 1'13 
• 0,218 0,278 -0,093 -0,020 -0,009 1'11 
(0,340) (0,888) (-0,888) (-0,049) (-0,018) 
1'12 • 0,025 0,088 -0,030 -0,001 -0,002 
(0,049) (0,120) (-0,130) (-0,018) (-0,022) 
1'13 • -0,352 0,033 -0,089 -0,098 
(-2,701) (0,893) (-0,049) (-0,814) 
~/ 1,535 0,036 0,585 -0,323 0,284 0,374 
(10,033) (0,007) (1,714) (-2,388) (0,049) (1,100) 
~2 
• -0,0001 -0,0002 -0,0001 o,0000 21-o,oooo 21 0,0000 21 
(-0,0023) (-0,0043) (-0,0008) (0,0122) (0,0088) (0,0101) 
auf Gesamteffekt 
von • • • 1'11 1'12 1'13 
• -0,093 0,198 0,278 1'11 
(-0,888) (0,049) (0,877) 
• -0,005 -0,001 0,088 1'12 
(-0,023) (-0,018) (0,13O 
• -0,319 -0,089 -0,098 1'13 
(-3,408) (-0,049) (-0,814) 
~/ 1.212 0,300 0,939 
(15,078) (3,491) (11,520 
~2 • -0.0001 -0,0002 -0,0001 
(-0,003) (-0,005) (-0,003) 
1) D1• b • r • chnet • n Effekt• ergaben • Ich Im Aahm • n d • r ADF-Schatzung. 
2) 01• Jeweiligen Koeffizienten wurden nur auf drei Nachkamma• t • ll• n In der 
Genauigkeit g •• chAtzt. Die Wert• In Klammern g • b• n hier die 
• nt • pr• ch• nd• n Standardfehlar wieder. 
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Tabelle Vllb: Effektzarlegung aller linearen Einflüsse 11 auf die 
Produktionserwartungen 111 • die Preiserwartungen • und die ' 112 
Lager- und Auftragsbestands en t wi c k I ung • • deutschen 113 ' 114 von 
Unternehmen des Verarbeitenden Gewerbes in der Aufschwungsphase, 
1986 lt-Werte in Klammern) 
auf Direkte Effekte Indirekte Effekte 
von . .. • . • • • . 1')1 112 113 114 111 112 113 114 
. 
111 0,078 -1,450 0,816 -0,3611 0,00111 0,534 -0,301 
(0,118) (-2,709) (10,478) (-3,449) (0,030) (2,818) (-2,951) 
• ~2 0,039 -0,014 0,003 -0,035 0,020 
(0,515) (-0,500) (0,125) (-0,515) (0,528) 
• 113 0,167 0,021 -0,081 0,014 -0,154 0,087 
(1,225) (0,129) (-0,897) (0,137) (-1,821) (1,478) . 
114 -0,424 0,104 0,493 0,159 -0,035 0,159 -0,217 
(-3,008) (0,408) (5,639) (1,710) (-0,136) (1,710) (-3,391) 
~1 • 1,461 0,090 2,340 -0,288 0,204 -1,701 0,957 
(10,925) (0,090 (3,314) (-2,11118) (0,213) (-2,498) (11,983) 
~2 • -0,0002 -0,0001 0,000 +0,000 21 +0,000 2 > +0,000 2 > -0,000 21 
(-0,0005) (-0,005) (0,000) (0,013) (0,005) (0,040) (0,023) 
auf Gesamteffekt 
von • • • • 111 112 113 114 
. 
111 -0,31119 0,084 -0,918 0,515 
(-3,449) (0,138) (-2,18111) (111,280) 
112 • 0,025 0,003 -0,035 0,020 
(0,532) (0,125) (-0,515) (0,52111) 
113 • 0,10111 0,035 -0,154 0,087 
(1,53111) (0,278) (-1,11121) (1,475) 
• -0,285 114 0,011111 0,11122 -0,217 
(-4,589) (1,015) (5,000) -3,391) ~,- 1,173 0,294 0,11139 0,957 
(12,890) (3,456) (5,917) (11,91113) 
~2 • -0,000 2 -0,000 21 -0,000 21 -0,000 21 
(0,0211) (0,041) (0,0411) (0,023) 
1) Die b•r•chn•t•n Eff•kt • • rgaben • Ich Im Rahm • n der ADF-Schiltzung. 
2) 01• Jewelllg• n Koeffizienten wurden nur auf drei Nachkomma • tallan In der 
Genauigkeit g •• chl.tzt. 01• Wart • In Klamm • rn g • b • n hi• r dl• 
ent • pr • ch• ndan Standardfehlar wi • d • r. 
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Tabelle VII la: Effektzerlegung aller linearen Einflüsse 1l auf die 
Produktionserwartungen n1 *, die Preiserwartungen n2 • und die 
Nettolagerbestandsentwicklung n3 • von französischen Unternehmen des 
Verarbeitenden Gewerbes in der Aufschwungsphase, 1986 (t-Werte in 
Klammern) 
auf Direkt• Effekte Indirekte Effekte 
von • • • • • • n, Tl2 Tl3 Tl1 Tl:;z Tl3 
Tl1 • 0,017 -0,029 -0,007 o,080 0,000 21 
(0,010) (-0,021) (-0,021) (0,022) (0,019) .. 
-0,041 0,000 21 -0,001 0,001 Tl2 
< -0,9 7111 (0,014) (-0,013) (0,020) 
Tl3 • 0,250 -0,224 0,007 o,009 -0,007 
(1,574) (-0,312) (0,0911) (0,013) (-0,021) ~,- 0,239 0,299 0,51111 0,137 -0,123 -0,010 
( 1,1110) (0,793) (1,192) (1,394) (-0,329) (-0,021) 
~2 • 0,0111 0,179 -0,095 -0,032 0,021 0,000 21 
(0,137) (0,1132) (-0,223) (-0,2111) (0,233) (0,005) 
auf Gesamteffekt 
• • • von Tl1 Tl2 Tl3 
Tl, • -0,007 0,023 -o,029 
(-0,021) (0,013) (-0,021) 
Tl2 • -0,041 -0,001 0,001 
(-0,931) (-0,013) (0,020) 
ll3 • 0,257 -0,2111 -0,007 
(2,4411) (-0,919) (-0,021) ~,- 0,373 0,173 0,5711 
(4,099) (1,4111) (4,349) 
~2 • -0,014 0,197 -0,095 
(-0,212) (0,995) (-0,224) 
1) Die b•r•chneten Effekte ergaben • Ich im Rahm•n der AOF-Schtltzung. 
2) Die J• wellig • n Ko • ffizi • nt• n wur-d • n nur auf dr-• i Nachkomma• t • ll• n In der 
Genauigkeit g •• chJltzt. Die Wert • In Klammern geben hier die 
• nt • pr• chend • n Standardfehler wieder. 
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Produktionserwartungen ~1 •, die Preiserwartungen ~2 • und die Lager-
und Auftragsbestandsentwicklung ~3 •, ~ 4 • von französischen 
Unternehmen des Verarbeitenden Gewerbes in der Aufschwungsphase, 
1986 (t-Werte in Klammern) 
auf Direkte Effekte Indirekte Effekte 
• • • • .. • • • ~1 ~2 ~3 ~4 ~1 ~2 ~3 ~4 
0,038 -0,139 1,381 0,272 -0,033 0,3111111 0,31117 
(0,028) (-0,029) (3,223) (1,528) (-0,071) (0,81115) (1,241) 
-0,051 -0,014 -0,000 2 > -0,012 -0,090 
(-0,958) (-0,933) (0,01117) (-0,052) (-0,957) 
0,014 -0,050 0,007 o,ooo 2 l 0,004 0,029 
(0,224) (-0,1111111) (0,388) (0,022) (0,050) (0,279) 
0,153 -0,018 0,230 0,048 -0,011 0,03111 0,278 
(2,598) (-0,051) (0,25111) (1,371) (-0,052) (0,051) (2,280) 
0,307 0,18111 0,333 0,079 -0,015 0,01119 0,532 
(3,583) (0,475) (0,235) (2,028) (-0,038) (0,051) (3,773) 
0,002 0,195 -0,01118 -0,014 0,003 -0,002 -0,01111 
(0,032) (0,943) (-0,21118) (-0,700) (0,115) (-0,047) (-0,170) 
auf Gesamteffekt 
• • • • ~1 ~2 ~3 ~4 
0,272 0,005 0,227 1,757 
(1,528) (0,004) (0,050) (2,848) 
-0,085 -0,000 21 -0,012 -o,oao 
(-0,985) (0,01117) (-0,052) (-0,957) 
0,021 -0,050 0,004 0,029 
(0,284) (-0,11119) (0,050) (0,279) 
0,201 -0,029 0,2118 0,278 
(2,337) (-0,105) (0,878) (2,280) 
0,388 0,171 0,402 0,532 
(4,2119) (1,413) (2,831) (3,773) 
-0,012 0,198 -0,070 -0,01111 
(-0,1711) (1,000) (-0,21111) (-0,170) 
0 Die berechneten Eff• kt • • rgab• n • Ich im Rahm • n d • r ADF-Schlltzung. 
2) Die J•w • llig• n Ko • fflzl • nt • n wur-dan nur auf drei Nachkomma• t • ll• n in dar 
G • na.ulgk • lt g •• chAtzt. Dia Wert• in Klammern g • b • n hier die 
ent • pr • ch • nden Standardfehler wieder. 
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Ausdehnung der Auftragsbestände 10,957 bzw. 0,532 in Tabellen Vllb, 
Vlllb). Dioi Unternehmen versuchen somit die Auftragsbestände als 
zusätzlic!>en Puffer neben den Lagerbeständen bei einer günstigen 
Nachfrageentwicklung einzusetzen (vgl. auch Saitz (1989, S. 181)). 
Der signifikant negative indirekte Effekt der Nachfrageerwartungen auf 
die Lagerbestandsbeurteilungsvariable (-1,701 in Tabelle Vllbl bestätigt den 
Wunsch deutscher Unternehmen trotz verstärkten Lagerabbaus einen Teil 
der nachfrageinduziarten Produktionsausweitung auf Lager zu produzieren, 
um so weiteren zukünftigen Kostensteigerungen auszuweichen. 
Nicht erklärt warden kann der signifikant negative indirekte Effekt von 
~/ auf die erwartete Produktionserhöhung (-0,323 bzw. -0,288 für M; 
bzw. Mi in Tabellen Vlla,b) von deutschen Unternehmen, dar vorwiegend 
durch die entsprechenden negativen direkten bzw. indirekten Effekte (ß 3 , • = 
-0,352 bzw. -0,061) der Produktionserwartung auf den gewünschten Netto-
bzw. zu niedrig beurteilten Lagerbestand zustandekommt. Insgesamt 
überwiegt in beiden Modellstrukturen der signifikant positive direkte Effekt 
der Nachfrageerwartungen. 
Hinsichtlich der indirekten Effekte zwischen den endogenen latenten 
Entscheidungsvariablen ist festzuhalten, daß für deutsche Unternehmen bei 
asymmetrischer Behandlung der Lagerbestandsvariablen gewisse negative 
Substitutionsbeziehungen zwischen den Produktionserwartungen und Lager-
bzw. Auftragsbeständen bestehen (vgl. 0,534- und -0,061 bzw. -0,301 bzw. 
0,159 in Tabelle Vllb). Je niedriger (höher) die Lagerbestände 
(Auftragsbestände) beurteilt werden, umso geringer (größer) ist die 
Wahrscheinlichkeit der Erhöhung der Produktion. Dabei Uberwiagt der 
indirekte Effekt dar Auftragshaltung, dar zudem im Vergleich zum 
indirekten Effekt dar Lagerbestände signifikant ist. Dies kann als weiteres 
Indiz fUr die größere Bedeutung der Auftragsbestandshaltung im Rahmen 
des Anpassungsprozesses bei positiver Nachfragalndarung angesehen 
warden. Verstärkt wird dieser Eindruck durch die positiven, beinahe 
signifikanten, indirekten Beziehungen zwischen den Lager- und 
Auftragsbestandsbaurtailungsvariablen (vgl. 0,087 bzw. 0,159 in Tabelle 
Vllbl, was sich insbesondere im hoch signifikant positiven Gesamtaffekt 
niederschlägt, dar mit 0,622 den Effekt dar Lagerbestände um ein 
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Vielfaches übersteigt. Die indirekten Effekte belegen demnach den aus der 
Theorie abgeleiteten negativen Zusammenhang zwischen Lager- und 
Auftragsbeständen 87 (vgl. König/Nerlove (1986, S. 202, 205)). 
Ähnliche Aussagen lassen sich für französische Unternehmen ableiten. 
Allerdings sind die Effekte in ihren Größenordnungen deutlich kleiner und oft 
nicht signifikant. 
Die indirekten Effekte zwischen den Preis- und Produktionserwartungen 
weisen teilweise widersprüchliche Vorzeichen für alle geschätzten Modelle 
auf und sind vernachlässigbar gering. Die gegebene lnsignifikanz der 
Parameter kann ebenso wie bei den direkten Effekten als Hinweis auf eine 
mögliche Unabhängigkeit der Preis- und Produktionspläne bei deutschen wie 
französischen Unternehmen angesehen werden (vgl. auch Seitz (1989, 
s. 140)). 
87 vgl. K6nig/Seitz (1989, s. 430-430, die im Rahmen von 
untern•hmen •• pezifl • chen Panel • ch».tzungen keine • ignlfikanten direkten 
Beziehungen zwi • chen den Be • tandavariablen fe • t • t • llten. 
Vgl. auch Seltz (1989, S. 180-180. 
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8. Ein dynamisches Modell des Preis-, Produktions- und 
Lagervehaltens der deutschen Unternehmen des Verarbeitenden 
Gewerbes 
Nachdem im vorangegangenen Kapital die Preis-, Produktions- und 
Lageranpassung der deutschen und französischen Unternehmen bei sich 
verändernden Nachfrage- und Kostenstrukturen im Rahmen einer 
komparativ-statischen Analyse ausführlich in ihren direkten und indirekten 
Wirkungsketten dargestellt wurden, soll im folgenden die Formulierung und 
Schätzung eines dynamischen Modells des Unternehmensverhaltens im 
Vordergrund stehen. 
Panelschätzungen auf Unternehmensebene erlauben es, den 
Anpassungsprozeß der Unternehmen über die Zeit zu beurteilen und 
mögliche Instabilitäten des Anpassungsprozesses festzustellen. 88 Bei 
gegebener Stabilität der über die Zeit geschätzten Koeffizienten besteht 
zudem die Möglichkeit auf der Grundlage der 
Prognosen über die zukünftige Preis-
Lagerbestandsentwicklung durchzuführen. Das 
Panelmodell wurde zunächst als 
entsprechenden Koeffizienten 
und Produktions- sowie 
mit LISREL VI implementierte 
linear stochastisches 
Differenzengleichungssystem (vgl. Arming er /Müller (1989)) für den 
Zeitraum von 1985-1987 geschltzt. Die interessierenden 
Strukturkoeffizienten der verzögerten endogenen sowie der exogenen 
latenten Einflußfaktoren wurden anschließend in die entsprechenden 
Koeffizienten eines dynamischen Differentialgleichungsmodells transformiert 
(vgl. Arminger (1986)), um so Aussagen über die zeitliche Stabilitit des 
unterstellten Prozesses machen zu können. 
Hinsichtlich des UberprUften dynamischen 3-Wellen-Modells ist 
einschränkend anzumerken, daß es auf der Grundlage des zur Verfügung 
stehenden Datenmaterials nur für die deutschen Unternehmen in der 
81!1 Vgl. Chambe,laln ( 1980, 1984) • owle H • lao ( 11181!1) fU, einen 
umfa •• end• n Ub•rbllclc über Pan • lechlltzung•n und damit verbunden• 
m • thadi • che Probleme. 
Vgl. • b • n • a Armlng • r (1984) fUr die Behandlung von Panelmad• llen mit 
qualitativen abhM.ngig• n Var-lablen im • azloökanoml• chen Bereich. 
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Modellstruktur· Mi mittels dem Maximum Likelihood Verfahren sinnvoll 
geschätzt werden konnte. Bei der Konstruktion eines dem IFO-Datensatz 
entsprechenden Unternehmenspanel IN = 1112 Unternehmen) ergab sich für 
Frankreich nur ein Panel von N = 71 Unternehmen, die alle erforderlichen 
Fragen von 1985-1987 vierteljährlich beantwortet haben. Asymptotisch 
verteilungsfreie Schätzungen des Panel-Modells konnten aufgrund der Größe 
des Modells und den damit verbundenen Kapazitätsproblemen der 
PC-Version von LISREL VII nicht durchgeführt werden. 
Nach ausführlicher Darstellung der Implementierung des Panel-Modells 
in LISREL als linear stochastisches Differenzengleichungssystem im 
nächsten Abschnitt erfolgt die Kommentierung und Interpretation der 
Schätzergebnisse, dem sich die Erweiterung auf das 
Differentialgleichungsmodell anschließt. Im Anhang zu dieser Arbeit ist das 
vollständige LISREL-Programm des Panelmodells enthalten. 
8.1 Die Implementierung 
Di fferen zeng leic hungs modell s 
LISREL-Ansatzes 
des linear stochastischen 
im Rahmen des allgemeinen 
Den Ausgangspunkt des 3-Wellen-Panelmodells bildet die Modellstruktur M 1 
(vgl. Abbildung II, deren Strukturgleichungen an dieser Stelle nochmals als 
(8.1.1) Produktion sg le ich u ng: 
(8.1.2) Preisgleichung: 
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(8.1.3) Net tolagerbestandsglei c hung: 
wiedergegeben werden. 
FUr die jeweiligen latenten Variablen liegen jetzt zugehörige 
lndikatorvariablen für die Jahre 1985 - 1986 - 1987 vor. Da nur dr• i 
Zeitpunkte berücksichtigt werden, wird das dynamisch• Modell als 
autoregr• ssiver Prozeß erster Ordnung dargestellt und geschätzt. 
Die allgemeine Form des linearen Panelmodells mit einem 
autoregressiven Prozeß erster Ordnung auf d• r Strukturebene läßt sich 
durch 
(8.1.4) ~1. t 
i = 1, ... ,N; t 2 1 •••• T. 
beschreiben, mit N als Stichprobenumfang, T als Anzahl der betracht• t • n 
Zeitpunkt• und µ/ als unbeobachtet •, unabhängig• zeitkonstant• Variable, 
die dem unternehmensspezifischen "'fixed effect'" entspricht. Di• Matrizen 
A• bzw. B/ enthalten die R• gressionskoeffizient• n der latenten endogenen 
auf die verzögerten latenten endogenen Variablen bzw. die 
Regressionsko• ffizi• nten der latenten • xogen• n Faktoren. Dabei wird für die 
Stört• rmvariablen C1,/ angenommen, daB E(C;,/l = 0, E(C;,/C;,/·) 
l:(Cl,t •i und E(Ct,t •et, • •·i = 0, fUr t 1 s, ist (vgl. Arminger/MUller (1989, 5. 
129)). 
Das in (8.1.4) gegebene Strukturgleichungsmodell in den latenten 
Variablen wird mit den beobachtbaren Indikatoren durch ein entsprechend• s 
faktor• nanalytisches M• Bmod• II für Yt,t • und x1,t •, 
(8.1.4al • Y;,t A ·~ • + E • Yt ''i,t 1,t • 
Wolfgang Krader - 978-3-631-75588-4




i = 1, ... ,N, t 1, ... ,T, 
verknüpft werden. 
Aufgrund der Korrelation der unternehmensspezifischen Effekte µ;• mit 
den erklärenden Variablen 11,,t_, •, ~i,t • sowie dar Korrelation von 11;,t-, • mit 
C;,, •1!1 9 wird zur Vermeidung von inkonsistenten Schätzungen der 
Strukturkoeffizienten (vgl. Hsiao (1986, S. 75-76)) eine 
lnstrumentvariablenschltzung des Modells durchgeführt. Die Verwendung 
von lnstrumentvariablen löst außerdem das Problem der Wahl von 
geeigneten Anfangsbedingungen des dynamischen Prozesses. Die so 
bestimmbaren Schätzer der Parameter sind konsistent und unabhängig von 
den Startbedingungen. Die Startwerte des Prozesses selbst ergeben sich 
aus der Instrumentenschätzung (vgl. Hsiao (1986, S. 89-90)). 
Die verwendeten lnstrumentvariablen Z; besitzen die folgenden 
Eigenschaften: 
il E(z 1·~1., *) 7' 0, d.h. die Variablen des Instruments sind mit ~i,t • 
korreliert, 
ii) E(z 1'C;,,*l = 0, d.h. die Variablen des Instruments sind unkorreliert mit 
den Störtermvariablen C;,t • . 
Gültige Instrumente für • wären demnach • bzw. z, 111,t-t 11,,,-2 
(11i,t-2 • - 111,t-3 *) · 
Allerdings wurde im nachfolgenden Panelmodell eine von 
Bowden/Turkington (1984) eingeführte modifizierte Form des 
lnstrumentvariablenprinzips verwendet, das die Implementierung und 
Schätzung der lnstrumentvariablen im Rahmen des LISREL-Programmes 
wesentlich erleichtert. An Stelle der Instrumente 11,,,_ 2 • für 11,,,_, • werden 
die orthogonalen Projektionen il',,t-t • von 11,,t-t • auf den von den Variablen 
11;,t-t • aufgespannten Unterraum herangezogen. Die modifizierten 
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Instrumente 71;,,-, • gehen dabei aus der Regression von 11 1, 1 _ 1 • auf 11 1,,_ 2 • 
hervor (vgl. Bowden/Turkington (1984, S. 24-26); Arminger/Müller (1989, 
s. 118-120)). 
Ausgehend von der durch (8.1.1l - (8.1.4) beschriebenen Modellstruktur 
M, lauten die Gleichungen des zugehörigen 3-Wellen-Panelmodells nach der 
Differenzenbildung 11;,t • - 11,,,_, • zur Eliminierung der unternehmens-




und für t 
(8.1.6a) 
(8.1.6b) 
• t.,(ß12 • 112,,. + ß13 •Tl3,1 • + C1,, • l + 111,2 
112,2 
. 
t.2(ß21.ll1,1· + C2,1 *l + v2.2 • 
• t.3(ß31 113,2 
3 
• • 111,3 - 111,2 
• • '12,3 - 112,2 
• Tl1,,. + ß32 ·Tl2,,. + C3,,*l + 
a1/ (11,,2 • - v,,2 
v1,2 • 
V3,2' 
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wenn zeitliche Homogenität der Strukturkoeffizienten ß;j,t • und y ij ,t • 
t = 2, ... ,T, unterstellt wird. Aus (8.1.6al - (8.1.6c) ist ersichtlich, daß an 
Stelle der Regressoren ( n; t-l • - n; 1_ 2 *) die modifizierten Instrumente 
r~ *- *)h . d. b .. h~ •- *-n i,t-l ni,t- 2 erangezogen wur en, WO eo SIC n l,t-l - nl,t-, Vl,t-l 
aus dem Regressionsmodell (8.1.5a) - (8.1.5c) ergibt (vgl. Arminger/Müller 
(1989, s. 142)). 
Die Umsetzung des linear stochastischen Differenzengleichungssystems 
erfolgte in Anlehnung an die allgemeine Vorgehensweise in Arminger/Müller 
(1989, s. 156-158). 
Zur lmplementiertung des Panelmodells unter Berücksichtigung der 
eingeführten Restriktionen wurden alle beobachtbaren und latenten 
endogenen bzw. exogenen Variablen im Sinne eines Faktorenmodells als 
Indikatoren Y;,t • und latente Variable ni,t *, mit den zugehörigen Fehler- und 
Störtermvariablen Ei,t • und C;,t *, formuliert, was zudem die Modellierung 
der Autokorrelation der Meßfehler der Indikatoren Uber die Zeit 
ermöglichte. 
Durch EinfUhrung von Phantomvariablen, denen keine direkt 
beobachtbaren Variablen entsprechen, wurden die sowohl positiv wie negativ 
in die Gleichungen (8.1.5a) - (8.1.6cl eingehenden Variablen n- 1*, n- 2 '", 
v;, 2 sowie C1 , 2 • und ~,./ abgebildet. Insgesamt enthilt das Mod~·ll aut''der 
Strukturebene 24 latente Variable n*. 
Im einzelnen sind die Strukturgleichungen des fUr die Modellstruktur M1 
formulierten und für den Zeitraum von 1985-1987 geschätzten 
3-Wellen-Panelmodells durch 
(8.1.7) c,*. 
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(8.1.8) TJ2 • (= ~2.2 .) = ~2·• 
(8.1.9) TJ3 • (= -~1.2 •i = ß31 •TJ 1 •, mit ß31 • = -1, 
(8.1.10) • (= -~2.2 ·i ß42 ·TJ2 •' mit ß42 • -1, TJ4 
(8.1.11) • (= ~1.3 ") = ~s•• TJ5 
(8.1.12) TJe • (= ~2.3•) = ~e•• 
[ 
,,. ,. ,,.,·, 1 
[ :::1 l ;:: l (8.1.13) TJe • (= TJa,/l B • + 1 TJg. (= TJ3,/) 
mit 8 1" = [:.,: 
ß97 
l8.1.14l TJ10• (= -TJ1,/l ß10,1 •TJ7 •, mit 1110,1 • -l, 
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(8.1.18) ll14 • ( = -\12.2> 
(8.1.19) ll15 • (= -\13,2) 
(8.1.20) [ '••: l . , ll17 
• ll1e 
mit 
l , .. : l(8.1.21) A • ll20 
• ll21 
mit 
r • .. ·-1 A• •22 
• 8 33 
und 
C14•, 





B • 2 
ll11 • 
• ll13 l ,,-: ll14 
• • ll1e ll17 
l 
ß,s,10 • 
ß20, 11 • 
ß21,12 • 




ll12 • ll3 
• • B • ll4 ll15 4 
• • ll5 ll1e 
• lle 
ß19,13 • , ..... · 1 
ß20,14 • ß20,,/ 
ß21,15 • ß21,1e • 
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l ... l r ,,._.: ß,9,4 • ß,9,5 • ß,9,8 • B • ß20,4 • ß20.s • ß20.s • 4 b42 - ß20,3 
b43• ß2,,3 • ß2,,4 • ß21,s • ß21,s • 
l•,,:1 [ TJ,s: • • l + l ,.; l [,.; TJ17 TJ1s (8.1.22) TJ23 B • • • B • TJ23: + ~23: 5 TJ19 TJ20 TJ21 3 • TJ24 TJ24 ~24 
mit 
[ : ...... ß22,23 • ß22,24 • l B • 0 0 3 ß24,22 • ß24,23 • 0 
und 
['"·". ß22,19 • l [ : l B • ß23,1/ ß2:s.20 • 5 ß24,18 • ß24,21 • 
spezifiziert. Während die Matrizen B1 •, B2 •, B3 • die simultanen 
Beziehungen zwischen den Preis- und Produktionserwartungen sowie du 
Nettolagerbestandsentwicklung für t = 1, ... ,3 wiedergeben, entsprechen die 
Koeffizientenmatrizen t:,., A •, B4 • den im allgemeinen Differenzengleichungs-
modell ( 8.1.Sa) ( 8.1.6c) definierten Koeffizientenmatrizen du 
Instrumentenregression, des Einflusses der verzllgerten latenten endogenen 
Variablen TJ I•2 • bzw. TJi., • sowie du latenten exogenen Nachfrag•- und 
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Kostenfaktoren ~; ,3 •, ~;. 2 •. Gleichung ( 8.1.21) stellt die eigentlich 
abhängigen Variablen des Differenzengleichungssystems dar. Die 
Gleichungen der Variablen 1) 3*, 1) 4 *, 1) 10*, 1) 11 *, '! 12* sowie '! 18*, ... ,1) 21 * 
wurden als Phantomvariable definiert und besitzen deshalb keine 
Fehlerterme. Die Fehler ~- 3 • (;. 2 • des ursprünglichen 
Differenzenbildungsmodells sind a;~ C22 • , ... ,C2~* in (8.1.22) enthalten. Um 
die zeitliche Homogenität der Strukturkoeffizienten und der verzögerten 
latenten endogenen Variablen zu gewährleisten, wurden 
Gleichheitsrestriktionen der Form 
(8.1.23a) B • - B2 • = B3 .. 1 - ' 
(8.1.23b) • a22 • 8 33 • a11 . 
(8.1.23cl b41 • b42 • = b43 • mit ß19,3 • ß,9,5 • • ß19,4 • ß19,8 • . usw., 
eingeführt. Entsprechend werden die Faktorladungen der zu den jeweiligen 
latenten Variablen gehörigen Indikatoren im Meßmodell 
(8.1.24) = 1, ... ,25; t = 1,2,3, 
für die drei Zeitpunkte gleichgesetzt. 
Auf die nlhere Darstellung der Varianz-Kovarianz-Matrizen 'f* und 0 •• 
der Stör- und Fehlertermvariablen C;,t •, e1,t • und der darin enthaltenen 
Varianzen und Kovarianzen der latenten endogenen und exogenen Faktoren 
wird hier verzichtet (vgl. stattdessen LISREL-Programminput im Anhang). 
Es sei jedoch angemerkt, daß die Fehler v1, 2 der Instrumentenschätzung (im 
Modell die Variablen 'In,• , 1) 14 •, 1) 15 *) nicht mit den Regressoren 1) 7 •, 'la •, 
'lg • korreliert sein dürfen. Dagegen können sie beliebig mit den exogenen 
Variablen des Modells korrelieren (vgl. Arming• r/MUller (1989, 
s. 145-146)). 
Abbildung III veranschaulicht das für deutsche Unternehmen in dar 
Aufschwungsphase 1985 - 1986 - 1987 empirisch Uberprüfte dynamische 
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Abbildung III : Das dynamische 3-Wellen Panelmodell des 
Unternehmensverhaltens von deutschen Unternehmen des 
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Modell des Unternehmensverhaltens zur Erklärung der Preis-, Produktions-
und Lagerbestandsanpassung bei eintretenden Nachfrage- und 
Kostenänderungen. Aus Gründen der Übersichtlichkeit sind die 
Autokorrelationen der Meßfehler ei,t'", lii,t" nicht gekennzeichnet. 
Desweiteren wurde auf eine komplexere Verknüpfung der verzögerten 
latenten endogenen Variablen 11;,t-, • mit 11;,t • verzichtet. 
8.2 Die Ergebnisse des linear stochastischen Differenzen-
g I eich u ng s mod ell s 
Bevor die Schätzergebnisse des dynamischen Modells im einzelnen 
dargestellt und kommentiert werden, soll noch auf eine Besonderheit in der 
Modellschätzung eingegangen werden, was nicht zuletzt in der qualitativen 
Natur des verwendeten Datenmaterials der meisten zur Schätzung 
herangezogenen Variablen begründet liegt. 
Zur Berücksichtigung der qualitativen Informationen wurde die Matrix 
der polychorischen und polyserialen Korrelationen zwischen den latenten 
Variablen bestimmt. Dabei werden die Varianzen der den ordinalen 
Indikatoren zugrundeliegenden latenten Variablen 90 wegen der fehlenden 
Bestimmbarkeit der Kategoriengrl!Be und der Normalverteilungsannahme auf 
den Wert 1 festgesetzt (vgl. Jöreskog/Silrbom (1986, S. 1-5)). 
Aus diesem Grund enthält das geschätzte Panelmodell keine 
unternehmensspezifischen Effekte, da die Modellierung von Mittelwerten in 
LISREL auf der Grundlage einer Korrelationsmatrix die Verfügbarkeit der 
Mittelwerte und Varianzen der ordinalen Variablen erforderlich macht. Die 
Varianzen der lndikatorvariablen geben zudem Aufschluß darüber, ob sich 
die zugehörigen Varianzen der Meßfehler sowie die der Stllrterme über die 
Zeit verllndern (vgl. Arminger (1987, S. 343-344)). Trotzdem lassen sich 
die Veränderungen der Mittelwerte und Varianzen der zugrundeliegenden 
latenten Variablen bei gegebenen Paneldaten der beobachbaren ordinalen 
Indikatoren durch Gleichheitsrestriktion der Schwellenwerte über die 
90 Im • tatl • chen Mod•II bzw. Eln-Grupp• nfall i• t die Varianz der latenten 
Variablen nicht identifizierbar. 
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Panelzeitpunkte mittels der Kleinst-Quadrate Schätzung (OLSJ einfach 
berechnen 91 , wenn der Schwellenwert bzw. die Varianz der latenten 
Variable aus Identifikationsgründen für den ersten Beobachtungszeitpunkt 
auf O bzw. 1 fixiert werden. Die berechneten Mittelwerte und Varianzen der 
latenten Variablen können dann relativ zum ersten Zeitpunkt interpretiert 
werden (vgl. Arminger (1987, S. 345-346)). Allerdings ist das von Arminger 
( 19871 vorgeschlagene Verfahren zur Berechnung der Mittelwerte und 
Varianzen nur für beobachtbare ordinale Variable mit einer Kategorienzahl 
::, 3 anwendbar. Wegen der vorzunehmenden Restriktionen bezüglich der 
Schwellenwerte und Varianzen im ersten Panelzeitpunkt ist die OLS-
Schätzung auf die hier vorliegenden dichotomen Variablen nicht übertragbar. 
Um dennoch einen Überblick über die zeitliche Veränderung der 
Mittelwerte und Varianzen der den dichotomen Variablen zugrundeliegenden 
latenten Faktoren zu erhalten, wurde ähnlich der Vorgehensweise zur 
Beseitigung von Nullzellen in Kontingenztabellen die Vierfelder-Kontingenz-
tabelle von zwei dichotomen Variablen um eine dritte Scheinkategorie 
erweitert und eine der Zellen mit einer Zellhäufigkeit 0,001 s: ex s: 3,0 
besetzt. Entsprechend wurden die zugehörigen Randhäufigkeiten um ex 
korrigiert. 
Die so durchgeführten OLS-Schätzungen der Mittelwerte und Varianzen 
sind für <X = 0,05 in Tabelle IX aufgeführt. Der Wert ex = 0,05 entspricht 
einem mittleren Wert in den Abweichungen der berechneten Mittelwerte und 
Varianzen für das betrachtete Intervall von 0,001 bis 3,0. So beträgt fUr 
die Variable La1- die maximale absolute Differenz des Mittelwertes µ1, µ2 
zum ersten und zweiten Zeitpunkt bzw. der Varianz ; 2 zum zweiten 
Zeitpunkt 0,01102, 0,00694 bzw. 0,00794. Ähnliche Differenzen ergaben 
sich für die anderen Variablen einschließlich des Vergleichs mit dem dritten 
91 ML-Schiltzungen von Mltt • lwerten und Varianzen der ordlnalen Var-labl • n 
können nach dl•••m Ver-fahren van Armlnger ( 1987) mit dem 
MECOSA-An•• tz (vgl. Sch• p • r • et al. (111811); Schap• r • (111811)) 
durchg• fUhr-t wer-den. 
Vgl. auch Muth•n ( 11188, S. 7 .5-8.8), d • r durch Einführung einer 
Skallerun9 • matrlx 6,9 die Modellierung und V • rgl • lchbar-k• lt der 
Mltt• lw• rt• und Varianzen der latenten A •• pan •• varlabl• n Uber m • hr• r • 
Zaltpunkta hinweg ar-ralcht. 
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Tabelle IX: OLS-Schätzun9en von Mittelwert und Varianz der den 
La-
dichotomen Variablen z u9 rund el i e9 enden stetigen 
latenten Faktoren fUr die betrachteten Panelzeitpunkte 
1985 - 1986 - 1987 
1985 1986 1987 
µ1 " 1l 01 µ2 02 µ3 
-0,994 1,0000 -1,014 1,0100 -1,290 
" 03 
1,1578 
S+ -0,359 1,0000 -0,413 0,4824 -0,452 0,4781 
Sa+ -0,744 1,0000 -0,900 1,0850 -1,335 1,3084 
Q + • -0,279 1,0000 -0,373 1,0488 -0,851 1,1990 
p + . 0,814 1,0000 0,272 1,1818 0,384 1,1321 
Ex+ • -0,183 1,0000 -0,802 1,2385 -0,738 1,3158 
G + • -0,218 1,0000 -0,327 1,0588 -0,851 1,2343 
BPERK 2 l 3822,333 1548,134 1810,802 1074,275 
BPRODK 2 l 13529,022 23335,120 -4451,311 47995,942 
BKAPK2 l 2982,982 7345,307 814,038 30e8,940 
1l Vgl. Text. 
2) DI• • t•tlg•n Variabl• n BPERK. BPRODK, BKA.PK alnd al• Ver-ilnd• rung • n in 
ihren abaalut • n Wertan von 1983-1985 bzw. 1985-1988 erfaßt. Wegen dar 
Größenordnung der Varianzen aind hier die ant • pr• chendan 
Standardabweichungen angegeben. 
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Panelzeitpunkt. Die OLS-Schätzung der Mittelwerte und Varianzen bei 
dichotomen beobachtbaren Indikatoren ist demnach relativ robust gegenüber 
variierenden "kleinen" Zellhäufigkeiten et. Dies scheint die Anwendung des 
Schätzverfahrens durch EinfUhrung einer Scheinkategorie zu rechtfertigen. 
Der Vergleich zeigt, daß die geschätzten Mittelwerte µ1' µ2 , µ3 der 
dichotomen Variablen mit Ausnahme von P • + über die Zeit, in absoluten 
Werten betrachtet, stetig zunehmen. So steigt für die Beurteilung der 
Auftrag• bestllnde Sa+ der Mittelwert von µ1 = 0,744 auf µ3 = 1,335 bzw. 
für die positiven Exporterwartungen Ex 9 + von µ1 = 0,163 auf µ3 = 0,738. 
Den steigenden Mittelwerten stehen ebenfalls zunehmende Varianzen der 
Variablen gegenUber. Die anwachsenden Mittelwerte können als Hinweis auf 
weniger günstige Erwartungen der Unternehmen interpretiert werden. Dies 
steht auch im Einklang mit den empirisch beobachtbaren Randhäufigkeiten 
der einzelnen Variablen (vgl. Tabelle X). Die Häufigkeiten der Unternehmen, 
die positive Veränderungen in den Erwartungsgrößen angeben ( vgl. Spalte 
21, nehmen Uber die drei Panelzeitpunkte gesehen ab. 
FUr den Zeitraum 1985 - 1986 - 1987 wurden zwei Versionen, A und B, 
des zeithomogenen Panelmodells (vgl. (8.1.5al - (8.1.6c)) geschlitzt, die 
sich in der Einbeziehung von zuslltzlichen verzögerten latenten endogenen 
Variablen 11;,t-t • unterscheiden. In der Modellversion A wurden nur die 
Effekte der verzögerten latenten endogenen Variablen, Produktions-, 
Preiserwartungen und Nettolagerbestandsbeurteilung in t-1, auf die 
entsprechenden Variablen in t spezifiziert. Dagegen berUcksichtigt die 
Modellversion B gemiB den simultanen Abhängigkeiten der latenten 
endogenen Variablen zum Zeitpunkt t auch die zugehörigen Effekte der 
verzögerten latenten endogenen Variablen TJi,t-, • auf 11 1,/ zum Zeitpunkt t. 
Die beiden geschlitzten Panelmodelle A, B enthalten bei Anwendung der 
ML-Schlltzung 25 beobachtbare Indikatoren fUr die drei Panelzeitpunkte und 
somit (p* + q*)(p* + q• + 1)/2 = 325 empirische 
Varianz-Kovarianz-Gleichungen der beobachtbaren Variablen. Nach 
Implementierung der Gleichheitsrestriktionen bezUglich der Faktorladungen 
und Strukturkoeffizienten fUr t 1, t 2 , t 3 wurden 101 bzw. 100 unbekannte 
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Tabelle X: Die empirisch beobachtbaren Randhäufigkeiten der dichotomen 
Variablen des Paneldatensatzes IN = 1112) fUr die betrachteten 
Panelzeitpunkte 1985 - 1986 - 1987 
Kategorie 1 Kategorie 2 
( = Ausprägung 0) (= Ausprägung 1) 
La1- 934 178 
51- 717 395 








G 1+ • 652 460 
La2- 938 174 
52+ 810 302 
5a2+ 899 213 










La3+ 984 128 
53+ 827 285 
5a3+ 977 135 




Ex„3+ 823 289 
G„3+ 802 310 
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Parameter in den Modellversionen A und B geschätzt. Darin enthalten sind 
auch Restriktionen für negativ geschätzte Fehlervarianzen92 , die 
anschließend auf den Wert 0 bzw. 0,01 (vgl. Panelmodell A bzw. Panelmodell 
BI fixiert wurden. Somit sind die beiden Modellversionen mit 224 bzw. 217 
""Freiheitsgraden·· hochgradig Uberidentifiziert. Mit Goodness of Fit Indizes 
GFI = 0,769 (0,793), AGFI = 0,665 (0,690), NFI 0 = 0,728 (0,749), NNFl 0 = 
0,796 (0,819) und PNFl2 2 = 0,550 (0,566) besitzen die Modellversionen A 
(BI angesichts der Komplexität des Panelmodells einen akzeptablen Fit. 
Die Schätzergebnisse des Panelmodells A sind vollständig entsprechend 
den LISREL VI-Outputs in Tabelle XI wiedergegeben. Ein Vergleich mit dem 
geschätzten statischen Modell M1 in der Aufschwungsphase (vgl. Tabelle Val 
macht auf einen wesentlichen Unterschied aufmerksam. Während im 
statischen Modell niedrig beurteilte Nettolagerbestände der deutschen 
Unternehmen zu einer Einschränkung der erwarteten Produktionsausweitung 
(ß13 • -0,306 (-6,069)) führen, zeigen die Panelschltzungen einen 
signifikant positiven Effekt von ~3 .t • auf die Produktionserwartung ~l.t •, t 
= 1, ... , 3, (ß 79* = ß18 , 18• = ß22 , 24• = 0,072 (3,247)). Gleichzeitig 
scheinen deutsche Unternehmen zu versuchen einen Teil des künftigen 
Angebots über Lagerabbau bzw. Erhöhung der Auftragsbestlnda 
bereitstellen zu wollen (ß97 • = ß18 ,18 • = ß24 , 22 • = 0,348 (t = 13,305)). 
Diese Ergebnisse entsprechen denen von Seitz (1989, S. 175)), der 
ebenfalls negativ• Substitutionsbeziehungen zwi• chen dar Produktion und 
dar Nettolagerhaltung im Rahmen einer Panel• chätzung feststellte. 
Ansonsten besitzen die Strukturkoeffizienten in t = 1, ... , 3 die gleichen 
positiven Vorzeichen wie die Koeffizienten das statischen Modells und sind 
hochsignifikant. 
Von wesentlicher Bedeutung für die Interpretation sind die geschltzten 
Parameter der verzögerten latenten endogenen und exogenen Variablen 
~,.t-/ und ~,./ in der Differenzengleichung das Modells (vgl. (8.1.8al -
(8.1.6c) bzw. (8.1.2111. Mit Ausnahme der Nettolagerhaltungsgleichung 
(ß21,12 • = ß21 ,15 • = ß21 ,18 • = -0,112) besitzen die Koeffizienten das 
92 Im Unt•r- • chl•d zu den g•echatzten • tatl • ch•n Modellen führt• die 
B•rUck • ichtigung d • r Nlchtn• gatlvltMt• r •• trllctlan durch Einführung von 
""phantom varlablaa" (vgl. Rlndakopf (1983, 1984)) wagan 9rolan 
num• ri • chen ln • tablliUlten zu k • in• n b • fri • dlg• nd• n Erg• bnl ••• n. Au • 
di•••m Grund multan TE 4,4, PS 22,22 und PS 24,24 (vgl. 
Programminput Im Anhang) fixiert w • rd• n. 
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Tabelle XI: GLS-Schätzargebnisae des dynamischen Preis-, Produktions-
und Lageranpassungsmodells {Version Al für deutsche 
Unternehmen in der Aufschwungsphase 1985 - 1986 - 1987 
LISREL ESTIMATES !GENERALIZED LEAST SQUARES) 
LAMBDA Y 
KSl1,2 KSl2,2 KSl1,3 KSl2,3 
S2+ 0,922 0,000 0,000 0,000 
EXE2+ 1,000 0,000 0,000 0,000 
BPERK2 0,000 0,276 0,000 0,000 
BPRODK2 0,000 1,033 0,000 0,000 
BKAPK2 0,000 1,000 0,000 0,000 
S3+ 0,000 0,000 0,922 0,000 
EXE3+ 0,000 0,000 1,000 0,000 
BPERK3 0,000 0,000 0,000 0,276 
BPRODK3 0,000 0,000 0,000 1,033 
BKAPK3 0,000 0,000 0,000 1,000 
ETA1,1 ETA2,1 ETA3,1 
QE1+ 1,060 0,000 0,000 
GE1+ 1,000 0,000 0,000 
PE1+ 0,000 1,000 0,000 
LA1- 0,000 0,000 0,769 
I-ETA1,2 I-ETA2,2 I-ETA3,2 
QE2+ 1,060 0,000 0,000 
GE2+ 1,000 0,000 0,000 
PE2+ 0,000 1,000 0,000 
LA2- 0,000 0,000 0,719 
SA2+ 0,000 0,000 1,000 
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ETA1,3 ETA2,3 ETA3,3 
QE3+ 1,060 0,000 0,000 
GE3+ 1,000 0,000 0,000 
F"E3+ 0,000 1,000 0,000 
LA3- 0,000 0,000 0,769 
SA3+ 0,000 0,000 1,000 
BETA 
KSl1,2 KSl2,2 NKSl1,2 NKSl2,2 KSl1,3 KSl2,3 
NKSl1,2 -1,000 0,000 0,000 0,000 0,000 0,000 
NKSl2,2 0,000 -1,000 0,000 0,000 0,000 0,000 
ETA1,3-2 0,000 0,000 0,967 -0,018 0,967 -0,018 
ETA2,3-2 0,000 0,000 0,285 -0,071 0,285 -0,071 
ETA3,3-2 0,000 0,000 1,763 0,024 1,763 0,024 
ETA1, 1 ETA2,1 ETA3,1 NETA1,1 NETA2,1 NETA3,1 
ETA1,1 0,000 0,031 0,072 0,000 0,000 0,000 
ETA2,1 0,141 0,000 0,000 0,000 0,000 0,000 
ETA3,1 0,348 0,114 0,000 0,000 0,000 0,000 
NETA1,1 -1,000 0,000 0,000 0,000 0,000 0,000 
NETA2,1 0,000 -1,000 0,000 0,000 0,000 0,000 
NETA3,1 0,000 0,000 -1,000 0,000 0,000 0,000 
1-ETA1,2 0,525 0,000 0,000 0,000 0,000 0,000 
I-ETA2,2 0,000 0,493 0,000 0,000 0,000 0,000 
I-ETA3,2 0,000 0,000 0,436 0,000 0,000 0,000 
ETA1,3-2 0,000 0,000 0,000 0,025 0,000 0,000 
ETA2,3-2 0,000 0,000 0,000 0,000 0,197 0,000 
ETA3,3-2 0,000 0,000 0,000 0,000 0,000 -0,112 
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ZETA1 ZETA2 ZETA3 I-ETA1,2 I-ETA2,2 I-ETA3,2 
1-ETA1,2 -1,000 0,000 0,000 0,000 0,031 0,072 
I-ETA2,2 0,000 -1,000 0,000 0,141 0,000 0,000 
I-ETA3,2 0,000 0,000 -1,000 0,348 0,114 0,000 
ETA1,3-2 0,025 0,000 0,000 0,025 0,000 0,000 
ETA2,3-2 0,000 0,119 0,000 0,000 0,119 0,000 
ETA3,3-2 0,000 0,000 -0,112 0,000 0,000 -0,112 
ETA1,3 0,000 0,000 0,000 1,000 0,000 0,000 
ETA2,3 0,000 0,000 0,000 0,000 1,000 0,000 
ETA3,3 0,000 0,000 0,000 0,000 0,000 1,000 
ETA1,3-2 ETA2,3-2 ETA3,3-2 ETA1,3 ETA2,3 ETA3,3 
ETA1,3 1,000 0,000 0,000 0,000 0,031 0,072 
ETA2,3 0,000 1,000 0,000 0,141 0,000 0,000 
ETA3,3 0,000 0,000 1,000 0,348 0,114 0,000 
PSI 
KSl1,2 KSl2,2 NKSl1,2 NKSl2,2 KSl1,3 KSl2,3 
KSl1,2 0,390 
KSl2,2 0,000 0,974 
KSl1,3 0,252 0,000 0,000 0,000 0,335 
KSl2,3 0,000 -0,854 0,000 0,000 0,000 0,852 
ETA1,1 0,373 -0,022 0,000 0,000 0,248 0,036 
ETA2,1 0,039 -0,003 0,000 0,000 -0,043 -0,052 
ETA3,1 0,082 -0,028 0,000 0,000 -0,014 0,043 
ZETA1 -0,259 0,019 0,000 0,000 -0,208 -0,011 
ZETA2 -0,018 0,068 0,000 0,000 0,043 -0,117 
ZETA3 -0,111 -0,034 0,000 0,000 0,027 0,030 
ETA1,1 ETA2,1 ETA3,1 
ETA1,1 0,794 
ETA2,1 0,000 1,009 
ETA3,1 0,000 0,000 0,708 
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ZETA1 ZETA2 ZETA3 
ZETA1 0,358 
ZETA2 0,000 0,686 
ZETA3 0,000 0,000 0,456 
ETA1,3 0,028 0,000 0,000 
ETA2,3 0,000 0,282 0,000 
ETA3,3 0,000 0,000 0,065 
ETA1,3 ETA2,3 ETA3,3 
ETA1,3 0,031 
ETA2,3 0,000 0,675 
ETA3,3 0,000 0,000 0,000 
THETA EP5 
52+ EXE2+ BPERK2 BPRODK2 BKAPK2 53+ 
52+ 0,669 
EXE2+ 0,000 0,610 
BPERK2 0,000 0,000 0,926 
BPRODK2 0,000 0,000 0,000 0,000 
BKAPK2 0,000 0,000 0,000 0,000 0,026 
53+ 0,119 0,000 0,000 0,000 0,000 0,716 
EXE3+ 0,000 0,379 0,000 0,000 0,000 0,000 
BPERK3 0,000 0,000 0,310 0,000 0,000 0,000 
BPRODK3 0,000 0,000 0,000 -0,059 0,000 0,000 
BKAPK3 0,000 0,000 0,000 0,000 -0,053 0,000 
EXE3+ BPERK3 BPRODK3 BKAPK3 QE1+ GE1+ 
EXE3+ 0,665 
BPERK3 0,000 0,935 
BPRODK3 0,000 0,000 0,091 
BKAPK3 0,000 0,000 0,000 0,148 
QE1+ 0,000 0,000 0,000 0,000 0,045 
GE1+ 0,000 0,000 0,000 0,000 0,000 0,149 
GE2+ 0,000 0,000 0,000 0,000 0,000 0,149 
QE3+ 0,000 0,000 0,000 0,000 0,023 0,000 
GE3+ 0,000 0,000 0,000 0,000 0,000 0,149 
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PE1+ LA1- SA1+ QE2+ GE2+ PE2+ 
PE1+ 0,000 
LA1- 0,000 0,481 
SA1+ 0,000 0,000 0,124 
QE2+ 0,000 0,000 0,000 0,268 
GE2+ 0,000 0,000 0,000 0,000 0,348 
PE2+ 0,000 0,000 0,000 0,000 0,000 0,000 
LA2- 0,000 0,340 0,000 0,000 0,000 0,000 
SA2+ 0,000 0,000 0,240 0,000 0,000 0,000 
QE3+ 0,000 0,000 0,000 0,036 0,000 0,000 
GE3+ 0,000 0,000 0,000 0,000 0,163 0,000 
PE3+ 0,000 0,000 0,000 0,000 0,000 0,000 
LA3- 0,000 0,280 0,000 0,000 0,000 0,000 
SA3+ 0,000 0,000 0,110 0,000 0,000 0,000 
LA2- SA2+ QE3+ GE3+ PE3+ LA3-
LA2- 0,505 
SA2+ 0,000 0,165 
QE3+ 0,000 0,000 0,316 
GE3+ 0,000 0,000 0,000 0,391 
PE3+ 0,000 0,000 0,000 0,000 o,ooc 
LA3- 0,377 0,000 0,000 o.~oo 0,000 0,573 
SA3+ 0,000 0,140 0,000 0,000 0,000 0,000 
SA3+ 
SA3+ 0,279 
MEASURES OF GOODNESS OF FIT FOR THE WHOLE MODEL : 
CHI-SQUARE WITH 224 DEGREES OF FREEDOM IS 1383,17 (PROB, LEVEL= 0,000) 
GOODNESS OF FIT INDEX IS 0,769 
ADJUSTED GOOONESS OF FIT INOEX IS 0,665 
ROOT MEAN SQUARE RESIDUAL IS 0,062 
NFI INOEX IS 0,728 
NNFI INOEX IS 0,796 
PNFl2 INOEX IS 0,550 
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PRODUKTIONS-LAGERHAL TUNGSMODELL -- PANEL 85-86-87 
T-VALUES 
LAMBDA Y 
KSl1,2 KSl2,2 KSl1,3 KSI2,3 
S2+ 38,419 0,000 0,000 0,000 
EXE2+ 0,000 0,000 0,000 0,000 
BPERK2 0,000 19,367 0,000 0,000 
BPRODK2 0;000 23,799 0,000 0,000 
BKAPK2 0,000 0,000 0,000 0,000 
S3+ 0,000 0,000 38,419 0,000 
EXE3+ 0,000 0,000 0,000 0,000 
BPERK3 0,000 0,000 0,000 19,367 
BPRODK3 0,000 0,000 0,000 23,799 
BKAPK3 0,000 0,000 0,000 0,000 
ETA1,1 ETA2,1 ETA3,1 
QE1+ 44,077 0,000 0,000 
GEI+ 0,000 0,000 0,000 
PE1+ 0,000 0,000 0,000 
LA1- 0,000 0,000 35,131 
SA1+ 0,000 0,000 0,000 
I-ETA1,2 I-ETA2,2 I-ETA3,2 
QE2+ 44,077 0,000 0,000 
GE2+ 0,000 0,000 0,000 
PE2+ 0,000 0,000 0,000 
LA2- 0,000 0,000 35,131 
SA2+ 0,000 0,000 0,000 
ETA1,3 ETA2,3 ETA3,3 
QE3+ 44,077 0,000 0,000 
GE3+ 0,000 0,000 0,000 
PE3+ 0,000 0,000 0,000 
LA3- 0,000 0,000 35,131 
SA3+ 0,000 0,000 0,000 
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NKSl1,2 NKSl2,2 KSl1,3 KSl2,3 
ETA1,3-2 8,835 -2,214 8,835 -2,214 
ETA2,3-2 3,757 -5,976 3,757 -5,976 
ETA3,3-2 13,082 2,491 13,082 2,491 
ETA1,1 ETA2,1 ETA3,1 NETA1,1 NETA2,1 NETA3,1 
ETA1,1 0,000 2,337 3,247 0,000 0,000 0,000 
ETA2,1 8,710 0,000 0,000 0,000 0,000 0,000 
ETA3,1 13,305 10,049 0,000 0,000 0,000 0,000 
I-ETA1,2 19,631 0,000 0,000 0,000 0,000 0,000 
I-ETA2,2 0,000 14,381 0,000 0,000 0,000 0,000 
I-ETA3,2 0,000 0,000 12,292 0,000 0,000 0,000 
ETA1,3-2 0,000 0,000 0,000 0,267 0,000 0,000 
ETA2,3-2 0,000 0,000 0,000 0,000 1,338 0,000 
ETA3,3-2 0,000 0,000 0,000 0,000 0,000 -1,015 
ZETA1 ZETA2 ZETA3 1-ETA1,2 I-ETA2,2 1-ETA3,2 
I-ETA1,2 0,000 0,000 0,000 0,000 2,337 3,247 
I-ETA2,2 0,000 0,000 0,000 8,710 0,000 0,000 
I-ETA3,2 0,000 0,000 0,000 13,305 10,049 0,000 
ETA1,3-2 0,267 0,000 0,000 0,267 0,000 0,000 
ETA2,3-2 0,000 1,338 0,000 0,000 1,338 0,000 
ETA3,3-2 0,000 0,000 -1,015 0,000 0,000 -1,015 
ETA1,3 ETA2,3 ETA3,3 
ETA1,3 0,000 2,337 3,247 
ETA2,3 8,710 0,000 0,000 
ETA3,3 13,303 10,049 0,000 
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KSll,2 KSl2,2 KS11,3 KSl2,3 
KSl1,2 17,616 
KSl2,2 0,000 16,554 
KSl1,3 13,507 0,000 0,000 15,865 
KS12,3 0,000 -20,615 0,000 18,692 
ETAl,1 23,115 -1,528 18,916 2,528 
ETA2,1 2,098 -0,160 -2,550 -2,509 
ETA3,1 4,272 -1,613 -0,906 2,513 
ZETA! -15,317 1,330 -14,924 -0,794 
ZETA2 -1,062 3,275 2,464 -5,573 
ZETA3 -5,545 -2,005 1,510 1,816 
ETA1,1 ETA2,1 ETA3,1 
ETA1,1 25,196 
ETA2,1 0,000 24,875 
ETA3,1 0,000 0,000 17,225 
ZETA! ZETA2 ZETA3 
ZETA1 11,565 
ZETA2 0,000 13,591 
ZETA3 0,000 0,000 10,441 
ETA1,3 0,759 0,000 0,000 
ETA2,3 0,000 5,100 0,000 
ETA3,3 0,000 0,000 1,703 
ETA1,3 ETA2,3 ETA3,3 
ETA1,3 0,434 
ETA2,3 0,000 7,826 
ETA3,3 0,000 0,000 0,000 
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52+ EXE2+ BPERK2 BPRODK2 BKAPK2 53+ 
52+ 14,402 
EXE2+ 0,000 12,753 
BPERK2 0,000 0,000 21,554 
BPRODK2 0,000 0,000 0,000 0,000 
BKAPK2 0,000 0,000 0,000 0,000 0,355 
53+ 3,509 0,000 0,000 0,000 0,000 15,539 
EXE3+ 0,000 10,728 0,000 0,000 0,000 0,000 
BPERK3 0,000 0,000 10,154 0,000 0,000 0,000 
BPRODK3 0,000 0,000 0,000 -1,125 0,000 0,000 
BKAPK3 0,000 0,000 0,000 0,000 -1,030 0,000 
EXE3+ BPERK3 BPRODK3 BKAPK3 QE1+ GE1+ 
EXE3+ 14,045 
BPERK3 0,000 21,828 
BPRODK3 0,000 0,000 1,431 
BKAPK3 0,000 0,000 0,000 2,372 
QE1+ 0,000 0,000 0,000 0,000 0,803 
GE1+ 0,000 0,000 0,000 0,000 0,000 2,807 
QE2+ 0,000 0,000 0,000 0,000 1,586 0,000 
GE2+ 0,000 0,000 0,000 0,000 0,000 4,118 
QE3+ 0,000 0,000 0,000 0,000 0,623 0,000 
GE3+ 0,000 0,000 0,000 0,000 0,000 4,141 
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PE1+ LA1- SA1+ QE2+ GE2+ PE2+ 
PE1+ 0,000 
LA1- 0,000 9,668 
SA1+ 0,000 0,000 2,026 
QE2+ 0,000 0,000 0,000 5,062 
GE2+ 0,000 0,000 0,000 0,000 6,831 
PE2+ 0,000 0,000 0,000 0,000 0,000 0,000 
LA2- 0,000 9,889 0,000 0,000 0,000 0,000 
SA2+ 0,000 0,000 5,815 0,000 0,000 0,000 
QE3+ 0,000 0,000 0,000 0,921 0,000 0,000 
GE3+ 0,000 0,000 0,000 0,000 4,344 0,000 
PE3+ 0,000 0,000 0,000 0,000 0,000 0,000 
LA3- 0,000 8,202 0,000 0,000 0,000 0,000 
SA3+ 0,000 0,000 2,701 0,000 0,000 0,000 
LA2- SA2+ QE3+ GE3+ PE3+ LA3-
LA2- 10,153 
SA2+ 0,000 2,716 
QE3+ 0,000 0,000 5,839 
GE3+ 0,000 0,000 0,000 7,529 
PE3+ 0,000 0,000 0,000 0,000 0,000 
LA3- 11,158 0,000 0,000 0,000 0,000 11,625 
SA3+ 0,000 3,487 0,000 0,000 0,000 0,000 
SA3+ 
SA3+ 4,686 
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PRODUKTIONS-LAGERHALTUNGSMODELL -- PANEL 85-86-87 
TOTAL EFFECTS 
TOTAL EFFECTS OF ETA ON ETA 
KS11,2 KSl2,2 NKSl1,2 NKSl2,2 KS11,3 KSl2,3 
NKSl1,2 -1,000 0,000 0,000 0,000 0,000 0,000 
NKSl2,2 0,000 -1,000 0,000 0,000 0,000 0,000 
ETA1,3-2 -0,967 0,018 0,967 -0,018 0,967 -0,018 
ETA2,3-2 -0,285 0,071 0,285 -0,071 0,285 -0,071 
ETA3,3-2 -1,763 -0,024 1,763 0,024 1,763 0,024 
ETA1,3 -1,140 0,019 1,140 -0,019 1,140 -0,019 
ETA2,3 -0,446 0,073 0,446 -0,073 0,446 -0,073 
ETA3,3 -2,211 -0,008 2,211 0,008 2,211 0,008 
ETA1,1 ETA2,1 ETA3,1 NETA1,1 NETA2,1 NETA3,1 
ETA1,1 0,032 0,040 0,074 0,000 0,000 0,000 
ETA2,1 0,145 0,006 0,010 0,000 0,000 0,000 
ETA3,1 0,376 0,129 0,027 0,000 0,000 0,000 
NETA1,1 -1,032 -0,040 -0,074 0,000 0,000 0,000 
NETA2,1 -0, 145 -1,006 -0,010 0,000 0,000 0,000 
NETA3,1 -0,376 -0,129 -1,027 0,000 0,000 0,000 
I-ETA1,2 0,574 0,046 0,074 0,000 0,000 0,000 
I-ETA2,2 0,152 0,502 0,016 0,000 0,000 0,000 
I-ETA3,2 0,381 0,130 0,475 0,000 0,000 0,000 
ETAl,3-2 -0,011 0,000 0,000 0,025 0,000 0,000 
ETA2,3-2 0,001 -0,060 0,001 0,000 0,119 0,000 
ETA3,3-2 -0,001 0,000 0,062 0,000 0,000 -0,112 
ETA1,3 0,614 0,075 0,117 0,026 0,005 -0,008 
ETA2,3 0,240 0,453 0,033 0,004 0,120 -0,001 
ETA3,3 0,621 0,207 0,582 0,009 0,015 -0,115 
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ZETA1 ZETA2 ZETA3 I-ETA1,2 I-ETA2,2 I-ETA3,2 
I-ETA1,2 -1,032 -0,040 -0,074 0,031 0,040 0,074 
I-ETA2,2 -0,145 -1,006 -0,010 0,145 0,006 0,010 
I-ETA3,2 -0,376 -0,129 -1,027 0,376 0,129 0,027 
ETA1,3-2 -0,001 -0,001 -0,002 0,026 0,001 0,002 
ETA2,3-2 -0,017 -0,001 -0,001 0,017 0,120 0,001 
ETA3,3-2 0,042 0,014 0,003 -0,042 -0,014 -0,115 
ETA1,3 -1,096 -0,091 -0,155 1,122 0,096 0,147 
ETA2,3 -0,317 -1,019 -0,034 0,321 1,139 0,032 
ETA3,3 -0,751 -0,263 -1,082 0,761 0,278 0,967 
ETA1,3-2 ETA2,3-2 ETA3,3-2 ETA1,3 ETA2,3 ETA3,3 
ETA1,3 1,032 0,040 0,074 0,032 0,040 0,074 
ETA2,3 0,145 1,006 0,010 0,145 0,006 0,010 
ETA3,3 0,376 0,129 1,027 0,376 0,129 0,027 
TOTAL EFFECT5 OF ETA ON y 
K511,2 K512,2 NK511,2 NK512,2 K511,3 K512,3 
52+ 0,922 0,000 0,000 0,000 0,000 0,000 
EXE2+ 1,000 0,000 0,000 0,000 0,000 0,000 
BPERK2 0,000 0,276 0,000 0,000 0,000 0,000 
BPRODK2 0,000 1,033 0,000 0,000 0,000 0,000 
BKAPK2 0,000 1,000 0,000 0,000 0,000 0,000 
53+ 0,000 0,000 0,000 0,000 0,922 0,000 
EXE3+ 0,000 0,000 0,000 0,000 1,000 0,000 
BPERK3 0,000 0,000 0,000 0,000 0,000 0,276 
BPRODK3 0,000 0,000 0,000 0,000 0,000 1,033 
BKAPK3 0,000 0,000 0,000 0,000 0,000 1,000 
QE3+ -1,208 0,021 1,208 -0,021 1,208 -0,021 
GE3+ -1,140 0,019 1,140 -0,019 1,140 -0,019 
PE3+ -0,446 0,073 0,446 -0,073 0,446 -0,073 
LA3- -1,701 -0,006 1,701 0,006 1,701 0,006 
5A3+ -2,211 -0,008 2,211 0,008 2,211 0,008 
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ETA1,1 ETA2,1 ETA3,1 NETA1,1 NETA2,1 NETA3,1 
QE1+ 1,093 0,042 0,079 0,000 0,000 0,000 
GE1+ 1,032 0,040 0,074 0,000 0,000 0,000 
PE1+ 0,145 1,006 0,010 0,000 0,000 0,000 
LA1- 0,2B9 0,099 0,790 0,000 0,000 0,000 
SA1+ 0,376 0,129 1,027 0,000 0,000 0,000 
QE2+ 0,608 0,049 0,078 0,000 0,000 0,000 
GE2+ 0,574 0,046 0,074 0,000 0,000 0,000 
PE2+ 0,152 0,502 0,016 0,000 0,000 0,000 
LA2- 0,293 0,100 0,366 0,000 0,000 0,000 
SA2+ 0,381 0,130 0,475 0,000 0,000 0,000 
QE3+ 0,651 0,079 0,124 0,027 0,005 -0,009 
GE3+ 0,614 0,075 0,117 0,026 0,005 -0,00B 
PE3+ 0,240 0,453 0,033 0,004 0,120 -0,001 
LA3- 0,478 0,159 0,447 0,007 0,012 -0,089 
SA3+ 0,621 0,207 0,582 0,009 0,015 -0,115 
ZETA1 ZETA2 ZETA3 I-ETA1,2 I-ETA2,2 I-ETA3,2 
QE2+ -1,093 -0,042 -0,079 1,093 0,042 0,079 
GE2+ -1,032 -0,040 -0,074 1,032 0,040 0,074 
PE2+ -0,145 -1,007 -0,010 0,145 1,006 0,010 
LA2- -0,289 -0,099 -0,790 0,2B9 0,099 0,790 
SA2+ -0,376 -0,129 -1,027 0,376 0,129 1,027 
QE3+ -1,162 -0,097 -0,165 1,189 0,102 0,156 
GE3+ -1,096 -0,091 -0,155 1,122 0,096 0,147 
PE3+ -0,317 -1,019 -0,034 0,321 1,139 0,032 
LA3- -0,578 -0,202 -0,B33 0,585 0,214 0,744 
SA3+ -0,751 -0,263 -1,0B2 0,761 0,278 0,967 
ETA1,3-2 ETA2,3-2 ETA3,3-2 ETA1,3 ETA2,3 ETA3,3 
QE3+ 1,093 0,042 0,079 1,093 0,042 0,079 
GE3+ 1,032 0,040 0,074 1,032 0,040 0,074 
PE3+ 0,145 1,006 0,010 0,145 1,006 0,010 
LA3- 0,289 0,099 0,790 0,289 0,099 0,790 
SA3+ 0,376 0,129 1,027 0,376 0,129 1,027 
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autoregressiven Zusammenhangs der Produktions- und Preiserwartungen 
<ß19,10• = ß19,13• = ß19,11i* = 0,119 ll,338 1 bzw. ß20,1/ = ß20,14• = 
~20 , 17 • = 0,025 (0,267)) zwar das erwartete positive Vorzeichen, sind aber 
in- bzw. nur schwach signifikant. 
Im Gegensatz dazu ergeben sich hochsignifikante Parameter für den 
Einfluß der exogenen Nachfrage- und Kostenvariablen ~1.;, ~2.;, t = 2, 3. 
Wie im statischen Modell dominieren die Effekte der positiv erwarteten 
Nachfrageänderung auf die Produktion, die Preise und vor allem die 
Nettolagerhaltung (ß19 , 3 * = ß 19 _5 * = 0,957 (8,835), ß20 , 3 * = ß20 , 5 * = 
0,285 13,757), ß2 ,,3 • = ß2 ,, 5 • = 1,763 113,08211. 
Beim Einfluß der Kosteninderungen fällt auf, daß der Effekt auf die 
Nettolagerbestinde das erwartete positive Vorzeichen aufweist ( ß21 , 4 * = 
ß21 ,8 • 0,024 (2,491)). Allerdings ist dafür der Preiseffekt der 
Kosteninderung unerklärlich negativ und signifikant ( ß20 , 4 • = ß20 , 8 * = 
-0,071 (-5,976)). 
Der ebenfalls negative Einfluß der Kostenänderung auf die 
Produktionserwartung (ß19 , 4 * = ß 19 , 8 * = -0,018 (-2,214)) kann zusammen 
mit dem positiven Effekt auf die Lagerhaltung als Indiz für eine 
Produktionsglättung der deutschen Unternehmen bei positiv erwarteten 
Nachfrageänderungen interpretiert werden. Produktionseinschränkungen, die 
zu einer Verminderung des realen Angebots führen, werden durch 
verstärkten Abbau (Erhöhung) der Lagerbestände (Auftagsbestände) 
aufgefangen, um so die gestiegene Nachfrage befriedigen zu könnem 
Abschli.Send bleibt zu erwähnen, daß die Koeffizienten fl (ß18 , 7 • 
0,525 (19,631), ß17 , 8 * = 0,493 (14,381), ß, 8 ,9 * = 0,436 112,292)) sämtlich 
als positiv und hoch signifikant geschltzt wurden. Auf eine umfassende 
Darstellung der direkten und indirekten sowie deren Gesamteffekte, die alle 
exisitieren und stabil sind, mit p(B*) = 0,189 als dem größten absoluten 
Eigenwert der Beta-Matrix, wird an dieser Stelle verzichtet (vgl. hierzu 
Tabelle XII. 
Im folgenden werden die zum Panelmodell A verschiedenen 
Parameterschltzungen der Modellversion B dargestellt, das zusätzlich die 
Effekte aller verzögerten latenten endogenen Variablen ~,. 1 _, • auf ~,.t • 
enthllt (vgl. Tabelle XIII. 
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Tabelle XII: GLS-Schätzergebnisse des dynamischen Preis-, Produktions-
und Lageranpassungsmodells (Version 8) für deutsche 
Unternehmen in der Aufschwungsphase 1985 - 1986 - 1987 
LISREL ESTIMATES (GENERALIZED LEAST SQUARES) 
LAMBDA Y 
KSl1,2 KSl2,2 NKSl1,2 NK512,2 KSl1,3 KSl2,3 
52+ 0,921 0,000 0,000 0,000 0,000 0,000 
EXE2+ 1,000 0,000 0,000 0,000 0,000 0,000 
BPERK2 0,000 0,276 0,000 0,000 0,000 0,000 
BPRODK2 0,000 1,024 0,000 0,000 0,000 0,000 
BKAPK2 0,000 1,000 0,000 0,000 0,000 0,000 
53+ 0,000 0,000 0,000 0,000 0,921 0,000 
EXE3+ 0,000 0,000 0,000 0,000 1,000 0,000 
BPERK3 0,000 0,000 0,000 0,000 0,000 0,276 
BPROOK3 0,000 0,000 0,000 0,000 0,000 1,024 
BKAPK3 0,000 0,000 0,000 0,000 0,000 1,000 
ETA1,1 ETA2,1 ETA3,1 
QE1+ 1,061 0,000 0,000 
GE1+ 1,000 0,000 0,000 
PE1+ 0,000 1,000 0,000 
LA1- 0,000 0,000 0,775 
SA1+ 0,000 0,000 1,000 
1-ETAl,2 I-ETA2,2 I-ETA3,2 
QE2+ 1,061 0,000 0,000 
GE2+ 1,000 0,000 0,000 
PE2+ 0,000 1,000 0,000 
LA2- 0,000 0,000 0,775 
SA2+ 0,000 0,000 1,000 
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ETA1,3 ETA2,3 ETA3,3 
QE3+ 1,061 0,000 0,000 
GE3+ 1,000 0,000 0,000 
PE3+ 0,000 1,000 0,000 
LA3- 0,000 0,000 0,775 
SA3+ 0,000 0,000 1,000 
BETA 
KSl1,2 KSl2,2 NKSl1,2 NKSl2,2 KSl1,3 KSl2,3 
NKSl1,2 -1,000 0,000 0,000 0,000 0,000 0,000 
NKSl2,2 0,000 -1,000 0,000 0,000 0,000 0,000 
ETA1,3-2 0,000 0,000 0,839 -0,006 0,839 -0,006 
ETA2,3-2 0,000 0,000 0,199 -0,067 0,199 -0,067 
ETA3,3-2 0,000 0,000 0,682 0,031 0,682 0,031 
ETA1,1 ETA2,1 ETA3,1 NETA1,1 NETA2,1 NETA3,1 
ETA1,1 0,000 0,055 -0,059 0,000 0,000 0,000 
ETA2,1 0,147 0,000 0,000 0,000 0,000 0,000 
ETA3,1 0,505 0,102 0,000 0,000 0,000 0,000 
NETA1,1 -1,000 0,000 0,000 0,000 0,000 0,000 
NETA2,1 0,000 -1,000 0,000 0,000 0,000 0,000 
NETA3,1 0,000 0,000 -1,000 0,000 0,000 0,000 
1-ETA1,2 0,596 0,000 0,000 0,000 0,000 0,000 
I-ETA2,2 0,000 0,496 0,000 0,000 0,000 0,000 
I-ETA3,2 0,000 0,000 0,370 0,000 0,000 0,000 
ETA1,3-2 0,000 0,000 0,000 0,031 0,099 -0,011 
ETA2,3-2 0,000 0,000 0,000 0,135 0,167 0,000 
ETA3,3-2 0,000 0,000 0,000 1,042 0,281 -0,144 
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ZETA1 ZETA2 ZETA3 I-ETA1,2 I-ETA2,2 I-ETA3,2 
I-ETA1,2 -1,000 0,000 0,000 0,000 0,055 -0,059 
I-ETA2,2 0,000 -1,000 0,000 0,147 0,000 0,000 
I-ETA3,2 0,000 0,000 -1,000 0,505 0,102 0,000 
ETA1,3-2 0,031 0,099 -0,011 0,031 0,099 -0,011 
ETA2,3-2 0,135 0,167 0,000 0,135 0,167 0,000 
ETA3,3-2 1,042 0,281 -0,144 1,042 0,281 -0,144 
ETA1,3 0,000 0,000 0,000 1,000 0,000 0,000 
ETA2,3 0,000 0,000 0,000 0,000 1,000 0,000 
ETA3,3 0,000 0,000 0,000 0,000 0,000 1,000 
ETA1,3-2 ETA2,3-2 ETA3,3-2 ETA1,3 ETA2,3 ETA3,3 
ETA1,3 1,000 0,000 0,000 0,000 0,055 -0,059 
ETA2,3 0,000 1,000 0,000 0,147 0,000 0,000 
ETA3,3 0,000 0,000 1,000 0,505 0,102 0,000 
PSI 
KSl1,2 KSl2,2 KSl1,3 KSl2,3 
KSl1,2 0,395 
KSl2,2 0,000 0,982 
KSl1,3 0,206 -0,012 0,422 
KSl2,3 0,046 -0,861 0,000 0,859 
ETA1,1 0,361 -0,029 0,286 0,042 
ETA2,1 0,010 -0,006 -0,023 -0,055 
ETA3,1 0,026 -0,021 -0,051 0,039 
ZETA1 -0,308 0,000 -0,194 -0,023 
ZETA2 -0,049 0,062 0,069 -0,117 
ZETA3 -0,055 -0,039 0,069 0,028 
ETA1,1 ETA2,1 ETA3,1 
ETA1,1 0,851 
ETA2,1 0,000 1,008 
ETA3,1 0,000 0,000 0,662 
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ZETA1 ZETA2 ZETA3 
ZETA1 0,349 
ZETA2 0,000 0,667 
ZETA3 0,000 0,000 0,458 
ETA1,3 -0,018 0,000 0,000 
ETA2,3 0,000 0,263 0,000 
ETA3,3 0,000 0,000 0,161 
ETA1,3 ETA2,3 ETA3,3 
ETA1,3 0,010 
ETA2,3 0,000 0,669 
ETA3,3 0,000 0,000 0,286 
THETA EPS 
S2+ EXE2+ BPERK2 BPRODK2 BKAPK2 S3+ 
S2+ 0,665 
EXE2+ 0,000 0,605 
BPERK2 0,000 0,000 0,925 
BPRODK2 0,000 0,000 0,000 0,010 
BKAPK2 0,000 0,000 0,000 0,000 0,018 
S3+ 0,158 0,000 0,000 0,000 0,000 0,642 
EXE3+ 0,000 0,425 0,000 0,000 0,000 0,000 
BPERK3 0,000 0,000 0,311 0,000 0,000 0,000 
BPRODK3 0,000 0,000 0,000 -0,067 0,000 0,000 
BKAPK3 0,000 0,000 0,000 0,000 -0,046 0,000 
EXE3+ BPERK3 BPRODK3 BKAPK3 QE1+ GE1+ 
EXE3+ 0,578 
BPERK3 0,000 0,934 
BPRODK3 0,000 0,000 0,099 
BKAPK3 0,000 0,000 0,000 0,141 
QE1+ 0,000 0,000 0,000 0,000 0,078 
GEI+ 0,000 0,000 0,000 0,000 0,000 0,181 
QE2+ 0,000 0,000 0,000 0,000 0,061 0,000 
GE2+ 0,000 0,000 0,000 0,000 0,000 0,152 
QE3+ 0,000 0,000 0,000 0,000 -0,028 0,000 
GE3+ 0,000 0,000 0,000 0,000 0,000 0,104 
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PE1+ LA1- SA1+ QE2+ GE2+ PE2+ 
PE1+ 0,000 
LA1- 0,000 0,484 
SA1+ 0,000 0,000 0,140 
QE2+ 0,000 0,000 0,000 0,311 
GE2+ 0,000 0,000 0,000 0,000 0,388 
PE2+ 0,000 0,000 0,000 0,000 0,000 0,000 
LA2- 0,000 0,358 0,000 0,000 0,000 0,000 
SA2+ 0,000 0,000 0,276 0,000 0,000 0,000 
QE3+ 0,000 0,000 0,000 0,049 0,000 0,000 
GE3+ 0,000 0,000 0,000 0,000 0,176 0,000 
PE3+ 0,000 0,000 0,000 0,000 0,000 0,000 
LA3- 0,000 0,285 0,000 0,000 0,000 0,000 
SA3+ 0,000 0,000 0,122 0,000 0,000 0,000 
LA2- SA2+ QE3+ GE3+ PE3+ LA3-
LA2- 0,506 
SA2+ 0,000 0,177 
QE3+ 0,000 0,000 0,272 
GE3+ 0,000 0,000 0,000 0,353 
PE3+ 0,000 0,000 0,000 0,000 0,000 
LA3- 0,368 0,000 0,000 0,000 0,000 0,548 
SA3+ 0,000 0,130 0,000 0,000 0,000 0,000 
SA3+ 
SA3+ 0,247 
MEASURES OF GOODNESS OF FIT FOR THE WHOLE MODEL : 
CHI-SQUARE WITH 217 DEGREES OF FREEDOM IS 1274,66 (PROB, LEVEL = 0,000) 
GOODNESS OF FIT INDEX IS 0,793 
ADJUSTED GOODNESS OF FIT INDEX 15 0,690 
ROOT MEAN SQUARE RESIDUAL IS 0,059 
NFI INDEX IS 0,749 
NNFI INDEX IS 0,819 
PNFl2 INDEX IS 0,566 
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PRODUKTION5-LAGERHALTUNG5MODELL -- PANEL 85-86-87 
T-VALUE5 
LAMBDA Y 
K5I1,2 K5I2,2 K5I1,3 K5I2,3 
52+ 38,452 0,000 0,000 0,000 
EXE2+ 0,000 0,000 0,000 0,000 
BPERK2 0,000 19,402 0,000 0,000 
BPRODK2 0,000 23,788 0,000 0,000 
BKAPK2 0,000 0,000 0,000 0,000 
53+ 0,000 0,000 38,452 0,000 
EXE3+ 0,000 0,000 0,000 0,000 
BPERK3 0,000 0,000 0,000 19,402 
BPRODK3 0,000 0,000 0,000 23,788 
BKAPK3 0,000 0,000 0,000 0,000 
ETA1,1 ETA2,1 ETA3,1 
QE1+ 44,447 0,000 0,000 
GE1+ 0,000 0,000 0,000 
PE1+ 0,000 0,000 0,000 
LA1- 0,000 0,000 35,380 
5A1+ 0,000 0,000 0,000 
I-ETA1,2 I-ETA2,2 I-ETA3,2 
QE2+ 44,447 0,000 0,000 
GE2+ 0,000 0,000 0,000 
PE2+ 0,000 0,000 0,000 
LA2- 0,000 0,000 35,380 
5A2+ 0,000 0,000 0,000 
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ETA1,3 ETA2,3 ETA3,3 
QE3+ 44,447 0,000 0,000 
GE3+ 0,000 0,000 0,000 
PE3+ 0,000 0,000 0,000 
LA3- 0,000 0,000 35,380 
SA3+ 0,000 0,000 0,000 
BETA 
NKSl1,2 NKSl2,2 KSl1,3 KSl2,3 
ETA1,3-2 10,243 -0,618 10,243 -0,618 
ETA2,3-2 2,832 -5,657 2,832 -5,657 
ETA3,3-2 7,018 2,893 7,018 2,893 
ETA1,1 ETA2,1 ETA3,1 NETA1,1 NETA2,1 NETA3,1 
ETA1,1 0,000 2,285 -1,604 0,000 0,000 0,000 
ETA2,1 5,021 0,000 0,000 0,000 0,000 0,000 
ETA3,1 12,956 7,791 0,000 0,000 0,000 0,000 
I-ETA1,2 19,572 0,000 0,000 0,000 0,000 0,000 
I-ETA2,2 0,000 14,441 0,000 0,000 0,000 0,000 
1-ETA3,2 0,000 0,000 9,932 0,000 0,000 0,000 
ETA1,3-2 0,000 0,000 0,000 0,347 1,211 -0,168 
ETA2,3-2 0,000 0,000 0,000 1,296 1,843 0,000 
ETA3,3-2 0,000 0,000 0,000 8,397 3,227 -1,749 
ZETA1 ZETA2 ZETA3 I-ETA1,2 I-ETA2,2 I-ETA3,2 
I-ETA1,2 0,000 0,000 0,000 0,000 2,285 -1,604 
I-ETA2,2 0,000 0,000 0,000 5,021 0,000 0,000 
I-ETA3,2 0,000 0,000 0,000 12,956 7,791 0,000 
ETA1,3-2 0,347 1,211 -0, 168 0,347 1,211 -0,168 
ETA2,3-2 1,296 1,843 0,000 1,296 1,843 0,000 
ETA3,3-2 8,397 3,227 -1,749 8,397 3,227 -1,749 
ETA1,3 ETA2,3 ETA3,3 
ETA1,3 0,000 2,285 -1,604 
ETA2,3 5,021 0,000 0,000 
ETA3,3 12,956 7,791 0,000 
Wolfgang Krader - 978-3-631-75588-4




KSl1,2 KSl2,2 KSl1,3 KSl2,3 
KSl1,2 14,385 
KSl2,2 0,000 16,582 
KSl1,3 10,072 -0,864 0,000 14,760 
KSl2,3 3,411 -20,607 0,000 18,687 
ETA1,1 19,969 -2,055 19,007 2,933 
ETA2,1 0,437 -0,308 -1,007 -2,652 
ETA3,1 1,149 -1,175 -2,574 2,186 
ZETA1 -14,549 -0,008 -11,712 -1,489 
ZETA2 -1,991 2,967 3,570 -5,724 
ZETA3 -2,504 -2,215 3,474 1,615 
ETA1,1 ETA2,1 ETA3,1 NETA1,1 NETA2,1 NETA3,1 
ETA1,1 21,450 
ETA2,1 0,000 24,885 
ETA3,1 0,000 0,000 15,354 
ZETA1 ZETA2 ZETA3 
ZETA1 10,580 
ZETA2 0,000 13,316 
ZETA3 0,000 0,000 9,554 
ETA1,3 -0,645 0,000 0,000 
ETA2,3 0,000 4,754 0,000 
ETA3,3 0,000 0,000 2,674 
ETA1,3 ETA2,3 ETA3,3 
ETA1,3 0,000 
ETA2,3 0,000 7,732 
ETA3,3 0,000 0,000 3,213 
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S2+ EXE2+ BPERK2 BPRODK2 BKAPK2 S3+ 
S2+ 13,723 
EXE2+ 0,000 11,969 
BPERK2 0,000 0,000 21,535 
BPRODK2 0,000 0,000 0,000 0,000 
BKAPK2 0,000 0,000 0,000 0,000 0,247 
S3+ 4,564 0,000 0,000 0,000 0,000 13,135 
EXE3+ 0,000 11,699 0,000 0,000 0,000 0,000 
BPERK3 0,000 0,000 10,172 0,000 0,000 0,000 
BPRODK3 0,000 0,000 0,000 -1,290 0,000 0,000 
BKAPK3 0,000 0,000 0,000 0,000 -0,896 0,000 
EXE3+ BPERK3 BPRODK3 BKAPK3 QE1+ GE1+ 
EXE3+ 11,311 
BPERK3 0,000 21,811 
BPRODK3 0,000 0,000 1,565 
BKAPK3 0,000 0,000 0,000 2,253 
QE1+ 0,000 0,000 0,000 0,000 1,420 
GE1+ 0,000 0,000 0,000 0,000 0,000 3,454 
QE2+ 0,000 0,000 0,000 0,000 1,647 0,000 
GE2+ 0,000 0,000 0,000 0,000 0,000 4,253 
QE3+ 0,000 0,000 0,000 0,000 -0,775 0,000 
GE3+ 0,000 0,000 0,000 0,000 0,000 2,940 
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PE1+ LA1- SA1+ QE2+ GE2+ PE2+ 
PE1+ 0,000 
LA1- 0,000 9,645 
SA1+ 0,000 0,000 2,276 
QE2+ 0,000 0,000 0,000 6,103 
GE2+ 0,000 0,000 0,000 0,000 7,874 
PE2+ 0,000 0,000 0,000 0,000 0,000 0,000 
SA2+ 0,000 0,000 6,944 0,000 0,000 0,000 
QE3+ 0,000 0,000 0,000 1,348 0,000 0,000 
GE3+ 0,000 0,000 0,000 0,000 4,986 0,000 
PE3+ 0,000 0,000 0,000 0,000 0,000 0,000 
LA3- 0,000 8,393 0,000 0,000 0,000 0,000 
SA3+ 0,000 0,000 3,049 0,000 0,000 0,000 
LA2- SA2+ QE3+ GE3+ PE3+ LA3-
LA2- 10,066 
SA2+ 0,000 2,859 
QE3+ 0,000 0,000 5,212 
GE3+ 0,000 0,000 0,000 7,028 
PE3+ 0,000 0,000 0,000 0,000 0,000 
LA3- 10,582 0,000 0,000 0,000 0,000 10,961 
SA3+ 0,000 3,104 0,000 0,000 0,000 0,000 
SA3+ 
SA3+ 4,031 
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PRODUKTIONS-LAGERHAL TUNGSMODELL -- PANEL 85-86-87 
TOTAL EFFECTS 
TOTAL EFFECTS OF ETA ON ETA 
KSl1,2 KSl2,2 NKSl1,2 NKSl2,2 KSl1,3 KSl2,3 
NKSl1,2 -1,000 0,000 0,000 0,000 0,000 0,000 
NKSl2,2 0,000 -1,000 0,000 0,000 0,000 0,000 
ETAl,3-2 -0,839 0,006 0,839 -0,006 0,839 -0,006 
ETA2,3-2 -0,199 0,067 0,199 -0,067 0,199 -0,067 
ETA3,3-2 -0,682 -0,031 0,682 0,031 0,682 0,031 
ETA1,3 -0,791 0,011 0,791 -0,011 0,791 -0,011 
ETA2,3 -0,315 0,069 0,315 -0,069 0,315 -0,069 
ETA3,3 -1,114 -0,019 1,114 0,019 1,114 0,019 
ETA1,1 ETA2,1 ETA3,1 NETA1,1 NETA2,1 NETA3,1 
ETA1,1 -0,022 0,048 -0,057 0,000 0,000 0,000 
ETA2,1 0,144 0,007 -0,008 0,000 0,000 0,000 
ETA3,1 0,509 0,127 -0,030 0,000 0,000 0,000 
NETA1,1 -0,978 -0,048 0,057 0,000 0,000 0,000 
NETA2,1 -0,144 -1,007 0,008 0,000 0,000 0,000 
NETA3,1 -0,509 -0,127 -0,970 0,000 0,000 0,000 
I-ETA1,2 0,563 0,049 -0,054 0,000 0,000 0,000 
I-ETA2,2 0,154 0,507 -0,012 0,000 0,000 0,000 
1-ETA3,2 0,489 0,124 0,330 0,000 0,000 0,000 
ETA1,3-2 -0,012 -0,049 0,007 0,031 0,099 -0,011 
ETA2,3-2 -0,054 -0,083 0,000 0,135 0,167 0,000 
ETA3,3-2 -0,427 -0,139 0,094 1,042 0,281 -0,144 
ETA1,3 0,541 0,021 -0,071 -0,023 0,088 -0,003 
ETA2,3 0,180 0,427 -0,023 0,131 0,180 0,000 
ETA3,3 0,354 0,039 0,386 1,044 0,344 -0,145 
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ZETA1 ZETA2 ZETA3 1-ETA1,2 I-ETA2,2 I-ETA3,2 
I-ETA1,2 -0,978 -0,048 0,057 -0,022 0,048 -0,057 
I-ETA2,2 -0,144 -1,007 0,008 0,144 0,007 -0,008 
I-ETA3,2 -0,509 -0, 127 -0,970 0,509 0,127 -0,030 
ETA1,3-2 -0,008 -0,001 0,002 0,039 0,099 -0,013 
ETA2,3-2 -0,021 -0,008 0,009 0,156 0,174 -0,009 
ETA3,3-2 0,055 -0,034 0,058 0,986 0,315 -0,201 
ETA1,3 -0,946 -0,087 0,112 0,923 0,175 -0,114 
ETA2,3 -0,304 -1,028 0,034 0,436 1,207 -0,034 
ETA3,3 -0,962 -0,310 -0,852 2,006 0,654 0,707 
ETA1,3-2 ETA2,3-2 ETA3,3-2 ETA1,3 ETA2,3 ETA3,3 
ETA1,3 0,978 0,048 -0,057 -0,022 0,048 -0,057 
ETA2,3 0,144 1,007 -0,008 0,144 0,007 -0,008 
ETA3,3 0,509 0,127 0,970 0,509 0,127 -0,030 
TOTAL EFFECTS OF ETA ON y 
KSl1,2 KSl2,2 NKSl1,2 NKSl2,2 KSl1,3 KSl2,3 
S2+ 0,921 0,000 0,000 0,000 0,000 0,000 
EXE2+ 1,000 0,000 0,000 0,000 0,000 0,000 
BPERK2 0,000 0,276 0,000 0,000 0,000 0,000 
BPRODK2 0,000 1,024 0,000 0,000 0,000 0,000 
BKAPK2 0,000 1,000 0,000 0,000 0,000 0,000 
S3+ 0,000 0,000 0,000 0,000 0,921 0,000 
EXE3+ 0,000 0,000 0,000 0,000 1,000 0,000 
BPERK3 0,000 0,000 0,000 0,000 0,000 0,276 
BPRODK3 0,000 0,000 0,000 0,000 0,000 1,024 
BKAPK3 0,000 0,000 0,000 0,000 0,000 1,000 
QE3+ -0,839 0,011 0,839 -0,011 0,839 -0,011 
GE3+ -0,791 0,011 0,791 -0,011 0,791 -0,011 
PE3+ -0,315 0,069 0,315 -0,069 0,315 -0,069 
LA3- -0,863 -0,014 0,863 0,014 0,863 0,014 
SA3+ -1, 114 -0,019 1,114 0,019 1,114 0,019 
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ETA1,1 ETA2,1 ETA3,1 NETA1,1 NETA2,1 NETA3,1 
QE1+ 1,038 0,051 -0,061 0,000 0,000 0,000 
GE1+ 0,978 0,048 -0,057 0,000 0,000 0,000 
PE1+ 0,144 1,007 -0,008 0,000 0,000 0,000 
LA1- 0,394 0,099 0,751 0,000 0,000 0,000 
SAt+ 0,509 0,127 0,970 0,000 0,000 0,000 
QE2+ 0,598 0,052 -0,058 0,000 0,000 0,000 
GE2+ 0,563 0,049 -0,054 0,000 0,000 0,000 
PE2+ 0,154 0,507 -0,012 0,000 0,000 0,000 
LA2- 0,378 0,096 0,256 0,000 0,000 0,000 
SA2+ 0,489 0,124 0,330 0,000 0,000 0,000 
QE3+ 0,574 0,022 -0,076 -0,024 0,094 -0,003 
GE3+ 0,541 0,021 -0,071 -0,023 0,088 -0,003 
PE3+ 0,180 0,427 -0,023 0,131 0,180 0,000 
LA3- 0,274 0,031 0,299 0,808 0,267 -0,112 
SA3+ 0,354 0,039 0,386 1,044 0,344 -0,145 
ZETA1 ZETA2 ZETA3 I-ETA1,2 I-ETA2,2 I-ETA3,2 
QE2+ -1,038 -0,051 0,061 1,038 0,051 -0,061 
GE2+ -0,978 -0,048 0,057 0,978 0,048 -0,057 
PE2+ -0,144 -1,007 0,008 0,144 1,007 -0,008 
LA2- -0,394 -0,099 -0,751 0,394 0,099 0,751 
SA2+ -0,509 -0,127 -0,970 0,509 0,127 0,970 
QE3+ -1,004 -0,092 0,118 0,980 0,186 -0,121 
GE3+ -0,946 -0,087 0,112 0,923 0,175 -0,114 
PE3+ -0,304 -1,028 0,034 0,436 1,207 -0,034 
LA3- -0,745 -0,240 -0,660 1,554 0,507 0,548 
SA3+ -0,962 -0,310 -0,852 2,006 0,654 0,707 
ETA1,3-2 ETA2,3-2 ETA3,3-2 ETA1,3 ETA2,3 ETA3,3 
QE3+ 1,038 0,051 -0,061 1,038 0,051 -0,061 
GE3+ 0,978 0,048 -0,057 0,978 0,048 -0,057 
PE3+ 0,144 1,007 -0,008 0,144 1,007 -0,008 
LA3- 0,394 0,099 0,751 0,394 0,099 0,751 
SA3+ 0,509 0,127 0,970 0,509 0,127 0,970 
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Die Ergebnisse für die simultanen Beziehungen der Produktions-, Preis-
und Lagerhaltungsvariablen in t, t = 1, 2, 3, entsprechen denen des 
statischen Modells M1 (vgl. Tabelle Val. Allerdings ist der negative direkte 
Effekt der Nettolagerbestandsbeurteilung (ß 79 • = ß18 , 119 • = ß22 , 2 .._" 
-0,059 (-1,604)) auf die Produktionserwartung nicht mehr signifikant. 
Dagegen ist jetzt in Version B der negative Einfluß steigender Kosten 
auf die günstige Produktionsentwicklung (ß 19 ,.._ • ß19 , 8 • -0,006 
(-0,618)) nicht mehr statistisch abgesichert. Die Nachfrageeffekta (ß19 , 3 • 
= ß111 ,5 • = 0,839 (10,243), ß20 , 3 • = ß20 , 5 • = o, 199 (2,832), ß21 , 3 • = 
ß21 , 5 • = 0,682 (12,956)) dominieren auch hier, wobei der Einfluß der 
günstigen Nachfrageentwicklung auf die erwartete Produktionserhöhung 
deutlich überwiegt. 
Die Matrix A • der Effekte der verzögerten latenten endogenen Variablen 
l'Ji_,_ 1 •, t = 1, 2, 3, ist durch 
• • • 111,t-1 112,t-1 113,t-1 
• 0,031 (0,347) 0,099 (1,211) -0,011 (-0,168) 111, t 
(8.2.1) A • • 0,135 (1,26g) 0,167 (1,843) 0,000 ( - ) 112,t 
• 1,042 (8,397) 0,281 (3,227) -0,144 (1,749) 113,t 
gegeben (t-Werte in Klammern). 
Dabei fllllt auf, daB insbesondere die Produktions- und Preiserwartungen 
der Unternehmen, 11 1 t-l • bzw. 11 2 t-l •, in der Vorperiode signifikant 
positive Effekte auf d•i • Beurteilung 0 der Nettolagerbestände 11 3 ,/ in der 
nächsten Periode ausüben. Der Autoregr• ssionskoeffiziant der 
Nettolagerhaltung (ß 21 ,12 • = ß21 ,15 • = ß21 , 119 * = -0,144 (-1,749)) besitzt 
wie in der Version A das falsche Vorzeichen, ist aber nicht signifikant. 
Zusammenfassend zeigen die Panelschlltzungen für die deutschen 
Unternehmen d• s Verarbeitenden Gewerbes, daB zumindest von der 
Kostenseite her eine Tendenz zur Glättung der Produktion besteht, die 
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allerdings durch dominierende Nachfrageeffekte mehr als kompensiert 
werden. Eine genauere Betrachtung der Gesamteffekte der Variablen 
offenbart auch, daß entsprechend den in König/Nerlove (1986) theoretisch 
abgeleiteten Aussagen niedrige Nettolagerbestände in der Vorperiode eine 
verstärkte Produktionstätigkeit in der laufenden Periode bewirken (vgl. 
Gesamteffekte der TJ;,i-, • in Tabelle XI bzw. XII). 
Allerdings geben die Schätzungen der strukturellen Koeffizienten des 
autoregressiven Zusammenhangs zwischen den endogenen latenten Variablen 
keinen Aufschluß über die zeitliche Stabilität der Beziehungen in den beiden 
Panelversionen A bzw. B des Differenzengleichungsansatzes. 
Stabilitätsaussagen bezüglich des autoregressiven Prozesses sind erst im 
Rahmen eines Differentialgleichungsmodells möglich, das zudem bei 
gegebener Stabilität die Durchführung von Prognosen das zukünftigen 
Preis-, Produktions- und Lageranpassungsverhaltens dar Unternehmen 
erlaubt. die Transformation des Differenzengleichungsmodells in ein 
entsprechendes Differentialgleichungssystem ist Inhalt des nächsten 
Abschnitts (vgl. Arminger (1986)). 
8.3 Die Erweiterung auf ein linear stochastisches Diffaranlial-
gleichungsmodell 
Ausgehend von einem System linearer Differentialgleichungen erster Ordnung 
mit konstanten Koeffizienten läßt sich das stochastische Differentialgleichungs-
system in der Form 
(8.3.1) D TJ(t) ATJ(t) + B~(t) + v(t), t ET 
darstellen, mit D als Differentialgleichungsoparator, A bzw. B als zu 
schätzende konstante Koaffizientanmatrizen der verzögerten endogenen und 
erklärenden exogenen latenten Variablen und v(t) als stochastischen 
Störterm in den Gleichungen. Wird für v(t) ein stationärer Prozeß 
angenommen, dar zu normalvertailtan Störtermen in den Lösungen das 
Differentialgleichungssystems führt, ergibt sich als Lösung das Systems 
(8.3.1) 
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(8.3.2) ~ ( t) axp[(t - t 0 )A J~(t 0 ) + f exp[(t - s)A]B~(s)ds + C:(t), 
'o 
mit 11( t 0 ) als Startbedingung in t 0 , die bei zeitkonstanten erklärenden 
Variablen in 
(8.3.3) 11, exp[MA]l')1_ 1 + A- 1 (exp[ötA] - IJB~ + C1 
transformiert werden kann. Dabei ist C, eine normalverteilte Zufallsvariable, 
mit E!C1) = 0 und 'f,,• = E[ C1 , c.·J, t, s E T, der ein stationärer 
stochastischer Prozeß zugrundeliegt (vgl. Arminger (1986, S. 189-192)). 
Aus dem Vergleich der Lösung des Differentialgleichungssystems in 
(8.3.3) mit dem allgemeinen dynamischen LISREL-Ansatz 
(8.3.4) • 'lt 
(vgl. Jöraskog/Sörbom (1977, S. 315-316); Jöreskog (1978, S. 358-360)) 
können die Koeffizientenmatrizen A bzw. B des linear stochastischen 
Differentialgleichungsmodells aus der integrierten Form (8.3.3) aus den 
ML-Schltzern e•, r• des LISREL-Modells über 
(8.3.5a) A 
(8.3.5b) B 
bestimmt werden, nachdem eine Spektralzerlegung der Matrix e• 
vorgenommen wurde. 
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Die Matrix der Effekte der verzögert endogenen latenten Variablen 
ergibt sich dann als93 
(8.3.Sc) A A A "-1 H AH , 
mit H als Matrix der Eigenvektoren und A als Diagonalmatrix der 
logarithmierten Eigenwerte, q, der ursprünglichen Matrix B*. 
Allerdings treten Berechnungsprobleme auf, wenn die ermittelten 
Eigenwert• der B*-Matrix negativ bzw. komplex sind, wobei die reellen Teile 
der Eigenwerte, a, das langfristig• Zunehmen bzw. Abnehmen kennzeichnen 
und der Imaginärteil, b, die oszillierend• bzw. zyklische Komponente 
darstellt. 
In beiden Fällen ist der Logarithmus der Eigenwerte, lnq, nicht eindeutig 
berechenbar. Bei negativen bzw. konjugiert komplexen Eigenwerten, q < 0 
bzw. q = a + bi, ist fUr allgemeine quadratische Matrizen der Logarithmus 
durch 
(8.3.6a) lnq lnlql + i211k, i = i---:;, k / 0 V k, Z, 
bzw. 
(8.3.6b) lnq lnlql + i(9 + 211k), k , Z, F,, 
definiert mit Jql = / a + b als Modulus der Eigenwerte und El = arctan 
b/a. Damit ergeben sich fUr k , Z unendlich viele Lösungen fUr lnq. Die 
asymptotische Stabilität hängt jedoch nur vom reellen Teil der Eigenwerte 
von A ab (vgl. Arminger (1986, S. 194)). 
93 Dabei wird angenommen. daß gleiche Zeitintervall• zwiach• n den 
• inz • ln• n Pan • lzeltpunlct• n vorll• g • n. Bei dlff• r-i • rend • n Zeitintervallen 
mU ••• n zu • ätzllch• R •• triktion• n bezüglich den a•-. r•-Matrlz • n 
berUckelchtlgt werden (vgl. hierzu Armlnger (191!11!1, S. 195)). 
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Als notwendige und hinreichende Bedingung für die asymptotische 
Stabilität des Gleichgewichts eines linearen stochastischen 
Differentialgleichungssystems folgt, daß alle reellen Eigenwerte von A 
negativ sein müssen (vgl. Tuma/Hannan (1984, S. 361-363)). 
Konjugiert komplexe Eigenwerte von A mit einem negativen reellen Teil 
bewirken, daß das System zum Gleichgewichtspunkt hin oszilliert, wogegen 
es sich bei einem positiven reellen Teil exponentiell über die Zeit vom 
Gleichgewicht entfernt (vgl. Tuma/Hannan (1984, S. 368-369)). 
Im folgenden wurde 




diese Transformation des 
ein entsprechendes System von 
beiden Versionen des geschätzten 
Panelmodells im vorangegangenen Abschnitt übertragen. 
Bei der Berechnung der Matrix A für die geschätzten Panelmodelle A, B 
ergab sich wider Erwarten neben negativen bzw. konjugiert komplexen 
Eigenwerten q94 und damit verbundenen komplexen Matrizen der 
Eigenvektoren H in den Ausgangsmatrizen 
r 0.025 0,000 0,0001 
(8.3.7) A • 0,000 0,119 0,000 A 
0,000 0,000 -0,112 
bzw. 
r 0.031 0,099 ~0,011 1 
(8.3.8) A • 0,135 0,167 0,000 B 
1,042 0,281 -0,144 
des Differenzenmodells (vgl. (8.1.21)) zudem da• Problem, daß die in 
Gleichung (8.3.Sc) notwendige Inverse der komplexen Matrix H wegen 
Singularität von H nicht gebildet werden konnte. Um trotzdem A berechnen 
94 O • miil!I (8.3.Sa) - (8.3.Sb) wurd • n b • I n • gatlv• n kompl • a • n Eig • nw• rt• n 
q di• zu 1c = 1 bzw. k = O g• härlg• n Hauptache• nw• rt • von lnq b•• tlmmt. 
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zu können, wurde eine verallgemeinerte Inverse der komplexen Matrix H 
bestimmt (vgl. Basilevsky (1983, S. 232-234, 287-294); Rao/Mitra (1971, 
s. 51f.)). 
Tabelle XIII enthält die transformierten Werte der Parameter in A und B 
für die zwei geschätzten Panelversionen. Standardfehler der jeweiligen 
Koeffizienten konnten wegen der komplexen Eigenwerte und Eigenvektoren 
aus den asymptotischen Varianz-Kovarianz-Matrizen von A bzw. B nicht 
bestimmt werden. 95 
Die Ergebnisse sind wegen der bestehenden Komplexität der 
Koeffizientenmatrizen nicht befriedigend. Für die Panelversion A lassen sich 
nur die Effekte der Nachfrage- und Kostenänderungen auf die Produktions-
und Preiserwartungen vergleichbar zum D ifferenzenglaic h ungs modal 1 
interpretieren. Ansonsten kann lediglich eine Aussage über die Sta~ilität der 
Koeffizienten der verzögerten latenten endogenen Variabi;in gemacht 
werden. Für beide Panelversionen wurden nega,ive Eigenwerte der reellen 
Teile von A berechnet. Somit konvergiersn die Prozesse oszillierend über 
die Zeit zu einer.: Gleichgewichtspunkt. 
95 Vgl. Armlnger (1986, S. 198-200) für die explizite Ableitung der 
a • ymptoti • chen Varianz-Kovarianz-Matrizen unter Verwendung der 
multlvariat•n Delta-Methode. wenn die Ei9enwer-t• von A • ver • chieden. 
po • ltlv und reell alnd. 
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Tabelle XIII: Matrix A bzw. B der Koeffizienten der verzögerten endogenen 
latenten und erklärenden exogenen latenten Variablen ~1 t-, • 
bzw. ~. • des linear stochastischen Differentialgleichu~gs-
modells der geschätzten Panelversionen A, B 
a a 
Panelversion A: 
-3,889 0,000 0,000 3,859 -0,088 
Reelle Teil 0,000 -2,129 0,000 0,889 -0,172 
0,000 0,000 -2,189 3,471 0,047 
0,000 0,000 0,000 0,000 0,000 
lmaginärteil 1l 0,000 0,000 0,000 0,000 0,000 
0,000 0,000 8,2831 -9,9811 -0,1381 
Reelle Eigenwerte -3,889 -2,129 -2,189 
Panelversion .!!..; 
-7 ,545 11,537 -2,738 5,581 0,778 
Reelle Teil 5,245 -7,213 1,353 -3,882 -0,487 
24,534 -1,404 -23,214 -0,745 1,288 
-2,9751 3,8801 12,7541 -8,1311 -0, 1421 
lmaginärteil1l 2,3201 -3,1301 -8,3591 3,7581 0,0531 
4,0821 -18,5351 -4,8881 -1,7171 -1,0481 
Reelle Eigenwerte -28,990 -0,131 -10,850 
1) Symbol 1 bez•ichnet F,. 
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9. Zusammenfassung und Ausblick 
Diese Arbeit gibt im 1. Teil (Kapitel 2-3) einen Überblick über neuere 
Verfahren zur Schätzung von linearen simultanen latenten 
Kovarianzstrukturmodellen mit quantitativen und qualitativen Indikatoren der 
zugrundeliegenden stetigen nicht direkt beobachtbaren endogenen und 
erklärenden exogenen latenten Einflußfaktoren. Daneben werden 
schwerpunktmäßig in den Kapiteln 4-6 Identifikationsmöglichkeiten und 
Testverfahren sowie die klassische Effektzerlegung und ihre Erweiterungen 
in simultanen Systemen behandelt. Basierend auf der verallgemeinerten 
dreistufigen Modellstruktur von Muthen (1984, 1988) werden die 
theoretischen Grundlagen und Zusammenhänge der GLS- und ML-Schätzer 
im Rahmen des sich als Spezialfall ergebenden LISREL-Ansatzes von 
Jöreskog und Sörbom (1986, 1988) für stetige lndikatorvariable bei 
Gültigkeit der Normalverteilungsannahme formal dargestellt und hergeleitet. 
Insbesondere gilt, daß der GLS- und ML-Schätzer asymptotisch äquivalent 
sind, wenn als Gewichtungsmatrix in der GLS-Schätzfunktion der 
ML-Schätzer der Varianz-Kovarianz-Matrix der Stichprobenmomente 
herangezogen wird (vgl. Browne (1977); Jöreskog/Goldberger (1972)). Zur 
Überprüfung der asymptotischen Eigenschaften beider Schätzer werden 
keine speziellen Verteilungsannahmen bezüglich den beobachtbaren und 
latenten Variablen eingeführt. Es wird lediglich die unabhängige und 
identische Verteilung der Indikatoren und die Existenz der vierten zentralen 
Momente vorausgesetzt (vgl. Browne (1977, 1982); Shapiro (1984); 
Anderson (1989)). 
Da die GLS- und 
und 
ML-Schätzer wegen der restriktiven 
gegenüber Verteilungsannahme der mangelnden Robustheit 
Abweichungen von der Normalverteilung nur auf stetige beobachtbare 
Zufallsvariable sinnvoll anwendbar sind, werden im 3. Kapitel zwei 
Verfahren vorgestellt, die die Berücksichtigung von qualitativen Indikatoren 
mit geordneten Kategorien 
Normalverteilungsannahme und 
setzungen ermöglichen. Neben 
bei geringen 
unter allgemeinen 




polyserialen Korrelationskoeffizienten, die zur Beschreibung der Beziehung 
zwischen Paaren bzw. Tripla von stetigen bi- bzw. trivariat normalverteilten 
latenten Variablen herangezogen werden (vgl. Poon/Lee (19871), werden 
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sogenannte asymptotisch verteilungsfreie Schätztechniken, die mittlerweile 
in Programmpaketen wie LISREL VII, EQS, LISCOMP, MECOSA und 
LINCS 2.0 enthalten sind, ausführlich behandelt (vgl. Browne (1982, 1984-); 
Bentler (1983b); Mooijaart (1985a,b)). Zentrales Element ist dabei die 
Ableitung der asymptotischen Varianz-Kovarianz-Matrix der empirischen 
polychorischen und polyserialen Korrelationskoeffizienten, die dann als 
allgemeine Gewichtungsmatrix im GLS- und ML-Schätzer verwendet wird. 
Wünschenswert wäre in diesem Zusammenhang die Anwendung von 
marginalen ML-Schätzern, die unter Verwendung einer mischenden Dichte 
zusätzlich die Einbeziehung von qualitativen multinomialverteilten 
beobachtbaren Variablen (vgl. Arminger (1985)) erlauben. 
Das Problem der theoretischen Parameteridentifikation (vgl. Hsiao 
(1983)) in latenten Kovarianzstrukturmodellen, fUr die in der Regel 
allgemeingültige Identifikationskriterien fehlen, wird eingehend in Kapitel 4-
behandelt. Dabei erweist sich die algebraische Identifikation bzw. ihre 
computergestützte Umsetzung (vgl. Seidel/Eicheier (1989)) als ein 
allgemeingültiges Identifikationsverfahren, das zudem gegenüber der 
Anwendung von Rangkriterien auf die Jacobi-Matrix der 
Varianz-Kovarianz-Gleichungen bzw. den Test auf positive Definitheit der 
empirischen Informationsmatrix den Vorteil besitzt, daß Informationen 
darüber gewonnen werden, welche Teile der Modellstruktur überidentifiziert 
sind und inwieweit noch zusätzliche Restriktionen eingeführt werden 
müssen. 
Als nur bedingt aussagefähig müssen die in Kapitel 5 beschriebenen 
Testverfahren und GUtemaße zur Vergleichbarkeit unterschiedlicher 
empirischer Modellansätze angesehen werden, die im Rahmen einer 
genesteten Modellstruktur hinsichtlich der verteilungsbedingten Abhlingigkeit 
von der Stichprobengröße und der Robustheit der ML- und ADF-Schätzung 
überprüft warden (vgl. Marsh et al. (1988); Mulaik et al. (1989)). 
Ein wesentliches Element in der Interpretation der strukturellen 
Beziehungen des latenten Kovarianzstrukturmodells 
Effektzerlegung. Kapitel 6 beinhaltet die Darstellung 
Methoden der Effektzerlegung (vgl. Sobel (1986); Bollen 
bildet die 
verschiedener 
( 1987)) von 
bivariaten Regressionskoeffizienten und Koeffizienten der reduzierten Form 
in die direkten und indirekten Komponenten sowie die daraus resultierenden 
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Gesamteffekte. Am Beispiel nichtrekursiver Modellstrukturen werden auch 
Verfahren zur Berechnung von spezifischen indirekten und sogenannten 
nichtkausalen Effekten in Form von Scheinabhängigkeiten der endogenen 
latenten und beobachtbaren Variablen und dar nichtbarücksichtigten 
Kovariation der exogenen latenten Variablen vorgestellt (vgl. Freeman 
(1982)), 
Im zweiten Teil dieser Arbeit (Kapitel 7-8) wird das allgemeine latente 
Kovarianzstrukturmodell zur empirischen Überprüfung der simultanen 
Beziehungen zwischen der Preis- und Produktionsplanung sowie der 
Lagerhaltung deutscher und französischer Unternehmen bei bestehender 
Unsicherheit über die zukünftige Entwicklung der Nachfrage- und 
Kostensituation herangezogen. Dabei steht die Beantwortung der Frage, ob 
und in welchem Ausmaß deutsche wie französische Unternehmen Lager-
und/oder Auftragsbestände an Endprodukten als Anpassungsinstrumente mit 
dem Ziel der Produktionsglättung einsetzen oder ob vielmehr den Preis- und 
Produktionsreaktionen die entscheidende Bedeutung im Anpassungsprozeß 
zuzuschreiben ist, im Vordergrund. Die Beantwortung dar gestellten Fragen 
auf der Mikroebene kann als zusätzlicher Beitrag zur Beschreibung und zum 
besseren Verständnis das auf der Makroebene zu beobachtenden Phänomens 
auftretender Konjunkturzyklen gelten. Als vorteilhaft erweist sich, daB die 
aus dem theoretischen Lagerhaltungsmodell abgeleiteten Hypothesen 
unmittelbar in Form eines simultanen strukturellen Gleichungssystems des 
LISREL-Ansatzes formuliert und geschätzt werden können. 
Die wichtigsten der auf der Mikroebene dargestellten Ergebnisse der 
ML- und ADF-Schätzungen des komparativ-statistischen Modells zeigen, daß 
die Produktionsglättungshypothase für deutsche Unternehmen in 
konjunkturellen Aufschwungs- und Rezessionsphasen bei Berücksichtigung 
von Nettolagerbeständen eindeutig abgelehnt werden muß. Dabei wird auch 
eine "stickiness" der Preise nach unten deutlich. Deutsche Unternehmen 
sind im Gegensatz zu französischen Unternehmen in rezessiven Phasen 
nicht bereit, die Produktpreise nach unten zu korrigieren, um so dem 
erwarteten Nachfrageausfall und dem damit verbundenen 
Produktionsrückgang kurzfristig entgegenzuwirken. 
Erst die Trennung das Nettolagerbestandes in Lager- und 
Auftragsbestände bringt die erwartete Bestätigung der 
Produktionsglä tt ungs hypothese und zeigt zugleich, daB die Auftragsbestände 
an Endprodukten ein gewichtigeres Anpassungsinstrument der Unternehmen, 
neben der Variation der Lagerbestände, darstellen. Entgegen den Aussagen 
des theoretischen Modells können die Auftragsbestände nicht mehr als 
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negative Lagerbestände interpretiert werden. Im Unterschied dazu scheint 
bei französischen Unternehmen auch die Nettolagerbestandsvariable eine 
glättende Wirkung auf die Produktionsschwankungen auszuüben. Allerdings 
ist diese Aussage wegen der meist insignifikanten Beziehungen und des 
geringen Stichprobenumfangs nicht als allgemeingültig anzusehen. 
Auffallendstes Ergebnis der Panelstudie für deutsche Unternehmen in 
der Aufschwungphase ist, daß ausgehend von Nettolagerbeständen 
zumindest von der Kostenseite her eine Tendenz zur Glättung der 
Produktion festzustellen ist, die allerdings durch dominierende 
Nachfrageeffekte mehr als kompensiert wird. Generell belegen die 
durchgeführten Modellschätzungen im komparativ-statischen wie 
dynamischen Fall eindrucksvoll die Dominanz der Nachfrageerwartungen im 
Entscheidungsbildungsprozeß der Unternehmen. Dabei reagieren deutsche 
und französische Unternehmen überwiegend mit Produktionsilnderungen. Im 
statischen Modell kommt den Preisreaktionen eine untergeordnete Rolle zu. 
Ähnliches gilt für den Einfluß der einbezogenen Kostenvariablen, was nicht 
zuletzt auf die geringe Variabilitllt der auf Branchenebene zugespielten 
Kostengrllßen im IFO- bzw. auf die zu geringe Stichprobengröße des 
INSEE-Datensatzes und die unzureichende Aussagefähigkeit der nur nominal 
erfaßten Lohnkostenvariablen zurückzuführen ist. 
An dieser Stelle sind einige Vorbehalte zu erwähnen, die sich vor allem 
auf die Datenkonstruktion und fehlende Variable beziehen und ebenfalls für 
das geschätzte dynamische Modell des Unternehmensverhaltens in Kapitel 8 
gelten. Aufgrund der Datenaggr• gation werden kein• saisonalen 
Schwankungen und zyklischen Effekt• in den Entsch• idungsvariablen 
berücksichtigt. Ebensowenig werden unternehm• nssp• zifisch• Unterschiede 
wegen des oft nur qualitativ vorliegenden Datenmaterials explizit in Form 
von Niveauvariablen einbezogen. Als Mangel zeigt sich auch, daB die 
Lagerb• standsvariabl• n nicht disaggr• giert in Rohmaterialien und 
Zwischenprodukten sondern nur in der aggregi• rt • n Größe der Endprodukte 
in das theoretische und empirisch spezifiziert• Modell eingehen. Zukünftige 
Arbeiten sollten deshalb darauf ausgerichtet sein, neben den 
unternehm• nsspezifisch• n Unterschieden die Het• rogenitilt der 
Lagerb• standsvariablen im Anpassungsprozeß zu modellieren, um so den 
bestehenden Interaktions- und Substitutionsbeziehung• n zwischen 
Produktions-, Lager- und/oder Auftragsbestands- und Preisentwicklung und 
der Dynamik der Entscheidungsbildung besser Rechnung tragen zu können. 
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Anhang 1: Ausgewählte Fragen des deutschen und französischen 
Konjunkturtests, die in dieser Arbeit benutzt wurden 
IFO-Konjunkt urtest 
Variable 
La Unsere Lager an unverkauften Fertigwaren von XV empfinden wir 
z.Z. als zu klein, ausreichend (saisonüblich), zu groB, 
Lagerhaltung nicht üblich. 
Sa Unseren Auftragsbestand (In- und Ausland) für XV empfinden wir 
z .Z. als - verhältnismäßig groß (z.B. verlängerte Lieferzeiten), 
ausreichend (saisonüblichl, zu klein. 
s Unser Auftragsbestand (wertmäßig, In- und Ausland) für XV ist 
z.Z. gegenüber dem Vormonat - höher, etwa gleich groß, 
niedriger. 
Ex. Der Umfang unseres Exportgeschäfts wird voraussichtlich in den 
nächsten drei Monaten - unter Berücksichtigung der bisherigen 
Exportabschlüsse und der laufenden Auftragsverhandlungen 
zunehmen, etwa gleich bleiben, abnehmen, wir exportieren XV 
nicht. 
P • Unsere Inlandsverkaufspreise (Nettopreis) für XV werden - unter 
Berücksichtigung von Konditionsveränderungen - voraussichtlich im 
laufe der nächsten drei Monate - steigen, etwa gleich bleiben, 
fallen. 
o. Unsere inländische Produktionstätigkeit bezüglich XV wird 
voraussichtlich im laufe der nächsten drei Monate in 
konjunktureller Hinsicht - also unter Ausschaltung rein saisonaler 
Schwankungen - steigen, etwa gleich bleiben, abnehmen. 
G• Unsere Geschäftslage für XV wird in den nächsten sechs Monaten 
in konjunktureller Hinsicht also unter Ausschaltung rein 
saisonaler Schwankungen 
eher ungünstiger. 
eher günstiger, etwa gleich bleiben, 
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Taux de salaire (marquez O s'ils n'ont pas varie) - De 
combien ont varie les taux de salaire horaire dans votre 
entreprise + 
Evolution de votre production - tendance au cours des 3 
ou 4 derniers mois + = -
Evolution de votre production - tendance probable au 
cours des 3 ou 4 prochains mois + = - • 
Evolution de vos prix de vente - Quelle sera la variation 
probable de vos pris de vanta ( hors taxas) + = - . 
Evolution da la demanda - tandance probable au cours 
das 3 ou 4 prochains mois + = - . 
Evolution da la demande etrangt!re tendance probable 
au cours des 3 ou 4 prochains mois + = 
Evolution de vos stocks de produits fabriques 
considerez-vous que, campte tanu de la saison, vos 
stocks actuels da produit fabriques sont + 
La notion de carnet de commandes a-t-elle une 
signification pour votre production? 
Si oui, considerez-vous qua, campte tenu de la saison, 
votre carnet de commandes ast actuallement + = -
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Anhang 11: Darstellung des LISREL-Programminputs für die zwei 
geschätzten Panelmodelle A und B 
PRODUKTIONS-LAGERHALTUNGSMODELL -- PANEL 85-86-87 -- VERSION A 
DA Nl=48 N0=1112 MA=KM 
LA 
'LA1-' 'LA1+' 'S1+' 'Sl-' 'SA1+' 'SA1-' 'QE1+' 'QE1-' 'PE1+' 'PE1-' 
'EXE1+' 'EXE1-' 'GE1+' 'GE1-· 'LA2-' 'LA2+' 'S2+' 'S2-' 'SA2+' 'SA2-' 
'QE2+' 'QE2-' 'PE2+' 'PE2-' 'EXE2+' 'EXE2-' 'GE2+' 'GE2-' 'LA3-' 'LA3+' 
'S3+' 'S3-' 'SA3+' 'SA3-' 'QE3+' 'QE3-' 'PE3+' 'PE3-' 'EXE3+' 'EXE3-' 
'GE3+' 'GE3-' 'BPERK2' 'BPRODK2' 'BKAPK2' 'BPERK3' 'BPRODK3' 'BKAPK3' 
SE 
17 25 43 44 45 31 39 46 47 48 7 13 9 1 5 21 27 23 15 19 35 41 37 29 33 / 
MO NV=25 NE=24 LV=FU,FI BE=FU,FI PS=SV,FI TE=SV,FI 
LE 
• 
'KSI1,2' 'KSl2,2' 'NKSI1,2' 'NKSl2,2' 'KSl1,3' 'KSl2,3' 'ETA1,1' 
'ETA2,1' 'ETA3,1' 'NETA1,1' 'NETA2,1' 'NETA3,1' 
'ZETA1' 'ZETA2' 'ZETA3' 'I-ETA1,2' 'I-ETA2,2' 'I-ETA3,2' 
'ETA1,3-2' 'ETA2,3-2' 'ETA3,3-2' 'ETA1,3' 'ETA2,3' 
'ETA3,3' 
FR LY 1,1 LV 3,2 LY 4,2 LV 6,5 LV 8,6 LV 9,6 LY 11,7 LV 16,16 LV 19,18 
FR LV 21,22 LV 24,24 LV 14,9 
EQ LV 1,1 LY 6,5 
EQ LV 3,2 LV 8,6 
EQ LV 4,2 LV 9,6 
EQ LV 11,7 LV 16,16 
EQ LY 11,7 LY 21,22 
EQ LV 14,9 LV 19,18 
EQ LV 14,9 LV 24,24 
ST 1.0 LV 2,1 LY 5,2 LV 7,5 LV 10,6 LV 12,7 LV 13,8 LV 15,9 
ST 1.0 LV 17,16 LV 18,17 LV 20,18 LY 22,22 LV 23,23 LV 25,24 
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FR BE 7,8 BE 7,9 BE 8,7 BE 9,7 BE 9,8 
FR BE 16,17 BE 16,18 BE 17,16 BE 18,16 BE 18,17 
FR BE 22,23 BE 22,24 BE 23,22 BE 24,22 BE 24,23 
ST -1.0 BE 3,1 BE 4,2 BE 10,7 BE 11,8 BE 12,9 BE 16,13 BE 17,14 
ST -1.0 BE 18,15 
FR BE 16,7 BE 17,8 BE 18,9 BE 19,3 BE 19,4 BE 20,3 BE 20,4 BE 21,3 
FR BE 21,4 BE 19,5 BE 19,6 BE 20,5 BE 20,6 BE 21,5 BE 21,6 
EQ BE 19,3 BE 19,5 
EQ BE 19,4 BE 19,6 
EQ BE 20,3 BE 20,5 
EQ BE 20,4 BE 20,6 
EQ BE 21,3 BE 21,5 
EQ BE 21,4 BE 21,6 
EQ BE 7,9 BE 16,18 
EQ BE 7,9 BE 22,24 
EQ BE 7,8 BE 16,17 
EQ BE 7,8 BE 22,23 
EQ BE 8,7 BE 17,16 
EQ BE 8,7 BE 23,22 
EQ BE 9,7 BE 18, 16 
EQ BE 9,7 BE 24,22 
EQ BE 9,8 BE 18, 17 
EQ BE 9,8 BE 24,23 
ST 1.0 BE 22,16 BE 23,17 BE 24,18 BE 22,19 BE 23,20 BE 24,21 
FR BE 19,10 BE 20,11 BE 21,12 BE 19,13 BE 20,14 BE 21,15 BE 19,16 
FR BE 20,17 BE 21,18 
EQ BE 19,10 BE 19,13 
EQ BE 19,10 BE 19,16 
EQ BE 20,11 BE 20,14 
EQ BE 20,11 BE 20,17 
EQ BE 21,12 BE 21,15 
EQ BE 21,12 BE 21,18 
FR TE 1,1 TE 2,2 TE 3,3 TE 5,5 TE 6,6 TE 7,7 TE 8,8 TE 9,9 
FR TE 10,10 TE 11,11 TE 12,12 TE 14,14 TE 15,15 TE 16,16 
FR TE 17,17 TE 19,19 TE 20,20 TE 21,21 TE 22,22 
FR TE 24,24 TE 25,25 
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FR TE 6,1 TE 7,2 TE 8,3 TE 9,4 TE 10,5 TE 16,11 TE 17,12 
FR TE 19,14 TE 20,15 TE 21,16 TE 22,17 TE 24,19 TE 25,20 
FR TE 21,11 TE 22,12 TE 24,14 TE 25,15 
FR PS 1, 1 PS 2,2 PS 5,5 PS 6,6 PS 7 ,7 PS 8,8 PS 9,9 PS 13, 13 PS 14,14 
FR PS 15,15 PS 22,22 PS 23,23 
FR PS 7,1 PS 7,2 PS 7,5 PS 7,6 PS 8,1 PS 8,2 PS 8,5 PS 8,6 PS 9,1 PS 9,2 
FR PS 9,5 PS 9,6 
FR PS 13,1 PS 13,2 PS 13,5 PS 13,6 PS 14,1 PS 14,2 PS 14,5 PS 14,6 
FR PS 15,1 PS 15,2 PS 15,5 PS 15,6 PS 5,1 PS 6,2 
FR PS 22,13 PS 23,14 PS 24,15 
OU GLS TV SE SS EF MR PC TO FS PT 
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PRODUKTIONS-LAGERHALTUNGSMODELL -- PANEL 85-86-87 -- VERSION B 
DA Nl=48 NO=1112 MA=KM 
LA 
• 
'LAl-' 'LAl+' 'Sl+' 'S1-' 'SA1+' 'SA1-' 'QEl+' 'QEl-' 'PE1+' 'PEl-' 
'EXEl+' 'EXE1-' 'GE1+' 'GE1-' 'LA2-' 'LA2+' 'S2+' 'S2-' 'SA2+' 'SA2-' 
'QE2+' 'QE2-' 'PE2+' 'PE2-' 'EXE2+' 'EXE2-' 'GE2+' 'GE2-' 'LA3-' "LA3+· 
'S3+' 'S3-' 'SA3+' 'SA3-' 'QE3+' 'QE3-' 'PE3+' 'PE3-' 'EXE3+' 'EXE3-' 
'GE3+' 'GE3-' 'BPERK2' 'BPRODK2' 'BKAPK2' 'BPERK3' 'BPRODK3" 'BKAPK3' 
SE 
17 25 43 44 45 31 39 46 47 48 7 13 9 1 5 21 27 23 15 19 35 41 37 29 33 / 
MO NV=25 NE=24 LV=FU,FI BE=FU,FI PS=SV ,FI TE=SV ,FI 
LE 
• 
'KSl1,2' 'KSl2,2' 'NKSll,2' 'NKSl2,2' 'KSll,3' "KSl2,3' 'ETAl,1' 
'ETA2,1' 'ETA3,1' 'NETA1,1' 'NETA2,1' 'NETA3,1' 
'ZETAl' 'ZETA2' 'ZETA3' 'I-ETA1,2' '1-ETA2,2' '1-ETA3,2' 
'ETA1,3-2' 'ETA2,3-2' 'ETA3,3-2' 'ETA1,3' 'ETA2,3' 
'ETA3,3' 
FR LV 1,1 LV 3,2 LV 4,2 LV 6,5 LV 8,6 LV 9,6 LV 11,7 LV 16,16 LV 19,18 
FR LV 21,22 LV 24,24 LV 14,9 
EQ LV 1,1 LV 6,5 
EQ LV 3,2 LV 8,6 
EQ LV 4,2 LV 9,6 
EQ LV 11,7 LV 16,16 
EQ LV 11,7 LV 21,22 
EQ LV 14,9 LV 19,18 
EQ LV 14,9 LV 24,24 
ST 1.0 LV 2,1 LV 5,2 LV 7,5 LV 10,6 LV 12,7 LV 13,8 LV 15,9 
ST 1.0 LV 17,16 LV 18,17 LV 20,18 LV 22,22 LV 23,23 LV 25,24 
FR BE 7,8 BE 7,9 BE 8,7 BE 9,7 BE 9,8 
FR BE 16,17 BE 16,18 BE 17,16 BE 18,16 BE 18,17 
FR BE 22,23 BE 22,24 BE 23,22 BE 24,22 BE 24,23 
ST -1.0 BE 3,1 BE 4,2 BE 10,7 BE 11,8 BE 12,9 BE 16,13 BE 17,14 
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ST -1.0 BE 18,15 
FR BE 16,7 BE 17,8 BE 18,9 BE 19,3 BE 19,4 BE 20,3 BE 20,4 BE 21,3. 
FR BE 21,4 BE 19,5 BE 19,6 BE 20,5 BE 20,6 BE 21,5 BE 21,6 
FR BE 19,14 BE 19,15 BE 20,13 BE 21,13 BE 21,14 
EQ BE 19,3 BE 19,5 
EQ BE 19,4 BE 19,6 
EQ BE 20,3 BE 20,5 
EQ BE 20,4 BE 20,6 
EQ BE 21,3 BE 21,5 
EQ BE 21,4 BE 21,6 
EQ BE 7,9 BE 16,18 
EQ BE 7,9 BE 22,24 
EQ BE 7,8 BE 16,17 
EQ BE 7,8 BE 22,23 
EQ BE 8,7 BE 17,16 
EQ BE 8,7 BE 23,22 
EQ BE 9,7 BE 18,16 
EQ BE 9,7 BE 24,22 
EQ BE 9,8 BE 18,17 
EQ BE 9,8 BE 24,23 
EQ BE 19,11 BE 19,14 
EQ BE 19,12 BE 19,15 
EQ BE 20,10 BE 20,13 
EQ BE 21,10 BE 21,13 
EQ BE 21,11 BE 21,14 
ST 1.0 BE 22,16 BE 23,17 BE 24,18 BE 22,19 BE 23,20 BE 24,21 
FR BE 19,10 BE 20,11 BE 21,12 BE 19,13 BE 20,14 BE 21,15 BE 19,16 
FR BE 19,11 BE 19,12 BE 20,10 BE 21,10 BE 21,11 BE 19,17 BE 19,18 
FR BE 20,17 BE 21,18 BE 21,17 BE 20,16 BE 21,16 
EQ BE 19,11 BE 19,17 
EQ BE 19,12 BE 19,18 
EQ BE 20,10 BE 20,16 
EQ BE 21,10 BE 21,16 
EQ BE 21,11 BE 21,17 
EQ BE 19,10 BE 19,13 
EQ BE 19,10 BE 19,16 
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EQ BE 20,11 BE 20,14 
EQ BE 20, 11 BE 20, 17 
EQ BE 21,12 BE 21,15 
EQ BE 21,12 BE 21,18 
FR TE 1,1 TE 2,2 TE 3,3 
228 
TE 5,5 TE 6,6 TE 7,7 TE 8,8 TE 9,9 
FR TE 10,10 TE 11,11 TE 12,12 TE 14,14 TE 15,15 TE 16,16 
FR TE 17,17 TE 19,19 TE 20,20 TE 21,21 TE 22,22 
FR TE 24,24 TE 25,25 
VA .01 TE 4,4 
FR TE 6,1 TE 7,2 TE 8,3 TE 9,4 TE 10,5 TE 16,11 TE 17,12 
FR TE 19,14 TE 20,15 TE 21,16 TE 22,17 TE 24,19 TE 25,20 
FR TE 21,11 TE 22,12 
VA 0.01 PS 22,22 
TE 24,14 TE 25,15 
FR PS 1,1 PS 2,2 PS 5,5 PS 6,6 PS 7,7 PS 8,8 PS 9,9 PS 13,13 PS 14,14 
FR PS 15,15 PS 23,23 PS 24,24 
FR PS 7,1 PS 7,2 PS 7,5 PS 7,6 PS 8,1 PS 8,2 PS 8,5 PS 8,6 PS 9,1 PS 9,2 
FR PS 9,5 PS 9,6 
FR PS 13,1 PS 13,2 PS 13,5 PS 13,6 PS 14,1 PS 14,2 PS 14,5 PS 14,6 
FR PS 15,1 PS 15,2 PS 15,5 PS 15,6 PS 5,1 PS 6,2 PS 6,1 PS 5,2 
FR PS 22,13 PS 23,14 PS 24,15 
OU GLS TV SE SS EF MR PC TO FS PT 
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