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Abstract
The objective function of a quadratic combinatorial optimization problem (QCOP) can be represented by two
data points, a quadratic cost matrixQ and a linear cost vector c. Different, but equivalent, representations of the pair
(Q,c) for the same QCOP are well known in literature. Research papers often state that without loss of generality we
assume Q is symmetric, or upper-triangular or positive semidefinite, etc. These representations however have inher-
ently different properties. Popular general purpose 0-1 QCOP solvers such as GUROBI and CPLEX do not suggest a
preferred representation of Q and c. Our experimental analysis discloses that GUROBI prefers the upper triangular
representation of the matrix Q while CPLEX prefers the symmetric representation in a statistically significant man-
ner. Equivalent representations, although preserve optimality, they could alter the corresponding lower bound values
obtained by various lower bounding schemes. For the natural lower bound of a QCOP, symmetric representation pro-
duced tighter bounds, in general. Effect of equivalent representations when CPLEX and GUROBI run in a heuristic
mode are also explored. Further, we review various equivalent representations of a QCOP from the literature that
have theoretical basis to be viewed as ’strong’ and provide new theoretical insights for generating such equivalent
representations making use of constant value property and diagonalization (linearization) of QCOP instances.
Keywords. 0-1 quadratic programming, experimental analysis of algorithms, set covering problem, equivalent formu-
lations, combinatorial optimization.
1 Introduction
Let E = {1, 2, . . . , n} be a finite set and Fˆ be a family of subsets of E. For each j ∈ E, a cost cj is prescribed.
Further, for each (i, j) ∈ E × E, a cost qij is also prescribed. Note that any S ∈ Fˆ can be represented by its
0 − 1 incidence vector x = (x1, . . . , xn) where xj = 1 if and only if j ∈ S. Thus Fˆ can be represented as
F = {x ∈ {0, 1}n : x is an incidence vector of some S ∈ Fˆ}. Let Q be the n × n matrix such that its (i, j)th
element is qij and c = (c1, . . . , cn). Then, the quadratic combinatorial optimization problem (QCOP) is to
Minimize cx+ xTQx
Subject to x ∈ F
or equivalently
Minimize
∑
i∈S
ci +
∑
i∈S
∑
j∈S
qij
Subject to S ∈ Fˆ .
∗Corresponding author. Email: poojap@sfu.ca
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The well known quadratic assignment problem [15, 37], the quadratic unconstrained binary optimization prob-
lems (QUBO) [36], and the quadratic knapsack problem [42] are special cases of QCOP. Other examples of QCOP
include the quadratic travelling salesman problem [21, 39, 45], the quadratic shortest path problem [30, 46], the gen-
eral quadratic 0 − 1 programming problem [7, 8, 9, 10, 23, 43, 44, 47], the quadratic spanning tree problem [3, 18],
quadratic set covering problem [20, 29, 40], 0-1 bilinear programs [19, 26], and combinatorial optimization problems
with interaction costs [38].
When the elements of F are represented by a collection of linear constraints in binary variables, QCOP can be
solved using general purpose binary quadratic programming solvers such as CPLEX [32] or GUROBI [27]. The matrix
Q associated with a QCOP can be represented in many different but equivalent forms using appropriate transforma-
tions on Q and c. For example, it is possible to force Q to have properties such as Q is positive semidefinite [28],
negative semidefinite [28], symmetric with diagonal entries zero [28], upper (lower) triangular [23] etc., so that the
resulting problem is equivalent to the given QCOP. Many authors use one of these equivalent representations to define
a QCOP. This raises the question: “Which representation of Q is better from a computational point of view?” The
answer to this question depends on how one defines a ‘better representation’. Extending the work of Hammer and Ru-
bin [28], Billionnet et al [8] used diagonal perturbations in an ’optimal’ way to create strong reformulations of QUBO.
Billionnet [7], Billionnet et al [9, 10], and Po¨rn et al. [44] extended this further to include perturbations involving non-
diagonal elements by making use of linear equality constraints, if any, associated with a QCOP. These reformulations
force Q to be symmetric and positive semidefinite yielding strong continuous relaxation. Galli and Letchford [23]
obtained strong reformulations using quadratic constraints of equality type. Although all these representations are
very interesting in terms of obtaining strong lower bounds at the root node of a branch-and-bound search tree, they
require additional computational effort that are not readily available within general purpose solvers such as CPLEX or
GUROBI. To the best of our knowledge, neither CPLEX nor GUROBI makes a recommendation regarding a simple
and specific representation of theQ matrix that is normally more effective for their respective solver.
It is not difficult to construct examples where one representation works well for CPLEX while the same represen-
tation do not work well for GUROBI and vice versa. For example, GUROBI solved a quadratic set covering instance
involving 511 constraints and 210 variables in 4933 milliseconds on a PC with windows 7 operating system, Intel 4790
i7 3.60 GHz processor and 32 GB RAM. The same problem, when represented in an equivalent form with symmetry
forced, GROBI could not solve in 3 hours. CPLEX solved the problem in 23674 milliseconds and for an equivalent
representation with symmetry forced, it solved in 21588 milliseconds. For another class of problems, GUROBI solved
random non-diagonal reformulations efficiently, while structured equivalent formulations where Q having properties
such as symmetry, triangularity, positive semidefiniteness or negative semidefiniteness, could not solve many of the
problems in this class (see Table 4 and Table 5). CPLEX however solved all these reformulations, although the time
taken was larger than that of GUROBI for random perturbations.
We also could not find anything in the literature regarding a preferred representation of Q for solving QCOP es-
tablished through systematic experimental analysis. Motivated by this, we investigate on the representation of the Q
matrix for a QCOP. Unlike the way interesting theoretical works reported in [7, 8, 9, 10, 23, 44], we are not attempting
to develop optimal representation based on some desirability criteria. Our experimental results in Table 4 and Table 5
substantiate the merit of investigating this line of reasoning as well. Consequently, we present various transformations
that provide equivalent representations of the problem, not necessarily ’optimal’ ones. From these representations, we
identify six simple and well known classes that are compared using CPLEX and GUROBI. The experimental study
discloses that CPLEX prefers symmetric or symmetric with a diagonal perturbation yields a positive definite matrix,
whereas GUROBI prefers an upper triangular Q matrix. Although there are outliers, statistical significance of these
observations are established through Wilcoxin test [48]. We also propose ways to construct strong reformulations
making use of constant value property [16, 17] associated with linear combinatorial optimization problems and the
concept of diagonalizable (linearizable) cost matrices associated with a QCOP [18, 30, 35, 45].
Equivalent representation of the data could also influence lower bound calculations for a QCOP. To demonstrate
its impact, we used a generalization of the well know Gilmore-Lawler lower bound [24, 37] and its variations [3]. Our
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experiments show that for most of the test problems we used, the strongest lower bound was obtained when used an
equivalent representation whereQ is forced to be symmetric, except for one class of test problems for which the upper
triangular structure produced tighter bound.
To conduct experimental analysis, we selected the quadratic set covering problem (QSCP). The QSCP model have
applications in the wireless local area planning and the problem of locating access points to guarantee full coverage [2].
Other application areas of QSCP include logical analysis of data [29], medicine [13, 20], facility layout problems [5],
line planning in public transports [14, 33] etc. Another motivation for selecting the QSCP as our test case is that rela-
tively fewer computational studies available for this model. Thus, this work also contributes to experimental analysis
of exact and heuristic algorithms for the QSCP.
The paper is organized as follows. In section 2, we discuss various equivalent representations of the QCOP. Some
of these representations are generated using diagonalizable (linearizable) quadratic cost matrices and linear cost vec-
tors satisfying constant value property. Characterization of diagonalizable cost matrices for the general QCOP and for
a restricted version where feasible solutions have the same cardinality are also given. We also present a natural lower
bound for QCOP, that is valid under the equivalent transformations. Section 3 discusses details of the experimental
platform, generation of test data, and experimental results on QSCP using CPLEX12.5 and GUROBI6.0.5 comparing
selected equivalent representations for exact and heuristic solutions. Experimental analysis using the natural lower
bound is also given in this section followed by concluding remarks in Section 4.
Throughout the paper, we use the following notations. For a given F , a QCOP can be represented by (Q, c).
The matrix Q is called the quadratic cost matrix and the vector c is called the linear cost vector. For an instance
(Q, c) of a QCOP and an x ∈ F , f(Q, c,x) = xTQx + cx. FR is the continuous relaxation of F . i.e. FR is
obtained by replacing the constraints xj ∈ {0, 1} in the definition of F by 0 ≤ xj ≤ 1. For x ∈ FR we denote
fR(Q, c,x) = x
TQx + cx. For any matrix Q, Diag(Q) is the diagonal matrix of same size as Q with its (i, i)th
element is qii andDiag(Q) represents the vector (q11, q22, . . . , qnn) . For any vector a = (a1, a2, . . . , an), Diag(a)
is the n × n diagonal matrix with its (i, i)th element is ai, i = 1, 2, . . . , n. All matrices are represented using capital
letters and all elements of the matrix are represented by corresponding double subscripted lower-case letters where
the subscripts denoting row and column indices. Vectors in Rn are represented by bold lower-case letters. The ith
component of vector a is ai, of vector b¯, is b¯i etc. The transpose of a matrix Q is represented by Q
T . The vector
space of all real valued n× n matrices with standard matrix addition and scalar multiplication is denoted byMn.
2 Equivalent representations
Let (Q, c) be an instance of a QCOP. Then, (Q1, c1) is an equivalent representation of (Q, c) if f(Q, c, x) =
f(Q1, c1, x) for all x ∈ F . The following remark is well known.
Remark 2.1. (QT , c) is an equivalent representation of (Q, c).
Theorem 2.2. If (Q1, c1), (Q2, c2), . . . , (Qk, ck) are equivalent representations of an instance (Q, c) of a QCOP
then
(
1∑
k
i=1
αi
[∑k
i=1 αiQ
i
]
, 1∑k
i=1
αi
[∑k
i=1 αic
i
])
is also an equivalent representation of (Q, c)whenever
∑k
i=1 αi 6=
0.
Proof. LetA = 1∑k
i=1
αi
[∑k
i=1 αiQ
i
]
and b = 1∑k
i=1
αi
[∑k
i=1 αic
i
]
. Then
f(A, b, x) = xTAx+ bx =
1∑k
i=1 αi
k∑
i=1
(
xTαiQ
ix+ αic
ix
)
=
1∑k
i=1 αi
k∑
i=1
(
αif(Q
i, ci,x)
)
=
1∑k
i=1 αi
k∑
i=1
(αif(Q, c,x)) = f(Q, c,x).
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From Remark 2.1 and Theorem 2.2 we have the following well-known corollary.
Corollary 2.3.
(
1
2
[
Q+QT
]
, c
)
is an equivalent representation of (Q, c).
We call the equivalent representation
(
1
2
[
Q+QT
]
, c
)
given in Corollary 2.3 the symmetrization. This repre-
sentation is well known and used extensively in literature. Since 1
2
[
Q+QT
]
is a symmetric matrix, it is sometimes
viewed as a desirable representation. However, symmetrization could also result in a matrix with increased or de-
creased rank. Thus the equivalent representation obtained by symmetrization could have properties different from
those of the original representation and this could impact the computational performance of different algorithms. Note
that fR(Q, c,x) = fR(Q
T , c,x) = fR(
1
2
[
Q+QT
]
, c,x) for all x ∈ FR. Thus, the symmetrization operation also
preserves the objective function value of the continuous relation of a QCOP. This property no longer holds for some
other equivalent representations discussed later.
If one or more elements of Q, say qij is perturbed by ǫij and adjusting this by subtracting ǫij from qji, we
immediately get an equivalent representation ofQ. Equivalent representations obtained this way have the structure of
Q′ discussed in the theorem below.
Theorem 2.4. If Y is a skew-symmetric matrix, D is a diagonal matrix,Q′ = Q+ Y +D, and c′ = c− diag(D),
then (Q′, c′) is an equivalent representation of (Q, c).
Proof. Since xTY x = 0 and x2i = xi for all i = 1, 2, . . . , n it follows that f(Q, c,x) = f(Q
′, c′,x).
In the above theorem, if Q is symmetric and if we want Q′ also to be symmetric, then Y must be the zero ma-
trix. In this case, we can choose D = λI for sufficiently large λ to make Q′ a symmetric positive semidefinite
matrix and hence fR(Q
′, c′,x) becomes convex. Hammer and Ruben [28] suggested using λ as the negative of the
smallest eigenvalue of Q. Billionnet et al [8] proposed an ’optimal’ choice of the matrix D in the case of quadratic
unconstrained binary optimization (QUBO) problems. Their selection ofD is ’optimal’ in the sense that the resulting
optimal objective function value fR(Q
′, c′,x) of the continuous relaxation is as large as possible yielding tight lower
bounds. This method extends to QCOP with appropriate restriction on the representation of F .
A quadratic cost matrix Q associated with a QCOP is said to be diagonalizable with respect to F if there exists
a diagonal matrix D such that xTQx = xTDx for all x ∈ F . The matrix D is called a diagonalization of Q with
respect to F . Here after the terminology ‘diagonalizable” (“diagonalization”) means diagonalizable (diagonalization)
with respect to the underlying families F . Recall that x2i = xi for all x ∈ F and hence x
TDx = diag(D)x, where
diag(D) is a vector of size n with its ith element as the ith diagonal entry of D. Diagonalizable matrices form a
subspace of the vector space Mn of all n × n real valued matrices. The concept of diagonalization indicated here is
closely related to the linearization of some quadratic combinatorial optimization problems discussed in [18, 30, 35, 45]
and for the case of binary variables, these two notions are the same. Since the terminology “linearization” is also
used in another context in the case of QCOP [1, 47], we preferred to use the more natural and intuitive terminology
diagonalization. Note that if Q is diagonalizable thenQT and 1
2
(
Q+QT
)
are also diagonalizable. Also, any skew-
symmetric matrix is diagonalizable and a zero matrix of the same dimension is diagonalization of a skew symmetric
matrix.
Theorem 2.5. (Q +A, c − diag(D)) is an equivalent representation of the QCOP instance (Q, c), where A is any
diagonalizable matrix associated with the QCOP andD is a diagonalization ofA.
Proof. SinceA is diagonalizable, xTAx = diag(D)x for all x ∈ F . Thus,
f(Q+A, c − diag(D),x) = xT (Q+A)x+ (c− diag(D))x
= xTQx+ xTAx+ cx− diag(D)x
= xTQx+ diag(D)x+ cx− diag(D)x
= xTQx+ cx = f(Q, c,x).
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Corollary 2.6. If A1,A2, . . . ,Am are diagonalizable matrices associated with a QCOP and α1, α2, . . . , αm are
scalars, then (Q+
∑m
i=1 αiA
i, c−
∑m
i=1 αidiag(D
i)) is an equivalent representation of the QCOP instance (Q, c)
where Di is a diagonalization ofAi for i = 1, 2, . . . ,m.
We can strengthen the equivalent representation given in Corollary 2.6 using a result by Galli and Letchford [23].
SinceA1,A2, . . . ,Am are diagonalizable with respective diagonalizationsD1,D2, . . . ,Dm, our QCOP satisfies the
constraints
xTAix−Diag(Di)x = 0 for i = 1, 2, . . . ,m, (1)
Since Ai is diagonalizable with diagonalizationDi, 1
2
(
Ai + (Ai)T
)
is a symmetric diagonalizable matrix with Di
as its diagonalization. Thus we can assume that Ai in equation (1) is symmetric for all i. Thus, we can apply the
quadratic convex reformulation (QCR) technique discussed in [23] to yield a strong reformulation making the result-
ing equivalent formulation have a continuous relaxation which is convex. Note that symmetric diagonalizable matrices
form a subspace of the vector spaceMn. We can useA1,A2, . . . ,Am discussed above as a basis of this subspace and
applying QCR reformulation [23] to yield stronger equivalent representations. A recent related work is by Hu and
Sotirov [31], that used diagonability to obtain strong lower bound for the quadratic shortest path problem on acyclic
digraphs.
To generate equivalent representations of a QCOP using Theorem 2.5, Corollary 2.6 or by the QCR method [23] as
discussed above, we need to identify associated diagonalizable matrices. Characterization of diagonalizable quadratic
cost matrices associated with a QCOP has been studied by different authors for specific cases, exploiting the underlying
structure of F . This include quadratic assignment problems [35], special quadratic shortest path problems [30], the
quadratic spanning tree problem [18], and the quadratic traveling salesman problem [45]. However, for the general
QCOP without restricting the structure of F , the characterization of diagonalizable quadratic cost matrices do not
yield rich classes like what was indicated for the special problems mentioned above. This is because QUBO is a
special case of QCOP where any subset of E is feasible.
Theorem 2.7. A quadratic cost matrixQ associated with a QCOP is diagonalizable if and only ifQ = Y +U where
Y is a skew-symmetric matrix andU is a diagonal matrix.
Proof. Since Y is skew-symmetric, xTY x = 0 for any x ∈ F and hence Q = Y + U is diagonalizable. Further,
the diagonalization of such a Q is diag(U). To prove the converse, it is enough to show that for the quadratic
unconstrained binary optimization problem (QUBO), ifQ is diagonalizable, thenQmust be of the form Y +U . Note
that the family of feasible solutions for QUBO is {0, 1}n. First, we prove that for QUBO, if a quadratic cost matrix
Q
′
is symmetric with diagonal entries zero is diagonalizable, then Q
′
must be the zero matrix. Suppose that is not
true. Let the (i, j)th element q
′
ij 6= 0. Then by symmetry q
′
ji = q
′
ij 6= 0. Now consider the solution
xk =
{
1 for k = ℓ for some ℓ
0 otherwise.
Let D be a diagonalization of Q
′
. Then xTQ
′
x = xTDx which implies dℓℓ = 0. Since ℓ is arbitrary,D must be a
zero matrix. Now consider the solution
xk =
{
1 for k = i, j
0 otherwise.
Then xTQ
′
x = 2q
′
ij 6= 0. Since Q
′
is a diagonalizable, xTQ
′
x = xTDx = 0 which implies q′ij = 0, a contra-
diction. Thus for any symmetric cost matrix Q
′
with diagonal entries zero of a QCOP, if Q
′
is diagonalizable then
Q
′
must be zero. Now take any cost matrix Q of a QCOP that is diagonalizable. Let Q¯ = Q − diag(Q). Then Q¯ is
diagonalizable and hence Qˆ = 1
2
(
Q¯+ Q¯T
)
is diagonalizable. But Qˆ is symmetric with diagonal entries zero. Then
Qˆ must be a zero matrix and hence Q¯ = −Q¯T . Thus Q¯ is skew symmetric. But Q = Q¯ + diag(Q) and the result
follows.
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Note that Theorem 2.4 follows on a corollary of Theorems 2.5 and 2.7.
As observed earlier, imposing additional restrictions on the family of feasible solutions, more interesting charac-
terizations for diagonalizability can be obtained [18, 30, 35, 45]. Let us now add a simple restriction that all elements
of the underlying Fˆ have the same cardinality. The resulting QCOP is called the cardinality constrained quadratic
combinatorial optimization problem (QCOP-CC).
A matrix P is said to be a weak-sum matrix [16] if there exists vectors a, b ∈ Rn such that pij = ai + bj
for i, j = 1, 2, . . . , n, i 6= j. Here a and b are called the generator vectors of P . Note that the sum of a weak-
sum matrix and a diagonal matrix is a weak-sum matrix. For QCOP-CC we have the following characterization for
diagonalizability.
Theorem 2.8. A quadratic cost matrix Q associated with a QCOP-CC is diagonalizable if and only if Q = P + Y
where P is a weak-sum matrix and Y is a skew-symmetric matrix.
Proof. Let K be the cardinality of elements in the underlying Fˆ defining the QCOP-CC instances. Suppose Q =
P + Y where P is a weak-sum matrix and Y is a skew-symmetric matrix. Then
xTQx = xTPx+ xTY x
=
n∑
i=1
n∑
j=1
(ai + bj)xixj −
n∑
i=1
(ai + bi) xi +
n∑
i=1
piixi
= Kax+Kbx− ax− bx+ diag(P )x
= [(K − 1)(a+ b) + diag(P )]x = xTDx,
whereD is a diagonal matrix with dii = (K − 1)(ai + bi) + pii, i = 1, 2, . . . , n. ThusQ is diagonalizable.
Conversely, suppose Q is diagonalizable. We will show that Q is of the required form given in the theorem. To
establish this necessary condition, it is enough to establish it for a special case of QCOP(K). So, consider the quadratic
minimum spanning tree problem (QMST) on a complete graph. Custic and Punnen [18] showed that a symmetric
quadratic cost matrix associated with a QMST is diagonalizable if and only if it is a weak-sum matrix. Consider a
quadratic cost matrixQ for the QMST. Now,Q is diagonalizable if and only if 1
2
(
Q+QT
)
is diagonalizable. Since
1
2
(
Q+QT
)
is symmetric, it follows from [18] that 1
2
(
Q+QT
)
is a weak-sum matrix. But Q = 1
2
(
Q+QT
)
+
1
2
(
Q−QT
)
. Since 1
2
(
Q−QT
)
is skew-symmetric, the result follows.
Corollary 2.9. Let Y be a skew-symmetric matrix, U be a diagonal matrix, and P be a weak-sum matrix with
generator vectors a and b. If Q′ = Q + Y + U + P , and c′ = c − diag(U) − (K − 1)(a + b) − diag(P ) then
(Q′, c′) is an equivalent representation of (Q, c) for QCOP-CC, where K is the fixed cardinality of elements of Fˆ
defining the QCOP-CC instances.
A cost vectora of a linear combinatorial optimization problem (LCOP) satisfies constant value property (CVP) [16]
if ax = b for all x ∈ F and some constant b. Characterization cost matrices associated with a linear combinatorial
optimization problem satisfying CVP has been studied extensively in literature for various special cases. This include
the travelling salesman problem [11, 12, 22, 34], assignment problem [22], spanning tree problem [16], shortest path
problem [16], multidimensional assignment problem [16, 17] etc. Consider a QCOP with family of feasible solutions
F . Suppose each of the vectors a1,a2, . . . ,ap satisfies CVP with respect to F . Then aix = bi for all x ∈ F ,
i = 1, 2, . . . , p where bi, i = 1, 2, . . . p are some constants. Using these natural equalities, we can apply the QCR
method of Billionnet et al [7, 10] or Po¨rn et al [44] to generate strong reformulations of QCOP with appropriate
restrictions on F . It may be noted that the vectors satisfying CVP for an LCOP form a subspace of Rn. Thus, in
particular, if we choose a1,a2, . . . ,ap as a basis for this subspace, strong reformulations can be obtained using the
QCR method of Billionnet et al [10] or of Po¨rn et al [44].
Vectors satisfying CVP can also be used to generate diangonalizable matrices in a natural way which in turn can
be used to generate strong reformulations as discussed earlier. To see this, let a1,a2, . . . ,an be a collection of cost
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vectors (not necessarily distinct) satisfying CVP with respect to F with respective constant values b1, b2, . . . , bn. Let
A be the matrix with its ith row is ai. ThenA is diagonalizable andD with dii = bi is its diagonalization. Diagonaliz-
able matrices generated this way can be used to obtain equivalent representations as discussed in Theorem 2.5. Let us
now observe that vectors satisfying CVP can also be used to obtain Billionnet et al [10] type equivalent representations
for QCOP.
Suppose a = (a1, a2, . . . , an) ∈ Rn satisfies CVP for the family F of feasible solutions of a QCOP with b as the
constant value. Thenax = b for all x ∈ F . Create n copies of this equation andmultiply both sides of the ith equation
by αixi, for i = 1, 2, . . . , n where αi is a scalar. Adding these equations give
∑n
i=1
∑n
j=1 αiajxixj = b
∑n
i=1 αixi.
This can be written as xT
(
αTa
)
x = bαx, where α = (α1, α2, . . . , αn).
Theorem 2.10. Let G = 1
2
(
αTa+ aTα
)
. Then (Q +G +D, c − bα − diag(D)) is an equivalent representation
of (Q, c) where D is any diagonal matrix.
The proof of the theorem follows from the previous discussions. As a corollary, we have
Corollary 2.11. Let a1,a2, . . . ,ap be p vectors satisfying CVP for solutions in F with respective constant values
b1, b2, . . . , bn and α
1, α2, . . . , αp are vectors in Rn. Let Gi = 1
2
(
(αi)Tai + (ai)Tαi
)
for i = 1, 2, . . . , n. Then
(Q+D +
∑p
i=1 G
i, c−
∑p
i=1 biα
i − diag(D)) is an equivalent representation of (Q, c).
It can be verified that the equivalent representations given by Corollary 2.11 are precisely of Billionnet et al [10]
type. Following the ideas of Billionnet et al [10], when Q is symmetric, the best values of α1, α2, . . . , αp and D (in
terms of strong continuous relaxations) can be identified by solving an appropriate semidefinite program and its dual
with suitable assumptions on the representation of F . Further, by choosing α1, α2, . . . , αp as a basis of the subspace
of Rn obtained by vectors satisfy CVP, strong Billionnet et al [10] type representation can be obtained.
Let us now examine some simple equivalent representations generated by various choices of Y and U in The-
orem 2.4 along with associated properties. Many of these representations are well known in the context of various
special cases of QCOP. We summarize them below with some elucidating remarks.
1. Diagonal annihilation: In Theorem 2.4, choose U such that uii = −qii for i = 1, . . . , n, and Y as the zero
matrix. Then the diagonal elements of the resulting Q′ are zeros. We call this operation of constructing the
equivalent representation (Q′, c′) from (Q, c) as diagonal annihilation.
Although diagonal annihilation is a simple operation, some important properties of Q and Q′ could be very
different. For example, the difference between the rank of these matrices could be arbitrarily large. One ma-
trix could be positive semidefinite while the other could be negative semidefinite or indefinite. The symmetry
property, if exists, is preserved under this transformation. If qii ≥ 0 for all i = 1, 2, . . . , n then it can be
verified that fR(Q, c,x) ≤ fR(Q′, c′,x) for all x ∈ FR. Similarly, If qii ≤ 0 for all i = 1, 2, . . . , n then
fR(Q, c,x) ≥ fR(Q′, c′,x) for all x ∈ FR.
Since some of the crucial properties of Q could be altered by diagonal annihilation, the computational impact
of this transformation needs to be analyzed carefully.
2. Linear term annihilation: In Theorem 2.4, choose U such that uii = ci for i = 1, . . . , n, and Y as the zero
matrix. Then the resulting c′ is the zero vector of size n. We call this operation of constructing the equivalent
representation (Q′, c′) from (Q, c) as linear term annihilation.
As in the case of diagonal annihilation, under this simple transformation, if Q is symmetric then Q′ is also
symmetric. However, properties such as rank, positive (negative) definiteness could be altered by the transfor-
mation. If ci ≥ 0 for all i = 1, 2, . . . , n then it can be verified that fR(Q, c,x) ≤ fR(Q′, c′,x) for all x ∈ FR.
Similarly, If ci ≤ 0 for all i = 1, 2, . . . , n then fR(Q, c,x) ≥ fR(Q′, c′,x) for all x ∈ FR.
Again the impact of this transformation on computational performance is not obvious and needs to abe analyzed
carefully.
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3. Convexification: In Theorem 2.4, choose U such that uii = M for i = 1, . . . , n where M is a nonnegative
number, and Y as the zero matrix. We call this operation of constructing the equivalent representation (Q′, c′)
from (Q, c) as convexification.
Note that by choosing M sufficiently large, we can make Q′ positive semi-definite and hence the objective
function of the continuous relaxation of the QCOP instance (Q′, c′) is convex. In this case, it can be verified that
fR(Q, c,x) ≥ fR(Q′, c′,x) for all x ∈ FR. However, we can solve the continuous relaxation of the instance
(Q′, c′) of QCOP in polynomial time whenever F have a compact representation using linear inequalities or
an associated separation problem can be solved in polynomial time. The transformation could alter the rank and
for smaller values ofM it could affect properties such as positive semidefinite, negative semidefinite etc. ofQ,
if existed.
If Q is symmetric and not positive semidefinite, choosing M to be the negative of its smallest eigenvalue is
sufficient to make Q′ positive semidefinite [28]. To choose such an M , additional computational effort is
required. We also discussed earlier various other convexification strategies. However, by the transformation
”convexification” we simply mean the simple operation indicated above by choosingM sufficiently large.
4. Concavification: In Theorem 2.4, choose U such that uii = −M for i = 1, . . . , n where M is a nonnegative
number, and Y as the zero matrix. We call this operation of constructing the equivalent representation (Q′, c′)
from (Q, c) as concavification.
Note that by choosing M sufficiently large, we can make Q′ negative semidefinite and hence the objective
function of the continuous relaxation of the QCOP instance (Q′, c′) is concave. In this case, QCOP is equivalent
to its continuous relaxation. To see this, consider the quadratic programming problem (QPP(FR))
Minimize
n∑
i=1
n∑
j=1
qijxixj +
n∑
i=1
cixi +Mxi(1− xi)
Subject to x ∈ FR
SinceM large, there always exist a binary optimal solution to QPP whenFR is a polyhedral set. Thus QPP(FR)
is equivalent to QPP(F ) which is obtained from QPP(FR) by replacing FR with F . Now replacing x
2
i by xi
(which is valid for binary variables) in the objective objective function of QPP(F ) and simplifying, we get the
instance (Q′, c′) of QCOP.
This observation shows that solving the continuous relaxation of (Q′, c′) is as hard as solving QCOP.
5. Triangularization: In Theorem 2.4, choose U such that uii = −qii for i = 1, . . . , n and Y such that
yij =


qji if j > i
−qij if j < i
0 otherwise.
Then the resulting matrix Q′ is upper triangular with its diagonal elements are zeros. We call this operation
of constructing the equivalent representation (Q′, c′) from (Q, c) as triangularization. Again, triangularization
could affect rank and properties such as positive (negative) semidefiniteness, if exists forQ.
Applying the Theorems discusses above, in different combinations, many simple equivalent representations of a
QCOP can be developed and studied. Since our focus in this paper is on computational effects of simple and commonly
used equivalent representations, to manage the study effectively, we restrict to ourselves to six equivalent transforma-
tions obtained by symmetrization, diagonal annihilation, linear term annihilation, convexification, concavification, and
triangularization in appropriate combinations.
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2.1 Equivalent representations and the natural lower bound
Effects of equivalent representations on lower bounds obtained by continuous relaxations of a QCOP was discussed
in the previous subsection. Let us now consider another lower bound which is a generalization of the well known
Gilmore-Lawler [24, 37] lower bound for the quadratic assignment problem and its variations [3]. We call this bound
a natural lower bound for QCOP.
For k = 1, 2, . . . , n let
lk = ck +min


n∑
j=1
qkjxj : x ∈ F , xk = 1

 and mk = ck +min
{
n∑
i=1
qikxi : x ∈ F , xk = 1
}
.
Also, let
α = min
x∈F
n∑
k=1
lkxk and β = min
x∈F
n∑
k=1
mkxk.
Theorem 2.12. max{α, β} is a lower bound for the optimal objective function value of QCOP.
Proof. Let x0 be an optimal solution to the QCOP instance (Q, c) and T = {j : x0j = 1}. Then
f(Q, c,x0) =
∑
k∈T

ck + n∑
j=1
qkjx
0
j

 ≥∑
k∈T
lk ≥ min
{
n∑
k=1
lkxj : x ∈ F
}
= α
Similarly, one can show that f(Q, c,x0) ≥ β and the result follows.
Note that each of the values lk,mk for k = 1, 2, . . . , n and α and β can be identified by solving an associated
linear combinatorial optimization problem (LCOP). Thus, to identify the natural lower bound for a QCOP, we need to
solve 2n+ 1 LCOP. If theQ is symmetric, α = β and in this case, one need to solve only n+ 1 LCOP to identify the
natural lower bound. For problems such as quadratic assignment or quadratic spanning tree, this LCOP can be solved
efficiently in polynomial time. However, for some other examples such as the quadratic traveling salesman problem
and the quadratic set covering problem, this LCOP itself is NP-hard. In such cases, one may be interested in using
lower bounds on lk andmk and/or lower bounds for α and β. More specifically,
For k = 1, 2, . . . , n let
lRk = ck +min


n∑
j=1
qkjxj : x ∈ FR, xk = 1

 and mRk = ck +min
{
n∑
i=1
qikxi : x ∈ FR, xk = 1
}
.
Also, let
αR = min
{
n∑
k=1
⌈
lRk
⌉
xk : x ∈ FR
}
and βR = min
{
n∑
k=1
⌈
mRk
⌉
xk : x ∈ FR
}
and
αR
1
= min
{
n∑
k=1
⌈
lRk
⌉
xk : x ∈ F
}
and βR
1
= min
{
n∑
k=1
⌈
mRk
⌉
xk : x ∈ F
}
.
Theorem 2.13. max{αR, βR},max{αR
1
, βR
1
}, and max{α, β} are lower bounds for the optimal objective function
value of the QCOP. Further,max{αR, βR} ≤ max{αR1 , β
R
1 } ≤ max{α, β}.
Note that the lower bound max{αR, βR} can be identified in polynomial time since we are solving at most
2m + 2 linear programming problems under suitable assumptions on FR. The bound max{α
R
1 , β
R
1 } is better than
max{αR, βR} but needs to solve 2m linear programs and two LCOPs.
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Corollary 2.14. The natural lower bound and its relaxations as discussed in Theorem 2.13 obtained using any of the
equivalent representations of a QCOP are lower bounds on the optimal objective function value of the QCOP.
It is not difficult to construct examples where different equivalent representations of the same QCOP having dif-
ferent natural lower bound values. This makes it interesting to identify which equivalent representation is preferred in
terms of obtaining stronger lower bounds. The effectiveness of these lower bounds and their relative computational
benefits will be discussed in section 3.2.3. Various extensions of the Gilmore-Lawler lower bound for the QAP are
known in literature [24, 37, 41] For the sake of brevity, we do not study them here and restrict our experiments to the
basic natural lower bound.
3 Computational Experiments
In this section we present results of extensive computational experiments carried out using common and well known
equivalent representations of QCOP. These include selected representations generated by symmetrization, diagonal
annihilation, linear term annihilation, convexification, concavification, and triangularization and their combinations.
The quadratic set covering problem is used to generate test instances. We want to emphasize that our experimental
study considers representations that are commonly used and those identified without significant computational efforts.
Our goal is to identify a preferred representation for the general purpose quadratic 0-1 programming problem solvers
within CPLEX and GUROBI among such equivalent representations. Consequently, representations that require solv-
ing semidefinite programs or equivalent Lagrangian problems are not considered in this experimental analysis. We
used the 0-1 quadratic programming solvers of CPLEX12.5 and GUROBI6.0.5 to solve the test instances. The pro-
grams are coded in C++ and tested on a PC with windows 7 operating system, Intel 4790 i7 3.60 GHz processor and 32
GB of RAM. For CPLEX and GUROBI, time limit parameter is set to 3 hours and all other parameters are set to their
default values. For statistical analysis we use non-parametric statistical test ”Wilcoxon Signed Rank Test” [48] with
SPSS, a commercial statistical software. For all experiments, we use quadratic set covering instances as test problems.
The quadratic set covering problem (QSCP) can be defined as follows. Let I = {1, 2, . . . ,m} be a finite set and
P = {P1, P2, . . . , Pn} be a collection of subsets of I . Let J = {1, 2, . . . , n} be the index set of elements of P .
For each element j ∈ J , a cost cj is assigned and for each element (i, j) ∈ J × J , a cost qij is also assigned. A
subset V of J is a cover of I , if ∪j∈V Pj = I . The the quadratic set covering problem is to select a cover L such that∑
j∈L cj +
∑
i∈L
∑
j∈L qij is minimized. Choosing E = J and F as the family of all covers of I , QSCP can be
viewed as a special case of QCOP.
LetD = (dij)m×n be anm× n matrix and its (i, j)th element dij is given by
dij =
{
1 if i ∈ Pj
0 otherwise.
Also, consider the decision variables x1, x2, . . . , xn where
xj =
{
1 if set Pj is selected
0 otherwise.
The vector of decision variables is represented by x = (x1, . . . , xn)
T and  is a column vector of size m with all
its entries are equal to 1. Then the QSCP can be formulated as a 0-1 integer program
QSCP: Minimize cx+ xTQx
Subject toDx ≥ ,
x ∈ {0, 1}n.
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The family of feasible solutions of QSCP is denoted by ℑ = {x|Dx ≥ ,x ∈ {0, 1}n}. The family of feasible
solutions of the continuous relaxation of QSCP is given by ℑ¯ = {x|Dx ≥ , ≤ x ≤ }.
3.1 Generation of QSCP test instances
Some of our test instances are taken from the standard benchmark problems for the linear set covering problem
[4, 6, 25] with a quadratic part added to the objective function. Many of these problems are of large size (for the
quadratic objective function) and hence we selected only a small subset of them. The test instances selected from
benchmark problems are scp41 [4], scpe1, scpe2, scpe3, scpe4 and scpe5 [6], and scpcyc06, scpcyc07, scpclr10,
scpclr11, scpclr12, and scpclr13 [25]. The remaining instances are generated randomly with feasibility guaranteed.
For these problems the naming convention qsc-m#n# is used, where # represent the corresponding value ofm and n.
A pseudo code for generating these instances are given below.
Algorithm 1 Pseudocode for set cover instance generation
1: Inputm and n, wherem is the number of elements and n is the number of subsets of {1, . . . ,m}.
2: Set subset Sj = ∅, j = 1, . . . , n.
3: for i← 1 to m do
4: ki = a random integer between [1, n/2];
5: select ki subsets {Si1 , . . . , SiKi } ⊆ {S1, . . . , Sn} randomly such that each contains element i.
6: for l ← 1 to ki do
7: Sil = Sil ∪ {i}.
8: end for
9: end for
10: Output feasible set covering test instance.
It is possible that the instances generated by the pseudo code above may contain empty subsets. Note that for the
linear set covering problem, such sets can easily be removed by considering the sign of the corresponding cost. No
such easy mechanism is available for the quadratic objective function and hence the possibility of empty sets are left
intact.
For each of the instances selected from the set covering benchmark problems and those generated by our pseu-
docode, eight different cost matrices Q, with various properties are considered. These are summarized in Table 1.
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Table 1: Classes of quadratic cost matrices used in the experiments
Number Property ofQ Method of generation
1 Non-negative elements Uniformly distributed random integers in the range [5,10]
2 Positive semidefinite A randommatrixB is generated with elements uniformly distributed in
the range [-5,5] andQ is set toBBT .
3 Non-negative and positive semidefinite same as above except that the elements of B are uniformly distributed
random integers in the range [5,10].
4 Random and balanced Uniformly distributed random integers in the range [-5,5].
5 Random and positively skewed Uniformly distributed random integers in the range [-5,10].
6 Random and negatively skewed Uniformly distributed random integers in the range [-10,5].
7 Rank 1 Q is set to ab where a is a column vector and b is a row vector having
elements as uniformly distributed random integers in the ranges [-10,10]
and [-5,5] respectively.
8 Rank 2 Q is set to a1b1 + a2b2 where a1,a2 are column vectors and b1, b2
are row vectors with uniformly distributed random integers in ranges
[-10,10] and [-5,5] respectively as elements.
For the benchmark instances taken from the literature, the cost vector c is chosen as the corresponding linear
cost vectors of those instances. For instances that we generated, the linear cost vector is selected as the all one
vector. The seed for the random number generator is set to 2n + 3m + 11. We use the notations ORG, SYM,
CNX, CNV, UT, SYMI respectively for the original (Q, c), and the equivalent representations of (Q, c) obtained by
symmetrization, convexification, concavification, triangularization, and symmetrization followed by convexification.
For statistical analysis of our experimental data we use the non-parametric ”Wilcoxon Signed Rank Test” [48] using
SPSS, a commercial statistical software package. Since Q is generated with some random criteria, ORG can also be
viewed as a random equivalent perturbation applied on SYM or any other structures forms, using Theorem 2.4.
3.2 Computational experiments and analysis of the results
Using the problem instances generated, we carried out extensive computational experiments with the following objec-
tives:
1. Compare the effect of the equivalent representations ORG, SYM, CNX, CNV, UT, and SYMI when the 0-1
quadratic programming solvers of CPLEX and GUROBI are used as exact solvers on each class of test problems.
2. Compare the effect of the equivalent representations ORG, SYM, CNX, CNV, UT, and SYMI when the 0-1
quadratic programming solvers of CPLEX and GUROBI are used as heuristic solvers (time restricted) on each
class of test problems.
3. Effect of equivalent representations on the natural lower bound and its relaxations.
3.2.1 Effect of equivalent representations using CPLEX and GUROBI as exact solvers
Our computational experiments identified interesting patterns that can be used to provide additional guidelines on
using CPLEX and GUROBI solvers. Let us now discuss the outcome of the experiments in details along with conclu-
sions drawn.
The results of the experiments comparing the effect of equivalent representations on running time of CPLEX and
GUROBI 0-1 quadratic programming solvers are summarized in tables 3 - 10. Here the solvers are used as ’exact
solver’ to compute an optimal solution. In each table, there is a column corresponding to each of the equivalent
representations considered and this column contains cpu time (in milliseconds) taken for the specific representation
it is associated with and the specific solver used. The column “ Opt val” represents the optimal objective function
value. There is only one column for this value since the optimal objective function values are same for all equivalent
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representations of the same instance. The column “problem” represents the name of the instance used. In the column
“size”, m is the number of constraints and n is the number of variables. The best CPU time is marked in boldface
letter. Better CPU time between CPLEX and GUROBI is identified by an asterisk(*). To manage the experiments
effectively, a time limit of 3 hours was imposed on both solvers. If a solver can not solve an instance (representation)
to optimality with in 3 hours, we enter “-” in place of CPU time. We also tried to solve many of the instances that are
not solved in 3 hours by running without time limits and the problems were not solved after running overnight and we
aborted such jobs.
As the tables demonstrate, GUROBI is more sensitive towards different representations but solved faster the in-
stances that are solved to optimality. CPLEX appeared to be more robust with respect to the equivalent representations
considered but was slower compared to GUROBI on most of the instances that GUROBI was able to solve. In general,
for CPLEX, the equivalent representation obtained by symmetrization was more promising while for GUROBI, trian-
gularization produced a better representation. The statistical significance of this observation was confirmed using the
Wilcoxin sign test [48]. There are clear exceptions too. When Q is selected as positive semidefinite instances (Table
4), for the original representation, GUROBI uniformly produced superior running time whereas for many of the other
equivalent representations, the running time for this solver was prohibitively large. This observation is intriguing since
symmetry with positive semidefinite is generally viewed as a more desirable property. Note that the representation
ORG can be viewed as adding a random skew-symmetric matrix to SYM. Thus, it is not the case that more structured
problems need not be the winner always. This points to the relevance of studying equivalent representations in general
rather than more structured ones. For this class, CPLEX did not achieve the impressive running times that GUROBI
produced for any of the problems. However, we noticed that CPLEX was not much sensitive to the underlying repre-
sentations for this class of problems.
An overview of the outcomes of the above experiments are summarized in Table 2 below followed by detailed
results in Tables 3 to 10.
Table 2: Summary of results
Instance Class CPLEX GUROBI better
best performing representation best performing representation solver
Q non-negative SYM UT CPLEX
Q positive semidefinite none ORG GUROBI
Q non-negative and positive semidefinite SYM ORG CPLEX, GUROBI
Q arbitrary with symmetric distribution SYM CNV and UT CPLEX
Q arbitrary with left-skewed distribution SYM UT CPLEX
Q arbitrary with right-skewed distribution SYM and UT UT CPLEX
statistically no significant difference
Q Rank 1 SYM and UT ORG and UT GUROBI
statistically no significant difference statistically UT is better than ORG
Q Rank 2 none UT GUROBI
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Table 3: Q non-negative and in [5,10], M= 10000
Opt CPLEX GUROBI
problem
size val ORG CNX CNV SYM SYMI UT ORG CNX CNV SYM SYMI UT
m n time time time time time time time time time time time time
qsc-m5n20 5 20 61 98 73 307 104 146 79 53 63 59 67 125 44∗
qsc-m5n30 5 30 27 70 67 232 69 91 65 129 828 56 106 125 35∗
qsc-m10n20 10 20 115 56 56 61 58 81 57 67 57 33 40 78 20∗
qsc-m10n30 10 30 56 94 299 300 80 134 82 44 821 55 69 172 36∗
qsc-m10n40 10 40 60 85 306 112 74 100 99 20484 30496 69 143 235 57∗
qsc-m10n50 10 50 99 226 154 98 94 116 94 83 866587 86 176 282 62∗
qsc-m15n20 15 20 99 73 75 84 74 107 73 81 59 55 54 109 51∗
qsc-m15n30 15 30 125 59 58 59 60 83 60 52 173 34 66 312 36∗
qsc-m15n40 15 40 164 112 282 300 90 104 86 95 7417 63∗ 96 235 65
qsc-m15n50 15 50 108 320 144 89 85 340 77 275954 688931 111 140 250 70∗
qsc-m20n20 20 20 114 62 61 64 59 78 60 32∗ 37 40 54 78 36
qsc-m20n30 20 30 175 61 59 62 60 75 61 82 109 35∗ 49 203 38
qsc-m20n40 20 40 166 82 80 237 138 365 78∗ 9918 9972 115 110 297 96
qsc-m20n50 20 50 104 275 129 328 108 115 100 202 1202780 94 143 282 87∗
qsc-m25n20 25 20 250 75 69 299 71 174 70 82 81 42 42 93 36∗
qsc-m25n40 25 40 174 95 301 289 88 109 94 9260 8766 98 112 313 65∗
qsc-m25n50 25 50 235 295 119 99 91 1023 95 778 193954 63 182 328 63∗
qsc-m30n20 30 20 245 238 81 79 72 85 74 36 34∗ 53 38 94 36
qsc-m30n40 30 40 175 89 90 93 87 726 87 92 3843 66 94 265 49∗
qsc-m30n50 30 50 328 344 142 335 114 209 117 555 160922 87 144 442 106∗
qsc-m30n100 30 100 325 433 393 422 219 248 226 - - 344 519 2297 176
qsc-m40n100 40 100 256 268 226 338 147∗ 334 269 - - 263 480 564 269
qsc-m40n150 40 150 257 949 884 941 242∗ 606 293 - - 483 903 3407 275
qsc-m40n200 40 200 234 2731 2554 2685 773 716 1166 - - 922 1724 10642 593∗
qsc-m40n250 40 250 152 10326 9820 9853 6078∗ 7654 6942 - - 14129 15346 76576 14092
qsc-m50n100 50 100 331 400 292 435 200 267 188 - - 222 431 654 151∗
qsc-m50n200 50 200 340 2507 2443 2501 829 712 1196 - - 929 1758 15158 610∗
qsc-m50n300 50 300 265 9502 9751 9839 1078∗ 1264 3336 - - 2985 4879 38972 2165
qsc-m50n350 50 350 239 79103 78203 78358 63282∗ 63449 66945 - - 1232880 1224670 57311 1223760
scpe1 50 500 - - - - - - - - - - - - -
scpcyc06 240 192 - - - - - - - - - - - - -
scpclr10 511 210 - - - - - - - - - - - - -
1
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Table 4: Q positive semidefinite and B in [-5,5], M= 10000
Opt CPLEX GUROBI
problem
size val ORG CNX CNV SYM SYMI UT ORG CNX CNV SYM SYMI UT
m n time time time time time time time time time time time time
qsc-m5n20 5 20 4 272 181 365 130 178 153 45∗ 247 133 68 313 64
qsc-m5n30 5 30 3 1279 1387 1119 1252 1439 1285 46∗ 297079 1469 1426 454874 1404
qsc-m10n20 10 20 5 101 173 213 221 129 90 34∗ 473 58 62 438 49
qsc-m10n30 10 30 3 596 598 591 684 685 603 47∗ 123532 3907 3399 62484 3414
qsc-m10n40 10 40 3 30967 32871 31474 31400 31981 30672 54∗ - 371374 370078 - 369425
qsc-m10n50 10 50 4 26173 28164 27296 26203 28616 24993 77∗ - 1664950 1685460 - 1770460
qsc-m15n20 15 20 4 258 402 382 171 169 404 83∗ 2150 142 147 3296 179
qsc-m15n30 15 30 5 176 342 210 321 218 196 53∗ 54061 515 555 58878 518
qsc-m15n40 15 40 5 445854 468719 422479 447936 451931 443120 60∗ - 2276950 2549100 - 2712090
qsc-m15n50 15 50 4 1794450 1716000 1775410 1831920 1967854 1771620 66∗ - - - - -
qsc-m20n20 20 20 7 245 87 126 107 104 105 29∗ 66 93 96 144 47
qsc-m20n30 20 30 6 61 252 141 384 363 125 52∗ 848 114 105 991 105
qsc-m20n40 20 40 5 5838 5874 6501 6300 5908 5910 122∗ - 2420 2363 - 2272
qsc-m20n50 20 50 4 5347310 5460990 5230450 5301770 5116360 5174520 95∗ - - - - -
qsc-m25n20 25 20 6 47 346 121 87 318 86 34 208 71 59 823 51
qsc-m25n40 25 40 6 16269 17391 17428 16761 18214 16174 65∗ - 61109 61803 - 61476
qsc-m25n50 25 50 6 88551 103447 102551 93348 101597 92606 51∗ - 1064570 1063170 - 1106510
qsc-m30n20 30 20 7 83 255 176 87 288 86 35∗ 173 57 52 125 68
qsc-m30n40 30 40 6 87349 110495 111495 87156 109421 86561 51∗ - 358136 363458 - 360975
qsc-m30n50 30 50 7 4352620 4644080 4605760 4898180 4499840 4905110 67∗ - - - - -
qsc-m30n100 30 100 7 - - - - - - 203∗ - - - - -
qsc-m40n100 40 100 7 - - - - - - 237∗ - - - - -
qsc-m40n150 40 150 7 - - - - - - 394∗ - - - - -
qsc-m40n200 40 200 6 - - - - - - 730∗ - - - - -
qsc-m40n250 40 250 5 - - - - - - 1032∗ - - - - -
qsc-m50n100 50 100 8 - - - - - - 216∗ - - - - -
qsc-m50n200 50 200 8 - - - - - - 737∗ - - - - -
qsc-m50n300 50 300 7 - - - - - - 1424∗ - - - - -
qsc-m50n350 50 350 6 - - - - - - 2061∗ - - - - -
scpe1 50 500 5 - - - - - - 5469∗ - - - - -
scpcyc06 240 192 60 - - - - - - 10791900∗ - - - - -
scpclr10 511 210 25 - - - - - - 10376500∗ - - - - -
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Table 5: Q non-negative and positive semidefinite, B in [5,15], M= 10000
Opt CPLEX GUROBI
problem
size val ORG CNX CNV SYM SYMI UT ORG CNX CNV SYM SYMI UT
m n time time time time time time time time time time time time
qsc-m5n20 5 20 487 65 59 84 62 79 66 53 60 32∗ 96 94 82
qsc-m5n30 5 30 171 51 58 59 66 80 64 48∗ 481 67 58 125 53
qsc-m10n20 10 20 788 53 52 53 55 76 54 32 19 21 39 94 20∗
qsc-m10n30 10 30 364 332 66 219 66 82 184 66 295 41∗ 78 171 85
qsc-m10n40 10 40 532 153 186 78 75 106 66 102 10941 84 121 203 63∗
qsc-m10n50 10 50 845 160 77 75 70 104 78 66∗ 65270 95 142 219 102
qsc-m15n20 15 20 845 77 79 59 63 70 66 68 70 35∗ 36 109 36
qsc-m15n30 15 30 1449 54 53 51 57 74 56 48 158 46 60 406 36∗
qsc-m15n40 15 40 1769 72 73 276 100 90 113 62 1320 68 91 187 51∗
qsc-m15n50 15 50 904 76 67 233 106 81 64∗ 106 108221 128 162 234 106
qsc-m20n20 20 20 788 60 55 57 59 405 59 63 35 34∗ 89 109 40
qsc-m20n30 20 30 1770 50 60 174 63 79 61 48 77 51 93 141 35∗
qsc-m20n40 20 40 1162 69∗ 69∗ 244 73 751 69∗ 77 5584 74 109 203 97
qsc-m20n50 20 50 1093 79 72 75 63 81 63 60∗ 97956 107 161 250 90
qsc-m25n20 25 20 2506 65 98 80 160 82 100 32 50 39∗ 76 78 49
qsc-m25n40 25 40 1770 96 299 127 91 263 82 84 3659 67∗ 111 219 79
qsc-m25n50 25 50 1527 88 66 83 81 81 73 108 21822 85 142 235 71∗
qsc-m30n20 30 20 2506 64 65 67 66 85 66 46 83 36 55 172 37∗
qsc-m30n40 30 40 1301 61 62 63 65 76 67 57∗ 1826 123 106 203 63
qsc-m30n50 30 50 3143 94 254 232 162 118 91 64∗ 33835 128 178 328 95
qsc-m30n100 30 100 2123 403 206 262 116∗ 323 130 178 - 245077 244718 1782 24819
qsc-m40n100 40 100 2123 425 461 410 123∗ 196 166 236 - 102661 85404 - 89997
qsc-m40n150 40 150 3488 900 813 929 183∗ 328 477 397 - - - 3828 -
qsc-m40n200 40 200 1605 2161 1980 2033 162∗ 183 648 675 - - - 6406 -
qsc-m40n250 40 250 680 4346 4480 4564 220∗ 438 1272 1012 - - - - -
qsc-m50n100 50 100 3143 234 221 222 137∗ 476 199 203 - - - - 132145
qsc-m50n200 50 200 2712 2101 2220 2186 192∗ 503 706 673 - - - 8469 -
qsc-m50n300 50 300 1856 8770 8967 9067 219∗ 274 2419 1439 - - - 13048 -
qsc-m50n350 50 350 1231 16143 16291 15945 584∗ 732 4428 1954 - - - 57311 -
scpe1 50 500 906 101181 99684 104052 20842 20405 38208 5266∗ - - - - -
scpcyc06 240 192 217216 20279 13227 13791 18788 11850 19124 2648∗ - - - - -
scpclr10 511 210 28925 23674 26076 26187 21588 24347 22362 4933∗ - - - - -
1
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Table 6: Q arbitrary(symmetric distribution) is in [-5,5], M= 10000
Opt CPLEX GUROBI
problem
size val ORG CNX CNV SYM SYMI UT ORG CNX CNV SYM SYMI UT
m n time time time time time time time time time time time time
qsc-m5n20 5 20 -237 62 58 56 57 86 62 36 45 28∗ 44 94 52
qsc-m5n30 5 30 -606 64 225 298 115 145 104 76 61 36∗ 66 125 36∗
qsc-m10n20 10 20 -184 59 60 127 369 83 63 36 30 25∗ 55 93 36
qsc-m10n30 10 30 -567 61 65 62 277 269 78 51 48 37∗ 84 141 76
qsc-m10n40 10 40 -796 70 95 69 234 84 120 507 554 66 95 797 61∗
qsc-m10n50 10 50 -1306 70 69 76 220 81 140 1834 1836 56 131 1938 53∗
qsc-m15n20 15 20 -168 69 65 66 270 81 126 62 49 27∗ 41 93 47
qsc-m15n30 15 30 -385 67 66 67 241 83 101 172 130 50 73 219 38∗
qsc-m15n40 15 40 -814 113 66 68 64 109 281 202 158 38∗ 109 266 84
qsc-m15n50 15 50 -1351 67 66 98 62∗ 78 330 634 621 65 144 938 97
qsc-m20n20 20 20 -288 16 15 14∗ 38 21 40 56 41 26 39 78 36
qsc-m20n30 20 30 -341 66 64 221 103 147 63 62 77 87 61 156 36∗
qsc-m20n40 20 40 -671 65 64 64 252 79 122 845 801 49 96 860 48∗
qsc-m20n50 20 50 -1355 100 69 70 63 310 260 559 584 66 129 704 55∗
qsc-m25n20 25 20 -161 60 266 61 60 168 58 54 54 25∗ 43 62 76
qsc-m25n40 25 40 -684 64 63 90 65 108 62∗ 697 601 65 106 610 78
qsc-m25n50 25 50 -1305 73 70 304 110 1882 67 1588 1499 61∗ 134 1094 93
qsc-m30n20 30 20 -248 57 57 58 301 75 59 49 50 37∗ 57 78 49
qsc-m30n40 30 40 -909 63 61 63 323 104 61 128 97 78 93 203 46∗
qsc-m30n50 30 50 -1276 57∗ 65 65 223 80 90 467 463 102 160 581 101
qsc-m30n100 30 100 -4766 363 202 166 305 103 102∗ - - 183 398 - 140
qsc-m40n100 40 100 -5583 234 219 174 88∗ 314 274 177034 176769 184 400 174361 103
qsc-m40n150 40 150 -11597 879 863 912 207 143 205∗ - - 401 864 - 229
qsc-m40n200 40 200 -20714 2161 2099 2093 172∗ 190 757 - - 1711 2494 - 1271
qsc-m40n250 40 250 -31050 4650 4605 4960 211∗ 578 1288 - - - - - -
qsc-m50n100 50 100 -4997 389 167 241 78∗ 254 102 - - 194 415 - 122
qsc-m50n200 50 200 -20368 1997 1978 1957 129∗ 159 496 - - 799 1642 - 504
qsc-m50n300 50 300 -43875 9408 9575 9389 250∗ 257 2267 - - - - - -
qsc-m50n350 50 350 -60139 17225 17235 17399 286∗ 468 3874 - - - - - -
scpe1 50 500 -124115 85034 84452 83978 514∗ 558 16269 - - - - - -
scpcyc06 240 192 -18644 1731 1686 1708 143 168 482 - - 691 1506 - 469∗
scpclr10 511 210 -20820 2482 2693 2511 217∗ 250 641 - - 1112 2027 - 758
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Table 7: Q arbitrary(left-skewed distribution) is in [-10,5], M= 10000
Opt CPLEX GUROBI
problem
size val ORG CNX CNV SYM SYMI UT ORG CNX CNV SYM SYMI UT
m n time time time time time time time time time time time time
qsc-m5n20 5 20 -1160 21 15 21 14∗ 20 17 33 47 36 43 94 36
qsc-m5n30 5 30 -2958 22 15 20 17 21 14∗ 38 46 53 65 109 37
qsc-m10n20 10 20 -1180 14 23 13∗ 14 19 21 34 31 38 36 110 20
qsc-m10n30 10 30 -2651 17 24 16∗ 41 22 45 38 31 36 66 109 21
qsc-m10n40 10 40 -4675 60 67 58 55 74 53 58 63 54 96 109 34∗
qsc-m10n50 10 50 -7476 53 52 52 76 67 50 66 62 72 113 156 38∗
qsc-m15n20 15 20 -1171 46 43 46 45 64 44 36 31 29 77 94 28∗
qsc-m15n30 15 30 -2774 13∗ 13∗ 13∗ 13∗ 20 14 39 82 36 81 94 36
qsc-m15n40 15 40 -4819 49 49 48∗ 49 62 48∗ 91 61 50 80 125 49
qsc-m15n50 15 50 -7433 54 53 54 49 67 48 109 114 71 130 141 39∗
qsc-m20n20 20 20 -1196 13∗ 13∗ 13∗ 13 25 13∗ 39 33 83 44 94 48
qsc-m20n30 20 30 -2447 48 45 48 47 62 46 39 31∗ 64 47 141 36
qsc-m20n40 20 40 -4759 16 15 15 14∗ 21 14∗ 44 63 90 95 93 45
qsc-m20n50 20 50 -7279 53 56 53 48 70 48 121 70 54 115 141 37∗
qsc-m25n20 25 20 -1189 47 47 49 49 59 48 31 31 37 78 125 30∗
qsc-m25n40 25 40 -4644 17 15 16 14∗ 22 14∗ 44 47 47 78 125 33
qsc-m25n50 25 50 -7352 19 20 20 15∗ 25 15∗ 65 105 71 129 172 56
qsc-m30n20 30 20 -935 50 46 47 48 61 48 34 31 31∗ 40 78 36
qsc-m30n40 30 40 -4794 16 16 16 14∗ 21 14∗ 57 60 79 115 140 95
qsc-m30n50 30 50 -7457 54 53 55 49∗ 68 49∗ 62 63 70 114 156 105
qsc-m30n100 30 100 -29970 160 156 181 72∗ 83 79 183 174 193 397 437 106
qsc-m40n100 40 100 -29488 162 167 171 67∗ 659 80 201 209 188 415 586 103
qsc-m40n150 40 150 -67705 682 622 714 113∗ 114 219 378 421 392 865 891 255
qsc-m40n200 40 200 -119040 2059 1991 1948 123∗ 1311 507 639 642 655 1485 1547 361
qsc-m40n250 40 250 -188225 4542 4347 4552 173∗ 1204 1146 1015 1029 1016 2332 2654 542
qsc-m50n100 50 100 -30166 157 158 158 72∗ 145 81 183 189 178 388 566 135
qsc-m50n200 50 200 -119683 1885 1845 1896 125∗ 144 569 658 640 643 1518 1578 349
qsc-m50n300 50 300 -271725 9383 9111 9241 215∗ 230 2353 1414 1416 1429 3337 3407 752
qsc-m50n350 50 350 -365934 16939 18318 17680 276∗ 697 4305 1955 1967 1968 4531 4625 1029
scpe1 50 500 -748255 85754 83478 88380 487∗ 503 17106 4008 4023 3956 9196 9376 2076
scpcyc06 240 192 -110159 1714 1764 1735 136∗ 145 416 578 605 575 1370 1422 304
scpclr10 511 210 -132570 2324 2317 2405 182∗ 213 631 741 749 752 1660 1750 424
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Table 8: Q arbitrary(right-skewed distribution) is in [-5,10], M= 10000
Opt CPLEX GUROBI
problem
size val ORG CNX CNV SYM SYMI UT ORG CNX CNV SYM SYMI UT
m n time time time time time time time time time time time time
qsc-m5n20 5 20 -20 67 67 235 99 91 68 77 40 33∗ 59 110 51
qsc-m5n30 5 30 -34 89∗ 120 104 133 262 89∗ 3486 3054 129 131 3549 94
qsc-m10n20 10 20 13 71 79 313 71 95 73 51 68 30 39 93 21∗
qsc-m10n30 10 30 -24 75 75 231 112 124 84 1526 1514 78 107 1602 69∗
qsc-m10n40 10 40 -22 182∗ 207 415 186 420 340 162940 161332 443 456 167383 445
qsc-m10n50 10 50 -62 148∗ 196 242 177 308 166 - - 1683 1685 - 1524
qsc-m15n20 15 20 -1 77 105 74 72 77 73 84 64 43∗ 73 109 96
qsc-m15n30 15 30 33 277 125 91 85 99 85 827 813 82∗ 168 1062 85
qsc-m15n40 15 40 22 160 300 104∗ 110 120 371 29648 28793 167 222 29821 163
qsc-m15n50 15 50 -28 278 317 276 259∗ 420 406 - - 2369 2384 - 2337
qsc-m20n20 20 20 25 132 120 59 105 89 212 51 47 34∗ 59 375 39
qsc-m20n30 20 30 30 66 311 68 70 138 67 336 334 53 82 500 52∗
qsc-m20n40 20 40 -40 107∗ 223 202 76 96 198 23862 24116 170 181 23382 153
qsc-m20n50 20 50 -22 597 635 714 615 520 587∗ - - 3525 3660 - 3517
qsc-m25n20 25 20 55 88 90 250 84 94 60 54 99 49 107 359 31∗
qsc-m25n40 25 40 12 314 106 350 153 378 103∗ 39224 38810 328 319 37858 313
qsc-m25n50 25 50 -4 182 128∗ 133 201 415 188 - - 823 903 - 810
qsc-m30n20 30 20 61 73 67 199 63∗ 82 87 33 47 51 90 109 36
qsc-m30n40 30 40 35 108∗ 165 220 138 201 157 27831 28570 346 429 27820 337
qsc-m30n50 30 50 25 165 133∗ 138 142 182 228 898402 923621 1105 1105 1223055 1062
qsc-m30n100 30 100 -7 71225 68670 68061∗ 73032 69054 72360 - - - - - -
qsc-m40n100 40 100 -13 20735 20851 20777 20420∗ 21819 21351 - - - - - -
qsc-m40n150 40 150 - - - - - - - - - - - - -
qsc-m40n200 40 200 - - - - - - - - - - - - -
qsc-m40n250 40 250 - - - - - - - - - - - - -
qsc-m50n100 50 100 - - - - - - - - - - - - -
qsc-m50n200 50 200 - - - - - - - - - - - - -
qsc-m50n300 50 300 - - - - - - - - - - - - -
qsc-m50n350 50 350 - - - - - - - - - - - - -
scpe1 50 500 - - - - - - - - - - - - -
scpcyc06 240 192 - - - - - - - - - - - - -
scpclr10 511 210 - - - - - - - - - - - - -
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Table 9: Q Rank 1, a in [-10,10] in b [-5,5], M=10000
Opt CPLEX GUROBI
problem
size val ORG CNX CNV SYM SYMI UT ORG CNX CNV SYM SYMI UT
m n time time time time time time time time time time time time
qsc-m5n20 5 20 -753 134 115 114 105 128 129 36 47 44 53 94 37
qsc-m5n30 5 30 -1439 412 511 405 71 106 80 40∗ 75 49 64 187 51
qsc-m10n20 10 20 -454 147 92 70 187 209 312 24∗ 31 102 47 79 36
qsc-m10n30 10 30 -1061 74 71 117 258 213 133 47 158 57 67 312 36∗
qsc-m10n40 10 40 -2291 86 86 85 221 214 115 78 752 43∗ 97 1000 48
qsc-m10n50 10 50 -3617 83 83 81 297 180 79 938 899 108 124 1203 70
qsc-m15n20 15 20 -1199 58 57 57 225 171 302 24∗ 31 47 39 79 36
qsc-m15n30 15 30 -3214 352 67 61 62 331 60 38∗ 88 87 65 93 54
qsc-m15n40 15 40 -2565 529 82 81 79 118 328 81 145 63 95 250 48∗
qsc-m15n50 15 50 -5103 78 79 77 245 95 103 72∗ 95 78 180 172 90
qsc-m20n20 20 20 -532 66 63 784 81 115 71 32 32 30 40 78 20∗
qsc-m20n30 20 30 -919 80 637 81 81 139 78 38 94 45 66 188 73
qsc-m20n40 20 40 -4502 327 86 77 75 115 260 70 70 42 80 125 33∗
qsc-m20n50 20 50 -3378 222 138 313 135 158 1129 91 745 80 156 1046 60∗
qsc-m25n20 25 20 -788 319 77 65 64 273 64 23∗ 77 45 50 79 57
qsc-m25n40 25 40 -2123 253 167 94 78 98 227 88 340 53 98 468 45∗
qsc-m25n50 25 50 -2977 301 227 366 217 279 323 405 3613 81 130 3653 71∗
qsc-m30n20 30 20 -732 65 67 65 64 84 337 66 47 35 41 78 31∗
qsc-m30n40 30 40 -2244 75 71 73 258 255 105 134 102 56 112 156 46∗
qsc-m30n50 30 50 -3092 100 103 354 116 110 97 91 1894 66 131 1969 54∗
qsc-m30n100 30 100 -17999 1182 1197 1134 1008 1120 1069 185 34971 214 429 32224 137∗
qsc-m40n100 40 100 -13317 89654 90362 90913 89934 - 91358 285∗ - 422 631 - 305
qsc-m40n150 40 150 -40142 6926220 7480630 7324230 7256670 - 7560750 4634390 - 1733 2108 - 1501∗
qsc-m40n200 40 200 -68539 - - - - - - - - 2835 3399 - 2712∗
qsc-m50n100 50 100 -15640 27844 26552 26703 27239 - 26635 274 2034810 348 563 2266620 249∗
qsc-m50n200 50 200 -82320 620133 640258 625740 651178 - 649892 86355 - 1748 2583 - 1389∗
qsc-m50n300 50 300 - - - - - - - - - - - - -
qsc-m50n350 50 350 -220929 - - - - - - - - 342051 321344 - 313175∗
scpe1 50 500 - - - - - - - - - - - - -
scpcyc06 240 192 -58537 - - - - - - 60120 - 10161 10304 - 9369∗
scpclr10 511 210 -89920 - - - - - - 43055 - 3293 4215 - 3079∗
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Table 10: Q Rank 2, a1,a2 in [-10,10] in b1, b2 in [-5,5], M=10000
Opt CPLEX GUROBI
problem
size val ORG CNX CNV SYM SYMI UT ORG CNX CNV SYM SYMI UT
m n time time time time time time time time time time time time
qsc-m5n20 5 20 -690 89 72 62 61 81 62 53 61 26∗ 45 64 34
qsc-m5n30 5 30 -3345 277 76 121 62 112 391 36∗ 47 77 69 66 37
qsc-m10n20 10 20 -1007 54 56 55 55 99 53 70 64 31∗ 39 55 59
qsc-m10n30 10 30 -786 262 132 77 76 301 74∗ 76 244 75 78 280 81
qsc-m10n40 10 40 -2725 169 202 78 74 104 73 57 110 54 94 151 49∗
qsc-m10n50 10 50 -5019 286 112 109 77 119 1167 100 105 75 132 164 53∗
qsc-m15n20 15 20 -825 101 69 68 67 84 69 32∗ 49 35 41 50 36
qsc-m15n30 15 30 -2055 1047 87 85 415 330 978 73 50 38∗ 81 83 85
qsc-m15n40 15 40 -3410 78 76 1176 1475 105 325 87 77 44∗ 95 126 72
qsc-m15n50 15 50 -4386 101 98 111 138 156 98 81 401 70 162 481 52∗
qsc-m20n20 20 20 -1015 55 52 55 53 68 53 19∗ 32 26 40 105 36
qsc-m20n30 20 30 -2124 259 64 70 63∗ 250 1784 57 33 51 79 85 49
qsc-m20n40 20 40 -3941 79 75 74 736 92 295 68 87 56 95 103 48∗
qsc-m20n50 20 50 -3633 102 99 194 109 266 97 79 351 74 161 341 55∗
qsc-m25n20 25 20 -979 81 95 61 60 75 60 34 33 32 38 49 20∗
qsc-m25n40 25 40 -2936 215 116 115 271 97 111 81 97 87 141 134 44∗
qsc-m25n50 25 50 -3980 124 121 262 140 322 116 114 1756 66 129 2045 55∗
qsc-m30n20 30 20 -737 67 67 593 282 949 97 84 57 28 39 90 21∗
qsc-m30n40 30 40 -2780 82 88 1019 109 152 81 53 87 81 94 144 33∗
qsc-m30n50 30 50 -2857 251 1081 265 417 479 276 124 14329 71 129 13055 58∗
qsc-m30n100 30 100 -13800 763661 816283 862023 841796 765875 828917 - - 538 770 - 460∗
qsc-m40n100 40 100 -15074 3481 3772 3744 3551 3643 3611 519676 518039 275 485 - 180∗
qsc-m40n150 40 150 -27528 - - - - - - 14203 - 48438 54732 - 55597
qsc-m40n200 40 200 -76180 - - - - - - - - 931 1822 - 745
qsc-m50n100 50 100 -17694 52694 50570 50006 52474 49994 52071 187 - 341 558 - 282∗
qsc-m50n200 50 200 -50658 - - - - - - 3980 - 25603∗ 26233 - 27438
qsc-m50n300 50 300 -127867 - - - - - - - - 5251260∗ 5470770 - 5795480
qsc-m50n350 50 350 -221562 - - - - - - - - 31546 35606 - 31277∗
scpe1 50 500 - - - - - - - - - - - - -
scpcyc06 240 192 -54681 - - - - - - - - 41391 34875 - 32816∗
scpclr10 511 210 -70704 - - - - - - - - 42447∗ 44680 - 42542
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3.2.2 Experimental results when CPLEX and GUROBI are used as heuristic solvers
To assess the effectiveness of CPLEX and GUROBI as a heuristic solver and compare their relative sensitivity towards
equivalent representations, we run each of the test instances by specifying two preset time limits of 15 minutes and 30
minutes. For small size problems, all representations produced optimal values within in 30 minutes, although for many
cases, optimality was not proved. Thus, we discuss further only experimental results for moderately large instances.
In the tables 12 to 17, the column ”val” represents the heuristic solution value obtained by the specific represen-
tation associated with and the specific solver with the specified time limit. The best heuristic solution is marked in
boldface letter.
It may be noted that the difference between various representation solutions quality is not significant different, but
we did observe , some level of statistical significance as summarize in Table 11.
Table 11: Summary of results: Heuristic value
Best performing representation
Instance Class CPLEX GUROBI
30 minutes 15 minutes 30 minutes 15 minutes
Q non-negative - CNX, CNV, SYMI none CNV, SYM, UT
Q positive semidefinite - - ORG ORG
Q non-negative and positive semidefinite - - ORG ORG
Q arbitrary with symmetric distribution all all all all
Q arbitrary with left-skewed distribution all all all all
Q arbitrary with right-skewed distribution ORG ORG, UT CNV, SYM, UT CNV, SYM, UT
22
Table 12: Q non-negative is in [5,10], M= 10000, Time Limit 15 minutes and 30 minutes
Opt 30 Minutes 15 Minutes
problem
size val ORG CNX CNV SYM SYMI UT ORG CNX CNV SYM SYMI UT
m n val val val val val val val val val val val val
CPLEX
qsc-m50n100 50 100 331 331 331 331 331 331 331 331 331 331 331 331 331
qsc-m50n200 50 200 340 341 340 340 341 340 341 341 340 340 341 340 341
qsc-m50n300 50 300 265 265 265 265 265 265 265 265 265 265 265 265 265
qsc-m50n350 50 350 239 239 239 239 239 239 239 239 239 239 239 239 239
scpe1 50 500 - 174 174 174 174 174 174 174 174 174 174 174 174
scpe2 50 500 - 163 163 163 163 163 163 163 163 163 163 163 163
scpcyc06 240 192 - 25160 25151 25151 25005 25151 25056 25186 25235 25151 25186 25235 25186
scpcyc07 672 448 - 197101 181526 181526 197101 181526 197101 197101 181526 181526 197101 181526 197101
scpclr10 511 210 - 4654 4305 4305 4654 4305 4654 4676 4676 4676 4676 4676 4676
scpclr11 1023 330 - 5077 5077 5077 5077 5077 5043 5077 5077 5077 5077 5077 5077
scpclr12 2047 495 - 5885 6732 6732 5885 6732 5885 7577 7562 7562 7577 7562 7577
scpclr13 4095 715 - 5504 5475 5475 5504 5475 5504 11855 10172 10172 11855 10172 11855
scp41 200 1000 - 14550 14319 14319 14550 14319 14550 14550 14319 14319 14550 14319 14550
GUROBI
qsc-m50n100 50 100 331 331 331 331 331 331 331 331 331 331 331 331 331
qsc-m50n200 50 200 340 343 343 341 341 343 341 343 343 341 341 343 341
qsc-m50n300 50 300 265 334 334 265 265 334 265 334 334 265 265 334 265
qsc-m50n350 50 350 239 247 242 239 239 242 239 255 243 239 239 243 239
scpe1 50 500 - 226 226 232 172 226 172 236 236 232 172 236 172
scpe2 50 500 - 216 216 224 224 216 224 216 216 224 224 216 224
scpcyc06 240 192 - 25204 26679 25035 25123 26679 25123 25204 26679 25083 25123 26679 25123
scpcyc07 672 448 - 163576 163576 156851 161173 163576 161173 163650 163650 156851 163107 163650 163107
scpclr10 511 210 - 4390 4563 4255 4265 4563 4265 4390 4563 4265 4265 4563 4265
scpclr11 1023 330 - 5245 5245 4350 3680 5245 3680 5245 5245 4350 3680 5245 3680
scpclr12 2047 495 - 5751 5751 5841 4361 5751 4361 5777 5777 5841 5054 5777 5054
scpclr13 4095 715 - 6208 6484 5025 5795 6484 5795 6208 6543 5063 5808 6543 5808
scp41 200 1000 - 16513 16513 14380 13966 16513 13966 16513 16513 14380 14493 16513 14493
2
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Table 13: Q PSD [-5,5], M= 10000, Time Limit 15 minutes and 30 minutes
Opt 30 Minutes 15 Minutes
problem
size val ORG CNX CNV SYM SYMI UT ORG CNX CNV SYM SYMI UT
m n val val val val val val val val val val val val
CPLEX
qsc-m50n100 50 100 8 8 8 8 8 8 8 8 8 8 8 8 8
qsc-m50n200 50 200 8 8 8 8 8 8 8 8 8 8 8 8 8
qsc-m50n300 50 300 7 7 7 7 7 7 7 8 10 8 8 8 8
qsc-m50n350 50 350 6 6 6 6 6 6 6 6 6 6 6 6 6
scpe1 50 500 5 7 8 9 7 9 7 7 9 9 7 9 7
scpe2 50 500 - 7 7 7 8 7 8 8 7 7 8 7 8
scpcyc06 240 192 60 66 65 65 66 65 66 66 65 65 66 65 66
scpcyc07 672 448 - 171 166 169 169 168 171 171 166 169 171 169 171
scpclr10 511 210 25 29 29 28 29 29 29 29 29 29 29 29 29
scpclr11 1023 330 - 28 30 30 28 30 28 31 32 32 29 32 29
scpclr12 2047 495 - 33 31 31 34 31 34 34 31 31 34 31 34
scpclr13 4095 715 - 32 34 34 33 35 33 33 35 35 33 35 33
scp41 200 1000 - 435 435 435 435 435 435 435 435 435 435 435 435
GUROBI
qsc-m50n100 50 100 8 8 8 8 8 8 8 8 8 8 8 8 8
qsc-m50n200 50 200 8 8 11 8 8 11 8 8 11 8 8 11 8
qsc-m50n300 50 300 7 7 10 7 7 10 7 7 12 7 7 12 7
qsc-m50n350 50 350 6 6 10 6 6 10 6 6 10 6 6 10 6
scpe1 50 500 5 5 9 5 5 9 5 5 19 5 5 19 5
scpe2 50 500 - 5 9 6 6 9 6 5 19 6 6 19 6
scpcyc06 240 192 60 60 67 61 61 67 61 61 67 62 61 67 61
scpcyc07 672 448 - 152 178 152 154 177 154 153 183 157 155 183 155
scpclr10 511 210 25 25 32 26 25 32 25 25 32 26 25 32 25
scpclr11 1023 330 - 23 34 24 25 34 25 24 34 24 25 34 25
scpclr12 2047 495 - 25 39 30 29 39 29 27 48 30 30 48 30
scpclr13 4095 715 - 32 66 35 34 65 34 32 69 35 34 69 34
scp41 200 1000 - 435 1213 435 435 1213 435 435 1310 435 435 1310 435
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Table 14: Q NN PSD [5,15], M= 10000, Time Limit 15 minutes and 30 minutes
Opt 30 Minutes 15 Minutes
problem
size val ORG CNX CNV SYM SYMI UT ORG CNX CNV SYM SYMI UT
m n val val val val val val val val val val val val
CPLEX
qsc-m50n100 50 100 3143 3143 3143 3143 3143 3143 3143 3143 3143 3143 3143 3143 3143
qsc-m50n200 50 200 2712 2712 2712 2712 2712 2712 2712 2712 2712 2712 2712 2712 2712
qsc-m50n300 50 300 1856 1856 1856 1856 1856 1856 1856 1856 1856 1856 1856 1856 1856
qsc-m50n350 50 350 1231 1230 1230 1230 1230 1230 1230 1230 1230 1230 1230 1230 1230
scpe1 50 500 906 906 905 905 906 905 906 906 905 905 906 905 906
scpe2 50 500 - 734 733 733 734 733 734 734 733 733 734 733 734
scpcyc06 240 192 217216 217216 217216 217216 217216 217216 217216 217216 217216 217216 217216 217216 217216
scpcyc07 672 448 - 1587761 1582724 1582724 1587761 1582724 1587761 1590281 1633446 1633446 1590281 1633446 1590281
scpclr10 511 210 28925 28925 28925 28925 28925 28925 28925 28925 28925 28925 28925 28925 28925
scpclr11 1023 330 - 28251 28251 28251 28251 28251 28251 28251 28251 28251 28251 28251 28251
scpclr12 2047 495 - 24992 24991 24991 24992 24991 24992 24992 24991 24991 24992 24991 24992
scpclr13 4095 715 - 35002 36897 36897 35002 36897 35002 35002 36897 36897 35002 36897 35002
scp41 200 1000 - 87489 82184 83093 87620 82184 87611 87625 83093 83093 87625 83093 87625
GUROBI
qsc-m50n100 50 100 3143 3143 3143 3143 3143 3143 3143 3143 3143 3143 3143 3143 3143
qsc-m50n200 50 200 2712 2712 2712 2712 2712 2712 2712 2712 2712 2712 2712 2712 2712
qsc-m50n300 50 300 1856 1856 1943 1856 1856 1943 1856 1856 1943 1856 1856 1943 1856
qsc-m50n400 50 350 1231 1231 1231 1231 1231 1231 1231 1231 1231 1231 1231 1231 1231
scpe1 50 500 906 906 906 1232 967 906 967 906 906 1232 967 906 967
scpe2 50 500 - 734 734 1162 905 906 905 734 734 1162 905 906 905
scpcyc06 240 192 217216 217216 229503 217216 217216 221901 217216 217216 229503 221901 217216 221901 217216
scpcyc07 672 448 - 1473947 1488557 1500779 1542722 1532802 1542722 1498327 1490999 1500779 1542724 1532803 1542724
scpclr10 511 210 28925 28925 32790 29612 29612 32070 29612 28925 32790 29612 29612 32070 29612
scpclr11 1023 330 - 25948 27254 29271 28253 28930 28253 25948 27254 29271 28253 28930 28253
scpclr12 2047 495 - 27585 28931 32790 31004 27920 31004 27585 28931 32790 31004 27920 31004
scpclr13 4095 715 - 30656 27587 35373 32793 27256 32793 30656 28255 35373 32793 27256 32793
scp41 200 1000 - 78879 89140 87652 84599 92715 84599 78879 89140 87652 86987 92715 86987
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Table 15: Q ARB SYM [-5,5], M= 10000, Time Limit 15 minutes and 30 minutes
Opt 30 Minutes 15 Minutes
problem
size val ORG CNX CNV SYM SYMI UT ORG CNX CNV SYM SYMI UT
m n val val val val val val val val val val val val
CPLEX
qsc-m50n100 50 100 -4997 -4997 -4997 -4997 -4997 -4997 -4997 -4997 -4997 -4997 -4997 -4997 -4997
qsc-m50n200 50 200 -20368 -20368 -20368 -20368 -20368 -20368 -20368 -20368 -20368 -20368 -20368 -20368 -20368
qsc-m50n300 50 300 -43875 -43875 -43875 -43875 -43875 -43875 -43875 -43875 -43875 -43875 -43875 -43875 -43875
qsc-m50n350 50 350 -60139 -60139 -60139 -60139 -60139 -60139 -60139 -60139 -60139 -60139 -60139 -60139 -60139
scpe1 50 500 -124115 -124115 -124115 -124115 -124115 -124115 -124115 -124115 -124115 -124115 -124115 -124115 -124115
scpe2 50 500 - -124115 -124115 -124115 -124115 -124115 -124115 -124115 -124115 -124115 -124115 -124115 -124115
scpcyc06 240 192 -18644 -18644 -18644 -18644 -18644 -18644 -18644 -18644 -18644 -18644 -18644 -18644 -18644
scpcyc07 672 448 - -101382 -101382 -101382 -101382 -101382 -101382 -101382 -101382 -101382 -101382 -101382 -101382
scpclr10 511 210 -20820 -20820 -20820 -20820 -20820 -20820 -20820 -20820 -20820 -20820 -20820 -20820 -20820
scpclr11 1023 330 - -53134 -53134 -53134 -53134 -53134 -53134 -53134 -53134 -53134 -53134 -53134 -53134
scpclr12 2047 495 - -122881 -122881 -122881 -122881 -122881 -122881 -122881 -122881 -122881 -122881 -122881 -122881
scpclr13 4095 715 - -255166 -255166 -255166 -255166 -255166 -255166 -255166 -255166 -255166 -255166 -255166 -255166
scp41 200 1000 - -448252 -448252 -448252 -448252 -448252 -448252 -448252 -448252 -448252 -448252 -448252 -448252
GUROBI
qsc-m50n100 50 100 -4997 -4997 -4997 -4997 -4997 -4997 -4997 -4997 -4997 -4997 -4997 -4997 -4997
qsc-m50n200 50 200 -20368 -20368 -20368 -20368 -20368 -20368 -20368 -20368 -20368 -20368 -20368 -20368 -20368
qsc-m50n300 50 300 -43875 -43875 -43875 -43875 -43875 -43875 -43875 -43875 -43875 -43875 -43875 -43875 -43875
qsc-m50n350 50 350 -60139 -60139 -60139 -60139 -60139 -60139 -60139 -60139 -60139 -60139 -60139 -60139 -60139
scpe1 50 500 -124115 -124115 -124115 -124115 -124115 -124115 -124115 -124115 -124115 -124115 -124115 -124115 -124115
scpe2 50 500 - -124115 -124115 -124115 -124115 -124115 -124115 -124115 -124115 -124115 -124115 -124115 -124115
scpcyc06 240 192 -18644 -18644 -18644 -18644 -18644 -18644 -18644 -18644 -18644 -18644 -18644 -18644 -18644
scpcyc07 672 448 - -101382 -101382 -101382 -101382 -101382 -101382 -101382 -101382 -101382 -101382 -101382 -101382
scpclr10 511 210 -20820 -20820 -20820 -20820 -20820 -20820 -20820 -20820 -20820 -20820 -20820 -20820 -20820
scpclr11 1023 330 - -53134 -53134 -53134 -53134 -53134 -53134 -53134 -53134 -53134 -53134 -53134 -53134
scpclr12 2047 495 - -122881 -122881 -122881 -122881 -122881 -122881 -122881 -122881 -122881 -122881 -122881 -122881
scpclr13 4095 715 - -255166 -255166 -255166 -255166 -255166 -255166 -255166 -255166 -255166 -255166 -255166 -255166
scp41 200 1000 - -448252 -448252 -448252 -448252 -448252 -448252 -448252 -448252 -448252 -448252 -448252 -448252
2
6
Table 16: Q ARB LS [-10,5], M= 10000, Time Limit 15 minutes and 30 minutes
Opt 30 Minutes 15 Minutes
problem
size val ORG CNX CNV SYM SYMI UT ORG CNX CNV SYM SYMI UT
m n val val val val val val val val val val val val
CPLEX
qsc-m50n100 50 100 -30166 -30166 -30166 -30166 -30166 -30166 -30166 -30166 -30166 -30166 -30166 -30166 -30166
qsc-m50n200 50 200 -119683 -119683 -119683 -119683 -119683 -119683 -119683 -119683 -119683 -119683 -119683 -119683 -119683
qsc-m50n300 50 300 -271725 -271725 -271725 -271725 -271725 -271725 -271725 -271725 -271725 -271725 -271725 -271725 -271725
qsc-m50n350 50 350 -365934 -365934 -365934 -365934 -365934 -365934 -365934 -365934 -365934 -365934 -365934 -365934 -365934
scpe1 50 500 -748255 -748255 -748255 -748255 -748255 -748255 -748255 -748255 -748255 -748255 -748255 -748255 -748255
scpe2 50 500 - -748255 -748255 -748255 -748255 -748255 -748255 -748255 -748255 -748255 -748255 -748255 -748255
scpcyc06 240 192 -110159 -110159 -110159 -110159 -110159 -110159 -110159 -110159 -110159 -110159 -110159 -110159 -110159
scpcyc07 672 448 - -600222 -600222 -600222 -600222 -600222 -600222 -600222 -600222 -600222 -600222 -600222 -600222
scpclr10 511 210 -132570 -132570 -132570 -132570 -132570 -132570 -132570 -132570 -132570 -132570 -132570 -132570 -132570
scpclr11 1023 330 - -325944 -325944 -325944 -325944 -325944 -325944 -325944 -325944 -325944 -325944 -325944 -325944
scpclr12 2047 495 - -737416 -737416 -737416 -737416 -737416 -737416 -737416 -737416 -737416 -737416 -737416 -737416
scpclr13 4095 715 - -1527286 -1527286 -1527286 -1527286 -1527286 -1527286 -1527286 -1527286 -1527286 -1527286 -1527286 -1527286
scp41 200 1000 - -2960512 -2960512 -2960512 -2960512 -2960512 -2960512 -2960512 -2960512 -2960512 -2960512 -2960512 -2960512
GUROBI
qsc-m50n100 50 100 -30166 -30166 -30166 -30166 -30166 -30166 -30166 -30166 -30166 -30166 -30166 -30166 -30166
qsc-m50n200 50 200 -119683 -119683 -119683 -119683 -119683 -119683 -119683 -119683 -119683 -119683 -119683 -119683 -119683
qsc-m50n300 50 300 -271725 -271725 -271725 -271725 -271725 -271725 -271725 -271725 -271725 -271725 -271725 -271725 -271725
qsc-m50n350 50 350 -365934 -365934 -365934 -365934 -365934 -365934 -365934 -365934 -365934 -365934 -365934 -365934 -365934
scpe1 50 500 -748255 -748255 -748255 -748255 -748255 -748255 -748255 -748255 -748255 -748255 -748255 -748255 -748255
scpe2 50 500 - -748255 -748255 -748255 -748255 -748255 -748255 -748255 -748255 -748255 -748255 -748255 -748255
scpcyc06 240 192 -110159 -110159 -110159 -110159 -110159 -110159 -110159 -110159 -110159 -110159 -110159 -110159 -110159
scpcyc07 672 448 - -600222 -600222 -600222 -600222 -600222 -600222 -600222 -600222 -600222 -600222 -600222 -600222
scpclr10 511 210 - -132570 -132570 -132570 -132570 -132570 -132570 -132570 -132570 -132570 -132570 -132570 -132570
scpclr11 1023 330 - -325944 -325944 -325944 -325944 -325944 -325944 -325944 -325944 -325944 -325944 -325944 -325944
scpclr12 2047 495 - -737416 -737416 -737416 -737416 -737416 -737416 -737416 -737416 -737416 -737416 -737416 -737416
scpclr13 4095 715 - -1527286 -1527286 -1527286 -1527286 -1527286 -1527286 -1527286 -1527286 -1527286 -1527286 -1527286 -1527286
scp41 200 1000 - -2960512 -2960512 -2960512 -2960512 -2960512 -2960512 -2960512 -2960512 -2960512 -2960512 -2960512 -2960512
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Table 17: Q ARB RS [-5,10], M= 10000, Time Limit 15 minutes and 30 minutes
Opt 30 Minutes 15 Minutes
problem
size val ORG CNX CNV SYM SYMI UT ORG CNX CNV SYM SYMI UT
m n val val val val val val val val val val val val
CPLEX
qsc-m50n100 50 100 - 0 0 0 0 0 0 0 0 0 0 0 0
qsc-m50n200 50 200 - -34 -32 -32 -35 -32 -35 -34 -29 -35 -35 -29 -35
qsc-m50n300 50 300 - -77 -77 -77 -48 -77 -48 -77 -77 -77 -48 -77 -48
qsc-m50n350 50 350 - -119 -118 -118 -143 -118 -149 -119 -118 -118 -119 -118 -119
scpe1 50 500 - -183 -182 -182 -176 -182 -175 -145 -121 -140 -149 -137 -179
scpe2 50 500 - -165 -171 -173 -188 -173 -188 -119 -107 -135 -147 -127 -147
scpcyc06 240 192 - 6341 6473 6488 6369 6488 6369 6341 6473 6488 6427 6488 6504
scpcyc07 672 448 - 45246 45821 46106 45237 46552 44578 46611 47079 46106 45533 47300 45670
scpclr10 511 210 - 724 857 856 852 855 852 724 857 857 873 857 852
scpclr11 1023 330 - 720 798 804 924 798 913 773 804 804 924 895 924
scpclr12 2047 495 - 766 766 766 766 766 766 766 766 766 766 766 766
scpclr13 4095 715 - 1200 1200 1200 1123 1200 1123 1200 1200 1200 1254 1200 1254
scp41 200 1000 - 4989 4996 4996 5143 4996 5143 4989 4996 4996 5143 4996 5143
GUROBI
qsc-m50n100 50 100 - 0 0 0 0 0 0 0 0 0 0 0 0
qsc-m50n200 50 200 - -17 -17 -28 -17 -17 -17 -17 -17 -28 -17 -17 -17
qsc-m50n300 50 300 - -46 -46 -62 -62 -46 -62 -46 -46 -62 -62 -46 -62
qsc-m50n350 50 350 - -90 -90 -132 -87 -90 -87 -90 -90 -128 -87 -90 -87
scpe1 50 500 - -174 -174 -187 -186 -174 -186 -174 -174 -187 -186 -174 -186
scpe2 50 500 - -163 -163 -165 -164 -163 -164 -141 -141 -165 -164 -141 -164
scpcyc06 240 192 - 6681 6681 6271 6807 6681 6807 6681 6681 6271 6837 6681 6837
scpcyc07 672 448 - 47709 47709 44527 44410 44410 44410 47709 47709 44527 44410 47709 44410
scpclr10 511 210 - 824 824 839 839 824 839 827 827 839 839 827 839
scpclr11 1023 330 - 978 978 878 865 978 865 978 978 984 1000 978 1000
scpclr12 2047 495 - 900 900 1010 742 900 742 900 900 1010 742 900 742
scpclr13 4095 715 - 1094 1094 1212 990 1094 990 1094 1094 1223 1043 1094 1043
scp41 200 1000 - 4986 4986 4736 4728 4986 4728 4986 4986 4880 4869 4986 4869
2
8
Table 18: Q Rank 1 , M= 10000, Time Limit 15 minutes and 30 minutes
Opt 30 Minutes 15 Minutes
problem
size Sol ORIG CNX CNV SYM SYMI UT ORIG CNX CNV SYM SYMI UT
m n Sol Sol Sol Sol Sol Sol Sol Sol Sol Sol Sol Sol
CPLEX
qsc-m50n100 50 100 0 -15640 -15640 -15640 -15640 -15640 -15640 -15640 -15640 -15640 -15640 -15640 -15640
qsc-m50n200 50 200 0 -82319 -82319 -82319 -82319 -82319 -82319 -82319 -82319 -82319 -82319 -82319 -82319
qsc-m50n300 50 300 0 -119160 -119160 -119160 -119160 -119160 -119160 -119160 -119160 -119160 -119160 -119160 -119160
qsc-m50n350 50 350 0 -220928 -220928 -220928 -220928 -220928 -220928 -220928 -220928 -220928 -220928 -220928 -220928
scpe1 50 500 0 -356388 -356388 -356388 -356388 -356388 -356388 -356388 -356388 -356388 -356388 -356388 -356388
scpe2 50 500 0 -356388 -356388 -356388 -356388 -356388 -356388 -356388 -356388 -356388 -356388 -356388 -356388
scpcyc06 240 192 0 -58536 -58536 -58536 -58536 -58536 -58536 -58536 -58536 -58536 -58536 -58536 -58536
scpcyc07 672 448 0 -324530 -324530 -324529 -324530 -324530 -324530 -324530 -324530 -324529 -324530 -324530 -324530
scpclr10 511 210 0 -89919 -89919 -89919 -89919 -89919 -89919 -89919 -89919 -89919 -89919 -89919 -89919
scpclr11 1023 330 0 -147354 -147354 -147354 -147354 -147354 -147354 -147354 -147354 -147354 -147354 -147354 -147354
scpclr12 2047 495 0 -350754 -350754 -350754 -350754 -350754 -350754 -350754 -350754 -350754 -350754 -350754 -350754
scpclr13 4095 715 0 -671790 -671789 -671790 -671789 -671789 -671789 -671790 -671789 -671790 -671789 -671789 -671789
scp41 200 1000 0 -1556808 -1556808 -1556808 -1556808 -1556808 -1556808 -1556808 -1556808 -1556808 -1556808 -1556808 -1556808
GUROBI
qsc-m50n100 50 100 0 -15640 -15640 -15640 -15640 -15640 -15640 -15640 -15640 -15640 -15640 -15640 -15640
qsc-m50n200 50 200 0 -82319 -82319 -82319 -82319 -82319 -82319 -82319 -82319 -82319 -82319 -82319 -82319
qsc-m50n300 50 300 0 -119160 -119160 -119160 -119160 -119160 -119160 -119160 -119160 -119160 -119160 -119160 -119160
qsc-m50n350 50 350 0 -220928 -220928 -220928 -220928 -220928 -220928 -220928 -220928 -220928 -220928 -220928 -220928
scpe1 50 500 0 -356388 -356388 -356388 -356388 -356388 -356388 -356388 -356388 -356388 -356388 -356388 -356388
scpe2 50 500 0 -356388 -356388 -356388 -356388 -356388 -356388 -356388 -356388 -356388 -356388 -356388 -356388
scpcyc06 240 192 0 -58536 -58536 -58536 -58536 -58536 -58536 -58536 -58536 -58536 -58536 -58536 -58536
scpcyc07 672 448 0 -324530 -324530 -324529 -324530 -324530 -324530 -324530 -324530 -324529 -324530 -324530 -324530
scpclr10 511 210 0 -89919 -89919 -89919 -89919 -89919 -89919 -89919 -89919 -89919 -89919 -89919 -89919
scpclr11 1023 330 0 -147354 -147354 -147354 -147354 -147354 -147354 -147354 -147354 -147354 -147354 -147354 -147354
scpclr12 2047 495 0 -350754 -350754 -350754 -350754 -350754 -350754 -350754 -350754 -350754 -350754 -350754 -350754
scpclr13 4095 715 0 -671790 -671789 -671790 -671789 -671789 -671789 -671790 -671789 -671790 -671789 -671789 -671789
scp41 200 1000 0 -1556808 -1556808 -1556808 -1556808 -1556808 -1556808 -1556808 -1556808 -1556808 -1556808 -1556808 -1556808
2
9
Table 19: Q Rank2, M= 10000, Time Limit 15 minutes and 30 minutes
Opt 30 Minutes 15 Minutes
problem
size Sol ORIG CNX CNV SYM SYMI UT ORIG CNX CNV SYM SYMI UT
m n Sol Sol Sol Sol Sol Sol Sol Sol Sol Sol Sol Sol
CPLEX
qsc-m50n100 50 100 -17694 -17694 -17694 -17694 -17694 -17694 -17694 -17694 -17694 -17694 -17694 -17694 -17694
qsc-m50n200 50 200 -50658 -50658 -50658 -50658 -50658 -50658 -50658 -50658 -50658 -50658 -50658 -50658 -50658
qsc-m50n300 50 300 -127866 -127866 -127866 -127867 -127866 -127866 -127866 -127866 -127866 -127867 -127866 -127866 -127866
qsc-m50n350 50 350 -221561 -221561 -221561 -221561 -221561 -221561 -221561 -221561 -221561 -221561 -221561 -221561 -221561
scpe1 50 500 -371372 -371372 -371372 -371372 -371372 -371372 -371372 -371372 -371372 -371372 -371372 -371372 -371372
scpe2 50 500 - -371372 -371372 -371372 -371372 -371372 -371372 -371372 -371372 -371372 -371372 -371372 -371372
scpcyc06 240 192 -54680 -54680 -54680 -54680 -54680 -54680 -54680 -54680 -54680 -54680 -54680 -54680 -54680
scpcyc07 672 448 - -276369 -276369 -276369 -276369 -276369 -276369 -276369 -276369 -276369 -276369 -276369 -276369
scpclr10 511 210 -70704 -70704 -70704 -70704 -70704 -70704 -70704 -70704 -70704 -70704 -70704 -70704 -70704
scpclr11 1023 330 - -132663 -132663 -132663 -132663 -132663 -132663 -132663 -132663 -132663 -132663 -132663 -132663
scpclr12 2047 495 - -341298 -341298 -341298 -341298 -341298 -341298 -341298 -341298 -341298 -341298 -341298 -341298
scpclr13 4095 715 - -898565 -898565 -898565 -898565 -898565 -898565 -898565 -898565 -898565 -898565 -898565 -898565
scp41 200 1000 - -1598665 -1598665 -1598665 -1598664 -1598664 -1598664 -1598665 -1598665 -1598665 -1598664 -1598657 -1598664
GUROBI
qsc-m50n100 50 100 -17694 -17694 -17694 -17694 -17694 -17694 -17694 -17694 -17694 -17694 -17694 -17694 -17694
qsc-m50n200 50 200 -50658 -50658 -50658 -50658 -50658 -50658 -50658 -50658 -50658 -50658 -50658 -50658 -50658
qsc-m50n300 50 300 -127866 -127866 -127866 -127867 -127866 -127866 -127866 -127866 -127866 -127867 -127866 -127866 -127866
qsc-m50n350 50 350 -221561 -221561 -221561 -221561 -221561 -221561 -221561 -221561 -221561 -221561 -221561 -221561 -221561
scpe1 50 500 -371372 -371372 -371372 -371372 -371372 -371372 -371372 -371372 -371372 -371372 -371372 -371372 -371372
scpe2 50 500 - -371372 -371372 -371372 -371372 -371372 -371372 -371372 -371372 -371372 -371372 -371372 -371372
scpcyc06 240 192 -54680 -54680 -54680 -54680 -54680 -54680 -54680 -54680 -54680 -54680 -54680 -54680 -54680
scpcyc07 672 448 - -276369 -276369 -276369 -276369 -276369 -276369 -276369 -276369 -276369 -276369 -276369 -276369
scpclr10 511 210 -70704 -70704 -70704 -70704 -70704 -70704 -70704 -70704 -70704 -70704 -70704 -70704 -70704
scpclr11 1023 330 - -132663 -132663 -132663 -132663 -132663 -132663 -132663 -132663 -132663 -132663 -132663 -132663
scpclr12 2047 495 - -341298 -341298 -341298 -341298 -341298 -341298 -341298 -341298 -341298 -341298 -341298 -341298
scpclr13 4095 715 - -898565 -898565 -898565 -898565 -898565 -898565 -898565 -898565 -898565 -898565 -898565 -898565
scp41 200 1000 - -1598665 -1598665 -1598665 -1598664 -1598664 -1598664 -1598665 -1598665 -1598665 -1598664 -1598657 -1598664
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3.2.3 Experiment results for equivalent representations and the natural lower bound
Although equivalent representations preserve optimal objective function value, these transformations need not preserve
the natural lower bound value. In this subsection, we compare the effect of the representations ORG,CNX,CNV,SYM,
SYMI, and UT on the natural lower bound and its relaxations.
We denote the lower bound max{αR, βR} by NLB-R, max{αR1 , β
R
1 } by NLP-R1, and max{α, β} by NLB. For
each test instance three natural lower bounds mentioned above are identical for each representation. CPLEX is used
in all experiments as the solver. A summary of the results are presented in Table in Table 20. The column frequency
represents number of instances for which a representation obtained the tighter lower bound out of 32 instances we
consider. As the table shows, most of the time SYM and SYMI representations produced better NLB bound, NLBRLX
bound, and INLBRelax bound compare to other representations. There are some exceptions too. When Q is selected
as non negative instances (Table 21), for NLB bound, ORG, CNX, and CNV representations attained tighter lower
bounds for 24 instance but SYM and SYMI representations only 16 times.
Table 20: Frequency table for tighter NLB bounds (32 test instances for each class)
Instance class
Frequency
NLB bound NLBRelax bound INLBRelax bound
ORG CNX CNV SYM SYMI UT ORG CNX CNV SYM SYMI UT ORG CNX CNV SYM SYMI UT
Q non-negative 24 24 24 16 16 0 22 22 22 13 13 0 24 24 24 12 12 0
Q positive semidefinite 29 29 29 29 29 3 29 29 29 29 29 3 29 29 29 29 29 3
Q non-negative and positive semidefinite 32 32 32 32 32 0 32 32 32 32 32 0 32 32 32 32 32 0
Q arbitrary with symmetric distribution 0 0 0 32 32 0 0 0 0 32 32 0 0 0 0 32 32 0
Q arbitrary with left-skewed distribution 0 0 0 32 32 0 0 0 0 32 32 0 0 0 0 32 32 0
Q arbitrary with right-skewed distribution 0 0 0 32 32 0 0 0 0 32 32 0 0 0 0 32 32 0
Q Rank 1 0 0 0 31 31 1 0 0 0 31 31 1 0 0 0 31 31 1
Q Rank 2 0 0 0 31 31 1 0 0 0 31 31 1 0 0 0 31 31 1
In tables 21 - 28 we collect the minimum CPU time, the maximum CPU time, and the average CPU time used to
obtained the natural lower bound are presented. The CPU time is in milliseconds. From the experimental results, we
observe that for most of the class of problems, SYM representation uses the minimum CPU time to compute NLB,
and NLBRelax bounds. But for INLBRelax, for some classes UT representation taken minimum CPU time. In Table
29 we summarize these results.
31
Table 21: Natural lower bound calculation
problem
size Opt NLB time NLBRelax time INLBRelax time
m n val min max avg min max avg min max avg
Q non-negative in [5,10]
qsc-m5n20 5 20 61 1063 4501 2227.00 578 1595 1125.33 1140 1672 1315.00
qsc-m5n30 5 30 27 1063 4095 2841.67 797 1594 1333.50 1031 1703 1549.67
qsc-m10n20 10 20 115 532 3657 1430.00 531 1562 1023.33 938 1766 1138.17
qsc-m10n30 10 30 56 1782 6345 3487.50 765 2126 1505.33 1453 2237 1784.33
qsc-m10n40 10 40 60 2500 7438 5293.17 1016 2532 1956.17 2015 2734 2292.33
qsc-m10n50 10 50 99 2969 7360 5276.50 1016 2610 2034.33 1172 2813 2437.67
qsc-m15n20 15 20 99 1532 3828 2841.67 516 1563 1023.67 1047 1625 1255.00
qsc-m15n30 15 30 125 1828 5220 3375.17 766 2125 1482.17 1531 2251 1737.17
qsc-m15n40 15 40 164 2375 7629 4717.67 1047 2595 1969.67 1954 2766 2266.00
qsc-m15n50 15 50 108 2656 7814 5383.67 1141 2579 2073.17 1156 2766 2406.33
qsc-m20n20 20 20 114 1172 4391 2466.50 516 1579 1039.67 1047 1640 1226.33
qsc-m20n30 20 30 175 1703 5767 3620.33 766 2078 1476.67 1500 2203 1713.50
qsc-m20n40 20 40 166 2563 8424 5188.50 1046 2657 1951.17 2016 2829 2248.33
qsc-m20n50 20 50 104 2641 9190 6090.00 1078 2609 2073.17 1156 2782 2427.33
qsc-m25n20 25 20 250 1188 6970 2867.67 532 2078 1128.00 1031 2282 1323.00
qsc-m25n40 25 40 174 2875 7017 5521.83 1062 2563 1940.33 2000 2672 2294.50
qsc-m25n50 25 50 235 2876 6455 4675.50 1094 2641 2089.83 1159 2720 2373.50
qsc-m30n20 30 20 245 1454 6580 3037.50 547 2141 1166.67 1079 2251 1351.83
qsc-m30n40 30 40 175 2485 6485 4997.60 1062 2188 1881.60 1984 2282 2209.60
qsc-m30n50 30 50 329 2274 7489 5469.4 768 1864 1515 1577 2031 1816.2
qsc-m30n100 30 100 326 4420 16183 12113.2 1847 3717 3152.6 3256 4104 3742.6
qsc-m40n100 40 100 256 4271 18568 13553.2 1803 3706 3233.8 3596 4167 3926.4
qsc-m40n150 40 150 257 6684 29523 19968 2689 5580 4675.6 5116 5775 5497.2
qsc-m40n200 40 200 233 8731 38448 28272.2 3727 7635 6285.8 6222 7933 7342.8
qsc-m40n250 40 250 152 10029 51777 37871.4 4254 8771 7496.2 8295 9419 8959.6
qsc-m50n100 50 100 331 4228 18154 13232.8 1660 3710 3075 3411 4234 3809.8
qsc-m50n200 50 200 341 8739 41896 30547 3564 7248 6174.4 6236 7790 7253.4
qsc-m50n300 50 300 264 11361 44907 33581.2 5325 10610 9329.4 9672 11123 10658.4
qsc-m50n350 50 350 239 17216 100943 75059 6928 13309 11439.6 11202 14580 13460.8
scpe1 50 500 - 23638 238170 165534.4 10422 21579 17842 16708 22326 20863
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Table 22: Natural lower bound calculation
problem
size Opt NLB time NLBRelax time INLBRelax time
m n val min max avg min max avg min max avg
Q positive semidefinite B in [-5,5]
qsc-m5n20 5 20 4 547 1187 1031.33 500 1003 883.33 938 1031 987.00
qsc-m5n30 5 30 3 797 1735 1487.33 687 1468 1242.00 1297 1391 1346.50
qsc-m10n20 10 20 5 515 1047 945.17 438 891 812.83 875 891 880.33
qsc-m10n30 10 30 3 750 1578 1388.17 656 1344 1211.00 1313 1344 1328.17
qsc-m10n40 10 40 3 984 2031 1828.17 938 1922 1734.67 1797 1922 1893.67
qsc-m10n50 10 50 4 1203 2532 2226.83 1079 2172 1979.50 2141 2187 2166.67
qsc-m15n20 15 20 4 515 1047 934.83 454 922 818.17 844 923 891.33
qsc-m15n30 15 30 5 751 1547 1378.17 687 1344 1224.33 1329 1346 1339.33
qsc-m15n40 15 40 5 1016 2031 1830.83 875 1766 1602.00 1687 1781 1752.50
qsc-m15n50 15 50 4 1234 2516 2255.17 1157 2344 2117.50 2219 2360 2333.67
qsc-m20n20 20 20 7 516 1032 940.50 437 907 820.33 890 906 895.67
qsc-m20n30 20 30 6 750 1563 1372.50 657 1328 1206.00 1312 1328 1317.67
qsc-m20n40 20 40 5 984 2344 1864.50 875 1735 1583.67 1735 1766 1750.33
qsc-m20n50 20 50 4 1219 2516 2268.33 1062 2203 1982.00 2156 2344 2206.00
qsc-m25n20 25 20 6 484 1063 927.17 438 922 820.33 906 922 909.00
qsc-m25n40 25 40 6 985 2062 1826.00 890 1797 1628.00 1766 1815 1782.00
qsc-m25n50 25 50 6 1266 2562 2269.17 1109 2219 2010.67 2172 2235 2206.33
qsc-m30n20 30 20 7 531 1063 955.67 453 922 841.17 922 953 935.17
qsc-m30n40 30 40 6 1001 2063 1867.50 968 1922 1732.00 1812 1938 1903.50
qsc-m30n50 30 50 7 825 1720 1507 729 1476 1301 1438 1459 1447.2
qsc-m30n100 30 100 7 4301 19752 10798.4 1982 3445 3100.4 3046 4009 3399.2
qsc-m40n100 40 100 7 3572 18032 9934 3023 5740 4132.6 3026 3266 3092.6
qsc-m40n150 40 150 7 2641 33304 16842.4 2351 14327 7039.6 4582 12554 6920.2
qsc-m40n200 40 200 6 8016 38228 24456.4 3202 9674 6324.2 6101 11138 7279.6
qsc-m40n250 40 250 5 3917 39050 18973.8 3602 10083 7179.6 7218 10365 7972.6
qsc-m50n100 50 100 8 1461 3011 2631.8 1369 2722 2429.2 2552 2984 2749.2
qsc-m50n200 50 200 8 3123 6317 5631.6 5163 5643 5505.6 5534 5695 5620
qsc-m50n300 50 300 7 4917 9841 8724.8 4328 8840 7893.8 8709 8784 8745.2
qsc-m50n350 50 350 6 5747 11713 10445.2 5251 10489 9409.8 10351 10481 10413.8
scpe1 50 500 5 8416 17144 15244.6 7788 15399 13823.6 15298 15495 15407.2
scpcyc06 240 192 60 3110 6812 5720.4 3243 6136 5480.2 5931 6158 6089.6
scpclr10 511 210 25 4019 8033 7118 3653 7609 6655.8 7271 7436 7345.4
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Table 23: Natural lower bound calculation
problem
size Opt NLB time NLBRelax time INLBRelax time
m n val min max avg min max avg min max avg
Q non-negative and positive semidefinite B in [5,15]
qsc-m5n20 5 20 487 1032 2219 1792.50 547 1250 1045.50 1063 1375 1258.50
qsc-m5n30 5 30 171 1829 4395 3363.00 797 1594 1429.83 1515 1703 1648.50
qsc-m10n20 10 20 788 547 1094 987.17 500 1032 924.50 922 1047 1000.17
qsc-m10n30 10 30 364 1578 3251 2714.00 781 1594 1398.50 1453 1703 1640.67
qsc-m10n40 10 40 532 2641 6314 5149.00 1047 2110 1890.83 2047 2250 2190.17
qsc-m10n50 10 50 845 2910 7095 5712.17 1297 2626 2333.67 2364 2719 2654.50
qsc-m15n20 15 20 845 1469 3363 2758.83 531 1110 971.33 1094 1172 1151.67
qsc-m15n30 15 30 1449 2047 4187 3453.17 812 1766 1450.50 1563 1704 1662.00
qsc-m15n40 15 40 1769 2172 5112 4136.00 1063 2188 1893.50 1922 2250 2172.00
qsc-m15n50 15 50 904 2860 7548 5990.33 1328 2656 2364.83 2359 2750 2658.83
qsc-m20n20 20 20 788 1187 2814 2299.83 532 1064 949.00 1032 1190 1144.67
qsc-m20n30 20 30 1770 1813 4297 3469.17 797 1578 1422.00 1500 1719 1661.50
qsc-m20n40 20 40 1162 2640 5906 4828.33 1047 2126 1885.83 2016 2235 2164.17
qsc-m20n50 20 50 1093 2985 7907 6414.67 1312 2610 2328.33 2343 2750 2653.83
qsc-m25n20 25 20 2506 1203 2657 2177.67 531 1078 953.00 1016 1188 1151.17
qsc-m25n40 25 40 1770 2829 7047 5644.33 1047 2141 1914.67 2031 2251 2190.50
qsc-m25n50 25 50 1527 2922 7037 5743.50 1281 2672 2343.83 2438 2784 2690.83
qsc-m30n20 30 20 2506 1485 3282 2677.50 547 1094 966.00 1081 1219 1172.50
qsc-m30n40 30 40 1301 2438 6360 5089.17 1062 2156 1898.50 1938 2219 2166.83
qsc-m30n50 30 50 3143 1837 13073 6188.2 737 1548 1322.8 1419 1932 1801
qsc-m30n100 30 100 2123 3947 14461 10653.2 1512 3085 2726.4 2950 3512 3359.2
qsc-m40n100 40 100 2123 3836 16915 12407.4 1574 3215 2807.8 3070 3544 3408
qsc-m40n150 40 150 3488 5833 27592 20093.6 2428 4867 4242.6 4308 5524 5167.6
qsc-m40n200 40 200 1606 7600 34941 25810 3250 7421 5936.6 5579 7101 6701.6
qsc-m40n250 40 250 681 8654 29678 22239.4 4177 8295 7218.4 7101 8419 8111.8
qsc-m50n100 50 100 3143 4267 19643 14340.6 1545 3152 2715.6 2754 3523 3348.6
qsc-m50n200 50 200 2712 7242 33285 24425.4 3262 6527 5767.8 6418 6618 6514.8
qsc-m50n300 50 300 1856 11037 43234 32300.2 5127 10359 9051.8 9270 10335 10111
qsc-m50n350 50 350 1230 14322 53492 39848.8 6129 12302 10703.6 11035 12271 12009
scpe1 50 500 906 21806 289404 191178.8 9805 19781 16871.4 15735 20692 19560.2
scpcyc06 240 192 217216 51991 141416 107808.8 4977 10479 8686.4 7774 11051 10357.4
scpclr10 511 210 28925 65177 240252 179437.4 27410 55287 46195.4 39218 56035 52447
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Table 24: Natural lower bound calculation
problem
size Opt NLB time NLBRelax time INLBRelax time
m n val min max avg min max avg min max avg
Q ARB SYM in [-5,5]
qsc-m5n20 5 20 -237 547 1078 976.67 468 953 861.83 890 938 914.33
qsc-m5n30 5 30 -606 812 1656 1471.33 657 1375 1229.83 1297 1344 1325.33
qsc-m10n20 10 20 -184 516 1156 963.83 453 907 828.33 875 938 911.67
qsc-m10n30 10 30 -567 750 1547 1396.17 672 1359 1226.50 1313 1344 1326.00
qsc-m10n40 10 40 -796 1016 2032 1839.17 859 1781 1612.00 1688 1767 1750.33
qsc-m10n50 10 50 -1306 1250 2532 2299.67 1094 2203 1997.83 2110 2172 2156.50
qsc-m15n20 15 20 -168 500 1031 934.67 453 937 838.67 891 953 914.33
qsc-m15n30 15 30 -385 750 1563 1398.50 656 1375 1223.83 1313 1376 1339.00
qsc-m15n40 15 40 -814 1016 2047 1851.67 875 1766 1609.50 1735 1766 1755.50
qsc-m15n50 15 50 -1351 1265 2532 2307.33 1079 2204 2008.33 2172 2204 2187.50
qsc-m20n20 20 20 -288 500 1047 932.33 453 906 817.67 875 891 888.17
qsc-m20n30 20 30 -341 766 1547 1398.50 672 1422 1244.83 1297 1391 1338.83
qsc-m20n40 20 40 -671 1016 2047 1851.83 875 1797 1633.00 1750 1844 1786.50
qsc-m20n50 20 50 -1355 1250 2517 2300.00 1078 2360 2034.17 2172 2203 2182.50
qsc-m25n20 25 20 -161 516 1047 932.67 438 906 817.33 875 891 888.33
qsc-m25n40 25 40 -684 1016 2032 1852.33 875 1782 1617.33 1720 1782 1755.83
qsc-m25n50 25 50 -1305 1250 2515 2291.67 1094 2235 2013.33 2156 2235 2185.17
qsc-m30n20 30 20 -248 516 1047 940.17 453 938 841.17 907 937 922.00
qsc-m30n40 30 40 -909 984 2032 1844.00 876 1953 1643.33 1734 1781 1752.67
qsc-m30n50 30 50 -1276 874 1738 1486.6 764 1544 1365.4 1454 1566 1501
qsc-m30n100 30 100 -4767 1716 13078 6796.4 1564 10724 4901.2 3050 9828 6039.8
qsc-m40n100 40 100 -5583 1979 13619 7915.6 1508 8510 3899.2 3065 12637 6191.4
qsc-m40n150 40 150 -11598 4537 29643 14392.8 2384 11307 5646.6 4762 11884 6889
qsc-m40n200 40 200 -20714 6179 31999 21583.2 3313 9275 6412.6 6411 6707 6534.4
qsc-m40n250 40 250 -31050 11039 33447 24994.2 3960 10049 7826.4 8000 16546 9789.4
qsc-m50n100 50 100 -4997 1692 12222 6788.6 3136 16687 7926.6 3045 4689 3452.8
qsc-m50n200 50 200 -20368 3713 27507 21478.8 4083 13089 7751.8 6445 6698 6525.6
qsc-m50n300 50 300 -43875 22110 38739 31482.8 8449 11805 9981.2 9687 9949 9867.2
qsc-m50n350 50 350 -60139 17476 44251 33198.4 11440 15799 13202.2 11423 11885 11606.8
scpe1 50 500 -124115 26109 64527 50045.8 10629 16886 15580 16709 16870 16774.4
scpcyc06 240 192 -18644 2909 50013 15031.4 2837 6108 5270.2 5481 5916 5739.6
scpclr10 511 210 -20820 4084 8190 7314.8 3602 7370 6543.8 7252 7361 7294.8
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Table 25: Natural lower bound calculation
problem
size Opt NLB time NLBRelax time INLBRelax time
m n val min max avg min max avg min max avg
Q ARB LS in [-10,5]
qsc-m5n20 5 20 -1160 563 1188 1041.83 484 1000 883.00 953 1000 976.50
qsc-m5n30 5 30 -2958 828 1704 1510.67 703 1468 1281.17 1328 1532 1401.17
qsc-m10n20 10 20 -1180 532 1048 940.50 453 922 830.83 875 923 896.00
qsc-m10n30 10 30 -2651 719 1547 1383.00 656 1329 1213.67 1312 1328 1315.17
qsc-m10n40 10 40 -4675 1032 2047 1854.33 859 1766 1596.50 1734 1766 1750.17
qsc-m10n50 10 50 -7476 1266 2563 2297.33 1093 2188 1994.83 2157 2204 2180.17
qsc-m15n20 15 20 -1171 516 1047 929.67 437 907 817.83 875 906 890.67
qsc-m15n30 15 30 -2774 766 1532 1383.17 657 1344 1216.33 1313 1329 1323.17
qsc-m15n40 15 40 -4819 1000 2063 1849.50 891 1797 1625.33 1719 1767 1755.67
qsc-m15n50 15 50 -7433 1266 2547 2302.33 1094 2203 2005.67 2172 2203 2190.50
qsc-m20n20 20 20 -1196 500 1063 942.83 453 907 825.50 891 906 893.50
qsc-m20n30 20 30 -2447 765 1532 1390.67 657 1330 1209.17 1312 1345 1331.00
qsc-m20n40 20 40 -4759 1000 2032 1851.67 859 1750 1588.67 1720 1750 1734.83
qsc-m20n50 20 50 -7279 1250 2547 2304.83 1078 2172 1981.67 2141 2266 2169.83
qsc-m25n20 25 20 -1189 500 1032 927.33 438 907 820.50 875 891 885.50
qsc-m25n40 25 40 -4644 1015 2047 1851.83 860 1766 1604.50 1719 1750 1734.50
qsc-m25n50 25 50 -7352 1250 2578 2333.83 1094 2189 2002.83 2172 2204 2183.00
qsc-m30n20 30 20 -935 516 1048 940.50 437 907 820.33 875 906 890.67
qsc-m30n40 30 40 -4794 1016 2094 1864.83 1016 1765 1630.17 1735 1766 1750.33
qsc-m30n50 30 50 -7457 695 1681 1375.2 628 1361 1177 1205 1476 1329.2
qsc-m30n100 30 100 -29970 1524 3108 2731.8 1423 2896 2569.2 2719 2931 2829
qsc-m40n100 40 100 -29488 1622 3661 3058.8 1576 3216 2611.6 2627 3123 2949.2
qsc-m40n150 40 150 -67705 2464 4917 4339.8 2189 4479 3933.8 4009 4624 4408.6
qsc-m40n200 40 200 -119040 2952 7050 5911.4 2867 6140 5375.2 5858 6179 5987.6
qsc-m40n250 40 250 -188225 4622 8650 7720.2 3822 7759 6793.8 7439 8020 7681
qsc-m50n100 50 100 -30166 1768 3313 2883.8 1571 3021 2634.8 2814 3096 2952.6
qsc-m50n200 50 200 -119683 3493 7072 6150.2 3142 6307 5516.2 5640 6236 5981.8
qsc-m50n300 50 300 -271725 4970 10351 9130 4349 8921 7927.4 8599 8952 8813
qsc-m50n350 50 350 -365934 5998 12004 10727.2 5285 10810 9499.4 10316 10560 10476.4
scpe1 50 500 -748255 8927 17540 15670 7611 15368 13786 15088 15372 15236.6
scpcyc06 240 192 -110159 3007 6208 5463 2727 5777 5042.6 5223 5805 5505.8
scpclr10 511 210 -132570 4158 8423 7475.6 3665 7350 6582 7184 7364 7246.2
36
Table 26: Natural lower bound calculation
problem
size Opt NLB time NLBRelax time INLBRelax time
m n val min max avg min max avg min max avg
Q ARB RS in [-5,10]
qsc-m5n20 5 20 -20 547 1265 1021.00 484 1125 903.50 937 1033 977.00
qsc-m5n30 5 30 -34 797 1657 1454.00 688 1531 1263.50 1250 1407 1331.17
qsc-m10n20 10 20 13 484 1031 927.00 438 875 781.33 844 875 862.17
qsc-m10n30 10 30 -24 781 1594 1380.17 657 1281 1159.00 1250 1328 1276.33
qsc-m10n40 10 40 -22 969 2000 1810.00 875 1751 1588.83 1703 1797 1742.17
qsc-m10n50 10 50 -62 1204 2469 2227.00 1078 2172 1966.33 2109 2281 2164.00
qsc-m15n20 15 20 -1 593 1172 992.33 469 937 833.33 875 969 911.67
qsc-m15n30 15 30 33 750 1547 1377.50 719 1438 1273.67 1266 1531 1388.17
qsc-m15n40 15 40 22 969 1969 1784.00 859 1750 1554.67 1656 1750 1711.17
qsc-m15n50 15 50 -28 1187 2453 2226.67 1063 2157 1945.50 2079 2173 2135.83
qsc-m20n20 20 20 25 501 1031 919.50 453 890 799.50 860 906 882.83
qsc-m20n30 20 30 30 735 1501 1362.83 687 1345 1209.17 1265 1377 1333.83
qsc-m20n40 20 40 -40 969 2015 1823.17 907 1813 1635.83 1703 1829 1794.33
qsc-m20n50 20 50 -22 1219 2453 2234.67 1047 2094 1906.17 2047 2079 2068.00
qsc-m25n20 25 20 55 500 1078 947.67 453 906 817.83 859 922 898.67
qsc-m25n40 25 40 12 1079 2141 1839.00 906 1813 1601.83 1703 1875 1762.83
qsc-m25n50 25 50 -4 1218 2453 2234.17 1063 2126 1932.67 2078 2141 2101.83
qsc-m30n20 30 20 61 625 1219 1023.83 485 969 869.83 937 1140 997.17
qsc-m30n40 30 40 35 1000 2031 1825.50 875 1829 1625.33 1703 1828 1765.83
qsc-m30n50 30 50 26 758 5334 2124.8 656 1481 1210 1269 1498 1339.8
qsc-m30n100 30 100 -8 1462 2927 2599 1465 2815 2491.2 2745 2827 2776.6
qsc-m40n100 40 100 -14 1475 2989 2671.4 1383 2764 2463.6 2695 2821 2744
qsc-m40n150 40 150 - 2149 5011 4014 1986 9365 4597 3839 6038 4345
qsc-m40n200 40 200 - 3013 6016 5378.6 2698 5647 4892.4 5350 5417 5376.4
qsc-m40n250 40 250 - 3802 7614 6834.4 3564 6922 6203 6812 6876 6842.6
qsc-m50n100 50 100 - 1420 2865 2558 1348 2776 2401.8 2559 2749 2656
qsc-m50n200 50 200 - 2977 6386 5454.2 2766 5518 4912.8 5357 5665 5503
qsc-m50n300 50 300 - 4832 30744 16698.4 4504 20591 10248.2 8664 29719 14014.8
qsc-m50n350 50 350 - 5844 11799 10468.6 5194 10666 9403.4 10278 10428 10364.4
scpe1 50 500 - 8528 17124 15382.6 7655 15581 13802 15142 15341 15237.4
scpcyc06 240 192 - 57601 136601 89969.8 6472 18291 13605.8 21832 24844 23225
scpclr10 511 210 - 4681 8472 7654.4 4010 7749 6904.8 7506 8029 7745.8
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Table 27: NLB bound calculation
problem
size Opt NLB time NLBRelax time INLBRelax time
m n val min max avg min max avg min max avg
Rank 1, a in [-10,10] in b in [-5,5]
qsc-m5n20 5 20 -753 1047 1140 1104.00 906 1000 950.67 891 1000 956.00
qsc-m5n30 5 30 -1439 1548 1860 1708.67 1360 1501 1435.33 1359 1718 1465.83
qsc-m10n20 10 20 -454 1016 1078 1047.17 937 985 958.00 922 985 956.00
qsc-m10n30 10 30 -1061 1516 1594 1567.83 1328 1375 1343.67 1344 1422 1370.33
qsc-m10n40 10 40 -2291 2001 2063 2023.67 1750 1766 1755.50 1735 1798 1766.33
qsc-m10n50 10 50 -3617 2438 2549 2485.00 2187 2297 2255.33 2188 2297 2260.67
qsc-m15n20 15 20 -1199 985 1063 1023.67 922 1001 950.83 921 969 945.17
qsc-m15n30 15 30 -3214 1515 1547 1529.00 1312 1344 1322.83 1328 1344 1336.17
qsc-m15n40 15 40 -2565 1985 2094 2034.17 1766 1828 1807.50 1797 1829 1820.33
qsc-m15n50 15 50 -5103 2500 2548 2518.50 2172 2219 2193.00 2188 2203 2195.50
qsc-m20n20 20 20 -532 1000 1047 1031.17 891 922 901.33 890 906 895.83
qsc-m20n30 20 30 -919 1500 1547 1528.50 1344 1375 1362.17 1328 1391 1367.50
qsc-m20n40 20 40 -4502 2000 2063 2039.50 1797 1860 1823.00 1797 1844 1825.50
qsc-m20n50 20 50 -3378 2516 2609 2552.17 2219 2250 2226.83 2188 2235 2219.00
qsc-m25n20 25 20 -788 1000 1063 1034.00 922 954 937.67 922 953 934.83
qsc-m25n40 25 40 -2123 2001 2032 2016.33 1735 1892 1818.33 1765 1876 1812.67
qsc-m25n50 25 50 -2977 2485 2563 2529.00 2188 2203 2195.67 2172 2204 2193.00
qsc-m30n20 30 20 -732 1000 1047 1020.83 938 1000 979.50 937 1001 979.17
qsc-m30n40 30 40 -2244 1953 2078 2005.50 1735 1766 1750.33 1750 1765 1755.00
qsc-m30n50 30 50 -3092 983 2512 1962.4 951 8097 3167 1919 7176 2998.4
qsc-m30n100 30 100 -17999 3214 6459 5503.8 2308 5445 4524 4664 6584 5491.4
qsc-m40n100 40 100 -13317 3323 6740 5647.4 2932 6022 5004.4 4977 6786 5962.6
qsc-m40n150 40 150 -40142 5648 10281 9229.4 4305 10702 8838.8 8159 9922 9397.6
qsc-m40n200 40 200 -68539 8284 17035 14367.8 7566 14665 12642.6 13587 14570 14045.8
qsc-m40n250 40 250 -121829 12090 25865 21381.6 9969 21997 18661.2 20561 21045 20776.2
qsc-m50n100 50 100 -15640 2902 6771 5613.2 2933 6567 5696.8 4883 6225 5569.4
qsc-m50n200 50 200 -82320 8393 16146 14336.4 7285 14867 13204 14508 15429 15026.2
qsc-m50n300 50 300 -119160 15912 31824 28217.4 14025 28440 25403.8 27909 28610 28317.2
qsc-m50n350 50 350 -220929 19438 38689 34554.6 17098 34523 30963.2 33790 34820 34442.4
scpe1 50 500 - 30171 60326 53870.4 26895 54398 48707 53914 54226 54089
scpcyc06 240 192 -58537 8440 16068 13912.4 6053 12964 11176.2 11326 12683 12183.8
scpclr10 511 210 -89920 19407 38580 34429.8 18377 36879 32932.6 36024 37368 36687.2
38
Table 28: NLB bound calculation
problem
size Opt NLB time NLBRelax time INLBRelax time
m n val min max avg min max avg min max avg
Rank 2, a in [-10,10] in b in [-5,5]
qsc-m5n20 5 20 -690 1172 1313 1234.33 984 1125 1036.50 985 1125 1065.33
qsc-m5n30 5 30 -3345 1516 1797 1690.50 1297 1532 1414.00 1329 1515 1414.17
qsc-m10n20 10 20 -1007 984 1047 1015.50 875 906 887.83 875 907 896.33
qsc-m10n30 10 30 -786 1454 1531 1497.50 1297 1313 1302.17 1281 1313 1304.83
qsc-m10n40 10 40 -2725 1971 2052 1999.33 1719 1814 1750.67 1719 1798 1747.83
qsc-m10n50 10 50 -5019 2406 2485 2453.17 2125 2344 2172.17 2125 2156 2138.33
qsc-m15n20 15 20 -825 984 1032 1007.83 875 922 890.83 875 922 893.17
qsc-m15n30 15 30 -2055 1454 1500 1476.83 1328 1375 1348.83 1328 1375 1357.00
qsc-m15n40 15 40 -3410 1953 1985 1966.50 1750 1828 1778.67 1750 1812 1781.33
qsc-m15n50 15 50 -4386 2406 2485 2448.33 2109 2157 2143.17 2125 2157 2143.67
qsc-m20n20 20 20 -1015 985 1031 1013.00 875 937 903.50 891 922 901.33
qsc-m20n30 20 30 -2124 1469 1500 1482.00 1266 1344 1310.17 1297 1359 1322.83
qsc-m20n40 20 40 -3941 1938 2047 1987.50 1703 1828 1764.17 1719 1797 1767.00
qsc-m20n50 20 50 -3633 2500 2594 2547.17 2219 2235 2226.67 2203 2235 2226.67
qsc-m25n20 25 20 -979 1015 1078 1034.00 906 937 919.00 891 953 922.33
qsc-m25n40 25 40 -2936 2001 2063 2031.50 1766 1813 1784.00 1766 1828 1789.33
qsc-m25n50 25 50 -3980 2563 2594 2570.83 2219 2266 2242.33 2234 2266 2247.33
qsc-m30n20 30 20 -737 1032 1344 1148.67 953 1016 997.33 937 1062 1005.33
qsc-m30n40 30 40 -2780 1953 2032 2005.17 1766 1813 1781.50 1766 1813 1784.17
qsc-m30n50 30 50 -2857 1685 4929 3117 1467 2605 2131 2044 2839 2321.2
qsc-m30n100 30 100 -13800 3791 7769 6605 3432 6817 5790.8 6146 6692 6445.8
qsc-m40n100 40 100 -15074 3838 7317 6362 3510 6770 5921.6 6412 7067 6667.6
qsc-m40n150 40 150 -27528 5647 12153 10461.6 5476 10827 9438.2 10405 10967 10720.2
qsc-m40n200 40 200 -76180 8830 17753 15644 7550 15429 13600.2 14836 15459 15188.2
qsc-m40n250 40 250 -90050 12277 24290 21540.8 10983 21856 19537.6 21357 21825 21575.2
qsc-m50n100 50 100 -17694 3651 7566 6377.4 3260 6833 5949.8 6022 6973 6567.6
qsc-m50n200 50 200 -50658 8830 17550 15650 8627 16755 14667.2 16490 17269 16745.4
qsc-m50n300 50 300 -127867 16224 35397 29396.8 14618 29609 26320.8 29157 29594 29387.6
qsc-m50n350 50 350 -221562 19687 39281 35081.6 17488 35319 31637.2 34945 35537 35231.6
scpe1 50 500 - 30311 60342 53802.2 27098 54226 48416.8 53509 54491 54023.6
scpcyc06 240 192 -54681 9127 15881 14102.6 6833 14758 12649 12839 15304 14224.2
scpclr10 511 210 -70704 19297 38938 34682.2 18362 37003 33019 35771 36894 36616.2
Table 29: Summary of results for NLB bounds for minimum time (representation)
Instance class
NLB NLBRelax INLBRelax
representation representation representation
Q non-negative UT SYM UT
Q positive semidefinite SYM SYM UT
Q non-negative and positive semidefinite SYM SYM UT
Q arbitrary with symmetric distribution SYM SYM -
Q arbitrary with left-skewed distribution SYM SYM SYM
Q arbitrary with right-skewed distribution SYM SYM -
Q Rank 1 SYM SYM SYM
Q Rank 2 SYM SYM SYM
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4 Conclusion
In this paper we analyzed commonly used equivalent representations of a QCOP in the context of the quadratic set
covering problem. Our experimental analysis using the binary quadratic programming problem solvers of CPLEX and
GUROBI demonstrated that CPLEX solver works better under symmetrization while GUROBI performs better with
triangularization. Although there are outliers, these conclusions are statistically significant as confirmed by Wilcoxin
test. CPLEX was found to be more robust and less sensitive with respect to the equivalent representations considered
while GUROBI is somewhat sensitive to these representations and was not able to solve some of the instances that
CPLEX solved. However, for instances that GUROBI solved, it terminated faster. Both solvers produced good qual-
ity solutions in experimental runs with short time limits (15 minutes and 30 minutes) establishing the value of these
solvers as heuristics.
We also studied the effect of equivalent representations on the natural lower bound values. It is concluded that the
symmetric representation produced stronger lower bounds on the average. This representation also have better running
times. For one class of problems, the UT representation produced tighter bounds.
Further, we presented various procedures to obtain more involved equivalent representations. In particular, ex-
ploiting the seminal works of Billionnet etl [8, 10], Galli and Letchford [23], Hammer and Rubin [28], and Po¨rn et
al [44] and linking recent research works on diagonalization (linearization) associated with QCOP and CVP of LCOP,
we obtained strong equivalent representations.
Our experimental results offer, guidelines for selecting data representations for standard solvers and we hope to
stimulate research on additional experimental analysis, particularly using more sophisticated representations and/or
on different family of test problems. We have done some additional experiments using QUBO instead of QSCP and
obtained conclusions similar to that are reported here for the case of QSCP. Finally, our study also provide some
benchmark instances for the quadratic set covering problems, which will be made available to interested researchers.
Acknowledgement: This work was supported by an NSERC discovery grant and an NSERC discovery accelera-
tor supplement awarded to Abraham P. Punnen.
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A Analysis of generated test instances
Since the test problems of the type qsc-m#n# In Table 30 we provide the analysis of test instances we generated. In the
column “row sum” is the row sum of the coefficient matrixD indicated in section 3 and “col sum” to the column sum.
Under the column “rowsum, “minrow”, “maxrow”, and “avgrow” represent respectively the minimum, maximum, and
average of row sums. Similarly, under the column “colsum”, “mincol”, “maxcol”, and “avgcol” represent respectively
the minimum, maximum, and average of column sums. The value of “mincol” as zero indicates at least one empty
subset and the value of “minrow” as zero indicates infeasible instance. All instances we generated are feasible. The
column “no.of empty subsets ” represents the number of empty subsets for the given instance.
Table 30: Test instance analysis
problem
size row sum col sum
no.of empty subsets
m n minrow maxrow avgrow mincol maxcol avgcol
qsc-m5n20 5 20 1 9 5.4 0 3 1.35 4
qsc-m5n30 5 30 4 13 8.2 0 4 1.37 2
qsc-m10n20 10 20 1 10 5.5 0 5 2.75 1
qsc-m10n30 10 30 2 15 10.3 0 7 3.43 1
qsc-m10n40 10 40 4 19 10.8 0 6 2.7 1
qsc-m10n50 10 50 1 24 11.7 0 5 2.34 4
qsc-m10n100 10 100 1 20 12.6 0 4 1.26 31
qsc-m15n20 15 20 3 10 6.6 3 8 4.95 0
qsc-m15n30 15 30 2 14 7.07 1 8 3.53 0
qsc-m15n40 15 40 1 18 10.73 1 8 4.03 0
qsc-m15n50 15 50 1 23 13.67 1 8 4.1 0
qsc-m20n20 20 20 1 10 6.65 4 9 6.65 0
qsc-m20n30 20 30 1 15 8.05 1 8 5.37 0
qsc-m20n40 20 40 2 20 10.65 1 10 5.325 0
qsc-m20n50 20 50 1 25 14.9 2 12 5.96 0
qsc-m25n20 25 20 1 10 5.48 3 11 6.85 0
qsc-m25n40 25 40 1 20 10.72 2 10 6.7 0
qsc-m25n50 25 50 1 24 13.84 3 14 6.92 0
qsc-m30n20 30 20 1 10 6.03 6 13 9.05 0
qsc-m30n40 30 40 1 20 11.73 4 13 8.8 0
qsc-m30n50 30 50 1 25 12.4 4 12 7.44 0
qsc-m30n100 30 100 3 50 20.6 2 11 6.18 0
qsc-m40n100 40 100 1 49 24.08 4 15 9.63 0
qsc-m40n150 40 150 2 74 34.03 4 15 9.07 0
qsc-m40n200 40 200 2 99 53.48 3 16 10.70 0
qsc-m40n250 40 250 3 124 73.55 6 18 11.77 0
qsc-m50n100 50 100 1 50 26.08 5 20 13.04 0
qsc-m50n200 50 200 1 100 47.26 4 20 11.82 0
qsc-m50n300 50 300 2 148 79.72 5 23 13.29 0
qsc-m50n350 50 350 9 174 86.72 5 24 12.39 0
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