Hydraulic fracturing has been used as a successful well stimulation method for decades. The created hydraulic fractures interact with the pre-existing fractures in a naturally fractured reservoir. Microseismicity is induced during the treatments. Microseismic monitoring has been a routine service to determine the geometry of the hydraulic fractures for over a decade. However, studies on the source mechanisms, the signal characteristics and predominant frequencies are still very limited, and many related problems remain ambiguous. Most of the current hydraulic fracturing models are based on a quasi-static framework. However, activation of the natural fractures and microseismicity generation and radiation during hydraulic fracturing are dynamic processes.
Introduction
Hydraulic fracturing is a critical well stimulation technology for economically producing oil and gas from unconventional reservoirs (Warpinski et al. 2012) . Natural fractures are present in most unconventional reservoirs and could affect the behaviors of the hydraulic fractures (Gale et al. 2007; Wu and Olson 2014) . Extensive research including experimental (e.g., Blanton 1986; Warpinski and Teufel 1987; Renshaw and Pollard 1995; Beugelsdijk et al. 2000; Gu, et al. 2011; Bahorich et al. 2012; Yang et al. 2016 ) and numerical (e.g., Zhang and Jeffrey 2006; Dahi-Taleghani and Olson 2011; Gu and Weng 2010; Olson and Wu 2012; Chuprakov et al. 2013; Wu and Olson 2014; Zhang et al. 2015; Duan 2016) work has been conducted to study the interaction between the natural and hydraulic fractures. Akulich and Zvyagin (2008) and Duan (2016) presented that the activation of the natural fractures could change the opening profile of the hydraulic fracture. When the fracturing fluid pressure within a hydraulic fracture accumulates and the effective normal stress reached the rock tensile strength, the rock breaks and abrupt or jerky opening (Hu et al. 2017) occurs. Most of these studies are based on a quasi-static framework, while abrupt opening and unstable shear slip of fractures are dynamic processes. In this study, we investigate dynamic interactions between a hydraulic fracture and pre-existing nature fractures.
When a hydraulic fracture is propagating in a naturally fractured reservoir, seismicity could be induced. Warpinski et al. (2012) studied the induced seismicity in many fracturing treatments in all the major shale basins in North America and found the magnitudes are very small (i.e., -3.0 Mw ~ 1.0 Mw and typically around -2.5 Mw). So, the induced events are called microseismic events. Warpinski et al. (2013) also pointed out the source mechanisms of the microseismicity still remains ambiguous. Zeng et al. (2014) presented that the opening and growth of tensile fractures and shear slip along fractures during hydraulic fracturing are the major source mechanisms for the induced microseismic events and showed microseismic traces recorded on six stations. And these traces include some specific patterns of signals such as isolated spiky signals and continuous signals with coda waves. Similar patterns of microseismic signals can also be found in Song et al. (2010) . Duan (2016) numerically studied and also presented such characteristics of the induced microseismic signals from different sources. Different sensors are used to record the microseismic signals in the petroleum industry. Warpinski (2009) stated that the best sensors used to acquire the microseismic data will be those with high sensitivity, low self-generated noise and a flat response over the frequency range of interest. In microseismic monitoring, there are two main types of sensors: 'omni-geophone' and 'GAC' (Geophone Accelerometer) sensor. An omni-geophone can be placed in any orientation and a GAC sensor can provide acceleration data. Geophones measure velocity and accelerometers measure acceleration. However, they respond well to different ranges of frequency (Warpinski 2009 ). Determination of predominant frequencies could be helpful for sensor selection (Maxwell, 2014) . In this study, we investigate whether some model parameters such as the rock properties and injection parameters could affect the predominant frequencies of microseismic signals. Table 1 . The reservoir is assumed to be at around 2500 meters in depth. The maximum and minimum horizontal stresses and initial reservoir pore pressure are 55, 40 and 25 MPa, respectively. Based on the data from Stanford Rock Physics Laboratory (i.e., Mavko 2005) , the rock property values are selected. Kohli and Zoback (2013) presented that some shale samples show frictional coefficients around 0.4. The fracturing fluid with a viscosity of 0.02 Pa • s is injected at a rate of 0.053 m 3 /s (i.e., about 20 bpm).
Model and Methods
In this study, a dynamic finite element method (FEM) EQdynaFrac (Duan 2016 ) is applied to perform numerical simulations. EQdynaFrac is developed from another dynamic FEM code EQdyna (Duan and Oglesby 2006; Duan and Day 2008; Duan, 2010; Duan, 2012) for rupture dynamics and seismic wave propagation. EQdyna follows the standard procedure of FEM (e.g., Hughes 2000) to solve a dynamic problem and has been verified on many benchmark problems (Harris et al. 2009; 2018) .
The dynamic FEM solves the equations of motion as below.
( ) + =̇
(1) In Eq. (1), is the stress tensor, ρ is density, b is the body force vector and ̇ is the acceleration vector.
In the models, EQdynaFrac treats fractures as surfaces across which a discontinuity in the displacement vector is permitted. On a fracture, one FEM node is split into two halves and the two halves interact with each other by the traction acting on the surface between them.
Hydraulic fracture opening and propagation are the source of deformation in each model. The hydraulic fracture propagation (half-length) and fracturing net pressure follows the non-leak off PKN model (Valko and Economides 1995) . The equations are as below,
Where is the injection rate, ′ is the plane strain modulus and calculated as ′ =E/(1-v 2 ), E is the Young's modulus, v is the Poisson ratio, η is the fluid viscosity, and ℎ is the fracture height. The injection well is assumed at the origin point in Figure 1 .
The Coulomb failure criterion and a linear slipweakening law (e.g., Andrews 1976) which is widely used in the earthquake community control the shear failure along the fractures. The two equations are as below.
= ( − ) + 0 (4)
In Eq. (4), is the shear strength, is the frictional coefficient, is cohesion, is the normal stress, and is the pore pressure. So, ( − ) is the effective normal stress. In Eq. (5), is the slip distance, and are static and dynamic frictional coefficients, respectively, and 0 is the critical slip distance.
When the effective normal stress along a fracture reaches the rock tensile strength T, the fracture opens. The friction disappears, and the tensile strength becomes zero where the fracture opens. The two walls are regulated not to interpenetrate each other.
We assume the medium in the models is undrained, fluid saturated and linearly elastic. The pore pressure is time-dependent. According to Harris and Day (1993) , its increment is a function of the Skempton coefficient B, undrained Poisson ratio υ, and the time dependent normal stress changes in the x-and y-directions ∆ (t) and ∆ (t). The equation is shown below. In our models, the main model region (i.e., Figure 1 ) that includes all fractures is at the center. A buffer region surrounding the main model region is set to prevent the reflections at the model boundaries from traveling back to the main model region.
Results and Analysis
Activation of the NFs in different models. When the HF is propagating in the model, the induced stress perturbations could activate some of the NFs. The activation of the NFs of the three models (i.e., Models A, B and C in Table 1 ) is shown in Figure 2 . In Model A, the cohesion of the NFs is the largest and we can see no NFs are activated. Model B has a much smaller cohesion (i.e., 0.35 MPa), and all the NFs are activated along the whole length. Model C has a little larger cohesion (i.e., 0.7 MPa) than Model B, and only some of the NFs are activated. We can see the lower (i.e., the region with negative y values in Figure 1 ) fourth (counted from left to right) and the upper first NFs are entirely activated, and the lower second and the upper third NFs are partially activated although the slip magnitudes are very small comparatively (i.e., the inset plots in Figure 2 ). In the models, cohesion affects the shear strength of the NFs based on Coulomb failure criterion (i.e., Equation (4)). When the cohesion is very large (e.g., Model A), the induced shear stress cannot reach the shear strengths along all the NFs and none of them can be activated. When the cohesion is very small (e.g., Model B), the shear strengths of the NFs are also very small, and the shear stress can reach the shear strengths along all the NFs and cause failure. However, when the cohesion is in between (e.g., Model C), only some of the NFs that are in the unstable regions around the HF could be activated. Warpinski et al. (2013) showed the stability in a case without leakoff. The regions normal to the HF are stable and the regions around and beyond the HF tips are unstable. At the beginning of a hydraulic fracturing treatment, the HF length is small. The induced stress perturbations are limited and cannot activate any NF. When the HF propagates longer, the entire lower fourth and upper first NFs (including parts of the upper third and lower second NFs) are in the unstable regions and activated. Figure 3(b) and there is no shearing between the two walls as shown in Figure 3(c) . In Model B, all the NFs are activated. The displacement profiles of the two HF walls are greatly distorted. The flow channel along this HF is very tortuous. In Figure 3(b) , the width profile has three peaks at x = -50, 0 and 50 meters corresponding to the effect of the slip of the NFs intercepting x-axis at x = -50, 0 and 50 meters. From Figure 3 (b), we can see that the HF only propagates to 80 meters. So, the other two NFs intercepting x-axis at -100 and 100 meters do not have much impact on the width profile. Figure 3(c) shows there is shearing along the HF. In Model C, the lower fourth and upper first NFs are entirely activated, and the lower second and upper third NFs are partially activated with very small slip at one end respectively. In Figure 3(b) , the width profile has significant change at x = -50 and 50 meters corresponding to the effect of the activated NFs intercepting x-axis at -50 and 50 meters. Also, there is shearing along the HF, and different senses of shear can occur. Figure 4 shows the evolution of the HF width at the wellbore in the three models. In Model A, no NFs are activated. There is no interaction between HF and NFs and thus no abrupt change in the width. However, Models B and C have abrupt/jerky opening during the hydraulic fracturing process. The abrupt opening occurs at around 98 seconds in Model B and 163 seconds in Model C and are caused by the interaction between the HF and the activated NFs. After this abrupt opening, the HF width gradually gets back to the normal trend (i.e., green line in Figure 4 ). However, at a different location (e.g., 20 meters of Model B in Figure 3(b) ) along the HF, the width is reduced, and abrupt closing motion may occur. By looking at the curve of the HF width evolution more closely (i.e., the inset plot of Figure 4) , the HF has closing and opening motions.
In summary, activation of the NFs could affect the opening and shearing profiles and cause abrupt opening or closing motion along the HF. and 5(f) for examples. Both the ruptures initiate from an inner location on the NFs and then propagate bilaterally to the two ends. From the initiation point to the two ends, the rupture starts from a very slow speed and then gradually accelerates to a high speed respectively. In Figure 6 , there are some blank plots (i.e., Figures 6(b) , 6(d), 6(e) and 6(g)), which indicate that the NFs are not activated. By looking at the Figures 2 and 6 together, we can see that the ruptures in Figures 6(a) and 6(h) are large while the ruptures in Figures 6(c) and 6(f) are very small and would not affect the HF opening much. Therefore, the abrupt opening of the HF in Model C shown in Figure 4 is caused by the activation of the upper first (i.e., Figure 6 (a)) and lower fourth (i.e., Figure 6 (h)) NFs. The activation of these two NFs occurs around 163 seconds, which is corresponding to the time when the abrupt opening of the HF happens. 7 and 8, respectively. In Model A, there are no NFs activated. So, the only source of the microseismic signals is the non-smooth opening (e.g., the slightly wiggly opening profile in Figure 4 ) of the HF as suggested by Duan (2016) . Isolated spiky signals are generated in both x-and y-components and they are seismic signals with very short rise time as shown in the inset plot of Figure 7 . Therefore, these isolated spiky signals are induced by HF non-smooth opening, as proposed by Duan (2016) . In Model B, there are NFs activated at around 98 seconds. Comparing the Models A and B in Figures 7 and 8 , the microseismic signals are the same from 0-98 seconds. When the NFs are activated at about 98 seconds, continuous signals with relatively large amplitude and long-duration and low-amplitude coda waves are generated. These signals are caused by the unstable shear sliding along the NFs as presented in Duan (2016) . This is similar in Model C when the NFs are activated at around 163 seconds. 
Predominant frequency of the induced microseismicity.
To eliminate the impact of the activation of other NFs on the microseismic signals, in this section we keep only one NF in each model. Figure 9 shows the model configurations with only one NF. In the left plot (i.e., L1 model), only the lower first (L1) NF exists. The black solid line indicates the location of the NF. The black dashed lines indicate the locations of the other NFs in the previous models, but they do not exist in this model. In the right plot (i.e., L4 model), only the lower fourth (L4) NF exists. L1 and L4 models are chosen as representatives based on the fact that the NFs at these two locations have different rupture patterns as shown in Figure 5 . Different rupture patterns could cause different patterns of frequency spectrums, which is shown in the latter text. In these models, the element length in the x-direction is 1 meter. Six elements are used to represent a full wavelength. So, the highest frequency that can be resolved is = 6× = 1300 6×1 = 216.6 ( ).
The seismogram of the induced microseismicity, the spectrum and the rupture along the NFs in these two models are studied and shown in Figure 10 . The top half is for L1 model. In the subplot L1(a), we can see that a continuous signal with a coda wave starts to occur around 212 seconds. There are multiple distinct predominant frequencies of 17 Hz, 100 Hz, and 170 Hz as shown in the subplot L1(b). The subplot L1(c) shows the rupture along the NF. It initiates around the center and then propagates bilaterally to the left and right sides. The speed varies along each rupture path. The bottom half is for L4 model. A continuous signal appears at about 155 seconds (i.e., subplot L4(a)). Its spectrum is relatively flat over the frequency range. The predominant frequencies are not distinct, and the spectrum mainly lies in the high frequency band. The subplot L4(c) shows that the rupture initiates from the left end, and then propagates unilaterally to the right end. The speed varies at the beginning and then remains almost a constant afterwards. two different models (i.e., L1 and L4) . The top half is for the model with only the lower first (i.e., L1) NF, and the bottom half is for the model with only the lower fourth (i.e., L4) NF
Effect of injection rate on the predominant frequency.
The effect of injection rate on the predominant frequency is studied. The L1 and L4 model configurations are also used in this section. The base model parameters are shown in Table 1 (i.e., the base model column). For each model configuration, the injection rate is varied in three different cases. The injection rates in the other two cases double and triple the injection rate in the base case, respectively. At the end of the simulation, the hydraulic fractures propagate to the same length in all three cases. Figure 11 presents the spectrums of the induced microseismicity in the three cases under L1 and L4 model configurations, respectively. The top panel shows the spectrums in L1 model configuration. We can see that there are three distinct predominant frequencies in each of the three cases and the three predominant frequencies in one case are very close to those in the other two cases correspondingly. However, the amplitudes in the higherinjection-rate case are greater than those in the lowerinjection-rate case. The bottom panel shows the spectrums in L4 model configuration. In general, the spectrums are all relatively flat and mainly lie in the high frequency band. The predominant frequencies of the three cases are all around 150 Hz. The amplitude also increases with injection rate.
Figure 11-Comparison of the spectrums of the microseismicity induced in the models with different injection rates

Effect of Young's modulus on the predominant frequency
We also investigate the effect of Young's modulus on the predominant frequency and make use of the L1 and L4 model configurations in this section. The base model parameters are also as in Table 1 (i.e., the base model column). For each model configuration, the Young's modulus is varied in three different cases and are 10.0, 10.8, 11.6 GPa, respectively. At the end of the simulation, the hydraulic fractures propagate to the same length in all three cases. The spectrums of the induced microseismicity in the three cases under L1 and L4 model configurations respectively are shown in Figure 12 . The top panel shows the spectrums in L1 model configuration. For each spectrum, there are multiple distinct predominant frequencies. Comparing different cases and the second predominant frequency, we can see the predominant frequency shifts to the right (i.e., high frequency) when the Young's modulus increases. The spectrums in L4 model configuration are shown in the bottom panel. All the spectrums are relatively flat over the investigated frequency range and it is hard to distinguish the change or shift of the predominant frequencies with the Young's modulus.
Figure 12-Comparison of the spectrums of the microseismicity induced in the models with different Young's modulus
In summary, from the study on the effects of injection rate and Young's modulus on the predominant frequency of the induced microseismicity, we can see that the spectrum could either have multiple distinct predominant frequencies or could be relatively flat over the investigated frequency range. The injection rate doesn't affect the predominant frequencies much, however, a higher Young's modulus could shift the predominant frequency to the high side.
Discussion
During hydraulic fracturing, the activation of NFs and the associated microseismic generation and radiation are dynamic processes. Dynamic modeling is needed to accurately model the fracture interaction and induced microseismicity. In this study, we do not attempt to simulate the fluid flow in a hydraulic fracture. The wellknown non-leak-off PKN model is implemented. Although the models may lack of acute fluid pressure response when the hydraulic fracture has sudden opening and/or closing, they still capture the main characteristics of all the processes associated with hydraulic fracturing.
In our models, some frequency spectrums have multiple distinct predominant frequencies (e.g., L1(b) in Figure 10) and others could be relatively flat over the investigated frequency range (e.g., L4(b) in Figure 10 ). Maxwell and Cipolla (2011) presented similar frequency spectra of microseismic events induced by hydraulic fracturing. For natural earthquakes, Martin (2016) proposed that the controlling factors of the frequency are the size, geometry and the rupture pattern of the earthquake source. We also studied the rupture patterns in our models and found that rupture directionality could affect the frequency spectrum. Bilateral ruptures may induce multiple predominant frequencies, while unilateral ruptures may induce relatively fat frequency spectrums.
Effect of Young's modulus on the predominant frequency is studied. Young's modulus is not a direct input parameter in our dynamic models while P and S wave velocities, , are. Mavko (2005) in Stanford rock physics lab presented a saturated shale rock (Pore pressure, around 25 MPa) has of 1300-1500 m/s under the confining pressure of 40-55 MPa. In these studies, varying Young's modulus is achieved by varying and and / is assumed to be about 1.7 for the rocks.
Conclusions
We apply our in-house finite element geomechanics code to study the fracture interaction and the predominant frequency of the induced microseismic signals. Some conclusions are achieved as below. 1. Cohesion affects the activation of the NFs during hydraulic fracturing process. The NFs are easier to be activated in the low-cohesion models. The NFs could be activated to different extents. Some NFs may slide along the whole lengths, while some others may slide along just part of the whole lengths. 2. The opening and shearing profiles along the HF could be affected by the activation of the NFs. Abrupt opening or closing (i.e., increase or decrease in HF width) could occur when NFs are activated. 3. When a NF is activated, the rupture could be unilateral or bilateral along the NF. The speed of the rupture could be constant or varying along the path. 4. Rupture patterns (i.e., directionality and speed) along the NFs could affect the spectrum of the induced microseismicity. Bilateral rupture may induce a spectrum with multiple predominant frequencies while unilateral rupture may induce a relatively fat frequency spectrum. 5. Injection rate doesn't affect the predominant frequencies much. A higher Young's modulus could shift the predominant frequency to the high side.
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