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ABSTRACT
In the era of large stellar spectroscopic surveys, there is emphasis on deriving not only stellar abundances but
also ages for millions of stars. In the context of Galactic archeology, stellar ages provide a direct probe of
the formation history of the Galaxy. We use the stellar evolution code MESA to compute models with atomic
diffusion—with and without radiative acceleration—and extra mixing in the surface layers. The extra mixing
consists of both density-dependent turbulent mixing and envelope overshoot mixing. Based on these models
we argue that it is important to distinguish between initial, bulk abundances (parameters) and current, surface
abundances (variables) in the analysis of individual stellar ages. In stars that maintain radiative regions on
evolutionary timescales, atomic diffusion modifies the surface abundances. We show that when initial, bulk
metallicity is equated with current, surface metallicity in isochrone age analysis the resulting stellar ages can
be systematically over-estimated by up to 20%. The change of surface abundances with evolutionary phase
also complicates chemical tagging, the concept that dispersed star clusters can be identified through unique,
high-dimensional chemical signatures. Stars from the same cluster, but in different evolutionary phases, will
show different surface abundances. We speculate that calibration of stellar models may allow us to estimate
not only stellar ages but also initial abundances for individual stars. In the meantime, analyzing the chemical
properties of stars in similar evolutionary phases is essential to minimize the effects of atomic diffusion in the
context of chemical tagging.
Keywords: stars: abundances, stars: evolution
1. INTRODUCTION
Atomic diffusion is a generic term used to describe trans-
port processes that operate most effectively in radiative re-
gions in stars. The processes are driven by gradients, includ-
ing pressure (gravitational settling), temperature (thermal dif-
fusion), and concentration (chemical diffusion). One can find
comparisons of the magnitudes of these 3 processes in Figures
3 and 4 of Thoul et al. (1994). The effect of atomic diffusion is
greatly reduced in convective regions because the convection
timescale is (typically) orders of magnitude shorter than the
diffusion timescale. Radiative acceleration modifies atomic
diffusion, acting differently on individual species depending
in detail on the thermal properties of the plasma and the opac-
ity of each species relative to the total opacity. Including ra-
diative acceleration in the atomic diffusion calculation is com-
putationally intensive (Richer et al. 1998) and has not yet be-
come a standard ingredient in stellar evolution models, even
though atomic diffusion has in recent years. The redistribu-
tion of elements during stellar evolution by atomic diffusion
may be modified by other mixing process, with convection
being the most prominent. While it is beyond the scope of
this paper to discuss all mixing processes in stars, we list a
few important effects that have been proposed specifically to
counteract atomic diffusion in some way: meridional circula-
tion (Eddington 1929), mass loss via slow stellar wind (Vau-
clair & Charbonnel 1995; Vick et al. 2013), hydrodynamic in-
stability caused by diffusion itself (Deal et al. 2016), as well
as a class of ‘turbulent’ mixing schemes (Proffitt & Michaud
1991; Richer et al. 2000) that have been used effectively in
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different scenarios.
Atomic diffusion has been theorized to operate in stars for
more than a century (Chapman 1917a,b). Decades later, de-
tailed studies arose of its effects on solar models (Aller &
Chapman 1960; Noerdlinger 1977) and in other stars (e.g.,
Michaud 1970; Montmerle & Michaud 1976; Fontaine &
Michaud 1979; Noerdlinger & Arigo 1980); see Vauclair &
Vauclair (1982) for a review of the theory and works com-
pleted up to the early 1980s. The importance of atomic dif-
fusion in the calculation of stellar evolution models led to a
systematic reduction in age estimates from isochrone fitting
to star clusters by∼ 10% compared to models without atomic
diffusion (VandenBerg et al. 2002).
The use of stellar isochrones to derive the ages of individual
stars based on their spectroscopic parameters is widely used
(Soderblom 2010) with a classic example being the estimation
of ages for 189 dwarf stars by Edvardsson et al. (1993). Later
programs, such as the Geneva Copenhagen Survey (Nord-
ström et al. 2004), expanded the numbers of stars into the tens
of thousands. In the modern era, surveys like RAVE (Stein-
metz et al. 2006), SDSS/SEGUE (Yanny et al. 2009), LAM-
OST (Luo et al. 2015), APOGEE (Holtzman et al. 2015),
Gaia-ESO (Gilmore et al. 2012), and GALAH (De Silva et al.
2015) are yielding hundreds of thousands of stars. These ef-
forts will only improve with the release Gaia parallaxes over
the next few years (Lindegren et al. 2016).
In principal, ages may be derived for all of the stars in these
surveys. However, given finite measurement uncertainties on
global stellar parameters obtainable from spectroscopy, only
stars near the main sequence turnoff (MSTO) or the subgiant
branch can be age-dated with any reasonable degree of pre-
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cision. Asteroseismology provides useful information about
stellar interiors via the power spectrum of pulsations in dwarfs
and red giants (Chaplin & Miglio 2013) that has led to novel
techniques for estimating stellar masses, and therefore ages,
for red giants (Martig et al. 2016; Ness et al. 2016). As
a result, although age estimates of red giants cannot be ar-
rived at based on isochrone fitting to spectroscopic parame-
ters alone, the combination of spectroscopic and asteroseis-
mic data opens up a realm of new possibilities.
Stars with measured abundances and ages are extremely
valuable quantities in piecing together the formation of dif-
ferent components of the Galaxy. The ability to associate in-
dividual stars with their birth environment, i.e., chemical tag-
ging (Freeman & Bland-Hawthorn 2002), is a science driver
for the large surveys now underway. Folding in stellar ages, so
that these birth clusters can be placed in time as well, adds an-
other dimension to the ‘detailed physical understanding of the
sequence of events which led to the Milky Way’ (Freeman &
Bland-Hawthorn 2002). Stellar age estimates provide a more
direct ‘clock’ than certain abundance ratios (e.g., [Fe/H])
since different populations of Galactic stars have different ori-
gins and, thus, different chemical enrichment timescales.
The main goal of the paper is to emphasize the dis-
tinction between the current, surface composition—which
can be measured spectroscopically—and the initial, bulk
composition—the gas out of which the star formed. In a real
star the current, surface composition begins from the initial,
bulk composition and is then modified over the star’s lifetime
by atomic diffusion, nucleosynthesis and mixing processes,
and/or accretion. This paper is focused on the role of atomic
diffusion, but the interplay between diffusion and other types
of mixing is always present. In stellar models the initial, bulk
composition is a model parameter (constant in time) while
the current, surface composition is a model prediction (vari-
able in time). The two should not be considered identical or
interchangeable. If they are, then errors of up to ∼ 20% may
be introduced in stellar ages (see § 3.1).
The stellar evolution models used in this paper are based
on MESA Isochrones and Stellar Tracks (MIST; Dotter 2016;
Choi et al. 2016). The MIST models provide surface abun-
dances for 19 isotopes of 17 chemical elements from H to Fe.
These are predictions: they permit new ways of interpreting
results from spectroscopic surveys and the opportunity to im-
prove constraints on stellar physics.
2. STELLAR MODELS WITH ATOMIC DIFFUSION AND EXTRA
MIXING PROCESSES
2.1. Stellar evolution tracks and isochrones
The stellar evolution code used in this study is Mod-
ules for Experiments in Stellar Astrophysics1 (MESA; Pax-
ton et al. 2011, 2013, 2015) in essentially the same config-
uration as MIST (Choi et al. 2016). The MIST models in-
clude atomic diffusion based on the Thoul et al. (1994) for-
malism, exponential-decay overshoot mixing (Freytag et al.
1996) both below the surface convection zone (if present) and
above the convective core (if present), and adopt the Asplund
et al. (2009) solar abundances. There are 2 significant addi-
tions with respect to MIST that we outline here. Both are
directly related to atomic diffusion.
First, we have computed stellar evolution tracks both with
and without radiative acceleration (grad) in order to gauge
its influence. When grad is enabled, MESA uses monochro-
1 http://mesa.sourceforge.net
matic opacities from the Opacity Project (OP; Seaton 2005,
2007) to calculate on-the-fly Rosseland mean opacities and
grad for individual species (Hu et al. 2011; Paxton et al. 2013).
Each element is treated separately in terms of ionization,
monochromatic opacity, and grad except for Ti. There is no
OP data for Ti and, thus, in models with grad we have com-
bined Ca and Ti into a single class. Radiative acceleration
plays an important role in the diffusion of individual species
(Richer et al. 1998; Turcotte et al. 1998).
Second, observations of stars in the metal-poor globular
cluster NGC 6397, which has [Fe/H]=−2 (Carretta et al. 2009)
and an age of ∼ 13 Gyr (Marín-Franch et al. 2009; Dot-
ter et al. 2010; VandenBerg et al. 2013), indicate that stellar
models with diffusion and grad still require some additional
mixing in the surface layers (Korn et al. 2007; Nordlander
et al. 2012). Similar results have been obtained for stars in
NGC 6752 (Gruyters et al. 2013).
To inhibit atomic diffusion near the stellar surface Choi
et al. (2016) used the ‘radiative diffusivity’ of Morel &
Thévenin (2002). However, the validity of this treatment has
been called into question (Alecian & Michaud 2005) and, in
practice, it has very little effect in stars like the sun (spectral
types G and later). To improve upone this we have incorpo-
rated the density-dependent turbulent diffusion coefficient DT
(Proffitt & Michaud 1991, eq. 5) and later modified by Van-
denBerg et al. (2012) to reflect the differing size of the surface
convection zone in stars with different initial metallicities.
DT = D0
(
ρCZ
ρ
)3(MCZ
M∗
)−3/2
(1)
Where D0 is a constant, ρ is the density, ρCZ is the density at
the base of the surface convection zone, MCZ is the mass of the
surface convection zone, and M∗ is the mass of the star. We
set Do = 1 cm2 s−1 in order to best match the observed ∼ 0.2
dex depletion of metals by Korn et al. in NGC 6397.
We checked that the calibrated solar model, discussed in
detail by Choi et al. (2016, §4.1), was still viable with the
inclusion of DT described in the preceding paragraph. For a
properly calibrated solar model we require a match to 1 part
in ∼ 1000 for the radius and luminosity at the solar age. So-
lar parameters are taken from the 2015 IAU Resolution B3
(Mamajek et al. 2015). The solar model reproduces the so-
lar surface value Z = 0.0134 in agreement with Asplund et al.
but falls too low in the envelope He abundance, which is con-
sistent with similar models adopting the Asplund et al. solar
abundances (see Serenelli et al. 2009). The solar-calibrated
mixing length parameter, αMLT = 1.82, is unchanged from
(Choi et al. 2016); the envelope overshoot parameter, fov,env,
decreased from 0.0174 to 0.0162. Since DT and fov,env oper-
ate in a complimentary fashion–both extend mixing below the
Schwarzschild boundary–it follows that the inclusion of DT is
compensated by a reduction of fov,env.
We computed new stellar evolution tracks for [Fe/H]init =
−2, −1.5, −1, −0.5, and 0 and Minit= 0.5 - 1.5M, except
for [Fe/H]=0 which we have extended down to 0.1M. This
is a small subset of the masses and, hence, ages covered by
MIST but also the most relevant to Galactic Archeology and
chemical tagging. All models discussed in the following sec-
tions were computed with the same values of αMLT, DT , and
fov,env. Stellar models with initial masses greater than 1M
have convective core overshoot mixing implemented using
the same exponential-decay model as for the envelope with
fov,core = 0.016 based on calibration to the open cluster M 67
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(see §3.6.2 Choi et al. 2016). Isochrones were constructed
from the tracks as described by Dotter (2016).
2.2. Model behavior
The inclusion of DT in the stellar evolution tracks has the
effect of extending convective boundary mixing below the
overshoot region and with a shallower slope. This is demon-
strated in Figure 1 in which we plot the diffusion coefficient2
profiles for two models on the main sequence. Figure 1 shows
a Minit = 1M model with [Fe/H]init = 0 on the left and a
Minit = 0.8M model with [Fe/H]init = −1 on the right. In both
cases, the profiles are shown for models near the end of core
H-burning when the central H mass fraction XH = 0.1. The
solid line shows the dominant contribution to mixing while
the dashed lines show the distinct results of atomic diffusion
on H and He. One can see that mixing is extended below
the base set by MLT convection with a convective boundary
mixing layer, labelled ‘overshoot’, that falls off exponentially
(Freytag et al. 1996). The overshoot region is extended fur-
ther, and with a shallower slope, by turbulent diffusion (DT ).
The net effect of these mixing processes acting below the sur-
face convection zone is a reduced depletion of He and heavier
elements from the surface convection zone by atomic diffu-
sion.
We move now to demonstrations of how the surface [Fe/H]
changes as a function of age and [Fe/H]init at different loca-
tions in the H-R diagram. Figure 2 shows how the surface
[Fe/H] value evolves with age from 4 to 15 Gyr for a pop-
ulation with [Fe/H]init = −1. The lower data points, shown
in red and labelled ‘MSTO’, show how the surface value de-
creases from the initial due to atomic diffusion just below the
MSTO. The MSTO masses range from 0.75M at 14 Gyr to
1.05M at 4 Gyr. The depletion is largest at younger ages
when the surface convection zone is smallest and, thus, diffu-
sion is most efficient. In cases where the stars near the MSTO
maintain a convective core the location of maximum deple-
tion is near the hottest point on the isochrone below the con-
vective hook. The definition of the MSTO used in the models
(central H exhaustion) may differ from the observational def-
inition (e.g., the hottest point in the CMD) and therefore lead
to a discrepancy. Thus, when comparing models to data is
important to choose the point(s) for comparison consistently.
The upper data points, shown in purple and representing stars
on the red giant branch (RGB), show how the surface [Fe/H]
value returns to near its initial value after the main sequence
is over, surface convection deepens, and the near-initial sur-
face composition returns. The difference between the initial
and RGB values is not zero, in fact it is slightly positive, be-
cause central H-burning has reduced H. When this material is
brought back up to the surface by convective mixing (i.e., the
first dredge-up), the result is a slight increase in [Fe/H] over
the initial value. Along the RGB the surface [Fe/H] varies by
less than 0.01 dex. The difference between the MSTO and the
RGB surface [Fe/H] values is, thus, a modest overestimate of
the atomic diffusion effect compared to the initial value.
Figure 3 expands upon the models shown in Figure 2 by in-
cluding all other initial metallicities computed for this paper.
The range of ages is now represented by the color scale. The
increase in [Fe/H] from the initial value to the RGB value is
never more than about 0.05 dex, while the decrease in [Fe/H]
at the MSTO is larger and has significant dependence on both
2 Diffusion coefficients, or diffusivities, in the sense of a diffusion equation
that is used to solve the mixing of species in MESA.
the age and [Fe/H]init = 0. At the oldest ages and lowest
metallicities, however, the decrease at the MSTO is∼ 0.2 dex,
consistent with NGC 6397 (Korn et al. 2007). The mass of
the surface convection on the main sequence tends to increase
with metallicity at a given mass and so the MSTO depletion
increases substantially with decreasing [Fe/H]init = 0.
In a coeval, initially-chemically-homogeneous stellar pop-
ulation, like an open cluster, the farther down the main se-
quence one looks, the closer the surface abundances will ap-
proach the intial abundances of a cluster, due to the deepening
of the surface convection zone as Minit decreases as demon-
strated in Figure 4. This raises the question: Is there a point
along the main sequence below which the current, surface
abundances match the initial abundances? In the following
discussion we assume that all stars have arrived on the main
sequence. For stars with Minit < 1.5M surface convection
deepens as one moves along the main sequence to lower Minit,
meaning that atomic diffusion will be less effective at modi-
fying surface abundances. This can be seen in Figure 4 as
∆[Fe/H] decreases with Minit. There is a point along the main
sequence, at Minit ∼ 0.35M, below which stars remain fully-
convective on the main sequence. For a fully-convective star
atomic diffusion is overwhelmed by convective mixing. Fur-
thermore, the effects of nucleosynthesis ought to appear at the
surface as a slight increase because a fully-convective star is
fully mixed, see Figure 4. We expect the surface depletion
of metals, as measured by ∆[Fe/H] in Figure 4 to: (i) reach
its maximum value near the MSTO (just below if the stars
have convective cores); (ii) decrease as a function of stellar
mass down to the fully-convective transition at 0.35M; and
(iii) abruptly become slightly positive because H has been de-
pleted by nucleosynthesis in the core. The fully-convective
stars are intrinsically faint and so the transition will be diffi-
cult to detect in practice. However, some of the larger pat-
terns, such as the trend of [Fe/H] at the MSTO with age,
should be detectable.
3. IMPLICATIONS
3.1. Individual stellar ages from spectroscopic parameters
Suppose that we wish to estimate the age of a star based
on its spectroscopic parameters. We are given Teff, log(g),
[Fe/H], and associated uncertainties. We compare these with
a set of stellar isochrones in order to discern what range of
stellar mass and age are consistent with the models given the
data. The age analysis is carried out using one set of stel-
lar evolution models with atomic diffusion, as described in
§2.1, and two different assumptions. In the first case, only
the initial composition is specified in the models. We have
no idea how the surface abundances evolve as a function of
Minit and time. Thus, we ignore any change in surface abun-
dances along the isochrones. Instead, we match the initial
abundances in the model to the observed surface abundances
in each star. We shall refer to this as the ‘constant-metallicity’
assumption. In the second case, the surface abundances are
tabulated along the isochrones and we are able to treat these
as variables. We shall call this the ‘variable-metallicity’ as-
sumption. In the context of atomic diffusion, the problem with
the constant-metallicity assumption is that the interior of the
star in question can actually be more metal-rich than the cur-
rent, surface abundances indicate. The variable-metallicity as-
sumption naturally accounts for this effect, albeit in a model-
dependent way.
Ages are estimated with MINESweeper, a Bayesian ap-
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Figure 1. Diffusion coefficient profiles in a solar-type evolutionary track (Minit = 1M, [Fe/H]init = 0, Teff = 5832 K, log(g) = 4.21) on the left and a metal-poor
evolutionary track (Minit = 0.8M, [Fe/H]init = −1, Teff = 6188 K, log(g) = 4.04) on the right. The model profiles were taken near the end of core H-burning when
XH = 0.1 at the center. Solid lines show the dominant contribution to the diffusion coefficient from standard mixing-length theory convection (red), exponential-
decay overshoot mixing (blue), and DT turbulent mixing (green). Dashed lines show in the same units the results from atomic diffusion for H (cyan) and He
(pink).
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Figure 2. This figure shows the behavior of surface abundance evolution
drawn from isochrones with initial [Fe/H]init = −1. Shown are the changes
in surface [Fe/H] from the initial value to the MSTO (in orange) and RGB
(in purple) as a function of age. The models include atomic diffusion with
turbulent mixing but without grad.
proach to estimating stellar parameters for a single star
from stellar evolution models. A full description of
MINESweeper is given by Cargile et al. (in prep). Here
we provide a brief summary of the method. MINESweeper
uses nested importance sampling to determine posterior prob-
ability distributions for physical properties inferred from stel-
lar evolution models. It uses a modified version of the
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Figure 3. Expanding upon Figure 2 to show the surface [Fe/H] evolution for
different ages (reflected in the color scale) and initial metallicities.
nestle.py code3 to perform multi-nested ellipsoid sam-
pling based on the algorithm described in Feroz et al. (2009).
Multi-nested sampling is well-suited for this problem due to
its ability to efficiently sample multi-modal likelihood sur-
faces, as is typically the case when modeling stars with stel-
lar isochrones. MINESweeper uses the most recent release
of the MIST stellar evolution models (Choi et al. 2016), and
an optimized interpolation schema based on the recommen-
dations of Dotter (2016). MINESweeper uses photome-
try, spectroscopic parameters and abundances, parallax in-
formation, etc. to calculate the likelihood probabilities, and
3 http://kbarbary.github.io/nestle/
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Figure 4. The changing surface [Fe/H] along the main sequence for a range
of ages. The sharp transition at ∼ 0.35M marks the boundary between
fully-convective stars at lower masses and stars with radiative cores at higher
masses.
handles a wide range of prior probability distributions. The
MINESweeper inference results in posterior probability dis-
tributions for the fundamental MIST model parameters (i.e.,
the parameters on which the model grid is built): equivalent
evolutionary points (EEPs), initial metallicity, and stellar age.
Using these inferred posterior distributions, MINESweeper
then generates posterior distributions for all other quantities
predicted by the MIST models, e.g., mass, radius, Teff, lumi-
nosity, surface abundances, etc.
We take as a case study the spectroscopic survey of the
Galactic disk by Bensby et al. (2014, hereafter B14). B14
derived spectroscopic abundances and ages for 714 stars, pri-
marily dwarfs and subgiants of spectral type F or G, with
5 > log(g) > 2.5, in the Solar neighborhood. The method
of age estimation employed by B14 is described in detail by
Meléndez et al. (2012) and uses the Y2 isochrones (Demarque
et al. 2004), which include the effects of He diffusion but not
of heavier elements.
The age analysis employed by B14 relies on comparing the
spectroscopic parameters Teff, log(g), and [Fe/H] with those
of the Y2 isochrones. The Y2 isochrones do not provide cur-
rent, surface [Fe/H] along the isochrones so the age analy-
sis uses instead the associated [Fe/H]init for all ages and all
points along the isochrones. As described by Meléndez et al.,
in order to reconcile the isochrone composition with the cur-
rent solar values, the authors subtract 0.04 dex from the tab-
ulated [Fe/H] values in the Y2 isochrone files. This is, in ef-
fect, a correction for the diffusion of elements from the solar
surface over ∼4.5 Gyr (Turcotte & Wimmer-Schweingruber
2002; Asplund et al. 2009). Although Meléndez et al. do not
state this explicitly, nor is it clear that they interpret it as such,
they have implemented a crude correction for the difference
between current, surface [Fe/H] and the initial, bulk value.
However, as shown in Figures 2 and 3, the difference be-
tween the current, surface [Fe/H] and the initial, bulk [Fe/H]
is not constant over either a single isochrone or among differ-
ent isochrones (see Figures 2 and 3). This is not a criticism of
the age analysis technique described by Meléndez et al.; their
equation 7 would have properly accounted for changing sur-
face abundances along the isochrones if that information had
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Figure 5. Posterior probability distributions from two age analyses of a sin-
gle star, HIP 1955, using spectroscopic parameters from Bensby et al. (2014).
The blue histogram shows the case in which the isochrones’ initial [Fe/H]
value is compared to the spectroscopic value. The red histogram shows the
case in which the isochrones’ surface [Fe/H] value is compared to the spec-
troscopic value. The latter is the approach we advocate for in this paper; it
results in a younger age.
been provided in the isochrones themselves.
To illustrate the difference in stellar ages between isochrone
analyses that use constant or variable surface metallicities, we
have derived ages for the B14 catalog using both the constant-
and variable-metallicity assumptions. To do so we use Teff,
log(g), and [Fe/H] from the B14 catalog. In Figure 5 we show
the age distributions for HIP 1955 based on the spectroscopic
parameters ([Fe/H]=−0.01, Teff = 6024, and log(g) = 4.31)
provided by B14. The red histogram shows ages obtained
using the variable-metallicity approach. The blue histogram
shows ages obtained using the constant-metallicity approach.
The variable-metallicity approach results in a weighted-mean
age of 4.37 Gyr while the variable-metallicity approach yields
a weighted-mean of 4.89 Gyr. The result is a reduction in the
age of ∼ 0.5 Gyr, or about 10%. Weighted medians are ∼ 0.1
Gyr younger than the weighted means for this star in both
cases but the difference remains about 0.5 Gyr.
In Figure 6 we show the age difference between the two as-
sumptions for the full B14 catalog in both absolute (left) and
fractional (right) terms. Both panels show that the ages based
on the variable-metallicity approach lead to younger ages than
those derived by the constant-metallicity approach. This sys-
tematic effect in isochrone-based age determinations of indi-
vidual stars has largely been overlooked until now.
A corollary is that the initial, bulk metallicity of a star—
not the current, surface metallicity—should be the quantity
of interest in age-metallicity relations (AMRs) and Galactic
chemical evolution (GCE). The reason is that the initial, bulk
metallicity is reflective of the conditions out of which the star
formed and is a stellar parameter, not a variable quantity.
The result will be an age-metallicity relation that is shifted to
younger ages and higher (initial, bulk) metallicities. Figure
7 shows the B14 sample in the standard AMR that plots cur-
rent, surface metallicities and constant-metallicity-based ages
on the left. On the right is the shown the corrected version of
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Figure 7. The AMR of Bensby et al. (2014) stars re-derived in this paper. On the left are shown surface [Fe/H] values vs. ages derived using the constant-
metallicity assumption Bensby et al.. On the right are shown (inferred) initial metallicities and ages derived using the variable-metallicity approach.
the AMR that plots the inferred initial, bulk metallicity of the
star against the variable-metallicity-based age. Note that only
stars with [Fe/H] > −2 are shown, though there are a handful
of stars in the B14 catalog with metallicities below −2.
Initial, bulk metallicities are inferred from the models and,
thus, susceptible to model errors and uncertainties. It will
be valuable to provide more detailed tests of the models so
that these “corrections” may be applied with greater confi-
dence. Open clusters are highly useful in this regard be-
cause they come with a high degree of chemical homogeneity
(Bovy 2016, but see also Liu et al. (2016)). Globular clusters
have also been studied in this context, including NGC 6397
(Korn et al. 2007; Lind et al. 2009; Nordlander et al. 2012),
NGC 6752 (Gruyters et al. 2013), and M 30 (Gruyters et al.
2016), despite the prevalance of internal abundance variations
(Gratton et al. 2004).
3.2. Solar analogs
Stars with observable properties similar to those of the Sun
are of astrophysical interest for many reasons, including the
search for exoplanets and the uniqueness of our solar system
(Cayrel de Strobel 1996). Atomic diffusion is an important
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Figure 8. Model behavior for solar analogs spanning a range of ages. The models all have [Fe/H]init = 0. Isochrones with ages of 4, 6, 8, 10, and 12 Gyr are
plotted as solid lines while evolutionary tracks for Minit = 0.95,1.00,1.05M are shown as thin, dotted lines. The left panel shows the range of Teff and log(g)
covered while the center and right panels show the depletion of [Fe/H] and [Mg/Fe] relative to the initial value in the models.
ingredient in standard solar models (Christensen-Dalsgaard
et al. 1996; Asplund et al. 2009) and is, by extension, rele-
vant in studies of solar analogs. By solar analogs we mean
MS stars within roughly 300K of the solar Teff and −0.1 <
[Fe/H] < +0.1. Figure 8 shows stellar evolution models with
[Fe/H]init = 0. Isochrones with ages ranging from 4 to 12 Gyr
are shown as solid lines while stellar evolution tracks with
Minit = 0.95,1.00,1.05M are shown as dotted lines. The left
panel shows the range of Teff and log(g) considered in the cen-
ter and right panels. The center panel shows the surface evo-
lution of [Fe/H] relative to the initial value. The right panel
shows the surface evolution of [Mg/Fe], which is indicative of
a lighter metal than Fe. Mg has a lower atomic mass and nu-
clear charge than Fe, and so it settles marginally more slowly
than Fe, resulting in a flat or slightly-positive [Mg/Fe] trend
with Teff at fixed age in the right panel of Figure 8. This is the
opposite of [Fe/H] shown in the middle panel of Figure 8.
Stellar evolution models that include atomic diffusion pre-
dict a systematic trend in surface [Fe/H] as a function of Teff in
the realm of solar analogs. In a coeval, initially-chemically-
homogeneous sample this trend should be observable at the
current measurement precision of ∼ 0.01 dex (e.g., Melén-
dez et al. 2017). While the [Mg/Fe] trend shown here may be
below the current threshold, we recommend pursuing this and
other ratios to provide further constrain the models.
3.3. Chemical Tagging
Chemical tagging, in which individual stars are associ-
ated with their birth cloud via its unique chemical signature,
promises a new view of the Galaxy and its assembly over time
(Freeman & Bland-Hawthorn 2002). Although chemical tag-
ging as originally defined by Freeman & Bland-Hawthorn has
yet to be realized, progress is being made (see Hogg et al.
2016; Ting et al. 2016). Furthermore, the case in which in-
dividual stars are identified as originating in a certain type
of object, but not one speci f ic object, has already seen some
success (Martell et al. 2011, 2016; Schiavon et al. 2016).
Chemical tagging should take into consideration the fact
that stars born in the same birth cloud, but now in differ-
ent evolutionary phases (because they have different initial
masses), will show signs of atomic diffusion that confuse
the sought-after chemical signature. Working in absolute
abundance space (or relative to H) will expose this issue
whereas abundance ratios, such as [X/Fe], will reduce—but
not remove—the effects of atomic diffusion. Studying stars
that are in the same evolutionary phase, such as red giants,
will also simplify the analysis. The uncertain extent to which
grad in stars of different spectral types plays a role in surface
abundances must also be considered.
We show examples of how surface abundance variations
manifest across the H-R diagram in Figure 9. It shows models
with ages from 5 to 15 Gyr and [Fe/H]init = −0.5. The models
shown include atomic diffusion and turbulent mixing; the top
row doesn not include grad while the bottom row does. The
main difference between the two is that the models with grad
show variations around the MSTO that are absent in the mod-
els without grad. This is consistent with the nonlinear behavior
of grad with atomic number (compare with Figure 1 of Korn
et al. 2007).
In the context of chemical tagging, in which a unique chem-
ical signature is sought, spectroscopic surveys that target red
giants, like APOGEE, have an advantage in that the diffusion
effect is minimized in these stars. In surveys that target stars
in all evolutionary phases, like GALAH, clump-finding algo-
rithms can be set to work on abundance ratios, e.g., [X/Fe],
in which diffusion effects are reduced. In the latter case, as
demonstrated by Figure 9, searching for clumps in absolute
abundances ([X/H]) will be more challenging than searching
in abundances ratios ([X/Fe]).
A new approach to chemical tagging is to use stellar evo-
lution models to infer the initial, bulk abundances from the
(observed) current, surface abundances in individual stars and
then look for clumps in abundance space. This is obviously
a(nother) step removed from looking for clumps directly in
the data and requires confidence in the models. While am-
bitious, this approach offers the possibility of correcting for
evolutionary effects and may prove fruitful in the future, but
only with thoroughly-calibrated models.
Recently, Ness et al. (2017) introduced the concept of “stel-
lar doppelgängers”, i.e., pairs of stars with indistinguishable
chemical abundance patterns (within measurement uncertain-
ties) that were not born in the same birth cloud. These stars
would register as false positives in chemical tagging. Not
only can atomic diffusion cause two coeval stars of differ-
ent Minit (hence evolutionary phase) born in the same birth
cloud to have different surface abundances but it can also cre-
ate these doppelgängers. Such coincidental pairs can arise
between two stars in different evolutionary phases if the ef-
fect of atomic diffusion (e.g.,∆[Fe/H]= −0.05) is offset by an
equal and opposite difference in the initial abundances (e.g.,
∆[Fe/H]init = +0.05). This assumes the rest of the abundance
pattern scales with Fe, which is not unreasonable at the sub-
0.1 dex level.
To summarize our argument, chemical tagging studies
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Figure 9. Evolution of surface abundance ratios in the H-R diagram for models with atomic diffusion and turbulent mixing; the top panel shows models without
grad while the bottom row shows models with grad. The models have [Fe/H]init = −0.5 and ages from 5 to 15 Gyr. The leftmost column shows the variation of Fe
with respect to H while the other columns show variations with respect to Fe.
should take into account our current knowledge of atomic
diffusion. At present, perhaps the most sensible approach is
to consider only stars in the same evolutionary phase—the
tighter the constraints, the better. In the future, we hope that it
will be possible to use stellar evolution models to correct for
atomic diffusion effects so that stars in different evolutionary
phases can be safely studied together.
4. SUMMARY
How much can we trust stellar evolution models? All the
conclusions in this paper are based on one set of models com-
puted with one stellar evolution code (MESA) with one set of
physical assumptions oulined in §2.1. While another set of
models might differ quantitatively from what we have pre-
sented in this paper, the qualitative picture should not change.
With the present and future of asteroseismology, the promise
of the Gaia mission, and the wealth of stellar parameters and
abundances from spectroscopic surveys, stellar models will be
subject to renewed scrutiny in the coming years. Critical tests
of atomic diffusion and other mixing processes in single stars
of similar age and initial composition, but different evolution-
ary phases, are the most useful in this context. Such studies
are, however, few and far between at present.
We highlight the importance of tabulating surface abun-
dances along isochrones. Model surface abundances are nec-
essary when deriving accurate individual stellar ages from
spectroscopic parameters and abundances. Ages estimated
from isochrones based on the (incorrect) constant-metallicty
assumption may be overestimated by as much as 20% com-
pared to ages derived via the variable-metallicity assumption.
When applied to large samples, this has important implica-
tions for studies of the AMR in Galactic field stars and GCE.
However, it remains difficult to properly address this issue be-
cause many stellar isochrones either (i) ignore atomic diffu-
sion and/or (ii) omit the surface abundance information along
the isochrone even though this information is computed by all
stellar evolution code.
Chemical tagging is complicated by evolutionary effects in
the surface abundances of stars. This problem can be miti-
gated by either choosing stars in the same evolutionary phase
and/or by focusing on abundance ratios (i.e., [X/Fe]) rather
than absolute abundances ([X/H]), though we appreciate that
some form of metallicity ([Fe/H]) is important. We suggest
that, after thorough calibration of stellar models, a new ap-
proach to chemical tagging will become possible. The ap-
proach uses the stellar evolution models to revert observed
surface abundances back to their initial, bulk values. Chemi-
cal tagging can then be attempted directly in initial abundance
space, thereby avoiding evolutionary effects. We are a long
way from implementing this in practice but it presents an in-
triguing possibility.
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tion. AD and MA were supported by the Australian Research
Council under grant FL110100012.
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