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dependent upon PP1. Dephosphorylation also occurs at Determinants of Spike Timing-
another site on GluR1, serine 831, during depotentiation, Dependent Synaptic Plasticityanother form of depression (Lee et al., 2000). However,
the identity of the phosphatase responsible for this de-
phosphorylation is also unknown. Another related issue
Recent studies show that the precise timing of presyn-is the unknown functional consequence of such dephos-
aptic inputs and postsynaptic action potentials influ-phorylation events. Studies on recombinant receptors
ences the strength and sign of synaptic plasticity. Inindicate that dephosphorylation of serine 845 may de-
this issue of Neuron, Sjo¨stro¨m and colleagues (2001)crease the number of receptors that open in response
determine how this so-called spike timing-dependentto glutamate, due either to a decrease in the probability
plasticity depends on the frequency and strength ofof channel opening on binding glutamate or a reduction
the presynaptic inputs.in the number of surface-expressed channels. Dephos-
phorylation of serine 831 is reported to decrease the
mean channel conductance of recombinant GluR1 ho- One of the advantages of in vitro brain slice experiments
momers. However, there have to date been no reports over in vivo whole animal experiments (apart from the
of the functional effects of dephosphorylation of these fact that you can get home in time for dinner) is that
residues during LTD or depotentiation for synaptic they allow precise control over the experimental condi-
AMPARs in neurons. tions. The disadvantage is that in vitro experiments are
The marriage of cell biological techniques and func- done within an environment isolated from the natural
tional studies of synaptic glutamate receptor function activity of the network (but see Sanchez-Vives and
has in recent years provided increasing evidence that McCormick, 2000). The challenge for the “brain slicers”
protein-protein interactions lead to a precise targeting is therefore to relate the phenomena they see in vitro
of synaptic proteins that is critically important for the to what happens in vivo. This issue is particularly rele-
regulation of synaptic strength. Clearly, however, there vant to recent work showing that the precise millisecond
is plenty more to do before a full understanding can be timing of presynaptic inputs and postsynaptic action
achieved of how the molecular architecture at excitatory potentials has a powerful influence over the expression
synapses orchestrates the precise regulation of synap- and sign of synaptic plasticity.
tic glutamate receptors during plasticity. Recent studies have shown that repetitive activation
of excitatory postsynaptic potentials (EPSPs) within a
brief time window before action potentials (APs) causes
John Isaac long-term potentiation (LTP), whereas EPSP activation
MRC Centre for Synaptic Plasticity just after APs leads to long-term depression (LTD) of
Department of Anatomy synaptic transmission (see Figure, panel A; Linden,
University of Bristol 1999). On the face of it, this so-called spike timing-
Bristol BS8 1TD dependent plasticity (STDP) would appear to provide a
United Kingdom simple learning rule, which could in principle underlie
memory formation. As usual, though, things are never that
Selected Reading simple. In vivo, neurons are continuously bombarded with
ever-changing patterns of synaptic input, resulting inDaw, M.I., Chittajallu, R., Bortolotto, Z.A., Dev, K.K., Duprat, F.,
highly irregular patterns of AP output. How does theHenley, J.M., Collingridge, G.L., and Isaac, J.T.R. (2000). Neuron 28,
almost “random” nature of synaptic input and output in873–886.
vivo influence the timing relationships for the inductionDudek, S.M., and Bear, M.F. (1992). Proc. Natl. Acad. Sci. USA 89,
of synaptic plasticity? The paper by Sjo¨stro¨m and col-4363–4367.
leagues (Sjo¨stro¨m et al., 2001) in the current issue ofFeng, J., Yan, Z., Ferreira, A., Tomizawa, K., Liauw, J.A., Zhuo, M.,
Neuron addresses this question using paired recordingsAllen, P.B., Ouimet, C.C., and Greengard, P. (2000). Proc. Natl. Acad.
Sci. USA 97, 9287–9292. in brain slices of rat visual cortex. By determining the
Fraser, I.D., and Scott, J.D. (1999). Neuron 23, 423–426. dependence of STDP on the rate, timing, and strength
of presynaptic inputs, they come up with a model thatKim, C.H., Chung, H.J., Lee, H.K., and Huganir, R.L. (2001). Proc.
Natl. Acad. Sci. USA 98, 11725–11730. can predict the sign and strength of STDP during ran-
dom pairings at different frequencies. Along the way,Lee, H.-K., Kameyama, K., Huganir, R.L., and Bear, M.F. (1998).
Neuron 21, 1151–1162. they also come up with some interesting surprises.
One of the fundamental requirements for LTP induc-Lee, H.-K., Barbarosie, M., Kameyama, K., Bear, M.F., and Huganir,
R.L. (2000). Nature 405, 955–959. tion is thought to be cooperativity, whereby a weak input
will only undergo LTP if activated together with a strongMorishita, W., Connor, J.H., Xia, H., Quinlan, E.M., Shenolika, S.,
and Malenka, R.C. (2001). Neuron, 32, this issue, 1133–1148. input (Bliss and Collingridge, 1993). To overcome this
requirement during activation of single presynaptic in-Mulkey, R.M., and Malenka, R.C. (1992). Neuron 9, 967–975.
puts, AP firing in response to somatic current injectionMulkey, R.M., Herron, C.E., and Malenka, R.C. (1993). Science 261,
1051–1055. is commonly used to simulate the strong input. According
to the standard STDP timing curve (Figure, panel A),Sheng, M., and Lee, S.H. (2001). Cell 105, 825–828.
repetitive activation of EPSPs just before APs shouldYan, Z., Hsieh-Wilson, L., Feng, J., Tomizawa, K., Allen, P.B., Fien-
lead to LTP. It turns out that this is not always the case.berg, A.A., Nairn, A.C., and Greengard, P. (1999). Nat. Neurosci. 2,
13–17. Sjo¨stro¨m and colleagues find that whether a weak input
undergoes LTP when paired with somatic APs depends
Previews
967
on its amplitude at the soma as well as the frequency
of pairing (see also Markram et al., 1997). EPSPs at the
soma smaller than around 2 mV did not show LTP when
paired at low frequencies (10 Hz) with appropriately
timed APs (Figure, panel B). Small EPSPs could undergo
LTP, however, if paired with additional depolarization
supplied by other EPSPs, or via the somatic recording
pipette, or if paired with APs at higher frequencies (Fig-
ure, panel C).
Presumably, the mechanism underlying STDP in-
volves the interaction of APs propagating back to the
synapse with the voltage-dependent magnesium block
of synaptic NMDA receptors. If so, it is not the EPSP
amplitude at the soma that is important, but the com-
bined EPSP/AP voltage change at the synapse. This will
depend on a number of factors, such as the strength of
the activated presynaptic input and also the location of
the activated synapses within the dendritic tree. This is
because the amplitude of backpropagating APs depend
in part on their distance from the soma (Stuart et al.,
1997), as does the amplitude of the local EPSP due to
influences of dendritic morphology (Segev and London,
2000). In addition, larger and more distal EPSPs are more
likely to generate local dendritic spikes, while dendritic
depolarization, via EPSPs or the recording pipette, can
influence AP backpropagation (Stuart and Ha¨usser,
2001). Moreover, in vivo, both the local EPSP amplitude
as well as the extent of AP backpropagation will be
constantly changing due to the impact of network-driven
synaptic activity on dendritic membrane properties
Frequency and EPSP Amplitude Dependence of STDP(Segev and London, 2000). Thus it seems likely that in
(A) Standard spike timing-dependent plasticity (STDP) timing curve.addition to EPSP amplitude and the frequency of EPSP-
The amount of potentiation (LTP) or depression (LTD) of an excit-AP pairing, STDP will also depend on EPSP location
atory postsynaptic potential (EPSP) is shown during pairing withand the state of the network. action potentials (APs) at different EPSP-AP time intervals. The
So why the frequency dependence? During pairing STDP timing curves shown in (B)–(D) indicate the dependence of LTP
at high frequencies (10 Hz), Sjo¨stro¨m and colleagues or LTD on the frequency of EPSP-AP pairing and EPSP amplitude.
noted that the membrane potential between APs did not
fully repolarize back to the baseline. In fact, there was
the frequency dependence of LTD timing protocols. At
a strong correlation between the amount of residual
high frequencies (40 Hz), these protocols always leddepolarization between APs and the strength of LTP.
to LTP (Figure, panel D), even when EPSPs were evokedTo examine the role of this residual depolarization in
at times best suited for LTD at low frequencies. A closerLTP, Sjo¨stro¨m and colleagues used hyperpolarizing so-
examination of these high-frequency protocols indi-matic current pulses to artificially drive the membrane
cates a problem. As the frequency of pairing is in-potential back to baseline after each AP. Surprisingly,
creased, the time interval between EPSPs evoked justthis had the effect of blocking LTP during pairing at high
after APs and the next AP decreases. In the case wherefrequencies even though AP firing was unchanged. The
pairing is done at 50 Hz (20 ms between APs), EPSPsimplication from this is that the after-depolarization that
evoked 10 ms after the first AP are also 10 ms beforefollows APs is required for LTP induction. It’s not quite
the next, and so fall into the time window for both LTDthat simple, however, as pairing EPSPs at low frequen-
and LTP. The finding that these protocols induce LTP,cies with somatic depolarizations just below AP thresh-
not LTD, indicates that at high frequencies LTP wins.old does not induce LTP, but rather LTD. In addition,
Together, these results indicate that it will not be pos-the amount of LTP when EPSP-AP pairing at low fre-
sible to use the standard STDP timing curve (Figure,quencies is combined with subthreshold somatic depolar-
panel A) to accurately predict plasticity during complexizations is less than that seen during pairing at high fre-
AP trains. What is needed is to know the STDP timingquencies. This finding indicates that the rate of EPSP-AP
curve during firing at different frequencies, as well aspairing influences the amount of LTP in a way indepen-
its dependence on EPSP amplitude (ideally at the syn-dent of the level of somatic depolarization. This may
apse). In an attempt to achieve this, Sjo¨stro¨m and col-explain why Sjo¨stro¨m and colleagues find that LTP in-
leagues use their data (Figure, panels B–D) to build aduction at low frequencies depends in a sigmoidal fash-
model to predict the expected change in synapticion on the level of somatic depolarization, whereas there
strength during random EPSP-AP interactions gener-is an almost linear increase in LTP with the amount of
ated at different frequencies. To make their model fitresidual depolarization between APs during EPSP-AP
the data (as any good model should), they had to assumepairing at higher frequencies.
In another twist, Sjo¨stro¨m and colleagues looked at that not all EPSP-AP timing interactions were equal. The
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model fit the data best if only the EPSP-AP interactions
nearest to an AP were counted when more than one
EPSP-AP interaction fell into the LTD/LTP time window.
In addition, EPSP-AP interactions that lead to LTP won
over those that would otherwise have caused LTD. This
model accurately predicts the switch from LTD to LTP
as the frequency of random EPSP-AP interactions in-
creases, and could be useful in predicting changes in
synaptic strength during complex EPSP-AP timing inter-
actions in vivo. The challenge for the future will be to
see if these and other findings on STDP observed in
vitro hold up in vivo, ideally in unanesthetized prepara-
tions. My expectation is that there are more surprises
to come.
Greg J. Stuart
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Australian National University
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