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Abstract
Complex-variable methods are used to obtain some error expansions for certain quadrature rules over the
interval [− 1; 1].
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1. Introduction
Integrals of the form∫ 1
−1
(1− x2)−1=2f(x)
x2 + k2
dx; (1.1)
often arise in practice. For this type of integral Kumar [4] derived the following Gaussian quadrature
rule
J (f) =
∫ 1
−1
w(x)f(x) dx =
n∑
i=1
wif(xi) + En(f); (1.2)
where
(a) the weight-function w(x) is given by
w(x) =
(1− x2)−1=2
(1 + 2a)x2 + a2
; a¿ 0;
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(b) the abscissae xi are the zeros of the polynomial
pn(x) =
1√
2
((2a+ 1)Tn(x) + Tn−2(x)); n¿ 2; (1.3)
where Tn(x) denotes the Chebyshev polynomial of the Brst kind of degree n,
(c) the weights wi are given by
wi =
−2
pn+1(xi)p′n(xi)
; (1.4)
(d) En(f) denotes the error term.
For such quadrature rules it is not di4cult to show that, since the weight-function is even, the error
term may be expressed as (see, for example, [3] or [7])
En(f) =
∞∑
k=0
a2n+2ken;2k ; (1.5)
where the en;2ks are independent of f(x) and where the ars are the Chebyshev coe4cients of the Brst
kind of the function f(x) which may be known but if not may easily be approximated as follows.
By expressing f(x) in the form (see [2] or [5])
f(x) ≈
N∑′′
r=0
arTr(x); (−16 x6 1);
where the double prime indicates that the Brst and last terms in the Bnite sum are to be halved then
the coe4cients ar are given by
ar =
2
N
N∑′′
s=0
f
(
cos
(s
N
))
cos
(rs
N
)
: (1.6)
In this paper we shall evaluate the en;2ks from which we may then approximate some of the
leading terms in the error expansion (1.5), the remaining part of the error expansion being bounded
as in [3].
2. The method
In order to achieve our objective we shall begin by letting f(x) = T2n+2k(x) in rule (1.2) from
which it follows from expression (1.5) that the coe4cient en;2k is given by
en;2k =
∫ 1
−1
w(x)T2n+2k(x) dx −
n∑
i=1
wiT2n+2k(xi); (k = 0; 1; 2; : : :);
that is, en;2k denotes the error term when approximating the integral J (T2n+2k(x)) by rule (1.2). We
shall now derive the following theorem where
c = 1=(1 + 2a); (a¿ 0):
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Theorem 1. For integral values of r¿ n= 2
e2;2r−4 = 4c2
∑ (−1)++(+  + )!(3c)(2c2 + 1)c
!!!
;
the summation being over all non-negative integers ;  and  for which
+ 2 + 3= r − 2:
Corollary. The above expressions for e2;2r−4; r = 2; 3; : : : ; may also be obtained by solving the
following recurrence relation
e2;0 = 4c2;
3ce2;0 + e2;2 = 0;
(2c2 + 1)e2;0 + 3ce2;2 + e2;4 = 0;
ce2;2i + (2c2 + 1)e2;2i+2 + 3ce2;2i+4 + e2;2i+6 = 0; i = 0; 1; 2; : : : :
Theorem 2. For integral values of r¿ n= 3
e3;2r−6 = 4c2
∑ (−1)+++(+  + + )!(2c)(c2 + c)(c2 + 1)c
!!!!
;
the summation being over all non-negative integers ; ;  and  for which
+ 2 + 3+ 4= r − 3:
Corollary. The above expressions for e3;2r−6; r = 3; 4; : : : ; may also be obtained by solving the
following recurrence relation
e3;0 = 4c2;
2ce3;0 + e3;2 = 0;
c(c + 1)e3;0 + 2ce3;2 + e3;4 = 0;
(1 + c2)e3;0 + c(c + 1)e3;2 + 2ce3;4 + e3;6 = 0;
ce3;2i + (1 + c2)e3;2i+2 + c(c + 1)e3;2i+4 + 2ce3;2i+6 + e3;2i+8 = 0; i = 0; 1; 2; : : : :
Theorem 3. For integral values of r and n such that r¿ n¿ 4
en;2r−2n = 4c2
∑ (−1)++++(+  + + + )!2c+2++(c2 + 1)
!!!!!
; (2.1)
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the summation being over all non-negative integers ; ; ;  and  such that
+ 2 + (n− 1)+ n+ (n+ 1) = r − n:
Corollary. The above expressions for en;2r−2n; r¿ n¿ 4; may also be obtained by solving the
following recurrence relation
en;0 = 4c2;
2cen;0 + en;2 = 0;
c2en;2i + 2cen;2i+2 + en;2i+4 = 0; i = 0; 1; 2; : : : ; n− 4;
cen;0 + c2en;2n−6 + 2cen;2n−4 + en;2n−2 = 0;
(c2 + 1)en;0 + cen;2 + c2en;2n−4 + 2cen;2n−2 + en;2n = 0;
cen;2i + (c2 + 1)en;2i+2 + cen;2i+4 + c2en;2n+2i−2 + 2cen;2n+2i + en;2n+2i+2 = 0; i = 0; 1; 2; : : : :
The proof of each of the above theorems is similar and so for this reason we give only the proof
of Theorem 3.
Proof of Theorem 3. Kumar [4] showed that the error term in quadrature rule (1.2) may also be
written in terms of a contour integral, that is,
En(f) =
1
i
∫
C
f(z)qn(z)
pn(z)
dz; (2.2)
where C is any closed contour enclosing the interval [− 1; 1], where the function f(z) is assumed
to be regular within and on C and where
qn(z) =
1
2
∫ 1
−1
w(x)pn(x)
z − x dx
is single-valued and analytic in the z-plane with the interval [− 1; 1] deleted.
It is well-known that the conformal mapping
z = (+ −1)=2; =  ei!; 06 !¡ 2
transforms the circle ||=  ¿ 1 onto an ellipse # which has foci at z=±1, semi-axes ( ±  −1)=2
and the interval [− 1; 1] deleted. For z ∈ # [3]
(a) Tn(z) = (n + −n)=2,
(b) pn(z) = [(2a+ 1)(n + −n) + (n−2 + −(n−2))]=(2
√
2);
(c) qn(z) = (2
√
2)=((2 − 1)((1 + 2a)2 + 1)n−3):
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Table 1
Expressions for e2;2i
e2;0 4c2
e2;2 −12c3
e2;4 4c2(7c2 − 1)
e2;6 −20c3(3c2 − 1)
e2;8 4c2(31c4 − 17c2 + 1)
e2;10 −4c3(63c4 − 49c2 + 7)
e2;12 4c2(127c6 − 129c4 + 31c2 − 1)
From (a)–(c), the residue theorem and expression (2.2) with f(z) = T2r(z) it follows that
en;2r−2n = En(T2r) =
2c2
i
∫
||= 
2r−2n
(1 + c−2)(1 + c−2 + c−(2n−2) + −2n)
d: (2.3)
By picking out the coe4cient of 1= in the integrand of (2.3) expression (2.1) follows and, by ex-
panding the integrand in (2.3) in terms of 1=, the corollary to Theorem 3 follows in a straightforward
manner.
Before considering a numerical example we shall list in Table 1 the expressions for e2;2r−4; 26 r
6 8, obtained from Theorem 1.
3. Numerical example
J =
∫ 1
−1
sh2(x=2)
(1− x2)1=2(x2 + 10−20) dx = 0:260680996490552:
In this example the integrand is not quite in the form considered by Kumar. However, integrals of
form (1.1) may easily be approximated by the above method by letting
a= k2 + k
√
k2 + 1
in which case expression (1.2) now becomes∫ 1
−1
(1− x2)1=2f(x)
x2 + k2
dx = (1 + 2a)
[
n∑
i=1
wif(xi) + En(f)
]
:
In this example k = 10−10 that is, a ≈ 10−10 + 10−20. Since [1]
sh2
(x
2
)
=
1
2
[
I0(1)− 1 + 2
∞∑
n=1
I2n(1)T2n(x)
]
; (3.1)
where Ik denotes the modiBed Bessel function of the Brst kind which are tabulated in [1] then,
from Table 1, expressions (1.3) and (1.4) with n = 2 and expression (3.1) (that is, using exact
Chebyshev coe4cients), Table 2 follows whereas from Table 1, expressions (1.3) and (1.4) with
n=2 and expression (1.6) with N=16 Table 3 follows. Also, Table 4 follows from expressions (1.3)
and (1.4).
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Table 2
Exact Chebyshev coe4cients
r Kumar quadrature (with n= 2) + r terms
of (1.5) using exact
Chebyshev coe4cients
0 0:249999999977083
1 0:260948480859081
2 0:260678616921463
3 0:260681007471230
4 0:260680996459438
5 0:260680996490552
Table 3
Approximate Chebyshev coe4cients
r Kumar quadrature (with n= 2) + r
terms of (1.5) using approximate
Chebyshev coe4cients with N = 16
0 0:249999999977083
1 0:260948480859081
2 0:260678616921463
3 0:260681007471230
4 0:260680996459438
5 0:260680996490612
6 0:260680996490552
Table 4
Kumar quadrature
n Kumar quadrature
2 0:249999999977083
3 0:260591836496374
4 0:260680600261719
5 0:260680995393521
6 0:260680996488480
7 0:260680996490550
8 0:260680996490552
Bearing in mind the comment made by Clenshaw and Curtis [2] concerning the ‘check failure’
of a quadrature rule it is seen for this example that the number of function evaluations required by
Kumar’s rule to give 15 decimal place accuracy is 26 compared with 10 for the present method
when using approximate Chebyshev coe4cients.
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Finally, the above approach may also be used when the weight-function in quadrature rule (1.2)
is of the form [4]
(1− x2)1=2
(2a+ 1)x2 + a2
or
(
1− x
1 + x
)1=2 1
((2a+ 1)x2 + a2)
; a¿ 0
as well as in other quadrature rules (see, for example, [3] or [6]).
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