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a b s t r a c t
We derive a class of two-level high-order implicit finite difference schemes for solving
three-dimensional parabolic problems with mixed derivatives. The schemes are fourth-
order accurate in space and second- or lower-order accurate in time depending on the
choice of a weighted average parameter µ. Numerical results with µ = 0.5 are presented
to confirm the high accuracy of the derived scheme and to compare it with the standard
second-order central difference scheme. It is shown that the improvement in accuracy does
not come at a higher cost of computation and storage since it is possible to choose the grid
parameters so that the present scheme requires less work and memory and gives more
accuracy than the standard central difference scheme.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
We consider the three-dimensional (3D) time-dependent problem
α
∂u
∂t
−∆u+ p∂u
∂x
+ q∂u
∂y
+ r ∂u
∂z
+ a ∂
2u
∂x∂y
+ b ∂
2u
∂y∂z
+ c ∂
2u
∂z∂x
= f , inΩ × (0, T ], (1a)
u(x, y, z, t) = g(x, y, z, t), (x, y, z) ∈ ∂Ω, t ∈ (0, T ], (1b)
u(x, y, z, 0) = u0(x, y, z), (x, y, z) ∈ Ω, (1c)
where Ω ⊂ R3 consists of a union of rectangular solids, (0, T ] is the time interval, α is a constant, and g and u0 are given
functions of sufficient smoothness. In (1a), the unknown function u, and the variable coefficient functions p, q, r , a, b, c , and f
are assumed to be sufficiently smooth inΩ so that they have the required partial derivatives. The classification of the partial
differential equation (1a) depends on the coefficients a, b, and c . In this paper, we consider the linear parabolic problem of
the form (1a) in which the eigenvalues of the coefficient matrix[−1 a/2 c/2
a/2 −1 b/2
c/2 b/2 −1
]
are all positive or all negative.
Eq. (1a) may be seen in many applications to model physical, chemical and biological phenomena [1–4], and their use
has also spread into economics, financial forecasting and many other fields. Accurate numerical solutions of Eq. (1a) are
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essential to investigate the predictions of the mathematical models, as the exact solutions are usually unavailable. High-
order discretization are generally associatedwith large (noncompact) stencils which increase the bandwidth of the resulting
matrix and lead to a large number of arithmetic operations, especially for higher-dimensional problems. Recently, there have
been several strategies to derive high-order compact (HOC) schemes, which utilize only the grid nodes directly adjacent to
the central node.
After deriving several higher-order implicit schemes for unsteady 1D convection–diffusion equations [5], Noye and
Tan proposed a compact nine-point HOC implicit scheme for unsteady 2D convection–diffusion equations with constant
coefficients [6]. The scheme is third-order accurate in space and second-order accurate in time, and has a large zone of
stability. Two other classes of compact difference schemes of order 2 in time and order 4 in space have been derived in
[7,8], with different choices of weighting parameters.
The 2D HOC scheme proposed in [9] for solving steady-state equations was extended by Spotz and Carey to solve
unsteady 1D convection–diffusion equations with variable coefficients and 2D diffusion equations [10]. Based on [10],
classes of HOC schemes with weighted time discretization have been derived in [11,12] for solving 2D and 3D unsteady
convection–diffusion problems respectively. 2D parabolic problems with mixed derivatives are considered in [13]. To
obtain satisfactory high accurate numerical results with reasonable computational cost, Karaa and Zhang [14] proposed
a high-order ADI method for solving 2D convection–diffusion problems. The method has recently been extended to 3D
convection–diffusion problems [15]. The new ADI method was found to be very efficient and numerical results confirmed
its superiority over the standard second-order Peaceman–Rachford.
In this paper, we derive two-level high-order compact implicit schemes for solving 3D linear parabolic problems. The
proposed schemes are fourth-order accurate in space and second- or lower-order accurate in timedepending on the choice of
a weighted average parameterµ. The case withµ = 0.5 is given special attention and numerical experiments are presented
to test the high accuracy of the resulting scheme and to compare it with the standard central difference Crank–Nicolson
(19,19) scheme.
2. High-order implicit discretization
We start by discussing the derivation of a HOC scheme for the steady-state form of Eq. (1a),
−∆u+ p∂u
∂x
+ q∂u
∂y
+ r ∂u
∂z
+ a ∂
2u
∂x∂y
+ b ∂
2u
∂y∂z
+ c ∂
2u
∂z∂x
= f . (2)
We assume that the discretization is carried out on a uniform 3D grid with a uniformmeshsize h. We use a local coordinate
system where the grid points of a reference cube are labeled as in Fig. 1. In terms of local coordinates, the central grid point
(i, j, k) is taken to be the local origin and denoted by ‘‘0’’. The 26 neighboring mesh points are numbered 1, 2, . . . , 26. The
approximate value of a function u(x, y, z) at the mesh point ‘‘l’’ is denoted by ul for all l = 1, 2, . . . , 26. The discrete values
of any function involved in Eq. (2) are defined analogously. The standard second-order central difference approximation to
Eq. (2) at the grid point (i, j, k) is given by
− (δ2xu+ δ2yu+ δ2z u)+ pδxu+ qδyu+ rδzu++aδxδyu+ bδzδyu+ cδxδzu− τ = f , (3)
where δx, δ2x , δy, δ
2
y and δz , δ
2
z are the first- and second-order central difference operators in the x-, y- and z-directions,
respectively. The truncation error τ is given by
τ = − h
2
12
(
∂4u
∂x4
+ ∂
4u
∂y4
+ ∂
4u
∂z4
)
+ h
2
6
(
p
∂3u
∂x3
+ q∂
3u
∂y3
+ r ∂
3u
∂z3
)
+ ah
2
6
(
∂4u
∂x3∂y
+ ∂
4u
∂x∂y3
)
+ bh
2
6
(
∂4u
∂y3∂z
+ ∂
4u
∂y∂z3
)
+ ch
2
6
(
∂4u
∂x3∂z
+ ∂
4u
∂x∂z3
)
+ O(h4). (4)
The standard 19-point second-order central difference scheme is obtained by dropping τ in (3). To obtain a higher-order
difference scheme, the O(h2) terms in (4) have to be approximated and then included in (3). Since the O(h2) terms in
(4) have an h2 factor, they can be approximated to second-order accuracy to yield a fourth-order accuracy for the whole
approximation scheme.
Direct approximations of the higher-order derivatives in (4) result in a very wide (noncompact) stencil. One way to
derive HOC schemes is to operate on the partial differential equation (2) as an auxiliary relation to obtain second-order finite
difference approximations for the higher-order derivatives in (4) within the reference cube. Inclusion of these expressions
in (3) increase the order of accuracy, typically to O(h4)while retaining a compact stencil defined by nodes surrounding the
reference grid point 0. This approach was advocated by Spotz and Carey and has been used to derive fourth-order compact
approximations for 2D convection–diffusion and 3D Poisson equations [16,17].
Another popular approach based on the truncated Taylor series expansions was introduced by Gupta, Manohar and
Stephenson [9]. Their procedures give the approximate value of a function at a mesh point as a linear combination of the
analytic solutions of the partial differential equation. The finite difference formulas are obtained by collocation over a set
of mesh points surrounding the given mesh point for which the difference formula is derived. The same approach was used
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Fig. 1. The 27-point compact stencil and ordering of grid points in a reference cube.
for 3D general linear [18] and nonlinear [19] elliptic partial differential equations. In [20], Othman and Abdullah used a
combination of standard and rotated finite difference approximations to derive HOC schemes.
HOC schemes for 3D problems with variable coefficients are difficult to develop due to the need for extensive algebraic
manipulations. Recently, there has been a growing interest in deriving HOC schemes using symbolic procedures. Several
symbolic procedures have been reported in [21–23] using the symbolic computation packagesMaple andMathematica. The
symbolic derivation procedure is proved to be an efficient and convenient way to obtain HOC difference schemes for 3D
problems. The fourth-order 27-point approximation for Eq. (2) obtained recently in [23] is given by
26∑
l=0
wlul = F0, (5)
where the coefficientswl, l = 0, . . . , 26, are given by
w0 = 24− 2(a2 + b2 + c2)+
(
q2 + r2 + p2) h2,
w1 = −2+ a2 + c2 + h (qa+ rc + p)− 12h
2p2,
w2 = −2+ a2 + b2 + h (pa+ rb+ q)− 12h
2q2,
w3 = −2+ a2 + c2 − h (qa+ rc + p)− 12h
2p2,
w4 = −2+ a2 + b2 − h (pa+ rb+ q)− 12h
2q2,
w5 = −2+ b2 + c2 + h (pc + qb+ r)− 12h
2r2,
w6 = −2+ b2 + c2 − h (pc + qb+ r)− 12h
2r2,
w7 = −1+ a− 12a
2 + 1
2
bc − h
2
(pa+ qa− p− q)− h
2
4
qp,
w8 = −1− a− 12a
2 − 1
2
bc − h
2
(pa− qa+ p− q)+ h
2
4
qp,
w9 = −1+ a− 12a
2 + 1
2
bc + h
2
(pa+ qa− p− q)− h
2
4
qp,
w10 = −1− a− 12a
2 − 1
2
bc + h
2
(pa− qa+ p− q)+ h
2
4
qp,
w11 = −1+ c − 12 c
2 + 1
2
ab− h
2
(pc + rc − p− r)− h
2
4
qr,
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w12 = −1+ b− 12b
2 + 1
2
ac − h
2
(qb+ rb− q− r)− h
2
4
qr,
w13 = −1− c − 12 c
2 − 1
2
ab− h
2
(pc − rc + p− r)+ h
2
4
pr,
w14 = −1− b− 12b
2 − 1
2
ac − h
2
(qb− rb+ q− r)+ h
2
4
qr,
w15 = −1− c − 12 c
2 − 1
2
ab+ h
2
(pc − rc + p− r)+ h
2
4
pr,
w16 = −1− b− 12b
2 − 1
2
ac + h
2
(qb− rb+ q− r)+ h
2
4
qr,
w17 = −1+ c − 12 c
2 + 1
2
ab− h
2
(pc + rc − p− r)− h
2
4
pr,
w18 = −1+ b− 12b
2 + 1
2
ac + h
2
(qb+ rb− q− r)− h
2
4
qr,
w19 = 14 (a+ b+ c − ab− ac − bc)−
h
8
(pb+ qc + ra),
w20 = 14 (−a+ b− c + ab− ac + bc)+
h
8
(pb+ qc + ra),
w21 = 14 (a− b− c + ab+ ac − bc)−
h
8
(pb+ qc + ra),
w22 = 14 (−a− b+ c − ab+ ac + bc)+
h
8
(pb+ qc + ra),
w23 = 14 (a− b− c + ab+ ac − bc)+
h
8
(pb+ qc + ra),
w24 = 14 (−a− b+ c − ab+ ac + bc)−
h
8
(pb+ qc + ra),
w25 = 14 (a+ b+ c − ab− ac − bc)+
h
8
(pb+ qc + ra),
w26 = 14 (−a+ b− c + ab− ac + bc)−
h
8
(pb+ qc + ra),
F0 = h
2
2
[
(6f0 + f1 + f2 + f3 + f4 + f5 + f6)+ a4 (f8 + f10 − f7 − f9)+
b
4
(f14 + f16 − f18 − f12)
+ c
4
(f13 + f15 − f11 − f17)
]
− h
3
4
[p(f1 − f3)+ q(f2 − f4)+ r(f5 − f6)] .
For the sake of conciseness, we gave the above expressions assuming that all the coefficient functions in Eq. (1a) are
constant. When a = b = c ≡ 0, the finite difference scheme reduces to the 19-point scheme derived in [24] for 3D
convection–diffusion equations.
Writing (5) in the operator form
Aui,j,k = Lfi,j,k, (6)
where A and L are respectively 27-point and 19-point finite difference operators, the HOC approach can be extended directly
to the 3D unsteady Eq. (1a) by simply replacing f by f − α(∂u/∂t) to yield
Aui,j,k = L
(
f − α ∂u
∂t
)
i,j,k
.
This generates the semi-discrete problem
αL
∂u
∂t
∣∣∣∣
i,j,k
= −Aui,j,k + Lfi,j,k, (7)
which canbe solvedusing any time integrator. Following [10] anddifferentiating at tµ = (1−µ)tn+µtn+1, where 0 ≤ µ ≤ 1
and the superscript n denotes the time level, yields a class of integrators that includes the forward Euler (µ = 0), the
Crank–Nicolson (µ = 1/2), and the backward Euler (µ = 1) schemes. The resulting fully discrete difference scheme for
grid point (i, j, k) at time level n then becomes(
L+ µ∆t
α
A
)
un+1i,j,k =
(
L− (1− µ)∆t
α
A
)
uni,j,k +
∆t
α
(
(1− µ)Lf ni,j,k + µLf n+1i,j,k
)
. (8)
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The discretization obtained with µ = 0.5 is obviously of order 2 in time and order 4 in space, due to the use of
Crank–Nicolson type integrator in time with a fourth-order spatial discretization, while it is only of order 1 in time when
eitherµ = 0 orµ = 1. Discussions on how to choose the parameterµ can be found in [11]. We notice that forµ = 0.5, the
difference stencil requires 27 points in both the nth and (n+ 1)th time levels resulting in what is called a two-level (27,27)
scheme. Similarly, a (27,19) and a (19,27) schemes are obtained for µ = 0 and µ = 1, respectively.
To study the stability of the two-level difference scheme (8), we used the von Neumann linear stability analysis assuming
that the coefficient functions p, q, r , a, b, c are constants and the forcing function f is zero in (1a). The derivation of a sufficient
condition for stability was very complicated in the general case and we could not obtain useful formulas except when the
coefficients a, b, and c are zeros. The condition for stability in that case was also found in [12] and is given by
(1− 2µ) ≤ 2h
2α
∆t[(4+ h2p2)+ (4+ h2q2)+ (4+ h2r2)] . (9)
This shows that in the case a = b = c = 0, the scheme is unconditionally stable for 0.5 ≤ µ ≤ 1, since the left-hand side in
(9) becomes negative, but conditionally stable for 0 ≤ µ < 0.5. Since the influence of themixed derivatives may destabilize
the method, we assume in our numerical experiments sufficient stability, while applying sufficient small time steps.
3. Performance evaluations
In this section we carry out numerical experiments to validate the proposed high-order discretization.We setµ = 0.5 in
(8) and compare the resulting (27,27) schemewith the standard second-order (19,19) difference scheme, which uses central
difference in space and Crank–Nicolson type integration in time. We consider the 3D parabolic problem
∂u
∂t
−∆u+ 5
(
∂u
∂x
+ ∂u
∂y
+ ∂u
∂z
)
+ e
−x
2
∂2u
∂x∂y
+ e
−y
2
∂2u
∂y∂z
+ sin(piz)
2
∂2u
∂z∂x
= f , (10)
inΩ× (0, T ], where T = 1 andΩ = (0, 1)3. The function f is selected so that the exact solution for the problem is given by
u(x, y, z, t) = e−pi2t sin(pix) sin(piy) sin(piz).
The initial and Dirichlet boundary conditions are set to satisfy this solution.
The high-order implicit discretization (8) results in a system of linear equations of the form
Bu = b, (11)
where B is the coefficientmatrix, u is the solution vector at time level (n+1), and b is the right hand side including boundary
condition information. The implementation of Dirichlet boundary conditions is straightforward due to the compactness of
the scheme. The matrix B is in general large and very sparse. Each row of B corresponding to an interior node away from
the boundary contains at most 27 nonzero elements. Those rows corresponding to the nodes next to the boundary contain
fewer than 27 nonzero elements. On the other side, the coefficient matrix obtained from the (19,19) difference scheme has
at most 19 nonzero diagonals. Wemay then expect that the computationwith the (27,27) schemewould bemore expensive
in terms of storage and arithmetic operations since performing a matrix-vector product using the (19,19) scheme is almost
30% less expensive than using the present scheme.
In order to compute a numerical solution for the 3D problem, the sparse linear system (11) is solved at each time step
with the same coefficient matrix B and a different right-hand side. The total computational cost is therefore dominated
by how this linear system is solved. Direct solution methods based on Gaussian elimination are usually not practical for
large size problems due to the excessive requirements on computer memory and CPU time. Krylov subspace methods are
viewed as more efficient techniques in solving 3D problems [25]. In this study, the sparse linear systems are solved using
linear iterative solvers from SPARSKIT [26]. We select GMRES [27] coupled with ILU(1) preconditioner. The incomplete LU
factorization is considered as one of the best preconditioning techniques used to improve the convergence of GMRES [28,29].
We carry out a few simulations on uniform grids with different meshsizes and compare the accuracy of the computed
solutions from the present (27,27) scheme and the (19,19) difference scheme. The quantities that we compare are the
L2-norm error and the average error of the computed solution with respect to the exact solution. We choose a time step
∆t = 0.001 and T = 1 for the entire simulation process. At each time step, the inner iterations are terminated when the
2-norm relative residual is smaller than 10−7. Sufficient number of iterations are allowed until full convergence is reached.
The numerical results are listed in Table 1. The (27,27) scheme provides a high accuracy solution on a very coarse grid as
expected. The detail of the convergence history of each scheme is shown in Fig. 2, where we plot the L2-norm errors at each
time step for the entire simulation process. We remark that the errors show similar behaviors with the error of the present
scheme remaining smaller than the other errors at each time step.
Although the computation with the present scheme is more expensive and requires more computer memory, and even
more the derivation of the coefficients of the scheme ismuchmore complicated than those of the standard central difference
schemes, the gain in solution accuracy can generally offset this overhead by computing solutionwith a coarser discretization
for the present scheme. It can be seen from Table 1 that the error obtained on a 11× 11× 11 grid using the present scheme
is much smaller than the one obtained on a 41 × 41 × 41 grid using the (19,19) scheme. The CPU time delivered by the
present scheme is almost 10 times smaller than the one delivered by the other scheme. This clearly confirms the superiority
of the present scheme over the (19,19) scheme in terms of accuracy and computational cost.
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Table 1
Errors at T = 1 and CPU times delivered by the difference schemes, with∆t = 0.001.
Scheme Grid L2-norm error Average error CPU time (s)
(19,19) scheme 41× 41× 41 1.63× 10−8 1.08× 10−8 3595
(27,27) scheme 11× 11× 11 6.57× 10−9 3.45× 10−9 362
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Fig. 2. Comparison of the L2-norm errors produced by the present (27,27) scheme and the (19,19) scheme at each time step.
4. Concluding remarks
We presented a class of two-level compact implicit schemes for solving 3D parabolic problems with mixed derivatives.
The schemes are fourth-order accurate in space and second- or lower-order accurate in time depending on the choice of a
weighted average parameter µ. Numerical results are presented for the case µ = 0.5 to confirm the high accuracy of the
derived scheme. Although the computation with the new scheme is satisfactory, deriving an alternating implicit direction
(ADI) method in solving the 3D parabolic problem would produce a more efficient computational procedure. We finally
mention that since we used high-order spatial discretization, it is worth to implement high-order time integrators like the
third- or fourth-order Runge–Kutta method.
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