Let A be an element of the copositive cone Cn. A zero u of A is a nonzero nonnegative vector such that u T Au = 0. The support of u is the index set supp u ⊂ {1, . . . , n} corresponding to the positive entries of u. A zero u of A is called minimal if there does not exist another zero v of A such that its support supp v is a strict subset of supp u. We investigate the properties of minimal zeros of copositive matrices and their supports. Special attention is devoted to copositive matrices which are irreducible with respect to the cone S+(n) of positive semi-definite matrices, i.e., matrices which cannot be written as a sum of a copositive and a nonzero positive semi-definite matrix. We give a necessary and sufficient condition for irreducibility of a matrix A with respect to S+(n) in terms of its minimal zeros. A similar condition is given for the irreducibility with respect to the cone Nn of entry-wise nonnegative matrices. For n = 5 matrices which are irreducible with respect to both S+(5) and N5 are extremal. For n = 6 a list of candidate combinations of supports of minimal zeros which an exceptional extremal matrix can have is provided.
Introduction
A real symmetric n × n matrix A is called copositive if x T Ax ≥ 0 for all x ∈ R n + . The set of copositive matrices forms a convex cone, the copositive cone C n . This matrix cone is of interest for combinatorial optimization, for surveys see [9, 14, 5] . However, verifying copositivity of a given matrix is a co-NPcomplete problem [18] . It is a classical result by Diananda [6, Theorem 2] that for n ≤ 4 the copositive cone can be described as the sum of the cone of positive semi-definite matrices S + (n) and the cone of element-wise nonnegative symmetric matrices N n . In general, this sum is a subset of the copositive cone, S + (n) + N n ⊂ C n . Horn showed that for n ≥ 5 the inclusion is strict [6, p.25] .
A nonzero vector u ∈ R n + is called a zero of a copositive matrix A if u T Au = 0. It has been recognised early that the zero set of a copositive matrix is a useful tool in the study of the structure of the cone C n [6, 12] . In [3] Baumert considered the possible zero sets of matrices in C 5 . He provided a partial classification of the zero sets of matrices A ∈ C 5 which are irreducible with respect to the cone N 5 , i.e., which cannot be written as a nontrivial sum A = C + N , where C is copositive and N is element-wise nonnegative. In [8] this classification was completed and a necessary and sufficient condition for irreducibility of a copositive matrix A ∈ C n with respect to the cone N n was given in terms of its zero set. This allowed the classification of the extreme rays of the cone C 5 in [13] .
In [4] Baumert introduced the concept of maximal zeros of a copositive matrix. He called a zero u of A maximal if for no other zero v of A, the index set of positive entries of u is a strict subset of the index set of positive entries of v. In this note we introduce and investigate the concept of minimal zeros of copositive matrices. Here a zero u of A is called minimal if for no other zero v of A, the index set of positive entries of v is a strict subset of the index set of positive entries of u. We consider some properties of the set of minimal zeros of a copositive matrix and derive necessary and sufficient conditions for a copositive matrix A to be irreducible with respect to the cone N n or S + (n) in terms of its set of minimal zeros. In contrast to maximal zeros, or zeros of copositive matrices in general, a minimal zero is determined up to scaling by a positive constant by the index set of its positive entries. Thus a copositive matrix can essentially have only a finite number of minimal zeros, which opens the way to a combinatorial approach.
The obtained results can potentially be used in order to obtain a classification of the extreme rays of the cone C n for small n. In application to the case n = 5, we show that a matrix A ∈ C 5 with positive diagonal elements is irreducible with respect to both cones S + (5) and N 5 if and only if its set of minimal zeros is one of two types. These types correspond to the two types of exceptional extreme rays of C 5 which have been obtained in [13] , i.e., extreme rays which are not contained in the sum S + (5) + N 5 [17] . Thus, by using the results of this paper, the classification of the extreme rays of C 5 can be reduced to the consideration of just two cases, in contrast to the approximately 30 cases which have been considered in [3, 8] and on which the classification in [13] is based. For n = 6, a matrix A ∈ C 6 with positive diagonal elements is irreducible with respect to both S + (6) and N 6 if and only if its set of minimal zeros is one of 44 types.
The remainder of the paper is structured as follows. In the next section we provide necessary definitions and collect some results from the literature for later use. In Section 3, we characterize minimal zeros in different ways and establish conditions on the combinations of minimal zeros that a copositive matrix can have. In Section 4 we consider irreducibility of a copositive matrix with respect to the cones of positive semi-definite and nonnegative matrices, respectively. In Section 5 we apply the results in order to restrict the combinations of minimal zeros that can occur in exceptional extreme copositive matrices. We provide a list of combinations for the cone C 6 . Finally, we give a summary in the last section.
Notations and preliminaries
We shall denote vectors with lower-case letters and matrices with upper-case letters. Individual entries of a vector u or a matrix A will be denoted by u i , A ij , respectively. For a matrix A and a vector u of compatible size, the i-th element of the vector Au will be denoted by (Au) i . Inequalities u ≥ 0 on vectors will be meant element-wise. We denote by 1 = (1, . . . , 1)
T the all-ones vector. Let further E ij be the n × n matrix that has zero entries everywhere except at (i, j) and (j, i), where it has entries 1.
For a subset I ⊂ {1, . . . , n} we denote by A I the principal submatrix of A whose elements have row and column indices in I, i.e. A I = (A ij ) i,j∈I . Similarly for a vector u ∈ R n we define the subvector u I = (u i ) i∈I .
We call a nonzero vector u ∈ R n + a zero of a copositive matrix A ∈ C n if u T Au = 0. We denote the set of zeros of A by V A = {u ∈ R n + \ {0} | u T Au = 0}. For a vector u ∈ R n we define its support as supp u = {i ∈ {1, . . . , n} | u i = 0}. A zero u of a copositive matrix A is called minimal if there exists no zero v of A such that the inclusion supp v ⊂ supp u holds strictly. We shall denote the set of minimal zeros of a copositive matrix A by V A min . The support set of A is the set supp V A = {supp u | u ∈ V A }, and the minimal support set is the set supp
An element A ∈ C n is called extremal if the conditions A = B + C, B, C ∈ C n imply the existence of nonnegative numbers λ, µ such that B = λA, C = µA. The conic hull of a nonzero extremal element A ∈ C n is an extreme ray. Following [17] , if A ∈ S + (n) + N n , then A and the extreme ray it generates are called exceptional.
Definition 2.1. [8, Definition 1.1] For a matrix A ∈ C n and a subset M ⊂ C n , we say that A is irreducible with respect to M if there do not exist γ > 0 and M ∈ M \ {0} such that A − γM ∈ C n .
Note that this definition differs from the concept of an irreducible matrix that is normally used in matrix theory. For simplicity we speak about irreducibility with respect to M when M = {M }. In our paper, we shall be concerned with the cases
Lemma 2.2. Let A ∈ C n and M ⊂ C n . Then the following are equivalent.
(a) A is irreducible with respect to M, (b) A is irreducible with respect to M for all M ∈ M, (c) A is irreducible with respect to R + M, (d) A is irreducible with respect to the convex conic hull of M.
Proof. The equivalence of (a)-(c) and the implication (d) ⇒ (a) follow directly from Definition 2.1. Let us show the implication (a) ⇒ (d).
For the sake of contradiction, assume (a) and let M = m k=1 α k M k be a nonzero element of the convex conic hull of M, with α k > 0 and M k ∈ M \ {0} for all k, such that A − γM ∈ C n for some γ > 0. We then also have (
as this is a sum of copositive matrices. But this contradicts (a), because γα 1 > 0 and M 1 ∈ M \ {0}.
In particular, A ∈ C n is irreducible with respect to S + (n) if and only if it is irreducible with respect to ww T for every nonzero vector w ∈ R n , and it is irreducible with respect to N n if and only if it is irreducible with respect to E ij for all i, j = 1, . . . , n.
Note that if a matrix A is on an exceptional extreme ray of C n , then A must be irreducible with respect to both S + (n) and N n .
Finally we collect some results from the literature that will be used later on. Lemma 2.5. [7, Theorem 7.2] Let A ∈ C n be a copositive matrix and I ⊂ {1, . . . , n} an index set of cardinality k. Suppose that the principal submatrix A I is positive semi-definite, and let u ∈ R n be a nonzero vector such that supp u ⊂ I. Then u ∈ V A if and only if
Lemma 2.7. [8, Theorem 2.6] Let A ∈ C n , and let i, j ∈ {1, . . . , n}. Then A is irreducible with respect to E ij if and only if there exists a zero u of A such that (Au) i = (Au) j = 0 and u i + u j > 0.
In [8] the lemma was stated for n ≥ 2, but it is easily seen that the assertion holds also for n = 1. 
Lemma 2.11. [8, Theorem 5.6] Let A ∈ C 5 with A ii = 1 for all i = 1, . . . , 5 be irreducible with respect to E ij for all 1 ≤ i < j ≤ 5. Then either A ∈ S + (5), or there exists a permutation matrix P and angles θ 1 , . . . , θ 5 ≥ 0 such that
Finally we provide a result that is closely linked with the semi-definite approximation of the MAX-CUT problem by Goemans and Williamson [10] .
Definition 2.12. The MAXCUT polytope MC n ⊂ S + (n) is the convex hull of all matrices A ∈ S + (n) such that A ij ∈ {−1, +1} for all i, j = 1, . . . , n.
The following lemma is a consequence of [10, Lemma 3.2] .
Lemma 2.13. [15, Corollary 4.3] Let A ∈ S + (n) be a positive semi-definite matrix with A ii = 1, i = 1, . . . , n. Let B be the real symmetric n × n matrix defined entry-wise by B ij = 2 π arcsin A ij , i, j = 1, . . . , n. Then B ∈ MC n .
Minimal zeros of copositive matrices
In this section we consider properties of minimal zeros of general copositive matrices. First we state an auxiliary result.
Lemma 3.1. Let A be a copositive matrix and u ∈ V A with support supp u = I. Let k be the cardinality of I and denote the intersection R k + ∩ker A I by K. Let v ∈ R n be a nonzero vector such that supp v ⊂ I. Then the following are equivalent.
(
Proof. By Lemma 2.3 the principal submatrix A I is positive semi-definite. The proof of the lemma now follows from Lemma 2.5.
The lemma states that the set of zeros of a copositive matrix A whose support is contained in the support of some fixed zero, is a convex polyhedral cone. This does not hold for the set of all zeros, which is not convex in general. We now relate the minimal zeros to the extreme rays of this cone. We first characterize these extreme rays.
and let u ∈ K be a nonzero vector. Then the following are equivalent.
(a) u is an extremal element of K,
Proof. Let u be extremal and let v ∈ K be such that supp v ⊂ supp u. Then there exists ε > 0 such that Proof. For any vector y ∈ R k , letỹ ∈ R n with suppỹ ⊂ I be defined byỹ I = y. By Lemma 3.1, for every nonzero vector y ∈ K the vectorỹ is a zero of A.
Assume condition (a). Then condition (a) of Lemma 3.1 holds, and hence also condition (b) of this lemma. Assume for the sake of contradiction that v I is not an extremal element of K. Then there exist linearly independent vectors w, z ∈ K such that v I = w+z 2 . Consider the proper affine line {y(λ) = λw+(1−λ)z | λ ∈ R} in R k and the corresponding proper affine line {ỹ(λ) = λw
By closedness of K this interval is closed, and by w, z ∈ K we have [0, 1] ⊂ J. Since w, z ≥ 0 and v I = w+z 2 , we have supp w, supp z ⊂ supp v I . Hence the indices of the nonzero elements of y(λ) are contained in supp v I for every λ ∈ R. In particular, for every λ ∈ J we have supp y(λ) ⊂ supp v I and suppỹ(λ) ⊂ supp v. By the minimality of v, we then have suppỹ(λ) = supp v for every λ ∈ J, and hence also supp y(λ) = supp v I . But since the indices of the nonzero elements of w − z are contained in supp v I , the set {λ ∈ J | supp y(λ) = supp v I } must be open. It follows that J = R, which contradicts the pointedness of the cone K. This proves (b).
Let us now assume (b). Then condition (b) of Lemma 3.1 holds, and hence also condition (a) of this lemma. Assume for the sake of contradiction that there exists a zero w of A such that supp w ⊂ supp v strictly. Then we have also supp w I ⊂ supp v I and w I ∈ K. By Lemma 3.2 the extremality of v I implies that w I is a multiple of v I . But then w is a multiple of v, which contradicts the strictness of the inclusion supp w ⊂ supp v. This proves (a).
Corollary 3.4. Let A be a copositive matrix and u ∈ V A . Then u can be represented as a finite sum of minimal zeros of A.
Proof. Let I = supp u and let the cone K be defined as in Lemma 3.1. By this lemma, we have u I ∈ K. Then there exists a finite number of nonzero extremal elementsṽ, . . . ,w of K such thatṽ +· · ·+w = u I . Define vectors v, . . . , w ∈ R n such that suppṽ, . . . , suppw ⊂ I and v I =ṽ, . . . , w I =w. Then by Lemma 3.3, v, . . . , w are minimal zeros of A, and by construction v + · · · + w = u.
Next we show that up to multiplication by a constant, a minimal zero is defined by its support. Proof. Let the cone K be defined as in Lemma 3.1.
Assume condition (a). Then by Lemma 3.3 the vector u I is an extremal element of K. Note that for every vector w ∈ K we have supp w ⊂ supp u I , and hence by Lemma 3.2 the cone K is 1-dimensional.
Let now v ∈ V
A with supp v ⊂ supp u. By Lemma 3.1 we then have v I ∈ K, and by the preceding v I is a multiple of u I . It follows that v is a multiple of u. Condition (b) now easily follows.
Assume condition (b). Then for every v ∈ V A with supp v ⊂ supp u we have supp v = supp u. Hence u is a minimal zero by definition, which proves (a).
Corollary 3.6. Let A be a copositive matrix. Then the number of equivalence classes of minimal zeros of A with respect to multiplication by a positive constant is finite.
The classes of minimal zeros are hence in a one-to-one correspondence with the minimal support set supp V A min . They are also in a one-to-one correspondence with the elements of the sets X i from [7, Method 7.3] , which relate to the extreme rays of the intersection of the nonnegative orthant with the kernel of the maximal positive semi-definite principal submatrices of A.
Next we give a characterization of minimal zeros in terms of principal submatrices.
Lemma 3.7. Let A ∈ C n be a copositive matrix and let I ⊂ {1, . . . , n} be a nonempty index set. Then the following are equivalent.
(a) A has a minimal zero with support I, (b) the principal submatrix A I is positive semi-definite with corank 1, and the generator of the kernel of A I can be chosen such that all its elements are positive.
Proof. Assume the notations of Lemma 3.1.
Assume condition (a), and let u be the minimal zero. Then by Lemma 2.3 the submatrix A I is positive semi-definite. The vector u I is in the interior of R k + and is by Lemma 3.3 an extremal element of the cone K = R k + ∩ ker A I . It follows that K is 1-dimensional, and hence ker A I is 1-dimensional and generated by u I . This proves (b).
Assume condition (b). Choose a vector u ∈ R n + such that supp u = I and u I generates the kernel of A I . Then u I ∈ K. Since the kernel of A I is 1-dimensional by assumption, the vector u I is also an extremal element of K. By Lemma 3.3 it follows that u is a minimal zero, which proves (a).
Next we shall consider m-tuples of minimal zeros with overlapping supports. We begin with an auxiliary result.
Lemma 3.8. Let A ∈ C n be a copositive matrix and I ⊂ {1, . . . , n} an index set such that A I is positive definite. Let u ∈ V A such that (supp u) \ I = {k} consists of exactly one element, and let u be normalized such that u k = 1. Then we have for every index i ∈ I that d i = A ik + j∈I A ij u j ≥ 0, and d i u i = 0. Moreover, A kk = u T I A I u I , and u is a minimal zero. Proof. By Lemma 2.3 the principal submatrix A supp u is positive semi-definite. It is of corank 1, because it has the nonzero kernel vector u supp u and the principal submatrix A (supp u)\{k} is a positive definite submatrix. By Lemmas 3.5 and 3.7 the zero u is then minimal.
For every i ∈ supp u, from A supp u u supp u = 0 it follows that j∈I A ij u j + A ik = 0. This gives 
Since A I ≻ 0, it follows that u 
Let now v be a zero such that supp
Here the last inequality follows from D il ≥ 0 and (2). But A I ≻ 0, hence y I = 0 and consequently y = 0. Thus v is a weighted sum of the minimal zeros u 1 , . . . , u m with nonnegative coefficients α l = v k l . Assume that v is a minimal zero. Then by Lemma 3.5 only one of the zeros u 1 , . . . , u m can have a positive coefficient α l , and v must be proportional to that u l .
Theorem 3.10 restricts the ensemble of minimal zeros that a copositive matrix can have. For example, we have the following restriction on pairs of minimal zeros with overlapping supports.
Corollary 3.11. Let A be a copositive matrix and u, v minimal zeros of A with supports supp u = I, supp v = J. Assume that J \ I = {k} consists of one element. Then every zero w of A with support supp w ⊂ I ∪ J can be represented as a convex conic combination w = αu + βv with α, β ≥ 0. In particular, up to multiplication by a positive constant, there are no minimal zeros w with supp w ⊂ I ∪J other than u and v.
Proof. By Lemma 3.5 there exists i ∈ I such that i ∈ J. The proof is accomplished by applying Theorem 3.10 to the positive definite submatrix A I\{i} and to the zeros u 1 = u, u 2 = v.
Irreducibility of copositive matrices
In this section we establish necessary and sufficient criteria for the irreducibility of a copositive matrix A ∈ C n with respect to the cones N n and S + (n), respectively. First we give a slightly stronger version of Lemma 2.7, by requiring the zero u to be minimal. We shall now consider irreducibility with respect to the cone of positive semi-definite matrices. Lemma 4.3. Let A ∈ C n be a copositive matrix and let w ∈ R n be a nonzero vector. Then A is irreducible with respect to ww T if and only if there exists a zero u of A with w T u = 0.
Proof. Let us first assume that there exists a zero u with w T u = 0. For every ε > 0, we then have u T (A − εww T )u = −ε(w T u) 2 < 0, and A − εww T ∈ C n . It follows that A is irreducible with respect to ww T . It remains to show the "only if" direction. Let A ∈ C n be irreducible with respect to ww T . For every ε > 0, consider the optimization problem
The optimal value of this problem is negative, and it is attained by compactness of the feasible set. Let v be a global minimizer of the problem. Having only linear constraints, the problem fulfills a constraint qualification [1] , [11, p.52] , and therefore it follows from the Karush-Kuhn-Tucker optimality conditions that there exist Lagrange multipliers λ ∈ R n + and µ ∈ R such that v T λ = 0 and (A−εww
Let now ε k → 0 be a sequence, let v k ∈ R n + be a global minimizer of problem (3) for ε = ε k , and let
holds for all k. By possibly choosing a subsequence, we can assume without restriction of generality that v k → u for some vector u ≥ 0 with 1 T u = 1. We may assume without loss of generality that supp u ⊂ supp v k , and hence supp λ k ∩ supp u = ∅ and u T λ k = 0 for all k. Multiplying (4) by (v k − u) T , we then get 
We may hence assume without loss of generality that supp Au ⊂ supp λ k for all k. It follows that supp Au ∩ supp v k = ∅, and hence (v k ) T Au = 0. Inserting this into (5), we obtain (v k )
, and thus w T u = 0. Hence u is the required zero.
As with the case of irreducibility with respect to E ij , we may require the zero to be minimal.
Corollary 4.4.
Let A ∈ C n be a copositive matrix and let w ∈ R n be a nonzero vector. Then A is irreducible with respect to ww T if and only if there exists a minimal zero u of A with w T u = 0.
Proof. By Lemma 4.3, the existence of a minimal zero u with w T u = 0 implies irreducibility with respect to ww T . Let, on the other hand, A be irreducible with respect to ww T . Then by Lemma 4.3 there exists a zero v of A with w T v = 0. By Corollary 3.4 there exist minimal zeros u, . . . , y such that v = u + · · · + y. For at least one of these minimal zeros, let it be u, we then must have w T u = 0. This concludes the proof.
We are now able to characterize irreducibility with respect to the cone of positive semi-definite matrices in terms of minimal zeros. Theorem 4.5. A copositive matrix A ∈ C n is irreducible with respect to the cone S + (n) if and only if the linear span of the minimal zeros of A equals R n . In particular, the number of linearly independent minimal zeros has to be at least n.
Proof. The matrix A is irreducible with respect to the cone S + (n) if and only if it is irreducible with respect to all extreme rays of this cone. By Corollary 4.3, this holds if and only if for every nonzero vector w ∈ R n there exists a minimal zero u of A such that w T u = 0. This condition holds if and only if the minimal zeros span the whole space.
Exceptional extreme rays
In this section we apply the obtained results to the classification of the extreme rays of C n . The extremal elements of C n which are positive semi-definite or nonnegative have been described in [12, Theorem 3.2] . We shall be concerned with extremal elements which are neither positive semi-definite nor nonnegative, i.e., which are exceptional. Such extremal matrices are necessarily irreducible with respect to both S + (n) and N n . Following [3, p.9] and [8, p.1615], we limit our considerations without loss of generality to matrices A ∈ C n satisfying A ii = 1 for all i.
Before we state the main result of this section, we will need to consider the connection between the linear span of the minimal zero set V 
where x ij are real indeterminates.
Lemma 5.1. Let A ∈ C n be irreducible with respect to the cone S + (n), and let A ii = 1 for all i. Let I 1 , . . . , I m be the elements of the minimal support set of A, and let the matrix M(A) be defined by (6) . Then there exists a realization of the indeterminates x i , x ij such that M(A) has rank n.
Proof. By Theorem 4.5 the span of the set V Lemma 5.2. Let A ∈ C n be irreducible with respect to N n and such that A ii = 1 for every i = 1, . . . , n. Then for every i, j = 1, . . . , n there exists a unique real number α ij ∈ [0, 1] such that A ij = − cos(α ij π).
Proof. We have A ij ≥ −1 because the principal submatrix A {i,j} has to be copositive. On the other hand, A ij ≤ 1 by [16, Lemma 3.1] because A is irreducible with respect to N n . The claim of the lemma now readily follows.
Clearly we have α ij = α ji and α ii = 1 for all i, j. We shall now consider linear equalities and inequalities on these scalars imposed by the minimal support set of A. First we shall provide some auxiliary results.
Lemma 5.3. Let A ∈ C 5 with A ii = 1 for i = 1, . . . , 5 be irreducible with respect to E ij for all
Proof. If A ∈ S + (5), then by Lemma 2.11 A can be brought to the form (1) with we have, however, 1≤i<j≤5 v i v j ≥ −2, and hence 1≤i<j≤5 B ij = 2 1≤i<j≤5 α ij − 10 ≥ −2. This yields the claim of the lemma.
Lemma 5.4. Let A ∈ C n be irreducible with respect to N n and such that A ii = 1 for every i = 1, . . . , n.
For i, j = 1, . . . , n, let α ij ∈ [0, 1] be such that A ij = − cos(α ij π). Let further B be a real symmetric n × n matrix defined element-wise by B ij = 2 π arcsin A ij = 2α ij − 1. Then the following relations hold, where the indices i, j, k are assumed to be pairwise distinct: (e) By Lemma 4.1 the principal submatrix A {i,j,k} is irreducible with respect to N 3 . The relation α ij + α ik + α jk = 1 now follows from Lemma 2.10.
(f) By Lemma 4.1 the principal submatrix A {i,j,k} is not irreducible with respect to E 12 , E 13 , and E 23 . Hence it can be decomposed into a sum Γ + N , where Γ ∈ C 3 is irreducible with respect to {E 12 , E 13 , E 23 }, and N ∈ N 3 with zero diagonal and positive off-diagonal elements. Let γ lm ∈ [0, 1] be such that Γ lm = − cos(γ lm π) for 1 ≤ l < m ≤ 3. By Lemma 2.10 we then have γ 12 + γ 13 + γ 23 = 1. However, α ij > γ 12 , α ik > γ 13 , and α jk > γ 23 , because the function f (x) = − cos(πx) is strictly increasing on [0, 1]. The claim now readily follows.
(g) By Lemmas 2.8 and 2.6 we have A ik + A jk ≥ 0 and hence α ik + α jk ≥ 1.
(h) The 5 × 5 principal submatrix A {i1,...,i5} can be decomposed into a sum Γ + N , where Γ ∈ C 5 is irreducible with respect to E jk for all 1 ≤ j < k ≤ 5, and N ∈ N 5 with zero diagonal. Let 
there exists r ∈ {1, . . . , l} such that j = i r .
(iv) Let the n× m matrix M(A) be defined by (6), then there exists a realization of the indeterminates x ij such that M(A) has rank n. An exceptional extremal matrix A ∈ C n is irreducible with respect to both S + (n) and N n . Hence conditions (i)-(v) of Theorem 5.5 are necessary conditions for the minimal support set of an exceptional extremal copositive matrix.
For given n it can be checked algorithmically whether a collection I 1 , . . . , I m ⊂ {1, . . . , n} of index sets satisfies conditions (i)-(v) of Theorem 5.5. While this is evident for conditions (i)-(iii), we shall consider the algorithms for checking conditions (iv),(v) in more detail.
Condition (iv) does not hold if and only if for every realization of M(A) there exists a nonzero vector v ∈ R n such that v T M(A) = 0. Every support set I ⊂ supp V A min of a minimal zero with |I| = 2 provides a column of M(A) and yields the linear condition v i = −v j on v, where i, j ∈ I. The solution set of the linear system made up of these conditions is a linear subspace of dimension r ≤ n, which can be parameterized by variables w 1 , . . . , w r , as follows. The index set {1, . . . , n} decomposes into a disjoint union J 0 ∪ · · · ∪ J r such that the subvector v J0 is zero, and for every s ∈ {1, . . . , r}, each entry of v Js assumes one of the values ±w s . The parameter w s can be taken, e.g., equal to v j with j = min J s .
The row vector v T M(A) becomes linear in w 1 , . . . , w r and can be written as w TM . Here w = (w 1 , . . . , w r )
T , andM is a r×m matrix with entries being homogeneous linear forms of the variables x ij with coefficients −1, 0, or 1. Condition (iv) does not hold if and only if for every realization of the matrix M there exists a nonzero vector w ∈ R r such that w TM = 0. By construction, each indeterminate x ij does not appear in more than one entry ofM with a nonzero coefficient. Therefore each entryM st can be replaced by zero if the corresponding form is identically zero, and by a new variable y st otherwise. Thus condition (iv) holds if and only if there exist distinct indices j 1 , . . . , j r ∈ {1, . . . , m} such that M sjs = y sjs for all s = 1, . . . , r. Indeed, if such indices exist, we may set y sjs = 1 for all s = 1, . . . , r and y st = 0 for all other index pairs (s, t). The realization ofM defined by these values has rank r. On the other hand, if such indices j s do not exist, then every r × r minor ofM is identically zero in the variables y st , and every realization ofM has rank strictly smaller than r.
Condition (v) can be checked by solving a linear program. Note that conditions (c) and (d) of Lemma 5.4 lead to nonstrict and strict linear inequalities on α ij , respectively, because the polytope MC |I| from Definition 2.12 and its relative interior are described by nonstrict and strict linear inequalities, respectively, on the off-diagonal elements of the matrix B. In order to handle the strict inequalities, we introduce a single additional slack variable ε. We then turn all strict inequalities into nonstrict inequalities by adding ε on the smaller side. Then we maximize ε with respect to the system of linear constraints provided by conditions (a)-(h) of Lemma 5.4 . This amounts to a linear program with n(n−1) 2 + 1 variables ε, α 12 , . . . , α n−1,n . If the program is infeasible or its optimal value is nonpositive, then condition (v) cannot hold. On the other hand, if the primal value is unbounded or the optimal value is strictly positive, then condition (v) is satisfied. Since we have to distinguish if the optimal value is zero or strictly positive, we need to solve the linear program exactly. Note that it has integer coefficients and thus a rational solution. This solution can be obtained by the simplex method.
Two collections I 1 , . . . , I m and J 1 , . . . , J m satisfying conditions (i)-(v) of Theorem 5.5 can be considered being equivalent if there exists a permutation π ∈ S n of the indices 1, . . . , n such that {π(I 1 ), . . . , π(I m )} = {J 1 , . . . , J m }. We have computed all such collections for n ≤ 7. The number of equivalence classes is 0 for n ≤ 4, 2 for n = 5, 44 for n = 6, and 12378 for n = 7. Hence C n cannot have exceptional extreme rays for n ≤ 4, which yields a quick proof of Dianandas identity C n = S + (n) + N n for n ≤ 4. The two equivalence classes for the case n = 5, with representatives {{1, 2}, {2, 3}, {3, 4}, {4, 5}, {1, 5}} and {{1, 2, 3}, {2, 3, 4}, {3, 4, 5}, {1, 4, 5}, {1, 2, 5}}, are realized by the Horn form [12] and the T -matrices from [13] , respectively, which indeed exhaust the types of exceptional extreme rays of C 5 . In Table 1 , we list one representative of each of the 44 equivalence classes for the case n = 6.
Finally, we give an idea of the strength of conditions (iii)-(v) in Theorem 5.5 by providing in Table 2 the number of equivalence classes of nonempty collections satisfying conditions (i) and (ii) and different combinations of conditions (iii)-(v) of Theorem 5.5 for different matrix sizes n. The lower bounds in Table 2 are the numbers of equivalence classes of collections where all subsets have an equal number of elements, and where there are exactly 7 subsets, respectively. The actual numbers of classes are likely one or two orders of magnitude higher, but the effort for their computation is beyond reasonable limits. From the table one sees that condition (iii) is the strongest for n ≤ 5, but for n ≥ 6 condition (iv) becomes dominant.
Conclusions
In this work we introduced and considered minimal zeros of copositive matrices. We established that the minimal zeros are essentially in one-to-one correspondence with the sets of indices of their positive elements (Lemma 3.5), which allows for a combinatorial approach to the classification of the possible combinations of minimal zeros. The main results are Theorems 3.10 and 4.5, which restrict the combinations of minimal zeros that a copositive matrix can have. The former is valid in general, while the latter holds for matrices which are irreducible with respect to the cone of positive semi-definite matrices. Lemma 5.4 provides relations which the minimal support set imposes on the off-diagonal elements of a matrix A ∈ C n which has unit diagonal and is irreducible with respect to both S + (n) and N n . Together with trivial restrictions coming from the definition of minimality of a zero and conditions on the number of positive elements in the zeros which have been established in [3, 8] they open an Table 2 : Number of equivalence classes of nonempty minimal support sets satisfying different combinations of conditions approach to the classification of the exceptional extreme rays of the cone C n for low n (Theorem 5.5). Independently of the application to the classification of extreme rays, the concept of minimal zeros might prove to be a useful tool in the study of copositive matrices in general.
