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Abstract
This paper is concerned with analyzing the limiting behavior of the least energy solutions for
the Hénon equation. We study the problems in bounded domains with smooth or non–smooth
boundaries, and in particular we examine the effect of the boundary on the limiting proﬁle of
the solutions.
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1. Introduction
In this paper we investigate the Hénon equation
{−u = |x|up−1, u > 0 in ,
u = 0 on , (1)
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where  is a bounded domain in RN with N3, 2 < p < 2∗ ≡ 2N
N−2 . We consider both
smooth and non-smooth boundary. We investigate the asymptotic behavior of solutions
as  → ∞. In particular, we study the effect of the smoothness and the geometry of
the boundary on the asymptotic behavior of ground state solutions. Numerical results
[10,12] and earlier work ([2,5,6,15,16]) have given concentration behaviors of solutions
near the boundary of the domain when the domain is the unit ball. Our method also
allows extensions of the results to the cases of exterior domains and to the weighted
versions of the equation (see Section 4). We have extensive study on the limiting
problem (7) which may be of independent interest.
Let v be a non-negative minimizer of the following problem:
I () ≡ inf
u∈H 1,20 ()\{0}
{∫

|∇u|2 dx
∣∣∣∣
∫

|x||u|p dx = 1
}
. (2)
Then, it is easy to see that a scaled function u ≡ (I ())1/(p−2)v is a solution of
(1). Moreover u has the least energy among all non-trivial solutions of (1); thus, we
call u a least energy solution. Here the energy (u) of a function u ∈ H 10 () is
given by
(u) = 12
∫

|∇u|2 dx − 1
p
∫

|x||u|p dx. (3)
Note that if u is a solution of (1), for any R > 0, a transformed function R +2p−2 u(Rx)
satisﬁes Eq. (1) on 1
R
 instead of . Thus, without loss of generality, we may assume
sup
x∈
|x| = 1, (4)
i.e.,  is contained in the unit ball B1(0) (for convenience we may some times use
B(x, r) to denote Br(x)) and the boundary of  touches the unit sphere. We deﬁne
∗ ≡  ∩ B1(0). (5)
It is obvious that I()I (B1(0)). Furthermore, in terms energy we may expect that
lim
→∞ I
()/I (B1(0)) = 1. (6)
This is the case, as we see in Theorem 1.3, when there exists a C1 boundary point
of ∗. On the other hand, as we see in Theorem 1.3, for domains  with less
smooth boundaries, lim→∞ I ()/I (B1(0)) > 1. Moreover, in some cases when
all points in ∗ are cusps, lim→∞ I ()/I (B1(0)) = ∞. Here, a point x0 ∈
∗ is called a cusp if there is  ∈ SN−1, for any ε > 0, there exist  > 0 such
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that
(
 \ {x0}
) ∩ B(x0, ) ∈ C1 and
 ∩ B(x0, ) ⊂
{
x ∈ RN | − ε <
〈
,
x − x0
|x − x0|
〉
< ε
}
.
Thus, the asymptotic behavior of the least energy solutions and their energy depend
in a very subtle way on the asymptotic shape of  near ∗. We ﬁrst state a result
which does not depend on the shape of the boundary and gives readily a concentration
behavior of the least energy solutions. Deﬁne 0 ≡ 2N−p(N−2)2 .
Theorem 1.1. For  > −0 = − 2N−p(N−2)2 , there always exists a least energy solution
u of Eq. (1). Furthermore, the least energy solutions u satisfy
lim
→∞
∫
∩B1−(0)
|x|(u)p dx
/∫

|x|(u)p dx
= lim
→∞
∫
∩B1−(0)
|∇u|2 dx
/∫

|∇u|2 dx = 0
for each  > 0.
Theorem 1.1 means that u concentrates at 
∗ as  → ∞. To see more detailed
behavior of the least energy (u) and the qualitative property of least energy solution
u, we need some notation.
Deﬁnition 1.2. For x ∈ ∗, let S(x) be the collection of all sequences {xn}∞n=1 in 
such that {|xn − x|}n converges monotonically to 0 and limn→∞ |xn+1−x||xn−x| = 1. (Note
that S(x) = ∅ since (0,) ⊂ {|x − y| | y ∈ } for some  > 0.) Then, we deﬁne
d(x) = sup
{
lim inf
n→∞
dist(xn, )
|x − xn|
∣∣∣∣ {xn}∞n=1 ∈ S(x)
}
.
A point x ∈ ∗ is called a semi-Lipschitz point if d(x) > 0.
Obviously, it holds that 0d(x)1 for any x ∈ ∗. It is easy to show that
d(x) = 1, d(x) > 0 and d(x) = 0 when x is a C1-smooth boundary point of , a
Lipschitz boundary point of  and a cuspidal boundary point of , respectively. Here
we give a few examples of domains with various values of d(x). More examples will
be given in Section 4.
Example 1. For a > 0, b0, we deﬁne
 ≡ B1−(0) ∪
{
(x, y) ∈ R2∣∣ |y| < a|1− x|1+b, 1−  < x < 1} ,
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where we take  ∈ (0, 1) small so that  ⊂ B(0, 1). Then, x0 = (1, 0) ∈ ∗ and from
a direct calculation, we see that
d(x0) =
{ a√
a2+1 for b = 0,
0 for b > 0.
Example 2. Let r : [0,∞) → (0, 1) be a strictly increasing continuous function satis-
fying r(0) = 1/3 and lim→∞ r() = 1. Deﬁne t () = r( + 2) − r() > 0. For
a ∈ (0, 1), we deﬁne
 = B1/2(0) ∪ {(r cos , r sin ) | r() < r < r()+ at (),  ∈ (0,∞)}.
Then, it follows that ∗ = S1 = B1(0). Now, for b > 0 when we take r() =
1− 1/b, we have d(ei) = 0 for any  ∈ R.
For x ∈ RN we write x = (x1, . . . , xN) and sometimes we write xN = t , SN−1 ={
x ∈ RN | |x| = 
}
and RN+ =
{
x ∈ RN | xN > 0
}
. By convention we use SN−1 to
denote SN−11 . For a set A ∈ RN , |A| denotes the Lebesgue measure of the set in a
dimension that should be clear in the context. The following equation serves for a
limiting one of (1) as →∞, as we will see later. For H ⊂ RN+ ,{−u = exp(−xN)up−1, u > 0 in H,
u = 0 on H. (7)
In [2], we showed that for any N1, there exists a least energy solution U of (7) if
H = RN+ . In other words, when we deﬁne
∞ := (U) = 12
∫
RN+
|∇U |2 dx − 1
p
∫
RN+
exp(−xN)|U |p dx,
we have ∞ is the least positive critical value of (u) in D1,20
(
RN+
)
, where D1,20
(
RN+
)
is the completion of C∞0
(
RN+
)
with respect to the norm ‖u‖2 = ∫RN+ |∇u|2 dx. For
any family of functions u, we say u sub-converges as  → ∞ if for any sequence
n → ∞ there is a subsequence of n along which u converges. For x ∈ SN−1
we denote by x the stereographic projection from SN−1 to RN−1 with x(x) = 0,
x(−x) = ∞.
Theorem 1.3. Let u(x) be a least energy solution of (1). Then
(i) Suppose that there exists a point x ∈ ∗ with d(x) = 1. Then,
lim
→∞ (+ 0)
− 2N−(N−2)p
p−2 (u) = ∞.
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(ii) Suppose that there exists a point x ∈ ∗ with d(x) > 0. Then, there exists a
constant C > 0 such that for  > 0,
1/C < (+ 0)−
2N−(N−2)p
p−2 (u) < C, 1/C < (+ 0)−
2
p−2 ‖u‖L∞ < C.
Moreover, suppose that there exist r0 ∈ (0, 1) and M > 0 such that for each
connected component ′ of \Br0(0) and r ∈ (0, r0), |′ ∩B1−r (0)|/rN−1M.
Then,
lim inf
→∞ (+ 0)
− 2N−(N−2)p
p−2 (u) > ∞.
(iii) Suppose that for each x ∈ ∗, limr→0 | ∩ Br(x)|/rN = 0. Then,
lim
→∞ (+ 0)
− 2N−(N−2)p
p−2 (u)= lim
→∞ (+ 0)
− 2
p−2 ‖u‖L∞ = ∞.
Remark 1.4. In above Theorem 1.3, we could not show a localization of least energy
solutions as →∞. On the other hand, we can show a localization if for each z ∈ 
and g ∈ O(N) with gz = (0, . . . , 0,−1), (+ 0)(g \ {gz}) converges in a nice way
to a domain H ⊂ RN+ as  → ∞ on which problem (7) has a least energy solution.
Typically, this is the case when  ∈ C2 (see Theorem 1.7).
Remark 1.5. In (ii) of Theorem 1.3, condition |′ ∩ B1−r (0)|/rN−1 < M implies
that d(x) < 1 for any x ∈ ∗. On the other hand, for  ≡ {(x1, . . . , xN) ∈
RN |∑Ni=1 i(xi)2 < 1, xN > 0}, we see that ∗ = {(±1, 0, . . . , 0)} and ′ = \Br0(0)
for some r0 > 0 small and that for x ∈ ∗, d(x) = 1/
√
2 and lim supr→0 |′ ∩
B1−r (0)|/rN−1 = ∞. Thus, the converse is not true.
Remark 1.6. In (iii) of Theorem 1.3, condition limr→0 | ∩ Br(x)|/rN = 0 implies
that d(x) = 0 for any x ∈ ∗. On the other hand, for the domain  ⊂ R2 in Example
2, lim infr→0 | ∩ Br(x)|/r2 > 0 and d(x) = 0 for any x ∈ ∗. Thus, the converse
is not true. We believe that for domains in Example 2 quite different phenomena can
occur comparing with the case limr→0 | ∩ Br(x)|/rN = 0.
When the boundary is smooth we have the following result which gives more infor-
mation on the least energy solutions.
Theorem 1.7. Let u be a least energy solution of Eq. (1) and x a maximum point
of u. Assume that for some  > 0,  \ B1−(0) ∈ C2. Then there are 0 < c0C0
(given in Theorem 2.3 of Section 2) such that
c0 lim inf
→∞ (+ 0) dist(x, 
∗) lim sup
→∞
(+ 0) dist(x, ∗)C0.
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Furthermore, when taking polar coordinates x = (, r) with r ∈ [0,∞) and  ∈ SN−1,
denoting u(x) = u(, r) and setting z = xa/|x|, then
w(y, t) ≡ (+ 0)−
2
p−2 u
(
(z)
−1
(
y
+ 0
)
, exp
(
− t
+ 0
))
sub-converges uniformly to a least energy solution U of (7) with H = RN+ which
satisﬁes max
x′∈RN−1,xN>0 U(x
′, xN) = maxxN>0 U(0, xN).
In Theorem 1.7, we believe that there exists a unique maximum point of the least
energy solution u and the maximum point should converge to a point x ∈ ∗
satisfying H(x) = min
y∈∗ H(y), where H is the mean curvature on . We make
the following conjecture.
Conjecture. Assume that  ∈ C2. Let u be a least energy solution of Eq. (1). Then,
there exists a unique maximum point x of u such that lim→∞ |x| = 1 and for
some s ∈ (0,∞) with sx ∈ , lim→∞ H(sx) = miny∈ H(y), and that for
x = (, r) with r ∈ [0,∞) and  ∈ SN−1, denoting u(x) = u(, r) and setting
z = xa/|x|, then
w(y, t) ≡ (+ 0)−
2
p−2 u
(
(z)
−1
(
y
+ 0
)
, exp
(
− t
+ 0
))
sub-converges uniformly to a least energy solution U of (7) with H = RN+ which
satisﬁes max
x′∈RN−1,xN>0 U(x
′, xN) = maxxN>0 U(0, xN).
In recent years, extensive work have been done for analyzing the limiting proﬁle
of least energy solutions of singularly perturbed elliptic problems including elliptic
Dirichlet, Neumann boundary value problems and non-linear Schrödinger equations in
RN . Most of these problems have an associated limiting problem which are usually of
the following form:
−u+ u = f (u) in RN.
The existence and uniqueness of the ground state solutions for the limiting problems
are used to get information for the ground state solutions of the singularly perturbed
problems. For Hénon equation (1) we see that the appropriate limiting problem (7) is
much different from the above type equations. When  = B1(0), in [2] the asymptotic
proﬁles of both the non-radial ground solutions and the radial ground states were
studied. Using different methods related results were also given in [6,16]. Equations
with radially symmetric weights have been studied in [3,4,9,14,17] (see also references
therein). In this paper, we consider the Hénon equation in general bounded domains.
In particular, we want to examine the effect of the smoothness and the geometry of the
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boundary on the behavior of least energy solutions. When  is a ball, this phenomenon
was not at present. We want to point out that the methods in these papers do not work
for general domains. We present a concentration compactness result in Section 2 which
may be of independent interest, and the analysis of the limiting problem will be done
following that. After getting information for the limiting problem we shall study the
asymptotic property of the ground state solutions of the Hénon equation (1). This is
done by reformulating the original equation to one deﬁned on a cylinder, which seems
to be the most natural way to handle the Hénon equation. This new formulation works
equally well for weighted versions of the Hénon equation and for Hénon equation in
exterior domains. We shall state these more general results in Section 4.
2. A concentration-compactness result and the limiting equations
In this section, W is a sub-domain in RN+ and we consider the property of functions
in D1,20 (W) with N1. These spaces exist for N3 as a functions space due to the
Sobolev inequality and for N = 1, 2 they also do due to the following embedding
result we established in [2]. In the following, for x ∈ RN we may use sometimes
x = (x1, x2, . . . , xN−1, t), i.e., t = xN .
Proposition 2.1 (Byeon and Wang [2]). Let N1. For any  > 0 and p ∈ [2, 2∗]
there is C > 0 such that for all u ∈ D1,20
(
RN+
)
(∫
RN+
e−t |u|p dx
) 2
p
C
∫
RN+
|∇u|2 dx. (8)
Now we give a concentration compactness result for functions in D1,20
(
RN+
)
, which
will be used repeatedly later.
Proposition 2.2. Let  > 0. Let un ∈ D1,20
(
RN+
)
be bounded. Assume for some q2
and r > 0
lim
n→∞ sup
y∈RN+
∫
Br(y)
e−t |un|q dx = 0.
Then limn→∞
∫
RN+ e
−t |un|p dx = 0 for all p ∈ (2, 2∗).
Note that the condition of the Proposition is equivalent to that for all d > 0
lim
n→∞ sup
y∈RN+
∫
Bd(y)
e−t |un|q dx = 0,
both due to Hölder’s inequality and Proposition 2.1.
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Proof. By Hölder’s inequality, we can assume that q = 2. Let p > 2 be decided
in a moment. Consider N3 ﬁrst. Using interpolation inequality with  satisfying
1/p = /2+ (1− )/2∗ we have
∫
Br(y)
e−t |un|p dx
(∫
Br(y)
|e−t/pun|2 dx
) p
2
(∫
Br(y)
|e−t/pun|2∗ dx
) (1−)p
2∗
.
Take a cut-off function (s) = 1 for 0sr and (s) = 0 for t2r and deﬁne
y(x) = (|x − y|). Then by Sobolev inequality we have
∫
Br(y)
|e−t/pun|2∗ dx
(∫
B2r (y)
∣∣∣∇ (e−t/pyun)∣∣∣2 dx
)2/2∗
.
A direct computation shows that there is C > 0 independent of n and y such that
∫
B2r (y)
∣∣∣∇ (e−t/pyun)∣∣∣2 dxC
∫
B2r (y)
(
|∇un|2 + e−2t/p|un|2
)
dx.
Now taking  ∈ (0, 1) and p > 2 such that (1 − )p/2 = 1 (it is easy to check this
can be made), we have
∫
Br(y)
e−t |un|p dxC	p/2n
∫
B2r (y)
(
|∇un|2 + e−2t/p|un|2
)
dx,
where 	n = supy∈RN+
∫
Br(y)
e−t |un|2 dx → 0 as n→∞. Choose a set Y = {y1, y2, . . .}
such that RN+ ⊂ ∪iBr(yi), and such that for some M > 0, each x ∈ RN+ is contained
in at most M members of {B2r (yi)}i . Then by the above estimates and Proposition 2.1∫
RN+
e−t |un|p dx 
∑
i
∫
Br(yi )
e−t |un|p dx
 C	p/2n
∑
i
∫
B2r (y)
(
|∇un|2 + e−2t/p|un|2
)
dx
 CM	p/2n
∫
RN+
(
|∇un|2 + e−2t/p|un|2
)
dx
 C1M	p/2n
∫
RN+
|∇un|2 dx → 0.
This proves the proposition for the special p. Then the general result follows from
interpolation inequality and Proposition 2.1. The case for N = 1, 2 is similar. 
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With the help of Proposition 2.2 we examine the following equation which is the
Euler–Lagrange equation of (2.1) with  > 0
−u = e−t up−1, u > 0 in W, u = 0 on W. (9)
This equation with W = RN+ will be shown to be the limiting equation of (1) as
 → ∞ when  is smooth. Here we give some more general existence results in
regard to least energy (ground state) solutions of Eq. (9) on general domains W .
A ground state solution of (9) is a minimizer of
(u) =
∫
W
|∇u|2 dx(∫
W
e−t |u|p dx) 2p
for u ∈ D1,20 (W), or is a non-trivial critical point having a least critical value of
1
2
∫
W
|∇u|2 dx − 1
p
∫
W
e−t |u|p dx.
Deﬁne
J (W) = inf
u∈D1,20 (W)
(u).
Theorem 2.3. Eq. (9) has a ground state solution if one of the following conditions
holds:
(W1) W is given as a graph of the form t = T (y′) for y′ ∈ RN−1, which satisﬁes
0 inf
y′∈RN−1 T (y
′)T (y′) lim|y′|→∞ T (y′) ∈ (0,∞), or lim|y′|→∞ T (y′) =
∞.
(W2) W is periodic in y′ directions.
(W3) There is y0 = (y′0, 0) such that W − y0 is convex in each of the ﬁrst N − 1
coordinates and invariant under the reﬂections with respect to each of the ﬁrst
N − 1 coordinates.
Moreover, when W = RN+ , Eq. (9) has a ground state solution U such that U is,
up to a translation in RN−1, radially symmetric with respect to the ﬁrst (N − 1)
variables, that for any ﬁxed t > 0, U(r ′, t) is strictly decreasing as r ′ increases
where r ′ = |(x0, . . . , xN−2)|, and that lim|x|→∞ U(x) = 0. Also in this case, there are
C0 > c0 > 0 such that for any least energy solution the maximum point is achieved at
(0, . . . , 0, t) with c0 tC0.
If we denote RN+
 = {(x′, t) | t > 
} for 
 > 0, then we may have similar property
for the least energy solutions on RN+
.
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Proof. For simplicity of notations we assume  = 1. The proofs of the theorem follow
from Proposition 2.2 and some of the more or less standard arguments. In case of (W2),
let un be a minimizing sequence such that
∫
W
e−t |un|p dx = 1. Then by Proposition
2.2, vanishing cannot happen for the sequence. In other words, there is  > 0 and yn =
(y′n, tn) such that for any 	 > 0 there is r > 0 with limn→∞
∫
Br(yn)
e−t |un|p1 − 	.
Due to the translation invariance we may assume y′n is bounded. Using Proposition 2.1
we get tn must be bounded. This is because for any R > 0
∫
{(y′,t)∈W | t>R}
e−t |un|pe−R/2
∫
W
e−t/2|un|pCe−R/2 (10)
and un is bounded in D1,20 (W). Thus un weakly converges to some function U = 0 in
D
1,2
0 (W). Next we claim e−t/pun → e−t/pU strongly in Lp. If not, for a subsequence
limn→∞
∫
W
e−t |un − U |p > 0. Now since e−t/pun is bounded in Lp
(
RN+
)
and this
sequence also converges almost everywhere, we can use the Brezis–Lieb lemma (cf.
[18]) to get as n→∞
∫
W
e−t |un|p =
∫
W
e−t |un − U |p +
∫
W
e−t |U |p +O(1).
Then
∫
W
|∇un|2 =
∫
W
|∇(un − U)|2 +
∫
W
|∇U |2 +O(1)
J (W)
((∫
W
e−t |un − U |p
)2/p
+
(∫
W
e−t |U |p
)2/p)
+O(1).
Sending n→∞ we get J (W) > J(W), a contradiction. Thus J (W) is achieved at U
which gives rise to a least energy solution (9).
For the case (W1) we distinguish two sub-cases: (i) lim|y′|→∞ T (y′) < ∞ and (ii)
lim|y′|→∞ T (y′) = ∞. For (i) we choose 
 = lim|y′|→∞ T (y′). If T (y′) is not a
constant (otherwise it is periodic and can be treated in (W2)), using a least energy
solution for RN+
 we may show J (W) < J
(
RN+

)
. Then there is 
′ < 
 such that
J (W) < J
(
RN+
′
)
. Again let un be a minimizing sequence. We ﬁrst show that the
weak limit in D1,20 (W) of a minimizing sequence un is non-zero. Assume for contrary
the weak limit is zero. Choose R > 0 such that for |y′|R T (y′) > 
′. Let  be
a cut-off function such that (s) = 0 for sR and (s) = 1 for s2R. Deﬁne
vn(y) = (|y|)un(y) with y = (y′, t). Then vn has support in RN+
′ . When we conﬁne
un on U ∩B2R(0), un still weakly converges to zero and vn strongly converges to zero
in Lq(W ∩ B2R(0)) for q ∈ [2, 2∗) due to the fact that vn = 0 on the boundary of U.
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Using this we may check that∫
W
|∇un|2
∫
RN+
′
|∇vn|2 + o(1)
and ∫
W
e−t |un|p =
∫
RN+
′
e−t |vn|p + o(1).
These would imply that as n→∞
J (W) = (un)+ o(1) = (vn)+ o(1)J
(
RN+
′
)
+ o(1),
a contradiction. Thus the weak limit of un is non-zero. Similarly as in case (W2), we
conclude that J (W) is achieved by the weak limit which gives rise to a least energy
solution. The case (ii) of (W1) follows from Proposition 2.2 and estimate (10).
In case of (W3), for a minimizing sequence (un) we may assume they are even
with respect to each coordinate by using the standard rearrangement arguments. Then
it is easy to see the weak limit of such a minimizing sequence is non-zero. Then the
minimizer will be of the same symmetry.
Finally, when W = RN+ we may use the moving plane method in each of the ﬁrst
(N − 1) coordinates to show that the solution U is radially symmetric with respect to
the ﬁrst (N − 1) variables. As in [2], lim|x|→∞ U(x) = 0. 
Finally, using  as a parameter we can treat Eq. (9) as a singularly perturbed problem
and give the following existence result for more general domains. For y ∈ RN we write
y = (y′, t). Deﬁne
WN(y
′) = min
(y′,t)∈W
t.
In case there is no t such that (y′, t) ∈ W , we deﬁne WN(y′) = ∞.
Theorem 2.4. Assume inf
y′∈RN−1 WN(y
′) < lim inf |y′|→∞ WN(y′). Then for  large
enough, Eq. (9) has a ground state solution.
Proof. We sketch the proof here. With a scaling v(y)
−2
p−2 u(y/), Eq. (9) is equivalent
−v = e−t vp−1, v > 0 in W, v = 0 on W,
where W = {y | y/ ∈ U}. Let
(v) =
∫
W
|∇v|2 dx(∫
W
e−t |v|p dx
) 2
p
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for v ∈ D1,20 (W). Without loss of generality we may assume that U touches RN+
and so that we may choose 0 < 
 < lim inf |y′|→∞ WN(y′) > 0. On the other hand,
it is easy to see that as  → ∞, inf (u) → J
(
RN+
)
. Choose  > 0 such that
inf (u) < J
(
RN+

)
. Let vn be a minimizing sequence for inf (v) being normalized
with
∫
W
e−t |vn|p dx = 1. Then using Proposition 2.2 we may assume no vanishing
occurs. Then similar arguments to that used in proving Theorem 2.3 we can show
limn→∞ (un)J (RN+
). This is a contradiction again. 
3. The ground state solutions of the Hénon equation
We ﬁrst give the proof of Theorem 1.1.
Proof. From Hölder’s inequality and Sobolev imbedding, we see that there exists a min-
imizer v of I() for  > − 2N−p(N−2)2 ; then a scaled function u ≡ (I())1/(p−2)v
is a least energy solution of (1). Suppose that there exists  > 0 satisfying
lim sup
→∞
∫
∩B1−(0)
|x|(v)p dx > 0.
Taking a subsequence of  if it is necessary, we can assume that for some  > 0 and
any  > 1,
∫
∩B1−(0) |x|(v)p dx > . Then, it follows that
∫

(v)
p dx
∫
∩B1−(0)
(v)
p dx(1− )−.
Thus, we deduce that
∫

|∇v|2 dxc ≡ inf
{∫

|∇v|2 dx
∣∣∣∣
∫

vp dx = (1− )−
}
.
Note that
c = 2/p(1− )−2/p inf
{∫

|∇v|2 dx
∣∣∣∣
∫

vp dx = 1
}
.
This implies that for some C > 0,
IC(1− )−2/p. (11)
On the other hand, we can take  ∈ C∞0 () such that
∫
 
p dx = 1 and supp  ⊂ \
B1−/2(0). We see that
∫
 |x|p dx(1 − /2). Then, denoting
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 ≡ / (∫ |x|p dx)1/p, we deduce that ∫ |x|p dx = 1, and that for some C > 0,
I
∫

|∇|2 dx
∫

|∇|2 dx/(1− /2)2/pC(1− /2)−2/p. (12)
This contradicts with (11), and it follows that
lim
→∞
∫
∩B1−(0)
|x|(v)p dx lim
→∞
∫
∩B1−(0)
|x|(u)p dx
/∫

|x|(u)p dx = 0. (13)
Let  be a normalized fundamental solution of −. Then, from the maximum
principle, we see that
v(x)I 
∫

(|x − y|)|y|(v(y))p−1 dy.
From (3), we see that for any ′ > 0, there exists C > 0 such that I C(1− ′)−.
Moreover, using Moser iteration, for some C > 0, we get ‖v‖L∞C(I )
N
2N−p(N−2)
(refer [1, Proposition 3.5]). Thus, for any ′ > 0, there exists C > 0 such that
‖v‖L∞C(1 − ′)−. From Hölder’s inequality, there exists C = C() > 0 such
that for |x|1− ,
v(x)/I
 
∫
{y∈ | |x−y|</4}
(|x − y|)|y|(v(y))p−1 dy
+
∫
{y∈ | |x−y|/4}
(|x − y|)|y|(v(y))p−1 dy
 C(1− /2)(1− /4)−
∫
{y | |x−y|</4}
(|x − y|) dy
+(/4)
∫

|y|(v(y))p−1 dy
 C
(
1− /2
1− /4
)
+ (/4)
(∫

|y| dy
)1/p
×
(∫

|y|(v(y))p dy
)(p−1)/p
 C
((
1− /2
1− /4
)
+ (+N)−1/p
)
.
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This implies that for any  > 0,
lim
→∞
∫
∩B1−(0)
|v(x)|2 dx/
(
I
)2 = 0. (14)
We ﬁnd  ∈ C∞0 (B1−(0)) such that 01 and (x) = 1 for |x|1−2. Note that
v+ I |y|a(v)p−1 = 0 in . Then, multiplying v to both sides of above equation
and integrating by parts, we deduce from Cauchy’s inequality that
∫

|∇v|2 dx/I   ‖∇‖L∞
(∫

|∇v|2 dx
)1/2 (∫
∩B1−(0)
|v|2 dx
)1/2/
I
+
∫
∩B1−(0)
|y|(v)p dx.
Note that
∫
 |∇v|2 dx = I. Then, from (4) and (5), we see that
lim
→∞
∫
∩B1−2(0)
|∇u|2 dx
/∫

|∇u|2 dx = lim
→∞
∫
∩B1−2(0)
|∇v|2 dx
/
I 
 lim
→∞
∫

|∇v|2 dx/I  = 0.
This completes the proof. 
In order to prove other main theorems we need certain transformations to convert
our problem to one on a family of expanding domains which approximate locally a
cylinder. This idea has been used in [2,7,8] to reformulate the problem. We use notation
x = (, t) ∈ C = SN−1×R. Here SN−1 is the unit sphere in RN and SN−1×R is located
in RN+1 with coordinates (x0, x1, . . . , xN) and with t coincides with the xN direction.
To u a smooth function with compact support in B1(0) \ {0}, we associate v a smooth
function with compact support on C+ = {(, t) ∈ C | t > 0}, by the transformation
u(x) = |x|−N−22 v
(
x
|x| ,− ln |x|
)
. (15)
Here for x ∈ RN \{0}, with t = − ln |x| and  = x|x| we have (, t) ∈ C. As was proved
in [8] that mapping (15) is a Hilbert space isomorphism from H 10 () to H 10 (D), where
D is the domain on C+ corresponding to  from the transformation and the inner
product on H 10 (D) is
(v,w) =
∫
C
∇v · ∇w +
(
N − 2
2
)2
vw d.
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Under this transformation, it is easy to check that Eq. (1) becomes
−vtt − v +
(
N − 2
2
)2
v = e−(+0)t vp−1, v > 0 on D, (16)
where 0 = 2N−p(N−2)2 depending only on p and N. A least energy solution of (1)
corresponds to a least energy solution of Eq. (16) which is a minimizer of the following
new energy functional on H 10 (D)
∫
D
|∇v|2 + v2t +
(
N − 2
2
)2
v2 dt d
(∫
D
e−(+0)t |v|p dt d
)2/p . (17)
Moreover, if u is a solution of (1) then v satisﬁes Eq. (16). We introduce another
transformation by deﬁning
w(x)(+ 0)−
2
p−2 v
(
(+ 0)−1x
)
. (18)
Then it is easy to check that w is deﬁned on
D ⊂ C := (+ 0)C
so that
x = (t,) ∈ D if and only if (+ 0)−1(t,) ∈ D.
Moreover, from direct computations we have w satisﬁes the following equation on
D:
−
2
w
t2
− 
SN−1+0
w + w = e−twp−1 , w > 0 on D, (19)
where  = (N−2)24(+0)2 . The least energy solution minimizes the following functional:
F(w) =
∫
D
|∇w|2 + w2 dt d(∫
D
e−t |w|p dt d
)2/p , (20)
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where d is the volume element on ( + 0)C (this should be of  dependent, but
for simplicity and without confusion we will not indicate it). In other words, the least
energy solution is a least energy critical point of
˜(u) = 12
∫
D
|∇w|2 + w2 d− 1
p
∫
D
e−t |w|p d. (21)
It is easy to check that
˜(w) = (+ 0)−
2N−p(N−2)
p−2 (u). (22)
Thus the least energy solutions of Eq. (19) are equivalent to the least energy solutions
of Eq. (1).
We consider  = B1(0) ﬁrst, so D = C+. We shall denote C+ = ( + 0)C+ and
D( + 0)D ⊂ C+. Recall that x denotes the stereographic projection from SN−1
to RN−1 with x(x) = 0 and x(−x) = ∞. It is easy to see that the Jacobians of x
and −1x both equal to 1 at x.
First, we note that Proposition 2.1 can be established similarly for D1,20 (C+) with a
uniform embedding constant for 1. With this in mind, we have similar to Proposition
2.2 the following.
Proposition 3.1. Assume lim infn→∞ n > 0. Let un ∈ D1,20 (Cn+) be bounded. Assumefor some q2 and r > 0
lim
n→∞ sup
y∈RN+1
∫
Br(y)
e−t |un|q d = 0.
Then limn→∞
∫
Cn+ e
−t |un|p d = 0 for all p ∈ (2, 2∗).
In the following we ﬁrst give an asymptotic estimate of the least energy solutions for
the case  = B1(0). Using Proposition 2.2 with n =  for  > − 2N−p(N−2)2 we can
prove the existence of a least energy solution of (19). This follows from the standard
argument.
Lemma 3.2. Assume  = B1(0). Let u be a least energy solution of (1). Then
lim→∞ (+ 0)−
2N−(N−2)p
p−2 (u) = ∞.
Proof. By transformations (18) and (22) we only need to show ˜(w) = ∞. Let
J (C+) := inf
w∈D1,2(C+)
F (w)
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and recall from Section 2, J (RN+) = infw∈D1,2(RN+ ) (w). Then it is equivalent to
showing that lim→∞ J (C+) = J (RN+). Using the least energy solution of (9) we
may easily show that
lim
→∞ J (C+)J
(
RN+
)
.
Assuming for a subsequence of n → ∞, limn→∞ J (Cn+) := A < J
(
RN+
)
with
Cn+ = Cn+, we derive a contradiction as follows.
Let wn be a least energy solution for n, normalized so that
∫
Cn+ e
tw
p
n = 1. Then we
have −wn+nwn = J (Cn+)e−twp−1n . Using the above proposition, we get yn ∈ RN+1
such that for any 	 > 0 there is r > 0
∫
Br(yn)
e−t |wn|p d1− 	.
Here Br(yn,i) is the ball in RN+1 and the integrations over Br(yn,i) is understood
as over Br(yn,i) ∩ Cn+. Let Pn be a maximum point of wn. Due to Proposition 3.1
there is a positive lower bound for the maximum values of wn. Then by Harnack-
type inequality, we may assume for a subsequence limn→∞ |yn − Pn| is bounded.
Thus without loss of generality we may assume yn = Pn. Also we observe by
Proposition 2.1
∫
Ca\{(y′,t) | tK}
e−t |wa|pe−K/2
∫
Da
e−t/2|wa|pCe−K/2. (23)
Then we may assume the t-components of yn is uniformly bounded. Next we show
max wn is uniformly bounded. Assuming not we shall derive a contraction. Let Pn =
(zn, tn), Mn max wn and x = (x′, t). For x ∈ RN+ and |x′| < M
p−2
2
n r, we deﬁne
un(x) = M−1n wn
(
(n + 0)−1zn/|zn|
(
M
−(p−2)/2
n x
′/(n + 0)
)
,M
−(p−2)/2
n t
)
.
Then we may check that un satisﬁes an elliptic equation in any compact sets in RN+
with boundary condition 0 on RN+ :
−
N∑
i,j=1
ai,j,n(x)
un
xixj
+
N∑
i=1
bi,n(x)
un
xi
+ cnun = (A+ o(1))e−tM
−(p−2)/2
n u
p−1
n .
Using the fact that the Jacobians of zn/|zn| and 
−1
zn/|zn| both tend to 1 in compact sets,
respectively, we have ai,j,n(x) → IdN×N , bi,n(x) → 0, cn(x) → 0, e−tM−(p−2)/2n → 1
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as n → ∞, all uniformly in bounded set of x. By elliptic theory we have that un
converges to u in C2loc(R
N) and u is a positive solution of −u = Aup−1 in RN+ with
zero boundary condition. However this is a contradiction since it is well known that
such a solution does not exist for p ∈ (2, 2∗). Thus wn is uniformly bounded and has
positive lower bound in L∞ norm. We deﬁne with x = (x′, t)
un(x) = wn
(
(n + 0)−1zn/|zn|(x′), t
)
, x ∈ RN+ .
Again un satisﬁes an elliptic equation in any compact sets in RN+ with boundary
condition 0 on RN+ :
−
N∑
i,j=1
ai,j,n(x)
un
xixj
+
N∑
i=1
bi,n(x)
un
xi
+ cnun = (A+ o(1))e−t up−1n .
Still we get ai,j,n(x) → IdN×N , bi,n(x) → 0, cn(x) → 0, all uniformly in bounded
x′. Then elliptic estimates show that un converges to U in C2loc(R
N) and U is a pos-
itive solution of −U = Ae−tUp−1 in RN+ with zero boundary condition. Using Fa-
tou’s lemma we have U belongs to D1,20
(
RN+
)
, and
∫
RN+ |∇U |2 limn→∞
∫
Cn+ |∇wn|2
and
∫
RN+ e
−t |U |p ∫Cn+ e−t |wn|p = 1. Using the equation we have ∫RN+ |∇U |2 =
A
∫
RN+ e
−tUp. But
J
(
RN+
)

∫
RN+ |∇U |2(∫
RN+ e
−tUp
) 2
p
= A
(∫
RN+
e−tUp
)1− 2
p
.
This shows that A = J
(
RN+
)
and
∫
RN+ e
−tWp = 1, the latter implies compactness of
the sequence wn. In other words, for any 	 > 0 there is r > 0 such that
∫
Br(yn)
e−t |wn|p dx1− 	.
This completes the proof. 
Next we give the proof of Theorem 1.3.
Proof. We denote 0 = 2N−p(N−2)2 , and recall transformation (18)
w(, t) ≡ (+ 0)−
2
p−2 exp
(
−N − 2
2
t
+ 0
)
u
(

+ 0 , exp
( −t
+ 0
))
,
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where (, t) ∈ D, but with the understanding that w = 0 outside D, we may take
t ∈ [0,∞) and  ∈ S ≡ (+ 0)SN−1. Here
D =
{
(, t) ∈ S × (0,∞) | (, r) =
(

+ 0 , exp
(
− t
+ 0
))
∈ 
}
.
From (19) we see that
2w
t2
+ Sw − w + exp(−t)(w)p−1 = 0 in D. (24)
Through integration by parts as in the proof of Proposition 2.1 in [2], it follows that
for any  > 0,
∫ ∞
0
exp(−t)(w)2 dt 16
2
∫ ∞
0
exp(−t)
∣∣∣∣wt
∣∣∣∣
2
dt.
Then we see that for some C = C(),
∫
D
exp(−t)(w)2 dt dC
∫
D
∣∣∣∣wt
∣∣∣∣
2
+ |∇Sw|2 dt d. (25)
From (24), we deduce that
∫
D
∣∣∣∣wt
∣∣∣∣
2
+ |∇Sw|2 dt d‖w‖p−2L∞
∫
D
exp(−t)(w)2 dt d. (26)
Combining (25) and (24), we see that a set {‖w‖L∞} is bounded away from 0. Note
that ‖w‖L∞(+ 0)−
2
p−2 ‖u‖L∞ . Thus we see that a set
{
(+ 0)−
2
p−2 ‖u‖L∞
}

is bounded away from 0.
Firstly, we consider case (ii) where d(x) > 0 for some x ∈ ∗. From Deﬁ-
nition 1.2 we can ﬁnd {xn}∞n=1 ∈ S(x) such that B
(
xn,
d(x)
2 |xn − x|
)
⊂ . Since
limn→∞ |xn+1−x||xn−x| = 1 and 0 < d(x)/2 < 1, for sufﬁciently large  > 0, for some
n = n we have
d(x)
2
|xn − x|1/(+ 0) |xn − x|.
Then, it follows that
(+ 0)|xn − x|
2
d(x)
and (+ 0)|xn − x|
d(x)
2
 d(x)
2
.
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Let x := xn = (r, ). Since B
(
x,
d(x)
2 |x − x|
)
⊂ , for any sufﬁciently large  >
0, with (, t) =
(
(+ 0),−(+ 0) ln(r)
) ∈ D we have B ((, t), d(x)4 ) ⊂
D, and such that {t} is bounded. Therefore we can ﬁnd  ∈ C∞0 (D) such that{∫
D
∣∣∣t
∣∣∣2 + |∇S|2 dt d
}
and
{∫
D
||2 dt d
}
are bounded, and that{∫
D
exp(−t)()p dt d
}
is bounded away from 0. Note that the least energy of
u is given by (u) = infu∈H 10 ()\{0} maxs∈(0,∞) (su). This implies that
(+ 0)−
20
p−2(u)
 max
s∈(0,∞)
1
2
∫
D
∣∣∣∣st
∣∣∣∣
2
+ |∇Ss|2 + |s|2 dt d
− 1
p
∫
D
exp(−t)(s)p dt d.
Thus we see easily that lim sup→∞ (+0)−
20
p−2(u) <∞. Let U be a least energy
solution of (1) with  = B1(0). Since  ⊂ B1(0), it follows that (U)(u).
By Lemma 3.2, we have lim inf→∞ (+ 0)−
20
p−2(u)∞.
Note that u + (u)p−10 in . Then, by the estimate Proposition 3.5 in [1], it
follows that for some C > 0, independent of  > 0,
‖u‖L∞C‖u‖4/(2N−p(N−2))L2N/(N−2) .
Thus, we see that for some C > 0, independent of  > 0, ‖u‖L∞
C((u))4/(2N−p(N−2)). Then, from the result lim sup→∞ (+ 0)−
20
p−2(u) <∞,
we see that
lim sup
→∞
(+ 0)−
2
p−2 ‖u‖L∞ <∞.
Next we suppose that for r ∈ (0, r0) and for each component ′ of  \ Br0(0),
|′ ∩ B1−r (0)|/rN−1 < M. By Proposition 3.1, there exist (, t) ∈ D and r > 0
such that
lim inf
→∞
∫
D∩Br(,t)
exp(−t)(w)p dt d > 0.
By (10), we can assume that {t} is bounded. We may assume that /(+0) converges
to z ∈ ∗ as  → ∞. Let z be a connected component of  \ Br0(x) containing
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(/(+ 0), exp(−t/(+ 0))). For  ∈ (0, 1), let u be a least energy solution of
u+ |x|up−1 = 0 in  \ B(0), u = 0 on  \ B(0)
and x · ∇u = 0 on  ∩ B(0). (27)
Then, denoting
J  ≡
∫
\B(0)
1
2
|∇u|2 −
1
p
|x|
(
u
)p
dx,
we deduce from Theorem 1.1 that for any  ∈ (0, 1),
lim inf
→∞ (u)/J

 1.
Note that
J r0 
∫
z
1
2
|∇u|2 −
1
p
|x|
(
u
)p
dx.
Let ∗z be a cylindrical rearrangement of z (cf. [13]) such that for each r ∈ (0, 1),
|z∩Br(0)| = |∗z ∩Br(0)| and ∗z ∩Br(0) = Bs((0, . . . , 0, r))∩Br(0) with some
s > 0. Since a cylindrical rearrangement of a function in H 1,2 decreases the L2-norm
of the gradient and preserves the weighted Lp norm
∫
 |x||u|p dx, it follows that
J  
∫
z
1
2
|∇ur0 |2 −
1
p
|x|(ur0 )p dx
1
2
∫
∗z
|∇u∗|2 dx −
1
p
∫
∗z
|x|(u∗)p dx
and
0 =
∫
z
|∇ur0 |2 dx −
∫
z
|x|(ur0 )p dx
∫
∗z
|∇u∗|2 dx −
∫
∗z
|x|(u∗)p dx,
where u∗ is a cylindrical rearrangement of u
r0
 on z. Let w∗ be a least energy solution
of
u+ |x|up−1 = 0 in ∗z , u = 0 on ∗z \ Br0(0)
and x · ∇u = 0 on ∗z ∩ Br0(0). (28)
Note that for some s ∈ (0, 1], ∫∗z |∇su∗|2 dx−∫∗z |x|(su∗)p dx = 0. Thus, we deduce
that
1
2
∫
∗z
|∇u∗|2 dx −
1
p
∫
∗z
|x|(u∗)p dx
1
2
∫
∗z
|∇w∗|2 dx −
1
p
∫
∗z
|x|(w∗)p dx.
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Since |z ∩ B1−r (0)|/rN−1 < M for r ∈ (0, r0), there exists a constant R > 0 such
that
∗z ⊂ C ≡ {ly + (1− l)z | l ∈ (0,∞), |y|R, 〈y, z〉 = 0},
that is, ∗z is contained in an acute cylindrical cone with vertex z. We take  > 0 so
that ∗z ⊂ C∩B1−(z) and {C∩B1−(z)} ⊂ {z}∪B1(0), and denote #z ≡ C∩B1−(z).
Let w# be a least energy solution of (1) with #z . By a cylindrical rearrangement,
we can assume that for each r ∈ (0, 1), on the sphere |x| = r , u#(x) decreases as
|x − |x|z| increases. Deﬁne
w#(y, t) ≡ (+ 0)−
2
p−2 exp
(
−N − 2
2
t
+ 0
)
u#
(
−1z
(
y
+ 0
)
, exp
( −t
+ 0
))
.
As in above proof, we see that w# is bounded. Then, we deduce that, up to a subse-
quence, w# converges weakly to some w# in D
1,2
0
(
RN+
)
. Recalling Eq. (19), we also
deduce that for C1 ≡
{
(y, t) ∈ RN | |y| < Rt
}
, w# ∈ D1,20 (C1) and
w# + exp(−t)(w#)p−1 = 0 in C1.
This implies that lim inf→∞ (+ 0)−
2N−p(N−2)
p−2 (u)(w#), where
(w#) = 1
2
∫
C1
|∇w#|2 dy dt − 1
p
∫
C1
exp(−t)(w#)p dy dt.
From Proposition 3.1 and an inequality (23), we see that w# = 0. This implies that
(w#) > ∞ = (U) because C1RN+ . Therefore we conclude that
lim inf
→∞ (+ 0)
− 2N−p(N−2)
p−2 (u) > ∞.
Secondly, we consider case (iii) that d(z) = 0 and limr→0 |∩Br(z)|/rN = 0 for z ∈
∗. We use an indirect argument by assuming that there exists n with limn→∞ n =
∞ such that
{
(n + 0)−
20
p−2n(un)
}
n
is uniformly bounded. For simplicity, we may
assume that lim→∞ ( + 0)−
20
p−2(u) exists. Then, there exists a constant C > 0
such that for large  > 0,
1
C

∫
D
∣∣∣∣wt
∣∣∣∣
2
+ |∇Sw|2 + |w|2 dt dC,
1
C

∫
D
exp(−t)(w)p dt dC.
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From (25), Hölder’s inequality and Sobolev inequality, we deduce that for some C =
C(, N) and for all 1
(∫
D
exp(−t)(w)p dt d
)2/p
C
∫
D
∣∣∣∣wt
∣∣∣∣
2
+ |∇Sw|2 dt d.
Note that for T > 0(∫
{(,t)∈D | tT }
exp(−t)(w)p dt d
)2/p
 exp
(
−T
p
)(∫
D
exp(−t/2)(w)p dt d
)2/p
.
Thus, for sufﬁciently large T > 0,
{∫
{(,t)∈D | tT } exp(−t)(w)p dt d
}
is bounded
away from 0. Since
{∫
D
| wt |2 + |∇Sw|2
}
and
{∫
D
|w|2 dt d
}
are bounded,
it is standard to see from Moser iteration or booth-strap technique that {‖w‖L∞} is
bounded. As in the proof of case (ii), by Proposition 3.1, there exist (, t) ∈ D and
r > 0 such that
lim inf
→∞
∫
D∩Br(,t)
exp(−t)(w)p dt d > 0.
By (10), we can assume that {t} is bounded. We may assume that /(+0) converges
to z ∈ ∗ as  → ∞. Since limr→0 | ∩ B1−r (z)|/rN = 0, it follows that for any
T > 0, lim→∞ |D ∩ Br(, t)| = 0. This implies that
lim
→0
∫
D∩Br(,t)
exp(−t)(w)p dt d = 0.
This is a contradiction. This shows that lim→∞ (+ 0)−
20
p−2(u) = ∞ if d(x) = 0
for any x ∈ ∗.
We suppose that there exists n with limn→∞ n = ∞ such that
{
(n + 0)−
2
p−2
‖(un)‖L∞
}
is bounded. For convenience’s sake, we can assume that{
(+ 0)−
2
p−2 ‖u‖L∞
}
>0
is bounded. This implies that {‖w‖L∞}>0 is bounded.
Then, there exists C > 0 such that for each T > 0,
∫
D
∣∣∣∣wt
∣∣∣∣
2
+ |∇Sw|2 + |w|2 dt d
=
∫
D
exp(−t)(w)p dt d
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=
∫
{(,t)∈D | tT }
exp(−t)(w)p dt d
+
∫
{(,t)∈D | tT }
exp(−t)(w)p dt d
 |{(, t) ∈ D | tT }|‖w‖pL∞ + exp(−T/2)‖w‖p−2L∞
×
∫
{(,t)∈D | tT }
exp(−t/2)(w)2 dt d
 |{(, t) ∈ D | tT }|‖w‖pL∞ + C exp(−T/2)‖w‖p−2L∞
∫
D
∣∣∣∣wt
∣∣∣∣
2
+|∇Sw|2 dt d.
Note that for each T > 0, lim→∞ |{(t,) ∈ D | tT }| = 0. We can take T >
0 so that C exp(−T/2)‖w‖p−2L∞ 1/2. Then, we deduce from above inequality that{∫
D
| wt |2 + |∇Sw|2 + |w|2 dt d
}
>0
tends to zero, which is a contradiction.
Therefore we have
lim sup
→∞
(n + 0)−
2
p−2 ‖un‖L∞∞.
Thirdly, we consider case (i) that d(x) = 1 for some x ∈ ∗. Through certain
orthogonal coordinates change, we can assume that x = (−1, 0, . . . , 0). Then, for any
ε ∈ (0, 1), there exists {xεn} ∈ S(x) such that dist(xεn, )/|xεn − x|1 − ε. Let εn
be the angle between −→x0 and −→xxεn. Since  ⊂ B1(0), dist(xεn, )1− |xεn|. It is not
difﬁcult to see that
1− |xεn| |x − xεn| cos εn.
Then, we see that cos εn1 − ε. Thus, we see that limε→0 lim supn→∞ εn = 0. Let
 be a stereographic projection from SN−1 to RN−1 with (x) = 0 and (−x) = ∞.
Then, we deﬁne a map  : (0,∞) × RN−1 → D by (t, y) = (t, ( + 0)(y)).
Let  ∈ C∞0 ((0,∞)× RN−1). Then, we can take R,  > 0 such that
supp() ⊂ B((R, 0, . . . , 0), R(1− )).
Note that
B((+ 0)xεn, (+ 0)(1− 2ε)|xεn − x|) ⊂ B((+ 0)xεn, (+ 0)dist(xεn, )
⊂ (+ 0).
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Since limn→∞ |xεn − x| = 0 and limn→∞ |x
ε
n+1−x|
|xεn−x| = 1, it follows that for sufﬁciently
large  > 0, there exists n = n() > 0 satisfying
R
+ 0  |x
ε
n − x|(1+ ε)
R
+ 0 .
Note that lim→∞ n()∞, and that
B((+ 0)(xεn − x), (+ 0)(1− 2ε)|xεn − x|) ⊂ (+ 0)(− x) ⊂ (0,∞)× RN−1.
Thus, for sufﬁciently small ε > 0 and sufﬁciently large  > 0, it follows that
B((R, 0, . . . , 0), R(1− )) ⊂ B((+ 0)(xεn − x), (+ 0)(1− 2ε)|xεn − x|)
and
B((+ 0)(xεn − x), (+ 0)(1− ε)|xεn − x|) ⊂ (+ 0)(− x).
Then it follows that for sufﬁciently large  > 0, −1 (B((R, 0, . . . , 0), R(1−))) ⊂ D.
This implies that for any  ∈ C∞0 ((0,∞)× RN−1),
lim
→∞ (+ 0)
− 20
p−2(u) max
s∈(0,∞) (s),
thus lim→∞ (+0)−
20
p−2(u)∞. This shows that lim→∞ (+0)−
20
p−2(u) =
∞ if d(x) = 1 for some x ∈ ∗. 
Finally, we give the proof of Theorem 1.7.
Proof. First by Theorem 1.3 we have ( + 0)−
2N−(N−2)p
p−2 (u) → ∞ as  → ∞.
Let x = (, r) be a maximum point of u. Consider the transformed solutions to
(24) on D:
w(, t) ≡ (+ 0)−
2
p−2 exp
(
−N − 2
2
t
+ 0
)
u
(

+ 0 , exp
( −t
+ 0
))
where (, t) ∈ D =
{
(, t) ∈ S × (0,∞) | (, r)
(

+0 ,

+0
)
∈ 
}
. As in the proof
earlier, S = (+ 0)SN−1. Let (, t) = ((+ 0),−(+ 0) log r). From (19) it
follows that
2w
t2
+ Sw − w + exp(−t)(w)p−1 = 0 in D (29)
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and w = 0 on D. Moreover,
(+ 0)−
2N−(N−2)p
p−2 (u)
p − 2
2p
∫
D
|∇u|2 + 2u d dt
= p − 2
2p
∫
D
exp(−t)(u)p d dt. (30)
By Theorem 1.3, {‖w‖L∞} is bounded. Multiplying both sides of (29) with wa and
integrating by parts, we see that
∫
D
∣∣∣∣wt
∣∣∣∣
2
+ |∇Sw|2 d dt 
∫
D
exp(−t)(w)p d dt
 ‖ exp(−t/2)(w)p−1‖L∞
∫
D
exp(−t/2)(w)2 d dt.
As in (25), we see that for some C > 0, independent of  > 0,
∫
D
exp(−t/2)(w)2 d dtC
∫
D
∣∣∣∣wt
∣∣∣∣
2
+ |∇Sw|2 d dt. (31)
Then, it follows that {‖ exp(−t/2)(w)p−1‖L∞} is bounded away from 0. Since a
set {‖w‖L∞} is bounded, we have {t} is bounded and lim inf→∞ w(, t) > 0.
From elliptic estimates [11], we see that lim inf→∞ dist((t,), D) > 0. Also, from
C2,-estimates [11], we deduce that
v(y, t) ≡ w
(
(+ 0)−1
(
y
+ 0
)
, t
)
converges, up to a subsequence, locally uniformly to a solution U of (7) with H ={
(y, t) ∈ RN | t > 
}
for some 0. From (30), we see that
lim inf
→∞ (+ 0)
− 2N−(N−2)p
p−2 (u)
= lim inf
→∞
p − 2
2p
∫
D
exp(−t)(u)p d dt
 p − 2
2p
∫
RN−1
∫ ∞

exp(−t)Up dy dt
∫
RN−1
∫ ∞

1
2
|∇U |2 − 1
p
exp(−t)Up dy dt.
From (i) of Theorem 1.3, it follows that  = 0, and that U is a least energy solution of
(7) with HRN+ . If there exist {(∗, t∗ )} ∈ D such that {t∗ } is bounded, lim→∞ |−
∗| = ∞ and lim inf→∞ w(∗, t∗ ) > 0, through similar arguments as above, it
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follows that lim→∞ (+0)−
2N−(N−2)p
p−2 (u)2(U). This contradicts Theorem 1.3-
(i). Thus, we conclude that lim|−|→∞ w(t,) = 0 for each t ∈ (0,∞). By Theorem
2.3 (also [2]) for N3, lim|y|→∞ U(y) = 0. Thus, for any ε > 0, there exists Tε > 0
such that w(, Tε)ε for any  ∈ S.
Next to get a certain control for t large uniformly in  and  large, we deﬁne
u(x) = 0 for x ∈ B1(0) \ . Then we see that
u(0)
1
N(N − 2)|B1(0)|
∫
B1(0)
(
1/|x|N−2 − 1
)
|x|(u)p−1 dx.
Then, from Hölder’s inequality, we deduce from (i) of Theorem 1.3 that for some
C, c,D > 0,
u(0)  C(+ c)−1/p
(∫
B1(0)
|x|(u)p dx
)(p−1)/(p)
 D(+ 0)−1/p+(p−1)(2N−(N−2)p)/p(p−2)
= D(+ 0)
2
p−2+ (p−2)((2−N)p+N−1)p(p−2) .
Note that (p−2)((2−N)p+N−1)
p(p−2) < 0 for N3, p > 2. This implies that for ﬁxed ,
w(t,) converges to 0 uniformly with respect to  ∈ S as t →∞.
To see the uniform sub-convergence of w to a least energy solution U of (7) as
→∞, we consider an eigenvalue problem
d2
dt2
+  exp(−t/2) = 0 on (0,∞)
(0) = 0∫ ∞
0
∣∣∣∣ddt
∣∣∣∣
2
dt < ∞.
Then, there exists the ﬁrst eigenvalue 1 and the corresponding eigenfunction 1 of
the above equation such that d
1
dt
> 0 and limt→∞ 1(t) = 1 (in fact, the eigenfunc-
tions comes from the ﬁrst kind solution of the Bessel equation, and we refer this to
Section 2 of [2]). Since ‖w‖L∞ is bounded, there is T0 > 0 such that for all tT0,
exp(−t/2)‖w‖p−2L∞ − 10. Then, it follows that for  > 0 and tT0,  ∈ S,
21
t2
− 1 + S1 + exp(−t)(w)p−21

(
exp(−t)(w)p−2 − 1 exp(−t/2)
)
10.
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By our earlier assertion, for any 	 > 0 we have T	 → ∞ as 	 → 0, and 	 → ∞
as 	 → 0, such that for all 	, w(, T	)	 for all  ∈ S. Then, by comparison
principle, we see that for all 	, tT	, ∈ S
w(, t)
max∈S w(, T	)
1(Tε)
1(t)	/1(Tε).
This implies that the sub-convergence of w˜(y, t) :w
(
(+ 0)(|)−1( y+0 ), t
)
to a
least energy solution U of the limiting equation (7), as →∞, is uniform in RN−1.
Finally, note that for each  > 0, a set
{||x|u|L∞(B1−(0))}>0 is bounded. Thus,
by Harnack inequality, we see that for each  > 0,
lim
→∞ |(+ 0)
− 2
p−2 u|L∞(B1−(0)) = 0. (32)
Note that for r = exp
(
− t+0
)
> 0,
sup
r1−
exp
(
−N − 2
2
t
+ 0
)
(1− )N−22 and
lim
→∞ exp
(
−N − 2
2
t
+ 0
)
= 1.
Then, combining (32) with the convergence of w,we conclude that
(+ 0)−
2
p−2 u
(
x′/|x′|
(
y
+ 0
)
, exp
(
− t
+ 0
))
sub-converges uniformly to U as  → ∞. This implies that {| − ′|} is bounded.
Therefore, we conclude that, as →∞,
(+ 0)−
2
p−2 u
(
z
(
y
+ 0
)
, exp
(
− t
+ 0
))
sub-converges uniformly to U, a least energy solution of (7) with max
y∈RN−1×(0,∞) =
U(y, t) max
y∈RN−1 U(y, 0). Since lim|y|→∞ U(y) = 0, the ﬁrst claim of Theorem 1.7
follows. Thus t converges to t0 ∈ [c0, C0] with c0C0 being the lower and upper
bounds for the maximum points of the least energy solution U as given in Theorem
2.3 of Section 2. 
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4. More general results and ﬁnal remarks
Our method allows us to treat the following more general problems without much
of changes in the proofs. For N3 and a < N−22 we consider weighted version of the
Hénon equation
{−div (|x|−2a∇u) = |x|up−1, u > 0 in ,
u = 0 on . (33)
We still assume the  is contained in B1(0) and the boundary of  is smooth and
touches B1(0).
Theorem 4.1. For a < N−22 ﬁxed, Eq. (33) always has a least energy solution u for
 > − 2N−p(N−2−2a)2 . As  → ∞ the conclusions of Theorems 1.1, 1.3 and 1.7 still
hold.
Our method also allows us to consider the Hénon equation and its weighted versions
on exterior domains. Consider  ⊂ RN \ B1(0) and under the transformation x →
x/|x|2, we have a corresponding domain ˜ ⊂ B1(0). Under suitable condition on ∗˜
we may have similar results to Theorems 1.1, 1.3. And the following is one similar to
Theorem 1.7.
Theorem 4.2. Assume  ⊂ RN \B1(0) and the boundary of  is smooth and touches
B1(0). For a < N−22 ﬁxed, Eq. (33) always has a least energy solution u for  <
− 2N−p(N−2−2a)2 . As →−∞ the conclusions of Theorem 1.7 still hold.
We closeup by giving a few more examples of domains and related questions.
Example 3. We consider the domain in Example 2 again with r() = 1− b for b ∈
(0, 1). We claim that d(x) ∈ (0, 1) for any x ∈ ∗ = S1. It is obvious that d(x) < 1
for any x ∈ ∗ = S1. To show d(x) > 0, it sufﬁces to ﬁnd a sequence {xn =
rne
in}∞n=1 ∈ S(x) such that lim infn→∞ dist(xn,)|x−xn| > 0. Let x = ei0 ∈ 
∗ = S1 with
0 ∈ [0, 2). Without loss of generality we assume 0 = 0. First we can ﬁnd a strictly
decreasing sequence {dn}∞n=1 ⊂ (0, 1) with limn→∞ dn = 0 and limn→∞ dn+1dn = 1
such that for some strictly increasing positive integers {l(j)}∞j=1, dl(j) = 1− r(2j)−
a
2 t (2j). Let l(j) = 0 = 0 and rl(j) = 1 − dl(j) for j = 1, 2, . . . , and deﬁne
xl(j) = rl(j)eil(j) for j = 1, 2, . . . . For each integer n ∈ (l(j), l(j + 1)), we can ﬁnd
n ∈ (2(j+1), 2(j+2)) and rn ∈ (0, 1) such that rnein ∈ , |rnein−ei0| = dn, and
dist(rnein , ) = a2 (bn − b2+n). Now, we can deﬁne xn = rnein for all n = 1, 2,
. . . . Then, we deduce that
lim inf
n→∞
dist(xn, )
|ei0 − xn|  lim infj→∞
dist(xl(j)+1, )
|ei0 − xl(j)|
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 lim inf
j→∞
a
(
bl(j)+1 − b2+l(j)+1
)
2dl(j)
 lim inf
j→∞
ab2(j+2)(1− b2)
2b2j − a (b2j − b2(j+1)) > 0.
Thus d(ei0) > 0 for each 0 ∈ [0, 2). This shows that d(ei0) ∈ (0, 1) for each
0 ∈ [0, 2).
Example 4. Let {n}∞n=1 be a dense subset of [0, 2). Deﬁne  ≡ B1(0) \ ∪∞n=10
B2−n
(
n−1
n
ein
)
. Then, we see that ∗ = S1 = B1(0). Then, it is not difﬁcult to
show that d(x) > 0 for any x ∈ S1. Exact value d(x) may depend on the set {n}∞n=1.
Example 5. Let  ≡ {(x, y) ∈ R2 | x2 + 2y2 < 1} \ ∪∞n=10B2−n (( n−1n , 0)) . Then, we
see that ∗ = {(−1, 0), (1, 0)}. It is obvious that d((−1, 0))1. It is easy to show
that d((1, 0))1/
√
2. We claim that d((1, 0)) = 1/√2. To the contrary, suppose that
d((1, 0)) > 1/
√
2. Then, there exists {xn}n ⊂  with limn→∞ |xn − (1, 0)| = 0 and
 > 0 such that
dist(xn, )
|(1, 0)− xn|1/
√
2+ . (34)
Let n be the angle between the negative x-axis and xn − (1, 0). Since a compo-
nent of the boundary ,
{
(x, y) ∈ R2 | x2 + 2y2 = 1} , is smooth, it follows that
lim supn→∞ n/4. Denote xn
(
x1n, x
2
n
)
and let m−1
m
x1n mm+1 for some integer
m = m(n) > 0. Note that from (34)
dist(xn, ) = dist
(
xn, 
(
∪∞n=10B2−n
((
n− 1
n
, 0
))))
 max
m10
∣∣∣∣xn −
(
m− 1
m
, 0
)∣∣∣∣ .
Then, we deduce that dist(xn, ) |x2n| +max
{
x1n − m−1m , mm+1 − x1n
}
 |x2n| + 1m2 . It
is obvious from (34) that limn→∞ 1/m
2
|xn−(1,0)| = 0. Thus, we see that
lim inf
n→∞
dist(xn, )
|(1, 0)− xn| lim infn→∞
|x2n|
|(1, 0)− xn| = lim infn→∞ sin n1/
√
2.
This contradicting (34), we conclude that d((1, 0)) = 1/√2.
An interesting open problem is what the exact asymptotic behavior of a least energy
solution and its energy is when all points in ∗ are cuspidal. Theorem 1.1 says that
regardless of the shape of ∗, the energy of a least energy solution should concentrate
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around ∗ as →∞. On the other hand, Theorems 1.3 and 1.7 say that the behavior
of a transformed (normalized) least energy solution as in the proof of Theorems 1.3,
1.7 depends on the shape of the boundary around ∗. Especially, when all points in
∗ are cuspidal, i.e., d(x) = 0 for x ∈ ∗, the behavior is quite different in other
cases; the behavior cannot be caught by the transform as in the proof of Theorems 1.3,
1.7 which is adequate to catch asymptotic behavior of a least energy solution when
d(x) > 0 for some x ∈ ∗. It is interesting to see what the exact asymptotic behavior
of a least energy solution and its energy is when d(x) = 0 for x ∈ ∗, i.e., all points
in ∗ are cuspidal.
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