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Gtd Perú es una compañía internacional de telecomunicaciones y servicios TIC, con 
presencia en 4 países tales como Chile, Perú, Colombia y España, en la actualidad brinda 
servicios de internet, telefonía, datos móviles, servicios TIC y Centro de Procesamiento 
de Datos. 
Cuenta con una red internacional de centros de procesamientos de datos; 9 en total, 7 de 
los cuales cuentan con certificación Tier III; 5 en Chile, 1 en Colombia y 1 en Perú; este 
último que es en cual se explicara la implementación de la integración del sistema de 
monitoreo de energía y clima. 
Para poner en contexto un centro de procesamiento de datos, centro de datos o más 
conocido como data center, hace mención a un conjunto de equipos informáticos ubicados 
físicamente en el lugar y que se interconectan hacia diversas redes públicas y/o privadas, 
para brindar servicios de cualquier índole, como por ejemplo procesar y/o almacenar 
datos de alguna organización. Para el funcionamiento de este centro de datos, se entiende 
que debe existir equipos de suministros de energía y de climatización especializados, con 
la finalidad de asegurar el correcto funcionamiento de todo. 
El tipo de certificación Tier III de Uptime Institute nos indica que el diseño del centro de 
datos asegura que la operación sea concurrentemente mantenible, esto quiere decir que 




Además de la construcción redundante respecto a todo lo critico, para asegurar el 
cumplimiento de la operación se tiene personal técnico que constantemente está 
verificando el correcto funcionamiento de cada componente. El uso de herramientas 
informáticas para el monitoreo constante ayuda en la detección oportuna de fallas, 
permitiendo asegurar un alto nivel de disponibilidad de estos componentes críticos que 
deseamos asegurar. 
Aquí se redacta como se implementó el software Zabbix, una herramienta para monitoreo 
de infraestructuras de redes y se adaptó para el monitoreo de una infraestructura de 
energía y clima, utilizando el protocolo SNMP para la comunicación de todos los 
elementos críticos; además de cómo se integró una red modbus de los sensores de 
temperatura, humedad y energía. 
Una vez integrado el sistema de monitoreo se observaron los resultados de poder 
recolectar datos de todas las variables monitoreadas, además de poder configurar alarmas 
cuando alguna de estas tenga un valor no conveniente para la infraestructura del centro 
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Las diversas actividades económicas han vuelto indispensables a los centros de 
procesamientos de datos, centros de datos o más conocidos como data centers, esto se 
entiende ya que para toda actividad el intercambio de información en general es algo 
intrínseco, un ejemplo con las empresas es que constantemente acceden a su información 
o alojan información de clientes y están interactuando con esta información 
actualizándolas; en consecuencia, la disponibilidad informática, la seguridad datos, la 
escalabilidad de servicios, entre otros, son indispensables para asegurar la continuidad 
operativa de una empresa. Por ello los centros de datos han ido evolucionando, con la 
finalidad de crear configuraciones que aseguren una mayor disponibilidad de la 
información. Como resultado de esta necesidad se tiene diversas certificaciones, una de 
las más reconocidas es la del Uptime Institute que clasifican a los centros de datos 
respecto a unos criterios; las clasificaciones que dicta son denominadas tipo Tier I, II, II 
y IV.  En esta tesis se explica la integración total de un sistema de monitoreo de la 
infraestructura de un centro de datos tipo Tier III, además de dar a entender sobre la 
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importancia de detección de fallas, en consecuencia, el control total del estado de los 
parámetros de energía y clima.  
Como punto final se concluye sobre los beneficios, ante esta necesidad la implementación 
de este sistema de monitoreo ayudo a obtener el estado de la infraestructura en tiempo 
real, lo que en consecuencia permitió mejorar el control de los parámetros de energía y 


















1.1.1. Descripción del problema 
Cuando se implementa el centro de datos para obtener la certificación Tier III es 
requisito indispensable tener el control de la infraestructura y que esta integre un 
monitoreo remoto, es decir saber el estado de los parámetros sin necesidad de estar 
en sitio y recopilar la información de manera mecánica con un personal técnico. 
En el 2017 casi al término de la construcción del centro de datos el personal 
técnico operador de la infraestructura ya tenía que realizar las actividades propias 
de operación. Durante este tiempo estos se limitan a utilizar herramientas 
convencionales, revisiones de los medidores de variables de los tableros y tomar 
nota de ellos para luego ser analizadas. Este método no era eficaz debido a que no 
es una buena estrategia para conseguir un buen control. Con suerte, estos datos 
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llegaban a ser analizados cuando el personal tenía tiempo disponible para realizar 
esta tarea, pero de acuerdo con los estudios del pedagogo Edgar Dale donde indica 
que las personas recuerdan menos del 20% de lo aprendido si este conocimiento 
no es practicado [1]. Uno de los grandes problemas a los que se enfrentan los 
centros de datos es el monitoreo de sus variables energéticas y climáticas. La 
complejidad de los procedimientos para procesar gran cantidad de datos para 
poder convertirlos en información útil requiere de un sistema computarizado, y 
que, sumados a los trabajos del personal técnico, facilitan el mejor control de un 
centro de datos a nivel de infraestructura. El Grupo GTD construyo un centro de 
de datos de tipo Tier III en Lima, esta construcción incorpora una alta cantidad de 
equipamiento destinado a dar soporte a los equipos computacionales que se 
encuentran en dicha instalación. Esto indica una gran cantidad de datos que deben 
ser procesados y administrados. 
El monitoreo constante de toda la infraestructura crítica y la reacción correctiva 
en caso de una emergencia eléctrica o de climatización debe ser ocupada de 
inmediato por personal técnico especializado; dada la criticidad resulta necesario 
conocer en todo momento el estado en el cual se encuentra cada uno de los 
componentes, realizar un monitoreo proactivo y análisis de datos para predecir 
averías en los sistemas que dan soporte a los equipos computacionales que es la 
razón del negocio del centro de datos. En este informe se relata cómo se desarrolló 
la implementación de la solución del problema que tiene el personal de monitoreo 
para vigilar la infraestructura eléctrica y climatización. 
14 
 
1.1.2. Formulación del problema 
1.1.2.1. Principal 
¿Cómo implementar la integración de un sistema de monitoreo de 
energía y clima para un centro de datos tipo Tier III? 
1.1.2.2. Específicos 
¿Cómo identificar los OID en las diferentes MIB de la 
infraestructura a monitorear? 
¿Qué equipos se debe seleccionar y configurar para monitorear a 
través de SNMP? 
¿Cómo monitorear de manera eficiente la infraestructura del 
centro de datos? 
1.1. Definición de objetivos 
1.1.1. Objetivo general 
Integrar un sistema de monitoreo de energía y clima para el centro de datos de tipo 
Tier III de la empresa GTD Perú. 
1.1.2. Objetivos específicos 
• Identificar los OID en las diferentes MIB de la infraestructura a 
monitorear. 
• Seleccionar y configurar los equipos de la infraestructura los gateways, 
UPSs y CRACs para monitorización SNMP. 
• Implementar alarmas eficientes para un correcto monitoreo. 
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1.2. Alcances y limitaciones 
1.2.1. Alcances 
El presente proyecto tiene como ideal brindar una herramienta que pueda 
monitorear en tiempo real los parámetros de una infraestructura de energía y 
clima, y mejorando las formas de control por parte del personal técnico mediante 
un monitoreo remoto y en tiempo real.  
El sistema realiza la recopilación de variables eléctricas como voltaje, corriente, 
energía, factor de potencia y otros como así para variables de climatización como 
temperatura y humedad para toda la infraestructura del centro de procesamiento 
de datos.  
1.2.2. Limitaciones 
Todo sistema posee sus limitaciones y para este se han delimitado como la no 
capacidad de ejercer control sobre ningún elemento de la infraestructura, solo se 
podrá realizar labores de supervisión y el control debe ser manual ejecutado por 
el personal técnico en sitio.  
1.3. Justificación 
La principal razón por la que se realiza el presente proyecto es brindar una 
herramienta de supervisión y mejorar las operaciones dentro del centro de datos 
de la empresa GTD PERU en su sede Lima.  
Respecto al ámbito tecnológico, los centros de datos generalmente son afectados 
por fallas en la suministración energética de la infraestructura critica. Es 
fundamental monitorear variables de tensión, intensidad, potencia, consumo de 
energía a través del equipamiento de medición eléctrica que se deben instalar en 
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los tableros eléctricos, y también por las bondades de gestión e los equipos de 
suministro de alimentación ininterrumpida y los generadores.  
Respecto al ámbito económico, la temperatura y la humedad ambiental son 
parámetros necesarios para monitorear y evitar averías en los equipos 
computacionales. Con ello se busca asegurar una correcta operación y mejorar las 
acciones en emergencias para mantener la disponibilidad y continuidad de los 
servicios del centro de procesamiento de datos, con una eficiencia energética que 
impacte en el gasto mensual por consumo energético. 
En el ámbito social, si bien no existe un impacto directo del negocio hacia la 
población; cabe mencionar que dentro de un centro de procesamiento de datos se 
pueden alojar equipamiento de instituciones que brindan servicios al estado y a la 
población directamente. Por lo tanto, asegurar la continuidad del servicio es 
impacto directo a la población en su bienestar. 
En el ámbito ambiental al monitorear y calcular de manera automatizada el PUE 
(eficiencia energética) podemos aportar una reducción importante para ahorrar 
energía y aportar en reducir la contaminación por demanda energética. 
1.4. Estudios de viabilidad 
Viabilidad operacional: no requiere de capacitación para usuarios debido a que la 
interfaz de monitoreo es amigable al usuario, lo cual hace que el control sea mucho 
más sencillo y rápido.  
Viabilidad técnica: los componentes electrónicos y materiales que se utilizarán 
para el desarrollo de este, en su mayoría se encuentran en el mercado, lo que 
permitirá que se cumplan las metas trazadas. 
Viabilidad económica: tanto los dispositivos, como los demás materiales, no 
necesitan ser importados generando que todo el sistema tenga un costo por debajo 
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Lo realizaron en su tesis Carlos Velasco y Gianella Cagua (2017), 
“Implementación de un sistema de monitoreo de redes utilizando herramientas 
Open Source y proveer servicios de directorio a través de Active Directory en la 
facultad de filosofía, letras y ciencias de la educación de la Universidad de 
Guayaquil”. Lograron ver las variables que consumen ancho de banda en los 
servidores a través de la interfaz que implementaron, la cual fue Nagios. Además 
de centralizar los archivos compartidos con la implementación del Active 
Directory. Gracias a esto se logró conocer obtener datos importantes para 
convertirlas en información importante sobre la infraestructura de red y de TI, 
además de las alertas vía correo, así como el monitoreo de los dispositivos 
conectados a la red [2]. 
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Igualmente, la tesis de Misael Alpizar (2017), “Análisis de Nagios Core como 
herramienta para el monitoreo de redes de datos” en donde el objetivo era analizar 
la herramienta y demostrar los puntos mas relevantes sobre un monitoreo de una 
red, hace una comparación las diversas herramientas enfocándose en Nagios Core, 
para lo cual tuvo que implementar varias opciones de herramientas, haciendo un 
laboratorio en donde estudiaba el desenvolvimiento de estas en varios niveles 
como la robustez y la flexibilidad, logrando identificar las fortalezas y debilidades 
en la practica  [3]. 
Acorde con el autor Jhon Quispe (2017), “Implementación de un sistema de 
monitoreo y control de red para un canal de televisión basado en herramientas 
Open Source y Software Libre” cuyo objetivo logrado fue implementar la 
herramienta de monitoreo Nagios para el canal de televisión WILLAX en Perú, 
en el escrito el autor indica que obtuvieron mejoras en la operación, como en la 
reacción ante un problema, solucionándolo de manera temprana, además de 
mejorar la administración de los servicios e infraestructura de red [4]. 
En la tesis de Andres Ulloa (2014), “Implementación de plataforma de monitoreo 
zabbix para sistemas de telecomunicaciones TELSUR” cuyo objetivo era 
mediante una herramienta open source poder ver el estado de los equipos de 
telecomunicaciones de las estaciones de telecomunicaciones de la compañía en 
mención ubicadas en Chile. Mediante la herramienta Zabbix y el uso del protocolo 
SNMP se logró el monitoreo de equipos de energía tales como rectificadores y 
además equipos de red switchs. Concluyéndose que con las alarmas que 
implementaría se tendría una reacción temprana para la atención de eventos e 
incidentes de la red [5]. 
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En la tesis de los autores Santiago Martinez y Gabriel Narvaez (2010), 
“Implementación de zabbix como herramienta de monitorización de 
infraestructura informática de la compañía Santini System Group LTDA” se 
plantearon resolver saber en tiempo real el estado de los equipos informáticos de 
la empresa, obteniendo resolverlo después de modelar un escenario adecuado 
gracias al laboratorio y sus investigaciones se concluyo en que la herramienta 
Zabbix lograba con el propósito y mejoraba la operación [6]. 
Así en avenencia con la tesis del autor Luis Gavilanes (2016) “Implementación 
de un sistema de monitoreo en el data center de la empresa Seguros Oriente S.A” 
donde tenían que resolver la visión en tiempo real del estado de la infraestructura 
de redes que era critica para el funcionamiento de la empresa y además de dar a 
conocer reportes y que estos sean fáciles de obtener con esta herramienta. En 
respuesta se implementó la herramienta Zabbix y mediante el uso del protocolo 
SNMP obtuvieron asegurar la disponibilidad del servicio del data center [7]. 
Así en consonancia con la tesis de los autores Julio Aquino, Kevin Martinez y 
Augusto Sorto “Manual de instalación, configuración de un Sistema de gestión y 
monitoreo de redes informáticas para pequeñas y medianas empresas en el 
Salvador, utilizando software libre” en la cual querían dar un manual para 
entender de cierto modo los sistemas de monitoreo y explicar de manera general 
sus funcionamientos, mediante entrevistas a diversos especialistas de informática 
se logró obtener un conocimiento para parametrizar estos sistemas para después 
sintetizarlos en pasos generales que aplican a los diversos sistemas de código 
abierto y además de dar recomendaciones que resuelvan las necesidades de 
pequeñas empresas en el campo de las redes [8]. 
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La evolución de la actividad de monitorear sin duda se percibe en la actualidad en 
donde se usa diferentes sistemas y tecnologías ya sea dando más importancia a un 
elemento u otro dependiendo de la criticidad de la actividad del negocio que se 
quiere soportar [9].  
2.2. Aplicación de tecnología / técnicas de sustento 
2.2.1. PROTOCOLOS SIMPLES DE ADMINISTRACION DE RED 
Se puede decir que es una especie de sistema de comunicación computacional; 
que permite enviar y recibir información para administración entre dispositivos 
de red [10], es más conocido por sus siglas en inglés como SNMP. Según OSI 
este protocolo trabaja en la capa de aplicación. Gracias al conjunto de aplicaciones 
para gestión de la red que emplean los servicios TCP/IP se puede supervisar los 
dispositivos que usan este protocolo [11]. En la figura 1 se tiene el modelo OSI y 
el modelo TCP/IP ubicando el SNMP.  
 
 
Figura 1. El SNMP ubicado en el modelo OSI y TCP/IP. 
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Fuente: Elaboración propia. 
En la actualidad los equipos de energía como los sistemas de alimentación 
interrumpida y rectificadores vienen con un agente SNMP preinstalado, esto 
permite ser usado para la gestión y vigilancia dentro de una red, entonces estos 
elementos se ingresan a un sistema de gestión de red e inmediatamente podríamos 
tener vigilando las variables de interés para los fines de la red. Adicionalmente 
los aires acondicionados de precisión también manejan este protocolo, por lo cual 
sumando los elementos de energía y los elementos de climatización se tiene la 
infraestructura critica de un centro de datos vigilada. 
2.2.2. COMPONENTES MAS USADOS DEL PROTOCOLO SIMPLE DE 
ADMINISTRACION DE RED 
Toda red administrada a través del protocolo SNMP tienen componentes que 
realizan una función definida para la interacción entre ellas, las más 
fundamentales son las siguientes: 
Administrador: el administrador tiene la función de interactuar con el agente, el 
cual debe estar implementado en el dispositivo a integrar a la red, entonces el 
administrado obtiene información del agente que sea de su interés.  
Cabe mencionar que las principales funciones del administrador con respecto al 
agente son con la finalidad de obtener: 
- Respuesta del agente. 
- Consultas. 
- Variables de agente. 
- Eventos asíncronos del agente. 
Dispositivos gestionados: es un elemento que está dentro de la red y se va a 
gestionar o vigilar, para el presente informe se pone de ejemplo la infraestructura 
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de energía y clima del centro de datos, como el sistema de alimentación 
ininterrumpido y los aires acondicionados, pero podría ser otro dispositivo como 
alguno de red u otros. 
Agente de información: el agente en el protocolo SNMP es un programa que 
tiene que estar instalado dentro del dispositivo administrado que se encuentra 
dentro de la red. El agente accede a la base de datos de manera local del dispositivo 
permitiendo al administrado poder hacer consultas. Estos agentes son estándar o 
de fabricante del dispositivo. 
Las principales funciones del agente SNMP son: 
- La recopilación de información del dispositivo. 
- El almacenamiento de la base de información gestionada. 
- La información al administrador sobre algún evento. 
- Como proxy de un nodo de la red que no es compatible con SNMP. 
Base de datos para la información de gestión: esta base de datos tiene 
información de los parámetros gestionables del dispositivo administrado, esta 
base es más conocida por sus siglas en ingles MIB. Los agentes SNMP contienen 
MIB específicos de cada dispositivo, el administrador SNMP utiliza estos MIBs 
para obtener información del agente, estos archivos compartidos entre el 
administrador y el agente, el almacenamiento y el procesamiento genera lo que 
vendría a ser el sistema de gestión de red más conocido por sus siglas en ingles 
















DESARROLLO DE LA SOLUCIÓN 
 
3.1.Metodología Propuesta 
La infraestructura del centro de datos de divide en la parte de clima y la parte de 
energía. Los equipos de clima cuentan con tarjetas de comunicación ethernet que 
manejan protocolo de comunicación SNMP v1 y v2. En la parte de clima contamos 
con UPSs, generadores y tableros eléctricos. Para el caso de los UPSs estos cuentan 
con tarjeta ethernet que manejan protocolo de comunicación SNMP v1 y v2. Para el 
caso de los generadores y los tableros eléctricos se adquirió un Gateway para la 
recepción de señales modbus y desde aquí mediante protocolo SNMP realizar 
consultas de las diversas variables que configuremos para poder subirlas al zabbix. 





Figura 2. Diagrama de bloques del sistema de monitoreo. 
Fuente: Elaboración propia. 









3.1.2. IMPLEMENTACION DEL SOFTWARE 
1. Definición de la infraestructura del centro de procesamiento de datos tipo Tier 
III de GTD Perú 
GTD Perú es una empresa de telecomunicaciones, los servicios que vende 
actualmente en el centro de procesamiento de datos son: 
- Housing. 
- Servicios cloud y data center virtual. 
- Internet y datos. 
GTD Perú tiene un sistema de comunicaciones dentro de su centro de datos que 
se basa en el protocolo MPLS, permitiendo llevar aplicaciones diversas sobre IP. 
La infraestructura de energía y clima del centro de datos de GTD Perú se basa en 
un diseño de tipo Tier III, esto indica que cuenta con una disponibilidad del 98.88 
permanente de todos sus servicios. En equipamientos con componentes robustos 
y redundantes, sólido respaldo energético. Es posible el mantenimiento 
concurrente sin afectar la operación. Se tiene los sistemas de energía, 
climatización y conectividad con modalidad 2N o al menos N+1. 
La integración realizada se encuentra basada en la infraestructura según la figura 




Figura 3. Distribución de tableros del centro de datos. 





Figura 4. Diagrama unifilar de la infraestructura del centro de datos. 
Fuente: Elaboración propia. 
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El sistema solo considera la lectura de parámetros, en ningún caso se contempla 
la capacidad de actuar sobre algún sistema. Dado lo anterior, no es necesario 
considerar redundancia en el diseño. 
Los datos provienen básicamente de tres fuentes: 
- Contactos secos: para conocer estados de interruptores, alarmas generales, etc. 
- Modbus RTU/TCP: sobre una capa física RS485, para equipos con este tipo 
de comunicaciones (grupos generadores, equipos de multimedia eléctrica, 
dispositivos de protección eléctrica, etc.). Todas las comunicaciones seriales 
de este sistema, deben ser de este tipo. 
- SNMP: sobre ethernet, para equipos más avanzados que incorporan esta 









































Figura 5. Diagrama de comunicación para tableros eléctricos que cuentan con 
PM con comunicación Modbus RTU. 




En lo referido a lazos de comunicación Modbus RTU, estos han sido agrupados 
según tipo de datos que están monitoreando, de esta forma, se logra una cierta 
independencia entre ellos, de modo que, frente a alguna posible falla, solo se vean 
afectadas las variables asociadas a ese lazo.  







Este piso aloja 
los empalmes de 
MT, Planta de 
Generación, 
Sistema de UPS 
y distribución de 





Información importante referente a grupos 






Sistema de Alimentación ininterrumpida, se 
considera UPS de bus A, bus B y ambas (a y B) 







A través de equipos de medición en tableros, se 
podrá conocer datos relevantes como Voltajes, 
corrientes, potencia. 
 






Dado que equipos UPS requieren parámetros de 
T° controlados para operar correctamente, se 
necesita medir constantemente para poder 






Equipos de clima se contempla que contengan 




En este piso se 
encuentra una 
sala blanca y una 








Equipos de distribución de energía hacia cada 
RACK. Se solicita que equipos tengan interfaz 






Se contempla el uso de contactos secos 
básicamente como fuente de redundancia para 
las UPS y para las unidades manejadoras de 
aire (UMA). 








Se contempla medición de instrumentación 
desplegada (Sensores T° y H) en sala blanca.  
Para la sala eléctrica no se contempla la 
inclusión de sensores. 
La finalidad es corroborar el correcto 








Destinado para obtener información eléctrica de 
tableros y equipamiento asociados a la 
distribución de energía en la sala blanca 












Se han establecido 5 equipos de clima para la 
Isla 1 y 4 para la isla 2. 







Utilizado principalmente como medio de 
información redundante para los equipos de 
clima. 





Se contempla medición de instrumentación 
desplegada (Sensores T° y HR).  
Para la isla 1 se tiene proyectado utilizar 7 
sensores de T°. 
Para la isla 2 se tiene proyectado utilizar 6 
sensores de T°. 
La finalidad es corroborar el correcto 





Aquí se ubica un 
nodo de 
comunicaciones, 









La planta de generación del nodo de 
comunicaciones debe ser monitoreada, ya sea 







Medición eléctrica de tableros asociados a 
rectificadores, y tableros que intervienen en la 






Se contempla medición de instrumentación 




Para la sala de comunicaciones se proyecta el 
uso de 4 sensores de T°, y uno para cada sala 
MDA. 
 
La finalidad es corroborar el correcto 
funcionamiento del equipamiento de aire. 
 
Tabla 1. Equipos dentro del lazo para monitoreo. 
Fuente: Elaboración propia. 
En la figura 9, se detalla la cantidad considerada aproximadamente del 
equipamiento a instalar dentro del tablero de monitoreo. 
































































































































































































































































Figura 6. Diagrama de tablero de control para PM. 
Fuente: Elaboración propia. 
Dado que el centro de procesamiento de datos se ha diseñado para obtener una 
certificación TIER, es que los datos recopilados por el sistema de monitoreo serán 
utilizados básicamente para asegurar que las condiciones de diseño sean 
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cumplidas, de modo de asegurar permanentemente la continuidad operativa del 
edificio. 
3.1.3. EQUIPAMIENTO DE ENERGIA 
Los datos provenientes de este tipo de equipamiento serán utilizados básicamente 
para asegurar que el suministro de Energía esté en todo momento dentro de 
parámetros adecuados para un centro de procesamiento de datos. 
Alarmas serán programadas para que cada vez que se estos parámetros sean 
violados se de aviso a los operadores del centro de datos, quienes tendrán la 
responsabilidad de evaluar si es necesario llamar a personal turno de la Gerencia. 
Equipos UPS, la planta de Generación, y parámetros eléctricos de diversos 
tableros entran en esta categoría. 
Respecto de las mediciones eléctricas (Voltajes, corrientes, potencias) éstas 
deberán ser continuamente analizadas, para establecer cuáles son sus 
comportamientos en periodos de normalidad y de falla de algún equipo asociado. 
A modo de ejemplo, podría darse que el consumo de un equipo de clima, cuando 
éste presenta una falla, sea notoriamente mayor al consumo que presenta cuando 
está en condiciones normales. Una posible causa de este aumento del consumo 
podría ser un compresor permanentemente funcionando, o que no esté operando 
correctamente el sistema freecooling. 
3.1.4. EQUIPAMIENTO/PARAMETROS DE CLIMA 
 
Respecto del ámbito de clima, se requiere monitorear básicamente dos grandes 
grupos: 
Variables Medioambientales 




Se proyecta la instalación de sensores de temperatura y humedad relativa en 
diversos puntos de la sala blanca; principalmente en pasillos fríos. 
El objetivo es asegurar que la temperatura y humedad relativa se mantengan 
dentro de los márgenes adecuados para un centro de procesamiento de datos (18 
a 27°C para Temperatura y 40 a 60 % para Humedad Ambiental). Alarmas serán 
programadas para avisar a los operadores cuando estos parámetros sean violados. 
3.1.5. EQUIPOS DE CLIMA 
También se proyecta el monitoreo del equipamiento involucrado en el tratamiento 
del clima. El objetivo es extraer los principales parámetros, incluyendo las 
principales alarmas (alarma alta presión compresor, baja presión compresor, filtro 
aire tapado, bajo flujo aire, Alarma general, etc.) 
Alarmas serán programadas para avisar a los operadores cuando estas alarmas 
reportadas por el equipamiento se encuentren activas. 
3.1.6. INDICADORES IMPORTANTES 
Es requerido que plataforma implementada pueda realizar ciertos cálculos con la 
información que recopila. 
Los indicadores más importantes son: 
Consumo TI por cada sala. 
Consumo clima por cada sala. 
Consumo por cliente. 
PUE. 
Se instala un servidor con sistema operativo Linux para implementar el sistema 
de monitoreo zabbix, este servidor se encontrará dentro de la red de GTD Perú. 
Además, se configurará el firewall de la red para habilitar los puertos 80, 161, 162 
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y ping, que son los puertos para que el sistema de monitoreo pueda comunicarse 
con los equipos de la infraestructura. 
La infraestructura a monitorear es un Tier tipo III en el cual se tiene una 
distribución en redundancia, esto quiere decir que cada subsistema tiene 2 
elementos para operar; es de suma importancia mantener cada elemento en 
funcionamiento por lo tanto se generara alarmas debidas para la detección 
temprana de las averías. 
3.1.7. ¿PORQUE INSTALAR LINUX COMO SERVIDOR? 
Los criterios para escoger el sistema operativo Linux recaen en diversos factores, 
los más importantes es que debido a que zabbix es un programa de código abierto, 
requiere de un sistema operativo que tenga la misma filosofía de código abierto. 
Linux tiene una enorme variedad de distribuciones, en el presente trabajo se 
escogió Centos ya que es una distribución Linux de tipo empresarial cuyas fuentes 
están basadas en las de Red Hat Enterprise Linux, cuya distribución esta soportada 
por la empresa Red Hat, que se encuentra entre las principales empresas que 
brindan soluciones de código abierto. Además, cada versión de centos tiene 7 años 
en el cual mantiene sus respectivas actualizaciones de seguridad, y cada 2 años 
salen versiones nuevas con actualizaciones aproximadamente cada 6 meses para 
poder soportar hardware nuevo del mercado. Por todo lo mencionado se escogió 
Centos debido a que esa ala versióna agratuita dea Reda Hata y también esa laa 
masa establea como concepto de servidor y por la seguridad que tiene. 
Linux de manera muy distinta a otros sistemas operativos rara vez puede estar en 
un estado congelado, ocasionando que el sistema y sus procesos se bloqueen total 
o parcialmente. Entonces se entiende que, debido a su estabilidad, su rendimiento, 
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y además de que ocupa pocos recursos de hardware para su funcionamiento, es la 
mejor opción para nuestro servidor. 
Por otro lado, algo muy importante para el funcionamiento del sistema de 
monitoreo es que este tenga muy pocas posibilidades de ser atacado, con esta 
premisa aumentamos la probabilidad de aseguramiento de disponibilidad de 
servicio; y Linux al basarse en Unix, un sistema operativo con complejos 
protocolos de seguridad que hacen de el un sistema más robusto en comparación 
a otros. Además, Linux trabaja transparentemente, es decir que el usuario no es 
notificado cuando este realiza alguna operación como medida disuasiva para 
evitar ser atacado. Pero una de las razones principales es que existen una cantidad 
casi nula de virus o códigos maliciosos que sean para Linux; y también cabe 
mencionar sobre la robustez que el sistema de archivos presenta, disminuyendo la 
probabilidad de perdida de datos. 
3.1.8. PROCEDIMIENTO DE INSTALACION DEL SISTEMA ZABBIX 
Una vez con el sistema Centos instalado en el servidor, se procede con la 
instalación de zabbix, mediante la interfaz de línea de comandos se compila 
archivos fuentes. A continuación, se detalla el procedimiento: 
1. Desde la terminal se aseguró que el servidor tenga salida a internet. Se realiza 
un ping a ip 8.8.8.8 y se verifica que se tenga una respuesta. Luego se descarga el 
repositorio de la página de zabbix, se escribe en la terminal el comando  
# rpm -Uvh https://repo.zabbix.com/zabbix/4.2/rhel/7/x86_64/zabbix-release-
4.2-2.el7.noarch.rpm 
# yum clean all 
La versión a utilizar es la de zabbix es la 4.2 y la arquitectura es del tipo x86_64ª. 




Figura 7. Tipos de versiones de zabbix. 
Fuente: zabbix.com/download. 
2. Se visualiza la descarga e instalación del repositorio zabbix la versión 4.2, luego 
limpiamos todos los repositorios para evitar tener almacenado datos innecesarios 
en nuestro sistema operativo. Se puede apreciar en la figura 11 la línea de 
comandos. 
 
Figura 8. Descarga e instalación del repositorio zabbix 
Fuente: Elaboración propia. 
3. Se instala el servidor zabbix, el web frontend y el agente zabbix. En la línea de 
comandos escribimos: 
# yum -y install zabbix-server-mysql zabbix-web-mysql zabbix-agent 
Se obtendrá la instalación del servidor web configurado en el puerto 80 como se 
observa en la figura 12. 




# mysql -uroot -p 
password 
mysql> create database zabbix character set utf8 collate utf8_bin; 
mysql> grant all privileges on zabbix.* to zabbix@localhost identified by 
'password'; 
mysql> quit; 
Importamos el esquema y los datos 
#zcat /usr/share/doc/zabbix-server-mysql*/créate.sql.gz | mysql -uzabbix -p 
zabbix 
Luego se configura la base de datos para el servidor zabbix, en la dirección 
/etc/zabbix editamos el archivo zabbix_server.conf donde habilitamos la línea 
donde indica DBPassword y le agregamos =password. 
El siguiente paso es configurar el PHP para el web fronted de zabbix, en la 
dirección /etc/httpd/conf.d y editamos el archivo zabbix.conf donde habilitamos 
la línea # php_value date.timezone America/Lima. 
Después inicializamos el servidor y el agente zabbix, en la terminal escribimos: 
# systemctl restart zabbix-server zabbix-agent httpd 
# systemctl enable zabbix-server zabbix-agent httpd 
Una vez realizado estos procedimientos se tiene habilitado y conectado el servidor 




Figura 9. Instalación y configuración del servidor zabbix, el web frontend y el 
agente zabbix. 
Fuente: Elaboración propia. 
4. En ocasiones el firewall no permite comunicar entre los dispositivos de la red, 
para no tener problemas de esto, en la línea de comando realizamos la ejecución 
de los siguientes comandos: 
Primero verificamos el estado del firewall: 
# systemctl status firewalld 
Una vez percatado de la activación del firewall, se para para luego deshabilitarlo: 
# systemctl stop firewalld 
# systemctl disable firewalld 
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5. En el caso de no querer deshabilitar el firewall, se tiene que verificar y declarar 
los puertos de comunicación. Se realiza la consulta de puertos listados por el 
firewall. 
# firewall-cmd –list-ports 
Luego listamos el puerto 80 y el puerto 10051 que es el puerto por defecto de 
zabbix. 
# firewall-cmd –zone=public –add-port=80/tcp 
# firewall-cmd –zone=public –add-port=80/tcp 
6. Ya terminada la instalación, se tiene la configuración del archivo 
zabbix_server.conf, allí esta especificada la base de datos, los usuarios y las 
contraseñas.  
7. En este paso se realiza la configuración del web fronted de zabbix, primero se 
verifica los prerrequisitos del sistema y luego de manera que se tiene que ingresar 
el usuario y contraseña de la base de datos de mysql. 
8. Se tiene que recordar que para ingresar a la interfaz web se tiene que abrir un 
navegador web, de preferencia en este proyecto se utilizó el Google Chrome, para 
este proyecto se utilizó la dirección http://<ip del servidor>/zabbix, aquí un 
asistente de configuración como se verifica en la figura 13 se tiene que seguir con 




Figura 10. Web frente de configuración final para zabbix. 
Fuente: Elaboración propia. 
9. Después se aseguró el cumplimiento de los prerrequisitos, se verifico que todo 
esté en un estado OK, como en la figura 14 se puede ver. De esta manera el sistema 
se ejecuta sin problemas. 
 
Figura 11. Verificación de los prerrequisitos de instalación de archivos. 
Fuente: Elaboración propia. 
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10. Luego se comprueba el usuario y contraseña de la base de datos creada para 
el servidor, se usa SQL se ve en la figura 15. 
 
Figura 12. Configuración para conexión de la base SQL al zabbix. 
Fuente: Elaboración propia. 
11. Después se configuro el host, puerto y nombre del servidor zabbix, como se 
muestra en la figura 16. 
 
Figura 13. Configuración del servidor zabbix. 
Fuente: Elaboración propia. 
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12. A continuación, se verifica el resumen de toda la configuración realizada. 
Como se muestra en la figura 17 los detalles. 
 
Figura 14. Detalles de la instalación del servidor zabbix. 
Fuente: Elaboración propia. 
3.1.9. IMPLEMENTACION DE LA GESTION DEL EQUIPAMIENTO 
DE ENERGIA Y CLIMA MEDIANTE SNMP 
 
En la configuración de la herramienta de monitoreo se requiere configurar los 
aplications y ítems de la infraestructura en el zabbix. 
1. Battery System 
- Vbat 
- Seconds on battery 
- Remaining minutes 
- Inlet air temperatura 
- Battery temperatura for cabinet 
- Battery status 
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2. Bypass System 
- Bypass voltage L3 
- Bypass voltage L2 
- Bypass voltage L1 
- Bypass freq 
3. Input Measurements 
- Input voltage L3 
- Input voltage L2 
- Input voltage L1 
- Input freq L3 
- Input freq L2 
- Input freq L1 
- Input current L3 
- Input current L2 
- Input current L1 
4. Output Measurements 
- Output voltage L3 
- Output voltage L2 
- Output voltage L1 
- Output source 
- Output power total 
- Output percen load L3 
- Output percen load L2 
- Output percen load L1 
- Output freq 
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- Output current L3 
- Output current L2 
- Output current L1 
Cada ítem tiene un OID diferente y el procedimiento para configurar se describió 
anteriormente. 
Luego de la configuracion procedemos a las especificaciones de los triggers 
pertinentes: 
Para ambos UPS del bus A y del bus B: 
- Entrada de UPS está muy bajo High (Alarma de carácter alto) UPS B 
ENTRADA VL3 BAJO {S1- SALA ELECTRICA - UPS TI 
B1.1:Input_Voltage_L3.last()}<{$MIN_VLN} 
- Entrada de UPS esta muy bajo High (Alarma de carácter alto) UPS B 
ENTRADA VL2 BAJO {S1- SALA ELECTRICA - UPS TI 
B1.1:Input_Voltage_L2.last()}<{$MIN_VLN} 
- Entrada de UPS esta muy bajo High (Alarma de carácter alto) UPS B 
ENTRADA VL1 BAJO {S1- SALA ELECTRICA - UPS TI 
B1.1:Input_Voltage_L1.last()}<{$MIN_VLN} 
- La temperatura de Batería es alta (Alarma de carácter bajo) Temperatura de 
Bateria de UPS >26°C {S1- SALA ELECTRICA - UPS TI 
B1.1:Battery_Temperature_for_Cabinet.last()}>26 
- Porcentaje salida > 45% (Alarma de carácter promedio) Porcentaje Salida L3 > 




- Porcentaje salida > 45% (Alarma de carácter promedio) Porcentaje Salida L2 > 
45% {S1- SALA ELECTRICA - UPS TI 
B1.1:Output_Percen_Load_L2.last()}>45 
- Porcentaje salida > 45% (Alarma de carácter promedio) Porcentaje Salida L1 > 
45% {S1- SALA ELECTRICA - UPS TI 
B1.1:Output_Percen_Load_L1.last()}>45 
- Salida de UPS está en bypass (Alarma de carácter alto) Output Status en Bypass
 {S1- SALA ELECTRICA - UPS TI B1.1:Output_Source.last()}=4 
- Salida de UPS está en baterias (Alarma de carácter alto) Output Status en 
Baterias {S1- SALA ELECTRICA - UPS TI B1.1:Output_Source.last()}=5 
- Salida de la UPS no es normal (Alarma de carácter promedio) Estado de Salida 
no es Normal 
Depends on: 
S1- SALA ELECTRICA - UPS TI B1.1: Output Status en Baterias 
S1- SALA ELECTRICA - UPS TI B1.1: Output Status en Bypass 
{S1- SALA ELECTRICA - UPS TI B1.1:Output_Source.last()}<>3 
- Falla en linea de entrada de UPS (Alarma de carácter alto) Estado de Entrada no 
es Normal {S1- SALA ELECTRICA - UPS TI 
B1.1:Input_Voltage_L3.last()}<{$MIN_VLN} and {S1- SALA ELECTRICA - 
UPS TI B1.1:Input_Voltage_L2.last()}<{$MIN_VLN} and {S1- SALA 
ELECTRICA - UPS TI B1.1:Input_Voltage_L1.last()}<{$MIN_VLN} 
- Estado de Baterías no es normal (Alarma de carácter promedio) Estado de 




- Equipo UPS Sin Conexión (Alarma de carácter bajo) Equipo UPS Sin Conexión
 {S1- SALA ELECTRICA - UPS TI B1.1:icmpping.min(5m)}<1 
- Entrada de UPS está muy bajo (Alarma de carácter promedio) Entrada VL3 _ 
Bajo 
Depends on: 
S1- SALA ELECTRICA - UPS TI B1.1: Estado de Entrada no es Normal 
{S1- SALA ELECTRICA - UPS TI 
B1.1:Input_Voltage_L3.last()}<{$MIN_VLN} 
- Entrada de UPS está muy bajo (Alarma de carácter promedio) Entrada VL2 _ 
Bajo 
Depends on: 
S1- SALA ELECTRICA - UPS TI B1.1: Estado de Entrada no es Normal 
{S1- SALA ELECTRICA - UPS TI 
B1.1:Input_Voltage_L2.last()}<{$MIN_VLN} 
- Entrada de UPS está muy bajo (Alarma de carácter promedio) Entrada VL1 _ 
Bajo 
Depends on: 
S1- SALA ELECTRICA - UPS TI B1.1: Estado de Entrada no es Normal 
{S1- SALA ELECTRICA - UPS TI 
B1.1:Input_Voltage_L1.last()}<{$MIN_VLN} 
- Alarma General en UPS (Alarma de carácter promedio)  Alarma General 
Depends on: 
S1- SALA ELECTRICA - UPS TI B1.1: Estado de Baterías no es Normal 
S1- SALA ELECTRICA - UPS TI B1.1: Output Status en Baterias 
S1- SALA ELECTRICA - UPS TI B1.1: Output Status en Bypass 
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S1- SALA ELECTRICA - UPS TI B1.1: Porcentaje Salida L1 > 45% 
{S1- SALA ELECTRICA - UPS TI B1.1: General_Alarm.last()}>0 
Para el equipamiento de climatizacion: 
- Crac sin conexión (Alarma de carácter bajo) EQUIPO Clima PDX Sin Cinexión
 {S1 - SALA ELECTRICA - CRAC3:icmpping.min(5m)}<1 
- Crac equipo apagado (Alarma de carácter informativo) Equipo Apagado
 {S1 - SALA ELECTRICA - 
CRAC3:System_Operating_State.regexp(off)}=1 
- Crac alarma perdida flujo de aire (Alarma de carácter alto) Alarma Perdida Flujo 
de Aire 
Depends on: 
S1 - SALA ELECTRICA - CRAC3: Equipo Apagado 
{S1 - SALA ELECTRICA - CRAC3:Loss_Flow.regexp(Inactive Event)}=0 
- Crac alarma general presente (Alarma de carácter informativo) Alarma General 
Presente {S1 - SALA ELECTRICA - 
CRAC3:System_Status.regexp(Normal Operation)}=0 
- Crac alarma general en condensador (Alarma de carácter alto) Alarma General 



















4.1.1. CON RESPECTO AL MONITOREO DE LOS GATEWAYS 
Se logro configurar en los gateways las variables de los Powers meters, 
básicamente al configurar los gateways para que puedan recopilar la información 
de los power meters. Luego se ingresa este Gateway al zabbix realizando una 
comunicación en protocolo SNMP. Mediante los MIB OID que brinda el Gateway 
se configura el zabbix para obtener las lecturas de las variables. En la figura 36, 
37 y 38 se puede ver la configuración de las variables de los Powers meters dentro 




Figura 15. SNMP MIB OID que muestra el Gateway para cada variable. 




Figura 16. Datos de las variables de los Powers meters recolectándose en el 
gateway. 




Figura 17. Ejemplo de configuración de una de estas variables dentro del zabbix 
para su monitoreo. 
Fuente: Elaboración propia. 
4.1.2. CON RESPECTO AL MONITOREO DE LOS EQUIPOS UPS Y 
CRAC 
Estos equipos tienen tarjetas de red que vienen con protocolo SNMP de fábrica, 
donde el fabricante brinda los MIBs y estos se pueden configurar en el zabbix, 
tanto para los sistemas de alimentación interrumpida como para los aires 
acondicionados de precisión; en estos equipos se configuro las variables de 
energía y temperatura como se muestra en la figura 36, se muestra la potencia, 
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energía, tensión y corriente en los sistemas de alimentación ininterrumpida, así 
como la temperatura y humedad de los aires acondicionados de precisión en la 
figura 38. Una vez con estos datos se procede analizar por fecha y hora cuando 
ocurra algún incidente así se muestra en la figura 39. 
 
Figura 18. Configuración de un sistema de alimentación initerrumpida dentro del 
zabbix. 




Figura 19. Configuración de un aire acondicionado de precisión dentro del 
zabbix. 
Fuente: Elaboración propia. 
 
Figura 20. Registros de la potencia de los sistemas de alimentación 
ininterrumpida mostrada en una gráfica histórica. 





El proyecto considera los precios de los equipamientos electrónicos, el software 
y la ingeniería involucrada.  
Item  Descripción  Cantidad  Precio s/. 
1 Costo del servidor 1 5000 
2 Costo del gateway 1 800 
3 Costo de mano de obra 1 800 
  Total 6600 
Tabla 2. Tabla de presupuesto. 




- La obtención de los OID de cada MIB de los equipos a monitorear son las variables que 
se llevó al Zabbix que permite configurar. 
-Para las variables de los tableros eléctricos y los sensores de temperatura y humedad se 
usó un Gateway que convirtió el protocolo modbus al SNMP. Para los UPS y los CRAC 
se configuro directamente en el Zabbix que recopila información para luego procesarla. 
- La configuración de las alarmas necesarias para el correcto monitoreo y se entendió que 
Zabbix tiene muchas funciones útiles, entre ellas él envió de mensajes de texto, correos e 
inclusive interactuar con redes sociales, mejorando estas gestiones de las alarmas. 
- Zabbix es un software de monitoreo de código abierto con una amplia comunidad que 
brinda soporte, lo cual permite realizar laboratorios y agilizar el aprendizaje de esta 





En base a los resultados y conclusiones obtenidos en la implementación: 
- Se recomienda que el servidor debe tener como mínimo 4GB de memoria RAM y un 
procesador Intel(R). Xeon(R). Gold 5118 CPU @ 2.30GHz de arquitectura x86-64 para 
un óptimo funcionamiento. 
- Se recomienda un conocimiento básico de línea de comandos en Linux para poder 
realizar de manera ágil configuraciones en el sistema operativo. 
- Se recomienda un conocimiento básico de SQL para poder entender la base de datos de 
Zabbix. 
- Se recomienda realizar migración de datos cada cierto tiempo, ya que se procesa gran 





Durante la integración de este sistema se observó: 
- Al tener demasiados hosts monitoreados con sus respectivas variables incrementaban 
los subprocesos del sistema zabbix. 
- La utilización del poller processes se alarma cuando supera el 75% de ocupación, allí es 
donde se modificará unos parámetros de configuración en el sistema tanto en 
zabbix_server.conf variando el valor de DBSchema 
- Cuando se pierde gestión de los PM se queda pegado el ultimo valor recogido de todas 
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DIAGRAMA DE BLOQUES DEL PROCEDIMIENTO DE EMERGENCIA: “FALLO 
DE ARRANQUE DEL GE-A, ANTE UN FALLO GENERAL DE SUMINISTRO DE 


















































































































































































SURC-P3-BMS-001#sh inter status 
 
Port      Name               Status       Vlan       Duplex  Speed Type 
Fa0/1                        connected    122        a-full  a-100 10/100BaseTX 
Fa0/2                        connected    122        a-full  a-100 10/100BaseTX 
Fa0/3                        connected    122        a-full  a-100 10/100BaseTX 
Fa0/4                        connected    122        a-full  a-100 10/100BaseTX 
Fa0/5                        connected    122        a-full  a-100 10/100BaseTX 
Fa0/6                        connected    122        a-full  a-100 10/100BaseTX 
Fa0/7                        connected    122        a-full  a-100 10/100BaseTX 
Fa0/8                        connected    122        a-full  a-100 10/100BaseTX 
Fa0/9                        connected    122        a-full  a-100 10/100BaseTX 
Fa0/10                       notconnect   122          auto   auto 10/100BaseTX 
Fa0/11                       notconnect   122          auto   auto 10/100BaseTX 
Fa0/12                       connected    122        a-full  a-100 10/100BaseTX 
Fa0/13                       connected    122        a-full  a-100 10/100BaseTX 
Fa0/14                       connected    122        a-full  a-100 10/100BaseTX 
Fa0/15                       connected    122        a-full  a-100 10/100BaseTX 
Fa0/16                       connected    122        a-half   a-10 10/100BaseTX 
Fa0/17                       connected    122        a-full  a-100 10/100BaseTX 
Fa0/18                       notconnect   122          auto   auto 10/100BaseTX 
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Fa0/19                       connected    122        a-half   a-10 10/100BaseTX 
Fa0/20                       notconnect   122          auto   auto 10/100BaseTX 
Fa0/21                       connected    122        a-full  a-100 10/100BaseTX 
Fa0/22                       connected    122        a-full  a-100 10/100BaseTX 
Fa0/23                       notconnect   122          auto   auto 10/100BaseTX 
Fa0/24    | ICX | SURC-P3-LA connected    trunk      a-full  a-100 10/100BaseTX 
Gi0/1                        notconnect   1            auto   auto Not Present 











SURC-P3-BMS-001#sh vlan  
 
VLAN Name                             Status    Ports 
---- -------------------------------- --------- ------------------------------- 
1    default                          active    Gi0/1, Gi0/2 
111  GESTION                          active     
122  BMS                              active    Fa0/1, Fa0/2, Fa0/3, Fa0/4, Fa0/5, Fa0/6, Fa0/7, 
Fa0/8, Fa0/9, Fa0/10, Fa0/11, Fa0/12, Fa0/13 
                                                Fa0/14, Fa0/15, Fa0/16, Fa0/17, Fa0/18, Fa0/19, Fa0/20, 
Fa0/21, Fa0/22, Fa0/23 
1002 fddi-default                     act/unsup  
1003 token-ring-default               act/unsup  
1004 fddinet-default                  act/unsup  




VLAN Type  SAID       MTU   Parent RingNo BridgeNo Stp  BrdgMode Trans1 Trans2 
---- ----- ---------- ----- ------ ------ -------- ---- -------- ------ ------ 
1    enet  100001     1500  -      -      -        -    -        0      0    
111  enet  100111     1500  -      -      -        -    -        0      0    
122  enet  100122     1500  -      -      -        -    -        0      0    
1002 fddi  101002     1500  -      -      -        -    -        0      0    
1003 tr    101003     1500  -      -      -        -    -        0      0    
1004 fdnet 101004     1500  -      -      -        ieee -        0      0    
1005 trnet 101005     1500  -      -      -        ibm  -        0      0    
 
Primary Secondary Type              Ports 












SURC-P3-BMS-001#sh running-config  
Building configuration... 
 
Current configuration : 5350 bytes 
! 





no service pad 
service timestamps debug datetime msec 








enable secret 5 $1$l2Pl$WWjZsF6hq7wUus5nfPaZD/ 
! 
username admin privilege 15 password 7 0452311038176D7F041F1404050003052F 
username operador privilege 15 password 7 0209145E19260C2843400C0A 
no aaa new-model 
system mtu routing 1500 





crypto pki trustpoint TP-self-signed-3806169600 
 enrollment selfsigned 
 subject-name cn=IOS-Self-Signed-Certificate-3806169600 
 revocation-check none 
 rsakeypair TP-self-signed-3806169600 
! 
! 
crypto pki certificate chain TP-self-signed-3806169600 
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 certificate self-signed 01 
  3082022B 30820194 A0030201 02020101 300D0609 2A864886 F70D0101 05050030  
  31312F30 2D060355 04031326 494F532D 53656C66 2D536967 6E65642D 
43657274  
  69666963 6174652D 33383036 31363936 3030301E 170D3933 30333031 30303031  
  31325A17 0D323030 31303130 30303030 305A3031 312F302D 06035504 03132649  
  4F532D53 656C662D 5369676E 65642D43 65727469 66696361 74652D33 
38303631  
  36393630 3030819F 300D0609 2A864886 F70D0101 01050003 818D0030 81890281  
  8100CA06 2AF117A9 12CBBFD6 C6DE0FC0 BF937779 715248FF 1120D9C2 
0AC0B700  
  1BE48937 A3D38EFA E6A4FF3E 95A55294 89F9F96B 2A7479D2 BBDD69FD 
8D2570E8  
  58B57827 1FCB7462 59C979BB 90502CDE 1E9D5E66 DC8B7C59 22E360CC 
9781F29F  
  4FAB766C 51B020A4 EC47D640 23C08B0E 646EC81D FBAD3C63 F00CF3FE 
22E68816  
  BFF50203 010001A3 53305130 0F060355 1D130101 FF040530 030101FF 301F0603  
  551D2304 18301680 145A1C7C 82D67446 618FC18C 6CE5E389 C33A5711 
38301D06  
  03551D0E 04160414 5A1C7C82 D6744661 8FC18C6C E5E389C3 3A571138 
300D0609  
  2A864886 F70D0101 05050003 81810070 646ED035 CD3C47CB 50A0A6B7 
8130A363  
  75026C3D 9C86D22D A3F9A436 AAAC1043 FB37927A CCB4231A 01AC500E 
4B2A4EDD  
  386B2057 C5E1C7EE 05B9660C 2235F375 517E74FC 486F1CA4 653BDF51 
8BB114F8  
  F96A6671 8DDFCF8E 0B9F55DF 7B0F0D00 85AF49EE 4FD0449B 2D85AA84 
829A7EAA  
  1037A62A 280E6A73 C9784B4C DBC765 









spanning-tree mode rapid-pvst 
spanning-tree extend system-id 
spanning-tree vlan 122 priority 40960 
! 
vlan internal allocation policy ascending 
! 
vlan 111 
 name GESTION 
! 
vlan 122 







 switchport access vlan 122 
 switchport mode access 
 spanning-tree portfast 
! 
interface FastEthernet0/2 
 switchport access vlan 122 
 switchport mode access 





 switchport access vlan 122 
 switchport mode access 
 spanning-tree portfast 
! 
interface FastEthernet0/4 
 switchport access vlan 122 
 switchport mode access 
 spanning-tree portfast 
! 
interface FastEthernet0/5 
 switchport access vlan 122 
 switchport mode access 
 spanning-tree portfast 
! 
interface FastEthernet0/6 
 switchport access vlan 122 
 switchport mode access 
 spanning-tree cost 200001 
! 
interface FastEthernet0/7 
 switchport access vlan 122 
 switchport mode access 
! 
interface FastEthernet0/8 
 switchport access vlan 122 
 switchport mode access 
 spanning-tree portfast 
! 
interface FastEthernet0/9 
 switchport access vlan 122 
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 switchport mode access 
 spanning-tree portfast 
! 
interface FastEthernet0/10 
 switchport access vlan 122 
 switchport mode access 
 spanning-tree portfast 
! 
interface FastEthernet0/11 
 switchport access vlan 122 
 switchport mode access 
 spanning-tree portfast 
! 
interface FastEthernet0/12 
 switchport access vlan 122 
 switchport mode access 
 spanning-tree portfast 
! 
interface FastEthernet0/13 
 switchport access vlan 122 
 switchport mode access 
 spanning-tree portfast 
! 
interface FastEthernet0/14 
 switchport access vlan 122 
 switchport mode access 
 spanning-tree portfast 
! 
interface FastEthernet0/15 
 switchport access vlan 122 
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 switchport mode access 
 spanning-tree portfast 
! 
interface FastEthernet0/16 
 switchport access vlan 122 
 switchport mode access 
 spanning-tree portfast 
! 
interface FastEthernet0/17 
 switchport access vlan 122 
 switchport mode access 
 spanning-tree portfast 
! 
interface FastEthernet0/18 
 switchport access vlan 122 
 switchport mode access 
 spanning-tree portfast 
! 
interface FastEthernet0/19 
 switchport access vlan 122 
 switchport mode access 
 spanning-tree portfast 
! 
interface FastEthernet0/20 
 switchport access vlan 122 
 switchport mode access 
 spanning-tree portfast 
! 
interface FastEthernet0/21 
 switchport access vlan 122 
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 switchport mode access 
 spanning-tree portfast 
! 
interface FastEthernet0/22 
 switchport access vlan 122 
 switchport mode access 
 spanning-tree portfast 
! 
interface FastEthernet0/23 
 switchport access vlan 122 
 switchport mode access 
! 
interface FastEthernet0/24 
 description | ICX | SURC-P3-LAN-001 | Gi1/0/47 | 
 switchport trunk allowed vlan 111,122 
 switchport mode trunk 
! 
interface GigabitEthernet0/1 
 switchport trunk allowed vlan 111 
 switchport mode trunk 
! 
interface GigabitEthernet0/2 
 switchport trunk allowed vlan 111 
 switchport mode trunk 
! 
interface Vlan1 
 no ip address 





 ip address 192.168.111.31 255.255.255.0 
 no ip route-cache 
! 
ip default-gateway 192.168.111.1 
ip http server 
ip http secure-server 
snmp-server community Pn3.e.rtUcL13n RO 
! 
! 
line con 0 
line vty 0 4 
 login local 
 transport input all 





SURC-P3-BMS-001#   
 
 
**********************************************************************
******************************* 
