A new optimization approach to sparse reconstruction of log-conductivity in acousto-electric tomography is presented. This approach considers the minimization of a Tikhonov least-squares functional of measured power density together with an L 1 -norm penalization of the log-conductivity to promote sparsity and a Perona-Malik functional to enhance edges. This minimization is performed subject to the differential constraint given by two instances of the EIT equation. The resulting infinitedimensional optimization problem is approximated by finite differences and solved efficiently by a proximal scheme. Numerous pointers to existing literature are given to motivate the present framework and results of numerical experiments are presented that demonstrate the many advantages of the new approach.
Introduction. Electrical impedance tomography (EIT)
is a noninvasive imaging modality which reconstructs the conductivity in the interior of a body, given simultaneous measurements of direct or alternating electric currents and voltages at the boundary of the body [12, 21] . The mathematical formulation of EIT was first developed by Calderón in his pioneering work "On an inverse boundary value problem" [15] and is known as the "Calderón problem." Reconstructions obtained from EIT are usually known to have high contrast and find application in geophysical prospection [55] and in medical diagnosis of, e.g., breast cancer [27] , where different materials and tissues have widely varying conductivities. On the other hand, it is well known that this approach suffers from inherent loss of spatial resolution [28, 47] . Thus in recent years, in an attempt to obtain high resolution while preserving high contrast, several hybrid imaging modalities have been introduced that couple two or more physical phenomena. One of such imaging methods, known as acousto-electric tomography (AET), combines classical EIT with ultrasound imaging [4, 30, 54] . In this imaging modality, the object is probed by ultrasound waves in addition to current or voltage, which is applied through electrodes. This gives rise to a small local perturbation of the conductivity and the response in the electrostatic boundary field is measured. In turn, this allows for the computation of the local electric energy density (power density) in the interior of the object, which is given by (1) H(σ) = e σ |∇u| 2 , where σ is the unknown log-conductivity function and u is the corresponding electric potential. By changing the focus of the ultrasound wave, this energy density can be measured everywhere. The inverse problem is then to determine σ from measurements of H(σ). The AET method was first introduced in [54] , where a four-electrode impedance measuring system was used for detecting the acousto-electric signals. Since then, this work has generated a considerable amount of interest in the inverse problem and computational science communities to understand the uniqueness and stability of the AET inverse problem, classify artifacts, and develop efficient numerical algorithms to obtain accurate reconstruction from AET internal data.
The mathematical formulation of AET was first developed by [4] using the framework of the 0-Laplacian. In this framework, the starting point is to consider the following EIT log-conductivity equation (2) −∇ · (e σ ∇u) = 0 in Ω,
where the domain Ω ⊂ R n represents the object and Γ denotes its boundary. The next step is to use (1) to obtain e σ to be replaced in (2) . In this way, the following nonlinear equation is obtained (also known as the 0-Laplacian equation):
in Ω,
This problem is instrumental for theoretically investigating the AET problem assuming that H is a given function, although it is difficult to use in practice because it is highly nonlinear and the data represented by the measured values of H enter as a coefficient of the differential model. However, the analysis and application of (3) relies on linearization of this model so that actually an approximation of the AET problem is considered. Nevertheless, based on the results in [4, 7, 31, 32, 9] one can conclude that the linearized inverse problem corresponding to (3) is elliptic in the sense of Douglis-Nirenberg, and thus solvable, if there are at least n sets of measurements H i (σ), i = 1, . . . , n, corresponding to n boundary data f j D , j = 1, . . . , n, such that ∇u i and ∇u j are nowhere collinear for i = j. In two dimensions, it is possible to make such a choice of boundary conditions, but it might not be possible to do so for n = 3; see [4, 32, 18] . Moreover in [17] , it is shown that in three dimensions, it is impossible to obtain high contrast reconstructions. In [18] , from a theoretical point of view, an inversion formula is provided for the reconstruction of σ in AET, which makes explicit the parameter dependence of the solution with respect to the data. Furthermore in [8] , another inversion formula is proposed that aims at reconstructing σ assuming Lipschitz interior data and the knowledge of σ and ∇u at a point. However, the implementation of both these formulas appears to be difficult to realize and there is no numerical validation of their efficiency. Based on common experience, we believe that numerical reconstruction methods in AET are more applicable.
Reconstruction procedures in AET have been investigated numerically in both two and three dimensions. In [4] , two boundary current profiles are used and σ is determined by numerically solving (3) using a perturbation approach. In [18] , an optimization approach is used to reconstruct σ in a class of piecewise constant functions given the internal data in a partition of the domain and the conductivity near the boundary. This reconstruction is based on two boundary current measurements in the case n = 2 and three measurements in the case n = 3. In another work [31] , a reconstruction algorithm is proposed with the assumption that the conductivity is close to some initial guess. The reconstruction of anisotropic diffusion in AET with three and four sets of power density measurements was considered in [37] . In [26] , a linearized version of (3) was used to reconstruct σ using a Newton algorithm. In [49] , the sensitivity matrix associated with AET is investigated and the relationship between the electric energy density and the conductivity in this framework is discussed, suggesting that AET may provide high resolution images. In addition, a sparse reconstruction method was implemented in [1] with applications to hybrid imaging and later the reconstructions were improved using multifrequency data [2] . Most of these previous works deal with linearization methods [4, 31, 26] . In some of these works, it has also been demonstrated that for a two-dimensional problem, three sets of interior data give good reconstructions [18, 31, 37] . However obtaining such data is a computationally expensive task. Moreover, much less has been said about the contrast in the reconstruction results obtained in these works. We would like to point out that, while in most of the works on AET the focus has been on improving resolution, much less attention has been paid to achieve high contrast images, especially when considering objects with holes, inclusions, etc. It is the purpose of our work to develop an AET reconstruction framework in a complete nonlinear setup and develop a scheme that helps incorporate various apriori assumptions on the properties of σ so as to also facilitate better reconstruction of holes and inclusions even with two sets of interior data. Results of experiments demonstrate that our algorithm achieves very satisfactory balance between high resolution and contrast.
We contribute to the field of AET reconstruction with the formulation and validation of a new optimization approach. Our formulation does not rely on (3) and uses the linear EIT logconductivity equation as the governing model for a constrained optimization problem where the data and our prior information on the σ sought is encoded in an appropriately defined objective functional. This functional consists of a Tikhonov least-squares data-error term with a classical L 2 regularization, an L 1 -norm penalization of the log-conductivity to promote its sparsity, and a Perona-Malik (PM) functional of the gradient of σ to enhance edges. Since we focus on a two-dimensional setting, we assume two instances of the EIT model corresponding to two different Dirichlet boundary data such that they satisfy the solvability conditions of the AET inverse problem given in [3] . The motivation of our setting is manifold: By using an optimization approach governed by (2), we avoid having to solve (3) where, in principle, the noisy, irregular data enter as a coefficient of a singular PDE. Further, as we explain in detail below, while a least-squares data-error term with L 2 regularization is a common and well-validated choice, the addition of a sparsity promoting the L 1 -norm term implements our prior knowledge that organs (heart, lungs, etc.) consist of tissue with a distinct conductivity different from a background average value. Therefore, by appropriate scaling we obtain that log-conductivity is significantly different from zero only in correspondence to the objects we wish to visualize. The L 1 term improves resolution of our inversion technique. In addition, a very novel feature of our approach is to obtain a much better contrast of our imaging modality by introducing a PM term.
In order to solve our nonsmooth AET problem, we consider the characterization of its solutions in the Lagrange framework for optimization with PDEs [13, 34, 51] . This approach results in the derivation of an optimality system that includes the two instances of the EIT model and the corresponding adjoint AET problems, the latter with homogeneous Dirichlet boundary conditions and right-hand sides that result from differentiation of the Tikhonov data least-squares term in our objective. Furthermore, the optimality system includes the optimality condition that characterizes local minima.
Another contribution of our work is the successful implementation and validation of a proximal scheme that solves our nonsmooth PDE optimization problem. Proximal schemes can be considered state-of-the-art in solving l 1 -based sparse reconstruction problems as in magnetic resonance imaging [16, 22, 23, 39, 40, 42] . In our context, we use a variant of a proximal scheme for nonsmooth PDE control problems discussed in [45, 46] and demonstrate that this method is suitable for solving AET imaging problems. We remark that the proximal strategy offers some advantages with respect to the more sophisticated semismooth Newton (SSN) method [52] . In fact it does not require implementing the reduced Hessian and it possesses globalization properties. This makes proximal schemes easy to implement. Furthermore, as discussed in detail in [45, 46] , since in the case of PDE optimization problems the differential models are solved up to a given tolerance (inexact), the inexact SSN scheme and the proximal scheme show similar convergence behavior.
In contrast to this setting, we formulate our AET sparse reconstruction problem and motivate the choice of our optimization objective. In section 3, we discuss the theoretical aspects of our formulation and point out open issues and available results. In this section, our main focus is the derivation of the AET optimality system whose solution characterizes the solution of our AET inverse problem. In section 4, we illustrate our proximal strategy and present the corresponding algorithm. In section 5, we present results of experiments that validate the present AET approach and demonstrate the effectiveness of our method. For this purpose, we consider different test cases to show that our algorithm is accurate and robust, obtaining reconstructions of log-conductivity with high contrast and resolution. A conclusion section completes this work.
Formulation of a new AET reconstruction problem.
In the introduction, we have outlined the common approach to AET reconstruction that focuses on the solution of (3). However, this approach presents considerable theoretical and numerical difficulties that arise from the fact that (3) is highly nonlinear and includes the data directly in the coefficient of the differential model.
In this section, we aim at formulating an AET optimization problem that naturally accommodates measurement data and is governed by a linear model.
Our governing model is the EIT log-conductivity equation given by
where Ω ⊂ R 2 is a convex and bounded domain with Lipschitz boundary Γ, where Dirichlet boundary conditions are appropriately specified. In this model, u represents the electric potential and f is the voltage applied to the boundary. For ease of notation, we denote (4) with L(u, σ, f D ) = 0. The purpose of our work is the reconstruction of the electric conductivity σ = e σ based on measurements of the electric power density in the interior of the domain. In fact, we focus on the log-conductivity for convenience which we discuss below.
As mentioned in the introduction, this problem may be solvable if two sets of measurements are available that correspond to two different boundary datums, f 1 D and f 2 D . For this reason, we assume that the two sets of measurements are available and are denoted with H δ 1 and H δ 2 , respectively. The factor δ signifies that these measurements are affected by noise.
A well-known approach to solve this problem is through Tikhonov approximation, that is, find σ that minimizes the following least-squares functional,
where α 1 , α 2 , β are chosen positive weights and u 1 and u 2 represent the solutions to (4) with the given σ and
respectively. However, numerical experience shows that the conductivity obtained in this framework appears smeared, is sensitive to noise, and is prone to produce artifacts. For this reason, to fix these drawbacks, we investigate an augmented functional with a sparsity-promoting term and weak smoothing term with edge-preserving properties. Specifically, we consider the following objective functional
In this functional, the term γ σ L 1 (Ω) , γ > 0, provides an L 1 regularization of the leastsquares problem and promotes sparse reconstruction of the conductivity. This regularization approach implements a so-called compressed sensing technique, which is a well-known 1 -based optimization strategy in signal acquisition and reconstruction, allowing us to recover "functions" from a few samples; see [16, 23, 14, 35] . More recently, optimal control with L 1 cost functionals has become a central topic [50] , because these functionals give rise to sparse controls that are advantageous in many applications. In both finite-and infinite-dimensional contexts, sparsity means that we have the prior knowledge that the function sought is zero in large parts of the domain where it is defined and this prior is modeled by a minimum L 1 norm. Therefore the term γ σ L 1 (Ω) in our functional aims at the sparse reconstruction of σ with the assumption that this log-conductivity is equal to its background's value, σ = 0, in a large part of Ω and differs considerably from this value in correspondence to objects of different nature within the domain. Notice that our L 1 term applies on σ and not on ∇σ, which would correspond to a total variation regularization that is discussed below.
We notice that the combined L 2 -L 1 regularization allows us to construct a log-conductivity, and thus the imaging of objects inside Ω, that might be very irregular. This is far from our purpose of reconstructing images of objects, e.g., tissues in medical imaging, which are certainly more regular apart from edges that eventually define them. This is an additional prior knowledge that we incorporate into our functional with the last term in (5). This term is borrowed from the field of anisotropic diffusion where the aim is to damp image noise while keeping significant parts of the image content as edges and other details that are essential for the interpretation of the image. Specifically, anisotropic diffusion means strong diffusion and thus smoothing if |∇σ| 1, while if |∇σ| 1 weak diffusion applies and thus edges are approximately preserved. A well-known approach to implement anisotropic diffusion and obtain good contrast is by using a total variation (TV) regularization [20, 43] . However, this regularization leads to a nondifferentiable term, thus requiring more sophisticated solution techniques. On the other hand, anisotropic diffusion is tantamount to PM filters [41] and it is well known that the diffusion process driven by the PM equation decreases the TV during its evolution [44] . For this reason, we choose the energy functional of the PM equation for anisotropic diffusion [41] . Notice that the PM regularization term is differentiable and thus easier to implement than the TV regularization.
One can consider the PM model as the gradient flow generated by the nonconvex and lower semicontinuous functional given by
We refer to [53] for a general introduction to anisotropic diffusion and to [19, 25, 44] for further discussion of the PM functional. Here, we remark that, with our PM term, the effect of anisotropic diffusion is embedded in the smooth gradient step of the proximal scheme; see (36)- (41). In the section of numerical experiments, we demonstrate how our different regularization terms result in images with high resolution and high contrast. Now, we formulate our optimization problem for sparse reconstruction (SR) in AET (AETSR). We have
We refer to (6) as the AETSR problem. Notice that, in this formulation, the measured power density enters in the optimization functional and not as the coefficient of the governing differential model.
In the next section, we discuss the theoretical issues and challenges posed by (6) , while in the section of numerical experiments we present results that demonstrate the advantages of our formulation.
Theoretical aspects of the AETSR problem.
The purpose of this section is to address some theoretical issues that arise from our formulation of the objective functional. In particular, we point out the fact that the least-squares term requires H(σ) ∈ L 2 (Ω) and notice that the PM term is nonconvex.
To address the first issue, we recall our EIT log-conductivity problem (4) in a bounded Lipschitz domain Ω ⊂ R 2 . Notice that, although we write our PDEs in strong form, they are actually meant for the weak formulation.
We aim at recovering σ in the following admissible set,
We remark that, if σ ∈ L ad and the boundary function f D ∈ H 1/2 (Γ), there exists a unique solution u ∈ H 1 (Ω) to our EIT problem.
Further, in order that our least-squares term is meaningful, we need suitable gradient estimates for the solution u. This is a delicate issue in EIT theory and a central result in this field can be found in [36] , where it is stated that in space dimension 2 there is a real number Q > 2, depending on the lower and upper bounds of σ, such that (4) has a unique solution u ∈ W 1,p (Ω) for every p ∈ (Q/(Q − 1), Q). The optimal exponent in dimension 2 is p = 2K/K − 1, where 1/K < exp(σ) ≤ K [6] . Hence for p = 4, we require K = 2, which results in the constraints log(0.5) < σ l < σ u ≤ log(2); therefore, only low contrast values of σ are allowed. On the other hand, a useful gradient estimate can be obtained assuming that the conductivity is piecewise Hölder continuous [33] . From this reference, we have the following lemma [33, Lemma 1.3].
However, in the AETSR optimal control problem, it is difficult to enforce a priori that the conductivity is piecewise Hölder continuous. On the other hand, such a scenario arises naturally in EIT, where the conductivity is distributed in a composite medium Ω which is divided into a finite number of subdomains. In each subdomain, the conductivity is assumed to be smooth with discontinuities across the boundaries of the subdomains. Examples of such composite domains are the human torso which can be modeled mathematically using the heart and lung phantom [38] and the human head which can be modeled using the Shepp-Logan phantom [48] .
As we have already mentioned, in the original AET formulation, solvability of the corresponding inverse problem requires us to consider two different solutions of (4) corresponding to two different Dirichlet data, f j D , j = 1, 2. We have the following lemma from [3] ; see also [18] . 
As a consequence, taking measurements with, say, f 1 D = x and f 2 D = y, then u 1 and u 2 have no critical points and ∇u 1 , ∇u 2 are not collinear inΩ.
We complete our discussion of (4) stating the Fréchet differentiability of the map u(σ) : σ → u for the cases when σ ∈ L ∞ (Ω) and σ ∈ H 2 (Ω). The Fréchet differentiability of the map u(σ) was first proved in [15] and later in, e.g., [10, 32] .
Lemma 3.3. The map u(σ) defined by (4) is Fréchet differentiable as a mapping from
Next, we address the PM term in our functional. The function log(1+z 2 ) is not convex and therefore the PM functional is not weakly lower semicontinuous on W 1,p (Ω) for any 1 < p < ∞. However, J P M is a bounded from below lower semicontinuous Lipschitz functional for which a minimizer exists provided that the admissible set of σ is compact. In particular, this is the case if we consider L ad in the space of piecewise Hölder continuous functions.
We remark that, although our least-squares formulation and the PM functional pose theoretical issues that remain partially open, their use results in considerable advantage with respect to alternative formulations that are more amenable to theoretical consideration. In fact, consideration of the H(σ) and thus √ H δ in the least-squares term in (5) similarly to [18] , and the convexification of the PM term by scaling or smoothing as in, e.g., [19] , greatly frustrate the reconstruction ability of our method. This fact may be included in the list of PM paradoxes [29] .
Characterization of local minima.
It is clear from the discussion in the previous section that we cannot prove the existence of a local minimizer of our constrained optimization problem. However, we can reasonably assume that a local minimizer to (6) exists and discuss its characterization in the Lagrange framework [13, 34, 51] .
Based on the map (σ, f j D ) → u j , we can introduce the reduced cost functional
where u j (σ), j = 1, 2, denotes the unique solution to (4) for a given σ ∈ L ad and f With this preparation, the problem (6) can be reformulated as an unconstrained optimization problem as follows: (8) min
To characterize the solution of our optimization problem as a solution to a first-order optimality condition, we write the reduced functionalĴ as a composite functional as follows:
where
We have the following remark.
Remark 3.1. The functionalĴ 1 is smooth and possibly nonconvex, whileĴ 2 is nonsmooth and convex. Now, we define the subdifferential of a nonsmooth functional.
Definition 3.1 (subdifferential).
IfĴ is finite at a point σ, the Fréchet subdifferential ofĴ at σ is defined as follows [24] :
is the pivot space. In our setting, we have the following,
where ∇Ĵ 1 denotes the reduced gradient ofĴ 1 . Moreover, for each α > 0, we have ∂(αĴ ) = α∂Ĵ .
The following proposition gives a necessary condition for a local minimum ofĴ.
for σ in a small neighborhood of σ * . Using the convexity ofĴ 2 , we havê
Dividing by θ and considering the limit θ → 0, we obtain
Dividing by σ * − σ L 2 (Ω) , and considering the limit lim inf
we obtain −∇Ĵ 1 (σ * ) ∈ ∂Ĵ 2 (σ * ), using the definition of the subdifferential given in (10).
As shown in [50] , the inequality (11) implies that, for each λ ∈ ∂Ĵ 2 (σ * ), the following holds:
Using the definition ofĴ 2 in (9) and the fact that L ad is in the Hilbert space H 1 , the inclusion λ ∈ ∂Ĵ 2 (σ * ) gives the following,
A pointwise analysis of the variational inequality (12) leads to the existence of nonnegative functions λ * σ l , λ * σu ∈ L 2 (Ω) that serve as Lagrange multipliers for the corresponding inequality constraints in L ad . This leads to the following first-order optimality system [50] . 
The conditions (14) - (17) are known as the complementarity conditions for (σ * , λ * ).
We determine the L 2 (Ω) gradient ∇Ĵ 1 using the Lagrange framework and obtain (18)
where u 1 , u 2 satisfy the forward equations L(u 1 , σ * , f 1 D ) = 0 and L(u 2 , σ * , f 2 D ) = 0, respectively, and v 1 and v 2 satisfy the following adjoint equations,
and
Following [50] , we can write the complementarity conditions (14)- (17) in a convenient and elegant compact form. For this purpose, define
Then (λ * , λ * σ ) can be computed from
Therefore we define the following quantity,
where k ∈ R + . The following lemma establishes the complementarity conditions (14)- (17) 
where μ is defined in (21) . Now, using the gradient (18) and Lemma 3.6, we can write the AETSR optimality system corresponding to (13)- (17) as follows.
Theorem 3.2. A local optimal minimizer
, such that the following holds:
Numerical solution of the AETSR problem.
This section is devoted to numerical optimization and approximation schemes to solve our AETSR problem. We first illustrate a proximal strategy for PDE control problems that was proposed in [45, 46] and, at the end of this section, we discuss our discretization of the AETSR optimality system given in Theorem 3.2.
Proximal schemes are well known in the field of SR for magnetic resonance imaging where the solution of finite-dimensional optimization problems is considered. These methods were pioneered in the works [39, 42] and further developed in [16, 22, 23] showing that they can very efficiently solve l 1 -based inverse problems in signal recovery. In particular, in [40] a variant of a proximal method is introduced that solves nonconvex problems with l 1 sparsity promoting functionals where the differentiable part of the functional is possibly nonconvex. In [46] , this scheme is extended and analyzed in the context of infinite-dimensional optimization problems where convexity of the differentiable part of the reduced cost functional cannot be guaranteed.
The starting point to discuss proximal methods consists of identifying a smooth and a nonsmooth part in the reduced objectiveĴ(σ). Thus, we consider the following optimization problem min
Notice that our AETSR optimization problem has this composite structure withĴ 1 (σ) and J 2 (σ) specified in (9) and Remark 3.1.
In [46] , the following assumption are made ( · denotes the L 2 (Ω) norm):
is Fréchet differentiable and has Lipschitz-continuous gradient (31)
∇Ĵ 1 (σ) − ∇Ĵ 1 ( σ) ≤ L(Ĵ 1 ) σ − σ ∀σ, σ ∈ L ad ; (32)Ĵ 2 (σ)
is continuous, convex, and nondifferentiable. (33)
We assume that ∇Ĵ 1 (σ), given in (18) , is Lipschitz continuous. In fact, we are able to estimate an upper bound to the Lipschitz constant L(Ĵ 1 ) by a backtracking search scheme that we discuss below.
The following lemma is essential in the formulation of proximal methods.
Lemma 4.1. LetĴ 1 be differentiable with a Lipschitz continuous gradient with Lipschitz constant L(Ĵ 1 ). Then the following holds:
Proof.
Notice that L := L(Ĵ 1 ) represents the smallest value of L such that (34) is satisfied. The strategy of the proximal scheme is to minimize an upper bound of the objective functional at each iteration, instead of minimizing the functional directly. Lemma 4.1 gives us the following upper bound for all σ ∈ L ad . We have
where we have equality if σ = σ. Furthermore, we have the following equation arg min σ∈L ad
Now, consider (35) and recall thatĴ 2 (σ) = γ σ L 1 (Ω) . We have the following lemma [45] .
Lemma 4.2. The following equation holds:
arg min σ∈L ad τ σ L 1 + 1 2 σ − σ 2 = S L ad τ ( σ) for any σ ∈ L 2 (Ω),
where the left-hand side represents the proximal function and the projected soft thresholding function on the right-hand side is defined as follows:
Based on this lemma, we conclude that the solution to (35) is given by arg min σ∈L ad
which gives an approximation to the optimal σ sought. Therefore we arrive at the following iterative scheme,
starting from a given σ 0 . This is the so-called iterative shrinkage-thresholding algorithm (ISTA) scheme; see, e.g., [11, 45] . Notice that the argument of S L ad γ L resembles a gradient step at σ k in the direction of −∇Ĵ 1 (σ k ) with step size s = 1/L. Furthermore, notice that, in our case, the part of this gradient update step related to the PM functional and the L 2 regularization can be interpreted as the action of a regularized PM filter as discussed in [44] .
For the ISTA setting above, the following convergence rate of the proximal scheme is obtained in [45] . We have 
Using this sequence, the optimization variable σ k is updated by the following,
Now, replacing v k in (40) with (39), and assuming that
, we obtain the following iterative scheme [40, 46] :
where we initialize with σ −1 = σ 0 .
We remark that the discussion above is valid for L ≥ L(Ĵ 1 ) and the method is as effective as L is close to L(Ĵ 1 ). Thus the predicted convergence rates can be expected when the Lipschitz constant is exactly known. However, from the fact that s = 1/L represents the step size of a gradient update, we use a backtracking scheme to estimate an upper bound L k ≥ L(Ĵ 1 ) at every iteration step. Therefore we define the step size s k = 1/L k and replace τ in (36) with γ s k . Further, because of this replacement, the factor (39) is no longer optimal and we replace it with the so-called inertial parameter θ k . We refer to [46] for a theoretical discussion on how to determine s k and θ k such that (41) provides a convergent sequence towards a solution of an optimal control problem with the present structure. Our experience is that this algorithm performs well with a fixed θ k = θ, θ ∈ (0, 1). The proximal algorithm that implements (41) and includes the construction of s k is given in Algorithm 4.1 (we choose θ = 0.5, c 1 = 1.9, and c 2 = 10 −3 ).
To complete the illustration of our proximal scheme, we recall the fact that we aim at determining an optimal σ ∈ L ad ⊂ H 1 0 (Ω). However, the gradient ∇Ĵ 1 (σ) given by (18) is defined in L 2 (Ω) and therefore there is a mismatch in the difference σ k − s k ∇Ĵ 1 (σ k ), since we add an L 2 function to an H 1 function. To amend this mismatch, we should use the H 1 (Ω) gradient, which is related to the L 2 (Ω) gradient by the fact that ((
However, this results in a strongly smoothed H 1 reduced gradient that eventually produces a σ with blurred edges. For this reason, we determine our H 1 gradient considering a weighted H 1 product that corresponds to a suitable denoising of the ∇Ĵ 1 (σ). Specifically, we apply the denoising operator R(c) = (I − c Δ) −1 with a small denoising parameter c (we take c = 10 −3 ) and define (∇Ĵ 1 ) H 1 = R(c) ∇Ĵ 1 . Clearly, the smoothing effect increases with an increase in the value of c and, on the other hand, our PM functional promotes enhancement of the edges. Therefore we choose the value of c in relation to the weight η of the PM functional term (we take η = 10 −2 ).
In Algorithm 4.1, we present our variable inertial proximal (VIP) scheme that we use in our experiments. Algorithm 4.1 VIP method.
Initialize: E 0 = 1, k = 0, choose θ ∈ (0, 1), and c 1 < 2 and c 2 > 0;
Notice that in this algorithm, the main computational effort is the calculation of the reduced gradient ∇Ĵ 1 . This requires the solution of the forward EIT problems and the corresponding adjoint problems as given in Theorem 3.2. For this purpose, we use the cellnodal finite-difference approximation that is discussed in detail in [5] . This scheme is used to discretize (24)- (27) . For illustration of this method, we consider the following equation in Ω = (a, b) 2 ⊂ R 2 :
where f and f D are assumed continuous in Ω and on Γ, respectively. We consider a sequence of uniform grids {Ω h } h>0 given by
where N represents the number of cells in each direction and h = (b−a) N is the mesh size. The corresponding cell-nodal discretization is to place the unknown u and σ at the nodes of the grid. This leads to the following approximation of (42) at the grid point (x i , y j ): 
The Dirichlet boundary datum f D is included in the usual way in the right-hand side of the algebraic equation. One-sided finite differences are used to evaluate the right-hand sides of the adjoint equations and the ∇Ĵ 1 gradient.
Numerical experiments.
This section is devoted to the numerical validation of our AETSR framework. We consider different experiments to address various aspects of our formulation and, at the same time, show the effectiveness of our method with the reconstruction of different types of objects. To further demonstrate the superior performance of our AETSR scheme in recovering extended log-conductivities, we also present a comparison with results obtained by the linearized parametrix method in [31] . Moreover, we report the convergence history of our AETSR algorithm to show that its computational performance is in agreement with the expected proximal convergence behavior.
We choose the two boundary datums as f 1 d = x, f 2 D = y on Γ, which is the boundary of Ω = (−1, 1) × (−1, 1) . The weights in the functional (5) are chosen as follows: α 1 = α 2 = 1.0, β = 0.1, γ = 0.01, δ = 0.01. The denoising parameter is c = 0.001, and the parameter setting of our VIP method is θ = 0.5, c 1 = 1.9, c 2 = 0.001, T OL = 10 −4 , and the maximum number of iterations for the VIP scheme equals 20. We remark that in all experiments, the VIP scheme terminates due to the criterion of maximum number of iterations. Moreover, our VIP scheme shows an O(1/k) convergence rate as demonstrated in Figure 1(c) .
In all the experiments, the domain Ω is uniformly discretized into N = 150 subintervals in both the x and y directions; thus h = 0.013. To generate the data H δ , we first solve for u in (4) with a given value of σ on a finer mesh with N = 400 solving the cell-nodal finitedifference model described in section 4. In a second step, we compute ∇u with one-sided finite differences to obtain H δ on the finer mesh. We finally restrict the resulting H δ onto the coarser mesh with N = 150 and take this as our given data to which we also add noise in some of the experiments.
In our Test Case 1, we consider a phantom for σ represented by a disk centered at (0.25, 0.25) with radius 0.25. The value of σ inside the disk is 1 and 0 elsewhere. The plots of the actual σ and the reconstructed σ are shown in Figure 2 . Figure 2(b) shows the reconstruction of σ ∈ L ad without any regularization terms, i.e., β = γ = δ = 0, and no smoothing of the gradient in the optimization process, c = 0. We see the presence of strong artifacts that align at angles of 45 degrees to the horizontal axis. These are the directions in which the linearized problem corresponding to (3) is degenerate (see [26] ) and thus it is a distinctive feature of the inverse problem rather than of the reconstruction.
Figure 2(c) shows the result of AETSR reconstruction without the PM regularization term, δ = 0, but with the L 2 − L 1 regularization and the H 1 denoising operator with the values of the parameters given above. One can observe that the artifacts are reduced to a great extent because of the sparsity prior and H 1 denoising which reduces the artifacts. However, this smoothing action results in a loss of contrast and resolution that results in lower values of σ. This drawback is largely remedied by the action of the PM regularization term that is added to the reconstruction process whose corresponding result is depicted in Figure 2(d) . We recover the parameter values fairly well along with an improved resolution.
To demonstrate that our scheme produces better images, we first increase the number of grid points to N = 200. We then reconstruct σ using 5 iterations of the linearized parametrix algorithm as described in [31] (a larger number of iterations does not improve the result). This reconstruction is shown in Figure 1(b) . We also apply our AETSR scheme with N = 200 grid points and the obtained reconstruction is shown in Figure 1(a) . It can be clearly seen by comparison that our AETSR scheme provides a better contrast while obtaining the same resolution in both cases. Also related to this experiment, in Figure 1(c) , we aim at demonstrating the O(1/k) order of convergence for the VIP scheme. In fact, we observe a better convergence rate and this is true for all subsequent experiments.
For Test Case 2, we consider the heart and lung phantom for σ as described in [38] . It has a background value of 0 that is perturbed in two ellipses representing lungs where the value is 1 and in a circular region representing a heart where the value is 0.5. The plots of the actual σ and the reconstructed σ are shown in Figure 3 .
In Figures 3(b) and 3(c), we can see that the AETSR reconstruction provides edges that are preserved and the sparsity pattern is obtained leading to improved contrast and resolution; see, in particular, Figure 3(c) . Further, we test the robustness of our AETSR scheme by introducing Gaussian noise in the data H δ . In Figures 3(d) and 3(e) , we present the result of reconstruction with 5% and 10% additive Gaussian noise, respectively. The notation m% additive Gaussian noise represents the ratio of the standard deviation of the Gaussian noise in the data to the actual values of the data and the noise is added as follows:
where H δ is the two-dimensional matrix of data with noise, H is the two-dimensional matrix Figure 4 where it appears clearly that our AETSR scheme is able to deliver high resolution even in the presence of objects with corners. Also notice that in this case the contrast is less satisfactory but still fairly well recovered. We also notice that the value of σ inside the hole is close to 0, the background value, as in the actual phantom.
To demonstrate the effectiveness of our algorithm to recover extended log-conductivities, we modify Test Case 3 and consider a combination of phantoms: one is supported on a square annulus S a = {(x, y) ∈ R 2 : −0. 8 Figure 5 where it appears clearly that our AETSR scheme is able to deliver high resolution even in the presence of objects with corners and occlusion as shown in Figure 5 (b). In this challenging case, the contrast is satisfactory as we obtain a negative value of σ ≈ −1 inside the hole. We compare our reconstruction with the result of 10 iterations of the linearized parametrix algorithm described in [31] ; see Figure 5 (c). The value of σ, obtained with the parametrix method, inside the hole is 0.6. We also notice the presence of very strong artifacts in Figure  5 (c). We, thus, clearly obtain images with a better resolution and contrast and far fewer artifacts. In Test Case 4, we consider a modified heart and lung phantom for σ. In this more challenging case, a cardioid represents the shape of the heart with the value σ = 0.5 and two "boomerangs" represent the shapes of the two lungs with σ = 1.0. The plots of the actual σ and the reconstructed σ are shown in Figure 6 .
The Figures 6(b) and 6(c) show the top and rotated views of the reconstructed σ. We see that the edges are well restored and, except in the vicinity of the corners, the AETSR reconstruction is almost piecewise constant, which demonstrates the accuracy of our approach. Results with almost the same quality are obtained also considering 5% and 10% Gaussian noise in the data.
In Test Case 5, we demonstrate the consistency of our optimization framework in the case when only partial internal and boundary data are available. For the first case, the internal data H δ are specified only in the subdomain x ≤ 0, y ≤ 0. For the second case, Dirichlet boundary data given by f 1 = x, f 2 = y are assumed only on a part of the domain boundary (a) Actual phantom. x ≤ 0, y ≤ 0. On the remaining part of the boundary we impose homogeneous Neumann boundary conditions, which means that in this part of the boundary we have no boundary measurements and hence we have limited-view data. For the test phantom, we consider a (b) Reconstruction with partial internal data. For the case with partial internal data, we see from Figure 7 (b) that the square annulus which is supported in the subdomain where internal data are available is reconstructed well though the resolution and contrast are distorted due to the presence of strong artifacts (blurring effects) generated by the loss of internal data. This also results in the disk not being reconstructed.
For the case of limited-view data, Figure 7 (c) shows that the reconstructions obtained near the Dirichlet boundary are good. We recover the edges and the values of the square annulus fairly well. We also investigated ∇u near the Neumann boundary region and it turned out to be close to zero. Thus the inverse problem is nonelliptic near the Neumann boundary and this explains the presence of strong artifacts in these regions.
Conclusion.
In this paper, a new optimization approach to SR of log-conductivity in AET was presented. This approach can be described as solving a PDE-constrained optimization problem governed by the EIT model and with a novel functional objective including a Tikhonov least-squares functional of measured power density together with an L 1 -norm penalization of the log-conductivity to promote sparsity and a PM functional term to enhance edges.
The solution of this nonsmooth optimization problem was characterized as the solution of the corresponding first-order necessary optimality conditions and solved by a proximal scheme. Results of numerical experiments were presented that successfully demonstrated the effectiveness of the proposed approach. Using this approach, images with a very satisfactory balance between high resolution and contrast were obtained.
