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DISCRETE HOMOTOPY OF TOKEN CONFIGURATIONS
BOB LUTZ
Abstract. This paper studies graphical analogs of symmetric products and unordered
configuration spaces in topology. We do so from the perspective of the discrete homotopy
theory introduced by Barcelo et al. Our first result is a combinatorial version of a theorem
of P. A. Smith, which says that the fundamental group of any nontrivial symmetric product
of X is isomorphic to H1(X). Our second result gives conditions under which the n-strand
braid group of a graph is isomorphic to its discrete analog.
1. Introduction
Interesting classes of spaces arise from the action of the symmetric group Σn on the
coordinates of a product space. For example, the symmetric product SPn(X) of a topological
space X is the quotient of the Cartesian product Xn by Σn. Symmetric products are studied
in topology for their nice homotopical properties, in geometry when X is an algebraic curve,
and in physics as examples of orbifolds [3, 5, 31].
Another example is the (unordered) configuration space Fn(X), defined as the quotient by
Σn of the space
{(x1, . . . , xn) ∈ X
n : xi 6= xj if i 6= j}.
Configuration spaces and their fundamental groups, called braid groups, are central objects
in many areas, including knot theory, mapping class groups and motion planning [11, 18].
In this paper, we study combinatorial analogs of these quotient spaces. Given a graph G,
let G(n) denote the quotient graph of the Cartesian graph product Gn by the action of Σn.
This quotient is sometimes called a reduced power of G [25]. The vertices of G(n) can be
regarded as configurations of n identical tokens on the vertices of G with overlaps allowed.
Let G[n] denote the subgraph of G(n) induced by all token configurations with no overlaps.
This subgraph is called the n-token graph of G [17].
Figure 1. A path of 3-token configurations on the 9-cycle graph.
Mirroring the interest in homotopy groups of SPn(X) and Fn(X), we study the graphical
analogs G(n) and G[n] in terms of the discrete homotopy theory introduced in [7]. In this
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theory, intervals are replaced by path graphs, and continuous maps Sn → X are replaced
by graph maps Zn → G with finite support. The relevant groups An(G), called the discrete
homotopy groups of G, are defined combinatorially. Originally used to study complex systems
and their dynamics, this theory has found intriguing applications to subspace arrangements
and group theory [8, 9, 13]. An accompanying homology theory was introduced in [6]; the
resulting groups Hn(G) are called the discrete singular cubical homology groups of G.
A key feature of the symmetric product is that it turns homotopy into homology. More
precisely, it is often the case that πk(SP
n(X)) ∼= Hk(X). The earliest result in this vein is
due to P. A. Smith [33], who showed essentially that if n ≥ 2, then π1(SP
n(X)) ∼= H1(X)
for any CW complex X (see [14, Satz 12.15]). We prove a discrete version of this result:
Theorem 1.1. If n ≥ 2, then the discrete fundamental group A1(G
(n)) is isomorphic to the
first discrete singular cubical homology group H1(G).
In essence, Theorem 1.1 says that G(n) abelianizes the discrete fundamental group of G
when n ≥ 2. To prove this, we combine the argument of Smith with a discrete Hurewicz
theorem in dimension 1 [6, Theorem 4.1] and the main result of [25], which describes an
explicit cycle basis of G(n).
Our second result connects discrete homotopy theory to braid groups. Recall that the
braid groups of a space X are defined as Bn(X) = π1(Fn(X)). Classically, the study of braid
groups was restricted to manifolds [10]. For example, the Artin braid groups can be defined
as Bn(R
2). The braid groups of graphs, regarded as 1-dimensional CW complexes, are of
considerable interest among non-manifolds [1, 12, 19, 28].
One way to think of points in Fn(G) is as configurations of robots moving continuously
about a factory floor, where the edges of G represent tracks or guidewires [2]. The braid
groups Bn(G) measure the complexity of control schemes for this system [23, 24]. When n
is small, the discrete fundamental group A1(G
[n]) provides the same data as the braid group
Bn(G), except that it ignores local exchanges of robots around small cycles of G. Thus when
G contains no small cycles, the groups are the same:
Theorem 1.2. If G is sufficiently subdivided for n and contains no 3- or 4-cycles, then the
discrete fundamental group A1(G
[n]) is isomorphic to the braid group Bn(G).
The hypothesis that G is sufficiently subdivided simply places an upper bound on n; we
will give a proper definition in Section 3. Our proof of Theorem 1.2 uses a cubical complex
Dn(G) introduced by Abrams [1]. This space, called the (unordered) discrete configuration
space of G, is a “skeletonized” version of Fn(G).
Corollary 1.3. Fix a graph G and a positive integer n. By subdividing the edges of G, one
can obtain a graph H such that A1(H
[n]) is isomorphic to Bn(G).
The paper is organized as follows. In Section 2 we review the basics of discrete homotopy
theory and discrete singular cubical homology. In Section 3 we discuss basic properties of
reduced powers and token graphs and provide examples. In Section 4 we prove Theorem 1.1.
In Section 5 we prove Theorem 1.2 and discuss the meaning of local exchanges. Finally, in
Section 6 we pose several open questions.
2. Discrete homotopy and homology groups
By a graph we will mean a connected, simple, locally finite one. We write u ≃ v when u
and v are adjacent or equal vertices of a graph. For graphs G and H , let us write f : G→ H
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when f is a function from the vertex set of G to the vertex set of H . A graph map is a
function f : G → H such that if u ≃ v, then f(u) ≃ f(v). Let Z denote the graph whose
vertices are the integers, with an edge between i and j if and only if |i− j| = 1. For m ≥ 0,
let Im denote the subgraph of Z induced by {0, . . . , m}.
2.1. Discrete fundamental group. Fix v0 ∈ G. We write f : (Z, ∂Z) → (G, v0) if f is a
function Z → G and there exists an integer rf ≥ 0 such that f(i) = v0 whenever |i| ≥ rf .
We will assume that rf is the minimum such integer. The concatenation of two graph maps
f, g : (Z, ∂Z)→ (G, v0) is the graph map p : (Z, ∂Z)→ (G, v0) given by
p(i) =
{
f(i+ rf ) if i ≤ 0
g(i− rg) if i ≥ 0
Let h : Z × Im → G be a graph map for some m, and write hj(i) = h(i, j) for all i and j.
We say that h is a based homotopy from f to g if
(1) h0 = f and hm = g
(2) hj is a graph map (Z, ∂Z)→ (G, v0) for all j.
Based homotopy defines an equivalence relation on graph maps (Z, ∂Z)→ (G, v0).
Definition 2.1. The discrete fundamental group of G is the set A1(G, v0) of based homotopy
classes [f ] of graph maps f : (Z, ∂Z) → (G, v0), endowed with a group structure as follows.
The identity element is the class of the identity graph map Z → v0. The product of two
classes [f ] and [g] is the class of the concatenation of f and g.
We will not prove that the group operation in A1(G, v0) is well defined, or that it satis-
fies the group axioms. Our definition differs slightly, but not materially, from the original
definition in [7]. Using similar ideas, one can define an infinite family of discrete homotopy
groups An(G, v0). Since we have assumed that G is connected, the group A1(G, v0) does not
depend on the choice of base vertex v0. We therefore write A1(G) = A1(G, v0).
Proposition 2.2 ([7, Proposition 5.12]). Let X(G) denote the CW complex obtained from G
by attaching a 2-cell to each 3-cycle and chordless 4-cycle of G. We have A1(G) ∼= π1(X(G)).
Example 2.3. Consider the 2-dimensional cubical complex X pictured in Figure 2. Let G
be the 1-skeleton of X . We have X(G) = X , which is homeomorphic to the Klein bottle, so
Proposition 2.2 says that A1(G) ∼= 〈a, b | aba = b〉.
Figure 2. A 2-dimensional cubical complex.
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2.2. Discrete singular cubical homology. Let Qn denote the n-cube graph, defined by
Qn =
{
I0 if n = 0
In1 if n ≥ 1.
For n ≥ 0, let Ln(G) denote the free abelian group generated by all graph maps f : Qn → G.
For 1 ≤ k ≤ n, let D±k f : Qn−1 → G be the graph maps given by
D−k f(i1, . . . , in−1) = f(i1, . . . , ik−1, 0, ik, . . . , in)
D+k f(i1, . . . , in−1) = f(i1, . . . , ik−1, 1, ik, . . . , in).
A map f is called degenerate if D−k f = D
+
k f for some k. By definition, no map Q0 → g
is degenerate. Let Dn(G) denote the subgroup of Ln(G) generated by all degenerate maps,
and let Cn(G) = Ln(G)/Dn(G). Define a graph map ∂nf by
∂nf =
n∑
k=1
(−1)n(D−k f −D
+
k f).
Extending linearly, we obtain a homomorphism ∂n : Cn(G) → Cn−1(G) for each n ≥ 1. It is
routine to check that (C•, ∂•) is a chain complex.
Definition 2.4. The nth discrete singular cubical homology group of G is the quotient
Hn(G) = ker ∂n/ im ∂n+1.
Proposition 2.5 ([6, Theorem 4.1]). The first discrete singular cubical homology group
H1(G) is isomorphic to the abelianization of the discrete fundamental group A1(G).
Example 2.6. Let G be the graph from Example 2.3. Proposition 2.5 gives H1(G) ∼= Z⊕Z2.
3. Reduced products and token graphs
As in the introduction, let G(n) denote the quotient graph of Gn under the action of Σn.
The vertices of the nth reduced power G(n) correspond to configurations of n indistinguishable
tokens placed on the vertices of G, with multiple tokens allowed on each vertex. Two such
configurations are adjacent if and only if they differ by moving exactly one token to an
adjacent vertex of G.
We represent each configuration of tokens by a monomial in the vertices of G, where the
multiplicity of a vertex is the number of tokens on that vertex. For example, if the vertices
of G = K3 are labeled u, v and w, then the monomial u
2v corresponds to the configuration
with 2 tokens on u, 1 token on v and no tokens on w. Two monomials x and y of degree n
are adjacent as vertices of G(n) if and only if
lcm(x,y)
gcd(x,y)
= uv
for adjacent vertices u and v of G.
The token graph G[n] is the subgraph of G(n) induced by all configurations with at most
one token at each vertex. Equivalently, G[n] is induced by the squarefree monomials. Clearly
G(1) = G[1] = G, and G[n] is empty if n > t, where t is the number of vertices of G. Moreover
we have G(n) ∼= G(t−n+1) for all n. Since G is connected, both G(n) and G[n] are connected
as well [17, Theorem 5].
We regard a path in G as a sequence P = (p0, . . . , pℓ) of vertices with pi ≃ pi+1 for all i.
Thus P is a cycle if p0 = pℓ. The length of P is defined to be ℓ.
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Definition 3.1. A vertex v ∈ G is essential if deg v 6= 2. We say that G is sufficiently
subdivided for n if it satisfies the following conditions:
(1) Every path between distinct essential vertices of G has length at least n− 1
(2) Every cycle based at an essential vertex of G that is not nullhomotopic (when re-
garding G as a topological space) has length at least n + 1.
Since G is simple, it is always sufficiently subdivided for 2. Clearly if G is sufficiently
subdivided for n, then it is sufficiently subdivided for all m ≤ n. For any fixed G and n, one
can subdivide the edges of G to obtain a graph that is homeomorphic to G and sufficiently
subdivided for n. This process, illustrated in Figure 3, does not affect the braid groups.
Figure 3. A graph sufficiently subdivided for at most 2, left, and a homeo-
morphic graph sufficiently subdivided for at most 5, right.
Example 3.2 (Paths). Consider the path graph Im. Let ∆m,n denote the subgraph of Z
m
induced by the set
{x ∈ Zm : 0 ≤ x1 ≤ · · · ≤ xm ≤ n}.
Thus ∆m,n consists of the integer points in an m-simplex. We identify I
(n)
m with ∆m,n as
follows. As described above, we regard the vertices of I
(n)
m as monomials x. For each i ∈ Im,
let x(i) denote the multiplicity of i in x. For k = 1, . . . , m, let φk : I
(n)
m → Z be given by
φk(x) =
m∑
i=m−k+1
x(i).
Let φ : I
(n)
m → ∆m,n be given by φ(x) = (φ1(x), . . . , φm(x)). It can be shown that φ is a
graph isomorphism.
We can describe I
[n]
m similarly. Let Γn,m be the subgraph of Z
n induced by the set
{x ∈ Zm : 0 ≤ x1 < · · · < xn ≤ m}.
The n-token configurations on Im with at most one token on each vertex can be identified
with the strictly increasing functions {1, . . . , n} → {0, . . . , m}, or equivalently with the
vertices of Γn,m. This identification gives an isomorphism I
[n]
m
∼= Γn,m. Additionally we have
∆m,n + (0, . . . , m− 1) = Γm,n+m−1, so in fact
I(n)m
∼= I
[m]
n+m−1.
Using these descriptions and Proposition 2.2, one can show that A1(Im), A1(I
(n)
m ) and A1(I
[n]
m )
are trivial for all n. Since G is sufficiently subdivided for m, Theorem 1.2 implies that the
braid group Bn(Im) is trivial whenever n ≤ m. It is not hard to see that Fn(Im) is an
n-simplex, so in fact Bn(Im) is trivial for all n.
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Figure 4. From left to right: the graphs I
(1)
2
∼= I
[2]
2 , I
(2)
2
∼= I
[2]
3 and I
(3)
2
∼= I
[2]
4 .
Example 3.3. Let G be the graph on the left of Figure 5. Proposition 2.2 implies that
A1(G) ∼= F2, where Fn is the free group of rank n. Theorem 1.1 then gives A1(G
(n)) ∼= Z2
for all n ≥ 2. With the help of SageMath [34], we can compute
A1(G
[n]) ∼=

Z ∗ (Fn−1 ⊕ Z) if 1 ≤ n ≤ 4
F4 ⊕ Z if n = 5
Z ∗ (F9−n ⊕ Z) if 6 ≤ n ≤ 9,
where ∗ denotes the free product. For n ≥ 3, we should not expect these to resemble the
braid groups Bn(G), since G is not sufficiently subdivided for these values of n.
Figure 5. Three graphs.
Example 3.4 (Bouquets of cycles). Let G be the graph obtained by identifying a single
vertex on each of k disjoint m-cycle graphs, where m ≥ 5. In other words, G is a “wedge
sum” of m-cycles. The case k = 3 and m = 5 is illustrated in the center of Figure 5.
Proposition 2.2 implies that A1(G) ∼= Fk, so Theorem 1.1 gives A1(G
(n)) ∼= Zk for all n ≥ 2.
Theorem 1.2 implies that A1(G
[n]) ∼= Bn(G) for all n < m. It is shown in [26, Proposition
3.4] that B2(G) is a free group of rank
3
(
k
2
)
+ 1. (3.1)
For all n, the general result [28, Theorem 3.16] implies that the first singular homology group
H1(Fn(G)) is a free abelian group of rank
(2n− 1)
(
n + k − 2
n
)
+ 1. (3.2)
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This agrees with (3.1) in the case n = 2, since G is sufficiently subdivided for 2. Compu-
tations suggest that Bn(G) is a free group of rank (3.2) whenever n < m, but we have not
found a proof of this in the literature.
Example 3.5 (Stars). Let Sm denote the star graph on m+ 1 vertices. For example, S5 is
pictured on the right of Figure 5. Let Θm,n be the subgraph of Z
m induced by the vertex set
{x ∈ Zm : x1 + · · ·+ xm ≤ n and xi ≥ 0 for all i}.
This is the set of integer points of an m-simplex. Label the internal node of Sm 0 and
the leaves 1, . . . , m. Regarding the vertices of S
(n)
m as monomials x, let x(i) denote the
multiplicity of each i ∈ Sm in x. Let ψ : S
(n)
m → Θm,n be given by ψ(x) = (x(1), . . . ,x(m)).
It is routine to check that ψ is a graph isomorphism. Under this isomorphism, the token
graph S
[n]
m is the subgraph of the m-cube Qm induced by all vertices whose coordinates sum
to n− 1 or n. It follows that S
[n]
m is a (m,n)-biregular graph on
(
m+1
n
)
vertices.
Proposition 2.2 and Theorem 1.1 imply that A1(Sm) and A1(S
(n)
m ) are trivial. However,
A1(S
[n]
m ) is often nontrivial. Using ideas from Section 5, it is not hard to show that A1(S
[n]
m )
is free. We propose the following formula for its rank, which we have checked for m ≤ 11
and n ≤ 7 using SageMath [34]:
Conjecture 3.6. The free group A1(S
[n]
m ) is of rank
(n− 1)
(
m
n
)
−
(
m
n− 1
)
+ 1. (3.3)
It is proven in [19, Corollary 4.2] that Bn(Sm) is a free group of rank
1
(m− 2)
(
n +m− 2
n− 1
)
−
(
n+m− 2
n
)
+ 1. (3.4)
When n = 2, this formula agrees with (3.3), since Sm is sufficiently subdivided for 2. However,
Sm is not sufficiently subdivided for n ≥ 3, and the formulas differ in these cases.
4. Proof of Theorem 1.1
Order the vertices of G as (v0, v1, . . . , vm). Let C1(G) denote the free abelian group with
basis {vivj : i < j and vi ∼ vj}. In other words, C1(G) is the group of 1-chains of G if we
regard G as a 1-complex. Given vertices vi ≃ vj of G, define a 1-chain [vi, vj] by
[vi, vj ] =

vivj if i < j
−vjvi if i > j
0 if i = j.
Given a path P = (p0, . . . , pℓ) in G, we write
[P ] =
ℓ−1∑
i=0
[pi, pi+1].
In this notation, P is a cycle when p0 = pℓ. Let H1(G) denote the subgroup of C1(G)
generated by {[C] : C is a cycle of G}. This is the first simplicial homology group of G.
1A much larger value for rkBn(Sm) appears in [23, Proposition 4.1]. Computations support (3.4).
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Let x ∈ G(n−1), where we think of G(0) as consisting only of the identity monomial 1. Let
Gx denote the subgraph of G(n) induced by all monomials divisible by x. It is not hard to
see that Gx is isomorphic to G. The following proposition will play an important role in
proving Theorem 1.1.
Proposition 4.1. Let n ≥ 2. There is a set S of 4-cycles of G(n) such that for any x ∈ G(n−1)
we have
H1(G
(n)) = H1(Gx)⊕ S,
where S is generated by {[C] : C ∈ S}.
Proposition 4.1 is an integral version of [25, Theorem 1], which describes a cycle basis
of G(n), i.e. a basis of H1(G
(n);Z2). It turns out that this is also a basis of H1(G
(n)) =
H1(G
(n);Z). Most of the relevant arguments from [25] apply in the integral case without any
changes. The lone exception is [25, Lemma 1], which we adapt as Lemma 4.3 below.
We can construct generating sets of H1(Gx) and S as follows. Let T be a spanning tree of
G. For each edge e of G not in T , choose a cycle Ce such that Ce contains e, and every edge of
Ce \ e is contained in T . It is well known that the 1-chains [Ce] form a basis for H1(G). Any
cycle C = (p0, . . . , pℓ) of G corresponds to a cycle Cx in Gx given by Cx = (p0x, . . . , pℓx).
Clearly the 1-chains [Cex] form a basis for H1(Gx).
We can take the set S in Proposition 4.1 to be the set of Cartesian squares of G(n), which
we now define.
Definition 4.2. Let n ≥ 2. Given distinct edges ab and cd of G and a monomial x ∈ G(n−2),
there is a simple 4-cycle (ab cd)x of G(n) given by
(ab cd)x = (acx, adx, bdx, bcx, acx).
A 4-cycle of this form is called a Cartesian square of G(n).
acx adx
bdxbcx
Figure 6. A Cartesian square of G(n).
Any graph map f : G → H induces a homomorphism f ∗ : C1(G) → C1(H) by setting
f ∗([(u, v)]) = [(f(u), f(v))] and extending linearly. If C = (v0, . . . , vk) is a cycle of G,
then clearly f(C) = (f(v0), . . . , f(vk)) is a cycle of H . It follows that f
∗ restricts to a
homomorphism H1(G)→ H1(H) given by f
∗([C]) = [f(C)].
Lemma 4.3. Let η : Gn → G(n) be the graph map given by
η(v1, . . . , vn) =
n∏
i=1
vi.
The induced homomorphism η∗ : H1(G
n)→ H1(G
(n)) is surjective.
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Proof. We first claim that if two vertices of Gn differ by a permutation of their coordinates,
then there is a path in Gn between these two vertices whose image under η∗ ◦ [·] is 0. Let a
and b be vertices of G. Consider an arbitrary vertex of Gn that contains a and b among its
coordinates; write this arbitrary vertex as (. . . , a, . . . , b, . . .). Let P = (p0, . . . , pℓ) be a path
in G from a to b. Let Q be the path in Gn given by
Q = ((. . . , p0, . . . , b, . . .), (. . . , p1, . . . , b, . . .), . . . , (. . . , pℓ, . . . , b, . . .)).
Let R be the path in Gn given by
R = ((. . . , a, . . . , pℓ, . . .), (. . . , a, . . . , pℓ−1, . . .), . . . , (. . . , a, . . . , p0, . . .)).
The concatenation Q+R is a path in Gn from (. . . , a, . . . , b, . . .) to (. . . , b, . . . , a, . . .). More-
over, we have
[Q +R] = [Q] + [(. . . , b, . . . , b, . . .), (. . . , b, . . . , b, . . .)] + [R]
= [Q] + [R].
Since η(Q) is the reverse of η(R), we have η∗([Q]) = −η∗([R]), so η∗([Q + R]) = 0. Thus
the claim holds for transpositions of coordinates. Since any permutation is a product of
transpositions, the claim follows.
Let C = (x0, . . . ,xk) be a cycle of G
(n). We construct a cycle Z of Gn such that η∗([Z]) =
[C]. For each i = 0, . . . , k − 1 let (ui,vi+1) be a pair of adjacent vertices of G
n such
that f ∗([(ui,vi+1)]) = [(xi,xi+1)]. For i = 0, . . . , k − 1, the vertices ui and vi differ by a
permutation of their coordinates, so by the claim above, there is a path Pi from vi to ui
such that η∗([Pi]) = 0. Let Z be the following cycle of G
n:
Z = (u0,v1) + P1 + (u1,v2) + P2 + · · ·+ (uk−2,vk−1) + Pk−1 + (uk−1,vk).
We have η∗([Z]) = [C], as desired. 
Proof of Proposition 4.1. We construct a homomorphism φ : H1(G
(n)) → H1(G), following
[25]. Let x and y be adjacent vertices of G(n), so that x/y = u/v for some u, v ∈ G. Let
φ([x,y]) = [u, v] for any such x and y, and extend linearly to obtain a homomorphism
C1(G
(n))→ C1(G). Moreover, if pi : G
n → G denotes the projection onto the ith coordinate,
then φ ◦ η∗ =
∑n
i=1 p
∗
i .
Let X ∈ H1(G
(n)). Lemma 4.3 gives Y ∈ H1(G
(n)) such that η∗(Y ) = X , so we have
φ(X) = φ(η∗(Y )) =
∑n
i=1 p
∗
i (Y ) ∈ H1(G). Thus φ is a function H1(G
(n)) → H1(G). In
particular, for any x ∈ G(n−1) the restriction H1(Gx)→ H1(G) is an isomorphism, so
H1(G
(n)) = H1(Gx)⊕ ker φ.
It follows from [25, Proposition 5] that kerφ is generated by the set of [C] for all Cartesian
squares C of G(n). The arguments used do not rely on Z2 and hold over Z as well. The
result follows. 
Lemma 4.4. For any graphs G and H, we have A1(G×H) ∼= A1(G)×A1(H).
Proof. Let (v0, w0) ∈ G × H . A function f : Z → G × H is a graph map f : (Z, ∂Z) →
(G × H, (v0, w0)) if and only if, writing f(i) = (fG(i), fH(i)), the functions fG and fH are
graph maps fG : (Z, ∂Z)→ (G, v0) and fH : (Z, ∂Z)→ (H,w0). Similarly, a based homotopy
h from f to g induces based homotopies hG from fG to gG and hH from fH to gH .
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Let f ′ : (Z, ∂Z) → (G × H, (v0, w0)) be another graph map, and let φ1 : Z × Im1 and
φ2 : Z× Im2 be based homotopies from fG to f
′
G and from fH to f
′
H , respectively. We show
that these induce a based homotopy from f to f ′. We cannot simply take the function
(φ1, φ2), since this is not necessarily a graph map. Instead, define φ : Z× Im1+m2 → G×H
as follows:
φ(i, j) =
{
(φ1(i, j), fH(i)) if 0 ≤ j ≤ m1
(f ′G(i), φ2(i, j −m1)) if m1 ≤ j ≤ m1 +m2.
It is routine to check that φ is a based homotopy from f to f ′. We therefore obtain a bijection
from A1(G × H) to A1(G) × A1(H). This bijection is clearly a homomorphism, and hence
an isomorphism. 
In what follows, we fix a base vertex v0 ∈ G and write v0 = (v0, . . . , v0) ∈ G
n and
x0 = v
n
0 ∈ G
(n). We will consider these as the base vertices of Gn and G(n), respectively,
so that A1(G) = A1(G, v0), A1(G
n) = A1(G
n,v0) and A1(G
(n)) = A1(G
(n),x0). Note that
η(v0) = x0, so η induces a homomorphism η∗ : A1(G
n)→ A1(G
(n)).
Lemma 4.5. The homomorphism η∗ : A1(G
n)→ A1(G
(n)) is surjective.
Proof. Let x0 and v0 be defined as above. Let C = (x0, . . . ,xk) be a cycle of G
(n). It will
suffice to construct a cycle Z = (v0, . . . ,vk) of G
n such that η(Z) = C. Assume without loss
of generality that xi and xi+1 are distinct for all i. The quotient xi+1/xi has the form xv/xu
for some adjacent vertices u, v ∈ G. For i = 0, . . . , k − 1 in order, at least one coordinate of
vi is u; choose one such coordinate and replace it with v to obtain vi+1. By construction we
have vk = v0 and η(vi) = xi for all i. Thus Z is the desired cycle of G
n. 
The argument for the following proposition is essentially due to P. A. Smith [33].
Proposition 4.6. For all n ≥ 2 the group A1(G
(n)) is abelian.
Proof. Let n ≥ 2 and α, β ∈ A1(G). Let α
(i) ∈ A1(G)
n denote the element whose ith
coordinate is α and whose other coordinates are all 1. Define β(i) similarly. We consider
these as elements of A1(G
n) under the isomorphism A1(G
n) ∼= A1(G)
n afforded by Lemma
4.4. Thus A1(G
n) is generated by all elements of the form α(i), as alpha runs over A1(G)
and i runs over all indices. Since η∗ : A1(G
n) → A1(G
(n)) is surjective by Lemma 4.5, it
suffices to show that η∗(α
(i)) and η∗(β
(j)) commute in A1(G
(n)) for any i and j. Note that
η∗(α
(i)) = η∗(α
(j)) = α, and similarly with β. Hence
η∗(α
(i))η∗(β
(j)) = η∗(α
(1))η∗(β
(2)) = η∗(α
(1)β(2)).
Note that in A1(G
n) we have α(1)β(2) = (α, β, · · · ) = β(2)α(1), so
η∗(α
(1)β(2)) = η∗(β
(2)α(1)) = η∗(β
(2))η∗(α
(1)) = η∗(β
(j))η∗(α
(i)),
and we are done. 
Proof of Theorem 1.1. Recall the CW complex X(G) from Proposition 2.2. Propositions
2.5 and 4.6 together imply that A1(G
(n)) ∼= H1(X(G
(n))). To construct X(G(n)), we attach
a 2-cell to every Cartesian square of G(n). Hence Proposition 4.1 gives H1(X(G
(n))) =
H1(X(Gx)). We have H1(X(Gx)) ∼= H1(Gx) ∼= H1(G). Putting everything together, we
have A1(G
(n)) ∼= H1(G), as desired. 
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5. Discrete homotopy of token graphs
We first prove Theorem 1.2. Then, to shed light on the separate case in which G contains
3- or 4-cycles, we discuss the meaning of local exchanges mentioned in the introduction.
Throughout this section, we assume that G is sufficiently subdivided for n.
5.1. Proof of Theorem 1.2. We will briefly regard G as a 1-complex, so that G consists
of 0-cells (vertices) and 1-cells (edges). If c is a 0-cell, we write ∂c = {c}; if c is a 1-cell,
we write ∂c for the set of endpoints of c. Abrams [1] defines the discrete configuration space
Dn(G) as follows:
Dn(G) = {{c1, . . . , cn} ⊂ G : ∂ci ∩ ∂cj = ∅ if i 6= j}.
Here we consider the elements of G to be cells, so that each ci is a cell. Thus Dn(G) is a
cubical complex, i.e. a polyhedral complex whose cells are cubes of various dimensions [29,
Definition 2.42]. The dimension of the cell {c1, . . . , cn} of Dn(G) is the number of 1-cells
among the ci. The vertices of the cell {c1, . . . , cn} are the sets {d1, . . . , dn} with di ∈ ∂ci for
all i. Similar statements apply to Dn(G), replacing tuples with sets.
Proposition 5.1 ([1, 27, 32]). If G is sufficiently subdivided for n, then Dn(G) is a defor-
mation retract of Fn(G).
Since Fn(G) is not compact in general, it does not have the structure of a finite CW
complex. Proposition 5.1 implies that Fn(G) is in fact homotopy equivalent to the much
nicer space Dn(G). Given a CW complex K, let sknK denote its n-skeleton. Recall the
2-complex X(G) from Proposition 2.2, obtained by attaching a 2-cell to each 3-cycle and
chordless 4-cycle of G. Our proof of Theorem 1.2 relies on the following observation.
Proposition 5.2. We have G[n] ∼= sk1Dn(G) and, if G contains no 3- or 4-cycles, then
K(G[n]) ∼= sk2Dn(G).
Proof. The 0-cells of Dn(G) are sets of n distinct vertices of G. These sets are clearly in
bijection with the vertices of G[n]. Two 0-cells are the endpoints of a 1-cell in Dn(G) if and
only if their symmetric difference has the form {u, v} for adjacent vertices u and v of G.
This occurs precisely when, writing x and y for the corresponding monomials, we have either
x/y = u/v or x/y = v/u. But this is true for some such u and v if and only if x and y are
adjacent in G[n]. Hence G[n] ∼= sk1Dn(G).
Suppose that G contains no 3- or 4-cycles. It follows that the reduced power G(n) contains
no 3-cycles. Moreover the only 4-cycles of G(n) are the Cartesian squares from Definition 4.2.
Consider an arbitrary Cartesian square (e1 e2)x of G
(n), and write x = v1 · · · vn−1. This
Cartesian square is contained in the subgraph G[n] if and only if the following conditions
hold:
(1) The edges e1 and e2 have no endpoints in common
(2) x is not divisible by any endpoints of e1 or e2
(3) x is squarefree.
If these conditions hold, then the Cartesian square gives rise to a 2-cell {e1, e2, v1, . . . , vn−1}
of Dn(G). Conversely, let {f1, f2, w1, . . . , wn−1} be a 2-cell of Dn(G), where the fi are 1-cells
and the wi are 0-cells. The condition ∂f1 ∩ ∂f2 = ∅ means that f1 and f2 have no endpoints
in common. The condition ∂fi ∩ ∂wj = ∅ means that y = w1 · · ·wn−1 is not divisible by
any endpoints of f1 or f2. The condition ∂wi ∩ ∂wj = ∅ if i 6= j means that y is squarefree.
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Hence (f1 f2)y is a Cartesian square contained in G
[n]. This gives a bijection between the
2-cells of Dn(G) and the 4-cycles of G
[n] that agrees with the isomorphism G[n] ∼= sk1Dn(G).
Since X(G[n]) is constructed by attaching a 2-cell to each 4-cycle, we obtain an isomorphism
X(G[n]) ∼= sk2Dn(G). 
Proof of Theorem 1.2. The theorem follows immediately from Propositions 2.2 and 5.2. 
5.2. Local exchanges. It is natural to ask what A1(G
[n]) computes when G contains 3- or
4-cycles. The answer is that A1(G
[n]) is a quotient of Bn(G), where the extra relations cor-
respond to the 2-cells of X(G[n]) not in Dn(G). By Proposition 2.2, these 2-cells correspond
to the 3-cycles and chordless 4-cycles of G[n] that are not Cartesian squares. We call these
cycles of G[n] local exchanges. In terms of the analogy with robots moving about a factory
floor, local exchanges represent tasks performed by a small number of robots at a particular
site. When G contains 3- or 4-cycles, the group A1(G
[n]) differs from Bn(G) by essentially
ignoring these tasks.
We illustrate three types of local exchanges in Figure 7. Consider, for example, Figure
7(a), where a single token is pictured moving around a 3-cycle of G. Assuming all other
tokens remain stationary, this movement gives rise to a 3-cycle of G[n]. Figures 7(b) and
(c) depict configurations that give chordless 4-cycles of G[n]. Each of these three types
of local exchange has a complement, in which the white vertices represent tokens and the
black vertices are empty. For example, the complement of type (a) consists of 2 tokens
moving around a 3-cycle of G. We denote these complementary types by (a’), (b’) and (c’),
respectively. These six types partition the set of local exchanges.
(a)
(b)
(c)
Figure 7. Three types of local exchanges.
It is easy to count the local exchanges. Let N denote the number of vertices of G. Assume
that n ≥ 3 and N ≥ n + 3. Each 3-cycle of G contributes
(
N−3
n−1
)
local exchanges of type
(a) and
(
N−3
n−2
)
of type (a’). Each chordless 4-cycle of G contributes
(
N−4
n−1
)
local exchanges of
type (b),
(
N−4
n−3
)
of type (b’) and 2
(
N−4
n−2
)
each of types (c) and (c’). In total, there are
κ3
((
N − 3
n− 1
)
+
(
N − 3
n− 2
))
+ κ4
((
N − 4
n− 1
)
+ 4
(
N − 4
n− 2
)
+
(
N − 4
n− 3
))
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local exchanges, where κi denotes the number of chordless i-cycles of G. Hence X(G
[n]) is
obtained from sk2Dn(G) by attaching this many 2-cells. Adjustments to this count can be
made in case n < 3 or N < n+ 3.
6. Open questions
6.1. Higher discrete homotopy groups of reduced powers. Throughout this subsec-
tion, let X be a simply-connected CW complex. There are a number of theorems relating
the homotopy groups of SPn(X) to the singular homology groups of X . P. A. Smith proved
the first such result, as mentioned in the introduction. A quarter-century later, Dold and
Puppe [14] proved the following higher homotopy version of the theorem of Smith:
Theorem 6.1 ([14, Satz 12.11]). Suppose that X is k-connected, i.e. that πi(X) is trivial
for i = 1, . . . , k. If n ≥ 2, then
πi(SP
n(X)) ∼= H˜i(X)
for i = 0, . . . , 2n+ k − 1, where H˜i(X) is the ith reduced singular homology group of X.
Currently, little is known about higher discrete homotopy groups (see, e.g., [4, 30]). A
positive answer to our next question would be a leap forward in discrete homotopy theory.
Question 6.2. Is there a discrete analog of Theorem 6.1? In other words, are there general
conditions on G, i and n under which Ai(G
(n)) ∼= H˜i(G)?
The most famous theorem on symmetric products was proven by Dold and Thom [15, 16].
Given a base point x0 ∈ X , we define (continuous) inclusions SP
n(X)→ SPn+1(X) by
[x1, . . . , xn] 7→ [x0, x1, . . . , xn].
This allows us to consider the infinite union
SP∞(X) =
∞⋃
n=1
SPn(X),
where a set C ⊆ SP∞(X) is closed if and only if C ∩ SPn(X) is closed for all n. The space
SP∞(X) is called the infinite symmetric product of X . While it depends on the base point
x0, this is typically suppressed in the notation.
Theorem 6.3 ([15, 16]). If X is a path-connected cell complex, then
πi(SP
∞(X)) ∼= H˜i(X)
for all i ≥ 0.
We can convert these ideas into graphical terms. Given a base vertex v0 ∈ G, the function
G(n) → G(n+1) defined in terms of monomials by
v1 · · · vn 7→ v0v1 · · · vn (6.1)
is an injective graph map. Thus we can consider the infinite union
G(∞) =
∞⋃
n=1
G(n).
This (possibly infinite) graph is called the infinite symmetric product of G. The following
question was our original motivation for this paper.
DISCRETE HOMOTOPY OF TOKEN CONFIGURATIONS 14
Question 6.4. What can be said about the discrete homotopy groups Ai(G
(∞)) with regard
to the reduced discrete singular cubical homology groups H˜i(G)?
A satisfactory answer might be difficult to obtain for several reasons. First, it is difficult
to obtain adequate descriptions of G(∞) in all but the simplest examples. Second, the main
object in the proof of Theorem 6.3, the notion of a quasifibration, seems to have little
meaning when translated directly into discrete terms. And third, we suspect that the groups
Ai(G
(∞)) are not finitely generated in general, and therefore probably not isomorphic to
H˜i(G). However, it would be interesting to know whether this leads to a new discrete
homology theory, i.e. whether the functors given by G 7→ Ai(G
(∞)) satisfy discrete versions
of the Eilenberg-Steenrod axioms (see e.g. [6, Section 3]).
6.2. Discrete Morse theory. Discrete Morse theory gives a recipe to simplify any regular
CW complex X by reducing the number of cells while preserving the homotopy type. We
provide a rough summary of this process; excellent introductions can be found in [22, 29].
The main ingredient is a discrete gradient vector field (DGVF), i.e. a particular type of
partial matching on the face poset of X . The cells in this matching can be either removed or
collapsed, resulting in a CW complex Y that is homotopy equivalent to X . While the ability
to eliminate cells is obviously favorable from an enumerative standpoint, this procedure can
also reveal subtler topological data. For example, a well-chosen DGVF might yield a complex
Y with dimY < dimX , so that Hi(X) is trivial for all i > dimY .
There is a sizable literature on applications of discrete Morse theory to braid groups of
graphs [19, 20, 27, 28]. Much of this work centers on a particular DGVF on the discrete
configuration space Dn(G) defined by Farley and Sabalka [19]. This DGVF depends on
choices of a spanning tree T of G and a depth-first search ordering of T . By making ap-
propriate choices, one can obtain a simplification of Dn(G) with favorable properties. This
line of inquiry leads, for example, to simple presentations of Bn(G) and explicit formulas for
H1(Fn(G)) in terms of graph invariants [21, 28].
From Section 5, we know that if G contains 3- or 4-cycles, then the CW complex X(G[n])
is obtained from the 2-skeleton sk2Dn(G) of the discrete configuration space by attaching 2-
cells. To better understand the complex X(G[n]), and hence the discrete fundamental group
A1(G
[n]), we are led to ask the following.
Question 6.5. Can the DGVF on Dn(G) be meaningfully adapted to X(G
[n])?
A meaningful adaptation would be one that eliminates as many of the extra attached
2-cells as possible, or one that leads to results resembling those on Bn(G) and H1(Fn(G)).
For example, it would be very interesting to find a graph-theoretic formula for the discrete
singular cubical homology group H1(G
[n]).
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