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Abstract. - We present a stochastic agent-based model for the distribution of personal incomes
in a developing economy. We start with the assumption that incomes are determined both by
individual labour and by stochastic effects of trading and investment. The income from personal
effort alone is distributed about a mean, while the income from trade, which may be positive or
negative, is proportional to the trader’s income. These assumptions lead to a Langevin model
with multiplicative noise, from which we derive a Fokker-Planck (FP) equation for the income
probability density function (IPDF) and its variation in time. We find that high earners have a
power-law income distribution while the low income groups have a Levy IPDF. Comparing our
analysis with the Indian survey data (obtained from the world bank website) [1] taken over many
years we obtain a near-perfect data collapse onto our model’s equilibrium IPDF. Using survey
data to relate the IPDF to actual food consumption we define a poverty index [2, 3], which is
consistent with traditional indices, but independent of an arbitrarily chosen “poverty line” and
therefore less susceptible to manipulation.
Poverty has been a feature of all human societies
throughout time. The underlying cause is the unequal dis-
tribution of personal incomes which is an emergent feature
of a free economy, invariably resulting in extreme wealth
for a few and relative poverty for many.
Since the work of Pareto [4], the distribution of incomes
has been known to have a power law tail at the high end
[5]. There have been many models of the dynamic process
[4, 6–10] by which a power-law tail can develop for high
incomes. Yet in an interlinked economy the low income
distribution emerges from the same dynamics as the high
income.
Significantly less effort has been applied to study the
distribution of low-incomes, but to study poverty this is
the critical part of the income probability distribution
function (IPDF). Empirical data shows that low-income
distributions are not well described by a Pareto-style
power law with a sharp cutoff, as is typically introduced
to obtain a normalisable IPDF. Rather than curve-fitting
to data, we seek to model the most elementary processes
of economic activity, and to find the distribution which
emerges.
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While it is easy to postulate reasonable-looking intu-
itive theories for income distribution, there are no known
fundamental laws, and so empirical verification is essential
[11]. The largest dataset available for personal income in
a developing economy is that collected by the Indian Na-
tional Sample Survey Organisation (NSSO) covering in-
comes of millions of people for almost 40 years [1]. The
same survey reveals the fraction of income spent on staple
food (cereals). Since food is the absolute minimum neces-
sity for survival, we will base our measure of poverty on
expenses related to its consumption.
The raw NSSO data comprises income bands (“expen-
diture classes”) of irregular size. By regularising the data
to account for inflation, and scaling by the measured mean
income, we can generate the cumulative distribution func-
tions (CDFs), and the probability distribution functions
(PDFs). Once this rescaling has been done, this data ex-
hibits a remarkable data collapse (points in Fig.1). The
existence of a distribution which is both time and policy
independent strongly suggests that it can be described by
a relatively simple fundamental process.
Interacting systems are well described using methods in
statistical physics [12, 13, 22]. A decentralised free econ-
omy can be regarded as such an interacting system. Our
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basic idea is to represent each individual as an “agent”,
generating income through personal labour and trade. We
describe the income above starvation level, yi(t), of each
agent, i, with a stochastic dynamical equation which de-
scribes both labour and trade. It will turn out that trade
is the crucial feature for high income groups, while labour
is important for lower income groups.
We postulate that the time variation of agent income
has the form of a Langevin equation:
dyi
dt
= C(t)−Myi + ηi(t)yi (1)
where C represents the rate of increase in income pos-
sible from labour, Myi represents the increasing difficulty
to maintain a high income for agent i, and ηi(t), a ran-
dom variable with zero mean, represents the stochastic
effects of trading. C(t) is a property of the economy as a
whole and is slowly varying in time. Possible gains from
employment depend on how the economy as a whole is
performing. M is a constant which we shall later deter-
mine from empirical data. Note that a non-zero mean for
the noise term would be equivalent to a smaller value of
M , so no assumption is being made about net benefits of
trade.
It can be seen that income from labour alone is the
same for each person, however the value of trading is pro-
portional to an individual’s current wealth. This mix in-
troduces a multiplicative noise which is in contrast with
previous dynamical approaches [14–17] in economics, pro-
ducing anomalous diffusion from the noise itself, not frac-
tional dynamics [17, 27]. Equation 1 does not map on
to any well-known physical system, however, there is in-
creasing evidence for such non-linear risk taking [18–20].
This equation is qualitatively similar to the one obtained
by Bouchaud and Me´zard [21] through a ’mean-field’ type
model. That work has been widely used to describe the
distribution of incomes in the high income range; we will
show that our equation is equally valid for low incomes,
and therefore a sensible basis for studies of poverty.
We assume that the trading decisions are made before
their outcome is known, which indicates that we should
use Ito calculus, as opposed to Stratonovich calculus used
in [21]: had we assumed mid-term review of trading strat-
egy it would imply Stratonovich calculus, which leads to
an equivalent equation with a rescaled M . These assump-
tions lead to a Fokker-Planck equation derived from the
Langevin model (eq 1).
∂fˆ
∂t
(y, t) =
∂
∂y
{[(M + 2)y − C(t)] fˆ + y2 ∂fˆ
∂y
} (2)
In the steady state (C(t) = C0), this would give us the
income distribution:
fˆ(y, t→∞) = C0
M+1
Γ(M + 1)
exp(−C0/y)
yM+2
(3)
This income distribution is in a form suitable for com-
parison with the NSSO data. The parameter C0 is set by
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Fig. 1: Plots of the cumulative distribution functions (CDFs)
against deflated income for selected years, with inflation inde-
pendently sourced from the consumer price index (CPI) and
renormalized to the 1974 mean income in rupees (∼73 INR).
The green line is our theoretical curve, taking yi as income
above a non-zero level below which agents would die of starva-
tion (set at 0.15 in renormalized units). Inset shows the IPDF
which is the differential of the CDF, evaluated from the data
by interpolation. The points are the data from the NSSO, the
lines are our analytic function for the steady state distribution,
the only fitting parameters are the power-law tail exponent
M = 1.6
the mean income: because we have been using deflated
income this has already been factored into the data. Thus
the only fitting parameters are M and the zero for yi. This
latter quantity is non-zero because a minimum level of in-
come is needed to avoid death by starvation. We find the
best fit to the data for M=1.6.
Figure 1 shows three typical graphs out of 21 surveys
across more than a million households (household size
varies from 4-6) between the years 1959-1991. As pre-
viously described, the data collapse indicates that a single
functional form could describe the data for all years. The
graph, and the inset, shows that the IPDF emerging from
our model is also in excellent approximation to this func-
tional form, with the same parameter value applicable to
all years.
To further illustrate the data collapse and goodness of
fit, we use our analytic PDF function to describe the raw
data using the binning methods actually employed in the
NSSO survey. 1 The results in Fig 2 and Fig. 3 show nor-
malized plots where the red lines represent the NSSO data
while the black ones are our theoretical fits using results
from equation 1 and equation 2. These plots indicate how
effectively the existence of a universal PDF is concealed by
the data collection methodology. Further plots for other
years can also be generated from available data.
1The NSSO data is available in selective bins, called “expenditure
classes”, which tells us what number of surveyed population falls
within a specified income sector eg. between 50-100 INR.
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Fig. 2: Graph showing the NSSO rural income raw data (red)
and our model data(black). Data periods shown cover Jun-Jul
for years 1963-68. The points on the x-axes are twelve income
classes into which the NSSO data is distributed.
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Fig. 3: Histogram showing the NSSO urban income raw data
(red) and our model data(black), details as in fig 3.
We now return to a mathematical analysis of the pro-
cess. Eigenvalue analysis shows that the steady state PDF
(Eq. 3) is stable against perturbations, with C(t) decay-
ing at the timescale of fluctuations in individual incomes.
This can be easily seen by using the probabilistic defini-
tion of mean: C(t)M =
∫∞
0
dy yfˆ(y, t) which can then be
solved 2 to get C(t) = C0 exp(−Mt). This means that
2The trick is differentiating the C(t) - equation with respect to
time t.
the time decay of the mean income occurs at a rate 1/M
which is faster than the rate of change of the global mean
income. In this theoretical construct, equation (2) can be
exactly solved in the limit C(t) ∼ C0, using a combination
of harmonic solutions together with Laplace transforms.
This solution can then be extrapolated in the slow decay-
ing limit to obtain the full time-dependent solution as a
sum of confluent hypergeometric functions F (a, b, z) with
slowly varying time-dependent coefficients:
fˆ(y, t) =
n=∞∑
n=0
exp(−ωnt) gn(y) (4)
where ωn = 2pin and
gn(y) = A1
(
C0
y
)α−
F (α−, β−,−C(t)
y
)
+ A2
(
C0
y
)α+
F (α+, β+,−C(t)
y
) (5)
α± =
3 +M ±
√
(1 +M)
2
+ 4ωn
2
(6)
β± = 1±
√
(1 +M)
2
+ 4ωn (7)
where constants A1 and A2 depend on initial conditions.
The data collapse in figure 1 suggests that the relaxation
time (∼ 1/M) is short, meaning the actual Indian econ-
omy has never strayed far from the equilibrium state. The
one free parameter, M , incorporates difficulty of maintain-
ing high income, mean benefit of trade and any possible
misconception from our choice of Ito calculus. M = 1.6 is
the exponent in the power law tail (the Pareto part of the
distribution) and C0M is the mean income.
Fig 1 has shown that M = 1.6 gives extremely good
agreement with the NSSO data, and it also agrees with
the theoretical prediction of Bouchaud-Mee´zard [21]. The
exact results obtained from our model can be mapped on
to the asymptotic results obtained in this paper. On a one
to one correspondence, our C0 represents their µ−1 while
our M is equivalent to the Jσ2 of Bouchaud-Me´zard [21].
The comparison ends there, though, because as opposed
to the Bouchaud-Me´zard model, our analysis is completely
data based, thereby lending credence to any hypothesis
made overall; the other major digression being the relax-
ation time which is approximately taken as ∼100 years in
[21] whereas real data and consideration of the human-
scale stochastic processes involved suggests this time scale
∼a few years. The fact that our theory naturally agrees
with such a time scale is borne out by Fig. 4. If not for an
exact time scale, the crests and troughs of the ’theoretical’
(i. e. model based) poverty index would not have almost
exactly matched the raw data.
All this gives us great confidence that our simple, in-
tuitive model describes the coarse features of the Indian
economy, and allows us to proceed with the main motiva-
tion behind our work, our model of poverty.
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Whether poverty-reduction measures are regarded as
successful or not often depends on the precise definition
of poverty, a semantic which is still argued over. Sen has
defined the so-called “axioms of poverty” [2].
• Given other things, a reduction in income of a person
below the poverty line must increase poverty.
• Given other things, a pure transfer of income from a
person below the poverty line to anyone who is richer
must increase poverty.
While these seem to be self-evident, they are based on the
ill defined notion of ”other things” being unchanged. This
is troublesome: a dynamical system will have some non-
trivial response to any income reduction of transfer. For
example, increasing the mean income, or a flat rate tax,
corresponds to increasing C(t) in equation 1. The effect
of such changes will induce both a transient response and
a steady-state change in IPDF.
Three conventional poverty measures involve defining a
certain income as the “poverty line”, and counting
(i) the fraction of the population with incomes below it
(headcount index, HCI)
(ii) The mean percentage below the poverty line
(poverty gap index, PG)
(iii) The mean percentage squared below the poverty
line (squared poverty gap index, SPG)
A difficulty with such measures is to define the “poverty
line”, a somewhat arbitrary level of income which also
changes with time due to inflation. The successive defini-
tions of poverty measures above reduce the sensitivity of
the poverty index to this choice, but do not eliminate it,
and pathological cases can easily be derived, especially in
practice where NSSO data is discretised into expenditure
classes.
To define a more robust poverty measure, we apply the
idea of consumption deprivation (CD) for a specific re-
source [24–26]. This uses the fact that expenditure on
cereals is monotonically increasing with income, but flat-
tens above a certain income, reflecting the saturation of
demand for cereal once one is well fed.
Correlating the NSSO income data with that for cereal
expenditure, we find a good fit to a Monod relationship
CD(y) =
V K
K + y
(8)
where the parameters V and K are time dependent [25].
Broadly, K can be taken as a “poverty line” which ac-
counts indirectly for cereal-price inflation as opposed to
general inflation. V measures the deflated price of cereals.
A more intuitive measure of deprivation is the quantity
CD(y)
V , which is the fraction of the maximum desirable ce-
real consumption actually consumed by someone of income
y.
The advantage of this measure is that it is based on
people’s actual choices and not on the price of an arbitrar-
ily chosen “basket of goods”. So, for example, increasing
housing or clothing costs may affect CD even when ce-
real prices are steady, as income has to be moved from
one commodity to another to balance the overall budget.
Similarly CD is not affected by changes in the CPI due to
price shifts of luxury goods purchased only by the wealthy.
Perhaps most importantly, cereal consumption is directly
measured by the NSSO. This allows us to assign a level
of poverty to each such NSSO “expenditure classes”. By
summing this measure, a poverty index based on actual
consumption deprivation may be evaluated. We refer to
this as the CD-index of poverty, PCD.
Our model allows us to quantify this CD-index of
poverty. The model definition of the CD-index satisfies
the standard axioms of a poverty index [2, 3], eliminates
the arbitrary “poverty line”, and makes explicit the mean-
ing of “given other things”. Using the NSSO data, we can
fit an analytic form [25] to the ratio of grain expenditure
to income. The CD-index is then defined by the relation
PCD(t) =
∫
V (t)K(t)
K(t) + y
fˆ(y, t)dy (9)
where parameters V, K are obtained from NSSO data
while fˆ(y, t) is the solution of equation (2). The income
data used to parameterize our model is independent of the
consumption data used to measure CD directly. In Fig. 4,
we compare the PCD(t) evaluated directly from the NSSO
consumption data, and indirectly from our income-data
based model. We also show the PG and SPG indices. All
indices show poverty declining in time, with a peak due
to sharp drops in income in the 1960s. However the CD-
index shows the effect of increasing cereal prices between
1978-84 (see Fig.5(b) as causing an increase in poverty, an
effect which cannot be captured in the standard indices.
Against the CPI-deflated data, we see that mean in-
comes have generally risen over the last forty years (Fig.
5(a)), while the relative price of cereals (V (t)) has gen-
erally dropped (Fig.5(b)). This helps to reduce poverty,
although more direct targeting [29] may be even more ef-
fective.
Returning to the stationary IPDF, the power law expo-
nent M is seen to be a crucial component in quantifying
the mean income: C0M . Critically, since we have shown that
if trading is, on average, beneficial rather than neutral, it
will reduce M . Small M increases both the mean income
and the level of inequality - it transfers capital from lower
to higher income groups.
This illustrates a problem with Sen’s axioms. Rais-
ing mean incomes ”given other things” reduces poverty,
while transferring income to higher income groups in-
creases poverty. In this world view, the effect of bene-
ficial trade on poverty depends on the definition of “other
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Fig. 4: Plots of the CD-index, a measure of poverty [25],
against time. The broken lines represent the official head-count
poverty index, poverty gap index and squared poverty gap in-
dex; while the continuous line shows the poverty index arising
from our IPDF. To generate the latter we have taken the func-
tion C(t) in equation 1 to be a piecewise-linear interpolation of
the NSSO-measured mean income at each round and assumed
a relaxation time less than a year. V (t) and K(t) are defined
from the NSSO data:
things”. Although one can devise pathological cases, what
we find here is that the effect of increasing trade (M ≈ 1)
is to reduce absolute poverty provided the mean income is
above the “poverty line” for a headcount index or K for
PCD. However, it also has the effect of increasing mea-
sures of “relative poverty” where the “poverty line” is a
fixed fraction of the mean income.
Comparing our results with some earlier works by Drag-
ulescu and co-workers [30, 31], we note major differences
between the distribution patterns of ’developed’ and ’de-
veloping’ economies: we have a Levy distribution as op-
posed to a sharp rising curve [30] in the low income
regimes. The high income sectors in both cases, though,
scale as power laws. Essentially, this amounts to an al-
teration of the Boltzmannian relaxation as observed by
Dragulescu, et al to a Levy distribution for the developing
economies. Focusing on a different aspect of the prob-
lem, Ivanov, Stanley and co-workers [32, 33] studied the
relevance of negative growth factors, like corruption, in
overall economic growth. The basic idea can be directly
related to our case by defining our poverty index as a mea-
sure of negative growth. It would be most interesting to
see if such a negative growth coefficient, like the corrup-
tion perceptions index (CPI) [33], 3 would still retain its
universal character, especially in the low income sectors.
In order to make this comparison more quantitative as
well as allay any confusion regarding random empirical
fits (as opposed to our ab initio model) of functions to
NSSO data and to show which gains credence, we show in
Figure 6 fits to three representative datasets using these
alternative distributions, each of which has two “fitting”
3Measured on a scale between 0-10, larger the CPI value, lower
is the corruption.
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Fig. 5: (a) Deflated mean income plotted against respective
years (b) the falling (deflated) price of cereals over those years.
parameters. The qualitative contrast with Fig.1 is strik-
ing. A further comparison of the best-fit Gaussian (to the
NSSO data) shows that the error margin is about 8 times
larger than the fit of our theoretical model to the same
data set.
In summary, we have postulated a stochastic model for
the evolution of the income distribution in a developing
economy. The steady state of the distribution is stable
and robust, and in excellent agreement with the massive
NSSO data set for Indian incomes over many years. The
existence of an underlying probability distribution func-
tion parameterized by mean income makes it much easier
to estimate poverty than existing measures such as the
head-count index. Under this measure the poverty index
is completely specified by the data, without recourse to
defining a “poverty line”. Moreover, the measure is less
susceptible to manipulation by distortions to the income
distribution around the poverty line: “lifting people out
of poverty” (just). Another strength of this theory lies in
its potential power of predicting changes in the IPDF, and
hence poverty, with external perturbative effects, and as
a framework on which to build more complicated models
for non-perturbative effects.
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