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Abstract
We prove that the area of sections of future event horizons in space–
times satisfying the null energy condition is non–decreasing towards the
future under the following circumstances: 1) the horizon is future geodesi-
cally complete; 2) the horizon is a black hole event horizon in a globally
hyperbolic space–time and there exists a conformal completion with a “H–
regular” I +; 3) the horizon is a black hole event horizon in a space–time
which has a globally hyperbolic conformal completion. (Some related re-
sults under less restrictive hypotheses are also established.) This extends
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a theorem of Hawking, in which piecewise smoothness of the event horizon
seems to have been assumed. We prove smoothness or analyticity of the
relevant part of the event horizon when equality in the area inequality is
attained — this has applications to the theory of stationary black holes,
as well as to the structure of compact Cauchy horizons. In the course of
the proof we establish several new results concerning the differentiability
properties of horizons.
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1 Introduction
The thermodynamics of black holes rests upon Hawking’s area theorem [37] which
asserts that in appropriate space–times the area of cross–sections of black hole
horizons is non–decreasing towards the future. In the published proofs of this
result [37, 64] there is considerable vagueness as to the hypotheses of differentia-
bility of the event horizon (see, however, [35]). Indeed, it is known that black
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hole horizons can be pretty rough [15], and it is not immediately clear that the
area of their cross–sections can even be defined. The reading of the proofs given
in [37, 64] suggests that those authors have assumed the horizons under consid-
eration to be piecewise C2. Such a hypothesis is certainly incompatible with the
examples constructed in [15] which are nowhere C2. The aim of this paper is
to show that the monotonicity theorem holds without any further differentiabil-
ity hypotheses on the horizon, in appropriate space–times, for a large class of
cross–sections of the horizon. More precisely we show the following:
Theorem 1.1 (The area theorem) Let H be a black hole event horizon in a
smooth space–time (M, g). Suppose that either
a) (M, g) is globally hyperbolic, and there exists a conformal completion
(M¯, g¯) = (M ∪ I +,Ω2g) of (M, g) with a H–regular1 I +. Further the
null energy condition holds on the past I−(I +; M¯) ∩M of I + in M , or
b) the generators of H are future complete and the null energy condition holds
on H, or
c) there exists a globally hyperbolic conformal completion (M¯, g¯) = (M ∪
I +,Ω2g) of (M, g), with the null energy condition holding on I−(I +; M¯)∩
M .
Let Σa, a = 1, 2 be two achronal spacelike embedded hypersurfaces of C
2 differen-
tiability class, set Sa = Σa ∩H. Then:
1. The area Area(Sa) of Sa is well defined.
2. If
S1 ⊂ J−(S2) ,
then the area of S2 is larger than or equal to that of S1. (Moreover, this is
true even if the area of S1 is counted with multiplicity of generators provided
that S1 ∩ S2 = ∅, see Theorem 6.1.)
Point 1. of Theorem 1.1 is Proposition 3.3 below, see also Proposition 3.4.
Point 2. above follows immediately from Proposition 4.2, Corollary 4.14 and
Proposition 4.17, as a special case of the first part of Theorem 6.1 below.2 The
question of how to define the area of sections of the horizon is discussed in detail
in Section 3. It is suggested there that a notion of area, appropriate for the iden-
tification of area with the entropy, should include the multiplicity of generators
of the horizon.
1See Section 4.1 for definitions.
2The condition S1 ∩ S2 = ∅ of Theorem 6.1 is needed for monotonicity of “area with
multiplicity”, but is not needed if one only wants to compare standard areas, see Remark 6.2.
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We stress that we are not assuming that I + is null — in fact it could be
even changing causal type from point to point — in particular Theorem 1.1 also
applies when the cosmological constant does not vanish. In point c) global hyper-
bolicity of (M¯, g¯) should be understood as that of a manifold with boundary, cf.
Section 4.1. Actually in points a) and c) of Theorem 1.1 we have assumed global
hyperbolicity of (M, g) or that of (M¯, g¯) for simplicity only: as far as Lorentzian
causality hypotheses are concerned, the assumptions of Proposition 4.1 are suf-
ficient to obtain the conclusions of Theorem 1.1. We show in Section 4.1 that
those hypotheses will hold under the conditions of Theorem 1.1. Alternative sets
of causality conditions, which do not require global hyperbolicity of (M, g) or of
its conformal completion, are given in Propositions 4.8 and 4.10.
It seems useful to compare our results to other related ones existing in the
literature [37, 47, 64]. First, the hypotheses of point a) above are fulfilled under
the conditions of the area theorem of [64] (after replacing the space–time M
considered in [64] by an appropriate subset thereof), and (disregarding questions
of differentiability of H) are considerably weaker than the hypotheses of [64].
Consider, next, the original area theorem of [37], which we describe in some
detail in Appendix B for the convenience of the reader. We note that we have
been unable to obtain a proof of the area theorem without some condition of
causal regularity of I + (e.g. the one we propose in point a) of Theorem 1.1),
and we do not know3 whether or not the area theorem holds under the original
conditions of [37] without the modifications indicated above, or in Appendix B;
see Appendix B for some comments concerning this point.
Let us make a few comments about the strategy of the proof of Theorem 1.1.
It is well known that event horizons are Lipschitz hypersurfaces, and the exam-
ples constructed in [8, 15] show that much more cannot be expected. We start
by showing that horizons are semi–convex4. This, together with Alexandrov’s
theorem concerning the regularity of convex functions shows that they are twice
differentiable in an appropriate sense (cf. Proposition 2.1 below) almost every-
where. This allows one to define notions such as the divergence θAl of the gen-
erators of the horizon H, as well as the divergence θH∩SAl of sections H ∩ S of H.
The existence of the second order expansions at Alexandrov points leads further
to the proof that, under appropriate conditions, θAl or θ
H∩S
Al have the right sign.
Next, an approximation result of Whitney type, Proposition 6.6, allows one to
embed certain subsets of the horizon into C1,1 manifolds. The area theorem then
follows from the change–of–variables theorem for Lipschitz maps proved in [23].
We note that some further effort is required to convert the information that θAl
has the correct sign into an inequality concerning the Jacobian that appears in
3The proof of Proposition 9.2.1 in [37] would imply that the causal regularity condition
assumed here holds under the conditions of the area theorem of [37]. However, there are
problems with that proof (this has already been noted by Newman [53]).
4Actually this depends upon the time orientation: future horizons are semi–convex, while
past horizons are semi–concave.
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the change of variables formula.
Various authors have considered the problem of defining black holes in settings
more general than standard asymptotically flat spacetimes or spacetimes admit-
ting a conformal infinity; see especially [34, 48, 49] and references cited therein. It
is likely that proofs of the area theorem given in more general settings, for hori-
zons assumed to be piecewise C2, which are based on establishing the positivity
of the (classically defined) expansion θ of the null generators can be adapted,
using the methods of Section 4 (cf. especially Proposition 4.1 and Lemma 4.15),
to obtain proofs which do not require the added smoothness. (We show in Ap-
pendix C that this is indeed the case for the area theorems of Kro´lak [47–49].)
In all situations which lead to the positivity of θ in the weak Alexandrov sense
considered here, the area theorem follows from Theorem 6.1 below.
It is of interest to consider the equality case: as discussed in more detail in
Section 7, this question is relevant to the classification of stationary black holes,
as well as to the understanding of compact Cauchy horizons. Here we prove the
following:
Theorem 1.2 Under the hypotheses of Theorem 1.1, suppose that the area of S1
equals that of S2. Then
(J+(S1) \ S1) ∩ (J−(S2) \ S2)
is a smooth (analytic if the metric is analytic) null hypersurface with vanishing
null second fundamental form. Moreover, if γ is a null generator of H with γ(0) ∈
S1 and γ(1) ∈ S2, then the curvature tensor of (M, g) satisfies R(X, γ′(t))γ′(t) =
0 for all t ∈ [0, 1] and X ∈ Tγ(t)H.
Theorem 1.2 follows immediately from Corollary 4.14 and Proposition 4.17,
as a special case of the second part of Theorem 6.1 below. The key step of the
proof here is Theorem 6.18, which has some interest in its own. An application
of those results to stationary black holes is given in Theorem 7.1, Section 7.
As already pointed out, one of the steps of the proof of Theorem 1.1 is to
establish that a notion of divergence θAl of the generators of the horizon, or
of sections of the horizon, can be defined almost everywhere, and that θAl so
defined is positive. We note that θAl coincides with the usual divergence θ for
horizons which are twice differentiable. Let us show, by means of an example,
that the positivity of θ might fail to hold in space–times (M, g) which do not
satisfy the hypotheses of Theorem 1.1: Let t be a standard time coordinate
on the three dimensional Minkowski space–time R1,2, and let K ⊂ {t = 0} be
an open conditionally compact set with smooth boundary ∂K. Choose K so
that the mean curvature H of ∂K has changing sign. Let M = I−(K), with the
metric conformal to the Minkowski metric by a conformal factor which is one in a
neighborhood of ∂D−(K;R1,2)\K, and which makes ∂J−(K;R1,2) into I + in the
completion M¯ ≡ M ∪ ∂J−(K;R1,2). We have M \ J−(I +; M¯) = D−(K;R1,2) 6=
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∅, thus M contains a black hole region, with the event horizon being the Cauchy
horizon ∂D−(K;R1,2) \K. The generators of the event horizon coincide with the
generators of ∂D−(K;R1,2), which are null geodesics normal to ∂K. Further for t
negative and close to zero the divergence θ of those generators is well defined in a
classical sense (since the horizon is smooth there) and approaches, when t tends
to zero along the generators, the mean curvature H of ∂K. Since the conformal
factor equals one in a neighborhood of the horizon the null energy condition holds
there, and θ is negative near those points of ∂K where H is negative. This implies
also the failure of the area theorem for some (local) sections of the horizon. We
note that condition b) of Theorem 1.1 is not satisfied because the generators of
H are not future geodesically complete. On the other hand condition a) does not
hold because g will not satisfy the null energy condition throughout I−(I +; M¯)
whatever the choice of the conformal factor5.
This paper is organized as follows: In Section 2 we show that future horizons,
as defined there, are always semi–convex (Theorem 2.2). This allows us to define
such notions as the Alexandrov divergence θAl of the generators of the horizon,
and their Alexandrov null second fundamental form. In Section 3 we consider
sections of horizons and their geometry, in particular we show that sections of
horizons have a well defined area. We also discuss the ambiguities which arise
when defining the area of those sections when the horizon is not globally smooth.
In fact, those ambiguities have nothing to do with “very low” differentiability of
horizons and arise already for piecewise smooth horizons. In Section 4 we prove
positivity of the Alexandrov divergence of generators of horizons — in Section
4.1 this is done under the hypothesis of existence of a conformal completion sat-
isfying a regularity condition, together with some global causality assumptions
on the space–time; in Section 4.2 positivity of θAl is established under the hy-
pothesis that the generators of the horizon are future complete. In Section 5 we
show that Alexandrov points “propagate to the past” along the generators of the
horizon. This allows one to show that the optical equation holds on “almost all”
generators of the horizon. We also present there a theorem (Theorem 5.6) which
shows that “almost all generators are Alexandrov”; while this theorem belongs
naturally to Section 5, its proof uses methods which are developed in Section 6
only, therefore it is deferred to Appendix D. In Section 6 we prove our main result
– the monotonicity theorem, Theorem 6.1. This is done under the assumption
that θAl is non–negative. One of the key elements of the proof is a new (to us)
extension result of Whitney type (Proposition 6.6), the hypotheses of which are
rather different from the usual ones; in particular it seems to be much easier to
work with in some situations. Section 7 discusses the relevance of the rigidity
part of Theorem 6.1 to the theory of black holes and to the differentiability of
compact Cauchy horizons. Appendix A reviews the geometry of C2 horizons, we
also prove there a new result concerning the relationship between the (classical)
5This follows from Theorem 1.1.
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differentiability of a horizon vs the (classical) differentiability of sections thereof,
Proposition A.3. In Appendix B some comments on the area theorem of [37] are
made.
2 Horizons
Let (M, g) be a smooth spacetime, that is, a smooth paracompact Hausdorff time-
oriented Lorentzian manifold, of dimension n+ 1 ≥ 3, with a smooth Lorentzian
metric g. Throughout this paper hypersurfaces are assumed to be embedded. A
hypersurface H ⊂M will be said to be future null geodesically ruled if every point
p ∈ H belongs to a future inextensible null geodesic Γ ⊂ H; those geodesics will
be called the generators of H. We emphasize that the generators are allowed to
have past endpoints on H, but no future endpoints. Past null geodesically ruled
hypersurfaces are defined by changing the time orientation. We shall say that H
is a future (past) horizon ifH is an achronal, closed, future (past) null geodesically
ruled topological hypersurface. A hypersurface H will be called a horizon if H is
a future or a past horizon. Our terminology has been tailored to the black hole
setting, so that a future black hole event horizon ∂J−(I +) is a future horizon in
the sense just described [37, p. 312]. The terminology is somewhat awkward in
a Cauchy horizon setting, in which a past Cauchy horizon D−(Σ) of an achronal
edgeless set Σ is a future horizon in our terminology [56, Theorem 5.12].
Let dimM = n + 1 and suppose that O is a domain in Rn. Recall that a
continuous function f :O→ R is called semi–convex iff each point p has a convex
neighborhood U in O so that there exists a C2 function φ:U → R such that f +φ
is convex in U . We shall say that the graph of f is a semi–convex hypersurface
if f is semi–convex. A hypersurface H in a manifold M will be said to be semi–
convex if H can be covered by coordinate patches Uα such that H ∩ Uα is a
semi–convex graph for each α. The interest of this notion stems from the specific
differentiability properties of such hypersurfaces:
Proposition 2.1 (Alexandrov [26, Appendix E]) Let B be an open subset
of Rp and let f :B → R be semi–convex. Then there exists a set BAl ⊂ B such
that:
1. the p dimensional Lebesgue measure Lp(B \BAl) of B \BAl vanishes.
2. f is differentiable at all points x ∈ BAl, i.e.,
∀ x ∈ BAl ∃x∗ ∈ (Rp)∗ such that
∀ y ∈ B f(y)− f(x) = x∗(y − x) + r1(x, y) , (2.1)
with r1(x, y) = o(|x−y|). The linear map x∗ above will be denoted by df(x).
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3. f is twice–differentiable at all points x ∈ BAl in the sense that
∀ x ∈ BAl ∃ Q ∈ (Rp)∗ ⊗ (Rp)∗ such that ∀ y ∈ B
f(y)− f(x)− df(x)(y − x) = Q(x− y, x− y) + r2(x, y) , (2.2)
with r2(x, y) = o(|x − y|2). The symmetric quadratic form Q above will be
denoted by 1
2
D2f(x), and will be called the second Alexandrov derivative of
f at x.6
The points q at which Equations (2.1)–(2.2) hold will be called Alexandrov
points of f , while the points (q, f(q)) will be called Alexandrov points of the graph
of f (it will be shown in Proposition 2.5 below that if q is an Alexandrov point
of f , then (q, f(q)) will project to an Alexandrov point of any graphing function
of the graph of f , so this terminology is meaningful).
We shall say that H is locally achronal if for every point p ∈ H there exists a
neighborhood O of p such that H ∩ O is achronal in O. We have the following:
Theorem 2.2 Let H 6= ∅ be a locally achronal future null geodesically ruled
hypersurface. Then H is semi–convex.
Remark 2.3 An alternative proof of Theorem 2.2 can be given using a varia-
tional characterization of horizons (compare [4, 33, 57]).
Remark 2.4 Recall for a real valued function f :B → R on a set the epigraph
of f is {(x, y) ∈ B × R : y ≥ f(x)}. We note that while the notion of convexity
of a function and its epigraph is coordinate dependent, that of semi–convexity is
not; indeed, the proof given below is based on the equivalence of semi–convexity
and of existence of lower support hypersurfaces with locally uniform one side
Hessian bounds. The latter is clearly independent of the coordinate systems
used to represent f , or its graph, as long as the relevant orientation is preserved
(changing yn+1 to −yn+1 transforms a lower support hypersurface into an upper
one). Further, if the future of H is represented as an epigraph in two different
ways,
J+(H) = {xn+1 ≥ f(x1, . . . , xn)}
= {yn+1 ≥ g(y1, . . . , yn)} , (2.3)
then semi–convexity of f is equivalent to that of g. This follows immediately
from the considerations below. Thus, the notion of a semi–convex hypersurface
is not tied to a particular choice of coordinate systems and of graphing functions
used to represent it.
6Caffarelli and Cabre` [9] use the term “second punctual differentiability of f at x” for (2.2);
Fleming and Soner [26, Definition 5.3, p. 234] use the name “point of twice–differentiability”
for points at which (2.2) holds.
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Proof: Let O be as in the definition of local achronality; passing to a subset
of O we can without loss of generality assume that O is globally hyperbolic.
Replacing the space–time (M, g) by O with the induced metric we can without
loss of generality assume that (M, g) is globally hyperbolic. Let t be a time
function on O which induces a diffeomorphism of O with R× Σ in the standard
way [32, 59], with the level sets Στ ≡ {p | t(p) = τ} of t being Cauchy surfaces.
As usual we identify Σ0 with Σ, and in the identification above the curves R×{q},
q ∈ Σ, are integral curves of ∇t. Define
ΣH = {q ∈ Σ | R× {q} intersects H} . (2.4)
For q ∈ ΣH the set (R×{q})∩H is a point by achronality of H, we shall denote
this point by (f(q), q). Thus an achronal hypersurface H in a globally hyperbolic
space–time is a graph over ΣH of a function f . The map which to a point p ∈ H
assigns q ∈ Σ such that p = (f(q), q) is injective, so that the hypothesis that H
is a topological hypersurface together with the invariance of the domain theorem
(cf., e.g., [18, Prop. 7.4, p. 79]) imply that ΣH is open. We wish to use [1,
Lemma 3.2]7 to obtain semi–convexity of the (local) graphing function f , this
requires a construction of lower support hypersurfaces at p. Let Γ be a generator
of H passing through p and let p+ ∈ Γ∩ J+(p). By achronality of Γ there are no
points on J−(p+)∩J+(p) which are conjugate to p+, cf. [37, Prop. 4.5.12, p. 115]
or [5, Theorem 10.72, p. 391]. It follows that the intersection of a sufficiently
small neighborhood of p with the past light cone ∂J−(p+) of p+ is a smooth
hypersurface contained in J−(H). This provides the appropriate lower support
hypersurface at p. In particular, for suitably chosen points p+, these support
hypersurfaces have null second fundamental forms (see Appendix A) which are
locally (in the point p) uniformly bounded from below. This in turn implies that
the Hessians of the associated graphing functions are locally bounded from below,
as is needed to apply Lemma 3.2 in [1]. ✷
Theorem 2.2 allows us to apply Proposition 2.1 to f to infer twice Alexan-
drov differentiability of H almost everywhere, in the sense made precise in
Proposition 2.1. Let us denote by Lnh0 the n dimensional Riemannian measure
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on Σ ≡ Σ0, where h0 is the metric induced on Σ0 by g, then there exists a
set ΣHAl ⊂ ΣH on which f is twice Alexandrov differentiable, and such that
Lnh0(ΣH \ ΣHAl) = 0. Set
HAl ≡ graph of f over ΣHAl . (2.5)
Point 1 of Proposition 2.1 shows that HAl has a tangent space at every point
p ∈ HAl. For those points define
k(p) = kµ(p)dx
µ = −dt + df(q) , p = (f(q), q), q ∈ ΣHAl . (2.6)
7The result in that Lemma actually follows from [2, Lemma 2.15] together with [20, Prop. 5.4,
p. 24].
8In local coordinates, dLnh0 =
√
deth0d
nx.
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A theorem of Beem and Kro´lak shows that H is differentiable precisely at those
points p which belong to exactly one generator Γ [6, 14], with TpH ⊂ TpM being
the null hyper-plane containing Γ˙. It follows that
K ≡ gµνkµ∂ν (2.7)
is null, future pointing, and tangent to the generators of H, wherever defined.
We define the generators of HAl as the intersections of the generators of H
with HAl. Point 2 of Proposition 2.1 allows us to define the divergence θAl of
those generators, as follows: Let ei, i = 1, . . . , n be a basis of TpH such that
g(e1, e1) = · · · = g(en−1, en−1) = 1 , g(ei, ej) = 0 , i 6= j , en = K . (2.8)
We further choose the ea’s, a = 1, . . . , n − 1 to be orthogonal to ∇t. It follows
that the vectors ea = e
µ
a∂µ’s have no ∂/∂t components in the coordinate system
used in the proof of Theorem 2.2, thus e0a = 0. Using this coordinate system for
p ∈ HAl we set
i, j = 1, . . . , n ∇ikj = D2ijf − Γµijkµ , (2.9)
θAl = (e
i
1e
j
1 + · · ·+ ein−1ejn−1)∇ikj . (2.10)
It is sometimes convenient to set θAl = 0 on H\HAl. The function θAl so defined
on H will be called the divergence (towards the future) of both the generators
of HAl and of H. It coincides with the usual divergence of the generators of H
at every set U ⊂ H on which the horizon is of C2 differentiability class: Indeed,
in a space–time neighborhood of U we can locally extend the ei’s to C
1 vector
fields, still denoted ei, satisfying (2.8). It is then easily checked that the set
of Alexandrov points of U is U, and that the divergence θ of the generators as
defined in [37, 64] or in Appendix A coincides on U with θAl as defined by (2.10).
The null second fundamental form BAl of H, or of HAl, is defined as follows:
in the basis above, if X = Xaea, Y = Y
beb (the sums are from 1 to n− 1), then
at Alexandrov points we set
BAl(X, Y ) = X
aY beiae
j
b∇ikj. (2.11)
with ∇ikj defined by (2.9). This coincides9 with the usual definition of B as
discussed e.g. in Appendix A on any subset of H which is C2. In this definition
of the null second fundamental form B with respect to the null direction K, B
measures expansion as positive and contraction as negative.
The definitions of θAl and BAl given in Equations (2.10)–(2.11) have, so far,
been only given for horizons which can be globally covered by an appropriate
coordinate system. As a first step towards a globalization of those notions one
needs to find out how those objects change when another representation is chosen.
We have the following:
9More precisely, when H is C2 equation (2.11) defines, in local coordinates, a tensor field
which reproduces b defined in Appendix A when passing to the quotient H/K.
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Proposition 2.5 1. Let f and g be two locally Lipschitz graphing functions
representing H in two coordinate systems {xi}i=1,...,n+1 and {yi}i=1,...,n+1,
related to each other by a C2 diffeomorphism φ. If (x10, . . . x
n
0 ) is an Alexan-
drov point of f and
(y10, . . . , y
n
0 , g(y
1
0, . . . , y
n
0 )) = φ(x
1
0, . . . , x
n
0 , f(x
1
0, . . . , x
n
0 )) ,
then (y10, . . . , y
n
0 ) is an Alexandrov point of g.
2. The null second fundamental form BAl of Equation (2.11) is invariantly
defined modulo a point dependent multiplicative factor. In particular the
sign of θAl defined in Equation (2.10) does not depend upon the choice of
the graphing function used in (2.10).
Remark 2.6 Recall that the standard divergence θ of generators is defined up to
a multiplicative function (constant on the generators) only, so that (essentially)
the only geometric invariant associated to θ is its sign.
Remark 2.7 We emphasize that we do not assume that ∂/∂xn+1 and/or ∂/∂yn+1
are timelike.
Proof: 1. Let ~y = (y1, . . . , yn), ~x0 = (x
1
0, . . . , x
n
0 ), etc., set f0 = f(~x0), g0 =
g(~y0). Without loss of generality we may assume (~x0, f(~x0)) = (~y0, f(~y0)) = 0.
To establish (2.2) for g, write φ as (~φ, φn+1), and let
~ψ(~x) := ~φ(~x, f(~x)) .
As (id, f) and (id, g), where id is the identity map, are bijections between neigh-
borhoods of zero and open subsets of the graph, invariance of domain shows that
~ψ is a homeomorphism from a neighborhood of zero to its image. Further, ~ψ
admits a Taylor development of order two at the origin:
~ψ(~x) = L1~x+ α1(~x, ~x) + o(|~x|2) , (2.12)
where
L1 = D~x~φ(0) +Dxn+1~φ(0)Df(0) .
Let us show that L1 is invertible: suppose, for contradiction, that this is not
the case, let ~x 6= 0 be an element of the kernel kerL1, and for |s| << 1 let
~ys := ~ψ(s~x) = O(s
2). As ~ys = ~φ(s~x, f(s~x)) we have
g(~ys) = φ
n+1(s~x, f(s~x)) = s[D~xφ
n+1(0) +Dxn+1φ
n+1(0)Df(0)]~x+ o(s) .
The coefficient of the term linear in s does not vanish, otherwise (~x,Df(0)~x)
would be a non–zero vector of ker Dφ(0). We then obtain |g(~ys)|/|~ys| ≥
C/|s| →s→0 ∞, which contradicts the hypothesis that g is locally Lipschitz.
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To finish the proof, for ~y close to the origin let ~x := ψ−1(~y), thus ~y = ψ(~x),
and from (2.12) we infer
~x = L−11 ~y − L−11 α1(L−11 ~y, L−11 ~y) + o(|~y|2) . (2.13)
Equation (2.2) and twice differentiability of φ show that φn+1(·, f(·)) has a second
order Alexandrov expansion at the origin:
φn+1(~x, f(~x)) = L2~x+ α2(~x, ~x) + o(|~x|2) . (2.14)
Finally from g(~y) = φn+1(~x, f(~x)) and Equations (2.13) and (2.14) we get
g(~y) = L2L
−1
1 ~y + (α2 − L2L−11 α1)(L−11 ~y, L−11 ~y) + o(|~y|2) .
2. The proof of point 1. shows that under changes of graphing functions the
Alexandrov derivatives Dijf transform into the Dijg’s exactly as they would if f
and g were twice differentiable. The proof of point 2. reduces therefore to that
of the analogous statement for C2 functions, which is well known. ✷
Proposition 2.5 shows that Equation (2.11) defines an equivalence class of
tensors BAl at every Alexandrov point of H, where two tensors are identified
when they are proportional to each other with a positive proportionality factor.
Whenever H can not be covered by a global coordinate system required in Equa-
tion (2.11), one can use Equation (2.11) in a local coordinate patch to define a
representative of the appropriate equivalence class, and the classes so obtained
will coincide on the overlaps by Proposition 2.5. From this point of view θAl(p)
can be thought as the assignment, to an Alexandrov point of the horizon p, of
the number 0,±1, according to the sign of θAl(p).
The generators of a horizon H play an important part in our results. The
following shows that most points of a horizon are on just one generator.
Proposition 2.8 The set of points of a horizon H that are on more than one
generator has vanishing n dimensional Hausdorff measure.
Proof: Let T be the set of points of H that are on two or more generators
of H. By a theorem of Beem and Kro´lak [6, 14] a point of H is differentiable if
and only if it belongs to exactly one generator of H. Therefore no point of T
is differentiable and thus no point of T is an Alexandrov point of H. Whence
Theorem 2.2 and Proposition 2.1 imply Hn(T ) = 0. ✷
Remark 2.9 For a future horizon H in a spacetime (M, g) let E be the set of
past endpoints of generators of H. Then the set of points T of H that are on
two or more generators is a subset of E . From the last Proposition we know that
Hn(T ) = 0 and it is tempting to conjecture Hn(E) = 0. However this seems to
be an open question. We note that there are examples [15] of horizons H so that
E is dense in H.
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3 Sections of horizons
Recall that in the standard approach to the area theorem [37] one considers
sections Hτ of a black hole event horizon H obtained by intersecting H with the
level sets Στ of a time function t,
Hτ = H ∩ Στ . (3.1)
We note that Theorem 2.2 and Proposition 2.1 do not directly yield any infor-
mation about the regularity of all the sections Hτ , since Proposition 2.1 gives
regularity away from a set of zero measure, but those sections are expected to
be of zero measure anyway. Now, because the notion of semi–convexity is in-
dependent of the choice of the graphing function, and it is preserved by taking
restrictions to lower dimensional subsets, we have:
Proposition 3.1 Let Σ be an embedded C2 spacelike hypersurface and let H be
a horizon in (M, g), set
S = Σ ∩H .
There exists a semi–convex topological submanifold Sreg ⊂ S of co–dimension two
in M which contains all points p ∈ S at which H is differentiable.
Remark 3.2 “Most of the time” Sreg has full measure in S. There exist, however,
sections of horizons for which this is not the case; cf. the discussion at the end of
this section, and the example discussed after Equation (3.13) below.
Proof: Let p ∈ S be such that H is differentiable at p, let Op be a coordinate
neighborhood of p such that Σ∩Op is given by the equation t = 0, and such that
H∩Op is the graph t = f of a semi–convex function f . If we write p = (f(q), q),
then f is differentiable at q. We wish, first, to show that S can be locally
represented as a Lipschitz graph, using the Clarke implicit function theorem [17,
Chapter 7]. Consider the Clarke differential ∂f of f at q (cf. [17, p. 27]); by
[17, Prop. 2.2.7] and by standard properties of convex (hence of semi–convex)
functions we have ∂f(q) = {df(q)}. By a rigid rotation of the coordinate axes
we may assume that df(q)(∂/∂xn) 6= 0. If we write q = (0, q1, . . . , qn), then
Clarke’s implicit function theorem [17, Corollary, p. 256] shows that there exists
a neighborhood Wq ⊂ {(t, x1, . . . , xn−1) ∈ Rn} of (0, q1, . . . , qn−1) and a Lipschitz
function g such that, replacing Op by a subset thereof if necessary, H ∩ Op can
be written as a graph of g over Wq. Remark 2.4 establishes semi–convexity of g.
Now, semi–convexity is a property which is preserved when restricting a function
to a smooth lower dimensional submanifold of its domain of definition, which
shows that h ≡ g|t=0 is semi–convex. It follows that the graph Vq ⊂ H of h over
Wq ∩ {t = 0} is a semi–convex topological submanifold of H. The manifold
Sreg ≡ ∪qVq ,
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where the q’s run over the set of differentiability points of H in Σ, has all the
desired properties. ✷
Let S, Sreg, H and Σ be as in Proposition 3.1. Now Sreg and H are both
semi–convex, and have therefore their respective Alexandrov points; as Sreg ⊂ H,
it is natural to inquire about the relationship among those. It should be clear
that if p ∈ S is an Alexandrov point of H, then it also is an Alexandrov point
of S. The following example shows that the converse is not true: Let H ⊂ R1,2
be defined as the set H = {(t, x, y) | t = |x|}, and let Στ be the level sets of the
Minkowskian time in R1,2, Στ = {(t, x, y) | t = τ}. Each section Sτ = H ∩ Στ
is a smooth one dimensional submanifold of R1,2 (not connected if τ > 0, empty
if τ < 0). In particular all points of S0 = {t = x = 0} are Alexandrov points
thereof, while none of them is an Alexandrov point of H. In this example the
horizon H is not differentiable on any of the points of S0, which is a necessary
condition for being an Alexandrov point of H. It would be of some interest to
find out whether or not Alexandrov points of sections of H which are also points
of differentiability of H are necessarily Alexandrov points of H.
Following [29], we shall say that a differentiable embedded hypersurface S
meets H properly transversally if for each point p ∈ S ∩H for which TpH exists
the tangent hyperplane TpS is transverse to TpH. If S is spacelike and intersects
H proper transversality will always hold; on the other hand if S is timelike this
might, but does not have to be the case. IfH and S are C1 and S is either spacelike
or timelike intersecting H transversely then H∩S is a C1 spacelike submanifold.
Therefore when S is timelike there is a spacelike S1 so that H ∩ S = H ∩ S1.
It would be interesting to know if this was true (even locally) for the transverse
intersection of general horizons H with timelike C2 hypersurfaces S.
Let S be any spacelike or timelike C2 hypersurface in M meeting H properly
transversally.10 Suppose, first, that S is covered by a single coordinate patch
such that S∩H is a graph xn = g(x1, . . . , xn−1) of a semi–convex function g. Let
n be the field of unit normals to S; at each point (x1, . . . , xn−1) at which g is
differentiable and for which TpH exists, where
p ≡ (x1, . . . , xn−1, g(x1, . . . , xn−1)) ,
there is a unique number a(p) ∈ R and a unique future pointing null vector
K ∈ TpH such that
〈K − an, ·〉 = −dxn + dg . (3.2)
10Our definitions below makes use of a unit normal to S, whence the restriction to spacelike
or timelike, properly transverse S’s. Clearly one should be able to give a definition of θS∩HAl ,
etc., for any hypersurface S intersecting H properly transversally. Now for a smooth H and for
smooth properly transverse S’s the intersection S ∩H will be a smooth spacelike submanifold
of M , and it is easy to construct a spacelike S′ so that S′ ∩H = S ∩H. Thus, in the smooth
case, no loss of generality is involved by restricting the S’s to be spacelike. For this reason,
and because the current setup is sufficient for our purposes anyway, we do not address the
complications which arise when S is allowed to be null, or to change type.
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Here we have assumed that the coordinate xn is chosen so that J−(H) ∩ S lies
under the graph of g. We set
kµdx
µ = 〈K, ·〉 ∈ T ∗pM .
Assume moreover that (x1, . . . , xn−1) is an Alexandrov point of g, we thus have
the Alexandrov second derivatives D2g at our disposal. Consider ei — a basis of
TpH as in Equation (2.8), satisfying further ei ∈ TpS ∩ TpH, i = 1, . . . , n− 1. In
a manner completely analogous to (2.9)–(2.10) we set
i, j = 1, . . . , n− 1 ∇ikj = D2ijg − Γµijkµ , (3.3)
θS∩HAl = (e
i
1e
j
1 + · · ·+ ein−1ejn−1)∇ikj . (3.4)
(Here, as in (2.9), the Γµij’s are the Christoffel symbols of the space–time metric
g.) For X, Y ∈ TpS ∩ TpH we set, analogously to (2.11),
BS∩HAl (X, Y ) = X
aY beiae
j
b∇ikj. (3.5)
Similarly to the definitions of θAl and BAl, the vector K with respect to which
θS∩HAl and B
S∩H
Al have been defined has been tied to the particular choice of coor-
dinates used to represent S ∩H as a graph. In order to globalize this definition
it might be convenient to regard BS∩HAl (p) as an equivalence class of tensors de-
fined up to a positive multiplicative factor. Then θS∩HAl (p) can be thought as the
assignment to a point p of the number 0,±1, according to the sign of θS∩HAl (p).
This, together with Proposition 2.5, can then be used to define BS∩HAl and θ
S∩H
Al
for S which are not globally covered by a single coordinate patch.
As already pointed out, if p ∈ S ∩H is an Alexandrov point of H then p will
also be an Alexandrov point of S∩H. In such a case the equivalence class of BAl,
defined at p by Equation (2.11), will coincide with that defined by (3.5), when
(2.11) is restricted to vectors X, Y ∈ TpS∩ TpH. Similarly the sign of θAl(p) will
coincide with that of θS∩HAl (p), and θAl(p) will vanish if and only if θ
S∩H
Al (p) does.
Let us turn our attention to the question, how to define the area of sections
of horizons. The monotonicity theorem we prove in Section 6 uses the Hausdorff
measure, so let us start by pointing out the following:
Proposition 3.3 Let H be a horizon and let S be an embedded hypersurface in
M . Then S∩H is a Borel set, in particular it is ν–Hausdorff measurable for any
ν ∈ R+.
Proof: Let σ be any complete Riemannian metric on M , we can cover S by
a countable collection of sets Oi ⊂ S of the form Oi = Bσ(pi, ri) ∩ S, where the
Bσ(pi, ri) are open balls of σ–radius ri centered at pi with compact closure. We
have Oi =
(
Bσ(pi, ri) ∩ S
)
\∂Bσ(pi, ri), which shows that the Oi’s are Borel sets.
Since S ∩H = ∪i (Oi ∩H), the Borel character of S ∩H ensues. The Hausdorff
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measurability of S ∩H follows now from the fact that Borel sets are Hausdorff
measurable11. ✷
Proposition 3.3 is sufficient to guarantee that a notion of area of sections of
horizons — namely their (n − 1)–dimensional Hausdorff area — is well defined.
Since the Hausdorff area is not something very handy to work with in practice,
it is convenient to obtain more information about regularity of those sections.
Before we do this let us shortly discuss how area can be defined, depending
upon the regularity of the set under consideration. When S is a piecewise C1,
(n− 1) dimensional, paracompact, orientable submanifold of M this can be done
by first defining
dn−1µ = e1 ∧ · · · ∧ en−1 ,
where the ea’s form an oriented orthonormal basis of the cotangent space T
∗S;
obviously dn−1µ does not depend upon the choice of the ea’s. Then one sets
Area(S) =
∫
S
dn−1µ . (3.6)
Suppose, next, that S is the image by a Lipschitz map ψ of a C1 manifold N .
Let hS denote any complete Riemannian metric on N ; by [61, Theorem 5.3] for
every ǫ > 0 there exists a C1 map ψǫ from N to M such that
L
n−1
hS
({ψ 6= ψǫ}) ≤ ǫ . (3.7)
Here and throughout Ln−1hS denotes the (n− 1) dimensional Riemannian measure
associated with a metric hS. One then sets Sǫ = ψǫ(N) and
Area(S) = lim
ǫ→0
Area(Sǫ) . (3.8)
(It is straightforward to check that Area(S) so defined is independent of the choice
of the sequence ψǫ. In particular if ψ is C
1 on N one recovers the definition (3.6)
using ψǫ = ψ for all ǫ.)
It turns out that for general sections of horizons some more work is needed.
Throughout this paper σ will be an auxiliary Riemannian metric such that (M,σ)
is a complete Riemannian manifold. Let S be a Lipschitz (n − 1) dimensional
submanifold of M such that S ⊂ H; recall that, by Rademacher’s theorem, S is
differentiable Hn−1σ almost everywhere. Let us denote by H
s
σ the s dimensional
Hausdorff measure [24] defined using the distance function of σ. Recall that S
11Let (X, d) be a metric space. Then an outer measure µ defined on the class of all sub-
sets of X is a metric outer measure iff µ(A ∪ B) = µ(A) + µ(B) whenever the distance (i.e.
infa∈A,b∈B d(a, b)) is positive. For a metric outer measure, µ, the Borel sets are all µ-measurable
(cf. [36, p. 48 Prob. 8] or [39, p. 188 Exercise 1.48]). The definition of the Hausdorff outer
measures implies they are metric outer measures (cf. [39, p. 188 Exercise 1.49]). See also [61,
p. 7] or [19, p. 147].
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is called n rectifiable [24] iff S is the image of a bounded subset of Rn under
a Lipschitz map. A set is countably n rectifiable iff it is a countable union of
n rectifiable sets. (Cf. [24, p. 251].) (Instructive examples of countably rectifiable
sets can be found in [52].) We have the following result [42] (The proof of the
first part of Proposition 3.4 is given in Remark 6.13 below):
Proposition 3.4 Let S be as in Proposition 3.1, then S is countably (n−1) rec-
tifiable. If S is compact then it is (n− 1) rectifiable. ✷
Consider, then, a family of sets Vqi which are Lipschitz images and form a
partition of S up to a set of Hn−1h Hausdorff measure zero, where h is the metric
on Σ induced by g. One sets
Area(S) =
∑
i
Area(Vqi) . (3.9)
We note that Area(S) so defined again does not depend on the choices made,
and reduces to the previous definitions whenever applicable. Further, Area(S) so
defined is12 precisely the (n− 1) dimensional Hausdorff measure Hn−1h of S:
Area(S) =
∫
S
dHn−1h (p) = H
n−1
h (S) . (3.10)
As we will see, there is still another quantity which appears naturally in the area
theorem, Theorem 6.1 below: the area counting multiplicities. Recall that the
multiplicity N(p) of a point p belonging to a horizon H is defined as the number
(possibly infinite) of generators passing through p. Similarly, given a subset S of
H, for p ∈ H we set
N(p, S) = the number of generators of H passing through
p which meet S when followed to the (causal) future .(3.11)
Note that N(p, S) = N(p) for p ∈ S. Whenever N(p, S2) is Hn−1h1 measurable on
the intersection S1 of H with a spacelike hypersurface Σ1 we set
AreaS2(S1) =
∫
S1
N(p, S2) dH
n−1
h1
(p) , (3.12)
where h1 is the metric induced by g on Σ1. Note that N(p, S2) = 0 at points of
S1 which have the property that the generators through them do not meet S2;
12The equality (3.10) can be established using the area formula. In the case of C1 submani-
folds of Euclidean space this is done explicitly in [61, p. 48]. This can be extended to countable
n rectifiable sets by use of more general version of the area theorem [61, p. 69] (for subsets of
Euclidean space) or [23, Theorem 3.1] (for subsets of Riemannian manifolds).
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thus the area AreaS2(S1) only takes into account those generators that are seen
from S2. If S1 ⊂ J−(S2), as will be the case e.g. if S2 is obtained by intersecting
H with a Cauchy surface Σ2 lying to the future of S1, then N(p, S2) ≥ 1 for all
p ∈ S1 (actually in that case we will have N(p, S2) = N(p)), so that
AreaS2(S1) ≥ Area(S1) .
Let us show, by means of an example, that the inequality can be strict in some
cases. Consider a black hole in a three dimensional space–time, suppose that its
section by a spacelike hypersurface t = 0 looks as shown in Figure 1.
Figure 1: A section of the event horizon in a 2 + 1 dimensional space–time with
“two black holes merging”.
As we are in three dimensions area should be replaced by length. (A four
dimensional analogue of Figure 1 can be obtained by rotating the curve from
Figure 1 around a vertical axis.) When a slicing by spacelike hypersurfaces is
appropriately chosen, the behavior depicted can occur when two black holes merge
together13. When measuring the length of the curve in Figure 1 one faces various
options: a) discard the middle piece altogether, as it has no interior; b) count it
once; c) count it twice — once from each side. The purely differential geometric
approach to area, as given by Equation (3.6) does not say which choice should be
made. The Hausdorff area approach, Equation (3.10), counts the middle piece
once. The prescription (3.12) counts it twice. We wish to argue that the most
reasonable prescription, from an entropic point of view, is to use the prescription
(3.12). In order to do that, let (M, g) be the three dimensional Minkowski space–
time and consider a thin long straw R lying on the y axis in the hypersurface
t = 0:
R = {t = x = 0, y ∈ [−10, 10]} . (3.13)
13The four dimensional analogue of Figure 1 obtained by rotating the curve from Figure 1
around a vertical axis can occur in a time slicing of a black–hole space–time in which a “tem-
porarily toroidal black hole” changes topology from toroidal to spherical. Ambiguities related
to the definition of area and/or area discontinuities do occur in this example. On the other
hand, the four dimensional analogue of Figure 1 obtained by rotating the curve from Figure 1
around a horizontal axis can occur in a time slicing of a black–hole space–time in which two
black holes merge together. There are neither obvious ambiguities related to the definition of
the area nor area discontinuities in this case.
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Set K = J+(R) ∩ {t = 1}, then K is a convex compact set which consists of a
strip of width 2 lying parallel to the straw with two half–disks of radius 1 added
at the ends. Let Mˆ = M \K, equipped with the Minkowski metric, still denoted
by g. Then Mˆ has a black hole region B which is the past domain of dependence
of K in M (with K removed). The sections Hτ of the event horizon H defined
as H∩{t = τ} are empty for τ < 0 and τ ≥ 1. Next, H0 consists precisely of the
straw. Finally, for t ∈ (0, 1) Ht is the boundary of the union of a strip of width
2t lying parallel to the straw with two half–disks of radius t added at the ends of
the strip. Thus
Area(Ht) =
∫
Ht
dH1h =
{ 0 , t < 0 ,
10 , t = 0 ,
20 + 2πt , 0 < t < 1 ,
(3.14)
while ∫
Ht
N(p) dH1h =
{ 0 , t < 0 ,
20 , t = 0 ,
20 + 2πt , 0 < t < 1 .
(3.15)
(The end points of the straw, at which the multiplicities are infinite, do not
contribute to the above integrals with t = 0, having vanishing measure.) We see
that Area(Ht) jumps once when reaching zero, and a second time immediately
thereafter, while the “area counting multiplicities” (3.15) jumps only once, at the
time of formation of the black hole. From an entropy point of view the existence
of the first jump can be explained by the formation of a black hole in a very
unlikely configuration: as discussed below events like that can happen only for a
negligible set of times. However, the second jump of Area(Ht) does not make any
sense, and we conclude that (3.15) behaves in a more reasonable way. We note
that the behavior seen in Figure 1 is obtained by intersecting H by a spacelike
surface which coincides with t = 0 in a neighborhood of the center of the straw
R and smoothly goes up in time away from this neighborhood.
As already mentioned it footnote 13, this example easily generalizes to 3 +
1 dimensions: To obtain a 3 + 1 dimensional model with a similar discontinuity
in the cross sectional area function, for each fixed t, rotate the curve Ht about
a vertical axis in x–y–z space. This corresponds to looking at the equi–distant
sets to a disk. The resulting model is a flat space model for the Hughes et al.
temporarily toroidal black hole [43], cf. also [30, 44, 60].
We now show that the behavior exhibited in Figure 1, where there is a set of
points of positive measure with multiplicity N(p) ≥ 2, can happen for at most a
negligible set of times.
Proposition 3.5 LetM be a spacetime with a global C1 time function τ :M → R
and for t ∈ R let Σt = {p ∈ M : τ(p) = t} be a level set of τ . Then for any past
or future horizon H ⊂M
H
n−1
ht
({p ∈ Σt : N(p) ≥ 2}) = 0
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for almost all t ∈ R. (Where ht is the induced Riemannian metric on Σt.) For
these t values ∫
H∩Σt
N(p) dHn−1(p) = Hn−1ht (H ∩ Σt) ,
so that for almost all t the area of H ∩ Σt counted with multiplicity is the same
as the n− 1 dimensional Hausdorff measure of H ∩ Σt.
Proof: Let Hsing be the set of points of H that are on more than one generator.
By Proposition 2.8 Hnσ(Hsing) = 0 (where σ is an auxiliary complete Riemannian
metric σ on M). The Hausdorff measure version of Fubini’s theorem, known as
the “co–area formula” [61, Eq. 10.3, p. 55], gives∫
R
H
n−1
σ (Hsing ∩ Σt) dt =
∫
R
H
n−1
σ (τ |−1H [t]) dt =
∫
Hsing
J(τ |
H
) dHnσ = 0 . (3.16)
Here J(τ |
H
) is the Jacobian of the function τ restricted to H and the integral
over Hsing vanishes as H
n
σ(Hsing) = 0.
Equation (3.16) implies that for almost all t ∈ R we have Hn−1σ (H ∩ Σt) = 0.
But for any such t we also have Hn−1ht (H ∩ Σt) = 0. (This can be seen by noting
that the identity map between Σt with the metric of σ restricted to Σt and (Σt, ht)
and is locally Lipschitz. And locally Lipschitz maps send sets of n−1 dimensional
Hausdorff measure zero to sets with n− 1 dimensional Hausdorff measure zero.)
This completes the proof. ✷
We note that the equation Hn−1σ (Hsing ∩ Σt) = 0 for almost all t’s shows that
the set (St)reg ⊂ St ≡ Σt ∩ H given by Proposition 3.1 has full measure in St
for almost all t’s. It is not too difficult to show (using the Besicovitch covering
theorem) that (St)reg is countably rectifiable which gives a proof, alternative to
Proposition 3.4, of countable rectifiablity (up to a negligible set) of St for almost
all t’s. We emphasize, however, that Proposition 3.4 applies to all sections of H.
4 Non-negativity of θAl
The proof of the area theorem consists of two rather distinct steps: the first is
to show the non-negativity of the divergence of the generators of event horizons
under appropriate conditions, the other is to use this result to conclude that the
area of sections is nondecreasing towards the future. In this section we shall
establish non-negativity of θAl.
4.1 Causally regular conformal completions
A pair (M¯, g¯) will be called a conformal completion of (M, g) if M¯ is a manifold
with boundary such that M is the interior of M¯ . The boundary of M¯ will be
called Scri and denoted I . We shall further suppose that there exists a function
20
Ω, positive onM and differentiable on M¯ , which vanishes on I , with dΩ nowhere
vanishing on I . We emphasize that no assumptions about the causal nature of
Scri are made. We shall also require that the metric Ω−2g extends by continuity
to I , in such a way that the resulting metric g¯ on M¯ is differentiable. We set
I
+ = {p ∈ I | I−(p; M¯) ∩M 6= ∅} .
In the results presented below I + is not required to be connected.
Recall that a space–time is said to satisfy the null energy condition, or the
null convergence condition if
Ric(X,X) ≥ 0 (4.1)
for all null vectors X . The following Proposition spells out some conditions which
guarantee non-negativity of the Alexandrov divergence of the generators of H; as
already pointed out, we do not assume that I + is null:
Proposition 4.1 Let (M, g) be a smooth space–time with a conformal completion
(M¯, g¯) = (M ∪ I +,Ω2g) of (M, g) and suppose that the null energy condition
holds on the past I−(I +; M¯) ∩M of I + in M . Set
H = ∂J−(I +; M¯) ∩M .
Suppose that there exists a neighborhood O of H with the following property: for
every compact set C ⊂ O that meets I−(I +; M¯) there exists a future inextendible
(in M) null geodesic η ⊂ ∂J+(C;M) starting on C and having future end point
on I +. Then
θAl ≥ 0 .
Further, if S is any C2 spacelike or timelike hypersurface which meets H properly
transversally, then
θS∩HAl ≥ 0 on S ∩H .
Proof: Suppose that the result does not hold. Let, first, p0 be an Alexandrov
point of H with θAl < 0 at p0 and consider a neighborhood N of p0 of the form
Σ × R, constructed like the set O (not to be confused with the set O in the
statement of the present proposition) in the proof of Theorem 2.2, so that H∩N
is a graph over Σ of a function f : Σ→ R, define x0 by p0 = (x0, f(x0)). By point
3. of Proposition 2.1 in a coordinate neighborhood U ⊂ Σ the function f can be
written in the form
f(x) = f(x0) + df(x0)(x− x0) + 1
2
D2f(x0)(x− x0, x− x0) + o(|x− x0|2) . (4.2)
After a translation, a rotation and a rescaling we will have
x0 = 0 , f(x0) = 0 , df(x0) = dx
n . (4.3)
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Let Bn−1(δ) ⊂ Rn−1 be the (n− 1) dimensional open ball of radius δ centered at
the origin, for q ∈ Bn−1(δ), set x = (q, 0) and
fǫ,η(q) = f(x0)+df(x0)(x−x0)+ 1
2
D2f(x0)(x−x0, x−x0)+ǫ|x−x0|2+η . (4.4)
Define
Sǫ,η,δ = { graph over (Bn−1(δ)× {0}) ∩ U of fǫ,η} . (4.5)
If its parameters are chosen small enough, Sǫ,η,δ will be a smooth spacelike sub-
manifold of M of co–dimension two. Let θǫ,η,δ be the mean curvature of Sǫ,η,δ
with respect to the null vector field K, normal to Sǫ,η,δ, defined as in (3.2) with g
there replaced by fǫ,η (compare (A.1)). From (4.4) when all the parameters are
smaller in absolute value than some thresholds one will have
|θǫ,0,δ(p0)− θAl(p0)| ≤ Cǫ
for some constant C, so that if ǫ is chosen small enough we will have
θǫ,η,δ < 0 (4.6)
at p0 and η = 0; as θǫ,η,δ is continuous in all its relevant arguments, Equation (4.6)
will hold throughout Sǫ,η,δ if δ is chosen small enough, for all sufficiently small ǫ’s
and η’s. If δ is small enough and η = 0 we have
Sǫ,η=0,δ ⊂ J+(H) , Sǫ,η=0,δ ∩H = {p0} .
Here Sǫ,η,δ denotes the closure of Sǫ,η,δ. It follows that for all sufficiently small
strictly negative η’s we will have
Sǫ,η,δ ∩ J−(I +) 6= ∅ , (4.7)
Sǫ,η,δ \ Sǫ,η,δ ⊂ J+(H) , (4.8)
Making δ smaller if necessary so that Sǫ,η,δ ⊂ O, our condition on O implies
that there exists a null geodesic Γ: [0, 1] → M¯ such that Γ(0) ∈ Sǫ,η,δ, Γ|[0,1) ⊂
∂J+(Sǫ,η,δ;M), and Γ(1) ∈ I +. The behavior of null geodesics under conformal
rescalings of the metric (cf., e.g., [37, p. 222]) guarantees that Γ|[0,1) is a complete
geodesic in M . Suppose that Γ(0) ∈ Sǫ,η,δ \ Sǫ,η,δ, then, by Equation (4.8), Γ
would be a causal curve from J+(H) to I +, contradicting the hypothesis that
H = ∂J−(I +). It follows that Γ(0) ∈ Sǫ,η,δ. As the null energy condition holds
along Γ Equation (4.6) implies that Sε,η,δ will have a focal point, Γ(t0), to the
future of Γ(0). But then (cf. [55, Theorem 51, p. 298]) the points of Γ to the
future of Γ(t0) are in I
+(Sε,η,δ), and thus Γ does not lie in ∂J
+(Sǫ,η,δ;M). This
is a contradiction and the non-negativity of θAl follows.
The argument to establish non-negativity of θS∩HAl is an essentially identical
(and somewhat simpler) version of the above. Suppose, thus, that the claim
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about the sign of θS∩HAl is wrong, then there exists a point q0 ∈ S which is an
Alexandrov point of S∩H and at which θS∩HAl is negative. Consider a coordinate
patch around q0 = 0 such that S ∩H is a graph xn = g(x1, . . . , xn−1) of a semi–
convex function g. Regardless of the spacelike/timelike character of S we can
choose the coordinates, consistently with semi–convexity of g, so that J−(H)∩ S
lies under the graph of g . The definition (4.4) is replaced by
fǫ,η(q) = g(q0) + dg(q0)(q− q0) + 1
2
D2g(q0)(q− q0, q− q0) + ǫ|q− q0|2+ η , (4.9)
while (4.5) is replaced by
Sǫ,η,δ = { graph over Bn−1(δ) of fǫ,η} . (4.10)
The other arguments used to prove that θAl ≥ 0 go through without modifica-
tions. ✷
Proposition 4.1 assumes the existence of a neighborhood of the horizon with
some precise global properties, and it is natural to look for global conditions
which will ensure that such a neighborhood exists. The simplest way to guaran-
tee that is to assume that the conformal completion (M¯, g¯) is globally hyperbolic,
perhaps as a manifold with boundary. To be precise, we shall say that a manifold
(M¯, g¯), with or without boundary, is globally hyperbolic if there exists a smooth
time function t on M¯ , and if J+(p) ∩ J−(q) is compact for all p, q ∈ M¯ (com-
pare [30]). For example, Minkowski space–time with the standard I + attached
is a globally hyperbolic manifold with boundary. (However, if both I + and
I − are attached, then it is not. Note that if I + and I − and i0 are attached
to Minkowski space–time, then it is not a manifold with boundary any more.
Likewise, the conformal completions considered in [64] are not manifolds with
boundary.) Similarly Schwarzschild space–time with the standard I + attached
to it is a globally hyperbolic manifold with boundary. Further, the standard con-
formal completions of de–Sitter, or anti–de Sitter space–time [34] as well as those
of the Kottler space–times [46] (sometimes called Schwarzschild – de Sitter and
Schwarzschild – anti–de Sitter space–times) and their generalizations considered
in [7] are globally hyperbolic manifolds with boundary.
It is well known that in globally hyperbolic manifolds the causal hypotheses
of Proposition 4.1 are satisfied, therefore we have proved:
Proposition 4.2 Under the condition c) of Theorem 1.1, the conclusions of
Proposition 4.1 hold. ✷
The hypothesis of global hyperbolicity of (M¯, g¯) is esthetically unsatisfactory,
as it mixes conditions concerning the physical space–time (M, g) together with
conditions concerning an artificial boundary one attaches to it. On the other
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hand it seems sensible to treat on a different footing the conditions concerning
(M, g) and those concerning I +. We wish to indicate here a possible way to do
this. In order to proceed further some terminology will be needed:
Definition 4.3 1. A point q in a set A ⊂ B is said to be a past point14 of A
with respect to B if J−(q;B) ∩A = {q}.
2. We shall say that I + is H–regular if there exists a neighborhood O of H
such that for every compact set C ⊂ O satisfying I+(C; M¯)∩I + 6= ∅ there
exists a past point with respect to I + in ∂I+(C; M¯) ∩I +.
We note, as is easily verified15, that ∂I+(C; M¯) ∩I + = ∂(I+(C; M¯) ∩I +),
where the boundary on the right hand side is meant as a subset of I +.
Remark 4.4 In the null and timelike cases the purpose of the condition is to
exclude pathological situations in which the closure of the domain of influence of
a compact set C in M contains points which are arbitrarily far in the past on I +
in an uncontrollable way. A somewhat similar condition has been first introduced
in [31] for null I +’s in the context of topological censorship, and has been termed
“the i0 avoidance condition” there. We shall use the term “H–regular” instead,
to avoid the misleading impression that we assume existence of an i0.
Remark 4.5 When I + is null throughout the condition of H–regularity is
equivalent to the following requirement: there exists a neighborhood O of H
such that for every compact set C ⊂ O satisfying I+(C; M¯) ∩ I + 6= ∅ there
exists at least one generator of I + which intersects I+(C; M¯) and leaves it when
followed to the past16. This condition is satisfied by the standard conformal
completions of Minkowski space–time, or of the Kerr–Newman space–times. In
fact, in those examples, when O is suitably chosen, for every compact set C ⊂ O
satisfying I+(C; M¯) ∩ I + 6= ∅ it holds that every generator of I + intersects
I+(C; M¯) and leaves it when followed to the past.
Remark 4.6 When I + is timelike throughout the condition of H–regularity is
equivalent to the following requirement: there exists a neighborhood O of H
such that for every compact set C ⊂ O satisfying I+(C; M¯) ∩I + 6= ∅, there is
14A very similar notion has already been used in [11, p. 102].
15The inclusion “⊂” makes use of the fact that if q ∈ I +, then for any p ∈ M near q there
exists p′ ∈ I +∩I+(p; M¯) near q. If I + is null (and hence possibly type changing) at q one sees
this as follows. From the definition of I +, there exists at q a future directed outward pointing
timelike vector X0. This can be extended in a neighborhood U of q to a future directed timelike
vector field X everywhere transverse to I +. By flowing along the integral curves of X , we see
that any point p ∈ M sufficiently close to q is in the timelike past of a point p′ ∈ I + close to
q.
16Those points at which the generators of I + exit I+(C; M¯) are past points of ∂I+(C; M¯)∩
I +.
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a point x in I+(C; M¯) ∩ I + such that every past inextendible causal curve in
I + from x leaves I+(C; M¯). (The standard conformal completions of anti–de
Sitter space–time [34] as well as those of the negative Λ Kottler space–times [46]
and their generalizations considered in [7] all satisfy this condition.) Under this
condition the existence of a past point in ∂I+(C; M¯)∩I + can be established as
follows: Let p ∈ ∂I+(C; M¯)∩J−(x;I +), let γ be a causal curve entirely contained
in ∂I+(C; M¯) ∩ I + through p; if no such curves exist then p is a past point of
∂I+(C; M¯)∩I + and we are done; if such curves exist, by a standard construction
that involves Zorn’s lemma we can without loss of generality assume that γ is
past inextendible in ∂I+(C; M¯)∩I +. Let Γ be a past inextendible causal curve
in I + which contains γ. The current causal regularity condition on I + implies
that Γ has an end point q on ∂I+(C; M¯) ∩ I +. If q were not a past point of
∂I+(C; M¯)∩I + one could extend γ as a causal curve in ∂I+(C; M¯)∩I +, which
would contradict the maximality of γ. Hence q is a past point of ∂I+(C; M¯)∩I +.
Remark 4.7 When I + is spacelike throughout the condition of H–regularity is
equivalent to the requirement of existence of a neighborhood O of H such that
for every compact set C ⊂ O satisfying I+(C; M¯) ∩I + 6= ∅, the set I+(C; M¯)
does not contain all of I +. We note that the standard conformal completions
of de Sitter space–time, as well as those of the positive-Λ generalized Kottler
space–times [34], satisfy our H–regularity condition.
Let us present our first set of conditions which guarantees that the causal
hypotheses of Proposition 4.1 hold:
Proposition 4.8 Let (M, g) be a spacetime with a H–regular I +, and suppose
that there exists in M a partial Cauchy surface Σ such that
(i) I+(Σ;M) ∩ I−(I +; M¯) ⊂ D+(Σ;M), and
(ii) I + ⊂ I+(Σ; M¯).
Then there is a neighborhood O of H such that if C is a compact subset of
J+(Σ;M) ∩ O that meets I−(I +; M¯), there exists a future inextendible (in M)
null geodesic η ⊂ ∂I+(C;M) starting at a point on C and having future end point
on I +.
Remark 4.9 The conditions (i) and (ii) in Proposition 4.8 form a version of
“asymptotic predictability”. They do not imply that global hyperbolicity extends
to the horizon or I +. These conditions are satisfied in the set-up of [37].
Proof: Choose O as in the definition of H–regularity; then for compact C ⊂ O
satisfying I+(C; M¯) ∩I + 6= ∅ there is a past point q on ∂I+(C; M¯) ∩I +. By
[64, Theorem 8.1.6, p. 194] (valid in the present context) there exists a causal
curve η ⊂ ∂I+(C; M¯) with future end point q which either is past inextendible in
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M¯ or has a past end point on C. As q is a past point with respect to I +, η must
meet M . Note that, due to the potentially unusual shape of I +, in principle
η may meet I + after q when followed backwards in time even infinitely often
in a finite interval. The following argument avoids this difficulty altogether: we
consider any connected component η0 of η ∩M ; η0 is a null geodesic with future
end point on I +. Now, conditions (i) and (ii) imply that η0 enters the interior
of D+(Σ;M). If η0 is past inextendible in M , then, following η0 into the past, η0
must meet and enter the timelike past of Σ. This leads to an achronality violation
of Σ: Choose p ∈ η0∩I−(Σ;M). Then, since I+(∂I+(C;M);M) ⊂ I+(C;M), by
moving slightly to the future of p, we can find a point p′ ∈ I+(C;M)∩I−(Σ;M) ⊂
I+(Σ;M) ∩ I−(Σ;M). We conclude that η0 has a past end point on C. ✷
The conditions of the proposition that follows present an alternative to those
of Proposition 4.8; they form a version of “strong asymptotic predictability”:
Proposition 4.10 Let (M, g) be a spacetime with a H–regular I +, and suppose
that M contains a causally simple domain V such that
I−(I +; M¯) ∩M ⊂ V .
Then there is a neighborhood O of H such that if C is a compact subset of V ∩O
that meets I−(I +; M¯), there exists a future inextendible (in M) null geodesic
η ⊂ ∂I+(C;V ) starting at a point on C and having future end point on I +.
Remark 4.11 Recall, an open set V in M is causally simple provided for all
compact subsets K ⊂ V , the sets J±(K;V ) are closed in V . Causal simplicity is
implied by global hyperbolicity; note, however, that the latter is not a sensible
assumption in the timelike I + case: For example, anti–de Sitter space is not
globally hyperbolic; nevertheless it is causally simple.
Remark 4.12 Proposition 4.10 assumes that causal simplicity extends to the
horizon, but not necessarily to I + — it is not assumed that the closure V of
V in M¯ is causally simple. Its hypotheses are satisfied in the set-up of [64] and
in the (full) set-up of [37]. (In both those references global hyperbolicity of V is
assumed.) We note that replacing M by V we might as well assume that M is
causally simple.
Remark 4.13 If C is a smooth spacelike hypersurface-with-boundary, with
∂C = S, then (i) η meets C at a point on S, (ii) η meets S orthogonally, and
(iii) η is outward pointing relative to C.
Proof: Choose O ⊂ V as in the definition of H–regularity, and let q be
a past point of ∂I+(C; M¯) ∩ I + with respect to I +. Then q ∈ ∂I+(C; V¯ ),
where V¯ = V ∪ I +. Arguing as in Proposition 4.8 we obtain a causal curve
η ⊂ ∂I+(C; V¯ ) with future end point q ∈ I +, which is past inextendible in
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∂I+(C; V¯ ). As before, η meets M , and we let η0 be a component of η∩M . Then
η0 is a null geodesic in V with future end point on I
+ which is past inextendible
in ∂I+(C;V ). Since V is causally simple, ∂I+(C;V ) = J+(C;V ) \ I+(C;V ),
which implies that η0 has past end point on C. ✷
If M itself is globally hyperbolic, taking V = M in Proposition 4.10 one
obtains:
Corollary 4.14 Under the hypotheses of point a) of Theorem 1.1, the conclu-
sions of Proposition 4.1 hold.
4.2 Complete generators
Let us turn our attention to horizons H the generators of which are future com-
plete. We emphasize that H is not necessarily an event horizon, and the space–
time does not have to satisfy any causality conditions. We start with some
terminology: consider a C2 spacelike manifold S ⊂ M of co–dimension two, let
p0 ∈ S. We can choose coordinates in a globally hyperbolic neighborhood O of
p0 such that the paths s→ (x1, . . . , xn, xn+1 = s) are timelike and such that
S ∩ O = {xn = xn+1 = 0} . (4.11)
Suppose further that
p0 ∈ S ∩H , Tp0S ⊂ Tp0H , (4.12)
and that p0 is an Alexandrov point of H. Passing to a subset of O if necessary
we may assume that O∩H is a graph of a function f , with p0 = (x0, f(x0)). We
shall say that S is second order tangent to H if the above conditions hold and if
in the coordinate system of Equation (4.11) we have
∀ X, Y ∈ Tp0S D2f(X, Y ) = 0 . (4.13)
HereD2f is the Alexandrov second derivative of f at x0, as in Equation (2.2). The
notion of S ⊂ S being second order tangent to a section S ∩H at an Alexandrov
point of this section is defined in an analogous way, with coordinates adapted so
that, locally, S = {xn = 0} or S = {xn+1 = 0}.
We note the following result:
Lemma 4.15 Let S be a C2 spacelike manifold of co–dimension two which is
tangent to a horizon H at p0 ∈ H ∩ S. Suppose that
1. p0 is an Alexandrov point of H, and S is second order tangent to H there,
or
2. p0 is an Alexandrov point of S ∩ H, with S = {xn = 0} in the coordinate
system of (4.11), and S is second order tangent to S ∩H there, or
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3. p0 is an Alexandrov point of S ∩H, with S = {xn+1 = 0} in the coordinate
system of (4.11), and S is second order tangent to S ∩H there.
Let Γ be a null geodesic containing a generator γ of H through p0, with Γ(0) = p0.
If Γ(1) is a focal point of S, then there exists a ∈ [0, 1] such that Γ(a) is an
endpoint of γ on H.
Remark 4.16 We stress that we haven’t assumed anything about the time ori-
entation of Γ.
Proof: If Γ(0) is an end point ofH there is nothing to prove, so we can suppose
that p0 is an interior point of the generator γ. Suppose that Γ(1) is a focal point
of S, it is well known17 that for any b > 1 there exists a one parameter family of
timelike paths Γv: [0, b]→M , |v| ≤ v0, such that
Γv(0) ∈ S , Γv(b) = Γ(b) ,
∀u ∈ [0, b] dσ(Γv(u),Γ(u)) ≤ C|v| , (4.14)
g
(∂Γv
∂u
,
∂Γv
∂u
)
≤ −Cv2 , (4.15)
with some constant C. Here dσ denotes the distance onM measured with respect
to some auxiliary complete Riemannian metric σ.
Let X be any smooth vector field which vanishes at Γ(b) and which equals
∂/∂xn+1 in a neighborhood of p0, where x
n+1 is the (n + 1)st coordinate in the
coordinate system of Equation (4.11). Let φs denote the (perhaps locally defined)
flow of X , for |s| ≤ 1 we have the straightforward estimate∣∣∣g(∂(φs(Γv(u)))
∂u
,
∂(φs(Γv(u)))
∂u
)
− g
(∂Γv(u)
∂u
,
∂Γv(u)
∂u
)∣∣∣ ≤ C1|s| , (4.16)
for some constant C1, whenever φs(Γv)(u) is defined. Set
η(δ) = sup
q∈Bn−1(0,δ)
|f(q)|
(dσ(q, 0))2
,
where f is again the graphing function of H∩O, and Bn−1(0, δ) is as in the proof
of Proposition 4.1; dσ(q, 0) should be understood in the obvious way. Under the
hypotheses 1. and 2., by Equations (2.2) and (4.13) we have
η(δ)→δ→0 0 . (4.17)
17The only complete proof of this fact known to us is to be found in [28, Section 2]. For the
case at hand one should use the variation defined there with cℓ = 0. We note the following
misprints in [28, Section 2]: In Equation (2.7) η′0 should be replaced by N0 and η
′
ℓ should be
replaced by Nℓ; in Equation (2.10) N0 should be replaced by η
′
0 and Nℓ should be replaced by
η′ℓ.
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On the other hand, suppose that 3. holds, let g be the graphing function of S∩H
in the coordinate system of (4.11), the hypothesis that S is second order tangent
to S ∩H gives
g(x) = o(|x|2) ,
where x is a shorthand for (x1, . . . , xn−1). Now (x, g(x)) ∈ H so that f(x, g(x)) =
0, hence
|f(x, 0)| = |f(x, 0)− f(x, g(x))| ≤ L|g(x)| = o(|x|2) ,
where L is the Lipschitz continuity constant of f on Bn(0, δ). Thus Equa-
tion (4.17) holds in all cases.
Equation (4.14) shows that for |v| ≤ δ/C2, for some constant C2, we will have
Γv(0) ∈ Bn−1(0, δ)× {0} × {0} ⊂ S ∩ O, so that Γv(0) can be written as
Γv(0) = (x(v), x
n+1 = 0) , x(v) = (q(v), xn = 0) , q(v) ∈ Bn−1(0, δ) .
Consider the point p(v) ≡ (x(v), f(x(v))); by definition of X we have
p(v) = φf(x(v))(Γv(0)) ∈ H .
From Equations (4.14), (4.15) and (4.16), together with the definition of η we
obtain
∀u ∈ [0, b] g
(∂(φf(x(v))(Γv(u)))
∂u
,
∂(φf(x(v))(Γv(u)))
∂u
)
≤ −Cv2 + C1C2η(δ)v2 .
This and Equation (4.17) show that for δ small enough φs(Γv) will be a timelike
path from p(v) ∈ H to Γv(b). Achronality of H implies that Γv(b) 6∈ H, thus Γ
leaves H somewhere on [0, b). As b is arbitrarily close to 1, the result follows. ✷
As a Corollary of Lemma 4.15 one immediately obtains:
Proposition 4.17 Under the hypothesis b) of Theorem 1.1, we have
θAl ≥ 0 .
Further, if S is any spacelike or timelike C2 hypersurface that meets H properly
transversally, then
θS∩HAl ≥ 0 .
Proof: Suppose that θAl(p0) < 0, for δ small enough let S = S(δ) be the
manifold S0,0,δ defined in Equation (4.5). Consider the future directed maximally
extended null geodesic Γ normal to S which coincides, for some values of its
parameters, with a generator γ of H through p0. Now, γ is complete to the
future by hypothesis, thus so must be the case with Γ. By well known results17
[55, Theorem 43, p. 292], S has a focal point along Γ at finite affine distance,
say 1. By Lemma 4.15 the generator γ has a future end point, which contradicts
the definition of a future horizon. Finally, if S is a spacelike hypersurface, or a
timelike hypersurface properly transverse to H, then the same argument with
S0,0,δ given by Equation (4.10) establishes θ
S∩H
Al ≥ 0. ✷
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5 Propagation of Alexandrov points along gen-
erators, optical equation
The aim of this section is to show that, roughly speaking, Alexandrov points
“propagate to the past” along the generators. Recall, now, that the Weingarten
map b of a smooth null hypersurface S satisfies a Ricatti equation
b′ + b2 +R = 0. (5.1)
Here ′ and R are defined in Appendix A, see Equation (A.3) and the paragraph
that follows there. Equation (5.1) leads to the well known Raychaudhuri equation
in general relativity: by taking the trace of (5.1) we obtain the following formula
for the derivative of the null mean curvature θ = θ(s) along η,
θ′ = −Ric(η′, η′)− σ2 − 1
n− 2θ
2, (5.2)
where σ, the shear scalar18, is the trace of the square of the trace free part of b.
Equation (5.2) is the well-known Raychaudhuri equation (for an irrotational null
geodesic congruence) of relativity. This equation shows how the Ricci curvature
of spacetime influences the null mean curvature of a null hypersurface. We will
refer to Equation (5.1) as the optical equation.
Let σ be any auxiliary complete smooth Riemannian metric on M and define
UM ⊂ TM to be the bundle of σ–unit vectors tangent to M . Following [15] for
p ∈ H we define Np ⊂ UpM as the collection of σ–unit, future directed vectors
tangent to generators of H through p. Those vectors are necessarily lightlike and
will be called semi–tangents to H. We set
N = ∪p∈HNp .
The main result of this section is the following:
Theorem 5.1 Let Γint denote the set of interior points of a generator Γ of H
( i.e., Γ without its end–point, if any). If p0 ∈ Γint is an Alexandrov point of a
section S∩H, where S is an embedded spacelike or timelike C2 hypersurface that
intersects H properly transversally, then
Γint ∩ J−(p0) \ {p0} ⊂ HAl . (5.3)
Further the Alexandrov derivative D2f of any graphing function of H varies
smoothly over Γint ∩ J−(p0), and the null Weingarten map bAl constructed out
of D2f in a way analogous to that presented in Appendix A satisfies the optical
equation (5.1) and the Raychaudhuri equation (5.2) there.
18This is one of the very few occurrences of the shear scalar (traditionally denoted by σ in
the physics literature) in our paper, we hope that this conflict of notation with the auxiliary
Riemannian metric also denoted by σ will not confuse the reader.
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Remark 5.2 It would be of interest to find out whether or not the inclusion (5.3)
can be strengthened to Γint ⊂ HAl. It follows from Theorem 5.6 below that this
last inclusion will hold for Hn−1σ almost all generators passing through any given
section S ∩H of H, when the generators are counted by counting the points at
which they meet S ∩H.
Remark 5.3 There exist horizons containing generators on which no points are
Alexandrov. As an example, let H be the boundary of the future of a square lying
in the t = 0 hypersurface of three dimensional Minkowski space–time. Then H
is a union of portions of null planes orthogonal to the straight segments lying
on the boundary of the square together with portions of light cones emanating
from the corners of the square. Consider those generators of H at which the null
planes meet the light cones: it is easily seen that no point on those generators is
an Alexandrov point of H.
As constructing support functions (or support hypersurfaces) to the horizon
H is generally easier than doing analysis directly on H we start by giving a
criteria in terms of upper and lower support functions for a function to have a
second order expansion (2.2).
Lemma 5.4 Let U ⊂ Rn be an open neighborhood of x0 and f :U → R a function.
Assume for ℓ = 1, 2, . . . that there are open neighborhoods U+ℓ and U
−
ℓ of x0 and
C2 functions f±ℓ :U
±
ℓ → R so that f−ℓ ≤ f on U−ℓ and f ≤ f+ℓ on U+ℓ , with
f(x0) = f
±
ℓ (x0). Also assume that there is a symmetric bilinear form Q so that
lim
ℓ→∞
D2f+ℓ (x0) = lim
ℓ→∞
D2f−ℓ (x0) = Q .
Then f has a second order expansion at x0:
f(x) = f(x0) + df(x0)(x− x0) + 1
2
Q(x− x0, x− x0) + o(|x− x0|2) ,
where df(x0) = df
±
ℓ (x0) (this is independent of ℓ and the choice of + or −).
Thus the Alexandrov second derivative of f exists at x = x0 and is given by
D2f(x0) = Q.
Remark 5.5 The extra generality will not be needed here, but we remark that
the proof shows that the hypothesis the functions f+ℓ are C
2 can be weakened to
only requiring that they all have a second order expansion at x0 with no regularity
being needed away from x = x0.
Proof: Without loss of generality we may assume that x0 = 0. By replacing
U+ℓ and U
−
ℓ by Uℓ := U
+
ℓ ∩ U−ℓ we assume for each ℓ that f+ℓ and f−ℓ have the
same domain. For any k, ℓ we have f+ℓ − f−k ≥ 0 has a local minimum at x0 = 0
and thus a critical point there. Whence df+ℓ (0) = df
−
k (0) for all k and l. This
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shows the linear functional df(0) = df+ℓ (0) is well defined. We now replace f by
x 7→ f(x)− df(0)x− 1
2
Q(x, x) and f±ℓ by x 7→ f±ℓ (x)− df(0)x− 12Q(x, x). Then
df(0) = df±ℓ (0) = 0, limℓ→0D
2f±ℓ (0) = 0 and to finish the proof it is enough to
show that f(x) = o(|x|2). That is we need to find for every ε > 0 a δε > 0 so that
|x| < δε implies |f(x)| ≤ ε|x|2. To do this choose any r0 > 0 so that B(0, r0) ⊂ U .
Then choose an ℓ large enough that
−ε|x|2 ≤ D2f−ℓ (0)(x, x) , D2f+ℓ (0)(x, x) ≤ ε|x|2 ,
for all x ∈ B(0, r0). Now choose r1 ≤ r0 so that B(0, r1) ⊂ Uℓ. For this ℓ we can
use the Taylor expansions of f+ℓ and f
−
ℓ at 0 to find a δε > 0 with 0 < δε ≤ r1 so
that ∣∣∣f±ℓ (x)− 12Df±ℓ (0)(x, x)∣∣∣ ≤ 12ε|x|2
for all x with |x| < δ1. Then f ≤ f+ℓ implies that if |x| < δε then
f(x) ≤ 1
2
D2f+ℓ (0)(x, x) +
(
f+ℓ (x)−
1
2
D2f+ℓ (0)(x, x)
)
≤ ε
2
|x|2 + ε
2
|x|2 = ε|x|2 ,
with a similar calculation, using f−ℓ ≤ f , yielding −ε|x|2 ≤ f(x). This completes
the proof. ✷
Proof of Theorem 5.1: This proof uses, essentially, the same geometric
facts about horizons that are used in the proof of Proposition A.1. Let p0 ∈ Γint
be an Alexandrov point of a section S ∩ H, where S is a spacelike or timelike
C2 hypersurface that intersects H properly transversally, and with p0 ∈ Γint.
By restricting to a suitable neighborhood of p0 we can assume without loss of
generality that M is globally hyperbolic, that Γ maximizes the distance between
any two of its points, and that H is the boundary of J+(H) and J−(H) (that is
H divides M into two open sets, its future I+(H) and its past I−(H)).
We will simplify notation a bit and assume that S is spacelike, only triv-
ial changes are required in the case S is timelike. We can find C2 coordinates
x1, . . . , xn on S centered at p0 so that in these coordinates S ∩H is given by a
graph xn = h(x1, . . . , xn−1). By restricting the size of S we can assume that these
coordinates are defined on all of S and that their image is Bn−1(r)× (−δ, δ) for
some r, δ > 0 and that h:Bn−1(r) → (−δ, δ). As p0 is an Alexandrov point of
S ∩H and h(0) = 0 the function h has a second order expansion
h(~x) = dh(0)~x+
1
2
D2h(0)(~x, ~x) + o(|~x|2) ,
where ~x = (x1, . . . , xn−1). By possibly changing the sign of xn we may assume
that
{(~x, y) ∈ S | y ≥ h(~x)} ⊂ J+(H) , {(~x, y) ∈ S | y ≤ h(~x)} ⊂ J−(H) .
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For ε ≥ 0 define
h±ε (~x) = dh(0)~x+
1
2
D2h(0)(~x, ~x)± ε
2
|~x|2 .
Then h±ε is a C
2 function on Bn−1(r), and for ε = 0 the function h0 = h
+
0 = h
−
0
is just the second order expansion of h at ~x = 0. For each ε > 0 the second order
Taylor expansion for h at 0 implies that there is an open neighborhood Vε of 0 in
Bn−1(r) so that
h−ε ≤ h ≤ h+ε on Vε .
Set
N := {(~x, h0(~x)) | ~x ∈ Bn−1(r)} , N±ε := {(~x, h±ε (~x)) | ~x ∈ Vε} .
Let n be the future pointing timelike unit normal to S and let η: (a, b) → Γint
be the affine parameterization of Γint with η(0) = p0 and 〈η′(0),n(p0)〉 = −1
(which implies that η is future directed). Let k be the unique C1 future directed
null vector field along N so that k(p0) = η
′(0) and 〈k,n〉 = −1. Likewise let
k±ε be the C
1 future directed null vector field along N±ε with k(p0) = η
′(0) and
〈k±ε ,n〉 = −1.
Let p be any point of Γint∩J−(p0) \ {p0}. Then p = η(t0) for some t0 ∈ (a, b).
To simplify notation assume that t0 ≤ 0. By Lemma 4.15 N has no focal points
in Γint and in particular no focal points on η|(a,0]. Therefore if we fix a t1 with
t1 < t0 < b then there will be an open neighborhood W of 0 in B
n−1(r) so that
H˜ := {exp(tk(~x, h0(~x))) | ~x ∈ W, t ∈ (t1, 0)}
is an embedded null hypersurface of M . By Proposition A.3 the hypersurface
is of smoothness class C2. The focal points depend continuously on the second
fundamental form so there is an ε0 > 0 so that if ε < ε0 then none of the
submanifolds N±ε have focal points along η|[t1,0]. Therefore if 0 < ε < ε0 there is
an open neighborhood Wε and such that
H˜
±
ε := {exp(tk(~x, h(~x))) | ~x ∈ Wε, t ∈ (t1, 0)}
is a C2 embedded hypersurface of M .
We now choose smooth local coordinates y1, . . . , yn+1 for M centered at p =
η(t0) so that ∂/∂y
n+1 is a future pointing timelike vector field and the level sets
yn+1 = Const. are spacelike. Then there will be an open neighborhood U of 0 in
R
n so that near p the horizon H is given by a graph yn+1 = f(y1, . . . , yn). Near
p the future and past of H are given by J+(H) = {yn+1 ≥ f(y1, . . . , yn)} and
J−(H) = {yn+1 ≤ f(y1, . . . , yn)}. There will also be open neighborhoods U0 and
U±ε of 0 in R
n and functions f0 and f
±
ε defined on these sets so that near p
H˜ = {(y1, . . . , yn, f0(y1, . . . , yn)) | (y1, . . . , yn) ∈ U0} ,
H˜
±
ε = {(y1, . . . , yn, f±ε (y1, . . . , yn)) | (y1, . . . , yn) ∈ U±ε } .
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The hypersurfaces H˜ and H˜±ε are C
2 which implies the functions f0 and f
±
ε are
all C2.
Since N−ε ⊂ J−(H), a simple achronality argument shows that H˜−ε ⊂ J−(H).
(This uses the properties of H described in the first paragraph of the proof.) By
choosing N+ε small enough, we can assume that H˜
+
ε is achronal. We now show
that, relative to some neighborhood of p,H ⊂ J−(H˜+ε ). LetOε be a neighborhood
of p, disjoint from S, such that H˜+ε ∩Oε separates Oε into the disjoint open sets
I+(H˜+ε ∩ Oε;Oε) and I−(H˜+ε ∩ Oε;Oε). Now, by taking Oε small enough, we
claim that H does not meet I+(H˜+ε ∩ Oε;Oε). If that is not the case, there is
a sequence {pℓ} such that pℓ ∈ H ∩ I+(H˜+ε ∩ Oε;Oε) and pℓ → p. For each ℓ,
let Γℓ be a future inextendible null generator of H starting at pℓ. Since p is an
interior point of Γ, the portions of the Γℓ’s to the future of pℓ must approach the
portion of Γ to the future of p. Hence for ℓ sufficiently large, Γℓ will meet S at
a point qℓ ∈ S ∩H, say, such that qℓ → p0. For such ℓ, the segment of Γℓ from
pℓ to qℓ approaches the segment of Γ from p to p0 uniformly as ℓ → ∞. Since
H˜+ε separates a small neighborhood of the segment of Γ from p to p0, it follows
that for ℓ large enough, the segment of Γℓ from pℓ to qℓ will meet H˜
+
ε . But this
implies for such ℓ that pℓ ∈ I−(N+ε ), which contradicts the achronality of H˜+ε .
We conclude, by choosing Oε small enough, that H∩ I+(H˜+ε ∩Oε;Oε) = ∅, and
hence that H∩Oε ⊂ J−(H˜+ε ∩Oε;Oε). Shrinking U+ε if necessary, this inclusion,
and the inclusion H˜−ε ⊂ J−(H) imply that on U−ε we have f−ε ≤ f and that on
U+ε we have f ≤ f+ε . Therefore if we can show that limεց0D2f±ε (0) = D2f0(0)
then Lemma 5.4 implies that 0 is an Alexandrov point of f with Alexandrov
second derivative given by D2f(0) = D2f0(0).
To see that limεց0D
2f±ε (0) = D
2f0(0) let b0 and b
±
ε be the Weingarten maps
of H˜ and H˜±ε along η. By Proposition A.1 they all satisfy the same Ricatti
equation (A.2). The initial condition for b0 is calculated algebraically from the
second fundamental form of N at p0 (cf. Section 3) and likewise the initial
condition for b±ε is calculated algebraically from the second fundamental form of
N±ε at p0. From the definitions we clearly have
Second Fundamental Form of N±ε at p0 −→ Second Fundamental Form of N at p0
as ε ց 0. Therefore continuous dependence of solutions to ODE’s on initial
conditions implies that limεց0 b
±
ε = b0 at all points of η|[0,t0]. As D2f±ε (0) and
D2f0(0) are algebraic functions of b
±
ε and b0 at the point p = η(t0) this implies
that limεց0D
2f±ε (0) = D
2f0(0) and completes the proof that p is an Alexandrov
point of H.
Finally it follows from the argument that at all points of Γint the null Wein-
garten map b for H is the same as the Weingarten for the C2 null hypersurface
H˜. So b will satisfy (A.2) by Proposition A.1. ✷
We end this section with one more regularity result, Theorem 5.6 below. Its
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proof requires some techniques which are introduced in Section 6 only — more
precisely, an appropriate generalization of Lemma 6.11 is needed; this, in turn,
relies on an appropriate generalization of Lemma 6.9. For this reason we defer
the proof of Theorem 5.6 to an appendix, Appendix D.
Theorem 5.6 Let S be any C2 hypersurface intersecting H properly transver-
sally, and define
S0 = {q ∈ S ∩H : q is an interior point of a generator of H} , (5.4)
S1 = {q ∈ S0 : all interior points of the generator
through q are Alexandrov points of H} , (5.5)
S2 = {q ∈ S0 : q is an Alexandrov point of H} , (5.6)
Then S1 and S2 have full n− 1 dimensional Hausdorff measure in S0.
Remark 5.7 S0 does not have to have full measure in S ∩ H, it can even be
empty. This last case occurs indeed when S = {t = 0} in the example described
around Equation (3.13) in Section 3. Note, however, that if S is a level set of a
properly transverse foliation S(t), then (as already mentioned) for almost all t’s
the sets S(t)0 (as defined in (5.4) with S replaced by S(t)) will have full measure
in S(t). We shall call a generator an Alexandrov generator if all its interior points
are Alexandrov points. It follows that for generic sections (in the measure sense
above) for almost all points through those sections the corresponding generators
will be Alexandrov. The discussion here thus gives a precise meaning to the
statement that almost all generators of a horizon are Alexandrov generators.
6 Area monotonicity
In this section we shall show the monotonicity of the area, assuming that the
Alexandrov divergence θAl of the generators of H, or that of a section of H, is
non–negative. The result is local in the sense that it only depends on the part of
the event horizon H that is between the two sections S1 and S2 whose area we
are trying to compare. We consider a spacetime (M, g) of dimension n + 1. We
have the following:
Theorem 6.1 Suppose that (M, g) is an (n + 1) dimensional spacetime with a
future horizon H. Let Σa, a = 1, 2 be two embedded achronal spacelike hypersur-
faces of C2 differentiability class, set Sa = Σa ∩H. Assume that
S1 ⊂ J−(S2) , S1 ∩ S2 = ∅ , (6.1)
and that either
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1. the divergence θAl of H defined (H
n
σ–almost everywhere) by Equation (2.10)
is non–negative on J+(S1) ∩ J−(S2), or
2. the divergence θS2Al of S2 defined (H
n−1
σ –almost everywhere) by Equation (3.4)
is non–negative, with the null energy condition (4.1) holding on J+(S1) ∩
J−(S2).
Then
1.
AreaS2(S1) ≤ Area(S2) , (6.2)
with AreaS2(S1) defined in Equations (3.11)–(3.12) and Area(S2) defined
in Equation (3.10). This implies the inequality
Area(S1) ≤ Area(S2) .
2. If equality holds in (6.2), then (J+(S1) \ S1) ∩ (J−(S2) \ S2) (which is the
part of H between S1 and S2) is a smooth totally geodesic (analytic if the
metric is analytic) null hypersurface in M . Further, if γ is a null generator
of H with γ(0) ∈ S1 and γ(1) ∈ S2, then the curvature tensor of (M, g)
satisfies R(X, γ′(t))γ′(t) = 0 for all t ∈ [0, 1] and X ∈ Tγ(t)H.
Remark 6.2 Note that if S1∩S2 6= ∅ then the inequality AreaS2(S1) ≤ Area(S2)
need not hold. (The inequality Area(S1) ≤ Area(S2) will still hold.) For example,
if AreaS1(S1) > Area(S1), then letting S2 = S1 gives a counterexample. If S1 ∩
S2 6= ∅ then the correct inequality is AreaS2(S1 \ S2) ≤ Area(S2 \ S1).
Proof: Let us start with an outline of the proof, without the technical details
— these will be supplied later in the form of a series of lemmas. Let NH(S1) be
the collection of generators of H that meet S1. Let A ⊆ S2 be the set of points
that are of the form S2 ∩ γ with γ ∈ NH(S1); replacing Σ2 by an appropriate
submanifold thereof if necessary, A will be a closed subset of S2 (Proposition 6.3).
The condition (6.1) together with achronality of H imply that every q ∈ A is on
exactly one of the generators γ ∈ NH(S1), we thus have a well defined function
φ:A→ S1 given by
φ(q) = S1 ∩ γ where γ ∈ NH(S1) and q = S2 ∩ γ. (6.3)
Let us for simplicity assume that the affine distance from S1 to S2 on the gen-
erators passing through S1 is bounded from below, and that the affine existence
time of those generators to the future of S2 is also bounded from below (in what
follows we will see how to reduce the general case to this one). In this case A
can be embedded in a C1,1 hypersurface N in Σ2 (Lemma 6.9) and φ can be ex-
tended to a locally Lipschitz function φ̂, from N to Σ1 (Lemma 6.11). A is H
n−1
h2
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measurable (closed subsets of manifolds are Hausdorff measurable11), so we can
apply the generalization of the change–of–variables theorem known as the area
formula [23, Theorem 3.1] (with m and k there equal to n− 1) to the extension
φ̂ of φ to get ∫
S1
#φ−1[p] dHn−1h1 (p) =
∫
A
J(φ)(q) dHn−1h2 (q) , (6.4)
where J(φ) is the restriction of the Jacobian19 of φ̂ to A, and ha, a = 1, 2, denotes
the metric induced on Σa by g. We observe that
#φ−1[p] = N(p, S2)
for all q ∈ S1. Indeed, if γ is a null generator of H and p ∈ γ ∩ S1 then the point
q ∈ S2 with q ∈ γ satisfies φ(q) = p. Thus there is a bijective correspondence
between φ−1[p] and the null generators of H passing through p. (This does use
that S1 ∩ S2 = ∅.) This implies that∫
S1
#φ−1[p] dHn−1h1 (p) =
∫
S1
N(p, S2) dH
n−1
h1
(p) ,
which can be combined with the area formula (6.4) to give that
AreaS2(S1) =
∫
A
J(φ)(q) dHn−1h2 (q). (6.5)
We note that [24, Theorem 3.2.3, p. 243] also guarantees20 that A ∋ p→ N(p, S2)
is measurable, so that AreaS2(S1) is well defined. Now a calculation, that is
straightforward when H is smooth (Proposition A.5, Appendix A), shows that
having the null mean curvatures θAl – or θ
S2
Al nonnegative together with the null
energy condition – implies that J(φ) ≤ 1 almost everywhere with respect to Hn−1h2
on A — this is established in Proposition 6.16. Using this in (6.5) completes the
proof.
Our first technical step is the following:
Proposition 6.3 Let the setting be as in Theorem 6.1. Then there exists an open
submanifold Σ′2 of Σ2 such that A is a closed subset of S
′
2 = Σ
′
2 ∩H. Replacing
Σ2 with Σ
′
2 we can thus assume that A is closed in S2.
19It should be pointed out that the Jacobian J(φ̂) is not the usual Jacobian which occurs
in the change–of–variables theorem for Lebesgue measure on Rn, but contains the appropriate√
det gij factors occurring in the definition of the measure associated with a Riemannian metric,
see [23, Def. 2.10, p. 423]. A clear exposition of the Jacobians that occur in the area and co–area
formulas can be found in [22, Section 3.2] in the flat Rn case. See also [41, Appendix p. 66]
for the smooth Riemannian case.
20The result in [24, Theorem 3.2.3, p. 243] is formulated for subsets of Rq, but the result
generalizes immediately to manifolds by considering local charts, together with a partition of
unity argument.
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Proof: Let W2 be the subset of S2 consisting of all points p ∈ S2 for which
there exists a semi–tangent X at p of H such that the null geodesic η starting at
p in the direction X does not meet Σ1 when extended to the past (whether or not
it remains in H). Let {pk} be a sequence of points in W2 such that pk → p ∈ S2.
We show that p ∈ W2, and hence that W2 is a closed subset of S2. For each k, let
Xk be a semi–tangent at pk such that the null geodesic ηk starting at pk in the
direction Xk does not meet Σ1 when extended to the past. Since the collection
of σ-normalized null vectors is locally compact, by passing to a subsequence if
necessary, we may assume that Xk → X , where X is a future pointing null
vector at p. Let η be the null geodesic starting at p in the direction X . Since
(pk, Xk)→ (p,X), ηk → η in the strong sense of geodesics. Since, further, the ηk’s
remain in H to the future and H is closed, it follows that η is a null generator of
H and X is a semi-tangent of H at p. Since ηk → η, if η meets Σ1 when extended
to the past then so will ηk for k large enough. Hence, η does not meet Σ1, so
p ∈ W2, and W2 is a closed subset of S2. Then S ′2 := S2 \W2 is an open subset of
S2. Thus, there exists an open set Σ
′
2 in Σ2 such that S
′
2 = S2∩Σ′2 = Σ′2∩H. Note
that p ∈ S ′2 iff for each semi-tangent X of H at p, the null geodesic starting at p
in the direction X meets Σ1 when extended to the past. In particular, A ⊂ S ′2.
To finish, we show that A is a closed subset of S ′2. Let {pk} be a sequence in A
such that pk → p ∈ S ′2. Let ηk be the unique null generator of H through pk. Let
Xk be the σ-normalized tangent to ηk at pk. Let qk be the point where ηk meets
S1. Again, by passing to a subsequence if necessary, we may assume Xk → X ,
where X is a semi–tangent of H at p. Let η be the null geodesic at p in the
direction X . We know that when extended to the past, η meets Σ1 at a point q,
say. Since ηk → η we must in fact have qk → q and hence q ∈ S1. It follows that
η starting from q is a null generator of H. Hence p ∈ A, and A is closed in S ′2. ✷
We note that in the proof above we have also shown the following:
Lemma 6.4 The collection N = ∪p∈HNp of semi–tangents is a closed subset of
TM . ✷
Recall that we have fixed a complete Riemannian metric σ on M . For each δ > 0
let
Aδ : = {p ∈ A | σ-dist(p, S1) ≥ δ , and the generator γ through
p can be extended at least a σ–distance δ to the future} . (6.6)
We note that if the σ distance from S1 to S2 on the generators passing through
S1 is bounded from below, and if the length of the portions of those generators
which lie to the future of S2 is also bounded from below (which is trivially fulfilled
when the generators are assumed to be future complete), then Aδ will coincide
with A for δ small enough.
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Lemma 6.5 Without loss of generality we may assume
S1 ∩ S2 = ∅ (6.7)
and
A = ∪δ>0Aδ . (6.8)
Proof: We shall show how to reduce the general situation in which S1∩S2 = ∅
to one in which Equation (6.7) holds. Assume, first, that Σ1 is connected, and
introduce a complete Riemannian metric on Σ1. With respect to this metric Σ1
is a complete metric space such that the closed distance balls B(p, r) (closure in
Σ1) are compact in Σ1, and hence also in M . Choose a p in Σ1 and let
Σ1,i = B(p, i)
(B(p, i) – open balls). Then Σ1 = ∪iΣ1,i = ∪iΣ1,i) (closure either in Σ1 or in
M) is an increasing union of compact sets. The Σ1,i’s are spacelike achronal
hypersurfaces which have the desired property
S1,i ∩ S2 ⊂ Σ1 ∩ Σ2 = ∅
(closure in M), S1,i ≡ Σ1,i ∩ H. Suppose that we have shown that point 1 of
Theorem 6.1 is true for S1,i, thus
AreaS2(S1,i) ≤ Area(S2) .
As S1,i ⊂ S1,i+1, S1 = ∪S1,i, the monotone convergence theorem gives
lim
i→∞
AreaS2(S1,i) = AreaS2(S1) ,
whence the result.
If Σ1 is not connected, one can carry the above procedure out on each com-
ponent (at most countably many), obtaining a sequence of sets Σ1,i for each
component of Σ1. The resulting collection of sets is countable, and an obvious
modification of the above argument establishes that (6.7) holds.
But if Equation (6.7) holds, that is if S1 ∩ S2 = ∅, we have σ-dist(p, S1) =
σ-dist(p, S1) > 0 for all p ∈ S2. Therefore (6.8) holds. This completes the
proof. ✷
In order to continue we need the following variation of the Whitney extension
theorem. As the proof involves very different ideas than the rest of this section
we postpone the proof to Appendix E.
Proposition 6.6 Let A ⊂ Rn and f :A→ R. Assume there is a constant C > 0
and for each p ∈ A there is a vector ap ∈ Rn so that the inequalities
f(p) + 〈x− p, ap〉 − C
2
‖x− p‖2 ≤ f(x) ≤ f(p) + 〈x− p, ap〉+ C
2
‖x− p‖2 (6.9)
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hold for all x ∈ A. Also assume that for all p, q ∈ A and all x ∈ Rn the inequality
f(p) + 〈x− p, ap〉 − C
2
‖x− p‖2 ≤ f(q) + 〈x− q, aq〉+ C
2
‖x− q‖2 (6.10)
holds. Then there is a function F :Rn → R of class C1,1 so that f is the restriction
of F to A.
Remark 6.7 Following [9, Prop. 1.1 p. 7] the hypothesis (6.9) of Proposition 6.6
will be stated by saying f has global upper and lower support paraboloids of
opening C in K. The condition (6.10) can be expressed by saying the upper and
lower support paraboloids of f are disjoint.
Remark 6.8 Unlike most extension theorems of Whitney type this result does
not require that the set being extend from be closed (here A need not even be
measurable) and there is no continuity assumption on f or on the map that sends
p to the vector ap (cf. [62, Chap. VI Sec. 2], [40, Vol. 1, Thm 2.3.6, p. 48] where
to get a C1,1 extension the mapping p 7→ ap is required to be Lipschitz.) The
usual continuity assumptions are replaced by the “disjointness” condition (6.10)
which is more natural in the geometric problems considered here.
Proposition 6.6 is a key element for the proof of the result that follows [42]:
Lemma 6.9 For any δ > 0 there is a C1,1loc hypersurface Nδ of Σ2 (thus Nδ has
co–dimension two in M) with
Aδ ⊆ Nδ .
Remark 6.10 We note that Nδ does not have to be connected.
Proof: The strategy of the proof is as follows: We start by showing that all
points q in Aδ possess space–time neighborhoods in which all the generators of
H passing through Aδ are contained in a C
1,1 hypersurface in M . This hyper-
surface is not necessarily null, but is transverse to Σ2 on Aδ. Nδ will be obtained
by a globalization argument that uses the intersections of those locally defined
hypersurfaces with Σ2.
By the local character of the arguments that follow, one can assume without
loss of generality that M is globally hyperbolic; otherwise, where relevant, one
could restrict to a globally hyperbolic neighborhood and define the pasts, futures,
etc, with respect to this neighborhood.
For q ∈ Aδ define q± ∈ J±(q) ∩H as those points on the generator γq of H
through q which lie a σ–distance δ away from q. Achronality of H implies that
γq has no conjugate points, hence the hypersurfaces ∂J
∓(q±) are smooth in a
neighborhood of q, tangent to H there.
Let q0 in Aδ and choose a basis B = {E1, . . . , En, En+1} of Tq+
0
M such that
g(Ei, Ej) = δij and g(Ei, En+1) = 0 for i, j = 1, . . . , n, while g(En+1, En+1) = −1.
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We shall denote by (y1, . . . , yn+1) the normal coordinates associated with this
basis.
We note that Aδ′ ⊂ Aδ for δ < δ′ so that it is sufficient to establish our claims
for δ small. Choosing δ small enough the cone
{yn+1 = −
√
y21 + · · ·+ y2n | yi ∈ R, i = 1, . . . , n}
coincides with ∂J−(q+0 ) in a neighborhood of q0. Reducing δ again if necessary
we can suppose that q−0 belongs to a normal coordinate neighborhood of q
+
0 . Let
y0n+1 be the (n + 1)
st coordinate of q0 and let y
0−
n+1 be the (n + 1)
st coordinate
of q−0 . Denote by C
− the smooth hypersurface with compact closure obtained
by intersecting the previous cone by the space–time slab lying between the hy-
persurfaces yn+1 =
1
2
y0n+1 and yn+1 =
1
2
(y0n+1 + y
0−
n+1). Let us use the symbol ω
to denote any smooth local parameterization ω −→ n(ω) ∈ Tq+
0
M of this hy-
persurface. We then obtain a smooth parameterization by ω of ∂J−(q+0 ) in a
neighborhood of q0 by using the map ω −→ expq+
0
(n(ω)). Reducing δ again if
necessary, without loss of generality we may assume that there are no conjugate
points on expq+
0
(n(ω)) ⊂ C−.
Using parallel transport of B along radial geodesics from q+0 , we can then use
ω to obtain a smooth parameterization of ∂J−(m) in a neighborhood of q0, for
all m in a neighborhood of q+0 . For all m in this neighborhood let us denote by
nm(ω) the corresponding vector in TmM . The map (m,ω) −→ expm(nm(ω)) is
smooth for m close to q+0 and for ω ∈ C−. This implies the continuity of the map
which to a couple (m,ω) assigns the second fundamental form II(m,ω), defined
with respect to an auxiliary Riemannian metric σ, of ∂J−(m) at expm(nm(ω)).
If we choose the m’s in a sufficiently small compact coordinate neighborhood of
q+0 , compactness of C
− implies that the σ norm of II can be bounded in this
neighborhood by a constant, independently of (m,ω).
Let, now (x1, . . . , xn+1) be a coordinate system covering a globally hyperbolic
neighborhood of q0, centered at q0, and of the form O = B
n(2r) × (−a, a). We
can further require that g(∂n+1, ∂n+1) < C < 0 over O. Transversality shows
that, reducing r and a if necessary, the hypersurfaces expm(nm(ω)) are smooth
graphs above Bn(2r), for m close to q+0 ; we shall denote by f
−
m the corresponding
graphing functions. Now, the first derivatives of the f−m’s can be bounded by
an m–independent constant: the vectors Vi = ∂i +Dif
−
m∂n+1 are tangent to the
graph, hence non–timelike, and the result follows immediately from the equation
g(Vi, Vi) ≥ 0. Next, the explicit formula for the second fundamental form of a
graph (cf., e.g., [2, Eqns. (3.3) and (3.4), p. 604]) gives a uniform bound for the
second derivatives of the f−m’s over B
n(2r). We make a similar argument, using
future light cones issued from points m near to q−0 , and their graphing functions
over Bn(2r) denoted by f+m. Let f be the graphing function of H over B
n(2r);
we can choose a constant C such that, for all p in
Gδ := {x ∈ Γ | Γ is a generator of H passing through Aδ} ∩ O , (6.11)
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the graph of the function
fp(x) = f(xp) +Df(xp)(x− xp)− C||x− xp||2
lies under the graph of f−p+, hence in the past of p
+. Here we write xp for the
space coordinate of p, thus p = (xp, f(xp)), etc. Similarly, for all q in Gδ the
graph of
fq(x) = f(xq) +Df(xq)(x− xq) + C||x− xq||2
lies above the graph of f+q−, thus is to the future of q
−. Achronality of the horizon
implies then that the inequality (6.10) holds for x ∈ Bn(2r). Increasing C if
necessary, Equation (6.10) will hold for all xp, xq ∈ Bn(r) and x ∈ Rn: Indeed,
let us make C large enough so that
(C − 1)r2 ≥ Lip2Bn(r)(f)− inf
Bn(r)
(f) + sup
Bn(r)
(f) ,
where LipBn(r)(f) is the Lipschitz continuity constant of f on B
n(r). For x 6∈
Bn(2r) we then have
f(xq)− f(xp) + C
2
(||x− xq||2 + ||x− xp||2)
+〈x− xq, aq〉 − 〈x− xp, ap〉 ≥
f(xq)− f(xp) + C
2
(||x− xq||2 + ||x− xp||2)
−1
2
(||x− xq||2 + ||x− xp||2 + ||aq||2 + ||ap||2) ≥
inf
Bn(r)
(f)− sup
Bn(r)
(f) + (C − 1)r2 − Lip2Bn(r)(f) ≥ 0 .
Here ap = df(xp), aq = df(xq), and we have used LipBn(r)(f) to control ||ap|| and
||aq||.
Let the set A of Proposition 6.6 be the projection on Bn(r) of Gδ; by that
proposition there exists a C1,1 function from Bn(r) to (−a, a), the graph of which
contains Gδ. (It may be necessary to reduce r and O to obtain this). Note that
this graph contains Aδ ∩ O and is transverse to Σ2 there. From the fact that a
transverse intersection of a C2 hypersurface with a C1,1 hypersurface is a C1,1
manifold we obtain that Aδ ∩ O is included in a C1,1 submanifold of Σ2, which
has space–time co–dimension two.
Now Aδ is a closed subset of the manifold Σ
′
2 defined in Proposition 6.3, and
can thus be covered by a countable union of compact sets. Further, by definition
of Aδ any point thereof is an interior point of a generator. Those facts and the
arguments of the proof of Proposition 3.1 show that Aδ can be covered by a
countable locally finite collection of relatively compact coordinate neighborhoods
Ui of the form Ui = B
n−1(ǫi)× (−ηi, ηi) such that Ui ∩H is a graph of a semi–
convex function gi:
Ui ∩H = {xn = gi(xA) , (xA) ≡ (x1, . . . , xn−1) ∈ Bn−1(ǫi)} . (6.12)
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The ǫi’s will further be restricted by the requirement that there exists a C
1,1
function
hi:B
n−1(ǫi)→ R (6.13)
such that the graph of hi contains Ui ∩ Aδ. The hi’s are the graphing functions
of the C1,1 manifolds just constructed in a neighborhood of each point of Aδ.
At those points at which S2 is differentiable let m denote a h2–unit vector
field normal to S2 pointing towards J
−(H) ∩ Σ2. Choosing the orientation of xn
appropriately we can assume that at those points at which m is defined we have
m(xn − gi) > 0 . (6.14)
In order to globalize this construction we use an idea of [42]. Let φi be a partition
of unity subordinate to the cover {Ui}i∈N, define
χi(q) =
{
(xn − hi(xA))φi(q) , q = (xA, xn) ∈ Ui ,
0 , otherwise,
(6.15)
χδ =
∑
i
χi . (6.16)
Define a hypersurface Nδ ⊂ ∪iUi via the equations
Nδ ∩ Ui = {χδ = 0 , dχδ 6= 0} . (6.17)
(We note that Nδ does not have to be connected, but this is irrelevant for our
purposes.) If q ∈ Aδ we have χi(q) = 0 for all i’s hence Aδ ⊂ {χδ = 0}. Further,
for q ∈ Aδ ∩ Ui we have m(χi) = φim(xn − gi) ≥ 0 from Equation (6.14), and
since for each q ∈ Aδ there exists an i at which this is strictly positive we obtain
m(χδ) =
∑
i
m(χi) > 0 .
It follows that Aδ ⊂ Nδ, and the result is established. ✷
Lemma 6.11 Under the condition (6.8), the map φ:A→ S1 is locally Lipschitz.
Proof: Let q0 ∈ A, we need to find a neighborhood UA ≡ U∩A in A so that φ
is Lipschitz in this neighborhood. By the condition (6.8) there exists δ > 0 such
that q0 ∈ Aδ. By lower semi–continuity of the existence time of geodesics we can
choose a neighborhood U of q0 in Σ2 small enough so that
U ∩ Aδ = U ∩ A . (6.18)
Denote by N the C1,1loc hypersurface Nδ (corresponding to the chosen small value
of δ) given by Lemma 6.9, so that
A ∩ U ⊆ N ∩ U .
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Let n be the future pointing unit normal to Σ2. (So n is a unit timelike vector.)
Let m be the unit normal to N in Σ2 that points to J
−(H) ∩ Σ2. Let k :=
−(n +m). Then k is a past pointing null vector field along N and if q ∈ Aδ
then k(q) is tangent to the unique generator of H through q. As Σ2 is C
2
then the vector field n is C1, while the C1,1loc character of N implies that m is
locally Lipschitz. It follows that k is a locally Lipschitz vector field along N .
Now for each q ∈ A ∩ U there is a unique positive real number r(q) so that
φ(q) = exp(r(q)k(q)) ∈ S1. Lower semi–continuity of existence time of geodesics
implies that, passing to a subset of U if necessary, for each q ∈ N ∩ U there is a
unique positive real number rˆ(q) so that φ̂(q) = exp(rˆ(q)k(q)) ∈ Σ1. As Σ1 is a
Lipschitz hypersurface, Clarke’s implicit function theorem [17, Corollary, p. 256]
implies that q 7→ rˆ(q) is a locally Lipschitz function near q0. Thus φ̂ is Lipschitz
near q0 and the restriction of φ̂ to Aδ is φ. ✷
Corollary 6.12 The section S1 is countably (n− 1) rectifiable.
Remark 6.13 By starting with an arbitrary section S = S1 of the form S =
H ∩ Σ, where Σ is a C2 spacelike hypersurface or timelike hypersurface that
meets H properly transversely, and then constructing a section S2 = H ∩ Σ2 for
a C2 spacelike hypersurface Σ2 so that the hypotheses of Theorem 6.1 hold, one
obtains that every such section S is countably (n − 1) rectifiable. In the case
that Σ1 ≡ Σ is spacelike a more precise version of this is given in [42] (where it
is shown that S is countably (n− 1) rectifiable of class C2).
Proof: From Lemma 6.9 it is clear for each δ > 0 that Aδ is countably (n −
1) rectifiable. By Lemma 6.11 the map φ|Aδ :Aδ → S1 is locally Lipschitz and
therefore φ[Aδ] is locally countable (n− 1) rectifiable. But S1 =
⋃∞
k=1 φ[A1/k] so
S1 is a countable union of countably (n− 1) rectifiable sets and therefore is itself
countably (n− 1) rectifiable. ✷
It follows from the outline given at the beginning of the proof of Theorem 6.1
that we have obtained:
Proposition 6.14 The formula (6.5) holds.
Corollary 6.15 For any section S = H∩Σ where Σ is a C2 spacelike or timelike
hypersurface that intersects H properly transversely the set of points of S that
are on infinitely many generators has vanishing (n − 1) dimensional Hausdorff
measure.
Proof: For any point p of S choose a globally hyperbolic neighborhood O of the
point and then choose a neighborhood S1 of p in S small enough that the closure
S1 is compact, satisfies S1 ⊂ S∩O, and so that there is a C∞ Cauchy hypersurface
Σ2 of O such that S1 ⊂ I−(Σ2;O). Let S2 = H∩Σ2 and let A be the set of points
44
of S2 that are of the form S2∩γ where γ is a generator of H that meets S1. Com-
pactness of S1 together with the argument of the proof of Proposition 6.3 show
that the set of generators of H that meet S1 is a compact subset of the bundle of
null geodesic rays of M , and that A is a compact subset of S2. Then Lemma 6.9
implies that A is a compact set in a C1,1 hypersurface of Σ2 and so H
n−1(A) <∞.
Lemma 6.11 and the compactness of A yields that φ:A → S1 given by (6.3)
(with S1 replacing S1) is Lipschitz. Therefore the Jacobian J(φ) is bounded on
A. By Proposition 6.14
∫
S1
N(p, S2) dH
n−1(p) =
∫
A
J(φ)(q) dHn−1h2 (q) <∞ and so
N(p, S2) <∞ except on a set of Hn−1 measure zero. But N(p, S2) is the number
of generators of H through p so this implies the set of points of S1 that are on
infinitely many generators has vanishing (n− 1) dimensional Hausdorff measure.
Now S can be covered by a countable collection of such neighborhoods S1 and
so the set of points on S that are on infinitely many generators has vanishing
(n− 1) dimensional Hausdorff measure. This completes the proof. ✷
To establish (6.2) it remains to show that J(φ) ≤ 1 Hn−1h2 -almost everywhere.
To do this one would like to use the classical formula that relates the Jacobian
of φ to the divergence θ of the horizon, cf. Proposition A.5, Appendix A below.
However, for horizons which are not C2 we only have the Alexandrov divergence
θAl at our disposal, and it is not clear whether or not this formula holds with θ
replaced by θAl for general horizons. The proof below consists in showing that
this formula remains true after such a replacement for generators passing through
almost all points of A.
Proposition 6.16 J(φ) ≤ 1 Hn−1h2 –almost everywhere on A.
Proof: The argument of the paragraph preceding Equation (6.18) shows that
it is sufficient to show J(φ) ≤ 1 Hn−1h2 –almost everywhere on Aδ for each δ > 0.
Let Nδ be the C
1,1 manifold constructed in Lemma 6.9, and let U ⊂ Σ2 be a
coordinate neighborhood of the form V× (a, b), with V ⊂ Rn−1 and a, b,∈ R, in
which U ∩ Nδ is the graph of a C1,1 function g:V → R, and in which H ∩ U is
the graph of a semi–convex function f :V → R. By [24, Theorem 3.1.5, p. 227]
for every ǫ > 0 there exists a twice differentiable function g1/ǫ:V→ R such that
L
n−1
hV
({g 6= g1/ǫ}) < ǫ . (6.19)
Here Ln−1hV denotes the (n− 1) dimensional Riemannian measure on V associated
with the pull–back hV of the space–time metric g to V. Let prAδ denote the
projection on V of Aδ ∩ U, thus Aδ ∩ U is the graph of g over prAδ. For q ∈ V
let θn−1∗ (L
n−1
hV
, prAδ, q) be the density function of prAδ in V with respect to the
measure Ln−1hV , defined as in [61, page 10] using geodesic coordinates centered at
q with respect to the metric hV. Define
B = {q ∈ prAδ | θn−1∗ (Ln−1hV , prAδ, q) = 1} ⊂ V . (6.20)
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By [52, Corollary 2.9] or [24, 2.9.12] the function θn−1∗ (L
n−1
hV
, prAδ, ·) differs from
the characteristic function χprAδ of prAδ by a function supported on a set of
vanishing measure, which implies that B has full measure in prAδ. Let
B1/ǫ = B ∩ {g = g1/ǫ} ;
Equation (6.19) shows that
L
n−1
hV
(B \B1/ǫ) < ǫ . (6.21)
We define B˜1/ǫ ⊂ B1/ǫ ⊂ prAδ ⊂ V as follows:
B˜1/ǫ = {q ∈ B1/ǫ | θn−1∗ (Ln−1hV , B1/ǫ, q) = 1} . (6.22)
Similarly the set B˜1/ǫ has full measure in B1/ǫ, hence
L
n−1
hV
(B \ B˜1/ǫ) < ǫ . (6.23)
Let (prAδ)Al denote the projection on V of the set of those Alexandrov points of
H∩Σ2 which are in Aδ∩U; (prAδ)Al has full measure in prAδ. Let, further, VRad
be the set of points at which g is twice differentiable; by Rademacher’s theorem
(cf., e.g., [22, p. 81]) VRad has full measure in V. We set
Bˆ1/ǫ = B˜1/ǫ ∩ (prAδ)Al ∩ VRad , (6.24)
Bˆ =
⋃
i∈N
Bˆi (6.25)
It follows from (6.23) that Bˆ has full measure in prAδ. Since g is Lipschitz we
obtain that the graph of g over Bˆ has full Hn−1h2 –measure in Aδ ∩ U.
Consider any x0 ∈ Bˆ, then x0 is an Alexandrov point of f so that we have
the expansion
f(x) = f(x0) + df(x0)(x− x0) + 12D2f(x0)(x− x0, x− x0) + o(|x− x0|2) ,(6.26)
Next, g is twice differentiable at x0 so that we also have
g(x) = g(x0) + dg(x0)(x− x0) + 12D2g(x0)(x− x0, x− x0) + o(|x− x0|2) ,(6.27)
dg(x)− dg(x0) = D2g(x0)(x− x0, ·) + o(|x− x0|) . (6.28)
Further there exists j ∈ N such that x0 ∈ Bˆj ⊂ Bj; by definition of Bj we then
have
gj(x0) = g(x0) = f(x0) . (6.29)
We claim that the set of directions ~n ∈ Bn−1(1) ⊂ Tx0V for which there exists
a sequence of points qi = x0 + ri~n with ri → 0 and with the property that
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f(qi) = gj(qi) is dense in B
n−1(1). Indeed, suppose that this is not the case, then
there exists ǫ > 0 and an open set Ω ⊂ Bn−1(1) ⊂ Tx0V of directions ~n ∈ Bn−1(1)
such that the solid cone Kǫ = {x0+r~n | ~n ∈ Ω , r ∈ [0, ǫ]} contains no points from
Bj . It follows that the density function θ
n−1
∗ (L
n−1
hV
, Bj, x0) is strictly smaller than
one, which contradicts the fact that x0 is a density point of prAδ (x0 ∈ Bˆj ⊂ B,
cf. Equation (6.20)), and that x0 is a density point of Bj (x0 ∈ Bˆj ⊂ B˜j, cf.
Equation (6.22)).
Equation (6.29) leads to the following Taylor expansions at x0:
gj(x) = f(x0) + dgj(x0)(x− x0) + 12D2gj(x0)(x− x0, x− x0) + o(|x− x0|2) ,(6.30)
dgj(x)− dgj(x0) = D2gj(x0)(x− x0, ·) + o(|x− x0|) . (6.31)
Subtracting Equation (6.26) from Equation (6.30) at points qi = x0+ri~n at which
f(qi) = gj(qi) we obtain
dgj(x0)(~n)− df(x0)(~n) = O(ri) . (6.32)
Density of the set of ~n’s for which (6.32) holds implies that
dgj(x0) = df(x0) . (6.33)
Again comparing Equation (6.26) with Equation (6.30) at points at which f(qi) =
gj(qi) it now follows that
D2gj(x0)(~n, ~n)−D2f(x0)(~n, ~n) = 2gj(x0 + ri~n)− f(x0 + ri~n)
r2i
+ o(1) = o(1) ,
(6.34)
and density of the set of ~n’s together with the polarization identity gives
D2gj(x0) = D
2f(x0) . (6.35)
Similarly one obtains
dg(x0) = df(x0) , (6.36)
D2g(x0) = D
2f(x0) . (6.37)
Define Sj to be the graph (over V) of gj ; Equations (6.33) and (6.36) show that
both Sj and Nδ are tangent to H ∩ Σ2 at p0 ≡ (x0, f(x0)):
Tp0(H ∩ Σ2) = Tp0Nδ = Tp0Sj . (6.38)
Let nj denote the (C
1) field of σ–unit future directed null normals to Sj such
that
nj(p0) = n(p0) ,
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where n(p0) is the semi–tangent toH at p0. Let φj:Sj → Σ1 be the map obtained
by intersecting the null geodesics passing through points q ∈ Sj with tangent
parallel to nj(q) there. Equation (6.38) shows that
φj(p0) = φ(p0) = φ̂(p0) . (6.39)
The lower semi–continuity of the existence time of geodesics shows that, passing
to a subset of U if necessary, φj is well defined on Sj . By an argument similar
to the one leading to (6.33), it follows from Equations (6.28), (6.31), (6.33) and
(6.35)–(6.37) that the derivatives of φj and of φ̂ coincide at p0, in particular
J(φ)(p0) ≡ J(φ̂)(p0) = J(φj)(p0) . (6.40)
Equation (6.35) further shows that Sj is second order tangent to H at p0 in the
sense defined before Lemma 4.15, we thus infer from that lemma that there are no
focal points of Sj along the segment of the generator Γ of H passing through p0
which lies to the future of Σ1. Consider the set Hj obtained as the union of null
geodesics passing through Sj and tangent to nj there; standard considerations
show that there exists a neighborhood of Γ∩I+(Σ1)∩I−(Σ2) in which Hj is a C1
hypersurface. It is shown in Appendix A that 1)Hj is actually a C
2 hypersurface,
cf. Proposition A.3, and 2) the null Weingarten map b = bHj of Hj satisfies the
Ricatti equation
b′ + b2 +R = 0 . (6.41)
Here a prime denotes a derivative with respect to an affine parameterization
s 7→ η(s) of Γ that makes Γ future directed. Theorem 5.1 implies that H has a
null Weingarten map bAl defined in terms of the Alexandrov second derivatives
of H on all of the segment Γ ∩ I+(Σ1) ∩ I−(Σ2) and that this Weingarten map
also satisfies the Ricatti equation (6.41). As the null Weingarten map can be
expressed in terms of the first and second derivatives of the graphing function of
a section Equations (6.33) and (6.35) imply that bHj (p0) = bAl(p0). Therefore
uniqueness of solutions to initial value problems implies that bHj = bAl on all
of Γ ∩ I+(Σ1) ∩ I−(Σ2). But the divergence (or null mean curvature) of a null
hypersurface is the trace of its null Weingarten map and thus on the segment
Γ ∩ I+(Σ1) ∩ I−(Σ2) we have θHj = trace bHj = trace bAl = θAl.
We now finish the proof under the first of hypothesis of Theorem 6.1, that is
that the divergence the θAl ≥ 0 on J+(S1) ∩ J−(S2). Then θHj = θAl ≥ 0 and
Proposition A.5 implies that J(φ)(p0) = J(φj)(p0) ≤ 1 as required.
The other hypothesis of Theorem 6.1 is that θS2Al ≥ 0 and the null energy
condition holding on J+(S1) ∩ J−(S2). Recall that p0 = Γ ∩ S2 is an Alexandrov
point of H; thus Theorem 5.1 applies and shows that θ = θAl exists along the
segment Γ ∩ I+(Σ1) ∩ I−(Σ2), and satisfies the Raychaudhuri equation
θ′ = −Ric(η′, η′)− σ2 − 1
n− 2θ
2 .
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Here σ2 is the norm squared of the shear (and should not be confused with the
auxiliary Riemannian metric which we have also denoted by σ). But the null
energy condition implies Ric(η′, η′) ≥ 0 so this equation and θS2Al ≥ 0 implies
θ = θAl ≥ 0 on Γ ∩ I+(Σ1) ∩ I−(Σ2). Then the equality θHj = θAl yields θHj ≥ 0
and again we can use Proposition A.5 to conclude J(φ)(p0) = J(φj)(p0) ≤ 1.
This completes the proof. ✷
To finish the proof of Theorem 6.1, we need to analyze what happens when
AreaS2(S1) = Area(S2) . (6.42)
In this case Equation (6.4) together with Proposition 6.16 show that A has full
measure in S2, that N(p, S2) = 1 H
n−1
h1
–almost everywhere on S1, and that J(φ) =
1 Hn−1h2 –almost everywhere on S2. Next, the arguments of the proof of that
Proposition show that
θAl = 0 (6.43)
Hnσ–almost everywhere on J
−(A) ∩ J+(S1) = J−(S2) ∩ J+(S1). The proof of
Proposition 6.16 further shows that Ric(η′, η′) = 0 Hnσ–almost everywhere on
H∩J+(S1)∩J−(S2) (cf. Equation (6.41)), hence everywhere there as the metric
is assumed to be smooth and the distribution of semi–tangents is a closed set
(Lemma 6.4). Here η′ is any semi–tangent to H. We first note the following
observation, the proof of which borrows arguments from [6, Section IV]:
Lemma 6.17 Under the hypotheses of Theorem 6.1, suppose further that the
equality (6.42) holds. Then there are no end points of generators of H on
Ω ≡ (J+(S1) \ S1) ∩ (J−(S2) \ S2) . (6.44)
Proof: Suppose that there exists q ∈ Ω which is an end point of a generator Γ
of H, set {p} = Γ ∩ S2, extending Γ beyond its end point and parameterizing it
appropriately we will have
Γ(0) = q , Γ(1) = p , Γ(a) ∈ I−(H) ,
for any a < 0 for which Γ(a) is defined. Now p is an interior point of a generator,
and semi–tangents at points in a sufficiently small neighborhood of p are arbi-
trarily close to the semi–tangent Xp at p. Since I
−(H) is open it follows from
continuous dependence of solutions of ODE’s upon initial values that there exists
a neighborhood V ⊂ S2 of p such that every generator of H passing through V
leaves H before intersecting Σ1 when followed backwards in time from S2, hence
A ∩ V = ∅, and A does not have full measure in S2. ✷
To finish the proof we shall need the following result, which seems to be of
independent interest:
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Theorem 6.18 Let Ω be an open subset of a horizon H which contains no end
points of generators of H, and suppose that the divergence θAl of H defined (H
n
σ–
almost everywhere) by Equation (2.10) vanishes Hnσ–almost everywhere. Then Ω
is a smooth submanifold of M (analytic if the metric is analytic).
Remark 6.19 The condition on Ω is equivalent to Ω being a C1 hypersurface,
cf. [6].
Proof: Let p0 ∈ Ω and choose a smooth local foliation {Σλ | −ε < λ < ε} of an
open neighborhood U of p0 in M by spacelike hypersurfaces so that U ∩ Ω ⊂ Ω
and so that p0 ∈ Σ0. Letting σ be a the auxiliary Riemannian metric, by possibly
making U smaller we can assume that the σ-distance of U ∩ Ω to Ω \Ω is < δ for
some δ > 0. Let ΩAl be the set of Alexandrov points of Ω and let B = Ω \ ΩAl
be the set of points of Ω where the Alexandrov second derivatives do not exist.
We view λ as a function λ:U → R in the natural way. Now λ is smooth on U
and by Remark 6.19 Ω is a C1 manifold so the restriction λ|Ω is a C1 function.
Letting hσ be the pull back of our auxiliary Riemannian metric σ to Ω we apply
the co-area formula to λ|Ω and use that by Alexandrov’s theorem Hnhσ(B) = 0 to
get ∫ ε
−ε
H
n−1
hσ
(B ∩ Σλ) dλ =
∫
B
J(λ|Ω) dHnhσ = 0 .
This implies that for almost all λ ∈ (−ε, ε) that Hn−1hσ (B ∩ Σλ) = 0. Therefore
we can choose a λ just a little bigger than 0 with Hn−1hσ (B ∩ Σλ) = 0 and so that
p0 ∈ J−(Ω∩Σλ). To simplify notation we denote Σλ by Σ. Then from the choice
of Σ we have that Hn−1hσ almost every point of Σ is an Alexandrov point of Ω.
By transversality and that Ω is C1 the set Σ ∩ Ω is a C1 submanifold of Σ.
Recalling that δ is less than the σ-distance of U ∩ Ω to Ω \Ω we see that for any
p ∈ Σ that the unique (because Ω is C1) generator Γ of Ω through p extends
in Ω a σ-distance of at least δ both to the future and to the past of Σ. Letting
A = Σ ∩ Ω and using the notation of Equation (6.6), this implies that A = Aδ.
As A = Σ∩Ω is already a C1 submanifold of Σ Lemma 6.9 implies that Σ∩Ω is a
C1,1 hypersurface in Σ. Let g by any Lipschitz local graphing function of A in Σ.
From Rademacher’s theorem (cf., e.g., [22, p. 81]) it follows that C1,1 = W 2,∞loc ,
further the Alexandrov second derivatives of g coincide with the classical ones
almost everywhere. By [22, p. 235] the second distributional derivatives of g
equal the second classical derivatives of g almost everywhere. It follows that the
equation
θAl = 0 (6.45)
can be rewritten, by freezing the coefficients of the second derivatives at the
solution g, as a linear elliptic weak (distributional) equation with Lipschitz con-
tinuous coefficients for the graphing function g ∈ W 2,∞loc . Elliptic regularity shows
that g is, locally, of C2,α differentiability class for any α ∈ (0, 1). Further, Equa-
tion (6.45) is a quasi–linear elliptic equation for g (cf., e.g., [29]), a standard
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bootstrap argument shows that g is smooth (analytic if the metric is analytic)
and it easily follows that Ω in a neighborhood of Σ ∩ Ω containing p0 is smooth
(or analytic). As p0 was an arbitrary point of Ω this completes the proof. ✷
Returning to the proof of Theorem 6.1, we note that Lemma 6.17 shows that
all points of Σ ∩ Ω, where Ω is given by Equation (6.44), are interior points of
generators of H. Simple arguments together with the invariance of the domain
theorem (cf., e.g., [18, Prop. 7.4, p. 79]) show that Ω is an open submanifold of
H, and Equation (6.43) shows that we can use Theorem 6.18 to conclude. ✷
7 Conclusions
Let us present here some applications of Theorems 1.2 and 6.18, proved above.
The first one is to the theory of stationary black holes (cf., e.g., [12, 38] and ref-
erences therein): in that theory the question of differentiability of event horizons
arises at several key places. Recall that smoothness of event horizons has been
established in 1) static [10, 63] and 2) [10] stationary–axisymmetric space–times.
However, staticity or stationarity–axisymmetry are often not known a priori —
that is indeed the case in Hawking’s rigidity theorem [37]21. Now, the rigidity
theorem asserts that a certain class of stationary black holes have axi–symmetric
domains of outer communication; its hypotheses include that of analyticity of the
metric and of the event horizon. The examples of black holes (in analytic vac-
uum space–times) the horizons of which are nowhere C2 constructed in [15] show
that the hypothesis of analyticity of the event horizon and that of analyticity of
the metric are logically independent. It is thus of interest to note the following
result, which is a straightforward corollary of Theorem 1.2 and of the fact that
isometries preserve area:
Theorem 7.1 Let φ be an isometry of a black–hole space–time (M, g) satisfying
the hypotheses of Theorem 1.2. If φ maps H into H, then for every spacelike
hypersurface Σ such that
φ(Σ ∩H) ⊂ J+(Σ ∩H) (7.1)
the set (
J−(φ(Σ ∩H)) \ φ(Σ ∩H)) ∩ (J+(Σ ∩H) \ (Σ ∩H)) ⊂ H (7.2)
is a smooth (analytic if the metric is analytic) null submanifold of M with van-
ishing null second fundamental form.
21This theorem is actually wrong as stated in [37]; a corrected version, together with a proof,
can be found in [13].
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As already pointed out, the application we have in mind is that to stationary
black holes, where φ actually arises from a one parameter group of isometries
φt. We note that in such a setting the fact that isometries preserve the event
horizon, as well as the existence of hypersurfaces Σ for which (7.1) holds with φ
replaced by φt (for some, or for all t’s), can be established under various standard
conditions on the geometry of stationary black holes, which are of no concern to
us here.
Recall, next, that the question of differentiability of Cauchy horizons often
arises in considerations concerning cosmic censorship issues (cf., e.g., [3, 58]).
An interesting result in this context, indicating non–genericity of occurrence of
compact Cauchy horizons, is the Isenberg–Moncrief theorem, which asserts that
analytic compact Cauchy horizons with periodic generators in analytic, electro–
vacuum space-times are Killing horizons, for a Killing vector field defined on a
neighborhood of the Cauchy horizon [45]. We note that if all the generators of
the horizon are periodic, then the horizon has no end–points, and analyticity
follows22 from Theorem 6.18. Hence the hypothesis of analyticity of the event
horizon is not needed in [45]. We also note that there exists a (partial) version of
the Isenberg–Moncrief theorem, due to Friedrich, Ra´cz and Wald [27], in which
the hypotheses of analyticity of [45] are replaced by those of smoothness both
of the metric and of the Cauchy horizon. Theorem 6.18 again shows that the
hypothesis of smoothness of the Cauchy horizon is not necessary in [27].
To close this section let us note an interesting theorem of Beem and Kro´lak
[6, Section IV], which asserts that if a compact Cauchy horizon in a space–time
satisfying the null energy condition contains, roughly speaking, an open dense
subset O which is a C2 manifold, then there are no end points of the generators of
the event horizon, and the divergence of the event horizon vanishes. Theorem 6.18
again applies to show that the horizon must be as smooth as the metric allows.
Our methods here could perhaps provide a proof of a version of the Beem–Kro´lak
theorem in which the hypothesis of existence of the set O will not be needed; this
remains to be seen.
A The Geometry of C2 Null Hypersurfaces
In this appendix we prove a result concerning the regularity of null hypersurfaces
normal to a Ck submanifold in space–time. We also review some aspects of the
geometry of null hypersurfaces, with the presentation adapted to our needs. We
follow the exposition of [29].
Let (M, g) be a spacetime, i.e., a smooth, paracompact time-oriented
Lorentzian manifold, of dimension n+1 ≥ 3. We denote the Lorentzian metric on
22The proof proceeds as follows: Theorem 5.1 shows that the optical equations hold on almost
all generators of the Cauchy horizon; periodicity of the generators together with the Raychaud-
huri equation shows then that θAl = 0 almost everywhere, hence Theorem 6.18 applies.
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M by g or 〈 , 〉. A (C2) null hypersurface inM is a C2 co-dimension one embedded
submanifold H of M such that the pullback of the metric g to H is degenerate.
Each such hypersurface H admits a C1 non-vanishing future directed null vector
field K ∈ ΓTH such that the normal space of K at a point p ∈ H coincides with
the tangent space of H at p, i.e., K⊥p = TpH for all p ∈ H. (If H is C2 the best
regularity we can require for K is C1.) In particular, tangent vectors to H not
parallel to K are spacelike. It is well-known that the integral curves of K, when
suitably parameterized, are null geodesics. These integral curves are called the
null geodesic generators of H. We note that the vector field K is unique up to a
positive scale factor.
SinceK is orthogonal toH we can introduce the null Weingarten map and null
second fundamental form of H with respect K in a manner roughly analogous
to what is done for spacelike hypersurfaces or hypersurfaces in a Riemannian
manifold, as follows: We start by introducing an equivalence relation on tangent
vectors: for X,X ′ ∈ TpH, X ′ = X mod K if and only if X ′ − X = λK for
some λ ∈ R. Let X denote the equivalence class of X . Simple computations
show that if X ′ = X mod K and Y ′ = Y mod K then 〈X ′, Y ′〉 = 〈X, Y 〉 and
〈∇X′K, Y ′〉 = 〈∇XK, Y 〉, where ∇ is the Levi-Civita connection of M . Hence,
for various quantities of interest, components along K are not of interest. For this
reason one works with the tangent space of H modded out by K, i.e., TpH/K =
{X | X ∈ TpH} and TH/K = ∪p∈HTpH/K. TH/K is a rank n − 1 vector
bundle over H. This vector bundle does not depend on the particular choice of
null vector fieldK. There is a natural positive definite metric h in TH/K induced
from 〈, 〉: For each p ∈ H, define h:TpH/K×TpH/K → R by h(X, Y ) = 〈X, Y 〉.
From remarks above, h is well-defined.
The null Weingarten map b = bK of H with respect to K is, for each point
p ∈ H, a linear map b:TpH/K → TpH/K defined by b(X) = ∇XK. It is easily
verified that b is well-defined and, as it involves taking a derivative of K, which
is C1 the tensor b will be C0 but no more regularity can be expected. Note if
K˜ = fK, f ∈ C1(H), is any other future directed null vector field tangent to H,
then ∇XK˜ = f∇XK mod K. Thus bfK = fbK . It follows that the Weingarten
map b of H is unique up to positive scale factor and that b at a given point p ∈ H
depends only on the value of K at p when we keep H fixed but allow K to vary
while remaining tangent to the generators of H.
A standard computation shows, h(b(X), Y ) = 〈∇XK, Y 〉 = 〈X,∇YK〉 =
h(X, b(Y )). Hence b is self-adjoint with respect to h. The null second fundamental
form B = BK ofH with respect toK is the bilinear form associated to b via h: For
each p ∈ H, B:TpH/K × TpH/K → R is defined by B(X, Y ) = h(b(X), Y ) =
〈∇XK, Y 〉. Since b is self-adjoint, B is symmetric. In a manner analogous to
the second fundamental form for spacelike hypersurfaces, a null hypersurface is
totally geodesic if and only if B vanishes identically [51, Theorem 30].
The null mean curvature of H with respect to K is the continuous scalar
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field θ ∈ C0(H) defined by θ = tr b; in the general relativity literature θ is often
referred to as the convergence or divergence of the horizon. Let e1, e2, . . . , en−1
be n − 1 orthonormal spacelike vectors (with respect to 〈, 〉) tangent to H at p.
Then {e1, e2, . . . , en−1} is an orthonormal basis (with respect to h) of TpH/K.
Hence at p,
θ = tr b =
∑n−1
i=1 h(b(ei), ei)
=
∑n−1
i=1 〈∇eiK, ei〉. (A.1)
Let Σ be the intersection, transverse to K, of a hypersurface in M with
H. Then Σ is a C2 (n − 1) dimensional spacelike submanifold of M contained
in H which meets K orthogonally. From Equation (A.1), θ|Σ = divΣK, and
hence the null mean curvature gives a measure of the divergence of the null
generators of H. Note that if K˜ = fK then θ˜ = fθ. Thus the null mean
curvature inequalities θ ≥ 0, θ ≤ 0, are invariant under positive scaling of K. In
Minkowski space, a future null cone H = ∂I+(p) − {p} (respectively, past null
cone H = ∂I−(p) − {p}) has positive null mean curvature, θ > 0 (respectively,
negative null mean curvature, θ < 0).
The null second fundamental form of a null hypersurface obeys a well-defined
comparison theory roughly similar to the comparison theory satisfied by the sec-
ond fundamental forms of a family of parallel spacelike hypersurfaces (cf. Eschen-
burg [21], which we follow in spirit).
Let η: (a, b) → M , s → η(s), be a future directed affinely parameterized null
geodesic generator of H. For each s ∈ (a, b), let
b(s) = bη′(s) : Tη(s)H/η
′(s)→ Tη(s)H/η′(s)
be the Weingarten map based at η(s) with respect to the null vector K = η′(s).
Recall that the null Weingarten map b of a smooth null hypersurface H satisfies
a Ricatti equation (cf. [5, p. 431]; for completeness we indicate the proof below).
b′ + b2 +R = 0. (A.2)
Here ′ denotes covariant differentiation in the direction η′(s), with η – an affinely
parameterized null geodesic generator of H; more precisely, if X = X(s) is a
vector field along η tangent to H, then23
b′(X) = b(X)′ − b(X ′). (A.3)
23Here b(X) is an equivalence class of vectors, so it might be useful to give a practical
prescription how its derivative b(X)′ can be calculated. Let s→ c(s) be a null generator of H.
Let s→ V (s) be a TH/K–vector field along c, i.e., for each s, V (s) is an element of Tc(s)H/K.
Say s → V (s) is smooth if (at least locally) there is a smooth — in the usual sense — vector
field s→ Y (s) along c such that V (s) = Y¯ (s) for each s. Then define the covariant derivative
of s → V (s) along c by: V ′(s) = Y ′(s), where Y ′ is the usual covariant derivative. It is easily
shown, using the fact that ∇KK is proportional to K, that V ′ so defined is independent of the
choice of Y . This definition applies in particular to b(X¯).
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Finally R:Tη(s)H/η
′(s)→ Tη(s)H/η′(s) is the curvature endomorphism defined by
R(X) = R(X, η′(s))η′(s), where (X, Y, Z)→ R(X, Y )Z is the Riemann curvature
tensor of M (in our conventions, R(X, Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z).
We indicate the proof of Equation (A.2). Fix a point p = η(s0), s0 ∈ (a, b),
on η. On a neighborhood U of p in H we can scale the null vector field K so
that K is a geodesic vector field, ∇KK = 0, and so that K, restricted to η, is the
velocity vector field to η, i.e., for each s near s0, Kη(s) = η
′(s). Let X ∈ TpM .
Shrinking U if necessary, we can extend X to a smooth vector field on U so
that [X,K] = ∇XK − ∇KX = 0. Then, R(X,K)K = ∇X∇KK − ∇K∇XK −
∇[X,K]K = −∇K∇KX . Hence along η we have, X ′′ = −R(X, η′)η′ (which implies
that X , restricted to η, is a Jacobi field along η). Thus, from Equation (A.3), at
the point p we have,
b′(X) = ∇XK ′ − b(∇KX) = ∇KX ′ − b(∇XK)
= X ′′ − b(b(X)) = −R(X, η′)η′ − b2(X)
= −R(X)− b2(X), (A.4)
which establishes Equation (A.2).
Equation (A.2) leads to the well known Raychaudhuri equation for an irrota-
tional null geodesic congruence in general relativity: by taking the trace of (A.2)
we obtain the following formula for the derivative of the null mean curvature
θ = θ(s) along η,
θ′ = −Ric(η′, η′)− σ2 − 1
n− 2θ
2, (A.5)
where σ, the shear scalar, is the trace of the square of the trace free part of
b. This equation shows how the Ricci curvature of spacetime influences the null
mean curvature of a null hypersurface. We note the following:
Proposition A.1 Let H be a C2 null hypersurface in the (n + 1) dimensional
spacetime (M, g) and let b be the one parameter family of Weingarten maps along
an affine parameterized null generator η. Then the covariant derivative b′ defined
by Equation (A.3) exists and satisfies Equation (A.2).
Remark A.2 When H is smooth this is a standard result, proved by the calcu-
lation (A.4). However when H is only C2 all we know is that b is a C0 tensor field
so that there is no reason a priori that the derivative b′ should exist. A main
point of the proposition is that it does exist and satisfies the expected differential
equation. As the function s 7→ Rη(s) is C∞ then the Riccati equation implies that
actually the dependence of bη(s) on s is C
∞. This will be clear from the proof
below for other reasons.
Proof: Let η: (a, b)→ H be an affinely parameterized null generator of H. To
simplify notation we assume that 0 ∈ (a, b) and choose a C∞ spacelike hyper-
surface Σ of M that passes through p = η(0) and let N = H ∩ Σ. Then N is
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a C2 hypersurface in Σ. Now let N˜ be a C∞ hypersurface in Σ so that N˜ has
second order contact with N at p. Let K˜ be a smooth null normal vector field
along N˜ such that at p, K˜ = η′(0). Consider the hypersurface H˜ obtained by
exponentiating normally along N˜ in the direction K˜; by Lemma 4.15 there are no
focal points along η as long as η stays on H. Passing to a subset of N˜ if necessary
to avoid cut points, H˜ will then be a C∞ null hypersurface in a neighborhood
of η. Let B(s) and B˜(s) be the null second fundamental forms of H and H˜,
respectively, at η(s) in the direction η′(s). We claim that B˜(s) = B(s) for all
s ∈ (a, b). Since the null Weingarten maps b˜ = b˜(s) associated to B˜ = B˜(s)
satisfy Equation (A.2), this is sufficient to establish the lemma.
We first show that B˜(s) = B(s) for all s ∈ [0, c] for some c ∈ (0, b). By re-
stricting to a suitable neighborhood of p we can assume without loss of generality
that M is globally hyperbolic. Let X ∈ TpΣ be the projection of η′(0) ∈ TpM
onto TpΣ. By an arbitrarily small second order deformation of N˜ ⊂ Σ (depend-
ing on a parameter ǫ in a fashion similar to Equation (4.4)) we obtain a C∞
hypersurface N˜+ǫ in Σ which meets N only in the point p and lies to the side of
N into which X points. Similarly, we obtain a C∞ hypersurface N˜−ǫ in Σ which
meets N only in the point p and lies to the side of N into which −X points. Let
K˜±ǫ be a smooth null normal vector field along N˜
±
ǫ which agrees with η
′(0) at p.
By exponentiating normally along N˜±ǫ in the direction K˜
±
ǫ we obtain, as before,
in a neighborhood of η|[0,c] a C∞ null hypersurface H˜±ǫ , for some c ∈ (0, b). Let
B˜±ǫ (s) be the null second fundamental form of H˜
±
ǫ at η(s) in the direction η
′(s).
By restricting the size of Σ if necessary we find open sets W , W±ǫ in Σ, with
W−ǫ ⊂ W ⊂ W+ǫ , such that N ⊂ ∂ΣW and N˜±ǫ ⊂ ∂ΣW±ǫ . Restricting to a
sufficiently small neighborhood of η|[0,c], we have H ∩ J+(Σ) ⊂ ∂J+(W ) and
H˜±ǫ ∩ J+(Σ) ⊂ ∂J+(W±ǫ ). Since J+(W−ǫ ) ⊂ J+(W ) ⊂ J+(W+ǫ ), it follows that
H˜−ǫ is to the future of H near η(s) and H is to the future of H˜
+
ǫ near η(s),
s ∈ [0, c]. Now if two null hypersurfaces H1 and H2 are tangent at a point p, and
H2 is to the future ofH1, then the difference of the null second fundamental forms
B2 − B1 is positive semidefinite at p. We thus obtain B˜−ǫ (s) ≥ B(s) ≥ B˜+ǫ (s).
Letting ǫ→ 0, (i.e., letting the deformations go to zero), we obtain B˜(s) = B(s)
for all s ∈ [0, c]. A straightforward continuation argument implies, in fact, that
B˜(s) = B(s) for all s ∈ [0, b). A similar argument establishes equality for s ∈
(a, 0]. ✷
In the last result above the hypersurface H had to be of at least C2 differ-
entiability class. Now, in our applications we have to consider hypersurfaces H
obtained as a collection of null geodesics normal to a C2 surface. A naive in-
spection of the problem at hand shows that such H’s could in principle be of C1
differentiability only. Let us show that one does indeed have C2 differentiability
of the resulting hypersurface:
Proposition A.3 Consider a Ck+1 spacelike submanifold N ⊂ M of co–
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dimension two in an (n + 1) dimensional spacetime (M, g), with k ≥ 1. Let
k be a non-vanishing Ck null vector field along N , and let U ⊆ R × N → M be
the set of points where the function
f(t, p) := expp(tk(p))
is defined. If f(t0,p0)∗ is injective then there is an open neighborhood O of (t0, p0)
so that the image f [O] is a Ck+1 embedded hypersurface in M .
Remark A.4 In our application we only need the case k = 1. This result is
somewhat surprising as the function p 7→ k(p) used in the definition of f is only
Ck. We emphasize that we are not assuming that f is injective. We note that f
will not be of Ck+1 differentiability class in general, which can be seen as follows:
Let t→ r(t) be a Ck+1 curve in the x-y plane of Minkowski 3-space which is not of
Ck+2 differentiability class. Let t→ n(t) be the spacelike unit normal field along
the curve in the x-y plane, then t→ n(t) is Ck and is not Ck+1. Let T = (0, 0, 1)
be the unit normal to the x-y plane. Then K(t) = n(t) + T is a Ck normal null
field along t→ r(t). The normal exponential map f :R2 → R3 in the direction K
is given by f(s, t) = r(t) + s[n(t) + T ], and hence df/dt = r′(t) + sn′(t), showing
explicitly that the regularity of f can be no greater than the regularity of n(t),
and hence no greater than the regularity of r′(t).
Proof: This result is local in N about p0 so there is no loss of generality,
by possibly replacing N by a neighborhood of p0 in N , in assuming that N is a
embedded submanifold ofM . The map f is of class Ck and the derivative f(t0,p0)∗
is injective so the implicit function theorem implies f [U ] is a Ck hypersurface near
f(t0, p0). Let η be any nonzero timelike C
∞ vector field on M defined near p0
(some restrictions to be put on η shortly) and let Φs be the flow of η. Then for
sufficiently small ε the map f˜ : (−ε, ε)×N → M given by
f˜(s, p) := Φs(p)
is injective and of class Ck+1. Extend k to any Ck vector field k˜ along f˜ . (It is
not assumed that the extension k˜ is null.) That is k˜: (−ε, ε)×N → TM is a Ck
map and k˜(s, p) ∈ Tf˜(s,p)M . Note that we can choose k˜(s, p) so that the covariant
derivative ∇k˜
∂s
(0, p0) has any value we wish at the one point (0, p0). Define a map
F : (t0 − ε, t0 + ε)× (−ε, ε)×N →M by
F (t, s, p) = exp(tk˜(s, p)).
We now show that F can be chosen to be a local diffeomorphism near (t0, 0, p0).
Note that F (t, 0, p) = f(t, p) and by assumption f∗(t0,p0) is injective. Therefore
the restriction of F∗(t0,0,p0) to T(t0,p0)(R×N) ⊂ T(t0,0,p0)(R× R×N) is injective.
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Thus by the inverse function theorem it is enough to show that F∗(t0,0,p0)(∂/∂s)
is linearly independent of the subspace F∗(t0,0,p0)[T(t0,p0)(R×N)]. Let
V (t) =
∂F
∂s
(t, s, p0)
∣∣∣
s=0
.
Then V (t0) = F∗(t0,0,p0)(∂/∂s) and our claim that F is a local diffeomorphism
follows if V (t0) /∈ F∗(t0,0,p0)[T(t0,p0)(R × N)]. For each s, p the map t 7→ F (s, t, p)
is a geodesic and therefore V is a Jacobi field along t 7→ F (0, t, p0). (Those
geodesics might change type as s is varied at fixed p0, but this is irrelevant for
our purposes.) The initial conditions of this geodesic are
V (0) =
∂
∂s
F (0, s, p0)
∣∣∣
s=0
=
∂
∂s
Φs(p0)
∣∣∣
s=0
= η(p0)
and
∇V
∂t
(0) =
∇
∂t
∇
∂s
F (t, s, p0)
∣∣∣
s=0,t=0
=
∇
∂s
∇
∂t
F (t, s, p0)
∣∣∣
s=0,t=0
=
∇k˜
∂s
(0, p0) .
From our set up we can choose η(p0) to be any timelike vector and
∇k˜
∂s
(0, p0) to be
any vector. As the linear map from Tp0M × Tp0M → Tf(t0,p0)M which maps the
initial conditions V (0), ∇V
∂t
(0) of a Jacobi field V to its value V (t0) is surjective
24
it is an open map. Therefore we can choose η(p0) and
∇k˜
∂s
(0, p0) so that V (t0) is
not in the nowhere dense set F∗(t0,0,p0)[T(t0,p0)(R × N)]. Thus we can assume F
is a local Ck diffeomorphism on some small neighborhood A of (t0, 0, p0) onto a
small neighborhood B := F [A] of F (t0, 0, p0) as claimed.
Consider the vector field F∗(∂/∂t) = ∂F/∂t along F . Then the integral curves
of this vector field are the geodesics t 7→ F (t, s, p) = exp(tk˜(s, p)). (This is true
even when F is not injective on its entire domain.) These geodesics and their
velocity vectors depend smoothly on the initial data. In the case at hand the
initial data is Ck so ∂F/∂t is a Ck vector field along F . Therefore the one
form α defined by α(X) := 〈X, ∂F/∂t〉 on the neighborhood B of q0 is Ck. The
definition of F implies that f(t, p) = F (t, 0, p) and therefore the vector field
∂F/∂t is tangent to f [O] and the null geodesics t 7→ f(t, p) = F (t, 0, p) rule f [O]
so that f [O] is a null hypersurface. Therefore for any vector X tangent to f [O]
we have α(X) = 〈X, ∂F/∂t〉 = 0. Thus f [O] is an integral submanifold for the
distribution {X | α(X) = 0} defined by α. But, as is easily seen by writing out
the definitions in local coordinates, an integral submanifold of a Ck distribution
is a Ck+1 submanifold. (Note that in general there is no reason to believe that
the distribution defined by α is integrable. However, we have shown directly that
f [O] is an integral submanifold of that distribution.) ✷
24If v ∈ Tf(t0,p0)N there is a Jacobi field with V (t0) = v and ∇V∂t (t0) = 0, which implies
subjectivity.
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We shall close this appendix with a calculation, needed in the main body
of the paper, concerning Jacobians. Let us start by recalling the definition of
the Jacobian needed in our context. Let φ:M → N be a C1 map between
Riemannian manifolds, with dimM ≤ dimN . Let n = dimM and let e1, . . . , en
be an orthonormal basic of TpM then the Jacobian of φ at p is J(φ)(p) = ‖φ∗pe1∧
φ∗pe2∧· · ·∧φ∗pen‖. When dimM = dimN and both M and N are oriented with
ωM being the volume form on M , and ωN being the volume form on N , then
J(φ) can also be described as the positive scalar satisfying: φ∗(ωN) = ±J(φ)ωM .
Let S be a C2 co-dimension two acausal spacelike submanifold of a smooth
spacetime M , and let K be a past directed C1 null vector field along S. Consider
the normal exponential map in the direction K, Φ:R × S → M , defined by
Φ(s, x) = expx sK. (Φ need not be defined on all of R × S.) Suppose the null
geodesic η: s → Φ(s, p) meets a given acausal spacelike hypersurface Σ at η(1).
Then there is a neighborhood W of p in S such that each geodesic s → Φ(s, x),
x ∈ W meets Σ, and so determines a C1 map φ:W → Σ, which is the projection
into Σ along these geodesics. Let J(φ) denote the Jacobian determinant of φ at
p. J(φ) may be computed as follows. Let {X1, X2, . . . , Xk} be an orthonormal
basis for the tangent space TpS. Then ,
J(φ) = ‖φ∗pX1 ∧ φ∗pX2 ∧ · · · ∧ φ∗pXk‖.
Suppose there are no focal points to S along η|[0,1]. Then by shrinking W and
rescaling K if necessary, Φ: [0, 1]×W → M is a C1 embedded null hypersurface
N such that Φ({1} ×W ) ⊂ Σ. Extend K to be the C1 past directed null vector
field, K = Φ∗(
∂
∂s
) on N . Let θ = θ(s) be the null mean curvature of N with
respect to −K along η. For completeness let us give a proof of the following, well
known result:
Proposition A.5 With θ = θ(s) as described above,
1. If there are no focal points to S along η|[0,1], then
J(φ) = exp
(
−
∫ 1
0
θ(s)ds
)
. (A.6)
2. If η(1) is the first focal point to S along η|[0,1], then
J(φ) = 0 .
Remark A.6 In particular, if N has nonnegative null mean curvature with re-
spect to the future pointing null normal, i.e., if θ ≥ 0, we obtain that J(φ) ≤ 1.
Remark A.7 Recall that θ was only defined when a normalization of K has
been chosen. We stress that in (A.6) that normalization is so that K is tangent
to an affinely parameterized geodesic, with s being an affine distance along η,
and with p corresponding to s = 0 and φ(p) corresponding to s = 1.
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Proof: 1. To relate J(φ) to the null mean curvature of N , extend the orthonor-
mal basis {X1, X2, . . . , Xk} to Lie parallel vector fields s → Xi(s), i = 1, . . . , k,
along η, LKXi = 0 along η. Then by a standard computation,
J(φ) = ‖φ∗pX1 ∧ φ∗pX2 ∧ · · · ∧ φ∗pXk‖
= ‖X1(1) ∧X2(1) ∧ · · · ∧Xk(1)‖
=
√
g
∣∣∣
s=1
,
where g = det[gij], and gij = gij(s) = 〈Xi(s), Xj(s)〉. We claim that along η,
θ = − 1√
g
d
ds
√
g .
The computation is standard. Set bij = B(X i, Xj), where B is the null second
fundamental form of N with respect to −K, hij = h(X i, Xj) = gij , and let gij
be the i, jth entry of the inverse matrix [gij]
−1. Then θ = gijbij . Differentiating
gij along η we obtain,
d
ds
gij = K〈Xi, Xj〉 = 〈∇KXi, Xj〉+ 〈Xi,∇KXj〉
= 〈∇XiK,Xj〉+ 〈Xi,∇XjK〉
= −(bij + bji) = −2bij .
Thus,
θ = gijbij = −1
2
gij
d
ds
gij = −1
2
1
g
dg
ds
= − 1√
g
d
ds
√
g ,
as claimed. Integrating along η from s = 0 to s = 1 we obtain,
J(φ) =
√
g
∣∣∣
s=1
=
√
g
∣∣∣
s=0
· exp
(
−
∫ 1
0
θ ds
)
= exp
(
−
∫ 1
0
θ ds
)
.
2. Suppose now that η(1) is a focal point to S along η, but that there are no
focal points to S along η prior to that. Then we can still construct the C1 map
Φ: [0, 1] ×W → M , with Φ({1} ×W ) ⊂ Σ, such that Φ is an embedding when
restricted to a sufficiently small open set in [0, 1]×W containing [0, 1)×{p}. The
vector fields s → Xi(s), s ∈ [0, 1), i = 1, .., k, may be constructed as above, and
are Jacobi fields along η|[0,1), which extend smoothly to η(1). Since η(1) is a focal
point, the vectors φ∗X1 = X1(1), . . . , φ∗Xk = Xk(1) must be linearly dependent,
which implies that J(φ) = 0. ✷
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B Some comments on the area theorem of
Hawking and Ellis
In this appendix we wish to discuss the status of our H–regularity condition with
respect to the conformal completions considered by Hawking and Ellis [37] in their
treatment of the area theorem. For the convenience of the reader let us recall here
the setting of [37]. One of the conditions of the Hawking–Ellis area theorem [37,
Proposition 9.2.7, p. 318] is that spacetime (M , g) is weakly asymptotically sim-
ple and empty (“WASE”, [37, p. 225]). This means that there exists an open set
U ⊂ M which is isometric to U ′∩M ′, where U ′ is a neighborhood of null infin-
ity in an asymptotically simple and empty (ASE) spacetime (M ′, g′) [37, p. 222].
It is further assumed that M admits a partial Cauchy surface S with respect to
which M is future asymptotically predictable ([37], p. 310). This is defined by the
requirement that I + is contained in closure of the future domain of dependence
D+(S ;M ) of S , where the closure is taken in the conformally completed mani-
fold M = M ∪I +∪I −, with both I + and I − being null hypersurfaces. Next,
one says that (M , g) is strongly future asymptotically predictable ([37], p. 313) if
it is future asymptotically predictable and if J+(S ) ∩ J¯−(I +; M ) is contained
in D+(S ;M ). Finally ([37], p. 318), (M , g) is said to be a regular predictable
space if (M , g) is strongly future asymptotically predictable and if the following
three conditions hold:
(α) S ∩ J¯−(I +; M ) is homeomorphic to R3\(an open set with compact clo-
sure).
(β) S is simply connected.
(γ) the family of hypersurfaces S (τ) constructed in [37, Proposition 9.2.3,
p. 313] has the property that for sufficiently large τ the sets S (τ) ∩
J¯−(I +; M ) are contained in J¯+(I −; M ).
It is then asserted in [37, Proposition 9.2.7, p. 318] that the area theorem holds
for regular predictable spaces satisfying the null energy condition.
Now in the proof of [37, Proposition 9.2.1, p. 311] (which is one of the results
used in the proof of [37, Proposition 9.2.7, p. 318]) Hawking and Ellis write:
“This shows that if W is any compact set of S , every generator of I + leaves
J+(W ; M ).” The justification of this given in [37] is wrong25. If one is willing to
25In the proof of [37, Proposition 9.2.1, p. 311] it is claimed that “... Then S ′ \U ′ is com-
pact...”. This statement is incorrect in general, as shown by the example (M , g) = (M ′, g′) =
(R4, diag(−1,+1,+1,+1)), S = S ′ = {t = 0}, U = U ′ = {t 6= 0}. This example does not
show that the claim is wrong, but that the proof is; we do not know whether the claim in
Proposition 9.2.1 is correct as stated under the hypothesis of future asymptotic predictabil-
ity of (M , g) made there. Let us note that the conditions (α)–(γ) do not seem to be used
anywhere in the proof of Proposition 9.2.7 as presented in [37], and it is conceivable that the
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Figure 2: The set Ω ≡ J+(S ;M ) ∩ ∂U and its image under ψ.
impose this as a supplementary hypothesis, then this condition can be thought of
as the Hawking–Ellis equivalent of our condition of H–regularity of I +. When
such a condition is imposed in addition to the hypothesis of strong asymptotic
predictability and weak asymptotic simplicity (“WASE”) of (M , g), then the
hypotheses of Proposition 4.1 hold, and the conclusions of our version of the area
theorem, Theorem 1.1, apply.
An alternative way to guarantee that the hypotheses of Proposition 4.1 will
hold in the “future asymptotically predictable WASE” set–up of [37] (for those
sets C which lie to the future of S ) is to impose some mild additional conditions
on U and S . There are quite a few possibilities, one such set of conditions is as
follows: Let ψ : U → U ′∩M ′ denote the isometry arising in the definition of the
WASE spacetime M . First, we require that ψ can be extended by continuity to
a continuous map, still denoted by ψ, defined on U . Next, suppose there exists
a compact set K ⊂ M ′ such that,
ψ(J+(S ;M ) ∩ ∂U ) ⊂ J+(K;M ′) , (B.1)
see Figure 2. Let us show that, under the future asymptotically predictable
WASE conditions together with (B.1), for every compact set C ⊂ J+(S ;M )
that meets I−(I +; M ) there exists a future inextendible (in M ) null geodesic
η ⊂ ∂J+(C;M ) starting on C and having future end point on I +. First, we
claim that
ψ(J+(C;M ) ∩U ) ⊂ J+(K ∪ C ′;M ′) , (B.2)
where C ′ = ψ(C ∩ U¯ ). Indeed, let p ∈ ψ(J+(C;M )∩U ), therefore there exists
a future directed causal curve γ from C to ψ−1(p) ∈ U . If γ ⊂ U , then p ∈
J+(C ′;M ′). If not, then γ exits U when followed from ψ−1(p) to the past at some
point in J+(S ;M )∩∂U , and thus p ∈ ψ(J+(S ;M )∩∂U ) ⊂ J+(K;M ′), which
establishes (B.2). Since K∪C ′ is compact, by Lemma 4.5 and Proposition 4.13 in
authors of [37] had in mind some use of those conditions in the proof of Propostion 9.2.1. We
have not investigated in detail whether or not the assertion made there can be justified if the
supplementary hypothesis that (M , g) is a regular predictable space is made, as the approach
we advocate in Section 4.1 allows one to avoid the “WASE” framework altogether.
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[54], each generator of I +
M ′
meets ∂J+(K∪C ′; M ′) exactly once. It follows that,
under the natural identification of I +
M
with I +
M ′
, the criteria for H-regularity
discussed in Remark 4.5 are satisfied. Hence, we may apply Proposition 4.8 to
obtain the desired null geodesic η.
There exist several other proposals how to modify the WASE conditions of
[37] to obtain better control of the space–times at hand [16, 50, 53], but we have
not investigated in detail their suitability to the problems considered here.
C Some comments on the area theorems of
Kro´lak
Kro´lak has previously extended the definition of a black hole to settings more
general, in various ways, than the standard setting considered in Hawking and
Ellis [37]. In each of the papers [47–49] Kro´lak obtains an area theorem, un-
der the implicit assumption of piecewise smoothness. It follows from the results
presented here that the area theorems of Kro´lak still hold without the supple-
mentary hypothesis of piecewise smoothness, which can be seen as follows. First,
in each of the papers [47–49] the event horizon H is defined as the boundary of a
certain past set, which implies by [37, Prop. 6.3.1 p. 187] that H is an achronal
closed embedded C0 hypersurface. Moreover, by arguments in [47–49] H is ruled
by future inextendible null geodesics and hence, in all the papers [47–49] H is
a future horizon as defined here. Now, because in [47, 48] the null generators of
H are assumed to be future complete, one can apply Theorem 1.1 to conclude
that the area theorem holds, under the explicit assumptions of [47, 48], for the
horizons considered there, with no additional regularity conditions.
On the other hand, in [49] completeness of generators is not assumed, instead
a regularity condition on the horizon is imposed. Using the notation of [49], we
shall say that a horizon HT (as defined in [49]) is weakly regular iff for any point
p of HT there is an open neighborhood U of p such that for any compact set K
contained in U ∩WT the set J+(K) contains a N∞-TIP from ŴT. (The set WT
may be thought of as the region outside of the black hole, while ŴT represents null
infinity.) This differs from the definition in [49, p. 370] in that Kro´lak requires
the compact set K to be in U ∩ WT rather than in the somewhat larger set
U ∩ WT. 26 Under this slightly modified regularity condition, the arguments of
the proof of [49, Theorem 5.2] yield positivity of θAl: the deformation of the set
T needed in that proof in [49] is obtained using our sets Sǫ,η,δ from Proposition
26In Kro´lak’s definition K is not allowed to touch the event horizon HT . But then in the
proof of [49, Theorem 5.2] when T is deformed, it must be moved completely off of the horizon
and into WT . So the deformed T will, in general, have a boundary in WT . The generator
γ in the proof of [49, Theorem 5.2] may then meet T at a boundary point, which introduces
difficulties in the focusing argument used in the proof. The definition used here avoids this
problem.
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4.1. Our Theorem 6.1 then implies that area monotonicity holds for the horizons
considered in [49], subject to the minor change of the notion of weak regularity
discussed above, with no additional regularity conditions.
D Proof of Theorem 5.6
For q ∈ S0 let Γq ⊂ H denote the generator of H passing through q. Throughout
this proof all curves will be parameterized by signed σ–distance from S0, with
the distance being negative to the past of S0 and positive to the future. We will
need the following Lemma:
Lemma D.1 S0 is a Borel subset of S, in particular S0 is H
n−1
σ measurable.
Proof: For each δ > 0 let
Aδ : = {p ∈ S0 | the domain of definition of Γp
contains the interval [−δ, δ]} . (D.1)
Bδ : = {p ∈ S0 | the domain of definition of the inextendible geodesic
γp containing Γp contains the interval [−δ, δ]} . (D.2)
Lower semi–continuity of existence time of geodesics shows that the Bδ’s are
open subsets of S. Clearly Aδ′ ⊂ Bδ for δ′ ≥ δ. We claim that for δ′ ≥ δ the
sets Aδ′ are closed subsets of the Bδ’s. Indeed, let qi ∈ Aδ′ ∩ Bδ be a sequence
such that qi → q∞ ∈ Bδ. Since the generators of H never leave H to the
future, and since q∞ ∈ Bδ, it immediately follows that the domain of definition
of Γq∞ contains the interval [0, δ]. Suppose, for contradiction, that Γq∞(s−) is
an endpoint on H with s− ∈ (−δ, 0], hence there exists s′ ∈ (−δ, 0] such that
γq∞(s
′) ∈ I−(H). As q∞ is an interior point of Γq∞ , the σ–unit tangents to the
Γqi’s at qi converge to the σ–unit tangent to Γq∞ at q∞. Now I
−(H) is open, and
continuous dependence of ODE’s upon initial data shows that γqi(s
′) ∈ I−(H)
for i large enough, contradicting the fact that qi ∈ Aδ′ with δ′ ≥ δ. It follows
that q∞ ∈ Aδ′ , and that Aδ′ is closed in Bδ. But a closed subset of an open set is
a Borel set, hence Aδ′ is Borel in S. Clearly
S0 = ∪iA1/i ,
which implies that S0 is a Borel subset of S. The H
n−1
σ –measurability of S0 follows
now from [25, p. 293] or [19, p. 147]11. ✷
Returning to the proof of Theorem 5.6, set
Γ+q = Γq ∩ J+(q) ,
Hsing = H \HAl ,
Ω = ∪q∈S0Γ+q ,
Ωsing = Ω ∩Hsing .
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By definition we have Ωsing ⊂ Hsing and completeness of the Hausdorff measure27
together with Hnσ(Hsing) = 0 implies that Ωsing is n–Hausdorff measurable, with
H
n
σ(Ωsing) = 0 . (D.3)
Let φ: Ω→ S0 be the map which to a point p ∈ Γ+q assigns q ∈ S0. The arguments
of the proofs of Lemmata 6.9 and 6.11 show that φ is locally Lipschitz. This,
together with Lemma D.1, allows us to use the co–area formula [23, Theorem 3.1]
to infer from (D.3) that
0 =
∫
Ωsing
J(φ)dHnσ =
∫
S0
H
1
σ(Ωsing ∩ φ−1(q))dHn−1σ (q) ,
where J(φ) is the Jacobian of φ, cf. [23, p. 423]. Hence
H
1
σ(Ωsing ∩ φ−1(q)) = 0 (D.4)
for almost all q’s in S0. A chase through the definitions shows that (D.4) is
equivalent to
H
1
σ(Γ
+
q \HAl) = 0 , (D.5)
for almost all q’s in S0. Clearly the set of Alexandrov points of H is dense in
Γ+q when (D.5) holds. Theorem 5.1 shows, for such q’s, that all interior points
of Γq are Alexandrov points of H, hence points q satisfying (D.5) are in S1. It
follows that S1 is H
n−1
σ measurable, and has full (n − 1)–Hausdorff measure in
S0. This establishes our claim about S1. The claim about S2 follows now from
the inclusion S1 ⊂ S2. ✷
E Proof of Proposition 6.6
Because of the identities(
f(p) + 〈x− p, ap〉 − C
2
‖x− p‖2
)
+
C
2
‖x‖2
=
(
f(p) +
C
2
‖p‖2
)
+ 〈x− p, ap + Cp〉 ,
and (
f(q) + 〈x− q, aq〉+ C
2
‖x− q‖2
)
+
C
2
‖x‖2
=
(
f(q) +
C
2
‖q‖2
)
+ 〈x− q, aq + Cq〉+ C‖x− q‖2 ,
27A measure is complete iff all sets of outer measure zero are measurable. Hausdorff measure
is constructed from an outer measure using Carathe´odory’s definition of measurable sets [24,
p. 54]. All such measures are complete [24, Theorem 2.1.3 pp. 54–55].
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we can replace f by x 7→ f(x) +C‖x‖2/2 and ap by ap+Cp and assume that for
all p, x ∈ A we have
f(p) + 〈x− p, ap〉 ≤ f(x) ≤ f(p) + 〈x− p, ap〉+ C‖x− p‖2 , (E.1)
and for all p, q ∈ A and x ∈ Rn
f(p) + 〈x− p, ap〉 ≤ f(q) + 〈x− q, aq〉+ C‖x− q‖2 . (E.2)
These inequalities can be given a geometric form that is easier to work with. Let
P := {(x, y) ∈ Rn ×R : y > C‖x‖2}. Then P is an open convex solid paraboloid
of Rn+1. We will denote the closure of P by P . From the identity
f(q) + 〈x− q, aq〉+C‖x− q‖2 = (f(q)− (4C)−1‖aq‖2) +C‖x− (q− (2C)−1aq)‖2
it follows that the solid open paraboloids {(x, y) ∈ Rn×R : y > f(q)+〈x−q, aq〉+
C‖x−q‖2} are translates in Rn+1 of P . Let G[f ] := {(x, y) ∈ Rn×R : x ∈ A, y =
f(x)} be the graph of f . The inequalities (E.1) and (E.2) imply that for each
p ∈ A there is an affine hyperplane Hp = {(x, y) ∈ Rn×R : y = f(p)+〈x−p, ap〉}
of Rn+1 and a vector bp ∈ Rn+1 so that
(p, f(p)) ∈ Hp, (E.3)
(P + bp) ∩G[f ] = ∅ but (p, f(p)) ∈ bp + P, (E.4)
and for all p, q ∈ A
Hp ∩ (bq + P ) = ∅. (E.5)
As the paraboloids open up, this last condition implies that each bq+P lies above
all the hyperplanes Hp.
Let
Q := ConvexHull
( ⋃
p∈A
(bp + P )
)
.
Because P is convex if α1, . . . , αm ≥ 0 satisfy
∑m
i=1 αi = 1 then for any
v1, . . . , vm ∈ Rn+1
α1(v1 + P ) + α2(v2 + P ) + · · ·+ αm(vm + P ) = (α1v1 + · · ·+ αmvm) + P.
Therefore if
B := ConvexHull {bp : p ∈ A}
then
Q =
⋃
v∈B
(v + P )
so that Q is a union of translates of P . Thus Q is open. Because P is open we
have that if limℓ→∞ vℓ = v then v + P ⊆
⋃
ℓ(vℓ + P ). So if B is the closure of B
in Rn+1 then we also have
Q =
⋃
v∈B
(v + P ). (E.6)
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For each p the open half space above Hp is an open convex set and Q is the
convex hull of a subset of this half space. Therefore Q is contained in this half
space. Therefore Q ∩Hp = ∅ for all p.
We now claim that for each point z ∈ ∂Q there is a supporting paraboloid for
z in the sense that there is a vector v ∈ B with v+P ⊂ Q and z ∈ v+P . To see
this note that as z ∈ ∂Q there is a sequence {bℓ}∞ℓ=1 ⊂ B and {wℓ}∞ℓ=1 ⊂ P so that
limℓ→∞(bℓ+wℓ) = z. Fixing a p0 ∈ A and using that all the sets bℓ+P are above
the hyperplane Hp0 we see that both the sequences bℓ and wℓ are bounded subsets
of Rn+1 and by going to a subsequence we can assume that v := limℓ→∞ bℓ and
w := limℓ→∞wℓ exist. Then z = v + w, v ∈ B and w ∈ P . Then (E.6) implies
v + P ⊂ Q and w ∈ P implies z ∈ v + P . Thus we have the desired supporting
paraboloid.
We also claim that the graph G[f ] satisfies G[f ] ⊂ ∂Q. This is because for
p ∈ A the point then (p, f(p)) ∈ Hp andHp is disjoint fromQ. Thus (p, f(p)) /∈ Q.
But from (E.4) (p, f(p)) ∈ bp + P and as bp + P ⊂ Q this implies (p, f(p)) ∈ Q.
Therefore (p, f(p)) ∈ ∂Q as claimed.
Let F :Rn → R be the function that defines ∂Q. Explicitly
F (x) = inf{y : (x, y) ∈ Q}.
This is a function defined on all of Rn and G[f ] ⊂ ∂Q implies that this function
extends f . For any x0 ∈ Rn the convexity of Q implies there is a supporting
hyperplane H for Q at its boundary point (x0, F (x0)) and we have seen there
also a supporting paraboloid v + P for ∂Q = G[F ] at (x0, F (x0)). Expressing H
and ∂(v+P ) as graphs over Rn these geometric facts yield that there is a vector
ax0 so that the inequalities
F (x0) + 〈x− x0, ax0〉 ≤ F (x) ≤ F (x0) + 〈x− x0, ax0〉+ C‖x− x0‖2
hold for all x ∈ Rn. Because the function F is defined on all of Rn (rather than
just the subset A), it follows from [9, Prop. 1.1 p. 7] that F is of class C1,1. ✷
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