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Introduction
Interpersonal face-to-face communication is prevalent in workplace settings. For most office workers, interpersonal communication occurs often, and for many people such as managers it represents their most frequent workplace activity.
Questionnaire data and observational data produce estimates of between 35% and 75% of time being spent in face-to-face interaction, with these figures depending on job type (Kraut, Fish, Rice & Chalfonte, 1993 , Panko, 1992 , Sproull, 1984 , Whittaker, Frohlich & Daly-Jones, 1994a . While these studies document the frequency of interpersonal communication, they do not show its precise benefits or function. The importance of interpersonal communication is demonstrated by research into scientific collaboration, which reveals that physical distance between scientists' offices is a strong predictor of whether they will co-publish. The argument runs as follows: people who are physically collocated are more likely to communicate frequently and informally, and it is this which promotes effective collaboration. There is also evidence that interpersonal communications are crucial for specific types of workplace tasks. Questionnaire studies indicate that frequent, opportunistic, face-to-face conversations are vital to the planning and definitional phases of projects (Kraut, Egido & Galegher, 1990) . Other work shows that even when people have a choice between different communication technologies, such as email, phone and face-to-face, they still choose face-to-face meetings for planning and definitional tasks. This suggests unique benefits of this style of interaction for certain classes of task 2 (Finholt, Sproull & Kiesler, 1990) . Finally, questionnaire studies support the effects of proximity (and hence interpersonal communications), on social and organisational knowledge: Researchers are more likely to be familiar with, and to respect the work of colleagues who sit close to them .
This research shows the importance of interpersonal communication, but trends towards telework, mobile work and the globalisation of business are geographically separating workers. For coworkers separated by large distances, and in different time-zones, the potential for opportunistic face-to-face interpersonal communications is massively reduced. We therefore need technologies that can support interpersonal communication between geographically remote coworkers.
To support interpersonal communication at distance, however, we first need to understand the key components of face-toface interaction. Face-to-face interpersonal communication requires speakers and listeners to co-ordinate both conversational content and process , Clark & Schaefer, 1989 , Grosz & Sidner, 1986 , Walker, 1993 , Whittaker, Brennan & Clark, 1991 . Co-ordinating content involves the construction and maintenance of shared beliefs. Speakers and listeners therefore have to infer and monitor other participants' understanding , Clark & Schaefer, 1989 , Whittaker et al., 1991 , as well as their interpersonal attitudes or motivation (Mehrabian, 1971 , Short, Williams & Christie, 1976 . A key problem here is that individual utterances radically underspecify speakers' beliefs and intentions (Allen & Perrault, 1986 , Searle, 1990 . How then do listeners restrict their interpretations to the set of meanings that the speaker intended? A key constraint on listener inference is the shared context, which can take the form of (a) linguistic context, ie. the set of entities and events that are talked about as the conversation unfolds (Grosz & Sidner, 1986) ; and (b) physical context arising from the fact that participants share the same physical space and have access to approximately the same set of objects and perceptual events (Clark & Marshall, 1981) . The second component of conversation is process co-ordination, which is concerned with the mechanics and management of conversation. Face- focussed on how visual information contributes to pre-established ongoing conversations, but neglected another important process co-ordination function of visual information -its role in initiating opportunistic connection (Goodwin, 1981 , Heath & Luff, 1991 , Whittaker et al., 1994a . Studies of workplace communication show the prevalence of opportunistic communication compared with arranged meetings , Whittaker et al., 1994a . These results raise an immediate question: if the predominant form of workplace communication is opportunistic rather than arranged meetings, how do participants co-ordinate and initiate such meetings given their unplanned nature?
Other data show that without visual information about the communication availability of others, connection failure is high.
The phone is the communication device most used used for remote opportunistic communications, but it does not allow one to see in advance whether the potential call recipient is available. This may contribute to the fact that more than 60%
of business phone calls fail to reach their intended recipient (Rice & Shook, 1990 , Whittaker et al., 1994a . In contrast, studies of workers who share the same work area show the crucial role of visual information in allowing people to determine the availability of others for communication (Festinger, Schacter & Back, 1950 , Mintzberg, 1973 , Whittaker et al., 1994a . Providing availability information using video should therefore increase the chances of successfully initiating an opportunistic connection with a remote coworker. We discuss experiments to test the connection hypothesis and identify outstanding design and implementation issues.
Finally we evaluate a different communication function of video: "video-as-data", where video is used to create a shared physical context or shared workspace between remote interactants, and hence support the co-ordination of communication content. Here the video image is used to transmit information about the work objects themselves, rather than non-verbal information about interactants. Studies of face-to-face workplace interaction show the crucial role of shared artifacts such as documents or drawings (Luff, Heath & Greatbatch, 1992 , Mosier & Tammaro, 1995 , Suchman, 1992 , Tang, 1991 , Whittaker et al., 1994a . Co-ordination of conversational content is achieved by using these shared objects: to mediate shared attention; to support common reference and understanding; to record agreements and progress; and as a target for gesture , Cooper, 1974 , Minneman & Bly, 1991 , Whittaker et al., 1991 .
Again, we discuss early experiments to test this hypothesis about "video-as-data", and identify outstanding design and implementation issues.
In conclusion, we suggest that research move away from an exclusive focus on non-verbal communication, and begin to investigate these two other communicative functions of real-time video, for initiating opportunistic connection and supporting shared objects, as part of a shared physical context.
The non-verbal communication hypothesis
Evaluation of the non-verbal communication hypothesis is complicated by the fact that three different claims have been made about the mechanisms by which visual information supports different non-verbal aspects of remote interpersonal communication. These claims are that the visual channel supports the transmission of: (1) cognitive cues that are used to determine remote participants' understanding, such as head nods and visual attention , Clark & Schaefer, 1989 , Kahneman, 1973 ; (2) turn-taking cues afforded by head turning, posture and eye gaze which support conversation management processes, such as achieving smooth transitions when there are changes of speaker (Argyle et al., 1968 , Duncan, 1972 , Kendon, 1967 ; (3) social or affective cues that reveal remote participants' emotional state or interpersonal attitudes which are manifested in facial expression, posture and eye gaze (Argyle et al., 1974 , Ekman & Friesen, 1975 , Mehrabian, 1971 , Reid, 1977 , Short et al., 1976 . Cognitive and social cues address the issue of coordinating conversational content, whereas turn-taking addresses process co-ordination. (Abel, 1990 , Bly, Harrison & Irwin, 1993 , Gaver, Moran, MacLean, Lovstrand, Dourish, Carter & Buxton, 1992 , Fish, Kraut, Root & Rice, 1992 , 1993 , Mantei, Baecker, Sellen, Buxton, Milligan & Wellman, 1991 , Tang, Isaacs & Rua, 1994 .
There are major methodological difficulties in carrying out evaluation studies, particularly in field settings. Most of the work has investigated local area systems, where it is easier to build and maintain high performance systems, and to conduct experiments on intact workgroups. Local area applications possess fewer technical limitations, such as networking bandwidth restrictions. In principle this means that it is possible to examine what might be possible in future wide area systems, when these networking constraints have been removed. In contrast, many current wide area systems suffer performance limitations such as lag, half duplex audio and poor quality video, which can severely limit conversational process co-ordination (Cohen, 1982 . As against this, a problem for local area field study evaluations is that the benefits of video to the user may be reduced in the local setting, because it is often possible to talk to the other party face-to-face. Evaluations of wide area systems therefore offer potentially better information, given that collaborators cannot fall back on face-to-face interaction, but they suffer from technical limitations. The consequence is that we have data either: (a) from local workgroups using high quality video systems, where the communication benefits may be reduced given the availability of face-to-face communication; or (b) from distributed workgroups who have higher incentives to use the system, but are using inferior technology.
SYSTEM EVALUATIONS
The prototypical systems here are the videoconferencing suite or videophone. Table 1 shows the results of system evaluations, for both high and low quality systems. We review evaluations of each of the three subhypotheses about the role of non-verbal communication, first for high quality and then for low quality systems. (Chapanis, 1975 , Chapanis, Ochsman, Parrish & Weeks, 1972 ) conducted a series of laboratory experiments testing the cognitive cueing hypothesis, namely that visual cues such as head nods and gaze help speakers to evaluate listener's understanding and attention. They compared the effectiveness of a variety of different media combinations for different cognitive problem solving tasks, by looking at task outcome measures such as time to solution and quality of solution. The tasks involved complex instruction giving and route planning. In one task, subjects had to jointly construct a mechanical object where one person had the physical components and the other had the instructions. In another task, one person was given a map and the other given a copy of the Yellow Pages. They were asked to identify a map location satisfying a number of criteria, eg. the nearest dentist to a given street address. The research compared two media conditions: audio only communication, and high quality video/audio. If video does indeed provide useful cognitive cues, then there should be benefits for providing visual information in these types of collaborative problem solving tasks, where it is important to track the understanding and attention of remote participants. However, the studies showed that adding visual information did not increase the efficiency of problem solving, or produce higher quality problem solving. (Reid, 1977 , Short et al., 1976 , Williams, 1977 . Most importantly, this is not an issue of video quality: even face-to-face interaction is no better than speech only communication for this class of task (Williams, 1977) .
Similar negative results are suggested by field study research. A study of high quality local area videophone conducted over several months in a research laboratory showed few objective usage differences compared with the telephone (Fish et al., 1992) 3 . Phone and videophone calls have similar durations, and are used for the same set of communication tasks. The researchers also administered a questionnaire asking people to state the tasks for which they felt that different communication techniques (eg. videophone, telephone, face-to-face) were appropriate. Multidimensional scaling techniques applied to people's answers indicated that videophone is viewed by users as more similar to the telephone than face-to-face communication.
Turn-taking
The results are more mixed for the turn-taking hypothesis. Sellen (1992, in press ) investigated this in a series of laboratory studies of negotiation tasks, in which groups discussed contentious issues and tried to reach consensus. She compared high quality video/audio systems, with both face-to-face and speech only communication. (1993) and , who also found speakers holding real meetings using high quality videoconferencing used more formal turn-taking techniques than were
observed in face-to-face interaction. Our explanation of the failure of even high quality videoconferencing to replicate face-to-face communication processes was that most videoconferencing systems do not support directional sound or visual cues. They tend to present sound and picture from a single monitor and speaker which may compromise sound direction, head turning and gaze cues in group interactions. We return to this as an outstanding research and design issue.
However, there are some differences in subjective data about turn-taking gathered from questionnaires addressing subject's impressions of the impact of video on conversational processes (Sellen, 1992, in press) . Video/audio is perceived to be better than speech in a number of ways. It is perceived to: support interruptions; lead to more natural conversations that are more interactive; increase the ability to listen selectively to particular speakers; allow one to determine whether one is being attended to; and to generally keep track of the conversation. People also believe that they are better able to track the attention of others, when they have video. Similar qualitative data are reported by Isaacs and Tang (1993) , who found that video seemed to allow participants to manage pauses better than in speech only communication. Despite this, Tang and Isaacs (1993) found that high quality video was again not perceived as equivalent to face-to-face interaction:
subjective data showed that video was not seen as being as effective in supporting interactivity, selective attention, and the ability to take initiative in the conversation.
Social cueing
Despite the current lack of support for cognitive cueing or turn-taking functions of video for non-verbal communication,
there is stronger evidence for the claim that video supports the transmission of social cues and affective information.
Adding video information to the speech channel changes the outcome and character of communication tasks that require access to affect or emotional factors. Example tasks here include: negotiation, bargaining, and conflict resolution.
Participants focus more on the motives of others when they have access to visual information, and video/audio conversations are more personalised, less argumentative, more polite, and broader in focus. They are also less likely to end in deadlock than speech only communications (Reid, 1977 , Short et al., 1976 , Williams, 1977 . These results can be explained in terms of affective cues: providing visual access to facial expressions, posture and gesture allows people to make inferences about other participants' affective or emotional state. There are also subjective benefits to providing visual information: participants believe that video/audio and face-to-face interaction are better than audio only for tasks requiring affect, such as getting to know other people, or person perception tasks. In addition, groups conversing using audio and video tend to like each other more (Reid, 1977 , Short et al., 1976 , Williams, 1977 .
LOW QUALITY SYSTEM EVALUATIONS
The preceding evaluations all used high quality audio and video. With the exception of affect, these studies reveal few objective advantages of adding high quality video to audio information. Current technology limitations and restricted networking bandwidth mean, however, that high quality systems will not be available for some years. It is therefore crucial for design and implementation, that we understand the utility of low quality video. One key finding from studies of low quality video systems, is that in certain circumstances adding visual information can detract from the interaction processes, if the video is implemented in a way that interferes with audio. There are two ways that audio can be affected in low bandwidth systems. First, certain commercial systems delay audio transmission, to allow time for video compression and decompression over wide area networks, in order to present synchronised audio and video 6 . Second, some videoconferencing systems enforce half-duplex 7 audio to preserve bandwidth for video.
There is evidence that reducing audio quality to incorporate video is highly disruptive of turn-taking processes. In a naturalistic study, O'Conaill et al. (1993) compared face-to-face interaction with a low quality wide-area ISDN videoconferencing system, operating over 128 kilobits/second bandwidth. Because of bandwidth limitations, and the synchronisation of audio and video, the ISDN system had one-way audio lags of between 410 and 780 milliseconds. In addition, audio was half-duplex and picture quality poor, because only 90 kilobits/second of bandwidth were available for the video stream. The study measured a number of characteristics of conversation processes. Interactive aspects of conversation that required precise timing such as giving feedback, switching speakers and asking clarifying questions were much reduced in the ISDN system compared with face-to-face interaction. Given the half duplex audio and lags, speakers were unable to time their conversational contributions, with the result that backchannels or interruptions arrived too late, or at inappropriate points in the conversation. As a consequence, people had to explicitly manage speaker switches and there was increased formality in handing over the conversational floor, using devices such as selecting the next speaker by name. The result of both decreased interactivity and increased formality was a "lecture-like" style of interaction, with conversational turns in the video conference being three times as long as face-to-face ones, making the system only suitable for certain types of conversational task, such as information exchange, which do not require quickfire exchanges.
Similar results showing the impact of audio lags on conversational processes are reported elsewhere. Cohen (1982) compared communication processes in face-to-face communication, with low quality videoconferencing, for a series of laboratory tasks. The system she investigated had a 705 milliseconds lag in both video and audio to simulate the performance of the A T & T Picturephone. Participants found it hard to switch speakers and also to ask clarifying questions in videoconferences. There were twice as many speaker switches in face-to-face communication compared with the videoconferencing system, and many more interruptions. Tang and Isaacs also evaluated low quality videophone and videoconferencing systems , Isaacs & Tang, 1994 . They found that lagged audio is highly disruptive of turn-taking, producing many fewer, longer turns. The study also provides strong subjective support for the importance of low lag audio. Participants preferred to use a separate half-duplex speakerphone to reduce delays in audio, even though it meant that synchronisation between audio and video information was lost.
SUMMARY
These studies provide only weak evidence for the non-verbal communication hypothesis. First there is little evidence for cognitive cueing. Neither face-to-face communication nor high quality video/audio systems show objective benefits over audio only communication for problem solving tasks (Chapanis et al., 1972; Chapanis, 1975) . The results are more complex for turn-taking processes: even high quality video/audio is no different from speech only interaction, but there are differences between face-to-face and speech only. This suggests that visual information can potentially have an impact
on conversation processes, but that current video systems do not support this. Finally there is strong evidence for affective cues being transmitted by video (Reid, 1977; Short et al., 1976; Williams, 1977) . Subjective measures more consistently show effects of visual information: high quality video conversations are preferred to audio because they support turntaking and affect (Isaacs & Tang, 1994 , Sellen, 1992 , although the questionnaire data of Fish et al. (1992) are more ambiguous about the subjective benefits of video.
The data for low quality systems reveal a different problem with attempts to provide non-verbal information using video.
Here, adding video to audio is often accompanied by reduced audio quality, and this impairs communication processes.
Thus, while the addition of video does not always bring objective benefits when there is high bandwidth available, when bandwidths are restricted, it may indirectly detract from audio quality, despite the fact that audio quality has been documented to be a crucial determinant of interaction effectiveness (Chapanis et al., 1972 , Cohen, 1982 .
We now turn to the research and design issues arising from these results.
Research and design implications for non-verbal communication

ALLOCATING BANDWIDTH APPROPRIATELY IN LIMITED BANDWIDTH SYSTEMS
In the short term, most networking bandwidths will not support high quality audio and video. We should not therefore sacrifice audio quality in limited bandwidth systems, given the weak evidence for the benefits of adding video, combined with overwhelming demonstrations of the importance of high quality audio. In limited bandwidth systems, we therefore recommend that systems deliver high quality audio with minimal delays, even at the cost of video quality, and loss of synchronised audio and video, unless the task specifically requires access to affective information.
One set of outstanding design questions is therefore to determine the minimum acceptable quality audio in limited bandwidth systems. We can then allocate the remaining bandwidth to video. There is some preliminary research into critical properties of audio, but we need to extend this. There is strong evidence that half-duplex audio is highly disruptive of communication (CCITT, 1988 , Krauss & Bricker, 1967 , but results are inconsistent about the exact point at which lags begin to interfere with communication: Tang and Isaacs (1993) report that 320 to 420 millisecond lags are acceptable but other data suggest that delays of 200 milliseconds are disruptive (Reiz & Klemmer, 1963 , Wolf, 1982 Once we have determined acceptable audio quality, we also need to know how to deploy network bandwidth for video. Is this best used for high frame rate low resolution video, or low frame rate high resolution video? The only published data available indicate that 5 frames per second over a 500 kilobits/second dedicated network is viewed as being "tolerable" by users . It is also vital that these studies of video quality are conducted in the presence of the audio channel, given that other research has shown that the evaluation of video quality is influenced by the quality of the accompanying audio (Johansen, 1984) . One complicating factor here is that requirements for audio and video will be taskdependent.
PRESENTING AND CONTROLLING IMAGE AND SOUND
Although visual information influences turn-taking processes as evidenced by differences between face-to-face and speech only communication, even high quality audio and video do not replicate face-to-face processes. We need to understand this from both theoretical and design perspectives. One argument is that the design of current systems fails to achieve key presentational aspects of sound and vision (Gaver, 1992 , Sellen, 1992 . Thus in most videoconferences, sound and image come from a single monitor and hence a single spatial location. In contrast, in multiparty face-to-face interaction, both sound and visual information come from multiple separate sources, so that cues such as the direction of a sound cue can be used to determine who is speaking (Sellen, 1992) . We therefore need to address issues concerning the impact of different presentations of the video image and sound (Gaver, 1992) . Little work has been done here, but questions include: what is the impact of image size, and what should it show (Mantei et al, 1991) ?
With systems that present a video image from a fixed camera position, should it show only head and shoulders, or the whole upper body to depict gesture (Heath & Luff, 1991; ? What is the role of proxemics, ie. perceived physical distance, which has been shown to influence face-to-face communication? How important is mutual gaze, which is not supported in many systems (Buxton & Moran, 1990) ? How important is it to support side conversations when there are several participants, with the associated requirement for multiple audio channels (Sellen, 1992, in press)? How should groups be visually and auditorily presented? Using picture in picture 8 or spatially separated? Early work suggests subjective advantages for spatial separation of image and sound (Sellen, 1992, in press ). Users also complain about the lack of privacy of audio in desktop video applications, compared with the shielded mouthpiece provided by the phone, and this problem needs to be addressed . Should systems also provide people with information about how they themselves appear, and if so how? One current technique is to use confidence monitors, but some people complain that these are off-putting Sellen, 1992) . Should there be a separate monitor for the video image to preserve screen real estate? There are also issues about the extent to which people control the images they can see. With most current systems, the remote camera is controlled by the people at the remote location, whereas there are clear benefits for participants being able to control the remote camera , but straightforward controls and
hardware have yet to be designed to enable this (Gaver, 1992; O'Conaill et al., 1993 , Sellen, 1992 ).
INTEGRATING VIDEO WITH OTHER COMMUNICATIONS APPLICATIONS
The above studies show that the benefits of video for non-verbal communication are both subtle and subjective. One design implication is that the most effective use of video may not be in a standalone application, eg. videophone, but combining it with other communications applications, including shared workspaces . Such integration also provides support for shared objects, as part of a joint physical context (Suchman, 1992 , Tang, 1991 , and research shows that the perceived utility of videoconferencing is enhanced by the addition of a shared workspace (Fish et al., 1992 . There are other benefits that can result from combining workspaces and non-verbal information. A key issue with shared workspaces lies in providing effective information about the remote participant's attentional focus and this can be provided by video (Minneman & Bly, 1991; Tang, 1991 , Whittaker et al., 1991 . Indeed, a number of workspace systems have been designed on the premise that a major benefit of video is to supply awareness information about the set of objects in the shared workspace that the remote user is focussed on, rather than supporting non-verbal communication. We return to this point when we discuss "video-as-data".
EXPLORING THE INTERACTION BETWEEN TECHNOLOGY AND TASK
Work is also needed to specify more precisely the set of tasks for which non-verbal information is useful. The only set of laboratory tasks where there is clear impact are those that require access to affect or emotion (Short et al., 1976) . This suggests that potential benefits for video may lie in the home, rather than the office market, because information about emotions may play a greater role in personal, rather than business-oriented communications. Early home-based commercial products in this area, such as the videophone were relatively unsuccessful however, although the exact reasons for this are currently unclear (Noll, 1992) . Image and sound quality may be an issue: Current videophones transmit between 5 and 10 frames of video per second, with poor resolution and unsynchronised audio and video. Again research needs to be done to determine what video and audio quality is acceptable for such devices to provide the necessary affective information. Another suggested application which emphasises affect is teleworking. Studies of teleworkers have
shown that social isolation is a problem (Olson, 1989) . Remote teleworkers might engage in interpersonal communication via videophone to substitute for the opportunistic social communications they are missing by not sharing a physical office.
As yet we know of no studies that have systematically tested this hypothesis.
Another potential set of communication tasks for low bandwidth systems may be those that involve predominantly oneway communications. Given the problems with current wide-area videoconferencing systems, in supporting turn taking processes Sellen, 1992 , in press, Tang & Isaacs, 1993 , one possibility is to use video for remote communications tasks where interactions are more formally structured, and there are fewer speaker switches. Examples of such tasks might be remote teaching or lectures, in which there are relatively long periods when only the lecturer is speaking. Isaacs, Morris and Rodriguez (1994) have successfully built a system supporting remote attendance at a lecture.
Better understanding of the relationship between communication technologies and tasks is also needed to enable distributed groups to make strategic use of video technology at particular points in extended collaborations. Thus if low quality videoconferencing is indeed inappropriate for quickfire conversational exchanges, then videoconferencing should not be used in the planning and negotiation phases of projects where high interactivity and rapid speaker switching is required . In contrast, for project updates and information exchange, wide area videoconferencing may be an appropriate technology.
Video for connection and opportunistic communication
We now turn to other uses of video for remote communication. The non-verbal communication hypothesis makes the assumption that connection between participants has already been established. Such work ignores a vital aspect of conversational process co-ordination, namely how participants initiate conversations. Recent research suggests a different role for visual information, where the unplanned nature of the majority of communications makes co-ordinating with others a major problem (Rice & Shook, 1990 , Whittaker et al., 1994a . In face-to-face settings people rely on visual information to determine the availability of others (Festinger, Schacter & Back, 1950 , Mintzberg, 1973 , Whittaker et al., 1994a . Thus, instead of enhancing a pre-established audio connection, video can be used to establish remote opportunistic communications, by providing information about other participants' availability for communication.
Three separate classes of video application have been built to provide visual information to facilitate connection for unplanned interactions: (a) glance which enables a user to briefly "look into" the office of a co-worker to assess their communication availability; (b) open links in which persistent video/audio channels are maintained between two separate physical locations, where these can either be links between private offices or public areas; (c) awareness applications in which video images of coworkers' offices are periodically sampled, so that "snapshots" of their office can show their recent movements and availability. The difference between awareness and glance is that awareness information is asynchronous: it may be a single frame updated periodically. There are methodological problems in drawing conclusions about the video for connection hypothesis from the currently available data. Again there are problems associated with networking bandwidth. In wide area connection applications, video quality is poor. There may therefore be less motivation for using video for achieving wide area connection, when participants are aware that the ensuing conversation will be over low quality video, and the studies reviewed in the prior section reveal that low quality conferencing is disruptive of conversation. In local area applications, there may also be reasons why video for connection may have reduced utility. Visual connection information about coworkers may already be available: as people move around their workplace, they pick up this type of information, without recourse to a video system. In both wide area and local area settings, these confounding factors may lead to reduced use of video for connection. Nevertheless, when people do choose to use the technology for assessing availability, we can still ask how successful the technology is in achieving connection, and we now turn to this data.
GLANCE
For a local area system, Fish et al (1992 Fish et al ( , 1993 tested the use of different types of glance, and their differential success in promoting opportunistic interactions. The results showed that a brief glance at a user selected recipient was the most frequently chosen type of glance: 81% of user initiated interactions were of this type, with 54% of these leading to an extended conversation. All other modes of glances were much less frequent and had much reduced likelihood of resulting in conversations. One type of glance was intended to simulate chance meetings such as "bumping into" another person in a hallway. In face-to-face settings neither participant normally intends such encounters, but they can promote entended work-related conversations. These types of chance encounters were implemented as a system-initiated connection between two arbitrary participants. These system-initiated connections showed very high failure rates, with 97% being terminated immediately without conversation. Overall, the glance options that callers chose indicate that they want direct control over who they connect to, and when they connect, rather than have the system do this. Furthermore, people wanted to use the "glance" as a preparation for communication, and not merely to know "who is around". Glances that allowed "looking into" another office without the option of communicating, were an infrequent user choice, accounting for only 12% of user selected glances.
The relationship between glances and opportunistic communication was also explored by for a system operating across multiple sites in a local area. Participants could first "look into" the office of a remote coworker, with the option of converting this into an extended conversation. Altogether, only 25% of glances were converted into conversations. This is no better than connection rates using only the phone. Why was successful connection so infrequent?
A significant proportion of failures (38%), occurred when the recipient was out of their office, but the reasons for the remainder are unclear: only 4% were when the recipient explicitly signalled that they were unavailable for communication.
Many of the other failed connection attempts may occur when the recipient is in their office but busy with another activity, or another person. Tang et al. do not report this data, however.
CONTINUOUSLY OPEN LINKS
Video and audio can also be used to support "continuously open links" between the offices of remote collaborators (Adler & Henderson, 1994 , Fish et al., 1992 , Heath & Luff, 1991 , Mantei et al., 1991 . This is intended to approximate to sharing the same physical office, so that opportunistic communications can be started with minimal effort between connected participants, and visual and auditory information about communication availability is persistently available.
One aspect of this is the ability to "waylay" a potential recipient who is out of their office, by monitoring the open link, and seeing when they return to it, ensuring that a vital communication takes place , Fish et al., 1992 , Mantei et al., 1991 . There are also claims that working with a video link may be less intrusive than sharing a real office, but still offer many of the same benefits, in terms of access to other participants (Heath & Luff, 1991) .
The available evaluation data suggest, however, that open links may be the exception rather than the rule. Fish et al (1992) report that only 5% of connections lasted more than 30 minutes, and Open links can also be constructed between public areas, such as the systems built by Bellcore and Xerox PARC to link geographically separated sites (Abel, 1990 , Fish et al., 1990 , Root, 1988 . Cameras were installed in common areas, transmitting images of people at remote sites, so that people can see, for example, who happens to be in the coffee area of a remote site. This was intended to promote opportunistic conversations of the type that can occur when people meet in public areas of the same site. The Bellcore system provided very high quality audio and video. The Xerox systems used much lower bandwidth connections (initially these were 56 kilobits/second, although exact system specifications changed in the course of the project). Both systems report the frequent use of open links for social greetings or "drop-ins'' between remote sites, with Xerox reporting that 70% of open link usage was of this type (Abel, 1990 . Clearly, these brief interactions would have been unlikely to occur in the absence of the system. The use of the open link was mainly limited to these brief social exchanges, however, and the link was seen by the users as being ineffective in supporting work . The Bellcore study also examined how often extended verbal communications resulted from sighting someone over the videolink. They compared this with the likelihood of interaction following face-to-face sightings, and found that sightings over a videolink were less likely to convert to extended conversation than face-to-face sightings (Fish et al., 1990 ).
Despite these negative conclusions it may however, prove to be the case, that open links can be successful for particular workgroup settings and job types (Adler & Henderson, 1994) . In addition, these results may have occurred because of the weakness of particular implementations. In several of the desktop systems, there was no facility for interrupting or
overriding an existing open link. People may therefore be unwilling to maintain an open link knowing that this makes them unavailable for potentially important calls from other users. In support of this, other work indicates that 12% of informal face-to-face workplace communications are terminated by the interruption of a third party (Whittaker et al., 1994a replicate the manner in which people initiate face-to-face conversations. We therefore need more evaluations in wide area settings with improved implementations. We now turn to other design and research issues for video for connection systems, which address some of the possible reasons behind the lack of evidence for this hypothesis.
Research and design issues in video for connection
PRIVACY: MINIMISING INTRUSIVENESS
A major problem with connection applications is that they are perceived by call recipients as being intrusive, and this is a potential barrier to their acceptance. A related issue here is that users fear they could be used for monitoring personal activities and hence compromise their privacy (Fish et al., 1992; Gaver et al., 1992; Mantei et al., 1991) . In what ways might this problem be addressed? Workplace studies of office workers who are collocated show the ways that workers determine the communication availability of others, negotiate privacy, and initiate conversation is subtle and complex. It also depends in part on the pre-existing relationship between the participants (Kraut et al., 1992 , 1993 , Heath & Luff, 1991 Whittaker et al., 1994a) . These results suggest that methods of initiating conversations using video should be both flexible and task specific.
A number of systems include features to address the privacy problem, and control for intrusive interruptions. These allow users to configure "access" privileges, on a caller by caller basis to allow for filtering and blocking of both glances and calls Mantei et al., 1991) . An alternative approach is to have recipients specify their general level of interruptibility to any call. Callers can then decide whether to interrupt given this availability information. Thus, if a person has a "do not disturb" setting, a caller has to decide whether their call is sufficiently urgent to merit interrupting the recipient (Harrison, Mantei, Beirne & Narine, 1994; . Other systems have implemented different styles of initiation, either using audio cues to alert recipients to the fact that they are being glanced at , or by "fading in" images of the remote participant during a glance . There are also questions about call uptake, can either party opt to continue with full audio and video, or is this the recipient's prerogative?
Again we need evaluations of these different designs, to determine their impact on privacy and initiation.
Finally, there are major issues about what the remote participant should be able to see and hear. Most systems have implemented "video only" glances, but research on naturally occurring conversations has shown that access to audio information is more important in determining when and whether a caller interrupts (Whittaker et al., 1994a) . Clearly there are issues of privacy associated with allowing "electronic eavesdrops", and these may make providing this form of information unacceptable to users (Nardi, Schwarz, Kuchinsky, Leichner, Whittaker & Sclabassi, 1993) . There are also
questions associated with what visual information to show in a glance. Should the camera be set up to present "head and shoulders" shots of the person if they are at their machine, or should the glancer be able to "look around" the remote office? While a controllable camera may be more useful to the caller, it is also harder to implement and potentially more intrusive.
MAKING CONNECTIONS LIGHTWEIGHT
Studies of workplace interaction show that a crucial feature of opportunistic communications is their brevity, and many current systems do not support fast enough connections. Whittaker et al (1994a) found that opportunistic face-to-face interactions lasted on average about 1.89 minutes, with 50% lasting less than 38 seconds. Fish et al (1992) showed that system mediated conversations lasted on average 4 minutes, and found that system mediated conversations lasted around 4 minutes 10 seconds. The design implication for this is that connections must be fast. If a large proportion of interactions last less than 38 seconds (Whittaker et al., 1994a) , then a connection time of 11 seconds is too long, and this may severely compromise the use of the system for impromptu conversations . This is especially true of glances: if the requirement is to assess the communication availability of a co-worker, then this should not take more than a few seconds, and user studies should be conducted to find out precisely how long is acceptable 
ADDRESSING FAILED ATTEMPTS TO COMMUNICATE
Since the aim of these systems is to promote successful opportunistic interactions, there should be methods to facilitate meetings in the event of failure, eg. when a glance reveals the lack of availability of the recipient. This suggest that "glance" features should be accompanied by methods to "leave a message" with information to call the initiating party back. Thus implemented a "stickup" note, which was a means to leave a message, eg. "call me back", in the event of a failed attempt to initiate communication. Another solution to communication failure may lie in integration with other technologies such as pagers or mobile devices which allow access to the recipient, when they are away from their desk.
PARAMETERISING AWARENESS
More research is needed into the value and character of awareness (Dourish & Bly, 1993) . How frequently should awareness updates be made, how should they be presented, and how should recipients be informed when awareness data is collected? Update frequency will have a crucial bearing on the bandwidths needed to support this application. If data rates are sufficiently low, then the Internet may be used for awareness data (Dourish & Bly, 1993) . We also need to understand differences between awareness and glancing applications. Awareness allows the caller to track the availability of multiple recipients, but given the intermittent refresh rate, the information supplied is not current. Glancing gives up-to-date information, but it may be more intrusive for the recipient.
PUBLIC VERSUS DESKTOP CONNECTION APPLICATIONS
9 The requirement for fast connection also applies to the opening of audio and video links following a successful glance, and also to application sharing and shared workspaces. Users will not tolerate long delays in any of these processes, given that overall interaction time is so brief .
There are also issues about where opportunistic communications applications should be located. Most face-to-face opportunistic communications take place in the offices of individual users rather than in public areas: 65% of workplace communications occur in people's offices, compared with 15% in public areas and 17% while on the move (Whittaker et al., 1994a) . This argues for desktop, rather than public area applications. Location may also have an impact on conversation initiation and hence system design with regard to intrusiveness: Backhouse and Drew (1992) showed that people are "more interruptible" in public areas than in their own private offices.
"Video-as-data"
Using video as a means to achieve connection does not exhaust novel applications of video however. An alternative hypothesis is that a major benefit of video lies in its ability to depict complex information about dynamic 3D shared work objects, rather than images of the participants themselves. Thus, the video image can be used to transmit real-time information about the work objects themselves, and this can then be used to co-ordinate conversational content among distributed teams, by creating a shared physical context , Clark & Marshall, 1981 , Whittaker et al., 1991 . The example discussed here is remote surgery, but other tasks such as concurrent engineering, or training also have similar requirements (Egido, 1988 , Nardi et al.,1993 .
Distributed images of complex, dynamically changing, physical objects are used in brain microsurgery conducted by dispersed surgical teams (Nardi et al.,1993) . In surgery, action and communication are focussed around performing actions that result in complex changes to a physical object, namely the patient's brain or spine. We studied the effects of distributing the magnified image of the surgeon's actions on the patient to other members of the operating team. Members of the team were either within the operating theatre, or, in the case of remote consultants, elsewhere in the hospital, up to a mile away. In most cases, the consultant was involved in several concurrent operations. The image was viewable through a microscope (for the surgeon and assisting nurse), on a large shared monitor (for everyone in the operating theatre), and over analogue networks (for remote consultants).
We found four different types of communicative use of the image.
First, the dynamic image of the surgeon's actions allowed detailed co-ordination of interleaved physical action between the assisting nurse and the surgeon in the operating theatre. By monitoring the surgeon's actions, via a shared video image viewed through the microscope, the nurse could anticipate the surgeon's requirements and provide the correct surgical instrument, often without it being directly requested. A second communicative function of the video image was that it served to disambiguate other types of surgical data that were supplied to remote consultants, such as neurophysiological monitoring data. The interpretation of these neurophysiological data depends critically on precise information about the physical actions that the surgeon is currently executing, such as the exact placement of a surgical clamp or the angle and direction of entry of a surgical instrument. Without the video image depicting these actions, the remote consultant had to rely on verbal reports from those who were present in the operating theatre, and the inadequacy of the descriptions meant that the consultant often had to resort to physically visiting the operating theatre to observe the actions directly. Thirdly the video image served as a physical embodiment of progress through the operation. Members of the team who were involved in multiple operations at different locations and also those within the Operating Theatre could see the current stage of each operation by inspecting the physical image, and observing what stage of the procedure the surgeon was at.
The remote consultants could thus co-ordinate their visits to each operating theatre accordingly, so as to arrive at times when their physical presence was critical 10 . Finally, the image was used for learning and education. The application was installed in a teaching hospital that undertook innovative surgical procedures. Academic visitors and trainees would often come to the operating theatre to observe the novel procedures on the large monitor in the operating theatre, as they occurred. Some surgeons also recorded these procedures, to use them as aids in teaching classes.
It is important to contrast video-as-data with alternative uses of video to depict objects, such as television or films. Videoas-data focusses on real-time depictions of shared work objects. The video is used to bring complex objects at one physical location into a virtual shared workspace to co-ordinate distributed teams. Participants can then discuss and modify these objects together. This contrasts with mass media transmission of images, in television or films, where video technology is used to play back previously recorded images, where there is little possibility of interaction with others viewing those images, and no possibility of modifying those objects together.
Similar arguments for this use of "video-as-data" are made by Gaver, Sellen, Heath, and Luff (1993) . They looked at the use of images of 3D objects in design tasks. Users could choose between a number of different images, including between an image of the other participant, and various views of the object under study. Participants rarely chose facial views of their co-participant (11% of the time), and "mutual gaze" (where both participants were simultaneously viewing each other) occurred only 2% of the time. Instead, people were much more likely to choose an image of the object, spending 49% of their time with the object views. This shows that for this class of design application, information about gaze and gesture of the other conversational participant seems to be less important than information about the shared physical
context.
An extensive research programme has been executed by Ishii, who has built a series of prototypes that use video to combine a semi-reflective writing surfaces with images of the participant's upper bodies. This enables the fusing of an image of another participant onto the work surface itself, making it possible to see both participant and object simultaneously and hence accurately track visual attention, while writing or manipulating the object (Ishii & Kobayashi, 1992 ). Again, a major focus of the work is that crucial collaborative information is embodied in the work object, although systematic evaluation of the benefits of adding this attentional information has not yet been conducted. Other "video-asdata" systems include "object-oriented" video, in which users can manipulate parts of the video as objects, so they can reference, overlay, highlight, and annotate them, as well as use them for control and browsing (Tani, Yamaashi, Tanikoshi, Futakawa & Tanifuji (1992) . Milgram, Dracsic and Grodski (1990) also developed a system that combines stereoscopic video and computer graphics, so that users can point to, measure, and annotate objects in the video. Again, however, we need more data on the utility of these systems.
Research and design issues concerning "video-as-data"
One key problem is to identify the set of applications in which dynamic 3D visual information and a set of shared objects is important. We have seen that for microsurgery and 3D design, "video-as-data" can be useful, but where else might it be crucial to share a dynamic image of the task's central object? Other possibilities might include concurrent engineering
where the dynamic image is crucial to the workgroup's actions, but we need more studies of applications involving this type of data to determine this.
Another issue is video quality. In the microsurgery application, it was vital to have high quality video images. The microsurgical operating team could share high quality video images because they all worked at the same hospital site, and hence could be connected by analogue cable links, but there are considerable problems in achieving the necessary quality over wide-area networks. We still do not know the image requirements for other tasks such as concurrent engineering, and how easily the requisite image quality can be achieved over such networks.
Privacy is also a potential problem in such applications, especially when the video is recorded. People feel that information derived from remote monitoring or recording could be used to evaluate their job performance and that the presence of video cameras may lead them to change the way that they conduct their work and hence make them less effective (Nardi et al., 1993) . When monitoring is conducted intermittently, participants also complain about lack of information about when it is being conducted. They also express concerns about who can observe or obtain access to the remote video images. This is especially true in remote consultancy applications, when all the workteam are not co-present, and remote participants are "invisible" to the team in the operating theatre. It is thus unclear to those in the operating theatre when the consultants are observing the operation. There is also the problem of having one's actions taken out of context by a remote observer who may only observe a subset of all one's workplace activity (Nardi et al., 1993) . All these issues must be addressed if the system is to be accepted. This means that care has to be taken to ensure that adequate security is provided to restrict access to relevant co-workers, and that feedback is provided to people to give them information about when they are being recorded or observed.
The main focus of this paper is on real-time rather than stored video, but there are retrieval issues if "video-as-data" is used for playback, and tools need to be developed to analyse, index and access large amounts of video data. For example, surgeons and neurophysiologists in the surgery application requested tools that would enable them to identify critical video events and to examine causal relations between those events and other types of events such as changes in heart rate or breathing. Tools are being developed to allow analysis, indexing and replay of complex multimedia data that are generated in these circumstances 11 (Davis 1994 , Harrison 1991 Weber & Poon, 1994; Whittaker, Hyland & Wiley, 1994) .
Summary
We have reviewed evidence for three different hypotheses about the role of video in interpersonal communications, suggested new directions that future applications might explore, and identified outstanding research and design issues.
With the exception of tasks that require access to affective information, we found that evidence for the non-verbal communication hypothesis is not strong, with few task outcome and process differences being found between audio and video-enhanced communications. Furthermore, despite the absence of compelling evidence for the non-verbal
communication hypothesis, certain current implementations may have compromised overall system utility by focussing on video at the expense of providing full duplex, low lag audio. Failing to provide this type of audio information disrupts conversational processes that require precise timing and bidirectionality.
Nevertheless methodological and theoretical questions remain about the non-verbal communication hypothesis. We therefore need to sharpen the way the hypothesis is framed, so that more specific predictions can be tested and better systems designed. At the outset we identified three possible ways in which visual information might enhance audio communications: by providing: (1) cognitive cues to enhance shared understanding; or (2) social cues for providing information about interpersonal communication and affect; (3) conversation process cues to facilitate speaker change.
There is some evidence for the impact of video in tasks depending on affect or emotion, supporting the social cueing hypothesis, and hence certain types of conversational content co-ordination. Neither process nor cognitive cueing accounts are well supported, however. For cognitive cueing, Chapanis et al., (1975) show that even face-to-face communication is no better than speech only, but there are differences in conversational processes between face-to-face communication and high quality video , Sellen, 1992 ). We therefore need to understand why even high quality audio and video do not replicate face-to-face processes. One possibility is that current systems do not accurately simulate the presentational aspects of face-to-face interaction: spatial audio and video may therefore be needed to replicate conversational processes , Sellen, 1992 . However, there are other possible explanations and this claim needs to be tested.
Another possible explanation of the results on the non-verbal communication hypothesis is that certain types of information can be transmitted by different conversational media, whereas others cannot. Thus in face-to-face communication, cognitive and process information is partially transmitted by the visual channel, eg. by head nods, eye gaze and head turning.. However data on the efficacy of speech only communication and studies of conversation, indicate that cognitive and process information can also be communicated effectively by other (non-visual) cues in speech only communication (Walker, 1992 , Walker & Whittaker, 1990 . This suggests that cognitive and process information can partially substitute across different media. In contrast, the removal of the visual channel changes the outcome of tasks that require access to affect. Part of the reason might be that affective cues are often not generated intentionally, so that although speech can signal affect, speakers omit the full range of affective cues, when using audio only communication.
Future theoretical work should address this issue of the substitutability of different media and information types, and the role of intentional cueing.
Another unresolved problem is to explain why subjective and objective measures are not in accord for the non-verbal communication hypothesis: while outcome and process show few differences between audio and video conversations, people reliably prefer video mediated communications (Fish et al., 1992 , Sellen, 1992 . One possibility is that subjective preferences are an aspect of social cueing, and hence provide evidence for this hypothesis, but the social cueing account must be clarified for this argument to be sustained. One promising line of work is the investigation of person perception in video-mediated settings, which may enable specific predictions about "social presence" to be tested, independently of competing explanations about cognitive or conversational process cues.
The second hypothesis, that video is useful for the process of initiating unplanned conversations, has yet to be systematically tested, so that the putative function of promoting opportunistic connection is undemonstrated. While workplace studies show the importance of opportunistic communications, it is currently unclear how well video can support their initiation and hence support this aspect of conversational process. AUTHORS SYSTEM TYPE METHOD OUTCOME SUBJECTIVE Fish et al (1992 , 1993 Adler & Henderson (1994) .
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