Aerodynamic design of turbine blades using an adjoint equation method is studied. Two design cases are tested. The first one is an inviscid design case for a VKI turbine stator, and the design objective is to minimize the entropy generation rate of the blade subject to a prescribed blade loading. The second case is a viscous design case for a standard configuration 4 turbine stator. The design objective is to minimize the entropy generation rate subject to a prescribed mass-averaged exit flow angle. The penalty function method is applied to deal with the constrained optimization problems. A resultant cost function is defined as a weighted sum of the original cost function and the deviation from the constraint. The formulations of the adjoint systems are derived for both cases based on the flow governing equations and the design objectives. Numerical programs are implemented to perform the optimization design. For the inviscid design case, the method is able to effectively reduce the entropy generation rate while the constraint is precisely satisfied. Reduction of shock wave strength is also observed. For the viscous design case, results using the Baldwin-Lomax turbulence model and results using laminar flow solutions are presented. The program is effective for both transonic and subsonic conditions, which means the method is able to deal with friction effects in addition to reducing shock wave strength. 
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Nomenclature

I. Introduction
Computational Fluid Dynamics plays a more and more important role in aerodynamic design as modern computer technologies develop rapidly. High-fidelity computational solutions offer useful information that had to be obtained from expensive wind tunnel experiments before. Nowadays computational methods are not only used as an analysis tool but also an optimization tool for aerodynamic design problems. Some optimization process that used to take experiences and trials now can be done automatically by computers.
A typical optimization program usually includes a flow solver and an optimizer. The flow solver is used to analyze the flow and to evaluate the performance of the design. The optimizer is to modify the design so that the performance will be improved. In order to do this, gradient information of the performance with respect to the design variables is needed. A most intuitive way to obtain the gradient is the finite-difference method. Each design variable is perturbed one at a time, and the flow field is solved for each perturbation in order to evaluate the performance. There have been many applications of this method on aerodynamic design. For example, Reuther et al. studied the optimization design of supersonic wing-body configurations using the Euler equations. 1 Hager et al. considered transonic airfoil optimization using the Navier-Stokes equations.
2 The computational cost of the gradient using the above method is proportional to the number of design variables. Therefore the use of this method is restricted to design problems with very few design variables.
However, it is desirable to use more design variables in order to search through a wider range of possible designs and to obtain better performances. In this case the finite-difference method is not practicable. An alternative way is the adjoint equation method. Gradient information can be obtained by solving once the flow governing equations and once the adjoint equations. The cost for solving the adjoint equations is approximately the same as the cost for solving the flow equations, and it is independent of the number of design variables. Jameson pioneered aerodynamic optimization using the adjoint equation method.
3, 4
In the last few years there have been major progresses on aerodynamic optimization design using this method for airfoils, wings, and wing-body combinations. However, there have been relatively less efforts put on turbomachinery cascade design. The authors studied the adjoint equation method and applied it to some simplified design cases previously. 5, 6 In this study further effort is made to apply the method to turbomachinery blade design.
Turbine blade design is a multi-disciplinary problem. Although in this study only the aerodynamic performances are considered, there are still many different aspects that need to be taken into account. Different cost functions are defined for different design objectives. A way to consider more than one design objectives at the same time is to define a resultant cost function as a weighted sum of each individual cost function. This resultant cost function is minimized to obtain a compromised result. Constraints in design problems can be treated in the same way. The deviations from the constraints are viewed as cost functions (or penalty functions). By including them in the resultant cost function, we take into account all the constraints. Then the problem is treated as an unconstrained optimization problem.
The definition of design objectives and cost functions are discussed in the next section. The formulations of the adjoint equation method are derived based on the flow governing equations and the design objectives. Numerical programs are implemented to perform the optimization design. Results of an inviscid design case and a viscous design case are shown and discussed.
II. Design Objectives
In this study, two design cases are tested. The first one is an inviscid design case for a VKI turbine stator. The design objective is to minimize the entropy generation rate of the blade. There are other possible choices, for example, the entropy generation per unit mass of air, the uniformity of flow properties at the exit face, and etc. For now the cost function I is defined as the entropy generation rate S gen . A constraint is applied, which is to maintain the blade loading L at a prescribed value L 0 , and the penalty function C is defined as |L − L 0 |. Then the resultant cost function is defined as:
in which Λ is the weight of the penalty function C. Figure 1 shows the configuration of the VKI turbine stator. The isentropic exit Mach number is 1.45 and the inflow direction is parallel to the x-axis. It is a 2-D configuration, but a 3-D mesh is made in order to test a 3-D optimization program. The blade loading is defined as the force acting on the blade in the vertical direction.
The second case is a viscous design case for a standard configuration 4 turbine stator. Figure 2 shows the geometric configuration. In this case:
whereβ is the mass-averaged exit flow angle:
β 0 is a prescribed value. For a multi-stage turbine, it is a complicated problem to consider all stages at the same time. It is desirable to simplify the problem by looking at one blade row at a time. In that case, some constraints need to be enforced on the interfaces in order to let the blade work consistently with its adjacent rows. That is why the mass-averaged exit flow angle is fixed in this case. It is also assumed that the inflow angle is fixed everywhere on the inlet face. The coordinates of every mesh point on the blade surface are considered as the design variables. The numbers of design variables are very large for both of the design cases. Therefore the adjoint equation method is considered instead of the finite-difference method. 
III. Formulations of the Adjoint Equation Method
The derivation of the formulations follows that by Jameson.
7 The basic ideas are the same for both inviscid and viscous design cases. The following is an illustration of the derivation for the viscous design case. Only steady state conditions are considered in this study. The flow governing equations are the Reynolds Averaged Navier-Stokes equations. The Baldwin-Lomax turbulence model is adopted.
A weak form of the Navier-Stoke equations is
where
, and
Ψ is an arbitrary multiplier. If the blade shape and thus the flow field are perturbed, the equations for the variations are:
For turbulent flows, the total viscosity µ is a function of flow variables and the geometry, and it depends on the turbulence model implemented. However, in the derivation of the adjoint formulations, the variation δµ is assumed to be negligible during one design cycle. This is reported to be a reasonable approximation.
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For cases in which I, and C can be represented as boundary integrals, we have
In this particular case
, and δQ I = 0 on other boundaries.
, and δQ C = 0 on other boundaries.
Adding the weak form of the Navier-Stokes equations to δM , we have:
Next we want to separate geometric variation terms and flow variation terms. The geometric variation terms are kept, but flow variation terms need to be eliminated by properly assigning the values of the multiplier Ψ. After some algebra:
Γ jk is shown in the appendix. For the domain integral of flow variations in Equation 1, collect the coefficients of δw 1 , δw 2 , δw 3 , δw 4 , and δw 5 . To eliminate explicit dependence of δM on δw in the domain, set the coefficients to zero, and then we obtain the adjoint equations.
Next consider the boundary integral of flow variations in Equation 1. Similar to the procedure shown above, we collect the coefficient of each independent flow variation, set the coefficients to zero, and then we obtain the boundary conditions for Ψ. This way we can eliminate the explicit dependence of δM on flow variations on the boundaries. The adjoint equations and the boundary conditions are shown in the appendix.
When Ψ satisfies the adjoint equations and the boundary conditions, it is called the co-state variables. After the solutions of the flow equations and the adjoint equations are obtained, the gradient information can be obtained by evaluating the geometric variation integrals. No additional flow evaluation is needed.
IV. Numerical Methods
Although only steady state solutions are considered in this study, a time marching method is used to solve the flow equations and the adjoint equations. The properties of the adjoint equations are very similar to the flow equations, and many numerical schemes for flow solvers can be applied to the adjoint solvers as well. A finite volume method with artificial dissipation scheme (JST scheme) is used. The multi-grid method is used to accelerate the computation.
Structured meshes are made for both design cases. The meshes are divided into several blocks, and the program is parallelized to further accelerate the computation. Moreover, during the design process, the solutions of the previous flow evaluation or adjoint equation evaluation can be used as the initial conditions in order to reduce the number of iterations needed.
After the gradient information is obtained, an implicit smoothing scheme is applied to the gradient in order to maintain the smoothness of the blade surface. The conjugate gradients, instead of the gradients themselves, are used for optimization. a 1-D search scheme is implemented to accelerate the descent of the cost function. Figure 3 shows the history of the normalized entropy generation rate and Figure 4 shows the corresponding normalized blade loading for different values of Λ. When Λ is large, the constraint for blade loading is strongly enforced, but the entropy generation rate does not decrease by much. Whereas when Λ is small, the entropy generation rate decreases more, but the constraint for blade loading is not strictly satisfied. A proper value needs to be selected for a good design result. It depends on the actual design requirements. With Λ = 0.1, the deviation from the constraint is within the truncation error, and the entropy generation rate decreases by 14.5%. It shows the design method is effective. Since this is an inviscid design case, the entropy generation is due to the shock waves alone. (Ignore the effects of artificial dissipation.) Figure 5 shows the comparison of pressure contours between the initial blade and a designed blade. The designed blade has weaker shock waves around it, and that explains the reduction of entropy generation. Figure 6 shows the mesh for this design case. No-slip boundary condition is applied to the blade surface, but the hub and casing are assumed to be inviscid. This blade has a weak shock wave on the suction side near the root of the trailing edge under the designed operation condition. Reynolds number is about 2.5 × 10 6 . The maximal residuals of the flow solver go down for more than three orders with the current implementation of the Baldwin-Lomax turbulence model. However, It is observed that the value of S gen is very sensitive to flow variable variations. Aftre the residuals reach their minimal levels, the fluctuation herehere of S gen due to time marching iterations is about 0.1% of its mean value, while the fluctuation of the mass flow rate of the passage is about one order smaller.
V. Results
A. The Inviscid Design Case for the VKI Turbine Stator
B. The Viscous Design Case for the Standard Configuration 4
Currently only very limited results using the Baldwin-Lomax model are available. They are shown in Figures 7, 8 , and 9. More systematic examinations of the program are being conducted. Figure 7 shows the history of the resultant cost function M , Figure 8 shows the corresponding history of the entropy generation rate S gen , and Figure 9 shows the deviation from the constraintβ −β 0 . The values of M and S gen are normalized by their initial values.β 0 = 71.731 o , and Λ = 1000. The fluctuation of S gen may cause problems for the 1-D search scheme. In order to avoid this problem, a fixed step size for design modification is used initially. As we can see from the figures, the program is able to reduce M , S gen , and the magnitude of deviation from the constraint. The program was initially tested with laminar flow solutions and the results are also presented. Although they may not reflect the realistic flow conditions precisely, they help to validate the optimization method. Figures 10, 11 , and 12 show the history of the nrmalized M , the normalized S gen , and the deviation from the constraint, respectively.β 0 = 71.620 o , and Λ = 4000. A fixed step size for design modification is used for the first ten design cycles, and the 1-D search scheme is applied for the next ten design cycles. The fluctuation of S gen due to time marching iteration is much smaller than the change due to optimization, and the 1-D search scheme works reasonably. With the total 20 design cycles, the resultant cost function δM is reduced by 11.6 % and the entropy generation rate S gen is reduced by 5.3 %. The deviation from the specified exit flow angle drops from 0.196 degrees to 0.001 degrees. The results show that this optimization method is effective.
In order to see what the program can do on the friction effects in addition to reducing the shock wave strength, a purely subsonic design case is tested. Laminar flow solutions are used. The back pressure is increased by 10% compared to the previous transonic case, and the maximal Mach number within the domain is about 0.93 in this case.β 0 = 72.010 o and Λ = 1000. Results are shown in Figures 13, 14 , and 15. The program is able to reduce the entropy generation rate by 4.1% in 16 cycles while keeping the deviation of the exit flow angle within ±0.022 degrees. Results show that the optimization method is not only able to reduce the entropy generation due to shock waves, but also able to reduce the entropy generation due to friction (viscous) effects.
VI. Conclusions
Two cases of turbine blade design using the adjoint equation method are studied. The first one is an inviscid design case for a VKI turbine stator. The objective is to minimize the entropy generation rate subject to a specified blade loading. The second case is a viscous design case for the standard configuration 4 turbine stator. The objective is to minimize the the entropy generation rate subject to a specified exit flow angle. The penalty function method is used to deal with the constrained optimization problems. For the inviscid design case, the program is able to achieve significant reduction of entropy generation while the loading constraint is precisely satisfied. An observation of pressure contours shows that the shock wave strength is reduced. For the viscous design case, the design results for turbulent flows and laminar flows are presented. A transonic case and a subsonic case are tested. Results show that the optimization method is not only able to reduce the entropy generation due to shock waves, but also able to reduce entropy generation due to viscous effects.
The adjoint formulations for the viscous design case:
B. Boundary Conditions
• On the inlet boundary B I : ( s = 0 ) A * i,j P j ψ i = 0 where A * i,j are components of A * , and 
• On the inviscid hub and casing surfaces B X :
• On the viscous blade surface B W :
• On the periodic boundary B P : ψ 1 ,and ψ 5 are treated as scalars; (ψ 2 , ψ 3 , ψ 4 ) is treated as a vector. 
