Abstract-In this paper the authors develop a new algorithm to solve the standard discrete-time algebraic Riccati equation by using a skewHamiltonian transformation and the square-root method. The algorithm is structure-preserving and efficient because the Hamiltonian structure is fully exploited and only orthogonal transformations are used. The efficiency and stability of the algorithm are analyzed. Numerical examples are included.
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An Efficient Algorithm for the Discrete-Time Algebraic Riccati Equation

I. INTRODUCTION
Algebraic Riccati equations arise in a number of scientific and engineering application areas, such as optimal control, filtering theory, and signal processing. Therefore, their numerical solution is a problem of practical importance and has been a topic of considerable interest.
In this paper we develop an efficient algorithm for solving the standard discrete-time algebraic Riccati equation where G = BR 01 B
T . Throughout this paper we assume that the coefficient matrices of (1) satisfy the following "mild conditions."
is detectable, where K has the full-rank factorization
From standard theory (see Laub [10] and Pappas et al. [14] ) we have that:
• N 0 L as defined by (2) has no eigenvalues on the unit circle;
• there exists a unique positive semidefinite solution X to (1);
T forms a basis of the deflating subspace of the symplectic pencil N 0 L corresponding to the eigenvalues with moduli less than one, then the unique positive semidefinite solution X to (1) is given by X = 0Z2Z 01 1 . Because of this, the most commonly used methods for solving (1) involve finding the stable deflating subspace of N 0 L. Numerical methods for computing this subspace were proposed by Pappas et al. [14] and van Dooren [16] . However, their work used general QZ algorithms and ignored the structure of N 0 L. Accordingly, the algorithms took excessive computer time and storage and the results obtained lacked the requisite algebraic structure.
Recently researchers have been interested in developing efficient algorithms which preserve and take advantage of the algebraic structure of the problem (2) (see, for example, [2] , [5] , [7] , and
[11]- [13] ). The square-root method does this with the J-symmetric structure of the Hamiltonian matrix and has been used on the continuous algebraic Riccati equation [17] . In this paper we develop an efficient algorithm for solving the discrete algebraic Riccati equation (1) by utilizing the square-root method.
This paper is organized as follows. Section II presents several theorems which provide the basis of our method. Section III develops the basic algorithm. In Section IV, the efficiency and stability of the algorithm are analyzed. Section V compares the amount of computation with that involved in alternative methods and gives some numerical examples. Finally, we present some conclusions.
II. BASIS OF THE METHOD
For completeness we first recall some essential definitions. 
it follows that the pencil N 0 L given in (2) The following well-known result (see [6] ) bears on this definition. 
Proof:
In the next section we use this theorem and the special forms of E; F to develop an efficient algorithm to compute H 0 sqrt(H 2 ).
III. THE BASIC ALGORITHM
Since sqrt(S 01 AS) = S 01 sqrt(A)S, we have from Theorem 2.3 that
First we direct our attention to the computation of sqrt(E 01 F).
From (6) (14) Finally, from (8) and (12), we obtain that
We may now address the computation of the positive square root of (15) . From (13), we have sqrt(T22) = E 0T 11 sqrt(T11) T E T 11 :
Therefore, if
to find U we need only:
1) compute sqrt(T 11 ) (which can be done by an algorithm such as in [9] 
242-244]).
By the above discussion, a basic algorithm can be set up as follows. (6) and (7).
Step 1: Compute JE and JF from (6).
Step 2: Reduce JE, JF to block upper-triangular form (9) using the algorithm proposed by Patel [15] .
Step 3: Use the QZ algorithm [8, pp. 256-262] to produce a quasiupper-triangular E 11 and an upper-triangular F 11 as in (10).
Step 4: Compute T11, T22, and T12 from (13) and (14), respectively.
Step 5: Compute sqrt(T11) and solve (18) for W and compute U.
Step 6 Step 7: Solve XW1 = W2 for X.
IV. AN ANALYSIS OF THE EFFICIENCY AND STABILITY OF THE ALGORITHM
We now consider the roundoff errors of Algorithm 3.1. Let E 01 be the inverse of E as computed from (6) by a digital computer with a machine precision of 2 0t . The computation is assumed to be stable (see Byers [4] ), that is, E 01 satisfies E 01 = E + E (1) 01 + E (2) E 01 + E (2) (19) where kE (1) k 0kEk and kE (2) k 0kE 01 k. The constant 0 depends on the details of the arithmetic and the inversion algorithm and on the order of the matrix E. Assume that kE 01 kkE (1) 
where c 1 and c 2 are constants depending, respectively, on 0 and .
Generally speaking, the perturbation bound of the square root of H 2 is roughly O(k0 01 k 3 ).
V. COMPUTATION COSTS AND NUMERICAL EXPERIMENTS
We now have the QZ algorithm (see [14] and [16] ), the iterative algorithm (see [12] ), and our new Algorithm 3.1 for solving the algebraic Riccati equation (1). The cost of the new algorithm compares The flop count, or number of floating-point additions and multiplications, for the QZ algorithm is derived from [14] or [16] , for the iterative algorithm from [12] and for where ei denotes column i of the n2n identity. The four eigenvectors corresponding to the stable eigenvalues of (2) (those inside the unit The exact solution of (1) is X a = diag(1; 2; 11 1; n). The numerical results obtained for n = 15 are shown in Table II . Tables I and II The pairs (A; B) and (K T Table III. Many random examples have been tested. The computed solutions with our algorithm have at least 12 digits accuracy.
VI. CONCLUSIONS
We have proposed a new algorithm to solve the discrete-time algebraic Riccati equation. The method appears attractive and efficient. Since JE and JF in (6) are skew-Hamiltonian, we use Patel's structure-preserving algorithm to reduce them to block uppertriangular form. Thus we save on arithmetic operations for computing E 01 F and the square root of H 2 . The cost of computations is about 25% that of the QZ algorithm and is less than that of the iterative algorithm and may accordingly be termed "efficient." Algorithm 3.1 is numerically unstable with the calculation of the inverse of an ill-conditioned matrix 0. If the condition number of N 0 L is O(1), then we replace H by H 01 in Algorithm 3.1 to compute the positive semidefinite solution for (1) . If both 0 and N 0 L are illconditioned, it is appropriate to switch from our algorithm to the QZ algorithm.
