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EQUILIBRIUM STATES ON HIGHER-RANK TOEPLITZ
NONCOMMUTATIVE SOLENOIDS
ZAHRA AFSAR, ASTRID AN HUEF, IAIN RAEBURN, AND AIDAN SIMS
Abstract. We consider a family of higher-dimensional noncommutative tori,
which are twisted analogues of the algebras of continuous functions on ordinary
tori, and their Toeplitz extensions. Just as solenoids are inverse limits of tori, our
Toeplitz noncommutative solenoids are direct limits of the Toeplitz extensions of
noncommutative tori. We consider natural dynamics on these Toeplitz algebras,
and compute the equilibrium states for these dynamics. We find a large simplex
of equilibrium states at each positive inverse temperature, parametrised by the
probability measures on an (ordinary) solenoid.
1. Introduction
Classical solenoids are inverse limits of tori. There are noncommutative ana-
logues of tori, which are the twisted group algebras C∗(Zn, σ) of the abelian group
Zn. For n = 2, these are the rotation algebras Aθ generated by two unitaries U, V
satisfying the commutation relation UV = e2piiθV U . When θ is irrational, these
are simple C∗-algebras, and have been extensively studied (see, for example, [10,
Chapter VI]). For θ = 0, we recover the commutative algebra C(T2), and hence
the Aθ are also known as “noncommutative tori.” In [24], Latre´molie`re and Packer
studied a family of noncommutative solenoids that are direct limits of noncom-
mutative tori. (The connection is that the commutative algebra of continuous
functions on a solenoid is the direct limit of the algebras of continuous functions
on the approximating tori.)
Following surprising results about phase transitions for the KMS states of the
Toeplitz algebras of the ax + b-semigroup of the natural numbers [21, 19], many
authors have studied the KMS structure of Toeplitz extensions in other settings.
Typically, these Toeplitz extensions exhibit more interesting KMS structure. This
recent work has covered Toeplitz algebras of directed graphs and their higher-
rank analogues [15, 16, 7, 13, 8] (after earlier work in [11]), Toeplitz algebras
arising in number theory [9], the Nica-Toeplitz extensions of Cuntz-Pimsner al-
gebras [19, 17, 18, 1, 4], and Toeplitz algebras associated to self-similar actions
[22, 23]. In [6], Brownlowe, Hawkins and Sims described Toeplitz extensions of
the noncommutative solenoids from [24], and considered a natural dynamics on
this extension. They showed that for each inverse temperature β > 0, the KMSβ
states are parametrised by the probability measures on a commutative solenoid
which is the inverse limit of 1-dimensional tori [6, Theorem 6.6].
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Here we consider a family of higher-rank noncommutative solenoids and their
Toeplitz extensions. As for the algebras of higher-rank graphs [16], there is an
obvious gauge action of a torus Td on these algebras, but to get a dynamics one
has to choose an embedding of R in the torus. We fix r ∈ [0,∞)d, giving an
embedding t 7→ eitr of R in Td, and compose with the gauge action to get a
dynamics αr.
The building blocks in [6] are Toeplitz noncommutative tori in which one gen-
erator U is unitary, the other V is an isometry, the relation is still given by
UV = e2piiθV U , and the dynamics fixes U . Here we fix d, k ∈ N. Our blocks
Bθ are Toeplitz noncommutative tori generated by a unitary representation U of
Zd and a Nica-covariant isometric representation V of Nk, and the commutation
relation is given by UnVp = e
2piipT θnVpUn for a fixed k × d matrix θ with entries
in [0,∞). Then the dynamics αr is given by a vector r ∈ (0,∞)k; it fixes the
unitaries Un, and multiplies Vp by e
itpT r.
We begin by describing the direct system of Toeplitz noncommutative tori whose
limit is the Toeplitz noncommutative solenoid of the title. Everything is defined in
terms of presentations of the blocks: building the connecting maps is in particular
quite complicated, and requires us to be careful with the notation, which we try
to keep consistent throughout the paper. We then discuss the dynamics, which
is again defined using actions on the individual blocks. Then, remarkably, we
have a presentation of the direct limit which allows us to state our main result as
Theorem 2.7. This gives a satisfyingly explicit description of the KMSβ states in
terms of measures on a commutative solenoid of the form lim
←−
Td. This concrete
description is new even in the case k = d = 1 studied in [6].
The first step in the proof of our theorem is an analysis of the KMS states of
a building block Bθ, which we do in §3. The description in Proposition 3.7 looks
rather like the descriptions of KMS states on graph algebras in [15, Theorem 3.1]
and [16, Theorem 6.1], and on algebras associated to local homeomorphisms in
[2, Theorem 5.1]: we find a subinvariance relation which identifies the measures
on the torus associated to KMS states, and then describe the solutions of that
relation in terms of a concrete simplex of measures.
In the next section (§4), we show how the subinvariance relations for the build-
ing blocks combine to give one continuously parametrised subinvariance relation
for the direct limit (Theorem 4.1). We then describe the solutions to this new
subinvariance relation in Theorem 5.1, which is the key technical result in the
paper. This solution is very concrete, involving a formula which is reminiscent
of a multi-variable Laplace transform, and is much more direct than the ad hoc
approach used in [6].
In the last section, we give a concrete description of the isomorphism µ 7→ ψµ
of the simplex P (lim
←−
Td) of probability measures on the solenoid onto the sim-
plex of KMSβ states on the Toeplitz noncommutative torus. Then by evaluating
these KMS states on generators, we arrive at the explicit values described in The-
orem 2.7.
2. Toeplitz noncommutative solenoids
We define a Toeplitz noncommutative solenoid as the direct limit of a sequence
of blocks, which we call Toeplitz noncommutative tori. So we begin by looking at
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these blocks. In the course of this section we will introduce notation which will
be used throughout the paper.
First we fix positive integers d and k. We write AT for the transpose of a
matrix A. We view elements of Rk as column vectors, and write the inner product
of n, p ∈ Rk in matrix notation as pTn. We use similar conventions for Rd.
The pair (Zk,Nk) is a quasi-lattice ordered group in the sense of Nica [25].
Indeed, for every p, q ∈ Nk, the element p ∨ q defined pointwise by
(p ∨ q)j = max{pj , qj} for 1 ≤ j ≤ k
is a least upper bound for p and q, so it is lattice-ordered. An isometric represen-
tation V : Nk → B(H) is Nica-covariant if it satisfies
VpV
∗
p VqV
∗
q = Vp∨qV
∗
p∨q for all p, q ∈ N
k,
or equivalently [20, (1.4)] if
V ∗p Vq = V(p∨q)−pV
∗
(p∨q)−q for all p, q ∈ N
k.
For θ ∈ Mk,d([0,∞)), we consider the universal C
∗-algebra Bθ generated by a
unitary representation U of Zd and a Nica-covariant isometric representation V of
Nk such that
(2.1) UnVp = e
2piipT θnVpUn for p, q ∈ N
k and n ∈ Zd.
We then have also
(2.2) UnV
∗
p = (VpU−n)
∗ =
(
e−2piip
T θ(−n)U−nVp
)∗
= e−2piip
T θnV ∗p Un.
Direct calculation shows that for p, q, p′, q′ ∈ Nk and n, n′ ∈ Zd, we have
VpUnV
∗
q Vp′Un′V
∗
q′ = VpUnV(q∨p′)−qV
∗
(q∨p′)−p′Un′V
∗
q′
= e2pii((q∨p
′−q)T θn+(q∨p′−p′)T θn′)Vp+(q∨p′)−qUn+n′V
∗
q′+(q∨p′)−p′,
and we deduce that
Bθ = span{VpUnV
∗
q : n ∈ Z
d and p, q ∈ Nk}.
We call Bθ a Toeplitz noncommutative torus.
Now we move on to noncommutative solenoids. First we need some more con-
ventions. We write Sd for the compact quotient space Rd/Zd, and view functions
f ∈ C(Sd) as Zd-periodic continuous functions f : Rd → C. We write M(Sd)
for the set of positive measures on Sd, and view measures µ ∈ M(Sd) as positive
functionals f 7→
∫ 1
0
f dµ on C(Sd). Then ‖µ‖ := µ(Sd) is the norm of the corre-
sponding functional, and P (Sd) := {µ ∈M(Sd) : ‖µ‖ = 1} is the set of probability
measures.
We consider three sequences of matrices {θm} ⊂Mk,d([0,∞)), {Dm} ⊂Mk(N),
and {Em} ⊂ Md(N) such that: each Dm is diagonal with entries larger than 1;
each Em has detEm > 1; and
(2.3) Dmθm+1Em = θm for m ≥ 1.
We choose a sequence {rm} = {(rmj )} of vectors in (0,∞)
k satisfying
(2.4) rm+1 = D−1m r
m for m ≥ 1
Notice that both sequences are determined by the first terms θ1 ∈ Mk,d([0,∞))
and r1 ∈ [0,∞)k.
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Example 2.1. We fix N ≥ 2, and set d = k = 1, Dm = Em = N for m ≥ 2,
θ1 ∈ (0,∞) and θm = N
−2(m−1)θ1. Taking the equivalence classes of the θm in
S = R/Z yields an example of the set-up of [6] except that we are insisting that
θm = N
2θm+1 as real numbers, not just as elements of S. This has the consequence
that θm → 0 as m → ∞, which need not happen in the situation of [6]; but see
Remark 2.2 below.
Remark 2.2. Our hypothesis that Dmθm+1Em = θm exactly, and not just modulo
Zd, seems to be crucial in our arguments. Specifically, to assemble the sequences
of KMS states that we will construct on the approximating subalgebras Bm into a
KMS state on B∞, we will need to show that the associated probability measures
νm (see Proposition 3.7(a)) intertwine through the maps induced by the E
T
m. We do
this in Lemma 6.2, and we indicate there the step in the first displayed calculation
where it is critical that Dmθm+1Em = θm exactly. This prompted us to review
carefully the arguments of [6] and we believe that those arguments also require
that N2θm+1 = θm exactly. Specifically, the calculation at the end of the proof of
[6, Theorem 6.9] implicitly treats θj as an element of R (there are many solutions
to Nkγ = θj in S). Similarly the formulas in [6, Section 8] that involve setting
rj = β/(N
jθj) only make sense if θj is an element of R. In particular, in the final
displayed calculation in the proof of [6, Lemma 8.1], it is critical that N2θj+1 = θj
exactly.
For eachm there is a Toeplitz noncommutative torus Bm := Bθm with generators
Um,n and Vm,p such that: U : n 7→ Um,n is a unitary representation of Z
d, V : p 7→
Vm,p is a Nica-covariant isometric representation of N
k, and the pair U , V satisfy
the commutation relation (2.1) for the matrix θm.
Next we use the matrices Dm and Em to build homomorphisms from Bm to
Bm+1.
Proposition 2.3. Suppose that m is a positive integer. Then there is a homo-
morphism πm : Bm → Bm+1 such that πm(Um,n) = Um+1,Emn and πm(Vm,p) =
Vm+1,Dmp.
Proof. We define U : Zd → Bm+1 by Un = Um+1,Emn and V : N
k → Bm+1
by Vp = Vm+1,Dmp. Then since Dm and Em have entries in N, U is a unitary
representation of Zd and V is an isometric representation of Nk.
We claim that V is Nica-covariant. To see this, we take p, q ∈ Nk. Then Nica
covariance of p 7→ Vm+1,p implies that
VpV
∗
p VqV
∗
q = Vm+1,DmpV
∗
m+1,DmpVm+1,DmqV
∗
m+1,Dmq(2.5)
= Vm+1,(Dmp)∨(Dmq)V
∗
m+1,(Dmp)∨(Dmq).
Now recall that Dm is diagonal
1, with diagonal entries dm,j, say. Then for 1 ≤ j ≤
k we have(
(Dmp) ∨ (Dmq)
)
j
= max{(Dmp)j , (Dmq)j} = max{dm,jpj, dm,jqj}
1This is crucial here. For example, consider
D =
(
1 1
0 1
)
.
Then De1 = e1, De2 = e1 + e2, e1 ∨ e2 = e1 + e2, and D(e1 ∨ e2) = 2e1 + e2 is not the same as
(De1) ∨ (De2) = e1 + e2.
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= dm,j max{pj, qj} = dm,j(p ∨ q)j
= (Dm(p ∨ q))j .
Thus
Vm+1,(Dmp)∨(Dmq) = Vm+1,Dm(p∨q) = Vp∨q,
and (2.5) says that V is Nica covariant.
We next claim that U and V satisfy the commutation relation (2.1). We take
n ∈ Zd and p ∈ Nk, and compute using the commutation relation in Bm+1:
UnVp = Um+1,EmnVm+1,Dmp
= e2pii(Dmp)
T θm1EmnVm+1,DmpUm+1,Emn
= e2piip
T (Dmθm1Em)nVm+1,DmpUm+1,Emn
= e2piip
T θmnVpUn using (2.3).
Now the universal property of Bm gives the desired homomorphism πm. 
Remark 2.4. Although we don’t think we use this anywhere, the homomor-
phisms πm are in fact injective. One way to see this is to use the Nica covariance
of n 7→ Vm,n to get a homomorphism πVm : T (N
k) → Bθm , and interpret (2.1)
as saying that (πVm , Um) is a covariant representation of a dynamical system
(T (Nk),Zd, γm) in the algebra Bθm . Then Bθm has the universal property which
characterises the crossed product T (Nk) ⋊γm Z
d, and we can deduce from the
equivariant uniqueness theorem for the crossed product (for example, [26, Corol-
lary 4.3]) that the representation
πDm,Em := πVm+1◦Dm ⋊ (Um+1 ◦ Em)
of T k(Nk)⋊γm Z
d in T k(Nk)⋊γm+1 Z
d is faithful.
We now define our higher-rank Toeplitz noncommutative solenoid to be the
direct limit
(2.6) B∞ := lim−→
m∈N
(Bm, πm).
We write πm,∞ for the canonical homomorphism of Bm into B∞. To ease notation
we also write Um,n for the image πm,∞(Um,n) in B∞.
Now we use the vectors rm ∈ (0,∞)k from our set-up to define the dynamics
we propose to study.
Proposition 2.5. There is a dynamics α : R→ AutB∞ such that
(2.7) αt
(
Vm,pUm,nV
∗
m,q
)
= eit(p−q)
T rmVm,pUm,nV
∗
m,q.
Proof. Since Um and V
′
m : p 7→ e
itpT rmVm,p satisfy the same relations in Bm as Um
and Vm, there is a dynamics α
rm : R→ AutBm such that
αr
m
(Vm,pUm,nV
∗
m,q) = e
it(p−q)T rmVm,pUm,nV
∗
m,q.
We claim that πm ◦ α
rm
t = α
rm+1
t ◦ πm. To see this, we compute on generators.
First, for n ∈ Zd we have
αr
m+1
t (πm(Um,n)) = α
rm+1
t (Um+1,Emn) = Um+1,Emn
= πm(Um,n) = πm(α
rm
t (Um,n)).
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Second, for p ∈ Nk, and using the relation (2.4) at the crucial step to pass from
rm+1 to rm, we have
αr
m+1
t (πm(Vm,p)) = α
rm+1
t (Vm+1,Dmp) = e
it(Dmp)T rm+1Vm+1,Dmp
= eitp
TDmr
m+1
πm(Vm,p) = e
itpT rmπm(Vm,p)
= πm(α
rm
t (Vm,p)).
Now the universal property of the direct limit implies that for each t ∈ R, there
is an automorphism αt of B∞ such that αt ◦πm,∞ = πm,∞ ◦α
rm
t . The formula (2.7)
(which implicitly involves the homomorphisms πm,∞) implies that t 7→ αt is a
strongly continuous action of R on B∞. 
Our goal is to describe the KMS states of the dynamical system (B∞, α). But
first we pause to establish some conventions about probability measures on inverse
limits.
Remark 2.6. All measures in this paper are positive Borel measures. We view
probability measures on a compact space X as states on the C∗-algebra C(X) of
continuous functions. We write P (X) for the set of probability measures on X .
When
{
hm : Xm+1 → Xm : m ∈ N
}
is an inverse system of compact spaces
with each hm surjective, the inverse limit lim←−
(Xm, hm) is also a compact space.
We write hm,∞ for the canonical map of X∞ := lim←−(Xm, hm) onto Xm, so that
we have hm,∞ = hm ◦ hm+1,∞ for all m ∈ N. The maps hm,∞ induce maps hm,∞∗
on measures: if µ is a probability measure on X∞, then µm := hm,∞∗(µ) is the
measure on Xm such that∫
Xm
f dµm =
∫
X∞
(f ◦ hm,∞) dµ for f ∈ C(Xm).
Conversely, because each hm is surjective, for any sequence of probability measures
{µm ∈ P (Xm) : m ∈ N} such that µm = hm∗(µm+1) for all m there is a probability
measure µ ∈ P (X∞) such that µm = hm,∞∗(µ) for all m (see [5, Lemma 6.1], for
example). Thus the simplices P (lim
←−
Xm) and lim←−
P (Xm) are canonically isomor-
phic.
To state our main result, we need to observe that, because the entries in the
Em are integers, multiplication by E
T
m on R
d maps Zd into Zd and hence induces a
homomorphism ETm of S
d = Rd/Zd onto itself. We show that the KMS states are
parametrised by the probability measures on the inverse limit lim←−(S
d, ETm), which
is an ordinary solenoid. We write ETm,∞ for the projection of lim←−(S
d, ETm) on the
mth copy of Sd, so that we have
ETm,∞ = E
T
m ◦ E
T
m+1,∞ for m ∈ N.
The main theorem of this paper is the following; we prove it at the end of the
paper.
Theorem 2.7. Suppose that µ ∈ P
(
lim
←−
(Sd, ETm)
)
and β > 0. Let {µm} be the
corresponding sequence of probability measures on Sd. For m ∈ N and n ∈ Nd, we
define the moment Mm,n(µ) to be the number
Mm,n(µ) =
∫
Sd
e2piix
Tn dµm(x) =
∫
lim←−(S
d,ETm)
e2piiE
T
m,∞(x)
Tn dµ(x).
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Then there is a KMSβ state ψµ on (B∞, α) such that
(2.8) ψµ(Vm,pUm,nV
∗
m,q) = δp,qe
−βpT rm
k∏
j=1
βrmj
βrmj − 2πi(θ
T
mn)j
Mm,n(µ).
The map µ 7→ ψµ is an affine homeomorphism of P
(
lim←−(S
d, ETm)
)
onto the simplex
KMSβ(B∞, α) of KMSβ states.
Remark 2.8. As a reality check, we take p = q = 0 and n = 0. Then Vm,pUm,nV
∗
m,q
is the identity 1Bm = 1B∞ , and our formula collapses to ψµ(1) = 1.
Remark 2.9. It is interesting to set d = k = 1 and compare the formula (2.8)
with the formula (6.4) in Theorem 6.9 of [6], which on the face of it looks different.
The point is that the integral on the right-hand side of [6, (6.4)] is with respect
to the subinvariant measure associated to the probability measure µ, which in our
notation would be νµm . There is no specific description for this measure in [6]:
they get an isomorphism of the simplex P (lim
←−
S) onto the simplex of subinvariant
measures by specifying it on the extreme points (see [6, Lemma 8.2]). We reconcile
the two approaches in Remark 5.3.
3. Equilibrium states on a Toeplitz noncommutative torus
In this section, we fix θ ∈ Mk,d([0,∞)), and investigate the KMS states on the
Toeplitz noncommutative torus Bθ.
For n ∈ Zd, we write gn for the character on S
d given by gn(x) = e
2piixTn, and
ι : C(Sd) → C∗(Zd) ⊂ Bθ for the isomorphism such that ι(gn) = Un. Then we
have
Bθ = span
{
Vpι(f)V
∗
q : f ∈ C(S
d), p, q ∈ Nk
}
.
For y ∈ Rd we define Ry : S
d → Sd by Ry(x) = x+ y. Later, we will also write R
∗
y
for the automorphism of C(Sd) given by R∗yf = f ◦Ry, and Ry∗ for the dual map
on measures defined by∫
Sd
f dRy∗(µ) =
∫
Sd
R∗y(f) dµ =
∫
Sd
f ◦Ry dµ.
The assignment y 7→ R∗y is a strongly continuous action R of R
d on C(Sd), and
each Ry∗ is norm-preserving.
Lemma 3.1. For f ∈ C(Sd) and p ∈ Nk we have
(3.1) Vpι(f) = ι
(
f ◦R−θT p
)
Vp and V
∗
p ι(f) = ι
(
f ◦RθT p
)
V ∗p .
Proof. Since C(Sd) = span{gn : x 7→ e
2piixTn : n ∈ Zd}, it suffices to check (3.1)
for f = gn. Let n ∈ Z
d. Then (2.1) gives
Vp ι(gn) = VpUn = e
−2piipT θnUnVp = e
−2piipT θnι(gn)Vp.
Since
e−2piip
T θngn(x) = e
−2piipT θne2piix
Tn = gn(x− θ
T p) = (gn ◦R−θT p)(x),
the first equality follows. The second follows from a similar computation us-
ing (2.2). 
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Remark 3.2. The minus sign in the first identity in (3.1) is crucial. As a reality
check, notice that the signs in the two formulas have to be different, because
V ∗p Vp = 1 means the ±θ
Tp have to cancel. As a corollary, note that VpV
∗
p , which is
a proper projection, commutes with the ι(f). (To see that VpV
∗
p 6= 1, we can use
the specific representation of Bθ constructed in the proof of Proposition 3.7(b).)
We now fix r ∈ (0,∞)k. The universal property of Bθ gives a dynamics α
r :
R→ AutBθ such that
αrt (Un) = Un and α
r
t (Vp) = e
itpT rVp for n ∈ Z
d, p ∈ Nk, t ∈ R.(3.2)
Then αrt (VpUnV
∗
q ) = e
it(p−q)T rVpUnV
∗
q , and hence
{VpUnV
∗
q : n ∈ Z
d, p, q ∈ Nk}
is a set of αr-analytic elements spanning an αr-invariant dense subset of Bθ.
To describe the KMSβ states of (Bθ, α
r), it was tempting to apply [3, Theo-
rem 6.1] to the Toeplitz algebra of the commuting homeomorphisms hj : x 7→ x+θj
associated to the rows θj of θ. That result is in several ways more general than
we need, but has an unfortunate hypothesis of rational independence on the set
{rj} which we prefer to avoid.
Proposition 3.3. Suppose that β > 0 and φ is a KMSβ state of (Bθ, α
r). Then
φ is a KMSβ state of (Bθ, α
r) if and only if
(3.3) φ(VpUnV
∗
q ) = δp,qe
−βpT rφ(Un) for n ∈ Z
d and p, q ∈ Nk.
To prove Proposition 3.3 we need two lemmas. The arguments are based on the
proofs of Lemmas 5.2 and 5.3 in [16].
Lemma 3.4. Suppose that β > 0 and φ is a KMSβ state of (Bθ, α
r). If p, q ∈ Nk
satisfy pT r = qT r, then
(a) φ(VpUnV
∗
p ) = φ(VqUnV
∗
q ) for n ∈ Z
d; and
(b) |φ(Vp ι(f)V
∗
q )| ≤ φ(Vp ι(f)V
∗
p ) for positive f ∈ C(S
d).
Proof. For (a), since Vq is an isometry, we have
φ(VpUnV
∗
p ) = φ
(
VpUn(V
∗
q Vq)V
∗
p
)
= φ
(
(VpUnV
∗
q )(VqV
∗
p )
)
,
and since pT r = qTr the KMS condition gives
φ(VpUnV
∗
p ) = e
−β(p−q)T rφ
(
VqV
∗
p (VpUnV
∗
q )
)
= φ(VqUnV
∗
q ).
For (b), we take a positive function f in C(Sd). By linearity and continuity,
part (a) implies that φ(Vq ι(f)V
∗
q ) = φ(Vp ι(f)V
∗
p ). Using the Cauchy–Schwarz
inequality at the second step, we calculate:
|φ(Vp ι(f)V
∗
q )|
2 =
∣∣φ((Vp ι(√f))(Vq ι(√f))∗)∣∣2
≤ φ(Vp ι(f)V
∗
p )φ(Vq ι(f)V
∗
q )
= φ(Vp ι(f)V
∗
p )
2.
Since both sides are the squares of non-negative numbers, we can take square
roots, and we retrieve (b). 
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Lemma 3.5. Suppose that β > 0 and φ is a KMSβ state of (Bθ, α
r). Suppose that
p, q ∈ Nk satisfy pT r = qT r and that f ∈ C(Sd). Write P := (p ∨ q)− p. Then
φ
(
Vp ι(f)V
∗
q
)
= φ
(
Vp+lP ι(f ◦RlθTP )V
∗
q+lP
)
for all l ∈ N.(3.4)
If p 6= q, then φ(Vp ι(f)V
∗
q ) = 0.
Proof. We prove (3.4) by induction on l. The base case l = 0 is trivial. Now
suppose that (3.4) holds for l ≥ 0. The inductive hypothesis gives
φ(Vp ι(f)V
∗
q ) = φ
(
Vp+lP ι(f ◦RlθTP )V
∗
q+lP
)
= φ
(
Vp+lP ι(f ◦RlθTP )V
∗
q+lPVq+lPV
∗
q+lP
)
.
Since the dynamics αr fixes the element Vq+lPV
∗
q+lP , the KMS condition implies
that
φ(Vpι(f)V
∗
q ) = φ
(
Vq+lPV
∗
q+lPVp+lP ι(f ◦RlθTP )V
∗
q+lP
)
,
and Nica covariance gives
φ(Vp ι(f)V
∗
q )
= φ
(
Vq+lPV((q+lP )∨(p+lP ))−(q+lP )V
∗
((q+lP )∨(p+lP ))−(p+lP ) ι(f ◦RlθTP )V
∗
q+lP
)
.
For c ∈ Nk we have (p+ c) ∨ (q + c) = (p ∨ q) + c. Thus
φ(Vp ι(f)V
∗
q ) = φ
(
Vq+lPV(p∨q)−qV
∗
(p∨q)−p ι(f ◦RlθTP )V
∗
q+lP
)
= φ
(
V(p∨q)+lPV
∗
P ι(f ◦RlθTP )V
∗
q+lP
)
= φ
(
V(p∨q)+lP ι(f ◦RlθTP ◦RθTP )V
∗
q+(l+1)P
)
by Lemma 3.1
= φ
(
Vp+(l+1)P ι(f ◦R(l+1)θTP )V
∗
q+(l+1)P
)
because (p∨ q)+ lP = p+ (l+1)P . This completes the inductive step, and hence
the proof of (3.4).
Now suppose that p 6= q. Then at least one of P and (p∨ q)− q is nonzero. We
argue the case where P 6= 0, and the other case follows by taking adjoints. For
l ∈ N we have
|φ(Vp ι(f)V
∗
q )| =
∣∣φ(Vp+lP ι(f ◦RlθTP )V ∗q+lP)∣∣
≤ φ
(
Vp+lP ι(f ◦RlθTP )V
∗
p+lP
)
by Lemma 3.4(b)
= e−β(p+lP )
T rφ
(
V ∗p+lPVp+lP ι(f ◦RlθTP )
)
= e−β(p+lP )
T rφ
(
ι(f ◦RlθTP )
)
≤ e−β(p+lP )
T r‖f‖∞.
Since P > 0 and r ∈ (0,∞)k, we have (p + lP )T r → ∞ as l → ∞, and hence
e−β(p+lP )
T r‖f‖∞ → 0 as l→∞. Thus φ(Vp ι(f)V
∗
q ) = 0. 
Proof of Proposition 3.3. First suppose that φ is a KMSβ state for (Bθ, α
r). For
n ∈ Zd and p, q ∈ Nk, two applications of the KMS condition give
(3.5) φ(VpUnV
∗
q ) = e
−βpT rφ(UnV
∗
q Vp) = e
−β(p−q)T rφ(VpUnV
∗
q ).
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It follows immediately that if (p− q)T r 6= 0, then φ(VpUnV
∗
q ) = 0. If (p− q)
T r = 0
but p 6= q, then Lemma 3.5 gives φ(VpUnV
∗
q ) = 0. This combined with the first
equality in (3.5) gives
φ(VpUnV
∗
q ) = δp,qe
−βpT rφ(UnV
∗
q Vp) = δp,qe
−βpT rφ(Un)
because Vp is an isometry. This is the desired formula (3.3).
Now suppose that φ is a state satisfying (3.3). Since the VpUnV
∗
q are analytic
elements spanning a dense αr-invariant subspace of Bθ, it suffices to fix p, q, b, c ∈
Nk and n, n′ ∈ Zd, and show that
(3.6) φ(VpUnV
∗
q VbUn′V
∗
c ) = e
−β(p−q)T rφ(VbUn′V
∗
c VpUnV
∗
q ).
Let P := (q ∨ b) − b and Q := (q ∨ b) − q. Then P,Q ∈ Nk are the unique
elements such that P ∧Q = 0 and P + b = Q + q, and Nica covariance says that
V ∗q Vb = VQV
∗
P . Now we calculate, using first the identities (2.1) and (2.2), and
then (at the last step) the assumption (3.3):
φ(VpUnV
∗
q VbUn′V
∗
c ) = φ(VpUnVQV
∗
PUn′V
∗
c )
= e2piiQ
T θnφ(Vp(VQUn)V
∗
PUn′V
∗
c )
= e2pii(Q
T θn+PT θn′)φ(VQ+pUn+n′V
∗
P+c)
= δQ+p,P+ce
−β(Q+p)T re2pii(Q
T θn+PT θn′)φ(Un+n′).(3.7)
Similarly, let M := (c ∨ p)− p and N := (c ∨ p)− c. Then M,N ∈ Nk are the
unique elements such that M ∧ N = 0 and M + p = N + c, and the right-hand
side of (3.6) is
e−β(p−q)
T rφ(VbUn′VNV
∗
MUnV
∗
q )
= e−β(p−q)
T re2pii(N
T θn′+MT θn)φ(Vb+NUn+n′V
∗
q+M)
= δN+b,M+qe
−β(p−q+b+N)T re2pii(N
T θn′+MT θn)φ(Un+n′).(3.8)
To see that (3.7) is equal to (3.8), we first show that the two Kronecker deltas
have the same value. For this, observe that by definition of M,N, P,Q, we have
(P + b) + (N + c) = (Q+ q) + (M + p),
and consequently (N + b) − (M + q) = (Q + p) − (P + c). Thus δQ+p,P+c = 1 if
and only if δN+b,M+q = 1. So it now suffices to prove that (3.7) equals (3.8) when
Q+ p = P + c and N + b = M + q.
We first claim thatM = Q and N = P . By assumption, we haveM+q = N+b,
and we have P + b = Q+ q by definition of P,Q. Subtracting these equations, we
obtain M −Q = N −P , and rearranging gives M −N = Q−P . Since P ∧Q = 0
and M ∧N = 0, we deduce that Q = (Q− P )∨ 0 = (M −N) ∨ 0 = M , and then
P = N too, as claimed.
We now have
e2pii(Q
T θn+PT θn′) = e2pii(M
T θn+NT θn′),
and so it remains to check that
e−β(p−q+b+N)
T r = e−β(p+Q)
T r.
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For this, we apply N = P , from above, at the second equality and b+P = q+Q,
by definition of Q,P , at the third to get
(p− q) + (b+N) = p + (b+N − q) = p+ (b+ P − q)
= p + (q +Q− q) = p +Q,
which gives the result. Thus φ is a KMSβ state. 
Lemma 3.6. Write θj for the jth row of θ. Then the series
(3.9)
∑
p∈Nk
e−βp
T rRθT p∗
converges in the operator norm of B(C(Sd)) to an inverse for
∏k
j=1(id−e
−βrjRθTj ∗).
Proof. We first need to understand the sum (3.9), which we want to calculate as
an iterated sum. So we interpret (3.9) as a B(C(Sd))-valued integral over Nk with
respect to counting measure σ (for which all functions on Nk are measurable).
Since each RθT p is norm-preserving, we have
∥∥e−βpT rRθT p∗∥∥ = e−βpT r = k∏
j=1
e−βpjrj .
By Tonelli’s theorem, we have
∑
p∈Nk
∥∥e−βpT rRθTj p∗∥∥ =
∞∑
pk=0
· · ·
∞∑
p1=0
( k∏
j=1
e−βpjrj
)
=
∞∑
pk=0
· · ·
∞∑
p2=0
( k∏
j=2
e−βpjrj
)( ∞∑
p1=0
e−βp1r1
)
=
∞∑
pk=0
· · ·
∞∑
p2=0
( k∏
j=2
e−βpjrj
)
(1− e−βr1)−1.
Repeating this k − 1 more times gives
∑
p∈Nk
∥∥e−βpT rRθTj p∗∥∥ =
k∏
j=1
(1− e−βrj )−1.
Thus the function p 7→ e−βp
T rRθTj p∗ is integrable with respect to σ, and Fubini’s
theorem for functions with values in a Banach space (for example, [12, Theo-
rem II.16.3]) implies that
∑
p∈Nk
e−βp
T rRθT p∗ =
∞∑
pk=0
· · ·
∞∑
p1=0
( k∏
j=1
e−βpjrjRpjθTj ∗
)
=
k∏
j=1
( ∞∑
pj=0
(
e−βrjRθTj ∗
)pj).
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Writing the infinite sum as a limit of partial sums shows that
(3.10)
∞∑
pj=0
(
e−βrjRθTj ∗
)pj( id−e−βrjRθTj ∗) = id .
To simplify the product( k∏
j=1
( ∞∑
pj=0
(
e−βrjRθT ∗
)pj))( k∏
j=1
(
id−e−βrjRθTj ∗
))
,
we write the left-hand product from j = k to j = 1, and the right-hand one from
j = 1 to j = k. Now k applications of (3.10) show that the product telescopes to
the identity id of B(C(Sd)). 
The next proposition is an analogue of [16, Theorem 6.1] and [3, Theorem 6.1].
Proposition 3.7. Fix β ∈ (0,∞).
(a) Suppose that φ is a KMSβ state for (Bθ, α
r), and let ν ∈ P (Sd) be the
measure such that
φ(ι(f)) =
∫
Sd
f dν for f ∈ C(Sd).
Suppose that F ⊂ Nk is a finite set such that p 6= q ∈ F implies p ∧ q = 0.
Then the measure ν satisfies the subinvariance relation
(3.11)
∏
p∈F
(
id−e−βp
T rRθT p∗
)
(ν) ≥ 0.
(b) Define yβ :=
∑
p∈Nk e
−βpT r, and suppose that κ is a positive measure on Sd
with total mass y−1β . Write θj for the jth row of θ. Then
ν = νκ :=
k∏
j=1
(
id−e−βrjRθj∗
)−1
(κ)
is a subinvariant probability measure, and there is a KMSβ state φν of
(Bθ, α
r) such that
φν
(
Vp ι(f)V
∗
q
)
= δp,qe
−βpT r
∫
Sd
f dν for p, q ∈ Nk and f ∈ C(Sd).(3.12)
(c) The map κ 7→ φνκ is an affine isomorphism of the simplex
Σβ,r =
{
positive measures κ : ‖κ‖ = y−1β
}
onto the simplex of KMSβ states of (Bθ, α
r).
Proof. (a) We take a positive function f ∈ C(Sd)+ and compute∫
Sd
f d
(∏
p∈F
(id−e−βp
T rRθT p∗)(ν)
)
=
∫
Sd
f ◦
(∏
p∈F
(id−e−βp
T rRθT p)
)
dν(3.13)
=
∫
Sd
∑
S⊂F
(−1)|S|
(∏
p∈S
e−βp
T r
)(
f ◦
∏
p∈S
RθT p
)
dν.
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We write pS :=
∑
p∈S p, and observe that
∏
p∈S e
−βpT r = e−βp
T
S
r and
∏
p∈S RθT p =
RθT pS . Thus
(3.13) =
∫
Sd
∑
S⊂F
(−1)|S|e−βp
T
S
r
(
f ◦RθT pS
)
dν
= φ
(∑
S⊂F
(−1)|S|e−βp
T
S
rι
(
f ◦RθT pS
)
V ∗pSVpS
)
since V ∗pSVpS = 1
= φ
(∑
S⊂F
(−1)|S|VpS ι
(
f ◦RθT pS
)
V ∗pS
)
by the KMS condition
= φ
(∑
S⊂F
(−1)|S|VpSV
∗
pS
ι(f)
)
by (3.1).
Because the set F has the property that p ∧ q = 0 for p 6= q ∈ F , Nica covariance
gives VpV
∗
p VqV
∗
q = Vp∨qV
∗
p∨q = Vp+qV
∗
p+q for p 6= q ∈ F . Thus for each S ⊂ F , we
have VpSV
∗
pS
=
∏
p∈S VpV
∗
p , and∑
S⊂F
(−1)|S|VpSV
∗
pS
=
∏
p∈F
(1− VpV
∗
p ).
The latter product is a projection, and it is fixed by the action α. Hence another
application of the KMS condition gives∫
Sd
f d
(∏
p∈F
(id−e−βp
T rRθT p∗)(ν)
)
= φ
(∏
p∈F
(1− VpV
∗
p )ι(f)
)
= φ
((∏
p∈F
(1− VpV
∗
p )
)2
ι(f)
)
= φ
(∏
p∈F
(1− VpV
∗
p )ι(f)
∏
p∈F
(1− VpV
∗
p )
)
.
This last term is positive because the argument of φ is a positive element of Bθ,
and this proves (a).
(b) We have ∏
j=1
(
id−e−βrjRθj∗
)
(ν) = κ ≥ 0,
so ν is subinvariant. By Lemma 3.6 we have∫
Sd
1 dν =
∫
Sd
1 d
(∑
p∈Nk
e−βp
T
RθT p∗(κ)
)
(3.14)
=
∑
p∈Nk
e−βp
T r
∫
Sd
1 ◦RθT p dκ
=
∑
p∈Nk
e−βp
T r‖κ‖ = yβ‖κ‖ = 1,
and hence ν is a probability measure.
We will build a KMSβ state using a representation of Bθ on ℓ
2(Nk)⊗L2(Sd, κ).
Recall that we write gn for the trigonometric polynomial gn(x) = e
2piixTn. Then
the formula Wnf := gnf defines a unitary representation W of Z
d on L2(Sd, κ).
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Write {δp : p ∈ N
k} for the orthonormal basis of point masses for ℓ2(Nk), and let
Dn be the bounded operator such that Dnδp := e
2piipT θnδp. Then D is a unitary
representation of Zd on ℓ2(Nk), and hence D ⊗W is a unitary representation of
Zd on ℓ2(Nk)⊗ L2(Sd, κ).
Let T be the usual Toeplitz representation of Nk by isometries on ℓ2(Nk). Then
we have
(Tp ⊗ 1)(Dn ⊗Wn)(δq ⊗ f) = e
2piiqT θn(δp+q ⊗Wnf),
and
(Dn ⊗Wn)(Tp ⊗ 1)(δq ⊗ f) = e
2pii(p+q)T θn(δp+q ⊗Wnf)
= e2piip
T θn(Tp ⊗ 1)(Dn ⊗Wn).
Hence the universal property of Bθ gives a representation
π : Bθ → B(ℓ
2(Nk)⊗ L2(Sd, κ))
such that π(Un) = (Dn ⊗Wn) and π(Vp) = Tp ⊗ 1.
Since
∑
p∈Nk e
−βpT r is convergent, there is a positive linear functional φν : Bθ →
C such that
φν(a) :=
∑
p∈Nk
e−βp
T r
(
π(a)(δp ⊗ 1) | δp ⊗ 1
)
.
Then (3.14) implies that φν(1) = 1, and φν is a state. To see that φν is a KMSβ
state, we take p, q ∈ Nk, n ∈ Zd, and calculate:
φν(Vpι(gn)V
∗
q ) = φν(VpUnV
∗
q )(3.15)
=
∑
b∈Nk
e−βb
T r
(
(Dn ⊗Wn)(T
∗
q δb ⊗ 1) | T
∗
p δb ⊗ 1
)
=
∑
b≥p∨q
e−βb
T r
(
e2pii(b−q)
T θnδb−q ⊗ gn | δb−p ⊗ 1
)
= δp,q
∑
b≥p
e−βb
T re2pii(b−p)
T θn
(
gn | 1
)
= δp,q
(∑
b∈Nk
e−β(b+p)
T re2piib
T θn
)∫
Sd
gn dκ.
In particular,
(3.16) φν(ι(gn)) = φν(Un) =
(∑
b∈Nk
e−βb
T re2piib
T θn
)∫
Sd
gn dκ.
Thus
φν(VpUnV
∗
q ) = δp,qe
−βpT rφν(Un),
and φν is a KMSβ state by Proposition 3.3.
From (3.15), we have
φν
(
Un) =
∑
b∈Nk
e−βb
T r
∫
Sd
e2pii(x+b
T θ)Tn dκ(x)
=
∑
b∈Nk
e−βb
T r
∫
Sd
gn ◦RθT b dκ
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=
∫
Sd
gn d
(∑
b∈Nk
e−βb
T rRθT b∗(κ)
)
,
which by Lemma 3.6 is
∫
Sd
gn dν. Thus
φν(Vpι(gn)V
∗
q ) = δp,qe
−βpT rφν(ι(gn)) = δp,qe
−βpT r
∫
Sd
gn dν.
Since C(Sd) = span{gn : n ∈ Z
d}, (3.12) follows from (3.16) and the linearity and
continuity of φν .
(c) We first observe that both maps κ 7→ νκ and ν 7→ φν are affine, and hence
so is the composition. To see that the composition is surjective, we take a KMSβ
state φ, restrict it to the range of ι to get a measure ν, and take
κ =
k∏
j=1
(
id−e−βrjRθj∗
)
(ν).
Then the formula (3.3) implies that φ and φνκ agree on the elements Vpι(f)V
∗
q ,
and hence by linearity and continuity on all of Bθ. Thus φ = φνκ. The procedure
which sends φ to κ is weak* continuous and inverts κ 7→ φνκ. Thus it is a con-
tinuous bijection of one compact Hausdorff space onto another, and is therefore a
homeomorphism. Thus so is the inverse κ 7→ φνκ. 
4. The subinvariance relation for the direct limit
We now return to the set-up in which the dynamics α on the direct limit B∞ is
given by a sequence {rm}.
Suppose that φ is a KMSβ state of (B∞, α) and νm are the measures on S
d that
implement the restrictions of φ ◦ πm,∞ to C(S
d) ⊂ Bm. Since the embeddings πm
are all unital, so are the πm,∞. Thus for each m, the restriction φ ◦ πm,∞ is a
KMS1 state of (Bm, α
rm), and hence is given by a probability measure νm which
satisfies the subinvariance relations for θ = θm in (3.11) parametrised by subsets
F of {1, . . . , k}. But here, since φ ◦ πm,∞ = φ ◦ πm+l,∞ ◦ πm,m+l for l ∈ N, the
measure νm satisfies a sequence of subinvariance relations parametrised by l as
well as F . Our first main result says that these can be combined into one master
subinvariance relation with real parameters s ∈ [0,∞)k.
We now describe our continuously parametrised subinvariance relation. For
k = 1 this follows from [6, Definition 6.7 and Theorem 6.9].
Theorem 4.1. Suppose that φ is a KMSβ state on (B∞, α) and m ∈ N. We write
ιm for the inclusion of C(S
d) in Bm, and then
ιm(C(S
d)) = span{Um,n : n ∈ N
d}.
Let νm be the probability measure on S
d such that
(4.1) φ ◦ πm,∞(ιm(f)) =
∫
Sd
f dνm for f ∈ C(S
d).
Write θm,j for the jth row of the matrix θm. Then for every s ∈ [0,∞)
k, we have
(4.2)
k∏
j=1
(
id−e−βsjr
m
j RsjθTm,j∗
)
(νm) ≥ 0.
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We prove Theorem 4.1 at the end of this section. We first need two preliminary
results.
The homomorphism πm : Bm → Bm+1 maps ιm(C(S
d)) into ιm+1(C(S
d)). When
we view ιm(C(S
d)) as span{Um,n}, the homomorphism πm is characterised by
πm(Um,n) = Um+1,Emn;
when we view ιm(C(S
d)) as {ιm(f) : f ∈ C(S
d)}, πm is induced by the covering
map ETm : S
d → Sd, and hence we have πm(ιm(f)) = ιm+1(f ◦ E
T
m). In particular,
πm|C(Sd) is (E
T
m)
∗ : f 7→ f ◦ ETm. The corresponding map on measures is given by
ETm∗: ∫
Sd
f dπm(ν) =
∫
Sd
f dETm∗(ν) =
∫
Sd
(f ◦ ETm) dν.
Lemma 4.2. Suppose that φ is a KMSβ state on (B∞, α). For m ∈ N, let νm be
the probability measure on Sd satisfying (4.1). Then for every finite subset F of
N
k such that p ∧ q = 0 for all p 6= q ∈ F , we have∏
p∈F
(
id−e−β(D
−1
m p)
T rmRθTmD−1m p∗
)
(νm) ≥ 0.
Proof. We apply Proposition 3.7(a) to the state φ ◦ πm+1,∞ of (Bm+1, α
rm+1). We
deduce that
(4.3)
∏
p∈F
(
id−e−βp
T rm+1RθTm+1p∗
)
(νm+1) ≥ 0.
To convert this to a statement about νm, we want to apply E
T
m∗ to the left-hand
side. We first observe that
ETm ◦RθTm+1p(x) = E
T
mx− E
T
mθ
T
m+1p(4.4)
= ETmx− θ
T
mD
−1
m p using (2.3)
= RθTmD−1m p ◦ E
T
m(x).
Since ETm∗ preserves positivity and h 7→ h∗ is covariant with respect to composition,
(4.3) implies that
0 ≤ ETm∗
(∏
p∈F
(
id−e−βp
T rm+1RθTm+1p∗
)
(νm+1)
)
=
(∏
p∈F
(
id−e−βp
T rm+1RθTmD−1m p∗
))
◦ ETm∗(νm+1) using (4.4)
=
∏
p∈F
(
id−e−βp
T (Dm)−1rmRθTmD−1m p∗
)
(νm) using (2.4)
=
∏
p∈F
(
id−e−β(D
−1
m p)
T rmRθTmD−1m p∗
)
(νm). 
For a positive integer l, we can apply the argument of Lemma 4.2 to the em-
bedding πm,m+l of Bm in Bm+l. This amounts to replacing the matrix Dm with
Dm,m+l := Dm+l−1Dm+l−2 · · ·Dm+1Dm, Em with a similarly defined Em,m+l, θm+1
with θm+l, and r
m+1 with rm+l. We obtain:
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Corollary 4.3. Suppose that φ is a KMSβ state on (B∞, α), and νm is the prob-
ability measure satisfying (4.1). Then for every positive integer l and for every
finite subset F of Nk such that p ∧ q = 0 for all p 6= q ∈ F , we have∏
p∈F
(
id−e−β(D
−1
m,m+l
p)T rmRθTmD−1m,m+lp∗
)
(νm) ≥ 0.
Proof of Theorem 4.1. For each l ≥ 0 and p ∈ Nk, we can apply Corollary 4.3 to
the finite subset Fp := {pjej : 1 ≤ j ≤ k} of N
k. This gives us the subinvariance
relation
(4.5)
k∏
j=1
(
id−e−β(D
−1
m,m+l
pjej)T rmRθTmD−1m,m+lpjej∗
)
(νm) ≥ 0.
Each factor in the left-hand side L of (4.5) has the form id−e−sRv∗. Since
(e−sRv∗)(e
−tRw∗) = e
−(s+t)R(v+w)∗, the product (id−e
−sRv∗)(id−e
−tRw∗) of two
such terms collapses to
id−e−sRv∗ − e
−tRw∗ + e
−(s+t)R(v+w)∗.
Thus we can expand
L = id+
∑
∅6=G⊂{1,...,k}
(−1)|G|e−β(D
−1
m,m+l
pG)
T rmRθTmD−1m,m+lpG∗
(νm),
where pG :=
∑
j∈G pjej .
For each fixed f ∈ C(Sd) and ν ∈ P (Sd), the function s 7→
∫
Rs(f) dν on R
k
is continuous, being the composition of the norm-continuous map s 7→ Rs(f) and
the bounded functional given by integration against ν. We now consider a positive
function f in C(Sd): we write f ∈ C(Sd)+. For s ∈ [0,∞)
k and G ⊂ {1, . . . , k},
we write sG =
∑
j∈G sjej . Then
gG : s 7→
∫
f d(e−βs
T
G
rmRθTmsG∗)(νm)
is continuous, and so is the linear combination
L(s) :=
∫
f d
( ∑
G⊂{1,...,k}
(−1)|G|e−βs
T
G
rmRθTmsG∗
)
(νm).
The subinvariance relation (4.5) says that L(s) ≥ 0 for all s of the form Dm,m+lp
for l ≥ 0 and p ∈ Nk.
Since each of the matrices Dm is diagonal with entries dm,j, say, at least 2, we
have
D−1m,m+lpjej =
( l−1∏
n=0
d−1m+n,j
)
pjej .
Since dn,j ≥ 2 for all n and j, the rational numbers of the form
(∏l−1
n=0 d
−1
m+n,j
)
pj
are dense in [0,∞). Thus the vectors s for which L(s) ≥ 0 form a dense subset
of [0,∞)k, and the continuity of L implies that L(s) ≥ 0 for all s ∈ [0,∞)k. A
measure ν which has
∫
f dν ≥ 0 for all f ∈ C(Sd)+ is a positive measure, and this
is what we had to prove. 
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5. The solution of the subinvariance relation
We now describe the solutions to the subinvariance relation (4.2). We observe
that the formula on the right of (5.1) below is the Laplace transform of a periodic
function, and as such is given by an integral over a finite rectangle. This obser-
vation motivated our calculations, but in the end we found it easier to work with
the trigonometric polynomials x 7→ e2piinx.
Theorem 5.1. Let θ ∈ Mk,d(S
d), β ∈ (0,∞) and r = (rj) ∈ (0,∞)
k. Denote the
jth row of θ by θj.
(a) For each µ ∈M(Sd), there is a nonnegative measure νµ ∈M(S
d) such that
(5.1)
∫
Sd
f dνµ =
∫
[0,∞)k
e−βw
T r
∫
Sd
f(x+ θTw) dµ(x) dw for f ∈ C(Sd),
and νµ has total mass ‖µ‖
∏k
j=1(βrj)
−1. The measure ν = νµ satisfies the
subinvariance relation
(5.2)
k∏
j=1
(
id−e−βsjrjRsjθTj ∗
)
(ν) ≥ 0 for s ∈ [0,∞)k.
(b) For each ν satisfying the subinvariance relation (5.2), there is a measure
µν ∈M(S
d) such that∫
Sd
f dµν = lim
sk→0+
· · · lim
s1→0+
1
sk · · · s1
∫
Sd
f d
(∏k
j=1(id−e
−βsjrjRsjθTj ∗)
)
(ν)(5.3)
for f ∈ C(Sd), and µν has total mass ‖ν‖
∏k
j=1(βrj).
(c) The map µ 7→ νµ is an affine homeomorphism of M(S
d) onto the simplex of
measures satisfying the subinvariance relation (5.2), and the inverse takes
ν to µν.
Remark 5.2. A measure ν that satisfies the subinvariance relation (5.2) also
satisfies the analogous relation involving
∏
j∈J(id−e
−βsjrjRsjθTj ∗) for any subset
J of {1, . . . , k}. To see this, observe that for any vector y ∈ [0,∞)d, Ry is an
isometric positivity-preserving linear operator on C(Sd). Hence so are Ry∗ and
e−βsjrjRy∗. Since the numbers −βrj are negative, the series
∑∞
n=0 e
−βsjrjnRny∗
converges in norm in the Banach space of bounded linear operators on M(Sd) to
an inverse for id−e−βsjrjRy∗. Hence applying this inverse allows us to remove
factors from the subinvariance relation without losing positivity.
Remark 5.3 (Reality check). We reassure ourselves that the description of subin-
variant measures in Theorem 5.1 is consistent with the description in [6, Theo-
rem 7.1]. There d = k = 1, and they describe the simplex of subinvariant proba-
bility measures by specifying the extreme points of the simplex.
We recall that the matrices Dm ∈ M1(N) = N and Em ∈ M1(N) are all the
same integer N ≥ 2, and the sequence θm then satisfies N
2θm+1 = θm. In terms
of our generators, the dynamics α : R→ AutBm in [6] is given by
αt(Vm,pUm,nV
∗
m,q) = e
it(p−q)N−mVm,pUm,nV
∗
m,q
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(see [6, Proposition 6.3]), which is our αr
m
with rm = N−m. We are interested
in KMSβ states, so the subinvariant probability measures for (Bm, α) are those in
the set denoted Ωrsub for r = βN
−mθ−1m = βr
mθ−1m (see [6, Notation 6.8]
2).
Since the calculation in [6] is about extreme points, we start with a point mass
δy ∈ P (lim←−
S). Then (ETm)∗δy is the point mass µm = δym , where ym is obtained
by realising y as a sequence {ym} satisfying Nym+1 = ym. Then the measure νµm
in Theorem 5.1(a) is given by∫
f dνµm =
∫ ∞
0
e−βwr
m
∫ 1
0
f(x+ θmw) dµm(x) dw
=
∫ ∞
0
e−βwr
m
f(ym + θmw) dw.
For f(x) = e2piinx, we get∫
f dνµm = e
2piinym
∫ ∞
0
e−βwr
m
e2piinθmw dw,
and a change of variables gives∫
f dνµm = e
2piinym
∫ ∞
0
e−βθ
−1
m vr
m
e2piinvθ−1m dv
= e2piinymθ−1m
∫ ∞
0
e−(βr
mθ−1m )ve2piinv dv.
Now we recognise the integral as the Laplace transform of the periodic function
x 7→ e2piinx, and hence
(5.4)
∫
f dνµm = e
2piinymθ−1m
1
1− e−βrmθ
−1
m
∫ 1
0
e−(βr
mθ−1m )ve2piinv dv.
In the notation of [6], we set r := βrmθ−1m , and rewrite (5.4) as∫
f dνµm = e
2piinymβ−1Nm
∫ 1
0
r
1− e−r
e−rve2piinv dv
= β−1Nm
∫ 1
0
e2piinv d(Rym)∗(mr)(v).
This shows that the measure νµm is a multiple of the measure (Rym)∗(mr) ap-
pearing in [6, Theorem 7.1]. We are off by the scalar β−1Nm because that theorem
is about the simplex of subinvariant probability measures, and the measures νµ in
Theorem 5.1 have total mass (βrm)−1 = β−1Nm.
For the proof of Theorem 5.1(a), we need the following lemma, which is known to
probabilists as the inclusion-exclusion principle. We couldn’t find a good reference
for this measure-theoretic version, but fortunately it is relatively easy to prove by
induction on the number k of subsets.
2The displayed equation there is meant to say this, as opposed to r = βN−mθm, which is the
way we first read it.
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Lemma 5.4. Suppose that λ is a finite measure on a space X and {Sj : 1 ≤ j ≤ k}
is a finite collection of measurable subsets of X. For each subset G of {1, . . . , k},
we set SG :=
⋂
j∈G Sj. Then
λ
(⋃k
j=1 Sj
)
=
∑
∅6=G⊂{1,...,k}
(−1)|G|−1λ(SG).
Proof of Theorem 5.1(a). We first claim that there is a positive functional I on
C(Sd) such that I(f) is given by the right-hand side of (5.1). Indeed, the estimate∣∣∣ ∫
[0,∞)k
e−βw
T r
∫
Sd
f(x+ θTw) dµ(x) dw
∣∣∣ ≤ ∫
[0,∞)k
e−βw
T r
∫
Sd
‖f‖∞dµ(x)dw,
shows that the right-hand side of (5.1) determines a bounded function I : C(Sd)→
C. This function I is linear because the integral is linear, and f ≥ 0 implies
I(f) ≥ 0 because all the integrands in (5.1) are non-negative. Thus there is a
finite nonnegative measure νµ satisfying (5.1). The norm of the integral is given
by the total mass of the measure νµ, which is∫
Sd
1 dνµ =
∫
[0,∞)k
e−βw
T r‖µ‖ dw.
To compute the exact value of the integral, observe that
e−βw
T r = e−β
∑k
j=1 wjrj =
k∏
j=1
e−βwjrj .
Thus
‖νµ‖ = ‖µ‖
∫
[0,∞)k
k∏
j=1
e−βwjrjdw = ‖µ‖
k∏
j=1
∫ ∞
0
e−βwjrjdwj = ‖µ‖
k∏
j=1
(βrj)
−1.
This proves the assertions in the first sentence of part (a).
For the subinvariance relation, we fix f ∈ C(Sd)+, and aim to prove that∫
Sd
f d
( k∏
j=1
(
id−e−βsjrjRsjθj∗
)
(νµ)
)
≥ 0.
As in the proof of Theorem 4.1, we write
k∏
j=1
(
id−e−βsjrjRsjθj∗
)
= id+
∑
∅6=G⊂{1≤j≤k}
(−1)|G|e−βs
T
GrRθT sG∗,
with sG :=
∑
j∈G sjej . For j ≤ k we define Sj = {v ∈ [0,∞) : vj ≥ sj}, and
SG :=
⋂
j∈G Sj. Then∫
Sd
f d
(
e−βs
T
G
rRθT sG∗
)
(νµ) =
∫
Sd
e−βs
T
G
r
(
f ◦RθT sG
)
dνµ(5.5)
=
∫
[0,∞)k
e−βw
T re−βs
T
G
r
∫
Sd
f(x+ θTw + θT sG) dµ(x) dw
=
∫
SG
e−βv
T r
∫
Sd
f(x+ θTv) dµ(x) dv.
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Since f is fixed, we can define a measure m on [0,∞)k by∫
[0,∞)k
g dm =
∫
[0,∞)k
g(v)e−βv
T r
∫
Sd
f(x+ θTv) dµ(x) dv.
Now (5.5) says that ∫
Sd
f d
(
e−βs
T
GrRθT sG∗
)
(νµ) = m(SG).
Thus∫
Sd
f d
( k∏
j=1
(
id−e−βsjrjRsjθj∗
)
(νµ)
)
= m([0,∞)k) +
∑
∅6=G⊂{1≤j≤k}
(−1)|G|m(SG).
By the inclusion-exclusion principle, this is
m([0,∞)k)−m
(⋃k
j=1 Sj
)
= m
(∏k
j=1[0, sj)
)
≥ 0. 
We now move towards a proof of part (b), and for that the first problem is
to prove that the iterated limit in (5.3) exists. We will work with l satisfying
1 ≤ l ≤ k, and show by induction on l that the iterated limit
lim
sl→0+
· · · lim
s1→0+
exists. We will be doing some calculus, so we often assume that our test functions
f belong to the dense subalgebra C∞(Sd) of C(Sd) consisting of smooth functions
all of whose derivatives are also periodic.
We begin by establishing that, even after dividing by the numbers which are
going to 0, the norms of the measures remain uniformly bounded.
Lemma 5.5. Suppose that ν is a finite positive measure on Sd satisfying the
subinvariance relation (5.2). Then for each s ∈ (0,∞)k,
λs :=
1
sksk−1 · · · s1
k∏
j=1
(
id−e−βsjrjRsjθTj ∗
)
(ν)
is a positive measure with total mass
‖λs‖ ≤
( k∏
j=1
(βrj)
)
‖ν‖.(5.6)
Proof. The subinvariance relation implies that the measure is positive. For the
estimate on the total mass of λs, we deal with the variables si separately. So for
1 ≤ l ≤ k, we set
σl :=
k∏
j=l
(
id−e−βsjrjRsjθTj ∗
)
(ν),
which by Remark 5.2 are all positive measures. We have∫
Sd
1 d
( k∏
j=1
(
id−e−βsjrjRsjθTj ∗
)
(ν)
)
=
∫
Sd
1 dσ1
=
∫
Sd
1 d
(
(id−e−βs1r1Rs1θT1 ∗)(σ2)
)
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=
∫
Sd
1 ◦
(
id−e−βs1r1Rs1θT1
)
dσ2
=
∫
Sd
(1− e−βs1r1) dσ2.
So for all s1 > 0,
(5.7)
1
s1
∫
Sd
1 d
( k∏
j=1
(
id−e−βsjrjRsjθTj ∗
)
(ν)
)
=
∫
Sd
1− e−βs1r1
s1
dσ2.
The integrand here is
1− e−βs1r1
s1
=
f(0)− f(s1)
s1
for f(s1) := e
−βs1r1.
Hence for each fixed s1 > 0, the mean value theorem implies that there exists
c ∈ (0, s1) such that
1− e−βs1r1
s1
= −f ′(c) = −(−βr1e
−βcr1),
which is a positive number less than βr1. Thus (5.7) is at most βr1‖σ2‖.
Now we repeat this argument, first to see that
1
s2
∫
Sd
1 d
(
id−e−βs2r2Rs2θT2 ∗
)
(σ3)
has mass at most βr2‖σ3‖. After k−2 more steps, we arrive at the estimate (5.6).

Lemma 5.6. Suppose that 1 ≤ j ≤ k and that λ ∈M(Sd) satisfies(
id−e−βsrjRsθTj ∗
)
(λ) ≥ 0 for all s > 0.
Then for all f ∈ C∞(Sd), we have
(5.8) lim
s→0+
(1
s
∫
Sd
f d(id−e−βsrjRsθTj ∗)(λ)
)
= βrj
∫
Sd
f dλ−
∫
Sd
θTj (∇f) dλ.
Proof. Let g : Sd × R → C be the function g(x, s) = e−βsrjf(x+ sθTj ). The term
on the left of (5.8) can be rewritten as
1
s
∫
Sd
(
f(x)− e−βsrjf(x+ sθTj )
)
dλ(x) =
1
s
∫
Sd
(g(x, 0)− g(x, s)) dλ(x).
So we want to show that the function G defined by G(s) :=
∫
Sd
g(x, s) dλ(x) is
differentiable at 0 with −G′(0) equal to the right-hand side of (5.8).
We compute
∂g
∂s
(x, s) = −βrje
−βsrjf(x+ sθTj ) + e
−βsrjθTj ∇f(x+ sθ
T
j ).
The Cauchy-Schwarz inequality for the inner product θTj (∇f) = (θj | ∇f) then
gives
(5.9)
∣∣∣∂g
∂s
(x, s)
∣∣∣ ≤ βrj‖f‖∞ + ‖θTj ‖2‖∇f(x+ sθTj )‖2.
The right-hand side is uniformly bounded on Sd, and hence there is an integrable
function on Sd that dominates the right-hand side for all s ∈ [0, 1], say. Thus we
KMS STATES 23
can differentiate under the integral sign, using Theorem 2.27 of [14], for example.
We deduce that G is differentiable on [0, 1] with derivative
G′(s) =
∫
Sd
(
− βrje
−βsrjf(x+ sθTj ) + e
−βsrjθTj ∇f(x+ sθ
T
j )
)
dλ(x).
Taking s = 0 gives the negative of the right-hand side of (5.8), as required. 
Our next step is the inductive argument, which is quite a complicated one. As
a point of notation, for each tuple I = {i1, . . . , im} with entries in {1, 2, . . . , k},
and for f ∈ C∞(Sd), we write |I| := m and DIf for the partial derivative
DIf :=
∂mf
∂xi1∂xi2 · · ·∂xim
.
Lemma 5.7. Suppose that ν is a positive measure on Sd satisfying the subinvari-
ance relation (5.2). Let 1 ≤ l ≤ k.
(a) The iterated limit
lim
sl→0+
· · · lim
s1→0+
1
sl · · · s1
∫
Sd
f d
(∏l
j=1(id− e
−βsjrjRsjθTj ∗)
)
(ν)
exists for all f ∈ C(Sd).
(b) Write
Σl :=
⋃l
n=0{1, . . . , k}
n.
Then there are real scalars {K lI : I ∈ Σl} such that K
l
∅ =
∏l
j=1(βrj),
and: for every f ∈ C∞(Sd) and for every measure ν on Sd satisfying the
subinvariance relation (5.2), the limit in (a) is
(5.10)
∫
Sd
(∑
I∈Σl
K lIDIf
)
dν.
Proof. We prove by induction on l that the limit in (a) exists for every f ∈ C∞(Sd),
and that there exist the scalars K lI . Then, since we know from Lemma 5.5 that
the measures λs are norm-bounded by
(∏k
j=1(βrj)
)
‖ν‖ and C∞(Sd) is norm dense
in C(Sd), we get convergence in (a) also for f ∈ C(Sd).
When l = 1, the index set Σ1 consists of the empty set ∅ and the one-point sets
{j}. Lemma 5.6 implies that K1∅ = βr1 and K
1
{j} = θ
T
1 ej = θ1j .
We fix l between 1 and k − 1, and suppose as our inductive hypothesis that for
every measure λ such that
(5.11)
l∏
j=1
(
id−e−βsjrjRsjθTj ∗
)
(λ) ≥ 0 for all s ∈ [0,∞)k,
we have such scalars {K lI} parametrised by I ∈ Σl. We now have to start with a
measure κ that satisfies
(5.12)
l+1∏
j=1
(
id−e−βsjrjRθTj ∗
)
(κ) ≥ 0 for all s ∈ [0,∞)k,
and find suitable scalars K l+1I .
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We define
λ :=
(
id−e−βsl+1rl+1Rsl+1θTl+1∗
)
(κ).
Remark 5.2 reassures us that λ is another positive measure, and (5.12) implies
that it satisfies (5.11). The induction hypothesis gives
L(sl+1) := lim
sl→0+
· · · lim
s1→0+
1
sl+1 · · · s1
∫
Sd
f d
( l+1∏
j=1
(
id−e−βsjrjRsjθTj ∗
))
(κ)
=
1
sl+1
(∫
Sd
(∑
I∈Σl
K lIDIf
)
dλ
)
.
Lemma 5.6 implies that
lim
sl+1→0+
L(sl+1) = βrl+1
∫
Sd
(∑
I∈Σl
K lIDIf
)
dλ−
∫
Sd
θTl+1∇
(∑
I∈Σl
K lIDIf
)
dλ
= βrl+1
∫
Sd
(∑
I∈Σl
K lIDIf
)
dλ−
∫
Sd
(∑
I∈Σl
d∑
i=1
K lIθl+1,i
∂DIf
∂xi
)
dλ(x).
To finish off the inductive step, we set K l+1∅ = βrl+1K
l
∅, and for I
′ = (I, i|I|+1) we
set
K l+1I′ =
{
K lIθ(l+1)il+1 if |I| = l
βrl+1K
l
I′ −K
l
Iθl+1,i|I|+1 if |I| < l.
This completes the inductive step, and hence the proof. 
Proof of Theorem 5.1(b). Lemma 5.7 shows that the limit exists for all f ∈ C(Sd),
and for f ∈ C∞(Sd) gives us a formula for the limit. The limit is linear in f , posi-
tive when f is, and is bounded by ‖f‖∞
(∏k
j=1(βrj)
)
‖ν‖. Thus it is given by a fi-
nite positive measure µν . Since the total mass of the measure is integration against
the constant function 1, and since 1 is smooth, the total mass is given by (5.10).
But since all derivatives of 1 are zero, the only nonzero terms are the ones on
which I = ∅. Now the formula for Kk∅ implies that ‖µν‖ =
(∏k
j=1(βrj)
)
‖ν‖. 
We now work towards the proof of Theorem 5.1(c). To prove that N : µ 7→ νµ
is a bijection of the measures arising from KMSβ states onto the subinvariant
measures, we prove that N is one-to-one and thatM : ν 7→ µν satisfies N ◦M(ν) =
ν for all subinvariant measures ν. We then have N◦(M◦N)(µ) = (N◦M)◦N(µ) =
N(µ), and injectivity of N implies (M ◦N)(µ) = µ. Thus Theorem 5.1(c) follows
from the following proposition.
Proposition 5.8. Suppose that ν is a measure on Sd satisfying the subinvariance
relation (5.2) and with total mass
∏k
j=1(βrj)
−1. Then ν = νµν .
Suppose that ν is a subinvariant measure and f ∈ C∞(Sd). We need to show
that the functional defined by integrating against νµν , which is defined in parts
(a) and (b) of the theorem as
∫
[0,∞)k
e−βw
T r lim
s→0+
1
sk · · · s1
∫
Sd
f(x+ θTw) d
( k∏
j=1
(
id−e−βsjrjRsjθTj ∗
))
(ν)(x)dw,
(5.13)
KMS STATES 25
is in fact implemented by ν. We will do this by peeling off the iterated limit one
variable at a time. For this, the next lemma is crucial.
Lemma 5.9. Consider a positive measure λ on Sd, b ∈ (0,∞) and v ∈ Sd. For
f ∈ C∞(Sd), we have∫ ∞
0
e−bt lim
s→0+
1
s
∫
Sd
f(y + tv) d
(
(id−e−bsRsv∗)λ
)
(y) dt
= lim
s→0+
∫ ∞
0
e−bt
s
∫
Sd
f(y + tv) d
(
(id−e−bsRsv∗)λ
)
)(y) dt.
Proof. For s > 0, we have
1
s
∫
Sd
f(y+tv) d
(
(id−e−bsRsv∗)λ
)
(y) =
1
s
∫
Sd
(
f(y+tv)−e−bsf(y+tv+sv)
)
dλ(y).
We write this last integrand as
K(y,s, t) = s−1
(
f(y + tv)− e−bsf(y + tv + sv)
)
= s−1
(
f(y + tv)− e−bsf(y + tv) + e−bsf(y + tv)− e−bsf(y + tv + sv)
)
=
1− e−bs
s
f(y + tv) + e−bs
f(y + tv)− f(y + tv + sv)
s
.
We estimate the first summand using the mean value theorem on e−bs, and the
second summand using the same theorem on f , to find
|K(y, s, t)| ≤ b‖f‖∞ + ‖v
T (∇f)‖∞.
Thus we have∣∣∣e−bt
s
∫
Sd
K(y, s, t) dλ(y)
∣∣∣ ≤ e−bt(b‖f‖∞ + ‖vT (∇f)‖∞)‖λ‖.
Now the result follows from the dominated convergence theorem for Lebesgue
measure on [0,∞) (modulo the trick of observing that it suffices to work with
sequences sn → 0+ — see the proof of [14, Theorem 2.27]). 
Proof of Proposition 5.8. As in the proof of Theorem 5.1(b), Lemma 5.7 implies
that there is a positive measure η on Sd such that for g ∈ C∞(Sd), we have∫
Sd
g dη = lim
sk,...,s2→0+
1
sk · · · s2
∫
Sd
g d
( k∏
j=2
(
id−e−βsjrjRsjθTj ∗
))
(ν).
Since the operators id−e−βsjrjRsjθTj ∗ commute with each other,∫
Sd
g d
(
id−e−βs1r1Rs1θT1 ∗
)
(η)(5.14)
= lim
sk,...,s2→0+
1
sk · · · s2
∫
Sd
g d
( k∏
j=1
(
id−e−βsjrjRsjθTj ∗
))
(ν).
Now we need some complicated notation to implement the peeling process. First
of all, we fix f ∈ C∞(Sd). In an attempt to avoid an overdose of subscripts, we
write s = (s1, sˆ), w = (w1, wˆ) and r = (r1, rˆ). We also write θˆ for the k − 1 × d
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matrix obtained from θ by deleting the first row: thus θT has block form (θT1 θˆ
T ).
With the new notation, (5.13) becomes∫
[0,∞)k−1
e−βwˆ
T rˆ
∫ ∞
0
e−βr1w1×
× lim
s1→0+
1
s1
∫
Sd
f(x+ θˆT wˆ + w1θ
T
1 ) d
(
id−e−βr1w1Rs1θT1 ∗
)
(η)(x)dw1dwˆ.
Now we can apply Lemma 5.9 to the inside integrals, which gives
∫
Sd
f dνµν =
∫
[0,∞)k−1
e−βwˆ
T rˆ lim
s1→0+
1
s1
∫ ∞
0
e−βr1w1×
(5.15)
×
∫
Sd
f(x+ θˆT wˆ + w1θ
T
1 ) d
(
id−e−βr1w1Rs1θT1 ∗
)
(η)(x)dw1dwˆ.
We now consider the function g on (0,∞) defined by
g(s1) :=
1
s1
∫ ∞
0
e−βr1w1
∫
Sd
f(x+ θˆT wˆ + w1θ
T
1 ) d
(
id−e−βr1w1Rs1θT1 ∗
)
(η)(x)dw1.
We aim to prove that g(s1) →
∫
Sd
f(x+ θˆT wˆ) dη(x) as s1 → 0
+. To this end, we
compute:
g(s1) =
1
s1
∫ ∞
0
e−βr1w1
∫
Sd
f
(
x+ θˆT wˆ + w1θ
T
1
)
dη(x)dw1
−
1
s1
∫ ∞
0
e−βr1(w1+s1)
∫
Sd
f
(
x+ θˆT wˆ + (w1 + s1)θ
T
1
)
dη(x)dw1.
Changing the variable in the second integral to get an integral over [s1,∞) gives
g(s1) =
1
s1
∫ s1
0
e−βr1w1
∫
Sd
f
(
x+ θˆT wˆ + w1θ
T
1
)
dη(x)dw1.
Now we have
g(s1)−
∫
Sd
f(x+ θˆT wˆ) dη(x)
=
1
s1
∫ s1
0
e−βr1w1
∫
Sd
f(x+ θˆT wˆ + w1θ
T
1 ) dη(x)dw1 −
∫
Sd
f(x+ θˆT wˆ) dη(x)
=
1
s1
∫ s1
0
∫
Sd
(
e−βr1w1f(x+ θˆT wˆ + w1θ
T
1 )− f(x+ θˆ
T wˆ)
)
dη(x)dw1.
Since y 7→ e−βy
T rf(x + θˆT wˆ + θTy) is uniformly continuous, there exists δ such
that
0 ≤ w1 < δ =⇒
∣∣e−βr1w1f(x+ θˆT wˆ + w1θT1 )− f(x+ θˆT wˆ)∣∣ < ǫ‖η‖ .
So for 0 ≤ s1 < δ we have∣∣∣g(s1)−
∫
Sd
f(x+ θˆT wˆ) dη(x)
∣∣∣ ≤ 1
s1
∫ s1
0
∫
Sd
ǫ
‖η‖
dη(x)dw1 = ǫ.
Thus g(s1)→
∫
Sd
f(x+ θˆT wˆ) dη(x), as we wanted.
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Putting the formula for lims1→0+ g(s1) in (5.15) gives∫
Sd
f dνµν =
∫
[0,∞)k−1
e−βwˆ
T rˆ
∫
Sd
f(x+ θˆT wˆ) dη(x) dwˆ,
which is the right-hand side of (5.13) with one lims→0+ and one
∫∞
0
removed.
Repeating the argument k − 1 times gives∫
Sd
f dνµν =
∫
Sd
f dν,
as required. 
As described before Proposition 5.8, this completes the proof of Theorem 5.1.
6. A parametrisation of the equilibrium states
We are now ready to describe the KMS states of our system. At the end of the
section, we will use the following theorem to prove our main result.
Theorem 6.1. Consider our standard set-up, and suppose that β > 0.
(a) Suppose that µ ∈ P
(
lim
←−
(Sd, ETm)
)
. Define measures µm ∈ P (S
d) by µm =
ETm,∞∗(µ) and take νµm to be the subinvariant measure on S
d obtained by
applying Theorem 5.1 to the measure µm. Then there is a KMSβ state ψµ
of (B∞, α) such that
(6.1) ψµ(Vm,pUm,nV
∗
m,q) = δp,qe
−βpT rm
k∏
j=1
(βrmj )
∫
Sd
e2piix
Tn dνµm(x).
(b) The map µ 7→ ψµ is an affine homeomorphism of P
(
lim
←−
(Sd, ETm)
)
onto
KMSβ(B∞, α).
To prove the theorem, we first build some maps between the spaces of subin-
variant measures. We will make use of Theorem 5.1, but the measures described
there are not all normalised. To ensure we are dealing with probability measures,
we introduce the numbers
cm :=
k∏
j=1
(βrmj ) = β
k
( k∏
j=1
rmj
)
and dm := detDm.
Because Dm is diagonal, Equation 2.4 shows that the two sets of numbers are
related by dmcm+1 = cm.
In particular, the functions fβ,rm from Remark ?? have constant value cm, and
so fβ,rm+1 = d
−1
m fβ,rm . Thus with Σβ,r from Proposition 3.7(c), we can define
σm : Σβ,rm+1 → Σβ,rm by
σm(ν) = d
−1
m E
T
m∗(ν).
Lemma 6.2. Suppose that µ ∈ P
(
lim
←−
(Sd, ETm)
)
, and define µm := E
T
m,∞∗(µ) for
m ≥ 1. Then the measures νµm given by Theorem 5.1 satisfy σm(νµm+1) = νµm.
Proof. We take f ∈ C(Sd), and compute using (5.1):∫
Sd
f dσm(νµm+1) = d
−1
m
∫
Sd
f ◦ ETm dνµm+1
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= d−1m
∫
[0,∞)k
e−βw
T rm+1
∫
Sd
(f ◦ ETm)(x+ θ
T
m+1w) dµm+1(x) dw
= d−1m
∫
[0,∞)k
e−βw
T rm+1
∫
Sd
f(ETmx+ E
T
mθ
T
m+1w) dµm+1(x) dw
= d−1m
∫
[0,∞)k
e−βw
TD−1m r
m
∫
Sd
f(ETmx+ θ
T
mD
−1
m w) dµm+1(x) dw,
where at the last step we used3 both (2.4) and (2.3). Now substituting v = D−1m w
in the outside integral gives
(6.2)
∫
Sd
f dσm(νµm+1) =
∫
[0,∞)k
e−βv
T rm+1
∫
Sd
f(ETmx+ θ
T
mv) dµm+1(x) dv.
We write s := θTmv and consider the translation automorphism τs of C(S
d) defined
by τs(f)(x) = f(x+ s). Then the inside integral on the right of (6.2) is∫
Sd
f(ETmx+ θ
T
mv) dµm+1(x) =
∫
Sd
(τs(f) ◦ E
T
m) dµm+1
=
∫
Sd
τs(f) d(E
T
m)∗(µm+1)
=
∫
Sd
f(x+ θTmv) dµm(x).
Putting this back into the double integral in (6.2) gives the right-hand side of (5.1)
for the measure µm, and we deduce from (5.1) that∫
Sd
f dσm(νµm+1) =
∫
Sd
f dνµm for all f ∈ C(S
d),
as required. 
Proof of Theorem 6.1(a). Since the maps
ETm,∞ : lim←−
S
d → Sd
are surjective, each µm is a probability measure on S
d. Thus we deduce from
Theorem 5.1 that νm :=
(∏k
j=1(βr
m
j )
)
νµm is a probability measure satisfying the
subinvariance relation (5.2). Thus Proposition 3.7(b) gives a KMS state ψm of
(Bm, α
rm) such that ψm(Um,n) =
∫
Sd
e2piix
Tn dνm(x). We now need to check that
ψm+1 ◦ πm = ψm so that we can deduce from [6, Proposition 3.1] that the ψm
combine to give a KMSβ state of (B∞, α).
Since we are viewing measures as functionals on C(Sd), the map ETm∗ on M(S
d)
is induced by the continuous function ETm : x 7→ E
T
mx on S
d. Then for f ∈ C(Sd)
(6.3)
∫
Sd
f ◦ ETm(x) dνm+1(x) =
∫
Sd
f(x) dETm∗(νm+1)(x).
For the functions gn ∈ C(S
d) given by gn(x) = e
2piinTx (so that ιm(gn) = Um,n ∈
Bm), we have
gn ◦ E
T
m(x) = e
2pii(ETmx)
Tn = e2piix
TEmn = gEmn(x).
3This also uses that Dmθm+1Em = θm on the nail, i.e. as opposed to modulo Z. Otherwise the
difference would appear in the last formula multiplied by the real variable w.
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Substituting this on the left-hand side of (6.3) gives
(6.4)
∫
Sd
gEmn(x) dνm+1(x) =
∫
Sd
gn(x) dE
T
m∗(νm+1)(x).
Using again dm = detDm and cm =
∏k
j=1(βr
m
j ) and the relation dmcm+1 = cm,
Lemma 6.2 gives
ETm∗(νm+1) = σm(dmνm+1) = dmcm+1σm(νµm+1)
= dmcm+1νµm = cmνµm = νm.
(6.5)
Using (6.4) at the third step, and (6.5) at the fourth step, we now calculate:
ψm+1(πm(Un,m)) = ψm+1(Um+1,Emn) =
∫
Sd
gEmn dνm+1
=
∫
Sd
gn dE
T
m∗(νm+1) =
∫
Sd
gn dνm = ψm(Um,n).
Thus the states ψm give an element (ψm) of the inverse limit lim←−KMSβ(Bm, α
rm),
and surjectivity of the isomorphism in [6, Proposition 3.1] gives a KMSβ state ψµ
of (B∞, α) such that ψm = ψµ ◦ πm,∞ for m ≥ 1. 
Remark 6.3. We observe that the KMSβ state of Theorem 6.1(a) is given on
B∞ = span{Vm,pUm,nVm,q∗} by
ψµ(Vm,pUm,nV
∗
m,q) = δp,qe
−βpT rm
∫
Sd
gn d(νETm,∞∗(µ)).
Proof of Theorem 6.1(b). We first prove that every KMSβ state has the form ψµ.
So suppose that φ is a KMSβ state of (B∞, α). Then for each m ≥ 1, φ ◦πm,∞ is a
KMSβ state of (Bm, α
rm), and hence there are probability measures νm such that
φ ◦ πm,∞(f) =
∫
Sd
f dνm for all f ∈ C(S
d)
and ETm∗(νm+1) = νm for all m ≥ 1. Theorem 4.1 implies that each νm satisfies
the corresponding subinvariance relation. More specifically, we writeM subm (S
d) and
P subm (S
d) for the set of measures and the set of probability measures satisfying (4.2).
Then we have νm ∈ P
sub
m (S
d).
Once more using dm = detDm and cm =
∏k
j=1(βr
m
j ), the construction of The-
orem 5.1(a) gives a function µ 7→ cmνµ from M(S
d) to the simplex M subm (S
d).
Lemma 6.2 gives commutative diagrams
M(Sd)
M subm+1(S
d)
M(Sd)
M subm (S
d)
µm
cmνµm
µm+1
cm+1νµm+1 ,
ETm∗
ETm∗
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and Theorem 5.1 implies that the vertical arrows are bijections. A simple set-
theoretic argument then implies that we also have commutative diagrams
P (Sd)
P subm+1(S
d)
P (Sd)
P subm (S
d)
c−1m µνm
νm
c−1m+1µνm+1
νm+1.
ETm∗
ETm∗
Thus the sequence (µm) := (c
−1
m µνm) belongs to the inverse limit lim←−
(
P (Sd), ETm∗
)
,
and hence is given by a probability measure µ ∈ P
(
lim←−(S
d, ETm)
)
. We want to show
that φ = ψµ. Since both are states, it suffices to check that they agree on ele-
ments Vm,pUm,nV
∗
m,q. Since φ is a KMSβ state and the measure νm implements φ
on C(Sd) = span{Um,n}, we have
φ
(
Vm,pUm,nV
∗
m,q
)
= δp,qe
−βpT rm
∫
Sd
e2piix
Tn dνm(x).
Since ν = νµν for all ν and µνm = cmµm, we have νm = cmνµm and
φ
(
Vm,pUm,nV
∗
m,q
)
= δp,qe
−βpT rmcm
∫
Sd
e2piix
Tn dνµm(x).
This is precisely the formula for ψµ
(
Vm,pUm,nV
∗
m,q
)
in (6.1). Thus φ = ψµ.
Since each ψµ is a state, it follows from the formula (6.1) that µ 7→ ψµ is
affine and weak* continuous from M(Sd) = C(Sd)∗ to the state space of B∞. The
formula (6.1) also implies that µ 7→ ψµ is injective, and since we have just shown
that it is surjective, we deduce that it is a homeomorphism of the compact space
P
(
lim←−(S
d, ETn )
)
onto the simplex of KMSβ states of (B∞, α). 
Proof of Theorem 2.7. According to (6.1) in Theorem 6.1, we have to compute∫
[0,∞)k
e2piix
Tn dνµm(x),
which by Theorem 5.1 is∫
[0,∞)k
e−βw
T rm
∫
Sd
e2pii(x+θ
T
mw)
Tn dµm(x)dw(6.6)
=
∫
[0,∞)k
e−βw
T rme2piiw
T θmn
∫
Sd
e2piix
Tn dµm(x)dw
=
∫
[0,∞)k
e−βw
T rme2piiw
T θmnMm,n(µ) dw.
We can rewrite the integrand as
e−βw
T rme2piiw
T θmn = e
∑k
j=1 wj(−βr
m
j +2pii(θmn)j) =
k∏
j=1
ewj(−βr
m
j +2pii(θmn)j).
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When we view
∫
[0,∞)k
dw as an iterated integral, we find that
(6.6) =
k∏
j=1
(∫ ∞
0
ewj(−βr
m
j +2pii(θmn)j)Mm,n(µ) dwj
)
.
Since β > 0 and each rmj > 0, we have∣∣ewj(−βrmj +2pii(θmn)j)∣∣ = ewj(−βrmj ) → 0 as wj →∞.
Thus
(6.6) =
k∏
j=1
ewj(−βr
m
j +2pii(θmn)j)
−βrmj + 2πi(θmn)j
Mm,n(µ)
∣∣∣∣
∞
0
=
k∏
j=1
1
βrmj − 2πi(θmn)j
Mm,n(µ),
and the result follows from (6.1). 
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