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ABSTRACT. – We consider solutions to the time-harmonic Maxwell Equations. For such solutions we
provide a rigorous derivation of the the leading order boundary perturbations resulting from the presence
of a finite number of interior inhomogeneities of small diameter. These formulas generalize those by
Vogelius and Volkov, where only solutions with “transverse electric” and “transverse magnetic” symmetries
were considered. Our formulas may be expected to lead to very effective computational identification
algorithms, aimed at determining specific internal features of an object based on electromagnetic boundary
measurements.  2001 Éditions scientifiques et médicales Elsevier SAS
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1. Introduction
Let Ω be a bounded, open subset of R3, with a smooth boundary. If the domain Ω is occupied
by a material of magnetic permeabitily µ, and electric permittivity εre, then the homogeneous,
time-dependent, linear Maxwell Equations take the form:
∇ ×E=−µ ∂
∂t
H in Ω,
∇ × H= Jf + εre ∂
∂t
E in Ω.
E ∈R3 and H ∈R3 is the electric field and the magnetic field respectively. Jf is the free current
– it is related to the field E by Jf = σE, where σ denotes the electric conductivity of the medium.
In this paper we shall only consider time-harmonic solutions to the above equations, i.e., special
solutions of the form
E(x, t)= Re{E(x)e−iωt} and H(x, t)= Re{H(x)e−iωt}, x ∈Ω, t > 0,
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where ω > 0 denotes the given frequency, and where the C3 valued fields E(x) and H(x) satisfy
∇ ×E = iωµH in Ω,
∇ ×H = (−iωεre + σ)E in Ω.
By dividing the second equation by ε = εre + iσω (the so-called complex permittivity) and
taking the curl we obtain the following system of equations for H :
∇ ×
(
1
ε
∇ ×H
)
−ω2µH = 0 in Ω.(1)
In order to arrive at particular non-trivial solutions to these equations, we shall prescribe non-
trivial boundary conditions for (∇ ×H)× ν on the boundary of the domain Ω (ν denotes the
outward unit normal to Ω). Having found H , we then obtain the field E through the formula:
E = i
ωε
∇ ×H.
The ultimate objective of the work described in this paper is to determine, most effectively,
properties of the scalar parameters (functions) µ > 0, εre > 0 and σ  0 from overdetermined
boundary information about specific solutions to (1). In particular, we study media that consist of
a homogeneneous (constant coefficient) electromagnetic material with a finite number of small
inhomogeneities, and as our main result we derive asymptotic formulas for the perturbations
in the (tangential) boundary magnetic fields caused by the presence of these inhomogeneities.
Our formulas may be used to determine properties (location, relative size and orientation) of
the small inhomogeneities in case a single, or a few (tangential) boundary electric fields and
their corresponding (tangential) boundary magnetic fields are known. A particularly challenging
practical application would be the determination of the location of anti-personnel- and other
types of mines. Another application concerns so called “eddy current methods”, which are now
frequently used for corrosion and other metal defect inspection (cf. [4] and [8]). At this point
it may be relevant to mention that it is known that all possible pairs of (tangential) boundary
electric and boundary magnetic fields uniquely determine sufficiently smooth (C3) parameters
µ, εre and σ (cf. [17] and [12]).
In the context of small volume fraction perturbations from a known background material, we
have previously studied the situation of TE (Transverse Electric) and TM (Transverse Magnetic)
symmetry, [19], and we have also heuristically derived formulas for the perturbations in certain
boundary integrals of solutions to the the full (time-harmonic) Maxwell Equations, [1]. The
present paper represents the natural completion of this line of work.
2. The main result
Let Ω be a bounded, open subset of R3, with a smooth boundary. For simplicity we take ∂Ω
to be C∞, but this regularity condition could be considerably weakened. We suppose that Ω
contains a finite number of inhomogeneities, each of the form zj + ρBj , where Bj ⊂ R3 is a
bounded, smooth (C∞) domain containing the origin. The total collection of inhomogeneities
thus takes the form Iρ =⋃mj=1(zj + ρBj ). The points zj ∈Ω , j = 1, . . . ,m, that determine the
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location of the inhomogeneities are assumed to satisfy:
0 < d0  |zj − zl | ∀j = l,
0 < d0  dist(zj , ∂Ω) ∀j.
(2)
As a consequence of this assumption it follows immediately that
m 6|Ω |/πd30 .
We also assume that ρ > 0, the common order of magnitude of the diameters of the
inhomogeneities, is sufficiently small that these are disjoint and that their distance to R3 \Ω is
larger than d0/2. Let µ0 > 0, ε0re > 0 and σ 0  0 denote the permeability, the (real) permittivity,
and the conductivity of the background medium; for simplicity we shall in this paper assume
that these are constants. ε0 = ε0re + iσ
0
ω
denotes the background complex permittivity. Let
µj > 0, εjre > 0, σj  0 and εj = εjre + iσ jω denote the permeability, the (real) permittivity,
the conductivity, and the complex permittivity of the j th inhomogeneity, zj + ρBj ; these are
also assumed to be constants. Using this notation we introduce the piecewise constant magnetic
permeability:
µρ(x)=
{
µ0, x ∈Ω \ I¯ρ ,
µj , x ∈ zj + ρBj , j = 1, . . . ,m.(3)
If we allow the degenerate case ρ = 0, then the function µ0(x) equals the constant µ0. The
piecewise constant complex electric permittivity, ερ is defined analogously. The magnetic field
in the presence of the inhomogeneities, is denoted Hρ . It is the solution to:
∇ ×
(
1
ερ
∇ ×Hρ
)
−ω2µρHρ = 0 in Ω,(4)
with
1
ερ
(∇ ×Hρ)× ν = g on ∂Ω.(5)
The equations (4)–(5) may alternatively be formulated as follows:
∇ ×
(
1
ε0
∇ ×Hρ
)
−ω2µ0Hρ = 0 in Ω \ I¯ρ,
∇ ×
(
1
εj
∇ ×Hρ
)
−ω2µjHρ = 0 in zj + ρBj ,
Hρ × ν is continuous across ∂(zj + ρBj ),
1
ε0
(∇ ×Hρ)+ × ν − 1
εj
(∇ ×Hρ)− × ν = 0 on ∂(zj + ρBj ),
µ0H+ρ · ν −µ1H−ρ · ν = 0 on ∂(zj + ρBj ),
1
ε0
(∇ ×Hρ)× ν = g on ∂Ω.
Here ν denotes the outward unit normal to ∂(zj + ρBj ) (and to ∂Ω); superscript + and −
indicate the limiting values as we approach ∂(zj +ρBj ) from outside zj +ρBj , and from inside
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zj + ρBj , respectively. The magnetic field, H0, in the absence of any inhomogeneities, satisfies:
∇ ×
(
1
ε0
∇ ×H0
)
−ω2µ0H0 = 0 in Ω,(6)
with (
1
ε0
∇ ×H0
)
× ν = g on ∂Ω.(7)
Since ε0 and µ0 are constants the equation (6) may also be written
∇ × (∇ ×H0)−ω2ε0µ0H0 = 0. Throughout this paper we suppose that:
the constant k2 = ω2ε0µ0 is such that the natural weak
formulation of the problem (6), (7) has a unique solution.
(8)
In order to define “the natural weak formulation of the problem (6), (7)”, let a0(u, v) denote the
sesquilinear form
a0(u, v)=
∫
Ω
1
ε0
∇ × u · ∇ × v dx −ω2
∫
Ω
µ0u · v dx,(9)
defined on H(curl,Ω)×H(curl,Ω), with H(curl,Ω)= {u ∈ L2(Ω)3: ∇ × u ∈ L2(Ω)3}. Let
TH
−1/2
div (∂Ω) denote the space of tangential vectorfields on ∂Ω that lie in H−1/2(∂Ω) and
whose surface divergences also lie in H−1/2(∂Ω). Suppose that:
g ∈ TH−1/2div (∂Ω).
It is well known (but see also Lemma 3 in Section 3) that for such g the conjugate-linear
functional
l(v)=
∫
∂Ω
g · v dσx
is continuous on H(curl,Ω) (the integral on ∂Ω is to be interpreted as the duality pairing
between the appropriate spaces of distributions and test functions). The natural weak formulation
of the background magnetic problem is that H0 be in H(curl,Ω) and satisfy:
a0(H0, v)= l(v) ∀v ∈H(curl,Ω).(10)
Our assumption (8) is that the above variational problem has a unique solution (for all g). Fairly
standard elliptic regularity results ensure that H0 is smooth (and thus a strong solution to (6), (7))
provided g is smooth. Similarly, the problem (4), (5) has the weak formulation:
Hρ ∈H(curl,Ω) and aρ(Hρ, v)= l(v) ∀v ∈H(curl,Ω),(11)
where aρ(u, v), 0< ρ, denotes the sesquilinear form:
aρ(u, v)=
∫
Ω
1
ερ
∇ × u · ∇ × v dx −ω2
∫
Ω
µρu · v dx,(12)
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and l(v) is as before. The first part of the analysis in this paper shows that the assumption (8)
also leads to the unique solvability of (11).
Before giving a precise formulation of the main results of this paper we need to introduce
some additional notation. Let γ k , 0 k m, be a set of complex constants with Re(γ k) > 0. In
effect, {γ k} will be either the set {εk} or the set {µk}. For any fixed 1 j0 m, let γ denote the
coefficient given by:
γ (x)=
{
γ 0, x ∈R3 \ B¯j0 ,
γ j0, x ∈ Bj0 .(13)
By φl , 1 l  3, we denote the solution to:
∇y · γ (y)∇yφl = 0 in R3,
φl − yl → 0 as |y| →∞.
This problem may alternatively be written:


'φl = 0 in Bj0 , and in R3 \Bj0 ,
φl is continuous across ∂Bj0 ,
γ 0
γ j0
(
∂φl
∂ν
)+
−
(
∂φl
∂ν
)−
= 0 on ∂Bj0 ,
φl(y)− yl → 0 as |y|→∞.
It is therefore obvious that the function φl only depends on the coefficients γ 0 and γ j0 through
the ratio c = γ 0/γ j0 . The existence and uniqueness of this φl can be established (in the real,
as well as in the complex case) using single layer potentials with suitably chosen densities, see
[10] or [6]. It is essential here, that the constant c, by assumption, cannot be 0 or a negative real
number. We now define the polarization tensor, Mj0(c) of the inhomogeneity Bj0 (with aspect
ratio c):
M
j0
kl (c)= c−1
∫
Bj0
∂
∂yk
φl dy.(14)
It is quite easy to see that the tensor Mkl(c) is symmetric; in case c is a positive real number, it
is furthermore positive definite. We introduce the function:
Φk(x, z)= e
ik|x−z|
4π |x − z| .
The constant k2, as previously, is given by k2 = ω2ε0µ0. Φk is a “free space” Green’s function
for the Helmholtz operator '+ k2, i.e., it satisfies:
(
'+ k2)Φk(·, z)=−δz in R3.
Using this scalar function we now define the matrix valued function G(x, z) by
G(x, z)=−ε0
(
Φk(x, z)I3 + 1
k2
D2xΦ
k(x, z)
)
,
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where I3 is the 3 × 3 identity matrix and D2x denotes the Hessian; G(x, z) is a “free space”
Green’s function for the “background” magnetic problem, i.e., it satisfies:
∇x ×
(
1
ε0
∇x ×G(x, z)
)
−ω2µ0G(x, z)=−δzI3.
Here the operator ∇× applies to matrices, column by column. The main result proven in this
paper is the following asymptotic formula concerning the perturbation, (Hρ − H0) × ν|∂Ω , in
the (tangential) boundary magnetic field, caused by the presence of the inhomogeneities. In this
connection we note that, even though the individual terms Hρ and H0 may only be defined in
a weak sense on ∂Ω (if g is just in TH−1/2div (∂Ω)) elliptic regularity results ensure that the
difference (Hρ −H0)|∂Ω is indeed an infinitely smooth function.
THEOREM 1. – Suppose (2) and (8) are satisfied. There exists 0 < ρ0 such that, given an
arbitrary g ∈ TH−1/2div (∂Ω), and any 0 < ρ < ρ0, the boundary value problem (4)–(5) has a
unique (weak) solution Hρ . The constant ρ0 depends on the domains {Bj }mj=1, Ω , the constants
{µj, εj }mj=0, the frequency ω, and d0, but is otherwise independent of the points {zj }mj=1. Let H0
denote the unique (weak) solution to the boundary value problem (6)–(7) corresponding to the
same g ∈ TH−1/2div (∂Ω). For any z ∈ ∂Ω we then have:
(Hρ −H0)(z)× ν(z)− 2
∫
∂Ω
∇z ×
(
Φk(x, z)(Hρ −H0)(x)× ν(x)
)× ν(z)dσx
= 2ρ3ω2
m∑
j=1
µ0
µj
(
µ0 −µj )G(zj , z)× ν(z)Mj
(
µ0
µj
)
H0(zj )
+ 2ρ3
m∑
j=1
(
1
εj
− 1
ε0
)(∇x ×G(zj , z))t × ν(z)Mj
(
ε0
εj
)
∇ ×H0(zj )+O
(
ρ4
)
.
The term O(ρ4) is bounded by Cρ4, uniformly in z. The constant C depends on the domains
{Bj }mj=1, Ω , the constants {µj, εj }mj=0, the frequency ω, ‖g‖H−1/2div (∂Ω), and d0, but is otherwise
independent of the points {zj }mj=1.
The function ∇z × (Φk(x, z)(Hρ −H0)(x)× ν(x))× ν(z), which appears in the integral on
the left-hand side of the formula in Theorem 1 is indeed integrable on ∂Ω . This is most easily
seen by observing that one has the identity (a× b)× c= (a · c)b− a(b · c) for arbitrary vectors
a, b, and c, and thus:
∇z ×
(
Φk(x, z)(Hρ −H0)(x)× ν(x)
)× ν(z)
= (∇zΦk(x, z)× ((Hρ −H0)(x)× ν(x)))× ν(z)
= ∂
∂νz
Φk(x, z)(Hρ −H0)(x)× ν(x)−∇zΦk(x, z)
(
(Hρ −H0)(x)× ν(x)
) · ν(z)
= ∂
∂νz
Φk(x, z)(Hρ −H0)(x)× ν(x)−∇zΦk(x, z)
(
(Hρ −H0)(x)× ν(x)
) · (ν(z)− ν(x)).
Each of the terms in the last expression has a singularity of strength |x − z|−1, and is therefore
(x−) integrable over ∂Ω for fixed z ∈ ∂Ω .
An asymptotic formula, entirely similar to that of Theorem 1, may be found for the
perturbation ( 1
ερ
∇ ×Hρ − 1ε0∇ ×H0)× ν|∂Ω = ωi (Eρ −E0)× ν|∂Ω in the case where the fields
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Hρ × ν = 1iωµρ (∇ ×Eρ)× ν and H0 × ν = 1iωµ0 (∇ ×E0)× ν are prescribed (and identical) on
the boundary. We notice that the asymptotic formula in Theorem 1 represents a generalization
of the formulas derived in [11,7] and [19]. In the first two of these papers we considered “only”
the direct current conductivity problem (no magnetic field) in the third paper we allowed the
presence of electric as well as magnetic fields, but only those with rather special symmetries (so
called TE or TM symmetries).
By fairly straightforward integration by parts of a slight variation of the perturbation formula
from Theorem 1, we also establish the following corollary. The formula in this corollary was
already, heuristically, derived in [1]. Through insertion of appropriately constructed exponential
test fields (like those initially proposed in [5]) and use of the inverse Fourier transform this
formula forms the basis for an interesting approximate inversion technique (cf. [1] and [20]).
COROLLARY 1. – Let the assumptions be as in the previous theorem, and let w denote any
smooth vector-valued function which satisfies:
∇ × (∇ ×w)−ω2ε0µ0w = 0 in an open neighborhood of Ω.
Then
iωµ0
∫
∂Ω
Hρ × ν ·w dσ −
∫
∂Ω
(∇ ×w)× ν · ν × (Eρ × ν)dσ
= ρ3ω2ε0µ0
m∑
j=1
(
ε0
εj
− 1
)[
Mj
(
ε0
εj
)
E0(zj )
]
·w(zj )
+ ρ3iωµ0
m∑
j=1
(
µ0
µj
− 1
)[
Mj
(
µ0
µj
)
H0(zj )
]
· ∇ ×w(zj )+O
(
ρ4
)
.
For reasons of brevity we restrict a significant part of the proof of Theorem 1 and its corollary
to the case of one inhomogeneity. The proof in the case of multiple inhomogeneities may be
derived by a fairly straightforward iteration of the arguments we present, however, we leave the
details to the reader.
3. An auxiliary variational problem
Let us introduce the two spaces:
Y = {v: v =∇q, q ∈H 1(Ω)}
and
Y⊥0 =
{
v ∈H(curl,Ω): ∇ · v = 0 in Ω,v · ν = 0 on ∂Ω}.
We note that both of these spaces are subspaces of H(curl,Ω), that they are orthogonal in the
L2-inner product (as well as in the H(curl)-inner product) and that
H(curl,Ω)= Y ⊕ Y⊥0 .
For 0 < ρ (sufficiently small) we also introduce the space Y⊥ρ :
Y⊥ρ =
{
v ∈H(curl,Ω): ∇ · (µρv)= 0 in Ω,µρv · ν = 0 on ∂Ω
}
.
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We note that the space Y and the space Y⊥ρ are subspaces of H(curl,Ω), that these spaces
are orthogonal in the inner product 〈u,v〉ρ =
∫
Ω µρuv dx (as well as in the the inner product
[u,v]ρ =
∫
Ω
∇ × u · ∇ × v dx + ∫
Ω
µρuv dx) and that
H(curl,Ω)= Y ⊕ Y⊥ρ .
Pρ , 0 ρ, denotes the projection operator: H(curl,Ω)→ Y⊥ρ . By a conjugate-linear functional,
we mean a functional such that b(αu+ βv)= αb(u)+ βb(v). In this section we give a proof of
the following result.
LEMMA 1. – Suppose (2) and (8) are satisfied, and let aρ , 0  ρ, be the sesquilinear forms
introduced by (12) (and (9)). There exists a constant 0 < ρ0, such that given any 0 ρ < ρ0, and
given any bounded, conjugate-linear functional, b, on H(curl,Ω), with b(v)= 0 for all v ∈ Y ,
there is a unique Ψρ ∈ Y⊥ρ which satisfies:
aρ(Ψρ, v)= b(v) ∀v ∈H(curl,Ω).
Furthermore, there exists a constant C, independent of ρ and b, such that:
‖Ψρ‖H(curl,Ω)  C sup
‖v‖H(curl)=1
∣∣b(v)∣∣.
The constant C depends on the domains {Bj }mj=1, Ω , the constants {µj , εj }mj=0, the frequency
ω, and d0, but is otherwise independent of the points {zj }mj=1.
In order to prove this lemma it is convenient to introduce a decomposition of aρ . Pick a fixed,
positive number λ with
λ > ω2,
and write aρ as
aρ =Aρ +Bρ,
where
Aρ(u, v)=
∫
Ω
1
ερ
∇ × u · ∇ × v dx + (λ−ω2)∫
Ω
µρu · v dx
and
Bρ(u, v)=−λ
∫
Ω
µρu · v dx.
The sesquilinear form Aρ is uniformly continuous and uniformly coercive on
H(curl,Ω)× H(curl,Ω) (since Re(Aρ(u,u))  c‖u‖2H(curl) for some c > 0). It is convenient
to introduce a family of bounded linear operators:
Kρ :H(curl,Ω)→H(curl,Ω)
by
Aρ(Kρu, v)= Bρ(Pρu, v)=−λ
∫
Ω
µρPρu · v dx,
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for all u and v in H(curl,Ω). As before, Pρ denotes the projection operator H(curl,Ω)→ Y⊥ρ .
This decomposition of aρ and the introduction of the operator Kρ generalizes an idea found
in [14]. We first show:
LEMMA 2. – Let ρn be a sequence converging to zero. The linear operators {Kρn} are
collectively compact and Kρn converges pointwise to K0 (as ρn approaches 0). Similarly
the operators {PρnKρnPρn} are collectively compact, and PρnKρnPρn converges pointwise to
P0K0P0 (as ρn approaches 0).
Proof. – We remind the reader that the operators {Kρn} are collectively compact iff the set
{Kρn(u): 1  n,u ∈ H(curl,Ω),‖u‖H(curl,Ω)  1} is relatively compact (i.e., its closure is
compact) in H(curl,Ω), cf. [2]. Fix u in H(curl,Ω), then
Aρn
(
(Kρn −K0)u, v
)= Bρn(Pρnu, v)−B0(P0u,v)+A0(K0u,v)−Aρn(K0u,v),(15)
for all v ∈H(curl,Ω). We first want to check that
∥∥(Pρn − P0)u∥∥L2(Ω) → 0.(16)
A simple calculation, using the definition of Pρu, gives:∫
Ω
µρn
(
(I −Pρn)u− (I − P0)u
) · ∇q dx
=
∫
Ω
(
µρn(I − Pρn)u−µ0(I −P0)u
) · ∇q dx + ∫
Ω
(µ0 −µρn)(I − P0)u · ∇q dx
=
∫
Ω
(µρn −µ0)u · ∇q dx +
∫
Ω
(µ0 −µρn)(I − P0)u · ∇q dx
=
m∑
j=1
∫
zj+ρnBj
(
µj −µ0)P0u · ∇q dx.
The functions (I −Pρn)u and (I −P0)u are by definition in the space Y (i.e., they are gradients)
and from the above identity we thus conclude that:∥∥(Pρn − P0)u∥∥L2(Ω) = ∥∥(I − Pρn)u− (I − P0)u∥∥L2(Ω)
C sup
‖∇q‖
L2 (Ω)=1
∣∣∣∣∣
m∑
j=1
∫
zj+ρnBj
(
µj −µ0)P0u · ∇q dx
∣∣∣∣∣
C
(
m∑
j=1
∫
zj+ρnBj
|P0u|2 dx
)1/2
→ 0,
as ρn → 0. This verifies (16). From the assertion (16) we easily infer that
sup
‖v‖H(curl)=1
∣∣Bρn(Pρnu, v)−B0(P0u,v)∣∣→ 0,(17)
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as ρn → 0. It is also clear that
sup
‖v‖H(curl)=1
∣∣A0(K0u,v)−Aρn(K0u,v)∣∣→ 0,
as ρn → 0, and a combination of this fact with (15) and (17) now yields:
sup
‖v‖H(curl)=1
∣∣Aρn((Kρn −K0)u, v)∣∣→ 0,
as ρn → 0. Since Aρn is uniformly coercive on H(curl,Ω)×H(curl,Ω), it now follows that:∥∥(Kρn −K0)u∥∥H(curl,Ω) → 0 as ρn → 0.
This verifies the pointwise convergence of the Kρn .
Let Kτm(um) be any sequence from the set {Kρn(u): 1 n,u ∈H(curl,Ω), ‖u‖H(curl)  1}.
In order to verify the collective compactness of the operators {Kρn} we need to show that this
sequence contains a convergent subsequence. By extraction of a subsequence (still referred to
as Kτm(um)) we may assume that either: (1) τm = τ is constant (i.e., independent of m) or: (2)
τm → 0 as m→∞. We may also assume that um converges weakly to some u∞ ∈H(curl,Ω).
We introduce the sequence u′m = um−u∞. Clearly ‖u′m‖H(curl,Ω)  2 and u′m converges weakly
to zero. From the definition of Kτm and the fact that ‖Pτmu‖L2(Ω)  C‖u‖H(curl,Ω) (Proposition
2 in Appendix 1) it follows immediately that:∥∥Kτm(u)∥∥H(curl,Ω)  C‖Pτmu‖L2(Ω)  C‖u‖H(curl,Ω),
for any u ∈H(curl,Ω), in particular∥∥Kτm(u′m)∥∥H(curl,Ω)  C‖u′m‖H(curl,Ω)  C.
We now proceed to show that a subsequence of Kτm(u′m) converges (strongly) to zero; since
Kτm(um)=Kτm(u′m)+Kτm(u∞), and since τm is either constant (= τ ) or converges to zero, this
will clearly verify that a subsequence of Kτm(um) is strongly convergent (to Kτ (u∞) or K0(u∞),
respectively). From the boundedness of ‖u′m‖H(curl,Ω) and Proposition 2 in Appendix 1 it follows
that ‖Pτmu′m‖H(curl,Ω) is bounded (independently of m). Since τm is either constant or converges
to zero, it now follows from Proposition 3 in Appendix 1 that Pτmu′m has a strongly convergent
subsequence in L2(Ω). For simplicity we also denote this subsequence by Pτmu′m. Since u′m
converges weakly to zero (in H(curl,Ω)) the limit of Pτmu′m must necessarily be zero. Using the
definition of Kτm :
sup
‖v‖H(curl)=1
∣∣Aτm(Kτmu′m,v)∣∣= sup‖v‖H(curl)=1
∣∣Bτm(Pτmu′m,v)∣∣
= sup
‖v‖H(curl)=1
∣∣∣∣∣λ
∫
Ω
µτmPτmu
′
mv dx
∣∣∣∣∣
C‖Pτmu′m‖L2(Ω).
Since Aτm is uniformly coercive and since ‖Pτmu′m‖L2(Ω) → 0 we conclude from the above
estimate that
‖Kτmu′m‖H(curl,Ω) → 0,
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which is exactly what we are aiming at. The statements about the collective compactness of the
sequence {PρnKρnPρn} and its pointwise convergence to P0K0P0 follow immediately from what
we have already proven in combination with the uniform continutity of the projections Pρ , and
their pointwise convergence to P0, as ρ→ 0. ✷
Remark. – We note that in the proof of Lemma 2 the points {zj }mj=1 stay fixed and only the
size parameter ρ changes. If the points {zj }mj=1 are allowed to change (i.e. one has a sequence
of sets of points {znj }mj=1, 1  n) still subject to the assumption (2), then the present argument
immediately extends to show that the corresponding sequence of operatorsKρn,{znj } is convergent
and collectively compact. In short, the argument remains the same, but the notation becomes
much more cumbersome (see [19]).
Let q0 denote the solution to the boundary value problem:
'q0 = 0 in Ω,
∂
∂ν
q0 = 1
ω2µ0
div∂Ω g on ∂Ω.
Variationally this means that q0 lies H 1(Ω), with∫
Ω
∇q0 · ∇v dx = 1
ω2µ0
∫
∂Ω
div∂Ω gv dσ ∀v ∈H 1(Ω).(18)
Remember that the tangential field g always minimally has div∂Ωg in H−1/2(∂Ω). Before we
proceed to give a proof of Lemma 1 we summarize some properties of the field H˜0 =H0 −∇q0
in the following lemma.
LEMMA 3. – Suppose g is in TH−1/2div (∂Ω), and let q0 be as above. The conjugate-linearfunctional
v→ l˜(v)=
∫
∂Ω
g · v dσx +ω2µ0
∫
Ω
∇q0 · v dx
is continuous on H(curl,Ω), and it vanishes on Y . Let H0 ∈ H(curl,Ω) denote the unique
solution to (10). The field H˜0 =H0 −∇q0 ∈H(curl,Ω) lies in Y⊥0 , and it satisfies:
a0(H˜0, v)= l˜(v),
for all v ∈H(curl,Ω).
Proof. – For g tangential and sufficiently smooth it follows that:
l˜(∇q)=
∫
∂Ω
g · ∇q dσx +ω2µ0
∫
Ω
∇q0 · ∇q dx
=
∫
∂Ω
g · ∇T q dσx +ω2µ0
∫
Ω
∇q0 · ∇q dx
=−
∫
∂Ω
div∂Ω gq dσx +
∫
∂Ω
div∂Ω gq dσx
= 0,
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for all q ∈ H 1(Ω). Here ∇T denotes the “tangential gradient”. Due to Proposition 2 in
Appendix 1, and the fact that the norm ‖ · ‖H(curl,Ω) is equivalent to the norm ‖ · ‖H 1(Ω) on
the space Y⊥0 (see [9] or [16]) we now obtain the estimates:
sup
‖v‖H(curl)=1
∣∣l˜(v)∣∣  C sup
{v∈Y⊥0 ,‖v‖H(curl)=1}
∣∣l˜(v)∣∣
 C sup
{v∈Y⊥0 ,‖v‖H1(Ω)=1}
∣∣l˜(v)∣∣
 C
(‖g‖H−1/2(∂Ω) + ‖q0‖H 1(Ω))
 C
(‖g‖H−1/2(∂Ω) + ‖div∂Ω g‖H−1/2(∂Ω)).
(19)
This demonstrates the desired continuity and vanishing properties of l˜, for all g ∈ TH−1/2div (∂Ω).
A simple calculation gives:∫
Ω
(H0 −∇q0) · ∇q dx =
∫
Ω
H0 · ∇q dx −
∫
Ω
∇q0 · ∇q dx
=− 1
ω2µ0
a0(H0,∇q)− 1
ω2µ0
∫
∂Ω
div∂Ω gq dσx
=− 1
ω2µ0
∫
∂Ω
g · ∇q dσx − 1
ω2µ0
∫
∂Ω
div∂Ω gq dσx
= 0,
for q ∈ C∞(Ω). This immediately verifies that ∇ · H˜0 = 0 in Ω , and that H˜0 · ν = 0 on ∂Ω , i.e.,
it verifies that H˜0 lies in Y⊥0 . A simple calculation also gives that:
a0(H˜0, v)= a0(H0, v)+ω2µ0
∫
Ω
∇q0 · v dx
=
∫
∂Ω
g · v dσx +ω2µ0
∫
Ω
∇q0 · v dx
= l˜(v). ✷
Proof of Lemma 1. – We want to solve the variational problem:
find Ψρ ∈ Y⊥ρ such that for all v in H(curl,Ω)
aρ(Ψρ, v)= b(v).
(20)
Since aρ(Ψρ, v)= 0 and b(v)= 0 for all v ∈ Y the problem (20) is equivalent to:
find Ψρ ∈ Y⊥ρ such that for all v in Y⊥ρ
aρ(Ψρ, v)= b(v).
This latter problem can be rewritten as:
Aρ(Ψρ, v)+Bρ(Ψρ, v)= b(v) ∀v ∈ Y⊥ρ ,
H. AMMARI ET AL. / J. Math. Pures Appl. 80 (2001) 769–814 781
or as
Aρ
(
(I +Kρ)Ψρ, v
)= b(v) ∀v ∈ Y⊥ρ .
Since Aρ((I − Pρ)u, v)= 0 for all u ∈H(curl,Ω), v ∈ Y⊥ρ , we have
Aρ
(
(I +Kρ)Ψρ, v
)=Aρ((I + PρKρ)Ψρ, v) ∀v ∈ Y⊥ρ .
From the fact that Aρ is uniformly continuous and coercive on Y⊥ρ it now follows that the
variational problem (20) is equivalent to:
find Ψρ ∈ Y⊥ρ such that (I + PρKρPρ)Ψρ = Fρ.(21)
Here the function Fρ ∈ Y⊥ρ is defined by Aρ(Fρ, v)= b(v) for all v ∈ Y⊥ρ , and therefore satisfies
‖Fρ‖H(curl,Ω) C sup
‖v‖H(curl)=1
∣∣b(v)∣∣.
Since Fρ is in Y⊥ρ it makes no difference whether we seek the solution to (21) in all of H(curl,Ω)
or just in Y⊥ρ (it will always lie in the latter). We now finally conclude that the variational problem
(20) is equivalent to:
find Ψρ ∈H(curl,Ω) such that (I + PρKρPρ)Ψρ = Fρ.(22)
Due to Lemma 3, the original variational problem (10) for the field H0 is equivalent to:
find H˜0 ∈ Y⊥0 such that for all v in H(curl,Ω)
a0(H˜0, v)= l˜(v).
By the same arguments as we just went through earlier in this proof, the original variational
problem (10) for the field H0 is thus equivalent to:
find H˜0 ∈H(curl,Ω) such that (I + P0K0P0)H˜0 = F˜ ,
with F˜ ∈ Y⊥0 defined by A0(F˜ , v)= l˜(v) for all v ∈ Y⊥0 (and H0 = H˜0 +∇q0). The fact that this
problem has a unique solution (assumption (8)) implies that I +P0K0P0 is an invertible operator.
For any sequence ρn converging to zero we have already verified that PρnKρnPρn are collectively
compact and converge pointwise to P0K0P0. From the theory of collectively compact operators
(cf. [2]) it now follows, just as in [19], that there exist some ρ0 so that the operators I +PρKρPρ
are invertible for 0 ρ < ρ0, with∥∥(I + PρKρPρ)−1F∥∥H(curl,Ω)  C‖F‖H(curl,Ω),(23)
for some C, independent of ρ. Based on (22) and (23) it follows immediately that the variational
problem (20) has a unique solution Ψρ ∈ Y⊥ρ satisfying
‖Ψρ‖H(curl,Ω)  C sup
‖v‖H(curl)=1
∣∣b(v)∣∣.
This completes the proof of Lemma 1. ✷
782 H. AMMARI ET AL. / J. Math. Pures Appl. 80 (2001) 769–814
Remark. – From the remark immediately after the proof of Lemma 2 it follows that the
constants (ρ0 and C) in Lemma 1 depend on d0 (of the assumption (2)) but that they may easily
be seen otherwise to be independent of the points {zj }mj=1.
4. Well-posedness
We remind the reader of the definition of the spaces Y and Y⊥ρ :
Y = {v: v =∇q, q ∈H 1(Ω)}
and
Y⊥ρ =
{
v ∈H(curl,Ω): ∇ · (µρv)= 0 in Ω,µρv · ν = 0 on ∂Ω
}
.
We note that the space Y and the space Y⊥ρ are closed subspaces of H(curl,Ω), that these spaces
are orthogonal in the innerproduct 〈u,v〉ρ =
∫
Ω µρuv dx (as well as in the the innerproduct
[u,v]ρ =
∫
Ω
∇ × u · ∇ × v dx + ∫
Ω
µρuv dx) and that:
H(curl,Ω)= Y ⊕ Y⊥ρ .
We introduce qρ as the solution to:
∇ · (µρ∇qρ)= 0 in Ω,
µρ
∂
∂ν
qρ = 1
ω2
div∂Ω g on ∂Ω.
Variationally this means that qρ lies in H 1(Ω), with∫
Ω
µρ∇qρ · ∇v dx = 1
ω2
∫
∂Ω
div∂Ω gv dσ ∀v ∈H 1(Ω).
If we now define H˜ρ =Hρ −∇qρ , then we obtain, in the same fashion as with H˜0, the following
variational characterization of H˜ρ :
H˜ρ is in Y⊥ρ and aρ(H˜ρ, v)= l˜ρ(v) ∀v ∈H(curl,Ω).(24)
Here aρ is as defined in (12), and l˜ρ(v) is given by:
l˜ρ (v)=
∫
∂Ω
g · v dx +ω2
∫
Ω
µρ∇qρ · v dx.
As before, we note that l˜ρ is continuous on H(curl,Ω), and vanishes on Y . From Lemma 1 it
now follows that the problem (24) is uniquely solvable for ρ sufficiently small. From this lemma
it also follows that:
‖H˜ρ‖H(curl,Ω)  C sup
‖v‖H(curl)=1
∣∣l˜ρ(v)∣∣
 C sup
{v∈Y⊥0 ,‖v‖H(curl)=1}
∣∣l˜ρ (v)∣∣
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 C sup
{v∈Y⊥0 ,‖v‖H1(Ω)=1}
∣∣l˜ρ(v)∣∣
 C
(‖g‖H−1/2(∂Ω) +‖qρ‖H 1(Ω))
 C
(‖g‖H−1/2(∂Ω) +‖div∂Ω g‖H−1/2(∂Ω)).
We have thus verified the existence and uniqueness of Hρ , the solution to (11), for ρ sufficiently
small (a minor part of the statement of Theorem 1) and we have also verified the estimate:
‖Hρ‖H(curl,Ω)  ‖H˜ρ‖H(curl,Ω) + ‖∇qρ‖L2(Ω)
C
(‖div∂Ω g‖H−1/2(∂Ω) + ‖g‖H−1/2(∂Ω)),
with C independent of ρ (and the location of the points {zj }mj=1). Fairly standard elliptic
regularity results ensure that Hρ is piecewise smooth (and thus a “generalized” strong solution
to (4), (5)) provided g is smooth (for more details, see for instance the proof of Lemma 4 and
[20]).
5. Two auxiliary fields
In this section we construct two auxiliary fields h∗ and ∇q∗. These fields and H0 allow us to
obtain aproximations to Hρ of order ρ5/2. Indeed, as we shall show in the following section:
∥∥∥∥Hρ(x)−H0(x)−∇yq∗
(
x
ρ
)∥∥∥∥
L2(Ω)
Cρ5/2, and
∥∥∥∥∇x ×
(
Hρ(x)−H0(x)− ρh∗
(
x
ρ
))∥∥∥∥
L2(Ω)
 Cρ5/2.
As already stated earlier, we restrict our proof of Theorem 1 to the case of one inhomogeneity
(i.e., m = 1). We suppose this inhomogeneity is centered at 0, so it has the form ρB . The
assumption (2) simply becomes 0 ∈Ω with 0 < d0  dist(0, ∂Ω). The general case of Theorem 1
may be verfied by a fairly direct iteration of the arguments we present here, adding one
inhomogeneity at a time. For reasons of brevity, we leave the details of this verification to the
reader.
5.1. The field h∗
Let S denote the space:
S =
{
v:
v
(1+ r2)1/2 ∈L
2(
R
3),∇ × v ∈ L2(R3),
∇ · v = 0 in R3 \B,∇ · v = 0 in B, and µ0(v · ν)+ = µ1(v · ν)− across ∂B
}
.
(25)
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We introduce the vector field h∗ by the requirements that h∗ ∈ S and
∫
R3\B
1
ε0
∇ × h∗ · ∇ × v dx +
∫
B
1
ε1
∇ × h∗ · ∇ × v dx
=
(
1
ε0
− 1
ε1
)∫
∂B
(∇ ×H0)(0)× ν · v dσx,
(26)
for any v ∈ S. Since
∫
∂B
(∇ ×H0)(0)× ν · v dσx = (∇ ×H0)(0) ·
∫
B
∇ × v dx,
and since, according to Lemma 12 in Appendix 2, v→‖∇×v‖L2(R3) is a norm on S (equivalent
to the natural norm) it follows immediately that h∗ exists and is unique.
LEMMA 4. – The vector field h∗ has the following properties:
'h∗ = 0 in R3 \B and in B ,
∇ · h∗ = 0 in R3 \B and in B ,
1
ε0
(∇ × h∗)+ × ν − 1
ε1
(∇ × h∗)− × ν =−( 1
ε0
− 1
ε1
)(∇ ×H0)(0)× ν on ∂B ,
µ0(h∗ · ν)+ = µ1(h∗ · ν)− on ∂B and h∗ × ν is continuous across ∂B ,
h∗(y)= O(|y|−1) uniformly as |y| →∞.
Outline of proof (with details left to the reader). – Let w to be a smooth vector field with
compact support. Introduce the space:
R =
{
p | p
(1+ r2)1/2 ∈L
2(
R
3),∇p ∈L2(R3)},
endowed with the norm
p→‖∇p‖L2(R3),
and let s ∈ R denote the unique solution to:
∫
R3\B
µ0∇s · ∇p dx +
∫
B
µ1∇s · ∇p dx =
∫
R3\B
µ0w · ∇p dx +
∫
B
µ1w · ∇p dx ∀p ∈R.
It is quite easy to see that this solution, s ∈R, satisfies:
∇ · (µ0∇s)=∇ · (µ0w) in B,
∇ · (µ1∇s)=∇ · (µ1w) in R3 \B,
µ0(∇s · ν)+ −µ1(∇s · ν)− = (µ0 −µ1)w · ν on ∂B,
and therefore v˜ =w−∇s lies in the space S. Next, notice that
∫
∂B
(∇ ×H0)(0)× ν · ∇s dσx = 0,
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so that when v˜ is used as a test function in the equation defining h∗, the ∇s part drops out, and
we obtain: ∫
R3\B
1
ε0
∇ × h∗ · ∇ ×w dx +
∫
B
1
ε1
∇ × h∗ · ∇ ×w dx
=
(
1
ε0
− 1
ε1
)∫
∂B
(∇ ×H0)(0)× ν ·w dσx.
By taking w whose supports lie entirely in B we conclude that h∗ is smooth in B and that
−'h∗ = ∇ × (∇ ×h∗)= 0 in B . By taking w whose supports lie entirely in R3 \B we conclude
that h∗ is smooth in R3 \ B and that −'h∗ = ∇ × (∇ × h∗) = 0 in R3 \ B . The fact that the
solution h∗ is smooth up to the boundary, ∂B (approaching from either side) may be proven by
employing reflection principles in the same way as done in the appendix of [15] for a related
problem. It is a well known fact that the tangential component of h∗ is continuous across ∂B ,
due to the fact that h∗ lies in S. The remaining two jump conditions across ∂B may be derived
by fairly standard integration by parts.
Since 'h∗ = 0 outside a sufficiently large sphere and since h∗ is in S, it is well known that
h∗(y)= O(|y|−1) uniformly as |y| tends to infinity (cf. [16], pp. 48–51, or [6]). ✷
We may derive better bounds at infinity for h∗ (than O(|y|−1)) due to the fact that∫
∂B
(∇ × H0)(0) × ν dσ = 0. To obtain these we first observe that if Ψ = (Φ,Φ,Φ)t with
Φ(x,y)= 14π |x−y| , then:∫
R3\B
1
ε0
∇ × h∗(x) · ∇x ×Ψ (x, y)dx +
∫
B
1
ε1
∇ × h∗(x) · ∇x ×Ψ (x, y)dx
=
(
1
ε0
− 1
ε1
)∫
∂B
(∇ ×H0)(0)× ν ·Ψ (x, y)dσx.
(27)
This formula is obtained by a simple limiting process from the corresponding formula, obtained
for smooth test fields with compact support in the proof of Lemma 4. For smooth test fields with
compact support we also have:∫
R3\B
∇ × h∗(x) · ∇ ×w(x)dx
=
∫
R3\B
h∗(x) · ∇ × (∇ ×w(x))dx − ∫
∂B
h∗(x) · (∇ ×w(x))× ν(x)dσx
=−
∫
R3\B
h∗(x) ·'w(x)dx +
∫
R3\B
h∗(x) · ∇(∇ ·w(x))dx
−
∫
∂B
h∗(x) · (∇ ×w(x))× ν(x)dσx
=−
∫
R3\B
h∗(x) ·'w(x)dx −
∫
∂B
h∗(x) · ν∇ ·w(x)dσx −
∫
∂B
h∗(x) · (∇ ×w(x))× ν dσx.
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A simple limiting process allows us to replace w(·) by Ψ (·, y), y ∈R3 \B , in the very left- and
the very right-hand side of these identities. We thus obtain:
∫
R3\B
∇ × h∗(x) · ∇x ×Ψ (x, y)dx
= h∗(y)−
∫
∂B
h∗(x) · ν∇x ·Ψ (x, y)dσx −
∫
∂B
h∗(x) · (∇x ×Ψ (x, y))× ν dσx
= h∗(y)+O(|y|−2), as |y| →∞.
(28)
By a combination of (27) and (28)
1
ε0
h∗(y)=−
∫
B
1
ε1
∇ × h∗(x) · ∇x ×Ψ (x, y)dx
+
(
1
ε0
− 1
ε1
)∫
∂B
(∇ ×H0)(0)× ν(x) ·Ψ (x, y)dσx +O
(|y|−2)
=
(
1
ε0
− 1
ε1
)∫
∂B
(∇ ×H0)(0)× ν(x) ·
(
Ψ (x, y)−Ψ (0, y))dσx +O(|y|−2)
= 1
4π
(
1
ε0
− 1
ε1
)∫
∂B
(∇ ×H0)(0)× ν(x) · |y| − |x − y||x − y||y| dσx +O
(|y|−2)
=O(|y|−2),
as |y| →∞, i.e.,
h∗(y)= O(|y|−2) as |y|→∞.(29)
In the second of the identies above we have used that∫
∂Ω
(∇ ×H0(0))× ν dσ = 0.
For the gradient we simimilarly obtain:
∇h∗(y)= O(|y|−3) as |y|→∞.(30)
The following lemma will prove useful later:
LEMMA 5. – Let B be a sufficiently large open ball that Ω ⊂ B, and let h∗ be as introduced
above. Then:
(∫
Ω
∣∣∣∣h∗
(
x
ρ
)∣∣∣∣
2
dx
)1/2
 Cρ3/2,
( ∫
B\Ω
∣∣∣∣∇x × h∗
(
x
ρ
)∣∣∣∣
2
dx
)1/2
 Cρ2.
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Proof. – Using (29) we get
(∫
Ω
∣∣∣∣h∗
(
x
ρ
)∣∣∣∣
2
dx
)1/2
=
(
ρ3
∫
Ω/ρ
∣∣h∗(y)∣∣2 dy
)1/2
 Cρ3/2.
Using (30) we get( ∫
B\Ω
∣∣∣∣∇x × h∗
(
x
ρ
)∣∣∣∣
2
dx
)1/2
=
(
ρ
∫
ρ−1(B\Ω)
∣∣∇y × h∗(y)∣∣2 dy
)1/2

(
ρC
D/ρ∫
d/ρ
r−4 dr
)1/2
 Cρ2. ✷
5.2. The field ∇q∗
Let q∗ be the unique (scalar) solution to:
'q∗ = 0 in R3 \B and in B,
q∗ is continuous across ∂B,
µ0(∇q∗ · ν)+ −µ1(∇q∗ · ν)− =−(µ0 −µ1)H0(0) · ν on ∂B
and lim|y|→∞q
∗(y)= 0.
It is quite easy to see that q∗(y) is bounded by C|y|−1 and that ∇q∗(y) is bounded by C|y|−2 as
|y|→∞ (cf. [10]) but as was the case with h∗ there are even better estimates which hold, due to
the fact that
∫
∂B H0(0) · ν dσ = 0. To obtain these we express q∗(y) for y in R3 \B as follows:
q∗(y)=
∫
R3\B
∇q∗(x) · ∇xΦ(x, y)dx +
∫
∂B
∂
∂νx
Φ(x, y)q∗(x)dσx,
where Φ(x,y)= 14π |x−y| . Next we notice that:
µ1
∫
B
∇q∗(x) · ∇xΦ(x, y)dx +µ0
∫
R3\B
∇q∗(x) · ∇xΦ(x, y)dx
= (µ0 −µ1)∫
∂B
H0(0) · νxΦ(x, y)dσx,
and, after combination with the previous identity, this yields:
q∗(y) = −µ
1
µ0
∫
B
∇q∗(x) · ∇xΦ(x, y)dx +
∫
∂B
∂
∂νx
Φ(x, y)q∗(x)dσx
+
(
1− µ
1
µ0
)∫
∂B
H0(0) · νxΦ(x, y)dσx.
(31)
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Since
∫
∂B
H0(0) · νx dσx = 0,∫
∂B
H0(0) · νxΦ(x, y)dσx =
∫
∂B
H0(0) · νx
(
Φ(x,y)−Φ(0, y))dσx
= 1
4π
∫
∂B
H0(0) · νx |y| − |x − y||x − y||y| dσx
= O(|y|−2) as |y|→∞.
By inserting this into (31) we immeditately obtain:
q∗(y)= O(|y|−2) as |y| →∞.(32)
For the derivative we similarly obtain:
∇q∗(y)= O(|y|−3) as |y| →∞.(33)
It will turn out to be convenient also to introduce a slight variation of q∗, that satisfies a
modified jump condition at ∂B and a specific boundary conditions on the boundary of the domain
Ω˜ = ρ−1Ω . Let q∗ρ be the unique solution to the following problem:
'q∗ρ = 0 in Ω˜ \B and in B,
q∗ρ is continuous across ∂B,
µ0(∇q∗ρ · ν)+ −µ1(∇q∗ρ · ν)− =−
(
µ0 −µ1)H0(ρy) · ν on ∂B,
∇q∗ρ · ν =−ρh∗(y) · ν on ∂Ω˜,∫
∂Ω˜
q∗ρ dσy = 0.
The easily verifiable facts that
∫
∂B H0(ρy) · ν dσy = 0 and that
∫
∂Ω˜ h
∗(y) · ν dσy = 0 guarantee
the existence of this q∗ρ . The following lemma estimates the difference between q∗ρ and q∗:
LEMMA 6. – With q∗ and q∗ρ as introduced above:
∥∥∥∥(∇yq∗ − ∇yq∗ρ)
(
x
ρ
)∥∥∥∥
L2(Ω)
 Cρ5/2.
Proof. – Set w(y)= (q∗ − q∗ρ)(y), then
∫
Ω˜\B
µ0|∇w|2 dy +
∫
B
µ1|∇w|2 dy =
∫
∂Ω˜
µ0∇q∗ · νw dσy +
∫
∂Ω˜
µ0ρh∗ · νw dσy
+ (µ0 −µ1)∫
∂B
(
H0(0)−H0(ρy)
) · νw dσy.
(34)
We also have (by the change of variable x = ρy and use of (33)),
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∫
∂Ω˜
µ0∇q∗ · νw dσy
∣∣∣∣∣= ρ−2
∣∣∣∣∣
∫
∂Ω
µ0(∇yq∗ · ν)
(
x
ρ
)
w
(
x
ρ
)
dσx
∣∣∣∣∣
 Cρ−2
∥∥∥∥(∇yq∗ · ν)
(
x
ρ
)∥∥∥∥
L∞(∂Ω)
∥∥∥∥w
(
x
ρ
)∥∥∥∥
L2(∂Ω)
 Cρ
(∥∥∥∥∇xw
(
x
ρ
)∥∥∥∥
L2(Ω)
+
∥∥∥∥w
(
x
ρ
)∥∥∥∥
L2(Ω)
)
.
The term ‖w(x
ρ
)‖L2(Ω) can be estimated as follows:
∥∥∥∥w
(
x
ρ
)∥∥∥∥
L2(Ω)
 C
(∥∥∥∥∇xw
(
x
ρ
)∥∥∥∥
L2(Ω)
+
∣∣∣∣∣
∫
∂Ω
w
(
x
ρ
)
dσx
∣∣∣∣∣
)
,
with ∣∣∣∣∣
∫
∂Ω
w
(
x
ρ
)
dσx
∣∣∣∣∣=
∣∣∣∣∣
∫
∂Ω
q∗
(
x
ρ
)
dσx
∣∣∣∣∣ Cρ2.
Therefore ∣∣∣∣∣
∫
∂Ω˜
µ0∇q∗ · νw dσy
∣∣∣∣∣  Cρ
(∫
Ω
∣∣∣∣∇xw
(
x
ρ
)∣∣∣∣
2
dx
)1/2
+Cρ3
 Cρ3/2
(∫
Ω˜
∣∣∇yw(y)∣∣2 dy
)1/2
+Cρ3.
(35)
Let µ(y) denote the function given by µ(y)= µ0 y ∈R3 \B , and µ(y)= µ1, y ∈ B . To estimate
the second term in the right-hand side of (34) we note that:
∣∣∣∣∣
∫
∂Ω˜
µ0ρh∗ · νw dσy
∣∣∣∣∣ = ρ
∣∣∣∣∣
∫
∂Ω˜
µ(y)h∗ · νw dσy
∣∣∣∣∣
= ρ
∣∣∣∣∣
∫
Ω˜
µ(y)h∗ · ∇yw dy
∣∣∣∣∣
 Cρ‖∇yw‖L2(Ω˜),
(36)
since ∇ · (µh∗)= 0 in R3. Let c denote the constant c= ∫∂B w dy . Since ∫∂B(H0(ρy)−H0(0)) ·
νdσy = 0 and since H0 is a smooth vector field (in the interior of Ω) we may write
∣∣∣∣∣
∫
∂B
(
H0(ρy)−H0(0)
) · νw(y)dσy
∣∣∣∣∣ =
∣∣∣∣∣
∫
∂B
(
H0(ρy)−H0(0)
) · ν(w(y)− c)dσy
∣∣∣∣∣
 Cρ‖∇yw‖L2(B).
(37)
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By a combination of (34), (35), (36), and (37) we now get:
‖∇yw‖2L2(Ω˜)  C
(
ρ3 + ρ‖∇yw‖L2(Ω˜)
)
,
from which it immediately follows that:
‖∇yw‖L2(Ω˜)  Cρ,
or, equivalently ∥∥∥∥(∇yq∗ − ∇yq∗ρ)
(
x
ρ
)∥∥∥∥
L2(Ω)
 Cρ5/2. ✷
6. First estimates
Define:
Rρ(x)= (Hρ −H0)(x)−
(∇yq∗ρ + ρh∗)
(
x
ρ
)
.
We first note that Rρ ∈H(curl,Ω) with
∇ · (µρRρ)= 0 in Ω.
This follows immediately from the definition of the fields h∗ and ∇q∗ρ . Furthermore, from the
proof of Lemma 3 we know that
H0 · ν = 1
ω2µ0
div∂Ω g,
and similarly that
Hρ · ν = 1
ω2µ0
div∂Ω g,
on ∂Ω . These two identities imply that Hρ · ν−H0 · ν = 0 on ∂Ω , and from the definition of the
fields h∗ and ∇q∗ρ we now deduce that:
Rρ · ν = 0 on ∂Ω.
In summary: we have verified that Rρ is an element of the space Y⊥ρ . We now proceed to estimate
aρ(Rρ, v) where aρ is the sesquilinear functional
aρ(u, v)=
∫
Ω
1
ερ
∇ × u · ∇ × v dx −ω2
∫
Ω
µρu · v dx,
introduced earlier, and v is any vector field in Y⊥ρ . Integration by parts yields:
aρ(Rρ, v)=−
∫
∂Ω
1
ε0
ρ
(
∇x × h∗
(
x
ρ
))
× ν · v(x)dσx
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−
∫
∂ρB
1
ε0
(
∇x ×
(
Hρ(x)−H0(x)− ρh∗
(
x
ρ
)))+
× ν · v(x)dσx
+
∫
∂ρB
1
ε1
(
∇x ×
(
Hρ(x)−H0(x)− ρh∗
(
x
ρ
)))−
× ν · v(x)dσx
+
∫
Ω
ω2µρ
(∇yq∗ρ + ρh∗)
(
x
ρ
)
· v(x)dx
−
∫
ρB
1
ε1
ω2µ0ε0H0(x) · v(x)dx +
∫
ρB
ω2µ1H0(x) · v(x)dx.
The special form of the jump of (∇x × h∗( xρ ))× ν across ∂ρB amounts to:
ρ
[
1
ε0
(
∇x × h∗
(
x
ρ
))+
× ν − 1
ε1
(
∇x × h∗
(
x
ρ
))−
× ν
]
=−
(
1
ε0
− 1
ε1
)
(∇ ×H0)(0)× ν.
If we now also introduce the jump condition for (∇ ×Hρ)× ν across ∂ρB , integrate the terms
involving
∫
∂ρB
(∇ ×H0)× ν · v dσ by parts, and combine with the terms involving
∫
ρB
H0 · v dx ,
then we get:
aρ(Rρ, v)
=−
∫
∂Ω
1
ε0
ρ
(
∇x × h∗
(
x
ρ
))
× ν · v(x)dσx +
∫
Ω
ω2µρ
(∇yq∗ρ + ρh∗)
(
x
ρ
)
· v(x)dx
+
(
1
ε0
− 1
ε1
)∫
ρB
(∇ ×H0(x)−∇ ×H0(0)) · ∇ × v(x)dx
−ω2(µ0 −µ1) ∫
ρB
H0(x) · v(x)dx.
(38)
We shall estimate the terms in the above right-hand side one by one to obtain the following
lemma:
LEMMA 7. – With the notation introduced above:
sup
‖v‖H(curl,Ω)=1
∣∣aρ(Rρ, v)∣∣ Cρ5/2.
In order to prove this lemma it is convenient to first establish two minor auxiliary results. As
before let B be a sufficiently large open ball that Ω ⊂ B. The space Hdiv(B \Ω) is defined by:
Hdiv(B \Ω)=
{
φ: φ ∈ (L2(B \Ω))3,∇ · φ ∈L2(B \Ω)}.
LEMMA 8. – Given any ψ ∈H−1/2(∂Ω) there exists φ ∈Hdiv(B \Ω) such that φ · ν =ψ on
∂Ω , φ · ν = 0 on ∂B, and
‖φ‖L2(B\Ω) + ‖∇ · φ‖L2(B\Ω)  C‖ψ‖H−1/2(∂Ω).
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The constant C is independent of ψ , but depends on Ω and B.
Proof. – We may without loss of generality suppose that B\Ω has only one connected
component; if not we would just use a variation of the following argument component by
component. Let φ1 be a fixed, smooth vector field with compact support inside B, and for which∫
∂Ω
φ1 · ν dσx = 0.
Set:
d =
∫
∂Ω ψ dσx∫
∂Ω φ1 · ν dσx
.
The function ψ˜ =ψ − dφ1 · ν satisfies
∫
∂Ω
ψ˜ dσx = 0, and we may therefore solve the problem:
'w= 0 in B \Ω,
∇w · ν = ψ˜ on ∂Ω, ∇w · ν = 0 on ∂B.
The solution w satisfies
‖∇w‖L2(B\Ω) C‖ψ˜‖H−1/2(∂Ω)  C‖ψ‖H−1/2 (∂Ω).
Consequently
φ =∇w+ dφ1,
satisfies
‖φ‖L2(B\Ω)  C‖ψ‖H−1/2 (∂Ω),
‖∇ · φ‖L2(B\Ω) = |d|‖∇ · φ1‖L2(B\Ω)  C‖ψ‖H−1/2(∂Ω),
and
φ · ν = ψ˜ + dφ1 · ν =ψ on ∂Ω,
φ · ν = 0+ dφ1 · ν = 0 on ∂B. ✷
It is well known that
‖v‖H 1/2(∂Ω)  C
(‖∇ × v‖L2(Ω) + ‖v‖L2(Ω)),
for all v ∈ Y⊥0 (cf. [16] or [9]). The following lemma asserts that the same trace estimate holds
uniformly over the spaces Y⊥ρ , 0 < ρ < ρ0.
LEMMA 9. – There exists a constant C, such that
‖v‖H 1/2(∂Ω)  C
(‖∇ × v‖L2(Ω) + ‖v‖L2(Ω)),
for all v ∈ Y⊥ρ , 0 < ρ < ρ0.
Proof. – Let D be a fixed subdomain of Ω that contains ρB , 0 < ρ < ρ0 and that is bounded
away from ∂Ω . Let ψ be a smooth cut-off function, with ψ = 1 in a neighborhood of ∂Ω and
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ψ = 0 in D. If v is an element of Y⊥ρ for some 0 < ρ < ρ0, then the function ψv lies in L2(Ω).
At the same time:
∇ × (ψv)=ψ∇ × v+∇ψ × v lies in L2(Ω),
∇ · (ψv)=ψ∇ · v+∇ψ · v =∇ψ · v lies in L2(Ω),
with the estimate∥∥∇ × (ψv)∥∥
L2(Ω) +
∥∥∇ · (ψv)∥∥
L2(Ω)  C
(‖∇ × v‖L2(Ω) + ‖v‖L2(Ω)).(39)
Since ψv · ν = 0 on ∂Ω , it now follows from a combination of (39) and Theorem 5.11 of [16]
(or Theorem 6.1 of [9]) that:
‖ψv‖H 1(Ω) C
(∥∥∇ × (ψv)∥∥
L2(Ω) +
∥∥∇ · (ψv)∥∥
L2(Ω)
)
C
(‖∇ × v‖L2(Ω) + ‖v‖L2(Ω)).
The standard trace estimate therefore yields:
‖v‖H 1/2(∂Ω) = ‖ψv‖H 1/2 (∂Ω)
C‖ψv‖H 1 (Ω)
C
(‖∇ × v‖L2(Ω) + ‖v‖L2(Ω)),
exactly as desired. ✷
We are now ready to proceed with:
Proof of Lemma 7. – The third term in (38) is very simple to estimate. Using the regularity of
the field H0, we obtain:∣∣∣∣∣
∫
ρB
(
1
ε0
− 1
ε1
)(∇ ×H0(x)−∇ ×H0(0)) · ∇ × v dx
∣∣∣∣∣ Cρ5/2‖∇ × v‖L2(Ω).(40)
Since Rρ is in Y⊥ρ , it follows immediately from Proposition 2 in Appendix 1 that
sup
‖v‖H(curl,Ω)=1
∣∣aρ(Rρ, v)∣∣ C sup
{v∈Y⊥ρ ,‖v‖H(curl,Ω)=1}
∣∣aρ(Rρ, v)∣∣.
For the estimation of the remaining three terms of (38) it is is important that we only have to
consider v ∈ Y⊥ρ . We start with the last term of (38). Let B be a sufficiently large open ball that
Ω ⊂ B. From Lemma 2.4 (and Theorem 2.4) of [18] we know that there exists v˜ ∈H 1(B \Ω)
such that
∇ · v˜ = 0 in B \Ω, v˜ = v on ∂Ω, v˜ = 0 on ∂B,
and
‖v˜‖H 1(B\Ω)  ‖v‖H 1/2(∂Ω)  ‖v‖H(curl,Ω).(41)
For the last estimate we the fact that v ∈ Y⊥ρ , and the trace inequality of Lemma 9. Now define:
V (x)=
{
v(x) for x ∈Ω ,
v˜(x) for x ∈ B \Ω ,
0 for x ∈R3 \ B.
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With this definition we calculate:
∣∣∣∣∣
∫
ρB
H0(x) · v(x)dx
∣∣∣∣∣ =
∣∣∣∣∣
∫
ρB
H0(x) · V (x)dx
∣∣∣∣∣
= ρ3
∣∣∣∣∣
∫
B
H0(ρy) · V (ρy)dy
∣∣∣∣∣
 Cρ3
(∫
B
∣∣V (ρy)∣∣2 dy
)1/2
 Cρ3
( ∫
R3
|V (ρy)|2
1+ |y|2 dy
)1/2
.
(42)
Since V (ρ·) has compact support, satisfies ∇ · (µV (ρ·))= 0 and has ∇ ×V (ρ·) in L2(R3) (i.e.,
lies in the space S) it follows from Lemma 12 of Appendix 2, that
( ∫
R3
|V (ρy)|2
1+ |y|2 dy
)1/2
 C
( ∫
R3
∣∣∇y × V (ρy)∣∣2 dy
)1/2
= Cρ−1/2
( ∫
R3
∣∣∇x × V (x)∣∣2 dx
)1/2
 Cρ−1/2
(‖v‖H(curl,Ω) +‖v˜‖H 1(BR\Ω))
 Cρ−1/2‖v‖H(curl,Ω).
(43)
For the last inequality we have used (41). A combination of (42) and (43) gives:
∣∣∣∣∣
∫
ρB
H0(x) · v(x)dx
∣∣∣∣∣ Cρ5/2‖v‖H(curl,Ω).(44)
This is the desired estimate for the last term of (38). We now proceed with the first two terms of
(38). We start by considering ∫
Ω
ω2µρ∇q∗ρ · v dx:∣∣∣∣∣
∫
Ω
ω2µρ∇yq∗ρ
(
x
ρ
)
· v dx
∣∣∣∣∣

∣∣∣∣∣
∫
Ω
ω2µρ
(∇yq∗ρ −∇yq∗)
(
x
ρ
)
· v dx
∣∣∣∣∣+
∣∣∣∣∣
∫
Ω
ω2µρ∇yq∗
(
x
ρ
)
· v dx
∣∣∣∣∣
 C
∥∥∥∥(∇q∗ρ −∇yq∗)
(
x
ρ
)∥∥∥∥
L2(Ω)
‖v‖L2(Ω) +
∣∣∣∣∣
∫
Ω
ω2µρ∇yq∗
(
x
ρ
)
· v dx
∣∣∣∣∣
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 Cρ5/2‖v‖L2(Ω) +
∣∣∣∣∣
∫
Ω
ω2µρ∇yq∗
(
x
ρ
)
· v dx
∣∣∣∣∣.(45)
To obtain the last estimate we have envoked Lemma 6. Furthermore∣∣∣∣∣
∫
Ω
ω2µρ∇yq∗
(
x
ρ
)
· v dx
∣∣∣∣∣=
∣∣∣∣∣ρ
∫
∂Ω
ω2µρq
∗
(
x
ρ
)
v · ν dσx
∣∣∣∣∣
Cρ
∥∥∥∥q∗
(
x
ρ
)∥∥∥∥
H 1/2(∂Ω)
‖v‖L2(Ω).
We used the fact that ∇ · (µρv) = 0 in the first identity, as well as to bound ‖µρv · ν‖H−1/2(∂Ω)
by C‖v‖L2(Ω). To estimate ‖q∗( xρ )‖H 1/2(∂Ω), let ψ be an arbitrary element of H−1/2(∂Ω), and
let φ ∈Hdiv(B \Ω) be as constructed according to Lemma 8. Then∣∣∣∣∣
∫
∂Ω
q∗
(
x
ρ
)
ψ dσx
∣∣∣∣∣
=
∣∣∣∣∣
∫
∂Ω
q∗
(
x
ρ
)
φ · ν dσx
∣∣∣∣∣

∣∣∣∣∣ρ−1
∫
B\Ω
(∇yq∗)
(
x
ρ
)
· φ dx
∣∣∣∣∣+
∣∣∣∣∣
∫
B\Ω
q∗
(
x
ρ
)
∇ · φ dx
∣∣∣∣∣
 ρ−1
( ∫
B\Ω
∣∣∣∣(∇yq∗)
(
x
ρ
)∣∣∣∣
2
dx
)1/2
‖φ‖L2(B\Ω) +
( ∫
B\Ω
∣∣∣∣q∗
(
x
ρ
)∣∣∣∣
2
dx
)1/2
‖∇ · φ‖L2(B\Ω)
 C
(
ρ−1
( ∫
B\Ω
∣∣∣∣(∇yq∗)
(
x
ρ
)∣∣∣∣
2
dx
)1/2
+
( ∫
B\Ω
∣∣∣∣q∗
(
x
ρ
)∣∣∣∣
2
dx
)1/2)
‖ψ‖H−1/2(∂Ω).
Due to the decay of q∗,
∫
B\Ω
∣∣∣∣∇yq∗
(
x
ρ
)∣∣∣∣
2
dx  Cρ6
C∫
c
r2
r6
dr  Cρ6
and
∫
B\Ω
∣∣∣∣q∗
(
x
ρ
)∣∣∣∣
2
dx Cρ4
C∫
c
r2
r4
dr  Cρ4.
The last three estimates yield ∥∥∥∥q∗
(
x
ρ
)∥∥∥∥
H 1/2(Ω)
 Cρ2,
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and thus ∣∣∣∣∣
∫
Ω
ω2µρ∇yq∗
(
x
ρ
)
· v dx
∣∣∣∣∣ Cρ3‖v‖L2(Ω).(46)
By a combination of (45) and (46) we now get:
∣∣∣∣∣
∫
Ω
ω2µρ∇yq∗ρ
(
x
ρ
)
· v dx
∣∣∣∣∣ Cρ5/2‖v‖L2(Ω).(47)
As for the term
∫
Ω ω
2µρh∗( xρ ) · v(x)dx , Lemma 5 gives:
∣∣∣∣∣
∫
Ω
ω2µρh
∗
(
x
ρ
)
· v(x)dx
∣∣∣∣∣  C
(∫
Ω
∣∣∣∣h∗
(
x
ρ
)∣∣∣∣
2
dx
)1/2
‖v‖L2(Ω)
 Cρ3/2‖v‖L2(Ω).
(48)
To estimate
∫
∂Ω
1
ε0
(∇x × h∗( xρ ))× ν · v(x)dσx we need to extend v from Ω to all of B. In that
regard it is well known that we may find w which lies in H 1(B \ Ω), vanishes near ∂B, and
which satisfies w = v on ∂Ω , and
‖w‖H 1(B\Ω)  C‖v‖H 1/2(∂Ω)  C
(‖∇ × v‖L2(Ω) + ‖v‖L2(Ω)).
For the last estimate we have used the fact that v lies in Y⊥ρ and the trace inequality of Lemma 9.
Introducing this w we may now write:∣∣∣∣∣
∫
∂Ω
(
∇x × h∗
(
x
ρ
))
× ν · v(x)dσx
∣∣∣∣∣
=
∣∣∣∣∣−
∫
B\Ω
∇x × h∗
(
x
ρ
)
· ∇ ×w(x)dx
∣∣∣∣∣

( ∫
B\Ω
∣∣∣∣∇x × h∗
(
x
ρ
)∣∣∣∣
2
dx
)1/2( ∫
B\Ω
∣∣∇ ×w(x)∣∣2 dx
)1/2
 C
( ∫
B\Ω
∣∣∣∣∇x × h∗
(
x
ρ
)∣∣∣∣
2
dx
)1/2(‖∇ × v‖L2(Ω) + ‖v‖L2(Ω)).
From Lemma 5 ∫
B\Ω
∣∣∣∣∇x × h∗
(
x
ρ
)∣∣∣∣
2
dx  Cρ4,
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and so, after insertion into the previous estimate, we obtain:
∣∣∣∣∣
∫
∂Ω
1
ε0
(
∇x × h∗
(
x
ρ
))
× ν · v(x)dσx
∣∣∣∣∣ Cρ2(‖∇ × v‖L2(Ω) + ‖v‖L2(Ω)).(49)
A combination of the identity (38) with the estimates (40), (44), (47), (48), and (49) yields the
desired result. ✷
Based on Lemma 1 and Lemma 7 we immediately get:
∥∥Rρ(·)∥∥H(curl,Ω) =
∥∥∥∥Hρ(·)−H0(·)− (∇yq∗ρ + ρh∗)
( ·
ρ
)∥∥∥∥
H(curl,Ω)
Cρ5/2.(50)
From Lemma 5 and Lemma 6 we know that:∥∥∥∥(∇yq∗ − ∇yq∗ρ)
(
x
ρ
)∥∥∥∥
L2(Ω)
 Cρ5/2, and
∥∥∥∥ρh∗
(
x
ρ
)∥∥∥∥
L2(Ω)
 Cρ5/2,
and so, as a consequence of (50), we arrive at:
PROPOSITION 1. – With q∗ and h∗ as defined in the previous section
∥∥∥∥Hρ(x)−H0(x)−∇yq∗
(
x
ρ
)∥∥∥∥
L2(Ω)
 Cρ5/2
and ∥∥∥∥∇x ×
(
Hρ(x)−H0(x)− ρh∗
(
x
ρ
))∥∥∥∥
L2(Ω)
 Cρ5/2.
These are exactly the estimates promised at the beginning of the last section.
7. Proof of main result
The main result of this paper is an implicit asymptotic formula for (Hρ −H0)(z)× ν(z), when
z lie on ∂Ω . In this section we first develop a preliminary version of this formula, where the
polarization tensors are expressed in terms of the fields h∗ and ∇q∗, introduced in Section 5.
As noted earlier, in our proof of the asymptotic formula for (Hρ −H0)(z)× ν(z), we consider
for simplicity only the case of one inhomogeneity ρB (centered at 0). The point 0 is assumed to
lie in Ω , at least a distance d0 away from the boundary.
7.1. A preliminary version
In order to establish the preliminary version of our main result we start by considering z that
lie inside Ω and are bounded away from ρB . As before let Φk and G denote the scalar function:
Φk(x, z)= e
ik|x−z|
4π |x − z| ,
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and the 3× 3 matrix valued function:
G(x, z)=−ε0
(
Φk(x, z)I3 + 1
k2
D2xΦ
k(x, z)
)
,
respectively. Here I3 is the 3× 3 identity matrix, k2 = ω2µ0ε0, and D2 denotes the Hessian. As
an example, the first column of G(x, z) equals
−ε0
((
Φk(x, z)
0
0
)
+ 1
k2
∇x
[
∇x ·
(
Φk(x, z)
0
0
)])
.(51)
G(x, z) is a solution to the problem:
∇x ×
(
1
ε0
∇x ×G(x, z)
)
−ω2µ0G(x, z)=−δzI3.(52)
In the above notation the curl operator, ∇x×, acts on matrices column by column. For any
z ∈Ω \ ρB we now get, from use of (52) and integration by parts,
(Hρ −H0)(z) = −
∫
Ω
(
∇x × 1
ε0
∇x ×−ω2µ0
)
G(x, z)(Hρ −H0)(x)dx
=
∫
∂Ω
1
ε0
((∇x ×G(x, z))× ν)t (Hρ −H0)(x)dσx
−
∫
∂Ω
G(x, z)
1
ε0
((∇x × (Hρ −H0)(x))× ν)dσx
−
∫
(Ω\ρB)∪ρB
G(x, z)
(
∇x × 1
ε0
∇x ×−ω2µ0
)
(Hρ −H0)(x)dx
+
∫
∂ρB
G(x, z)
1
ε0
((∇x × (Hρ −H0)(x))+ × ν)dσx
−
∫
∂ρB
G(x, z)
1
ε0
((∇x × (Hρ −H0)(x))− × ν)dσx.
(53)
Here the ×ν operation acts on matrices columnwise, and we have used the notation ∫Ω · · dx also
to represent the duality pairing between distributions and appropriately smooth test functions.
We now proceed to recalculate the terms in the rigth-hand side one by one. Due to the
common boundary condition (∇ × Hρ) × ν = (∇ × H0) × ν = ε0g on ∂Ω , the second term∫
∂Ω G(x, z)
1
ε0
((∇x × (Hρ − H0)(x)) × ν)dσx vanishes. Concerning the third term, a simple
calculation gives:∫
(Ω\ρB)∪ρB
G(x, z)
(
∇x × 1
ε0
∇x ×−ω2µ0
)
(Hρ −H0)(x)dx
= 1
ε0
ω2
(
µ1ε1 −µ0ε0) ∫
ρB
G(x, z)Hρ(x)dx
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= 1
ε0
ω2
(
µ1ε1 −µ0ε0)
( ∫
ρB
G(x, z)H0(x)dx +
∫
ρB
G(x, z)∇yq∗
(
x
ρ
)
dx
)
+ 1
ε0
ω2
(
µ1ε1 −µ0ε0) ∫
ρB
G(x, z)
(
Hρ(x)−H0(x)−∇yq∗
(
x
ρ
))
dx.
We now treat the
∫
∂ρB terms from (53):
∫
∂ρB
G(x, z)
1
ε0
((∇ × (Hρ −H0)(x))+ × ν)dσx
−
∫
∂ρB
G(x, z)
1
ε0
((∇ × (Hρ −H0)(x))− × ν) dσx
=
(
1
ε1
− 1
ε0
) ∫
∂ρB
G(x, z)
((∇ × (Hρ −H0)(x))− × ν)dσx
+
(
1
ε1
− 1
ε0
) ∫
∂ρB
G(x, z)
(∇ ×H0)(x)× ν)dσx
=
(
1
ε1
− 1
ε0
) ∫
∂ρB
G(x, z)
((
∇x ×
(
Hρ(x)−H0(x)− ρh∗
(
x
ρ
)))−
× ν
)
dσx
+
(
1
ε1
− 1
ε0
) ∫
∂ρB
G(x, z)
((
∇x × ρh∗
(
x
ρ
))−
× ν
)
dσx
+
(
1
ε1
− 1
ε0
) ∫
∂ρB
G(x, z)
(
(∇ ×H0)(x)× ν
)
dσx.
(54)
For z in Ω \ ρB we have the following relation:
∫
∂ρB
G(x, z)
((
∇x ×
(
Hρ(x)−H0(x)− ρh∗
(
x
ρ
)))−
× ν
)
dσx
=
∫
ρB
(∇x ×G(x, z))t∇x ×
(
Hρ(x)−H0(x)− ρh∗
(
x
ρ
))
dx
−
∫
ρB
G(x, z)∇x ×
(
∇x ×
(
Hρ(x)−H0(x)− ρh∗
(
x
ρ
)))
dx
=
∫
ρB
(∇x ×G(x, z))t∇x ×
(
Hρ(x)−H0(x)− ρh∗
(
x
ρ
))
dx
−
∫
ρB
G(x, z)ω2
(
µ1ε1Hρ −µ0ε0H0
)
(x)dx
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=
∫
ρB
(∇x ×G(x, z))t∇x ×
(
Hρ(x)−H0(x)− ρh∗
(
x
ρ
))
dx
+ω2(µ0ε0 −µ1ε1) ∫
ρB
G(x, z)H0(x)dx
−ω2µ1ε1
∫
ρB
G(x, z)
(
Hρ(x)−H0(x)−∇yq∗
)(x
ρ
)
dx
−ω2µ1ε1
∫
ρB
G(x, z)∇yq∗
(
x
ρ
)
dx.(55)
For z a finite distance away from ρB , the estimates in Proposition 1 give:
∣∣∣∣∣
∫
ρB
(∇x ×G(x, z))t∇x ×
(
Hρ(x)−H0(x)− ρh∗
(
x
ρ
))
dx
∣∣∣∣∣

(∫
ρB
∣∣∇x ×G(x, z)∣∣2 dx
)1/2(∫
ρB
∣∣∣∣∇x ×
(
Hρ(x)−H0(x)− ρh∗
(
x
ρ
))∣∣∣∣
2
dx
)1/2
 Cρ3/2ρ5/2 = Cρ4,
(56)
and ∣∣∣∣∣
∫
ρB
G(x, z)
(
Hρ(x)−H0(x)−∇yq∗
(
x
ρ
))
dx
∣∣∣∣∣

(∫
ρB
∣∣G(x, z)∣∣2 dx
)1/2(∫
ρB
∣∣∣∣Hρ(x)−H0(x)−∇yq∗
(
x
ρ
)∣∣∣∣
2
dx
)1/2
 Cρ3/2ρ5/2 = Cρ4.
(57)
A combination of (54), (55), (56), and (57) gives that for z ∈Ω , a fixed distance away from ρB ,
∫
∂ρB
G(x, z)
1
ε0
((∇ × (Hρ −H0)(x))+ × ν) dσx
−
∫
∂ρB
G(x, z)
1
ε0
((∇ × (Hρ −H0)(x))− × ν) dσx
=
(
1
ε1
− 1
ε0
)
ω2
(
µ0ε0 −µ1ε1) ∫
ρB
G(x, z)H0(x)dx
−
(
1
ε1
− 1
ε0
)
ω2µ1ε1
∫
ρB
G(x, z)∇yq∗
(
x
ρ
)
dx
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+
(
1
ε1
− 1
ε0
) ∫
∂ρB
G(x, z)
((
∇x × ρh∗
(
x
ρ
))−
× ν
)
dσx
+
(
1
ε1
− 1
ε0
) ∫
∂ρB
G(x, z)
(
(∇ ×H0)(x)× ν
)
dσx +O
(
ρ4
)
.(58)
Inserting (58) into (53) (updating the second and third term of the right-hand as indicated earlier,
and using (57) one more time) we arrive at:
(Hρ −H0)(z)−
∫
∂Ω
1
ε0
((∇x ×G(x, z))× ν)t (Hρ −H0)(x)dσx
= ω2 1
ε1
(
µ0ε0 −µ1ε1) ∫
ρB
G(x, z)H0(x)dx
+ω2(µ0 −µ1) ∫
ρB
G(x, z)∇yq∗
(
x
ρ
)
dx
+
(
1
ε1
− 1
ε0
) ∫
∂ρB
G(x, z)
((
∇x × ρh∗
(
x
ρ
))−
× ν
)
dσx
+
(
1
ε1
− 1
ε0
) ∫
∂ρB
G(x, z)
(
(∇ ×H0)(x)× ν
)
dσx +O
(
ρ4
)
.
(59)
We also calculate:∫
∂ρB
G(x, z)
(
(∇ ×H0)(x)× ν
)
dσx
=
∫
ρB
(∇x ×G(x, z))t∇ ×H0(x)dx −ω2µ0ε0
∫
ρB
G(x, z)H0(x)dx.
(60)
Since z is a finite distance away from ρB we may use the fact, that the functions G(·, z),
∇ ×G(·, z), H0(·), and ∇ ×H0(·) are smooth, to approximately replace these by their values at
x = 0 in the two integrals (over ρB) on the right-hand side of (59), as well as in the two integrals
on the right-hand side of (60). Upon insertion of (60) into (59) we get:
(Hρ −H0)(z)−
∫
∂Ω
1
ε0
((∇x ×G(x, z))× ν(x))t (Hρ −H0)(x)dσx
= ρ3ω2(µ0 −µ1)G(0, z)
(
|B|H0(0)+
∫
B
∇yq∗(y)dy
)
+ ρ3
(
1
ε1
− 1
ε0
)(∇x ×G(0, z))t |B|∇ ×H0(0)(61)
+
(
1
ε1
− 1
ε0
) ∫
∂ρB
G(x, z)
((
∇x × ρh∗
(
x
ρ
))−
× ν(x)
)
dσx +O
(
ρ4
)
.
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Fairly simple manipulations give that
∫
∂ρB
G(x, z)
((
∇x × ρh∗
(
x
ρ
))−
× ν(x)
)
dσx
=
∫
ρB
(∇x ×G(x, z))t∇x × ρh∗
(
x
ρ
)
dx
= ρ3(∇x ×G(0, z))t
∫
B
∇y × h∗(y)dy +O
(
ρ4
)
,
(62)
and that
1
ε0
((∇x ×G(x, z))× ν(x))t (Hρ −H0)(x)
=− 1
ε0
(∇x ×G(x, z))t ((Hρ −H0)(x)× ν(x))
=−(∇z × (Φk(x, z)I3))t ((Hρ −H0)(x)× ν(x))
=∇z ×
(
Φk(x, z)(Hρ −H0)(x)× ν(x)
)
.
(63)
For the latter identity we have used that (a×ν) ·b=−a · (b×ν) for any vectors a and b, and that
(∇z × (f (z)I3))t a = −∇z × (f (z)a) for any function f and any (constant) vector a. Let ν(z)
denote the natural extension of the unit outward normal field on ∂Ω to a tubular neighborhood
of ∂Ω . Combining (61) with (62) and (63), and forming the ×-product with ν(z) (for z ∈ Ω ,
sufficiently close to ∂Ω) we arrive at:
(Hρ −H)(z)× ν(z)−
∫
∂Ω
∇z ×
(
Φk(x, z)(Hρ −H0)(x)× ν(x)
)× ν(z)dσx
= ρ3ω2(µ0 −µ1)G(0, z)× ν(z)
(
|B|H0(0)+
∫
B
∇yq∗(y)dy
)
+ ρ3
(
1
ε1
− 1
ε0
)(∇x ×G(0, z))t × ν(z)
(
|B|∇ ×H0(0)+
∫
B
∇y × h∗(y)dy
)
+O(ρ4).
We now take the limit as the points z tend to points on ∂Ω , and use a well known jump identity
(cf. pp. 58–59 of [6]) to finally get:
(Hρ −H)(z)× ν(z)− 2
∫
∂Ω
∇z ×
(
Φk(x, z)(Hρ −H0)(x)× ν(x)
)× ν(z)dσx
= 2ρ3ω2(µ0 −µ1)G(0, z)× ν(z)
(
|B|H0(0)+
∫
B
∇yq∗(y)dy
)
(64)
+ 2ρ3
(
1
ε1
− 1
ε0
)(∇x ×G(0, z))t × ν(z)
(
|B|∇ ×H0(0)+
∫
B
∇y × h∗(y)dy
)
+O(ρ4).
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This is our preliminary version of the asymptotic expansion in Theorem 1. In the following
subsection we show how the two polarization tensors may indeed be rewritten in the form given
in Theorem 1.
7.2. Rewriting the formula (64) as presented in Theorem 1
Let µ(y) be the piecewise constant function given by
µ(y)=
{
µ1, y ∈ B,
µ0, y ∈R3 \B,
and let ψ denote the solution to
∇y ·
(
µ(y)∇yψ(y)
)= 0 in R3, with ψ(y)−H0(0) · y→ 0 as |y|→∞.
From the definition of the function q∗ it follows immediately that
ψ(y)= q∗(y)+H0(0) · y,
and therefore
|B|H0(0)+
∫
B
∇yq∗(y)dy =
∫
B
∇yψ(y)dy = µ
0
µ1
M
(
µ0
µ1
)
H0(0).(65)
Here M(µ
0
µ1
) is the polarization tensor introduced at the beginning of this paper. Let F ∈L2(R3)
be the vectorfield defined by:
F(y)=
{
1
ε1
∇y × h∗(y)+ ( 1ε1 − 1ε0 )∇ ×H0(0), y ∈B,
1
ε0
∇y × h∗(y), y ∈R3 \B .
From the definition of the field h∗ it follows immediately that
∇y × F = 0 in R3, and F(y)= O
(|y|−3) as |y|→∞.
The field F is therefore of the form F(y)= ∇yv(y) for some function v ∈ H 1loc(R3) for which
∇yv(y)= O(|y|−3) as |y|→∞. Since(∇y × h∗(y)) · ν(y)= div∂B(h∗(y)× ν(y)), y ∈ ∂B,
and since the field h∗(y)× ν(y) is continuous across ∂B , we get that the function (∇y × h∗(y)) ·
ν(y) is continuous across ∂B . It follows that
∇y ·
(
ε(y)∇
(
v(y)+ 1
ε0
∇ ×H0(0) · y
))
= 0 in R3,
with ∇yv(y)= O(|y|−3) as |y|→∞. Here ε(y) is the piecewise constant function defined by:
ε(y)=
{
ε1, y ∈B,
ε0, y ∈R3 \B .
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It is very easy to see that up to an additive constant this v is the same as the solution to
∇y ·
(
ε(y)∇y
(
v(y)+ 1
ε0
∇ ×H0(0) · y
))
= 0 in R3,
with
v(y)→ 0 as |y|→∞.
In other words
∇y
(
v(y)+ 1
ε0
∇ ×H0(0) · y
)
= 1
ε0
∇yφ(y),
where φ is the solution to
∇y ·
(
ε(y)∇yφ(y)
)= 0 in R3,
φ(y)−∇ ×H0(0) · y→ 0 as |y|→∞.
As a consequence we calculate
|B|∇ ×H0(0)+
∫
B
∇y × h∗(y)dy = ε1
(∫
B
1
ε0
∇ ×H0(0)dy +
∫
B
F(y)dy
)
= ε1
∫
B
∇y
(
v(y)+ 1
ε0
∇ ×H0(0) · y
)
dy
= ε
1
ε0
∫
B
∇yφ(y)dy =M
(
ε0
ε1
)
∇ ×H0(0),
(66)
where the polarization tensor M(ε0
ε1
) is as introduced at the beginning of this paper. Insertion of
(65) and (66) into (64) yields
(Hρ −H)(z)× ν(z)− 2
∫
∂Ω
∇z ×
(
Φk(x, z)(Hρ −H0)(x)× ν(x)
)× ν(z)dσx
= 2ρ3ω2(µ0 −µ1)µ0
µ1
G(0, z)× ν(z)M
(
µ0
µ1
)
H0(0)
+ 2ρ3
(
1
ε1
− 1
ε0
)(∇x ×G(0, z))t × ν(z)M
(
ε0
ε1
)
∇ ×H0(0)+O
(
ρ4
)
,
for z ∈ ∂Ω . This is exactly the statement of Theorem 1 in the casem= 1. The proof of Theorem 1
for m> 1 can be obtained by an iteration of the argument we have just presented. We leave the
details to the reader.
8. Proof of corollary
Returning to the beginning of the last section we could have used other fundamental matrices
than (the explicit) G, for example we could use G0, the solution to:
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(
∇x × 1
ε0
∇x ×−ω2µ0
)
G0(x, z)=−δzI3 in Ω,
1
ε0
(
∇x ×G0(x, z)
)
× ν(x)= 0 on ∂Ω.
We note that this problem has a unique solution, since k2 = ω2µ0ε0 is assumed not to be an
eigenvalue for the (magnetic) Neumann problem. Going through the same derivation as that
which led to the formula (61) (but with G replaced by G0) we now arrive at:
(Hρ −H0)(z)
= ρ3ω2(µ0 −µ1)G0(0, z)t
(
|B|H0(0)+
∫
B
∇yq∗(y)dy
)
+ ρ3
(
1
ε1
− 1
ε0
)(∇x ×G0(0, z))t |B|∇ ×H0(0)
+
(
1
ε1
− 1
ε0
) ∫
∂ρB
G0(x, z)
t
((
∇x × ρh∗
(
x
ρ
))−
× ν
)
dσx +O
(
ρ4
)
= ρ3ω2(µ0 −µ1)G0(0, z)t
(
|B|H0(0)+
∫
B
∇yq∗(y)dy
)
+ ρ3
(
1
ε1
− 1
ε0
)(∇x ×G0(0, z))t
(
|B|∇ ×H0(0)+
∫
B
∇y × h∗(y)dy
)
+O(ρ4)
= ρ3ω2(µ0 −µ1)µ0
µ1
G0(0, z)tM
(
µ0
µ1
)
H0(0)
+ ρ3
(
1
ε1
− 1
ε0
)(∇x ×G0(0, z))tM
(
ε0
ε1
)
∇ ×H0(0)+O
(
ρ4
)
.
(67)
The presence of the transposes on G0 reflects the fact thatG0, in contrast to G, is not a symmetric
matrix. Let w be a smooth vector field that satisfies(
∇ × 1
ε0
∇ ×−ω2µ0
)
w= 0,(68)
in a neighborhood of Ω . We want to find an asymptotic formula for
iωµ0
∫
∂Ω
Hρ × ν ·w dσ −
∫
∂Ω
(∇ ×w)× ν · ν × (Eρ × ν)dσ
= iωµ0
∫
∂Ω
Hρ × ν ·w dσ − i
ωε0
∫
∂Ω
(∇ ×w)× ν · ν × ((∇ ×Hρ)× ν)dσ
= i
ωε0
( ∫
∂Ω
(
(∇ ×Hρ)× ν
) · ∇ ×w dσ −ω2µ0ε0 ∫
∂Ω
Hρ ·w× ν dσ
)
.
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A straightforward integration by parts gives:∫
∂Ω
(
(∇ ×H0)× ν
) · ∇ ×w dσ −ω2µ0ε0 ∫
∂Ω
H0 ·w× ν dσ = 0,(69)
for the background field H0. Using (67), (69) and the fact that (∇ × Hρ) × ν|∂Ω =
(∇ ×H0)× ν|∂Ω we get:∫
∂Ω
((∇ ×Hρ(z))× ν(z)) · ∇ ×w(z)dσz −ω2µ0ε0
∫
∂Ω
Hρ(z) ·w(z)× ν(z)dσz
=
∫
∂Ω
(
(∇ ×Hρ −∇ ×H0)(z)× ν(z)
) · ∇ ×w(z)dσz
−ω2µ0ε0
∫
∂Ω
(Hρ −H0)(z) ·w(z)× ν(z)dσz
=−ρ3ω4µ0ε0(µ0 −µ1)µ0
µ1
∫
∂Ω
G0(0, z)
(
w(z)× ν(z))dσz ·M
(
µ0
µ1
)
H0(0)(70)
− ρ3ω2µ0
(
ε0
ε1
− 1
) ∫
∂Ω
(∇x ×G0(0, z))(w(z)× ν(z))dσz ·M
(
ε0
ε1
)
∇ ×H0(0)
+O(ρ4).
In order to rewrite this formula in the simpler form given in Corollary 1 (and in [1]) we need some
results concerning the fundamental matrix G0(x, z). These results are stated in the following two
lemmas.
LEMMA 10. – For any two distinct points x and z in Ω we have the following identity
G0(x, z)=G0(z, x)t .
Proof. – The following formula for vector fields u and v∫
∂Ω
(u× ν)t v dσ =−
∫
Ω
(∇ × u)tv dx +
∫
Ω
ut∇ × v dx,
has a natural analogue in the case where u and v are replaced by 3× 3 matrices A and B∫
∂Ω
(A× ν)tB dσ =−
∫
Ω
(∇ ×A)tB dx +
∫
Ω
At∇ ×B dx.
Here the operators ∇× and ×ν act on matrices column by column. We now calculate:
G0(x0, z0)=−
∫
Ω
[(
∇x × 1
ε0
∇x ×G0(x, x0)
)t
G0(x, z0)−ω2µ0G0(x, x0)tG0(x, z0)
]
dx
=−
∫
Ω
[
1
ε0
(∇x ×G0(x, x0))t∇x ×G0(x, z0)−ω2µ0G0(x, x0)tG0(x, z0)
]
dx.
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The notation
∫
Ω
is used in a generalized sense to represent the duality between distributions
and (sufficiently smooth) test functions. We have made use of the specific boundary condition
satisfied by G0(x, z). Similarly we get:
G0(z0, x0)=−
∫
Ω
[(
∇x × 1
ε0
∇x ×G0(x, z0)
)t
G0(x, x0)−ω2µ0G0(x, z0)tG0(x, x0)
]
dx
=−
∫
Ω
[
1
ε0
(∇x ×G0(x, z0))t∇x ×G0(x, x0)−ω2µ0G0(x, z0)tG0(x, x0)
]
dx.
We conclude that G0(x0, z0)=G0(z0, x0)t . ✷
LEMMA 11. – Let w be a function that satisfies (68) in a neighborhood of Ω , then
∫
∂Ω
G0(0, z)
(
w(z)× ν(z))dσz =− 1
ω2µ0
∇ ×w(0)
and ∫
∂Ω
(∇x ×G0(0, z))(w(z)× ν(z))dσz =−ε0w(0).
Proof. – For any x ∈Ω we recall Lemma 10 and calculate:∫
∂Ω
G0(x, z)
(
w(z)× ν(z))dσz
=
∫
∂Ω
G0(z, x)
t
(
w(z)× ν(z))dσz
=−
∫
∂Ω
(
G0(z, x)× ν(z)
)t
w(z)dσz
=
∫
Ω
(∇z ×G0(z, x))tw(z)dz−
∫
Ω
G0(z, x)
t∇z ×w(z)dz
= 1
ω2µ0ε0
∫
Ω
(∇z ×G0(z, x))t∇z ×∇z ×w(z)dz−
∫
Ω
G0(z, x)
t∇z ×w(z)dz
= 1
ω2µ0ε0
∫
Ω
(∇z ×∇z ×G0(z, x))t∇z ×w(z)dz−
∫
Ω
G0(z, x)
t∇z ×w(z)dz
=− 1
ω2µ0
∇ ×w(x).
By taking x = 0 in the previous identity we immediately obtain the first formula of this lemma.
An application of the operator ∇x× to the above identity gives:
∇x ×
( ∫
∂Ω
G0(x, z)
(
w(z)× ν(z))dσz
)
=− 1
ω2µ0
∇x ×∇x ×w(x)=−ε0w(x),
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and by noting that ∇x × (
∫
∂Ω
G0(x, z)(w(z)× ν(z))dσz)=
∫
∂Ω
∇x×G0(x, z)(w(z)× ν(z))dσz
we obtain: ∫
∂Ω
∇x ×G0(x, z)
(
w(z)× ν(z))dσz =−ε0w(x).
Insertion of x = 0 leads to the second formula of this lemma. ✷
Inserting the formulas stated in Lemma 11 into the identity (70) we finally obtain:
iωµ0
∫
∂Ω
Hρ × ν ·w dσ −
∫
∂Ω
(∇ ×w)× ν · ν × (Eρ × ν)dσ
= i
ωε0
( ∫
∂Ω
(
(∇ ×Hρ)× ν
) · ∇ ×w dσ −ω2µ0ε0 ∫
∂Ω
Hρ ·w× ν dσ
)
= ρ3iωµ0
(
µ0
µ1
− 1
)
∇ ×w(0) ·M
(
µ0
µ1
)
H0(0)
+ ρ3iωµ0
(
ε0
ε1
− 1
)
w(0) ·M
(
ε0
ε1
)
∇ ×H0(0)+O
(
ρ4
)
.
This is exactly the identity formally derived in [1], and which we have here (re)stated as
Corollary 1.
Appendix 1. Two inequalities on Ω
The first set of inequalities concern the spaces
Y = {v: v =∇q, q ∈H 1(Ω)},
and
Y⊥ρ =
{
v ∈H(curl,Ω): ∇ · (µρv)= 0 in Ω,v · ν = 0 on ∂Ω
}
=
{
v ∈H(curl,Ω):
∫
Ω
µρv · ∇q dx = 0 ∀q ∈H 1(Ω)
}
,
already introduced earlier.
PROPOSITION 2. – The spaces Y and Y⊥ρ are closed in H(curl,Ω), and
H(curl,Ω)= Y ⊕ Y⊥ρ .
This direct sum defines a bounded linear projection operator Pρ ,
Pρ :H(curl,Ω)→ Y⊥ρ .
Furthermore
‖v‖H(curl,Ω)  ‖Pρv‖H(curl,Ω) +
∥∥(I − Pρ)v∥∥H(curl,Ω)  C‖v‖H(curl,Ω),
for all v in H(curl,Ω). The constant C is independent of ρ and v.
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Proof. – It is well known that Y is closed in L2(Ω). Since the L2(Ω) norm and the H(curl,Ω)
norm agree on Y it follows imediately that Y is a closed subspace of H(curl,Ω). The
innerproduct [u,v]ρ =
∫
Ω ∇×u ·∇ × v dx+
∫
Ω µρu ·v dx generates a norm which is equivalent
to the H(curl,Ω) norm, and since Y⊥ρ is the orthogonal complement of Y (inside H(curl,Ω))
with respect to this innerproduct, it follows that Y⊥ρ is a closed subspace of H(curl,Ω). For the
same reason Y ∩ Y⊥ρ = {0}.
Let v be in H(curl,Ω), and let pρ ∈H 1(Ω) be such that∫
Ω
µρ∇pρ · ∇q dx =
∫
Ω
µρv · ∇q dx,
for all q ∈H 1(Ω). This problem has a unique solution (up to an additive constant). Since µρ is
uniformly bounded from above, and away from zero
‖∇pρ‖L2(Ω)  C‖v‖L2(Ω).(71)
From the definition of pρ it follows immediately that∫
Ω
µρ(v −∇pρ) · ∇q dx = 0, ∀q ∈H 1(Ω),
i.e., v −∇pρ is an element of Y⊥ρ . We also have that ∇pρ ∈ Y and that v = (v −∇pρ)+∇pρ .
As a consequence
Pρ(v)= v −∇pρ and (I − Pρ)(v)=∇pρ.
The estimates of the proposition follow immediately from these identities in combination with
the estimate (71). ✷
It is well known that the space
Z = {u ∈H(curl,Ω): ∇ · u ∈L2(Ω), and u · ν = 0 on ∂Ω}
is continuously imbedded in H 1(Ω) (cf. [16] or [9]) which in turn compactly imbeds into L2(Ω).
Define:
Zρ =
{
u ∈H(curl,Ω): ∇ · (µρu) ∈L2(Ω), and u · ν = 0 on ∂Ω
}
.
In this paper we need a similar compactness results for Zρ .
PROPOSITION 3. – Suppose {ρn} is a sequence that converges to 0, or is constant, and
suppose {un} is a sequence with un ∈Zρn such that:
‖un‖L2(Ω) + ‖∇ × un‖L2(Ω) +
∥∥∇ · (µρnun)∥∥L2(Ω) C,
then {un} has a strongly convergent subsequence in L2(Ω).
Proof. – As the sequence {un} is bounded in the Hilbert space H(curl,Ω) there exists a
subsequence which converges weakly in that space (and inL2(Ω)). For simplicity we also denote
the subsequence {un}; the limit is denoted u. We decompose
un − u=∇qn + φn,(72)
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where qn ∈H 1(Ω) solves∫
Ω
∇qn · ∇p dx =
∫
Ω
(un − u) · ∇p dx ∀p ∈H 1(Ω).(73)
To make qn unique we normalize it by:
∫
Ω
qn dx = 0. The vectorfield φn satisfies∫
Ω
φn · ∇p dx = 0 ∀p ∈H 1(Ω),(74)
which is the weak formulation of ∇ · φn = 0 in Ω and φn · ν = 0 on ∂Ω .
We first prove that φn tend to 0 strongly in L2(Ω). Let v be a L2 vector field in Ω . Decompose
it as the sum of ∇r , r ∈ H 1(Ω), and w, with ∇ ·w = 0 in Ω and w · ν = 0 on ∂Ω . Using the
definition of φn, the identity (74), and the fact that u is the weak limit of un in L2(Ω), we now
get: ∫
Ω
φn · v dx =
∫
Ω
φn ·w dx
=
∫
Ω
(un − u) ·w dx→ 0 as n→∞.
This proves that φn tend to 0 weakly in L2(Ω), and consequently are bounded in L2(Ω). Since
∇ ×φn (=∇ × (un− u)) and ∇ · φn (= 0) are also both bounded in L2(Ω) and since φn · ν = 0
on ∂Ω , it follows from the before mentioned continuous imbedding of the space Z into H 1(Ω),
that φn are bounded in H 1(Ω). This ensures the existence of a strongly convergent subsequence
in L2(Ω); but since the sequence {φn} is already known itself to be weakly convergent (with
limit 0), we now conclude that the sequence {φn} converges strongly to 0 in L2(Ω). It follows
immediately from this strong convergence that
sup
‖∇p‖
L2 (Ω)1
∣∣∣∣∣
∫
Ω
µρnφn · ∇p dx
∣∣∣∣∣→ 0 as n→∞.(75)
Next we prove that
sup
‖∇p‖
L2 (Ω)1
∣∣∣∣∣
∫
Ω
µρn(un − u) · ∇p dx
∣∣∣∣∣→ 0 as n→∞.(76)
Suppose (76) is not true, then we may find a 0 < ε and a (sub)sequence m → ∞ and
corresponding functions pm such that
‖∇pm‖L2(Ω)  1 and ε <
∣∣∣∣
∫
Ω
µρm(um − u)∇pm dx
∣∣∣∣∣.(77)
We may without loss of generality assume that pm converge strongly in L2(Ω), and weakly
in H 1(Ω), to some function p ∈ H 1(Ω), (otherwise we just normalize the functions by
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∫
Ω
pm dx = 0 and extract a subsequence). It is easy to see that∫
Ω
µρmum · ∇(pm −p)dx =
∫
Ω
∇ · (µρmum)(pm − p)dx→ 0,(78)
since µρmum · ν = 0 on ∂Ω , the term ∇ · (µρmum) is bounded in L2(Ω) , and pm − p converge
to zero. If ρm are independent of m, then it follows immediately from the weak H 1 convergence
of pm that ∫
Ω
µρmu · ∇(pm − p)dx→ 0 as m→∞.(79)
If on the other hand ρm converge to 0, then it is also easy to see that∫
Ω
µρmu · ∇(pm − p)dx
=
∫
Ω
µ0u · ∇(pm − p)dx +
∫
Ω
(
µρm −µ0
)
u · ∇(pm − p)dx
→ 0 as m→∞.
(80)
Here, the first term in the right-hand side of (80) converges to zero since pm−p converge weakly
to zero in H 1(Ω); the second term converges to zero due to the estimate∣∣∣∣∣
∫
Ω
(
µρm −µ0
)
u∇(pm − p)dx
∣∣∣∣∣
(∫
Ω
∣∣(µρm −µ0)u∣∣2 dx
)1/2(∫
Ω
∣∣∇(pm − p)∣∣2 dx
)1/2
 2
(∫
Ω
∣∣(µρm −µ0)u∣∣2 dx
)1/2
,
and the fact that the functions (µρm − µ0)u converge to zero in L2(Ω). A combination of the
lower bound in (77) and the assertions (78) and (80) (or (79)) yields that
ε/2 <
∣∣∣∣∣
∫
Ω
µρm(um − u)∇p dx
∣∣∣∣∣
for m sufficiently large. However, this immediately contradicts the fact that the functions
µρm(um − u) converge weakly to zero in L2(Ω). We thus conclude that (76) must hold.
A direct combination of (72) with (75) and (76) shows that
sup
‖∇p‖
L2 (Ω)1
∣∣∣∣∣
∫
Ω
µρn∇qn · ∇p dx
∣∣∣∣∣→ 0 as n→∞,
i.e., ∇qn converge to zero strongly in L2(Ω) as n→∞. Returning to the decomposition (72),
now with the knowledge that ∇qn as well as φn converge strongly to zero, we conclude that
‖un − u‖L2(Ω) converge to zero as n→∞, and this completes the proof of the proposition. ✷
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Appendix 2. An inequality on R3
Let S denote the space of vector fields:
S =
{
u | u(y)
(1+ |y|2)1/2 ∈ L
2(
R
3), ∇ × u ∈L2(R3), ∇ · (µu)= 0 in R3}.
S is as introduced earlier in Section 5.1. The piecewise constant function µ is given by µ= µ0
in R3 \B , µ= µ1 in B . The natural norm on S is
u→
∥∥∥∥ u(·)(1+ | · |2)1/2
∥∥∥∥
L2(R3)
+ ‖∇ × u‖L2(R3).
LEMMA 12. – There exists a constant C such that∥∥∥∥ u(·)(1+ | · |2)1/2
∥∥∥∥
L2(R3)
 C‖∇ × u‖L2(R3),
for all u ∈ S. In other words: u→‖∇ × u‖L2(R3) is equivalent to the natural norm on S.
Remark. – In the special case µ0 = µ1 this lemma is a direct consequence of the well known
facts that {
u | u(y)
(1+ |y|2)1/2 ∈ L
2(
R
3),∇ × u ∈L2(R3),∇ · u ∈L2(R3)}
=
{
u| u(y)
(1+ |y|2)1/2 ∈ L
2(
R
3),∇u ∈ L2(R3)},
with ∥∥∥∥ u(·)(1+ | · |2)1/2
∥∥∥∥
L2(R3)
+ ‖∇u‖L2(R3)  C
(‖∇ × u‖L2(R3) + ‖∇ · u‖L2(R3))(81)
for all u in this space. This estimate asserts that
u→‖∇ × u‖L2(R3) + ‖∇ · u‖L2(R3),
is equivalent to any of the two natural norms. For more details we refer the reader to [16], pp. 69–
73, and pp. 236–237, in particular Theorem 2.16 and Lemma 5.2, keeping in mind the fact that
H 1 vector fields with compact support are dense in either of these spaces (alternatively see [20]).
Proof of Lemma 12. – We argue by contradiction. Suppose the estimate is not true: then there
is a sequence un in S such that∥∥∥∥ un(·)(1+ | · |2)1/2
∥∥∥∥
L2(R3)
 n‖∇ × un‖L2(R3).(82)
We may, without loss of generality, assume that ‖ un(·)
(1+|·|2)1/2 ‖L2(R3) = 1. Let qn ∈H 1loc(R3) denote
the solution to
'qn = 0 in R3 \B, and in B,
qn is continuous across ∂B, in the sense of traces,
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(∇qn · ν)+ − (∇qn · ν)− =
(
µ1
µ0
− 1
)
(un · ν)− on ∂B
lim|y|→∞qn(y)= 0.
It is quite easy to see that qn(y) is bounded by C|y|−1 and that ∇qn is bounded by C|y|−2, as
|y|→∞ (cf. [10]). If, as previously, R denotes the space:
R =
{
s | s(y)
(1+ |y|2)1/2 ∈ L
2(
R
3),∇s ∈ L2(R3)},
then qn may also be characterized as the unique element in R that satisfies
∫
R3
∇qn · ∇r dy =−
(
µ1
µ0
− 1
)∫
B
un · ∇r dy,(83)
for all r ∈ R (cf. [16], pp. 69–73). From (83) it immedialy follows that
‖∇qn‖L2(R3)  C‖un‖L2(B)  C (independently of n). Consider the vector field (un − ∇qn);
we note that: (a) due to the definition of qn it satisfies ∇ · (un −∇qn)= 0 in R3, (b) due to (82)∥∥∇ × (un −∇qn)∥∥L2(R3) → 0,
as n→∞, and (c) due to the decay of ∇qn(y), as |y| →∞, un(y)−∇qn(y)(1+|y|2)1/2 lies in L2(R3). Based
on (a), (b) and (c), and the estimate (81), we conclude that∥∥∥∥un(·)−∇qn(·)(1+ | · |2)1/2
∥∥∥∥
L2(R3)
→ 0,(84)
as n→∞. On the boundary ∂B we have the following identity:
∫
∂B
(∇qn · ν)+qn dσ =
(
µ1
µ0
− 1
)∫
∂B
(
(un −∇qn) · ν
)−
qn dσ + µ
1
µ0
∫
∂B
(∇qn · ν)−qn dσ.
The integrals represent the duality pairing between H−1/2(∂B) and H 1/2(∂B). Integration by
parts of this identity, leads to
−
∫
R3\B
|∇qn|2 dy =
(
µ1
µ0
− 1
)∫
B
(un −∇qn) · ∇qn dy + µ
1
µ0
∫
B
|∇qn|2 dy.(85)
The term
∫
B
(un −∇qn) · ∇qn dy tends to 0 because of (84) and the fact that ‖∇qn‖L2(R3)  C.
Since µ1 and µ0 are positive we conclude from (85) that ∫
R3 |∇qn|2 dy tends to 0 as n→∞.
It now follows immediately from (84) that ‖ un(·)
(1+|·|2)1/2 ‖L2(R3) tends to zero as n tends to infinity.
This contradicts the fact that ‖ un(·)
(1+|·|2)1/2 ‖L2(R3) = 1. ✷
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