In this paper we study the global qualitative behavior of travelling waves in an initially straight hyperelastic rod that deforms in space by bending, twisting, stretching, and shearing. The motion of such a rod is governed by a twelfth-order, quasilinear, hyperbolic system of partial differential equations; travelling waves are solutions of a corresponding system of ordinary differential equations. We show that if the constitutive functions meet a certain isotropy condition, then this system of quasilinear ordinary differential equations is completely integrable. We use this fact to obtain a qualitative description of the travelling waves. The analysis is far more complicated than that for the corresponding static problem (cf. [3] ) because the hyperbolicity of the full system of partial differential equations may well destroy the monotonicity of the principal part of the travelling wave equations. These very complications lead to a number of striking results, in particular, to some strange families of solutions. We conclude our paper with discussions of shock waves in hyperelastic rods.
Introduction.
In this paper we study the global qualitative behavior of travelling waves in an initially straight hyperelastic rod that deforms in space by bending, twisting, stretching, and shearing. The motion of such a rod is governed by a twelfth-order, quasilinear, hyperbolic system of partial differential equations; travelling waves are solutions of a corresponding system of ordinary differential equations. We show that if the constitutive functions meet a certain isotropy condition, then this system of quasilinear ordinary differential equations is completely integrable. We use this fact to obtain a qualitative description of the travelling waves. The analysis is far more complicated than that for the corresponding static problem (cf. [3] ) because the hyperbolicity of the full system of partial differential equations may well destroy the monotonicity of the principal part of the travelling wave equations. These very complications lead to a number of striking results, in particular, to some strange families of solutions. We conclude our paper with discussions of shock waves in hyperelastic rods.
For the sake of contrast, it is worthwhile considering the simplest model of a nonlinear wave equation arising in nonlinear elasticity:
<y{ux)x = utt .
(1.1)
The study of this second-order conservation law has presented and still presents serious obstacles to analysis. We avoid facing these obstacles by seeking travelling wave solutions of the form u{x, t) = v(x -ct). Then v satisfies the ordinary differential equation *(»')' = cV, (1.2) which has the integral a(v') -cV = jY(const). (1.3) If there are no intervals on which the derivative of the function a is constant, then the continuous solutions v', if any, of (1.3) are constant functions of x -ct. It can be shown that discontinuous travelling wave solutions of (the weak form of) (1.1) must also satisfy (1.3). Thus such solutions, if they exist, are characterized by v' being a piecewise constant function of x -ct. The physically realizable of the many possible discontinuous solutions are those that satisfy a suitable entropy condition. (We discuss the nature of discontinuous solutions in Sec. 6.) Thus the travelling waves, continuous or not, that can be sustained by (1.1) have a particularly degenerate form. We shall show that our twelfth-order system gives rise to travelling waves with a very rich structure. This richness can be attributed to the presence of flexural effects and of couplings of other modes of deformation with these. We formulate the governing equations in Sec. 2. In Sec. 3 we derive a number of integrals, the existence of which supports the subsequent qualitative analysis. Sec. 4 is devoted to the general properties of solution trajectories in phase space. The material following (4.6) is a rather technical treatment of the novel ways by which singular points can arise in our complicated system; the subsequent material does not depend in a critical way on this analysis, however. In Sec. 5, we obtain a qualitative analysis of travelling waves solutions of our equations. In Figs. 11 and 12 we illustrate some travelling waves of strange form that can be sustained by our equations. In Sec. 6, we study the nature of discontinuous travelling waves that are compatible with the Rankine-Hugoniot conditions and a suitable entropy condition. We show that travelling shocks must have a special character that is largely determined by the "longitudinal" response.
Notation. Latin indices have range 1, 2, 3 and Greek indices have range 1, 2. Unless there is a statement to the contrary, such twice-repeated indices are summed over their range. We conventionally abbreviate an expression such as f(yx , y2 , y3 , ux , u2 , w3) by fiVk , uk). If IR" 3 x -> f(x) G IR5 is continuously differentiable we denote its derivative by df/dx = fx where (df/dx)(x)-h = fj(x)-h = (8/8t) f(x + ch)|e,0-A matrix of fx is the matrix of partial derivatives of components of f with respect to components of x.
Formulation of the governing equations.
Kinematics. In the theory we employ, the motion of an infinitely long rod is described by three vector functions IR X IR E3 (x, t) -<• r(x, t), di(x, /), d2(x, t) £ IE3 (2.1) with dj and d2 orthonormal. We assume that the natural state of the rod is prismatic. We take x to be the coordinate along the line of centroids of the natural state. We call the material curve of the line of centroids the axis. The material sections of the rod are thus identified by x. r(-, t) is interpreted as the image of the line of centroids in the configuration at time t. dj(x, t) and d2(x, t) are interpreted as defining the orientation of the material section x in the configuration at time t. We set
We introduce strains yu y2, y3 by
We require that
This ensures that the rod is not so severely compressed that the local ratio of deformed to natural length of the axis is reduced to zero and that the rod is not so severely sheared that a section x is tangent to the axis at x. The orthonormal basis {d*} is related to a fixed orthonormal basis {e,} by the Euler angles 9, \p, <j>: di = (-sin \p sin 0 + cos \j/ cos 0 cos d)ex + (cos \p sin <p + sin ip cos 0 cos 8)e2 -cos 0 sin 6 e3, d2 = (-sin cos 0 -cos \p sin 0 cos 0)e, + (cos \p cos 0 -sin ^ sin 0 cos 0)^ + sin 0 sin 0e3 d3 = cos sin 6 ^ + sin \p sin 9 ^ + cos 8 e3 . (2.4) (These angles are the same as those of [2, 3, 9] .) Since {d*} is orthonormal, there is a vector u such that dd Jdx = uXdt. (2.5)
The components of u with respect to the basis {d*} are The functions measure flexure and twist. The full set of strains for our problem are {yk , uk}. Our assumption that the natural state is prismatic implies that in this state d3 coincides with rx and jdfc} are constant functions of Jt. The values of the strains in the natural state are accordingly
Equations of motion. Let n(x, t) = nk(x, t)dk(x, t) (2.9) be the resultant force and m(x, t) = mk(x, t)d*(x, /) (2.10) be the resultant couple acting across the section * at time t. The inertia of the rod is characterized by the functions IR 3 x -»(pA)(x),(pJi)(x),(pJ2){x) 6 (0, 00). (2.11) (pA)(x) represents the natural mass density per unit length and (pji)(x) and {pJ2)(x) represent the principal mass moments of inertia of the cross section in its natural state. In our work we assume that pA, pJu pJ2 are constants and that the cross-section is "dynamically symmetric", i.e., that
If there are no net forces or couples distributed along the length of the rod, then the equations of motion of the rod are n* = pAtH , (2.13) m, + rx X n = PJ jy ( dff X da) (2.14) (cf. [1] ).
Constitutive equations. We assume that the rod consists of a homogeneous, transversely isotropic, hyperelastic material. The distinguished direction of isotropy is along the axis. This material is characterized by a strain-energy function W-.\yk,uk:y3>
which is an isotropic scalar function of the two 2-vectors yad" and uad" and of the two scalars>'3 and u3 . For simplicity, we assume that W is twice-continuously differentiate, is strictly convex, and satisfies The constitutive equations are
The full equations of motion for our transversely isotropic rod are the system of hyperbolic conservation laws consisting of (2.2), (2.3), (2.4), (2.7), (2.13), (2.14), (2.20 We dot (2.23) with r' and (2.24) with u and then add the resulting expressions to get
[^r'-r" + J(dp X dp)'-u], (3.7a) which reduces to
The substitution of (2.20) into (3.7b) and the use of (2.17) convert (3.7b) to 4. General qualitative properties of solutions. For fixed values of the parameters a, 13, N, c2, h, the system (3.16) may determine a family of curves in (x, 0)-space, which is the half-space of IR7 defined by x3 = y% > 0. By determining the qualitative behavior of these curves we determine the qualitative behavior of travelling waves. To handle the unwieldy system (3.16) we study the projections of these curves on the (6, 0')-plane. Now for fixed values of (a, (8, N, c2) = X, (4.1) the subsystem (3.16a-d,f) may possess multivalued solutions for y\, y*, y%, u*, u* as functions of 6,u* = 6', and X. The substitution of these multivalued solutions into (3.16e), or equivalently into (3.17), reduces these equations to the family of equations we denote by G(6, 0'; X) = h, (4.2)
G being a multivalued function. The curves in the (0,0')-plane given by (4.2) are the projections onto this plane of the curves defined by (3.16). We shall call these curves the (phase plane) trajectories of (4.2). .) It is equivalent to a subset of our original system of governing equations. We shall study singular points of (4.5) and the singular points of the projections of the integral curves on the (0,0')-plane.
Since the matrix M(x) -c2K can be singular and since a can be unbounded, the determination of singular points for systems of the form (4.5) is more delicate than that for systems in standard form. Let (\,d) £ IR7 with x3 > 0. We say that the algebraic system is said to have a finite solution. We say that a solution (x',0'), finite or not, of (4.6) is the solution of (4.6) at (x,0). An extended solution is a solution that is either finite or infinite. Thus (4.6) always has an extended solution. Of the several kinds of infinite solutions, the most important for our work are: (i) There is an orthogonal transformation A from IR6 to itself and there are real numbers z2, ■ ■ • , z6, 0' with the following property: for arbitrary t > 0, there is a neighborhood of (x,0) such that if (x,0) isjn this neighborhood then (4.5) has a unique solution (x\ 0') E IR7 with Zi > e~\ \6' -d'\ + £*-2 \ zk -zk \ >_t, where_z ^A_1x'. In this case we can represent the solution of (4.6) as (x',0') = (A(°°,z2, ■ • • , z6),d'). Thus (x',0') determines an oriented line through the origin of IR7; this line is in the direction of the vector (A(1,0,0,0,0,0),0). This case is very special.
(ii) There is an orthogonal transformation A and there are real numbers z2, • ■ • , ze ,6' with the following property: for arbitrary e > 0 there is a neighborhood V of (x,0) such that v = v+ U Vo U V_ with {V+,V0 ,K_} disjoint, (4.7)
meas V+ > 0, meas V0 = 0, meas > 0, (4.8) if (x± ,0±) G V± , then (4.6) hasjanique solutions (x±,0i) at (x± ,6±) with z\ > e~\ z\ < -t"1, 10± -d'\ + Ul ~ zk\ < c where z1 = A_1xi (4.9)
In this case we represent the solution of (4. (iii) Eq. (4.6) has an infinite solution for which the infinite values of the components cannot be restricted to a single direction by the introduction of a suitable orthogonal transformation as in cases (i) and (ii) above. This situation can arise when the diagonalization of (4.6) yields at least two scalar equations of the form (4.10) with a 4 0.
We say that system (3.16) has a singular point at (x,0) G IR7 with x3 > 0 wherever the set of extended solutions (x',0') of the (4. c) The solutions of (4.6) form a linear manifold of dimension >2 in IR7. In this case rank[M(x) -c^K] < 4 and a(x, 0; a, /3, N) is orthogonal to the null space of M(x) -c2K. d) System (4.6) has an infinite solution of type (ii). e) System (4.6) has an infinite solution of type (iii). Note that in cases (b) and (d), the solutions of (4.6) define a unique unoriented tangent line at (x,0). We do not pause to give an exhaustive classification of the singular points of (3.16). We merely note that case We now turn to the study of the singular points of (4.2), which is the equation of the projections of the trajectories of (3.16) or (4.5) on the (0,0')-plane. We must proceed with some care because the collection of singular points of the projection need not be comparable to the collection of projections of the singular points. Suppose that (3.16a-d, f) has a multivalued solution for u*u w*} in terms of (0, 0'; 3.) for (0, 0', 2.) in some region 30 of IR6. We set V = u\ = d'. 5. Global behavior of solutions of special problems. We have noted that the global qualitative behavior of travelling waves can be determined from the trajectories of (4.2). The analysis of this multivalued equation devolves upon the nature of the solutions of the fifth-order algebraic system (3.16a-d, f). For c £ 0 the operator in this system is strictly monotone and coercive in x(5|; the equations accordingly have a unique solution for x[5, in terms of 8, v, "k (cf. [2, 3] ). For c ^ 0, the luxury of a global implicit function theorem is not generally available to us. Thus an exhaustive study of (4.2), as performed in [3] for c = 0, seems to be a task that is at best tedious and at worst fruitless. The study of a few simple cases, however, exhibits a budget of novel effects, which seem typical of this class of problems and which illustrate the role of constitutive functions.
We say that a function /: [0, oo) ir js sublinear if there is a number K such that f(x) < A"(l + x) for x E: [0, oo). We say that a function /: IR -> IR is sublinear if its restriction to [0, oo) is sublinear and if (-°°, 0) 3 x -* -/(-x) is sublinear. An increasing function that is not sublinear is called superlinear.
Let n represent any one of the five functions "Mi' "')< * = 1. 2; uk -mk(yh «,), k = 1,2,3.
Conditions (2.18) and (2.19) imply that the first four of these functions are odd; we assume the same for the fifth. Thus /u is odd. The strict convexity of W implies that p is strictly increasing. In Fig. 1 we depict typical forms of x -> p(x) -ax, a > 0 for p sublinear and superlinear. (a clearly stands for pc2A, pc2J, or 2pc2J.) Note that in the sublinear casen(x) -ax -> -oo as x -> oo for a > 0 and that for sufficiently large a the function x -» p(x) -ax is decreasing. In the superlinear case, p{x) -ax -> co as* -> In Fig. 2 we depict the form of y3 -► n3(yk, uk) -ay3 when y3 -► n3(yk, uk) is sublinear. We account for (2.16) by requiring that n3(yk, uk) -> as y3 -> 0. From Figure 2 , we immediately read off to each fixed N there is a number a2(N) with 0 < a2(N) < a0(N) such that there are values of 6 for which (3.16c) fails to have a real solution when a2{N) < pc2A < a0(N). (This means that such travelling waves as may exist under these circumstances are characterized by having 6 confined to a fixed range.) In the rest of this section we restrict our attention to the case in which nx depends only on >>!, n2 depends only on y2, etc. This assumption eliminates a number of interesting effects due to nonlinear couplings (cf. [2, 3] ), but of course preserves the effects due to the presence of c2, or more precisely, to the hyperbolicity of the original system. (The classical example of uncoupled equations is the kinetic analogy of KirchhofT [6] , cf. [9] .)
In Figs. 3, 4 , 5 we exhibit the nature of multivalued solutions of (3.16a, c, d). In these figures the curves for different values of c should be compared with the curve for c = 0, labelled 0. Note that (3.16b, 0 admit only constant solutions. Eq. (3.16b) has the solution y* = 0; it may have others. In Fig. 6 we show curves giving as a function of 6 when y* is as in Fig. 3 . E1 is the contribution of they* terms to the left side of (3.17).
To obtain a specific example that will illustrate the general qualitative properties of travelling waves, we choose jijCi) = (EA/3)[(4 + 3y,)1/2 -2] for y, > 0, (5.3a)
n3(y3) = (EA/2)(y3 -l/y3), (5.3b)
where £ is a positive constant. n2 and m2 have the same form as nj and m, (by the isotropy assumption). The nonlinearity in (5.3b) is necessary to handle (2.16). That in (5.3a) is the source of the special nonlinear effects we are investigating. The system (5.3) is designed so that its linearization about ya = 0, y3 = 1, uk = 0 reduces to the classical linear rod theory with E the elastic modulus and with the shear modulus taken to be (E/3). In Fig. 7 we plot F(d) for q = 5.27 when a = 0 is taken fairly large and in Fig. 8 we sketch the phase plane trajectories corresponding to the different values of H shown in Fig. 7 . The vertical scales of these trajectories vary from figure to figure. In Fig. 9 we plot F(6) for q = 8 when a = 0 is taken to be a smaller number than that for Fig. 7 and in Fig.  10 we sketch corresponding trajectories. The arrows indicate the motion of (6, d') E C2. The trajectories ABCE and AFCD represent periodic travelling waves with 6 being merely piecewice twice continuously differentiable. Such a 6 generates a weak solution of our governing equations. Thus there is a family of solutions described by the point (0, 6') moving in a clockwise sense about the trajectories in Fig. 8b with these solutions having the option of switching at the singular points A and C from one smooth arc to another. In this manner we obtain an uncountable family of oscillatory piecewise C2 solutions rather than periodic solutions. Since A and C correspond to 8 = 0, we see from Fig. 3 that y\ has a jump every time such a switch is made. (In Sec. 6 we show that such discontinuous solutions are not physically realizable.)
A seemingly related family of solutions is that corresponding to Fig. 8d (which occurs only for a very special set of parameters). Since the smooth trajectories A BCD and EBGH are tangent at B (which is a regular point) and since the smooth trajectories ABCD and FGDE are tangent at D, there is an uncountable family of oscillatory travelling waves with (a) (
d (E C2. In Fig. 11 we sketch a typical member of this family.
We can, of course, also allow switching at E and G but this would destroy the C2 character of solutions. We note that y\ (as well as the other strains) is continuous on trajectories that switch only at B and D. (D has abscissa -7r/2 and B has abscissa x/2. Switching in Fig. 8d at D and B corresponds to switching of the trajectories q = 5.27 in Fig. 3 where they cross at -x/2 and 7t/2.)
A related phenomenon, which does not arise in our example for the parameter ranges used (but cf. [3] ), is a trajectory of the sort shown in Fig. 12a . This trajectory gives rise to a countably infinite family of pulses of the sort shown in Fig. 12b . The location of the saddle points is determined by the equation SO?"!, 0; a, /?, N) = 0. There can also be trajectories joining pairs of saddle points such as in Fig. 13a that lead to travelling bores. We have not, however, discovered circumstances under which there is a phase plane trajectory of the form shown in Fig. 14a , which would lead to a countably infinite family of bores, but we feel that such trajectories can exist for very special values of the parameters.
We finally note that the chief qualitative effect of changing the parameter c is to change the signs of various terms of (3.17) or(4.2) and to reduce the range of 9s for which (3.16c) has solutions. Once the phase-plane behavior of 6 is determined we can readily obtain the motion of d3 on the unit sphere. Cf. [3] for details of this process.
6. Discontinuous waves. We now study the question of determining which of the many kinds of discontinuous travelling waves suggested by our development of Sec. 5 are physically realizable. Suppose that {r, dff} is a piecewise twice continuously differentiable weak solution of the partial differential equations (2.13), (2.14), (2.17). Suppose that x = g{t), with g E C'(IR), is the equation of a curve across which some components of {r, d"} and their first and second derivatives suffer jump discontinuities. Then {r, d"} must satisfy the Rankine-Hugoniot jump conditions at (g(t), ():
[n](f(0, t) + pAg'(t)lrt]{g{t\ t) = 0, ( (We are adhering to the notational conventions adopted in the discussion surrounding (2.21)-(2.24).) Relation (6.4) implies that n -pc2Ar' is continuous so that yVe3, introduced in (3.1), is a true constant. The componential version of (6.4) and relations (3.2)-(3.4) then imply that 6 and $ must be (effectively) continuous. Relations (6.5) and (3.5) imply that a is a true constant. Since 6 and 4> are continuous, d3 is continuous. Relations (6.5) and (3.13) imply that 0 is a true constant. Since weak solutions conserve energy, the h appearing (3.8), (3.16e) and elsewhere is a true constant. If we take components of (6.4), (6.5) with respect to the basis {d*} where et, e2 are chosen so as to yield (3.16), then (3.16a-d, 0 imply that all the conditions of (6.4) and (6.5) are automatically met save for dw2(x) -cVttsKI) = 0. (6.6) It is well known that initial-value problems for quasilinear hyperbolic systems such as (2.13), (2.14), (2.17) can have many weak solutions. The unique weak solution satisfying further entropy conditions is adjudged physically reasonable. (Although such entropy conditions are motivated by physical considerations, often connected with notions of dissipation and stability, the nature of the relationship between uniqueness and physical considerations is not completely understood.)
The entropy condition is usually stated in terms of the characteristic speeds and the shock speed. For the system (2.13), (2.14), (2.17) a characteristic direction w(x) at x is an eigenvector of M(x) relative to K (see (4.5c)) and the corresponding characteristic speed x(x) at x is the corresponding eigenvalue:
Lax [7] proposed a stability criterion for shocks that characterizes a shock as stable if as t increases the characteristic curves impinge on the curve x = g(t) of discontinuity from both sides. This criterion is appropriate tor genuinely nonlinear systems. Our system (2.13), (2.14), (2.18) would be genuinely nonlinear if w(x)-Vx(x)^0 (6.8) for all x with x3 > 0 and for all solution pairs x, w of (6.7). Since ya -> nj^yi, ui)< uk -» thkiy'i, Hi) are odd functions our system cannot be genuinely nonlinear. The function [0, °°) 3 J3 -> n3(ji, ut), however, could be concave. In this case, if the corresponding equation were uncoupled from the rest, then (6.8) would apply to this equation and Lax's conditions would supply conditions for the stability of discontinuities in y3 . We discuss these below.
Liu [8] generalized Lax's condition to systems that are not necessarily genuinely nonlinear and used his generalization to prove a uniqueness theorem for the Riemann problem. (In this connection, see [5] .) To state Liu's condition, which we shall apply to our problem, we consider the system nk(x) -rtfc(x0) = pcA{y*k -y*olt), mk{x) -mk(x0) = (1 + bk3)paJ(u* -u*ok) (k not summed), (6) (7) (8) (9) where 8U represents the Kronecker delta. Suppose that x0 is given. Values of a such that (6.9) has a solution x are denoted <r(x0, x). Note that o-(x0, x) = a(x, x0) and that <r(x, x0), if it exists, satisfies The strict convexity of W (cf. (2.17)), which is nothing more than a hyperbolicity condition for our problem, implies that <r(x0, x) > 0 for x / x0. We set S(x0) = {x: 3<r(x0, x) such that (6.9) is satisfied}. A discontinuity {x±(g(t), t)) is called admissible if it satisfies Liu's entropy condition: there is a component of S(x_) connecting x_ to x+ and <t(x_, x+) < a(x_, x) (6.13)
for every x in this component of S(x_). This condition is equivalent to: there is a component ofS(x+) connecting x+ to x_ and cr(x_, X+) > a(x, X+) (6.13b)
for every x in this component of S(x_). (S(x±) is called the shock set through x± and ct(x_, x+)1/2 is the shock speed associated with the discontinuity {x±}.)
We are now ready to study the nature of travelling discontinuities satisfying (6.6) and (6.13). A discontinuity {x±} satisfies (6.6) if and only if there is a number r such that w2(x±) -pc2J6i = t.
(6.14)
It follows from (6.14) that there cannot be jumps in 8' on the curves of Figs. 8 and 9 because d' -> m2(x) -pc2Jd' is strictly increasing for the value of r2 used and for the linear function m2 given by (5.3c). For constitutive functions more complicated than (5.3) and for other values of c2 the possibility of such jumps cannot be so easily dismissed. To handle such problems we invoke Liu's entropy condition. We assume that a component of S(x_) connects x_ to x+ . (Otherwise the discontinuity would not be admissible.) Then (6.9) and (6.14) imply that p/<r(x_, x+)(0+' -61) = w2(x+) -w2(X-) = pc2J(6; -61) + t. (6.15) But the speed (j(x_, x+)l/2 of a travelling shock must be the wave speed c. Hence (6.15) implies that r = 0. (6.16) Thus (6.14), which is the only Rankine-Hugoniot condition that is not satisfied identically, implies that jumps can only occur between values of x for which m2(\) -pc2J6' = 0. The values of 6' for which this equation is satisfied can be read off from a figure like Fig. 1 . Let us study shocks in which 61 ± 61. Since we are assuming that S(x_) connects x_ to x+ , Liu's entropy condition (6.13a) implies that
for all x on a component of S(x_) to x+ joining x_ to x+ (and a fortiori for all 6\ which is the fifth component of x, between 61 and 61). Suppose that m2 depends only on 6'. By examining the geometric consequences of (6.14), (6.16), (6.17) in light of the oddness of 6' -♦ m2(6') we readily arrive at Now we consider jumps in 6' when m2 does not satisfy the restriction of Proposition (6.18). We limit our attention to discontinuities of the form {.x±} = (xt, x2, x3y x4, ±6'0, x6), 6o ^ 0. (6.19) We set z± = (zi, z2, z», z4, ±6', z6). The entropy condition (6.13) and the equality <r(x_, x+) = c2 then implies that <r(x_, •) = <r(x+, •) = <r(x_, x+) = c2 (6.22) where the domain of cr(x_, •) is S(x_) and that of ct(x+, •) is S(x+). This condition means that the problem is degenerate in a sense that generalizes the exceptional case tfi2(6') =c2J6' of Proposition (6.18). (Cf. (6.10).) To see the nature of this degeneracy, we suppose that <S(x±)} contain continuously differentiable curves defined parametrically by functions {f -> 2±(f)}-Then (6.22) and (6.9) imply that M(2±(f)) ^r(H = ^ (f). (6.23) This means that (</2±A/f)(f) is a characteristic direction at 2±(f) and that c2 is the characteristic speed there. Hence define characteristic curves (cf. (6.7) ). From (6.9) we then find that nk(\) -pc2Ay% and rhk(\) -(1 + bkn)pc2Ju\ are constants for x on these characteristic curves. Note that all of these functions except m2(\) -pc2J8' are also constant on trajectories. In particular, (6.14) and (6.16) imply that m2(x) -pc2J6' = 0 for x £ S(x±). Hence we have the following companion of Proposition (6.18).
(6.23) Proposition.
Let 6, X, h be fixed and let ±80 satisfy (4.2). Let the corresponding x± be given by (6.19) . Let |S(x±)f contain C1 curves {2±} joining x to x+. Then a travelling wave satisfying the Rankine-Hugoniot and Liu conditions can suffer a discontinuity {x±} only if nk{x) -pc2Ayf = a" (const), mk(\) -(1 + bk^)pc2Ju*h = bk (const) with b2 = 0 for x on the curves {2±} (which are characteristic curves).
The development of more general results along these lines seems to lead to statements couched in terms of genericity. We do not pursue such generalizations here.
We now examine the question of whether an admissible discontinuity arises for a trajectory like DAF in Fig. 8b . We see that^* suffers a discontinuity at A corresponding to the positive and negative values ofy* on the curve q = 5.27 of Fig. 3 . Just as in Proposition (6.18), the oddness of y* -► «,(>•*,) prevents such a discontinuity from being admissible for a nonlinear nx . More general results along the lines of Proposition (6.23) can be obtained when depends on other arguments besides y* . We note that this argument would fail were only y3 to suffer a discontinuity at a point like A of Fig. 8b because y% -> n3(\) is certainly not odd. Indeed, (2.3) and (2.16) suggest that the requirement that this function be concave, at least for small y*3 , is eminently reasonable. Thus Liu's entropy condition would not necessarily exclude travelling compressional shocks (coupled with other modes of deformation). This suggests that there is a distinguished role for compressional shocks.
The discontinuities at B and D of Fig. 8d are merely contact discontinuities; they are compatible with both the Rankine-Hugoniot and Liu conditions. From the extensive work on hyperbolic conservation laws, there is no evidence to suggest that a travelling wave of the form of Fig. 11 would fail to be the physically realizable solution to a Cauchy problem with the shape of Fig. 11 generating the initial data.
Conclusion.
We have shown that our twelfth-order, quasilinear hyperbolic system has a rich variety of travelling waves, both classical and weak. Our development depended critically upon the isotropy condition (2.18) and upon (2.19). Our approach differed in a number of significant particulars from that used for the static problem of [3] because the operators of the travelling wave problem do not enjoy the monotonicity of those of the static problem. One minor but typical manifestation of the distinction between the static problem and the travelling wave problem is that in the former problem Eqs. (3.16b, f) (with c2 = 0) have unique solutions.
We found that when the wave speed is characteristic at points of the rod, there can be countably or uncountably infinite families of travelling waves for the same values of parameters. There are also travelling waves when the wave speed is nowhere characteristic. This behavior may be contrasted with that for the classical second-order linear wave equation for which any shape defines a travelling wave when the wave speed is characteristic and there are no travelling waves when the wave speed is not characteristic. It may also be contrasted with that for (1.1) for which all travelling waves have piecewise linear shape.
The study of longitudinal waves in rods is a useful way to determine the constitutive properties of the rods in the nonlinear range (cf. Bell [4] ). Bell has informed us, however, that flexural motion causes distortions that render standard experiments useless. Our results, showing the complicated effects that accompany flexural motion, suggest why this is so. They also suggest that experimental procedures accounting for combined flexure, torsion, extension, and shear could conceivably give a more refined picture of constitutive response.
At the level of second-order systems such as (1.1), there is little distinction between equations from gas dynamics and those from nonlinear elasticity. The governing equations that we have analyzed are far more complicated than (1.1); they cannot be confused with equations of gas dynamics. Associated with this very complexity is a rich mathematical structure leading to a complete family of integrals. This mathematical structure, the exactness of the underlying geometry, the generality of the material response, and the availability of rational thermo-visco-elastic generalizations of our equations justify us in submitting that these equations are a worthy and rewarding object of serious analysis.
