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Cosmic rays in galaxy clusters are unique probes of energetic processes operating with large-scale
structures in the Universe. Precise measurements of cosmic rays in galaxy clusters are essential for
improving our understanding of non-thermal components in the intracluster-medium (ICM) as well
as the accuracy of cluster mass estimates in cosmological analyses. In this paper, we perform a
cross-correlation analysis with the extragalactic gamma-ray background and the thermal Sunyaev-
Zeldovich (tSZ) effect in the cosmic microwave background. The expected cross-correlation signal
would contain rich information about the cosmic-ray-induced gamma-ray emission in the most mas-
sive galaxy clusters at z ∼ 0.1–0.2. We analyze the gamma-ray background map with 8 years of
data taken by the Large Area Telescope onboard Fermi satellite and the publicly available tSZ map
by Planck. Our measurements are consistent with a null detection, but a weak correlation is found
at angular scales of ∼ 10 arcmins. The null detection in our cross-correlation analysis enables us
to put the tightest constraint of the acceleration efficiency of cosmic ray protons at shocks. We
find the acceleration efficiency must be below 2.4% with a 2σ confidence level when the hydrostatic
mass bias of clusters is assumed to be 30%, while our result is less affected by the assumed value of
the hydrostatic mass bias. Our constraint implies that the non-thermal cosmic-ray pressure in the
ICM can introduce only a <∼ 1% level of the hydrostatic mass bias, highlighting that the cosmic ray
is incompatible with the mass bias inferred by the Planck analyses. Finally, we discuss future de-
tectability prospects of cosmic-ray-induced gamma rays from the Perseus cluster for the Cherenkov
Telescope Array.
I. INTRODUCTION
Galaxy clusters are known to be the most massive
self-bound objects in the Universe. The standard struc-
ture formation theory predicts that galaxy clusters form
through a hierarchical sequence of mergers and accretion
of smaller objects driven by the gravitational growth of
cosmic mass density [1]. Mergers are one of the most
energetic phenomena in the Universe, generating shocks
around galaxy clusters and heating the gas temperature
in the intra-cluster medium (ICM). Detailed studies of
dissipation of the gravitational energy in the cluster for-
mation will be key to understanding the nature of the
ICM. This is because the processes of dissipation can
cause the production of non-thermal components in the
ICM, such as relativistic particles, or cosmic rays [2]. Un-
derstanding the ICM physics enables us to estimate the
masses of individual clusters from multi-wavelength ob-
servations accurately and perform precise cosmological
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analyses based on the cluster number count [3].
Radio observations of galaxy clusters have found dif-
fuse synchrotron radiation from the ICM [4]. The de-
tected synchrotron radiation from galaxy clusters pro-
vides the main evidence for large-scale magnetic fields
and cosmic-ray electrons in the ICM. As a natural con-
sequence, galaxy clusters should confine cosmic-ray pro-
tons (hadrons) over cosmological times because of the
long lifetime of cosmic-ray protons against energy losses
and the slow diffusive propagation in the ICM magnetic
fields. The detection of gamma-ray emission produced
by the decay of secondary pi0 particles is the most direct
probe of cosmic-ray protons in galaxy clusters. Despite
intense efforts in gamma-ray astronomy, no conclusive
evidence for gamma-ray emission in the ICM has been
reported so far [5–14] (but see Ref. [15] for the recent
update).
Most previous searches for gamma-ray emission from
the ICM rely on targeted observations of single nearby
galaxy clusters and suffer from limited statistics. For a
complementary approach to the previous ones, we pro-
pose a cross-correlation analysis of the unresolved extra-
galactic gamma-ray background (UGRB) with the ther-
mal Sunyaev-Zel’dovich (tSZ) effect in the comic mi-
crowave background (CMB). The tSZ effect is known as
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2the frequency-dependent distortion in the CMB inten-
sity induced by the inverse Compton scattering of the
CMB photons in the ICM [16, 17]. The Planck satellite
has completed its survey operation over about four years
[18]. The multi-frequency bands in the Planck enabled
us to obtain the cleanest map of CMB so far [19–21] and
reconstruct the tSZ effect on a line-of-sight basis over
a wide sky [22, 23]. Hence, the Planck tSZ map can
provide a unique opportunity to probe the ICM with-
out any selection effects of galaxy clusters. Since the
UGRB is expected to be the cumulative emission from
faint gamma ray sources, it may also contain valuable
information on the ICM, if the ICM emits gamma rays.
In this paper, we perform, for the first time, the cor-
relation analysis between the UGRB and the tSZ effect
by using gamma-ray data from the Fermi and the pub-
licly available Planck map. We also develop a theoret-
ical model of the cross correlation based on the stan-
dard structure formation and the simulation-calibrated
cosmic-ray model [24]. Compared with our measurement
and theoretical prediction, we constrain the amount of
cosmic-ray-induced gamma rays in the ICM in the en-
ergy range of > 700 MeV, at which the cosmic ray pro-
tons play a central role in possible gamma-ray emission.
It would be worth noting that a cross correlation be-
tween the UGRB and the number density of galaxy clus-
ters is a similar statistical approach to search for the
gamma rays from galaxy clusters [25–27]. This number-
density-based method will be sensitive to the gamma-ray
emission from the active Galactic nuclei (AGN) inside
galaxy clusters, while our approach uses a more direct
probe of the ICM and can provide comprehensive in-
formation about the gamma rays from the ICM. Note
that the tSZ effect mainly arises from thermal electrons
in the ICM, while the gamma-ray emission is caused by
non-thermal components. Hence, the cross correlation
between UGRB and tSZ maps may not have the strict
same origin, but signals should be interpreted as a spatial
correlation.
The paper is organized as follows. In Section II, we
summarize the basics of UGRB and the tSZ effect. Our
benchmark model of the cross correlation is discussed in
Section III. In Section IV, we describe the gamma-ray
and the tSZ data used, and provide details of the cross-
correlation analysis. In Section V, we show the result
of our cross-correlation analysis, and discuss constraints
on the gamma rays in the ICM. Concluding remarks and
discussions are given in Section VI. Throughout, we use
the standard cosmological parameters H0 = 100h km s
−1
with h = 0.68, the average matter density Ωm0 = 0.315,
the cosmological constant ΩΛ = 0.685, and the amplitude
of matter density fluctuations within 8h−1 Mpc, σ8 =
0.83.
II. OBSERVABLES
A. Extragalactic gamma-ray background
The gamma-ray intensity Iγ is defined by the number
of photons per unit energy, area, time, and solid angle,
EγIγ =
c
4pi
∫
dz
Pγ(E
′
γ , z)
H(z)(1 + z)4
e−τ(E
′
γ ,z), (1)
where Eγ is the observed gamma-ray energy, E
′
γ =
(1 + z)Eγ is the energy of the gamma ray at redshift
z, H(z) = H0[Ωm0(1 + z)
3 + ΩΛ]
1/2 is the Hubble pa-
rameter in a flat Universe, and the exponential factor in
the integral takes into account the effect of gamma-ray
attenuation during propagation owing to pair creation on
diffuse extragalactic photons. For the gamma-ray optical
depth τ
(
E′γ , z
)
, we adopt the model in Ref. [28]. Ref. [29]
has shown that the model in Ref. [28] can provide a rea-
sonable fit to the gamma-ray attenuation in the energy
spectra of blazars and a gamma-ray burst. In Eq. (1), Pγ
represents the volume emissivity (i.e., the photon energy
emitted per unit volume, time, and energy range), which
is given by
Pγ(Eγ , z) = EγS(Eγ , z)F(r, z), (2)
where S is a gamma-ray source function and F represents
the relevant density field of gamma-ray sources.
In this paper, we assume that the UGRB intensity is
measured in the energy range Eγ,min to Eγ,max along a
given angular direction nˆ. In this case, the more relevant
formula is given by
Iγ(nˆ) =
∫
dχWγ(χ)F(χnˆ, z(χ)), (3)
Wγ(χ) =
∫ Eγ,max
Eγ,min
dEγ
4pi
S(E′γ , z(χ))
(1 + z(χ))3
e−τ(E
′
γ ,z(χ)), (4)
where χ(z) is the comoving distance. In practice, we
need to take into account the smearing effect in a map
due to the point spread function (PSF) in gamma-ray
measurements. In this paper, we apply the same frame-
work to include this PSF effect as in Ref. [30], while we
update the parameters in the PSF to follow the latest
Fermi pipeline accordingly.
B. Thermal Sunyaev-Zel’dovich effect
The tSZ effect probes the thermal pressure of hot elec-
trons in galaxy clusters. At frequency ν, the change in
CMB temperature by the tSZ effect is expressed as
∆T
T0
= g(x)y, (5)
where T0 = 2.725 K is the CMB temperature [31], g(x) =
xcoth(x/2) − 4 with x = hPν/kBT0, hP and kB are the
3Planck constant and the Boltzmann constant, respec-
tively1. Compton parameter y is obtained as the integral
of the electron pressure Pe along a line of sight:
y(nˆ) =
∫
dχ
1 + z
kBσT
mec2
Pe (χnˆ, z(χ)) , (6)
where σT is the Thomson cross section.
III. ANALYTIC MODEL OF CROSS POWER
SPECTRUM
In this section, we describe the formalism to compute
the cross power spectra between the UGRB intensity Iγ
and the tSZ Compton parameter y. The cross power
spectrum between any two fields is given by:
〈A(`1)B(`2)〉 ≡ (2pi)2δ(2)D (`1 − `2)CAB(`1), (7)
where 〈· · · 〉 indicates the operation of ensemble aver-
age, δ
(n)
D (r) represents the Dirac delta function in n-
dimensional space, A and B are projected fields of in-
terest.
A. Halo Model Approach
The cross power spectra for any two fields CAB, under
the flat-sky approximation2, can be decomposed into two
components within the halo-model framework [35]
CAB(`) = C1hAB(`) + C
2h
AB(`), (8)
where the first term on the right-hand side represents
the two-point clustering in a single halo (i.e. the 1-halo
term), and the second corresponds to the clustering term
between a pair of halos (i.e. the 2-halo term). They are
expressed as [34, 36, 37]
C1hAB(`) =
∫ zmax
zmin
dz
d2V
dzdΩ
∫ Mmax
Mmin
dM
dn
dM
× |A`(M, z)B`(M, z)|, (9)
C2hAB(`) =
∫ zmax
zmin
dz
dV
dzdΩ
PL(k = `/χ, z)
×
[∫ Mmax
Mmin
dM
dn
dM
A`(M, z) b(M, z)
]
×
[∫ Mmax
Mmin
dM
dn
dM
B`(M, z) b(M, z)
]
,
(10)
1 In this paper, we ignore the relativistic correction for g(x) which
is a secondary effect in the current tSZ measurements [32, 33].
2 The exact expression for the curved sky can be found in Ap-
pendix A of Ref. [34].
where we adopt zmin = 0.01, zmax = 3, Mmin =
1013 h−1M and Mmax = 1016 h−1M, PL(k, z) is the
linear matter power spectrum, dn/dM is the halo mass
function, and b is the linear halo bias. We define the halo
mass M by virial overdensity [38]. We set the minimum
redshift zmin = 0.01 in our halo-model calculations, be-
cause it is the lowest redshift in the galaxy cluster catalog
provided by the Planck [39]. We adopt the simulation-
calibrated halo mass function presented in Ref. [40] and
linear bias in Ref. [41]. In Eqs. (9) and (10), A`(z,M)
and B`(z,M) represent the Fourier transforms of profiles
of fields A and B of a single halo with mass of M at
redshift z, respectively.
B. ICM profiles in a single halo
1. Gamma rays from pion decays
The high-resolution hydrodynamical simulation of
galaxy clusters have shown that the emission coming
from pion decays dominates over the inverse Compton
emission of both primary and secondary electrons for
gamma rays with energies above 100 MeV [24]. Hence, we
assume that the ICM contribution to the UGRB inten-
sity can be approximated by the cumulative gamma-ray
emission arising from pion decays in single galaxy clus-
ters. For the gamma-ray source function S(Eγ , z), we
use a universal model of the cosmic-ray energy spectrum
in galaxy clusters developed in Ref. [24]. For the pion-
decay-induced emission in a single cluster, the relevant
density profile can be expressed as [24]
Fh(R,M, z) = Aγ Cγ(R,M)
ρ2gas(R,M, z)
ρ2aux
, (11)
where R is the cluster-centric radius, Cγ(R,M) controls
the shape of the cosmic-ray spatial distribution com-
pared to the square of gas density profile ρgas, and Aγ
is a dimensionless scale parameter related to the maxi-
mum cosmic-ray proton acceleration efficiency ξp for dif-
fusive shock acceleration3. In Eq. (11), we introduce an
auxiliary variable ρaux so that Fh can be dimensionless.
Accordingly, the gamma-ray source function S(Eγ , z) is
given by S(Eγ , z) = ρ2aux/(m3pc) × G(Eγ), where mp is
the proton mass and G(Eγ) controls the shape of the
gamma-ray energy spectrum. Note that G has the unit
of mbarn. See Ref. [24] for the exact form of G(Eγ).
Besides, the presence of magnetic fields in a cluster can
affect the pion-decay spectrum at Eγ
>∼ 108 GeV, which
is well beyond our energy range of interest.
Ref. [24] sets Aγ = 1 for ξp = 0.5 and Aγ is expected to
decrease as ξp becomes smaller. Although the Aγ–ξp re-
lation would be non-linear [24], we can approximate the
3 To be specific, ξp is defined as the maximum ratio of cosmic-
ray energy density that can be injected with respect to the total
dissipated energy at the shock.
4relation to be linear for pion-decay emission with ener-
gies >∼ 1 GeV [12]. In Eq. (11), we adopt the following
functional form of Cγ(R,M) as calibrated in Ref. [24]:
Cγ(R,M) = Ccen + (Cvir(M)− Ccen)
×
[
1 +
(
R
Rtrans(M)
)−β(M)]−1
, (12)
where Ccen = 5× 10−7 and
Cvir(M) = 1.7× 10−7
(
M200c(M)
1015M
)0.51
, (13)
Rtrans(M) = 0.021R200c
(
M200c(M)
1015M
)0.39
, (14)
β(M) = 1.04
(
M200c(M)
1015M
)0.15
, (15)
where M∆c is the spherical over-density (SO) mass with
respect to the critical density times ∆ and R∆c is the SO
radius4.
For the gas density squared in Eq. (11), we use a gen-
eralized Navarro-Frank-White (GNFW) profile:
ρgas(R,M, z = 0) =
mp
XHXe
ne(R,M)
ne(R,M) =
n0(M)
xβg [1 + xαg ]
(δg−βg)/αg , (16)
where x = R/(0.2R500c), αg = 1, δg = 2.5, XH = 0.76 is
the primordial hydrogen mass fraction, and Xe = 1.157
is the ratio of electron-to-hydrogen number densities in
the fully ionized ICM [44]. For z > 0, we assume the self-
similar relation ρgas(z) = ρgas(z = 0)H
2(z)/H20 [45]. We
adopt the parameters n0 and βg in Ref. [46] in this paper.
The authors in Ref. [46] have calibrated the parameters
for cool-core and non-cool-core samples with the observed
tSZ and X-ray scaling relation as well as the X-ray lumi-
nosity function. In this paper, we assume the cool-core
fraction to be fCC = 0.5 and the total gas density profile
is expressed as ρgas = fCCρgas,CC + (1 − fCC)ρgas,NCC,
where ρgas,CC is the gas density profile for the cool-core
population and so on.
The presence of substructures in the ICM can enhance
the amplitude of the gas density squared on average. This
boosting effect is known as the gas clumpiness effect.
When computing Eq. (11), we include this clumpiness
effect by introducing a multiplication function as
ρ2gas → Cclump ρ2gas, (17)
where Cclump represents the gas clumpiness effect. In this
paper, we adopt the model of Cclump calibrated with the
4 Throughout this paper, we convert the virial mass M to differ-
ent SO masses M∆c as in Ref. [42] assuming the mass-redshift-
concentration relation in Ref. [43].
numerical simulation in Ref. [47] and its form is approx-
imated as [48]
Cclump(R,M) = 1 +
[
x
xcc(M)
]βcc(M)
×
[
1 +
x
xcc(M)
]γcc(M)−βcc(M)
, (18)
where x = R/R200c and,
xcc(M) = 9.91× 105
(
M200c(M)
1014M
)−4.87
, (19)
βcc(M) = 0.185
(
M200c(M)
1014M
)0.547
, (20)
γcc(M) = 1.19× 106
(
M200c(M)
1014M
)−4.86
. (21)
2. Electron pressure
When computing the Fourier counterpart of Eq. (6),
we adopt the model of 3D electron pressure profile in
single halo Pe,h as constrained in Ref. [49],
Pe,h(R,M, z) =1.65× 10−3
[
keV cm−3
]
E8/3(z)
×
(
M500c(M)
3× 1014 h−170 M
)2/3+0.12
P(x)h270,
(22)
where x = R/R500c, E(z) = H(z)/H0, h70 = H0/70,
and P(x) is so-called universal pressure profile [50]. The
functional form of P(x) is given by
P(x) = P0
(c500x)γP [1 + (c500x)αP ]
(βP−γP )/αP , (23)
where we adopt the best-fit values of five parameters
(P0, c500, αP , βP , and γP ) from Ref. [49]. Note that the
input mass parameter M500c in Eq. (22) will be affected
by hydrostatic mass bias, because the mass-scaling re-
lation in Eq. (22) has been calibrated with the actual
tSZ measurements alone. For a given halo mass of M
(the virial SO mass), we include the hydrostatic mass
bias bHSE by M500c → M500c/(1 + bHSE) and R500c →
R500c/(1 + bHSE)
1/3 for Eq. (22). We set bHSE = 0.2 as
in Ref. [51] for our baseline model. It is worth noting
that Ref. [51] shows that the above model of the electron
pressure can explain the observed tSZ power spectrum
[23].
3. Fourier counterparts
The Fourier transforms of the gamma-ray emissivity
profile γ`(M, z) and the thermal electron pressure pro-
file y`(M, z) of the halo with mass M and redshift z are
5expressed as
γ`(M, z) =
4piR500c
`2500
∫
duu2
sin(`u/`500)
`u/`500
×Wγ(z, `)Fh(uR500c,M, z),(24)
y`(M, z) =
4piR500c
`2500
∫
duu2
sin(`u/`500)
`u/`500
× σT
mec2
Pe,h(uR500c,M, z), (25)
where u = R/R500c, `500 = χ/R500c/(1 + z), Fh is the
gamma-ray emissivity profile defined in Eq. (11), and Pe,h
is the 3D electron pressure profile in a single halo. The
term Wγ(z, `) in Eq. (24) represents the kernel function
of Eq. (4) incorporated with the gamma-ray PSF effect.
C. Information contents
We here summarize the information contents encoded
in the cross power spectrum between the UGRB inten-
sity and the tSZ Compton parameter. Figure 1 shows
the analytic prediction of the cross power spectrum Cyγ
based on the halo-model approach. For this figure, we set
the scale parameter in the gamma-ray intensity for single
cluster-sized halos (see Eq. [11]) to be Aγ = 1 and assume
the hydrostatic mass bias bHSE = 0.2. The dashed and
dotted lines in the figure represent the one- and two-halo
terms of the cross power spectrum, respectively. The
clustering effect of neighboring halos on Cyγ would be
important only at ` <∼ 10 and the two-point clustering in
single halos is more dominant over the wider range of
multipoles. This is because low-z galaxy clusters would
effectively contribute to the two-point clustering signal
and the angular size of the cluster becomes larger as the
cluster redshift decreases.
To see effective redshifts and cluster masses probed by
the cross power spectrum Cyγ , we consider the derivative
of the one-halo term to the redshift z or the halo mass
M : For a given multipole `, these derivatives are given
by
∂C1hyγ
∂z
=
d2V
dzdΩ
∫ Mmax
Mmin
dM
dn
dM
|y`(M, z)γ`(M, z)|,
(26)
∂C1hyγ
∂M
=
∫ zmax
zmin
d2V
dzdΩ
dn
dM
|y`(M, z)γ`(M, z)|. (27)
Figure 2 shows the derivatives for three different multi-
poles ` = 10, 100 and 1000. The figure highlights that the
cross power spectrum can contain the information of the
galaxy clusters with their masses of M ∼ 1015 h−1M re-
gardless of the multipoles. At the degree-scale clustering
(i.e. ` <∼ 100), the one-halo term is mostly determined
by the contributions from the galaxy clusters at z <∼ 0.1.
On the other hand, the cross correlation at smaller scales
(` ∼ 1000) can probe the gamma-rays in galaxy clusters
at z ∼ 0.1–0.2. Since most gamma-ray studies of galaxy
101 102 103
Multipole `
10−18
10−16
10−14
10−12
10−10
`(
`
+
1)
C
y
γ
(`
)/
2pi
[c
m
−2
s−
1
] Aγ = 1 & bHSE = 0.2
Eγ >1.5 [GeV]
1 halo
2 halo
Total
FIG. 1. Our fiducial model of the cross power spectrum be-
tween the UGRB intensity and the tSZ compton parameter.
In this figure, we consider the gamma-ray energy range of
1.5 < Eγ [GeV] < 1000. The dashed and dotted lines show
the one- and two-halo terms of the halo-model prediction, re-
spectively. The dimensionless scale parameter in the gamma-
ray emissivity in a single halo is set to Aγ = 1 in this figure.
clusters concentrate on objects at z <∼ 0.1 [11–13, 52, 53],
the cross-correlation analysis with the UGRB intensity
and the tSZ Compton parameter is a comprehensive ap-
proach to study gamma rays in the ICM at higher red-
shifts.
The amplitude of Cyγ should scale with Aγ . Therefore,
we can determine Aγ with the measurement of the cross
power spectrum when assuming the cosmological model
and the degree of the hydrostatic mass bias bHSE. The
exact value of bHSE is still unclear even if we assume
the concordance ΛCDM cosmology. Figure 3 shows the
dependence on bHSE of the cross power spectrum. We find
that the shape of the power spectrum is almost unaffected
by bHSE, but the amplitude shows a weak dependence of
bHSE. Because a larger bHSE leads to a smaller amplitude
in the thermal pressure profile for a given halo mass M
[see Eq. (22)], the amplitude of the correlation is expected
to decrease as bHSE increases. This indicates that the
constraint of Aγ by the cross power spectrum can depend
on the assumed value of bHSE. In this paper, we consider
a wide range of bHSE from 0.1 to 0.7 when constraining
Aγ with the measurement of the power spectrum (see
Sec. V C).
It is worth noting that there should exist other con-
tributions to the power spectrum from the clustering
faint astrophysical sources at gamma-ray and microwave
wavelengths. In Appendix A, we examine the possible
correlation between the main gamma-ray sources and
the tSZ effect by the ICM. We find that the contribu-
tion from the gamma-ray sources would be subdominant
in the power spectrum, and thus, we ignore any pos-
sible cross-correlation signals arising from astrophysical
6FIG. 2. The derivative of the one-halo cross power spectrum
with respect to redshifts or halo masses. The upper panel
shows the redshift dependence on the integrand of the one-
halo term, while the bottom is for the mass dependence. In
each panel, the black, red, and blue lines represent the results
for three different multipoles ` = 10, 100, and 1000, respec-
tively.
sources. Nevertheless, this treatment should provide a
conservative upper limit on the parameter Aγ , since the
correlation from the astrophysical sources is expected to
be positive.
IV. DATA
A. Fermi-LAT
The data for this study were taken during the period
August 4, 2008, to August 2, 2016, covering eight years.
We used the current version of LAT data which is Pass
85 and the P8R3 ULTRACLEANVETO V2 event class6.
We also took advantage of a new event classification that
divides the data into quartiles according to the localiza-
tion quality of the events. In particular, we rejected the
worst quartile denoted as PSF0. Furthermore, to reduce
5 https://fermi.gsfc.nasa.gov/ssc/data/analysis/
documentation/Cicerone/Cicerone_Data/LAT_DP.html
6 The ULTRACLEANVETO event class comprises the LAT data
with the lowest residual contamination that is publicly available.
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FIG. 3. The dependence of the cross power spectrum on the
hydrostatic mass bias. The blue solid line shows the case of
bHSE = 0.2 as our baseline model, while the orange dashed
and green dotted lines represents the results with bHSE = 0.4
and bHSE = 0.6, respectively. The upper panel shows the cross
power spectrum, while the bottom represents the fractional
difference between the model with bHSE = 0.2 and others.
contamination from the Earth’s albedo, we excluded pho-
tons detected with a zenith angle larger than 90◦. The
data reduction procedure was done using version v11r5p3
of the Fermi Science Tools software package. Note that
the selection cuts in our analysis are very similar to those
introduced in Ref. [54]. The interested reader is referred
to that article for validation tests and further checks on
the data sample.
We analyzed LAT data in the energy range between
700 MeV and 1 TeV. The whole data set was subdivided
into 100 logarithmically spaced “micro” energy bins. For
each micro-energy bin, we produced counts and expo-
sure maps which were subsequently used to obtain raw
flux maps. The resulting maps were spatially binned us-
ing the Healpix [55] framework with Nside = 512. In this
paper, we vary the minimum energy as Eγ,min = 0.7, 1.5,
and 3 GeV for cross-correlation analyses to study the
gamma-ray energy dependence. We also note that the ef-
fect of the energy dependent gamma-ray PSF is properly
included in the theoretical model as in Ref. [30], when we
compare our model with the observed cross correlations.
7B. Compton-y map by the Planck satellite
To perform the cross-correlation analysis, we use the
publicly available tSZ Compton map provided by the
Planck collaboration. The Compton y map has been
constructed by the component separation of the Planck
full mission data covering 30 to 857 GHz frequency chan-
nels [23]. The original map is provided in Healpix for-
mat with Nside = 2048, but we degrade the map with
Nside = 512 to be same as in the UGRB map. Although
the observed maps at multiple frequency bands have dif-
ferent beam properties, we assume circularly symmetric
Gaussian beam with the full-width half-mean (FWHM)
beam size θFWHM = 10.0 arcmin for the Compton-y map.
This Gaussian beaming effect is properly included in our
theoretical model when we compare the model with the
observed cross correlation. For the map production, the
Planck team examined two different component separa-
tion algorithm: MILCA (Modified Internal Linear Combi-
nation Algorithm) [56] and NILC (Needlet Independent
Linear Combination) [57]. Either is designed to find the
linear combination of several components with optimal
weight. The weight is set so that the variance of the re-
constructed map is minimized. In this paper, we use the
map constructed with MILCA as the fiducial map because
it has lower noise contribution at large scales.
C. Masking
When performing the cross-correlation analysis, we
masked some regions to avoid any contamination from
resolved gamma-ray point sources and imperfect model-
ing of Galactic gamma-ray emission. Namely, we masked
all the extended and point-like sources listed in the 4FGL
catalog [58]. For energies larger than 10 GeV we also
masked the 3FHL catalog [59] sources. The source mask
takes into account both the energy dependence of the
PSF and the brightness of each source. This is the same
as in Ref. [54], below we provide a brief description of
the procedure proposed in that article.
For each micro-energy bin [Ei, Ef ], we take the con-
tainment angle as given by PSF(Ei), which is in turn
obtained as the mean of the three quartiles included in
our data sample (PSF1, PSF2, PSF3). This value is sub-
sequently used to define the radius of each source rsrc.
Conservatively, we take rsrc to vary from a minimum of
2×PSF(Emin), for the faintest source with flux Fmin, to
a maximum Fmax of 5×PSF(Ei), for the brightest one.
For sources with Fsrc somewhere in between these two
extremes, we use a logarithmic scaling of the form [54]:
rsrc(Fsrc, Ei)− 2× PSF(Ei)
5× PSF(Ei)− 2× PSF(Ei) =
log(Fsrc)− log(Fmin)
log(Fmax)− log(Fmin)
As done in Ref. [54], we also kept Emin=8.3 GeV for micro
energy bins above 14.5 GeV.
We removed the Galactic diffuse emission (GDE)
using the most up-to-date foreground emission model
gll iem v07.fits. For this, we ran maximum likelihood
fits in each micro-energy bin in which the flux normal-
ization for the GDE model was free to vary. We also
floated in the fits the normalization of an isotropic emis-
sion model (iso P8R3 ULTRACLEANVETO V2 v1.txt)
accounting for the UGRB and possible cosmic-ray residu-
als in the data. Given that we are using the same amount
of data used in the construction of the 4FGL catalog, it
is well justified to fix all 4FGL point sources to their cat-
alog values in the fitting procedure. The fits were per-
formed with the pylikelihood7 routine within the Fermi
Science Tools, which now provide support for likelihood
analyses using maps in Healpix projection. In agreement
with results in Ref. [54], we found normalizations for the
GDE that are within 1σ statistical uncertainty of the
canonical values. Using our best-fit GDE model values,
we constructed infinite-statistics model maps with the
gtmodel tool in each energy bin. These were then sub-
tracted from the raw flux maps. We applied the point
source mask after this step to obtain the final UGRB
maps.
As shown in Figure 2, the ICM in low-z galaxy clus-
ters can affect the large-scale amplitude of the cross
power spectrum. To make our correlation analysis self-
consistent, we apply circular masks around three nearby
galaxy clusters at z < 0.01. Those includes Virgo, For-
nax, and Antlia clusters. We set the mask radius to be
8.0, 8.0 and 3.6 degree for Virgo, Fornax, and Antlia,
respectively. Note that these masks can cover the area
beyond the virial region of individual nearby clusters [60].
Also, we apply a conservative mask of |b| < 30◦ about
the Galactic plane as well as exclude the region associ-
ated with the Fermi Bubbles and the Loop I structure
by applying a Galactic longitude cut with 0◦ < ` < 50◦
and 260◦ < ` < 360◦. It would be worth noting that
the CMB has a distinct component of diffuse Galactic
emission called the Galactic “Haze” and the Haze would
correlate with the Fermi Bubbles [61]. To make our anal-
ysis robust and focus on the extragalactic components
alone, we decide to remove the whole region of the Fermi
Bubbles and the Loop I structure in this paper.
For the microwave sky, we mask Galactic planes and
point sources, where strong radio emission component
separation becomes unreliable. We employ the 60%
Galactic mask and point source mask provided by Planck
collaboration. After combining with the mask in the
UGRB map for Eγ,min = 0.7 GeV, we find that our data
region covers a 13.0% of all sky8. Figure 4 shows our
mask region in the cross-correlation analysis.
7 https://fermi.gsfc.nasa.gov/ssc/data/analysis/
documentation/Cicerone/
8 In principle, the masked region at gamma-ray wavelength would
depend on the gamma-ray energy. In this paper, we fixed the
masked region to be one for Eγ,min = 0.7 GeV regardless of the
gamma-ray energy. This is because a fixed sky fraction allows
avoiding any confusion in the covariance estimate of our cross-
correlation analysis (also see Section IV D).
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FIG. 4. Fiducial mask in our analysis. Darker regions in this
figure represent masks. We mask the resolved gamma-ray
and radio point sources, the strong Galactic emission around
the Galactic plane and possible faint Galactic structures as
the Fermi Bubbles (or the Galactic Haze in CMB). The sky
fraction used in the cross correlation analyis is found to be
13.0% in total.
D. Estimator of cross correlation
We then estimate the cross power spectrum between
the Fermi UGRB map and the Planck Compton y map
using a pseudo-C` approach [62]. For this purpose, we
make use of the publicly available tool PolSpice [63, 64].
The algorithm properly deconvolves the power spectrum
from mask effects in the maps of interest, but it is known
not to be a minimum variance algorithm [65]. In this
sense, the associated covariance matrix is likely to over-
estimate the actual uncertainty, making the significance
reported in this paper conservative. We first measure
the power spectrum in the multipole range from ` = 10
to 1000. To mitigate possible mode-mixing effects caused
by masks, we then average the measured power spectrum
in 10 logarithmic bins with a bin width of ∆ ln ` = 0.46.
The statistical uncertainty of the cross power spectrum
Cyγ can be decomposed into two parts. One is the com-
mon Gaussian covariance term and it is given by
CovG[Cyγa(`1), Cyγb(`2)] =
δ`1`2
(2`1 + 1)∆` fsky
×
[
Cyy(`1)Cγaγb(`1)
+Cyγa(`1)Cyγb(`1)
]
,(28)
where Cyγa represents the cross power spectrum between
the y map and the a-th bin in the gamma-ray energy in
the UGRB map, Cyy is the auto power spectrum of the
y map, Cγaγb is the cross power spectrum between two
different energy bins in the observed gamma-ray maps
(including the Galactic emission), and fsky = 0.130 is
the sky fraction of the data region used in the cross-
correlation analysis. Note that each term in the right
hand side in Eq. (28) is measurable with the PolSpice
algorithm.
Another contribution to the statistical error of Cyγ is
the four-point correlation function in the data region, re-
ferred to as the non-Gaussian covariance. We predict this
non-Gaussian term based on the halo-model approach as
in Sec III. In the halo-model approach, the non-Gaussian
covariance can be expressed as (e.g. see Ref. [66] for the
cross-correlation between the Compton y and galaxies)
CovNG[Cyγa(`1), Cyγb(`2)] =
1
4pifsky
∫
dz
d2V
dzdΩ
×
∫
dM
dn
dM
×y`1γa,`1y`2γb,`2 , (29)
where y` and γ` are the Fourier transforms of the comp-
ton y and the gamma-ray emissivity profiles for a single
halo (see Sec III B 3). Note that we omit the arguments of
halo masses M and redshifts z for y` and γ` in Eq. (29)
for simplicity. In Appendix B, we find that the non-
Gaussian error is subdominant for our measurements of
the cross power spectrum. Nevertheless, we estimate the
statistical error of Cyγ by the sum of Eqs. (28) and (29)
throughout this paper, because the non-Gaussian covari-
ance becomes non-zero even if `1 6= `2.
V. RESULTS
A. Measurements of cross power spectrum
We summarize our measurement of the cross power
spectrum between the Fermi UGRB and the Planck
Compton y maps. Figure 5 shows the measured power
spectra for three different energy bins of Eγ > 0.7, 1.5,
and 3.0 GeV. The detection significance of the power
spectra is commonly characterized as the signal-to-noise
ratio, which is defined by
(S/N)
2
=
∑
a,b
∑
i,j
Cov−1null(`i, `j ; a, b)
×Cyγ,a(`i)Cyγ,b(`j), (30)
where Cyγ,a(`i) is the cross power spectrum at the multi-
pole `i for a-th energy bin in the UGRB map and Covnull
is given by Eq. (28) with Cyγ,a = Cyγ,b = 0. Note that we
set the non-Gaussian covariance to be zero in Eq. (30),
because we define the significance testing a null detection.
Table I represents the signal-to-noise ratio of our cross-
correlation measurements. When working with the mul-
tipole range of 10 < ` < 1000, we find a significant cor-
relation to a null detection. Once we limit the multi-
pole to be larger than 100, the signal-to-noise ratio ap-
proaches the number of degrees of freedom in the analy-
sis, indicating that the large detection significance (∼ 6σ
level) in our measurements is caused by the signals at
` < 100. In Appendix C, we examine three systematic
effects in our measurement of the cross power spectrum
to validate the large amplitude in Cyγ at ` < 100. In
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FIG. 5. Measurement of cross power spectrum by varying the
minimum gamma-ray energy in Fermi UGGB map.
10 < ` < 1000 100 < ` < 1000
Eγ > 0.7 GeV 17.5 (10) 8.84 (5)
Eγ > 1.5 GeV 58.3 (10) 7.18 (5)
Eγ > 3.0 GeV 31.9 (10) 5.74 (5)
Combined 116.4 (30) 30.59 (15)
TABLE I. Summary of the significance of our cross-correlation
measurements. Second and third columns represent the
(S/N)2 defined in Eq. (30) and the numbers in brackets show
the degree of freedom in the analysis.
summary, we conclude that the cross power spectrum at
` < 100 is still subject to the systematic uncertainties
caused by the imperfect modeling of Milky-way gamma
rays, the inaccurate reconstruction of Compton y, and
possible large-scale correlations between Galactic gamma
rays with CMB maps. Hence, we decide to exclude the
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FIG. 6. Comparison of the observed cross power spectrum
with our best-fit model. The gray hatched region is excluded
in the likelihood analysis. In this figure, we combine the power
spectra with 3 bins in the gamma-ray energy by using the
minimum variance weight. See the text for the detail of the
weight. Note that we assume the hydrostatic mass bias to be
20% in this figure.
power-spectrum data at ` ≤ 100 when constraining the
parameter of cosmic rays in the ICM.
B. Comparison with halo model
We compare our theoretical model of the UGRB-tSZ
cross power spectrum with the measured signal. Since
our halo-model prediction has two parameters Aγ and
bHSE, we perform a likelihood analysis to find the best-
fit model to the measurement. We infer the best-fit Aγ
to minimize the following log-likelihood for a given bHSE:
−2 logL =
∑
a,b
∑
i,j
Cov−1G+NG(`i, `j ; a, b;Aγ)
× [Cobsyγa(`i)− Cmodyγa (`i;Aγ)]
× [Cobsyγb(`j)− Cmodyγb (`j ;Aγ)]
+ log | det CovG+NG | (Aγ), (31)
where CovG+NG represents the covariance matrix defined
by the sum of Eqs. (28) and (29), Cobs is the measured
power spectrum, and Cmod is our model prediction. In
Eq. (31), the indices a and b run over the bins in the
gamma-ray energy, while the indices i and j are for the
bins in multipoles. As discussed in Appendix C, the low-
` measurement will be subject to the systematic uncer-
tainty. In the likelihood analysis, we concentrate on the
signal in the multipole range of 100 < ` < 1000. Note
that the covariance matrix depends on the parameter Aγ
(see Eq. 29). As the fiducial case, we assume bHSE = 0.2
in this section.
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FIG. 7. Similar to Fig. 6, but we compare the cross power
spectrum as a function of the minimum gamma-ray energy.
Figure 6 shows the comparison with the measured
power spectrum and the best-fit model. In this figure,
we combine the energy-dependent power spectra by using
the minimum variance weight (see Ref. [67] for a similar
approach). The weight is then given by
wa(`) =
1/CovG+NG(`, `, a, a)∑
b 1/CovG+NG(`, `, b, b)
, (32)
and the weighted power spectrum is defined as CMVyγ (`) =∑
a wa(`)Cyγa(`). We find the best-fit Aγ to be 0.0128
and our theoretical model can provide a reasonable fit to
the observed power spectrum in the range of 100 < ` <
1000 as shown in the solid line in the figure.
Figure 7 represents our fitting result as a function of
the minimum gamma-ray energy Eγ . For the visualiza-
tion, we show the average power spectrum over the mul-
tipole range of 100 < ` < 1000 at each of gamma-ray
energy bins. The solid line shows the best-fit model and
it can explain the gamma-ray energy dependence of the
measured power spectrum.
C. Implications for galaxy clusters
The comparisons between our model and the observed
power spectrum allows us to impose constraints on Aγ
for a given bHSE. According to our likelihood analysis,
we find the 2σ-level constraints shown below:
Aγ < 0.0352 (bHSE = 0.1), (33)
Aγ < 0.0396 (bHSE = 0.2), (34)
Aγ < 0.0444 (bHSE = 0.3). (35)
These constraints indicate that the acceleration efficiency
of cosmic ray protons at shocks will be smaller than
∼ 2.4%. Figure 8 summarizes the constraint on Aγ as
0.2 0.4 0.6
Hydrostatic mass bias bHSE = Mtrue/MHSE − 1
0.0
0.1
0.2
0.3
0.4
0.5
A
γ
Ackermann et al. (2014)
Zandanel & Ando (2014)
Planck tSZ × Fermi γ rays
Best-fit model
0.00
0.05
0.10
0.15
0.20
0.25
ξ p
FIG. 8. The comparison of our constraints on the amplitude
of cosmic-ray-included gamma-ray profile Aγ with respect to
previous studies [11, 12]. Our constraints are shown in the
blue regions. The inner region (dark blue) shows the 1σ level,
while the outer one (dark grey) stands for the 2σ level. The
right in the vertical axis shows the corresponding acceleration
efficiency of cosmic ray protons at shocks ξp.
a function of bHSE and compares our constraints with
previous ones. For the comparison with constraints ob-
tained in previous works, we use Refs [11] and [12]. The
former performed a joint likelihood analysis searching for
spatially extended gamma-ray emission at the locations
of 50 galaxy clusters in four years of Fermi-LAT data,
while the latter analyzed five-year Fermi-LAT data from
the Coma galaxy cluster in the energy range between 100
MeV and 100 GeV. Comparing against the constraints
shown in these previous studies, we find that our cross-
correlation analysis can improve the constraints on Aγ by
a factor of ∼ 5, provided we assume the acceptable range
of bHSE in the Planck Compton-y analyses [66, 68, 69].
The constraints on Aγ in Figure 8 can convert the up-
per limit of the amount of non-thermal pressure induced
by cosmic ray protons. For a given galaxy cluster with
the mass M at the redshift z, the cosmic-ray-induced
pressure can be expressed as PCR(R) ∝ AγCγ(R) ρgas(R)
in the universal cosmic-ray model [24], while the thermal
electron pressure Pe(R) is given by Eqs. (22) and (23).
Thus, one can formally derive the hydrostatic mass us-
ing either PCR or Pe. Figure 9 shows the ratio of the
hydrostatic mass defined by the cosmic-ray pressure and
the thermal-pressure counterpart for the cluster mass
M500c = 10
15 h−1M at z = 0.1. This figure shows that
the cosmic-ray contribution to the cluster mass estimate
should be smaller than the 1–3% of the commonly-used
hydrostatic mass by the thermal pressure for a wide range
of bHSE. This suggests that the cosmic-ray pressure can
introduce only a <∼ 1% level of the mass bias if one adopts
the total hydrostatic mass bias to be bHSE ∼ 0.3.
Finally, we study the detectability of the cosmic-
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FIG. 9. The 2σ-level upper limits on the cosmic-ray non-
thermal pressure as a function of hydro-static mass bias. To
characterize the cosmic-ray-induced pressure in the model in
Ref. [24], we compute the hydrostatic mass defined by the
cosmic-ray pressure in the unit of the thermal-pressure coun-
terpart. In this figure, we assume a cluster with its mass of
M500c = 10
15 h−1M at z = 0.1. If the cosmic ray pressure is
responsible to the observed hydrostatic mass bias bHSE ∼ 0.3,
the quantity in the vertial axis should be close to bHSE.
ray-induced gamma rays from a nearby galaxy cluster
with the upcoming ground-based experiment by The
Cherenkov Telescope Array (CTA)9. As discussed in
Ref. [70], the Perseus cluster is thought to be the best
target for the detection of gamma rays by CTA. This is
because the Perseus has a high ICM density at its center
as well as it hosts the brightest radio mini-halo [71, 72].
The pion-decay-induced gamma-ray flux within the ra-
dius Rθ from a galaxy cluster is calculated by
F (> Eγ,min) =
1
D2L
∫ ∞
Eγ,min
dEγ
4pi
S(E′γ , z)
(1 + z)3
e−τ(E
′
γ ,z(χ))
×
∫ Rθ
0
2piR⊥ dR⊥
×
∫ ∞
−∞
dR‖ Fh(R,M, z), (36)
where R =
√
R2⊥ +R
2
‖, DL is the luminosity distance,
E′γ = (1 + z)Eγ , the energy spectrum S and the
gamma-ray spatial distribution Fh are summarized in
Section III B. For the Perseus cluster, we assume its red-
shift to be 0.0183 and we adopt the model of the electron
density constrained by the X-ray observation [73]. We
also set the mass of the Perseus cluster by 1.2 times the
hydrostatic mass obtained in Ref. [73] (i.e. we assume
9 https://www.cta-observatory.org/
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FIG. 10. The expected gamma-ray flux from the Perseus clus-
ter by our model and comparison with the flux limit in the
CTA experiment. In this figure, we consider the gamma-ray
flux within the 3σ-level PSF radius. For the model predic-
tion, we set Aγ = 0.0128 assuming the hydrostatic mass bias
bHSE = 0.2. The gray region represents the 1σ statistical
uncertainty inferred by our cross correlation analysis.
bHSE = 0.2). From the electron density ne, we compute
the gas density by ρgas = mpne/(XHXe). To be conser-
vative, we here ignore the gas clumpiness effect for the
model prediction (i.e. Cclump = 1).
Figure 10 shows our model prediction of the gamma-
ray flux from the Perseus cluster and the comparison
with the expected flux limit by the CTA experiment10.
The blue lines in the figure represent the flux limits as
a function of the observational time, while the solid line
is the prediction by our best-fit model. According to a
simple extrapolation, we expect that the flux limit with
a 5000-hour observation will be comparable to the ex-
pected cosmic-ray induced gamma rays from the Perseus
at Eγ,min ∼ 1 TeV. It would be worth noting that our
model does not include the contribution from gamma-ray
point sources in the Perseus cluster. To detect the ICM-
induced gamma rays, one need to subtract the non-ICM
contribution from real data as well. We leave investiga-
tions into more realistic gamma-ray analyses for future
studies.
VI. CONCLUSION AND DISCUSSION
We studied the gamma rays induced by the cosmic ray
in the ICM using a cross-correlation analysis with the un-
resolved extragalactic gamma-ray background (UGRB)
10 We infer the flux limit from the data in https:
//www.cta-observatory.org/science/cta-performance/
#1472563157332-1ef9e83d-426c
12
and the thermal Sunyaev-Zel’dovich (tSZ) effect in the
cosmic microwave background. We developed a theoret-
ical model of the cross-correlation signal based on the
cosmic-ray model calibrated by the hydrodynamical sim-
ulation [24]. We found that the cross power spectrum
at the multipole ` ∼ 1000 (or the equivalent angular
scale being ∼ 10 arcmin) contains the information on the
cosmic-ray-induced gamma rays from the galaxy clusters
outside the local Universe at z = 0.1–0.2, while clusters
at z < 0.1 are responsible for the signals at ` ∼ 100.
We also measured the cross power spectrum for the
first time by using eight years of Fermi gamma-ray data
and the publicly available tSZ map by Planck. Our
measurement is consistent with a null detection once we
excluded the data at larger angular scales (` < 100)
where the measurement is still subject to some system-
atic uncertainties. Comparing the observed power spec-
tra with our theoretical model, we impose constraints on
the acceleration efficiency of cosmic ray protons at shocks
around the most massive objects in the Universe. Our
cross-correlation analysis sets the 2σ-level upper limits
of the acceleration efficiency to be ∼ 2.4%. This con-
straint is more stringent than previous ones [11, 12] by a
factor of ∼ 5.
Our constraint of the acceleration efficiency implies
that the cosmic-ray pressure cannot be responsible for
the observed hydrostatic mass bias in the tSZ-selected
clusters [68]. We expect that the cosmic rays in the
ICM will introduce a ∼ 1%-level of the hydrostatic mass
bias at most and it is smaller than the current limits of
the hydrostatic mass bias (e.g. see Refs [66, 68, 69]).
Besides, we studied the future detectability of the pion-
decay-induced gamma rays from the Perseus cluster with
the upcoming CTA experiment. Assuming the best-fit
model to our cross-correlation measurement, we found a
5000-hour observation with the CTA will be required to
detect the gamma rays at the energy of ∼ 1 TeV from
the Perseus.
Our first measurement of the cross power spectra can
be further improved with the future ground-based CMB
experiments [74], allowing to detect the cross power spec-
trum at ` ∼ 1000 with a high significance level. Such a
precise measurement can reveal the nature of energetic
components in the ICM as well as the physics of active
Galactic nuclei (AGN) inside galaxy clusters. Although
our analysis ignores possible angular correlations caused
by any astrophysical sources, it will become more impor-
tant to understand the future precise measurement. A
joint cross-correlation analysis among multi-wavelength
data is one of the interesting approaches to constrain
the nature of ICM as well as properties of any faint as-
tronomical sources (e.g. see Ref. [75] for the ICM and
Ref. [76] for the astrophysical sources). Future studies
should focus on the development of accurate modeling of
the ICM and astrophysical sources and optimal design of
multi-wavelength data analysis.
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FIG. 11. The expected contribution to the cross power spec-
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nal to our power-spectrum measurement. In this figure, we
included the beaming effect in the Planck compton y map.
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Appendix A: CROSS CORRELATION CAUSED
BY GAMMA RAYS FROM BLAZARS
In the main text, we ignore possible correlations arising
from the clustering of faint astrophysical sources which
cannot be resolved on an individual basis. Among vari-
ous astrophysical sources at gamma rays and microwave,
the blazars (the main astrophysical source in the gamma-
ray data) are expected to be important in our analysis.
This is because the extragalactic gamma-ray background
can be mostly explained by the cumulative emission from
faint blazar populations [77], as well as the blazars can
preferentially reside in the massive dark matter haloes
[78, 79]. The star forming activity in clusters can be a
source of gamma rays in principle [80], we ignore this
contribution in this paper. This is because galaxy clus-
ters are known to have quenched star forming activity
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dashed one highlights the non-Gaussian error alone. The
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Eγ,min = 0.7, 1.5, and 3.0 GeV, respectively.
(e.g. see Ref. [81]).
To evaluate the correlation between the gamma-ray
emission from blazars and the tSZ effect by the ICM,
we adopt the blazar model in Ref. [79]. In this model,
the blazar is assumed to be a point source and locates
at the center of a dark matter halo. We also assume
that each dark matter halo has at most one blazar. The
gamma-ray luminosity function and the energy spectrum
has been calibrated with the existing catalog of resolved
blazars [77]. We relate the gamma-ray luminosity of sin-
gle blazars with their host halo mass by using a simple
power-law model [82]. The normalization and power-law
index in the mass-luminosity relation have been deter-
mined so that the model can explain the abundance of
X-ray selected AGNs [83]. We convert the gamma-ray lu-
minosity to its X-ray counterpart as follows in Ref. [84].
To exclude the resolved blazars by the Fermi, we impose
the flux cut at 100 MeV to be 2 × 10−9 cm−2 s−1 in the
model. For the detail of our blazar model, we refer the
reader to Refs. [26, 79, 82].
Figure 11 shows the expected cross power spectrum
between the gamma-ray emission from the blazars and
the tSZ effect by the ICM. In the figure, we consider the
gamma-ray data above 1.5 GeV. The solid line repre-
sents the best-fit model of the cross power spectrum by
the cosmic ray in the ICM to our measurement (see Sec-
tion V A), while the dashed line is for the contribution
from the blazars. As seen in this figure, the contribution
of the faint blazars to the UGRB-tSZ power spectrum
is expected to be subdominant. This is because the tSZ
signal mostly comes from the most massive galaxy clus-
ters (e.g. see Figure 2), whereas the faint blazars would
be mostly populated in the group-sized halos [78].
Appendix B: STATISTICAL UNCERTAINTY OF
UGRB-TSZ CROSS CORRELATION
In this appendix, we show the effect of the non-
Gaussian covariance in the UGRB-tSZ cross power spec-
trum, which is defined by Eq. (29). Figure 12 shows the
diagonal elements of the covariance matrix. The dashed
line shows the non-Gaussian contribution arising from
the four-point correlations in the data region. In this fig-
ure, we set Aγ = 0.0128 and bHSE = 0.2. We find that
the non-Gaussian error is subdominant in the diagonal
elements of the covariance in the range of ` >∼ 100, while
it can become comparable to the conventional Gaussian
error at ` < 100.
Appendix C: SYSTEMATIC UNCERTAINTY OF
UGRB-TSZ CROSS CORRELATION
In this appendix, we investigate some systematic un-
certainties in the measurement of the UGRB-tSZ power
spectrum. We examine three analyses below:
(A) We perform the cross-correlation analysis by using
the observed gamma-ray intensity. This analysis
can validate the effect of the subtraction of Galactic
gamma rays in the power spectrum analysis.
(B) We measure the power spectrum with the UGRB
map and the tSZ map based on the NILC method.
This analysis will be useful to check if our mea-
surement is sensitive to the detail of the component
separation in the CMB.
(C) We measure the power spectrum with the UGRB
map and the fiducial tSZ map (based on the MILCA
method), but we change the masked regions. We
examine three cases of masking: (C1) our fiducial
mask, (C2) the 60% Galactic/point source mask
in the CMB and the masking around the gamma-
ray sources (not excluding the Fermi Bubble and
Loop-I regions), and (C3) the 40% Galactic/point
source mask in the CMB and the masking around
the gamma-ray sources. The mask (C3) would lead
to the most aggressive analysis with the largest sky
coverage, but it will be most affected by the con-
tamination due to any point sources or/and the
large-scale residual Galactic emission.
Figure 13 summarizes the results of our systematic
test. The left top panel shows the analysis testing the
impact of Galactic gamma rays (case A), the right top
panel represents the effect of the detail in the compo-
nent separation in the microwave data (case B), and the
bottom panel highlights the masking effect on the power
spectrum analysis (case C). As seen in the top panels,
the power spectrum analysis at ` <∼ 20 will be affected
by the imperfect subtraction of Galactic gamma rays as
well as the detail of the estimate of the tSZ effect. Be-
sides, the mask around the Fermi Bubble and Loop-I
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FIG. 13. Dependence of the power spectrum measurement on subtraction of Galactic gamma-ray components, difference in
component separation methods in CMB, and details of masks. Top left: The impact of inaccurate subtraction of Galactic
components in the gamma-ray data. The blue points show our fiducial analysis, while the red ones are for the analysis without
the subtraction of Galactic gamma rays. Top right: The impact of the detail of the component separation in the CMB data.
The blue points show our fiducial analysis, while the red points are the results based on the tSZ map based on another approach.
Bottom: The masking effect of the power spectrum analysis. The blue shows the fiducial case, while the red points shows the
results without masking the Fermi Bubble and Loop-I regions. The cyan points represent the most aggressive analysis based
on the 40% Galactic and point-source masks in the CMB.
regions can affect the measurement of the power spec-
trum at 20 <∼ ` <∼ 30, while the most aggressive mask-
ing can change the amplitude of the power spectrum at
20 <∼ ` < 100 in a coherent way. These analyses indicate
that our measurement of the power spectrum at ` < 100
is still subject to some systematic uncertainties due to
the imperfect estimates of Galactic gamma rays and the
tSZ effect, the residual contribution from astrophysical
sources, and a possible large-scale correlation between
gamma-ray and microwave observations.
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