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1. INTRODUCTION 
The problem of simultaneously approximating a set of functions has a long history. Such prob- 
lems can be viewed as special cases of vector-valued approximation, and interest in this more 
general area was recently stimulated by Pinkns [1]. He is mainly concerned with the question 
of when a finite dimensional subspace is a unicity space, and he points out that many questions 
remain unresolved. Recent work on characterization and uniqueness for classes of simultaneous 
approximation problems is given in [2-6]. 
In particular, a recent paper by the present authors [6] is concerned with characterization and 
uniqueness questions for a particular class of simultaneous approximation problems, and results 
are obtained which extend those obtained in [2,3]. These results are concerned with the case when 
a finite number of functions is to be approximated. The purpose of this note is to investigate the 
extent to which the results can be extended to an infinite set of functions. 
The setting is as follows. Let X be a normed linear space with norm H.[[x, and let B be a 
• OO normed linear space whose elements are sequences {a,}ifz with norm [[.I]B. Let U be defined by 
U = (a -  (a , )~z e B, Halls -< 1}. 
Then a norm can be defined for any F = (•1,. . . ,  ¢ i , . . .  ), ¢i e X by 
I IFI I  = a,¢ ,  . 
x 
(1) 
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Now suppose that functions ¢1,.. . ,  ¢i , . . .  in X are given, and let F = (¢1,... ,  ¢~,... ). Let 
S C X. Then the problem considered here is that of finding ¢* • S such that 
IIF - /*11 = in f  IIF - .flh CES 
(2) 
where f* = (¢*,.. . ,  ¢*, . . . )  and f = (¢, . . . ,  ¢, . . . ) .  Such an element f* is called a best simul- 
taneous approximation to F. Let Ps(F) denote the set of all best simultaneous approximations 
f = (¢, . . . ,  ¢, . . .  ), where ¢ • S, to F. In addition, let 
d(F,S) =inf{[ [F - f{ [ :  f - -  (¢ , . . . ,¢ , . . . ) ,  ¢•  S}. 
It is a fundamental ssumption i  (2) that B is such that 
sup ai , a•  <co. (3) 
In fact, we will impose the following slightly stronger assumption on the space B, namely that 
sup lad, a • ~ < oo. (4) 
~, i l l  
For example, this is a consequence of (3) provided that tI.HB is monotonic. If (4) holds, then U 
is a bounded subset of B. Let U be the weak * closure of U in B. The space of infinite 
sequences with norm given by the sum in (4) is the dual space of the space of infinite sequences 
c = (cl, . . . ,c.n,. . .) ,  with {c~} convergent and norm [[c[[ = supi Ic~l. Thus U is a compact 
Hausdorff space with the weak * topology. 
Let W denote the unit ball in the dual space of X, and for F = (¢1,... ,  ¢i , . . .  ) with ¢i E X 
define 
oO 
gF(a, w) = ~-~ai(w, ¢~), for all (a, to) • U × W, (5) 
iml 
where W is endowed with the weak * topology and ~ x W with the product opology. In contrast 
to the analogous quantity defined in [6], gF(a, to) is not normally a continuous function on Ux  W, 
and this makes the present problem a nontrivial extension of that theory. Characterization results 
are established in the next section, and then in Sections 3 and 4 we prove uniqueness and strong 
uniqueness results analogous to those of [6]. 
2.  CHARACTERIZAT ION 
We begin by giving a condition on F which leads to continuity of gF(a, w). 
LEMMA 1. Let F = (¢1,... ,  ¢~,. . . , . . . ) ,  with qb~ 6 X, and let 
lira ~ -- ¢o. (6) 
$---pO0 
Then gF(a, to) is continuous on U × W. 
PROOF. Let F be such that condition (6) holds. Then for any e > 0, there exists N such that 
for all i > N, 
I1¢, - ¢ollx < ~. 
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Now for any (a, w), (a °, w °) E F x W,  
~,<,~,,,> _ ~ .o <wo,,,> 
i= l  i=1  
+ I~ ~,<w,,,>- ~ o,<,~,,o> + ~ oo <~0,,0> _~ a0 <wo ,,> 
i= l  i=1 i=1 
<_ ., I<,~_wO,o>l+ (a,_o0) i<,~O,~o>1 
+ ~,<,~,~,>_~o<wo~,> 
i=1 
O0 O0 
i=N+I 
Let (a, w) --~ (a °, w°). Then 
i=N+I 
+ ~ ~,<,o, ~o> - ~,_-1 ~o <~o, ~o 
w w °,¢#0)-*0, oo _ - Y~.~=l(ai a °) --* 0, and further 
N N ~i> o,<~,~,>_ ~o <~o, -. o, 
i=l i=l 
N N >I ~o,<~,,o> - ~ .o  <,oO,~o -.o. 
i=1 i=1 
Because e can be arbitrarily small, it follows that gF(a, w) is continuous on U x W.  | 
As in [7], the analysis is facilitated by the introduction of a modified function g+(a, w): letting 
N(a, w) denote the collection {O} of all open neighborhoods in U x W of (a, w), then we write 
g+ (a, w) = inf sup gF (a, w), for all (a, w) 6 U x W. (7) 
OEN(a,w) (a,w)EO 
From Remark 1 of [7], we have the following. 
LEMMA 2. g+(., .) is upper semicontinuous on -U x W.  
We can now go on to prove the following. 
LEMMA 3. Let F = (4}1,..., ¢~i,.. . , . . .  ), with d~i 6 X ,  and let f = (#, . . . ,  4~,... ), with f~ 6 X.  
Then 
= max [g~(a, w) -- gf(a, w)], (8) l le- fll = max [g+(',~) - gs(',~)] (-,~)~ox~o (a,~)EUx W 
where Uo = extU, Wo = extW, with "ext" used to pick out the extreme points of a set. 
PROOF. By Lemma 1, gS(" , ") is continuous. Then using Remark 4 from [7], 
I I F -  fll = sup [g~(a,w) - gs(a, w)] 
(a,w)~UxW 
---- sup [gF(a, w) - gl(a, to)] 
(,,~)e~o xW~o 
< m= [g+(a,~)-gi(a,~)] 
- (a,w)~o xW~o 
< max [g+(~,~) - gS(~,~)] 
-- (a,~)EUx W 
= sup [gF(~,~) - g I (~ ,~) ]  
(a,~)eUx w 
= IIF -/11. 
The result follows. | 
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LEMMA 4. (See [8,9].) Let G be a real bounded and upper semicontinuous function defined on 
a compact Hausdorf[space K, and let V C C(K),  the space of real continuous functions defined 
on K.  Define 
d(a - v) = m~[a( t )  - v(t)], for all v e V. 
Then if infv~v d( G - v) > -co, the following statements are equivalent. 
1. For v* E V, 
d(a  - v*) = in f  d(a - v) implies that d(aa - v*) = inf d(G~ - v), 
vEV 
where Ga = v* + a(G - v*), for any a > O. 
2. d(G - v*) = infvev d(G - v) if and on/y i f  for any v 6 V, there exists t 6 K such that 
a( t )  - v* ( t )  = d(a  - ¢) ,  - > 0. 
DEFINITION 1. A set S is a sun/or simultaneous approximation if for any F = (¢1, . . . ,  ¢~,... ), 
¢, • X, and f* = (¢* , . . . ,¢* , . . . ) ,  ¢* • S, f* • Ps(F) implies that f* • Ps(Fa) for Fa = 
f* + a(F  - f*), and a >_ O. 
THEOREM 1. Let F = (¢1,... ,¢~,. . . )  with ¢~ • X,  and let S C X be a sun for simultaneous 
approximation. Then f* • Ps(F) ff and on/y f f /or  any f = (¢ , . . . ,¢ , . . . )  with ¢ • S, there 
exists (a, w) • Uo x Wo such that 
g+(a,w) - gl.(a, w) = HE - f*ll, 
gf._i(a, w) > O. 
PROOF. Let S C X be a sun for simultaneous approximation. Let K = U0 x Wo. It follows from 
Lemma 3 that the original problem of approximating F by f is equivalent to that of approximating 
g+ by gl in the sense of minimising 
max [g+ (t) - g! (t)] (9) 
tell 
over all functions gl (t) in the set 
v = {g l :  / = (¢,... ,  ¢,. . .) ,  ¢ • s}. 
Let f* • Ps(F). Then gl" C V minimises (9). Because S is a sun, it follows that f* • Ps 
(f* + a(F  - f*)) and so gl* minimises 
+ t . 
By Lemma 1, V C C(K).  Thus letting, for all t • K, 
C(t) = g+(t), v(t) = gf(t), v*(t) = gl.(t),  
the conditions of Lemma 4 are satisfied, and further, statement 1 of that lemma is true. Therefore, 
so also is statement 2, and the result follows. | 
REMARK. This result is established for convex sets V in [7]. 
THEOREM 2. Let S C X be a sun for simultaneous approximation, and let F = (¢1,. . . ,  ¢ i , . . .  ), 
with ¢i • X and with ¢i "-* ¢0 as i --* co. Then f* • Ps(F) f fand  on /y f f fo r  any f  = 
(¢, . . .  ,¢ , . . .  ), with ¢ • S, there exists a • ext U, w • ext W such that 
gF- I ' (a ,w)  = IIF -/*11, (10) 
gl ._ l (a,  w) > O. (11) 
PROOF. Let the stated conditions on S and F be satisfied. Then by Lemma 1, gF is continuous, 
and so Theorem 1 gives the sufficiency of (10) and (11). 
Let f* • Ps(F).  Then by Theorem 1 (again using continuity of gF) it follows that for any 
f = (¢ , . . . ,¢ , . . . ) ,  ~b • S, there exists a • ~00, w • ~0 such that (10) and (11) are satisfied. 
Using the Krein-Milman Theorem, we can choose a • ext U, w • ext W. The result follows. | 
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3. UNIQUENESS 
An important role in uniqueness i played by strict convexity. The following result extends 
Theorem 3 in [6], although it requires a convergence assumption on the elements of F. 
THEOREM 3. Let [[.I[x be strictly convex, and let S be a sun for simultaneous approximation. 
Let F = (¢1,.- . ,  ¢~,.. .) ,  where ¢~ E X with ¢~ --* ¢o for i ~ oo. Then if d(F, X)  < d(F, S), 
Ps(F)  contains at most one element. 
PROOF. Let the stated conditions be satisfied. For any ¢ E X, define 
h(a) = ai(¢i - , for all a E U. 
X 
Then as in the proof of Lemma 1, we can show that h(a) is continuous. Arguing as in the proof 
of Theorem 3 of [6], the result is established. I 
There may be nonuniqueness if the convergence assumption on the elements of F is not satisfied. 
In order to dispense with that condition, it is necessary to further estrict X. 
DEFINITION 2. (See [10,11].) X is said to be lmlform/y convex in every direction ff for any 
{xn}, {Yn} E X with Ilxnllx < 1, IlYnllx <- 1, and Ilxn + YnllX --* 2; then Iixn - YnllX --* 0 
prodded that xn - Yn = Any for some y E X and some An E R. 
REMARK. If X is uniformly convex in every direction, then it is strictly convex, although the 
converse is not true. 
The next result is the analogue of a result for restricted Chebyshev centres established by 
Garkavi [10]. 
THEOREM 4. Let X be uniformly convex in every direction, and let S C X be a sun t'or simulta- 
neous approximation. Then for any F = (¢1, . . - ,¢ i , . . . ) ,  ¢4 E X,  such that d (F ,X)  < d(F,S),  
Ps(F)  contains at most one element. 
PROOF. Let the stated conditions be satisfied by X, S, and F, and suppose that f* = (¢*, . . . ,  
¢*,. . .  ) 6 Ps(F) ,  / = (¢ , . . . ,  ]?,... ) E Ps(F)  with ¢* # q~. Define 
¢i ° 2¢i ¢, i 1,2,.. F ° (¢o,.. 0 . . . .  , = .,¢~,...). 
Then it follows from the definition of a sun that ] E Ps(F°).  Also 
lifo - s'll = 119.F- ] -  s'll 
<-II F - /11  + IIF- $'11 
-- 2 I I F -  111 
--II Fo - /11  
Therefore, f* E Ps(F°) .  Now let {a n} E U be such that 
,11 II ~,~ .? (2¢,  - ~ - ¢" = sup ~, (2¢,  - ~ - ¢ ' )  . n--,oo 4----1 X aEU X 
Then, going to a subsequence if necessary, 
II FO- s'll = 2~ ~"~ (2 , , -  ~- , . )  
iffi l X 
<_ l~  .-, (,4 - ~) + ~.?  (,, - , ' )  
X i----1 X 
II II II = £m y : .~  (,, - ~) + n2~ .~ C*, - *') iffi l X iffi l X 
-< II F - f l l  + IIF- Y'II 
--II F° - s ' l l  
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It follows that 
and also 
Now for each n, let 
and define 
Then clearly 
and further 
I hmco a:' (,, - ~ = |imco ~ a:' (~/ -  = I IF- :'11, 
i= l  X i=1 
co  co  ~b*) X 
lira Z a~' (¢ / -  ~) + ~ a~' (¢ / -  = 21IF - .:*11. 
n---*co i----1 i - -1  
(ll I : ~,=max ~a~(¢/ -¢* )  , ~a~' (¢ / -~ , i=1  X X 
co (~. -0  
i----1 
oo ¢ . ) .  
i----1 
Ilu.llx ~ x, IIv.llx -< 1, 
Ilu~ + v~llx -~ 2, as n -~ oo. 
But 
i----1 
Using the fact that X is uniformly convex in every direction, it follows that 
Ilu. - v. l lx --+ 0, 
so that co I )-~/=1 a~l --* 0 as n - ,  oo. Thus for any ¢ E X, 
HF - f'H = Ii_.raco l/=~ a': (¢, - ¢') lx 
I1~-0~x I ~ 0~x i----1 i=1 
_< sup ~ a / (¢ / -  ¢ . 
aEU X 
This implies that f* E Px(F) which contradicts the assumption that d(F, X) < d(F, S) and 
completes the proof. | 
4.  STRONG UNIQUENESS 
We consider next conditions which lead to strong uniqueness of best simultaneous approx- 
imations. Recall that f* -- (~*,..., ¢*,... ) E Ps(F) is a strongly unique best simultaneous 
approximation to F if there exists 7 > 0 such that 
[IF-/If > IIF-f*[[ + 7ll¢-¢*[Ix, fo ra l l f=(¢ , . . . ,¢ , . . . ) ,  CES.  
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DEFINITION 3. (See [12,13].) 
(a) An n-dimensional subspace S of X is called an interpolating subspace if no nontrivial linear 
combination of n linearly independent extreme points of W annihilates S. 
(b) An n-dimensional subspace S of X is called a strictly interpolating subspace if no nontrivial 
linear combination of n linearly independent extreme points of Wo annihilates S. 
The arguments used in Theorem 5 in [6] can be used to establish the following result. 
THEOREM 5. Let F = (~1,...,  ¢i , . . .  ), qbi • X. Either 
(a) let ¢i --* ¢o as i ~ oo, and let S be an interpolating subspace of X with d( F, X)  < d( F, S), 
or 
(b) let S be a strictly interpolating subspace of X with d(F, X)  < d(F, S). 
Then f* • Ps(F) is a strongly unique best simultaneous approximation to F. 
Finally, we extend to the present case results of [6] for strongly unique best simultaneous 
approximation of order p to F. Recall that we say that f* = (¢*, . . . ,  ¢*, . . .  ) • Ps(F) is a 
strongly unique best simultaneous approximation of order p to F if there exists 7p > 0 such that 
I I F - f l ip  >_ IIF - / * l ip  + 7p11¢ - ¢'ll~r, for aU f = (¢ , . . . ,¢ , . . . ) ,  ¢•S .  
DEFINITION 4. For any normed linear space E, I1.1[, the modulus of convexity is defined by 
{1 ) 
~s(~) = inf 1 - 51Ix + yll: =,y  • E, I1=- Yll = ~, I1=11 = IlYll = X , 
forO<e<_2. 
DEFINITION 5. (See [14--16].) E is said to be uniformly convex ff6E(e) > 0 for any 0 < e _< 2. A 
uniformly convex space E is p-uniformly convex (or has modulus of convexity of power type p) if 
for some e > 0, 6E(e) >_ ce p. 
Examples of tmiformly convex spaces are Hilbert spaces and the Lp spaces, 1 < p < c~. In 
fact, Lp spaces are 2-on!formly convex if 1 < p <_ 2, and p-uniformly convex if p > 2. 
LEMMA 5. (See [14,16].) Let 
dp = inf { (1/2)llxllP + (I/2)IlylIP -11( l /2 ) (x  +y)IIP x ,y  • E,  I1= -Yl l  > 0}  
IIz - Yll p ' " 
Then dp > 0 if and only if E is p-uniformly convex. 
Results on strong unicity of order p in p-uniformly convex spaces have been given in [6] for 
simultaneous approximation of finitely many functions, and in [8] for restricted Chebyshev centres. 
The following result is analogous to Theorem 6 in [6]. 
THEOREM 6. Let X be p-uniformly convex, and let S be a closed convex subset of X. Let 
F = (¢1, . - . ,¢~, . . . ) ,  ¢i • X with d(F,X) < d(F,S). Then f"  = (¢ ' , . . . ,¢* , . . . )  • Ps(F) is a 
strongly unique best simultaneous approximation of order p to F. 
PROOF. Let the stated conditions be satisfied, and let f* = (¢*,.. .  ,¢ ' , . . .  ) • Ps(F). For any 
aeU,  CeS ,  
dffil d=I X 
<_ ~ ai (¢( - @') + ~ ai (¢i - @) - dps(a)I1¢ - ¢'11~, 
i l l  X i=l X 
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using Lemma 5, where 
I p s(a) = a~ , iffil 
m 
aEU.  
Thus for any (a, w) • U x W, any f = (¢, . . . ,  ¢,--- ), ¢ • S, 
,SgF( a, w) -- gl/2CS.+s)(a, w) 
1 ~-~ a~(¢~ - ¢) 
< ~-]~a'(¢ '  - ¢'1 + 5 
i=1  i=1 X 
_< ai (¢~ - ¢" + ~ ad(¢i - @ - dps(a)I1¢ - ¢ '11~ 
X X 
< I I F  - f ' I I  p + 5 I I F  - S l l  p - d p s ( a ) I 1 ¢  - ¢ ' l l x~ • 
Since s(a) is continuous on U, we have 
(12) 
Let 
M~-s- = f(a,w) •'V0 × W0: gLs.(a,w)= liE- S'II t 
Then it follows from Theorem 1 that for any ¢ • S, f = (¢,.- . ,  ¢, . . .  ) there exists (a, w) e 
Me_S° such that 
IIF - /*11 = gl~(a,  w)  - g/ .  (a, w) 
= gi~(a,  w)  - g/(a, w) + g/-I" (a, w) 
< gf~(a, ~) - gi(a, w) 
< max [g+_s(a,w)] . 
-- (a,w)EMF_/. 
Hence, replacing f by 1/2(f + f*) which we may do by convexity of S, and using (12), 
l iE  - f * l l  -< max 
(a,tu)EMF_I. 
_ max 
(a,w)EMF_I. 
g+-¢~l~)C/+/')(a' w) 
. , , , , ,  - 
Thus 
4 t 
I I F  - . f ' l l  p < ~I IF  - . f ' l l  p + ~I IF  - .fll p - d,, rain s (a ) l l¢  - ¢*  II~c. 
- -  (a ,w)EMF_ I  - 
Since d(F, X) < d(F, S), for any (a, w) • MR-/. ,  it follows that s(a) > O. From the compactness 
of MF-/ - ,  
mp = min s (a )  > O, 
(a ,w)EMF_ / -  
and so 
liE - f l l" -> l ie - f 'U p + 7p11¢ - ¢'11~c, 
where 7p = 2dpmp. This completes the proof. 
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