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EXPLICIT SALEM SETS AND APPLICATIONS TO METRICAL
DIOPHANTINE APPROXIMATION
KYLE HAMBROOK
ABSTRACT. Let Q be an infinite subset of Z, let Ψ : Z→ [0,∞) be positive on Q, and let
θ ∈ R. Define
E(Q,Ψ, θ) = {x ∈ R : ‖qx− θ‖ ≤ Ψ(q) for infinitely many q ∈ Q}.
We prove a lower bound on the Fourier dimension of E(Q,Ψ, θ). This generalizes the-
orems of Kaufman and Bluhm and yields new explicit examples of Salem sets. We give
applications to metrical Diophantine approximation, including determining the Hausdorff
dimension of E(Q,Ψ, θ) in new cases. We also prove a higher-dimensional analog of our
result.
1. MAIN RESULT
For x ∈ Rd, write |x| = max1≤i≤d |xi| and |x|2 = (
∑d
i=1 |xi|
2)1/2. For x ∈ R, ‖x‖ =
mink∈Z |x − k| is the distance from x to the nearest integer. If A is a finite set, |A| is the
cardinality of A. The expression X . Y stands for “there is a constant C > 0 such that
X ≤ CY .” The expression X & Y is analogous. The expression X ≈ Y means “there are
constants C > c > 0 such that cY ≤ X ≤ CY .”
Let Q be an infinite subset of Z, let Ψ : Z → [0,∞) be a function with Ψ(q) > 0 for all
q ∈ Q, and let θ ∈ R. Define E(Q,Ψ, θ) to be the set of all x ∈ R such that
‖qx− θ‖ ≤ Ψ(q) for infinitely many q ∈ Q.
We will always assume Ψ is bounded. Since ‖x‖ ≤ 1/2 for all x ∈ R, assuming Ψ is
bounded results in no loss of generality. We will also always assume Ψ(0) = 1. This
assumption is imposed only to avoid tedious notation. Since redefining Ψ at finitely many
points does not change the set E(Q,Ψ, θ), assuming Ψ(0) = 1 results in no loss of gener-
ality.
For M > 0, define
Q(M) = {q ∈ Q : M/2 < |q| ≤M} ,
ǫ(M) = min
q∈Q(M)
Ψ(q).
The main result of this paper is the following theorem.
Theorem 1.1. Suppose there is a number a ≥ 0, an increasing function h : (0,∞)→ (0,∞),
and an unbounded set M⊆ (0,∞) such that
|Q(M)|ǫ(M)ah(M) ≥Ma ∀M ∈M.(1.1)
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Then there is a Borel probability measure µ supported on E(Q,Ψ, θ) such that
|µ̂(ξ)| . |ξ|−a exp
(
ln |ξ|
ln ln |ξ|
)
h(4|ξ|) ∀ξ ∈ R, |ξ| > e.(1.2)
We also have a higher-dimensional version of Theorem 1.1.
Let m,n ∈ N, let Q be an infinite subset of Zn, let Ψ : Zn → [0,∞) be a function with
Ψ(q) > 0 for all q ∈ Q, and let θ ∈ Rm. Define E(m,n,Q,Ψ, θ) to be the set of all points
(x11, . . . , x1n, . . . , xm1, . . . , xmn) ∈ R
mn
such that
max
1≤i≤m
‖
n∑
j=1
qjxij − θi‖ ≤ Ψ(q) for infinitely many q ∈ Q.
Clearly E(1, 1, Q,Ψ, θ) = E(Q,Ψ, θ). As above, we will always assume Ψ is bounded
and Ψ(0) = 1, and these assumptions result in no loss of generality.
For M > 0, define
Q(M) = {q ∈ Q : M/2 < |qj| ≤M ∀1 ≤ j ≤ n} ,
ǫ(M) = min
q∈Q(M)
Ψ(q).
Theorem 1.2. Suppose there is a number a ≥ 0, an increasing function h : (0,∞)→ (0,∞),
and an unbounded set M⊆ (0,∞) such that
|Q(M)|ǫ(M)ah(M) ≥Ma ∀M ∈M.(1.3)
Then there is a Borel probability measure µ supported on E(m,n,Q,Ψ, θ) such that
|µ̂(ξ)| . |ξ|−a exp
(
ln |ξ|
ln ln |ξ|
)
h(4|ξ|) ∀ξ ∈ Rmn, |ξ| > e.(1.4)
Sections 2 and 3 discuss motivations for Theorems 1.1 and 1.2. Section 4 contains appli-
cations of Theorems 1.1 and 1.2. In Section 5 we outline the combined proof of Theorems
1.1 and 1.2 and explain its novel aspects. The combined proof of Theorems 1.1 and 1.2
constitutes Sections 6–11. Section 12 contains the proof of Lemma 3.1. We pose questions
for further study in Section 13. Section 14 contains acknowledgements.
2. MOTIVATION: EXPLICIT SALEM SETS
The first motivation for our main result is the construction of explicit Salem sets and explicit
sets with non-zero Fourier dimension. We start with some definitions and notation.
For α ≥ 0, the α-dimensional Hausdorff content of a set A ⊆ Rd is
Hα(A) = inf
B
∑
B∈B
(diam(B))α,
where the infimum is over all countable collections B of balls such that A ⊆
⋃
B∈B B. The
Hausdorff dimension of A, denoted dimH(A), is the supremum all of α ∈ [0, d] such that
Hα(A) > 0.
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If µ is a finite Borel measure on Rd, its Fourier transform µ̂ is defined by
µ̂(ξ) =
∫
Rd
e−2πix·ξdµ(x) ∀ξ ∈ Rd.
If A ⊆ Rd, the Fourier dimension of A, denoted dimF (A), is the supremum of all β ∈ [0, d]
such that
|µ̂(ξ)| . |ξ|−β/2 ∀ξ ∈ Rd, ξ 6= 0
for some non-trivial finite Borel measure µ on Rd with supp(µ) ⊆ A.
As general references for Hausdorff dimension, Fourier dimension, and the Fourier analysis
of measures, we give [24], [25], and [31]. The recent papers [10] and [11] (to name just
two) also discuss aspects of the theory of Fourier dimension.
It is well-known (cf. [24, Chapter 12], [25, Chapter 3], [31, Chapter 8]) that if A is a Borel
subset of Rd, then
dimH(A) ≥ dimF (A).(2.1)
A set A ⊆ Rd with dimH(A) = dimF (A) is called a Salem set.
Every Borel set in Rd of Hausdorff dimension 0 is a Salem set, Rd itself is a Salem set of
dimension d, and every (d− 1)-sphere in Rd is a Salem set of dimension d− 1.
Salem [26] proved the existence of Salem sets in R of arbitrary dimension α ∈ (0, 1) using
a random Cantor-type construction. Kahane [18] showed that for every α ∈ (0, d) there is
a Salem set in Rd of dimension α by considering the images of compact subsets of [0, 1]
under certain stochastic processes (see also Chapters 17 and 18 of [19]). Recently, other
random constructions of Salem sets have been given by Bluhm [3], Łaba and Pramanik
[23], and Shmerkin and Suomala [27]. These random constructions do not produce explicit
examples of Salem sets; they yield only uncountable families of sets which are almost all
Salem sets.
Kaufman [21] was the first to find an explicit Salem set of dimension α /∈ {0, d− 1, d}.
The set Kaufman proved to be Salem is E(Z,Ψτ , 0), where Ψτ (q) = |q|−τ and τ > 1. An
easy and well-known argument (which we give in Section 12) gives
dimH E(Z,Ψτ , 0) ≤
2
1 + τ
.
Since E(Z,Ψτ , 0) is a Borel set, (2.1) implies dimH E(Z,Ψτ , 0) ≥ dimF (Z,Ψτ , 0). Kauf-
man showed that for every τ > 1 there is a Borel probability measure µ with support
contained in E(Z,Ψτ , 0) ∩ [0, 1] such that
µ̂(ξ) = |ξ|−1/(1+τ)o(ln |ξ|) as |ξ| → ∞,
which implies
dimF E(Z,Ψτ , 0) ≥
2
1 + τ
,
and hence that E(Z,Ψτ , 0) is a Salem set. See [4] for a variation of Kaufman’s argument
with ample details. In his thesis, Bluhm [2] showed that E(Z,Ψ, 0) is Salem for any Ψ
with Ψ(q) = ψ(|q|) and ψ : N → (0,∞) decreasing. Technically, the results of Bluhm
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and Kaufman are for E(N,Ψ, 0), not E(Z,Ψ, 0), but it is easy to adapt their proofs to
E(Z,Ψ, 0).
By Dirichlet’s approximation theorem, for every x ∈ R there are infinitely many pairs
(p, q) ∈ Z2 for which |x−p/q| ≤ 1/|q|2. Hence, E(Z,Ψτ , 0) = R if τ ≤ 1. A real number
x is said to be well approximable if there is a τ > 1 and infinitely many pairs (p, q) ∈ Z2
for which |x − p/q| ≤ 1/|q|1+τ . As the set of well approximable numbers is the union of
the sets E(Z,Ψτ , 0) with τ > 1, the result of Kaufman [21] mentioned above implies the
set of well approximable numbers is a Salem set of dimension 1.
A real number x is said to be badly approximable if there is a positive constant c(x) such
that |x− p/q| > c(x)/|q|2 for all pairs (p, q) ∈ Z2. Kaufman [20] shows, in particular, that
the set of badly approximable numbers has positive Fourier dimension. See [28] and [17]
for extensions of the results of [20]. It is a classic result of Jarnı´k [15] that the Hausdorff
dimension of the set of badly approximable real numbers is 1. It is unknown whether the
set of badly approximable numbers is a Salem set.
If A ⊆ R is a set of Fourier dimension α ∈ [0, 1], then it is easy to see the product set Ad
has Fourier dimension at least α by considering product measures. A theorem of Gatesoupe
[12] implies that if A ⊆ [0,∞) supports a non-trivial measure and has Fourier dimension
α ∈ [0, 1], then
{
x ∈ Rd : |x|2 ∈ A
}
has Fourier dimension at least d − 1 + α. Moreover,
Gatesoupe’s theorem implies that if A ⊆ [0,∞) is a Salem set of dimension α ∈ [0, 1], then{
x ∈ Rd : |x|2 ∈ A
}
is a Salem set in Rd of dimension d− 1+α. Combining Gatesoupe’s
and Kaufman’s results yields explicit examples of Salem sets in Rd of dimension α for
every α ∈ [d − 1, d]. Explicit examples of sets (Salem or otherwise) in Rd with Fourier
dimension α ∈ (1, d− 1) were unknown until now.
Theorems 1.1 and 1.2 generalize the theorems of Kaufman [21] and Bluhm [2]. Theorem
1.1 gives many new explicit Salem sets in R. Some particular Salem sets produced by
Theorem 1.1 are discussed in Section 4. Theorem 1.2 yields the first examples of explicit
set in Rd with Fourier dimension α ∈ (1, d− 1).
3. MOTIVATION: METRICAL DIOPHANTINE APPROXIMATION
The second motivation for our main result comes from metrical Diophantine approxima-
tion, where there is considerable interest in the Hausdorff dimension of E(Q,Ψ, θ).
For τ ∈ R, define Ψτ : Z → [0,∞) by Ψτ (q) = |q|−τ . The classical Jarnı´k-Besicovitch
theorem [16], [1] is that
dimH E(Z,Ψτ , 0) = min
{
2
1 + τ
, 1
}
.
In the setting of restricted Diophantine approximation, where Q is not necessarily equal to
Z, Borosh and Fraenkel [5] showed that
dimH E(Q,Ψτ , 0) = min
{
1 + ν(Q)
1 + τ
, 1
}
,
EXPLICIT SALEM SETS AND APPLICATIONS TO METRICAL DIOPHANTINE APPROXIMATION 5
where
ν(Q) = inf
{
ν ≥ 0 :
∑
q∈Q
q 6=0
|q|−ν <∞
}
.
Eggleston [9] previously obtained this result for certain sets Q with ν(Q) = 0 or ν(Q) = 1.
There are also several results for more general functions Ψ. For Ψ of the form Ψ(q) =
ψ(|q|) with ψ : N→ (0,∞) decreasing, Dodson [8] showed that
dimH E(Z,Ψ, 0) = min
{
2
1 + λ
, 1
}
,
where
λ = lim inf
M→∞
− lnψ(M)
lnM
.
Hinokuma and Shiga [14] considered the non-monotone function Ψ(HS)τ (q) = | sin q||q|−τ
and proved that
dimH E(Z,Ψ
(HS)
τ , 0) = min
{
2
1 + τ
, 1
}
.
Dickinson [7] considered restricted Diophantine approximation with a function Ψ satisfy-
ing Ψ(q) = ψ(|q|) with ψ : N→ (0,∞) and
λ = lim inf
M→∞
− lnψ(M)
lnM
= lim sup
M→∞
− lnψ(M)
lnM
.
Dickinson deduced from the result of Borosh and Fraenkel above that
dimH E(Q,Ψ, 0) = min
{
1 + ν(Q)
1 + λ
, 1
}
.
Rynne [29] proved a very general result that implies all of those above. Suppose only that
Ψ : Z→ [0,∞) is positive for all q ∈ Q. Let
η(Q,Ψ) = inf
{
η ≥ 0 :
∑
q∈Q
q 6=0
|q|
(
Ψ(q)
|q|
)η
<∞
}
.
Rynne showed that
dimH E(Q,Ψ, 0) = min {η(Q,Ψ), 1} .
The main result in the case of inhomogeneous Diophantine approximation (i.e, the case
where θ is non-zero) is due to Levesley [22]. Levesley showed that if Ψ(q) = ψ(|q|) with
ψ : N→ (0,∞) decreasing, and if
λ = lim inf
M→∞
− lnψ(M)
lnM
,
then
dimH E(Z,Ψ, θ) = min
{
2
1 + λ
, 1
}
.
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By an adaptation of Dickinson’s argument from [7], the assumption that ψ is decreasing
can be replaced by the assumption that
λ = lim inf
M→∞
− lnψ(M)
lnM
= lim sup
M→∞
− lnψ(M)
lnM
.
The main content of the formulas above is the lower bounds they give on dimH E(Q,Ψ, θ).
The ≤-half of all the formulas for dimH E(Q,Ψ, θ) above are implied by the following
lemma whose proof is well-known and straightforward. For completeness, we give the
proof in Section 12.
Lemma 3.1.
dimH E(Q,Ψ, θ) ≤ min {η(Q,Ψ), 1} .
Because of (2.1), the Fourier analytic method of Theorem 1.1 stands as an alternative to
the usual methods of proving lower bounds on the Hausdorff dimension of E(Q,Ψ, θ). In
fact, Theorem 1.1 implies or implies special cases of all the results for dimH E(Q,Ψ, θ)
above (details are given in Section 4). Moreover, Theorem 1.1 allows us to calculate the
Hausdorff dimension of E(Q,Ψ, θ) in cases that (as far as we know) have not been treated
previously in the literature, such as the case where θ 6= 0 and Q 6= N,Z.
One particular advantage of the Fourier analytic method of Theorem 1.1 is the ease with
which it handles the inhomogeneous case. In the proof of Theorem 1.1 it is trivial to
accommodate θ 6= 0, while Levelsey’s proof of his result for θ 6= 0 is a non-trivial extension
of Dodson’s proof for θ = 0.
Our results for dimH E(Q,Ψ, θ) are not surprising, and it is likely that they can be obtained
by directly extending the methods used by those authors mentioned already in this section,
or by applying the powerful and unifying mass transference principle of Beresnevich and
Velani [6]. Of course, these methods cannot be applied to the calculation of the Fourier
dimension, which is the main novelty of our paper.
There are analogs of the formulas above for dimH E(m,n,Q,Ψ, θ). For example Rynne
[29] proved
dimH E(m,n,Q,Ψ, 0) = min {m(n− 1) + η(Q,Ψ), mn}
when Ψ : Zn → [0,∞) is positive for all q ∈ Q and
η(Q,Ψ) = inf
{
η ≥ 0 :
∑
q∈Q
q 6=0
|q|m
(
Ψ(q)
|q|
)η
<∞
}
.
Theorem 1.2 (via (2.1)) provides a lower bound on dimH E(m,n,Q,Ψ, θ), but it does not
reach the true value of dimH E(m,n,Q,Ψ, θ) for any known case with mn > 1.
4. APPLICATIONS
In this section we will present several consequences of Theorem 1.1 that give new families
of explicit Salem sets and imply formulas for dimH E(Q,Ψ, θ) discussed in Section 3. We
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will also present a typical consequence of Theorem 1.2 that yields explicit sets in Rd with
Fourier dimension strictly between 1 and d− 1.
Theorem 4.1. Assume Ψ is of the form Ψ(q) = ψ(|q|) with ψ : N → (0,∞) a decreasing
function. Assume there is an increasing function h : (0,∞)→ (0,∞) such that
|Q(M)| ≥M/h(M) ∀M ∈ N(4.1)
and
lim
x→∞
ln h(x)
ln x
= 0
Then E(Q,Ψ, θ) is a Salem set of dimension min {2/(1 + λ), 1}, where
λ = lim inf
M→∞
− ln(ψ(M))
lnM
.(4.2)
Proof. Since Ψ is bounded, λ ≥ 0.
Let λ′ < λ and δ > 0. By (4.2), ψ(M) < M−λ′ for all large M ∈ N. It follows that∑
q∈Q
q 6=0
|q|
(
Ψ(q)
|q|
)(2+δ)/(1+λ′)
.
∑
q∈Q
q 6=0
|q|−(1+δ) <∞.
Therefore, by applying Lemma 3.1 and then letting λ′ → λ and δ → 0, we have
dimH E(Q,Ψ, θ) ≤ min
{
2
1 + λ
, 1
}
.
If λ =∞, this argument shows dimH E(Q,Ψ, θ) = dimF E(Q,Ψ, θ) = 0.
Assume 0 ≤ λ < ∞. Let λ′ > λ. By (4.2), there is an infinite set M ⊆ N such that
ψ(M) > M−λ
′ for all M ∈ M. Since ψ is decreasing, it follows that ǫ(M) > M−λ′ for
all M ∈M. Combining this with (4.1), we see that (1.1) holds with a = 1/(1 + λ′). Since
λ′ > λ is arbitrary, Theorem 1.1 gives
dimF E(Q,Ψ, θ) ≥ min
{
2
1 + λ
, 1
}
.

Theorem 4.1 implies the result of Dodson [8] for dimH E(Z,Ψ, 0) discussed in Section 3.
Theorem 4.1 also implies the formula for dimH E(Z,Ψ, θ) due to Levesley [22] mentioned
in Section 3.
Theorem 4.2. Assume Ψ is of the form Ψ(q) = ψ(|q|) with ψ : N→ (0,∞). Assume
λ = lim inf
M→∞
− lnψ(M)
lnM
= lim sup
M→∞
− lnψ(M)
lnM
(4.3)
and ∑
q∈Q
q 6=0
|q|−1 =∞.(4.4)
Then E(Q,Ψ, θ) is a Salem set of dimension min {2/(1 + λ), 1}.
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Proof. Since Ψ is bounded, λ ≥ 0.
The same argument as in the proof of Theorem 4.1 shows
dimH E(Q,Ψ, θ) ≤ min
{
2
1 + λ
, 1
}
.
If λ =∞, the argument shows dimH E(Q,Ψ, θ) = dimF E(Q,Ψ, θ) = 0.
Assume 0 ≤ λ <∞. Seeking a contradiction suppose, |Q(M)| < M/ ln2(M) for all large
M ∈ N. Then ∑
q∈Q
q 6=0
|q|−1 =
∞∑
k=0
∑
q∈Q(2k)
|q|−1 .
∞∑
k=0
2−k
∑
q∈Q(2k)
1
.
∞∑
k=0
1
ln2(2k)
=
1
ln2(2)
∞∑
k=0
1
k2
<∞,
which contradicts (4.4). So there is an infinite set M⊆ N such that
|Q(M)| ≥M/ ln2(M) ∀M ∈M.
Let λ′ > λ be given. By (4.3), ψ(M) > M−λ′ for all large M ∈ N. Therefore ǫ(M) >
M−λ
′ for all large M ∈ N. After removing finitely elements of M, we have
ǫ(M) > M−λ
′
∀M ∈M.
Then (1.1) holds with a = 1/(1 + λ′) and h(x) = ln2(x). Since λ′ > λ is arbitrary,
Theorem 1.1 gives
dimF E(Q,Ψ, θ) ≥ min
{
2
1 + λ
, 1
}
.

Theorem 4.2 implies the result of Dickinson [7] for dimH E(Q,Ψ, 0) discussed in Section
3 in the case ν(Q) = 1. Consequently, it also implies the results of Borosh and Fraenkel [5]
and Eggleston [9] in the case ν(Q) = 1. Theorem 4.2 implies the variation of the result of
Levesley [22] for dimH E(Z,Ψ, θ) mentioned in Section 3 that uses Dickinson’s argument
from [7].
As far as we know, Theorems 4.1 and 4.2 represent the first calculation of dimH E(Q,Ψ, θ)
in the case where θ 6= 0 and Q 6= N,Z.
Theorem 4.3. Suppose Ψ(HS)τ : Z → (0,∞) is defined by Ψ(HS)τ (q) = | sin q||q|−τ . Then
E(Z,Ψ
(HS)
τ , θ) is a Salem set of dimension of min {2/(1 + τ), 1}.
Proof. For every ǫ > 0,∑
q∈Z
q 6=0
|q|
(
Ψ(q)
|q|
)2/(1+τ)+ǫ
=
∑
q∈Z
q 6=0
|q|−1−(1+τ)ǫ| sin q|2/(1+τ)+ǫ <∞.
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So, by Lemma 3.1,
dimH E(Z,Ψ
(HS)
τ , θ) ≤ min
{
2
1 + τ
, 1
}
.
Let Q = {q ∈ N : | sin q| ≥ 1/2}. Clearly
min
q∈Q(M)
Ψ(HS)τ (q) ≥
1
2
M−τ ∀M ∈ N.
It is also easy to see that
|Q(M)| ≥
M
4π
for all large M (for instance, by noting Q contains the nearest integer(s) to (2k+1)π/2 for
every k ∈ N). It follows that (1.1) holds with a = 1/(1 + τ) and h(x) = 4π. Therefore
Theorem 1.1 and the fact E(Q,Ψ(HS)τ , θ) ⊆ E(Z,Ψ(HS)τ , θ) implies
dimF E(Z,Ψ
(HS)
τ , θ) ≥ min
{
2
1 + τ
, 1
}
.

Theorem 4.3 implies the formula for dimH E(Z,Ψ(HS)τ , 0) due to Hinokuma and Shiga [14]
mentioned in Section 3.
Finally, we give a typical consequence of Theorem 1.2 that yields (in particular) explicit
sets in Rd with Fourier dimension strictly between 1 and d − 1. The Hausdorff dimension
of the sets is also determined for comparison.
Theorem 4.4. Assume Ψ : Zn → [0,∞) is of the form Ψ(q) = ψ(|q|) with ψ : N→ (0,∞)
and
λ = lim inf
M→∞
− lnψ(M)
lnM
= lim sup
M→∞
− lnψ(M)
lnM
.(4.5)
Assume h : (0,∞)→ (0,∞) is an increasing function such that
lim
x→∞
lnh(x)
lnx
= 0.(4.6)
Assume there is an unbounded set M⊆ (0,∞) such that
|Q(M)|h(M) ≥Mn ∀M ∈M.(4.7)
Then
dimH E(m,n,Q,Ψ, 0) = min
{
m(n− 1) +
m+ n
1 + λ
,mn
}
and
dimF E(m,n,Q,Ψ, 0) ≥ min
{
2n
1 + λ
,mn
}
.
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Proof. Since Ψ is bounded, λ ≥ 0.
Let λ′ < λ and δ > 0. By (4.5), ψ(M) < M−λ′ for all large M ∈ N. It follows that∑
q∈Q
q 6=0
|q|m
(
Ψ(q)
|q|
)(m+n+δ)/(1+λ′)
.
∑
q∈Q
q 6=0
|q|−(n+δ) <∞.
Since λ′ < λ and δ > 0 are arbitrary, we have∑
q∈Q
q 6=0
|q|
(
Ψ(q)
|q|
)η
<∞ ∀η >
m+ n
1 + λ
.
Let λ′ > λ and δ > 0. By (4.5), ψ(M) > M−λ′ for all large M ∈ N. Choose a sequence
(Mk)k∈N of numbers in M such that Mk ≥ 2Mk−1. Then∑
q∈Q
q 6=0
|q|m
(
Ψ(q)
|q|
)(m+n−δ)/(1+λ′)
&
∑
q∈Q
q 6=0
|q|−(n−δ) &
∑
k∈N
∑
q∈Q(Mk)
|q|−(n−δ)
&
∑
k∈N
M
−(n−δ)
k |Q(Mk)| &
∑
k∈N
M δk(h(Mk))
−1
&
∑
k∈N
M
δ/2
k =∞
Since λ′ > λ and δ > 0 are arbitrary, we have∑
q∈Q
q 6=0
|q|
(
Ψ(q)
|q|
)η
=∞ ∀η <
m+ n
1 + λ
.
By the result of Rynne [29] for dimH E(m,n,Q,Ψ, 0) discussed in Section 3, we have
dimH E(m,n,Q,Ψ, 0) = min
{
m(n− 1) +
m+ n
1 + λ
,mn
}
.
If λ =∞, this argument shows dimH E(m,n,Q,Ψ, 0) = m(n− 1).
Assume 0 ≤ λ <∞. Let λ′ > λ. By (4.5), ψ(M) > M−λ′ for all large M ∈ N. Therefore
ǫ(M) > M−λ
′ for all large M ∈ N. After removing finitely many elements ofM, we have
ǫ(M) > M−λ
′ for all M ∈ M. Combining this with (4.7), we see that (1.3) holds with
a = n/(1 + λ′). As λ′ > λ is arbitrary, Theorem 1.2 implies
dimF E(m,n,Q,Ψ, 0) ≥ min
{
2n
1 + λ
,mn
}
.
If λ = ∞, the desired lower bound is dimF E(m,n,Q,Ψ, 0) ≥ 0, which holds by defini-
tion. 
With the additional assumption m+n
m−1
< λ+1 < 2n, Theorem 4.4 implies thatE(m,n,Q,Ψ, 0)
is a subset of Rmn with Fourier dimension strictly between 1 and mn − 1. As a concrete
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example, if m = 4, n = 2, λ = 2, Q = Zn, and Ψ(q) = |q|−λ, then Theorem 4.4 implies
1 <
4
3
=
2n
1 + λ
≤ dimF E ≤ dimH E = m(n− 1) +
m+ n
1 + λ
= 6 < 7 = mn− 1,
where we have put E = E(m,n,Q,Ψ, 0) for brevity.
5. REMARKS ON THE PROOF OF THEOREMS 1.1 AND 1.2
Since Theorem 1.2 is a generalization of Theorem 1.1, we will give a single unified proof.
The proof is in Sections 6–11. In this section, we will outline the proof and explain its
novel aspects.
The proof of Theorems 1.1 and 1.2 is essentially a generalization of the proofs of the
theorems of Kaufman [21] and Bluhm [2] mentioned in Section 2. The reformulations of
Kaufman’s proof by Bluhm [4] and Wolff [31] were also valuable guides.
In order to explain the novel aspects of the proof of Theorems 1.1 and 1.2, we will begin
with an outline of Kaufman’s proof and then gradually generalize it as we build towards
the proof of Theorem 1.1 and Theorem 1.2.
All the proofs have the same general form. The measure µ is defined as the weak limit
of a sequence absolutely continuous measures (µk)∞k=0. The density of µk is the product
of functions χ0FM1 · · ·FMk . Here χ0 is a bump function intended to restrict the support
of the measures to a common compact set, and (Mk)∞k=1 is a sequence of positive real
numbers (whose precise definition will not be discussed in this outline). The functions FM
are designed to have two important properties. The first property is that the support of FM
is such that the infinite product
∏∞
i=1 FMi , and hence µ, is supported on the appropriate
version of E(Q,Ψ, θ) (or E(m,n,Q,Ψ, θ)). The second property of FM is a Fourier decay
estimate. The desired Fourier decay estimate on µ is ultimately deduced from this Fourier
decay estimate on FM . The functions FM are the key to the proof, so our outline will focus
on them.
Kaufman [21] constructed a measure µ on E(Z,Ψτ , 0), where Ψτ (q) = |q|−τ and τ > 1,
with
|µ̂(ξ)| = |ξ|−1/(1+τ)o(ln |ξ|) as |ξ| → ∞.
We will outline a slightly simplified version of Kaufman’s proof that gives a slightly slower
Fourier decay estimate. The proof of Theorem 1.1 and Theorem 1.2 is closer to this sim-
plified version than it is to Kaufman’s original proof. Define
FM(x) =
1
|P(M)|
∑
q∈P(M)
∑
k∈Z
ǫ(M)−1φ(ǫ(M)−1(xq − k)) ∀x ∈ R.
HereP is the set of prime numbers,P(M) = {q ∈ P : M/2 < |q| ≤M}, ǫ(M) = Ψτ (M) =
M−τ , and φ : R→ R is an arbitrary CK function with support contained in [−1, 1] and K
sufficiently large. Since ǫ(M) ≤ Ψτ (q) for all q ∈ P(M), the support of FM is contained
in
{x ∈ R : ‖qx‖ ≤ Ψτ (q) for some q ∈ P(M)} .
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Consequently, if (Mk)∞k=1 grows quickly enough, the support of µ is contained inE(P,Ψτ , 0),
which is a subset of E(Z,Ψτ , 0). We now describe the key Fourier decay estimate on FM .
Basic properties of the Fourier transform yield
|F̂M(ℓ)| .
|P(M) ∩D(ℓ)|
|P(M)|
(1 + ǫ(M)M−1|ℓ|)−K ∀ℓ ∈ Z,
where D(ℓ) is the set of integers which divide ℓ. We estimate each factor on the right-hand
side separately. First, we require K ≥ 1
1+τ
so that
(1 + ǫ(M)M−1|ℓ|)−K ≤ (ǫ(M)M−1|ℓ|)−1/(1+τ) = M |ℓ|−1/(1+τ).
Next, by the fundamental theorem of arithmetic,
|P(M) ∩D(ℓ)| ≤ 2
ln |l|
lnM
∀ℓ ∈ Z, ℓ 6= 0,M ≥ 2.
Finally, by the density of the primes,
|P(M)| &
M
lnM
∀M ≥ 2.
Putting it all together, we obtain
|F̂M(ℓ)| . |ℓ|
−1/(1+τ) ln |ℓ| ∀ℓ ∈ Z, ℓ 6= 0,M ≥ 2.
If K > 1 + a, we can use this to deduce (for instance)
|µ̂(|ξ|)| . |ξ|−1/(1+τ)δ(|ξ|) ln1+δ |ξ| ∀ξ ∈ R, |ξ| > e,
for any prescribed δ > 0.
Our next step will be generalizing Kaufman’s argument to E(Q,Ψτ , 0), where Q is any
infinite subset of Z. We now take
FM (x) =
1
|Q(M)|
∑
q∈Q(M)
∑
k∈Z
ǫ(M)−1φ(ǫ(M)−1(xq − k)) ∀x ∈ R,
where Q(M) = {q ∈ Q : M/2 < |q| ≤M}, ǫ(M) = Ψτ (M) = M−τ , and φ : R → R is
a CK function with support contained in [−1, 1] and K sufficiently large. As before, since
ǫ(M) ≤ Ψτ (q) for all q ∈ Q(M), the support of FM is contained in
{x ∈ R : ‖qx‖ ≤ Ψτ (q) for some q ∈ Q(M)} ,
and therefore the support of µ is contained in E(Q,Ψτ , 0), provided (Mk)∞k=1 grows suffi-
ciently quickly. The Fourier decay estimate on FM is different from the one in Kaufman’s
proof. It starts the same way, with the bound
|F̂M(ℓ)| .
|Q(M) ∩D(ℓ)|
|Q(M)|
(1 + ǫ(M)M−1|ℓ|)−K ∀ℓ ∈ Z,(5.1)
where D(ℓ) is the set of integers which divide ℓ. We estimate each factor on the right-hand
side separately. First, we require K ≥ a so that
(1 + ǫ(M)M−1|ℓ|)−K ≤ (ǫ(M)M−1|ℓ|)−a
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SinceQ is not required to have any specific arithmetic structure, we cannot estimate |Q(M)∩
D(ℓ)| as simply as in Kaufman’s argument. Instead we bound |Q(M) ∩ D(ℓ)| using the
divisor bound of Wigert [30] to obtain that for every ζ > ln 2 there is an Lζ ∈ N such that
|Q(M) ∩D(ℓ)| ≤ exp
(
ζ ln |ℓ|
ln ln |ℓ|
)
∀ℓ ∈ Z, |ℓ| ≥ Lζ .
Finally, we need a lower bound on |Q(M)|. Since Q is an arbitrary infinite set of inte-
gers, we cannot say much in general. But we know there must exist a number a ≥ 0, an
increasing function h : (0,∞)→ (0,∞), and an unbounded set M⊆ (0,∞) such that
|Q(M)|ǫ(M)ah(M) ≥Ma ∀M ∈M.(5.2)
Though it is not necessary for the proof, we can always choose h so that limx→∞ ln h(x)/lnx =
0. Putting it all together, we obtain
|F̂M(ℓ)| . |ℓ|
−a exp
(
ζ ln |ℓ|
ln ln |ℓ|
)
h(M) ∀ℓ ∈ Z, |ℓ| ≥ Lζ ,M ∈M.
From this, provided K > 1 + a, it can be deduced that
|µ̂(|ξ|)| . |ξ|−a exp
(
ln |ξ|
ln ln |ξ|
)
h(4|ξ|) ∀ξ ∈ R, |ξ| > e.
We discuss this result briefly before moving on to the next generalization. Note that
if limx→∞ ln h(x)/lnx = 0 (which we can always achieve), then exp
(
ln |ξ|
ln ln |ξ|
)
h(4|ξ|)
goes to ∞ as |ξ| → ∞ slower than any power of |ξ|, just like ln |ξ|. So having the
factor exp(ln |ξ|/ ln ln |ξ|)h(4|ξ|) rather than ln |ξ| does not cost us anything in terms of
Fourier dimension. However, sparsity of Q will decrease the exponent a and (therefore)
the Fourier dimension lower bound. Consider the following two examples. First sup-
pose Q is the set of primes shifted up by 1, i.e., Q = {p+ 1 : p ∈ P}. Unlike the
set of primes P , the shifted set Q has no obviously useful arithmetic structure. How-
ever, P and Q have essentially the same density: |P| ≈ |Q(M)| ≈ M/ logM for all
M large enough. In fact, (5.2) holds with a = 1/(1 + τ), h(x) = 4 ln(x + 1), and
M = [3,∞), so that |µ̂(|ξ|)| . |ξ|−1/(1+τ) exp
(
ln |ξ|
ln ln |ξ|
)
ln(4|ξ| + 1) for |ξ| > e, and
therefore dimF E(Q,Ψτ , 0) ≥ 2/(1+ τ). For comparison, Kaufman’s argument applied to
E(P,Ψτ , 0) leads to |µ̂(|ξ|)| . |ξ|−1/(1+τ) ln |ξ| for |ξ| > e and thus the same lower bound
dimF E(P,Ψτ , 0) ≥ 2/(1 + τ). For the second example, suppose Q is the set of perfect
squares, i.e., Q = {n2 : n ∈ N}, which is much sparser than P . Indeed |Q(M)| ≈ M1/2
for all M large enough, and (5.2) holds with with a = 1/2(1 + τ), h(x) = 10, and
M = [9,∞). So we get |µ̂(|ξ|)| . |ξ|−1/2(1+τ) exp
(
ln |ξ|
ln ln |ξ|
)
for |ξ| > e, and therefore
dimF E(Q,Ψτ , 0) ≥ 1/(1 + τ).
Recall that Bluhm [2] extended Kaufman’s result to E(Z,Ψ, 0) with Ψ(q) = ψ(|q|) and
ψ : N → (0,∞) decreasing. The next step in our outline is to consider E(Q,Ψ, 0),
where Q is any infinite subset of Z, and Ψ is any function mapping Z → [0,∞) that is
positive on Q. In fact, after replacing all instances of Ψτ by Ψ, the preceding argument
goes through almost word for word. We just need to modify the definition ǫ(M). The
only important feature of ǫ(M) in the preceding argument is that it is a positive number
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satisfying ǫ(M) ≤ Ψτ (q) for all q ∈ Q(M). So we simply replace ǫ(M) = Ψτ (M) = M−τ
by ǫ(M) = minq∈Q(M) Ψ(q).
The next step in our outline is to generalize to E(Q,Ψ, θ) with θ being any real number.
We again need only a very minor modification in the argument. In the definition of FM , we
replace xq − k by xq − k − θ. So we now take
FM (x) =
1
|Q(M)|
∑
q∈Q(M)
∑
k∈Z
ǫ(M)−1φ(ǫ(M)−1(xq − k − θ)) ∀x ∈ R.
Then the support of FM is contained in
{x ∈ R : ‖qx− θ‖ ≤ Ψ(q) for some q ∈ Q(M)} ,
and therefore the support of µ is contained in E(Q,Ψ, θ). The replacement of xq − k by
xq − k − θ leaves the estimate (5.1) unchanged. (This may not be easy to see here, but it
is easy to see when one reads the details of the proof of Theorem 1.1 and Theorem 1.2 in
Section 8). Therefore the rest of argument proceeds exactly as above.
The final step in our outline is extending the argument to E(m,n,Q,Ψ, θ), where m,n ∈
N, Q is an infinite subset of Zn, Ψ : Zn → [0,∞) is positive on Q, and θ ∈ Rm. To define
the functions FM , we need a few preliminaries. Define
Q(M) = {q ∈ Q : M/2 < |qj| ≤M ∀1 ≤ j ≤ n} ,
ǫ(M) = min
q∈Q(M)
Ψ(q),
and let φ : R → R be any CK function with support contained in [−1, 1]m and K suffi-
ciently large. For x = (x11, . . . , x1n, . . . , xm1, . . . , xmn) ∈ Rmn and q = (q1, . . . , qn) ∈ Zn,
define the product xq by identifying x with the m×n matrix whose ij-entry is xij . Finally,
define
FM (x) =
1
|Q(M)|
∑
q∈Q(M)
∑
k∈Zm
ǫ(M)−1φ(ǫ(M)−1(xq − k − θ)) ∀x ∈ Rmn.
Since ǫ(M) ≤ Ψ(q) for all q ∈ Q(M), the support of FM is contained in{
x ∈ R : max
1≤i≤m
‖
n∑
j=1
qjxij − θi‖ ≤ Ψ(q) for some q ∈ Q(M)
}
,
and therefore the support of µ is contained in E(m,n,Q,Ψ, θ), provided (Mk)∞k=1 grows
sufficiently quickly. As before, the key Fourier decay estimate on FM begins with the
relatively straightforward bound
|F̂M(ℓ)| .
|Q(M) ∩D(ℓ)|
|Q(M)|
(1 + ǫ(M)M−1|ℓ|)−K ∀ℓ ∈ Zmn.
Of course, D(ℓ) here is no longer the set of integers dividing ℓ. Now D(ℓ) is the set of
points in Zn obeying a certain more complicated arithmetic relationship with the point
ℓ ∈ Zmn. However, we still use Wigert’s divisor bound to show that for every ζ > ln 2
there is an Lζ ∈ N such that
|Q(M) ∩D(ℓ)| ≤ exp
(
ζ ln |ℓ|
ln ln |ℓ|
)
∀ℓ ∈ Zmn, |ℓ| ≥ Lζ .
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For the lower bound on |Q(M)|, we still know there must exist a number a ≥ 0, an increas-
ing function h : (0,∞)→ (0,∞), and an unbounded set M⊆ (0,∞) such that
|Q(M)|ǫ(M)ah(M) ≥Ma ∀M ∈M.
As before, we can always choose h so that limx→∞ ln h(x)/lnx = 0, but it is not necessary
for the proof. Finally, we are still permitted to require K ≥ a so that
(1 + ǫ(M)M−1|ℓ|)−K ≤ (ǫ(M)M−1|ℓ|)−a.
Thus we obtain
|F̂M(ℓ)| . |ℓ|
−a exp
(
ζ ln |ℓ|
ln ln |ℓ|
)
h(M) ∀ℓ ∈ Zmn, |ℓ| ≥ Lζ ,M ∈M.
If K > mn+ a, we can then show
|µ̂(|ξ|)| . |ξ|−a exp
(
ln |ξ|
ln ln |ξ|
)
h(4|ξ|) ∀ξ ∈ Rmn, |ξ| > e.
The proof of Theorems 1.1 and 1.2 constitutes Sections 6–11. We conclude the current
section by describing the contents of Sections 6–11, so that the reader can easily find the
details of the steps from the outline above.
Section 6 preemptively clarifies some potentially confusing notation for the Fourier trans-
form. The function φ and the associated parameter K are introduced in Section 7. Ad-
ditionally, Section 7 defines the function Φǫq,θ and works out its Fourier transform. The
purpose of defining the function Φǫq,θ is to make it easier to establish certain properties of
FM . The precise definition of D(ℓ) for ℓ ∈ Zmn is also given in Section 7. In Section 8,
FM is defined in terms Φǫq,θ, some simple properties of F̂M are worked out using Φ̂ǫq,θ, and
the support of FM is described. In Section 9, the key Fourier decay property of FM is es-
tablished. In the course of doing so, the statement of Wigert’s divisor bound and the details
of how it is used to bound |Q(M)∩D(ℓ)| are given. Section 10 contains the statement and
proof of an important lemma. The lemma is used in Section 11 to show that the sequence
of measures (µk)∞k=0 does indeed converges weakly to a measure µ and to pass from the
Fourier decay estimate on FM to the desired Fourier decay estimate on µ.
6. PROOF OF THEOREMS 1.1 AND 1.2: NOTATION
We begin the proof of Theorems 1.1 and 1.2 by clarifying some notation.
Suppose f : Rd → C. If f ∈ L1(Rd), the Fourier transform of f is defined to be
f̂(ξ) =
∫
R
f(x)e−2πix·ξdx ∀ξ ∈ Rd.
If f ∈ L1([0, 1]d) and f is periodic for the lattice Zd, the Fourier transform of f is defined
to be
f̂(ξ) =
∫
[0,1]d
f(x)e−2πix·ξdx ∀ξ ∈ Rd.
There is no ambiguity with these definitions; if f ∈ L1(Rd) and f is periodic for the lattice
Zd, then f̂ = 0 using either definition.
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7. PROOF OF THEOREMS 1.1 AND 1.2: THE FUNCTIONS φ AND Φǫq,θ
In this section, we define the function φ, use it to define the function Φǫq,θ, and compute the
Fourier transform of Φǫq,θ. We will use Φǫq,θ to define the function FM in Section 8.
Let K be a positive integer with K > mn + a. Let φ : Rm → R be a non-negative CK
function with supp(φ) ⊆ [−1, 1]m, and
∫
Rm
φ(x)dx = 1. Then there is a C1 > 0 such that
|φ̂(ξ)| ≤ C1(1 + |ξ|)
−K ∀ξ ∈ Rm.(7.1)
For ǫ > 0 and x ∈ Rm, let φǫ(x) = ǫ−mφ(ǫ−1x), and
Φǫ(x) =
∑
k∈Zm
φǫ(x− k).
Note Φǫ is CK , periodic for the lattice Zm, and
Φ̂ǫ(k) = φ̂ǫ(k) = φ̂(ǫk) ∀k ∈ Zm.
Therefore
Φǫ(x) =
∑
k∈Zm
φ̂(ǫk)e2πikx ∀x ∈ Rm(7.2)
with uniform convergence.
For q ∈ Zn, θ ∈ Rm, and x = (x11, . . . , x1n, . . . , xm1, . . . , xmn) ∈ Rmn, define xq by
identifying x with the m× n matrix whose ij-entry is xij , and define
Φǫq,θ(x) = Φ
ǫ(xq − θ).
Note Φǫq,θ is CK and is periodic for the lattice Zmn. By (7.2),
Φǫq,θ(x) =
∑
k∈Zm
φ̂(ǫk)e2πik·(xq−θ) ∀x ∈ Rmn
with uniform convergence.
For ℓ = (ℓ11, . . . , ℓ1n, . . . , ℓm1, . . . , ℓmn) ∈ Zmn, define ℓj = (ℓ1j, . . . , ℓmj) for all 1 ≤ j ≤
n and
D(ℓ) =
{
q ∈ Zn : q−11 ℓ1 = · · · = q
−1
n ℓn ∈ Z
m
}
.
Note that if mn = 1, then D(ℓ) is the set of all integers that divide ℓ.
Lemma 7.1. For ℓ ∈ Zmn and q ∈ Zn with qj 6= 0 for all 1 ≤ j ≤ n,
Φ̂ǫq,θ(ℓ) =
{
e−2πiq
−1
1
ℓ1·θφ̂(ǫq−11 ℓ1) if q ∈ D(ℓ),
0 otherwise.(7.3)
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Proof. As a warm-up, note that if mn = 1 and ℓ, q ∈ Z with q 6= 0 we have
Φ̂ǫq,θ(ℓ) =
∑
k∈Z
∫
[0,1]
φ̂(ǫk)e2πik(xq−θ)e−2πiℓxdx
=
∑
k∈Z
e−2πikθφ̂(ǫk)
∫
[0,1]
e2πix(kq−ℓ)dx
=
{
e−2πiq
−1ℓθφ̂(ǫq−1ℓ) if q ∈ D(ℓ),
0 otherwise.
In general, for ℓ = (ℓ11, . . . , ℓ1n, . . . , ℓm1, . . . , ℓmn) ∈ Zmn and q ∈ Zn with qj 6= 0 for all
1 ≤ j ≤ n we have
Φ̂ǫq,θ(ℓ) =
∑
k∈Zm
∫
[0,1]mn
φ̂(ǫk)e2πik·(xq−θ)e−2πiℓ·xdx
=
∑
k∈Zm
e−2πik·θφ̂(ǫk)
∫
[0,1]mn
e2πi(k·(xq−θ)−ℓ·x)dx
=
∑
k∈Zm
e−2πik·θφ̂(ǫk)
m∏
i=1
n∏
j=1
∫
[0,1]
e2πixij(kiqj−ℓij)dxij
=
{
e−2πiq
−1
1
ℓ1·θφ̂(ǫq−11 ℓ1) if q ∈ D(ℓ),
0 otherwise.

8. PROOF OF THEOREMS 1.1 AND 1.2: THE FUNCTION FM
In this section, we define the function FM and discuss some of its properties.
For M > 0, define
FM(x) =
1
|Q(M)|
∑
q∈Q(M)
Φ
ǫ(M)
q,θ (x) ∀x ∈ R
mn.
Note FM is CK and periodic for the lattice Zmn.
By the definition of Φǫ(M)q,θ , we can write
FM(x) =
1
|Q(M)|
∑
q∈Q(M)
∑
k∈Zm
ǫ(M)−mφ(ǫ(M)−1(xq − θ − k)) ∀x ∈ Rmn.
Since supp(φ) ⊆ [−1, 1]m and ǫ(M) = min
q∈Q(M)
Ψ(q), we have
supp(FM) ⊆ {x ∈ Rmn : max
1≤i≤m
‖
n∑
j=1
xijqj − θi‖ ≤ Ψ(q) for some q ∈ Q(M)}.(8.1)
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By (7.3),
F̂M (ℓ) =
1
|Q(M)|
∑
q∈Q(M)∩D(ℓ)
e−2πiq
−1
1
ℓ1·θφ̂(ǫq−11 ℓ1) ∀ℓ ∈ Z
mn.(8.2)
As φ̂(0) =
∫
Rm
φ(x)dx = 1 and D(0) = Zn, (8.2) implies
F̂M(0) = 1.(8.3)
Since φ ≥ 0, we have FM ≥ 0, and so
|F̂M(ℓ)| ≤ F̂M(0) = 1 ∀ℓ ∈ Z
mn.(8.4)
If q ∈ Q(M) and 0 < |ℓ| ≤ M/2, then for some j0 ∈ {1, . . . , n} we have M/2 < |qj0 | ≤
M and 0 < |ℓj0| ≤ M/2, hence 0 < |q−1j0 ℓj0| < 1. On the other hand, if q ∈ D(ℓ), then
|q−1j ℓj| is an integer for all j ∈ {1, . . . , n}. Therefore if q ∈ Q(M) and 0 < |ℓ| ≤M/2, we
must have q /∈ D(ℓ). So, by (8.2),
F̂M(ℓ) = 0 for 0 < |ℓ| ≤M/2.(8.5)
9. PROOF OF THEOREMS 1.1 AND 1.2: THE FOURIER DECAY OF FM
In this section we will prove the following Fourier decay estimate for FM .
Lemma 9.1. For every ζ > ln 2 there is an Lζ ∈ N such that
|F̂M(ℓ)| ≤ C1|ℓ|
−a exp
(
ζ ln |ℓ|
ln ln |ℓ|
)
h(M) ∀ℓ ∈ Zmn, |ℓ| ≥ Lζ ,M ∈M.(9.1)
The proof of Lemma 9.1 relies on the following divisor bound of Wigert [30] (cf. [13,
p. 262]).
Lemma 9.2 (Wigert). Let τ(ℓ) be the number of positive integer divisors of the integer ℓ.
Then
lim sup
ℓ→∞
ln τ(ℓ)
ln ℓ/ ln ln ℓ
= ln 2.
Besides Wigert’s divisor bound, the proof of Lemma 9.1 uses the Fourier decay of φ and
the density of |Q(M)|.
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Proof of Lemma 9.1. Choose i0 ∈ {1, . . . , m} and j0 ∈ {1, . . . , n} such that |ℓ| = |ℓj0| =
|ℓi0j0 |. By (7.1), (8.2), and the definition of D(ℓ), for all ℓ ∈ Zmn we have
|F̂M(ℓ)| ≤ C1
1
|Q(M)|
∑
q∈Q(M)∩D(ℓ)
|φ̂(ǫ(M)q−11 ℓ1)|
≤ C1
1
|Q(M)|
∑
q∈Q(M)∩D(ℓ)
(1 + ǫ(M)|q1|
−1|ℓ1|)
−K
= C1
1
|Q(M)|
∑
q∈Q(M)∩D(ℓ)
(1 + ǫ(M)|qj0 |
−1|ℓj0|)
−K
≤ C1
|Q(M) ∩D(ℓ)|
|Q(M)|
(1 + ǫ(M)M−1|ℓ|)−K .
We estimate each factor in the last expression separately. Assume ℓ 6= 0. Since K ≥ a, we
have
(1 + ǫ(M)M−1|ℓ|)−K ≤ (ǫ(M)M−1|ℓ|)−a.
By (1.3),
|Q(M)|ǫ(M)ah(M) ≥Ma ∀M ∈M.
To bound |Q(M) ∩D(ℓ)|, we start with |Q(M) ∩D(ℓ)| ≤ |D(ℓ)|. Note
D(ℓ) ⊆
{
(q1, . . . , qn) ∈ Z
n :
ℓi0j0
qj0
∈ Z, qj =
ℓi0jqj0
ℓi0j0
∀1 ≤ j ≤ n
}
.
The set on the right is in bijection with the set of integers that divide |ℓ| = |ℓi0j0|, so this
set has cardinality 2τ(|ℓ|) with τ as in Lemma 9.2. Thus
|Q(M) ∩D(ℓ)| ≤ |D(ℓ)| ≤ 2τ(|ℓ|).
It follows from Lemma 9.2 that for every ζ > ln 2 there is an Lζ ∈ N such that
|Q(M) ∩D(ℓ)| ≤ exp
(
ζ ln |ℓ|
ln ln |ℓ|
)
∀ℓ ∈ Zmn, |ℓ| ≥ Lζ ,M ∈M.
Putting everything together, we get (9.1). 
10. PROOF OF THEOREMS 1.1 AND 1.2: THE KEY LEMMA
In this section, we state and prove the key lemma that will let us pass from the function FM
to the measure µ.
Define
g(ξ) =
1 if |ξ| ≤ e,|ξ|−a exp( ln |ξ|
ln ln |ξ|
)
h(4|ξ|) if |ξ| > e.
Lemma 10.1. For every δ > 0,M0 > 0, andχ ∈ CKc (Rmn), there is anM∗ = M∗(δ,M0, χ) ∈
M such that M∗ ≥M0 and
|χ̂FM∗(ξ)− χ̂(ξ)| ≤ δg(ξ) ∀ξ ∈ R
mn
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The proof will show that M∗ can be taken to be any sufficiently large element of M.
Proof. Since χ ∈ CKc (Rmn), there is a C2 > 0 such that
|χ̂(ξ)| ≤ C2(1 + |ξ|)
−K ∀ξ ∈ Rmn.(10.1)
For every p > mn, we have
sup
ξ∈Rmn
∑
ℓ∈Zmn
(1 + |ξ − ℓ|)−p <∞.(10.2)
Since FM is CK and periodic for the lattice Zmn, we have
FM(x) =
∑
ℓ∈Zmn
F̂M(ℓ)e
2πiℓ·x ∀x ∈ Rmn
with uniform convergence. Since χ ∈ L1(Rmn), multiplying by χ and taking the Fourier
transform yields
χ̂FM(ξ) =
∑
ℓ∈Zmn
F̂M(ℓ)
∫
Rmn
χ(x)e2πi(ℓ−ξ)·xdx =
∑
ℓ∈Zmn
F̂M(ℓ)χ̂(ξ − ℓ)
for all ξ ∈ Rmn. Then by (8.3) and (8.5) we have
χ̂FM(ξ)− χ̂(ξ) =
∑
ℓ∈Zmn
χ̂(ξ − ℓ)F̂M(ℓ)− χ̂(ξ) =
∑
|ℓ|>M/2
χ̂(ξ − ℓ)F̂M(ℓ).(10.3)
Case 1: |ξ| < M/4. If |ℓ| > M/2, then |ξ − ℓ| > M/4 > |ξ|. Hence by (8.4), (10.1),
(10.2), (10.3) and because K > mn + a we have
|χ̂FM(ξ)− χ̂(ξ)| ≤ C2
∑
|ℓ|>M/2
(1 + |ξ − ℓ|)−K
≤ C2(1 + |ξ|)
−a(1 +M/4)−(K−a−mn)/2
∑
|ℓ|>M/2
(1 + |ξ − ℓ|)−mn−(K−a−mn)/2
≤ δg(ξ)
for all M sufficiently large.
Case 2: |ξ| ≥M/4. Using (10.3), write
χ̂FM (ξ)− χ̂(ξ) =
∑
|ℓ|>M/2
|ℓ|≤|ξ|/2
χ̂(ξ − ℓ)F̂M(ℓ) +
∑
|ℓ|>M/2
|ℓ|>|ξ|/2
χ̂(ξ − ℓ)F̂M(ℓ) = S1 + S2.
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If |ℓ| ≤ |ξ|/2, then |ξ − ℓ| ≥ |ξ|/2 ≥ M/8. Hence by (8.4), (10.1), (10.2) and because
K > mn + a we have
|S1| ≤ C2
∑
|ℓ|>M/2
|ℓ|≤|ξ|/2
(1 + |ξ − ℓ|)−K
≤ C2(1 + |ξ|/2)
−a(1 +M/8)−(K−a−mn)/2
∑
|ℓ|>M/2
|ℓ|≤|ξ|/2
(1 + |ξ − ℓ|)−mn−(K−a−mn)/2
≤
δ
2
g(ξ)
for all M sufficiently large.
Fix ln 2 < ζ < 1. By (9.1), (10.1), (10.2) and because K > mn we have
|S2| ≤ C1C2
∑
|ℓ|>M/2
|ℓ|>|ξ|/2
|ℓ|−a exp
(
ζ ln |ℓ|
ln ln |ℓ|
)
h(M)(1 + |ξ − ℓ|)−K
≤ C1C2(|ξ|/2)
−a exp
(
ζ ln(|ξ|/2)
ln ln(|ξ|/2)
)
h(4|ξ|)
∑
|ℓ|>M/2
|ℓ|>|ξ|/2
(1 + |ξ − ℓ|)−K
≤
δ
2
g(ξ)
for all sufficiently large M ∈M. 
11. PROOF OF THEOREMS 1.1 AND 1.2: THE MEASURE µ
Let χ0 ∈ CKc (Rmn) with
∫
Rmn
χ0(x)dx = 1, supp(χ0) = [−1, 1]mn, and χ0(x) > 0 for all
|x| < 1. With the notation of Lemma 10.1, define
M1 = M∗(2
−1, 1, χ0), Mk = M∗(2
−k−1, 2Mk−1, χ0FM1 · · ·FMk−1) ∀k ≥ 2.
Define measures µk by
dµ0 = χ0dx, dµk = χ0FM1 · · ·FMkdx ∀k ≥ 1.
By Lemma 10.1,
|µ̂k(ξ)− µ̂k−1(ξ)| ≤ 2
−k−1g(ξ) ∀ξ ∈ Rmn, k ∈ N.(11.1)
Since g(ξ) is bounded, (11.1) implies (µ̂k)∞k=0 is a Cauchy sequence in the supremum norm.
Therefore, since each µ̂k is a continuous function, lim
k→∞
µ̂k is a continuous function. By
(11.1), we have
| lim
k→∞
µ̂k(ξ)− µ̂0(ξ)| ≤
∞∑
k=1
|µ̂k(ξ)− µ̂k−1(ξ)| ≤ g(ξ)
∞∑
k=1
2−k−1 =
1
2
g(ξ)(11.2)
for all ξ ∈ Rmn. Since µ̂0(0) =
∫
Rmn
χ0(x)dx = 1 and g(0) = 1, it follows from (11.2)
that
1/2 ≤ | lim
k→∞
µ̂k(0)| ≤ 3/2.
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Therefore, by Le´vy’s continuity theorem, (µk)∞k=0 converges weakly to a non-trivial finite
Borel measure µ with µ̂ = lim
k→∞
µ̂k and
supp(µ) =
∞⋂
k=1
supp(µk) = supp(χ0) ∩
∞⋂
k=1
supp(FMk).
Because Mk ≥ 2Mk−1 and because of (8.1), we have
supp(µ) ⊆ E(m,n,Q,Ψ, θ).
Since χ0 ∈ CKc (Rmn) andK > a, we have µ̂0(ξ) . (1+|ξ|)−a for all ξ ∈ Rmn. Combining
this with (11.2) gives
|µ̂(ξ)| . g(ξ) ∀ξ ∈ Rmn.
By multiplying µ by a constant, we can make µ a probability measure. This completes the
proof of Theorems 1.1 and 1.2.
12. PROOF OF LEMMA 3.1
Lemma 12.1 (Restatement of Lemma 3.1).
dimH E(Q,Ψ, θ) ≤ min {η(Q,Ψ), 1} ,
where
η(Q,Ψ) = inf
{
η ≥ 0 :
∑
q∈Q
q 6=0
|q|
(
Ψ(q)
|q|
)η
<∞
}
.
Proof. Since dimH E(Q,Ψ, θ) ≤ dimH R ≤ 1, we only need to prove
dimH E(Q,Ψ, θ) ≤ η(Q,Ψ).
Note E(Q,Ψ, θ) is invariant under translation by integers. Therefore
dimH E(Q,Ψ, θ) = dimH
⋃
k∈Z
E(Q,Ψ, θ) ∩ ([0, 1] + k) = dimH
⋃
k∈Z
(E(Q,Ψ, θ)− k) ∩ [0, 1]
= dimH
⋃
k∈Z
dimH E(Q,Ψ, θ) ∩ [0, 1] = dimH E(Q,Ψ, θ) ∩ [0, 1].
So it suffices to prove
dimH E(Q,Ψ, θ) ∩ [0, 1] ≤ η(Q,Ψ).
Therefore, according to the definition of Hausdorff dimension, it will suffice to show that
for all ǫ > 0 and all η > η(Q,Ψ) there is a countable collection I of intervals that covers
E(Q,Ψ, θ) ∩ [0, 1] and satisfies ∑
I∈I
(diam(I))η < ǫ.
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Let ǫ > 0 and η > η(Q,Ψ). Define C = |θ|+ sup
q∈Z
Ψ(q). Observe that
E(Q,Ψ, θ) ∩ [0, 1] =
⋂
N∈N
⋃
q∈Q
|q|≥N
⋃
k∈Z
|k|≤C+|q|
{x ∈ [0, 1] : |xq − θ − k| ≤ Ψ(q)} .
Let N ∈ N. Then
E(Q,Ψ, θ) ∩ [0, 1] ⊆
⋃
q∈Q
|q|≥N
⋃
k∈Z
|k|≤C+|q|
{x ∈ [0, 1] : |xq − θ − k| ≤ Ψ(q)} ⊆
⋃
q∈Q
|q|≥N
⋃
k∈Z
|k|≤C+|q|
Iq,k,
where
Iq,k = [(θ + k −Ψ(q))/|q|, (θ + k +Ψ(q))/|q|].
We have ∑
q∈Q
|q|≥N
∑
k∈Z
|k|≤C+|q|
(diam(Iq,k))η =
∑
q∈Q
|q|≥N
∑
k∈Z
|k|≤C+|q|
2η
(
Ψ(q)
|q|
)η
≤
∑
q∈Q
|q|≥N
(2(C + |q|) + 1)2η
(
Ψ(q)
|q|
)η
.
∑
q∈Q
|q|≥N
|q|
(
Ψ(q)
|q|
)η
.
The last sum converges because η > η(Q,Ψ). So, by taking N sufficiently large, we can
make the sum less than ǫ. 
13. QUESTIONS FOR FURTHER STUDY
In this section, we pose three questions that are interesting for future research.
What is the Fourier dimension of E(Q,Ψτ , 0) when ν(Q) < 1? For example, consider Q
as the set of squares (so that ν(Q) = 1/2) or the set of powers of 2 (so that ν(Q) = 0). We
know the Fourier dimension is at most the Hausdorff dimensionmin{(1+ν(Q))/(1+τ), 1}.
And Theorem 1.1 implies the Fourier dimension is at least min{2ν(Q)/(1 + τ), 1}. But
when ν(Q) < 1 the exact Fourier dimension is unknown.
What is the Fourier dimension of E(m,n,Z,Ψτ , 0)? Theorem 1.2 implies the Fourier
dimension is at least min{2n/(1 + τ), mn}. It is natural to conjecture that the Fourier
dimension is exactly min{2n/(1+τ), mn}. It is, perhaps, equally natural conjecture to that
E(m,n,Z,Ψτ , 0) is a Salem set, meaning its Fourier dimension is equal to its Hausdorff
dimension min{m(n−1)+(m+n))/(1+τ), mn}. The verification of the latter conjecture
would make E(m,n,Z,Ψτ , 0) the first explicit example of a Salem set in Rd (d ≥ 2) with
dimension strictly between 1 and d− 1.
What is the Fourier dimension of E(m,n,Q,Ψ, θ) when no additional restrictions are
placed on the parameters? This is the most general question and therefore the most chal-
lenging.
24 KYLE HAMBROOK
14. ACKNOWLEDGEMENTS
The author thanks Izabella Łaba for her valuable feedback on this work. The authors thanks
the anonymous referee for his/her many valuable comments, including for pointing out that
Theorem 4.4 yields the first explicit examples of sets in Rd (d ≥ 2) with Fourier dimension
strictly between 1 and d− 1, as discussed in Section 4.
REFERENCES
[1] A. S. Besicovitch, Sets of fractional dimension (IV); on rational approximation to real numbers, J.
London Math. Soc., 9 (1934) 126–131.
[2] C. Bluhm, Zur Konstruktion von Salem-Mengen, Ph. D. Dissertation, Erlangen, 1996.
[3] C. Bluhm, Random recursive construction of Salem sets, Ark. Mat. 34 (1996), 51–63.
[4] C. Bluhm, On a theorem of Kaufman: Cantor-type construction of linear fractal Salem sets, Ark.
Mat. 36 (1998), 307–316.
[5] I. Borosh, A. S. Fraenkel, A generalization of Jarnı´ks theorem on Diophantine approximations,
Indag. Math. 34 (1972), 193–201.
[6] V. Beresnevich, S. Velani, A mass transference principle and the Duffin-Schaeffer conjecture for
Hausdorff measures, Ann. of Math. (2) 164 (2006), no. 3, 971–992.
[7] H. Dickinson, A note on the theorem of Jarnk-Besicovitch, Glasgow Math. J. 39 (1997), no. 2,
233–236.
[8] M. M. Dodson, Hausdorff dimension, lower order and Khintchine’s theorem in metric Diophantine
approximation, J. Reine Angew. Math. 432 (1992), 69–76.
[9] H. G. Eggleston, Sets of fractional dimensions which occur in some problems of number theory,
Proc. London Math. Soc. 54 (1951), 42–93.
[10] F. Ekstro¨m, T. Persson, J. Schmeling, On the Fourier dimension and a modification, Journal of
Fractal Geometry, to appear. http://arxiv.org/abs/1406.1480
[11] F. Ekstro¨m, Fourier dimension of random images, preprint.
http://arxiv.org/abs/1506.00961
[12] M. Gatesoupe, Sur un the´ore`me de R. Salem, Bull. Sci. Math. (2) 91 (1967), 125–127.
[13] G. H. Hardy, E. M. Wright, An Introduction to the Theory of Numbers, 4th ed., Oxford: Clarendon
Press, 1975.
[14] T. Hinokuma, H. Shiga, A remark on theorem of Jarnı´k, Ryukyu Math. J. 5 (1992), 1–6.
[15] V. Jarnı´k, Zur metrischen Theorie der diophantischen Approximationen, Prace Mat. F¯iz., 36
(1928/1929), 91–106.
[16] V. Jarnı´k, Diophantischen Approximationen und Hausdorffsches Mass, Mat. Sbornik, 36 (1929),
371–382.
[17] T. Jordan, T. Sahlsten, Fourier transforms of Gibbs measures for the Gauss map, Math. Ann., to
appear. http://arxiv.org/abs/1312.3619
[18] J.-P. Kahane, Images d’ensembles parfaits par des se´ries de Fourier gaussiennes, C. R. Acad. Sci.
Paris Sr. A-B 263 (1966) A678–A681.
[19] J.-P. Kahane, Some Random Series of Functions, 2nd ed., Cambridge Univ. Press, 1985.
[20] R. Kaufman, Continued fractions and Fourier transforms, Mathematika 27 (1980), no. 2, 262–267.
[21] R. Kaufman, On the theorem of Jarnı´k and Besicovitch, Acta Arith. 39 (1981), 265–267.
[22] J. Levesley, A general inhomogeneous Jarnı´k-Besicovitch theorem, J. Number Theory 71 (1998),
65–80.
[23] I. Łaba, M. Pramanik, Arithmetic progressions in sets of fractional dimension, Geom. Funct. Anal.
19 (2009), no. 2, 429–456.
[24] P. Mattila, Geometry of sets and measures in Euclidean spaces, Cambridge Studies in Advanced
Mathematics, vol. 44, Cambridge University Press, 1995.
[25] P. Mattila, Fourier analysis and Hausdorff dimension, Cambridge Studies in Advanced Mathemat-
ics, vol. 150, Cambridge University Press, 2015.
EXPLICIT SALEM SETS AND APPLICATIONS TO METRICAL DIOPHANTINE APPROXIMATION 25
[26] R. Salem, On singular monotonic functions whose spectrum has a given Hausdorff dimension,
Ark. Mat. 1 (1951), 353–365.
[27] P. Shmerkin, V. Suomala, Spatially independent martingales, intersections, and applications,
Memoirs of the AMS, to appear. http://arxiv.org/abs/1409.6707
[28] M. Queffe´lec, O. Ramare´, Analyse de Fourier des fractions continues a` quotients restreints, En-
seign. Math. (2) 49 (2003), no. 3-4, 335–356.
[29] B. P. Rynne, The Hausdorff dimension of sets arising from Diophantine approximation with a
general error function, J. Number Theory 71 (1998), no. 2, 166–171.
[30] S. Wigert, Sur l’ordre de grandeur du nombre des diviseurs d’un entier, Ark. Mat. 3 (1906/7), 1–9.
[31] T. Wolff, Lectures on Harmonic Analysis, eds. I. Łaba, C. Shubin, Amer. Math. Soc., Providence,
R.I. (2003).
KYLE HAMBROOK, Department of Mathematics, University of British Columbia, Vancou-
ver, BC, V6T1Z2 Canada
hambrook@math.ubc.ca
