Let S be a nite set of rational primes. We denote the maximal Galois extension of Q in which all p 2 S totally decompose by N. We also denote the xed eld in N of e elements 1 ; : : : ; e in the absolute Galois group G(Q) of Q by N( ). We denote the ring of integers of a given algebraic extension M of Q by Z M . We also denote the set of all valuations of M (resp., which lie over S) by V M (resp., S M ). We also prove two approximation theorems for M. version 8.3
Introduction
Hilbert's tenth problem asks for the existence of an algorithm to solve diophantine equations, that is equations with coe cients in Zwhose solutions are sought in Z. The development of recursion theory since 1930 and works of Martin Davis, Hilary Putnam, and Julia Robinson nally led Juri Matijasevich in 1972 to a negative answer to that problem. This invoked Julia Robinson to ask whether Hilbert's tenth problem has a positive solution over the ringZof all algebraic integers. Indeed, on page 367 of her joint paper DMR] with Davis and Matijasevich she guessed that there should be one.
Using capacity theory, Rumely Ru1, and Ru2] proved in 1987 a local global principle forZ: If an absolutely irreducible a ne variety V overQ has an integral point over every completion ofQ, then V has a point with coordinates inZ. This led Rumely to an algorithm for solving diophantine problems overZ.
Moret-Bailly MB1, MB2, MB3] reproved Rumely's theorem in 1988-89 with methods of algebraic geometry.
In a conference on model theory in Oberwolfach, 1990, Roquette et al. Ro2 ] presented a proof of Rumely's local global principle which uses results from algebraic number theory, the theory of algebraic functions of one variable, but not the theory of analytic functions as in Rumely's original proof.
A predecessor to Ro2] and indeed an important ingredient in the proof of Ro2] is the density theorem of Cantor and Roquette CaR] . The latter theorem generalizes and strengthens a theorem of Skolem from 1934: Let f be a primitive polynomial inZ X 1 ; : : : ; X n ] (i.e., the coe cients of f generateZ). Then, there exists x 2Z n such that f(x) is a unit ofZ. Cantor and Roquette handled several rational functions simultaneously, and proved, under appropriate conditions, not only the existence of x, but also that the set of such x's is dense inZ n , in an appropriate topology.
This density gave the rst author enough exibility to generalize the theorem of Skolem-Cantor-Roquette to rings of integers of other algebraic elds. To explain the latter objects recall that the absolute Galois group G(Q) of Q is equipped with a Haar measure. For each = ( 1 ; : : : ; e ) 2 G(Q) e we denote the xed eld of 1 ; : : : ; e bỹ Q( ). LetZ( ) be the ring of integers ofQ( ). It is known thatQ( ) is a PAC eld for 1 almost all 2 G(Q) e . That is, every nonempty absolutely irreducible variety de ned overQ( ) has aQ( )-rational point Ja1 or FrJ, Thm. 16.18] . A combination of the technique used to prove the latter theorem with the technique of Cantor-Roquette, then proves the density theorem, hence Skolem's theorem, for almost all ringsZ( ) Ja2].
In his closing remarks to the series of talks in Oberwolfach about Rumely's local global principle, Roquette mentioned the manuscript Ja2], and challenged the rst author to generalize Rumely's local global principle from the ringZto almost all the ringsZ( ).
The keystone to the local global principle is Rumely's existence theorem. Given a smooth irreducible curve ? overQ p and a p-adic open subset U of ?(Q p ), this principle gives a rational function f on ?, all of its zeros belong to U. Moreover The present work is an answer to the challenge of Roquette. It is the third article in a series of three articles of the two authors which were based on the master thesis of the second author. Indeed given 2 G(Q) e , we consider the eld N( ) = Q( ) \ N and denote its ring of integers by Z N( ) . In JR2] we generalize the theorem of Skolem-Cantor-Roquette. In the present work we prove the local global principle and an approximation theorem for almost all rings Z N( ) . We then derive an a rmative solution of Hilbert's tenth problem for these rings.
It turns out that the crucial property of almost all eldsQ( ) which is responsible for the density property and the local global principle of Z N( ) is a certain strengthening of the PAC property, namely \PAC over Z" JR1, Def. 1.1]. In JR2] we consider an algebraic extension M 0 of Q and let M = M 0 \ N. We prove that if M 0 is PAC over
Statements of the main results
The objects of our results are de ned over global elds rather than over Q. To explain the results in detail, we rst set the general framework for the whole work. Data 1.1: We will use the following data and notation and keep the assumptions we make for the rest of this work: (a) K is a global eld. (b) O is a Dedekind domain with quotient eld K. (c) K is the algebraic closure of K; K s is the separable closure of K. Each (z w ) w2W that satis es (1) is said to be L-rational (Remark 1.3(d) ).
(q) V O;S;W is the set of all points (z w ) w2W 2 Q w2W V sim (O N;w ) that satisfy (1). We will extend this data in the sequel by more data and assumptions, as necessary. Here is our main theorem. (b) It su ces to prove theorem 1.2 only for points (z w ) w2W which are K-rational. Indeed, if (z w ) w2W is L-rational for some nite subextension L of M=K, then we may apply the theorem in its restricted form to L instead of to K and approximate (z w ) w2W by a point in V (M) as (a), (b) , and (c) of the theorem require. (d) Suppose that (z w ) w2W 2 V K;S;W is L-rational for some nite subextension L of M=K. Note that N \ L w is the decomposition eld of w in N=L. That is, N \ L w is the xed eld in N of all 2 Aut(N=L) such that w = w. Note also that N w =L w is a normal extension and that Aut(N=N \ L w ) = Aut(N w =L w ). Hence, if 2 Aut(N=N \ L w ), then z w = z w = z w . It follows that z w 2 V (L w;ins ) . (e) We use that S N W (Data 1.1(o)) only to simplify notation. In applications that do not make this assumption we use Lemma 8.1 to restore it.
The strong approximation theorem yields a weak one, which we prove in x8. In his forthcoming thesis Raz], the second author will use Theorem 1.2 to strengthen Corollary 1.10 and prove that the theory of all elementary statements on rings which are true inÕ( ) for almost all 2 G(K) e is primitive recursive. He will also generalize Corollary 1.10(b) to elementary formulas.
The assumptions we made in Data 1.1 have some consequences which we formulate as Propositions 1.11 and 1.12. They may be considered as the hypothesis under which the local global principle and the approximation theorem hold. Any book on algebraic number theory can be used as a reference to Proposition 1.11.
We use vector notation. Given a valuation v ofK and a vector a = (a 1 ; : : : ; a n ) 2 K n we write v(a) for min 1 i n v(a i ). If T is a subset of V N , we letT = TK and 9 V T (a) = min v2T v(a). We say that an element a 2K is T -integral (resp. T -unit) if v(a) 0 (resp. v(a) = 0) for each v 2Ṽ rT . Proposition 1.12: Assumption 1.1(n) has the following consequences for Data 1.1. The main bulk of this work proves Theorem 1.2(c) for curves. Section 8 then proves Theorem 1.2(c) for an arbitrary absolutely irreducible variety and deduce parts (b) and (a) of Theorem 1.2. Section 9 proves Corollary 1.10.
Restatement of the approximation theorem for integral points on curves
This section starts the long proof of the strong approximation theorem for integral points on a curve (Theorem 1.2(c) for dim(V ) = 1), from which all the other results follow. We rst reformulate the theorem in this case in terms of function elds, state a somewhat stronger result and nally describe the ve steps needed to prove the stronger result. To x notation we add additional data to Data 1.1. Data 2.1: The following data and notation remains in force until the end of Section 7. C is an absolutely irreducible a ne curve in A n de ned over K x = (x 1 ; : : : ; x n ) is a generic point of C over K and over each completionK v
is the function eld of C over K
is the function eld of C, considered as a curve over M genus (F=M) is Moreover, one of the zeros of f is M-rational.
We note that (1a) is a technical condition which is necessary to carry out the proof of Theorem 2.5.
To prove Theorem 2.5 we x the data of the assumption of the theorem:
Data and Assumption 2.6: For each v 2 V N we x a point p v of ?(N v ) such that v(x(p v )) 0. We assume that p w = p w for each w 2 W and each 2 Aut(N=K).
This data will remain in force until the end of Section 7.
The function f of Theorem 2.5 will be said to be \V N -admissible": 
v(a) < 0g for some nonempty nite subset A of N.
Thus for each nite subextension L of N=K there is a nite subset T 0 of T which contains exactly one extension of each element of T j L . So, T fw j w 2 T 0 and 2 G(L)g. We say that T 0 represents T j L . If T = fw j w 2 T 0 and 2 G(L)g, we say that T is L-rational.
Starting with an arbitrary small set T as above, we may enlarge A to a nite set which is invariant under G(K). Then T 0 becomes K-rational. Thus, each small subset of V N is contained in a K-rational small subset of V N .
Finally, a (L-rational) big subset of V N is the complement of a L-rational small set.
The proof of Theorem 2.5 constructs f in ve steps. In each of them f is admissible along a set T which is larger than the set of the preceding step. Of course, f is changed from one step to the next step. So, in each step we actually construct not only one function, but a family of functions, which are close to each other in the`T -topology'. Our construction follows the construction of Roquette et al. Ro2] overK. We use Proposition 1.12(a) to approximate functions in NF by admissible functions in F.
The headings of the steps below describe the set T along which f is admissible. as u 1 ; u 2 ; u 3 ; : : : such that u 1 = 1, B 0 = fu 1 ; : : : ; u e s?1 g, and B k = fu e k?1 +1 ; : : : ; u e k g for k s. By Data 4.2, all u i belong to F 2 and fu 1 ; : : : ; u e k g is a basis for L M 0(kd) for each algebraic extension M 0 of M, which we x for the rest of this work. to v of objects associated with F by a bar over these objects. Thus F (resp., M) is the residue eld of F (resp., M). By Proposition 1.12(a), M is algebraically closed and therefore coincides with the residue eld ofK at v. It follows that the residue eld of KF is F. We will use these facts only to simplify our notation.
The function eldKF=K has good reduction at v if the following conditions hold:
(1a) There exists f 2KF which is v-regular. That is, v(f) = 0, f 2 F is transcendental over M, and K F :K(f)] = F : M( f)]. Thus F is a function eld of one variable over M. The following result is a well known consequence of the Bertini-Noether theorem. For example, it appears in Ro2] without a proof. So, we give here only a sketch of the proof.
Proposition 5.7: Let t 1 ; : : : ; t l be nonconstant functions ofKF and let p 1 ; : : : ; p m be distinct primes in ?(K). Then there exists a nite subset A of K such that if v 2Ṽ satis es v(a) = 0 for each a 2 A, then v has a good extension toKF which we also denote by v such that t i is v-regular, i = 1; : : : ; l, and the reduced primes p 1 ; : : : ; p m are distinct.
Proof: (Sketch) Let E =KF. Choose a separating transcendence element t for E=K.
Use Section 7 of De2] to nd a nite subset A 0 0 of (K) such that if v 2Ṽ satis es v(a) = 0 for each a 2 A 0 0 , then v has a unique good extension to E which we also denote by v such that t is v-regular ( ((k ? 1)p i ) . In both criteria k has to be large.
Lemma 6.1 (First criterion for regularity): Let k be an integer 2 genus(F=M) + 1, and let t ij be an element ofKF such that (t ij ) 1 = kp ij , i = 1; : : : ; e, j = 1; : : : ; d i . Suppose thatKF=K has good reduction at a valuation v such that the reduced primes p ij are distinct and the t ij are v-regular. Let Proof: Write k = qs + r with q 0 and s r 2s ? 1. By (b) A general term of the expansion of the right hand side of (4) 2(c) ). So, we may achieve condition (1e). Make U smaller, if necessary, to assume that U is K-rational (De nition 2.8). Then, T = V N r U is a K-rational small subset of V N which contains W. Thus a = (a 0 ; a 1 ; : : : ; a e ) 2 A k (M) satis es (2) and f has the form (3). By Proposition 7.3, f is V N -admissible of level k.
Proposition 7.4 is a reformulation of Theorem 2.5. The latter implies Theorem 2.4, which is a reformulation of Theorem 1.2(c) for curves. We state the latter one for the record. 
The approximation theorems and the local global principle for arbitrary a ne varieties
In this section we use the approximation theorem for integral points on curves to prove the approximation theorem for integral points on arbitrary varieties. We then prove all other theorems of Section 1.
Lemma 8.1: Let V be an absolutely irreducible variety de ned over K. Let R 1 be a nite subset of V N whose elements are mutually nonconjugate over K. For each v 2 R 1 let z v 2 V (N v ). Let R = fv j v 2 R 1 ; 2 Aut(N=K)g. Then we can nd a nite extension L of M=K and extend the point (z v ) v2R 1 into a point (z w ) w2R such that z w 2 V (L w ) and z w = z w for each w 2 R and each 2 Aut(N=L).
Proof: We rst prove that M=K has a nite subextension L such that z v 2 V (L v Now choose a nite subset R 2 of R that contains R 1 and represents Rj L (Denition 2.8). For each w 2 R 2 r R 1 there exists a unique v 2 R 1 such that wj K = vj K . Choose 2 Aut(N=K) such that w = v and de ne z w = z v . Then z w 2 V (L w ) .
If 2 Aut(N=L) satis es w = w, then 2 Aut(N=N \ L w ). Hence, the unique extension of to N w (Data 1.1(l)) xes the elements of L w . In particular z w = z w . It follows that if for arbitrary w 2 R 2 and 2 Aut(N=L) we de ne z w = z w , then z v is well de ned for each v 2 R, it coincides with the original z v if v 2 R 1 , and satis es z v = z v for each v 2 R and 2 Aut(N=L).
We return now to the notation of Data 1.1, copy over Theorem 1.2, and prove it. In an appendix to this work we show that there exists an a ne absolutely irreducible curve C which is de ned over L, hence also over M, which lies on V and Since (z w ) w2W is L-rational, the set fw(z w ) j w 2 Wg is nite. Hence, k = maxf0; ?w(z w )g w2W is a well de ned nonnegative integer. By Proposition 1.12 (c) applied to X instead of to f i there exists a 2 M such that w(a) k for each w 2 W and v(a) = 0 for each v 2 V N r W. As in the proof of (b), k = maxf0; ?v(z 0 )g v2R is a well de ned nonnegative integer. By Proposition 1.11 (c) , there exists a 2 M such that v(a) k for each v 2 R and v(a) = 0 for each v 2 V N r R. Consider the automorphism of A n de ned by (x) = ax. It maps V onto an absolutely irreducible variety V 0 which is de ned condition implies the weaker one and therefore eventually implies the strong approximation theorem. However, starting from an algebraic extension M 0 of K which is PAC over O (e.g.,K( ), for almost all 2 G(K) e ), all we could prove for M = M 0 \ N at the beginning of the long proof is that M is weakly PSC over O M . So, we had to start with the latter condition. (L v ) is Zariski dense in V GPR, Cor. 9.5]. Hence, if there exists z v 2 V sim (L v (L v ) such that '(y v ) 2 O r L;v . It follows that in order for L to be PSC (resp., PSC over O L ) it su ces to consider only a ne absolutely irreducible varieties.
If L is a perfect subextension of N=K which is PSC over O L , then L is also weakly PSC over O L . Indeed, in the notation of Data 1.1(n) for L instead of M, we may take V as the a ne plane curve h(T; X) = 0 (with nitely many points deleted) and ' as the projection on the rst coordinate. Note that this observation, as well as the de nitions and the comments of Remark 8.3 do not depend on the assumtion that K is a global eld. The next result is however a consequence of the strong approximation theorem and therefore relies on the assumption that K is a global eld. Assume without loss that V is de ned over K. As ': V ! A r is dominating, we can choose z 0 2 V sim (K) such that '(z 0 ) 2Õ r . Consider the K-rational big set U = fv 2 V N r S N j v(z 0 ) 0 for each 2 Aut(N=K)g and let W = V N r U. Make U somewhat smaller, if necessary, to assume that W r S N is nonempty. For each w 2 W r S N let z w = z 0 .
Let now W be the graph of '. That is, W is the Zariski closure of the set of all points (z; '(z)) with z 2 V (K) at which ' is de ned. The Jacobian criteria implies that (z w ; '(z w )) 2 W sim (N w ) for each w 2 W. Let be a large positive integer. By Lemma 8.1, we can rede ne the points z w such that (z w ; '(z w )) w2W 2 W K;S;W . Theorem 8.2(b) then supplies (z; y) 2 W(M), such that w((z; y) ? (z w ; '(z w ))) > for each w 2 W and v(z; y) 0 for each v 2 V N r W. In particular z 2 V (M). Also, z is Zariski close to z 0 , hence ' is de ned at z, and therefore y = '(z). In this section we assume that S is empty, therefore N =K, and M is a perfect algebraic extension of K which is PAC over O M . The local global principle allows us in this case to develop a decision procedure for diophantine problems of M with coe cients in K which is independent of M. Thus, Hilbert's tenth problem with coe cients in K is uniformly solvable for all algebraic extensions M of K which are perfect and which are PAC over O M .
Our basic auxiliary tool in this procedure is a lemma which uniformizes the decomposition-intersection procedure for Zariski K-closed a ne sets FrJ, Sec. 19.1] . In this lemma K and M do not denote any more the elds which Data 1.1 xed. Then A E is a union of absolutely irreducible varieties which are de ned over E and dim(B E ) < dim(A).
If B E is nonempty, use induction on the dimension to obtain a nite normal extension Q E of E, and to construct for each E F Q E an F-closed subset A 0 F such that all absolutely irreducible components of A 0 F are de ned over F and such that if M is a perfect eld which contains E and Q E \ M = F, then B E (M) = A 0 F (M).
Let now Q be a nite normal extension of K which contains Q 0 and all elds Q E for which K E Q 0 . Consider a eld K L Q. Then E = Q 0 \ L satis es K E Q 0 and F = Q E \ L satis es E F Q E . By the above, A L = A E A 0 F is an L-closed subset of A that decomposes into absolutely irreducible varieties each of which is de ned over L.
Let M be a perfect eld which contains K such that L = Q \ M. Then 
Hence, in the notation of the preceding paragraph A(
Finally, if K has elimination theory, then Chapter 17 of FrJ] shows how to make all the above constructions e ective.
We return now to the notation of Data 1.1. Theorem 9.2 (Decidability of diophantine equations): Let A be a given Zariski closed subset of A n over K.
Appendix: Drawing a curve through points of a variety
The reduction of the aproximation theorem for arbitrary a ne varieties over K to the same theorem for curves uses an essentially known result from algebraic geometry. We thank Ron Livne for his help in the proof.
Lemma 10.1: Let V A n (resp., V P n ) be an a ne (resp., projective) absolutely irreducible variety of dimension r 1 which is de ned over an in nite eld L. Let P be a nite subset of V (L s ) . Then there exists an absolutely irreducible curve C A n (resp., C P n ) over L which lies on V and passes through each of the points of P.
Moreover, if p 2 P is simple on V , then it is also simple on C.
Proof: The a ne case follows from the projective one. So, we assume that V is projective. For r = 1 there is nothing to prove. So we assume that r 2. Add a point of V sim (L s ) to P, if necessary, to assume that P sim = P \ V sim (L s ) is nonempty. Add all L-conjugates of points in P, if necessary, to assume that P is invariant under the action of the Galois group G (L) .
Consider a positive integer d. Order the set of monomials in X 0 ; : : : ; X n of degree d as m 0 ; : : : ; m q . Let h(X) = P q j=0 a j m j (X) inL X 0 ; : : : ; X n ] be a form of degree d. It de nes a hypersurface H in P n such that H(L) is the set of zeros of h in P n (L) . Identify H with the point a = (a 0 : : a q ) of P q . In this way we identify the set H = H d of all these hypersurfaces with P q and equip H with the Zariski topology of P q .
Let P = P d be the closed subset of H consisting of all H which pass through each point of P. It is isomorphic to a linear subspace which is isomorphic to P m for some m q. In particular, P is absolutely irreducible. Since P is invariant over L and each point in P is separable algebraic, P is de ned over L. Let I = I d be the set of all H 2 H such that H \ V is absolutely irreducible. Let J = J d be the set of all H 2 H which do not contain V . For each p 2 P sim let E p = E p;d be the set of all H 2 J such that p is simple on H \ V .
We prove that I, J , and E p are open in H. We also prove for d jPj that E p \ P are nonempty. Finally we prove that for in nitely many d's the set I \ P is nonempty. As P is irreducible, this will imply for some large d that U = I \ T p2P sim E p \ P is a 42 nonempty open subset of P. Since L is in nite and P is linear, there exists H 2 U (L) . By the dimension theorem, H \V is an absolutely irreducible variety of dimension r ?1 which is de ned over L, goes through each point of P, and p is simple on H \ V for each p 2 P sim . Now use induction on r to nd the desired curve C.
We have therefore to prove the above claims.
Claim A: I and J are open. The Veronese mapping Sha, p. 40] (also called the d-uple embedding Har, p. 13] ) maps each point x = (x 0 : : x n ) in P n (L) to the point y = (m 0 (x) : : m q (x)) of P q (L) . It is an isomorphism of P n onto a subvariety of P q , called the Veronese variety, which is de ned over the prime eld of L. In particular, maps V isomorphically to an absolutely irreducible subvariety V of P q . For each hypersurface H of degree d in P n which is de ned by a form h(X) = P q j=0 a j m j (X) the map attaches the hyperplane H in P q which is de ned by the linear form h (Y) = P q j=0 a j Y j . The intersection V \H is absolutely irreducible if and only if V \ H is absolutely irreducible. We identify H with the same point a of P q to which we have already identi ed H. By HoP, p. 79 As a multiple of (X) by a constant the latter form does not belong toT p . It follows that the rank of D h is n ? r + 1. Conclude that the hypersurface H that h de nes belongs to E p \ P, as claimed.
Claim D: There exist in nitely many d's for which I \P is nonempty. Blow up P n at the points of P to obtain a birational morphism :P n ! P n over L with the following properties Mum, pp. 219{225]: (1a)P n P k is an absolutely irreducible variety of dimension n de ned over L (we have assumed that each point in P is separable over L) for some positive integer k. (1b) The restriction of toP n r ?1 (P) is an isomorphism onto P n r P. (1c) The Zariski closure of ?1 (V r P) is an absolutely irreducible subvarietyṼ ofP n of dimension r and the restriction of toṼ is a birational morphism onto V .
(1d) For each p 2 P the ber ?1 (p) is of dimension n ? 1. By (1c),Ṽ 6 ?1 (p), and hence, by (1d) and the dimension theorem (1e) dim( ?1 (p) \Ṽ ) = r ? 1 for each p 2 P.
We have already mentioned that the set of all hyperplanes in P k which intersect a given absolutely irreducible variety of dimension m in an absolutely 
