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1. HISTORICAL INTRODUCTION 
At the International Congress of Mathematicians in Paris in 1900, 
D. Hilbert formulated as his fourth problem the following:’ 
4. Problem of the Straight Line as 
the Shortest Distance between Two Points 
Another problem relating to the foundations of geometry is this: If from among 
the axioms necessary to establish ordinary euclidean geometry, we exclude the 
axiom of parallels, or assume it as not satisfied, but retain al other axioms, we 
obtain, as is well known, the geometry of Lobachevsky (hyperbolic geometry). We 
may therefore say that this is a geometry standing next to euclidean geometry. If we 
require further that that axiom be not satisfied whereby, of three points of a straight 
line, one and only one lies between the other two, we obtain Riemann’s (elliptic) 
geometry, so that this geometry appears to be the next after Lobachevsky’s. If we 
wish to carry out a similar investigation with respect to the axiom of Archimedes, 
we must look upon this as not satisfied, and we arrive thereby at the non- 
archimedean geometries which have been investigated by Veronese and myself. The 
more general question now arises: Whether from other suggestive standpoints 
geometries may not be devised which, with equal right, stand next to euclidean 
geometry. Here I should like to direct your attention to a theorem which has, 
indeed, been employed by many authors as a definition of a straight line, viz., that 
the straight line is the shortest distance between two points. The essential content of 
this statement reduces to the theorem of Euclid that in a triangle the sum of two 
sides is always greater than the third side-a theorem which, as is easily seen, deals 
solely with elementary concepts, i.e., with such as are derived directly from the 
axioms, and is therefore more accessible to logical investigation. Euclid proved this 
theorem, with the help of the theorem of the exterior angle, on the basis of the con- 
gruence theorems. Now it is readily shown that this theorem of Euclid cannot be 
proved solely on the basis of those congruence theorems which relate to the 
application of segments and angles, but that one of the theorems on the congruence 
of triangles is necessary. We are asking, then, for a geometry in which all the 
* From the translation by Mary Winston Newson of Hilbert’s “Mathematical Problems,” 
published in Bulletin of the American Society (2) 8 (1902), 437479. The original German was 
published in the Giittinger Nachrichten (1901), pp. 253-297, and in Archiv der Mathematik and 
Physik (3) 1 (1901), 44-63, 213-237. 
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axioms of ordinary euclidean geometry hold, and in particular all the congruence 
axioms except the one of the congruence of triangles (or all except the theorem of 
the equality of the base angles in the isosceles triangle), and in which, besides. the 
proposition that in every triangle the sum of two sides is greater than the third is 
assumed as a particular axiom. 
One finds that such a geometry really exists and is no other than that which 
Minkowski constructed in his book, Geometrie der Zahlen, and made the basis of 
his arithmetical investigations. Minkowski’s is therefore also a geometry standing 
next to the ordinary euclidean geometry; it is essentially characterized by the 
following stipulations: 
1. The points which are at equal distances from a fixed point 0 lie on a convex 
closed surface of the ordinary euclidean space with 0 as a center. 
2. Two segments are said to be equal when one can be carried into the other by 
a translation of the ordinary euclidean space. 
In Minkowski’s geometry the axiom of parallels also holds. By studying the 
theorem of the straight line as the shortest distance between two points, I arrived at 
a geometry in which the parallel axiom does not hold, while all other axioms of 
Minkowski’s geometry are satisfied. The theorem of the straight line as the shortest 
distance between two points and the essentially equivalent theorem of Euclid about 
the sides of a triangle, play an important part not only in number theory but also in 
the theory of surfaces and in the calculus of variations. For this reason, and because 
I believe that the thorough investigation of the conditions for the validity of this 
theorem will throw a new light upon the idea of distance, as well as upon other 
elementary ideas, e.g., upon the idea of the plane, and the possibility of its definition 
by means of the idea of the straight line, the construction and systematic treatment 
of the geometries here possible seem to me desirable. 
The first important contribution to the problem was written by G. 
Hamel [ 19,201 under Hilbert’s guidance. Hamel pointed out that the 
original formulation of the problem needs some correction. H. Busemann 
[25] summarizes this problem as follows (reference citations refer to 
entries in the reference list of the present paper): 
From the point of view of the foundations of geometry it is mandatory to have 
an intrinsic geometric property of the geodesics which guarantees that they may be 
regarded as parts of projective lines, in fact, Hilbert’s formulation implies this 
approach. 
We keep all the axioms except the strong congruence axiom and replace this by 
the requirement that ordinary lines be the shortest connections. For n > 2 the 
situation is very simple. One axiom is that three points lie in a plane and this suf- 
fices. The space can then be mapped into P” such that the given lines fall on projec- 
tive lines. It is not necessary to postulate that any (r + 1) points lie in a r-flat when 
n - 1 > r > 2 because this follows. 
For n = 2 everything lies in a plane and an additional requirement becomes 
necessary. The validity of the Theorem of Desargues and its converse in those cases 
where the necessary intersections exist (which we denote as the Desargues 
Property) is clearly necessary and proves also sufficient. Detailed proofs of these 
facts can be found, for instance, in [9, Sects. 13, 141. It is a currious fact that 
Hilbert forgot to mention Desargues in his formulation of Problem IV, although he 
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himself discovered and emphasized this role of the Desargues Theorem. The 
omission is repeated in [20], but corrected in [ 191. 
The two-dimensonal result is strongly used in the proof for n > 2, because a plane 
in a space of dimension exceeding 2 has automatically the Desargues Property. This 
justifies the brief term “Desargues Spaces” used here as title. 
For a precise formulation of Hilbert’s fourth problem we introduce also 
the so-called G-space notion developed by H. Busemann. 
Let R be a metric space with the distance d(x, y). A segment T(x, y) 
from x to yfx is defined as a curve with the length (defined as usual) 
d(x, y). A geodesic is a locally isometric map x(t), t E R, of the real line R 
into R. 
The axioms for a G-space, using 3 for proper containing, are as follows: 
I. The space, called R, is a metric with distance d(x, y). 
II. R is finitely compact; i.e., it has the Bolzano-Weierstrass 
property. 
III. T(x, y) exists for x # y. 
IV. Each point has a spherical neighbourhood S(p, p) = 
{x 1 d(p, X) < p} such that for x # y in S(p, p) and any T(x, y), a 7(x, z) 3 
T(x, y) exists. 
V. T(x,zi)3Z(x,y) (i= 1,2) and yz, = yz, then zi =z2. 
The orginal G-space notion concerns non-symmetric metrics also. Such 
non-symmetric metrics will be treated only in the second part of this paper; 
therefore the metric d(x, y) is assumed to be a symmetric one. 
In the Desargues property for a 2-dimensional G-space we assume the 
validity of the Desargues theorem and its converse for the geodesics of the 
space. 
The following important theorems are due to Hamel [19], who proved 
them for smooth symmetric metrics by a variational method. But these 
theorems hold also in the general case described below, which was proved 
by H. Busemann [9] in a completely different manner. 
THEOREM. Let R be a 2-dimensional G-space in which the geodesic 
through two points is unique and in which the Desargues property holds. 
Either all the geodesics are great circles of the same length and R can be 
mapped topologically on the projective plane P2 in such a way that emh 
great circle in R goes into a line in P2, or all geodesics are straight lines 
(with infinite length) and R can be mapped topologically on an open convex 
subset D of the afJine plane A2 in such a way that each straight line in R goes 
into the intersection of D with a line in A’. 
The higher-dimensional version of this theorem is the following one: 
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THEOREM. Let the geodesic through anv two points of an n-dimensional 
G-space R, n b 3, be unique and let any three non-collinear points of R lie in 
a subset of R which is, with the metric of R, a 2-dimensional G-space. 
Then either all geodesics of R are great circles qf the same length and R 
can be mapped topologicalI-v on the n-dimensional projective space P” such 
that each geodesic in R goes into a line in P’“, or all geodesics of R are 
straight lines and R can be mapped topologically on an open subset D qf the 
n-dimensional affine space A” such that each geodesic in R goes into the 
intersection of D with a line in A”. 
A G-space is called a Desarguesian space when it can be mapped 
topologically into an n-dimensional projective space PN such that its 
segments fall on projective lines. 
We mention another imbedding theorem given by H. Busemann [9, lo]: 
THEOREM. For a given n-dimensional Desarguesian G-space R there is an 
(n + 1)-dimensional Desarguesian space R* such that R is a hyperplane in R* 
and the restriction of the metric of R* to R is the given metric in R. 
Hilbert’s fourth problem is to construct all the Desarguesian spaces and 
to give a systematic geometric treatment of these spaces. 
After the above imbedding theorems this problem can be formulated 
equivalently as follows: 
Let D be a subset of the projective space 5’” which is either the 
whole space P” (D = P) or an open convex subset of an affine 
subspace A” of P” (D G A” c P”). 
The problem is to construct all the metrics d(x, ~1) on D which are 
(1) continuous and complete (i.e., the topology generated by d(x, y) 
is equal to the standard topology of D, and furthermore the Cauchy 
sequences have limits in D); 
(2) additive on the lines of P (i.e., if ( T(x, v)l d means the d-length of 
a line segment T(x, v) then for any I’ E T(x, y) 
holds). 
Also, 
(3) The strictly triangle inequality holds; i.e., 
d(x,.v)+d(y,z)>dfx,z) 
unless x, y, z are collinear in P”. 
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In the case D = P” the space is called elliptic type; in the case D = A”, 
parabolic type; and in the case DC A”, hyperbolic type. 
Although the problem concerns non-symmetric metrics also [25], we 
consider only symmetric metrics throughout the first part of this paper. 
All the classical geometries are solutions for the problem. In fact, 
euclidean geometries and Riemannian elliptic geometries are obvious 
solutions. Also, the Bolyai-Lobachevsky geometries (hyperbolic spaces) are 
Desarguesian spaces by the Cayley-Klein model of these spaces. 
An interesting theorem in this field is the Beltrami theorem, which asserts 
that if a Desarguesian space is a Riemannian one then it is one of the 
above three classical geometries. 
Hilbert himself mentioned two non-Riemannian solutions for the 
problem. One is the Minkowski space (finite-dimensional Banach space) 
and the other is the so-called Hilbert geometry contructed in a manner 
similar to the Cayley-Klein model of hyperbolic spaces. In the latter case 
we consider an n-dimensional strictly convex open bounded body D in A” 
and the metric d(x, y) defined by d(x, y) : = k ln(x, y, u, u), x, y E D, k E R+, 
where the points u, u are the intersections of the line xy with the boundary 
dD of D; furthermore (x, y, u, u) is the cross ratio of the four points. (See 
Fig. 1) 
Funk [ 151 discovered another interesting model, in which the metric 
d(x, y) is non-symmetric. Using the above notions this metric is defined by 
4x, Y) := k W&k UMY, u)), x f y, 
where &(z,p) is an arbitrary euclidean metric on A”. 
The first, most general construction for Desarguesian metrics was given 
by Hamel [19]. Busemann [25] writes about this solution as follows. 
We do not reproduce it here, since it is not based on a general idea like 
integral geometry and the expresson given by Hamel is not illuminating. Also, 
inevitably in view of the time it was written, the discussion of completeness does 
not satisfy our modern requirements; the necessary concepts did not yet exist. 
However, the immense number of possibilities becomes quite clear from [19]. 
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The next important contribution to the problem was given by Berwald 
[4] resp. Funk [15]. These results concern the curvature of Desarguesian 
spaces. As we consider the curvature of Desarguesian spaces in detail only 
in the second part of this paper (see the outline in the last section) we men- 
tion only two theorems here. 
The first theorem is as follows [4, 151: 
The (not necessarily symmetric) Minkowskian geometries and the (always 
symmetric) Hilbert geometries are the only non-compact Desarguesian spaces 
with compact s’(p, p) and constant Finsler curvature. 
The other theorem is the following [4]: 
The Desarguesian spaces with constant Finsler curvature are characterized 
by the property: 
An isometry of a maximal partial geodesic on another or itself is a projec- 
tivity. 
In [7], W. Blaschke considered the inverse problem of the variation in 
the plane and determined a density for the geodesics from which the metric 
of a Finsler plane can be derived, proving Crofton’s formula for this den- 
sity. 
Using this idea Busemann [ 111 gave the following very general integral 
geometric method for the construction of Desarguesian metrics. 
Let D be an open subset of P” such that either D = P” holds or D is a 
convex subset of an affine subset A” c P”. Furthermore D* denotes the set 
of hyperspaces of P” intersecting D at a non-empty pointset. If we use the 
duality Pet P*” between the points and hyperspaces of P” then in the first 
case D* = P*n holds and in the second case D* can be considered the 
exterior of the closed pointset P*“\D* := D**. Furhermore D** is a 
bounded convex point set in a suitable afline subset A*” o P*“. The Bore1 
sets of D* are defined as usual. 
Let f~ be a measure defined on the Bore1 sets of D* satisfying the follow- 
ing properties: 
I. The p-measure of hyperspaces lying on a point P E D is zero. 
II. The p-measure of hyperspaces intersecting two segments of the 
form 
T(n, y), T(x, z) = D; .‘i, y, z are not collinear; 
is positive. 
III. In the case DC P”, a ray is defined as the intersection of D with a 
half-line of A”( 2 D) whose endpoint lies in D. 
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The third axiom for ~1 is that in the case D = P”, p(D*) < cc holds, resp. 
in the case DC P” the p-measure of hyperspaces intersecting a ray is infinite. 
From such a measure a distance d,(x, y) on D can be defined in such a 
way that the length 1 T(x, y)l, of a segment T(x, y) c D is defined by the 
p-measure of hyperspaces intersecting the segment T(x, y). 
It is easy to see that d,(x, y) is a Desarguesian metric on D. In fact, con- 
tinuity and completeness follow from properties I and III. The distance is 
additive on the lines; furthermore it is obvious that the strictly triangle 
inequality holds as the value 
is equal to twice the measure of the hyperspaces intersecting the segments 
T(x, y) and T(x, z) at the same time. 
A simple consideration shows that d,(x, y) is a Desarguesian metric 
under the weaker assumption also, as p is only a signed measure with the 
above properties; this is indeed a weaker assumption at dimensions >2. 
This modification was mentioned by H. Busemann [12] and A. V. 
Pogorelov [23] as well. Therefore the above p is considered a signed 
measure in the following, and the above construction of the metric is called 
the Blaschke-Busemann construction (B-B construction). 
Busemann [12] showed, too, that any Minkowski metric (which is 
smooth enough!) can be constructed by the above method. 
The last, most important contribution to the problem was given by 
Pogorelov [23] who proved the following beautiful theorem: 
THEOREM( Pogorelov). ( 1) Any 2-dimensional Desarguesian metric can 
be constructed by the B-B construction. 
(2) Any 3-dimensional Desarguesian metric of class C” ( ! ) can be con- 
structed by the B-B construction. Other general continuous Desargues 
metrics can be approximated, uniformly on each compact set, by 
Desarguesian metrics of class C”. 
This solution of Pogorelov left the following questions unanswered: 
How are the general continuous Desargues metrics in the higher-dimen- 
sional (>2) cases constructed? Is the smoothness of the metric in his proof 
important? If the answer is affirmative we ask: What kind of smootness is 
enough for the metric, obtained by the B-B construction, and how should 
the B-B construction be modified to obtain all the general Desarguesian 
metrics? 
Before we turn to a review of the present paper we mention an 
interesting contribution to the Pogorelov theorem. 
Pogorelov proved his theorem for smooth metrics by a variational 
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method first, and he obtained the measure p for the 2-dimensional (!) con- 
tinuous metrics by means of the approximation described in the theorem. 
The latter step cannot be used in the 3-dimensional case because the 
p-measure of smooth metrics approximating a general continuous 
Desarguesian metric is a signed measure in general. 
Despite the drawbacks of the above method R. V. Ambartzumian [2] 
gave a very elegant elementary geometric proof for the Pogorelov theorem 
in the 2-dimensional case by constructing the measure p for continuous 
metrics directly. A. Baddeley [3] wanted to extend this method to higher- 
dimensional cases but he encountered difficulties. 
Ambartzumian’s idea is based on a simple finite combinatorical formula, 
by means of which the p-measure of a triangle can be derived easily (see 
the following section). 
This is a situation similar to Hilbert’s third problem. 
It is rather well known that the area formula for a triangle can be 
derived in such a way that we cut the triangle along the contour line into 
two pieces and then cover a rectangle with them, using the pieces exactly 
twice. Hilbert’s third problem asks whether the volume formula of a 
tetrahedron can be derived also by such a method or whether the use of 
approximation is always necessary. 
The well-known Dehn theorem answers this question by asserting that 
the method given in the 2-dimensional case is not useful in the higher- 
dimensional cases in general. 
Following Hilbert we ask whether there exist finite Ambartzumian-type 
formulas for the determination of the p-measure of a simplex also in 
higher- ( >2-) dimensional cases, or whether the use of approximation 
methods is always necessary. 
We answer all these questions in this paper. 
Now we turn to a detailed review of the present work. 
In Section 2 we sketch Ambartzumian’s proof with some modification 
and prove a Dehn-type theorem which asserts that this 2-dimensional 
elementary method cannot be used directly in the higher-dimensional cases. 
We formulate also a problem which concerns the generalization of the 
above Dehn-type theorem. 
In Section 3 we compute the density of p for the smooth Desarguesian 
plane metrics. We formulate also a certain commutative relation ( lrlk = lk, ;), 
given by A. Rapcsak [24], which seems to be an important equation on 
this field. 
In Section 4 we give a new elementary proof for the Pogorelov theorem 
in higher dimensions. The ideas of this proof are close to Ambartzumian’s 
ideas given for the 2-dimensional case. 
In Section 5 we construct a Desarguesian metric which cannot be con- 
structed by the B-B construction. Thus it is necessary to modify the B-B 
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construction considerably if we want to construct all continuous 
Desarguesian metrics. 
In Sections 6 and 7, a second new proof is given for the Pogorelov 
theorem for general n-dimensional cases. The theorem is restated in the 
following generalized form: 
Any n-dimensional Desarguesian space of class C”+ 2, n > 2, can be con- 
structed by the B-B construction. 
In this proof we use the Fourier transform method which simplifies the 
procedure considerably. From this proof it seems clear, too, that for 
construction of general continuous Desarguesian metrics we need to use 
distributions. 
This distribution L, constructed through additiorial steps in Section 8, is 
not a “usual” one, as it is impossible to define a metric from a general dis- 
tribution in a natural manner. From our distribution L, characterized in 
Theorems 8.1, 8.3, and 8.4, also the metric can be defined in a natural man- 
ner. Summarized, the construction by the distribution L is the most general 
one by which we get all Desarguesian metrics. 
In Section 9 we approach the problem from another point of view. As we 
shall see, any elliptic Desarguesian metric d(x, y) is uniquely determined by 
the distance d,(P) : = d(0, P) of the points P from a fixed point 0. We give 
a characterization for the function d,(P) also, together with a reconstruc- 
tion of the whole metric d(x, y) from d,(P). In this way the d,(P) can be 
considered a generalized Minkowski functional and the elliptic 
Desarguesian spaces can be considered generalized (curved) Minkowski 
spaces. 
The parabolic resp. hyperbolic Desarguesian metrics are not uniquely 
determined by a function d,(P) but by a “transformed” distance function 
V(P) (from a point 0). In this way we get all Desarguesian spaces as a 
generalization of Minkowski’s space notion. 
In the last section we give a brief outline of the continuation of this 
paper. 
2. THE TWO-DIMENSIONAL CASE AND THE DEHN-TYPE THEOREM 
Before sketching Ambartzumian’s proof for the Pogorelov theorem in the 
2-dimensional case we need some preparation concerning the projective 
geometry. 
Let us consider the projective plane P2 as the set of antipodal point pairs 
of a euclidean unit sphere S*. In this case the euclidean metric induces a 
Riemannian elliptic metric on P2. For a point {P, P’} E P* let us consider 
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FIGURE 2 
the “equator” projective line ei P,P,), which is defined as the greatest circle 
in the elliptic space P2 with centre (P, P’]. (See Fig. 2). In this case the 
map {P, P’> + e;,,,,) (which is called elliptical polarity) identifies the point 
space P* with the set of projective lines, i.e., with the dual space P*2. We 
mention, too, that the above elliptic metric of P2 is uniquely determined by 
this “equator map” {P, P’} + e(,,,,) . More precisely for every elliptical 
polarity cp: P* cf P*2 there ex’ t ISs a unique normed Riemannian elliptic 
metric on P* such that cp is just the “equator map” of the space. 
Because of the more geometrical proofs we fix on the projective plane P’ 
a Riemannian elliptic metric, or equivalently, an elliptical polarity 
cp: P2H p*‘. 
We introduce also the so-called adapted euclidean coordinate systems 
(written as AE coordinate systems) in P2. 
Let us consider the tangent plane T, of the above sphere S2 at a point P, 
and let (x’, .x2) be a Cartesian coordinate system on it, with the origin at 
the zero vector of T,. If we project T, from the centre 0 of S’ into P’ (= 
the set of antipodal points of S*) we get a coordinate system (x’, .y2) on P2 
with the origin {P, P’} and the “equator” e(,.,,) is the ideal (lying in the 
infinite) line w.r.t. (x’, x2). The so-constructed coordinate systems are 
called AE coordinate systems with the origin P. These have the following 
important property: 
For every point Q #P of (x’, x2) the “equator” ep of Q intersects the line 
QP orthogonally also in the euclidean sense, if we consider the coordinate 
neighborhood (x’, x2) as the euclidean plane R’. 
Next we consider a fixed elliptical Riemannian metric on P” also in 
higher dimensions. In this case the “equator” ee of a point Q E P” is a 
hyperspace of dimension (n - 1 ), and the elliptical polarity Q + eo is a 
bijection between P” and P*n (the set of hyperplanes of a”). Q is called the 
pole point of e,, and ep is the polar hyperspace of Q. 
We construct the AE coordinate systems (XI,..., x”) w.r.t. a point 
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P= (O,..., 0) in P” as in the 2-dimensional case. These have the following 
important property also: 
The polar space e o of a point Q #P in (xl,..., x”) intersects any subspace, 
orthogonally in the et&dean sense, which lies on Q and on the centre 
P= (O,..., 0) of the AE system. 
After this preparation we formulate the problem of measure construc- 
tion, first in the 2-dimensional case. 
Let d(x, y) be a Desarguesian metric with the definition domain D in ff2 
and let D* be the set of lines intersecting D. We can consider the set P*’ of 
lines as the projective plane P2 by the above-described “equator map” 
cp:P2c*P . *2 As either D = P2 holds or D is a convex subset of an afftne 
plane A’, the lines intersecting D form the whole P*2 or D* is the exterior 
of a convex subset of P*2. 
Let us consider also a line segment ?jQ in D. The lines lying on P form 
the line p in the dual space P2 and the lines lying on Q form the line q in 
D*. Furthermore the lines intersecting PQ form a so-called two-edge in D* 
bounded by p and q (see Fig. 3). Let us define the p-measure of this two- 
edge by the d-length of PQ. In this way we can define the p-measure of any 
two-edge lying in D*. 
The problem of the measure construction is the extension of the u-measure 
of the two-edges into a completely additive set function of the Bore1 sets of 
D*. 
In higher-dimensional cases the problem is the same. In this case the 
hyperspaces intersecting a segment m form a two-edge in D* bounded by 
two hyperspaces p resp. q. The definition of the p-measure of such a two- 
edge is the same as in the 2-dimensional case and the problem is the exten- 
sion of this two-edge measure onto the Bore1 sets of D*. As the set of two- 
edges is not a set ring, this extension seems to be rather difficult, but for the 
2-dimensional case this is not so, because we can define the measure of a 
triangle in the following very simple way. 
First let us consider the elliptic case, i.e., when D* = P*2 holds. In this 
case the p-measure is defined for any two-edge and the p-measure of the 
FIGURE 3 
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FIGURE 4 
whole P** is finite, say rc. Let us consider also a triangle ABC in P*‘, given --- 
by the sides AB, BC, CA (see Fig. 4). This triangle determines three two- 
edges at the vertices which contain the triangle. Let ct, /I, 7 be the 
p-measures of these two-edges at the vertices A, B, C, and let us cover the 
projective plane P*’ with these two-edges. In this case the interior of the 
triangle is covered three times and the exterior of ABC is covered once. 
From this covering let us pull out the whole plane P*’ once. Then the 
triangle is covered twice and the exterior of ABC is not covered. So the 
unique possible definition for the p-measure of the triangle is 
p( ABC) = +(E + /3 + y - 7~). 
We show-by the strictly triangle inequality-that this measure value is 
always positive for a non-degenerated triangle ABC. 
Indeed, if the two-edge with the measure 01 is formed by the lines 
-. 
intersecting the segment YZ m P’ and the two-edge with the measure /I is 
formed by the lines intersecting ZX, the segment XY on the line XY is --_ 
uniquely determined by the property that the segments YZ, ZX, XY form a 
projective triangle, i.e., one which is contractible onto a point continuously. 
It is rather trivial to see that the two-edge with the measure y is formed by 
the lines intersecting the lines XY but does not intersect the segment XY. 
-. 
That is, the d-length of XY is y* = 7c - y. So the value 
is always positive for a non-degenerated triangle by the strictly triangle 
inequality, and it is always zero for a degenerated triangle. 
It is obvious that this p-measure of triangles is finitely additive at the 
triangulation of a triangle. Therefore we define the p-measure of a convex 
n-polygon (using triangulation) by 
4 
( 
-pqf(n-2)7c . 
> 
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It is obvious that this p-measure of convex polygons is also finitely 
additive. 
Now we show that these measures of n-polygons can be extended onto a 
measure of the Bore1 sets of P ** This part of the proof differs slightly from . 
Ambartzumian’s considerations. 
Let us consider an AE system (x1, x2) on the plane P** and let us take 
only the rectangles with horizontal resp. vertical sides in (x’, x2). Let us 
consider also the “positive” quarter-planes bounded by horizontal resp. 
vertical half-lines which point in positive directions. Let p(P) be the 
p-measure of a positive quarter-plane with its vertex at PE P**. The 
p-measure of any rectangle ADBC with horizontal resp. vertical sides (see 
Fig. 5) can be computed by the function p(P) as 
AADBC) = P(A I+ P(B) - P(C) - WI. 
The function p(P) is continuous by the continuity of the metric d(x, y); 
furthermore it is a decreasing one in both vertical and horizontal direc- 
tions. As 0 < p(P) < cc, 0 d ,u(ADBC) < ~10 also hold, so-by a well-known 
theorem of measure theory-the measure of the positive quarter-planes can 
be extended into a (finite) measure of the Bore1 sets of P**. This 
means-by the above formula of the rectangles’ measure p(ADBC)-that 
the p-measure of the rectangles with horizontal resp. vertical sides can be 
extended into a p*-measure of the Bore1 sets of P** by a standard method. 
For a complete proof we need only show that the p*-measure of any 
two-edge is equal to the original p-measure one. Of course, it is enough to 
examine the two-edges for which one side is horizontal. (In the opposite 
case we cut a two-edge into two such two-edges.) Now let us consider such 
a two-edge and let us cut from it a triangle ABC, where A is the vertex of 
the two-edge, B is on the horizontal side, and C is on the other side such 
FIGURE 5 
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that the side BC is vertical (see Fig. 5). If we also draw rectangles in the 
triangle and around it (as in the figure), 
T, < p(ABC) < T2 
holds, where T, is the sum of the ,U = p*-measure of the inscribed rec- 
tangles and T2 of the ones around it. So by approximation we get 
p*(ABC) = p(ABC). If B tends to infinity, we get that the p*-measure of a 
two-edge is equal to the ,u-measure one. 
So the proof of the elliptic case is complete. 
One of the problems in the parabolic resp. hyperbolic case is that the 
p-measures are defined only for the two-edges lying in D*, where the com- 
plementer D** := P*‘\D* is a convex contractible pointset in P*2. 
In this case we can define the p-measure only for the triangles whose 
sides do not intersect the set D**. 
Let ABC be such a triangle (see Fig. 6). At every vertex determine the 
sides of only one two-edge which does not contain the set D**. Two of 
these two-edges, say with the measure tl resp. j?, contain the triangle, and 
the third, say with the measure y, does not contain the triangle. In this case 
one possible definition for the p-measure of ABC is 
p(ABC) = ~(CX + B - y) > 0. 
We follow a slightly more complicated method at the extension of this 
p-measure of triangles, as in the elliptic case. 
Let 1, resp. 1, be two lines tangent to D **. These determine the two-edge 
E which contains D**. Let us introduce also an affine coordinate 
neighbourhood (x’, x2) in the plane with the origin 0 = 1, n 1, such that I, 
lies in the x,-direction. The two-edge E determines two quarter-planes, one 
of which, say E*, does not contain D **. We construct the p-measure of the 
Bore1 sets only in this quarter-plane E* in the following manner. 
Let ADBC be a rectangle in E* with horizontal resp. vertical sides, as in 
FIGURE 6 
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Fig. 6. The sides determine at every vertex only one two-edge which does 
not contain D**. These are denoted by a, 6, /I, y in the figure. It is not hard 
to see that the p-measure of ADBC can only be 
p(ADBC)= 4(y + 6-ci -@=/L(A) +p(B)--(C)-p(D). 
So we can define the measure p* on the Bore1 sets of E* and we can finish 
the measure construction as in the elliptic case. As I, resp. l2 is arbitrary, 
the measure p can be constructed on the Bore1 sets of D*, and the 
procedure is finished in the last cases considered as well. 
It would be very interesting to give such an elementary construction in 
the higher-dimensional cases also. But this is impossible by the following 
theorem. 
The 2-dimensional case was relatively simple, because the characteristic 
function of a triangle can be computed as a finite linear combination of the 
characteristic functions of several two-edges. But this property is not true 
for the higher-dimensional simplices, which will be proved in the following 
so-called Dehn-type theorem. 
The original Dehn theorem states-given a full answer for Hilbert’s third 
problem-that a simplex with dim 3 3 cannot be cut (in general) into finite 
pieces from which it could be possible to build a compact cube using all the 
pieces exactly once. From this fact it follows that the volume formula of a 
simplex with dim B 3 can be proved only by approximation. 
DEHN-TYPE THEOREM. The characteristic function of a simplex with 
dim > 2 cannot be written as a finite linear combination of the characteristic 
functions of two-edges in the projective spaces. 
ProoJ: First let us consider n > 1 number of distinct lines in the projec- 
tive plane P2. These divide the plane into finite convex regions denoted by 
D,, Dz,..., D,. In Fig. 7 we denote these domains by the indices. To any 
domain Di let us order the k-vector 
di= (O,..., 0, 1, O,..., 0) 
for which the ith component is 1 and the other components are 0. The vec- 
tors d r,..., d, span the space Rk such that these form the natural basis in it. 
Two distinct lines from these lines determine two two-edges. For such a 
two-edge E, let e, = (e ,,..., ek) be the k-vector for which the component ei is 
1 iff Ej contains Di and 0 if Di C& Ej. It is rather trivial to see that the 
characteristic function of a domain Di can be written as a finite linear com- 
bination of the characteristic function of the above two-edges iff di can be 
written as a finite linear combination of the vectors e,,..., e,. 
A subset Eil,..., Eir of the above two-edges is called linearly dependent 
607’59,3-2 
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FIGURE 7 
resp. independent, iff the vectors e,,,..., e,, are linearly dependent resp. 
independent. 
LEMMA 1. The number k of the domains Di is equal to the maximal num- 
ber of linearly independent two-edges. 
Prooj It is obvious that k is not less than the maximal number of 
linearly independent two-edges, as the space S, spanned by the vectors 
e, ,..., e,, is a subspace of [Wk. 
On the other hand, the characteristic function of any convex n-polygon 
can be written as a linear combination of the characteristic function of two- 
edges determined by the vertices of the polygon. In fact, let x0 be the 
characteristic function of the whole IP’; furthermore let x, ,..., x,, be the 
characteristic functions of two-edges determined by the neighbouring sides, 
covering the polygon. It can be seen by induction that the function 
t(xl + .ff + x,, - b - 2) x0) 
is just the characteristic function of the polygon. So dim S 3 k, and the 
proof is finished. 1 
The intersection points of the lines considered are called the vertices of 
the line lattice. (See Fig. 8). Let C,, C2,..., C,. be the set of these vertices 
(i.e., c is the number of vertices); furthermore let i, denote the number of 
lines lying on C,. The number i, is called the index of C,. The lines through 
C, divide the plane P2 into i, two-edges, which we denote by EF,..., E?. 
Now let us choose (i, - 1) such two-edges for any point C,, and let us 
denote the set of these two-edges by E,,, E, ,..., E,,, where I= C;=, i, - c 
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obviously holds. If e, ,...,ei, denotes the vectors referring to these two-edges, 
and e, := (1, l,..., l), we have: 
LEMMA 2. The vectors e,, e, ,..., e, form a basis in Rk and so the maximal 
number of independent two-edges (or the number of domains Di) is 
l+i i, - c. 
r=l 
Proof: We prove the lemma by induction w.r.t. the number n of the 
lines. 
For n = 2 the lemma is obvious. Let us assume that the statement is true 
for n - 12 2 number of lines and let us consider an n th line I,. (See Fig. 9.) 
If the other lines intersect I, in r number of distinct points, the number of 
domains grows by r. So we can extend the previous system E,, Ei,,..., E, 
into a maximal linearly independent system E,, Ei,,..., E,, E,,+, ... Elp for 
the lines I i ,..., I, if we increase the number of two-edges at any intersection 
point of I,, by exactly 1. This proves the lemma completely. 1 
Now we turn to the proof of the theorem. First let us consider the 
3-dimensional case. 
We start with an indirect assumption; i.e., there exists a tetrahedron in 
P3 whose characteristic function can be written as a finite linear com- 
bination of the characteristic functions of several two-edges. Let us consider 
FIGURE 9 
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all the boundary planes 17, ,..., Z7, of these two-edges together with the side 
planes of the tetrahedron, Let us denote the intersection lines of these 
planes by p1 ,..., P(~) , and the intersection points of these lines pi by P, ,..., P,. 
Let us consider also a plane 2 which 
1. does not intersect the tetrahedron; and 
2. does not contain any plane Iii, any line pI, or any point P,. 
From Lemma 2 and from the above property 2 we get obviously that a 
system E, ,..., EiV of 3-dimensional two-edges, determined by the planes Z7;, 
is linearly dependent resp. independent, iff the 2-dimensional two-edges 
Ei, n Z,..., E,q n C 
are linearly dependent resp. independent. Let us choose a maximal 
independent system E,, Ei ,,..., Ei, of two-edges whose characteristic 
functions are denoted by x0, xi,,..., xi,. By indirect assumption, the charac- 
teristic function xr of the tetrahedron can be written uniquely as 
If xi,= denotes the characteristic function of E,mnC then 
c a”&& = 0 
follows, as C does not intersect the tetrahedron. Since the functions x,,,~ are 
linearly independent, we get a”‘= 0, M = O,..., r, which is a contradiction. 
We can prove the theorem in higher-dimensional cases in a similar 
manner or we can reduce the proof to the 3-dimensional case by inter- 
section. 1 
After this theorem an interesting question is whether the characteristic 
function x of a simplex with dim 23 can be written as an infinite sum of 
the form 
where U’E R, 1 Iail < co, 
and xi is the characteristic function of a two-edge E,. The methods 
described in Sectin 8 suggest that such an expression does not exist. This 
would be a strong generalization of the above Dehn-type theorem. 
HILBERT'SFOURTH PROBLEM,1 203 
3. THE DENSITY FUNCTION OF SMOOTH DESARGUESIAN PLANES 
Before computing the density function we need some technical 
preparation. 
First we define the Minkowski function 3(x, a) of a Desarguesian space. 
This function is defined on the tangent vectors (x, n) of P”, where i is the 
tangent vector with the basic point x. 
Let d(x, y) be the Desarguesian metric defined in P” for which the signed 
distance d(t) := (sgn t) d(c(O), c(t)) is of class C’ on every parametrized 
line c(r). In this case the function value P’(c( to), i’( to)) is defined by 
dA(t) 
W4kl), I) := 7 _ . (3.1) 
/I - f0 
This function is non-negative and homogeneous of order 1 in i, i.e., 
9(x, Ii;-) = IA1 9(x, i) holds for any A E Iw. The vectors (x, a) (over an AE 
system (xl,..., x”)) can be written as i = ~?‘a/ax’ + ... + Yaj8.Y so 9(x, a) 
can be considered a function S?(xl,..., x”, iI,..., Y) of 2n-variables. 
The metric d(x, y) is said to be of class C’ if U(x, i) is continuous in 
each of the variables. In this case the arc length of a smooth curve c(t), 
t,<t<t,, is defined by 
I ” iY(c(t), e(t)) dt. II (3.2) 
The metric d(x, y) is said to be of class Ck+ ‘, k > 1, iff the function 
9(x, i) is of class Ck on the set of non-zero tangent vectors. 
We survey also some basic facts of the theory of general path spaes. For 
details see, for example, Douglas’ classical paper [14]. Now we consider 
the spaces which are smooth enough. 
Let G,Jk(x) be the Christoffel symbols of the fixed Riemannian elliptic 
space in an AE system (xi,..., x”) and let us introduce also the functions 
Gj(x, i) : = xk kkGjk(x); Ii = 89ya.t~; 1, : = a%/a.t-’ anj, etc., defined on the 
tangent vectors of P”. The covariant derivatives qk, [ilk, lglk w.r.t. Gj, are 
defined by 
qz;, : = a.qaXk - c G;l,, 
li\k := ali/axk--C G;lri-1 G;kl,=aqk/a.-P, (3.3) 
I I 
iv, k : = aqaxk - C ql, - 1 G;~I, - 1 ~~~~~~ = a2qkpiti a$. 
I r r 
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Now we prove the equation 
aQ qk=-@. where Q := i C Pqk, 
k 
(3.4) 
from which the commutative relations 
lrlk=lklir I,,, = I,,, (3.5) 
also follow obviously. 
If the function .9(x, .t) satisfies also the Legendre conditions (i.e., 
.9(x, a) > 0 if *t # 0, and the matrix a,, : = @‘6p2/a? ii.tJ is positive definite 
at the non-zero tangent vectors), then introducing the functions 
P(& .t) : = & c J&q,; 
k 
k 
we define the covariant derivative Yrk w.r.t. @ by 
.qk:= a2yask-C G;I,=~;,-~,Y-~I,, where pk := dp/d.tk. (3.7) 
The Desarguesian space considered and the Riemannian elliptic space have 
the same geodesics as trajectories; i.e., these are projectively equivalent. So 
the Gj’s are just the components of the Berwaldian connection for the 
Desarguesian space [S, 141 and so 9~~ = 0 holds. From this formula we get 
(374). 
If 9(x, a) does not satisfy the Legendre condition, then for some con- 
stant d > 0 the function Y + &.Y* satisfies these properties, where Y* is 
the Minkowski function of the fixed Riemannian elliptic space. Using the 
above considerations for this function Y + bY* we also get formula (3.4) 
for Y in this case. 
The exact consideration of the Berwaldian connection uses the Euler- 
Lagrange differential equation of the geodesics. So formulas (3.4), (3.5) 
“contain” the strictly triangle inequality. 
We mention here a theorem of A. Rapcsak [24] which stands in connec- 
tion with Hilbert’s fourth problem: 
Two Finsler spaces, defined by L? resp. L? on the same manifold, have the 
same geodesics as trajectories iff 
liTk = lkTi or &,k=lk,i 
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holds, where ) resp. r denotes the covariant derivatives of the spaces, respec- 
tively. In particular the lines of a coordinate system (xl,..., x”) are the 
trajectories of the geodesics of a Minkowski function 9(x’,..., x”, xl,..., Y) iff 
a*qaxi ad = a*qaxj a.2 
holds. 
We do not use this theorem in this general form; we use only formula 
(3.5) in the following. 
We compute the density function of the measure p in the smooth 
2-dimensional cases using formula (3.5). 
Tp(P) denotes the tangent space of P” at a point PE P” of the n-dimen- 
sional projective space P”. The fixed Riemannian elliptic space determines 
an inner product g, with the components g,, : = g,(a/ax’, ajaxi) in every 
tangent space. We introduce also the Laplace operator 
(3.8) 
in every tangent space. The function 9(x, i) is homogeneous of order 1 at 
every tangent space, so the functions Zi resp. I, are homogeneous of order 0 
resp. - 1 in the tangent spaces. So from the second equation of (3.5) we 
have 
c Ik(ATY),,= 1 x’g”l,,j=o, (3.9) 
k i. i. k 
which has the following geometric meaning. 
Let c(r) be a line in P” parametrized by the elliptic arc length r; i.e., the 
tangent vectors f(r) are unit vectors in the elliptic space. So the function 
ATdZ;WMH is constant along the lines of a Desarguesian space by formula 
(3.9). 
This constant value AT9,Z;(,.(,) r(r)J is called the density of c w.r.t. the fixed 
Riemannian elliptic space and is denoted by wE(c). 
Now we turn to the 2-dimensional cases and show that the density oE(c) 
is just the density function of the measure p w.r.t. the Riemannian elliptic 
measure. 
More precisely let dE be the area element of the fixed elliptic Riemannian 
space in P*, so by identifying the lines with the pole points we get an area 
measure dE on the dual space P** as well, In the following consideration 
the lines are identified with the pole points. 
PROPOSITION 3.1. The extended u-measure of a 2-dimensional Desar- 
guesian space of class C4 is absolutely continuous w.r.t. elliptic area measure 
dE; more precisely u = 4~~ dE holds. 
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Proof. Let &III dE be an arbitrary density defined in D*, with which we 
construct the Desarguesian metric d*(x, y) by the Blaschke-Busemann 
construction, which has the Minkowski function 9*(x, a). 
First we compute the connection between o and 9*(x, 2). 
Let us consider a two-edge (a, b) with the sides a and b in D*. The ellip- 
tic angle of the two-edge is denoted by a; furthermore P : = an b. The pole 
points A resp. B of the line a resp. b lie on the line p which has the pole 
point P. The points of a are the pole points of lines lying on A. (See 
Fig. 10.) Let us consider also the elliptic unit circle K in the tangent plane 
TA(P2) parametrized by the elliptic angle b to a fixed direction d. We 
denote the angle between d and p by 6. At least we identify the lines 
through A with the orthogonal unit vectors in T,(P’), i.e., with the 
suitable antipodal points of K. So the function w  along a can be considered 
after these identifications as a symmetric function o&?) defined on the 
circle K(b). 
The ,u* = $w dE-measure of the two-edge (a, b) is the d*-length of the 
segment AB, which has the elliptic length c(. So the limit 
lim 1 ,~*(a, b) = ?iyo i d*(A, B) 
a-0 CI 
is just 2*,,(S), where a and P are fixed, only we rotate b around P to a; 
furthermore Y* is considered on K as a function of /I. On the other hand if 
we compute the integral ~*(a, b) in elliptic polar coordinates with the 
origin P, we get 
FIGURE 10 
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By differentiation w.r.t. 6 we get2 
w 6+; =~(u**(6)+6y)=~ATp*(6) 
( ) 
So we have that the density value w  of a line C(T) is 
(Jo = IAT$p* 2 /(r(r),?(r)). 
Now if we construct the metric d* by the density $o,dE, wE(c) = 
ATqdr)&)p of a Desarguesian plane, we get a metric plane with the 
Minkowski function Y* for which A”Y = ATY* holds. For a complete 
proof we must prove the equation Y = LZ’*. This proof follows from the 
next proposition, where obviously the function f= Y - dp*. 
PROPOSITION 3.2. Let f be a continuous, central symmetric (w.r.t. the 
origin) homogeneous function of order 1 in the euclidean space KY’. Zf f is 
harmonic on W\O then it vanishes at every point. 
Proof. In the 2-dimensional case-from the homogeneity and from 
Af=CLit follows that 
where K(p) is the unit circle around the origin. The general solution of this 
differential equation is f (/3) = c, sin /I + c2 cos fi and as f(p) is rc-periodic so 
f = 0 follows obviously. 
In the case dim = 3 let us consider an axis z through the origin and let f 
be the function which we get from f as the average of f w.r.t. the 
orthogonal group SO(2) acting around z as rotations. The function 3 
satisfies the above conditions not only in R3 but also on every plane lying 
on z. So 3= 0 is satisfied. On the other hand 3 is equal to f on the axis z, 
and as this axis is arbitrary, f = 0 holds as well. 
In higher-dimensional cases the proof is the same. 1 
A similar density function was computed by Pogorelov in a slightly dif- 
ferent manner. The computation of the density function (in the 2-dimen- 
sional case!) goes back to Blaschke [7], who solved an analogous problem 
for general 2-dimensional variational problems, giving a density for the 
geodesics. 
2 The prime symbol means derivation w.r.t. 8. 
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4. THE FIRST NEW PROOF OF THE POGORELOV THEOREM 
This proof of the theorem is elementary and is close to Ambartzumian’s 
ideas given for the 2-dimensional case. As this proof uses only the methods 
of elementary analysis and geometry, it is much longer than the second 
proof. For this reason we give a detailed proof in this style only for the 
3-dimensional Desarguesian spaces, and we give a sketchy review in the 
higher-dimensional case. The second proof gives a complete proof for the 
general dimensions. 
We can sketch the ideas of the present proof in the following manner. 
First we compute the characteristic function of a sphere in P3 with the 
help of the characteristic functions of two-edges in an integral formula (this 
step uses approximation!). Then we derive-with this integral formula-a 
density function wE on the set of hyperplanes. Note that we do not use the 
strictly triangle inequality of the metric for this construction of wE at all. 
We use this inequality when we reverse the steps, as we show that the 
WE-measure of a two-edge is equal to the p-measure defined by the metric 
4x, Y 1. 
Now we prove: 
THEOREM 4.1. Any 3-dimensional Desarguesian space of class C5 can be 
constructed by the Blaschke-Busemann construction. More preciselv the 
extended p-measure is absolutely continuous w.r.t. the Riemannian elliptic 
measure dE with a continuous density function wE. 
Proof: The proof is divided into several steps. First we consider a 
Desarguesian metric d(x, y) of elliptic type on P3; i.e., the whole P3 is 
metrized and the lines have the same finite length, by Hamel’s theorem.3 
We also consider on P3 a fixed elliptic Riemannian metric and use the 
notion “elliptic” in connection with this Riemannian metric. Also, the 
spheres are elliptic spheres in the proof. The elliptic length resp. the -. 
d-length of a segment PQ IS denoted by lPQIE resp. 1 PQld. 
First Step: The Construction of the Function (pp,(x) 
Let us consider a sphere with centre P and elliptic radius r. For two 
antipodal points Q, Q’ on this sphere let us consider the two tangent 
planes, and let E,,, be the two-edge bounded by these planes which covers 
the sphere also. We denote the characteristic function of this two-edge by 
xeeZ. The antipodal points form a 2-dimensional projective plane on which 
a canonical normed elliptic area measure dE is induced, such that the area 
of the whole projective plane is 27r. By the correspondence {Q, Q’ > + xaa. 
3 We do not use this theorem in this proof. 
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FIGURE 11 
we have a function-valued function on this projective plane. Let us 
integrate this function by dE. So 1 xQas dE is a function on the space P3 
denoted by ‘pPl. It is rather trivial to see that qppr has the value 2n in the 
interior of the sphere, it is rotation symmetric w.r.t. P, and it has the 
following value for a point X lying in the exterior of the sphere. 
Let us consider the ring on the sphere bounded by the main circle, inter- 
sected by the plane, which is orthogonal to the line PX at P, and by the 
circle, which is the set of points R for which the lines RX are tangent to the 
sphere (see Fig. 11). So the value qP,(X) is just the area of this ring 
measured in the normed measure dE. As the function qPr is spherical sym- 
metric w.r.t. P, it can be written as (pP,(x), where x is the elliptic distance 
between the points P and X. We compute the function cpP,(x) in a more 
explicit form. 
Using the elliptic sine resp. cosine theorems, 
sin a: sin p: sin y = sin a: sin b: sin c 
cosc=cosacosh+sinasinbcosy 
for the triangle PRX, we have sin y = sin x sin pO, cos x = cos r cos y. From 
these we get (see Fig. 12) 
cos p. = tg r ctg x. 
X 
FIGURE 12 
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FIGURE 13 
On the other hand the area of the above ring is 
277 PO 
2x-- I s sin p dp dct = 2n cos pO 0 0 
so we have 
cp d-x) = 27c 
= 27t tg r ctg x 
(4.1) 
Second Step: The Construction of the Characteristic Function of a Ball 
Let us consider two functions qPr, pPR with the same centre P and with 
radii 0 < r < R. (See Fig. 13.) So the function ((pPR(x) - qp,(x))/(R - r) has 
the value 0 if 0 < x < r, the value 27c( 1 - tg r ctg x)/( R - r) if r < x 6 R, and 
the value 2x ctg .x(tg R - tg r)/(R - r) if R < x < n/2. Let us note, too, that 
in the case r -+ R the functions (qpR(x) - qJx))/(R - r) tend uniformly to 
the function 8qPr/ar,,=R defined by 
a’ptv 
7, =Rw= 0 if Obx< R, 
r 
(4.2) 
2n 
: = - ctg(x) 
cos= R 
if R<x<z. 
2 
Thus the characteristic function x(B(P, R)) of a ball B(P, R) with centre 
P and elliptic radius R is 
a4b 
co,,-cos R sin R ar . 
! r= R 
(4.3 1 
Third Step: The Definition of the Desired Volume of a Sphere and the Con- 
struction of the Desired Density 
The functions (ppr resp. x(B(P, R)) are constructed with the help of two- 
edges, so we can define the integrals of these functions w.r.t. the desired 
measure p by 
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j (PP~ dp : = f P(E~Q,) dE, (4.4) 
vol B(P, R) : = @(P, R)) dp 
1 
(4.5) 
I=271 
p(EQef) dE - cos R sin R I 
where dE is the canonical area element on the projective plane A of the 
antipodal points Q, Q’; p(EQps) is the p-measure of the two-edge E,,,; and 
the function &pr,,=. is defined on A in the following manner. 
A line through P determines the antipodal points QR, Qk resp. Q,, Q; 
on B(P, R) resp. E(P, r). The tangent planes C,, ZX, C,, CL at these points 
he on a common line g, which lies on the polar plane of P. (See Fig. 14.) So 
if the pole points of Z,, CL, C,, CL are eR, al,, ai then these points lie 
on a common line such that the line segment a,ah (determined by EPRPk) 
contains the line segment o,a: (determined by E,& As 
we have 
(cT~cJ~= (a:aX(.=R-r; 
b,s~Xl c, = AE,,,;); 
bdlci= A-&,,;), 
lim PL(E~R~J-P(E~rQ;) = lim l~didd- l~,dld 
r-tR R-r r+R R-r 
= lim bR~,ld IddId -----+ lim - 
r-R R-r r4~ R-r 
FIGURE 14 
212 Z. I. SZAB6 
where e resp. e’ is the unit tangent vector of the line oRaX at the point (TV 
resp. crk. 
The value ap/arlr= R is defined at the antipodal points QRQX by this 
limit, i.e., 
ap ar, 
r 
= R (QR, Qk) := 6p(a,, e) + ~(a~~ e’). 
We also compute the value p(E,,,) in a more explicit form. 
Let us consider the sphere S(P, 71/2 - R) with centre P and elliptic radius 
742 - R. (See Fig. 15.) So the ball B(P, R) is formed by the pole points of 
the planes which do not intersect the sphere S(P, n/2 - R). Let us consider 
also the polar plane Z, of the point P; furthermore eF denotes the normal 
unit vector of S( P, 142 - R) at a point FE S( P, 742 - R), pointing in the 
exterior of the sphere. This vector points to the point QFe C, of the plane 
& and FQFext denotes the line segment between F and Q lying in the 
exterior of S(P, 7c/2 - R). It is plain that the points QF, QF are equal for 
two antipodal points F, F E S( P, 7r/2 - R). Furthermore, if the intersection 
points of the line FF’ with the sphere S(P, R) are denoted by Q resp. Q’, 
then 
P(-&Y) = lFQFextld+ F”Q.,,,l, 
obviously holds. Thus the volume of the ball B(P, R) is 
vol B(P, R) =& {j IF, QFextIddE-cos Rsin R 
S( P.rr/’ ~ R ) 
X 
s 
y(F, eF) dE , 
.S( P,nJZ ~ R) 
where dE is the normed elliptic area measure with {sc~,n,~-R, dE=4z 
(4.7) 
FIGURE 15 
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Now we are in a position to determine the desired density function oE 
on the set of hyperplanes. 
The elliptic volume of the ball B(P, R) is 
vol,(B(P, R)) = 2n(R - sin R cos R). 
Thus the desired density o,(C,) of the plane C, w.r.t. the elliptic volume 
measure can only be 
wE(Cp) : = lim WW, R)) 
R-0 vOl,(B(P, R))’ 
By the L’Hospital rule we have 
0&-p) = $ j- (29 - dp”),cz.u,) d.Z, t 
(4.8) 
where dC is the elliptic area element of Z with JZ dC = 271, uZ is the unit 
normal vector field of Z, and the function 5P’,CZ,Us, is defined along C as 
follows. 
Let C(T) be the line, intersection C at Q orthogonally, parametrized by 
the elliptic arc length r with c(0) = Q. So i(O) = u=(Q); furthermore the 
function Z”,CT,urj is defined at Q by 
d*T(c(r), t(r)) 
dr2 /r=o 
The function Y,tZ,UZJ is defined at Q E C by Z(Q, u=(Q)). 
In formula (4.9) we derived a density function mE on the set of hyper- 
planes which can be the single density function if the p-measure of two- 
edges can be extended into an absolutely continuous set function of the 
Bore1 sets of P*3. 
Reversed Steps 
In these steps we have to prove that the set function induced by oE cP*~ 
(here cP’*~ denotes the normed elliptic measure of P*3 induced by the fixed 
elliptic Riemannian metric) is indeed the extension of the p-measure of the 
two-edges; i.e., for any two-edge E the equation J,w,~P*~ = p(E) holds. 
Of course it is enough to prove the following statement. Let Y* be the 
Minkowski function of the space constructed from ~,diP*~ by the 
Blaschke-Busemann construction. We shall prove the equality 9 = g*. 
In the following step we consider a line c and all the planes C lying on c. 
Then we compute the integral 
(4.10) 
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where d/? denotes the elliptic angle measure between the planes C lying on 
c. For this computation we use the cylindrical coordinate system (c(, /I, p) 
%v.r.t c defined as follows. 
The c1 is an elliptic arc length parametrization of c; i.e., c can be written 
as c(a). If we fix a plane Z, through c, all the planes Z through c can be 
parametrized by the elliptic angle /I between C, and Z; i.e., these planes can 
be written as Z(b). Now for a point PE P3, P$ c, PE ,5’(p) the c( parameter 
is the suitable parameter of the orthogonal projection of P on c(a), the /I 
parameter is defined by C(p), and p denotes the elliptic distance between P 
and c. 
Using this parametrization, the above integral fC w,(C) dfl is understood 
as 
$ 
c 
WA--U 4’= j;’ wAW-0) dB. 
The system (a, /I, p) induces a parametrization (LX, /I, p, c?, /i, p) on the 
tangent vectors of P3. Let us introduce also the unit vector field u on the 
domain P3\c such that u(P), PE iP3\c, is the unit normal vector of the 
plane Z(c, P) (i.e., lying on c and P) at the point P. So if we consider the 
function ( 1/27c2)( 29 - d;p”),CZ,u-) only w.r.t. the planes lying on c then we 
get a function defined on P3\c. A simple calculation shows that this 
function (computed in (a, 8, p, ci, /i, 0) is the following: 
1 2 
7 
i 
i a9 
27c z& 
Y-ctgp c+-- 
( 
a*2 
- 
ap sm p a/3 ap +ctgP apap ) 
1 i a? a9 -- 
sinp sinZ&@+c+gP ( --)I ag ab 
(4.11) 
lI~.&7,O.Ilslnp.o) 
On the other hand the Euler-Lagrange equation of the geodesics is 
a2 a*2 -- 
ap 
(4.12) 
l(a.P.p.0. I!sln 0.0 I + ctg ’ ab ab --> ,(l.ll.p.O.L!sin,,.O)’ 
So we have 
277 x 
s SI 
no 1 cos p a9 = Y-cos2p - dp da db. 
0 0 0 7xs-j ap ap l(a,P.p.O,llsinp.O) 
(4.13) 
The unit vector field u defined before is u = (l/sin p) a/a& Introducing 
the functions 
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L(P) := 9(P, u(P)), 
m(P) := g (P, u(P)) 
on the domain P3\c we get 
215 
(4.14) 
where f, denotes the derivative of a function f w.r.t. p. 
Fourth Step: The First Formula for fc ~~(22) d/l 
As the integral 
2n 
i i 0 
:?$ (L-cos*p m)dadfi 
has a finite limit at p = 0, 
2n 71 
lim I s 1 -(L-cos2p m)dad/l=O (4.16) p-0 0 0 sin p 
also holds. 
Let Cz be the pole point of the line c in a plane Z. The points Cz form a 
line, the so-called polar line cPo, of c. The polar line of cPO, is obviously c. 
Using formulas (4.12), (4.16) at the partial integration of (4.15) we have 
+fJb~n~~S$l (3mcosp-m,?&-)dpdadfi. (4.17) 
From the homogeneity of 9 and from (4.12) 
a9 a29 a29 
apl(rx,P,P,O,l,O) 
= ,p++w- 
( ap ap > l(a,P,p.O.l.O) 
follows; thus 
2n II 
= s I L( C,) da dj?. 0 0 
m7/59:3-3 
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So from (4.17) we get 
$ WE(~) dB = j$ j’” jn (UC,) + m(C,)) da d/3 
c 0 0 
1 1 
-2 I 
2n n n/2 
ss - 
271 sin 
mp dp du dp. 
0 0 0 p 
(4.18) 
In the following we write the right side of (4.18) in a completely different 
manner. 
For a plane C on c let C, be the orthogonal plane on c. We consider 
also the unit sphere S, of the Riemannian elliptic metric in the tangent 
space TcZL(P3) at the Ifole point C,, E Z, ; furthermore let Ys be the 
restricted Minkowski function onto SCrl, resp. let A’P” be the restriction 
of the function AT2 onto ScZi. 
We introduce also a polar coordinate system (Y, y) on this unit sphere as 
follows. The plane C, “intersects” the sphere in a circle K(y) (parametrized 
by the elliptic angle y) which contains all the unit vectors in r,l(P3) 
tangent to C,. (See Fig. 16.) Let J? be one of the pole points (the north 
pole of the equator K) of K(y). So the r-parameter is the spherical distance 
from K, furthermore the y-parameter is determined by the angle 
parametrization y of K in the usual manner. 
We will show that the right side of (4.18) is 
where the value 0(.X,, Cc,-) w.r.t. C, is defined by 
a(.Z’,, Cz,) := & A=Y’:,+-& jz” j 
742 1 cYA=~~ 
- ~ dr dy. (4.19) 
0 0 cos r & 
In fact, let us note that the lines lying on C,, are just the lines which 
intersect Z orthogonally; furthermore the polar line coo, of C points in the 
FIGURE 16 
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direction of k at C,,. Moreover we can project the sphere SC-, onto Z by 
these lines such that the points with the parameter (I, y) resp. (r + n, y + 7~) 
are projected to the point with the parameter (p = 71/2 - r, M. = y). On the 
other hand from (3.9), m(P) = T’(P) + UfJP) follows for a point P E Z, 
where P E S, is the unit tangent vector of the line PCr, at C,,. We also 
have 
I 
so we can compute the right side of (4.18) with the help of the function 5?’ 
as follows. 
From the above considerations we have 
2n n n/2 
s IS 
1 - -m,dpdudfl 
0 0 0 sin p 
=3lb’“(s,‘“i‘,“:‘(--&~-(&F),)d’dy)dj?. (4.20) 
As P” is an even function fKcy) Zc,=z,2 dy =O; furthermore by the 
L’Hospital rule we get 
(4.21) 
Thus we have the equation 
from (4.18), (4.20), and (4.21) by a simple calculation. 
The function ~(2, P) can be defined for a plane Z at a point P E C in a 
manner similar to that above. If S, denotes the unit sphere in the tangent 
space TP(P3) with the circle K(y) and pole point k and with the polar 
coordinate system (r, y) as before (see Fig. 17) then o(C, P) is defined by 
’ T  a(E, P) := g A -4ysp:,+& I;= j; & ““‘,;” dr dy. (4.23) 
FIGURE 17 
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From the above considerations it is obvious that 
(4.24) 
Fjih Step: The Function a(L’, P) Is Constant along C 
For proof of the statement (in the title) we consider a line g(s) in C 
parametrized by the elliptic arc length s. The set of tangent spaces T,(,,(p3) 
along g(s) forms a 4-dimensional submanifold in the tangent bundle T(P3). 
Let {e,(s), e*(s), e,(s)} be a local differentiable orthonormed basis field 
along g(s), such that cl(s) is tangent to g(s) and e2(s) is tangent to 2. So 
the vector fields e,(s), i= 1, 2, 3, are parallel along g(s) (in P3); further- 
more we can define a coordinate neighbourhood (s, y’, y2, y3) on the above 
4-dimensional submanifold in such a way that the coordinates of a vector 
XE Tg(,,(p3) with X= Zyiei(s) are (s, y’, y2, y’). Let X(s) be an arbitrary 
parallel unit vector field along g(s). From liiik = lik, j (see formula (3.5)) we 
have 
aA’2’(X(s)) aATQ 
as =a?i' i.YW' 
(4.25) 
where Q = $ZvrU,, is a homogeneous odd function of degree 2 in any 
tangent space T,,,,(P3). So we get 
WZ g(s)) = 
as (4.26) 
where S, is the unit sphere in T,,,,(P3) with the main circle K,(y) and north 
pole I?(s) w.r.t. C as in the previous step (see Fig. 18). The function A’Q is 
a homogeneous function of degree 0 in the variables (y’, y2, .v3). So it is not 
hard to see that 
aAT, sin y aAT Q”$ 
F/S, 
= -- ~ 
sin r ay fcos y cos r y, 
where ATQss denotes the restriction of A’Q onto S,,. 
FIGURE 18 
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Thus with a simple calculation we have 
1 2n 
20 s 
x/2 
s 0 
1 a2AT Q 
- COST 1 aray dr dy 
,s, 
The function aAT Qss/ar is even on the circle K,(y); therefore 
cos y aAT Qss/ar is odd on K,(y). Using the L’Hospital rule we get 
1 d2ATQ 
cosr m& 
dr dy 
= lim - 
r-0 Q &r(Y) 
ctgrATQszdy-j:n cosy y dy 
/r = 0 
= -2 j2ir ~0s y y dy 
0 /r = 0 
= -2 j2n cos2 c( 9 dy - 2 j2n cos y sin y 2 dy 
0 /d(s) 0 /k(S) 
= -271 f$ ,(,), 
KJ 
where K,,(y) is the circle on S, around k(s) with elliptic radius r. From 
these the equation 
wc, g(S)) = o 
as 
(4.27) 
follows, which means that the function a(C, P) is indeed constant along L. 
We denote this constant value for Z by a(Z). 
Sixth Step: wE(L’) = o(C) 
The planes through a point form a projective plane in which the lines are 
the plane sets, lying on a common line. If we consider the density functions 
oE resp. rr as the functions of this projective plane, then the integrals of wE 
resp. o are equal on every projective line. By a well-known theorem of 
integral geometry the identity oE= o follows. 
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Seventh Step: fc o(C) dp = oE(c) (the Density of c) 
On the line c let us fix a point P, and let us consider in TP(P3) the unit 
sphere S. The unit tangent vector of c at P points to 8?, the polar circle of 
which is K. The normal vectors of planes lying on c point to K; more 
precisely, these planes can be identified with the antipodal point pairs of K. 
Let SE K be such a point referring to a plane .Z and let us denote the den- 
sity a(Z) by G(S). For a fixed S we introduce two polar coordinate systems 
(p, c() resp. (x, /I) on S with the poles S resp. k such that p resp. x is the 
elliptic distance from S resp. k, and a resp. /I is the angle to K resp. to the 
arc Sk (see Fig. 19). 
We introduce also an axial symmetric (w.r.t. c) Minkowski function 
Z?(x, 6) on S by the average of Y”, 
(4.28) 
and we define the density 6(S) w.r.t. .J?’ by 
r?(S) = & Ar~,s + $ j;r j;, & 7 dp dol. (4.29) 
It is obvious that 5(S) is constant along K; furthermore fC a(Z) db= 
27rc?( S) holds. 
On the other hand from 
cos x = sin c( sin p, 
n/2 
sin fi = 
sin p cos a 
s 
cos x 
Jl - sin2 CI sin2 p’ 0 1 -sin” cos’ /I 
d/3=; 
FIGURE 19 
HILBERT’S FOURTH PROBLEM, I 221 
we have 
cos x aAT P 
1 - sin2 a cos2 /? 
- dx d/J’ ax 
=& (ATp,s- AT~,$+ Arp,,) 
=& ATpIk=& AT+=& wE(c). 
So we get 
Q GJ 4 = WE(C) (the density of c). (4.30) L 
Eighth Step: 2’= L?* 
Let us consider a two-edge E in the dual space of P3 bounded by the 
planes C, , C, with the elliptic angle PO. (See Fig. 20.) The p*-measure of E 
is 
P*(E) = j;’ j; j;;,, I sin p cos p\ oE dp da d/?, (4.31) 
where (a, j?, p) is the cylindrical coordinate system introduced in reversed 
steps. Now let us turn Z, to Z:, , so we have lim,,, a(E)/Po = I=, sin p 
wE dE, where dE is the elliptic area element on C, and p is the elliptic dis- 
tance from the line I= C, n C,. Let S, resp. S2 be the pole point of C, resp. 
C, and e be the unit tangent vector of the line SlS2 at S,. (See Fig. 21.) 
Let us consider also the unit sphere S in T,,(P3) so that e points to the 
FIGURE 20 
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FIGURE 21 
point k, E S and let us introduce a polar coordinate system (r, y) on S with 
the pole point k,. The above limit is just 6p*(Si, e) and by the right side 
we have 
6p*(S1, e) = js oE cos r dE, (4.32) 
where S is the half-sphere with centre k,, dE is the area element of S and 
w,(o), Q E S is the density of the plane through S, whose normal vector 
points to @. By the well-known Cauchy formula we have [S] 
(4.33) 
where K, is the main-circle boundary of S. On the other hand by the 
previous step Ar9’* = AT9 follows, so we have oW* = 9 by Proposition 
3.2. This proves the Pogorelov theorem for the elliptical case completely. 
Ninth Step: The Parabolic resp. Hyperbolic Cases 
The desired volume vol B( P, R) of a ball lying in D* = P*3\D** cannot 
be computed with (4.3) in the cases considered because of the existence of 
the “hole” D** = P*3\,D*. In spite of this fact the proof is rather simple 
using the other details. 
In fact, let us define the density oE(C) of a plane intersecting D by the 
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value a(& P) = a(X) defined in (4.23). This value is also constant along C 
in this case, by the computations of the fifth step. We also have the 
equation 2 = Y* by step 7 resp. 8; i.e., the set function generated by 
wE dW*3 is the extension of the p-measure of the two-edges. This extension 
is unique by steps 9 and 6, which proves the theorem completely. u 
A similar elementary proof is very lengthy in the higher dimensions, and 
it leads to a tiring computation, especially in steps 4 and 5. Another 
problem is that the method discribed in the 3-dimensional case can be 
generalized only for the odd-dimensional cases and we need to use another 
method for the even-dimensional cases. 
In fact, in the 2-dimensional case, for example, the function lpP,(x) 
(constructed in the same way as in the space) is (pP,(x) = arc sin(tg r ctg x); 
i.e., the variables r and x are not separated as in the 3-dimensional case, 
where (pP,(x) = 2~ tg r ctg x. This is the problem in any even-dimensional 
case, and for this reason it is impossible to compute the characteristic 
function x(B(P, R)) from rpP,(x) by a simple derivation only. In spite of 
this, the x(B(P, R)) can be computed for the odd-dimensional cases 
(n = 2k + 1) by a formula which contains only the first kth derivatives of 
cpP, w.r.t. r. 
The following method seems very attractive initially in the even-dimen- 
sional cases. 
Let us consider a simplex S of dimension 2k in P”‘. Any l-dimensional 
edge 8’ of S determines a (2k - I)-edge bounded by the side hyperplanes of 
S which lie on 6 and also cover S. Let Z,, -, be the sum of the charac- 
teristic functions of these (2k - I)-edges. By a well-known classical formula 
the characteristic function x(S) of S is 
~(S)=i{(-l)~~&~+ ... +(-1)2C2-(2k-1)Co}, (4.34) 
where Z, is the characteristic function of P2”. We mention that such a for- 
mula does not exist in the odd-dimensional case as the Euler characteristic 
of a space PZk+ i is 0. 
The above formula can be used to determine the desired p-volume p(S) 
of S, if we note that the desired p-integral of the function ,X2,+ 1 can be 
determined by the method used in the odd-dimensional case, and if we use 
induction to determine the desired p-integral of the functions C,!. Now if 
we try to extend this “measure” of the symplices onto the Bore1 sets of P2“ 
in the usual manner, we face major difficulties. The main problem is that 
the volume p(S) is not non-negative in general; thus the classical extension 
procedures of measure theory cannot be used here. We can escape these 
difficulties if we use the values p(S) to determine a density function wE (as 
in the odd-dimensional case) and then show that the set function generated 
by wE f12’ is the extension of the p-measure of the two-edges. 
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On the other hand there exists a much simpler way to carry out the 
proof in the even-dimensional cases, namely by reducing these cases to 
odd-dimensional ones. 
By Busemann’s theorem [9, lo] any n-dimensional Desarguesian space 
R can be imbedded as a hyperspace into an (n + 1)-dimensional 
Desarguesian space R* such that the restriction of the metric of R* to R is 
the given metric in R. 
Now if we extend a 2k-dimensional Desarguesian space R into a 
(2k + l)-dimensional Desarguesian space R*, we get an extended set 
function ,u for R by a certain projection of the extended set function p* of 
the space R*. The uniqueness of this extension of p is guaranteed by the 
existence of the values p(S) for the simplices. 
The above “certain projection” plays an important role in the second 
proof, so we give the exact form of this notion in the following sections. 
We do not give further details of this elementary proof in higher dimen- 
sions as the second proof gives a simpler and clearer consideration in the 
general dimensions. 
5. AN EXAMPLE OF A DESARGUESIAN SPACE WHICH CANNOT 
BE CONSTRUCTED BY THE BLASCHKE-BUSEMANN CONSTRUCTION 
In the previous section we proved the Pogorelov theorem under a 
specific condition of differentiability, namely that the space be of class C5 in 
the 3-dimensional case. Next we shall see that such a condition is necessary 
for the theorem, as we construct a Desarguesian space which is not smooth 
enough and cannot be constructed by the Blaschke-Busemann construc- 
tion. In the following sections we shall see, too, that such spaces can be 
constructed by a more general construction, using distributions. 
Before we construct the example let us consider a continuous and 
nowhere differentiable real function u(x) on the closed interval [0, 11. B. L. 
Van der Waerden constructed the simplest example of such a function, 
namely the function 
O" (4"x) 
u(x) := c 4"' 
Fl=O 
(5.1) 
where { y } (y E R) means the distance of y from the closest integer. For any 
interval (xi, x2) c [0, 11, 0 d xi <x2 < 1, let us order the real number 
Ilx1x*ll := 4x2)- 4x1). (5.2) 
This interval function is finitely additive. Next we show that this interval 
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function cannot be extended into a completely additive set function of the 
Bore1 sets of the [0, l] interval. 
Indeed, the total and the positive, resp. the negative, variations of u(x) 
are defined on an interval [a, b] G [0, l] by 
T,C4bl := SUP i IaJ-4xk-lN, 
A k=l 
P,[&b] := sup 2 [~(xk)-u(xk-l)l+, 
A k=l 
N,[a,b] := sup 2 [u(‘-%)-“(x,-l)]-, 
A k=l 
where the supremum refers to any partition 
A= {a=x,fx,6 ... <x,-~<x,=~) 
of the interval [a, b]; furthermore c1+ resp. CI- is defined for a number 
acR by 
a+ := $([a( +a); a- := $(lal -a). 
As u(x) is nowhere differentiable, T,[u, b] = cc holds. On the other hand 
from T,[u, b] = P,[u, b] + N,[u, b]; P,[u, 6]- N,[u, b] = u(u) - u(b) 
(= finite) P,[u, b] = co, N,[u, b] = co follows. So, for any positive number 
Q > 0, a system 
J I,..., Jm s Cc bl resp. J; ,..., J:, G [a, b] 
of disjunct intervals exists for which 
holds. 
kzl IiJkll >Q resp. kcl ii5611 < -Q 
Now let us consider a system A,, A, ,..., A, ,... c [0, l] of infinitely many 
disjunct intervals in the interval [0, 11. In the first interval, A 1, let us take 
a system 
J’ = J; ,..., J;, c A 1 
of disjunct intervals for which 
IIJ’II := 2 llJ:II >Q 
/=I 
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holds; resp. in the second interval, A,, let us take a disjunct system 
J2 = Jf,..., J;, c A, 
of intervals for which 
IIJ’II + l/J211 := IIJ’II + ? IIGII < -Q 
I= I 
holds. Let us continue this procedure in such a way that 
II J’(I + . . . + II J2” + ‘II > Q, 
~~5’~~ + ... + llJ2”+*11 -=z -Q 
hold. So for the Bore1 set 
J’uJ2uJ3u ... =J 
of disjunct intervals the series of values 
,gI II J’ll 
is not convergent, which shows that the interval function cannot be 
extended onto the Bore1 sets of [0, l] in a completely additive manner. 
In the following let u(x) be a non-negative, continuous, nowhere differen- 
tiable function defined on [0, l] such that the integral JI: u(x) d-x is positive 
for any interval 0 <a < b d 1. For example, let u(x) be the Van der Waer- 
den function defined before. We deline the central symmetric function w(x) 
on the whole real line I&’ by 
1 
w(x) := - 
I +x2 u(e 
- W), 
So w(x) is a non-negative integrable function on R for which the integral 
JS: w(x) dx; - cc < a < b < +co, is always positive. Let 
O<D:= I”’ w(x)dx<m 
~ ‘C 
(5.4) 
be the total integral of w  on R. 
We mention, too, that the interval function 
I/a, bll :=w(b)-w(a), 
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-co <a < b < CYJ, cannot be extended onto the Bore1 sets of R as W(X) is 
also nowhere differentiable. 
First we construct a 3-dimensional elliptic Desarguesian space with 
the help of w(x). Note that this space will not be the example; rather the 
example will be a 5dimensional one constructed with the help of this 
3-dimensional space. 
In the 3-dimensional euclidean space R3 let us take the central symmetric 
function 
1 
w(r) := - 
1 +r2 
o(e- I/‘), (5.5) 
where r is the euclidean distance of a point from the origin 0. The restric- 
tion of w(r) onto a line 1 through the origin is denoted by w,(t) = 
(l/(1 + t*)) u(e-““l), where t is a euclidean signed parametrization on I 
with the origin at the space origin 0. Let P, be the orthogonal projection of 
a point PE R3 onto such a line 1 and let P,Q, be the orthogonal projection 
of a line segment m onto 1. At least let us define the value V(P,, Q,) by 
VP,, Q,) := j’(” w,(t) dt if t(P,)G r(Q,); 
HP/) 
(5.6) 
VP,, Q,) := J’(“) w!(t) dt if t(Q,) d t(P,). 
l(Q/, 
In any case V(P,, Q,) > 0 holds. 
Now we define the distance of P and Q by 
W’, Q, := [ UP,, Q,, 4 (5.7) 
where dl is the usual invariant projective measure on the lines through the 
origin such that the measure of the whole line set is 2n. 
If we consider IX3 as a euclidean subset of the 3-dimensional projective 
space P3 we extend this distance onto the ideal points (lying in the infinite) 
in the following manner. If Q, is an ideal point and P is a real point then 
d(P, Q,) is defined by the above integral formula, where Qoo, is always the 
ideal point of 1. 
Furthermore let c( be the angle between the directions determined by two 
ideal points P, resp. Q,. So the distance d(P, , Qm ) is defined by 
d(P,, Qm) := 2crD. (5.8) 
It is clear that the following statements are true: 
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The metric d(P, Q) is continuous and d(P, P) = 0, d(P, Q) > 0 hold if 
P#Q. 
The metric is additive on the lines, and the strictly triangle inequality 
holds. 
The isometry group of this metric space is just the orthogonal group 
O(3), which leaves the origin fixed. 
We mention that Busemann used a similar construction for certain 
Desarguesian spaces of parabolic type in [lo]. 
The distance function L(P) : = d(0, P) from the origin can be written in 
the form L(r), where r is the euclidean distance of P from the origin. For 
this function we get 
L(r) = 2n jn’* 
s 
1 
sin c1 V(r cos a) dcr = 2n V( rz) dz 
0 
27T r 
=- 
s V(t) dt, r 0 
(5.9) 
where V(t) is defined by 
V(t) : = j-1 w(x) dx. (5.10) 
So the function L(r) is of class C*; furthermore 
V(r) = & (L(r) + rL’(r)), 
\ 
(5.11) 
w(r) =& (2L’(r) + rL”(r)) (5.12) 
hold. 
Let us mention again that the above metric space is not the desired 
example, because it can be proved that this space also comes from the 
Blaschke-Busemann construction. We get an example (i.e., which cannot 
be constructed by the Blaschke-Busemann construction) if we extend this 
metric onto the 5-dimensional projective space lP5 in the following manner. 
We consider R3 (resp. P3) as a subspace in R5 (resp. in P’). The 
orthogonal group is considered as the group acting on P5 with the fixpoint 
at the origin in the natural manner. Let us move an arbitrary point pair P, 
Q of P5 by a transformation cp E O(5) in P3 and let us define the distance 
d(P, Q) by 
d(P, Q) : = d(cp(f’), v(Q)). 
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So we get a 5-dimensional Desarguesian space again, because any triangle 
is contained in a 3-dimensional subspace lying on the origin. The distance 
of function L(P) = L(r) from the origin is the same as in the 3-dimensional 
case. 
We show that this 5dimensional Desarguesian space does not come 
from the Blaschke-Busemann construction; more precisely the p-measure 
of the two-edges defined by d(P, Q) in the dual space P*5 cannot be 
extended into a completely additive set function of the Bore1 sets of PJ*~. 
First we show that a unique continuous function p(r) exists, with which 
the function L(r) can be constructed in a manner similar to that in the 
3-dimensional case in formula (5.9). That is, L(r) can be written as 
L(r) = r, y2 sin3 c1 r( r cos a) dor. (5.13) 
Jo 
Indeed, as L(r) is of class C2, a simple calculation shows that this unique 
function V(r) is 
V(r) =& (3L+ 5rL’+r2L”)=& (3L+ 3rL’+ 27mv(r)). 
4 4 
Let us note that v(r) is a nowhere differentiable continuous function 
since w(r) is the same one. So the interval function 
IIU, bll = F(b) - Qu); Q<a<b<oo, 
cannot be extended into a completely additive set function of the Bore1 sets 
of the half-line [0, cc). 
By indirect assumption we assume that the p-measure of two-edges 
defined by d(P, Q) can be extended onto the Bore1 sets of B*5 in a com- 
pletely additive manner. We consider the situation in the adapted coor- 
dinate system lF@, and we identify the hyperplanes with the pole points. 
As the metric d is invariant under the action of O(5) the set function ~1 is 
also invariant under the action of O(5). So it is not hard to see that p 
would be the direct product of the form p’(R) x dfl in the polar coordinate 
system (R, 0) of R5, where p’(R) is a completely additive set function on 
the Bore1 sets of the half-line [0, m); furthermore d0 is the area measure of 
the euclidean unit sphere S4. Let Q(R), R>,O, be the $-measure of the 
half-line [R, co). So the p-measure of a half-space bounded by a hyper- 
plane A is je Q(R(tl)) de, where R(0) is the intersection point of A with the 
line which lies on the origin and points in the direction 0. The set function 
$ is just the extension of the interval function, 
IF, 5 Rzll : = Q(R,) - Q&h O<R1<R,<oo. (5.14) 
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-, R(B) 
R(B)EA 
of b 
at the inversion 
t&E)) + (&O) 
FIGURE 22 
-. 
On the other hand if we consider a line segment OP m the space R5 (0 is 
the origin of Iw’) which has the euclidean length r then the pole points of 
hyperplane, intersecting m, form a half-space whose boundary plane A is 
at the distance l/r from the origin. Furthermore the sphere with the 
diameter m is just the reflected image (w.r.t. 0) of the sphere, which is the 
inverse image of the hyperspace A (see Fig. 22). So we get 
L(r) = r, {off’2 sin3 EQ (i cos a) da. (5.15) 
By formula (5.13) we have v(r)= Q(~/Y), so the function Q(R) is a 
nowhere differentiable continuous function. This is a contradiction, as the 
interval function I/ , 11 defined in (5.14) cannot be extended onto the Bore1 
sets of the half-line under such a condition. This proves that the space con- 
sidered cannot be constructed by the Blaschke-Busemann construction. On 
the other hand we shall see in the fifth step of Section 8 that such a space 
can be constructed by a distribution. 
6. THE METHOD OF THE FOURIER TRANSFORM 
Now we turn to a new method, which shows a better way to construct 
the distribution for a general continuous Desarguesian space. 
It is a well-known fact that a finite measure p < cc in R” can be 
reconstructed from the measure of all the half-spaces. Such a reconstruction 
can be done by the Plancherel formula of the Fourier transform in the 
following manner. 
Let g be a line through the origin and let ,ug be the orthogonal projection 
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of /J onto g; i.e., the pg-measure of a Bore1 point set A of g is defined by the 
p-measure of the point set in R” which is covered by the hyperspaces of R” 
intersecting g at the point of A orthogonally. The function x -+ e’<“,‘> 
(t E R” is fixed) is constant along the hyperspaces of R”, standing 
orthogonal to the direction of t, so the Fourier transform 
Pw=jR” ei-> d/i(x) (6.1) 
of p can be written as 
(6.2) 
by the Fubini theorem, where g,(x) is the line through the origin, pointing 
in the direction oft, parametrized by the euclidean signed arc length x with 
g,(O) = 0 and gt( t) = t. 
As the measures ,D~, are uniquely determined by the measures of the half- 
spaces, the Fourier transform p of p is determined by these half-space 
measures. The reconstruction of p can be done by the Plancherel formula 
s 1 fdp=o” R” 13 -w 96) k 
where f is a Cm-function with compact support in R”. 
This formula is also useful in our examination to the question: 
Under which condition can a given measure of half-spaces be extended into 
a completely additive set function of the Bore1 sets? 
Let us note that (6.3) defines only a distribution for a half-space measure 
in general. 
We summarize our main ideas concerning the next considerations in the 
following manner. 
In the elliptic case we consider the p-measure of all half-spaces in an AE 
coordinate system, and we show that it can be extended into a completely 
additive set function of the Bore1 sets under certain differentiability con- 
ditions. Then we show that the p-measure of a two-edge is equal to the 
value measured in this extended set function. We mention that the strictly 
triangle inequality plays an important role in both steps, as we reduce the 
considerations in both steps to the 2-dimensional case. 
The parabolic and hyperbolic cases are a little more complicated, and we 
modify the above procedure for these cases. 
As we shall see, the p-measure of the half-spaces can be extended onto 
the Bore1 sets only under certain conditions of smoothness of the metric. In 
607 ‘59 ‘7.4 
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general the Plancherel formula (6.3) defines only distribution. On the other 
hand we would like to make it clear that it is impossible to define a metric 
from a usual distribution, as we have no information about the “integral” 
of the characteristic functions of the two-edges w.r.t. a usual distribution in 
general. Therefore the distribution, which we construct for a general con- 
tinuous Desarguesian space, will not be a usual one, and it will not be 
defined by formula (6.3). This Plancherel formula only shows that we have 
to go in the direction of the distributions in the general continuous cases. 
Now we turn to the details of this section. 
Let { g}O be the set of lines in 08” through the origin 0. On any such line 
ge { g}O let us consider a finite measure pg. For a point PE R", 
PE g (E {g],), 9(P) denotes the pL,-measure of the segment op. 
The set {pLg) of the measures pLgr g E {g},, is called a continuous half- 
space measure if it satisfies the following conditions: 
1. LB(P) is a continuous function on IF!” with 9(O) =O. 
2. The pg-measure of the whole line g is finite and constant, say 
p,(g) = K< co, w.r.t. the lines gE {g},. 
3. 9(P) is a strictly monotone increasing function on any half-line g, 
with the endpoint at the origin 0. 
The p-measure of a half-space Q c R” w.r.t. {Pi> can be defined in a 
natural manner. Let g E {g},, be the line standing’ orthogonal to the boun- 
dary hyperspace of Q. Then p(Q) is defined by p(Q) := pJSZn g). 
The generalized density of a continuous {Pi} is defined by the functional 
qdf) := i,” &xl C(x) A, 
where fi is defined by (6.2) and f is a real function in R” of class C”+ r with 
compact support. 
The Ck-norm I\ f/jk, 0 < k < n + 1, of such a function S is defined as usual 
by 
The function g(x) is a continuous bounded function in R” with j?(O) = K, 
Ifi 6 K, fi( -x) = p(x). On the other hand the Fourier transform f(x) of 
the above function f is a decreasing one of order 0( l/r”+ ‘); i.e., the 
function I? + y 1 is bounded, w  h ere r is the euclidean distance from the 
origin. Therefore the functional L,(f) is continuous w.r.t. the C*+‘-norm 
between the functions f of class C”+r whose supports are contained in a 
common compact subset of R”. 
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We introduce also some differentiability conditions for a half-space 
measure {p,>. 
Let (r, 13) be a polar coordinate system in R”, where r denotes the dis- 
tance from the origin and I3 represents the points of the unit sphere S”-’ 
with centre at the origin. We introduce two kinds of parametrization on 
any line gE {g},. The parametrization g(t) denotes the signed 
parametrization by the euclidean arc length t with g(0) = 0; furthermore 
g(a), where a = arc tg t, denotes the corresponding signed elliptic 
parametrization of g. Then (1 al, 0) denotes the corresponding elliptic polar 
coordinate system in R”. 
A continuous half-space measure (pLg} is called of class Ck elliptically if 
1. the functions sgn(a) 9(lal, 0) are of class Ck on any line g(a), with 
the bounded derivatives 
(6.6) 
2. the functions 
are continuous functions on the 
the origin. 
polar coordinate space ( Ia I,@ excluding 
In this case all the derivatives 
(6.7) 
co&) : = d w(t) 9,&t) 
dt 
= dw(a) Wbl, 0) 1 -. .&k-l) := dk sgn(t) .%(t) 
da 1 + t2 ‘...’ g dtk 
are integrable on any real line g(t), as the functions 
ItP+2cop)(t)l; p = o,..., (k - l), (6.8) 
are bounded by the assumption 1. The function o,(t) 20 is called the 
projected density of {pg} on g E { g}O. 
A half-space measure {pLg} is called of class Ck if it is of class Ck ellip- 
tically and furthermore the function 9(P) is of class Ck on KY’\0 in the 
usual sense. 
It is not hard to see that the p-measure of half-spaces w.r.t. an elliptic 
Desarguesian space of class Ck defines a half-space measure {pLg} of class 
Ck in the above sense in any AE-coordinate system; therefore the restric- 
tions (6.6) and (6.8) are natural in our considerations. 
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Finally, let f be a continuous decreasing function of order 0( l/Y+ ‘) in 
[w”. Its Radon transform fR(r, (?) is defined in the usual manner; i.e., fR(r, 0) 
means the integral off on the hyperspace which intersects the half-line to, 
0 < t < cc, at the point rB orthogonally. 
PROPOSITION 6.1. The generalized density L,( f ) of a half-space measure 
{pg} of class Cn+* (in R”) is a continuous function; i.e., a uniquely deter- 
mined continuous function o(x) exists, for which 
L,(f )= jRnf(x)W(X)~ (6.9) 
holds for any continuous function f with compact support. The function OJ is 
computed in formulas (6.17) and (6.18) for the odd- and even-dimensional 
cases, respectively. 
Proof From (6.2) and (6.8) we have 
(-,y+’ cc 
= jn+1 
t 
n+l i 
ei’-‘oj,J + l’(x) dx; (6.10) 
~ cc 
i.e., the function ji is a decreasing function of order 0( l/r”+ ‘). This measn 
that the functional 
1 
- L,(f) = (2n)” s J;(x) F(x) dx Iw” (6.11) 
can be defined for the continuous functions f with compact support. 
Furthermore it is continuous w.r.t. the CO-norm between the functions the 
supports of which are contained in a compact subset of [w”. Therefore L, 
defines a completely additive set function of the Bore1 sets of any bounded 
ball Bc 08” by the Riesz representation theorem. 
We show that this set function has a continuous density function w.r.t. 
the Lebesgue measure of [w”. 
First we show the statement in the odd-dimensional case, i.e., for 
n=2m+ 1. 
In the polar coordinate system (r, 0) we have 
1 
LP(f)=~j j s”-, om T(r, 0) fi(r, 0) rn-’ dr dtI 
(6.12) 
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where s”- ’ is the projective space determined by the antipodal points of 
S”- ‘. The function P(t, 6) t2m, on any line go(t) pointing in the direction of 
6, is the Fourier transform of the function ( - 1)” o$“)( t) by the properties 
(6.8). Furthermore the function f(t, 6) on g@(t) is the Fourier transform of 
f%e(t,. Thus by the l-dimensional Plancherel formula we get 
(6.13) 
Let B(P, Y) be a ball with centre P and radius r in Iw”, whose charac- 
teristic function is denoted by X~(~,~). By (6.13)-using the Lebesgue 
dominant integral theorem-we get that the p-measure of B(P, r) can be 
computed as &,(x~~~,~, ). Let PO be the t-parameter of the orthogonal 
projection of P on gQ(t). Then the Radon transform of xBCP,rI is 
XB(P,r)R(4 6 = r*,(r2 - (t - Pd’)” if (t - Pg)2 6 r2 
=o if (t - Pg)2 > r2, 
where r, denotes the volume of a k-dimensional unit ball in I@. Therefore 
the p-volume of B(P, r) is 
m  -- 1 
+ (- 1)” C l.,r”-“(( - l)m+p w~;-p-lJ(PB+ r) 
p=o 
-a$.::-“-“(PO-r)) (6.14) 
where pLge( PO - r, P, + r) is the pgO measure of the interval [ PB - r, PO + r] 
on go(t); furthermore the constants 1, are 
lp= 5 (-)‘(m+p)’ 
I=0 . (2 ,>(3 
Let us note that the functions 
(6.15) 
VP, r) VP, r) VP, r) 
-’ 7-‘- r rn 
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are continuous in the variables P and r > 0, which have the limit 
lim VP, r) 
- = .  .  .  = lim - 
WY r) = o 
i--r0 r r-r0 r2m ’ 
lim Up9 r) (-l)“rti 
-= 
r-+~ r* 5 (27t)2” s 
ugm”‘( PO) do. 
The function 
O(p) := g j 
s 
u~m)(PB) do 
(6.16) 
is also continuous, and it can be seen-by the Lebesgue dominant integral 
theorem-that the p-measure of a convex bounded domain D is 
P(D) = !‘fmo jD & 
n 
V(P,r)dP=/ o(P)dP, 
D 
i.e., the set function p has the continuous density o described in (6.17). 
This proves the odd-dimensional case completely. 
In the even-dimensional case (when n = 2~2) we get a different formula 
for the continuous density function, namely the formula 
W(p)=(-l)Y,-l)! 
j 0 
1 
(2~)” s ,x (t- Pgp “ge(PB + t) + qo(Pg - t) 
t2 n 7 
-2 Wm(P@)+~~~;)(PB)f ‘.. +(nf--;)! o~-~‘(P~) do. 
(6.18) 
The main details are the same here as before; therefore we only sketch the 
proof. 
Let q,(x) be the function in RZm defined by 
cp,(x)~l e-*2/@*-IxI~) 
CS 
if 1x1 <6 
=o if 1x1 26, 
where cg = JR” e 
JI(t)/27cltp-’ 
-62/(s2-‘x’2) dx. Its Fourier transform is of the form 
on a line gg(l), where T(r) is the l-dimensional Fourier 
transform of the function 
m-1 
fact) =JIn--2 i;. U(t’+ ‘c~a(ge(l))l”))(~l)‘, 
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where the constants bi are defined in (8.10); furthermore the function trans- 
formation p(t) --t p(:)(t) is defined by p(:)(t) = l;/2 ~(t sin a) da. Thus from 
(6.13) we have 
Ucpd = s s f&) P,&) dr 4 
s 
and we get the right expression (6.18) for o(O) by the limit 6 + 0. We get 
the expression (6.18) for a general point P if we change the origin in the 
above procedure. The details are left to the reader. 
At this point we have finished the proof of the proposition. 1 
We mention that the density function o is not an integrable function in 
general; it is only square integrable. Therefore the set function with the 
density m cannot be considered as the extension of the half-space measure 
{cl,>. 
It is rather trivial to see that a half-space measure such as {pg} above 
can be extended into a bounded set function of the Bore1 sets if the density 
function o is a decreasing one of order 0(1/r”+ ‘). In fact, in this case the 
integrable function o has the Fourier transform fi and thus the o-measure 
of a half-space is equal to the value defined by {Pi} in (6.2). Of course, this 
extension is uniquely determined in this case. 
In the following section we prove that the density w, constructed for a 
Desarguesian space of class c” + 2, is a decreasing one of order O( l/rk + ’ ). 
This is one of the problems about this construction. The other problem is 
that the above method can be used only for the elliptic case. Despite this 
drawback we describe a modification here, by which also the other 
Desarguesian spaces can be considered. 
Let {cl,} be a half-space measure of class C” + 2 in R”, as in the previous 
proposition, and let A be an arbitrary 2-dimensional plane through the 
origin 0. The restricted half-plane measure {pA8 > onto A is defined by the 
lines Ag lying in A. This half-plane measure defines a density function od in 
A which is of class C” + 2 by the formula (6.18). 
If o (constructed by {pg)) is a decreasing function of order Lo( l/r”+ ‘) 
then od is just the orthogonal projection of w  onto A. That is, cod(P), 
PEA, is the integral of o on the (n - 2)-dimensional subspace Ap’ inter- 
secting A at P orthogonally. In this case the function o could be con- 
structed from the functions od in the following manner (see Fig. 23). 
Let P E R” be a point and let C, be the (n - l)-dimensional hyperspace 
intersecting the line OP at P orthogonally. Any parametrized line g(f) in 
Z, through P with g(0) = P determines the plane A, lying on g and on the 
origin 0. Let ~~&t) be the restriction of the function odg onto the line g(f). 
The integral 
! o,,(t) dt (6.19) 
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FIGURE 23 
is just the integral of w  on the hyperspace Z, and thus {Gus) defines a 
half-space measure in C, if we consider all the lines g(t) in C, through P. 
Finally let us note that the function value w(P) is the value of the density 
function at P constructed by the half-space measure {w,,(t)} in Z,. That 
is, 
(6.20) o(p)=(-l)“-’ I 
d*” - *o,,(t) 
(27~) 2m-2 sz, dt2m-2 dg’ 
if n=2m, 
/I = 0 
w(p)=(-l)“(2m-1Y 
(27c)Z” o,,(t) + wLig( - t) 
-2 
t2m-2 
w,,(O)+ ... +(2m-2)! dg if n=2m+1, 
(6.21) 
would hold, where S, is the unit sphere in L’, around P and dg is the 
canonical measure on Sz,, . i.e., it is the invariant measure on the lines in 
Z, lying on P. 
The above consideration gives a method also for parabolic resp. hyper- 
bolic cases using the density functions wA of the planes for the construction 
of the density w  by the formulas (6.20) and (6.21). We also mention that 
such a function o is always a descreasing one of order 0( l/r” + ‘) for a 
Desarguesian space of class C” + 2. 
7. THE SECOND NEW PROOF OF THE GENERALIZED P~GORELOV THEOREMS 
THEOREM 7.1. Any n-dimensional Desarguesian space of class C”+ ’ can 
be constructed by the Blaschke-Busemann construction. 
4This statement is stronger than the original one; therefore we call it a generalized 
Pogorelov theorem. 
HILBERT’S FOURTH PROBLEM, I 239 
Proof We differentiate between two cases, namely the elliptic and the 
parabolic resp. hyperbolic cases. 
The Eliiptic Case. This case is very simple if we use the fact (proved in 
the following parabolic resp. hyperbolic cases) that the density o is a 
decreasing function of order O( l/r” + I). 
For simplicity we identify the hyperspaces with the pole points. Let us 
consider also an AE coordinate system UP on the space and let us consider 
the half-space measure {pLg} in R” defined by the p-measure of the half- 
space two-edges. The half-space measure {pg} can be extended uniquely 
into a completely additive Bore1 set function and let w  be the density 
function of this set function. Now we need only prove that the measure of a 
two-edge, measured by o, is equal to the p-measure of this two-edge 
defined by the distance d(x, JJ). 
Let E be a two-edge bounded by the hyperspaces 2, and Z,, whose pole 
points are P, and P,. Let us consider also the 2-dimensional plane d 
through the origin 0 which intersects the (n-2)-dimensional subspace 
C, n ,X2 orthogonally. (See Fig. 24.) By the property of the polarity Pi --t Zi 
the points Pi lie in d; furthermore the subspaces Zi, i= 1,2, intersect the 
plane d at the lines li orthogonally. The two-edge En A := Ed in A is 
bounded by I,, lz and it has the p-measure d( P, , P2) (measured in A), like 
the two-edge E in the space R”. 
Now let us consider also the density function od in A. This is just the 
orthogonal projection of o onto A (!). Thus the w-measure of E is equal to 
the w,-measure of E,. On the other hand (in the 2-dimensional case!) the 
o,-measure of Ed is equal to d(P,, P2) by the elementary proof given in 
the 2-dimensional case. Therefore the o-measure of E is equal to the 
p-measure of E, i.e., to d(P1, P2). Thus the Bore1 set function with density 
w  is just the extension of the p-measure of the two-edges, which proves the 
theorem in the elliptic case completely. 
The Parabolic and Hyperbolic Cases. Now we prove that a parabolic or 
hyperbolic Desarguesian space of class C” + * can also be constructed by the 
Blaschke-Busemann construction. 
In this case the metric is defined on a convex subset D of an affme space 
A” c P”. Also, next we identify the hyperplanes with the pole points using a 
FIGURE 24 
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fixed elliptic Riemannian metric on P”. Let us introduce also an AE-coor- 
dinate system with the origin in D. The pole points of the hyperspaces, 
intersecting the open set D, form an open set D* which can be considered 
as the exterior of the closed convex set P"\D* = D**. The p-measure is 
defined for the two-edges lying in D* and we shall extend this measure into 
a completely additive set function p of the Bore1 sets of D*. Under the 
given condition of metric smoothness we construct the density function o 
of p w.r.t. the Lebesgue measure of the AE system. The density function of 
p w.r.t. the Riemannian elliptic measure will be denoted by oE. 
First we mention that it is impossible to construct the o by the 
p-measure of half-spaces lying in D*, in this case the p-measure is defined 
only for the half-spaces lying in the exterior of the “hole” 
D** := P"\D*. 
The simplest example of this fact is the function l/zk, k > 3, defined on 
the complex plane of complex numbers z. The integral of this function is 
zero on any half-plane which does not contain the origin. So it cannot be 
reconstructed by these half-space integrals. Thus we have to choose 
another method for the construction of CO, namely the method using in the 
previous section, where we constructed o by the density functions wd. That 
is, here, we also use the fact that the problem is solved in the 2-dimensional 
case. 
First we consider the 3-dimensional case. We mention the interesting 
phenomenon that this case is much more complicated than the higher- 
dimensional one, as we shall see later. 
Let us consider a plane S through the origin. (See Fig. 25.) If we consider 
FIGURE 25 
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it as a Desarguesian subplane, it has the density function ws w.r.t. the 
Lebesgue measure resp. the density function oi w.r.t. the Riemannian ellip- 
tic measure. If a density function o exists also for the 3-dimensional space, 
the orthogonal projection of o onto S (i.e., we integrate the function o on 
the lines orthogonal to S) wQuld be just the function c?, as we have seen in 
the elliptic case. Therefore it is obvious that the integral of the desired o 
may be defined on a line e, lying in D*, in the following manner. Let S = e’ 
be the plane through 0 intersecting e at e, orthogonally. So the integral 
se o de is defined by the density value &(e,,). 
The function o can be constructed from these line integral values as 
follows. Let A be a plane lying in D* and let us consider all the lines lying 
in A. As these lines are hyperspaces in A the half-space construction can be 
applied in A for the reconstruction of o in A. Let us note that all the 
assumptions for this half-space reconstruction are satisfied indeed. The dif- 
ferentiability conditions are valid trivially. Furthermore let A, be the 
orthogonal projection of the origin 0 onto A. R. denotes the euclidean dis- 
tance of A,, from the origin. The pole point P, of A lies on the line OA, and 
its distance from the origin is l/R,. Let L(P,) be the value of the 
Minkowski function of the (euclidean) unit vector tangent to the line P, A,, 
at P,. All the planes through the origin, standing orthogonal to A, lie on 
the axis P, A,,. If such a plane S intersects A in the line g(t), then 
I d(t) dt=L(P,) &T(r) 
holds. So all the lines g in the half-space measure {fig} have the same 
length, and thus the other condition is satisfied also. 
Let us note that the function o(P), for a point P E A, is reconstructed in 
this way by the Minkowski function dc,PA taking values on the tangent vec- 
tors with the basic point P,. More precisely let A, be the polar plane of P 
(see Fig. 26). As P E A, so P, E A, also holds. Let us consider also the ellip- 
tic (!) unit sphere G in the tangent space TPd( P”) with the parameterization 
(r, y) as in (4.23). From formula (6.18) we get, by a simple calculation, 
o(P) = 
-1 2n n/2 
s I 
1 
47c2(1 + R2)2 o 
- (PHI, Y) sin3 r - pE 
o cos’r 
dr 4, 
(7.2) 
FIGURE 26 
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where R is the distance of P from 0, and pE = Yr, + 2. So the density 
oE(P) w.r.t. the Riemannian elliptic metric is 
uE(P)= -$ Jo*“[~‘z ---& (Pdr. y) sin3r-pE(:, Y)) drdy. (7.3) 
Let us note that by (7.2), because of the factor l/(1 + R’)‘, the problem 
of asymptotic behaviour of u does not arise. 
We mention that the value wE(P) is equal to the value a(d,, Pd) defined 
in (4.23), which shows the following computation: 
sin r 
- (ATYG- AT6PG,r=n,Z) dr dy 
cos’ r 
+$2 s 2n ATT% n/2 4 0 
-1 2n n/2 
I s 
1 =so o 7 cos- r (pE sin’ r - P~,,=..~) dr 4 
1 2rr 74 
=--3 4?c s 
1 
0 i 0 coszy (pE sin3 r - pE:r=.,) dr 4. 
This proves the equation a(A,, Pd) = oE(P). The only problem with this 
construction of w(P) is that it can be constructed from several hyperplanes 
lying on P, so we have to prove that w(P) is uniquely determined by con- 
struction from several planes. This is equivalent to the property that the 
function o,(P)=o(A,, Pd) is constant along the plane A,, which is 
satisfied by formula (4.27). So we get that a density function w, whose 
orthogonal projection onto the plane S, through the origin 0, is just the 
density function c$ of S. This last statement can be proved in the same 
way as the similar statement in formulas (6.20), (6.21). 
In the same manner as in the elliptic case, we get that the measure of a 
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two-edge, measured by the density o, is equal to the p-measure of the edge 
defined by the metric d(x, v). This proves the statement in the 3-dimen- 
sional case completely. 
Now we turn to the higher-dimensional cases, first the 4-dimensional 
one. We mention that in this case the computations used in the 3-dimen- 
sional case can be avoided and the proof can be simplified considerably. 
In the 4-dimensional case the desired density function o can be con- 
structed in two different ways. 
In the first procedure we define the integral of w  on the 2- (= n - 2)- 
dimensional subspaces (lying in D*) by the density function of the 
2-dimensional subspaces (lying on 0) as in the 3-dimensional case, and 
then we construct the function o, first in the 3-dimensional hyperplanes, in 
the usual manner. 
In the second procedure we define the integral of o on the l- (= 12 - 3)- 
dimensional lines (lying in D*) and construct the function first in the 
2-( = n - 2)-dimensional subspaces lying in D*. 
Next we use both constructions in the proof. Let S resp. e be a 2-dimen- 
sional plane resp. a line lying in D*, and let S’ resp. e’ be the (unique) 
2-dimensional resp. the 3-dimensional subspace through the origin 0 inter- 
secting these subspaces orthogonally at the points S, resp. e,,. The integrals 
Js w  dS resp. se o de are defined as the density function value at the points 
So resp. e, defined for the Desarguesian subspaces S’ resp. e’. 
Now let us consider a 3-dimensional subspace d lying in D*. The 
integral values js w  dS w.r.t. the 2-dimensional subspaces lying in A define 
the function w,, in A constructed by the half-space measure. As in the case 
discussed above, asymptotic behaviour of w,~ presents no dilkulty, 
because the equation w,, = (l/( 1 + R2)5’2) oEid can be computed in this 
case also as in (7.2). Let us consider a line e in A. 
Now we prove that the integral of w,, on the line e is just the value 
Se w  de defined before; i.e., 
I w,dde= ode c I e 
holds. 
In fact, let A, be the orthogonal projection of the origin 0 onto A and let 
D be the 2-dimensional plane in A through A, intersecting e orthogonally 
(see Fig. 27). It is plain that the 3-dimensional subspace e-!- (through 0 
standing orthogonal to e) is spanned by the line OA, and by the plane D. 
So D n e = e, holds obviously. As we have seen, the density function o*,~ 
of the Desarguesian space el can be constructed on D by the following 
half-space construction. For a line g, through A, in D, let us consider the 
density function o, of the 2-dimensional Desarguesian space, spanned by 
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OA, and g, on the line g. Let pLg be the set function on g with the density 
function og. So we get o*,~ as the density function of the extension of 
{pLg} onto the Bore1 sets of D. 
On the other hand let S be plane in A intersecting g orthogonally. So S 
intersects also the plane spanned by OA, and g, orthogonally. Therefore 
g n S = So and js o dS = o,(S,,) follows. Thus the density a*,, is just the 
orthogonal projection of the density function ojA onto D. So we get 
Se o,,, de = Se o de, which proves the statement completely. 
Let us consider an arbitrary 2-dimensional plane L in A. The { eL> 
denotes all the lines eL. lying in L. From the values Se, w  de, we can con- 
struct a function in L by the half-space construction. From the above 
statement it follows that this function is the restriction of wiA onto L. 
Now let A resp. A* be two 3-dimensional hyperspaces in D* through a 
point PE D*. So the functions o,~, w,,* have the same value along the 
plane L = A n A* by the above considerations.’ Thus the density functions 
w,, are the restrictions of a uniquely determined density function o of D* 
onto the hyperspaces A. If Z is a plane through the origin 0, the 
orthogonal projection of the density o onto Z is just the density function of 
the Desarguesian plane Z. Thus the o-measure of a two-edge is equal to 
the p-measure of the edge defined by the metric d(x, y). This proves the 
statement completely in the 4-dimensional case. 
In higher dimensions the statement can be proved in the same manner 
using induction. For a general dimension n we define the integrals of o on 
the (n - 2)-dimensional resp. (n - 3)-dimensional subspaces and we con- 
struct the function on the (n - 1)-dimensional resp. on the (n - 2)-dimen- 
sional subspaces as before. The remaining steps are the same as those in the 
4-dimensional case and the proof is finished. i 
’ That is, the values constructed from Jeiw deL in L. 
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Finally we would like to emphasize from the above proof the following. 
In the first proof we used the Rap&k formula lilk = Ikli, which is of 
variational character. In spite of this, we did not use this formula in the 
higher dimensions, only for the 3-dimensional cases. As we have seen this 
formula can be omitted in the higher-dimensional ( 2 4) cases. 
8. THE CONSTRUCTION OF THE DISTRIBUTION L FOR 
THE GENERAL CONTINUOUS DESARGUESIAN SPACES 
In this section we construct a distribution L for a general continuous 
Desarguesian space from which the metric can be derived. So we have the 
most general constructional method by which we get all the Desarguesian 
metrics. First we construct several function spaces which can be taken into 
consideration as test function spaces. These constructions are divided into 
several steps. 
First Step: Cylindrical Functions of First Order 
Let g(t) be a line in Iw” parametrized by euclidean signed arc length t; 
furthermore let f(t) be a real function defined on g(t). We extend the 
function f(t) into a function f”(x) of KY’ in such a way that it has a con- 
stant value along the hyperspaces intersecting the line g(t) orthogonally. 
The function f”(x) is called the cylindrical function of first order generated 
by the function f(t). 
Next we examine several topological closures of the function space 
generated by a finite linear combination of cylindrical functions of first 
order. In these considerations we often use the following function construc- 
tion. 
Let g(t) be a line through P : = g(0) and let f(t) be a continuous 
function central symmetric w.r.t. 0 defined on the whole line g(t). For a 
unit vector 0, go(t) denotes the line through P=g,(O) pointing in the direc- 
tion of 8. We define the function fe( t) on ge( t) by f@(t) : = f(t). The cylin- 
drical functions f z(x) define a function-valued function 13 + f g(x) on the 
unit sphere SP of [w” (with centre P). If we consider the usual Riemannian 
integral of this function-valued function we get a function 
r,,f(^“)(x):= j-spf;(x)dO, r, := 2, (8.1) 
rotation symmetric w.r.t. P. So j-“‘(x) can be written as f!“‘(t), where t 
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denotes the euclidean distance of a point from P (see Fig. 28). It is not hard 
to see the equation 
(8.2) 
The function T,,,f t)(x) can be approximated by linear combinations 
of cylindrical functions if we consider the Riemannian sum approximating 
the integral (8.1). 
Let Ak = {6:, S:,..., Sk} be any suitable partition sequence of S, such 
that A,xAZxA3~ ... (i.e., for any domain ~3: E A, there exists a domain 
8, _ , E A, _ I for which sl, _ ,I 6; holds; furtermore 
lAkl := max diameter(6:) + 0 as n-tc0. 
l<iGb 
Let us consider the corresponding Riemannian sums 
approximating the integral (8.1), where rn(si) denotes the elliptic measure 
of Sk and tYki E 8;. 
As the rotation symmetric functionf(x) is uniformly continuous on any 
compact subset of Iw” it is therefore easy to see that the functions Qk(x) 
tend uniformly to f’:‘(x) on any compact subset of W. 
Next we prove a slightly stronger statement. 
PROPOSITION 8.1. The functions @,Jx) defined earlier tend uniformly to 
T,- f’:‘(x) on the whole R” for a continuous function f(t) which has the 
limit zero at infinity. 
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Proof. Let E > 0 be a fixed value and let R, > 0 be the number for which 
If(t)1 < s/4r,,_ i holds on the half-line [R, , co ). We write the function f( t) 
in the form f =f, +f2, where f,(t), f2(t) are continuous functions with the 
properties 
.f1(t)=O if It1 > R,, If*1 d g/4r,- I. 
Then we can also write the functions Qk(x) in the form 
@k(X) = @(‘)(x) + cqx), 
where @jj)(x) = @(A,, fi, x). The relations 
(n) 
Irn-2f-r (XII GE 4’ pp’(x)l <E 4 
follow easily from lf2( t) I < .5/4r, ~ , . 
Becausef,(t)=O holds as )tl>R, the numbers R,E(W+, N*~bd/+ exist 
for which 
IqJ’(x)l -2 
(n) 
4’ 
rn-*“f-r (x)1 -2 
4 
are satisfied as k > N*, I tI > R,. 
On the other hand the functions @p)(x) tend uniformly to ~~-,f:^“)(x) 
on the compact ball B(P, R2) with centre P and with radius R2. Therefore 
a number N** exists such that for the indexes k > N** 
is satisfied in the ball B(P, R2). 
From these considerations we have 
for the indexes k > N = max(N*, N* *), which proves the statement com- 
pletely. 1 
The same statement holds for a function j(t) which has a finite limit 
f(co) at infinity. In this case we have to use the above proposition for the 
function f(t) - f( 00 ). 
607159,3-5 
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Now letf(t) be a function of class c’; then the function f:‘(x) also is of 
class c’. Let us also consider for such a function the function 
r(t) = f(t) +f”‘(t) + ..’ +f(‘)(t), 
where f”‘(t) denotes the i-times derivation off w.r.t. t. 
The proof of the above statement is the same as before. 
PROPOSITION 8.2. Let f(t) be a function of class c’ as befy:e. Then the 
functions Q,(x) tend untformlVv w.r.t. the C’-norm to r,tp,f z (x) on any 
compact subset of R”. If the function t(t) has a finite limit at infinity, then 
(N I
the functions Qp(x) tend untformly u3.r.t. the C-norm to r,,- 2 f A (x) on the 
whole space R”. 
In the following we consider the transformation f A (x) more closely. 
Second Step:CHThe Inverse Formula of the Function Transformation 
f(t)t+f^  (t):=f”i2~~~“~2~f(tsincc)da 
Let f(t) be a continuous real function defined on the half-line [0, co). 
First we examine the function transformation 
The polynomials tk, k30, are eigenfunctions of this transformation with 
the eigenvalues i;/2 sin% da, so it is not hard to see that the above transfor- 
mation is invertible. 
PROPOSITION 8.3. The inverse of the function transformation (8.3) is 
.f(t) =; [(&$, 
where the prime symbol means derivation w.r.t. t. 
Proof: By the substitution J = t sin c( we have 
therefore, using the Fubini theorem in the second step, we get 
(8.4) 
(8.5) 
?f(Z) 
J(t2-y2)(y2-9) 
dz dy 
Y 
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On the other hand a simple computation shows 
which proves formula (8.4) completely. [ 
Now turn to the computation of the inverse of the transformation 
f(t)c*f:‘(t) :=6” cos+‘(a)f(t sin a) dcc, (8.6) 
nEN+, where f(t) is a continuous real function on the half-line [0, CC ). 
PROPOSITION 8.4. The inverse transform of 
n=2m+l is 
(8.6) for an odd number 
f(t)=2wp1(m-l)! t t l (I(‘( ...(~(t2~~lr”“+“)f~...>‘>’ (*7) 
l-h+ l)(m) 
= aOf A +a,tf^  ttJ+ ... +a,tmfA (2) 
and for an even number n = 2m > 2 is of the form 
f(t) = 
2 
n(2m-3)(2m-5)...1 
[[(+( . ..(f(t”.-2/“m’(t))j’...)‘]1.-)]’ 
(2m) (2) 
=bo[(tfA (t))^ ]‘+ ... +b,p,[(t”f 
‘p’ “inl’,(m,,, 
(8.8) 
where the derivation ““’ occurs in both cases in the first formula exactly m 
times. 
In the second formula it is assumed that the function f (““‘( t) is of class C” 
and the k-times derivation w.r.t. t is denoted by 
The positive numbers ai, b,e R, can be computed by a recursion from the 
first formulas. These are given in an explicit form in (8.10). 
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Proof: By the substitution y = f sin a we have 
t”+(t)= rr(r’-y’)‘“-3):Zf(y)dy. 
JO 
(8.9) 
Formula (8.7) follows by te m-times derivation of (8.9), and (8.8) follows 
by the (m - 1)-times derivation of (8.9) and then by using formulas (8.5) 
and (8.4). 
Finally we mention that the above constants a,, 6, are 
(2m+j-1)(2m+j-3)...(j+ 1) 
2"-'(m - l)! i! 
(2m+j-2)(2m+j-4)...(j+2) 
ni! (2m-3)(2m-5)... 1 ’ 
(8.10) 
The proof is left to the reader. 1 
Third Step: The Test Function Space A!‘;(W) 
The cylindrical functions of higher order are defined in a manner similar 
to the functions of first order. 
Let f(P) be a real function defined on a p-dimensional subspace x of R”. 
The function f’(x) is the extension off onto R” in such a way that .f’(x) 
has constant values on the (n - p)-dimensional subspaces intersecting ,E 
orthogonally. The function f(x) is called the cylindrical function of pth 
order generated by f(P). 
Next let K;(E) denote the set of functionsf’defined on the subspace 2, 
which are of class c’; furthermore, let all the partial derivatives aJf/ 
axi . . .8x$, 0 < j d r, have the limit zero at infinity. This definition is clear in 
the case ,Z= R” also. It is plain that K;(C) is closed w.r.t. the usual c’- 
norm of the functions considered. In the following K;(Z) is considered a 
normed space endowed with the usual C-norm. 
q;(Z) denotes the cylindrical function space generated by K;(Z). In the 
case Z = [w”, gL(R”) = KH( Rn) holds obviously. Also the function space 
G?;(C) is considered a normed space endowed with the usual C-norm. The 
natural projection V;(C) -+ K;(Z) is continuous w.r.t. these norms in a 
natural manner. 
We introduce also the function space C;(R”) containing all the finite 
linear combinations of cylindrical functions of first order which the 
generator function f(t) are of class C’ with compact support. The space 
C;(P) is a subspace of functions of class c’ which have a finite C-norm. 
The latter normed function space is denoted F(R”), which is obviously a 
complete space w.r.t. the C-norm. 
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The test function space &5’;(W) is defined as the topological closure of 
C;(W) in F( KY’) w.r.t. the C-norm. 
In the following statement we consider the space X;(W) more closely. 
PROPOSITION 8.5. The test function space X;(R”) contains all cylindrical 
function spaces W;(C), p = 1, 2 ,..., n. In particular the S;(W) contains all the 
C-functions of R” with compact support. 
Proof: First we prove the latter statement. 
The space &‘;(R”) contains all the cylindrical function spaces @i(g) of 
first order as the C-functions f( t) with compact support generate (in the 
C-norm) all the C-functions for which the derived functions f(t), df/dt,..., 
d’fldt’ have zero limit at infinity. 
Now we define the rotation symmetric function cp(P, 6, x) for a fixed 
point P E R” and fixed number 6 > 0 by 
cp(P, 6, x) = 0 if IpX1>6 
=e --L52/(Ls- IF912 if IPx( 66, (8.11) 
where 1 Px / denotes the euclidean distance of x from P. 
This function is(,qf class C” and can be considered an average function 
of the form r,- J  ^ (x) defined in (8.1). In fact, the inverse function f(t) in 
the odd dimensional case is of the form 
f(t)= 2 aitidew~t’~pr2’ if t2<b2 
i= 1 
f(t)=0 otherwise (8.12) 
and, in the even-dimensional case, is of the form 
f(r) = mfl bi [ (tii?$4)“‘]‘, 
1=0 
where 
(p(& t)=e-6*/(62-r2) if t2<d2 
=o otherwise. 
(8.13) 
In both cases the functionf(t) is of class C”; in the odd-dimensional case it 
is of compact support, and in the even-dimensional case the functions f(t), 
df/dt,... have the limit zero at infinity. Therefore the space Z’;(W) contains 
all the functions q( P, 6, x) by Proposition 8.2. 
The following consideration is rather standard. 
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Let F(P) be a real function of class c’ with compact support defined in 
[w” and let us consider the function-valued function P + F(P) cp(P, 6, x). 
Then the Riemannian integral 
where C, = jlw,, cp(P, 6, x) dx = constant is a function of class C’” with com- 
pact support in W. Let d, be a suitable partition series of [w” as in the first 
step. It can be seen in a simple way that the corresponding Riemannian 
sums @,Jx) approximating the integral (8.14) tend uniformly w.r.t. the c’- 
norm to the function F,(x). This means that *o;(W) contains all functions 
of the form F&(x). By partial integration we also have 
a’F, 1 
s F(Y) 
a’d6, IY-XI) 
axi1 . _ _ axii = C, aTit . . . aYh dy , 
=$j F(y) a’444 IY - 4) dy 
6 ap . . . ayh 
1 d’F(Y) 
=C, ayh.. . a#/ s (~(4 IY - xl 1 dy, 
(8.15) 
where 0 d I < r. On the other hand the function of the form 
tends uniformly to f as 6 + 0 for a continuous function f of compact sup- 
port and so the functions 
a’F* 
a21 . . . awx4 
0616r, 
tend uniformly to the corresponding derivatives of F. Therefore the space 
s;(W) contains all the functions F of class c’ with compact support. 
The relation C;(Z) c X”;( W’) can be proved in a similar manner. In fact, 
in this case we need to use only the cylindrical functions f”(x) whose 
generator f(t) is defined on the line g which is parallel to Z. 
So the proof of the proposition is complete. 1 
Now we turn also to Pogorelov’s second theorem, asserting that any 
Desarguesian metric d(x, y) can be approximated by C” Desarguesian 
metrics d”(x, y) which tend uniformly to d(x, y) on any compact subset of 
the AE coordinate system. 
HILBERT'SFOURTHPROBLEM,I 253 
In this proof Pogorelov considered first the metric defined by 
4(x,Y):=~fd(x+z,y+z)~(6, )zl)dz. (8.16) 
s 
It is not hard to see that d,(x, y) is indeed a Desarguesian metric and that 
L&(X, y) tend uniformly to d(x, y) on any compact subset of R” as 6 + 0. 
Then Pogorelov showed that d&(x, y) is of class C’, which has the 
Minkowski function ZJx, jr). Now we prove a stronger statement asserting 
that the L&(x, k) is of class C” w.r.t. the variables x = (x1, x2,..., x”). This 
property is not stated here for the variables k = (a’, i2,..., 2’). Therefore we 
say that d%&(x, 2) is of class CT, and in general we say that Ta(x, jr) is of 
class CY iff it is of class c’ w.r.t. the variable x for any fixed value of i. In 
the latter case the CX-norm of L&(X, k) is formed only w.r.t. the variables 
(XI,..., x”) for any fixed value of the variables (ii-l,..., 2’). 
PROPOSITION 8.6. Let d(x, y) be a Desarguesian metric of class c’. Then 
the Desarguesian metrics ds(x, y) defined in (8.16) are of class CF, which 
tends uniformly, w.r.t. the Cl-norm, to d(x, y) on any compact subset of R” 
as 6 + 0. 
Proof. For a fixed vector y E R” we define the functions 
F,(x), F&4 (8.17) 
F,(x) := d(x, x + y) (8.18) 
Fl,,,(x):=~lF,(z)rp(z,6,x)dz=~~F,(x+z)~(6, Izl)dz 
s s 
=-&jd(x+z,x+y+z)q@, lzl)dz=d,(x,x+y). (8.19) 
6 
Then the function F,,,, (x) is of class C” for which 
a’F&x) .=$[FY(z) adz, 4 XI axi1 axi2.. . axlf axi~axiz...axi~dz (8.20) 6 
holds. 
Now let g(t) be an arbitrary line in the space parametrized by a 
euclidean signed arc length; furthermore let p&(t) := sign(t) d,(g(O), g(t)) 
be the signed arc length function on g(t) w.r.t. dd. 
First we show that pa(t) is a function of class Vm. 
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For the proof we introduce also the additive interval function [Ix, yJla := 
pLg(y) - pa(x) on R, where -co <x 6 y < co. We introduce the “interval 
derivative” 1(x, ~11: of JIx, yJI at a fixed point pair (x, y) by 
II-? Alb:= li”, 
Ilx+& Y+4l,- II% Al, 
Ah 
(8.21) 
assuming that this limit indeed exists. The [Ix, yl(, is called of class C’ if 
[Ix, yllh exists at any point pair (x, y) and the function IJ?c, yllb is con- 
tinuous in both components. It is easy to see that in this case the IIx, yllb is 
also an additive interval function with jjx, x/l: =O. The function /Ix, yll, is 
called of class Cz if 11x, yllb is of class C’, etc. 
Formula (8.20) means that IJx, ylld is of class C”. The differentiability of 
p,Jt) follows from the lemma below. 
LEMMA. Let ,u(t) be a continuous (not necessarily monotone!) real 
function which defines the interval function IIx, y/I = p( y) - p(x). Zf (Ix, yll is 
of class Ck then the function p(t) is also of class Ck. 
ProoJ First we prove that p(t) is of class C’ if 11x, yll is of class C’. 
If p(t) were of class C’ then for a fixed value y, # x we would have 
/lx, Yll’=/4Y)-P’C~), (8.22) 
s 1’0 lb, yII’4 = /&+,) -,4x) - (vo -x) P’(X) .x 
= 11% Yoll - (Yo --x) cl’@), (8.23) 
pt(x) = 11x2 ~011 -j.: lb, yll’dy 
(Yo-xl . 
(8.24) 
The right side of the last equation is well defined for any interval 
function I/x, ylj of class C’ at the points x # y,. Let o(x) be this function; 
i.e., it is defined by the right side of the last equation. 
For the complete proof it is enough to show the equation 
s b w(z) dz = lla, bll (8.25) LI 
for the intervals (a, b) which do not contain the number y. 
In fact, in the last case 
[Ia, bll =jbco(z)dz-jUco(z)dz 
I Y 
(8.26) 
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would hold; i.e., the interval function )\a, bll would be defined by the dif- 
ference of the function f(x) := Ji o(z) d z which is of class C’ in a natural 
manner. (In these formulas y is fixed in such a way that the intervals 
[y, a], [y, b], [y, x] do not contain yO.) As the functions whose difference 
is the interval function \[a, b(l are uniquely determined by IIa, bll up to 
constant additive factor, cl(t) is also of class C’ on the set R\( y,}. By 
changing the origin y0 we get that p(t) is of class C’ on the whole real 
line R. 
Now we prove Eq. (8.25). 
For a number dh we define the functions 11x, yl(jdh, mdr(x), 11~1, bll,, by 
lb, Yllhl := IIY,Y+~~ll-Il~,~+~~ll Ah 3 (8.27) 
w (x) .= lb, YOII - j: lb, YII A dy 
Ah . 
(Yo-xl ’ 
Ila, blI Ah := 
s 
’ mAh(Z) dz. 
CI 
By the Lagrange main value theorem we have 11x, yllLh = 
jlz, z + (y-x)11’ with lz - xl <Ah and therefore the functions 11x, yllLh are 
bounded as y varies on the interval x < y < y, and Ah varies on an interval 
O<Ah<& 
As the bounded continuous functions IIx, yl(>h tend to the continuous 
function 1(x, ylj’ as Ah -+ 0, lim,,,, mdh(x) = w(x) holds by the Lebesgue 
dominant integral theorem. 
In the following we prove the relation 
lim lb2 dlAh = iluT hIIt 
Ah-0 
(8.30) 
from which the desired equation (8.25) follows, if we use the Lebesgue 
theorem for the bounded functions W&,(x) in the integral formula (8.29) 
again. 
A simple calculation shows 
b llx, yell -$$“(~L(y+Ah)-~u(y)-~(x+Ah)+~(x))d~ 
b,bllAh=j-a dx 
(Yo-x) 
,I/x,~~~~-~(~~+~~P(z)~~-~:+~~I((Z)~Z) = s dx a (Yo-xl 
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The first term tends to zero and the second one tends to ~(6) -p(a) = 
(la, bl( as dh + 0. This proves (8.30) completely and the proof in the case 
considered is complete. 
The higher differentiability conditions can be proved by repeated 
application of the above proof to the additive interval function (la, bll’, etc. 
This proves the lemma completely. 1 
Now we continue the proof of the proposition. 
As the metric d6 is of class C” on any line we can introduce the 
Minkowski function 6ps(x, x). This is continuous in both variables by 
(8.20). We shall show that L&(x, a) is of class C” in the variable x. 
We introduce the “partial interval derivation” 
adda, b) 
axi (8.31) 
of d, by 
adda, b) = lim d,(a + hi, b + hi) - d(a, b) 
axi h, - 0 hi 
(8.32) 
where h, denotes the vector (0 ,..., 0, kJh, O,..., 0). These derivatives indeed 
exist by (8.20) and the function (8.31) is an additive and continuous inter- 
val function again with the property ad,@, a)/&$ = 0. That is, the interval 
function d,(a, b) is of class C’ w.r.t. the above derivation. The derivation 
a’dda, b) 
axll axi2 . . axif 
of higher order is defined in the same way, and d,(a, b) is of class C” w.r.t. 
this derivation by (8.20). 
If the function 9$(x, i) were of class C’ w.r.t. x then 
adda, b) = 
i 
b ad;P(cw, a)) dt 
axi LI axi (8.33) 
would hold, where c(t) is the line lying on a resp. b, parametrized by a 
euclidean arc length. On the other hand the interval function (8.31) has a 
C” density function on the line c(t) by the above lemma. It is easy to see 
that aZ&/ax’(c(t), (t(t)) indeed exists and is indeed equal to this density 
function. That is, the function SC6 is indeed of class C’ w.r.t. the variable x. 
The higher differentiability conditions can be proved in the same way; 
i.e., the function &(x, k) is indeed of class C” w.r.t. the variable x. 
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It is not hard to see that 
9&(x, jr) = j- 9(x + z, k) ~(6, lzl) dz. (8.34) 
So if the metric d(x, y) is of class c’ then the partial derivatives a/J.&/ 
axi1 . . . ax” of Y6 tend uniformly to the corresponding partial derivatives of 
Y on any compact subset of IX”. This can be seen by the partial integration 
used in (8.15). 
So the proof of the proposition is finished. 1 
The main difference between the above consideration and Pogorelov’s is 
the lemma used in the proof. It is not hard to see the lemma if p(t) is dif- 
ferentiable r-times at a point t,. On the other hand, in the proposition, p(t) 
is the signed distance function on the line g(t); i.e., it is monotone and so is 
differentiable almost everywhere. Therefore the distance da(x, y) is indeed 
of class C’ on any line g(t). But this idea cannot be used for the derived 
function p’(t) because it cannot be considered as the difference between two 
monotone functions in general. For this reason Pogorelov turned to further 
approximation steps, constructing the function 2&(x, jr) for his complete 
proof. We mention also that latter function is of class C” in the variables 
(il,..., 3’) also. This situation will be considered in Proposition 8.15. 
Fourth Step: The Test-Function Space Z;(ext K) Definedfor the Exterior 
of a Convex Bounded Closed Body Kc R” 
The test function space X;( 5%“) (generated by the cylindrical functions of 
first order) will be used in considering elliptic Desarguesian spaces. In the 
other (parabolic resp. hyperbolic) cases the “hole problem” arises on the 
following level. 
Let K be a convex bounded closed point set in R”. The function spaces 
C;(ext K) resp. %;(Z, ext K) are formed by the functions from Ci(IY’) resp. 
‘X;(C) whose closed support does not intersect the set K. The above-men- 
tioned “hole problem” is that the function spaces $?;(C, ext K), p > 1, can- 
not be generated by Ci(ext K) (cylindrical functions of first order) but 
rather by the cylindrical functions of second order. 
For the exact formulation of this statement let us consider the functions 
space %?;(ext K) which contains all the finite linear combinations of 
functions contained in the function spaces %‘;(C, ext K). We introduce also 
the function space 
C;,,(ext K) := %:;(ext K) + C;(ext K), 
which obviously is the subspace of the space F(R”). 
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The test function space %;(ext K) c F(W) is defined as the topological 
closure of C;,,(ext K) w.r.t. the C-norm. 
PROPOSITION 8.7. The test function space Z’;(ext K) contains all the 
function spaces Ce;(C, ext K). In particular X;(ext K) contains all the 
functions of class c’ with compact support, whose closed support does not 
intersect the set K. 
Proof: The relations 
%?;(I, ext K) c X;(ext K), V;(C, ext K) c J?;(ext K) (8.35 
are trivial. Now we show the relation 
W;(R”, ext K) c X;(ext K). (8.36 ) 
Let cp(P, 6, x) E %;( R”, ext K) be the function defined in (8.11) whose 
support is the ball B(P, 6) with centre P and radius 6. Let A be an 
arbitrary hyperspace in R” which separates the convex bodies K and 
B(P, 6); furthermore let g denote the line through P intersecting A 
orthogonally. Finally, let rg denote an arbitrary 2-dimensional plane lying 
on the line g. (See Fig. 29.) 
First we define a Cm-function on rg which generates a suitable cylin- 
drical function of second order from g;(s,, ext K). 
Either the hyperspaces A’ parallel to A intersect the ball B(P, 6) at an 
(n - 1 )-dimensional ball K’ with centre P’ on g or A’ n B(P, 6) is empty 
resp. contains only one point. Let us consider the first case and let l’(t) be 
the line bin {‘parametrized by the signed euclidean arc length t with 
I’(0) = P’. If j-1 (t) := rp(l’(t)) denotes the restriction of cp(P, 6, x) onto 
l’(t) then let us consider the(C_;;function ‘p(t)=(l/T,_,)f((tl) on l’(t), 
where f ( 1 tl ) is defined from f ,” (It/) by the formula (8.7) resp. (8.8) for 
the even- resp. the odd-dimensional case. The parallel hyperspaces A’ inter- 
FIGURE 29 
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sect the plane rg in parallel lines I’(t) so the functions ‘p(t) define a function 
of class C” on t, which is of compact support if (n - 1) is odd and has the 
limit zero at infinity if (n - 1) is even. In any case the cylindrical function 
pzr generated by pz, is contained in the function space %;(r,, ext K). Now if 
we integrate the function-valued function 
(8.37) 
w.r.t. the normed invariant measure dr, of the planes lying on g, then the 
integral 
gives just the function cp(P, 6, x) by consideration of the first and second 
steps; i.e., 
I P:, d?, = cp(P, 4 xl (8.38) 
holds. On the other hand a suitable sequence of Riemannian sums, 
approximating the above integral (8.38) tends to q(P, 6, x) in the c’- 
norm. This statement can be proved in the same way as Proposition 8.2. 
This proves the relation 
cp( P, 6, x) E X;(ext K). (8.39) 
The complete relation (8.36) can be proved from (8.39) in the same way as 
the similar statement in Proposition 8.5. The remaining details are the same 
and so the proof is finished. 1 
Fifth Step: The Distribution for a Rotation Symmetric Desarguesian Space 
Now we are in a position to define a suitable distribution for a 
Desarguesian space which is rotation symmetric w.r.t. a point o. This con- 
struction will also show the problems for the general case. 
Let us consider a Desarguesian space which is the rotation symmetric 
w.r.t. the origin of an AE coordinate system; i.e., the elements of the 
orthogonal group O(n) act as isometries in the space with the lixpoint 0. If 
n is an even number of the form n =2m or an odd number of the form 
n = 2m + 1, then in the elliptic case we shall define a continuous linear 
functional L on the test function space Zy([w”) resp. the L will be defined 
on Xy(ext D**) in the parabolic and hyperbolic cases. In both cases the 
test function spaces are considered as normed spaces with the Cm-norm. 
First we consider the elliptic case. 
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Any element cp of C;l(R”) can be written as a finite linear combination of 
the form 
‘p=~l+cp*+ ... +(Pk, (8.40) 
where the functions (pi are cylindrical functions of first order which have 
generator functions with compact support on the suitable axes g, ,..., g,. It 
is not hard to see that such an expression is unique (up to the order) if an 
axis Zi occurs in the expression only once and ‘pi & 0 holds. Let pz(t) be the 
generator function of (pi on gi and let Pi, be the measure on gi generated by 
the p-measure of half-spaces on the axis gj. Then the functional value L(cp) 
is defined by 
&P) = $ j p,(t) d&,(f). 
i= 1 
Thus the functional t is defined on the generator subspace CT(P) of 
sf;1( W). 
PROPOSITION 8.8. The funcfional i, defined on C;2(R”), can be exfended 
uniquely into a continuous functional of X;1( W). 
ProoJ: By the Hahn-Banach theorem we need only show the continuity 
of i on C;l(KY); i.e., if for a sequence t/;E Cl;(P), i = 1, 2, 3,..., Illl/iilm 4 0 
holds then l&+Jl -+ 0 is satisfied also. 
Let us assume the contrary, i.e., a sequence $, exists with I/$Jrn -+ 0 but 
lt(tii)l 2 c> 0. We can assume, too (in the opposite case it would be 
possible to choose a suitable subsequence), that Il$Jm < l/2’ is also 
satisfied and the values L(rji) have the same sign, say positive. In this case 
the function 
* := i l), (8.42) 
i= 1 
is a bounded one of class C”. On the other hand for the partial sums 
x.fi= i i($,) -+ cc holds as k + 00. 
Now we make a step which cannot be done in general cases of arbitrary 
DesarguFsian spaces. 
Let $A” (r) be the average of $ on the sphere S”- ‘(0, r) and consider 
IL!)(r) a rotation symmetric function in R*. Then for 
tjF)(r)= f G:‘(r), lIICIA(r)ll” d 11911” 
i=l 
holds. As the function $F’(r) is of class Cm with finite P-norm on half-line 
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[0, co), it has a continuous bounded inversed function +*(T) defined in 
(8.7) resp. (8.8). Now we compute $*(T) in another way. 
Let 
be the uniquely determined decomposition of I+G~ described in (8.40) with 
the axes gi,,..,, g&. The origin 0 splits these axes into 2k, half-axes, which 
we denote by g;(r), g,(r),..., g:,(r), g+(.r). The parametrization r is the 
positive euclidean distance from the ortgm. Let p:(v) resp. p,(r) be the 
generator function of ‘pi/ on these half-axes and let us consider the function 
Pi(r) := 9 (PC(r) + pir b-1). 
/=l 
It is not hard to see that the partial sums of 
i= I 
tend uniformly (in the CO-norm) to a constant time of the bounded con- 
tinuous function $*(r). 
As the half-space measure {pj} is rotation symmetric, it is uniquely 
determined by a measure p(r) on the half-line [0, 00). Therefore for the 
partial sums Cf= 1 t(ll/,) we have (this step is not useful in the general 
case! ) 
i Qtii) = Jr j$, p;(r) 44-). 
i= 1 
(8.43) 
By the Lebesgue dominant integral theorem we get 
as k + 00, which contradicts the assumption Cf=, i($,) + co, as k -+ co. 
This proves the proposition completely. i 
A similar statement is true also in the parabolic and hyperbolic cases. In 
these cases we write an element cp E CT,(ext D**) in the form 
cp=cp(I,1+ ... + V(l)& + V(Z)1 + *. . + cPcz,r, (8.44) 
where (Pci)iE Cy(1i, ext D**), (~(2)~ E Vy(C,, ext D**), and these functions 
have the generator functions pclji resp. pt2ji on the lines li resp. on the 
planes Zi. Such an expression is unique if the lines li resp. the planes Zi 
occur only once and cpcl ji & 0, (pcZji f 0 hold. Let pLg, be defined as before 
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and let pZ, be the positive p-measure on Ci (OEZ~!) determined in the 2- 
dimensional case. Then i(cp) is defined by 
(8.45) 
The proof of the following proposition is the same as that of the previous 
one. 
PROPOSITION 8.9. The functional i defined for wy,2(ext D**) can be 
extended uniquely into a continuous functional for an-v function space 
Xy(ext K), where the convex body K contains the convex bodv D** in its 
interior. 
In the proof of this statement the notion that i defined in (8.45) is 
rotation symmetric, and therefore is uniquely determined by the half-space 
measures p,(t), can be used. 
We mention, too, that L defines a bounded set function on the Bore1 sets 
of R” resp. ext K if the Desarguesian space considered is of class C” in the 
sense of Section 6. It can be proved easily from (8.7) and (8.8)-by partial 
integration-that the density of t for such a space is of the form 
m-z f (- l)‘a,(r*w,(r))“‘dr A d0 
i=O 
(8.46) 
if n = 2m + 1 is an odd number resp. 
m-l 
I-,_, 1 (-l)j+‘bj (r’(f-~)(f))“‘;,,)“‘dr A d6’ (8.47) 
i=O 
if n = 2m is an even number. 
In general the functional i is a generalized function which shows also 
the example constructed in Section 5. 
The characteristic properties of i can be summarized as follows. 
(1) i is strictly positive on the subspaces %‘?(I) resp. %??(I, ext D**); 
i.e., L(q)>0 holds for a function cp E%??(I) resp. cp EVT;(I, ext D**) with 
cp k 0, cp 5.k 0. 
(Therefore the i defines a measure p, on any line 1 lying on the origin by 
a well known theorem of the generalized functions [ 171. 
In the elliptic case the measures p, are finite with constant “length” 
p,(6) = K. In the other cases the measures ,ur are infinite. In both cases the 
measures are without atoms. 
(2) i is positive on any subspace %7(C) resp. %7(,X ext D**). 
(Therefore L defines a measure pLr also on any 2-dimensional plane Z 
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lying on 0. By positiveness and by continuity we have ~(~(2) = p/(I) = K. By 
this property it is possible to define the i-measure of any two-edge E 
(where En D** = 0 holds in the parabolic resp. hyperbolic cases). In fact, 
the natural definition for ,$J is 
&A := PAZ n ~9, (8.48) 
where 2 is the plane on the origin which intersects the boundary 
hyperspaces of E orthogonally. For this reason a generalized function L of 
such a kind “integrates” also the characteristic function of two-edges.) 
(3) Let E be a non-degenerate three-edge with the boundary 
hyperspaces C,, C,, Z‘, (which do not intersect D** in the parabolic resp. 
hyperbolic cases). In the elliptic case let E, be the two-edge determined by 
Zi and Ej which covers E. In the other cases let E, be the two-edge with 
the boundaries C,. and Zj which does not intersect D**. Two of these cover 
E (say E,, and E,,) and one of these (E13) does not cover E. Then for L 
OXE,*) + k.EJ + &EJ - fc > 0 
holds in the elliptic case resp. 
(8.49) 
J%E,J + &.E*J + &E,,) > 0 (8.49’) 
holds in the parabolic resp. hyperbolic cases. 
We mention that this property is independent of the properties for- 
mulated in (1) resp. (2); i.e., (3) cannot be proved from (1) and (2). 
Conversely, let us consider a functional i on &‘y(IP) resp. on 
#;l(ext D**) which is bounded on &‘;l(R”) resp. bounded on any sub- 
space Zy(ext K) c H;l(ext D**), where the convex body K contains D** 
in its interior. Furthermore let t have the properties (l), (2), and (3). 
From such a distribution L we define a metric di(x, y) on D as follows. 
Let m be a segment in D and let EFde the two-edge in D* determined 
by isQ. Then the di-length lPQldi of PQ is defined by (8.48), i.e., 
It is easy to see that the metric dt(x, y) is indeed a Desarguesian metric 
and that all the rotation symmetric metrics can be constructed in this way. 
The example given in Section 5 shows that the above construction of 
Desarguesian metrics is indeed a generalization of the Blaschke-Busemann 
construction as we have by its new solutions for the problem. But the 
above construction is not the most general one which we get all 
Desarguesian metrics, because the functional t defined on C;t(5Y) resp. 
C;f,(ext D**) by (8.41) resp. (8.45) is not continuous w.r.t. the P-norm 
607’59,3-6 
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for a general continuous Desarguesian metric. Roughly speaking, the Cm- 
norms are not strong enough for the continuous extension of i. 
For this reason we shall construct a similar but new test function space 
endowed with a “stronger” norm, by which we formulate the most general 
method for constructing all Desarguesian metrics. 
First we consider the function transformation (8.1) in a much more 
general situation. 
Sixth Step: The Boomerang Transform and Its Inverse 
Let go(r) be a half-line with its endpoint at the origin 0 E Iw” pointing to 
the point YES”-‘(0, 1) of the unit sphere S”-‘(0, 1). A function fe(r) on 
g,(r) generates a cylindrical function f i(x) of first order in KY’. Now let us 
consider a function f@(r) on any half-line g,(r) for which the function f: 
(0, r) -+ fO(r) = f(0, r) is a continuous function in IV, considered in the 
polar coordinate system (0, r) of W. The function 8 -f’CB is a function- 
valued function, which we integrate w.r.t. the area element dtl of S”- ‘(0, 1). 
Then this integral 
(8.50) 
is a continuous function on IX”, which we can write in the form 
(8.51) 
where (0, x ) means the inner product of the vectors 0, x E W, 8 E S” - ‘. 
Here we integrate the function f on a sphere with diameter x (by the Thales 
theorem): therefore we call the function transformation 
f-fs (8.52) 
the boomerang transform of the function f (0, r) and the integral in (8.51) 
the boomerang integral. By (8.50) and the Fubini theorem we have easily: 
PROPOSITION 8.9. Let f(x) be an arbitrary continuous function and let p 
be a continuous function with compact support in Iw”. Then the integral for- 
mula 
holds, where pR(O, r) is the Radon transform of ,u defined in Section 6. 
Next, we are interested in the inverse transform of the boomerang trans- 
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formation, in spite of the fact that this transformation is not a one-to-one 
map. 
In fact, from (8.51) we get that the boomerang transform is zero for any 
function f(0, r) of the form 
a,(O) rk, (8.54) 
where for the function a,(0) 
s a,(e){&,, tQkdt?=O (8.55) (eo,e> a0 
holds for any unit vector 8, E 6”- ‘. The function (8,, (3)” is a polynomial 
of kth order restricted onto S”- ‘; thus such non-trivial functions as ~~(0) 
exist for any number k = 0, l,.... The functions f with zero boomerang 
transform can be characterized also by the property for which the integral 
on the right side of (8.53) vanishes for any continuous function p with com- 
pact support. By a known theorem of the Radon transform all these 
functions can be generated by functions of the form (8.54) with (8.55) in a 
suitable manner [ 181. 
In spite of the above consideration we give a canonical boomerang 
inverse for any function f of class C2” with compact support in R”, where 
n=2m+ 1 is odd or n=2m is even. 
PROPOSITION 8.10. Let fB(tI, r) be an arbitrary function of class C2” with 
compact support in IF’, where n = 2m + 1 is odd or n = 2m is even. Then fB 
has a boomerang inverse f of the form 
fp)m (2n)2m((fB)R)(2m) if n=2m+l, 
where (2m) means the 2mth derivative of the functions w.r.t. r resp. 
fJ-m-1)! ((fe)R)[2”] 
(271)” 
if n=2m, 
where (pC2m3(r) is definedfor a function q(t) on R by 
cp C2m3(r):= jomf((P(l+t)+q(r-t) 
(8.57) 
-2 
t2 t2m-2 
cp(r)+~v”(r)+ ..- +(2m-2)! 9 @m-22) r ( )I> dt 
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Proof Let p be a function of class C”” with compact support in [w2” + ’ 
From (8.53) we get 
I CWeM’2”‘l~(x) P(X) dx R” 
= ss  ((fB)R)‘2m)~R dr de 
= 
= s JBP dx. 
In the last step we used the Radon inverse formula (6.17). As p is arbitrary, 
we get (8.56). 
The formula (8.57) can be proved in the same way. 1 
These formulas can be derived also from (8.7) resp. (8.8) directly using 
the approximation fBs described in Proposition 8.5. In this way the 
Plancherel formula of the Fourier transform can be omitted from con- 
sideration. 
Seventh Step: The General Construction of Elliptic Desarguesian Spaces 
with Distributions 
First we introduce the new test function spaces 
d(R”); A?-( lw). 
Next g@(r), 06 r < co, denotes the half-line in [w” determined by the 
endpoint 0 and by the point t3 E s” ~ ‘(0, 1). A continuous function cp on 
g,(r) with finite lines at infinity r = cc will be called a needle function on 
the supporting needle g,, cp is called also a needle function offirst order. We 
define the needle functions of higher order as follows. 
Let C be a k-dimensional subspace in [w” through the origin and let cp be 
a continuous function defined on 210. The compactification .Y\O is defined 
by the closure of Z\O by the sphere Sk,- l at infinity and by Sz- ’ at the 
- . 
origin. Thus Z\O is a closed cylinder which has the spheres Sk,- ’ and St ~ ’ 
as boundaries. Let us assume that the function cp can be extended in a con- 
tinuous manner onto the cylinderZ\O. By this property we have that cp is 
uniformly continuous in the polar coordinate system (r, 0,) of Z, where 8, 
represents the points of the unit sphere Si- ‘(0, 1) in C. 
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The function cp with the above properties is called a needle function of 
kth order with the supporting needle C. The restriction of cp onto a needle 
g,(r), 8 E S$-‘(0, l), will be denoted by q,(r). 
We introduce the function space A(R”) as the linear space of finite linear 
combinations of needle functions of the form 
q=cp’l’+ . . . +(p’, (8.59) 
where the functions ‘pci) are finite linear combinations of needle functions of 
ith order with different supporting needles. 
We define also the norm (11 111 in A(P). If ‘pci) in (8.59) is of the form 
cp ‘l’=Cpil+ “’ +qjk,, 
then the norm /I)cp I\( is defined by 
(8.60) 
(8.61) 
which is obviously a norm in the usual sense. In this formula the C, 
denotes the supporting needle of vii. 
The normed space (A(R”), 111 Ill} is not complete and we introduce the 
normed space { &(Rn), II( 111) by the usual completion of {A(R”), )I( \I\} by 
the Cauchy sequences. The elements of &‘(lFY) are considered equivalence 
classes of equivalent Cauchy sequences. Any such class can be represented 
also by the form 
‘P’f ‘Pi (8.62) 
i=l 
with spit A(R”h CE 1 IIlCpilll < a. 
The following statement is straightforward. 
Let A(i)(iFY’) t A(R”) be the subspace containing finite linear com- 
binations of needle functions of ith order only, and let ~?(~)([w”) be the com- 
pletion of {A(“(lR”), 111 Ill}. Then the whole space d(P) can be written as a 
direct sum of the form 
d(W) = d”‘(W) + . . . + d(“yw), 
Illcplll = lll(P(lvl + . . * + Illcp(nYl. 
Any element u E &( R”) can be represented by 
. . . + f Q’ 
k, = 1 k,= I 
with uX) E A”)(&‘) and Cc=, llj~M)l\l < cc. 
(8.63) 
(8.64) 
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By the above completion we get new types of needle functions on the 
supporting needles 2. We describe these functions in the following 
proposition. 
PROPOSITION 8.11. A needle function cp E &‘8’i’(Rn) with the supporting 
needle C is a continuous function on almost every needle g,(r), 8 E Sip1 ; 
furthermore the function 
ef-+w Idr)l (8.65) 
is integrable on S>- 1 with 
/I/cpIIl = j”-, sup Ivdr)l de. 
I r 
Any functions cp E d(W) can be represented bJ 
(8.66) 
(8.67) 
i, = 1 in = 1 
where the functions cpr) E LZI’(“( W) have d$ferent supporting needles ,Z, which 
are of the form described above with 
i.g, Illcp~‘lll < 03. (8.68) 
Proof: Let us represent the needle function cp on C by 
with uj E ACi’(W) and c,E 1 llju,III < co. The functions 
sm = f IUjl 
,=I 
are monotone increasing and the sequence 
IIIsml/l = j--* sup IS,drW~ 
z r 
is bounded by the the assumption x,2, lllujlj < co. 
By the application of the Beppo-Levi theorem to the monotone increas- 
ing series of functions 
8 + sup S,Jr) := Q,(e) 
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we get that Q,,Je) is convergent at almost every point 8 of pi- l; further- 
more the limit Q(0) = lim, _ oD Q,(0) is an integrable function. As for the 
functions 
the inequality 
is satisfied; therefore the functions s,,,~ tend uniformly to a continuous 
function qe on almost every needle g,. On such a needle 
holds as m + co, thus the function 
0 -+ sup Ivdr)l G Qde) 
is integrable by the Lebesgue theorem with 
5 w bdr)l de = ;ym lll~mlll = Illrplll. s;-’ r 
The last statement of the proposition can be easily proved. 1 
For the definition of the test function space X(W) we introduce also the 
boomerang transform on the space d(lR”). 
For the element 50 E A( R”) of the form 
cp=p”‘+ . . . +(p’, 
let cp&, be the cylindrical function of first order in R” whose generator is the 
restriction of qo4 onto the needle g,, 8 E S& ‘. The boomerang transform (pB 
of cp is defined by 
(8.69) 
where the integral means the integral of the function-valued function 
e+q;e (8.70) 
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The function ~a is a function defined on R” with the obvious relation 
II’PellO= sup 1% G IllcpIII~ 
R” 
(8.71) 
thus the map cp + (~a is a continuous map from the normed space 
{A(R”), 111 Ill} into the space of measurable bounded functions with the 
supremum norm I( Ijo. Therefore the map cp + (Pi can be extended uniquely 
onto the space {I, 111 II/} with the property (8.71). The boomerang 
transform (~a of a function cp E -Ce( Rn) represented by 
with 2 llluillI < 00; U,EA(R”) 
i=l 
is 
‘PB= 2 uiB 
,=I 
trivially. The linear space of the functions (~a, cp E .&( Rn), is denoted by 
X(W). 
The boomerang transform has a non-trivial kernel 
dJW)= (cpDEd(Rn)lqlB=O) (8.72) 
by the previous step which is a closed subspace in I&‘( KY’), 111 /II} obviously. 
Thus the factor space 
s(~n)/4(~n) (8.73) 
is identified with the function space X(R’) by the boomerang transform. 
Let us consider on the factor space (8.73) the usual factor norm, 
where the element 
bB0 := inf IIldIi, (8.74) 
‘ptvog 
is considered the collection of functions cp E JX’(EY) with the equal 
boomerang transform cp B. 
Thus we have the complete normal space (X( IF), II II}, where X(R”) is 
the subspace of the measurable functions defined on R”. 
We mention that the space X(Rn) is not closed w.r.t. the norm 11 /lo and 
the boomerang inverse 
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is not continuous. These show that the norm II 0 is a “stronger” one than 
the norm 11 11’ in X(rW”). 
The following proposition describes a very important property of the test 
function space X( UP). 
PROPOSITION 8.12. The test function space X(W) contains all the cylin- 
drical functions q’ E %~[P121(C) (i.e., 2[p/2] = 2m iff p = 2m or p = 2m + 1) 
of pth order whose generator function cp is of class C2cp’21 with compact sup- 
port in the p-dimensional subspace Z. 
Furthermore if a sequence cp; E Wp 2[p/21(L’) of such functions tends to such a 
function w.r.t., the C2Lp121-norm then 
is also satisfied as k -+ CO. 
OCp-(P/J+0 (8.75) 
Proof. Let (~~-1 be the boomerang inverse of the generator cp in Z 
determined in (8.56) resp. (8.57). Then obviously 
holds, which proves the first statement. The second statement is also 
obvious by formulas (8.56) resp. (8.57). 1 
Later we describe a stronger connection between the norm [I il and the 
C2cP’21-norm. Let us note that the space X(aB”) is spanned by the 
subspaces XXcil(Rn), which are defined as the boomerang transform of the 
subspaces J&‘(~)(FY). In this case the sum 
X( R”) = Xx”‘( W”) + . . . + Xx’“‘( R”) (8.76) 
is not a direct sum, as it is not hard to construct such non-trivial (non-con- 
stant) functions cp E .X(lR”) which lie in several subspaces Xci’(rW”). We 
mention, too, that for the cylindrical functions Xx”‘( [w”, Z) c Xx”‘( IJY), 
which are generated from a common i-dimensional subspace C, the space 
X(')(R", Z)n%??[~21(C) (8.77) 
is not closed w.r.t. the C2ci’21 -norm. Thus the connection between the norm 
00 and the C2cp’21-norms is somewhat more complicated. 
We describe also another “unpleasant” property of the norm 0 Il. 
Let us consider the Riemannian sum 
(8.78) 
j= 1 
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for a needle function cp E A”‘(W) with supporting needle C, where A = 
{Sl, d2,..., 8k) is a suitable partition of the sphere Sk ‘(0, 1) with 9, E 6’ and 
m(6’) is the measure of 6’ on the sphere Sk I. The “unpleasant” property 
of (I( )I( resp. 0 0 is that the @(A, rp) resp. its boomerang transform Qp,(A, cp) 
does not tend to the function cp resp. to qB w.r.t. the norm 111 11 resp. w.r.t. 
the norm 0 0 in general, as IAl + 0. This means that the connection is weak 
between the subspaces &“i’(Rn) of a(W) resp. between the subspaces 
.Xci)(lFP) of X(W) w.r.t. the norm )I1 111 resp. 17 II. 
Next we establish a connection between the subspaces z@)( R”) of &(lW) 
resp. between the subspaces Xci’(R”) of X(W) by the introduction of the 
so-called .+mollljier in the spaces ~4( KY’) resp. ,X(W). 
For the definition we use the functions x(P, E, 0) defined on the unit 
sphere S”-‘(0, 1) of R” as follows. For a fixed point PES”-‘(0, l), (rp, y) 
denotes the elliptical polar coordinate system on S’- ‘(0, 1) with centre P, 
where rp denotes the elliptical distance from P and y represents the points 
of the unit sphere in the tangent space Tp(SnP1) of s”-‘(0, 1). The 
function x(P, E, 0) is defined for a number E > 0 and for the points 
O= (rp, y) of S”-‘(0, 1) by 
.- .- 0 otherwise, (8.79) 
where C, is the constant for which 
holds. 
s 
x(~, E, e) de = 1 
s-*(0,1) 
Now let f,.,(r) be a needle function of the first order with the supporting 
needle g,, PE S”- ‘(0, 1). The &-molhfier fPE of the functionfp(r) is defined 
for a number E>O by 
fdr, 0) :=fAr) XV. 6 e), (8.80) 
where (r, f3) is the polar coordinate system in IL!“. Thus fpe is a continuous 
function on R”. 
The .z-moli$er of a general needle function f E A(‘)(R”) with the sup- 
porting needle Z of dimension i is defined by 
(8.81) 
where the function P --) fPE is a function-valued function defined on SF ‘. 
The f, is a continuous function on R”; more precisely fE E A’“‘(W). 
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It is easy to see the relation 
Illf&lll G lllflll ; 
thus the s-mollifier can be extended uniquely onto d(W) in such a way 
that the v-mollifier of an element cp E d( [w”) represented by 
III(Pilll < m (8.82) 
i=l i=l 
is represented by 
V.szizl (Ph. (8.83) 
All the elements of the form (Pi, cp E a( UP), lie in zP)( W) with 
/ll(P,lll G lIlcplll. (8.84) 
The formula (8.81) can be used for the definition of the s-mollifier of a 
function rp E ,X(W) defined on IR”. In this case i = n holds. Thus we define 
the v-mollifier of a function cp E X(W) by (8.81). 
A needle function f,, with the supporting needle g,, P E S”- ’ (0, 1 ), has 
the boomerang transformfC,. It is easy to see that the s-mollifierf,, has the 
boomerang transform (fCp)E. That is, the boomerang transform commutes 
with the s-mollifier on the space &i)(W). 
By the Lebesgue theorem (using Riemannian sums approximating the 
boomerang integral) we get easily: 
PROPOSITION 8.12. The E-mollifier commutes with the boomerang trans- 
form; i.e., for any element cp E J~I( W) 
(PEB = (PBE (8.85) 
holds. Thus the kernel J&(W) is invariant at the E-mollifier. 
The following proposition can also be proved easily. 
PROPOSITION 8.13. The &-mollifier @,( A, f) of the Riemannian sum 
(8.78) tends to f, w.r.t. the norm II/ I)( as IAl + 0, and the E-mollifier 
QBE(A, f) = @J&A, f) tends to fBE = fEB w.r.t. the norm II 0 as \A( + 0. But 
Illfc - @,(A> f )I11 f, 0 
Ofis, - @,,(A, f )O i+ 0 
(8.86) 
in general as &+O, IAl +O. 
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Now we are in a position to introduce a suitable generalized density for 
an elliptic Desarguesian space. 
Let d(x, JJ) be an elliptic Desarguesian metric defined on P”; furthermore 
let us consider an AE coordinate system R” in IF’“. The hyperspaces are 
identified with the pole points. p denotes the two-edge measure defined by 
d(x, y) furthermore {Pi} denotes the half-space measure defined by the p. 
The “distance” function g(P) (defined in Section 6 for a general half- 
space measure) can be extended continuously onto the closed sphere 
closure R” : = IF!” u S;- I. In fact, for any direction 0~ Sn-‘(0, 1) the 
function ~3 has finite limit g(0,) at infinity on any needle g,. The function 
$3(0,) is a continuous function on the boundary of W”, as by the triangle 
inequality we have 
This proves the statement completely. 
From this we get that the function $3(P) is uniformly continuous not 
only in R” but in the polar coordinate system (r, 0) of R” as well. 
First we define the functional L on the elements of d(R”). 
The value L(q) is defined for a needle function cp E A”‘(W) with the sup- 
porting needle C by 
and we extend it onto A(W) in an additive manner. For this extension 
obviously 
IUCP) 6 ~llldll (8.89) 
holds, where K is the common d-length of the lines in the space. Using the 
Hahn-Banach theorem we have that L can be extended uniquely onto the 
space in a continuous manner such that for any function cp E d(W), 
represented by 
the relations 
L(y)= f L(vA IL(cP)i d KlllVtll (8.90) 
i= 1 
hold. Thus L is a boundedfunctional in the Banach space {S?(W), Ill III }. 
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PROPOSITION 8.14. The functional L is uniformly continuous also w.r.t. 
the E-mollifiers; i.e., if E + E’ 2 0 then 
u4d -+ Lfq,,) (8.91) 
holds for any function cp E d(W) and this convergence is uniform on the 
whole space &(W’). 
Proof. The s-mollifier &} of the half-space measure (p,> is defined 
by the half-space measure which has the “distance” function gS. As the 
function 9(P) is also uniformly continuous in the polar coordinate system 
(r, 0) of KY, F& tends to $&.,,, so k 0, uniformly as E --) to. On the other hand, 
for a needle function cp E A(‘)(W) with the supporting needle C 
(8.92) 
obviously holds, where L, is the distribution w.r.t. the half space measure 
{pLg,}. Also for a general function cp E d(W) we have the equation 
L(cp,) = L,(rp) (8.93) 
by a simple consideration. The statement follows from these formulas 
easily. m 
Now we prove that the functional L. is projectible onto the test function 
space X(W). 
PROPOSITION 8.15. The function L, defined on J@‘(W), vanishes on the 
kernel do(W). Therefore L induces a continuous functional L on the factor 
space 
Proof The idea of this proof is that we choose a sequence d,(x, y) of 
Cm-Desarguesian metrics which tend uniformly to the metric d(x, y) and 
therefore the functional sequence L, (constructed for d,,,(x, y) converges to 
L also; i.e., L,(q) --t L(q) holds for any element cp E&(W) as m + CO. On 
the other hand any L comes from a bounded signed measure by the 
Pogorelov theorem and so L,(s&~(W)) = 0 holds trivially. Thus by the con- 
vergence L,(q) + L(q) we have L(JzI~(R”)) = 0. 
The factor functional t is a bounded functional on (zZ(Rfl)/~o(R”), 0 Cl}, 
as 
l&Ps)l = lL(cp)l G ~lll~lll 
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holds for any element cp E ~a; therefore 
is satisfied. 
For the choice of the sequence d,,,(x, y) we could refer to Pogorelov’s 
second statement, but for the sake of completeness we present a short proof 
of this fact. 
The metrics d,(x, y) constructed in Proposition 8.6 do not give the 
solution for the question yet because the Minkowski function &(x, i) is of 
class C” only w.r.t. the variables (xl,..., x”) and is only continuous w.r.t. 
the variables (i’,..., Y) in general, Furthermore the metric d,(x, v) is equal 
to d(x y) on the ideal hyperspace of the AE coordinate system R” for an 
elliptic Desarguesian metric; thus &(x, y) is not of class C” w.r.t. the 
variables (xl,..., x”) on the whole space $“. 
On the other hand it can be easily seen that the metrics d&(x, y) tend 
uniformly to d(x, y) on the whole space P” for an elliptic Desarguesian 
metric d(x, v). 
Now we introduce the so-called o-mollifier d,, of the metrics da. 
Let (e, ,..., e,) be the canonical basis in R”; furthermore, for an element 
g E SO(n) of the orthogonal group, the 9(g) is defined by 9(g) = 
Jwgv + . . . + w(g))*, where 9’(g) means the angle e, and g(e,). For 
an o > 0 we define the function x,(g) on SO(n) by 
(the (~(6, t) is defined after (8.13)), where the constant C, is chosen in such 
a way that 
s SO(n) XoJk) & = 1 
is satisfied. Here dg means the invariant normed Haar measure of SO(n). 
The metric d&x, y) is defined by 
&0(x, Y) = i,,,,) 4dg(x)9 g(Y)) x,(g) 45 
which is obviously a Desarguesian metric. It can be proved in a simple way 
that d,, tends to ds uniformly as w  + 0. The metric d,, has also a 
Minkowski function 9& with 
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furthermore it is of class C” w.r.t. the variables (xl,..., x”) with 
ak%, I 
akg 
axi . . . axik,(x,i )= So(n) gwl). . . gtw,,,(,,, g(i)) x,(g) & 
Now we prove that 5&,(x, a) is of class C” also w.r.t. the variables 
(il,..., i”). 
Let x be a euclidean unit vector over the point P, and let C(A) be a 
parametrized main circle on the unit sphere S- ‘(P, 1) with C(0) = x. (See 
Fig. 30.) We shall prove that the function L&,(P, C(A)) is of class C” w.r.t. 
the variable A. Let r be the plane of the main circle C(A) through P; 
furthermore more let f’ be the orthogonal complement of r through the 
origin 0. The elements of the subgroup of SO(n), which left the subspace 
P fixed, are isomorphic to SO(2) and can be written as a one-parametric 
subgroup g,. These elements move the point P into a circle V(A). Let us 
note that the functions 
of the variable A are of class C” by the above considerations. 
Now let x, be an arbitrary unit vector over P pointing to the point 
C(A). Then 
lim zbtp9 XA) - %dP, xl 
A-0 A 
= lim ~,“’ xA) - ~,(gAt’)’ xA) 
A-0 A 
+ lim ~,(gA(‘)’ gAtx)) - ~W(” x, 
A-O A 
/%&~tf’), g/Ax)) _ d=%otg,U’), x) 
dA /A =0 dA /A =0 
FIGURE 30 
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holds; i.e., the Z6, is of class C’ w.r.t. the variables (iI,..., Y). The stronger 
differentiability conditions can be proved by repetition of the above 
procedure. 
The only problem concerning the metric d,, is that it is not of class C” 
on the ideal hyperspace of R” in general. This difficulty can be avoided by 
covering the space P” by finitely many AE coordinate systems and we use 
the above 6- and w-mollifiers following each other. 
Thus any elliptic Desarguesian metric can indeed be approximated 
uniformly by Desarguesian metrics of class C”. For such a sequence 
d,(x, y) approximating d(x, y) the convergence L,(cp) -+ L(q) follows 
immediately from formula (8.88). This proves the proposition com- 
pletely. 1 
The most important properties of the distribution .6 are summarized in 
the following theorem. 
THEOREM 8.1. (the main theorem of elliptic Desarguesian spaces). 
(1) i is a bounded functional de3ned on (X(W), II O} with the norm K > 0: 
li(cp)( < dlqa. (8.94) 
(2) i is uniformly continuous w.r.t. the E-molltfier; i.e., 
GA) + GP) (8.95) 
holds for any function cp E Y(R”) as E + 0, and this convergence is t&form. 
(3) i is strictly positive on the spaces X’“(g, Rn)cXc’)(Rn) of 
cylindrical functions of first order with the common axis g for any axis g 
through the origin. That is, for any function cp E X”‘(g, R”) with cp 2 0, 
cpf0 
hPP)>0 
holds. 
(Consequently t defines a bounded so-called projected measure ,ug on any 
line g through the origin.) 
Any measure pg is strictly positive without atoms such that the value K = 
,u,J g) is constant w.r. t. the lines g E { g ) 0. 
(4) i is strictly positive on the spaces X’2’(C, W) c X(2)(&Y) of 
cylindrical functions of second order with the common supporting plane C 
through the origin. 
(X(‘)(Z, W) contains all the cylindrical functions %‘$C, R”) of compact 
support and i is continuous w.r.t. the the C2-norm on these subspaces. Con- 
sequently i defines a strictly positive projected measure uz on any plane .Z 
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through the origin by a well-known theorem of measure theory. The measure 
&,) of a two-edge E is defined by 
&E) = PAZ n ~9, (8.96) 
where C is the plane through the origin intersecting the boundary hyperspaces 
of E orthogonally.) 
(5) For a non-degenerated three-edge with the inner two-edges 
Em Em & 
&A + J%U) + h%,) - ~c > 0 (8.97) 
holds. 
(6) The measure L(xE) of a two-edge is equal to the p-measure of E 
defined by the metric d(x, y). 
(7) Anyfunctional L with properties (1) (2), and (3) is uniquely deter- 
mined by the projected measures pg, g E {g},. 
(8) Let L be an arbitrary functional on {X(W), 0 Cl} with properties 
(l)-(5). The length dr(x, y) of a line segment PQ is defined by 
dt(f’Q) = he), (8.98) 
where Em is the two-edge defined by m. 
Then dt(P, Q) is an elliptic Desarguesian metric defined on [Ip”. Con- 
sequently any elliptic Desarguesian metric can be constructed by this 
method of distributions. 
Proof Statement (1) is proved in te previous proposition. The second 
statement comes from the computation 
L(u,,) = L(u,,) = L(u,) S L(u) = L(u,). 
Statement (3) is obvious. 
Now we prove statement (7). 
(8.99) 
Let u E A(i)(lR”) be a needle function of ith order with the supporting 
needle 2; furthermore let @(d, U) be a Riemannian sum for u defined in 
(8.76). By properties (1) and (2) we can write the diagram 
L(@,(d, u)) 141-9 L(u,) 
1 
E’O 1 E'O 
L(@M u)) L(u) (8.100) 
As the convergence 
Ucpe) + L(v) 
607.‘59’3-7 
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is uniform as E + 0 we get easily that 
J3@(4 u)) + L(u) 
as Id) -+ 0. On the other hand we have 
(see (8.78)), and thus 
(8.101) 
For a general function cp E d( KY) represented by 
we have 
L(cP)= f L("i), (8.102) 
i= 1 
which proves statement (7) completely. 
Statement (6) can be proved by statement (7) easily. In fact, t is on any 
subspace X’*‘(Z, l&Y) as the integration of the generator functions in C 
w.r.t. the measure determined by the elliptic Desarguesian plane C. From 
this notion we get statements (4) and (5) easily. 
Now we turn to statement (8). 
The metric (8.98) is continuous. In fact, by properties (1) (2), and (3) 
(using statement (7)) the L-measure of a half-space is equal to the measure 
determined by the half-space measure (pLB} constructed at the point 3. Any 
measure ,u~ is without atoms with K = p&g) (i.e., pg has no atoms also at 
infinity). Therefore in any plane C through the origin the pL,-measure of a 
line is zero, which proves the continuity of the metric (8.98). 
The metric is additive on the lines in a trivial manner; furthermore the 
strictly triangle inequality holds by (8.97). This proves the theorem com- 
pletely. 4 
By this theorem any elliptic Desarguesian space can be constructed from 
a suitable distribution described in statement (8). Also, the Pogorelov 
theorem can be seen from formulas (8.88), (8.56) resp. (8.57) easily. In fact, 
if we write the boomerang inverse (8.56) resp. (8.57) in (8.88) then for an 
odd- (n)-dimensional Desarguesian space of class C” resp. for an even-(n)- 
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dimensional space of class C” + ’ we get-by partial integration-that t can 
be extended into a bounded functional of the continuous functions with 
compact support. Thus-by the Riesz representation theorem--L defines a 
bounded signed measure ~1 on the dual space P*“. Under these weaker dif- 
ferentiability conditions p does not have a density function o in general. 
We can summarize these results in the following manner. 
THEOREM 8.2. Any odd-(n)-dimensional elliptic Desarguesian space of 
class C” resp. any even-(n)-dimensional elliptic Desarguesian space of class 
C n+ ‘, n > 2, can be constructed by the Blaschke-Busemann construction. 
Any other elliptic Desarguesian space can be constructed by the distribution 
i described in the previous theorem. 
Last we describe another distribution’s construction which better shows 
the connection between the norms 0 II, (1 (Ik; furthermore we can exchange 
the assumption (8.97) for a more attractive one. 
The basic space is the whole space P” here, which is endowed by an 
elliptic Riemannian metric. Let cp be a function of class C2Cn’21 defined on 
an i-dimensional subspace .Z of P”. The norm llqll P of cp is defined as 
follows. 
Let AE, be the set of AE coordinate systems on 2;; furthermore I( (I$2/nl 
denotes the usual C2Cn/21-norm in an GE coordinate system Iw’ E AE,. Then 
)I cp 11 P is defined by 
IIVIIP := R;ffE, lIcp(lfpw (8.103) 
cp generates a cylindrical function cp” of ith order in such a way that cpc 
has constant value on the (n - i)-dimensional projective subspaces inter- 
secting Z (only at one point) orthogonally. cp is called the generator of cpc 
and C is the axis or the supporting axis of cp’. A non-constant cp” is not of 
class C2Cn’21 on P” in the cases ifn as cp” has the singularity at the pole 
subspace of C. 
The norm I( @(I P of (pc is defined by 
lI(PCllP := IIVIIP. (8.104) 
Let B”‘(P) be the linear space which contains all the finite linear com- 
binations of the form 
u = cp; + . ‘. + cp;, (8.105) 
where the functions ‘p; are (non-constant if i # n) cylindrical functions of 
ith order with different supporting axes Zr,..., ck. The space 
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B(O)(P” c P”)(P) contains all the constant functions. The norm lI9II P is 
introduced by 
IIdP= II9Fll + .*. + ll9;illP (8.106) 
The normed space {B(P), (1 (lP) is defined as the direct sum 
{W”), II II.} := {B”‘(P”, II Il.} + ... + {~(“‘P”), II lIpI, 63.107) 
and the space (&I(P), 1) JIP) is the completion of {B(P), I) JIP) by the 
Cauchy sequences. 
For any element u E S?(P), represented by the Cauchy sequence {u,>, 
the functions U, tend uniformly to a function li defined on P”, which is 
continuous almost everywhere. For this function 
Ml0 = II4P (8.108) 
holds trivially; therefore the kernel go(P”) of the map u + li (this is not the 
boomerang transform) is closed. 
Let 0 II, be the usual factor norm on the factor space .GY( P)/&+(P’) 
0 ii II := inf /(u(I P. (8.109) 
ueri 
Thus the image 
~(P”)~~(PJ”)/~o(lP2) (8.110) 
of the map u + ti is a complete Banach space w.r.t. the norm 0 Cl,. The test 
function space F(P) contains all the spaces B”‘(P”) in a natural manner. 
The co-mollifier is defined for a function ti E .7(P) in the AE coordinate 
systems with the origin 0 in the same manner as before. 
The space F--(P) can be written as the sum (not the direct sum) 
qp”)=$m(p”)+ . . . +p+)(p) 3 (8.111) 
where gci)( P) is the image space of @“(IFon) at the map u -+ 8. The Ed- 
mollifier maps the whole space F( P”) into the subspace F@)( P”) and thus 
the &,-mollifiers also assure the connections between the subspaces 
9q P). 
Now we construct a bounded functional i on the normed space 
(I, II II} for an elliptic Desarguesian metric d(x, y). 
For this construction we need also a finite partition of unity 17, ,..., Z7, of 
P” in such a way that the functions ni are of class C”; furthermore the 
closed support Sj of a IT, is contained in an AE coordinate system I%?;, (P, is 
the origin of the system) as a compact subset. We consider also the system 
fq ,..., R;, in the following construction 
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For a projective subspace C of P” the restrictions 
17 %z lp’“” 
define a partition of unity of C and the intersections 
(8.112) 
CnR>, (8.113) 
define several euclidean subsets of Z whose origins are defined by the 
orthogonal projection (in R”,() of Pi onto the intersections (8.113). 
First we introduce a functional L on the space 9?(P) for the metric 
0, Y). 
Let u E B”‘( P”) be of the form 
as in (8.105). (17,(Pj)B-I denotes the boomerang inverse (8.56) resp. (8.57) of 
the function lTi’pj in the punctured euclidean space Zjn R;,. The unit 
sphere of this euclidean space is denoted by $7 l; furthermore the half- 
space measure defined by d(x, y) in I&!>, is denoted by {PLY)}. The value 
L(u) is defined by 
which can be extended onto B(P) by addition. By (8.56) resp. (8.57) 
IL(u)l Q Cll~ll., c<q (8.i15) 
obviously holds; therefore L can be extended uniquely onto the normed 
space {9(P), 11 I].} into a bounded functional. 
Now let d,(x, y) be a sequence of elliptic Desarguesian metrics of class 
C” which tend uniformly to d(x, y). Then the value L,(u) also tend to 
L(u) for any element u E 9?(P). As L, is not the same as the integration of 
the given functions by the bounded signed measure constructed for the 
smooth Desarguesian spaces, L is independent of the choice of the partition 
of unity Z7, ,...., Z7,; furthermore L(5&,( P)) = 0 holds. 
Thus the functional L can be projected into a bounded linear functional 
i of the space {F(P), Cl I,}. 
It can be seen in the same manner as before that L is uniformly con- 
tinuous w.r.t. the &,-mollifiers and that it is uniquely determined by the 
values of t on the subspace 9(1)(P’n).6 
‘See the step preceding Theorem 8.4, below. 
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The characteristic properties of the distribution t are the following: 
(1) t is a bounded functional on {F(P), 0 UP}: 
&a)( G d!txlp. 
(2) L is uniformly continuous w.r.t. the &,-mollifiers; i.e., i(l;,,) tend 
uniformly to t(G) as a0 + 0 for any fixed origin 0. 
(3) i is strictly positive on the spaces F-‘l’(g, P)c 9”‘(P) of the 
cylindrical functions of first order which have the common supporting 
axis g. Thus t defines a strictly positive projected measure pg on any line g. 
These measures are finite and without atoms. 
(4) i is strictly positive on the spaces @‘(C, P”) c P-(‘)(P) of the 
cylindrical functions of second order with the common supporting plane C, 
for any plane Z. 
Conversely, let us consider a functional i on {F(P), 0 II,} with the 
above properties. We define a metric d(P, Q) as follows. Let Em be the 
two-edge determined by a line segment m lying on the line g. The length 
of m is defined by 
d(m) := PJE~ n g). (8.116) 
This metric is continuous and additive on the lines. The strictly triangle 
inequality comes from assumption 4, as by this assumption the strictly 
triangle inequality holds in any 2-dimensional plane.’ 
Thus we have: 
THEOREM 8.3. Any elliptic Desarguesian space can be constructed by the 
distribution L given on the Banach space { F( P*“), 0 UP} with properties 1-4. 
This construction of L is simpler than the first construction. It has the 
additional advantage that it is of invariant character in the sense that it is 
considered for the whole projective space, not only in an AE coordinate 
system. It is not hard to see that the function space F(P*“) is independent 
of the choice of the Riemannian elliptic metric of P*” and also that the 
topology determined by 0 Cl, is independent of this metric one. Obviously 
the distribution t is uniquely determined for an elliptic Desarguesian 
metric. 
In spite of these remarks the first construction of t has several advan- 
tages as well. First we mention that L can be defined on a much richer 
class of test functions by the first method than by the second. More 
’ See the step preceding Theorem 8.4, below. 
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precisely, by changing the AE coordinate system Iw;t in P” and by introduc- 
ing the suitable supremum norm 0 II, on the space 
u .x(W 
OEP” 
it would be possible to define the distribution t on a larger class X(P*“) 
of test functions. Enlarging of the class can be continued for metrics of class 
Ck, k B 1, using partial integration in (8.114). As details are somewhat 
lengthy, we do not discuss them here. 
From the first construction of L it can be seen easily, too, that any ellip- 
tic Desarguesian space is uniquely determined by the distance d,(P) := 
d(0, P) of the points P from a fixed origin 0 of the space (see statement (7) 
in Theorem 8.1). Theorem 8.1 gives also a method for the construction of 
the whole metric from a suitable function d,(P). This phenomenon will be 
discussed also in Section 9 from a new point of view. 
Eighth Step: The Construction of the General Parabolic Resp. Hyperbolic 
Desarguesian Spaces with Distributions 
Let K be a point set in the elliptic Riemannian space which is a bounded 
closed convex set in an AE coordinate system of P”. The function spaces 
B”‘( P”, ext K) resp. B( P”, ext K) are generated by the cylindrical functions 
cpc whose generators cp are of class C”‘-‘, if n = 2m, resp. those which are 
of class C2”, if n = 2m + 1, in the supporting projective subspace; further- 
more the supports of @ do not intersect the body K. 
Also the norm 11 II,, is defined for the odd-dimensional resp. even-dimen- 
sional cases in a different manner by 
Il’pCIIP := w,“E”Apz lIdI if n=2m+l, 
(8.117) 
lIPflIP := SUP lldlkr2 if n=2m, 
WE AE, 
where C is the supporting subspace of @. The norm (IuI( P of a general 
function u of the form (8.105) is defined by the sum (8.106). The space 
{WY ext K), II II 4 is introduced also here as the completion of the nor- 
med space (B(P”, ext K), I( (I P} by the Cauchy sequences. Also this space 
can be written as the direct sum 
&l(P’ ext K)=#‘)(llp” ext K)+ ... +B(“)(P”,ext K), 3 > (8.118) 
where W(‘)(P”, ext K) is the completion of B”‘(P”, ext K). The map u + ti 
and the kernel a,,(P”, ext K) of this map can be defined in the same man- 
ner as in the previous step together with the factor normed spaces 
{~!t?(iP, ext K)/L&,(P”, ext K), 0 Cl,} z {F(P”, ext K), 0 O,}. (8.119) 
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The space 9(lPn, ext K) is the subspace of the Bore1 measurable 
functions defined on P” and can be written as the sum (not the direct sum!) 
F( P”, ext K) = 9--(“( P”, ext K) + . . . + 91fl)( P”, ext K). (8.120) 
Obviously the subspaces 8(‘)($“, ext K) contain the function spaces 
B(“( P”, ext K). 
We use the spaces {F(P”, ext K), 0 O,} for the introduction of a dis- 
tribution for a Desarguesian space of parabolic resp. hyperbolic type. 
Now let d(x, v) be a parabolic or hyperbolic Desarguesian metric 
defined on a convex open subset D of an afline space A" which is con- 
sidered the subset of P”. The hyperspace intersecting D are identified with 
the pole points. Thus we get the point set D* which can be considered the 
exterior of the convex bounded closed subset D** = P"\D*. It is not hard 
to see that the supporting axes Z of the cylindrical functions 
cpc E B(P”, ext D* *) intersect the convex set D at a Desarguesian subspace 
on which the metric is denoted by dz(x, y). 
NOW let K be a bounded closed convex n-dimensional body in P” around 
D** containing D** in its interior. We shall construct a distribution t, on 
the function space 
F(P, ext K) c 9(lPH, ext D**). (8.121) 
As K is arbitrary around D** we shall get. a functional i for the 
functions from 9(P”, ext D**) whose closed supports do not intersect the 
closed set D**. Let us denote the subspace of these functions from 
9(P”, ext D**) by Pxt(Pn, ext D**), which obviously is not a closed sub- 
space w.r.t. the norm 0 0,. 
The convergence D is defined in Pxt(P”, ext D**) as follows. 
For a sequence (P,,, E 9ext(P’~, ext D**) and for cp EP~~~(P”, ext D**) 
(P~L)(P holds as m -+ co iff all the functions qp,, cp are contained in a 
function space fl(P, ext K), where K is as described above; furthermore 
O~-cp,O+O (8.122) 
holds as m + co. 
Also the s,-mollifier u,, of a function u E Pxt(P, ext D**) is defined 
only for small value of s0 for which u,,, lies also in Y”(P, ext D**). It is 
not hard to see (in a fixed AE coordinate system) that, for the elements of 
a fixed subspace 9(P, ext K), a constant sOK > 0 exists such that U, E 
9”“( P”, ext D**) holds for any element u E 9( P”, ext K) n 9( P", ext D**) 
as ~~~~~~30. 
For the construction of iK we use the following tool. 
We consider also a finite system Z7i,..., Z7, of non-negative functions of 
class C” defined in P” with the following properties. 
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FIGURE 31 
1. The closed support Si of any function IZi is contained in a quarter- 
space and it is separated from D** in the following sense: For any si, a 
closed two-edge Ei and a hyperspace ri exist for which Ej contains si and 
also D** in its interior. Furthermore ti intersects Ei into two three-edges 
E, resp. E, in such a way that D** is contained, say in the interior of Eil, 
and Si lies in the interior of Ei2 (see Fig. 31). 
(2) The open supports Si, i = l,..., r, cover the exterior of K; more 
precisely, the functions 
(the restrictions of 17,‘s onto ext K) define a partition of unity on ext K := 
P”\K; i.e., C;= i UiieXtK = 1 holds on ext K. 
It is not hard to see that such a system 17, ,..., 17, of functions indeed 
exists. 
Now we construct the distribution i,. 
Let cpc E B”‘(P”, ext K) be a cylindrical function of first order. Its sup- 
porting axis g intersects the domain D at a Desarguesian line with the 
metric dg, which induces a “projected” measure pg on a line segment of g. 
L,(@) is defined by 
L,(cp”) := s cp bg. 
g 
(8.123) 
It is easy to show that L, defines a strictly positive bounded functional 
on any (closed) function space 
W)( g, P”, ext K) c B(‘)(P, ext K) 
of the cylindrical functions of first order having a common supporting 
axis g. 
For a cylindrical function cp” E B”)(P”, ext K) of second order the sup- 
porting plane C of 40” intersects the domain D at a Desarguesian plane with 
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the metric dz(x, y). The metric dz(x, y) induces a “projected” measure pz 
on .X in the exterior of a convex set DE*. L,(q”) is defined by 
(8.124) 
Then L defines a strictly positive bounded functional on any (closed) 
function space 
@‘)(Z, P”, ext K) c B(*)( aP”, ext K) 
having a common supporting plane C. 
For the definition of L,(cp”), for a cylindrical function (POE 
W(P”, ext K), j> 2, of higher order, we use the ideas formulated in the 
proof of Proposition 8.7. 
Let C be the j-dimensional supporting axis of cpc which intersects the 
domain D at a Desarguesian subspace with the metric d,. Let us consider 
also the function ni’p for a fixed function 17, with the support K, in C. If 
0: resp. D-F* = C\Dz denotes the previously defined point sets for the 
metric d, in C then obviously Ri c Df = ext D$* holds. 
Let us introduce also an AE coordinate system Ri, on C whose origin 0 
lies in D; furthermore Ki is a compact set in RJ,. Let di be a hyperspace in 
I$ separating the compact sets Dz* and Ki (see the properties of the 
system II, ,..., n,). The following considerations concern the euclidean 
space Ri,,. 
Let us restrict ZZiq to a hyperspace d; parallel to A,; which we denote by 
Z~;(P,,,. The origin 0,; of A( is defined as the orthogonal projection of Oi 
onto A’. If li is the line through Oi standing orthogonal to A;, then 
O,;=&nA,!. 
Let Z7iqjd;B-~ be the boomerang inverse (8.56) resp. (8.57) of ZZi(pld; in 
Aj. If A,! varies, we get a function fliqeml in rW; whose restriction to Aj is 
ni’p ,d;B-l. For any plane r/lying on the line li let 17i(pB-~,ri be the restric- 
tion of ZIiqe-) onto rr,; furthermore let pr,, be a measure defined on z,, by 
the Desarguesian plane t,, n D. 
L,(cp”) is defined by 
where dz, means the normed invariant measure for the planes t,, of C lying 
on li. 
L, can be extended onto the space B(P”, ext K) in a natural manner. 
For L, we have easily the relation 
ILK( G QKllc~llP, cp E B( P’“, ext K), (8.126) 
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where the constant QKc co can be computed in the following manner. Let 
K* be the set of pole points of hyperspaces in P” lying in ext K. Then K* is 
a bounded point set in the Desarguesian space, and QK is the d-diameter of 
this point set. 
By the Hahn-Banach theorem we get that L, can be extended uniquely 
into a bounded functional L, of 
Now we show the equation L,(Bo(P”, ext K)) = 0; i.e., L, induces a 
bounded functional t, in the normed space 
(F(P”, ext K), II II,> E (SI(P”, ext K)/94JP”, ext K), 0 O,}. (8.127) 
For this reason let us consider a sequence d”(x, y) of C”-Desarguesian 
metrics which tend uniformly to d(x, y) on any compact subset of D, 
especially on the set K* defined above. L> denotes the functional defined 
for these metrics. Let us consider also the set R, of the subplanes in P” 
intersecting D and let us consider the set Z, of triangles in these subplanes 
with the following properties: 
A triangle a in a subplane t E R, is contained in Z, iff: 
1. The sides of n do not intersect the set D:*. 
2. The support of the cylindrical function of second order, generated 
by the characteristic function of the triangle, does not intersect the body K. 
If p!j resp. pL, denotes the measures in r determined by the Desarguesian 
metrics d: resp. d, then the values p;(d) tend uniformly to p,(d) on the set 
Z,. By this notion and by (8.125) we have easily that the values 
L%(P); q E .9l( P”, ext K) 
tend uniformly to L,(q) on the space g(lP’, ext K) as n + co. 
On the other hand Li comes from an integral in the smooth cases; thus 
Lk (s&,( P”, ext K)) = 0 and therefore LK(93,,(P”), ext K)) = 0 holds. From 
the above approximation we get, too, that L,, and therefore LK, is 
independent of the choice of the function system 17r,..., 17, and of R&, and 
of Ai in lR$, as well. That is, the functional i, is uniquely determined for 
the Desarguesian metric d(x, y). 
By changing the body K we get a uniquely determined functional L 
defined on the function space 9ext(5”‘, ext D**). The most important 
properties of L are the following. 
1. L is a bounded functional on any (closed) subspace 
F(P, ext K) c Fxt(Pn, ext D**), 
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where K is an n-dimensional bounded convex body around D** containing 
D** in its interior. Consequently i is a continuous functional w.r.t. the 
convergence D in Fext( P”, ext D** ). 
2. l is uniformly continuous w.r.t. the s,-mollifiers, for a fixed origin 
0, on any subspace 9(UD”, ext K). 
3. L is strictly positive on any subspace 
Fxt(‘)(g, lV,ext D**)c Fxt(Pn, ext D**) 
of the cylindrical functions of first order with the common supporting axis 
g. Consequently i induces a measure ,ug on any line intersecting D. This 
measure is infinite without atoms on any such a line g. 
4. t is strictly positive on any subspace 
.Fext(2)(L’, P”, ext D**)c Fxt(Pn, ext D**) 
of the cylindrical functions of second order with the common supporting 
plane Z. 
Property 2 can be proved in the same manner as the similar statement in 
Proposition 8.14. 
Conversely let us consider a distribution i on the space 
Fext(pn, ext D**) with properties 14, where D** is a bounded closed con- 
vex point set in an AE coordinate system of P”. 
The pole points of hyperspaces lying in ext D** form an open convex 
pointset in P”. We shall show that L induces a Desarguesian metric d(x, y) 
on D defined in the following manner. 
Let g be the line lying on the segment q of D and let E,. be the two- 
edge determined by Xy. The length d(?c, y) of the segment v is defined by 
4x9 Y) := pg(g n E.J. (8.128) 
This metric is continuous and additive on the lines of D such that the 
length of a whole line is always infinite. What we need to prove is that the 
strictly triangle inequality holds for the metric d(x, u). 
For this reason we consider a 2-dimensional plane Z intersecting D and 
also a line g in C which also intersects D. The sets DE, DE* in C are 
defined for the convex set D z := Cn D as before. t defines a strictly 
positive (infinite) measure pz on DE = ext DI* by assumption 4. We con- 
sider also a cylindrical function 
(PC E s-t(1) (g, P”,ext D**) 
of first order with the supporting axis g. The function ~0’ can also be con- 
sidered a cylindrical function of second order with the supporting axis C. 
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In spite of this fact cp’ is not an element of Yext(2)(& P”, ext D**) because 
the restriction cpclZ of cp’ onto 2 has singularity at the pole point G, of g in 
C. Therefore we draw a circle Cs around G, in Z with the radius 6 and we 
smooth out the function cp”/C into a function pa of class C2m, if n = 2m + 1, 
resp. of class C*” - 2, if n = 2m - 2, in the interior of C6 in such a way that 
SUP Iv,(P)I d sup Iq’,,(P)I 
PEE PEZ 
holds. Let 
cp; E Fextc2)(Z, P", ext D**) 
be the cylindrical function of second order generated by cps. For an E- 
mollifier with the origin at D, we have easily 
rhp; - c&o + 0 as 6 +O; 
therefore by assumption 1 we get 
a%,) + &P3 
as 6 + 0. On the other hand we can write the diagram 
GP’,,) 3 i(cp;) 
1 
E-0 
1 
E’O 
bP3 aP”) 
As the convergence z(u,) + i(u) (as E + 0) is uniform w.r.t. the functions u 
we get 
&“a) + hf) 
as 6 -+ 0. From this property we have 
(8.129) 
i.e., the functional induced by the measure pZ of the planes Z on the cylin- 
drical functions cp’ E Yext(‘) (g,lP”, ext .**) is equal to L. 
On the other hand the l-dimensional measures pg, g c C, determine the 
measure pLz. uniquely by the elementary proof given for the Pogorelov 
theorem in the 2-dimensional case. From the positivity of pZ we get the 
strictly triangle inequality for the metric d(x, y) at any Desarguesian sub- 
plane D. This proves the statement completely. 
We can summarize the above results in the following main theorem. 
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THEOREM 8.4. Any parabolic resp. hyperbolic Desarguesian space defined 
on D can be constructed by a uniquely determined distribution t of the space 
(&F’(P*“, ext D**), 0 O,} with properties 14. 
Finally we mention that the functional t can be extended onto a much 
richer class of functions using the method of Theorem 8.1 and the 
procedure described at the end of the previous step. Because of the lengthy 
details these considerations are left to the reader. 
9. THE MINKOWSKI-TYPE CONSTRUCTIONS 
OF THE DESARGUESIAN SPACES 
We have seen in the previous section that any elliptic Desarguesian space 
is uniquely determined by the distance function d,(P) := d(0, P) of the 
points from a fixed point 0, which is considered the origin of the space. Of 
course, the function d,(P) cannot be an arbitrary one; furthermore it is 
natural to question how to axiomatize the properties of d,(P) in order to 
receive a Desarguesian space by it and how to construct by a suitable 
d,(P) the complete metric d(x, y). By the solution of this question we give 
a natural generalization of the Minkowski space notion, as in the 
Minkowski spaces the metric is determined by the Minkowski function, 
which can be considered the distance function from the origin. 
The basic manifold is the euclidean space R” in the next considerations: 
We consider the polar coordinate system (r, t?), and also, on the space 
R”\O, the map a: tP\O + KY\0 defined by 
a:(u,o)+ i,-f9 ; 
( > 
(9.1) 
i.e., a is the combination of the inversion 
and of the reflexion 
w.r.t. the origin 0. 
Now let d,(P) be a function defined on R” with the following properties: 
1. d,(P) is continuous with d,(O)=O; furthermore it is a strictly 
monotone increasing function on any needle g,(r), 6 E s”- ‘(0, 1). 
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2. d,(P) has a finite line at infinity (denoted by lg,l on any needle 
g,; furthermore the value 
l&d + lg-,I = K (9.2) 
is constant w.r.t. the lines g E { g}O through the origin. 
The dual distance function 9(P) is defined for the points P with the 
polar coordinates P = (r, 13) by 
9(P) = IL,I -4W)). (9.3) 
g(P) defines a half-space measure {pc,} on the lines described in Section 6, 
the Fourier transform of which is defined by (6.2), i.e., 
P(t) = I”, eiX’v,,W (9.4) 
If d,(P) were the distance function of an elliptic Desarguesian space, then fi 
would be the Fourier transform of a finite measure on any 2-dimensional 
subplane C through the origin. By the well-known Bochner theorem [6] 
we would have that ji would be positive definite on any such plane; i.e., 
for fi 
(9.5) 
would hold for any system {x1 ,..., xm} of points in 2 and for any system 
{pi ,..., p,} of complex numbers. 
Therefore let us assume also the following property for d 0( P): 
3. The function p is positive definite in the Bochner sense in any sub- 
plane C lying on the origin 0. 
For a function d,(P) with properties 1, 2, and 3 it is possible to define a 
metric d(x, JJ) in the following manner: 
The space R” is considered an AE coordinate system of P”. Then let E,, 
be the two-edge determined by the line segment PQ, and let C be the plane 
through the origin intersecting the axis of E,, (the intersection of the 
boundary hyperspaces of Epe) orthogonally. The length of PQ is defined 
by 
WQ) = PAEPQ n z) := PCL(EP~L (9.6) 
where pLz is the measure in C which has the Fourier transform ,C,= in Z (see 
the Bochner theorem). This metric is continuous and additive on the lines 
but the triangle inequality holds only for the triangles lying on the planes 
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through the origin. The strictly triangle inequality holds for any triangle by 
the following assumption: 
The p-measure p(E) of a two-edge E is defined by (9.6). 
4. For any non-degenerated three-edge with the inner two-edges 
E,, 7 E13 9 4, 
holds. 
It is easy to see that (9.6) defines an elliptic Desarguesian metric for any 
function d,(P) with properties 14. The metric (9.6) is the extension of the 
metric defined by d,(P) in the radial directions. Thus we have 
THEOREM 9.1. Any elliptic Desarguesian space can be constructed from a 
distance function A,(P) with properties 14 by (9.6). 
It is not hard to see the connection between this construction and the 
method of distribution given in Theorem 8.1. In fact, the half-space 
measure {p,> determined by a distance function A,(P) with properties 14 
can be extended uniquely into a distribution i described in Theorem 8.1. 
Because of the “hole problem” it is impossible to construct a parabolic 
resp. hyperbolic Desarguesian metric by a distance function A,(P); more 
precisely, the complete metric d(x, y) is not uniquely determined by a 
function A,(P) in these cases. 
Therefore we formulate another construction for the general 
Desarguesian metrics which is very close to the above Minkowski-type 
construction. 
Let us consider a real function V(P) defined on the open convex set 
D c R”, 0 E D, with the following properties: 
A. V(P) is continuous with V(0) = 0; furthermore the function V&r) 
has a finite total variation on any closed interval ]c] of any needle g@(r). 
B. If D is a proper subset of R” (the hyperbolic case!) then the 
boomerang transform V,(P) of V(P) tends to infinity as P tends to infinity. 
If D = R” then either the total variation of V,(r) is finite on any needle 
go(r) (the elliptic case!) or V,(P) tends to infinity as P tends to infinity (the 
parabolic case!). 
V(P) induces a signed measure pgo on any line ggE {g},, 8= (0, -0}, 
determined by the assumption 
(9.8) 
for a point PE go, where r is the radial polar coordinate of P. 
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We introduce also a “metric” d,(P, Q) for the V(P). PO resp. QB denotes 
the orthogonal projections of the points P and Q on the line gB E {g},; 
furthermore IIPg, Qell V means the p,,-measure of the line segment PsQg. 
Then ddP, Q) is defined by 
where s”-’ is the projective space of the antipodal points of the unit 
sphere S”- ‘(0, 1) with the invariant measure do. Let us note that the dis- 
tance function A v(P) of the “metric” d, from the origin is just the 
boomerang transform V,(P) of V(P). 
Now we try to construct the Desarguesian metrics in such a way from a 
suitable function V(P). 
If a Desarguesian metric d(x, y) can be constructed from a function V(P) 
by (9.9) then it can be constructed also by the Blaschke-Busemann con- 
struction in the following manner. 
The signed measure pV for a function V(P) is defined by the integral 
(9.10) 
acting on the continuous functionf with compact support in D. The signed 
measure pV is determined by this formula using the Riesz representation 
theorem. 
Let us transform the signed measure pV onto the set D* := cc(D) by c1 
into a signed measure p; i.e., for a continuous function cp with compact 
support in D* 
holds. 
If we consider Iw” as an AE coordinate system in Pn then D* forms just 
the pole points of hyperspaces intersecting the convex body D. It is easy to 
see that the metric, constructed from p by the Blaschke-Busemann con- 
struction, is just the metric d,(x, JJ) and that the function V(P) is uniquely 
determined for d,(x, y). 
We mention that the “metric” d,(x, y) constructed for a function V(P) 
with properties A and B is not a Desarguesian metric in general, because 
these properties do not assure the positivity of the metric and also do not 
satisfy the strictly triangle inequality in general. These properties are 
assumed by the property that the p-measure of any non-degenerated three- 
edge which lies in D* and whose sides do not intersect the body D** is 
607359%X 
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positive. On the other hand the images of such a three-edge at the map 
-1. a . D* + D is a set bounded by three spheres, each of which lies at the 
origin 0 and all of which are contained in D. Let us call these point sets 
three-sphere-edges. 
Let us also assume for the function V(P) the property: 
C. The remeasure of any non-degenerated three-sphere-edge is 
positive. 
From the above considerations we get that the metric dv(x, y), constructed 
from a function V(P) with properties 1, 2, and 3 is always a Desarguesian 
metric. 
Conversely let us consider a Desarguesian metric in an AE coordinate 
system R” with the origin 0 E D. If the metric is of class C”+ * then we have 
a continuous density function o (w.r.t. to the Lebesgue measure of R”) 
defined on D** which is a decreasing measure of order @(l/r“+ ‘) at 
infinity. 
For a point PE D the image a(OP) (of the segment OP at the map a) is 
a half-line lying in D *. Let t be the parametrization of a(m) by the 
euclidean arclength with t(a(P)) = 0. 
Let us introduce the function V(P) by 
w)=/om t”- lq,(o,,(c) dc> (9.12) 
It is easy to see that V(P) has properties A, B, and C; furthermore the 
metric dv(x, v) is equal to d(x, y). 
Thus we have 
THEOREM 9.2. Any Desarguesian metric of class C”+ ’ can be constructed 
from a function V(P) with properties A, B, and C by (9.9). The function 
V(P) is uniquely determinedfor the metric in any AE coordinate system. 
The same statement cannot be proved under the lower condition of dif- 
ferentiability. In these cases we can consider only the test function space 
a*Fxt(W, ext K) := {cpoal q3 ELF’~(~F, ext K)} 
with the distribution a*t defined by 
(9.13) 
a*t(cpoa) :=L(cp), (9.14) 
Then this distribution defines the measure on the se-called two-sphere- 
edges in D from which we get the distance in a manner similar to that in 
(9.9). These simple details are left to the reader. 
Finally we mention that these Minkowski-type constructions can be used 
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for consideration of Desarguesian spaces with non-symmetric metrics and 
also for characterization of spaces of constant curvature. We return to 
these questions in the continuation of this paper. 
10. A BRIEF OUTLINE OF THE CONTINUATION OF THIS PAPER 
Another construction for the Desarguesian spaces which seems rather 
different from the Blaschke-Busemann construction can be given. For the 
sake of simplicity we construct only elliptic Desarguesian metrics in this 
new style, and first consider the 2-dimensional case. 
Let p be a finite measure defined on the projective plane P2 such that the 
measure of a line is zero; furthermore let the measure of a non-degenerated 
two-edge be positive. 
We construct a metric d&X, Y) by means of the measure p in the follow- 
ing manner. 
Let us fix a line segment xy in the plane P2. This segment determines a 
two-edge E,,(P) for any point PE P2 with vertex P and with sides PX 
resp. PY such that E,,(P) covers the segment xy (see Fig. 32). Let 
p(E,,(P)) be the p-measure of such a two-edge. The length dp(n) is 
defined by the integral of the function P + p(E,,(P)) with respect to the 
measure p(P), i.e., 
(10.1) 
The metric d,, is continuous and it is additive on the lines in a trivial 
manner. Also, the strictly triangle inequality holds. In fact, let us consider a 
non-degenerated triangle X, Y, 2. If the two-edge E,,(P) contains the 
point 2, then 
L@,,(P)) = P(Ex,(P)) + P(EZY(P)) (10.2) 
FIGURE 32 
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holds. Furthermore in the case Z # E,,(P) we have 
P(Ew(P)) + 2P(E,,(P)) 
P(ExAP)) < P(E,(~)) + P(E,,(P)) = or (10.3) 
P(EXY(~)) + 2P(E,,(P)). 
From these relations we get the triangle inequality 
dp(XY) < dp(XZ) + dp(ZY). (10.4) 
obviously. Thus dp is indeed a Desarguesian metric. 
If we try to construct the Desarguesian metrics in this way, two 
problems arise. First, the measure p can be constructed only for the metrics 
which are smooth enough and, furthermore p is a suitable signed measure 
in general. Second, we can construct only a suitable distribution p for the 
general cases. At any rate, all the Desarguesian planes can be constructed 
with this method. 
The following consideration makes clearer the difference between this 
construction and the Blaschke-Busemann construction. 
First we mention that a natural area measure can be defined by the cc- 
measure of the lines (constructed in the Pogorelov theorem) in the 
Desarguesian planes in the following simple manner. 
Let us consider the product measure p x p on the set of line pairs. Then 
the area measure m(B) of a Bore1 set B c P2 is defined by the ,U x ,u- 
measure of the line pairs intersecting each other at the points of the Bore1 
set B. In this way we get an area measure indeed. 
Let us note that the measure p given in the new construction, is not 
equal (not constant time) to the measure m. Thus the question brings up 
how to interpret the measure p for a Desarguesian plane. 
It is natural to interpret the measure p(E) of a two-edge E as the angle 
measure of the two-edge considered. In this case, for the measure p(d) of a 
triangle with the angles CI, b, y, we get 
P(d)=t (~+P+Y-PP(~2))> (10.5) 
which is the Gauss-Bonnet formula for the triangle if we consider the 
measure p as the curvature of the space. Therefore the natural interpretation 
of p is the curvature, and the above-new construction can be considered the 
construction by means of the curvature of the space. This idea corresponds 
also to the statement asserting that all the classical geometries (euclidean, 
elliptic, and hyperbolic) are uniquely determined by the (constant) cur- 
vature. 
The above considerations also bring up the problem: What are 
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Desarguesian spaces of constant curvature, i.e., for which the measure p is 
the constant time of the area measure m? 
All these questions will be discussed in the continuation of this paper, in 
which these considerations serve as the geometric treatment of the 
Desarguesian spaces. 
Finally we formulate the idea of the above new construction also in the 
higher-dimensional case. We treat only the 3-dimensional case and let p be 
a suitable finite measure in P3. 
First we define the area measure p’*‘(d) of a triangle A = {X, Y, Z}. The 
triangle determines a three-edge E,(P) for any point PE IFD3, as in Fig. 33. 
The measure P(~)(A) is defined by 
P(~)(A) := s, M,(P)) &(P), (10.6) 
which defines an area measure p$) in any plane Z. For a suitable measure 
p we have the following triangle inequality. 
Let El, E2, E, be the (2-dimensional) two-edge sides of a non- 
degenerated three-edge. Then 
holds. 
p’*‘(E,) < p”‘(E,) + p”‘(E,) (10.7) 
p is interpreted as the curvature scalar of the space and p?) is interpreted 
as the sectional curvature (curvature of second order) in the plane C. 
Last, we define the metric dp(X, Y). For a segment Xr the length 
d,(n) is defined by 
G(n) = Jp3 d2’W,,(P)) h(P), (10.8) 
where E,,(P) is the 2-dimensional two-edge determined by xy and P. By 
(10.7) we obviously get the triangle inequality for d,. 
FIGURE 33 
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The above construction can be called the construction by the curvature 
scalar p. An interesting situation concerning this construction is that first 
we construct the curvatures of several orders by p, and only in the last step 
do we introduce the metric. 
We shall construct all the Desarguesian spaces, too, by such a method, 
but, of course, we shall need to modify the procedure also in this case (sign, 
distribution). 
The several area measures HZ”’ can be defined by the measure p resp. by 
the distribution L also in the higher-dimensional cases in a natural manner. 
In the general continuous cases the m (‘)‘s are distributions. At any rate, 
we shall make a list of several measures (area measures, angle measures, 
curvature measures) by these constructions in the Desarguesian spaces, 
which will complete the description of the geometric structure in these 
spaces. 
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