In numerous applications, such as communications, audio and music technology, speech coding and synthesis, antenna and transducer arrays, and time delay estimation, not only the sampling frequency but the actual sampling instants are of crucial importance. Digital fractional delay (FD) filters provide a useful building block that can be used for fine-tuning the sampling instants, i.e., implement the required bandlimited interpolation. I n this paper an overview of design techniques and applications is given.
INTRODUCTION
The sampling rate must satisfy the Nyquist criterion in order for a sample set to represent adequately the original continuous signal. This problem has been addressed in the sampling theory literature, e.g., [I] , [2] . However, the appropriate sampling rate alone is not sufficient for many applications-also the sampling instants must be properly selected. For example, in digital communications, the decisions of the received bit or symbol value are made based on samples of the received continuous-time pulse sequence which should be taken exactly at the middle of each pulse to minimize probability of erroneous decision. This requires that both the sampling frequency and the sampling instants must be synchronized to the incoming signal.
Another class of problems is modeling of musical instruments which involves discretization of differential equations describing a physical system producing acoustical vibrations. Propagation delays caused by a finite speed of vibration in strings, tubes, and other musical resonators must be simulated accuratelyotherwise the instrument will sound out of tune. Such delays are not generally multiples of the sampling interval used. The actual playing of the instrument requires changing of system parameters on-line and thus special care must be taken to avoid transient phenomena due to these changes. 
IDEAL FRACTIONAL DELAY AND ITS APPROXIMATIONS
The ideal fractional delay element is a digital version of a continuous-time delay line. The delay system must be rendered bandlimited using an ideal lowpass filter while the delay merely shifts the impulse response in the time domain. Thus, the impulse response of an ideal fractional delay filter is a shifted and sam--0.51 ' For this reason, the impulse response corresponds to a noncausal filter which cannot be made causal by a finite shift in time. In addition, the filter is not stable since the impulse response is not absolutely summable. The ideal FD filter is thus nonrealizable. To produce a realizable fractional delay filter, some finite-length, causal approximation for the sinc function has to be used.
FIR Approximation of Fractional Delay
We consider five different approaches to design causal FD FIR None of the above design methods requires an iterative algorithm. However, Oetken's method utilizes an odd-length equiripple linear-phase FIR filter, which can be designed using the Remez algorithm; it then obtains the almost equiripple FD approximation with a matrix operation. A limitation of Oetken's method is that it is only suitable for odd-order FIR FD filters, which have a transmission zero at the Nyquist limit when d = 0.5. All the other methods are available for both odd and even orders.
Lagrange interpolation is obtained as a maximally-flat approximation of FD. It may be derived in many different ways [9] , [IO] . The coefficients of the Lagrange interpolator are given by the following equation:
where D is the desired total delay and N is the order of the filter. Kootsookos and Williams [I I ] showed that Eq. ( I ) (for even N) can also be obtained using the windowing method: the window function must be a scaled binomial window. This result has been generalized for odd-order Lagrange interpolators in [ 121. The following equation defines the windowing method for the design of a Lagrange interpolator for both odd and even N:
where n = 0, I , 2,. ..., N, and the scaling coefficient Ch," (D, N) and the binomial window w,Jn) are defined as 
Comparison of FIR and Allpass Designs
We compare the above FD filters in terms of their frequency response error (FRE) magnitude. We have chosen to present results for a wideband specification where the passband of approximation is 80% of the Nyquist limit (i.e., normalized frequency 0.4). The length of the FIR approximations is 10 (i.e., N = 9), and the order of the allpass filters is 5; an equal number of multiplications is needed to implement these filters.
The Chebyshev window function with a 35-dB ripple level was selected for sinc windowing. A second-order spline function was used in lowpass FD approximation. In the windowed sinc and lowpass FIR FD filter design, the coefficients must be scaled to obtain the best approximation (e.g., so that their frequency response at w = 0 equals unity). The allpass filters are automatically scaled by the design algorithms.
The useful range of delay D is different for FIR and allpass filters. In the case of FIR filters, the best approximation is obtained when interpolating between the middle taps in the case of evenlength filters and within half a sample from the middle tap in the case of odd-length ones. The squared approximation error functions (as a function of D ) are symmetric about the midpoint of the FIR filter. Here we consider the worst case, which occurs with d = 0.5 when the filter length is even.
In the case of allpass filters, the error curves are asymmetric [12] . Furthermore, the stability of the allpass filters must be taken into account. For example, the Thiran interpolator is stable only for D > N -I , which implies that there is a lower limit for the delay to be approximated [ 151. In general, the optimal range of D (width of one sampling interval) for allpass filters is about N -0.5 to N + 0.5 [12] . In our example N = 5 and the desired delay is D = 4.5. approximations. In terms of peak error, the best result (-32.5 dB) is achieved using Oetken's method, which gives a quasi-equiripple error on the approximation band. The WLS method is not much worse but its FRE increases towards the upper edge of the approximation band reaching the value of -25.1 dB. The WLS approximation is optimal in the sense that the error power is smallest possible in the approximation band-sometimes this may be more important than the peak error. Lagrange interpolation is not competent in this kind of comparison, since it merely minimizes the error in the vicinity of 61 = 0. Nevertheless, for narrow-band cases it is a useful technique. Figure 3 displays the FRE magnitude of the five allpass filters. In general, they appear to be better than the FIR approximations of Fig. 2 . The best performance (the smallest peak FRE in the approximation band) is obtained with the equiripple phase and phase delay allpass filter approximations (-45.8 dB and -42.0 dB, respectively). The peak errors of the LS phase and phase delay approximations are not much worse (-35.3 dB and -32.9 dB, respectively). The Thiran allpass filter gives a clearly poorer performance in terms of peak FRE. It is a maximally flat group delay approximation at 61 = 0 and is thus comparable to Lagrange interpolation. The Thiran allpass filter is easy to design and is attractive for a narrow-band approximation.
MATLAB functions that can be used for designing filters in this comparison are currently available at http://www.acoustics.hut.fi/ soft ware/fdt ool s/. seen that the error decreases only at very low frequencies whereas at high frequencies the error gets larger.
VERY SMALL DELAYS
All the five allpass filter designs discussed above yield an unstable filter when the desired delay is smaller than N -1 (e.g., D < 4
when N = 5). Thus, delays between 0 and 1 samples can be best realized with a first-order allpass filter (see Fig. 4 ), which yields a coarse approximation but which is anyway stable. remains narrow lowpass even when increasing the filter order.
As a conclusion, the design of high-quality FD filters is difficult if a very small delay is required. One possibility is to use a higher sampling rate if accurate and small fractional delays are needed. This helps the approximation task in two ways: the unit delays are scaled down by the new sampling interval, and the normalized approximation bandwidth is reduced. 
TIME-VARYING FD FILTERS

APPLICATIONS
Fractional delay filters are useful in numerous signal processing tasks. A basic example is sampling-rate conversion for incommensurate ratios, such as between 44.1 kHz and 48 kHz, a problem that occurs often in digital audio. The FD filter can be used to compute output signal samples with a different delay value each time. Obviously, the FD filter must be time-varying in this case. In practice, the situation is often made even harder by the fact that the sampling-rate ratios are not only incommensurate but also time-varying, which is caused, e.g., by variations in clock frequencies due to temperature, aging, or external disturbances. Various other examples include synchronization of digital modems, digital simulation of the Doppler effect in virtual reality systems, or elimination of wow in old gramophone disc recordings. For more information and references on these and other applications of FD filters, see [SI.
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