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INVARIANT GAUSSIAN FIELDS ON HOMOGENEOUS SPACES:
EXPLICIT CONSTRUCTIONS AND MEAN NODAL VOLUME
by
Alexandre Afgoustidis
Abstract. — We study the properties of smooth Gaussian random fields defined on a homogeneous space, under
the assumption that the probability distribution is invariant under the isometry group of the space. We first indicate,
building on early results on Yaglom, how representation theory and its cohort of special functions makes it possible to
give completely explicit descriptions of these fields in many cases of interest. We then turn to the expected size of the
zero-set: extending two-dimensional results from Optics and Neuroscience, we show that every invariant field comes
with a natural unit of volume (defined in terms of the geometrical redundancies in the field) with respect to which the
average size of the zero-set is given by a universal constant depending only on the dimension of the source and target
spaces, and not on the precise symmetry exhibited by the field. Both the volume unit and the associated density of
zeroes can in principle be evaluated from a single sample of the field.
1. Introduction
1.1. Nodal sets of real-valued random fields. — Suppose X is a Riemannian manifold and ψ : X → R is a
random function. It is a classical problem to try to understand the geometry of the nodal set ψ−1(0) of the samples
of ψ, especially when each sample of ψ is an eigenfunction of the Laplace-Beltrami operator on X.
It is not an easy problem. At the present time, very little can be said unless ψ is a Gaussian random field
or can be obtained from one by a simple modification. Even when X is the two-sphere and ψ is a real-valued
Gaussian field with values in a (finite-dimensional) eigenspace of the Laplacian, it is not easy to study such an
apparently simple quantity as the mean number of connected components of the nodal set. When X is a compact
manifold and ψ is a real-valued Gaussian field with values in a (finite-dimensional) eigenspace of the Laplacian,
much effort is being directed at understanding the Betti numbers of the nodal set of ψ and the way they depend
on the eigenvalue; see [6].
If one turns from the topology to the size of the nodal set, then more can be said. For deterministic functions,
Yau conjectured that in a region of X of fixed volume, the nodal volume of any eigenfunction on the Laplacian on
X is bounded above and below by constant multiples of the square-root of the eigenvalue [41, 42]. The conjecture
has led to spectacular theorems in the analytic case [16], and very recently in the smooth case [28].
As regards Gaussian random functions, the mean nodal volume has been made explicit for several fields with
values in an eigenspace of the Laplacian on some particularly symmetric compact manifolds: see [11] for spheres
and other compact rank-one symmetric spaces, [33] for flat tori. In harmony with Yau’s conjecture, the mean
volume always turns out to be the product of the square-root of the eigenvalue with a constant that depends only
on the dimension of the manifold. The variance and distribution of the nodal volume are currently being subjected,
for particular spaces X, to intense scutiny: see [27, 14, 31] for flat tori, [32] for spheres.
Suppose now that X has sufficiently many symmetries to be equipped with an isometric and transitive action
of a Lie group G (we do not assume X to be compact). Then we shall give a precise estimate for the average size
of the nodal set: Theorem 5.2 below, when specialized to real-valued fields with samples in an eigenspace of the
Laplacian, will yield the following result.
Theorem 1.1 (special case of Theorem 5.2). — Let X be a Riemannian manifold equipped with a transitive
metric-preserving action of a Lie group G. Let ψ be a smooth real-valued Gaussian random field on X such that
ψ(x) follows, for every x ∈ X, a standard normal distribution. Assume that the probability distribution of ψ is
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G-invariant and that there exists a real number E such that almost all samples of ψ lie in the eigenspace of the
Laplace-Beltrami operator ∆X for the eigenvalue E.
The nodal set ψ−1({0}) is generically a hypersurface; for any Borel region B of X, write VA for the real-valued
random variable recording the volume of ψ−1({0}) ∩B. Then
E[VB ] = c ·
√
E ·Vol(B)
where c is a positive number that depends only on the dimension of X.
1.2. Zeroes of complex-valued fields on the plane and an observation from Neuroscience. — The
work that led to this paper did not start with real-valued fields in mind, however. We set out from simple facts
about some complex-valued Gaussian fields on the plane that have proved useful in Neuroscience, in relation with
a striking fact observed a few years ago [23] in the primary visual cortex of mammals.
Part of the neurons’ specialization in that area can be described, for each individual in many mammalian species,
with the help of a continuous complex-valued map defined on the cortical surface. This map is called the orientation
map, and its zeroes are of particular biological significance (see [22]). If we assimilate the cortical surface, in the
central region of the primary visual area, with a Euclidean plane, then the orientation map can be assimilated with
a function z : R2 → C. The traditional wisdom is that z is very roughly a combination of plane waves with various
wavevector directions and various phases, but a common wavelength Λ. It has been observed that the average
density of the zero-set of z is strikingly similar across individuals and species:
Experimental fact ([23]). — Let Λ be the characteristic wavelength of a cortical orientation map z, and N
stand for the average number of zeroes of z in a region with area Λ2 of the map. The number N has been measured
in individual cortical maps coming from quite different species. The value of N in each individual cortex is close
to 3.14.
Useful models for the early stage in orientation map development [37, 36] treat the experimental map z in a
given individual as a single realization of a random field. In fact, one usually treats z as a realization of Gaussian
random field ψ : R2 → C whose samples are in an eigenspace of the Laplacian, and one crucially adds the further
assumption, meant to reflect the initial homogeneity of the biological tissue, that ψ is invariant under all translations
and rotations of R2 (see [3] for a discussion). In this context, Wolf and Geisel discovered the following mathematical
fact [37], almost simultaneously exhibited in Optics [13].
Theorem 1.2 ([37, 13]). — Suppose ψ is a stationary and isotropic Gaussian field on R2 with values in C,
assume that the complex-valued variable ψ(x) follows a standard Gaussian distribution for all x ∈ R2, and assume
that there exists Λ > 0 such that almost all samples of ψ satisfy ∆ψ =
(
2pi
Λ
)2
ψ. The expectation for the number of
zeroes of ψ in a region with area Λ2 is pi.
It was an attempt to assess the exact role of symmetry arguments in this result, and to adapt the models
to non-Euclidean geometries, that led to the work here reported; this paper is a mathematical outgrowth of our
former articles [4] and [3]. We accordingly will study Gaussian fields on Riemannian homogeneous spaces, but in
contrast to the situation of §1.1, we shall allow for the target space to be an arbitrary finite-dimensional vector
space. Theorem 5.2, when specialized to the case where the source and target spaces have the same dimension and
the field has samples in an eigenspace of the Laplace-Beltrami operator, will yield the following generalization of
Wolf and Geisel’s result.
Theorem 1.3 (special case of Theorem 5.2). — Let X be a Riemannian manifold equipped with a transitive
metric-preserving action of a Lie group G. Let ψ be a smooth Gaussian random field on X, with values in a
dim(X)-dimension Euclidean space V , such that the random vector ψ(x) of V follows, for every x ∈ X, a standard
normal distribution. Assume that the probability distribution of ψ is G-invariant and that there exists a positive
number Λ such that almost all samples of ψ lie in the eigenspace of the Laplace-Beltrami operator ∆X for the
eigenvalue E =
(
2pi
Λ
)2.
The nodal set ψ−1({0}) is generically a discrete set; write N for the real-valued random variable recording the
number of zeroes of ψ in a region with volume Λdim(X). Then
E[N ] = (dimX)!
(pi
2
)(dimX)/2
. (1.1)
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1.3. On the construction of invariant Gaussian fields. — The results described in §1.1 and §1.2 are answers
to special cases of the following question, which we will address in §4 and §5.
Problem A. — Let X be a smooth Riemannian manifold equipped with a transitive action of a Lie group G by
isometries, and let V be a Euclidean space. Let Φ : X → V be a Gaussian random field whose samples are a.s.
smooth and whose probability distribution is G-invariant. What is the average size of the zero-set of Φ?
Our strategy relies on some of the ideas encountered in [4] in relation with Neuroscience: we shall analyze the
geometrical redundancies in the field Φ to define, when Φ is real-valued a “characteristic wavelength” Λ(Φ), and
when Φ is vector-valued, a “characteristic volume unit” V(Φ). We will then show that the average size of the
nodal set can be expressed in terms of these quantities in a manner close to (1.1); the argument will turn out to
involve only general facts about Gaussian fields and Riemannian geometry (together with a powerful version of the
Kac-Rice formula for random fields). We will not need to have information on the precise structure of the field or
on the kind of symmetry encoded by the group G.
A consequence that may lead to some psychological discomfort is that the proof of Theorem 5.2 cannot give
any concrete idea of the fields under discussion. It may therefore be convenient to first discuss some aspects of the
following problem.
Problem B. — Let X be a Riemannian G-homogeneous space as above, and let V be a Euclidean space Describe
as explicitly as possible the G-invariant smooth Gaussian random fields Φ : X → V whose probability distribution
is G-invariant.
This problem is of course of independent interest − it dates back to Kolmogorov [26]. Very general and powerful
information was given in 1960 by Yaglom [40], who established a deep connection between Problem B and the
representation theory of G. Yaglom also recognized that this problem is only tractable for special classes of
homogeneous spaces X; we shall in fact only consider Problem B for V = C, and limit ourselves to examples of
spaces X for which extensive information about the representation theory of G is available.
Aside from providing psychological help for our study of Problem A, it is perhaps not absurd to discuss in some
detail a few aspects of Problem B, more than fifty years after Yaglom:
• Some of the aspects of representation theory that are related to Problem B have been made quite explicit over
the past decades; in several important cases, the available results are so concrete that it is easy to describe
all smooth G-invariant Gaussian fields Φ : X → C in a manner practical enough to make it possible (in
principle) to simulate every invariant field on a computer.
• Interest for smooth Gaussian random functions with symmetry properties has risen recently in relation with
several applications: let us mention Neuroscience [37], Optics [13] and Sismology [44] in relation with waves
diffracted in unpredictable directions, Cosmology [30, 29] in relation with the study of the Cosmic Microwave
Background, and Image Processing [19, 35] in relation with textures.
Considering these two points, it seems that it may be welcome to set down constructions of invariant Gaussian
fields on homogeneous cases in several examples of general interest, and to do so in as explicit a manner as possible
− even though the general theory is entirely due to Yaglom.
1.4. Outline of the paper. — Problems A and B are both intimately related with the fact that one can read
off the probability distribution of a real- or complex-valued Gaussian field (and therefore also, in principle, all
statistical properties of the field) from its covariance function. We will recall the necessary facts in §2.1.
We will then consider Problem B. The relationship between invariant Gaussian fields and group representations
rests on the observation, due to Yaglom and recalled in §2.2, that the class of covariance functions of invariant
smooth Gaussian fields has an immediate interpretation in terms of matrix elements of unitary representations.
Just as an arbitrary unitary representation can be, in favorable circumstances, expressed in terms of irreductible
representations, one may expect invariant Gaussian fields to decompose into a “sum” of elementary ones. But the
“decomposition” theory of irreducible representations is tractable only when certain (mild) restrictions on the group
G are imposed; accordingly, a good “decomposition theory” for random fields is available only for certain classes of
spaces X. In §2.3 and §2.4, we focus on the particular class of commutative spaces. On these special homogeneous
spaces, every invariant field can be decomposed as a continuous sum of “elementary” fields (called monochromatic
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in our setting), which are related (1) to irreducible unitary representations of G. We recall Yaglom’s results in
§2.3, then point out in §2.4 that the spectral theory of G-invariant differential operators can provide concrete
information about these elementary fields. As an illustration of the fact that the existence and tractability of
smooth Gaussian random fields on a homogeneous space X imposes nontrivial conditions on X, we study in §2.5 a
class of simple examples which show that on a homogeneous space that is not commutative, the theory of smooth
invariant random fields can break down completely.
In §3, we use the above results to describe classifications of the invariant fields on a general class of flat commu-
tative spaces, on all positively-curved commutative spaces, and on a special (but useful) class of negatively-curved
spaces. It should be very clear that §2 and §3 are to a large extent a synthesis of well-known theorems and methods
(most of which are a half-century old); we merely intend to point out that Yaglom’s general results can now, for
several classes of interest, be given an extremely concrete form. Our aim in §3 is to give his results a practical
enough shape to allow for computer simulation of all G-invariant fields, conditional on the evaluation of some
concrete invariants that appear in the representation theory of G.
This material will hopefully furnish enough background for our analysis of the average size of the nodal set,
Problem A, to which we turn in §4 and §5. We will work in the general context of Riemannian homogeneous spaces
(without the commutativity hypothesis) and will not need to call in the link with representation theory: in fact,
the only results technically necessary for our proofs in §4-5 are those of §2.1 and the beginning of §2.2.
In §4, we shall attach to any real-valued invariant field Φ a characteristic length Λ(Φ): if one moves along a
geodesic in X, this is the average length separating two points where the field takes the same value. A simple
application of the one-dimensional Kac-Rice formula will show how this can be evaluated from the spectral theory
of the Laplace-Beltrami operator.
In §5, we state and prove our result on the average nodal volume in a given region of space. The proof is, not
surprisingly in view of related studies, a rather standard application of one of the recent versions of the Kac-Rice
formula for random fields − the one we shall use is due to Azaïs and Wschebor [9, Chapter 6].
We should insist that the methods here used are quite standard and that no important technical obstacle awaits
us in the proofs. Our wish is to point out that some of the important analytical difficulties usually encountered in
the subject can sometimes disappear in the presence of symmetries. It is not clear whether the more challenging
problems that have recently been solved on some particular examples of symmetric spaces (like the study of the
fluctuations of the nodal volume for spheres and tori [27]), in which symmetry arguments are crucial but different
in spirit from the simpler arguments here generalized, are likely to be accessible for a wider class of spaces carrying
a group action.
Acknowlegments. — This paper a reworked version of a chapter in my Ph.D. thesis [5], prepared at Université
Paris-7 and the Institut de Mathématiques de Jussieu-Paris Rive Gauche. I am very grateful to Daniel Bennequin
for his advice and support. I thank Djalil Chafaï and Laure Dumaz for their recent help, and the referees for useful
remarks.
2. Invariant fields on homogeneous spaces: general theory and decomposition theorems
2.1. Gaussian fields and their correlation functions. — Suppose X is a smooth manifold and V a finite-
dimensional Euclidean space. Recall that a Gaussian random field on X with values in V is a random field Φ on
X such that for each n in N and every n-tuple (x1, ...xn) in Xn, the random vector (Φ(x1), ...Φ(xn)) in V n has
a Gaussian distribution. A Gaussian field Φ is centered when the map x 7→ E [Φ(x)] is identically zero, and it is
continuous, (resp. smooth), when almost every sample map x 7→ Φ(x) is continuous (resp. smooth).
The case in which V equals R is of course important. If Φ is a real-valued Gaussian field on X, its covariance
function is the (deterministic) map (x, y) 7→ E [Φ(x)Φ(y)] from X × X to R. A real-valued Gaussian field Φ is
standard if it is centered and if Φ(x) has unit variance at each x ∈ X.
We shall work with real-valued fields in §4 and §5. But when describing fields with symmetry properties, the
relationship with representation theory to be detailed in §2.2 (and used in §3) makes it useful that the covariance
function, and thus the field as well, be allowed to be complex-valued. A word about the case V = C is therefore
appropriate.
1. The conditions on X for the existence of a “good decomposition theory” for random fields are somewhat stronger than the
conditions on G for the existence of a “good decomposition theory” for representations: see Definition 2.3.
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A circularly symmetric Gaussian variable in C is a complex-valued random variable whose real and imagi-
nary parts are independent and identically distributed (real) Gaussian variables. A circularly symmetric complex
Gaussian field on X is a Gaussian centered random field Z on X with values in the vector space C, with the ad-
ditional requirement that (x, y) 7→ E [Z(x)Z(y)] be identically zero: this condition imposes that Z(x) be circularly
symmetric for all x, but does not necessitate that Re(Z)(x) and Im(Z)(y) be uncorrelated if x is not equal to y.
Given a circularly symmetric complex Gaussian field Z on X, the correlation function of Z is the (deterministic)
map (x, y) 7→ E [Z(x)Z¯(y)] from X × X to C, where the bar denotes complex conjugation. A standard complex
Gaussian field on X is a circularly symmetric complex Gaussian field on X such that E
[
Z(x)Z¯(x)
]
= 1 for all x.
In order to relate the complex-valued case and the real-valued case, we note (as in [21, §2.3]) that
• The real part of the correlation function of a standard complex-valued field Z is twice the covariance function
of the real-valued field Re(Z).
• A standard complex Gaussian field Z has a real-valued correlation function if and only if its real and imaginary
parts are independent as processes.
• Given a standard real-valued field Φ on X with covariance function C, we can obtain a standard complex-
valued field with correlation function C by considering 1√
2
(
Φ + iΦ˜
)
, where Φ˜ is an independent copy of
Φ.
Let us now state the theorem which describes the correlation functions of standard complex Gaussian fields.
Proposition 2.1. — 1. Suppose C is a deterministic map from X × X to C. The map C arises as the
correlation function of a continuous (resp. smooth), invariant, standard complex-valued Gaussian field if and
only if it has the following properties.
(a) For every x in X, we have C(x, x) = 1.
(b) For each n in N and every n-tuple (x1, ...xn) in Xn, the hermitian matrix (C(xi, xj))1≤i,j≤n is
nonnegative-definite.
(c) The map C is continuous (resp. smooth).
2. If a map C satisfies (a)-(c) above and if Φ1 and Φ2 are continuous (resp. smooth), invariant, standard
complex-valued Gaussian fields with correlation function C, then Φ1 and Φ2 have the same probability dis-
tribution.
This is extremely classical: see [17, §II.3] or [21, §2.3]. For the relationship in 1(c) between the regularity of
the covariance function and the a.s. regularity of sample paths, see [9, Chapter 1, §4.3].
By the remarks above, Proposition 2.1 also describes the class of covariance functions of standard real-valued
Gaussian fields.
2.2. Invariant fields and their relationship with representation theory. — Henceforth we will assume
that the smooth manifold X is equipped with a smooth and transitive action (g, x) 7→ g · x of a Lie group G. A
Gaussian field on X with values in V is invariant (or homogeneous) when the probability distribution of Φ and
that of the Gaussian field Φ ◦ (x 7→ g · x) are the same for every g in G.
The results of this paragraph and the next are due to Yaglom [40]. For convenience, we will outline (quite
classical) proofs.
When Φ is an invariant complex-valued random field on X, the correlation function C : X ×X → C satisfies
∀(x, y) ∈ X2, ∀g ∈ G, C(gx, gy) = C(x, y). (2.1)
We now choose x0 in X and write H for the stabilizer of x0 in G, so that X is diffeomorphic with the coset space
G/H. Given a map C : X ×X → C, the following two assertions are equivalent:
• the map C satisfies (2.1), satisfies parts (a)-(b) of Proposition 2.1, and is continuous (resp. smooth),
• there exists a left-and-right H-invariant continuous (resp. smooth) function Γ on G, taking the value one at
1G, such that C(gx, x) = Γ(g) for every g in G and every x in X.
Proposition 2.1 thus says that taking covariance functions yields a natural bijection between
(i) probability distributions of continuous (resp. smooth), invariant, standard, complex-valued Gaussian fields
on X = G/H;
and
(ii) positive-definite, continuous (resp. smooth), H-bi-invariant functions on G, taking the value one at 1G.
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A positive-definite, continuous, complex-valued function on G which takes the value one at 1G is usually called
a state of G. The invariant (smooth) Gaussian fields on X thus correspond bijectively, at least if one identifies any
two fields that share the invariant probability distributions, to the H-bi-invariant (and smooth) states of G.
A crucial bridge between invariant random fields and unitary representation theory is the fact that unitary
representations of G are a natural source of states for G. Suppose T is a unitary representation of G on a Hilbert
space H (recall that this means that T is a continuous morphism from G to the unitary group U(H) of H, equipped
with the strong operator topology). Then for every unit vector v in H, the map Γ : g 7→ 〈v, U(g)v〉 turns out (2) to
be a state of G. In fact, when G is unimodular, every state of G is attached with a unitary representation:
Proposition 2.2 (Gelfand-Naimark, Segal). — Let G be a unimodular Lie group. A function m : G→ C is
a state of G if and only if there exist a Hilbert space H, a continuous morphism T : G→ U(H), and a unit vector
v in H, such that m(g) = 〈v, T (g)v〉 for all g. Given such data, the function m is H-bi-invariant if and only if the
vector v of H is invariant under all operators T (h), h ∈ H.
Proof. — Building H and T out of m is the Gelfand-Naimark-Segal construction: on the vector space Cc(G)
of continuous, compactly-supported functions on a unimodular Lie group G, we can consider the bilinear form
〈f, g〉 = ∫
G2
m(x−1y)f(x)f¯(y)dxdy. It defines a scalar product on the quotient Cc(G)
/{f ∈ Cc(G) , 〈f, f〉 = 0},
and we can complete this quotient into a Hilbert space H; the left regular action of G on Cc(G) then yields a
unitary representation of G on H.
In order to build v out of m, we remark that the linear functional f 7→ ∫
G
fm¯ determines a bounded linear
functional on H. The Riesz representation theorem yields one v in H which has the desired property.
Given (H, T, v) such that m(g) = 〈v, T (g)v〉 for all g, the T (H)-invariance of v of course implies the H-
bi-invariance of m; in the reverse direction, if m is bi-invariant, upon expanding the scalar product 〈(T (h) −
idH)v, (T (h)− idH)v〉 one finds zero, so v is T (H)-invariant.
It is a consequence of parts (a)-(b) in Proposition 2.1 that a state of G is a bounded function on G (and that
its modulus does not exceed 1). Thus, the H-bi-invariant states of G form a convex subset C of L∞(G).
2.3. Commutative spaces, elementary spherical functions and monochromatic fields. — We now as-
sume that the group G is unimodular and equip it with a bi-invariant Haar measure. We can then view L∞(G)
as the dual of the space L1(G) of integrable functions and equip it with the weak topology; because of Alaoglu’s
theorem, the set C of states of G then appears as a relatively compact, convex subset of L∞(G).
The extreme points of C are usually known as elementary spherical functions for the pair (G,H). Their signifi-
cance to representation theory is that they correspond to irreducible unitary representations: if m is a state of G
and (H, T, v) is such that m is given by g 7→ 〈v, T (g)v〉 as above, then m is an elementary spherical function for
(G,H) if and only if the unitary representation T of G on H irreducible (3).
It is natural, in view of the Krein-Milman theorem, to expect that general H-bi-invariant states (points of C)
can be apprehended in terms of the elementary spherical functions (the extreme points of C). This can be made
precise when suitable conditions on the pair (G,H), or alternatively on the space X, are satisfied.
Definition 2.3. — A smooth homogeneous space X = G/K is commutative when the following two conditions
are satisfied:
• K is a compact subgroup of G;
• the convolution algebra L1(K\G/K) is commutative.
One says also that the pair (G,K) is a Gelfand pair.
Then Choquet-Bishop-de Leeuw representation theorem, a measure-theoretic version of the Krein-Milman the-
orem, exhibits a general K-bi-invariant state as a “direct integral” of elementary spherical functions, in a way that
mirrors the (initially more abstract) decomposition of the corresponding representation of G into irreducibles. Let
Λ be the space of extreme points of C, a topological space if one lets it inherit the weak topology from L∞(G).
2. This is because for every x1, ...xn in G, the hermitian matrix (C(xi, xj))1≤i,j≤n of Proposition 2.1(d) is the Gram matrix
associated with the vectors T (x1)v, T (x2)v, ...T (xn)v of the Hilbert space H.
3. Indeed, should there be T (G)-invariant subspaces H1,H2 such that H = H1 ⊕H2, orthogonal direct sum, writing v = v1 + v2
with vi in Hi, one would have m(g) = 〈v1, T (g)v1〉 + 〈v2, T (g)v2〉, and each g 7→ 〈vi, T (g)vi〉 would be a constant multiple of a state
of G, thus m would not be an extreme point of C. For the reverse implication, use the Gelfand-Naimark-Segal construction.
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Then Choquet’s theorem says every point of C is the barycentre of a probability measure concentrated on Λ, and
the probability measure is actually unique in our case: see [18], Chapter II.
We can summarize the above discussion with the following statement.
Proposition 2.4 (Godement-Bochner theorem). — Suppose (G,K) is a Gelfand pair, and Λ is the (topologi-
cal) space of elementary spherical functions for the pair (G,K), or equivalently the (topological) space of equivalence
classes of unitary irreducible representations of G having a nonzero K-fixed vector. The K-bi-invariant states of
G are exactly the continuous functions γ on G which can be written as γ =
∫
Λ
ϕλdµγ(λ), where µγ is a probability
measure on Λ.
Let us make the backwards way from the theory of positive-definite functions for a Gelfand pair (G,K) to
that of Gaussian random fields on G/K. It starts with a remark: suppose m1,m2 are K-bi-invariant states of
G and Φ1, Φ2 are independent Gaussian fields whose covariance functions, when turned into functions on G as
before, are m1 and m2, respectively. Then a Gaussian field whose correlation function is m1 +m2 necessarily has
the same probability distribution as Φ1 + Φ2. For sums indexed by a larger parameter space, an application of
Fubini’s theorem extends this remark to provide a spectral decomposition for Gaussian fields, which mirrors the
above decomposition of spherical functions:
Proposition 2.5 (Yaglom). — Let X = G/K be a commutative space, and let Λ denote the space of elementary
spherical functions for the pair (G,K).
• For every λ in Λ, there exists, up to equality of the probability distributions, exactly one Gaussian field whose
correlation function is given by ϕλ ;
• Suppose (Φλ)λ∈Λ is a collection of mutually independent Gaussian fields, and that for each λ, Φλ is a field
whose correlation function is the elementary spherical function ϕλ. Then for each probability measure µ on
Λ, the Gaussian field Φ defined by
Φ(x) =
∫
Λ
ΦΛ(x)dµ(λ), x ∈ X
has correlation function
∫
Λ
ϕλdµ(λ).
In §3, we shall focus on special cases over which it is possible to give explicit descriptions of Λ and, for each λ
in Λ, of the spherical function ϕλ and of a Gaussian field whose correlation function is ϕλ.
2.4. Relationship with joint eigenvalues of the invariant differential operators. — Let us drop the
commutativity hypothesis for a moment. If we are given a smooth homogeneous space X = G/H, then the
existence of Gaussian fields on X that are both smooth and G-invariant (or, in representation-theoretic terms, the
existence of H-bi-invariant smooth states of G) imposes constraints on H.
One of those is the existence of an invariant Riemannian metric on X. Assume that there exists a smooth,
G-invariant and standard real-valued field Φ on X. Then for each p in X and every u, v in the tangent space TpX,
we can set
ηp(u, v) := E [(dΦ(p)u)(dΦ(p)v)] . (2.2)
The expectation on the right-hand-side has a meaning because the samples of Φ are almost surely smooth, and
since Φ is standard and G-invariant, formula (2.2) induces a G-invariant Riemannian metric η on X = G/H. Such
a metric does not always exist; the simplest way for the existence to be guaranteed is for H to be compact.
Even when H is compact, the classification of H-bi-invariant smooth states of G can be a difficult problem.
But it becomes tractable (at least in principle) when X is a commutative space. The Godement-Bochner theorem
above says that one needs only classify the elementary spherical functions, and it turns out that the elementary
spherical functions are solutions of systems of partial differential equations: they are joint eigenfunctions for all
G-invariant differential operators on X. The next two statements will summarize what we need; see [38, §8.3].
Proposition 2.6 (Thomas). — Let X = G/K be a smooth homogeneous space, and let DG(X) denote the
algebra of G-invariant differential operators on X. Assume that G is connected and that K is compact. Then X
is a commutative space (Definition 2.3) if and only if the algebra DG(X) is commutative.
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Theorem 2.7 (Gelfand, Godement, Helgason). — Suppose X = G/K is commutative. A smooth, K-bi-
invariant function φ : G→ C is an elementary spherical function for (G,K) if and only if there is, for each D in
DG(X), a complex number χϕ(D) such that the function ϕ : X → C induced by φ satisfies
Dϕ = χϕ(D)ϕ. (2.3)
The eigenvalue assignment D 7→ χϕ(D) defines a character (4) of the commutative algebra DG(X). It determines
the spherical function φ: for every character χ of DG(X), there is at most one K-bi-invariant state φ of G that
satisfies (2.3).
Suppose X is a smooth, commutative space. We wish to study standard Gaussian fields on X; by Proposition
2.1, it is enough to study their correlation functions; by Proposition 2.4, that study can be reduced to the case
when the covariance function is an elementary spherical function; by Theorem 2.7, the study of these spherical
functions reduces to spectral theory for the algebra DG(X).
Definition 2.8. — A centered Gaussian random field on X whose correlation function is an elementary spherical
function will be called monochromatic; the corresponding character of DG(X) will be called its spectral parameter.
A significant consequence of Proposition 2.6 and Theorem 2.7 is that all statistical properties of a monochromatic
field can, in principle, be expressed in terms of its spectral parameter. Suppose for instance that the commutative
algebra DG(X) is finitely generated. Then any character of DG(X) is specified by a finite collection of real numbers;
to any monochromatic field, one can thus attach a finite collection of numbers, and the information about the field
(for instance about its nodal volume) can in principle be expressed in terms of those numbers.
We note that on a commutative space X, once we fix an invariant Riemannian metric, there is always in DG(X)
a distinguished element: the Laplace-Beltrami operator ∆X . In some important cases (like spheres, Euclidean
spaces and hyperbolic spaces, and more generally two-point homogeneous spaces), the algebra DG(X) is actually
generated by ∆X , and §2.2-2.4 prove that the study of invariant random fields and their statistical properties
reduces (in principle) to the spectral theory of the Laplacian.
2.5. A class of examples in which which no invariant field can be continuous. — In the two previous
paragraphs, we saw that when X is a commutative space, a precise enough knowledge of representation theory,
or of the spectral theory of invariant differential operators on X, can lead to the construction of “many” smooth
invariant fields on X. The remark at the beginning of §2.4 shows that this favorable situation cannot be expected if
X is a more general homogeneous space. We would like to point out here that it can happen, on some homogeneous
spaces, that even the weaker property of sample path continuity cannot be expected of any invariant field.
Our class of examples will consist of affine spaces: we fix a finite-dimensional vector space v and a closed
subgroup H of GL(v). Write G = H n v for the group of all affine transformations of v whose linear part lies in
H. Suppose we want to study G-invariant Gaussian fields on the flat space v = G/H.
Let us assume that we are given such a G-invariant Gaussian field Φ : v→ C and that Φ has continuous sample
paths. By Proposition 2.1, the correlation function of Φ is given by a continuous, bounded and H-bi-invariant state
Γ of G. A function on the semidirect product G = H n v that is right-invariant under H is entirely determined
by its restriction to v, so all the information about Φ is in principle encoded by the restriction γ = Γ|v. We can
study γ through its Fourier transform γ̂, which is a tempered distribution on the vector space dual v? of H. The
fact that γ is also left-invariant under H implies that γ̂ is invariant under the action of H on v?.
The geometry of the action of H on v? thus encodes much information about the possible G-invariant Gaussian
fields on X. In some cases, the geometry can be an obstruction to the existence of any continuous field:
Proposition 2.9. — Let G be a semidirect product H n v as above. If there is no compact orbit of H in v? but
the trivial one, then the only real-valued standard Gaussian field on v whose probability distribution is G-invariant
is the one whose samples are a.s. constant.
Proof. — Such a field would yield a positive-definite, continuous, H-bi-invariant function, say Γ, on G, taking the
value one at 1G. We shall see now that there can be no such function except the constant one. Write γ for the
restriction Γ|v. The map γ is nonnegative-definite and H-invariant; by Bochner’s theorem (see for instance [21,
§I.2]), it is the Fourier transform of a bounded measure νγ on v?, and the measure νγ must also be H-invariant.
Now, suppose Ω is a compact subset of an H-orbit in v?; then νΓ(Ω) must be equal to νΓ(h · Ω) for each h in H.
4. Recall that a character of DG(X) is a morphism of algebras from DG(X) to C.
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If the orbit H · Ω is noncompact, then there is a sequence (hn) in HN such that ∪nhn · Ω is a disjoint union, and
so the total mass of νΓ cannot be finite unless νΓ(Ω) is zero. A consequence is that the support of νΓ must be the
union of compact orbits of H in v?. If the only compact orbit is the origin, then νΓ must be the Dirac distribution
at the origin, and Γ must be identically one. Proposition 2.9 follows.
Example 2.10. — Suppose v ' R4 is Minkowski spacetime and H is the Lorentz group SO(3, 1). Then G = Hnv
is the Poincaré group, and the hypothesis of Proposition 2.9 is satisfied (all orbits of H in v? are noncompact
quadrics). As a consequence, no Gaussian random field on Minkowski spacetime can be both continuous and
invariant under the isometry group of v.
3. Explicit description of smooth invariant fields on some Riemannian homogeneous spaces
The aim of this section is to give examples of Riemannian homogeneous spaces over which all smooth invariant
fields can be described in a very concrete manner by bringing together the general results of §2, essentially due to
Yaglom, with available facts from representation theory (most of which are extremely classical). All our examples
will belong to the special class of commutative spaces.
We begin with a homogeneous space X = G/H. If X is commutative, then there exists on X a G-invariant
Riemannian metric, and every such metric has constant scalar curvature. The difficulty of harmonic analysis on X
depends in a spectacular manner on the sign of the curvature: it is quite simple if the curvature of X is nonnegative,
and quite a bit more complicated if X is negatively curved.
3.1. Flat spaces. — Suppose X = G/K is a flat commutative space. Then we know from early work by
J. A. Wolf (see [39, §2.7]) that X is isometric to a product v× Ts between a Euclidean space and a flat torus.
We shall consider, mainly for simplicity, the simply connected case. Let v be a Euclidean space, let K be a
closed subgroup of the orthogonal group O(v), and let G be the semidirect product K n v. Let us consider the
commutative space X = v = G/K. By applying the theory of §2, we can describe the G-invariant continuous
Gaussian fields on v from the monochromatic ones, or equivalently, from the elementary spherical functions for the
pair (G,K).
The ideas of §2.5 then lead to a straightforward description of the elementary spherical functions:
Proposition 3.1. — Suppose v is a Euclidean vector space, and K is a closed subgroup of O(v). Let Ω be a
K-orbit in v?. Let TΩ be the tempered distribution on v that arises as the inverse Fourier transform of the Dirac
distribution on Ω. Then TΩ is given by integration against an analytic function ψΩ. Let ϕΩ be the only K-bi-
invariant function on G whose restriction to v is ψΩ. Then ϕΩ is a constant multiple of an elementary spherical
function for the pair (G,K).
In the reverse direction, suppose ϕ is an elementary spherical function for (G,K). Then there exists an orbit Ω
of K in v? such that the restriction of ϕ to v is a constant multiple of ψΩ.
Proof. — We first remark that if µ is a bounded measure on the orbit space v?/K and the measure µ˜ on v?
obtained by pulling µ back with the help of the Hausdorff measure of each K-orbit (normalized so that each orbit
has total mass one), then the inverse Fourier transform of µ˜ provides a positive-definite function for (G,K). Indeed,
Bochner’s theorem says the inverse Fourier transform provides a positive-definite function on v; by extending that
function to a K-right-invariant function on G, we obtain (5) a K-bi-invariant state of G.
Now suppose ϕ is a K-bi-invariant state of G, and let γ be its restriction to V ; this is a bounded K-invariant
positive-definite continuous function on V . The Fourier transform of γ is a bounded complex measure µγ on v? with
total mass one (because of Bochner’s theorem). The measure is K-invariant, and so it yields a bounded measure
µγ on the orbit space v?/K. If the support of µγ is not a singleton, then we can split it into a half-sum of two
bounded measures with total mass one and disjoint supports; lifting these two to v? and taking Fourier transform
exhibits our initial state as a sum of two K-bi-invariant functions taking the value one at 1G, and these two are
positive-definite because of the previous remarks. So ϕ is an extreme point among the K-bi-invariant states if and
5. The K-bi-invariance is immediate; for the nonnegative-definiteness, we use the fact that if (k1, v1) and (k2, v2) are elements of
G = K n V , then the group product (k1, v1)(k2, v2)−1 is equal to (k1k−12 , v1 − k1k−12 v2); as a consequence, a K-bi-invariant function
takes the same value at (k1, v1)(k2, v2)−1 as it does at (k−11 , 0)(k1, v1)(k2, v2)
−1(k2, 0) = (1K , k−11 v1 − k−12 v2); so if we start from a
positive-definite function on v, we do obtain a positive-definite function on K n v.
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Figure 1. These are three real-valued maps on the plane, each of which is sampled from a real-valued
invariant field for the Euclidean motion group. The field from which the map on the left is sampled is
monochromatic. Because Proposition 3.1, the elementary spherical functions form a half-line; the power
spectrum (the measure on R+ defined in Proposition 2.4) for the map in the middle is roughly the indicatrix
of a segment, the power spectrum for the map on the right has the same support but decreases as 1/R2.
only if it corresponds, under restriction and Fourier transform, to a K-invariant measure concentrated on a single
K-orbit in v?. This proves the proposition.
Example 3.2. — If X is ordinary Euclidean space, so that v = Rn and K = O(n), then the K-orbits in v?
are the spheres centered at the origin. Proposition 3.1 says that the elementary spherical functions are (up to
multiplicative constants) the Bessel functions JR(x) =
∫
Sn−1 e
i〈Ru,x〉du, R > 0.
For an affine commutative space X, Proposition 3.1 is a completely explicit description of the elementary
spherical functions for (G,K); in fact it is concrete enough to make it easy to simulate monochromatic Gaussian
fields on X on a computer. Indeed, suppose Ω is a K-orbit in v?, and suppose we wish to describe the (unique)
standard Gaussian field ΦΩ on v whose covariance function is the elementary spherical function ϕΩ of Proposition
3.1. By definition, we must have E [ΦΩ(x)ΦΩ(0)] = ϕΩ(x) for all x, and as a consequence almost all samples of
Φ must have their Fourier transform concentrated on Ω. Thus, the samples Φ are superpositions of waves whose
wave-vectors lie on Ω, but have various directions and phases.
At this point, it seems one can build a realization for Φ by independently assigning, to each wavevector ω ∈ Ω,
a random weight ζ(ω) ∈ C according to a standard Gaussian distribution, then adding up everything to obtain
Φ(x) =
∫
Ω
ei〈ω,x〉ζ(ω)dω. The idea of using a family of independent variables indexed by an uncountable set Ω
raises technical difficulties of the kind discussed in [2, §1.4.3 and §5.2]; we shall thus formulate the idea using the
stochastic integral of [2, §5.2]. Recall that Ω is a compact submanifold of v?; the Euclidean structure of v? induces
on Ω a Riemannian metric, and thus a volume form with finite total mass.
Lemma 3.3. — Let µ be the bounded measure on Ω inherited from the Euclidean structure of v?, normalized so as
to have total mass one. Let Z be the Gaussian µ-noise on Ω introduced in [2, §1.4.3]. Then the Gaussian random
field on v defined, using the stochastic integration of [2, §5.2], by
ΦΩ(x) =
∫
Ω
ei〈ω,x〉dZ(ω), x ∈ v, (3.1)
is G-homogeneous, smooth, and has covariance function ϕΩ.
Proof. — Once ΦΩ is defined using the stochastic integral (3.1), the Lemma follows from [2, Eq. (5.2.9)].
The spectral representation in (3.1) is concrete: given points ω1, ..., ωn on Ω and a family ζ1, ..., ζn of i.i.d
standard Gaussian variables in C, the random map x 7→ 1n
n∑
k=1
ζk · ei〈ωk,x〉 can give a good approximation for Φ,
provided n is “sufficiently large” and if ω1, ..., ωn are “sufficiently uniformly distributed” on Ω. We omit a more
precise formulation (see [2, §5.2]).
3.2. Positively-curved spaces. — Suppose the commutative space X = G/K is positively curved, and assume
for simplicity that G is connected. Then G is a connected compact Lie group.
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In that case, the representation theory of G is extremely classical. The Hilbert spaces for irreducible represen-
tations of G are finite-dimensional; so if T : G → U(H) is an irreducible representation, one can define a map
χT : G→ C by setting χT (g) = Trace(T (g)) for all g in G. The map χT is a continuous function on G, called the
global character of T .
Given an irreducible representation T of G, we may form the map ϕT : G→ C defined by
∀x ∈ G, ϕT (x) = x 7→
∫
K
χT (x
−1k)dk (3.2)
where χT is the global character of T and and the integration is performed w.r.t the normalized Haar measure of
K.
Proposition 3.4 ([15], Theorem 6.5.1). — Let G be a connected compact Lie group and K be a closed subgroup
of G.
1. Suppose T is an irreducible representation of G. Then either the map ϕT of (3.2) is an elementary spherical
function for (G,K), or ϕT is identically zero. It is nonzero if and only if T admits a nonzero K-fixed vector.
2. Every elementary spherical function ϕ for (G,K) reads ϕ = ϕT for some irreducible representation T of G.
A consequence of Proposition 3.4 is that for compact G, obtaining a concrete description of the elementary
spherical functions for (G,K) is easy if one has a precise knowledge of the global characters of irreducible repre-
sentations. But there are extremely classical formulas (due to Hermann Weyl) for these characters, in terms of a
maximal torus of G, and of combinatorial data − roots and weights and highest weights. These can be evaluated
concretely in many examples (see [34] or the atlas software, though its primary aim is the study of noncompact
groups).
Let us turn to a concrete description of the monochromatic Gaussian fields rather than their correlation functions.
The analogy between (3.2) and the Fourier picture of Proposition 3.1 leads to an analogue of Lemma 3.3:
Lemma 3.5. — Let µ be the normalized Haar measure of K, and let Z be the Gaussian µ-noise on K introduced
in [2, §1.4.3]. Let T be an irreducible representation of G. Then the Gaussian random field ΦT on X = G/K
defined, using the stochastic integral of [2, §5.2], by
ΦT (gK) =
∫
K
χT (g
−1k)dZ(k), x ∈ G,
is G-homogeneous, smooth, and has covariance function ϕT .
Proof. — Use [2, Eq. (5.2.9)] and the Schur-Weyl orthogonality relations.
Let T : G → U(H) be an irreducible representation of G that admits a nonzero K-fixed vector. Since we
assumed X to be commutative, the space of K-fixed vectors in H actually has dimension one (see [15, §6.3]). Let
(e1, ...ed) be an orthonormal basis for H whose first vector is K-invariant.
For every i, j in {1, ..d}, we can consider the matrix element fij : G→ C defined by fij(g) = 〈ei, T (g)ej〉H for
all g ∈ G.
Proposition 3.6 ([40]). — (i) The function f11 : g 7→ 〈e1, T (g)e1〉H is an elementary spherical function for
(G,K); in fact f11 and the function ϕT of (3.2) coincide.
(ii) Suppose (ζi)i=1,...d is a collection of i.i.d. standard Gaussian variables. Then the random function
gK 7→
d∑
i=1
ζi · fi1(g) (3.3)
is an invariant standard Gaussian random field on G/K, whose covariance function is ϕT .
Yaglom in fact proves results analogous to (i)-(ii) when X = G/K is a homogeneous space with compact G (not
necessarily a commutative one), but we will omit the more general description.
For compact commutative spaces, Proposition 3.4 and Proposition 3.6 provide two different descriptions of the
same spherical function and of the corresponding field. The description of Proposition 3.4 is closer in spirit to that
of the previous paragraph (and of the next). An advantage of Yaglom’s compact-specific picture in (3.3) is that, in
some important cases, very explicit bases (ei) and very explicit formulae for the matrix elements g 7→ 〈ei, T (g)ej〉
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Figure 2. A sample from a real-valued monochromatic field on the sphere. This uses a combination of
spherical harmonics with i.i.d. Gaussian coefficients.
are known: the obvious reference is [34]. For instance, if X is the two-sphere, then the matrix elements fij can
be chosen to be classical spherical harmonics, and in that case (3.3) is perhaps a more concrete description of the
invariant fields than (3.2).
We remark that Baldi, Marinucci and Varadarajan proved relatively recently [10] that (3.3) is in a sense the
only way to build an invariant Gaussian field from a linear combination of the matrix elements fij .
3.3. Negatively-curved spaces: the particular case of symmetric spaces of the noncompact type. —
Suppose the commutative space X = G/K is negatively curved. Then G cannot be compact; without any additional
hypothesis on G it can be quite difficult to do geometry and analysis on X, and the representation theory of G can
be quite wild. The situation is much better understood if X is a Riemannian symmetric space of the noncompact
type: the isometry group of X is then a semisimple Lie group, and the representation theory of G is a vast, classical
and deep subject.
In that case, much is known about the geometry of G/K and about the structure of the algebra DG(X).
Harish-Chandra determined the elementary spherical functions for (G,K) in 1958; Helgason later reformulated his
discovery in a way which brings it very close to Proposition 3.1. For the contents of this subsection, see chapter
III in [20]. We shall use much standard notation and refer to [24, Ch. V-VII] of [25, Ch. VI-VII] for background.
Suppose G is a closed and connected subgroup of GL(n,R) for some n > 0, and assume that the center of
G is finite. Let K be the set of orthogonal matrices in G; the group K is a maximal compact subgroup of G
and it is the symmetric space X = G/K that we shall study. Let g denote the Lie algebra of G, let a denote
the set of diagonal matrices in g and A denote the subgroup exp(a) of G. Let n denote the set of block upper
triangular matrices in g whose diagonal blocks are zero, and let N denote the subgroup exp(n) of G. By the
Iwasawa decomposition theorem, every element g in G can be written uniquely as a product keHn in which k
lies in K, H lies in a and n lies in N . The map A : G → a which takes x = keHn to A(x) = H is smooth.
Besides, if H lies in a and U lies in n, then HU − UH lies in n. Define a linear form ρ : a → R by setting
ρ(H) = 12 (trace of the endomorphism U 7→ HU − UA of n).
Now suppose λ is in a? and b is in K. Define
eλ,b : G→ C
x 7→ e〈iλ+ρ | A(b−1x)〉.
This is a smooth and right-K-invariant function from G to C, and thus it induces a function, for which we will
also write eλ,b, from X = G/K to C. This map is an eigenfunction of ∆X , with eigenvalue (6) −
(
‖|λ‖2 + ‖ρ‖2
)
.
We shall call eλ,b a Helgason wave on X: it is useful for harmonic analysis on X in about the same way as plane
waves are for classical Fourier analysis.
There are relationships between the various Helgason waves, about which we now say a word.
6. Here the norm is the one induced by the Killing form.
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If (λ1, b1) and (λ2, b2) are elements of a? ×K, then eλ1,b1 and eλ2,b2 coincide if and only if there is an element
k ∈ K such that (a) conjugation by k preserves the property of being diagonal, (b) λ1 ◦ (conjugation by k) = λ2,
and (c) b1 = kb2.
Let M be the subgroup of K that consists of those orthogonal matrices k ∈ K for which conjugation by k acts
trivially on a: the elements ofM are block-diagonal matrices with orthogonal diagonal blocks. Among the elements
of a, say that an element H is regular when the subgroup
{
k ∈ K : k−1Hk = H} of K is equal to M . Let a? be
the vector space dual of a; if we use the (nondegenerate) Killing form to identify a? with a, we obtain a notion of
regular element in a?. It turns out that the set of regular elements in a? is the complement of a finite number of
hyperplanes. Among the connected components of the set of regular elements, each of which is an open cone in a?,
the relationship between a and n singles out a component C ⊂ a (see [24, Chap. VII]). Each of the eλ,b coincides
with one of the eλ+,b+ , where λ+ runs through the closure Λ+ of C in a? and b+ runs through K.
We come now to Harish-Chandra’s description of the elementary spherical functions for (G,K) in terms of
Helgason waves.
Theorem 3.7 (Harish-Chandra). — For each λ in Λ+, the map
ϕλ := x 7→
∫
K
eλ,b(x)db
is (7) an elementary spherical function for (G,K). Every spherical function for (G,K) is one of the ϕλ, λ ∈ Λ+.
Thus the possible spectral parameters for monochromatic fields occupy a closed cone Λ+ in the Euclidean space
a? (and the topology on the space of spherical functions described in §2.3 coincides with the topology inherited
from a?).
Part of the above theorem says that spherical functions here again appear as a constructive interference of waves
propagating in various directions. This yields an explicit description for the monochromatic field with spectral
parameter λ, in the spirit of (and with the same proof as) Lemma 3.3:
Lemma 3.8. — Let µ be the normalized Haar measure of K, and let Z be the Gaussian µ-noise on K introduced
in [2, §1.4.3]. Then the Gaussian random field on X = G/K defined, using the stochastic integral of [2, §5.2], by
Φλ(gK) =
∫
K
eλ,b(g)dZ(b), g ∈ G,
is G-homogeneous, smooth, and has covariance function ϕλ.
Figure 3. A real-valued map on the Poincaré disk, sampled from a monochromatic field using Lemma 3.8.
7. Here the invariant measure on K is normalized so as to have total mass one.
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4. The typical spacing in a real-valued invariant field
Let us start with a homogeneous real -valued Gaussian field Φ on a Riemannian homogeneous space X. On
the above pictures drawn on two-dimensional Riemannian symmetric spaces, we see that when the correlation
function of Φ is close enough to being an elementary spherical function, one may expect Φ to exhibit some form
of quasiperiodicity (we use the word “quasiperiodic” in a loose sense here, not a mathematically precise one). The
previous pictures are drawn, of course, on very special (and commutative) spaces, but we shall henceforth work in
the general setting of a general homogeneous space X = G/K endowed with a left-G-invariant metric.
Let us now see whether we can give a meaning to the “quasiperiod” in such a general situation. Draw a geodesic
γ on X, and if Σ is a segment on γ, write NΣ for the random variable recording the number of zeroes of Φ on Σ.
Because the field Φ is homogeneous and the metric on X is invariant, the probability distribution of NΣ depends
only on the length, say |Σ|, of Σ. The identity component of the subgroup of G fixing γ is a one-parameter subgroup
of G, and reads expG(R~γ) for some ~γ in g ; it is isomorphic either to a circle or to the additive group of the real
line (8).
As a consequence, we can pull back Φ|γ to the line R~γ in g and view it as a stationary, real-valued Gaussian
field on the real line. In this way, the group exponential relating R~γ to γ sends the Lebesgue measure of R to a
constant multiple of the metric which γ inherits from that of X. The zeroes of the pullback of Φ|γ to R~γ can thus
be studied through the classical, one-dimensional, Kac-Rice formula:
Proposition 4.1 (Rice’s formula for the level zero). — Suppose u is a translation-invariant smooth and
centered Gaussian field on the real line. Consider an interval I of length ` on the real line. Write NI for the
random variable recording the number of points x on I where u(x) = 0 ; then
E [NI ] = ` ·
√
κ
pi
(4.1)
where κ = E
[
u′(0)2
]
is the second spectral moment of the field.
Now, recall that our current objective is to give a simple meaning to the “quasiperiod” of a field Φ of the kind
displayed on Figures 3.1, 3.2 and 3.3. If the structure of repetitions in the field Φ exhibits some characteristic
length Λ, then on a geodesic segment of length higher (resp. lower) than Λ, one expects the average number of
points where Φ vanishes to be higher (resp. lower) than one. This makes the following definition natural.
Definition 4.2. — Let X be a Riemannian homogeneous space and let Φ be a smooth, invariant and centered
Gaussian field on X. The typical spacing of Φ is the positive number Λ(Φ) such that, for every geodesic segment
Σ on X:
1
Λ(Φ)
:=
E [NΣ]
|Σ| .
This does have a meaning: the probability distribution of NΣ depends only on |Σ| because of the invariance,
and (4.1) shows that that the expectation E [NΣ] depends linearly on |Σ|.
For invariant fields with samples in an eigenspace of the Laplacian, a simple application of Rice’s formula reveals
that the dependence of the typical spacing on the eigenvalue is quite simple:
Proposition 4.3. — Let X be a Riemannian homogeneous space, let Φ be a smooth, centered, invariant Gaussian
field on X, and let β denote the variance of Φ(x) at any point x ∈ X.
If the samples of Φ lie almost surely in the eigenspace {f ∈ C∞(X) | ∆Xf = Ef}, then the typical spacing Λ(Φ)
is given by
Λ(Φ) =
pi
|E|
√
dimX√
β
.
Proof. — Let γ be a geodesic on X, let x0 be a point on γ and ~γ be the element of the Lie algebra g defined at the
beginning of §4. Let us write κ for the second spectral moment of the stationary Gaussian field on the real line,
say u, obtained by restricting Φγ to R~γ : the number κ is the variance E
[
u′(0)2
]
. Because of (4.1), the spacing
Λ(Φ) is equal to pi√
κ
.
8. In the particular case in which X is a Riemannian symmetric space, the subgroup under discussion is a circle if X is of the
compact type, and a line if X is of the Euclidan or noncompact type
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Now, u′(0) is the derivative of Φ in the direction ~γ (hereafter denoted by L~γ(Φ)). Its variance can be recovered
from the second derivative of the covariance function of Φ in the direction ~γ. Let us write Γ for the covariance
function of Φ, turned into a function on G thanks to a choice of base point x0 in X. Recall that Γ(a−1b) =
E [Φ(a · x0)Φ(b · x0)]. We can thus evaluate second derivatives in two different ways. If we separately consider the
functions f1 : (a, b) 7→ Γ(a−1b) and f2 : (a, b) 7→ E [Φ(a · x0)Φ(b · x0)] from G2 to C and write the Lie derivative in
the direction ~γ with respect to either a or b as La~γ or L
b
~γ , then we have
(
La~γL
b
~γf1
)
(1G) = −L2~γ (Γ) (1G), and on the
other hand we have
(
La~γL
b
~γf2
)
(1G) = E
[
(L~γΦ) (x0)
2
]
. The fact that f1 = f2 then yields
E
[
(L~γΦ) (x0)
2
]
= −L2~γ (Γ) (1G). (4.2)
Recall that we can identify X with the coset space G/K, where K is the stabilizer of x0. If ΓX is the map
xK 7→ Γ(x) from X = G/K to C, then the quantity on the right-hand-side of (4.2) is equal to −L2~γ (ΓX) (x0). Of
course, the Laplace-Beltrami operator on X has much to do with second derivatives :
• when X is flat and ∆X is the usual laplacian, we can choose Euclidean coordinates on X such that R~γ is the
first coordinate axis; writing Xi for the vector fields generating the translations along the coordinate axes,
we then have ∆X =
dimX∑
i=1
L2Xi
• In the general case, we can localize the computation and use normal coordinates around x0: suppose
(γx01 , ...γ
x0
p ) is an orthonormal basis of Tx0X, and let ~γ1, ...~γp be elements of g whose induced vector fields on
X coincide at x0 with the γx0i s. Then (∆XΓX) (x0) =
p∑
i=1
(
L2~γiΓX
)
(x0).
We now use the fact that the field is G-invariant and note that as a consequence, the directional derivatives of
ΓX at the identity coset are all identical ; so(
L2~γΓX
)
(x0) =
1
dimX
(∆XΓX) (x0). (4.3)
We can now specialize to the case where Γ is an eigenfunction of ∆X for an eigenvalue E. Recall that E is
nonpositive when the manifold X is compact and nonnegative otherwise; the above then yields
κ =
1
dimX
|E|Γ(0) = 1
dimX
β|E|,
and Proposition 4.3 follows.
Example 4.4. — Suppose X is the Euclidean plane, and we start from the monochromatic complex-valued
invariant field, say Φ, with characteristic wavelength λ. Then its real part ΦR has β = 1/2 and Proposition
4.3 says that Λ(ΦR) = λ. This we may have expected, since the samples of Φ are superpositions of waves with
wavelength λ.
When the curvature is nonzero, however, Proposition 4.3 seems to say something nontrivial. We shall give two
examples of phenomena that it points to: the first is for negatively-curved symmetric spaces, the second is for
(positively-curved) compact spaces.
Example 4.5. — Suppose X is a symmetric space of noncompact type, and we start from a monochromatic
invariant field, say Φ, with spectral parameter ω and point-variance β = 1/(dimX). In the notations of §3.3, we
get
Λ(Φ) =
2pi√|ω|2 + |ρ|2 .
This is not intuitively quite as obvious as Example 4.4 : the samples of Φ are superpositions of Helgason waves
whose phase surfaces line up at invariant distance 2pi|ω| . The curvature-induced shift in the typical spacing comes
from to the curvature-induced growth factor in the eigenfunctions for ∆X .
Example 4.6. — Suppose X is a compact commutative space. Let c0 be the gap between zero and the first
nonzero eigenvalue (9) of ∆X . Then c0 provides a nontrivial upper bound for the typical spacing of every smooth
and standard invariant field Φ on X: one always has Λ(Φ) ≤ pi dim(X)1/2c0 .
9. Relating this to the geometry of X is a deep question: see for instance [12], III.D.
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If Φ has almost all its samples in an eigenspace of ∆X , the statement in Example 4.6 follows from Proposition
4.3. If Φ does not almost surely have its samples in an eigenspace of ∆X , then the statement in Example 4.6 can
be obtained by splitting Φ into monochromatic fields using the results of §2.3. We should indeed record that if X
is commutative and if we start with an arbitrary invariant field Φ, we can evaluate the typical spacing of Φ from
that of its monochromatic components:
Lemma 4.7. — Let X be a smooth commutative space, let Φ be a smooth, invariant, centered, real-valued Gaussian
field on X, and let β denote the variance of Φ(x) at any point x ∈ X.
Write the spectral decomposition of Φ (from §2.3) as
Φ =
∫
Λ
ΦλdP (λ);
then the typical spacing of Φ is related to that of the Φλs as follows:(
2pi
Λ(Φ)
)2
=
∫
Λ
(
2pi
Λ(Φλ)
)2
dP (λ).
Proof. — Let us write Γ for the covariance function of Φ, ϕλ for the spherical function with spectral parameter
λ. Note that Γ =
∫
Λ
ϕλdP (λ) as we saw, and remember the proof of Proposition 4.3: taking up its notations, we
there obtained (
2pi
Λ(Φ)
)2
= −L2~γ (ΓX) (x0).
We simply need to evaluate L2~γ (ΓX) (x0). But the relationship with the Laplacian in Eq. (4.3) still holds, and
switching the integration with the Lie derivatives yields
L2~γ (ΓX) (x0) =
1
dim(X)
∫
Λ
∆X (ϕλ) (x0)dP (λ) = −
∫
Λ
(
2pi
Λ(Φλ)
)2
dP (λ)
as announced.
This does prove the claim about non-monochromatic fields in Example 4.6, and shows more generally that
Proposition 4.3 can in fact yield information about all invariant fields.
Remark 4.8. — The additional requirement that X be a commutative space in Lemma 4.7 makes it easy to
write down the decomposition, but seems unnecessarily stringent given the proof: at the cost of complicating the
notations, one can presumably evaluate the typical spacing of a general field on a Riemannian homogeneous space
X by using spectral theory to split it into fields with samples in an eigenspace of ∆X .
5. The mean nodal volume for invariant smooth fields on Riemannian homogeneous spaces
We return to the general situation of a general Riemannian homogeneous space X. We shall describe a simple
and general relationship between the average nodal volume of invariant smooth Gaussian fields on X, on the one
hand, and the typical spacing of §4, on the other hand.
The results of §4 will yield simple and concrete consequences of the relationship when (a) the field takes values
in an eigenspace of the Laplacian, so that Proposition 4.3 can be applied to obtain information about its typical
spacing, or when (b) the homogeneous space X is in fact commutative and Lemma 4.7 can yield information about
any invariant field in terms of its spectral decomposition.
5.1. Statement of the result. — Suppose Φ is a centered smooth invariant Gaussian field on X with values
in a finite-dimensional vector space V . We promised in the Introduction to define a volume unit appropriate to
Φ, but in §4 provides only a length unit, and applies only to the case where V is one-dimensional. We shall use
coordinates on V to define our volume unit.
For each nonzero u in V , the typical spacing Λ (〈u|Φ〉) of the projection of Φ on the axis Ru depends on the
variance βu of the real-valued Gaussian variable Λ (〈u|Φ(p)〉) (here p is any point of X); however, the quantity√
βuΛ (〈u|Φ〉) does not depend on u.
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Definition 5.1. — Suppose Φ is an invariant Gaussian field on X with values in a finite-dimensional vector space
V . For every orthonormal basis (u1, ...udimV ) of V , we can form the quantity
dimV∏
i=1
√
βuΛ (〈u|Φ〉). This quantity
depends only on Φ and not on the chosen basis. We will call it the volume unit for Φ, and write V(Φ) for it.
The terminology is perhaps easiest to understand when dimV and dimX coincide, provided Φ(p) is an isotropic
Gaussian vector and βu equals 1 for each u. Our definition is inspired by that case, in fact from the case dim(V ) =
dim(X) = 2, where it corresponds to the notion of hypercolumn size from Neuroscience (see [22] for the biological
definition, [37] for its geometrical counterpart, and [3] for comments).
It seems appropriate to point out that when dimV and dimX do not coincide, our V(Φ) does not seem to
correspond to the volume of any compelling geometrical object. We shall see, however, that it is natural to
interpret V(Φ) as a volume unit.
If Φ is a smooth invariant Gaussian field as above, then the zero-set of Φ is a random subset of X; for all samples
of Φ for which 0 is a regular value, that subset is a (dimX − dimV )-dimensional submanifold (and is empty if
dimV > dimX). Every submanifold of X inherits a metric, and hence a volume form, from that of X. For all
samples of Φ for which 0 is a regular value, this gives a meaning to the volume of the intersection of Φ−1(0) with
a compact subset of X. When A is a Borel region of X, we wan thus define a real-valued random variableMΦ,A
by recording the volume of A∩Φ−1(0) for all samples of Φ for which 0 is a regular value, and recording, say, zero
for all samples of Φ for which 0 is a singular value.
Theorem 5.2. — Suppose Φ is a centered invariant Gaussian random field on a homogeneous space X with
values in a Euclidean space V . Write MΦ,A for the random variable recording the geometric measure of Φ−1(0)
in a Borel region A of X, and Vol(A) for the volume of A. Write V(Φ) for the volume unit for Φ. Then
E [MΦ,A] · V(Φ)Vol(A) = (dimV )!
(pi
2
)(dimV )/2
. (5.1)
Remark 5.3. — It is the left-hand side of (5.1) that makes it natural to interpret V(Φ) as a volume unit. It
should be put in print that (5.1) says that when expressed in the natural volume unit for Φ, the density of the
zero-set for Φ depends only on the dimension of the source and target spaces, and not on the group acting.
Remark 5.4. — Invariant Gaussian random fields have ergodicity properties (see [1], chapter 6) which make it
possible in principle to evaluate the left-hand side of (5.1) from a single sample of Φ. When looking at a single
realization of a random field, observing the precise average size for the zero-set expressed by Theorem 5.2 can thus
be viewed a signature that the field has a symmetry, regardless of the fine structure of the symmetry involved.
5.2. Proof of Theorem 5.2. — We will use Azaïs and Wschebor’s Kac-Rice formula for random fields [9,
Theorem 6.8]. We should clearly state that the proof of Theorem 5.2 is a rather direct adaptation of the one which
appears for complex-valued fields on the Euclidean plane and space in [8, 7].
We first recall their formula, adding an immediate adaptation to our situation where the base space is a Rie-
mannian manifold rather than a Euclidean space. Our adaptation is very close to being a particular Gaussian case
of Theorem 12.1.1 in [1]: since the base manifold there is assumed to be compact, however, we include a proof.
Lemma 5.5. — Suppose (M, g) is a Riemannian manifold, d is a positive integer, and Φ : M  Rd is a smooth
Gaussian random field. Assume that the variance of the Gaussian vector Φ(p) at each point p in M is nonzero.
For each p ∈ Rd, let pΦ(p) : Rd → R denote the density of the Gaussian random vector Φ(p) of Rd with respect to
Lebesgue measure. For every Borel subset A in M , write MΦ,A for the random variable recording the geometric
measure of Φ−1(0).
Assume that 0 is almost surely a regular value of Φ; in other words, assume that
P {∃p ∈M , Φ(p) = 0 and dΦ(p) does not have full rank } = 0. (5.2)
Then the average size of the zero-set of Φ is given by
E [MΦ,A] =
∫
A
E
{
det
[
dΦ(p)dΦ(p)†
]1/2 ∣∣ Φ(p) = 0 } · pΦ(p)(0) · dV olg(p). (5.3)
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Proof. — After splitting A into a suitable family of Borel subsets, we can work in a single volume-preserving chart
and assume that A is contained in an open subset U ofM for which there exists a volume-preserving diffeomorphism
ψ : M ⊃ U → ψ(U) ⊂ Rd. We turn Φ|U into a Gaussian random field Ψ on an open subset of RdimM by setting
Ψ ◦ ψ = Φ.
We can then apply Theorem 6.8 in [9] to find the mean nodal volume of Ψ in ψ(A); since the nodal volume of Ψ
in ψ(A) is that of Φ in A, the theorem yields
E [MΦ,A] =
∫
ψ(A)
E
{
|det [dΨ(x)dΨ(x)†] |1/2 ||Ψ(x) = 0} pΨ(x)(0)dx,
where the volume element is Lebesgue measure.
If we start from the right-hand-side of (5.3) and change variables using ψ, we get∫
A
E
{|det [dΦ(p)dΦ(p)†] | ∣∣Φ(p) = 0} pΦ(p)(0)dV olg(p) =∫
ψ(A)
E
{
|det [dΦ(ψ−1(x))dΦ(ψ−1(x))†] |1/2 ∣∣Φ(ψ−1(x)) = 0} pΦ(ψ−1(x))(0) ∣∣det [dψ−1(x)]∣∣ dx =∫
ψ(A)
E
{
|det [dψ−1(x)]det [dΦ(ψ−1x)] det [dΦ(ψ−1x)†]det [dψ−1(x)†] |1/2 ∣∣Ψ(x) = 0} pΨ(x)(0)dx =∫
ψ(A)
E
{
|det [dΨ(x)dΨ(x)†] |1/2 ∣∣Ψ(x) = 0} pΨ(x)(0)dx = E [MΦ,A]
(between the first line and the second was a change of variables for integration on Riemannian manifolds, between
the second line to the third one should simply remember that there is no randomness in ψ; going from the third
to the fourth one should remember that det [dΨ(x)] = det
[
dΦ(ψ−1(x))
]
det
[
dψ(x)−1
]
).
Let us return to the case where Φ : X → V is an invariant and smooth field on a homogeneous space. Choose an
orthonormal basis U = (u1, ...udimV ) of V . Write βi for the standard deviation of the Gaussian variable 〈ui,Φ(p)〉
at each p (because of the invariance, βi does not depend on p). Write V for the quantity β1...βdimV , which is the
volume of the characteristic ellipsoid for the Gaussian vector Φ(p) at each p and depends neither on p nor on the
choice of basis in V .
To prove Theorem 5.2 we need to look for for E [MΦ,A], and since the field Φ is Gaussian, we know that
pΦ(p)(0) = (V)−1(2pi)−(dimV )/2 for each p. In addition, because of the invariance we know that p 7→ E
[
Φ(p)2
]
is a
constant function on X, so for any vector field ~γ on X, the Lie derivative L~γΦ satisfies
E [(L~γΦ)(p)Φ(p)] = 0. (5.4)
This independence condition is key to our application of Lemma 5.5:
• The almost-sure regularity condition in (5.2) is a consequence of this independence and of the Bulinskaya-type
lemma in [9, Proposition 6.11]. Indeed, for fixed p the independence in (5.4) implies that the pair (Φ(p), dΦ(p))
is a Gaussian variable in the Euclidean space V × End(TpX,V ); by choosing local coordinates for X in a
neighborhood of p (and remembering that we already chose a basis U for V , we can apply Proposition 6.12 in
[9] to see that the hypothesis (5.2) holds in some neighborhood of p; we can then use the second-countability
of X to conclude that Lemma 5.5 can actually be applied in a present situation.
• Moreover, if we choose a basis in TpX (in addition to the chosen basis U of V ) and view dΦ(p) as a matrix, then
the entries of that matrix will be Gaussian random variables which are independent from every component
of Φ(p). This means we can remove the conditioning in (5.3).
This leads to considerable simplifications in formula (5.3):
E [MΦ,A] = 1
(2piV2)(dimX)/2
∫
A
E
{|det [dΦ(p)dΦ(p)†] |} dV olg(p). (5.5)
Now, dΦ(p) is a random endomorphism from TpX to V . Recall that if γ is a tangent vector to X at p and if
we observe the probability distribution of the random vector (LγΦ)(p) = dΦ(p) · γ in V , then the distribution does
not depend on p, and does not depend on γ either. Thus there is a basis (v1, ...vdimV ) of V such that for each γ in
TpX, 〈(LγΦ)(p), vi〉 is independent from 〈(LγΦ)(p), vj〉 if i 6= j: the vis generate the principal axes for the Gaussian
distribution of (LγΦ)(p). If we choose any basis of TpX and write down the corresponding matrix for dΦ(p) (it
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has dimX rows and dimV columns), then the columns will be independent and will be isotropic Gaussian vectors
in RdimX . We now add the following very elementary (and certainly not very original) remark.
Lemma 5.6. — Suppose M is a matrix with n rows and k columns, n ≥ k. Write (m1, ...mk) ∈ (Rn)k
for the columns of M . Then the determinant of MM† is the square of the volume of the parallelotope{
k∑
i=1
timi
∣∣ ti ∈ [0, 1]}.
Proof. — Choose an orthonormal basis (mk+1, ...mn) of Span(m1, ...mk)⊥. Then the signed volume of the
k-dimensional parallelotope
{
k∑
i=1
timi
∣∣ ti ∈ [0, 1]} is the same as that of the n-dimensional parallelotope{
n∑
i=1
timi
∣∣ ti ∈ [0, 1]}. Now, write M˜ for the n × n matrix whose columns are the coordinates of the mi in the
canonical basis of Rn. Then M˜M˜† is block-diagonal, one block is MM† and the other block is the identity because
(mk+1, ...mn) is an orthonormal family. Thus the determinant of MM† is the square of that of M˜ , and det(M˜) is
the volume of the parallelotope
{
n∑
i=1
αimi
∣∣ αi ∈ [0, 1]}.
Combining Lemma 5.6 and Equation (5.5), we are led to calculating the mean Hausdorff volume of the random
parallelotope generated by dim(V ) independent isotropic Gaussian vectors in RdimX .
Lemma 5.7. — Suppose u1, ...uk are independent isotropic Gaussian vectors with values in Rn, so that the
probability distribution of ui is x 7→ 1αi√2pi e
−‖x‖2/2α2i . Write V for the characteristic volume α1...αk, and write V
for the random variable recording the k-dimensional volume of the parallelotope
{
k∑
i=1
tiui
∣∣ ti ∈ [0, 1]}. Then
E[V] = (k!)V.
Proof. — Let us start with k (deterministic) vectors in Rn, say u01, ...u0k, and choose a basis u0k+1, ...u0n for
Span(u01, ...u0n)⊥. Since det(u01, ....uk0) = det(u01, ....un0) is the (signed) volume of the parallelotope generated
by the u0i s, we can use the “base times height” formula: writing PV for the orthogonal projection from Rn onto a
subspace V ,
Vol(u01, ....u
0
n) =
∥∥∥PSpan(u02,...u0n)⊥(u01)∥∥∥Vol (u02, ...u0n) .
Of course then
Vol(u01, ....u
0
n) =
k∏
i=1
∥∥∥PSpan(u0i+1,...u0n)⊥(u0i )∥∥∥ .
We now return to the situation with random vectors. Because u1, ...uk are independent, the above formula becomes
E [Vol(u1, ....uk)] =
k∏
i=1
E
[
N(ui, V
i)
]
where N(ui, V i) is the random variable recording the norm of the projection of ui on any (i)-dimensinal subspace of
Rn. The projection is a Gaussian vector, and so its norm has a chi-squared distribution with i degrees of freedom.
Given the probability distribution of ui, the expectation for the norm is then iαi, and this proves Lemma 5.7.
I thank a referee for pointing out that the argument in the above two lemmas is very close to that in [43].
To complete the proof of Theorem 5.2, choose an orthonormal basis (γ1, ...γn) in TpX. Apply Lemma 5.7 to the
family ((Lγi〈vi,Φ〉) (p))i=1..n. Then (5.5) becomes
E [MΦ,A] = 1
(2pi)
(dimV )/2V
Vol(A) · (dimV )! ·
dimV∏
i=1
E
[
(Lγ1(〈vi,Φ〉)(x0))2
]1/2
.
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To bring the typical spacing back into the picture, recall that the definition and the Kac-Rice formula (4.1) say
that E
[
(Lγ1(〈vi,Φ〉)(x0))2
]1/2
is none other than piΛ(〈vi,Φ〉) . Thus
MΦ,A
V
d∏
i=1
Λ(〈vi,Φ〉)
Vol(A)
=
pidimV (dimV )!
(2pi)
(dimV )/2
.
Since V
d∏
i=1
Λ(〈vi,Φ〉) is by definition the volume unit for Φ, Theorem 5.2 is established.
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