Abstract. Let A be an excellent ring. We show that if the real dimension of A is at least three then A has infinite Pythagoras number, and there exists a positive semidefinite element in A which is not a sum of squares in A.
Introduction
In the study of positive semidefinite (= psd ) elements and sums of squares, the two main problems are these:
• Qualitative problem: To decide whether every positive semidefinite element is a sum of squares.
• Quantitative problem: To decide whether there is p ∈ N such that every sum of squares is a sum of p squares, and to estimate the smallest such p. These two problems have a meaning over any commutative ring A: The set P(A) of psd elements of A consists of all f ∈ A which satisfy ϕ(f ) ≥ 0 for every homomorphism ϕ : A → k into an ordered (or real closed) field k. Clearly, P(A) contains Σ(A), the set of sums of squares in A, and the qualitative problem is whether P(A) = Σ(A). The quantitative problem concerns the Pythagoras number, which is the smallest integer p(A) = p ≥ 1 such that any sum of squares in A is a sum of p squares. One puts p(A) = ∞ if such an integer does not exist. The Pythagoras number is a very delicate invariant which has received considerable attention in number theory, quadratic forms, real algebra and real geometry.
The study of psd elements and sums of squares has a long and rich history. For further reading we refer to Pfister's book on Quadratic Forms [Pf] , to Bochnak, Coste and Roy's book on Real Algebraic Geometry [BCR] , and to the important paper [CDLR] by Choi, Dai, Lam and Reznick, which contains a wealth of information and ideas. One of the main results of this latter paper was that p(A) = ∞ holds whenever A has a real prime ideal p for which the local ring A p is regular of dimension ≥ 3 (loc. cit., Thm. 6.6). Moreover, P(A) = Σ(A) holds under the same conditions on A ([Sch1, Cor. 1.3]). For example, this applies if A is a finitely generated integral k-algebra of dimension ≥ 3 (where k is a field) whose quotient field Quot(A) is real.
The proofs of these facts all use, in one way or another, the associated graded ring of a regular local ring, which is a polynomial ring. If the local ring is singular, the situation becomes much more complicated in general. A case which has been successfully studied is the class of local analytic rings A of real dimension ≥ 3 (see below for the notion of real dimension). Here P(A) = Σ(A) and p(A) = ∞ have been shown in general [Fe4] .
These results suggest a negative answer for both the qualitative and the quantitative problem, if the ring in question has dimension at least three. In fact, this is essentially true, and is the content of our main result here. However, the notion of dimension has to be replaced by the real dimension, whose definition we are going to recall.
The real spectrum Spec r (A) of A consists of all pairs α = (p, ω) where p is a prime ideal of A and ω is an ordering of the residue field κ(p) of p. The prime ideal p =: supp(α) is called the support of α. Alternatively, α can be defined through a homomorphism ϕ : A → k into an ordered field; then p = ker(ϕ), and ω is the restriction to κ(p) of the ordering of k. For f ∈ A one writes f (α) > 0 (resp. f (α) ≥ 0, etc.) if the residue class f of f in κ(p) is > 0 (resp. ≥ 0, etc.) with respect to ω. Thus we can see f as a function on Spec r (A), and study its sign changes. In particular, matching our previous definition, f is a psd element if and only if f (α) ≥ 0 for all α ∈ Spec r (A). Given a second prime cone β ∈ Spec r (A), we say that α is a specialization of β (written β → α) if f (α) > 0 implies f (β) > 0 for any f ∈ A. This is easily seen to imply q := supp(β) ⊂ supp(α) = p. We put dim(β → α) := dim (A p /qA p ), and define the real dimension of A as dim r (A) := sup dim(β → α): α, β ∈ Spec r (A), β → α . Therefore, dim r (A) ≤ dim(A). Equality holds, for example, if A is a domain with real quotient field which is either a finitely generated k-algebra or a local analytic ring.
The following is our main theorem. It encompasses the known results on rings of dimension ≥ 3 mentioned above:
Main Theorem 1.1. Let A be an excellent ring of real dimension at least three. Then P(A) = Σ(A) and p(A) = ∞.
We enter here the class of excellent rings, which is widely considered as the suitable general setting to work in. In fact, this class includes all interesting rings in algebra and geometry, while being stable under all standard operations.
In Section 2 we will reduce our Main Theorem to the case of complete local domains which are real reduced. Here we say that a ring A is real reduced if a 2 1 + · · · + a 2 r = 0 (with a i ∈ A) implies that each a i = 0. The reduction step is formulated as follows: . . . , x d+1 ] is naturally contained in A. That M does not belong to the m-adic closure of Σ(A) + Q means that there exists an integer ω 0 ≥ 0 such that (the residue class of) M + f is not a sum of squares in A/Q for any power series f ∈ m ω0 . Thus, in order to prove the Main Theorem 1.1, it suffices to construct the key polynomials M , N p of 1.2. This will be achieved in several steps:
1. First, we use local parametrization to replace Q by a principal ideal. The geometric idea here is that every complete domain has a birational model which is a hypersurface. However, the use of such a birational model carries spurious denominators which must be controlled. This control is possible because there is a universal denominator, and it is enough to keep track of it. (See (2.1) and Lemma 2.2.) 2. Second, we perform sequences of blowings-up of points and lines over a suitable real closure of k 0 to uniformize the data and achieve a regular situation. This amounts to desingularizing the hypersurface found in the preceding step. In fact, we do not need desingularization in full, but only local uniformization with a suitable description of strict transforms. The necessary formalism is set up in Section 3, and the regularization is completed in Section 4. 3. Finally, we must address the difficulty that the regularization process involves a ground field extension, so that the polynomials obtained are defined over a finite field extension of k 0 . In order to bring those polynomials down to k 0 , we take norms over k 0 and use an extra blowing-up of a point. This part is developed in Section 5.
Summing up, from a given domain, we get a birational hypersurface and then a uniformization, to finally come back to the initial domain. This round trip is only possible by a highly delicate control of all of the many data involved. The main technical bulk of it is contained in Sections 4 (especially Proposition 4.4) and 5. Needless to say, we use general ingredients like Cohen's structure theorem or Weierstraß' preparation theorem. Some of these techniques and constructions were already used before, in a less technical setting, by the first-named author [Fe4] .
The polynomial M will be a variant of the celebrated Motzkin polynomial. (In fact, any psd polynomial with rational coefficients which is not a sum of squares of real polynomials would do.) The polynomials N p are variants of an ingenious construction by Choi, Dai, Lam and Reznick in [CDLR] , by which the authors produced, for each p ≥ 1, a polynomial in R[x, y] (or in Z[x]) which is a sum of p, but not of p − 1, squares.
To end this introduction, we give a brief (incomplete) outline of what is known about the qualitative and the quantitative question for rings of real dimension ≤ 2. Most known results concern rings of geometric significance. Generally, the answers depend strongly on the particular structure of the ring. This makes the situation quite distinct from the case of dimension ≥ 3.
Let us first consider the algebraic setting, and let us restrict ourselves to coordinate rings A = R[V ] of affine real algebraic varieties V . For curves, we know when P = Σ holds. This property depends on the real singularities of the curve and on its points at infinity ([Sch1], [Sch3] ). For surfaces, it has been proved that P = Σ if V is non-singular and the set V (R) of real points is compact [Sch4] . As for the Pythagoras number, it is known to be finite (but can be arbitrarily large) for curves [CDLR] . The only Pythagoras number of an algebraic surface V (with V (R) Zariski-dense in V ) that seems to have been computed so far is that of the affine plane, which is infinite [CDLR] .
Coming to general local rings, P = Σ has been proved for any regular (semi-) local ring A of dimension two [Sch2] . Moreover, the Pythagoras number p(A) is estimated in terms of the Pythagoras number of the quotient field
In the local analytic setting, the picture is somewhat more complete. In this case we deal with the ring O(X) of germs of analytic functions on a real analytic germ X. The property P = Σ holds very rarely. Indeed, for each n ≥ 1, the germ X = {x i x j = 0, 1 ≤ i < j ≤ n} is the unique curve germ of embedding dimension n with this property [Sch2] , and the embedded surface germs with P = Σ form a small list of multiplicity two germs ([Rz2] , [Fe1] , [FeRz1] ). There are a few additional examples of arbitrary multiplicity in higher embedding dimension [Fe3] , but the affair seems very mysterious there. As for the Pythagoras number, it is bounded by the multiplicity for curve germs ( [Or] , [CaRz] , [Qz] ), and by a function of the multiplicity and the embedding dimension for surface germs [Fe2] . Curiously enough, the list of embedded surface germs with P = Σ is also the list of embedded surface germs with Pythagoras number 2 (the minimal number possible) ([Rz2] , [Fe3] ). On the other hand, the Pythagoras number of a surface germ is the maximum of the Pythagoras numbers of the curve germs it contains [FeRz2] . Let us also mention that curve germs with high Pythagoras number are ubiquitous: every semianalytic set germ of dimension ≥ 3 contains (punctured) curve germs with arbitrarily large Pythagoras number (loc. cit.).
There are a variety of other rings (of 'mixed type') for which the Pythagoras number has been computed in [CDLR] 
Reduction to the complete case
The purpose of this section is to show how our Main Theorem 1.1 can be reduced to the case of complete local domains formulated in 1.2. Before going into further details we need some notation and terminology related to local parametrization of complete rings. In what follows, k and K will always denote fields of characteristic 0. As is well known, a complete noetherian local ring A with residue field K satisfies A ∼ = K [[x] ]/I, where I is an ideal of the ring K [[x] ] of formal power series in the indeterminates x = (x 1 , . . . , x n ) (to avoid trivial cases we will assume n ≥ 2 in what follows).
is a homogeneous polynomial of degree d; we denote the order of F by ω(F ) = min{d :
] is said to be regular with respect to the variable x i if the power series
is not identically zero. We will say that F is totally regular with respect to x i if in addition ω(g i ) = ω(F ). We have: [JP, 3.3.30] says that for any prime ideal q = (0) there exists a unipotent triangular linear change of the type
with coefficients a ij in Z which makes q properly immersed.
Assume now that q is properly immersed.
be the discriminant of f , all taken with respect to the variable x d+1 . Then θ d+1 := x d+1 + q is a primitive element of Quot(B) over Quot(B 0 ), and
where
f ) (for more details see [JP, 1.5.19] 
To see this, just divide g successively by f n , . . . , f d+1 and apply [JP, 3.3.31 ] to obtain the condition about the order.
and by ( * ) there exist polynomials
Now, we proceed with the announced reduction.
1 The coefficients of the change of coordinates can be taken over Z because there is no non-zero polynomial in n variables which vanishes on Z n ; for more details see 4.2. 
Let B be the m-adic completion of B and m the maximal ideal of B. By [ABR, VII.3.2] , there exists a specialization β → α in Spec r ( B) lying over β → α. Therefore supp( α) = m, and q := supp( β) is a minimal prime ideal of B. Thus, since B is excellent, dim B = dim( B/ q). On the other hand, since A is noetherian, there exist a 1 , . . . , a N ∈ p which generate p; therefore, a 1 , . . . , a N generate the maximal ideal of B (where a i := a i + qA p ). Since k has characteristic 0, we deduce, by the structure theorem of complete local rings [Ng, V.31 
We have the following commuting diagram (where we write x := (x 1 , . . . , x N )):
In the bottom row, the last three rings have the same dimension d; moreover,
with M (0) = 0, and that there exists an integer
2 One of the advantages of a unipotent triangular linear change of coordinates with coefficients in Z is that we keep in A the generators of the maximal ideal of B. We will need later, almost at the end of the article, to have Q properly immersed, because this allows us to use 2.2.
Using this, we prove first that p(
A) = ∞. Recall that k 0 is a maximal subfield of A p . Write N p = N 2 1p + · · · + N 2 pp with N ip ∈ k 0 [x]. Choose c p ∈ A \ p so that c p N ip has coefficients in A for i = 1, . .
. , p, and let
Then S p is a sum of p squares in A. From the diagram and the conditions on N p above we deduce that S p is not a sum of p − 1 squares in A. Since this can be done for all p, we conclude that
is a homomorphism and
(where ω 0 is as above). Therefore the open constructible sets
We claim that R ∈ P(A) \ Σ(A).
Let γ ∈ Spec r (A). If γ ∈ U , then it is clear that R(γ) ≥ 0, so we can suppose that γ ∈ U . Then γ ∈ U γ for some , and we have
which is clearly ≥ 0 at γ. If R ∈ Σ(A), then, since g j ∈ p, we will conclude from the diagram above that there exists
Transforms
The purpose of this section is to settle all the notation and terminology about desingularization and strict transforms that we will need along the way. In what follows we set x = (x 1 , . . . , x n ), and K will denote a field of characteristic 0.
3.1. Strict transforms. Given a field K, we will mainly use homomorphisms ϕ * :
A finite sequence of transforms ϕ 1 , . . . , ϕ r will be denoted by
is a polynomial, up to identification with the associated polynomial function, we
m and any
, where µ is the greatest integer such that x
Notice that the strict transform of a tuple (via a finite sequence of transforms) is not, in general, the tuple of the strict transforms of the components of the tuple.
If
] is a series and ϕ a blowing-up of a point, then
Moreover, we have the following result whose proof, although well known, is included here for the sake of the reader: 
We have 
The general case r ≥ 3 follows from the case r = 2, since ( 
and f · • T 1 is relatively prime with all p i . Therefore,
Again we distinguish two cases: (i) If ϕ r is a linear change, we take
and we take
. . , and q +1 = x 1 . It is clear from (ii) above and 3.2(ii) that f ·
• T is relatively prime with q i for i = 1, . . . , , and with q +1 by the definition of the strict transform. 
are unique up to a common factor in K * . Now consider the birational map
for x / ∈ {g = 0}. In what follows we will identify the tuple 
Remarks 3.5. Let T be a sequence of transforms. By 3.3 there exist finitely many
is a homogeneous polynomial of degree d with gcd P, j=1 q j = 1, then the strict transform of (P
. . , µ i ) and µ ij ≥ 0 are integers for i = 0, . . . , n and j = 1, . . . , , then
By 3.2(ii) for
are relatively prime because so are the polynomials f 1 , . . . , f n , g. Thus, since g · • T is relatively prime to all the q j 's, we deduce that g · • T must be a unit of K [x] . Hence, g · • T = u ∈ K * . On the other hand,
Hence, since gcd P, j=1 q j = 1, we conclude that the strict transform of (P
Local uniformization of a hypersurface
In this section we prove several technical results about local uniformization of hypersurfaces which will allow us to prove 1.2. Let k always be a field. [ABR, VII.4 .1], there exist formal power series x(t) = (x 1 (t), . . . , x n (t)) with coefficients in the real closure R = κ(α) of (k, α) and x i (0) = 0 for all i such that P (x(t)) = ct q + higher order terms, with c < 0. On the other hand, if we substitute x 1 = 0, . . . , x n−1 = 0, x n = t into P , we get P (0, t) = t deg xn (P ) . Hence, P takes both strictly positive and strictly negative values on the real spectrum of R [[x] ]. Moreover, since P has no multiple factors in k [[x] We recall the following fact, whose proof is an easy exercise: Proof. Let D = gcd(P, Q, R) and
. , x n ), and let f ∈ k[[x]] be a series with f (0) = 0 and without multiple factors and such that the ring k[[x]]/(f ) is real reduced. Then, there exists an ordering α of k and a finite sequence T of transforms with coefficients in the real closure R of (k, α), such that the strict transform of f via T in R[[x]] is
f · • T = (x 1 − h(x 2 , . . . , x n )) U,
Lemma 4.2. Let R ⊂ S be an extension of rings such that S is a domain of characteristic zero, and let
then we have that gcd(P 1 , Q 1 , R 1 ) = 1. If gcd(P 1 + cQ 1 , R 1 ) = 1 for infinitely many c ∈ K, then there exist c 1 = c 2 in K and an irreducible factor
We finish this section with the following key result for 1.2. , x 2 x 3 , . . . , x 2 x n ) .
There is an integer ω 1 ≥ 0 such that if there exists an equation of the type
and 
We will see that α, R, L, T and h satisfy the assertions in Proposition 4.4.
In view of 3.3, there exist finitely many polynomials 
By 4.3, the sets Z ij are finite; hence, the sets S j :=
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Let Γ c (x 2 , . . . , x n ) = (x 2 , x 3 + c 3 x 2 , . . . , x n + c n x 2 ) for each c = (c 3 , . . . , c n ), and let ψ ij := ψ ij ·
• T · • τ for all i = 1, . . . , s and j = 1, . . . , n. Now, we proceed in several steps:
Step 1. There exists c = (c 3 , . . . , c n ) ∈ E n−2 such that:
• Γ c are totally regular with respect to x 2 or are identically zero, and
is totally regular with respect to x 2 or is identically zero (i = 1, . . . , s and j = 3, . . . , n) . (F )(1, c 3 , . . . , c n ) = 0. Therefore, for each of the condictions (a), (b), (c) and (d ij ) above, the set of c ∈ E n−2 satisfying this condition is open in the k 0 -Zariski topology of E n−2 . Thus, it suffices to show that each of these conditions is satisfied by at least one c ∈ E n−2 . The only case which is not immediate is (
for all c ∈ E n−2 . Since σ i | k0 = id, by 4.2, we have
So ( * ) says that (c j − σ i (c j ))F i0 (1, c) = 0 for every c ∈ E n−2 . But neither one of the two factors vanishes identically on E n−2 , so this is a contradiction. This completes the proof of Step 1. In the rest of the proof we will show that if c ∈ E n−2 satisfies the conditions of Step 1, then the linear change Γ c has properties A) and B) of Proposition 4.4. We will start with
Step 2. If c ∈ E n−2 is as in Step 1, then statements A.i), A.ii) and B) hold for Γ c .
We begin by proving that A.i) and A.ii) hold. First, notice that since the series
• Γ c are totally regular with respect to x 2 , we have that
] is a unit, for all l. This follows from the Weierstraß Preparation Theorem and the fact that if P is a Weierstraß polynomial totally regular with respect to x 2 (that is, of degree with respect to x 2 equal to its
As we have seen above, there exist positive integers
On the other hand, we recall that T c denotes the sequence of transforms obtained by adding
Note also that, by the definition of the strict transform, the series g and x 2 are relatively prime. There exist integers µ, ν 1 , . . . , ν ≥ 0 such that
Then, since g and x 2 are relatively prime, we conclude that there exists an integer
2 g. Next we prove that B) holds. Since for all i the series
are totally regular with respect to x 2 or are identically 0, the strict transforms with respect to ρ of the ones which are not zero are again units. Let us see first that for each i = 1, . . . , s we have either
Suppose that Ψ i (0) = 0. As one can deduce from our previous assertions, the non-zero coordinates of • τ = 0 for all l, we conclude that x 1 − h divides the strict transforms via T of all the components of Ψ i . By 3.2(ii), we deduce that the power series
which are the components of Ψ i , share an irreducible factor.
Moreover, since c j ∈ S j for j = 3, . . . , n, we have in particular σ i (c j ) ∈ Z ij for all j = 3, . . . , n. Thus,
and we conclude that the series ψ i0 , ψ i1 , . . . , ψ in share an irreducible factor.
Step 3. If c ∈ E n−2 is as in Step 1, then statement A.iii) holds for Γ c . We recall that ∆ denotes ∆ ·
• T · • τ and that this series is totally regular with
Assume we have an equation
, and
by definition. If we plug T into equation ( ), we obtain
If we make the substitution τ : x 1 = h and plug the sequence [Γ c , ρ] into the previous equation, we get
Note that the left hand side is
for each i, and we are done.
Proof of the Main Theorem
The purpose of this section is to prove our Main Theorem 1.1. First, we need some preliminary results:
Lemma 5.1. Let K be a field and P ∈ K[x] = K[x 1 . . . , x n ] a homogeneous psd polynomial. Let T be a sequence of transforms with coefficients in K and let
Lemma 5.2. Let K ⊂ E be a finite separable field extension and let
Proof. First, note that P is the E|K-norm of P 1 . It is generally true for any finité etale algebra A → B that N B|A maps psd elements of B to psd elements of A. (For the proof one immediately reduces to the case where A is a real closed field, and then the statement is obvious).
where 
Then, we have
Hence, there exist polynomials
, not depending on c, such that
for i = 1, . . . , s and j = 0, . . . , n, and let c ∈ E n−2 and Γ c be as in 4.4 for the field E, the series ψ ij and the automorphisms σ i . Since gcd (F 0 , F 1 , . . . , F n ) = 1, we also have gcd( 
, then, by 5.1, the polynomial P 1 is psd in E[x] and, by 5.2, the polynomial P is psd in k 0 [x] . Moreover, we have
and, by (3.4),
Next, by 3.5 we have 
Computing a little, we have
Since (P 0 · • π )( Ψ i (0)) = 0 for i = 1, . . . , s, we deduce that every factor P 0 · • π ( Ψ i ) is a unit. Since ω(h ) ≥ 2, we have In(P 0 ·
• π · • τ ) = In(P 0 (π(x ) + h v)) = P 0 · • π. Since x 2 divides neither P nor P 0 ·
• π = In(P 0 · • π · • τ ), we conclude that: (1) There exists a unit U P0 ∈ R [[x] ] such that P = U P0 · P 0 ·
• π · • τ . Hence, there exists a value u 0 ∈ R \ {0} such that In ( R(x 2 , . . . , x d+1 ), for any real closed field R. For the existence of such P 0 , the essential case is d = 3. This was first established in a beautiful and difficult paper by Cassels, Ellison and Pfister [CEP] , who showed that the Motzkin polynomial is not a sum of three squares of rational functions. See [BCR, 6.4.8, 6.4.20] for how to deduce the case of general d ≥ 3 from this.
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