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Abstract--Stabil ization f uncertain delayed systems via linear state feedback including no de- 
lays is considered. The present report is a development of the previous results. It is shown that 
the obtained condition is fundamentally equivMent to Wei's results called antisymmetric stepwise 
configuration. He constructed his results for the stabilization of a linear system including no delays. 
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1. INTRODUCTION 
Many investigations have been published on the stabilization of various kinds of uncertain sys- 
tems. In the previous paper [1], we presented a simple method to construct a stabilizing control 
for delayed uncertain systems which do not satisfy the matching conditions. In the paper [2], it 
was developed to the system with limited measurable state variables. 
On the other hand, Wei [3] investigated the condition for the quadratical stability of uncertain 
linear systems containing no delays via linear state feedback. He showed that a system with a 
particular geometrical pattern satisfies that condition and vice versa. He called the structure 
antisymmetric stepwise configuration. 
The present paper is a development of [1] and it is shown that the antisymmetric stepwise 
configuration is also, in the most fundamental form, valid for the stabilization of delayed systems 
via state feedback including no delays. 
2. SYSTEM DESCRIPT ION 
The system considered in this paper is defined by a differential delay equation given for t E R, 
t > to such that 
~(t) = Ax(t) + AA 1 (Ox(t) + AA2(t)~(t, r(t))  + D(t)q(t, x(O) + (b + Ab(t))u(0 (1) 
with initial curve ¢ E Cn[to - T0,t0]. Here x E R '~ and A, AA 1, AA 2, D are n x n, n x n, n x n, 
n x r real matrices, respectively. A is constant, u E R is a control variable, b (E R n) is a known 
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constant vector. Ab (E R n) is a vector valued uncertain coefficient and may vary with time. 
Correspondingly to x(t), satisfying (1) for t > to, xt(O) E Cn[-T0,0] denotes a function, 
xt(O) = x(t + 0), for - r0 _< 0 _< 0, Zto(O) = ¢(8). 
r is a piecewise continuous function on R into R n. Each element r, of ~- is assumed to be bounded, 
namely 
0 ___ z~(t) < r0, i = 1 , . . . ,n .  (2) 
The upper bound r0 is not necessarily assumed to be known. 
indicates a function R × R n ---+ R n defined for t E R and r E R n correspondingly to 
X = (X l , . . . ,Xn)  t as ,  
~(t, ~) = (x l ( t  - ~1), x2(t  - ~) , . . . ,  ~( t  - ~,)) ' .  (a) 
(t, x) ~ q(t, X) E R m represents the uncertain vector-valued input to the system depending on 
time t and state variable x. q is only known that every element of it is piecewise continuous and 
is assumed to be bounded uniformly. This means there exists a constant 6 E R m such that 
Iq(t, ~)1 < 6, for ( t ,x)  e R x R". (4) 
The matrices AA r, r = 1, 2, are the uncertain parts of the system parameters. It is assumed 
that every element of AA r = (Aarj) (r = 1, 2) is piecewise continuous with respect o t and is 
bounded uniformly. That means AA r satisfy 
IAArl _< AA °~, for t _> t0, (5) 
where IAA~ I is an n x n matrix with IAarjI as ( i , j )  element, AA °r (r = 1,2) are known n × n 
constant nonnegative matrices. 
It is assumed that uncertain coefficient Ab is piecewise continuous with respect o time and 
satisfies for t _> to, the inequality, 
I~bl _< slbh for t > to, (6) 
for a known positive constant e. 
All elements dij of the uncertain matrix D = (dij) may vary with time. It is only known that 
they are bounded. That is, there exists a known constant n × m matrix D o _> 0 such that 
ID(t)l <_ D °, for t _> to. (7) 
The following assumptions are introduced. 
ASSUMPTION 1. The pair (A, b) is a controllable pair and is in the controllable canon/ca/form, 
namely, 
A = A ° + A 1, 
i) i: i] Ill . . ,  A ° = A 1 b = , ~ . .o  , , : a t 
where a E R n is constant | 
It is assumed that all state variables x of system (1) are directly measurable and the control is 
given by a linear state feedback including no delays, such that 
u(t) = ~'~(t), (8) 
where c E R '~ is an arbitrarily chosen feedback coefficient. 
Substituting (8) into (1), the following equation is obtained: 
~(t) = (A + bc')x(t) + (AAt(t) + Ab(t)c') x(t) + AA2(t)~(t,  r(t)) + D(t)q(t, x(t)). (9) 
The problem considered is whether it is possible to choose constant c E R n properly so that the 
derived system (9) is ultimately bounded independently on delays. 
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3. MAIN RESULTS 
Let AA  °3 be defined as 
AA °3 = AA 01 + AA °2. (10) 
Here we in t roduce  a set of matr ices  wi th  regard to uncer ta in  parameters  AA 1, AA  2. 
DEFINITION 1. Let  k be an  integer satisfying 0 < k < n. For this k, let f~(k) = {G [ G = (gij) E 
R nxn } be a set of  all matr ices  with the following properties: 
(i) i l l  < |<n-k ,  then g# =O, for j < i + l and j > 2n-  2k -  i + l; 
(ii) ff  n - k + l < i < n, then gq = O, for j < 2n - 2k - i + l and j > i + l. | 
F igure  1 shows a schemat ic  view of a mat r ix  be longing to this set for a g iven k. Here * impl ies 





00*  * * • * * * 0000000 
000 * * • * * 00000000 
0000. .  *00  . . . . . .  0 
00 .  00 .00  . . . . . . . .  0 
00 .  000  . . . . . . . . .  0 
00.  0 .0  . . . . . . . . .  0 n -k+l  
00.  0 . **0  . . . . . . . .  0 
00  • 0 * * * * * 0 . . . . . . .  0 
000  * * * * * * * 0 . . . . . .  0 
0 . **  . . . . .  * **0  . . . .  0 
• ***  . . . . .  * ***0 .  0 
• • • . . . . . .  * * * * * 0 • 0 
• * * * . . . . .  * * * * * * 0 • 0 
• * * * . . . . .  * * * * * * * 0 0 
• * * *  . . . . .  * * * * * * * * 0  
$ $ $ $  . . . . .  $ $ * $ $ $ $ $ $  
Figure 1. Matrix G E ft(k). 
Correspond ing  to this  matr ix ,  the  fol lowing sets of matr ices  are int roduced.  
DEFINITION 1'. mr(k)  is a set of  matrices defined by changing the Condition (i) of f l (k) as 
follows. 
(i)' I £1<i<n-k ,  thengq=O,  fo r j< i+ l  and j>2n-2k- i+2.  
At  the same time, f~l(k) denotes a set of  matrices defined by changing the Condition (ii) as 
follows. 
(i i)' H n - k + 1 < i < n, then gij = O, for j <_ 2n - 2k - i and j > i + 1. | 
The matr ices  be long ing  to f~r (k) have ext ra  nonzero e lements  in the upper  r ight t r iangu lar  parts  
compared  to matr ices  be long ing  to f /(k),  and  matr ices be long ing to f~l(k) have ext ra  e lements  
in lower left t r iangu lar  parts  compared to the ones be longing to f~(k). , in F igures  2 and  3 show 
those ext ra  e lements.  
On  the assumpt ion  that  the upper  bound e of the d i s turbance  is suff iciently small ,  the  following 
theorem has been obta ined  [1]. 
THEOREM 1. / /  AA  °s E f l (k) for certa in  positive integer  k, then the system can be made 
ultimately bounded independent ly on delays by choosing proper constant c. | 
In  th is  paper ,  the  above theorem is developed on the same assumpt ion  to the fol lowing theorem. 




00 * * * • * * * * 0 0 0 0 0 0  
0 0 0  * * . * * * 0 0 0 0 0 0 0  
0 0 0 0 , -  * * 0  . . . . . .  0 
0 0 .  0 0 , * 0  . . . . . . . .  0 
0 0 .  0 0 0  . . . . . . . . .  0 
00.  0 ,0  . . . . . . . . .  0 n -k+1 
0 0 .  0 , * * 0  . . . . . . . .  0 
00  . 0*  * * * * 0 . . . . . . .  0 
0 0 0  * * * * * * * 0 . . . . . .  0 
0 . * *  . . . . .  * * * 0  . . . .  0 
• * * *  . . . . .  * * * * 0 .  0 
• * * * . . . . .  * * * * * 0 • 0 
• * * * . . . . .  * * * * * * 0 • 0 
• * * * . . . . .  * * * * * * * 00  
• * * *  . . . . .  * * * * * * * * *  





0 0 • • • . * * * 0 0 0 0 0 0 0  
0 00  • • . * * 0 0 0 0 0 0 0 0  
0 0 0 0 , .  * 0 0  . . . . . .  0 
0 0 .  0 0 . 0 0  . . . . . . . .  0 
0 0 .  0 0 0  . . . . . . . . .  0 
00.  **0  . . . . . . . . .  0 n -k+1 
0 0 .  * * * * 0  . . . . . . . .  0 
0 0 • **  * • • • 0 . . . . . . .  0 
0 0 - *  * * * , • • 0 . . . . . .  0 
• * * *  . . . . .  * * * 0  . . . .  0 
• * * *  . . . . .  * * * * 0 .  0 
• * * * . . . . .  * * * * * 0 • 0 
• * * * . . . . .  * * * * * * 0 • 0 
• * * * . . . . .  * * * * * * * 0 0 
• * * *  . . . . .  * * * * * * * * 0  
• * * *  . . . . .  * * * * * * * * *  
F igure  3. M~r ix  G E ~ l (k ) .  
THEOREM 2 .  ~AA 03 6 ~r(k) or ~l(k)  ~r  cert~n int~er k,O < k < n, then the s ta te  ~iab le  
~edba~,  contMmng no delays, c~ be ~osen so that  the system is ~ i fo rm~ ult imate~ bounded 
ind~endent~ on delays. I 
4. COMPARISON WITH ANTISYMMET~C 
STEPWISE CONFIGURATION 
Me.whi le  Wei  [3] p resent~ a necessary  and  su~c ient  cond i t ion  ~r  the  qu~r~ic  s tab i le -  
ab i l i ty  o f  l inear  unce~mn systems v ia  l inear  s ta te  ~edback .  He  showed that  i f f  a sys tem h~ 
a ce~ain  ~ed s t ructure ,  wh i~ he  cMled  ant i s~metr ic  s tepwise  conf igur~ion ,  i t  i s  poss ib le  to  
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quadratically stabilize it via linear state feedback. However, his system cannot be allowed to 
include delayed arguments. It has been noticed [1] that previously obtained conditions for the 
stabilization of delayed system has certain similarity in its form to his condition. Here it is shown 
that the above developed result is basically equivalent to Wei's condition. 
Originally antisymmetric stepwise configuration was defined for a little more general system 
including the unmatched uncertain elements in control coefficient Ab. However, for the sake 
of simplicity of the discussion, as for unmatched pararneters, only coefficients of state variables 
are considered in this paper. In such cases, the antisymmetric stepwise configuration become as 
follows. 
Let mkp be the (re,p) element of AA 03. Then muv = 0 i fp >_ k+2 and mkp ?£ 0, where u > v, 
u <_p-  1 and v < k+l .  
From this definition it is possible to make out the following two cases. 
(A) For 1 < i < n-k ,  if we cannot assure the (i, 2n -2k - i+ l )  elements are zero, and mij = 0 
for j _< i + 1 and j _> 2n - 2k - i + 2, then mij must satisfy mij = 0 for j _< 2n - 2k - i + 1 
and j > i + 1. 
(B) Equally, for 1 < i < n-k ,  if we cannot assure (i, 2n -2k - i )  elements are zero, and mij = 0 
for j < i + 1 and j >_ 2n - 2k - i + 1, then mij must satisfy mij = 0 for j _< 2n - 2k - i 
and j  > i+1.  
Then we find that Case (A) is equal to the condition of fF(k) and that Case (B) is equal to the 
condition of f~l (k). 
5. CONSTRUCTION OF STATE FEEDBACK CONTROL 
Since by assumption (A, b) is a controllable pair, we may choose the eigenvalues of A + bd 
arbitrarily by choosing proper c. Let eigenvalues A1, A2,.. . ,  An of A + bd be all negative and 
distinct. Then by the variable transformation x ~ v defined as 
v -- T - ix ,  
by means of Vandermonde matrix T, given below, the system can be transformed into the fol- 
lowing form: 
n 
~(t) = By(t) + Sly(t)  + ~ B2'v(t - r~(t)) + T-1Dq, (11) 
i= l  
where B, B 1, B 2~ are defined as 
B = A = diag()~l, A2,...,)~n), 
B 1 = T -1 (AA 1 + Abc') T, (12) 
B 2i = T-1AA~T,  i = 1,... ,n. 
Here AA~ 2 is a matrix with only one nonzero column/th vector which is equal to that of AA 2. 
T is defined as 
1 1 ... 1 1 )~1 ~2 "-" )~n 
T = A 2 )~2 ... A2 . 
L A~,-I )~- I  . . .  A~- l J  
6. STABILITY CONDIT ION 
For the proof of the ultimate boundedness of the solutions of the above system (11), the 
following theorem plays a fundamental role. 
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Let x e R". Consider the following linear differential equation with time wrying delay r(t) 
R n , 
2(t) = Bx(t) + BX(t)x(t) + B2(t)2(t, ~'(t)) + B3(t)p(t), (13) 
defined for t _> to, with initial curve xo(8) E Cn[to - to,t0]. Here B, B 1, B 2, B 3 are n x n, n x n, 
n x n, n x m matrices, respectively. B 1, B 2, B 3 may be time varying. All elements of them are 
assumed to be piecewise continuous and bounded. That means B r = (b[j) (r = 1, 2, 3) satisfy 
the relation 
IBr(t)l < B°L for t > to, 
for given nonnegative constant matrices B °r 0r R m = (b~). (t) --* p(t) e is an unknown piecewise 
continuous function, all elements p~ of which are uniformly bounded. Namely, for known constant 
n-vector 5 > 0, p satisfies 
Ip(t)l < 5, for t >>_ to. 
Each element of delay r E R n is assumed to satisfy (2). The problem on the existence and the 
uniqueness of the solutions of this equation has been solved [1,4]. 
On the uniform exponential convergence of the solutions of (13) to a bounded region, the 
following theorem has been proven [1]. 
THEOREM 3. Assume 
(-IBIq - B ox - B °2) e .A4. (14) 
Then, every solution of (13) converges uniformly and exponentially in the large to a region G 
satisfying 
G C G °, 
independently of delays, where G o is the bounded region given by 
G ° = {z I lxl < (-IBIq- B Ox- B°2) -1B°SS}, (15) 
and IBIq = (bqij) is an n x n real matrix defined for B = (bij) as 
bqii = bii, bqij = Ib,¢l, (i # j). 
.K4 indicates the set of all M-matrices. | 
NOTE. A real square matrix with nonpositive off-diagonal elements is called an M-matrix if it 
is nonsingular and its inverse is a nonnegative matrix. 
Applying the above theorem to system (11), and considering the condition for the system 
parameters to satisfy (14), the proof of Theorem 2 is accomplished. For the proof the following 
propositions on M-matrices are useful. Let A, B e R nxn satisfy B > A. 
PROPOSITION 1. For any K E Rnxn , (K  - A) E A4 if (K -  B) E At, provided all off-diagonal 
dements of (K - A) are nonpositive. | 
PROPOSITION 2. Assume (K - B) ~ At. Then for any constant e e R '~ > O, (K - B ) - le  > 
(K - A ) - l  e, provided all off-diagonal elements of (K - A) are nonpositive. | 
7. OUTL INE OF THE PROOF 
Considering the parameters (12) of system (11), it is found that 
IBIq = A = diag(A1, ~2, . . . ,  An), 
IB~I <_ IT -x (AA~ + Abe') T I 
<_ IT- IAA°XlT'I +,IT-'I Ibc'l ITI, 
Is 'l = IT-IAA~TI <_ IT-~AA°2TI <_ IT-IIAA°21TI 
i=1 i=1 i=1 i=1 
= IT-Xl AA°21TI, 
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where AA °2 is derived from AA~ analogously as AA °2 is derived from AA 2. Let p1, p2, p~ be 
given by 
p1 = -[Blq, 
= - IT-11 (AA °1 ÷ AA ITI = -IT-11AA°SlTI, (16) 
P~ = -~ IT-X[ Ibc'l ITI. 
Define pO by 
p0 = p1 + p2 + W. 
Then owing to Theorem 1 and Proposition 1, 2, we obtain the following proposition. 
PROPOSITION 3. If there ex/sts T which assures 
pO E A4, 
then system (11) is ultimately bounded. | 
Considering the structure of T and the defined form of A °3, and carefully calculating matrices 
of (16), the proposed theorem can be shown to be valid on the basis of the above proposition. 
(See the Appendix.) 
8. AMOUNT OF  D ISTURBANCE 
So far we have assumed that the upper bound e of the disturbances is sufficiently small. How- 
ever, as is found from the condition of Proposition 3 and the definition of p0, the upper bound e 
has a strong relation to the system parameters. Therefore, in choosing feedback coefficient, that 
means in choosing eigenvalues A1, A2,..., An of (A + bd), we must consider the size of permis- 
sible disturbances. Here, we consider it in relation to the sizes of the eigenvalues. Assume all 
eigenvalues are lSt-order function of certain variable a. Then, by considering the structure of the 
term Pe and the matrix p0, we obtain the following theorem. 
THEOREM 4. / / the upper bound ¢ of the disturbances satisfies 
e • O(-1), in case AA °s • fY(k), 
e • 0(-2) ,  in case AA °s • ill(k), 
then the disturbances are permissible, where the above notation means that the upper bound 
ore is in a size of l /a  or of l /~ 2, respectively. (See the Appendix.) | 
9. ATTRACTING REGION 
Although it was proven that the solution of (1) can be made ultimately bounded and exponen- 
tially convergent to an attracting region, it is not certain if it is possible to make this attracting 
region arbitrarily small for fixed ~ by only choosing feedback coefficient c properly. 
On this problem we obtain the following theorem, which is a simple modification of the result 
of [2]. Since the proof is clear, it is omitted. 
THEOREM 5. If the following conditions are satisfied, 
(C1) AA °s • fl(n), 
(C2) D satisfies the matching condition, that means a11 the columns di olD are given as di = aib 
(a~ • R is constant), 
(cs) e • o(-1),  
then the attracting region can be reduced to the size of O(-1) by properly choosing the system 
eigenvalues. | 
166 T. AMEMIYA 
10. CONCLUDING REMARKS 
It was shown that the previously established condition for the ultimate boundedness of a linear 
delayed system can be extended. The obtained condition is basically equal to the Wei's antisym- 
metric stepwise configuration i its primitive form, which is the necessary and sufficient condition 
for the quadratic stabilizability of a linear system without delays via linear state feedback. 
APPENDIX  
Supp lementary  Remarks  on the  Proofs  of  Theorems 2 and 4 
Here, some supplementary explanations on the proof of theorems are presented for clarity. First 
we assume ~ is equal to 0. Following the previous papers [1,2], some notations are introduced for 
the proof of the theorems. Let ~(a) : R ~ R be a continuous function such that 
~a(-~a~) <co ,  ~- - *co ,  asa- -*c~,  
for certain fixed m 6 R and for any positive scalar a. In this case, ((cr) is called a function of 
order m and is denoted as Ord(() = m. Here m is not necessarily a positive number. Furthermore, 
let O(m) denote a set of functions uch as 
O(m)  = {~(~)6 CI[0, oo)] Ord(~)= m}. 
Throughout this Appendix, a is assumed to be a negative number, sufficiently large in its absolute 
value, and/~1,. . . ,  f~n are all positive numbers different from each other. 
PROOF OF THEOREM 2. 
(I) Proof for the case AA °3 6 i2r(k). 
Let all eigenvalues A1,.. . ,  An be defined as 
)%i ----/~ia -1, for i = 1 , . . . ,  n -- k, 
Ai = f~ia, fo r i=n-k+l , . . . ,n .  
Then, the matrix T can be written as 
T = (T 1, T2),  
T1 = -1  T 2 = ~ 
-n+l  n 1 
where T 1 and T 2 are n x (n - k), n x k matrices, respectively. In the above notation, ~ 
indicates a row vector, whose elements are all functions of a of order m. Analogously, the 
V--] 
Irnl denotes a column vector consisting of elements which are functions of a of order m. notation 
i i 
They will appear later. 
T-1 is also easily calculated and it is written as 
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~1= 0 1 ...  - k  -k  . . .  , 
-1  -2  
II 2P 2= -2n  +2k ... +k -n  ...  , +2k +1 -1 +k 
where ~1 and ~2 are (n - k) x n, k x n matrices, respectively. 
Assume AA 03 E ~r(k). In this case it can be found out that the matrix p2, equivalently, 
IT-11AA°31TI has the following structure. That is, p2 consists of four matrices <Ihj ( i , j  = 1, 2), 
whose elements are functions of a of the same order. More precisely, p2 can be written as 
p2 (~11 ~12) 
¢21 ¢22 ' 
where ¢11, ¢12, ¢21, and ¢22 are (n - k) × (n - k), (n - k) × k, k × (n - k), and k × k matrices, 
respectively. Moreover, each of these matrices consists of same order functions of a and every 
(p, q)-element ¢~Jq of ¢~j, (i, j = 1,2), satisfies 
Ord(¢ 11) = -2, 
Ord  = 2n  - 2k  - 2 ,  
Ord (¢2~) = 2k- 2n + I, 
Ord (¢2~) =0,  
for all p, q. 
Decompose diagonal matrix A as 
(h01 0)  
A= A2 , 
A 1 = diag(A1,..., An-k), 
A 2 = diag(A,~-k+l,..., An). 
In this case, the condition 
p0eA~ 
is equivalent to the following three conditions: 
(al) -h  lq -¢ l l  EM,  
(a2) -h  2 + ¢22 E .~, 
(a3) -A  1 + ¢11 - (¢12)( -h2  -~- ¢22)-1(¢21) E J~. 
Condition (al) is easily found to be true if a ~ oc, since every diagonal element of it is of order 
-1, whereas every off-diagonal element is of order -2. The same property is found in the relation 
(a2). That means all diagonal elements are higher order functions of a than off-diagonal elements. 
It is also found that all the elements of ( -A  2 + ¢22) -1 are functions of a of lower order than -1. 
From this condition and from the orders of ¢~2 and of ~b~, it is found that all the elements of 
(¢12)(-A 2 + ¢22)-1(¢21) are functions of a of order less than -2. This implies Condition (a3) 
is also true. This complete the proof of this case. 
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(II) Proof  for the case AA °3 E ~l(k).  
In this case let eigenvalues A1, . . . ,  An be defined as 
A~=~ia  -1, fo r i= l , . . . ,n -k -1 ,  
A~ = f~ia, for i = n -  k , . . . ,n .  
Then T -1  can be written as (,1) 
= ~2 , 
~%1 = 0 1 . . .  - k  -k  . . .  , 
-2  -3  
~2= +2k +2k . . .  -n  +k  . . .  , 
+2 +3 +k +1 
where ~1 and :~2 are (n - k - 1) x n, (k + 1) × n matrices, respectively. In this case, following 
the notat ion given above, the matr ix  p2, 
p2 = (~11 ~12)  
~21 ~22 ' 
is found to have the same structure as well, such that  
Ord : -2 ,  
Ord (¢ I  2) = 2n - 2k - 2, 
Ord (¢21) = 2k - 2n + 1, 
Ord = 0, 
for all p,q. Note that  in this case matrices ~11, (I)12, ~21, and ~22 are (n - k - 1) × (n - k - 1), 
(n - k - 1) × (k + 1), (k + 1) × (n - k - 1), and (k + 1) × (k + 1) matrices, respectively. 
Decomposing this t ime A as 
0) 
A = A2 , 
A 1 = diag(A1, . . . ,  An-k - l ) ,  
A 2 = d iag(An-k , . . . ,  An), 
and then, following the same reasoning as in the previous case, we can prove 
POEM.  
So far we have assumed that  e = 0. Since the parameter  region satisfying the above condition 
is open, it is satisfied even if e ~ 0, so long as e is sufficiently small in its absolute value. 
PROOF OF THEOREM 4. Now here a brief outline of the proof of Theorem 4 is presented. 
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Assume eigenvalues A1, . . . ,  )~n are chosen as in the case of (I). Then, considering the structures 
of T and T -1, it is easily found that  P~ has the structure, such that  
(~11 912 
P~ =eIT - l [  Ibc'[ ]TI :e  iX/21 922)  , 
and that  these matr ices have elements atisfying 
Ord (¢11) : 
Ord (¢plq2) = 2n-  2k -  1, 
Ord (~b~ 1) = 2k - 2n + 1, 
Ord (¢2q2) = 1, 
for all p, q, where I I I l l  , IX/12 , 921  , 922 are (n - k - 1) x (n - k - 1), (n - k - 1) x (k + 1), 
(k + 1) x (n - k - 1), and (k + 1) x (k + 1) matrices, respectively. That  means if e satisfies the 
condition of Theorem 4, Pe has the same structure as p2,  which shows Theorem 4 holds. 
Next assume the eigenvalues satisfy the conditions as are shown in (II). In such case, P~ satisfies 
[ 911 912 
P~=elT-11[bdl lTl=ek~21 ~22), 
Ord 0p~ ) = -1 ,  
Ord (~)  = 2n - 2k - 3, 
Ord (~b2~) = 2k - 2n + 3, 
Ord (¢~2) = 1, 
for all p,q, where 911, 912, 921, 922 are (n - k - 1) x (n - k - 1), (n - k - 1) x (k + 1), 
(k + 1) x (n - k - 1), and (k + 1) x (k + 1) matrices, respectively. 
This means that  the structures of P~ and P~ are not same even if e E O( -1 ) ,  which implies 
that  the same conclusions as (I) cannot be obtained if e E O( -1 ) .  To obtain the same conclusion 
it is necessary that  e satisfies e e 0 ( -2 ) .  Thus the proof of the theorem is completed. 
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