In this work, numerical simulations of an automotive-sized scavenged pre-chamber mounted in an optically-accessible rapid compressionexpansion machine (RCEM) have been carried out using two different turbulence models: Reynolds-Averaged Navier-Stokes (RANS) and Large-Eddy Simulation (LES). The RANS approach is combined with the G-equation combustion model, whereas the LES approach is coupled with the flamelet generated manifold (FGM) model for partially-premixed combustion. Simulation results are compared with experimental data in terms of OH* chemiluminescence in the main chamber. Both RANS and LES results were found to qualitatively reproduce the main features observed experimentally in terms of spatial flame development. Simulation results are further analysed by means of early flame propagation within the pre-chamber (related to the fuel and turbulence intensity distributions) and the ignition process in the main chamber. During the turbulence jet ignition (TJI) process, the analysis of the LES progress variable variance reveals that during the intensive jet mixing the mixture in the main chamber is predominantly ignited by autoignition followed by a progressive transition to a deflagrative premixed flame propagation mode. For the lean fuel-air mixture considered (=2) the mixing of the additional fuel (previously injected into the pre-chamber) within the main chamber was found to play a major role on the ignition process.
Introduction
Combustion modelling in IC engines is a very challenging topic; over the last four decades a multitude of models have been proposed with different degrees of fidelity [1] . In most cases these models have been specifically developed either for purely compression-ignition or sparkignition combustion modes, reflecting their separate appearance in classical combustion engines. With the advent of more advanced and multi-mode combustions concepts, the need for combustion model improvements has arisen.
Efforts to reduce CO2 emissions from internal combustion engines have led to the use of natural gas as a fuel in lean-burn spark ignition engines. Lean-burn, or alternatively high-dilution combustion concepts, are employed in order to keep engine efficiency high by minimizing thermal losses, while also keeping NOx emissions below legislated limits. Under high-dilution conditions, operation is limited by high cyclic variability as well as increased unburned hydrocarbon emissions. In order to address these limitations, external ignition engines require high ignition energy and distributed ignition sources in order to ignite and consume the lean/diluted premixed main charge.
A widely used technology in these engines is pre-chamber ignition systems, in which the external ignition source is located in a separate small volume, connected to the main chamber via small orifices. This arrangement facilitates favorable ignition conditions near the ignition source, which result in fast and robust early flame propagation. The use of these so-called turbulent jet ignition (TJI) systems in engines allows the combustion of very lean/diluted mixtures, resulting in higher efficiencies and lower NOx emissions. TJI systems in lean-burn engines represents a particularly difficult problem in terms of combustion modelling. While the combustion mode in the prechamber is comparable to a classical open-chamber SI engine (apart from the higher wall-surface to volume ratio), the ignition mechanism in the main chamber induced by the turbulent hot jets arising from the nozzles is profoundly different from a conventional turbulent premixed flame development. TJI initially has a rather non-premixed character (such as in diesel engines), where large-scale mixing and ignition chemistry play an important role on the ignition of the first portion of lean premixed charge in the main chamber engulfed by the jets. Subsequently, there is a progressive transition towards a classical premixed-type flame propagation once the effect of the hot jets has ceased. This poses particular challenges on the requirements for combustion model validation, since local information of flame and mixing scales, as well as the relation between them are required. Under engine conditions these small-scale quantities become prohibitive to measure. Direct numerical simulation (DNS) -typically limited to low-to-moderate Reynolds number flows -can potentially provide this fine-grained information for model development. Preliminary DNS works related to pre-chamber combustion system started to arise [2, 3] and can be expected to play an important role on the future model development process. To date, however, validation of CFD models is typically performed by means of global heat release rate and qualitative optical diagnostics such as schlieren imaging and OH* chemiluminescence (e.g. [4] ). In recent years, CFD modelling of prechamber combustion system has seen considerable attention. Most of the works are carried out in a RANS context (e.g. [5] [6] [7] [8] [9] [10] [11] [12] ) and some LES studies start to appear (e.g. [13] [14] [15] [16] ). These studies have ranged from fundamental investigations of turbulent jet ignition under atmospheric (or slightly elevated pressure) conditions in constant volume chambers, to optical experiments in engine or engine-like setups. Also a large variety of pre-chamber geometries have been considered, from stylized shapes with single-orifice nozzles up to close-to-production complex designs with multiple orifices.
In this study, we present numerical simulations with RANS and LES of an automotive-sized scavenged pre-chamber mounted in a Rapid
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Compression-Expansion Machine (RCEM) setup. The work is more focused on the phenomenological aspects revealed by the model rather than assessing the model performance. Therefore, after a qualitative comparison of simulation results with experimental data, simulation outcomes are further analysed by means of early flame propagation within the pre-chamber and the ignition process in the main chamber.
Methodology

Rapid compression-expansion machine (RCEM)
The RCEM is an experimental device that provides optical access to the combustion chamber, revealing information about mixture formation, turbulence and combustion. The RCEM employs a freely floating piston with an electrically controlled and pneumatically and hydraulically actuated driving system. The rig is divided into two parts: the driving and the experimental as illustrated in Figure 1 . The driving part is where the moving parts such as the pistons are situated, while the combustion chamber is located in the experimental area. For more details of the RCEM setup the reader is referred to [17] for the working principles and to [18, 19] for the details concerning the diagnostics applied in this study.
For RANS and LES simulations the same geometry has been used, where the pre-chamber is mounted at the head of the rapid compression-expansion machine. Importantly, the freely floating piston doesn't follow a crankshaft movement and, therefore, a dedicated piston position measurement is employed during the RCEM experiments. The measured piston trace trajectory from the experiment has been imposed for both the RANS and LES simulations. The main information employed for this study is the incylinder pressure evolution and high-speed OH* chemiluminescence imaging in the main chamber through a 52 mm quartz window acting as flat piston bowl. Details concerning the RCEM geometry and setup are included in Table 1 . 
LES model
OpenFOAM v4.x is adopted to solve the LES equations, which are implicitly filtered using the filter 
LES
V
. For turbulence the kequation model [20] is used with OpenFOAM default constants. Velocity and pressure fields are solved with the 'PIMPLE' pressurecorrection algorithm in a compressible formulation using the in-built solver, with a transient backward second-order implicit time scheme. The time step has been selected according to a maximal Courant number of 0.5. The measured piston position has been imposed in the simulation to ensure the correct compression stroke.
The combustion model employed here is a flamelet-type model for partially-premixed combustion based on tabulation, and is referred as the flamelet generated manifold (FGM) [21] . A series of 1D calculations of a simplified 1D canonical configuration (here an unstrained laminar premixed flame) is carried out in advance. The table is parametrized in terms of a set of control variables. In this case, the control variables are the equivalence ratio, progress variable mean and variance, pressure and unburned temperature. 1D simulations are solved with Cantera using the Polimi reduced chemical mechanism involving 130 species and 2395 reactions [22] .
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Transport equations on the CFD grid are solved for enthalpy, as well as mean and variance of progress variable. The latter is defined using the oxygen mass fraction. The governing equations of mean and variance of progress variable are treated following [23, 24] , where the algebraic Sub-Grid Scale (SGS) scalar dissipation rate closure for LES from Dunstan et al. [25] is used. The flame front during the simulation is described by the spatial evolution of the mean and variance of the progress variable, which themselves depend upon the reaction rate expressed in terms of the progress variable source term and dissipation rate. From the look-up table the progress variable source term is returned to the CFD solver, in addition to a sub-set of 15 species mass fractions. Some of the returned species have been adapted following the methodology of [26] in order to match the correct density, specific heat and enthalpy of the full composition.
The table is filled with cell-based mean values, retrieved by convoluting the variable with the cell PDF. For the progress variable PDF a beta-function is assumed whereas for the equivalence ratio PDF a delta-function is considered. This implies a separation of scales between gradients of progress variable (of the order of the laminar flame thickness) and those from the fuel stratification as routinely employed in partially premixed flames (e.g. Trisjono et al. [27] , Chen et al. [28] and Donini et al. [29] ). This assumption is reasonable for scavenged pre-chamber systems employed in engines, where due to the high pressure the flame thickness is of the order of ten micrometres and the source of fuel stratification comes from the fuel injection into the pre-chamber well-ahead of the ignition. Therefore sharp equivalence ratio gradients during the injection are subsequently reduced.
LES simulations have been performed on a mesh with a homogeneous cell size within the pre-chamber and the initial 10 mm of the jets in the main chamber of 0.125 mm, and a cell size in the rest of the main chamber of 0.25 mm, leading to approximately 8 million cells at top dead center. The mesh in the pre-chamber is the same as in our previous non-reactive study reported in [30] .
RANS model
RANS simulations have been carried out with the commercial 3D-CFD solver VECTIS [31] . RANS equations are solved using the finite volume method. The effects of turbulence are solved by means of Reynolds Averaged Navier-Stokes (RANS) methods, specifically the k-ε model. For combustion, the VECTIS -Ricardo Two-Zone Flamelet (RTZF) model and G-Equation model has been used. Several chemical mechanisms are available in VECTIS including equilibrium 11 species chemistry, and 0D reactor Combustion Progress Variable (CPV3) model, capable of handling arbitrary chemical kinetic mechanisms. The CFD model incorporates Dynamic Discrete Particle Ignition Kernel (DDPIK) recently developed by Ricardo (e.g. [32] ) spark model coupled with the G-equation combustion model and Ricardo Two-zone Flamelet Model using 0D chemistry [33] . For further details regarding the RANS simulation methodology the reader is referred to [31] .
For RANS simulations the computational mesh size was chosen based on a grid sensitivity study and comparison with LES simulations for the mixture formation analysis in pre-chamber [30] resulting in uniform grid of Δx=0.18mm in the pre-chamber with a gradual expansion to 0.94mm in the main cylinder. No special clustering was employed in the flame jet region.
Test case
The body of the scavenged pre-chamber has a volume of 1.8 cm 3 with seven orifices with a diameter of 1.5 mm equally distributed in the azimuthal direction and with a tilted orientation as illustrated in Figure 2 . The fuel injector is at the top-right of the pre-chamber. A single test case has been considered in this study, and the focus is placed on the analysis of simulation results. Lambda in the main chamber was chosen to be 2 and the total amount of additional fuel injected into the pre-chamber was 1.17 mg. This amount of fuel guaranties an on-average stoichiometric fuel concentration within the pre-chamber at the time of sparking for the test case, and was found experimentally to provide a robust ignition source for the combustion in the main chamber. The pressure at spark time is 26 bar. The wall temperature was heated at 373 K and initially the charge was assumed to be quiescent and equal to the wall temperature. 
Results and discussion
In this study, only a single representative operating condition has been selected because the focus of the work was not to assess the overall model performance across different test cases but rather on additional analysis of simulation results, with the scope of further insights on the combustion characteristics of pre-chamber combustion systems. In the results section, simulation results from LES and RANS are first compared with experimental data for the test case considered in terms of pressure trace and OH* chemiluminescence distribution in the main chamber. Subsequently, the flame development in the pre-chamber and main chamber from LES and RANS are shown. Finally, LES simulation results are further analyzed to investigate the ignition process in the main chamber.
Pressure trace
The pressure trace provides a global indicator of the combustion behavior. Figure 3 compares the pressure trace in the main chamber between LES (red solid line), RANS (blue solid line) and experimental data (black dashed line). The ignition time (-3.1 ms) is drawn as blue circle. For RANS simulations it is common practice to adapt the model constants to match experimental data. The peak pressure from LES is underpredicted by roughly 2 bar. It is noted here that the LES combustion model has not been tuned to match the experimental curve. The model constant for the SGS scalar dissipation rate from [24] and [25] in its original derivation have been used. This discrepancy is considered as reasonable and allows further analysis of the simulation results. 
Figure 3: Pressure trace evolution of LES (red solid line), RANS (blue solid line) and experiment (black dashed line). The ignition time is drawn as blue circle.
Comparison LES-RANS-OH* chemiluminescence
this lack of information. The time of the first appearance of the OH* signal is referred as the jet exit time. The jets penetrate through the entire visible region and reach the window edge (demarked by the yellow circles) at 1 ms. Between 1 and 2 ms the jets become wider and later between 3 and 5 ms there is a high OH* signal intensity (red color) coming from the outer region and propagating towards the centre of the main chamber.
From the LES results the initial timing and speed of jet penetration agrees qualitatively well with the experimental observations. The widening of the jets between 1 and 2 ms within the circles is also observed. The LES flame shows that most of the flame development is taking place outside from the experimental field of view. At 3 ms it is seen that the flame outside the circles starts to re-enter into the window and the various flame fronts are progressively approaching each other. This observation is in line with the OH* images and provide some confidence on the approach used.
The RANS flame surface development is smoother -as expectedbecause the RANS governing equations are solved for the mean flow and the entire turbulent fluctuations are described by the turbulence model. For an unsteady flow the RANS solution is to be interpreted as ensemble average of many turbulent flow realizations and therefore the RANS flow becomes smoother. The timing of the first jet exiting into the main chamber and the jet penetration are in good agreement with the experiment and the LES simulation. At 1 ms after spark the reactive jets have reached the edge of the optical access (yellow circle) and later the flame fronts consume the fuel outside of the window. The initially thicker jets in RANS are probably the result of two effects. First, the RANS mesh in the main chamber is considerably coarser than LES and this can lead to radial dissipation of the mixing and velocity field. Second, the RANS-G-equation combustion model describes the flame front as a moving surface, which separates reactants from products. Therefore, the composition exiting the pre-chamber is mostly the one from the complete combustion products. On the other hand, the LES combustion model allows intermediate levels of reaction progress variable, for which the transport equations for its mean and variance are solved. At later stages (after 1.4 ms) the trend is reversed, where the RANS flame seems to exhibit a lower effective turbulent flame speed. In the next section the flame development in the pre-chamber is considered.
Early flame evolution Figure 5 shows a temporal series (sub-image every 0.1 ms) of the temperature distribution on a vertical section parallel to the sparkplug for LES (upper half) and RANS (lower half). The time instants and temperature scale are the same between the two model approaches. Starting from the LES results, the first image corresponds to the spark-time, with an initial spherical flame kernel arising from the spark discharge. During the 3-4 subsequent time instants, the first flame kernel is distorted by convective transport. At -2.7 ms the chemical reaction becomes sufficiently strong to sustain a flame development in the centre of the pre-chamber in a downward direction, where a more reactive mixture is present as seen from Figure 7 (top row), depicting the fuel mass fraction at spark-time. For a more detailed discussion of the flow conditions and fuel concentration at spark-time for this pre-and main chamber assembly the reader is referred to [30] . At -2.4 ms (i.e. 0.7 ms after spark-time) the hot flame products start to enter the main chamber due to the pressure increase caused by the heat released in the pre-chamber. At 10/16/2018 later stages the flame propagates slowly upwards, in the direction of the fuel injector, where the conditions are less convenient for a fast flame development due to the presence of a fuel-rich mixture.
With RANS the results have again to be interpreted as ensemble average along different flow realizations, which result in the smooth flame development observed. At spark time there is no elevated temperature visible. Only after 0.1-0.2 ms the initial flame kernel starts to appear. The reason for this delay is the usage of a dedicated spark model (described in [18] ), in which a finite amount of time is required for the energy deposition from the spark. On the contrary, in the LES simulation the spark has been modeled in a simplistic fashion as an instantaneous energy deposition and therefore the higher temperature is observed immediately. The RANS flame also develops in the downward direction following the more reactive mixture. The flame reaches the orifice at -2.4 ms and it is delayed in the upper right corner of the chamber, in a similar fashion to the LES.
In Figure 6 the same early flame development is exemplarily visualized for LES in a 3D side-view fashion in terms of flame front iso-surface. The walls of the main chamber have been removed to facilitate the visibility of the hot jets. The distortion of the initial spherical flame kernel and the downward flame development is clearly visible. At the latest time (before impinging the piston and liner), the strong large-scale wrinkling of the flame front is more pronounced downstream towards the liner wall. Figure 7 illustrates exemplarily the differences between 4 independent LES realizations in terms of fuel distribution at spark time (upper row), the respective impact on the early flame development within the pre-chamber 0.5 ms after spark (centre row) and the subsequent morphology of the hot jets (drawn as temperature iso-surface) exiting the pre-chamber (lower row). Results have been obtained by perturbing the fuel injection profile into the pre-chamber while keeping the rest unvaried as explained in our previous work [30] . A certain correlation between the spatial extents of fuel distribution at spark time and the flame front location at a later stage is observable, but this is not the only influencing variable, since also the velocity vortical structure plays an important role on the flame surface displacement through convection rather than chemical reactions. The variability between the 7 hot jets in terms of overall jet penetration is rather limited, although differences in the flame front structure at the jets tips can be seen. This is to be expected since the case considered represents a robust/steady operating condition, where only a minor degree of measured cycle-to-cycle variability was observed [18] . Combustion in the main chamber Figure 8 displays a time series of temperature on a section through the pre-and main chamber, for a single LES realization (upper half) and RANS (lower half). The evolution of the temperature distribution in the pre-chamber is as presented in Figure 5 . The time is presented in ms after TDC and the movement of the piston can be observed in the pictures. The section has been selected in order to visualize one of the 7 jets as it penetrates into the main chamber and subsequently impinges on the piston surface and liner. The shape and spatial development in time of the hot jet resembles the one encountered in classical diesel engines, where the momentum responsible for fuel-air mixing is mainly generated by the liquid fuel direct-injection. In prechamber systems the momentum of the hot jets is driven by the pressure difference between the chambers and is mainly governed by the heat release rate and geometrical arrangement of the pre-chamber.
Variability LES simulations
The temperature of the hot jets is considerably lower compared to the one in the pre-chamber, although the main volume of the jets is already completely burned. The reason for this is that the mixture in the main chamber is leaner and therefore the adiabatic flame temperature is lower by a few hundred Kelvin compared to close to stoichiometric conditions in the pre-chamber. The timing and spatial extent of the exiting jet between the two turbulence models is consistent until the impingement with the liner. Later the flame spread of the RANS model in under-predicted. During the time window between 1 and 3 ms there is a considerable reduction of the temperature in the pre-chamber; this is caused by back-flow from the main chamber because the combustion in the main chamber increases the pressure, eventually surpassing the one in the pre-chamber. The typical swirling flow of the leaner incoming mixture is visible at 2 and 3 ms, where the colder region is penetrating onto the prechamber in the near-wall region. This swirling flow pattern has been described in detail in [30] .
RANS simulation results are qualitatively similar to LES, apart from the smoothness of the flame front. The main differences in temperature distribution arise from the different equivalence ratio distribution between the two turbulence models. This is particularly evident in the center of the pre-chamber once the fuel present in the pre-chamber is consumed.
Analysis turbulent jet ignition (TJI)
In this section, the main combustion characteristics of the hot jets in the main chamber are investigated in more detail using the LES data, in an effort to identify the main governing phenomena. The panel of sub-images displayed in Figure 9 should provide some support to this intent. On the upper left side, one instantaneous OH* chemiluminescence and LES flame iso-surface (as shown in Figure  4 ) is exemplarily portrayed to facilitate the interpretation. On the lower left side, a section of reaction rate is illustrated in conjunction with a 3D side-view of the flame iso-surface, to provide an impression of the spatial distribution of these burning jets and its relation with the cylinder volume. On the right side, a section through a single jet is displayed for five quantities as labelled in the figure. The progress variable indicates that the inner volume of the jet is already completely burned and that there is a considerable reaction rate -coinciding with the flame front -in the periphery of the jet. The velocity magnitude indicates that the velocity of the jet drops significantly downstream from the nozzles. The most important indicator in determining the combustion behaviour of the jet is the mixture fraction, which represents the presence of original fuel that arises from the pre-chamber injection. In fact, starting from a lean mixture (here the main chamber lambda is 2.0) a small addition of fuel can have a substantial effect on the local reactivity. Looking at the mixture fraction distribution, it is observed that wherever there is some of the original fuel from the pre-chamber, the mixture has already been consumed, and the current flame front is at the interface of the original lean main chamber mixture (which exhibits much lower reactivity).
The effect of the additional fuel arising from the pre-chamber on the reactivity is illustrated in Figure 10 . The mixture fraction scale has been clipped between the background lambda (=2 corresponds to Z=0.028) and Z=0.04 (around =1.4). The influence of the mixture fraction on the reaction rate, laminar flame thickness and adiabatic flame temperature is displayed in the other three sub-figures. Results are obtained from an unstrained laminar flame calculation at representative conditions for the current test case: a pressure of 30 bar and a temperature 800 K. The flame thickness is computed as the inverse of the maximal temperature gradient. The two vertical dashed lines correspond to the two mixture fraction limits (Z=0.028-0.04). It is observed that an increase of Z results into a substantial increment of approximately a factor of 10 of the reaction rate. This is to be expected because =2 is close the lean flammability limit. The adiabatic flame temperature increases from 1900 K to 2200 K, whereas the laminar flame thickness decreases from 150 m to 40 m. In the following, the progressive transition from an autoigniting to a deflagrative flame front is qualitatively deducted from LES data. During the last abundant decade a considerable body of literature dealing with the analysis of combustion mode in (partially-) homogeneous charge systems has emerged. Those systems are typically characterised with a transition from a so-called spontaneous auto-ignition front to a deflagrative flame propagation mode. For more details the reader is referred e.g. to one of the seminal work of
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Chen and co-workers [34] . The competition between these two modes is dictated by the local spatial gradient of homogeneous ignition delay time and local laminar flame speed. Most of these studies have been carried out with direct numerical simulation (DNS) where the laminar flame thickness is resolved by at least approximately 10 nodes. Consequently, the analysis of the combustion mode can be performed on the grid. On the other hand, typical LES resolutions employed for engine simulations are insufficient to resolve the flame structure and a SGS model for combustion is needed. In the current study, the cell size in the main chamber ranges between 0.125 to a maximum of 0.25 mm and this corresponds to roughly 1 to 5 times the laminar flame thickness.
As a result, a single LES cell including the flame front consists mostly of pure reactants and products, and only a small part contains intermediate species. The relative shares of reactants, intermediates and products are described by the progress variable PDF, which is parametrized by its mean and variance (presumed beta-function). For the limit of a very thin flame thickness the cell will consist exclusively of reactants and products (no intermediates) and the progress variable variance would hold the maximal value of PVvar=PV*(1-PV). This is an inverse parabola with a peak value of 0.25 at PV=0.5. For the case of fast chemistry, the flame propagation is governed by the diffusion of heat and species.
For this purpose, the joint-PDF of SGS progress variable variance and mean in the main chamber at different times after spark-time is shown in Figure 11 . The PV mean-PV variance space has been discretized by 50 x 50 equally-spaced bins. A logarithmic color scaling between 10 -10 (blue) and 10 -5 (yellow) is used. It is observed that the PV variance is initially lower with a considerable probability at intermediate values around PV variance=0.05. At 1.1 ms after spark-time there is an increase of the peak variance, and the upper envelope of the parabola is approaching its limit value of 0.25; there are however still many cells with lower values of variance. At later stages the majority of the cells within the flame front follow a classical premixed flame structure (yellow color represents the highest probability). This overall evolution from low to high values of variance is the result of mainly two mechanisms. On the one hand, the sudden increase in variance peak is the result of a coarser grid (from 0.125 to 0.25 mm) and should not be attributed to a physical phenomenon. With a larger cell size and the same flame thickness, the portion of intermediates with the cell is reduced and therefore the SGS variance is larger. The second effect that can influence the SGS variance considerably is the SGS scalar dissipation rate of PV, such as the very high mixing intensity at the exit of the nozzle, where the chemical reaction is not sufficient to sustain a continuous premixed flame structure. This local condition seems to be not far from the regime referred as broken reaction zone, where intense turbulence can penetrated into the reaction zone (e.g. [35] ). Xu et al. [12] provide an estimate of the temporal trajectory of the flame front on the turbulent premixed combustion regime diagram using RANS for an unscavenged pre-chamber. For LES, multiple realizations would be needed to reconstruct statistics of the turbulence characteristics.
At later times the small scale mixing intensity (reflected in the SGS scalar dissipation rate) are considerably reduced due to the fast decay of gradients of velocity and mixture. As a consequence, a classical premixed flame structure can be recovered. It should be noted that the SGS scalar dissipation rate model employed has not been developed explicitly for conditions in the presence of partial or complete extinction and re-ignition. The argumentation provided above regarding the dissipation of PV is therefore of a qualitative nature. 
Conclusions
In this work, numerical simulations of the combustion behaviour of an automotive-sized scavenged pre-chamber mounted in an opticallyaccessible rapid compression-expansion machine (RCEM) have been carried out using two different turbulence models: Reynolds-Averaged Navier-Stokes (RANS) and Large-Eddy Simulation (LES). Both RANS and LES results were found to qualitatively reproduce the main OH* chemiluminescence features observed experimentally Simulation results are further analysed by means of early flame propagation within the pre-chamber and the ignition process in the main chamber. During the turbulence jet ignition process, the analysis of the LES subgrid scale progress variable variance reveals that during the intense jet mixing the mixture in the main chamber is predominantly ignited by autoignition followed by a progressive transition to a deflagrative premixed flame propagation mode. Results have been substantiated by laminar flame calculations at representative conditions. For the lean background fuel-air mixture considered (=2) mixing of additional fuel within the main chamber was found to play a major role on the ignition and flame development process.
