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ZERO-ONE LAW OF HAUSDORFF DIMENSIONS OF
THE RECURRENT SETS
DONG HAN KIM AND BING LI∗
Abstract. Let (Σ, σ) be the one-sided shift space withm symbols
and Rn(x) be the first return time of x ∈ Σ to the n-th cylinder
containing x. Denote
E
ϕ
α,β =
{
x ∈ Σ : lim inf
n→∞
logRn(x)
ϕ(n)
= α, lim sup
n→∞
logRn(x)
ϕ(n)
= β
}
,
where ϕ : N → R+ is a monotonically increasing function and
0 ≤ α ≤ β ≤ +∞. We show that the Hausdorff dimension of the
set Eϕα,β admits a dichotomy: it is either zero or one depending on
ϕ, α and β.
Key Words: First return time, Hausdorff dimension.
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1. Introduction
Let m ≥ 2 be an integer and (Σ, σ) be one-sided shift space with m
symbols, more precisely, Σ = {0, 1, · · · , m − 1}N and σ(x) = (xi+1)∞i=1
for x = (xi)
∞
i=1 ∈ Σ. A usual metric d on Σ is given as
d(x, y) = m− inf{k≥0:xk+1 6=yk+1}
for x = (xi)
∞
i=1, y = (yi)
∞
i=1 ∈ Σ. For n ≥ 1 and x ∈ Σ, define the first
return time of x to the initial word of length n as
Rn(x) = inf{j ≥ 1 : xj+1xj+2 · · ·xj+n = x1x2 · · ·xn},
R′n(x) = inf{j ≥ n : xj+1xj+2 · · ·xj+n = x1x2 · · ·xn}.
∗ Corresponding author.
This work was supported by the National Research Foundation of Korea(NRF)
(2012R1A1A2004473), and by NSFC (no. 11201155 and 11371148).
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That is,
Rn(x) = inf{j ≥ 1 : σj(x)|n = x|n} = inf{j ≥ 1 : d(σj(x), x) ≤ m−n},
where x|n is the prefix of x with the length n. Both Rn and R′n are
the same except for the case of very short return time. However, R′n is
slightly easier to investigate.
Let ν be any σ-invariant ergodic Borel probability measure on Σ.
Ornstein and Weiss [16] proved that for ν-almost all x ∈ Σ,
lim
n→∞
logR′n(x)
n
= hν(σ),
where hν(σ) denotes the measure-theoretic entropy of ν with respect
to σ (see also [9]).
The topic of the first return time of a point in a dynamical system is
originated in the famous Poincare´ recurrence theorem, (see [7, p. 61])
which states that µ-almost all x ∈ X is recurrent in the sense
lim inf
n→∞
d(T nx, x) = 0, (1.1)
where (X,B, µ, T, d) is a metric measure-preserving dynamical system,
by which we mean that (X, d) is a metric space and has a count-
able base, B is a sigma-field containing the Borel sigma-field of X and
(X,B, µ, T ) is a measure-preserving dynamical system. Boshernitzan
[3] improved (1.1) by a quantitative version
lim inf
n→∞
n1/αd(T nx, x) <∞
for µ-almost every (a.e.) x ∈ X , where α is the dimension of the space
in some sense. Let
τr(x) = inf{n ≥ 1 : d(T nx, x) < r}
and define the lower and upper recurrence rates of x ∈ X as
R(x) = lim inf
r→0
Rr(x), R(x) = lim sup
r→0
Rr(x),
where Rr(x) =
log τr(x)
− log r
. Barreira and Saussol [2] proved that
R(x) = dµ(x), R(x) = dµ(x), µ− a.e. (1.2)
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with the condition that µ has a so-called long return time (see [2]) and
dµ(x) > 0 for µ-a.e. x, where dµ(x), dµ(x) are the lower and upper
pointwise dimensions of µ at x ∈ X respectively. As a consequence of
(1.2), if α > dµ(x), then
lim inf
n→∞
n1/αd(T nx, x) = 0,
which is a reformulation of Boshernitzan’s result. Some other sufficient
conditions of (1.2) were given in the literatures (for instance, [19, 20,
21]). The distribution of the first hitting time of the dynamical system
is also considered (see [8, 10]).
It is shown by Tan and Wang [23, Theorem 1.3] (see also [11]) that
for a positive function ψ defined on N we have
dimH {x ∈ Σ : d(σn(x), x) < ψ(n) infinitely often} = 1
1 + b
, (1.3)
where
b = lim inf
n→∞
− logmmin {ψ(n), 1}
n
.
In 2001, Feng and Wu [6] studied the exceptional sets
{
x ∈ Σ : lim inf
n→∞
logR′n(x)
n
= α, lim sup
n→∞
logR′n(x)
n
= β
}
with 0 ≤ α ≤ β ≤ ∞ and proved that those sets are always of Haus-
dorff dimension one no matter what α and β are (see also [4, 18, 22]).
Lau and Shu [12] extended this result to the dynamical systems with
specification property by considering the topological entropy instead
of Hausdorff dimension. Olsen [14] studied the set of the points for
which the set of accumulation points of logR
′
n(x)
n
is a given interval for
the self-conformal system satisfying a certain separation condition (see
also [15]). He proved such set is of full Hausdorff dimension which can
be applied to the case of the N -adic transformation with N ∈ N. Ban
and Li [1] generalised this result to β-transformation for any β > 1
including the cases of full shifts, subshift of finite type, specification,
synchronizing etc.
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In [6] and [16], the authors considered the recurrence time R′n(x) with
the exponential rate. What will happen if we replace the exponential
rate with the polynomial rate? Denote
E ′α,β =
{
x ∈ Σ : lim inf
n→∞
logR′n(x)
logn
= α, lim sup
n→∞
logR′n(x)
log n
= β
}
.
Peng [17] proved that dimHE
′
α,β = 1 for any 1 ≤ α ≤ β ≤ +∞, where
dimH means the Hausdorff dimension of some set.
However, for the short return time case it is worth to distinguish Rn
and R′n. Let 0 ≤ α ≤ β ≤ ∞ and denote
Eα,β =
{
x ∈ Σ : lim inf
n→∞
logRn(x)
logn
= α, lim sup
n→∞
logRn(x)
log n
= β
}
.
Once the condition α ≥ 1 fails for Rn, we have dimHEα,β = 0 (see
Corollary 1.2), which is the complement of the result in [17]. This
result indicates that the Hausdorff dimensions of the recurrence sets
with the polynomial rates may drop from the full dimension which is
different with that in [6]. Furthermore, such dimensions are either zero
or one.
Now we consider the case of general rate. More precisely, let ϕ :
N→ R+ be a monotonically increasing function. Denote
Eϕα,β =
{
x ∈ Σ : lim inf
n→∞
logRn(x)
ϕ(n)
= α, lim sup
n→∞
logRn(x)
ϕ(n)
= β
}
.
We completely calculate the Hausdorff dimensions of the sets Eϕα,β by
the following theorem, which is a generalization and complement of [6]
and [17].
Write
lim inf
n→∞
ϕ(n)
logn
= δ and lim sup
n→∞
ϕ(n)
log n
= γ.
Theorem 1.1. For any 0 ≤ α ≤ β ≤ ∞, we have
dimH(E
ϕ
α,β) =


1, if α ≥ 1
γ
and β ≥ 1
δ
,
0, otherwise,
with the convention 1
0
=∞ and 1
∞
= 0.
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Application of Theorem 1.1 to ϕ(n) = log n implies the following.
Corollary 1.2. Let 0 ≤ α ≤ β ≤ ∞. Then
dimHEα,β =


1 if α ≥ 1,
0 if α < 1.
From the results in [6, 17] and Theorem 1.2, when ϕ(n) = n or
ϕ(n) = log n, the values of dimH(E
ϕ
α,β) just depend on α (β ≥ α is a
natural condition since otherwise, the set (Eϕα,β) will be empty). The
new phenomenon arises for general ϕ from Theorem 1.1, that is, the
values of dimH(E
ϕ
α,β) may depend on β as well.
2. Proof of the main result
Firstly we prove the zero-dimensional part of Theorem 1.1 by the
following proposition, which is a consequence of (1.3).
Proposition 2.1. Let α < 1. Then
dimH
{
x ∈ Σ : lim inf
n→∞
logRn(x)
log n
≤ α
}
= 0. (2.1)
Proof. For any 0 < ε < 1− α, the condition
lim inf
n→∞
logRn(x)
log n
≤ α
implies there exist infinitely many n’s such that Rn(x) < n
α+ε, that is,
n > Rn(x)
1/(α+ε). By the definition ofRn(x), we obtain d(σ
Rn(x)(x), x) <
m−n < m−Rn(x)
1/(α+ε)
. Therefore the desired sets in (2.1) are the sub-
sets of the set
{
x ∈ Σ : d(σn(x), x) < m−n1/(α+ε) infinitely often
}
. We
complete the proof by the application of (1.3). 
Proof of the zero-dimensional part of Theorem 1.1. Suppose that αγ <
1 with α <∞ and γ <∞ or βδ < 1 with β <∞ and δ <∞. Since
lim inf
n→∞
logRn(x)
log n
≤
(
lim inf
n→∞
logRn(x)
ϕ(n)
)
·
(
lim sup
n→∞
ϕ(n)
log n
)
= αγ,
lim inf
n→∞
logRn(x)
log n
≤
(
lim sup
n→∞
logRn(x)
ϕ(n)
)
·
(
lim inf
n→∞
ϕ(n)
log n
)
= βδ,
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we have
lim inf
n→∞
logRn(x)
log n
< 1.
By Proposition 2.1, such point set is zero dimensional, which implies
that
dimH(E
ϕ
α,β) = 0. 
Now we concentrate on the proof of the one-dimensional part of The-
orem 1.1. The idea is to construct a subset of Eϕα,β with full Hausdorff
dimension for different cases of ϕ, α, β. The following technical lemma
provides such subsets with dimension one, which is a generalization of
Lemma 1 in [6] and the ideas of proofs are same.
Lemma 2.2. Let {ni}i≥1 and {ℓi}i≥1 be two strictly increasing se-
quences of natural numbers satisfying the following conditions:
(i) ℓi+1 ≥ ℓi + ni + 3;
(ii) lim
i→∞
i(ni+3)
ℓi
= 0.
Then the set
A({ni}, {ℓi}) := {x ∈ Σ : Rn(x) = ℓi+1 for all large n with ni < n ≤ ni+1}
is of full Hausdorff dimension.
Proof. Let p > 2 be a natural number. Define
Fp = {x ∈ Σ : xj = 0 for 1 ≤ j ≤ p, xpk+1 = xpk+p = 1 for k ≥ 1} .
By the dimensional formula of the self-similar set (see [5, p.130], see
also [6]), we know that
dimH Fp =
p− 2
p
.
We will construct a map g : Fp → A({ni}, {ℓi}) in the following and
show that g−1 is nearly Lipschitz on g(Fp), that is, for any ε > 0, there
exists M > 0 such that d(g(x), g(y)) < 2−k implies d(x, y) < 2−(1−ε)k
for all k ≥M .
Let x ∈ Fp and x(0) = x. Find the minimal k0 such that ℓk0 − 1 > p
and let x(1) = x(2) = · · · = x(k0−1) = x(0). Assume that the sequence
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x(k−1) = (x
(k−1)
i ) has been defined (k ≥ k0) and now we define x(k).
Put the word wk(x) = 1(x
(k−1)|nk)x(k−1)nk+1 1, where x(k−1)|nk means the
prefix word of x(k−1) with length nk and x
(k−1)
nk+1
= x
(k−1)
nk+1
+ 1 (mod m).
Then x(k) is given by inserting wk(x) in x
(k−1) at the place ℓk, i.e.,
x(k) = x
(k−1)
1 x
(k−1)
2 · · ·x(k−1)ℓk−1 wk(x)x
(k−1)
ℓk
x
(k−1)
ℓk+1
· · · .
Since {ℓk} is increasing to infinity and x(k)|ℓk−1 = x(k−1)|ℓk−1, the limit
of {x(k)} exists, denoted by x∗. Indeed, x∗ is obtained by inserting the
sequence of words {wk(x)} in x = x(0)1 x(0)2 · · ·x(0)n · · · .
Now we prove x∗ ∈ A({ni}, {ℓi}). In fact, let ni < n ≤ ni+1 for some
i ≥ 1 with ni > p. Since x∗|ℓi+1+ni+1+3 = x(i+1)|ℓi+1+ni+1+3 (by condition
(i)), by the construction of x(i+1), we know that Rn(x
∗) = Rn(x
(i+1)) ≤
ℓi+1. It remains to show that Rn(x
(i+1)) < ℓi+1 can not happen, that
is, x(i+1)|n cannot reappear in x(i+1)|ℓi+1+n−1 = (x(i)|ℓi+1−1)1(x(i)|n−1).
In fact, since x(i+1)|n begins with p consecutive zeros which does not
appear in x except at the beginning by the structure of x ∈ Fp, the only
possible places where x(i+1)|n may appear are wj(x) for some 1 ≤ j ≤ i.
However, x(i+1)|n cannot appear in wj(x) for all 1 ≤ j ≤ i because
the maximal length of common prefixes between x(i+1)|n and wj(x) is
nj due to the existence of x
(j−1)
nj+1
in wj(x) and n > nj . Therefore,
Rn(x
∗) = ℓi+1, that is, x
∗ ∈ A({ni}, {ℓi}). So we have the map g :
Fp → A({ni}, {ℓi}) defined as g(x) = x∗.
In the following, we show that g−1 is nearly Lipschitz on g(Fp). In-
deed, suppose d(x∗, y∗) < m−k for some x, y ∈ Fp and ℓi ≤ k < ℓi+1,
then x∗1x
∗
2 · · ·x∗k = y∗1y∗2 · · · y∗k. Since x = g−1(x∗) is obtained by re-
moving the parts of wj(x) from x
∗ and similar for y, it turns out that
x1x2 · · ·xk′ = y1y2 · · · yk′, where
k = k −
i∑
j=1
(nj + 3).
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Since
∑i
j=1(nj + 3) ≤ i(ni + 3), by condition (ii) and ℓi ≤ k, for any
ε > 0, there exists M > 0 such that for all k > M , we have
i∑
j=1
(nj + 3) ≤ i(ni + 3) < ℓiε < εk.
So d(x, y) ≤ m−k′ < m−(1−ε)k. Thus
d(g−1(x∗), g−1(y∗)) ≤ d(x∗, y∗)1−ε.
Therefore, dimH g(Fp) ≥ (1 − ε) dimH Fp (see [5, Proposition 2.3]).
So dimH g(Fp) ≥ dimH Fp by letting ε→ 0. Notice that A({ni}, {ℓi}) ⊃
g(Fp) and dimH Fp =
p−2
p
, we have
dimHA({ni}, {ℓi}) ≥ p− 2
p
.
We conclude the assertion of the lemma by letting p→∞. 
The proof of the one-dimensional part relies on the applications of
Lemma 2.2 by constructing proper sequences {ni} and {ℓi}, and ver-
ifying the corresponding A({ni}, {ℓi}) is a subset of Eϕα,β. For any
x ∈ A({ni}, {ℓi}), since Rn(x) = ℓi for all ni−1 + 1 ≤ n ≤ ni, we know
that
lim inf
n→∞
logRn(x)
ϕ(n)
= lim inf
i→∞
log ℓi
ϕ(ni)
,
lim sup
n→∞
logRn(x)
ϕ(n)
= lim sup
i→∞
log ℓi
ϕ(ni−1 + 1)
.
So the subsequences {ni} and {ni + 1} are essential for the lower and
upper recurrence rates. The following two technical lemmas are needed
for the construction of the sequences {ni} and {ℓi}.
Lemma 2.3. For a positive function ϕ(n) and a constant C ≥ 1 we
can choose a sequence of positive integers {ni}∞i=1 satisfying that
lim sup
i→∞
ϕ(ni)
log ni
= γ, lim inf
i→∞
ϕ(ni + 1)
log(ni + 1)
= δ
and
lim
i→∞
log ni+1
log ni
= C, lim
i→∞
logni
i
=∞.
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Proof. First, suppose that C > 1. Choose n1 > e. For each nk choose
an integer mk such that
log(logmk)− log(lognk) ≥ k logC
and ∣∣∣∣ϕ(mk)logmk − γ
∣∣∣∣ < 1k for 0 ≤ γ <∞,
ϕ(mk)
logmk
> k for γ =∞.
Denote
dk =
⌊
log(logmk)− log(log nk)
logC
⌋
≥ k (2.2)
where ⌊·⌋ is the floor function. For 0 ≤ j ≤ dk define rk+j by letting
log(log rk+j) = log(lognk) +
j
dk
· (log(logmk)− log(lognk)) . (2.3)
Then for 1 ≤ j ≤ dk
log
(
log rk+j
log rk+j−1
)
=
log(logmk)− log(log nk)
dk
.
Since
logC ≤ log(logmk)− log(lognk)
dk
<
(dk + 1) logC
dk
≤
(
1 +
1
k
)
logC,
we have for 1 ≤ j ≤ dk
C ≤ log rk+j
log rk+j−1
< C1+1/k. (2.4)
Let nk+j = ⌈rk+j⌉ for 1 ≤ j ≤ dk, where ⌈t⌉ is the ceiling function.
Note that nk+dk = mk.
Next, we choose m′k such that
log(logm′k)− log(lognk+dk) ≥ (k + dk) logC
and ∣∣∣∣ ϕ(m
′
k + 1)
log(m′k + 1)
− δ
∣∣∣∣ < 1k + dk , for 0 ≤ δ <∞,
ϕ(m′k + 1)
log(m′k + 1)
> k + dk, for δ =∞.
Then, denote d′k the same way as in (2.2) (replacing mk, nk by m
′
k,
nk+dk respectively) and define rk+dk+j as (2.3) for 1 ≤ j ≤ d′ and
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nk+dk+j = ⌈rk+dk+j⌉ for 1 ≤ j ≤ d′k. Note that nk+dk+d′k = m′k. We
defined nk+1, nk+1, . . . , nk+dk+d′k from nk. Starting from nk+dk+d′k we
repeat this procedure again. Inductively, we obtain a sequence {nk}by
this procedure satisfying
lim sup
k
ϕ(nk)
log nk
= γ, lim inf
k
ϕ(nk + 1)
log(nk + 1)
= δ.
On the other hand, we deduce from (2.4) by letting k to infinity that
lim
i→∞
log ri+1
log ri
= C.
Since ri ≤ ni < ri + 1 and ri goes to infinity, we get
lim
i→∞
log ni+1
log ni
= C.
Also by (2.4) we have
log ni ≥ log ri ≥ C i−1 log r1 = C i−1 logn1.
It follows by the assumption of C > 1 that
lim
i→∞
log ni
i
=∞.
Now assume that C = 1. Let n1 = 3. Then 1
2 ≤ log n1 < 22. For
each integer nk with k
2 ≤ log nk < (k+1)2, choose an integer mk such
that
logmk ≥ (k + 1)2
and ∣∣∣∣ϕ(mk)logmk − γ
∣∣∣∣ < 1k for 0 ≤ γ <∞,
ϕ(mk)
logmk
> k, for γ =∞.
Denote
dk =
⌊√
logmk − k
⌋
. (2.5)
For each 1 ≤ j < dk put
nk+j =
⌈
exp((k + j)2)
⌉
and nk+dk = mk.
Then for all 1 ≤ j ≤ dk
(k + j)2 ≤ log nk+j < (k + j + 1)2. (2.6)
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Next, we choose m′k such that
logm′k ≥ (k + dk + 1)2
and ∣∣∣∣ ϕ(m
′
k + 1)
log(m′k + 1)
− δ
∣∣∣∣ < 1k + dk , for 0 ≤ δ <∞,
ϕ(m′k + 1)
log(m′k + 1)
> k + dk, for δ =∞.
Then, denote d′k =
⌊√
logm′ − (k + dk)
⌋
as before and define nk+dk+j =
⌈exp((k + dk + j)2)⌉ (1 ≤ j < d′k) and nk+dk+d′k = m′k. Repeating this
procedure, we obtain a sequence {nk} satisfying
lim sup
k
ϕ(nk)
lognk
= γ, lim inf
k
ϕ(nk + 1)
log(nk + 1)
= δ
and
k2 ≤ log nk < (k + 1)2,
which implies that
lim
i→∞
logni+1
logni
= 1, lim
i→∞
log ni
i
=∞. 
Lemma 2.4. Let ϕ(n) be a positive monotone increasing function
which tends to infinity as n→∞.
(i) We can choose a sequence of positive integers {mi}∞i=1 satisfying
that for each i ≥ 1
ϕ(mi+1)− ϕ(mi + 1) ≤ 3, ϕ(mi+1)− ϕ(mi) > 1.
(ii) We can choose a sequence of positive integers {mi}∞i=1 satisfying
that
ϕ(mi+1)
ϕ(mi + 1)
→ 1 and logmi+1
logmi
→ 1
and for each i, either mi+1 ≥ mi logmi or ϕ(mi+1)− ϕ(mi) > 1.
Proof. (i) Choose n1 ≥ 3. For each ni we choose ni+1 as
ni+1 = min{n : ϕ(n) > ϕ(ni) + 1}.
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and define a sequence {mi} as
mi =


ni, if ϕ(ni+1)− ϕ(ni) ≤ 2,
ni+1 − 1, if ϕ(ni+1)− ϕ(ni) > 2.
Then, we have
ni ≤ mi ≤ ni+1 − 1 (2.7)
and
ϕ(ni+1 − 1)− ϕ(ni) ≤ 1. (2.8)
If ϕ(ni+1)− ϕ(ni) ≤ 2, then we have from (2.7) and (2.8)
ϕ(mi+1)− ϕ(mi + 1) ≤ ϕ(ni+2 − 1)− ϕ(ni)
= ϕ(ni+2 − 1)− ϕ(ni+1) + ϕ(ni+1)− ϕ(ni)
≤ 1 + 2 = 3
and
ϕ(mi+1)− ϕ(mi) ≥ ϕ(ni+1)− ϕ(ni) > 1.
If ϕ(ni+1)− ϕ(ni) > 2, we have mi = ni+1 − 1 so that by (2.8)
ϕ(mi+1)− ϕ(mi + 1) ≤ ϕ(ni+2 − 1)− ϕ(ni+1) ≤ 1
and
ϕ(mi+1)− ϕ(mi) ≥ ϕ(ni+1)− ϕ(ni+1 − 1)
= ϕ(ni+1)− ϕ(ni) + ϕ(ni)− ϕ(ni+1 − 1) > 1.
(ii) Choose n1 ≥ 3. For each ni we choose ni+1 as
ni+1 =


min{n : ϕ(n) > ϕ(ni) + 1}, if ϕ(⌈ni log ni⌉) > ϕ(ni) + 1,
⌈ni log ni⌉, otherwise
and define a sequence {mi} as
mi =


ni, if ϕ(ni+1)− ϕ(ni) ≤ 2,
ni+1 − 1, if ϕ(ni+1)− ϕ(ni) > 2.
Then, we have
ni+1 < ni logni + 1, ni ≤ mi ≤ ni+1 − 1 (2.9)
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and
ϕ(ni+1 − 1)− ϕ(ni) ≤ 1. (2.10)
If ϕ(ni+1)− ϕ(ni) ≤ 2, then we have from (2.9) and (2.10)
ϕ(mi+1)− ϕ(mi + 1) ≤ ϕ(ni+2 − 1)− ϕ(ni)
= ϕ(ni+2 − 1)− ϕ(ni+1) + ϕ(ni+1)− ϕ(ni)
≤ 1 + 2 = 3
and if ϕ(ni+1)− ϕ(ni) > 2, we have mi = ni+1 − 1 so that by (2.10)
ϕ(mi+1)− ϕ(mi + 1) ≤ ϕ(ni+2 − 1)− ϕ(ni+1) ≤ 1.
Thus, we have
lim
i→∞
ϕ(mi+1)
ϕ(mi + 1)
= 1.
It follows from (2.9) that
mi+1 ≤ ni+2 − 1 < ni+1 logni+1 < (ni log ni + 1) log(ni log ni + 1)
≤ (mi logmi + 1) log(mi logmi + 1),
thus
lim
i→∞
logmi+1
logmi
= 1.
If ϕ(ni+1)− ϕ(ni) ≤ 2 and ϕ(⌈ni log ni⌉) > ϕ(ni) + 1, then
ϕ(mi+1)− ϕ(mi) ≥ ϕ(ni+1)− ϕ(ni) > 1.
If ϕ(ni+1)− ϕ(ni) ≤ 2 and ϕ(⌈ni log ni⌉) ≤ ϕ(ni) + 1, then
mi+1 ≥ ni+1 = ⌈ni log ni⌉ = ⌈mi logmi⌉ ≥ mi logmi.
If ϕ(ni+1)− ϕ(ni) > 2, then, by (2.10), we have
ϕ(mi+1)− ϕ(mi) ≥ ϕ(ni+1)− ϕ(ni+1 − 1)
= ϕ(ni+1)− ϕ(ni) + ϕ(ni)− ϕ(ni+1 − 1) > 1. 
Now we are ready to show the left part of Theorem 1.1.
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Proof of the one-dimensional part of Theorem 1.1. Recall
lim sup
n→∞
ϕ(n)
log n
= γ, lim inf
n→∞
ϕ(n)
log n
= δ.
(i) Suppose that α = β =∞.
Choose ni = i and ℓi = max{eiϕ(i), ℓi−1 + ni−1 + 3, i2(i+ 3)}, ℓ0 = 1.
Then {ni} and {ℓi} and satisfy the conditions of Lemma 2.2, thus for
any x ∈ A({ni}, {ℓi}), note that Rn(x) = ℓi for all ni−1 + 1 ≤ n ≤ ni,
we get
lim
n→∞
logRn(x)
ϕ(n)
≥ lim
i→∞
log ℓi
ϕ(ni)
≥ lim
i→∞
iϕ(i)
ϕ(i)
=∞.
Therefore, A({ni}, {ℓi}) ⊂ Eϕα,β.
(ii) Suppose that β = ∞, 0 ≤ α < ∞ and γ ∈ [1/α,∞] for α > 0,
γ =∞ for α = 0.
We can choose an increasing sequence of positive integers {ni} such
that
lim
i→∞
ϕ(ni)
log ni
= γ,
ϕ(ni) > iϕ(ni−1 + 1), log ni > iϕ(ni−1 + 1), log ni > log ni−1 + i
2 + 2
and if γ =∞,
ϕ(ni+1)
logni+1
>
ϕ(ni)
log ni
.
Let
ℓi :=


⌈eαϕ(ni)⌉, if 0 < α <∞, γ =∞,
⌈(ni)αγ log ni⌉, if 0 < α <∞, γ <∞
⌈ni log ni⌉, if α = 0, γ =∞.
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If 0 < α <∞, γ =∞, then for i large enough to make ϕ(ni+1)
logni+1
> ϕ(ni)
logni
>
2
α
and ni ≥ 3,
ℓi+1 − ℓi ≥ eαϕ(ni+1) − eαϕ(ni) − 1 = eαϕ(ni)
(
eα(ϕ(ni+1)−ϕ(ni)) − 1)− 1
> e2 logni
(
e
α
(
logni+1
log ni
ϕ(ni)−ϕ(ni)
)
− 1
)
− 1
= (ni)
2
(
e
αϕ(ni)
log ni
(logni+1−logni) − 1
)
− 1
> (ni)
2
(
e2(logni+1−logni) − 1)− 1
= (ni+1)
2 − (ni)2 − 1 = (ni+1 − ni)(ni+1 + ni)− 1 ≥ ni + 3
and
lim
i→∞
i(ni + 3)
ℓi
≤ lim
i→∞
i(ni + 3)
n2i
=
(
lim
i→∞
ni + 3
ni
)
·
(
lim
i→∞
i
ni
)
= 1 · 0 = 0.
For other cases of 0 < α <∞, γ <∞ and α = 0, γ = ∞, for large i
with ni ≥ 4
ℓi+1 − ℓi ≥ ni(log ni+1 − logni)− 1 > 2ni − 1 ≥ ni + 3
and
lim
i→∞
i(ni + 3)
ℓi
≤ lim
i→∞
i(ni + 3)
ni logni
=
(
lim
i→∞
ni + 3
ni
)
·
(
lim
i→∞
i
log ni
)
= 1 · 0 = 0.
Therefore, {ni} and {ℓi} satisfy the conditions of Lemma 2.2. Since
lim
i→∞
log ℓi
ϕ(ni)
=


α, if 0 < α <∞, γ =∞,
lim log ℓi
logni
lim logni
ϕ(ni)
= αγ · 1
γ
= α, if 0 < α <∞, γ <∞,
lim log ℓi
logni
lim logni
ϕ(ni)
= 1 · 1
γ
= 0, if α = 0, γ =∞,
for any x ∈ A({ni}, {ℓi}) we get
lim inf
n→∞
logRn(x)
ϕ(n)
= lim inf
i→∞
log ℓi
ϕ(ni)
= α
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and
lim sup
n→∞
logRn(x)
ϕ(n)
= lim sup
i→∞
log ℓi
ϕ(ni−1 + 1)
=


lim log ℓi
ϕ(ni)
lim ϕ(ni)
ϕ(ni−1+1)
= α · ∞ =∞, if 0 < α <∞, γ =∞,
lim log ℓi
logni
lim logni
ϕ(ni−1+1)
= αγ · 1
γ
= α, if 0 < α <∞, γ <∞,
lim log ℓi
logni
lim logni
ϕ(ni−1+1)
= 1 · 1
γ
= 0, if α = 0, γ =∞.
Thus A({ni}, {ℓi}) ⊂ Eϕα,β.
In the rest of the proof we only consider the case of finite α, β. Define
A :=


αγ, if 0 < α, γ <∞,
1, if α = 0, γ =∞,
∞, if α > 0, γ =∞,
B :=


βδ, if 0 < β, δ <∞,
1, if β = 0, δ =∞,
∞, if β > 0, δ =∞.
(iii) Suppose that 0 ≤ α ≤ β < ∞ and A = B = ∞, i.e., 0 < α ≤
β <∞ and δ = γ =∞.
Let {mi} be the sequence given by Lemma 2.4 (i), thus ϕ(mi+1) ≤
ϕ(mi + 1) + 3 and ϕ(mi+1) > ϕ(mi) + 1.
Let ℓ˜1 = e
βϕ(m1). For each k with ℓ˜k = e
βϕ(mk), we will choose k′
and define ℓ˜k+1, ℓ˜k+2, . . . , ℓ˜k′, where ℓ˜k′ = e
βϕ(mk′ ). Then by repeating
the procedure inductively we define {ℓ˜i}. Let ℓ˜k = eβϕ(mk), then there
exists a minimal integer d ≥ 1 such that
ϕ(mk+d) ≥
(
2β
α
− 1
)
ϕ(mk).
Define for 1 ≤ j < d
ℓ˜k+j = e
2β−α
2
ϕ(mk)+
α
2
ϕ(mk+j) > eαϕ(mk+j ),
and
ℓ˜k+d = e
αϕ(mk+d), ℓ˜k+d+1 = e
βϕ(mk+d+1).
Then continue this procedure for k′ = k + d+ 1.
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For 0 ≤ j < d− 1
ℓ˜k+j+1 − ℓ˜k+j = ℓ˜k+j
(
e
α
2
(ϕ(mk+j+1)−ϕ(mk+j)) − 1)
> ℓ˜k+j
α(ϕ(mk+j+1)− ϕ(mk+j))
2
>
α
2
ℓ˜k+j
and
ℓ˜k+d − ℓ˜k+d−1 = ℓ˜k+d−1
(
eαϕ(mk+d)−
2β−α
2
ϕ(mk)−
α
2
ϕ(mk+d−1) − 1
)
> ℓ˜k+d−1
(
αϕ(mk+d)− 2β − α
2
ϕ(mk)− α
2
ϕ(mk+d−1)
)
≥ ℓ˜k+d−1
(α
2
ϕ(mk+d)− α
2
ϕ(mk+d−1)
)
>
α
2
ℓ˜k+d−1,
ℓ˜k+d+1 − ℓ˜k+d = ℓ˜k+d
(
eβϕ(mk+d+1)−αϕ(mk+d) − 1)
> ℓ˜k+d (βϕ(mk+d+1)− αϕ(mk+d)) > βℓ˜k+d > α
2
ℓ˜k+d.
Since δ =∞, for large i0 so as to ϕ(mi) > 3α logmi for i ≥ i0 we have
ℓ˜i+1 − ℓ˜i > α
2
ℓ˜i ≥ α
2
eαϕ(mi) >
α
2
(mi)
3,
thus for i ≥ i0
ℓ˜i >
α
2
(mi)
3 ≥ α
2
i2mi.
Thence, {mi} and {ℓi = ⌈ℓ˜i⌉} satisfy the conditions of Lemma 2.2.
Thus, for any x ∈ A({mi}, {ℓi}) we get
lim inf
n→∞
logRn(x)
ϕ(n)
= lim inf
i→∞
log ℓi
ϕ(mi)
= α
and
lim sup
n→∞
logRn(x)
ϕ(n)
= lim sup
i→∞
log ℓi
ϕ(mi−1 + 1)
= lim sup
i→∞
(
log ℓi
ϕ(mi)
ϕ(mi)
ϕ(mi−1 + 1)
)
=
(
lim sup
i→∞
log ℓi
ϕ(mi)
)(
lim
i→∞
ϕ(mi)
ϕ(mi−1 + 1)
)
= β · 1 = β.
That is, A({mi}, {ℓi}) ⊂ Eϕα,β.
(iv) Suppose that 0 ≤ α ≤ β <∞ and 1 ≤ A < B =∞.
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Since δ = ∞, we deduce that γ = ∞ and A = 1. We can choose a
sequence {ni} satisfying that
lim
i→∞
log ni
ϕ(ni−1 + 1)
= β > 0.
Note that combined with the assumption lim
i→∞
ϕ(ni)
logni
=∞, we get logni+1
logni
tends to infinity as i→∞, which implies that i
logni
converges to 0. Let
ℓi = ⌈ni logni⌉.
Then for large i such that log ni+1
ni
≥ 2 and ni ≥ 4
ℓi+1 − ℓi ≥ ni(log ni+1 − logni)− 1 > 2ni − 1 ≥ ni + 3
and
lim
i→∞
i(ni + 3)
ℓi
≤ lim
i→∞
i(ni + 3)
ni logni
=
(
lim
i→∞
ni + 3
ni
)
·
(
lim
i→∞
i
log ni
)
= 1 · 0 = 0.
Therefore, {ni} and {ℓi} satisfy the conditions of Lemma 2.2. Thus,
for any x ∈ A({ni}, {ℓi}) we get
lim inf
n→∞
logRn(x)
ϕ(n)
= lim inf
i→∞
log ℓi
ϕ(ni)
=
(
lim
i→∞
log ℓi
logni
)(
lim
i→∞
logni
ϕ(ni)
)
= 1·0 = 0
and
lim sup
n→∞
logRn(x)
ϕ(n)
= lim sup
i→∞
log ℓi
ϕ(ni−1 + 1)
= lim sup
i→∞
(
log ℓi
log ni
log ni
ϕ(ni−1 + 1)
)
=
(
lim
i→∞
log ℓi
logni
)(
lim
i→∞
logni
ϕ(ni−1 + 1)
)
= 1 · β = β.
That is, A({ni}, {ℓi}) ⊂ Eϕα,β.
(v) Suppose that 0 ≤ α ≤ β < ∞ and 1 ≤ A ≤ B < ∞. By
Lemma 2.3 there exists a sequence {ni} satisfying that
lim sup
i→∞
ϕ(ni)
log ni
= γ, lim inf
i→∞
ϕ(ni + 1)
log(ni + 1)
= δ, lim
i→∞
log ni+1
log ni
=
B
A
.
Let
ℓi = ⌈(ni)A log ni⌉.
Then {ni} and {ℓi} satisfies the conditions of Lemma 2.2.
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If x ∈ A({ni}, {ℓi}), then Rn(x) = ℓi for each ni−1 < n ≤ ni. Thus
for x ∈ A({ni}, {ℓi}) we have for ni−1 + 1 ≤ n ≤ ni
log ℓi
ϕ(ni)
≤ logRn(x)
ϕ(n)
≤ log ℓi
ϕ(ni−1 + 1)
,
where the equalities holds for n = ni and n = ni−1 + 1 respectively.
Therefore, we have
lim sup
n→∞
logRn(x)
ϕ(n)
= lim sup
i→∞
log ℓi
ϕ(ni−1 + 1)
= lim sup
i→∞
(
log ℓi
log ni
· log ni
log(ni−1 + 1)
· log(ni−1 + 1)
ϕ(ni−1 + 1)
)
= lim
i→∞
log ℓi
log ni
· lim
i→∞
log ni
log(ni−1 + 1)
· lim
i→∞
log(ni−1 + 1)
ϕ(ni−1 + 1)
= A · B
A
· 1
δ
=
B
δ
= β
and
lim inf
n→∞
logRn(x)
ϕ(n)
= lim inf
i→∞
log ℓi
ϕ(ni)
= lim inf
i→∞
(
log ℓi
log ni
· logni
ϕ(ni)
)
= lim
i→∞
log ℓi
logni
· lim inf
i→∞
log ni
ϕ(ni)
= A · 1
γ
= α.
Therefore, x ∈ Eϕα,β. It follows that A({ni}, {ℓi}) ⊂ Eϕα,β.
(vi) Suppose that 0 ≤ α ≤ β <∞ and 1 ≤ B < A ≤ ∞, i.e., α > 0
and 0 < δ <∞.
We may assume that for all n
δ ≤ ϕ(n)
log n
≤ γ.
Since βδ < αγ and α ≤ β, we get γ > δ. Put
C :=


αγ−βδ
γ−δ
, if γ <∞,
α if γ =∞,
D :=


(β−α)γδ
γ−δ
, if γ <∞,
(β − α)δ if γ =∞.
and let
ρ(x) := Cx+D.
Note that, C > 0 and D ≥ 0. Thus 1 ≤ βδ ≤ ρ(x) ≤ αγ for all
δ ≤ x ≤ γ.
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Let {mi} be the sequence given by Lemma 2.4 (ii), thus we have
ρ
(
ϕ(mi+1)
logmi+1
)
logmi+1 − ρ
(
ϕ(mi)
logmi
)
logmi
≥ C(ϕ(mi+1)− ϕ(mi)) := ∆i. (2.11)
Choose
ℓ˜i = mi
ρ(ϕ(mi)/ logmi)ϕ(mi) logmi and ℓi = ⌊ℓ˜i⌋.
Then we get
ℓ˜i+1 − ℓ˜i ≥ mρ(ϕ(mi)/ logmi)i
(
e∆iϕ(mi+1) logmi+1 − ϕ(mi) logmi
)
≥ miϕ(mi)
(
e∆i logmi+1 − logmi
)
≥ miϕ(mi)
(
(1 + ∆i) logmi+1 − logmi
)
= miϕ(mi) (∆i logmi+1 + (logmi+1 − logmi)) ,
where the first and the second inequalities are respectively from (2.11)
and ρ(ϕ(mi)/ logmi) ≥ 1, and the third holds since ex ≥ 1 + x. By
Lemma 2.4 (ii),
ℓ˜i+1 − ℓ˜i ≥ miϕ(mi)min (C logmi+1, log logmi) .
Thus, for i large enough that mi ≥ 4, ϕ(mi) ≥ 2, C logmi+1 ≥ 1 and
log logmi ≥ 1 we get
ℓi+1 − ℓi > ℓ˜i+1 − ℓ˜i − 1 ≥ 2mi − 1 ≥ mi + 3.
It follows from Lemma 2.4 (ii) that
ϕ(mi+1) logmi+1 − ϕ(mi) logmi ≥ min (ϕ(mi) log logmi, logmi) ,
thus for large i ≥ i0 with logmi0 > ϕ(m1) log logmi0 we have
ϕ(mi) logmi ≥ ϕ(mi0) logmi0 +
i−1∑
j=i0
min (ϕ(m1) log logmi, logmi)
≥ ϕ(mi0) logmi0 + ϕ(m1)
i−1∑
j=i0
log logmj ,
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which implies that
ℓ˜i
imi
=
mi
ρ(ϕ(mi)/ logmi)ϕ(mi) logmi
imi
≥ ϕ(mi) logmi
i
>
ϕ(m1)
i
i−1∑
j=i0
log logmj ≥ ϕ(m1)
i
i−1∑
j=i0
log log j
≥ ϕ(m1)
i
∫ i−1
i0
log log x dx→∞
as i→∞. Hence, {mi} and {ℓi} satisfy the condition of Lemma 2.2.
By the choice of ℓi we have
ρ
(
ϕ(mi)
logmi
)
logmi
ϕ(mi)
≤ log ℓi
ϕ(mi)
≤ ρ
(
ϕ(mi)
logmi
)
logmi
ϕ(mi)
+
log(ϕ(mi) logmi)
ϕ(mi)
Using the fact that
ρ(x)
x
= C +
D
x
is monotone decreasing for δ ≤ x ≤ γ, we deduce that
α =
ρ(γ)
γ
≤ ρ
(
ϕ(mi)
logmi
)
logmi
ϕ(mi)
≤ ρ(δ)
δ
= β.
It fowllows that
α ≤ log ℓi
ϕ(mi)
≤ β + logϕ(mi) + log logmi
ϕ(mi)
If x ∈ A({mi}, {ℓi}), then for large n satisfying mi−1 < n ≤ mi,
Rn(x) = ℓi, thus
log ℓi
ϕ(mi)
≤ logRn(x)
ϕ(n)
≤ log ℓi
ϕ(mi−1 + 1)
=
log ℓi
ϕ(mi)
ϕ(mi)
ϕ(mi−1 + 1)
,
which implies that
α ≤ logRn(x)
ϕ(n)
≤
(
β +
logϕ(mi) + log logmi
ϕ(mi)
)
ϕ(mi)
ϕ(mi−1 + 1)
.
It follows from the fact that ϕ(n) ≥ (δ/2) logn for sufficiently large n
and log x/x→ 0 as x→∞,
lim
i→∞
logϕ(mi)
ϕ(mi)
= 0, lim
i→∞
log logmi
ϕ(mi)
= 0.
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Therefore, using Lemma 2.4 (ii) we get
lim sup
n→∞
logRn(x)
ϕ(n)
≤ β · lim
i→∞
ϕ(mi)
ϕ(mi−1 + 1)
= β.
Since the sequence {mi} satisfies Lemma 2.4 (ii) and ϕ is increasing,
lim sup
n→∞
ϕ(n)
log n
= lim sup
i→∞
(
max
mi−1+1≤n≤mi
ϕ(n)
logn
)
≤ lim sup
i→∞
ϕ(mi)
logmi−1
= lim sup
i→∞
ϕ(mi)
logmi
logmi
logmi−1
= lim sup
i→∞
ϕ(mi)
logmi
· lim
i→∞
logmi
logmi−1
= lim sup
i→∞
ϕ(mi)
logmi
≤ lim sup
n→∞
ϕ(n)
log n
,
which implies that
lim sup
i→∞
ϕ(mi)
logmi
= lim sup
n→∞
ϕ(n)
logn
= γ.
Similarly, we get
lim inf
i→∞
ϕ(mi)
logmi
= lim inf
n→∞
ϕ(n)
log n
= δ.
Choose a subsequence {mik} of {mi} such that lim
k→∞
ϕ(mik )
logmik
= γ. By
the continuity of ρ, then
lim
k→∞
logRmik (x)
ϕ(mik)
= lim
k→∞
log ℓik
logmik
logmik
ϕ(mik)
=
1
γ
lim
k→∞
ρ
(
ϕ(mik)
logmik
)
= α.
Hence, we get lim inf
n→∞
logRn(x)
ϕ(n)
= α and lim sup
n→∞
logRn(x)
ϕ(n)
= β in a similar
way. Thus x ∈ Eϕα,β. We have established that A({mi}, {ℓi}) ⊂ Eϕα,β.
Therefore, we deduce that
A({ni}, {ℓi}) ⊂ Eϕα,β
for all cases, which implies that
dimHE
ϕ
α,β = 1.
by Lemma 2.2. 
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