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Abstract
A well known bidirectional associative memory (BAM) model is generalized with the introduction of
discrete time delays in the leakage (or forgetting) terms. By using a model transformation, the system is
converted to one of a neutral delay system. Two sets of delay dependent sufficient conditions are derived for
the existence of a unique equilibrium as well as its asymptotic and exponential stability. The methods of de-
generate Lyapunov–Kravsovskii functionals and inequalities together with some properties of M-matrices
are used in the derivation of sufficient conditions. In the absence of leakage delays, the sufficient conditions
lead to some known sufficient conditions.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
A class of networks known as bidirectional associative memory (BAM) neural networks has
been introduced and studied by Kosko [18–20]. Subsequently BAM neural networks with axonal
transmission delays have been studied by several authors (see Gopalsamy and He [9], Rao et al.
[29,30], Liao and Yu [23], Liao et al. [24], Cao and Dong [2], Cao [3], Liang and Cao [21], Cao et
al. [4], Chen et al. [5], Zhao [33], Arik [1], Zhang and Yang [34], Mohamad [27], Liao and Wong
[26], Li et al. [22]). Neural networks have been designed to solve a variety of problems; when
neural networks are designed to solve optimization problems, it is expected that such networks
have a unique equilibrium which is globally asymptotically or exponentially stable.
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tial equations
dui(t)
dt
= −aiui(t) +
n∑
j=1
aij fj
(
vj (t − σj )
)+ Ii
dvi(t)
dt
= −bivi(t) +
n∑
j=1
bij gj
(
xj (t − τj )
)+ Ji
⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
, i = 1,2, . . . , n, t > 0, (1.1)
in which the positive constants ai, bi denote the time scales of the respective layers of the net-
work; the first term in each of the right side of (1.1) corresponds to a stabilizing negative feedback
of the system which acts instantaneously without time delay; these terms are variously known as
“forgetting” or leakage terms (see for instance Kosko [18], Haykin [13]). It is known from the
literature on population dynamics (see Gopalsamy [10]) that time delays in the stabilizing nega-
tive feedback terms will have a tendency to destabilize a system. It is the purpose of this article
to consider a modification of (1.1) with the incorporation of time delays in the leakage terms and
obtain delay dependent sufficient conditions for the system to have a stable equilibrium. Note
that such a system contains many of the well-known models as special cases. Since time delays
in the leakage terms are usually not easy to handle, such delays have been rarely considered in the
neural network literature so far and the author has initiated investigations of this type of systems
elsewhere recently.
2. Existence of an equilibrium
There is a class of problems in optimization and signal processing which when solved by
means of a suitable neural network, require that the network possesses a unique equilibrium and
such an equilibrium is globally asymptotically or exponentially stable. In this section we derive
a set of sufficient conditions for the existence of an equilibrium of the delay differential system
dxi(t)
dt
= −aixi
(
t − τ (1)i
)+ n∑
j=1
aijfj
(
yj
(
t − σ (2)j
))+ Ii
dyi(t)
dt
= −biyi
(
t − τ (2)i
)+ n∑
j=1
bij gj
(
xj
(
t − σ (1)j
))+ Ji
⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
, i = 1,2, . . . , n, t > 0.
(2.1)
There are a variety of methods which can be used to study the existence of equilibrium of (2.1).
One can use the contraction mapping theorem, Brouwer’s fixed point theorem, topological de-
gree theory, methods of nonstandard analysis etc. Since the activation functions can be any one
of the many types such as hyperbolic, Lipschitz, monotone, nondifferentiable, unsaturated etc.,
a variety of methods to study the existence of equilibrium of (2.1) is found in the literature. It
will be interesting to look for such conditions which ensure the existence of an equilibrium will
also provide some kind of stability of the equilibrium also.
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tem of equations
aix
∗
i =
n∑
j=1
aijfj
(
y∗j
)+ Ii
biy
∗
i =
n∑
j=1
bij gj
(
x∗j
)+ Ji
⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
, i = 1,2, . . . , n. (2.2)
It is convenient to re-scale the variables (x∗i , y∗i ) to (u∗i , v∗i ) where
aix
∗
i = u∗i , biy∗i = v∗i , i = 1,2, . . . , n (2.3)
so that the new variables are defined by
u∗i =
n∑
j=1
aijfj
(
v∗j
bj
)
+ Ii
v∗i =
n∑
j=1
bij gj
(
u∗j
aj
)
+ Ji
⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
, i = 1,2, . . . , n. (2.4)
It is sufficient to show the existence of a solution of the system (2.4).
Theorem 2.1. Suppose the activations fi and gi in (2.1) satisfy the relations∣∣fi(yi)∣∣ Lfi |yi |, ∣∣gi(xi)∣∣ Lgi |xi |, i = 1,2, . . . , n,
for some positive numbers Lfi and Lgi and the parameters of (2.1) satisfy the following:
max
1in
(
L
f
i
bi
n∑
j=1
|aji |
)
= μ1 < 1,
max
1in
(
L
g
i
ai
n∑
j=1
|bji |
)
= μ2 < 1. (2.5)
Then the system (2.4) has a unique solution.
Proof. We let μ = max{μ1,μ2} and note that μ < 1. We define a mapping F :R2n → R2n as
follows:
F(x, y) = {F1(x, y),F2(x, y)}, (x, y) ∈R2n
F1i =
n∑
j=1
aij fj
(
yj
bj
)
+ Ii
F2i =
n∑
bij gj
(
xj
aj
)
+ Ji
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭
, i = 1,2, . . . , n. (2.6)j=1
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∣∣F1i (x, y) − F1i (u, v)∣∣ n∑
j=1
|aij |Lfj
1
bj
|yj − vj |
∣∣F2i (x, y) − F2i (u, v)∣∣ n∑
j=1
|bij |Lgj
1
aj
|xj − uj |
⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
, i = 1,2, . . . , n. (2.7)
It will follow from the above that
n∑
i=1
[∣∣F1i (x, y) − F1i (u, v)∣∣+ ∣∣F2i (x, y) − F2i (u, v)∣∣]

n∑
i=1
n∑
j=1
[
|aij |Lfj
1
bj
|yj − vj | + |bij |Lgj
1
aj
|xj − uj |
]

n∑
i=1
[
n∑
j=1
(
|aji |L
g
i
bi
|yi − vi | + bji |L
g
i
ai
|xi − ui |
)]
 μ
n∑
i=1
[|xi − ui | + |yi − vi |] (2.8)
so that∥∥F(x, y) − F(u, v)∥∥ μ∥∥(x, y) − (u, v)∥∥
which implies that F :R2n →R2n is a contraction and hence there exists a unique fixed point of
the mapping F say (x∗, y∗) such that(
x∗, y∗
)= F (x∗, y∗), (x∗, y∗) ∈R2n.
Such (x∗, y∗) is a solution of (2.4) and this completes the proof of the existence and uniqueness
of an equilibrium. 
3. Asymptotic stability
It is convenient to translate the system (2.1) so that for the translated system, the trivial solu-
tion is an equilibrium; we let
xi(t) ≡ ui(t) + x∗i , yi(t) ≡ vi(t) + y∗i , i = 1,2, . . . , n, t > 0, (3.1)
so that the system (2.1) leads to
dui(t)
dt
= −aiui
(
t − τ (1)i
)+ n∑
j=1
aijFj
(
vj
(
t − σ (2)j
))
dvi(t)
dt
= −bivi
(
t − τ (2)i
)+ n∑
j=1
bijGj
(
uj
(
t − σ (1)j
))
⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
, i = 1,2, . . . , n, t > 0 (3.2)
in which
Fj
(
vj (t)
)= fj (yj (t) + y∗j )− fj (y∗j )
Gj
(
uj (t)
)= gj (xj (t) + x∗)− gj (x∗)
}
, j = 1,2, . . . , n. (3.3)
j j
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d
dt
[
ui(t) − ai
t∫
t−τ (1)i
ui(s) ds
]
= −aiui(t) +
n∑
j=1
aijFj
(
vj
(
t − σ (2)j
))
d
dt
[
vi(t) − bi
t∫
t−τ (2)i
vi(s) ds
]
= −bivi(t) +
n∑
j=1
bijGj
(
uj
(
t − σ (1)j
))
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
,
i = 1,2, . . . , n, t > 0. (3.4)
For details of such model transformations and associated stability analysis we refer to Niculesque
[28], Richard [31], Kolmanovskii and Richard [15], Fridman [8] and Fridman and Shaked [7],
Kolmanovskii and Nosov [14], Gu et al. [11], Hale and Lunel [12], Kolmanovskii and Myshkis
[16,17]. While the system (3.4) is not equivalent to (3.2) the stability of the trivial solution of (3.4)
is known to be equivalent to that of (3.2).
Theorem 3.1. Suppose the parameters of (3.4) and the activation functions satisfy the following:
pi = 2ai
(
1 − aiτ (1)i
)− n∑
j=1
[|aij |Lfj (1 + aiτ (1)i )+ |bji |Lgi (1 + bj τ (2)j )]> 0
qi = 2bi
(
1 − biτ (2)i
)− n∑
j=1
[|bij |Lgj (1 + biτ (2)i )+ |aji |Lfi (1 + aj τ (1)j )]> 0
⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
,
i = 1,2, . . . , n. (3.5)
Then the trivial solution of (3.4) is globally asymptotically stable in the sense that it is locally
stable and globally attractive.
Proof. We consider a degenerate Lyapunov–Kravsovskii functional V (t) defined by
V (t) = V1(t) + V2(t) + V3(t) + V4(t), (3.6)
V1(t) =
n∑
j=1
[
xi(t) − ai
t∫
t−τ (1)i
xi(s) ds
]2
, (3.7)
V3(t) =
n∑
i=1
[
n∑
j=1
|aij |Lfj
t∫
t−σ (2)j
y2j (s) ds + a2i
t∫
t−τ (1)i
t∫
s
x2i (u) duds
+
n∑
j=1
|aij |aiLfj τ (1)i
t∫
t−σ (2)j
y2j (s) ds +
n∑
j=1
|aij |aiLfj
t∫
t−τ (1)i
t∫
s
x2i (u) duds
]
, (3.8)
V3(t) =
n∑
i=1
[
yi(t) − bi
t∫
t−τ (2)
yi(s) ds
]2
, (3.9)i
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n∑
i=1
[
n∑
j=1
|bij |Lgj
t∫
t−σ (1)j
x2j (s) ds + b2i
t∫
t−τ (2)i
t∫
s
y2i (u) duds
+
n∑
j=1
|bij |biLgj
t∫
t−τ (2)i
t∫
s
y2i (u) duds +
n∑
j=1
|bij |biLgj τ (2)i
t∫
t−σ (2)j
x2j (u) du
]
. (3.10)
By direct calculation and a lengthy simplification (by using 2ab a2 + b2) of the rate of change
of V (t) along the solutions of (3.4) we obtain
dV (t)
dt
−
n∑
i=1
[
pix
2
i (t) + qiy2i (t)
]
, t > 0. (3.11)
One can derive from the definition of V (t) that V (0) < ∞ and (3.11) leads to
V (t) V (0) < ∞.
Again from the definition of V (t),∣∣∣∣∣xi(t) − ai
t∫
t−τ (1)i
xi(s) ds
∣∣∣∣∣
√
V (0), i = 1,2, . . . , n, t > 0,
and hence
∣∣xi(t)∣∣ ai
t∫
t−τ (1)i
∣∣xi(s)∣∣ds +√V (0), t > 0, i = 1,2, . . . , n,
leading to
∣∣xi(t)∣∣ sup
s∈[t−τ (1)i ,t]
∣∣xi(s)∣∣
√
V (0)
1 − aiτ (1)i
, i = 1,2, . . . , n, t > 0, (3.12)
and similarly
∣∣yi(t)∣∣
√
V (0)
1 − aiτ (2)i
, i = 1,2, . . . , n, t > 0. (3.13)
The local stability of the trivial solution follows from (3.12) and (3.13) since V (0) can be made
arbitrarily small for sufficiently small initial values. Then the solutions of (3.4) will be uniformly
bounded on [0,∞).
The uniform boundedness of solutions of (3.4) implies that the derivatives of the solutions
of (3.4) or (3.2) are bounded on [0,∞); this will lead to the uniform continuity of the solutions
of (3.4) and (3.2). A consequence of (3.11) is that
V (t) +
t∫ n∑
i=1
[
pix
2
i (s) + qiy2i (s)
]
ds  V (0) < ∞.0
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ui(t) → 0, vi(t) → 0 as t → ∞, i = 1,2, . . . , n,
and this completes the proof of the global attractivity of the trivial solution of (3.4). 
By setting all the leakage delays to zero in (3.5) one can obtain the corresponding results
known in the literature.
4. Exponential stability
In this section we derive sufficient conditions for the exponential stability of the equilibrium
solution of (2.1). We note that an equilibrium (x∗i , y∗i ) of (2.1) is said to be exponentially stable
if there exit positive numbers P and r such that every solution of (2.1) satisfies∣∣xi(t) − x∗i ∣∣ Pe−rt , ∣∣yi(t) − y∗i ∣∣ Pe−rt , t  0, i = 1,2, . . . , n.
Let  denote a positive number to be selected suitably below and set
Xi(t) ≡ etxi(t), Yi(t) ≡ etyi(t), i = 1,2, . . . , n, t > 0,
in (2.1); one can derive as before by a model transformation technique, that Xi(t), Yi(t),
i = 1,2, . . . , n, are governed by equations of the form
d
dt
[
Xi(t) − aieτ
(1)
i
t∫
t−τ (1)i
Xi(s) ds
]
= −(aieτ (1)i − )Xi(t)
+
n∑
j=1
aij e
tfj
(
e
−(t−σ (2)j )Yj
(
t − σ (2)j
))
d
dt
[
Yi(t) − bieτ
(2)
i
t∫
t−τ (2)i
Yi(s) ds
]
= −(bieτ (2)i − )Yi(t)
+
n∑
j=1
bij e
tgj
(
e
−(t−σ (1)j )Xj
(
t − σ (1)j
))
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
, i = 1,2, . . . , n, t > 0. (4.1)
We consider a degenerate Lyapunov–Kravsovskii functional W(t) defined by
W(t) = W1(t) + W2(t) + W3(t) + W4(t), (4.2)
W1(t) =
n∑
i=1
[
Xi(t) − aieτ
(1)
i
t∫
t−τ (1)i
Xi(s) ds
]2
, (4.3)
W2(t) =
n∑
i=1
[
n∑
j=1
|aij |Lfj eσ
(2)
j
t∫
t−σ (2)
Y 2j (s) dsj
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(2)
i
(
aie
τ
(1)
i − )
t∫
t−τ (1)i
t∫
s
X2i (u) duds
+
n∑
j=1
|aij |aie(τ
(1)
i +σ (2)j )Lfj τ
(1)
i
t∫
t−σ (2)j
Y 2j (s) ds
+
n∑
j=1
|aij |aiLfi e(τ
(1)
i +σ (2)j )
t∫
t−τ (1)i
t∫
s
X2i (u) duds
]
, (4.4)
W3(t) =
n∑
i=1
[
Yi(t) − bieτ
(2)
i
t∫
t−τ (2)i
Yi(s) ds
]2
, (4.5)
W4(t) =
n∑
i=1
[
n∑
j=1
|bij |Ljgeσ
(2)
j
t∫
t−σ (1)j
X2j (s) ds
+ bieτ
(2)
i
(
bie
τ
(2)
i − )
t∫
t−τ (2)i
t∫
s
Y 2i (u) duds
+
n∑
j=1
|bij |bie(τ
(2)
i +σ (1)i )Lgj
t∫
t−τ (2)i
t∫
s
Y 2i (u) duds
+
n∑
j=1
|bij |biLgj e(τ
(2)
i +σ (1)j )τ (2)i
t∫
t−σ (1)j
X2j (s) ds
]
. (4.6)
Let P(), Q(), i = 1,2, . . . , n, be defined by
Pi() = 2
(
aie
τ
(1)
i − )(1 − aiτ (1)i eτ (1)i )
−
[
n∑
j=1
|aij |Lfj eσ
(2)
j
(
1 + aiτ (1)i eτ
(1)
i
)+ n∑
j=1
|bji |Lgi eσ
(1)
j
(
1 + bj τ (2)j eτ
(2)
j
)]
,
(4.7)
Qi() = 2
(
bie
τ
(2)
i − )(1 − biτ (2)i eτ (2)i )
−
[
n∑
j=1
|bij |Ljgeσ
(1)
j
(
1 + biτ (2)i eτ
(2)
i
)+ n∑
j=1
|aji |Lfi eσ
(2)
j
(
1 + aj τ (1)j eτ
(1)
j
)]
.
(4.8)
It is found from the above that
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(
1 − aiτ (1)i
)− n∑
j=1
[|aij |Lfj (1 + aiτ (1)i )+ |bji |Lgi (1 + bj τ (2)j )], (4.9)
Qi(0) = 2bi
(
1 − biτ (2)i
)− n∑
j=1
[|bij |Lgj (1 + biτ (2)i )+ |aji |Lfi (1 + aj τ (1)j )]. (4.10)
We are now ready to formulate our result on the exponential stability.
Theorem 4.1. Suppose the parameters of (2.1) satisfy the conditions of Theorem 2.1 and suppose
furthermore that
Pi(0) > 0, Qi(0) > 0, i = 1,2, . . . , n. (4.11)
Then the trivial solution of (3.2) is exponentially stable.
Proof. It will follow from (4.9), (4.10) and the continuity of Pi(), Qi() for  > 0, there exists
a positive number which we denote by  again such that
Pi() > 0, Qi() > 0, i = 1,2, . . . , n.
For such a choice of , we calculate the rate of change of W(t) along the trajectories of (3.4) and
estimate the rate of change with somewhat lengthy simplifications to obtain
dW(t)
dt
−
n∑
i=1
[
Pi()X
2
i (t) + Qi()Y 2i (t)
]
, t > 0. (4.12)
One can show that W(0) is finite and then it will follow from (4.12) that
W(t)W(0) < ∞
which also leads to∣∣∣∣∣Xi(t) − aieτ (1)i
t∫
t−τ (1)i
Xi(s) ds
∣∣∣∣∣
√
W(0), i = 1,2, . . . , n, t > 0.
One can derive from the above that∣∣Xi(t)∣∣
√
W(0)
1 − aiτ (1)i eτ
(1)
i
, i = 1,2, . . . , n, t > 0.
From our definition of Xi(t), we obtain that
∣∣xi(t)∣∣
( √
W(0)
1 − aiτ (1)i eτ
(1)
i
)
e−t , t > 0, i = 1,2, . . . , n.
Similarly we obtain from the definition of Yi(t) that
∣∣yi(t)∣∣
( √
W(0)
1 − biτ (2)i eτ
(2)
i
)
e−t , t > 0, i = 1,2, . . . , n
and this completes the proof. 
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contain some of the known results as special cases which can be obtained by setting τ (1)i = 0,
τ
(2)
i = 0, i = 1,2, . . . , n (see for instance Cao and Dong [2], Liao et al. [25], Liao and Wong
[26]). But these results are far too conservative in the sense that if we disconnect the first layer
from the second by setting aij = 0, i, j = 1,2, . . . , n, then one of the resulting sufficient condi-
tions in (3.5) namely
2ai
(
1 − aiτ (1)i
)− n∑
j=1
|bji |Lgi
(
1 + bj τ (2)j
)
> 0
becomes unreasonably conservative. A reasonable sufficient condition can be (1 − aiτ (1)i ) > 0,
i = 1,2, . . . , n. Thus while the sufficient conditions of the form (3.5) are widespread in the liter-
ature, it is desirable to look for more reasonable sufficient conditions which are less conservative.
We consider again the system (4.1) written in the form
dXi(t)
dt
= Xi(t) − aieτ
(1)
i Xi
(
t − τ (1)i
)
+
n∑
j=1
aij e
tfj
(
e
−(t−σ (2)j )Yj
(
t − σ (2)j
))
dYi(t)
dt
= Yi(t) − bieτ
(2)
i Yi
(
t − τ (2)i
)
+
n∑
j=1
bij e
tgj
(
e
−(t−σ (1)j )Xj
(
t − σ (1)j
))
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
, i = 1,2, . . . , n, t > 0. (4.13)
We rewrite the system (4.13) as follows:
dXi(t)
dt
= −(aieτ (1)i − )Xi(t) + aieτ (1)i
t∫
t−τ (1)i
X˙i(s) ds
+
n∑
j=1
aij e
tfj
(
e
−(t−σ (2)j )Yj
(
t − σ (2)j
))
= −(aieτ (1)i − )Xi(t) + aieτ (1)i
t∫
t−τ (1)i
{
Xi(s) − aieτ
(1)
i Xi
(
s − τ (1)i
)
+
n∑
j=1
aij e
sfj
(
e
−(s−σ (2)j )Yj
(
s − σ (2)j
))}
ds
+
n∑
j=1
aij e
tfj
(
e
−(t−σ (2)j )Yj
(
t − σ (2)j
))
. (4.14)
Similarly we obtain
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dt
= −(bieτ (2)i − )Yi(t) + bieτ (2)i
t∫
t−τ (2)i
{
Yi(s) − bieτ
(2)
i Yi
(
s − τ (2)i
)
+
n∑
j=1
bij e
sgj
(
e
−(s−σ (1)j )Xj
(
s − σ (1)j
))}
ds
+
n∑
j=1
bij e
tgj
(
e
−(t−σ (1)j )Xj
(
t − σ (1)j
))
. (4.15)
It is known that the system governed by (4.14) and (4.15) generates additional dynamics due to
the expansion of the derivative terms under the integral signs; however the stability of the trivial
solution of the new system governed by (4.14) and (4.15) implies that of its predecessor governed
by (4.13) (for details see Niculesque [28]). We can now formulate our next result as follows:
Theorem 4.2. Suppose the parameters of (4.14) and (4.15) satisfy the following:
ai
(
1 − aiτ (1)i
)
>
n∑
j=1
|aij |Lfj
(
1 + aiτ (1)i
)
bi
(
1 − biτ (2)i
)
>
n∑
j=1
|bij |Lgj
(
1 + biτ (2)i
)
⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
, i = 1,2, . . . , n. (4.16)
Then the system (3.4) has a unique equilibrium which is exponentially stable.
Proof. The proof will be in two stages: first we show the existence of a unique equilibrium
of (3.4) under the assumption of (4.16); then the exponential stability of such an equilibrium will
be shown by showing the exponential stability of the trivial solution of the system (4.14) and
(4.15). The details of proof are based on arguments similar to those found in the works of Liao
et al. [25], Liao and Wong [26], Zhao [33], Song et al. [32]. First we note that (4.16) implies
ai >
n∑
j=1
|aij |Lfj and bi >
n∑
j=1
|bij |Lgj , i = 1,2, . . . , n.
We consider a function F :R2n →R2n defined by
F(x1, x2, . . . , xn, y1, y2, . . . , yn) = {F1,F2, . . . ,Fn,F(n+1),F(n+2), . . . ,F(2n)}
in which
Fi(.) = aixi −
n∑
j=1
aijfj (yj ) − Ii
F(n+1)(.) = biyi −
n∑
j=1
bij gj (xj ) − Ji
⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
, i = 1,2, . . . , n. (4.17)
We introduce a homotopy mapping H :R(2n) → R(2n) as follows (note that we do not indicate
the homotopy parameter λ explicitly in H ):
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+ (1 − λ)(x1, x2, . . . , xn, y1, y2, . . . , yn) (4.18)
for λ ∈ [0,1] where
Hi(.) = λFi(x, y) + (1 − λ)xi
H(n+i)(.) = λF(n+i)(x, y) + (1 − λ)yi
}
, i = 1,2, . . . , n. (4.19)
We need the following notation to proceed further:
H+ = (|H1|, |H2|, . . . , |Hn|, |Hn+1|, . . . , |H2n|)T ,
C =
[
diag(ai) 0
0 diag(bi)
]
,
P = (|I1|, |I2|, . . . , |In|, |J1|, |J2|, . . . , |Jn|T ),
X = (|x1|, |x2|, . . . , |xn|, |y1|, |y2|, . . . , |yn|)T ,
L =
[diag(Lgi ) 0
0 diag(Lfi )
]
,
A+ = (|aij |)n×n, B+ = (|bij |)n×n,
M =
[
0 A+
B+ 0
]
,
ML =
[
0 A+ diag(Lfi )
B+ diag(Lgi ) 0
]
,
C − ML =
[
diag(ai) − A+ diag(Lfi ) 0
0 diag(bi) − B+ diag(Lgi )
]
.
From our conditions in (4.16) it will follow that C − ML is a nonsingular M-matrix and hence
there exists a vector say γ = (γ1, γ2, . . . , γn)T > 0 such that (C − ML)γ > 0 componentwise.
With the above notation, we have
|Hi |
[
1 + λ(ai − 1)
]|xi | − λ n∑
j=1
|aij |Lfj − λ|Ii |
|Hn+i |
[
1 + λ(bi − 1)
]|yi | − λ n∑
j=1
|bij |Lgj − λ|Ji |
⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
, i = 1,2, . . . , n, (4.20)
and hence we have
H+ 
[
E + λ(C − E)]X − λMLX − λ|P |
= (1 − λ)EX + λ[(C − ML)X − P ], (4.21)
where E denotes the identity matrix of order n. Let us define a set Γ as follows:
Γ = {X = {|x1|, |x2|, . . . , |xn|, |y1|, |y2|, . . . , |yn|}T ∣∣X  γ + (C − ML)−1P }. (4.22)
It follows from the above that the set Γ is not empty and for any (x1, x2, . . . , xn, y1, y2, . . . , yn) ∈
∂Γ,
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= (1 − λ)[γ + (C − ML)−1P ]+ λ(C − ML)γ > 0, λ ∈ [0,1]. (4.23)
Thus H = 0 for (x1, x2, . . . , xn, y1, y2, . . . , yn) ∈ ∂Γ and λ ∈ [0,1]. From topological degree
theory (see Cronin [6]) we can conclude that
deg(F,Γ,0) = deg(H,Γ,0) = 1 (4.24)
implying that the system (3.2) has at least one solution and this completes the proof of the exis-
tence of at least one equilibrium.
The uniqueness of such an equilibrium can be established as follows: suppose that (u∗i , v∗i )
and (u˜i , v˜i ) are two equilibria if possible; then we have from
ai
(
u∗i − u˜i
)= n∑
j=1
aij
[
Fj (v
∗
j ) − Fj (v˜i)
]
,
bi
(
v∗i − v˜i
)= n∑
j=1
bij
[
Gj(u
∗
j ) − Gj(u˜j )
]
, (4.25)
leading to
ai
∣∣u∗i − u˜i∣∣−
n∑
j=1
|aij |Lfj
∣∣v∗j − v˜j ∣∣ 0,
bi
∣∣v∗i − v˜i∣∣−
n∑
j=1
|bij |Lgj
∣∣u∗j − u˜j ∣∣ 0 (4.26)
which can be put in the form
(C − ML)
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
|u∗1 − u˜1|
|u∗2 − u˜2|...
|u∗n − u˜n|
|v∗1 − v˜1|...
|v∗n − v˜n|
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
 0. (4.27)
Since (C − ML) is a nonsingular M-matrix it will follow that
u∗i − u˜i = 0, v∗i − v˜i = 0, i = 1,2, . . . , n, (4.28)
which completes the proof of the uniqueness of the equilibrium of (3.2) under the assumption
of (4.16).
In order to prove the exponential stability of the trivial solution of (3.4), it is sufficient to show
the existence of a positive number K such that∣∣Xi(t)∣∣K, ∣∣Yi(t)∣∣K, i = 1,2, . . . , n, (4.29)
where Xi , Yi , i = 1,2, . . . , n, are solutions of (4.14) and (4.15). We define a positive constant K
as follows:
K = max
1in
{
sup
∣∣Xi(s)∣∣, sup ∣∣Yi(s)∣∣}, (4.30)
s∈[−(τ+σ),0] s∈[−(τ+σ),0]
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that M∗ > 1. Then it is easy to see that∣∣Xi(t)∣∣< M∗K, ∣∣Yi(t)∣∣< M∗K for t ∈ [−(τ + σ),0], i = 1,2, . . . , n. (4.31)
We claim that∣∣Xi(t)∣∣< M∗K, ∣∣Yi(t)∣∣< M∗K for t > 0, i = 1,2, . . . , n. (4.32)
If this is not valid, then there exists an index i ∈ {1,2, . . . , n} and a first time say t1 > 0 such that
either Xi(.) satisfies
Xi(t) < M
∗K, t < t1, Xi(t1) = M∗K, dXi(ti)
dt
 0, and
Yi(t) < M
∗K, t  t1, (4.33)
or Yi(.) satisfies a similar one. We know from (4.16) that there exists a positive number  such
that
(
aie
τ
(1)
i − )(1 − aiτ (1)i eτ (1)i )>
n∑
j=1
|aij |Lfj eσ
(2)
j
(
1 + aiτ (1)i eτ
(2)
i
)
,
(
bie
τ
(2)
i − )(1 − biτ (2)i eτ (2)i )>
n∑
j=1
|bij |Lgj eσ
(1)
j
(
1 + biτ (2)i eτ
(2)
i
)
.
But we have from (4.14) and (4.33) that
0 dXi(t)
dt

[
−(aieτ (1)i − )(1 − aieτ (1)i τ (1)i )
+
n∑
j=1
|aij |Lfj eσ
(2)
j
(
1 + aiτ (1)i eτ
(1)
i
)]
M∗K < 0 (4.34)
which is a contradiction. Thus it follows that∣∣Xi(t)∣∣< M∗K, ∣∣Yi(t)∣∣< M∗K, t > 0, i = 1,2, . . . , n. (4.35)
Now we let M∗ → 1 in the above so that∣∣Xi(t)∣∣K, ∣∣Yi(t)∣∣K, t > 0, i = 1,2, . . . , n (4.36)
which implies due to our transformation Xi(t) ≡ etxi(t), Yi(t) ≡ etyi(t) that∣∣xi(t)∣∣Ke−t , ∣∣yi(t)∣∣Ke−t , t  0, i = 1,2, . . . , n (4.37)
and this completes the proof. 
5. Some comments
We have considered discrete constant delays in the leakage (or forgetting) terms of bidirec-
tional neural network models; it is possible to consider time-varying or continuously distributed
delays in such terms. In some sense such delays have to be “small” for the system to be sta-
ble. Time delays in other terms can be time-varying or continuously distributed. Systems of the
type (2.1) contain many known systems as special cases and the sufficient conditions obtained
K. Gopalsamy / J. Math. Anal. Appl. 325 (2007) 1117–1132 1131for (2.1) should also contain other known results as special cases. One can also consider other
more general activation functions. We conclude with the note that the “leakage” delays can have
a destabilizing influence on the system leading to delay induced instability and oscillations and
even periodicity if they are not “small” enough. Our results are independent of the processing
or transmission delays of the network; it is possible to use further model transformations so that
one can obtain less conservative results which depend on these delays and we leave this open for
further investigations.
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