JSTOR is a not-for-profit service that helps scholars, researchers, and students discover, use, and build upon a wide range of content in a trusted digital archive. We use information technology and tools to increase productivity and facilitate new forms of scholarship. For more information about JSTOR, please contact support@jstor.org. In portfolio analysis, uncertainty about parameter values leads to suboptimal portfolio choices. The resulting loss in the investor's utility is a function of the particular estimator chosen for expected returns. So, this is a problem of simultaneous estimation of normal means under a well-specified loss function. In this situation, as Stein has shown, the clas? sical sample mean is inadmissible. This paper presents a simple empirical Bayes estimator that should outperform the sample mean in the context of a portfolio. Simulation analysis shows that these Bayes-Stein estimators provide significant gains in portfolio selection problems.
I.
Introduction , ,.
.
, In medio virtus
One of the fundamental propositions of the modern virtus theory of finance is that security risk has to be considered in the context of a portfolio. It is astonishing then that estimation techniques in finance have not recognized the implica? tions of this result for efficient estimation of unknown parameters. In the context of a portfolio, using sample means to estimate expected returns amounts to ignor? ing information contained in other series, and could be compared to assessing the risk of a security by looking at the variance of its return, rather than at its contri? bution to overall portfolio risk. This paper presents an application of shrinkage estimation to portfolio selec? tion problems. Shrinkage estimators have already been used in finance (see [31] , [7] , and [19] ), but always on an ad hoc basis. This paper provides a sound rationale for such estimators, and illustrates the extent of possible gains over classical estimators.
The application of portfolio analysis a la Markowitz [25] traditionally pro? ceeds in two steps. First, the moments ofthe distribution of returns are estimated from a time-series of historical returns; then the mean variance portfolio selection problem is solved separately, as if the estimates were the true parameters. This "certainty equivalence" viewpoint, in which the sample estimates are treated as the true values, has been criticized by Barry[l] , Brown [11] , and Klein and Bawa [22] , who advocate a Bayesian approach that explicitly incorporates estimation error. But their conclusions should be carried further, which is what the present study proposes to do.
The impact of parameter uncertainty on optimal portfolio selection has been recognized by a number of authors (see [17] , [13] , and [20] ) who show that the practical application of portfolio analysis is seriously hampered by estimation error, especially in expected returns. Variances and covariances are also un?
known, but are more stable over time, as pointed out by Merton [27] . In this context, the relevant measure of estimation risk is the utility loss due to a portfolio choice based on sample estimates, rather than on true values. This loss is a function of the estimator chosen for the population moments. Conse? quently, one should select an estimator with average minimizing properties rela? tive to this loss function. Brown [11] provided a Bayesian correction based on a diffuse prior, which reduces estimation risk, but the estimator in this case is still the sample mean, which too often takes extreme values. Further, choosing sam? ple means does not fully exploit the multivariate nature ofthe problem. The issue here is not to estimate each expected return separately, in which case the sample mean would be optimal, but rather to minimize the impact of estimation risk on optimal portfolio choice. Thus, the portfolio context should be central to the esti? mation procedure.
Instead of the sample mean, an estimator obtained by "shrinking" the means toward a common value is proposed, which should lead to decreased esti? mation error with more than two assets in the portfolio. This result can be traced to the inadmissibility of the sample mean, which was first proved by Stein [29] and extended by Brown [8] . It stems from the fact that the effect of estimation error for all assets is summarized into one loss function, which should be minim? ized as a whole rather than each component separately.
Section II develops the topic of estimation risk, and Section III reviews the original Stein estimator and its extensions. An empirical Bayes interpretation is presented in Section IV. The shrinkage effect is explained by an informative prior. The parameters of the prior are not prespecified but, rather, are computed from the data themselves.
Section V illustrates the gains from Bayes-Stein estimation. By simulation analysis, it is shown that this estimator drastically reduces estimation error: ex? pressed in risk-free equivalent return, the gain over the Bayes diffuse prior is of the order of a few percent per annum for sample sizes below 50. Some concluding remarks are offered in Section VI.
II. Estimation Risk
Traditionally, statistical estimation has been kept separate from portfolio decisions, mainly because portfolio choice has been analyzed in the "certainty equivalence" framework, in which the underlying moments are assumed known. But this two-step procedure is not optimal from an estimation viewpoint: effi? ciency can be improved by directly considering the effect of parameter uncer? tainty on the investor's utility. First, estimation risk should be defined. In a one-period model, the usual rationality axioms lead the investor to maximize the expected utility of his or her end-of-period wealth. In terms of rates of return, the control problem is to choose a set of weights q so as to maximize the expected utility of the return on the portfolio z = q'r, where r is the vector of future observations,
subject to a feasibility constraint. The problem has two components: (i) a utility function U(z), generally characterized by a functional form and a set of parameters, both of which can be different across investors; and (ii) the conditional distribution of rates of return, conditioned on a set of parameters 0, unknown for all practical purposes. In the certainty equivalence framework, one assumes that 0 equals its esti? mate 0(y), based on some estimator, defined as a function of the observations y,
This approach obviously ignores the issue of estimation risk, or parameter uncer?
tainty. The Bayesian solution to this problem, as first suggested by Zellner and Chetty [33] , is to define optimal portfolio choice in terms of the predictive den? sity function. The latter is obtained after integrating out the unknown parameter 0, which explicitly takes into account uncertainty about 0. The investor's prob? lem can be described as the maximization of the unconditional expected utility of his portfolio
The term between brackets is defined as the predictive density function of z = q'r where |xz = q'\k and u2 = q' 2 q are the expected return and variance of the portfolio. The control problem is to choose the vector of investment propor? tions q so as to maximize expected utility, subject to the constraint that the weigriFs must sum to one, for instance. If the distribution moments 0 = (|x,2) are known, the choice must be opti? mal
On the other hand, if the parameters 0 are unknown, the portfolio choice g will be made on the basis of the sample estimate 0(y). The expected utility, measured in terms of the true underlying distribution, will necessarily be lower than before
Clearly, this loss in utility is due to parameter uncertainty. Following Brown [11] , the loss due to estimation risk can be measured as Figure 1 illustrates the utility loss due to estimation risk. If the investor knew the true parameters, he would choose the portfolio represented by point A, where the weights q* are optimal relative to the true frontier (the solid line).
Unfortunately, he only observes sample estimates, and selects portfolio B, with composition q, which is optimal relative to the estimated frontier (the dashed line). However, this choice q is suboptimal relative to the true parameters: for point C, F(q) ^ FMAX. The difference between these values can be attributed to estimation risk; it can also be expressed in risk-free equivalent return, by transforming the level of expected utility F into a risk-free rate R (7) F(^^T) = F(R>v ?
Various estimators 0(y) imply various portfolio choices q(Q(y)) and, thus, various losses L(0,0,(y)). This leads to a well-defined loss function for the estimator 0(y) viewed as a function t(-) ofthe data:
1. for 0(y) = 0, the loss is zero, 2. for any 0(y) ?^ 0, the loss is nonnegative.
Because the loss is a function of random elements, it cannot be minimized Portfolio Choice with Estimation Error as such. In sampling theory, the risk function for an estimator r(*) is defined as the expected loss over repeated samples
A decision rule t0(-) is said to be inadmissible if there exists another rule tx (-) with at least equal and sometimes lower risk for any value of the true unknown parameter 0. Thus, a reasonable minimum requirement for any estimator is admissibility. The central thesis of this paper is that the usual sample mean is not admissible for portfolio estimation.
III. Stein Estimation
Consider the problem of estimating |x, the vector of means of N normal random variables, distributed as y_t ~ MDQl,2), t = l,...,T, where the covariance matrix is assumed known. For N greater than 2, Efron and Morris [16] , generalizing Stein's [29] result, showed that the maximum-likelihood estimator (lML(y), which is also the vector of sample means Y, is inadmissi? ble relative to a quadratic loss function
The use of this loss function is relatively widespread because it leads to tractable results. It is interesting to study because, in the univariate case, the optimal esti? mator is the sample mean. Also, a quadratic loss is generally a good local ap?
proximation of a more general loss function expanded in a Taylor series. For repeated observations, the so-called James-Stein estimator Basically, the result stems from the summation of the components of the loss function: Stein's estimators achieve uniformly lower risk than the maximum likelihood estimator, allowing increased risk to some individual components of the vector jx. As a result, the inadmissibility of the sample mean has been ex? tended by Brown ([8] , [9] , and [10]) to other loss functions under surprisingly weak conditions. Unfortunately, proof of inadmissibility does not necessarily lead to the construction of better estimators, and the computation ofthe risk function is an arduous task. Berger [3] , however, developed an approach that leads to improved estimators for polynomial loss functions. For a loss function that is the square of the usual quadratic loss, he finds that a shrinkage factor ofthe form It has been shown that the assumptions of known u 2 and of normality are not critical, but Berger [5] has indicated that the improvement is most significant in "symmetric" situations, where variances are similar across series. As stan? dard deviations of stock returns are large relative to sample means, and similar across stocks, we expect that Stein estimation should lead to significant improve? ment over the sample mean.
IV, The Empirical Bayes Approach
The surprising results found by Stein have been given an interesting Baye? sian interpretation. Consider the following informative conjugate prior for |x
which could also be derived from a random means model. In purely Bayesian inference, such as in [34] , the prior grand mean tj and prior precision \ are as? sumed known a priori.
Instead, an empirical Bayes approach would let the parameters tj and \ be derived directly from the data. Therefore, this approach will outperform the clas? sical sample mean because it relies on a richer model and includes the sample mean as the special case \ = 0.3 The inadmissibility result found by Stein can be explained in a Bayesian framework by the fact that the sample mean corresponds to a diffuse prior, which is improper since it does not integrate to one. In that case, the Bayes rule need not be admissible.4
As discussed in Section II, optimal portfolio choice should be based on the predictive density function of the vector of future rates of return r. With the in? formative prior (13), this predictive density functionp(r | y,2,\), conditional on 2 and \, is multivariate normal, with mean The derivation is detailed in the Appendix. It is interesting to note that, after integration of tj, the grand mean Y0 happens to be the average return for the minimum variance portfolio.5
Zellner 
which is a special form of (12). In practice, 2 is unknown, and could be replaced, as in Zellner and Chetty [33] , by
where S is the usual unbiased sample covariate matrix. Substitution into (15) yields V[r].
V. Practical Applications
The first goal of this paper was to demonstrate the inadmissibility of portfo? lio selection procedures based on sample means. The practical interest of this general result will now be illustrated by specific examples of potential gains from using shrinkage estimators. The performance of various estimation procedures should be measured by the loss of utility due to estimation error, averaged over repeated samples. Since this risk function is seldom analytically tractable, the natural procedure is to resort to simulation analysis. Table 1 illustrates typical stock return data. These are sample estimates from stock market returns for seven major countries, calculated over a 60-month period. It is apparent that standard deviations are not too different across assets, and that they are very large relative to sample means. This is precisely a situation in which Bayes-Stein estimation is likely to help.
The parameters |x and 2 were chosen equal to the estimates reported in Table 1 . T independent vectors of returns were generated6 from this distribution. Brown [11] has found the second estimator to be generally superior to the first one. The third estimator, advocated by Jobson et al. [19] , is an extreme case of shrinkage, and has no formal justification in this context because the system is forced to be stationary. This choice, however, yields a particularly simple portfo? lio selection rule: for all utility functions, the optimal weights will be those ofthe minimum variance portfolio. In order to find optimal weights, we had to define the investor's utility func? tion. The negative exponential utility function was chosen here because of the existence of a closed-form solution for the optimal portfolio.7 But the results should be robust to the choice ofthe utility function. A quadratic utility function gave essentially the same results, which are not reported here.
For each drawing k, the optimal portfolio was computed for each possible estimator, leading to different values of the derived expected utility Ft = F[q([L((y)) | (x, 2], for/ = 1 to 4. Repeating the experiment K = 1000 indepen? dent times, the empirical risk function was defined as the average loss of ex?
pected utility Risk. = rMAX ^U=\ Expected utility was also expressed in risk-free equivalent return, as in (7). Fi? nally, to study the effect of sample size, the previous operations were repeated for various values of T ranging from 25 to 200. Figure 2 depicts the empirical risk functions, also reported in Table 2 . Sev? eral features are apparent. First, the Bayes-Stein estimator has always lower risk than both the certainty equivalence and the Bayes diffuse prior estimators. The improvement is noticeable and significant. In risk-free equivalent, the gain over the diffuse prior case ranges from 8 percent (T = 25) to 2 percent (T = 50) to 0.2 percent (T = 200) per annum. The reason behind the superiority of the Bayes-Stein estimator is that the shrinkage factor w is directly derived from the data. For small sample sizes, large values of w indicate that portfolio analysis should not rely too much on the observed dispersion in sample means, given the large coefficients of variation of stock returns. But, of course, as the sample size increases, so does the estimated precision of sample means, and the shrinkage factor decreases, thus putting less weight on the informative prior relative to the data.
Next, the minimum-variance estimator performs well for small sample sizes, but is dominated for higher sample sizes. This is not astonishing: this strat? egy completely disregards any information contained in the sample means, which produces very good results for small samples, but is otherwise clearly inappropriate. For higher sample sizes, expected returns are more accurately esti? mated, and utility could be increased by taking into account the expected return of the portfolio. But this estimator would be particularly robust to nonsta? tionarity. Finally, comparisons of the certainty equivalence and Bayes diffuse prior rules confirm the conclusions of Brown's study [11] sider how different the means are in Table 1 : expressed on a per annum basis, they vary from 6 percent to 22 percent. Insofar as this dispersion might be con? sidered unrealistic, the simulation analysis will be biased against Bayes-Stein estimation. To take the case even further, the analysis was repeated with the highest mean changed from 22 percent to 44 percent per annum. The gains from shrinkage estimation were, on average, cut in half, but the Bayes-Stein estimator still uniformly dominated the sample mean.
VI. Conclusions
This paper studied the effect of estimation error on portfolio choice. Since parameter uncertainty implies a loss of investor utility, decision theory should be based on this loss viewed as a function of the estimator and of the true parameter values. A fundamental result of statistical theory is that the sample mean is an inadmissible estimator when the number of parameters is greater than two.
(There exists another estimator that always yields lower expected loss in repeated samples.) This result stems from the summation of the effect of estimation error for each component into one single loss measure. Thus, the portfolio context is central to this result. The issue was also analyzed in an empirical Bayes frame?
work, and this paper presented a simple Bayes-Stein estimator that should im?
prove on the classical sample mean. Next, the extent of gains from Bayes-Stein estimation was illustrated by simulation analysis. The classical rule was always outperformed, and the gains were often substantial, in the range of a few percent per annum in risk-free equivalent return. Numerous other applications of this technique are possible in finance. For instance, extensions to improved estimation of beta coefficients are straightforward. Also, Jorion [21] evaluated the out-of-sample performance of various esti?
mators, based on actual stock return data, and found that shrinkage estimators significantly outperform the classical sample mean.
Appendix

Bayes-Stein Estimation
The problem is to find, as in Zellner and Chetty [33] , the predictive distribu? tion of future returns r, conditional on the prior (13), the data y = (y,, . . ., y,), on the covariance matrix 2 and on the scale factor X This covariance matrix has the following interpretation. The first term 2 repre?
sents the variation of y_t around the mean |x. The second term 2/(7 + X) is due to the uncertainty in the measure of the sample average Y, whereas the third term corresponds to uncertainty in the common factor. 
