Abstract. We propose a discontinuous Galerkin method for convection-subdiffusion equations with a fractional operator of order α(1 < α < 2) defined through the fractional Laplacian. The fractional operator of order α is expressed as a composite of first order derivatives and fractional integrals of order 2 − α, and the fractional convection-diffusion problem is expressed as a system of low order differential/integral equations and a local discontinuous Galerkin method scheme is derived for the equations. We prove stability and optimal order of convergence O(h k+1 ) for subdiffusion, and an order of convergence of O(h k+ 1 2 ) is established for the general fractional convection-diffusion problem. The analysis is confirmed by numerical examples.
Introduction. In this paper we consider the following convection diffusion equation
∂u(x,t) ∂t
where f is assumed to be Lipschitz continuous and the subdiffusion is defined through the fractional Laplacian −(−∆) α/2 (α ∈ (0, 2]), which can be defined using Fourier analysis as [22, 33, 37, 24] ,
Equivalently, the fractional Laplacian can also be defined by a singular integral [3, 33] ,
u(x + z) − u(x) |z| 1+α dz (1.3) Equation (1.1), also known as a fractional conservation law, can be viewed as a generalization of the classical convection diffusion equation. During the last decade, it has arisen as a suitable model in many application areas, such as geomorphology [25, 26, 2] , overdriven detonations in gases [14, 1] , signal processing [5] , anomalous diffusion in semiconductor growth [36] etc. With the special choice of f (u) = u 2 /2, it is recognized as a fractional version of the viscous Burgers' equation. Fractional conservation laws, especially Burgers' equation, has been studied by many authors from a theoretical perspective, mainly involving questions of well-posedness and regularity of the solutions [27, 3, 31, 30, 20] . In the case of α < 1, the solution is in general not smooth and shocks may appear even with smooth initial datum. Similar to the classical scalar conservation laws, an appropriate entropy formulation is needed to guarantee wellposedness [3, 4] . For the case α > 1, the existence and uniqueness of a regular solution has been proved in [3, 30] . In this case, the nonlocal term serves as subdiffusion term, and smooth out discontinuities from initial datum.
Numerical studies of partial differential equations with nonlocal operator have attracted a lot of interest in recent years. Liu, Deng et al. have worked on numerical methods for fractional diffusion problems with fractional Laplacian operators or Riesz fractional derivatives [17, 40, 29, 19] . Briani, Cont, Matache, et al. have considered numerical methods for financial model with fractional Laplacian operators [9, 16, 32] . However, for conservation laws with fractional Laplacian operators, the development of accurate and robust numerical methods remains limited. Droniou is the first to analyze a general class of difference methods for fractional conservation laws [21] . Azeras proposed a class of finite difference schemes for solving a fractional antidiffusive equation [6] . Bouharguane proposed a splitting methods for the nonlocal Fowler equation in [8] . For the case α < 1, Cifani et al. [12, 13] applied the discontinuous Galerkin method to the fractional conservation law and degenerate convection diffusion equations and developed some error estimation. Unfortunately, their numerical results failed to confirm their analysis.
The discontinuous Galerkin method is a well established method for classical conservation laws [28] . However, for equations containing higher order spatial derivatives, discontinuous Galerkin methods cannot be directly applied [15, 39] . A careless application of the discontinuous Galerkin method to a problem with high order derivatives could yield an inconsistent method. The idea of local discontinuous Galerkin methods [15] for time dependent partial differential equations with higher derivatives is to rewrite the equation into a first order system and then apply the discontinuous Galerkin method to the system. A key ingredient for the success of this methods is the correct design of interface numerical fluxes. These fluxes must be designed to guarantee stability and local solvability of all the auxiliary variables introduced to approximate the derivatives of the solution.
In this paper, we will consider fractional convection diffusion equations with a fractional Laplacian operator of order α(1 < α < 2). Especially for 1 < α < 2, it is conceptionally similar to a fractional derivative with an order between 1 and 2. To obtain a consistent and high accuracy method for this problem, we shall rewrite the fractional operator as a composite of first order derivatives and a fractional integral, and convert the fractional convection diffusion equation into a system of low order equations. This allows us to apply the local discontinuous Galerkin method. This paper is organized as follows. In Section 2, we introduce some basic definitions and state a few central lemmas. In Section 3, we will derive the discontinuous Galerkin formulation for the fractional convection-diffusion law. In section 4, we develop stability and convergence analysis for fractional diffusion and convectiondiffusion equations. In Section 5 some numerical examples are carried out to support our analysis. Conclusions are offered in Section 6.
Background and definitions.
Apart from the definitions of the fractional Laplacian based on the Fourier and integral form above, it can also be defined using ideas of fractional calculus [22, 33, 40] , as
where −∞ D α x and x D α ∞ refer to the left and right Riemann-Liouville fractional derivatives, respectively, of α'th order. This definition is also known as a Riesz derivative. In this paper, we will based our developments and analysis mainly on this definition and will, in preparation, introduce a few definitions and properties of fractional integral/derivative to set the stage.
The left and right fractional integrals of order α are defined as
This allows for the definition of the left and right Riemann-Liouville fractional derivative of order α (n − 1 < α < n) as,
Mirroring this, Caputo's left and right fractional derivatives of order α (n − 1 < α < n) are defined as
The two definitions, the Riemann-Liouville fractional derivative and Caputo's fractional derivatives, are naturally related and they are equivalent provided all derivatives less than order n of u(x) disappear when x → ±∞. Fractional integrals and derivatives satisfy the following properties, Lemma 2.1. (Linearity [34] ).
Lemma 2.2. (Semigroup property [34] ). For α, β > 0
From Lemma 2.3, we get, for 1 < α < 2 and a continuous function u with
For 0 < s < 1, we define
When 1 < α < 2, we have
To carry out the analysis, we introduce appropriate fractional spaces.
Definition 2.4. (Left fractional space [23] ). We define the following seminorm
and the norm
Definition 2.5. (Right fractional space [23] ). We define the following seminorm
Definition 2.6. (Symmetric fractional space [23] ) . We define the following seminorm
and the norm 
From Lemma 2.7-2.8, we recover Lemma 2.9. For all 0 < s < 1,
Generally, we consider the problem in a bounded domain instead of R. Hence, we restrict the definition to the domain Ω = [a, b].
For these fractional spaces, we have the following Theorem [18] ,
S,0 (Ω)), and L 2 (Ω) is embedded into both of them.
From the definition of the left and right fractional integral, we obtain the following result,
Lemma 2.14. Suppose u(x) is a smooth function ∈ Ω ⊂ R. Ω h is a discretization of the domain with interval width h, u h (x) is an approximation of u in P k h . ∀ i, u h (x) ∈ I i is a polynomial of degree up to order k, and (u, v) Ii = (u h , v) Ii , ∀v ∈ P k . k is the degree of the polynomial. Then for −1 < α 0, we have
and for 0 n − 1 < α n, k n we have
where C is a constant independent of h.
Proof. Case −1 < α 0, First, we consider the approximation error for a fractional integral a I −α
Recalling Lemma 2.13, the case −1 < α 0 is proved.
The case 0 n − 1 < α < n, recall that
Ch k+1−n and use the result for case −1 < α 0, we obtain,
This proves the Lemma.
Lemma 2.15. (Inverse properties [11] ) Suppose V h is a finite element space spanned by polynomials up to degree k. For any ω h ∈ V h , there exists a positive constant C in dependent of u h and h, such that
3. LDG scheme for the fractional convection-diffusion equation. Let us consider the fractional convection-diffusion equation with 1 < α < 2. From (2.1) and Lemma 2.14, we know that a direct approximation of the fractional laplacian operator is of order k + 1 − n. To obtain a high order discontinuous Galerkin scheme for the fractional derivative, we rewrite the fractional derivative as a composite of first order derivatives and fractional integral and convert the equation to a low order system. Following (2.14), we introduce two variables p, q, and set
Then, the fractional convection-diffusion problem can be rewritten as
We consider the solution in a polynomial space V h , which is certainly embedded into the fractional space according to theorem 2.11. The piece-wise polynomial space V h on the mesh is defined as,
To complete the LDG scheme, we introduce some notations and the numerical flux. Define
and the numerical flux as,
) For the high order derivative part, a good choice is the alternating direction flux [15, 39] , defined as,û
For the nonlinear part,f , any monotone flux can be used [28] .
Applying integration by parts to (3.1), and replacing the fluxes at the interfaces by the corresponding numerical fluxes, we obtain,
Remark 3.1. Originally, the problem is defined in R. However, for numerical purposes, we assume there existing a domain Ω = [a, b] ⊂ R in which u has compact support and restrict the problem to this domain Ω. As a consequence, we impose homogeneous Dirichlet boundary conditions for all u ∈ R\Ω. to recover
For the flux at the boundary, we use the flux introduced in [10] , defined aŝ
where β is a positive constant.
4. Stability and error estimates. In the following we shall discuss stability and accuracy of the proposed scheme, both for the fractional diffusion problem and the more general convection-diffusion problem.
4.1. Stability. In order to carry on analysis of the LDG scheme, we define
where L contains the boundary term, defined as
If (u, p, q) is a solution, then B(u, p, q; v, w, z) = 0 for any (v, w, z). Considering the fluxesû i+
and the flux at the boundaries we recover,
Then the following result holds,
3), and consider the integration by parts
, to recover at an interface
Combining (4.4) and (4.5) proves the Lemma.
Theorem 4.2. The semi-discrete scheme (3.2)-(3.5) is stable, and u h (x, T ) u 0 (x) for any T > 0.
Proof. Using the properties of the monotone flux,f (u − , u + ) is a non-decreasing function of its first argument, and a non-increasing function of its second argument. Hence, we have Φ(u h ) j+
Considering the boundary condition and Lemma 2.9, we obtain u h (x, T ) u 0 (x) , hence completing the proof.
Error estimates.
To estimate the error, we firstly consider fractional diffusion with the Laplacian operator, i.e., the case with f = 0. For fractional diffusion, (3.2)-(3.5) reduce to
Correspondingly, we have the compact form of the scheme as
To prepare for the main result, we first obtain a few central Lemmas. We define special projections, P ± and Q into V h , which satisfy, for each j,
Denote e u = u − u h , e p = p − p h , e q = q − q h , then
Hence, B(e u , e p , e q ; v, w, z) = 0 and we recover B(P − e u , Qe p , P + e q ; P − e u , −Qe p , P + e q ) = B(P − e u − e u , Qe p − e p , P + e q − e q ; P − e u , −Qe p , P + e q ) = B(P − u − u, Qp − p, P + q − q; P − e u , −Qe p , P + e q ) Substitute (P − u − u, Qp − p, P + q − q; P − e u , −Qe p , P + e q ) into (4.10), to recover the following Lemma, Lemma 4.3. For the bilinear form, (4.10), we have
where C T,a,b is independent of h, but may dependent of T and Ω.
Proof. From (4.10) we have
, by the properties of the projection P ± , Q, we recover,
We obtain,
Recalling the projection property and Lemma 2.14, we obtain
Combining this with Young's inequality and (2.15), we obtain
This proves the lemma.
Lemma 4.4. [10] Suppose that for all t > 0 we have
where R, A, B are nonnegative functions. Then, for any T > 0,
Theorem 4.5. Let u be the a sufficiently smooth exact solution to (1.1) in Ω ⊂ R with f (u) = 0. Let u h be the numerical solution of the semi-discrete LDG scheme (3.2)-(3.5), then for small enough h, we have the following error estimates
Proof. From Lemma 4.1 and the initial error P − e u (0) = 0, we have
Combining this with Lemma 4.3 and (4.14), we have
Recalling the fractional Poincaré-Friedrichs Lemma 2.12, we get
Using Lemma 4.4 and the error associated with the projection error, proves the theorem.
For the more general fractional convection-diffusion problem, we introduce a few results and then give the error estimate.
Lemma 4.6. [41] For any piecewise smooth function ω ∈ L 2 (Ω), on each cell boundary point we define
wheref (ω) ≡f (ω − , ω + ) is a monotone numerical flux consistent with the given flux f . Then κ(f , ω) is non-negative and bounded for any (ω − , ω + ) ∈ R. Moreover, we have
15)
Lemma 4.7.
[38] For H (f ; u, u h , v) defined above, we have the following estimate
Combining Theorem 4.5 and Lemma 4.7, we recover the following error estimate Theorem 4.8. Let u be the exact solution of (1.1), which is sufficiently smooth ∈ Ω ⊂ R and assume f ∈ C 3 . Let u h be the numerical solution of the semi-discrete LDG scheme (4.6)-(4.9) and denote the corresponding numerical error by e u = u−u h . V h is the space of piecewise polynomials of degree k 1, then for small enough h, we have the following error estimates
Remark 4.9. Although the order of convergence k + 1 2 is obtained it can be improved if an upwind flux is chosen forf . In this case, optimal order can be recovered. We shall demonstrate this in the numerical examples. Similarly, we have the following scheme,
In this scheme, a mixed boundary condition is imposed naturally. However, the analysis is more complicated. While computational results indicate excellent behavior and optimal convergence, we shall not talk about the theoretical aspect of this scheme.
Numerical examples.
In the following, we shall present a few results to numerically validate the analysis.
The discussion so far have focused on the treatment of the spatial dimension with a semi-discrete form as
where u h is the vector of unknowns. For the time discretization of the equations, we use a fourth order low storage explicit Runge-Kutta(LSERK) method [28] of the form,
where a i , b i , c i are coefficients of LSRK method given in [28] . For the explicit methods, proper timestep ∆t is needed. In our examples, numerically the condition ∆t C∆x α min , (0 < C < 1) is necessary for stability.
Example 1.
As the first example, we consider the fractional diffusion equation with the fractional Laplacian, ∂u(x,t) ∂t
with the initial condition u 0 (x) = x 6 (1−x) 6 , and the source term g(x, t) = e −t −u 0 (x) + (−∆) α 2 u 0 (x) The exact solution is u(x, t) = e −t x 6 (1 − x) 6 . The results are shown in Table 5 .1 and we observe optimal O(h k+1 ) order of convergence across 1 < α < 2.
Example 2. We consider the fractional Burgers' equation with initial the condition
The results are shown in Table 5 .2 and we observe optimal O(h k+1 ) order of convergence across 1 < α < 2. 6. Concluding remarks. We propose a discontinuous Galerkin method for convection-diffusion problems in which the a fractional diffusion is expressed through a fractional Laplacian. To obtain a high order accuracy, we rewrite the fractional Lapacian as a composite of first order derivatives and integrals and transform the problem to a low order system. We consider the equation in a domain Ω with homogeneous boundary conditions. A local discontinuous Galerkin method is proposed and stability and error estimations are derived, establishing optimal convergence. In the numerical examples, the analysis is confirmed for different values of α. 
