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Abstract
A simple way to find solutions of the Painleve´ IV equation is by identifying Hamilto-
nian systems with third-order differential ladder operators. Some of these systems can be
obtained by applying supersymmetric quantum mechanics (SUSY QM) to the harmonic
oscillator. In this work, we will construct families of coherent states for such subset of
SUSY partner Hamiltonians which are connected with the Painleve´ IV equation. First,
these coherent states are built up as eigenstates of the annihilation operator, then as
displaced versions of the extremal states, both involving the third-order ladder operators,
and finally as extremal states which are also displaced but now using the so called lin-
earized ladder operators. To each SUSY partner Hamiltonian corresponds two families
of coherent states: one inside the infinite subspace associated with the isospectral part
of the spectrum and another one in the finite subspace generated by the states created
through the SUSY technique.
Keywords: supersymmetric quantum mechanics; coherent states; Painleve´ equations; har-
monic oscillator.
1 Introduction
In the dawn of quantum mechanics, Erwin Schro¨dinger [1] was interested in establishing a
connection between the new science and classical mechanics. With this interest in mind, he
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found quantum states with the right classical behavior in phase space [2]. Since these states
can be used to examine the behavior of several systems at the border between quantum and
semi-classical regimes [3–8], its study has taken an important place in quantum physics during
the last fifty years. These are the coherent states (CS), a term which was coined by Glauber
when studying electromagnetic correlation functions [9, 10].
For the harmonic oscillator, the standard CS are expressed as
|z〉 = e−|z|2/2
∞∑
n=0
zn√
n!
|n〉, (1)
where |n〉 are the normalized eigenstates of the harmonic oscillator Hamiltonian with eigenvalues
En = n + 1/2 (in dimensionless units) and z ∈ C. Let us note that several properties of the
standard CS are used as definitions to construct the corresponding states for other quantum
systems, namely:
• The CS are eigenstates of the annihilation operator,
a−|z〉 = z|z〉, z ∈ C. (2)
• They arise from applying the displacement operator D(z) onto the ground state |0〉,
|z〉 = D(z)|0〉, D(z) = exp (za+ − z∗a−) . (3)
• Those states satisfy the minimum Heisenberg uncertainty relation for the position and
momentum operators,
(∆X)z (∆P )z =
1
2
. (4)
• They allow to decompose the identity operator in the way
1 =
1
pi
∫
C
|z〉〈z|dz. (5)
In this paper we will find sets of CS for what we will call Painleve´ IV Hamiltonian sys-
tems, which are special families of kth order SUSY partners of the harmonic oscillator having
associated always third-order differential ladder operators l±k and, consequently, being related
with the Painleve´ IV equation [11–13]. We will call them Painleve´ IV coherent states (PIVCS).
Moreover, due to the action of l±k onto the eigenstates of the Hamiltonian, the Hilbert space H
is naturally expressed as the direct sum of two subspaces: one of infinite dimension, related with
the semi-infinite ladder arising from the original levels of the harmonic oscillator, and another
one of finite dimension, associated with the new levels created by the SUSY transformation.
This work is organized as follows: in Section 2, the connection between an interesting class of
quantum systems and the Painleve´ IV equation will be established. The next section concerns
with SUSY QM and the way to generate Painleve´ IV Hamiltonians systems, along with their
corresponding third-order ladder operators. In Section 4, several sets of coherent states for the
aforementioned systems are generated, inside the finite and infinite subspaces. Our conclusions
shall be presented in the last section.
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2 Polynomial Heisenberg algebras and Painleve´ IV equa-
tion
The mth order polynomial Heisenberg algebras are defined by the following commutation rela-
tions: [
H,L±] = ±L±, [L−,L+] = Nm+1(H + 1)−Nm+1(H) = Pm(H), (6)
where the operator H is a Schro¨dinger Hamiltonian
H = −1
2
d2
dx2
+ V (x), (7)
Nm+1(H) is a polynomial of degree m+ 1 in H, which can be factorized as
Nm+1(H) = L+L− =
m+1∏
j=1
(H − εj), (8)
and thus Pm(H) is a polynomial of degree m in H. Note that L± are differential operators of
(m + 1)th order. In particular, for m = 0 it is obtained that N1(H) = H − 1/2, P0(H) = 1,
L+ = a+,L− = a−, recovering then the Heisenberg-Weyl algebra.
Let us note that the algebras related to the Painleve´ IV equation are of second order, arising
for m = 2 [14]. Indeed, in this case we have[L−,L+] = P2(H), (9)
with
N3(H) = (H − ε1)(H − ε2)(H − ε3). (10)
The ladder operators L±, which are of third order, can be factorized as [15,16]
L+ = L+a L+b , L+a =
1√
2
[
− d
dx
+ f(x)
]
, L+b =
1
2
[
d2
dx2
+ g(x)
d
dx
+ h(x)
]
. (11)
These operators satisfy the following intertwining relations:
HL+a = L
+
a (Ha + 1), HaL
+
b = L
+
b H ⇒
[
H,L+] = L+, (12)
where Ha is an intermediate auxiliary Schro¨dinger Hamiltonian. Then, the functions f, g, h, Va
and V have to fulfill the following system of equations
− f ′ + f 2 = 2(V − ε1), (13a)
Va = V + f
′ − 1 = V + g′, (13b)
g′′
2g
−
(
g′
2g
)2
− g′ + g
2
4
+
(ε2 − ε3)2
g2
+ ε2 + ε3 − 2 = 2V, (13c)
h = −g
′
2
+
g2
2
− 2V + ε2 + ε3 − 2. (13d)
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By decoupling this system, we obtain
f = g + x, (14a)
h = +
g′
2
− g
2
2
− 2xg − x2 + a, (14b)
V =
x2
2
− g
′
2
+
g2
2
+ xg + ε1 − 1
2
, (14c)
where g(x) must satisfy
g′′ =
g′2
2g
+
3
2
g3 + 4xg2 + 2(x2 − a)g + b
g
, (15)
with a = ε2 +ε3−2ε1−1, b = −2(ε2− ε3)2. This second order nonlinear differential equation is
known as Painleve´ IV equation. It is worth to note that the six Painleve´ equations are second
order nonlinear differential equations with the Painleve´ properties, which in recent times have
been studied in detail [17–20].
As can be seen, if one solution g(x) of the Painleve´ IV equation is obtained for certain
values of ε1, ε2, ε3, then the potential V (x) as well as the corresponding ladder operators L
±
become completely determined. Moreover, the three extremal states, that are eigenstates of H
associated to εi as well annihilated by L−, some of which could have physical interpretation,
are given by
φε1(x) ∝ exp
(
−x
2
2
−
∫
g dx
)
, (16a)
φε2(x) ∝
(
g′
2g
− g
2
− ε2 − ε3
g
− x
)
exp
[∫ (
g′
2g
+
g
2
− ε2 − ε3
g
)
dx
]
, (16b)
φε3(x) ∝
(
g′
2g
− g
2
+
ε2 − ε3
g
− x
)
exp
[∫ (
g′
2g
+
g
2
+
ε2 − ε3
g
)
dx
]
. (16c)
On the other hand, if we are able to identify a system ruled by third order differential
ladder operators, it is possible to design a mechanism for obtaining solutions to the Painleve´
IV equation. The key point of this procedure is to obtain the extremal states of our system;
then, from the expression for the extremal state of Equation (16a), it is straightforward to see
that
g(x) = −x− d
dx
ln [φε1(x)] . (17)
Note that, by permuting cyclically the indices assigned to the extremal states we find three
solutions to the Painleve´ IV equation with different parameters a, b.
3 Supersymmetric quantum mechanics and the harmonic
oscillator
The SUSY QM is a technique which departs from a given solvable Hamiltonian H0, with a
complete set of orthogonal eigenvectors, and looks for another one H1 whose eigenstates are
4
Painleve´ IV Coherent States Bermudez, Contreras-Astorga, Ferna´ndez C.
yet to be obtained. The two Hamiltonians take the form
H0 = −1
2
d2
dx2
+ V0(x), H1 = −1
2
d2
dx2
+ V1(x). (18)
In order to apply this technique, let us suppose the existence of a differential operator A†1
that intertwines the previous Hamiltonians in the way
H1A
†
1 = A
†
1H0, A
†
1 =
1√
2
[
− d
dx
+
v′(x)
v(x)
]
. (19)
Since A†1 is a first order differential operator, we refer to this case as 1-SUSY QM. It is also
said that V0(x) and V1(x) are SUSY partner potentials.
If we insert the explicit expressions for the Hamiltonians and the intertwining operator into
Equation (19), we find that V1(x) and v(x) have to fulfill
V1(x) = V0(x)− d
2
dx2
ln v(x), −1
2
v′′(x) + V0(x)v(x) = v(x), (20)
where  is an integration constant called factorization energy.
From the previous equations it can be seen that if we use a real solution v(x) without zeros
of the original stationary Schro¨dinger equation with factorization energy , then the SUSY
partner potential V1(x) is completely determined. Also, the intertwining relation (19) ensures
that if |n〉 is an eigenvector of H0 with eigenvalue En, then A†1|n〉 will be an eigenstate of H1
with the same eigenvalue. Note that the operators A†1 and A1 factorize the Hamiltonians H0
and H1 in the way
H0 = A1A
†
1 + , H1 = A
†
1A1 + , (21)
where A1 = (A
†
1)
†. By evaluating the square of the norm of the vectors A†1|n〉 we have
||A†1|n〉||2 = (〈n|A1)
(
A†1|n〉
)
= 〈n|
(
A1A
†
1|n〉
)
= En −  ≥ 0 ∀ n,
which implies that  ≤ E0, where E0 is the ground state energy of H0. One could ask now if
{A†1|n〉, n = 0, 1, 2, . . . } is a complete orthogonal set. In order to answer this, let us assume
the existence of a state |〉 which is orthogonal to every vector of the previous set, i.e.,
〈|
(
A†1|n〉
)
=
(
〈|A†1
)
|n〉 = 0 ∀ n ⇒ A1|〉 = 0, (22)
since {|n〉, n = 0, 1, 2, . . . } is a complete orthogonal set. Let us choose φ(x) = 〈x|〉 as the cor-
responding wavefunction, then the first-order differential equation A1φ = 0 can be immediately
solved to obtain
φ(x) ∝ 1
v(x)
. (23)
Note that φ(x) satisfies:
H1φ = φ. (24)
Thus, depending on the square integrability of this vector and the value of , three possibilities
arise:
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• The vector |〉, with  < E0, belongs to the Hilbert space H. Thus, {|〉, A†1|n〉, n =
0, 1, 2, . . . } is a complete orthogonal set and, from Equations (19) and (21), the spectrum
of H1 is given by Sp[H1] = {, En, n = 0, 1, 2, . . . }.
• The state |〉 /∈ H, with  < E0. In this case {A†1|n〉, n = 0, 1, 2, . . . } is a complete
orthogonal set and thus Sp[H1] = Sp[H0].
• The vector |〉 /∈ H for  = E0, then the set {A†1|n〉, n = 1, 2, 3, . . . } is complete and thus
Sp[H1] = {En, n = 1, 2, 3, . . . }.
Summarizing, the new Hamiltonian H1 will have a spectrum quite similar to the original
one, differing perhaps in the ground state energy. In this work we will only focus on the first
case, where a new level is inserted by the transformation. This technique can be iterated many
times in order to obtain a Hamiltonian with a desired spectrum.
3.1 SUSY partners of the harmonic oscillator
Consider now a chain of k + 1 Hamiltonians Hj, j = 0, 1, . . . , k, which are intertwined in the
following way
HjA
†
j = A
†
jHj−1, A
†
j =
1√
2
[
− d
dx
+
v′j(x)
vj(x)
]
, j = 1, . . . k, (25)
where
Hj = −1
2
d2
dx2
+ Vj(x), j = 0, 1, . . . k, (26)
i.e., Hj and Hj−1 are SUSY partner Hamiltonians intertwined by the first order differential
operator A†j. The potentials Vj(x) and the transformation functions vj(x, k−j) satisfy now
Hj−1vj = k−jvj, Vj(x) = Vj−1(x)− d
2
dx2
ln vj(x, k−j), j = 1, . . . k. (27)
In this way, if the potential Vj−1(x) and transformation function vj(x, k−j) are known, then
the Hamiltonian Hj is completely determined. Now, after composing the k intertwining trans-
formations induced by the operators A†j, j = 1, 2, . . . .k, and using Equation (25), we get the
following intertwining relation:
HkA
†
k . . . A
†
1 = A
†
k . . . A
†
1H0, (28)
i.e., the Hamiltonians H0 and Hk are intertwined by a kth order differential operator. To deter-
mine the Hamiltonian Hk, we need to know k solutions vj(x, k−j) of the stationary Schro¨dinger
equations, one for each of the intermediate Hamiltonians. However, all of them can be obtained
from solutions of the initial stationary Schro¨dinger equation. Indeed, if u(x,E) is a solution of
the equation
H0u(x,E) = Eu(x,E), (29)
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then, from the intertwining relation between H0 and H1 it is known that v2(x,E) ∝ A†1u(x,E),
E 6= , will be a solution of H1v2(x,E) = Ev2(x,E). This procedure can be iterated to get the
k solutions vj(x, k−j) from the corresponding ones of the initial Schro¨dinger equation u(x, ).
The potential Vk(x) is given by
Vk(x) = V0(x)− d
2
dx2
lnW [u(x, 0), . . . , u(x, k−1)] , (30)
where W [f1, f2, . . . , fn] is the Wronskian of the functions f1, f2, . . . , fn.
In order to apply this technique to the harmonic oscillator, we need to know the general
solution u(x, ) of the Schro¨dinger equation for the potential V0(x) = x
2/2 with an arbitrary
factorization energy , which is given by
u(x, ) = e−x
2/2
[
1F1
(
1− 2
4
,
1
2
, x2
)
+ 2νx
Γ(3−2
4
)
Γ(1−2
4
)
1F1
(
3− 2
4
,
3
2
;x2
)]
, (31)
where ν is a real arbitrary constant and 1F1(a, c, x) is the confluent hypergeometric function.
If  ≤ E0, it is known that the solution will have no zeros for |ν| < 1 but it will have one node
at one point of the real line for |ν| > 1. In order to generate a non singular potential Vk(x)
with k new levels, it has to be chosen 0 < 1 < · · · < k−1 < E0 with |νk−j| < 1 for j odd and
|νk−j| > 1 for j even, j = 1, 2, . . . , k. The new potential becomes now
Vk(x) =
x2
2
− d
2
dx2
lnW [u(x, 0), . . . , u(x, k−1)] , (32)
and the spectrum of the corresponding Hamiltonian Hk will be
Sp [Hk] = {0, 1, . . . , k−1, E0, E1, E2, . . . } . (33)
By denoting now B†k = A
†
k . . . A
†
1 and using the standard creation and annihilation operators
for the harmonic oscillator a±, it can be shown that
L+k = B
†
ka
+Bk, L
−
k = B
†
ka
−Bk, (34)
are (2k + 1)-th order differential operators that obey the following commutation relations[
Hk, L
±
k
]
= ±L±k , (35)
i.e., they are the natural ladder operators for the Hamiltonian Hk.
Furthermore, from the intertwining relation (28) and the factorization of the intermediate
Hamiltonians, Hj = A
†
jAj + k−j, Hj−1 = AjA
†
j + k−j, it is obtained that
L+k L
−
k =
(
Hk − 1
2
) k−1∏
j=0
(Hk − j)(Hk − j − 1). (36)
Comparing with Equation (6), it is seen that the set of operators
{
Hk, L
+
k , L
−
k
}
generate a
polynomial Heisenberg algebra of 2k-th order, i.e., the natural ladder operators L±k for the
SUSY partners of the harmonic oscillator supply us with specific realizations of the general
operators L± generating the polynomial Heisenberg algebras.
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3.2 Painleve´ IV Hamiltonian systems
The 1-SUSY partners of the harmonic oscillator can be used directly to find solutions to the
Painleve´ IV equation, since their natural ladder operators L+1 ≡ B†1a+B1, L−1 ≡ B†1a−B1 are of
third order and thus they generate a second order polynomial Heisenberg algebra. Moreover, it
has been recently found that some higher order SUSY partners of the harmonic oscillator also
have third order ladder operators and, through them, new solutions of the Painleve´ IV equation
have been obtained [14]. This set of SUSY partners must satisfy the conditions contained in
the following theorem.
Factorization Theorem
Suppose that the k-th order SUSY partner Hk of the harmonic oscillator Hamiltonian H0 is
generated by k transformation functions u(x, j), j = 0, . . . , k − 1, which are connected by the
standard annihilation operator in the way:
u(x, k−j−1) = (a−)ju(x, k−1), k−j−1 = k−1 − j, (37)
with u(x, k−1) being a nodeless solution of the stationary Schro¨dinger equation associated to
H0, given by Equation (31) with k−1 < E0 = 1/2 and |νk−1| < 1. Therefore, the natural
(2k + 1)-th order ladder operator L+k ≡ B†ka+Bk of Hk becomes factorized in the form
L+k = Pk−1(Hk)l
+
k , (38)
where Pk−1(Hk) = (Hk − 1) . . . (Hk − k−1) is a polynomial of degree k − 1 in Hk, l+k is a
third-order differential ladder operator such that
[
Hk, l
+
k
]
= l+k , and
l+k l
−
k =
(
Hk − 1
2
)
(Hk − 0)(Hk − k−1 − 1). (39)
The proof of this theorem can be found in Reference [14]. It states that some Hamiltonians
Hk, besides having their natural (2k+ 1)-th order differential ladder operators, also have third
order ones. The corresponding spectrum contains now an equidistant ladder, with k steps,
below the ground state energy E0 of H0 plus the harmonic oscillator ladder. In addition, the
transformation functions are no longer arbitrary: once the first one is chosen, all the others
are automatically fixed by the theorem. As a result, the only parameters that remain free are
now: the number of levels k to be inserted, the energy gap E0 − k−1 between the two ladders
(under the restriction k−1 < E0), and the real parameter νk−1 of the transformation function
u(x, k−1) (such that |νk−1| < 1).
4 Painleve´ IV coherent states
Let us recall that the CS can be built up as eigenstates of the annihilation operator and also
as the result of acting a certain displacement operator onto an extremal state.
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Figure 1: Action of the operators l±j on the eigenstates of the Hamiltonians Hj, j = 0, . . . , k.
We can see that l±j allow the free displacement onto each independent ladder of Hj.
In this section we will use the third-order ladder operators l±k obtained in Section 3.2 to
generate families of CS. Recall that these operators appear for very specific systems, which
are ruled by second order PHA and consequently are directly connected with solutions to
the Painleve´ IV equation. To generate the CS, we will decompose the Hilbert space in two
subspaces: one generated by the transformed eigenfunctions φ
(k)
n (x) (or the equivalent states
|nk〉 in Dirac notation) associated with the initial spectrum of the harmonic oscillator, which
will be denoted as Hiso; the other one is generated by the eigenfunctions φ(k)j (or the equivalent
states |kj 〉 in Dirac notation) associated with the new energy levels, denoted as Hnew.
The action of l±k on the eigenstates |nk〉 ∈ Hiso of Hk is given by
l−k |nk〉 =
√
(En − E0)(En − 0)(En − 0 − k)|n− 1k〉, (40a)
l+k |nk〉 =
√
(En+1 − E0)(En+1 − 0)(En+1 − 0 − k)|n+ 1k〉. (40b)
On the other hand, on the remaining eigenstates |kj 〉 ∈ Hnew of Hk we have
l−k |kj 〉 =
√
(j − E0)(j − 0)(j − 0 − k)|kj−1〉, (41a)
l+k |kj 〉 =
√
(j+1 − E0)(j+1 − 0)(j+1 − 0 − k)|kj+1〉, (41b)
where E0 and 0 are the lowest energy levels of Hk in each of the two subspaces Hiso and Hnew,
respectively. If we recall that En = E0 + n and j = 0 + j, thus it is clear that we also will
get the expected results for the two extremal states with j = 0 and j = k in Hnew. Note that
the index k in a generic vector |ak〉 indicates the same label as the Hamiltonian Hk. Thus,
for the eigenvectors the label a will refer to the energy level, while for the CS we will have
a = z ∈ C and we still will write the index k, in order to distinguish the new CS from those of
the harmonic oscillator |z〉.
9
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It is worth to note that with this convention a confusion could appear when z = j or when
z = n; nevertheless, we believe that the context will make clear the specific situation we are
dealing with. From Equations (40a) and (41a) we can also see that l−k annihilates the eigenstates
|0k〉 and |k0〉, while from Equations (40b) and (41b) it turns out that l+k only annihilates |kk−1〉
(see Figure 1).
4.1 Annihilation operator coherent states
Now, for the Painleve´ IV Hamiltonian systems we will generate the CS as eigenstates of the
annihilation operator l−k , namely,
l−k |zk〉 = z|zk〉. (42)
Since in principle, we could generate independent CS in the two subspaces Hiso and Hnew, we
are going to explore separately each of these two cases.
4.1.1 PIVCS in the subspace Hiso
In order to find the PIVCS |zkiso〉 in this subspace, we need to express this state as a linear com-
bination of the eigenvectors
{|nk〉, n = 0, 1, 2, . . .} of Hk, which form a complete orthonormal
set in Hiso. Therefore
|zkiso〉 =
∞∑
n=0
cn|nk〉, (43)
where the constants cn are to be determined.
Applying l−k on this expression, requiring that Equation (42) is fulfilled and using Equa-
tion (40a) we finally obtain
|zkiso〉 = c0
∞∑
n=0
zn√
n!
√
Γ(E0 − 0 + 1)Γ(E0 − 0 − k + 1)
Γ(E0 − 0 + 1 + n)Γ(E0 − 0 − k + 1 + n) |n
k〉, (44)
with an arbitrary constant c0. Without lost of generality we can choose it as real positive, and
by normalization of |zkiso〉 it turns out that
c0 = [0F2(E0 − 0 + 1, E0 − 0 − k + 1; |z|2)]−1/2, (45)
where pFq is a generalized hypergeometric function defined as
pFq(a1, . . . , ap; b1, . . . , bq, x) ≡
∞∑
n=0
(a1)n . . . (ap)n
(b1)n . . . (bq)n
xn
n!
. (46)
We also define an auxiliary function c0(a, b), which will be useful later on, as
c0(a, b) = [0F2(E0 − 0 + 1, E0 − 0 − k + 1; a∗b)]−1/2. (47)
Some mathematical and physical properties of these CS are the following:
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Figure 2: Absolute value of the projection of the CS |zkiso〉 onto another CS |z′kiso〉, both being eigen-
states of the annihilation operator l−k , for z
′ = 5 + i, 0 = −2, and k = 2.
• Continuity of the labels. It is easy to check that if z → z′ then ‖|z′kiso〉−|zkiso〉‖ → 0. Indeed
‖|z′kiso〉 − |zkiso〉‖2 = 〈z′kiso − zkiso|z′kiso − zkiso〉 = 2
[
1− Re(〈z′kiso|zkiso〉)
]
. (48)
Let us write down the projection of two CS in the subspace, the so called reproducing
kernel, using the auxiliary function c0(a, b), as
〈z′kiso|zkiso〉 =
c0(z
′, z′)c0(z, z)
c20(z
′, z)
. (49)
Thus, in the limit z′ → z it is found that |z′kiso〉 → |zkiso〉. In Figure 2 we show the absolute
value of this projection, |〈z′kiso|zkiso〉|, as function of z for a fixed z′. Note that for the
standard CS of the harmonic oscillator this plot would produce a Gaussian function, but
in this case we find a certain deviation of that behavior.
• Resolution of the identity. We must look for a function µ1(z) such that the following
equation is fulfilled ∫
|zkiso〉〈zkiso|µ1(z)dz = 1|Hiso , (50)
i.e., these CS will satisfy the resolution of the identity operator in the subspace Hiso. To
accomplish this we propose
µ1(z) =
f1(|z|)
pic20(|z|)Γ(E0 − 0 + 1)Γ(E0 − 0 − k + 1)
, (51)
insert this equation into (50), change x = |z|2 = r2 and the summation index n = s− 1.
In the end we arrive to∫ ∞
0
xs−1f1(x)dx = Γ(E0 − 0 + s)Γ(E0 − 0 − k + s)Γ(s). (52)
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This means that f1(x) is the inverse Mellin transform of the right hand side of the last
equation. Therefore f1(x) is given in terms of the Meijer G function, defined as
Gmnp q
( a1,...,ap
b1,...,bq
∣∣x) ≡M−1

m∏
j=1
Γ(bj + s)
n∏
j=1
Γ(1− aj − s)
q∏
j=m+1
Γ(1− bj − s)
p∏
j=n+1
Γ(aj + s)
;x
 , (53)
with m = 3, n = 0, p = 0, q = 3, b1 = 0, b2 = E0 − 0, b3 = E0 − 0 − k, i.e.,
f1(r) = G 3 00 3
(
0,E0−0,E0−0−k
∣∣r2) . (54)
Notice that for k = 1 we obtain the same results as Ferna´ndez and Hussin [21]. This
is so because in that work the (2k + 1)-th order differential ladder operators L±k from
Equation (34) are used to calculate a set of CS, while now we are using the third-order
ladder operators l±k , and they coincide for k = 1. However, for k > 1 these states are
different and completely new for the subspace Hiso.
We still need to prove the positiveness of µ1(z). To accomplish this, we follow the work
of Sixdeniers and Penson [22], where a similar problem is solved using the convolution
property for the inverse Mellin transform, also called generalized Parseval formula, which
is given by
M−1[g∗(s)h∗(s);x] = 1
2pii
∫ i∞
−i∞
g∗(s)h∗(s)x−sdx =
∫ ∞
0
g(xt−1)h(t)t−1dt, (55)
where f ∗(s) ≡M−1[f(s);x]. If we choose h∗(s) = Γ(s), from the definition of the Gamma
function we have
h(x) = exp(−x) (56)
which is a positive function for x ≥ 0.
Now, taking g∗(s) = Γ(E0−0+s)Γ(E0−0−k+s) and using Equation (53) it is obtained
g(x) = G 2 00 2( E0−0,E0−0−k |x) . (57)
In addition, it turns out that [23]
G 2 00 2( a,b |x) = 2x(a+b)/2Ka−b(2x1/2), (58)
where Kν(z) is a modified Bessel function of third kind. Using the integral representation
of Kν(z) given by [24]
Kν(z) =
pi1/2
Γ(ν + 1/2)
(z
2
)ν ∫ ∞
1
e−zp(p2 − 1)ν+1/2dp, ν > −1
2
, −pi
2
< argz <
pi
2
, (59)
then g(x) can be written as
g(x) =
2pi1/2
Γ(k + 1/2)
xE0−0
∫ ∞
1
e−2x
1/2p(p2 − 1)k−1/2dp. (60)
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It can be seen now that g(x) ≥ 0 for x ∈ [0,∞). Then, inserting Equations (56) and (60)
in (55), the positiveness of f1(r) of Equation (52) is guaranteed and hence the positiveness
of the measure µ1(z).
• Temporal stability. If we apply the evolution operator to the CS in the subspace |zkiso〉 we
obtain
U(t)|zkiso〉 =c0 exp(−iHkt)
∞∑
n=0
zn√
n!
√
Γ(E0 − 0 + 1)Γ(E0 − 0 − k + 1)
Γ(E0 − 0 + 1 + n)Γ(E0 − 0 − k + 1 + n) |n
k〉
= exp(−iE0t)|z exp(−it)kiso〉 ≡ exp(−iE0t)|zkiso(t)〉. (61)
This means that, up to a global phase factor, a CS evolves into another CS in the same
subspace.
• Mean energy value. The mean value of the energy in a CS can be directly calculated
using the explicit expression of the CS given by Equation (44):
〈Hk〉ziso = 〈zkiso|Hk|zkiso〉
=
1
2
+
|z|2
(E0 − 0 + 1)(E0 − 0 − k + 1)
0F2(E0 − 0 + 2, E0 − 0 − k + 2; |z|2)
0F2(E0 − 0 + 1, E0 − 0 − k + 1; |z|2) .
(62)
• State probability. It is also useful to calculate the probability pn(z) that an energy mea-
surement for the system being in a CS |zkiso〉 gives the value En. This probability pn(z)
turns out to be:
pn(z) = |〈nk|zkiso〉|2 = c20
|z|2n
n!
Γ(E0 − 0 + 1)Γ(E0 − 0 − k + 1)
Γ(E0 − 0 + 1 + n)Γ(E0 − 0 − k + 1 + n) . (63)
Finally, all these properties mean that the states |zkiso〉 constitute an appropriate set of CS
in the subspace Hiso.
4.1.2 PIVCS in the subspace Hnew
The subspace Hnew is k-dimensional; therefore, the operator l−k can be represented by a k × k
matrix with elements given by
(l−k )mn = 〈km|l−k |kn〉. (64)
Then, from Equation (41a) we see that its only non null elements are in the so called superdiag-
onal, i.e., directly above the main diagonal. Furthermore, it is straightforward to check that
this matrix is nilpotent, with its kth-power being the zero matrix.
Now, multiplying the eigenvalue equation (l−k )x = zx, by (l
−
k )
k−1 we obtain
(l−k )
kx = zkx = 0 ⇒ z = 0, (65)
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i.e., the only possible eigenvalue for the matrix (l−k ) is z = 0. The same turns out to be valid
for l−k and then, its only eigenvector in Hnew is |k0〉. Therefore, through this definition we
cannot generate a family of CS in the subspace Hnew that satisfies the resolution of the identity
operator in this subspace. This is due to the finite dimension of Hnew.
4.2 Displacement operator coherent states
The CS defined as displaced versions of the ground state are not simple to generate for the
k-SUSY partner Hamiltonians Hk of the harmonic oscillator since the commutator of l
−
k and
l+k is no longer the identity operator but a second degree polynomial in Hk. Therefore, if we
change a− → l−k and a+ → l+k in the displacement operator for the harmonic oscillator, it turns
out that
D˜(z) = exp
(
zl+k − z∗l−k
) 6= exp(−1
2
|z|2
)
exp
(
zl+k
)
exp
(−z∗l−k ) , (66)
i.e., now it is not so simple to separate D˜(z) into exponentials. For that reason, we decided to
propose instead an operator already factorized from the very beginning, i.e., the right hand side
of this last expression is going to be taken as the displacement operator for the new systems,
D(z) = exp
(
−1
2
|z|2
)
exp
(
zl+k
)
exp
(−z∗l−k ) , (67)
although it is not a unitary operator.
Now, let us recall that for the harmonic oscillator, the ground state is annihilated by a−.
A generalization of this procedure consists in using not the ground but an extremal state, i.e.,
a non-trivial eigenstate of Hk belonging as well to the kernel of the annihilation operator l
−
k .
There are two such extremal states for Hk: the state |0k〉 in the subspace Hiso and |k0〉 in Hnew.
Once again, let us explore separately each of these two cases.
4.2.1 PIVCS in the subspace Hiso
We apply the previously defined displacement operator D(z) onto the extremal state |0k〉 ∈ Hiso,
adding also a normalization constant Cz for convenience,
|zkiso〉 = CzD(z)|0k〉 = Cz exp
(
−1
2
|z|2
) ∞∑
n=0
(zl+k )
n
n!
|0k〉. (68)
After several calculations we obtain
|zkiso〉 = Cz exp
(
−1
2
|z|2
) ∞∑
n=0
zn√
n!
[
n∏
m=1
√
(m+ E0 − 0)(m+ E0 − 0 − k)
]
|nk〉. (69)
At first sight one could think that this is a right set of CS in this subspace for z ∈ C. Never-
theless, if we analyze its normalization it is found that
〈zkiso|zkiso〉 =|Cz|2 exp
(−|z|2) ∞∑
n=0
|z|2n
n!
n∏
m=1
(m+ E0 − 0)(m+ E0 − 0 − k)
=|Cz|2 exp
(−|z|2) 2F0(E0 + 1− 0, E0 + 1− 0 − k; |z|2). (70)
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The fact that it is expressed in terms of the generalized hypergeometric function 2F0(E0 + 1−
0, E0 + 1− 0 − k; |z|2) indicates that the norm can be made equal to 1 only when z = 0, but
it diverges for all C 3 z 6= 0 [23]. Therefore, the only square-integrable CS appearing when
we apply this displacement operator onto the extremal state |0k〉 in Hiso is precisely |0k〉. For
z 6= 0 we obtain an expression that does not correspond to any vector in the Hilbert space of
the system.
4.2.2 PIVCS in the subspace Hnew
Let us apply now the displacement operator D(z) onto the extremal state |k0〉 ∈ Hnew, which
is also annihilated by l−k . This leads us to
|zknew〉 = N ′z exp
(
−|z|
2
2
)[k−1∑
j=0
(
j∏
i=1
√
(E0 − 0 − i)(k − i)
)
zj√
j!
|kj 〉
]
. (71)
We use the factor exp(−|z|2/2) and the constant N ′z to define Nz = N ′z exp(−|z|2/2); we also
employ the definition of the Pochhammer symbols
(x)n ≡ x(x+ 1)(x+ 2) . . . (x+ n− 1) = Γ(x+ n)
Γ(x)
, (72)
to rewrite
j∏
i=1
(k − i) = Γ(k)
Γ(k − j) = (k − j)j, (73a)
j∏
i=1
(E0 − 0 − i) = Γ(E0 − 0)
Γ(E0 − 0 − j) = (E0 − 0 − j)j. (73b)
Then we have
|zknew〉 = Nz
[
k−1∑
j=0
√
(E0 − 0 − j)j(k − j)j z
j
√
j!
|kj 〉
]
. (74)
In this case we do not have any problem with the normalization, because the involved sum is
finite. Without lost of generality we can choose Nz to be real positive such that 〈zknew|zknew〉 = 1
and hence
Nz =
[
k−1∑
j=0
|z|2j
j!
(E0 − 0 − j)j(k − j)j
]−1/2
. (75)
Some properties of the set
{|zknew〉} |z∈C are the following:
• Continuity of the labels. The proof is similar as for the annihilation operator CS
‖|z′knew〉 − |zknew〉‖2 = 〈z′knew − zknew|z′knew − zknew〉 = 2
[
1− Re(〈z′knew|zknew〉)
]
. (76)
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The normalization factor Nz of Equation (75) suggests to define a more general function
N(a, b) =
[
k−1∑
j=0
(a∗b)j
j!
(E0 − 0 − j)j(k − j)j
]−1/2
. (77)
Using this definition we obtain a simple expression for the inner product in (76):
〈z′knew|zknew〉 =
N(z′, z′)N(z, z)
N2(z′, z)
. (78)
This means that in the limit z′ → z, we get |z′knew〉 → |zknew〉.
• Resolution of the identity. In this case we should show that∫
|zknew〉〈zknew|µ2(z)dz = 1|Hnew . (79)
By plugging the expression for the CS of Equation (74), it turns out that
1|Hnew = 2pi
k−1∑
j=0
|kj 〉〈kj |
j!
Γ(E0 − 0)
Γ(E0 − 0 − j)
Γ(k)
Γ(k − j)
∫ ∞
0
N2z r
2j+1µ2(r)dr, (80)
where we have used polar coordinates, assumed that µ2(z) = µ2(r), and integrate the
angle variable. Then we propose that
µ2(r) =
f2(r)
piN2zΓ(E0 − 0)Γ(k)
. (81)
We can change now x = r2 and s = j + 1 to obtain the condition on f2(r) as∫ ∞
0
xs−1f2(x)dx = Γ(1 + k − s)Γ(1 + E0 − 0 − s)Γ(s). (82)
It turns out that f2(r) is also a Meijer G function,
f2(r) = G 1 22 1
( −k,0−E0
0
∣∣r2) . (83)
Once again, we need to prove the positiveness of µ2(r). We will proceed now as in
Section 4.1.1 with the generalized Parseval formula (55) in order to express (83) in integral
form. Choosing again h∗(s) = Γ(s) ⇒ h(x) = exp(−x), which is a positive function for
x ∈ [0,∞). Taking now g∗(s) = Γ(k + 1− s)Γ(E0 − 0 + 1− s) we have
g(x) = G 0 22 0( −k,0−E0 |x) . (84)
Using the following property of the Meijer G function [23]
Gmnp q
( ar
bs
∣∣x−1) = G nmq p( 1−bs1−ar ∣∣x) , (85)
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as well as the identity (58), the fact that Kν(z) = K−ν(z) and the integral representation
of the Bessel function Kν(z) given by Equation (59), we can express g(x) as
g(x) =
2pi1/2
Γ(E0 − 0 − k + 1/2)x
−(E0−0−2k+1)
∫ ∞
1
e−2x
−1/2p (p2 − 1)E0−0−k−1/2 dp, (86)
which is valid for E0 −  − k > −1/2. The last condition is not always fulfilled since
in the system under consideration we have E0 − 0 − k > −1, which means that the k
inserted levels are below the ground state E0 of the harmonic oscillator. For the interval
−1 < E0 − − k < −1/2 the appropriate expression is
g(x) =
2pi1/2
Γ(0 + k − E0 + 1/2)x
k+1
∫ ∞
1
e−2x
−1/2p (p2 − 1)−(E0−0−k+1/2) dp. (87)
It can be seen in both cases that g(x) ≥ 0 for x ∈ (0,∞) (Equations (86) and (87)).
Using the generalized Parseval formula, this result ensures that µ2(r) is a positive definite
measure.
• Temporal stability. If the evolution operator is applied to a CS in the subspace Hnew we
obtain
U(t)|zknew〉 = exp(−iHkt)Nz
k−1∑
j=0
√
(E0 − 0 − j)j(k − j)j z
j
√
j!
|kj 〉
= exp(−i0t)|z exp(−it)knew〉 ≡ exp(−i0t)|zknew(t)〉. (88)
We can see that, up to a global phase factor, one of these CS evolves always into another
CS in the same subspace.
• Mean energy value. In order to evaluate the mean value of the energy we use the explicit
expression of the CS of Equation (74). The result is the following:
〈Hk〉znew = 〈zknew|Hk|zknew〉 = 0 +N2z
[
k−1∑
j=0
j(E0 − 0 − j)j(k − j)j |z|
2j
j!
]
. (89)
• State probability. For a system being in a CS |zknew〉, the probability pj(z) to obtain the
energy j is now given by
pj(z) = |〈kj |zknew〉|2 = N2z (E0 − 0 − j)j(k − j)j
|z|2j
j!
. (90)
4.3 Linearized displacement operator coherent states
We have seen that the definition of CS as eigenstates of the annihilation operator l−k works
appropriately only for Hiso and the one associated to the displacement operator D(z) only for
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Hnew, i.e., until now no definition allows us to obtain sets of CS in the two subspaces Hiso and
Hnew simultaneously when using the third-order ladder operators l±k . Nevertheless, we still have
the alternative to linearize l±k , i.e., to define some new ladder operators as
`+k ≡ σ(Hk)l+k , (91a)
`−k ≡ σ(Hk + 1)l−k , (91b)
where
σ(Hk) = [(Hk − 0)(Hk − 0 − k)]−1/2, (92)
and by convention we take the positive square root. The infinite-order differential ladder
operators `±k can be alternatively defined through their action onto the basis of Hiso and Hnew.
Note that it would seem more natural to define `−k as (`
+
k )
†, but in such a case we would
not have a well defined action of `−k onto |k0〉, i.e., in general the action of the two alternative
definitions is different. However, the ladder operators of Equations (91) act on the eigenvec-
tors of the Hamiltonian Hk in a strongly simplified way, which justifies its definition. This
linearization process has been applied previously to the general SUSY partners of the harmonic
oscillator in order to obtain families of CS using different annihilation operators [21, 25–27].
4.3.1 PIVCS in the subspace Hiso
The new ladder operators `±k act on the eigenvectors of Hk in the subspace Hiso as follows:
`−k |nk〉 =
√
n|n− 1k〉, (93a)
`+k |nk〉 =
√
n+ 1|n+ 1k〉. (93b)
Let us define now the analogue number operator in Hiso as N ≡ `+k `−k , given that N |nk〉 =
n|nk〉. Furthermore, we can easily show that the operators {`+k , `−k , Hk, 1} obey the following
commutation rules inside Hiso:
[`−k , `
+
k ] = 1, [Hk, `
±
k ] = ±`±k . (94)
Equations (94) mean that the linearized ladder operators satisfy the Heisenberg-Weyl algebra
on Hiso.
In order to generate a set of linearized CS, let us define now an analogue of the displacement
operator as
D(z) = exp
(
−1
2
|z|2
)
exp
(
z`+k
)
exp
(−z∗`−k ) , (95)
i.e., similar to Equation (67) but with the linearized ladder operators `±k placed instead of l
±
k .
Then, the CS turn out to be
|zkiso〉 = D(z)|0k〉 = exp
(
−|z|
2
2
) ∞∑
n=0
zn√
n!
|nk〉, (96)
i.e., in the subspace Hiso the linearized ladder operators lead to an expression similar to the CS
of the harmonic oscillator (see Equation (1)). The difference rely in the states that are involved:
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for the harmonic oscillator they are the eigenstates of H0, while in this case the involved states
are the eigenstates of Hk in Hiso. Note that the states of Equation (96) are already normalized.
Let us analyze some properties of this new set of CS.
• Continuity of the labels. The proof that |z′kiso〉 → |zkiso〉 when z′ → z is similar to the one
for the CS of the annihilation operator in Hiso.
• Resolution of the identity. To prove the identity resolution the same procedure as for the
harmonic oscillator is followed to obtain [28]
1
pi
∫∫
|zkiso〉〈zkiso| d Re(z) d Im(z) = 1|Hiso . (97)
In this way we ensure that any vector belonging to Hiso can be expressed in terms of these
CS.
• Temporal stability. When the evolution operator is applied to the CS |zkiso〉 we obtain
U(t)|zkiso〉 = exp(−iHkt) exp
(
−|z|
2
2
) ∞∑
n=0
zn√
n!
|nk〉
= exp(−iE0t) exp
(
−|z|
2
2
) ∞∑
n=0
[z exp(−it)]n√
n!
|nk〉
= exp(−iE0t)|z exp(−it)kiso〉 ≡ exp(−iE0t)|zkiso(t)〉. (98)
This means that, up to a global phase factor, any CS |zkiso〉 evolves into another CS in the
same subspace.
• Mean energy value. When the operator `−k is applied on a coherent state |zkiso〉 it is
obtained
`−k |zkiso〉 = z|zkiso〉, (99)
i.e., the CS arising when we act the displacement operator of equation (95) onto the
extremal state |0k〉 also can be generated as eigenstates of the linearized annihilation
operator. This result is used to calculate the mean energy value in a CS as follows:
〈Hk〉ziso = 〈zkiso|Hk|zkiso〉 = 〈zkiso|(`+k `−k + E0)|zkiso〉 = |z|2 + E0. (100)
• State probability. If the system is in a CS |zkiso〉 and we perform an energy measurement,
then the probability pn(z) of getting the value n+ 1/2 is given by
pn(z) = |〈nk|zkiso〉|2 = e−|z|
2 |z|2n
n!
, (101)
which is a Poisson distribution with mean value at |z|2.
An example of the modulus squared of the wavefunction associated to a CS |zkiso〉 is shown
in Figure 3.
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Figure 3: The modulus squared of the wavefunction associated to a coherent state |zkiso〉 in
Hiso with z = 1.2e−2.78i and mean energy value of 1.94 for a Painleve´ IV Hamiltonian system
obtained with k = 4, 3 = −2.8, and ν3 = −0.9.
4.3.2 PIVCS in the subspace Hnew
The action of the linearized ladder operators `±k onto the basis ofHnew,
{|kj 〉, j = 0, . . . , k − 1},
is given by
`+k |kj 〉 = (1− δj,k−1)
√
j+1 − E0|kj+1〉, (102a)
`−k |kj 〉 = (1− δj,0)
√
j − E0|kj−1〉, (102b)
which comes from the definition of `±k in Equations (91). It turns out that `
−
k annihilates the
eigenstate |k0〉 while `+k annihilates |kk−1〉. Now, the commutator
[
`−k , `
+
k
]
acts on the same
basis in the way:
[`−k , `
+
k ]|k0〉 = (0 + 1− E0)|k0〉, (103a)
[`−k , `
+
k ]|kj 〉 = |kj 〉, j = 1, 2, . . . , k − 2, (103b)
[`−k , `
+
k ]|kk−1〉 = (E0 + 1− 0 − k)|kk−1〉, (103c)
i.e., due to its action on the states |k0〉 and |kk−1〉 it is seen that
[
`−k , `
+
k
] |Hnew 6= 1|Hnew . Despite
this fact, we are going to apply the same displacement operator of Equation (95) onto the
ground state |k0〉 ∈ Hnew to obtain
|zknew〉 = C ′zD(z)|k0〉 = C ′z
√
Γ(E0 − 0) exp
(
−|z|
2
2
) k−1∑
j=0
(iz)j
j!
1√
Γ(E0 − 0 − j)
|kj 〉, (104)
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where C ′z is a normalization constant chosen now to absorb the factor
√
Γ(E0 − 0) exp(−|z|2/2)
so that
|zknew〉 = Cz
k−1∑
j=0
(iz)j
j!
√
1
Γ(E0 − 0 − j) |
k
j 〉. (105)
Without lost of generality, the normalization constant Cz can be chosen real and positive. Then
Cz =
[
k−1∑
j=0
|z|2j
(j!)2
1
Γ(E0 − 0 − j)
]−1/2
. (106)
These CS satisfy the following properties:
• Continuity of the labels. In order to check this property, we can see once again that
‖|z′knew〉 − |zknew〉‖2 = 〈z′knew − zknew|z′knew − zknew〉 = 2
[
1− Re(〈z′knew|zknew〉)
]
. (107)
Let us define the complex function C(a, b) as
C(a, b) =
[
k−1∑
j=0
(a∗b)j
(j!)2
1
Γ(E0 − 0 − j)
]−1/2
. (108)
Therefore
〈z′knew|zknew〉 =
C(z′, z′)C(z, z)
C2(z′, z)
, (109)
which implies that in the limit z′ → z it turns out that |z′knew〉 → |zknew〉.
• Resolution of the identity. Recall that this property requires the following expression to
be satisfied ∫
C
|zknew〉〈zknew|µ3(z)dz = 1|Hnew , (110)
where µ3(z) is a positive definite function to be found. If we substitute the expression
|zknew〉 given by Equation (105), express z in polar coordinates, suppose that µ3(z) = µ3(r),
and integrate the angular variable we obtain
1|Hnew = 2pi
k−1∑
j=0
|kj 〉〈kj |
(j!)2Γ(E0 − 0 − j)
∫ ∞
0
C2z r
2j+1µ3(r)dr. (111)
In order to simplify this equation, we introduce the function f3(r) as
µ3(r) =
f3(r)
piC2z
, (112)
in such a way that the following equation must be fulfilled
2
∫ ∞
0
r2j+1f3(r)dr = Γ
2(j + 1)Γ(E0 − 0 − j). (113)
21
Painleve´ IV Coherent States Bermudez, Contreras-Astorga, Ferna´ndez C.
With the change of variable r2 = x and of index j = s− 1 we obtain∫ ∞
0
xs−1f3(x)dx = Γ2(s)Γ(E0 + 1− 0 − s) ≡M[f(x); s]. (114)
Now we need to find the inverse Mellin transform
f3(x) =M−1[Γ2(s)Γ(E0 + 1− 0 − s);x]. (115)
It is possible to find several inverse Mellin transforms in tables, for example in Erde´lyi’s
book [29]. In this case, the function f3(x) of Equation (115) turns out to be a Meijer G
function with m = 2, n = 1, p = 1, q = 2, a1 = 0 − E0, b1 = b2 = 0, i.e.,
f3(r) = G 2 11 2
(
0−E0
0, 0
∣∣r2) . (116)
Moreover, in Erde´lyi’s book of transcendental functions [23] one can find some expressions
for the Meijer G function in terms of other special functions, in particular of the Whittaker
function Wκ,µ(z), which in turn can be written in terms of the logarithmic solution of the
confluent hypergeometric equation U(a, c; z) [30]. Then we have
f3(r) = Γ
2(E0 + 1− 0)U(E0 + 1− 0, 1; r2). (117)
In order to prove the positiveness of µ3(z) we will use again the generalized Parseval
formula. In this way, if we choose h∗(s) = Γ(s) ⇒ h(x) = exp(−x), g∗(s) = Γ(s)Γ(E0 +
1− 0 − s) and use the following equation [29]
M−1[Γ(α + s)Γ(β − s)] = Γ(α + β)xα(1 + x)α−β, (118)
it is obtained
g(x) = Γ(E0 + 1− 0)(1 + x)0−E0−1. (119)
Using now the generalized Parseval formula from Equation (55) it turns out that
f3(x) =
∫ ∞
0
Γ(E0 + 1− 0)(1 + xt−1)0−E0−1 exp(−t)t−1dt
= Γ(E0 + 1− 0)
∫ ∞
0
tE0−0(t+ x)0−E0−1 exp(−t)dt. (120)
If we replace this last result in Equation (112) we obtain
µ3(r) =
Γ(E0 + 1− 0)
piC2z
∫ ∞
0
tE0−0(t+ r2)0−E0−1 exp(−t)dt. (121)
Besides, taking into account that E0 > 0, and that the domain of r and t is [0,∞) we
can conclude that we have found, at least, one positive definite measure, i.e, the CS of
Equation (105) do resolve the restriction of the identity operator in the subspace Hnew.
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• Temporal stability. If we apply the evolution operator to a CS in the subspace Hnew we
obtain
U(t)|zknew〉 = Cz
k−1∑
j=0
(iz)j
j!
√
1
Γ(E0 − 0 − j) exp(−iHkt)|
k
j 〉 (122)
= exp(−i0t)Cz
k−1∑
j=0
[iz exp(−it)]j
j!
√
1
Γ(E0 − 0 − j) |
k
j 〉 (123)
= exp(−i0t)|z exp(−it)knew〉 ≡ exp(−i0t)|zknew(t)〉. (124)
We can see that, up to a global phase factor, a CS |zknew〉 ∈ Hnew always evolves into
another CS in the same subspace.
• Mean energy value. In order to find the mean energy value we use the explicit expression
of the CS of Equation (105), leading to:
〈Hk〉znew = 〈zknew|Hk|zknew〉 = 0 + C2z
k−1∑
j=0
j|z|2j
(j!)2
1
Γ(E0 − 0 − j) . (125)
• State probability. We can easily calculate now the probability pj(z) that, for the system
being in a CS |zknew〉, an energy measurement will give as a result the eigenvalue j, namely,
pj(z) = |〈kj |zknew〉|2 =
|z|2j
(j!)2
C2z
Γ(E0 − 0 − j) . (126)
An example of the modulus squared of the wavefunction associated to a CS |zknew〉 is
shown in Figure 4.
5 Concluding remarks
In this work we have studied the CS for a special kind of Hamiltonian systems which are con-
nected with the Painleve´ IV equation through a second-order polynomial Heisenberg algebra.
First, we established the relation that the Painleve´ IV equation hold with certain Hamilto-
nian systems. Then, using supersymmetric quantum mechanics the Painleve´ IV Hamiltonian
systems of our interest were constructed. Furthermore, the third-order ladder operators char-
acteristic for these systems were employed to generate several families of coherent states. At
the beginning we built the CS as eigenstates of the third-order annihilation operator, then
as arising from acting the displacement operator involving these third-order ladder operators
onto an extremal state. Finally, we used some linearized ladder operators for applying the
corresponding displacement operator onto the extremal states in order to find new sets of CS.
We must remember that the Painleve´ IV Hamiltonian systems have two independent energy
ladders, one semi-infinite starting from E0 = 1/2, and one finite with k levels which starts from
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Figure 4: The modulus squared of the wavefunction associated to a coherent state |zknew〉 in
Hnew with z = 1.5e−4.93i and mean energy value −3.64945 for a Painleve´ IV Hamiltonian system
obtained with k = 4, 3 = −2.8, and ν3 = −0.9.
0, where k is the order of the SUSY transformation used to generate the potential. Thus, it
is quite natural that the system is described by two orthogonal subspaces: one generated by
the eigenstates associated to the energy levels of the harmonic oscillator, denoted as Hiso, and
another one generated by the eigenstates associated with the new levels, denoted as Hnew.
For the PIVCS which are eigenstates of the annihilation operator l−k , we were able to obtain
a suitable set of CS only in the subspace Hiso. For the PIVCS arising from the displacement
operator which involves l±k , we have found a suitable set only in the complementary subspace
Hnew. Finally, for the linearized PIVCS arising from the displacement operator which involves
the linearized ladder operators `±k we have found good sets of CS in both subspaces Hiso and
Hnew.
We must remark that the sets of CS which were found for the separated subspaces with
different definitions are also good ones. Finally, some physical and mathematical properties of
these families of coherent states were also studied.
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