Abstract-The classification of individual traffic participants is a complex task, especially for challenging scenarios with multiple road users or under bad weather conditions. Radar sensors provide an -with respect to well established camera systems -orthogonal way of measuring such scenes. In order to gain accurate classification results, 50 different features are extracted from the measurement data and tested on their performance. From these features a suitable subset is chosen and passed to random forest and long short-term memory (LSTM) classifiers to obtain class predictions for the radar input. Moreover, it is shown why data imbalance is an inherent problem in automotive radar classification when the dataset is not sufficiently large. To overcome this issue, classifier binarization is used among other techniques in order to better account for underrepresented classes. A new method to couple the resulting probabilities is proposed and compared to others with great success. Final results show substantial improvements when compared to ordinary multiclass classification.
I. INTRODUCTION
Autonomous transportation is one of the driving forces in current automotive research. One major topic is adherence to safety standards. Excellent environmental perception is mandatory for this task, hence the requirements for sensors and their processing algorithms are very high. Redundancy and orthogonality of sensor systems ensure safeguarding against failure, e.g. due to hardware defects or adverse measurement conditions. Typical sensors in this context comprise cameras, radar, lidar, sonar, and others and all perception systems come with some strong points and drawbacks. In order to make use of all the different advantages of the systems, the sensor outputs are fused. Sensor fusion can occur at different stages with different effects. Roughly speaking: low-level fusion can increase accuracy as fewer information is lost. On the other hand, high-level sensor fusion improves robustness against failure of single sensors as the processing is more independent.
This work is part of the latter approach, i.e., road user classification is solely based on radar data. The big advantages of radar are the following: first, radar is the only automotive sensor that can directly measure a highly accurate radial object (Doppler) velocity at high distances. In case of a chirp sequence radar, the velocity is obtained by evaluating the phase shift between consecutive frequency chirps for a particular range. This enables single shot estimation without tracking and micro-Doppler analysis as, e.g., in [1] and [2] . Second, the radar waves for automotive systems 1 Daimler AG, Wilhelm-Runge-Str. 11, 89081 Ulm, Germany nicolas.scheiner@daimler.com 2 
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Allee 73, 34121 Kassel, Germany bsick@uni-kassel.de usually operate at the frequency bands from 24−29 GHz or 76−81 GHz [3] . To a certain extend these frequency bands allow the waves to propagate through many obstacles that would limit the propagation of optical waves, thus making them appealing for rainy or foggy situations. The weak point of automotive radar is its low angular resolution. Due to this reason, objects at higher distances have to be discriminated in range or Doppler frequency.
Classifying automotive radar data is an upcoming research topic. Many of the most popular and best performing algorithms have their origin in the field of image recognition. One reason for this is that structures such as convolutional neural networks [4] allow for using domain knowledge about the input data in order to implement a network structure that finds important features by itself, thus omits the task of feature engineering. With increasing computational resources, deep learning architectures such as "AlexNet" [5] or "VGG" [6] became applicable. Unfortunately, these kinds of techniques all expect some kind of image like input.
In [7] and [8] it was shown how to use such methods for static radar data, i.e., non-moving objects such as buildings or parked cars. For dynamic data like moving road users a grid mapping procedure as in these works would require longer exposure times. Other publications such as [9] , [10] , or [11] use feature-based models for classification. Despite having promising results, they only consider simple dynamic situations such as the discrimination of pedestrians and static objects or vehicles. High-level autonomous driving requires understanding of complex scenes. To this end [12] examined the classification of several dynamic object classes using random forests and long short-term memory (LSTM) cells. Both approaches yield good performance, but the class results have a bias towards overproportionally represented classes in the training set.
The aim of this work is the overall improvement of classification results by extracting a variety of features from radar data and feeding appropriate subsets to the classifier. Therefore, features from several publications are combined and analyzed alongside some new variations. A feature selection algorithm is used to determine suitable subsets. Moreover, it is shown how the problems occurring from dataset-specific imbalance can be mitigated with different resampling approaches and multiclass binarization techniques such as one-vs-one (OVO) and one-vs-all (OVA). By utilizing these methods, more specialized models can be trained which achieve much better class recognition scores, mainly contributed by improvements made on minority classes. To this end a new way to couple the probabilities is proposed and compared to other existing methods.
The article is organized as follows: in Section II the data preprocessing is described and an overview over the existing dataset is given. The first part of Section III explains how features are extracted from the data at hand and how suiting subsets are selected; the second part deals with data resampling and multiclass binarization techniques. Section IV presents the results and Section V concludes the topic and gives prospects for future work.
II. DATA AQUISISTION
All data for this work was acquired with four radar sensors distributed to the lateral sides and front corners of a test vehicle. The sensors' specifications are shown in Tab. I. The first row represents the carrier frequency f and the operational bands for range (distance) r, azimuth angle φ, and radial (Doppler) velocity v r respectively. The second row gives the resolutions in time ∆t and for r, φ, and v r . 
A. Classification Processing Chain
The radar sensors deliver targets which are already resolved in range, angle, and radial Doppler velocity. An internal constant false alarm rate (CFAR) [13] detector returns only targets which exceed an adaptive amplitude threshold. Prior to all other processing steps, all sensor data is transformed in a common coordinate system and ego-motion compensation is applied to the Doppler velocities. The data is then clustered in space, time, and Doppler using a DBSCAN [14] algorithm. Due to the deteriorating angular resolution of the sensors towards the edges of their respective field of view, overlapping sensor regions are not treated differently than other areas. At this point, each object instance is described by a unique cluster id and passed to human experts for labeling. The labeling process also includes a manual cluster correction in order to ensure that all object targets are being considered. The uncorrected cluster and a version where 40 % of the targets are randomly dropped are also passed to the next processing stage for data augmentation. For feature extraction, all labeled cluster sequences are first sampled in time using a window of 150 ms. Then, features are extracted from each of the cluster samples. Finally, a classifier is presented with the resulting feature vectors and fits its model parameters accordingly. The simplified data pipeline is summarized in Fig. 1 . During testing, the same procedure is followed, except no data augmentation is done and labels are only presented to a subsequent result evaluation, i.e., after the classifier estimated the class membership. 
B. Dataset
The dataset examined for this work contains slightly over eleven million objects targets, which correspond to roughly one million non-augmented cluster samples of slightly over 3000 real-world objects. Object targets are all targets returned from the radar which are assigned a label in the labeling process. Hence, not every reflection seen by the radar is in the dataset, but only those which pass both the CFAR detector and the labeling process. This results in six classes: car, pedestrian, pedestrian group, bike, truck/bus, and garbage. The garbage class consists of wrongly detected and clustered measurement artifacts. An overview on the class distribution can be found in Fig. 2 . It is clearly visible that the class distributions of both graphs in Fig. 2 are uneven. In principle, the fairest way to compare the influence of each class would be to examine the measurement time per object class, which is reflected in the cluster sample distribution. Additionally, the mean measurement duration for each class should be equalized because consecutive measurements of the same object instance usually implicate high correlations between corresponding feature vectors. Despite the described way being advantageous for treating imbalances as seen by a classifier, there is also a drawback resulting from this method because the features evaluated on small sized objects have much higher variations among different occurrences. The cause of this is the big effect of small variations in the total amount of targets, obtained for objects like pedestrians or bikes within the time frame of one cluster sample. Few targets more or less can entirely change the values in a feature vector, when the total amount of targets is very small. This effect would be negligible for a sufficiently big dataset, but for the current size, aiming at a similar class distribution on target level would also be beneficial. This makes perfect balancing challenging. Acquiring more data is possible in general, but also very expensive and time-consuming. Hence, this article is focusing only on the already existing data.
III. METHODS
Among several classifiers, random forests [15] have proven to be very reliable and fast trainable classifiers for the problem at hand. Good results are achieved using a configuration with 50 trees, Gini impurity as measure for the split quality, a maximum of features considered for splitting (the square root of the total amount of features), and no maximum on the depth of the individual trees. Experiments with more trees were carried out prior to this work, but did not result in substantial improvements when applied to the maximum feature set. A first evaluation on multiclass classification techniques used only random forests to identify beneficial configurations. For a final comparison only a subset of promissing techniques identified by this first evaluations was used and also tested on long shortterm mermory (LSTM) classifiers [16] . The LSTM model is based on [12] , where good results were achieved on very similar data. The model comprises a simple layer of 80 LSTM cells followed by a softmax layer to estimate the class posterior probabilities at all time steps. As input sequence, feature vectors of eight consecutive time steps are gathered in a sliding window fashion. The usage of LSTMs yields further improvements, but the substantially longer training time limits the possibility to do expensive grid searches.
A. Feature Extraction
Feature extraction is an essential step for any classification task. As stated in the introduction, great success has been made with convolutional neural networks, which learn how to extract meaningful features as part of their training routine. The random forests and LSTMs used for this work, though, profit a lot from good features. Hence, this section summarizes feature extraction methods from several publications, presents some variants, and shows how the resulting feature collection can efficiently be trimmed to a compact feature set.
Without further processing, the radar sensors return values for range, angle, amplitude (considering a compensation for the free-space path loss), and radial velocity for each target. As mentioned earlier, all values are transformed to a common coordinate system before a clustering algorithm associates targets belonging to the same object instance. Features are then generated from samples of these clusters. Fig. 3 depicts a typical scene of a pedestrian and a car in a rural environment. The sparsity of targets compared to urban scenes allows for a good view on the two clusters representing the two objects.
A first feature set derived from each cluster sample extracts for each of the four basic measurement values: maximum, minimum, and mean value, the standard deviation and the spread between maximum and minimum within the cluster. In accordance with the work in [12] , the two eigenvalues of the covariance matrix of all the x and y coordinates in each sample and its total number of targets are computed, too. The number of targets and the angle spread are also evaluated in their range-compensated version, i.e., multiplied by the mean range in order to counteract the deterioration of target recognition at high distances. To further improve the classification, the ratio of stationary to moving targets is calculated.
In addition to the resulting feature set, this article includes several features concerning the shape and the distribution of clustered targets within a time frame as described in [17] . Experiments have been conducted for multiple features used there, in detail these include: computation of the convex hull of all targets on the x/y-plane with its area, perimeter, and target density. The isoperimetric quotient of the convex hull is used as measure of circularity, also the radius of the minimum fitting circle is calculated. Furthermore, the convex hull can easily be extended to a minimum bounding rectangle with again: area, perimeter, and target density. To better account for outliers in the cluster, the major and minor axes of a 95% confidence ellipse are included. Another interesting feature is a keypoint descriptor, cumulative binary occupancy (CBO), introduced in [17] which splits the area around the center of a cluster sample (originally the median target) in concentric bins as depicted in Fig. 4 . Each of the three bins consists of eight segments of which each is examined for binary occupancy, i.e., the segment is occupied by at least one target or not. Then, for each of the three bins the number of occupied segments is tallied up to three resulting CBO values. Moreover, the average distance of all targets to the line connecting the two most distant targets of the cluster sample and the linear correlation of x and y coordinates of all targets are evaluated. The mean average distance to the cluster center is used to indicate the compactness of a cluster sample. Geometric features calculated based on the target distribution measured from the car shown in Fig. 3 . Displayed are the convex hull, the minimum bounding rectangle, the 95% confidence ellipse and the CBO grid. In the CBO grid, the occupied sectors of each concentric bin are highlighted.
Besides the geometric features, [11] demonstrated the usefulness of range and velocity (Doppler) profile to discriminate between cars and pedestrians. The resulting rangeDoppler spread can be described as the ratio of range spread to Doppler spread. Similar to that measure, the linear correlation of range and velocity distribution can be calculated. For rotated objects the same procedure can be advantageous when spread and correlation are based on azimuth angle and Doppler. To be even less dependent on the rotation of an object, this article proposes a third variant which evaluates the target spread (and the linear correlation) in direction of minor and major axis of the confidence ellipse instead of range or angular spread.
To avoid overfitting to the so acquired feature set of 50 features in total, it is common to use only a subset of features which should contain no redundancies but still preserve important information. Feature selection is a computationally expensive task. An exhaustive search is only possible for small feature vectors as the problem is NPhard. For this work, a backward elimination algorithm was used to find suitable feature sets. Backward elimination is a wrapper method which trains several classifiers to recursively eliminate the feature that yields the best performing classifier after leaving it out [18] . The elimination is done in a greedy fashion, hence, once a feature is gone it will no longer be available in upcoming iterations of the algorithm. Backward elimination has a higher computational cost than the similar forward selection approach, which starts by training classifiers for all single features in a dataset and then adds one feature at a time. Despite the increased computational complexity backward selection was chosen because it is better equipped to preserve mutual information between different features.
B. Dataset Imbalance
As shown in the previous section, the data used for the task at hand suffers from imbalances in class distribution. More specifically, it only contains few single pedestrians, bikes, and trucks. The small amount of targets is often reflected in noticeably worse classification scores for minority classes. This article aims to tackle the imbalance problem by training more specialized binary classifiers and combining their results. Moreover, classifiers are combined with a variety of different re-sampling techniques which also aim to mitigate imbalance offsets in the data. Training multiple binary classifiers rather than a single one with more than two outputs was already successfully applied to imbalanced data in [19] . It allows for each classifier to specialize more on its individual task. At the same time, this provides a natural way to reduce some of the class imbalances. The challenging step is the combination of multiple classifier outputs to one meaningful result. Two of the most prominent binarization techniques are one-vs-all (OVA) and one-vs-one (OVO) classification [20] . OVA trains K instead of one classifier where K is the number of different classes in the dataset. Each classifier is fitted to separate one single class from the rest, hence the final decision for an object id id(x) is determined by the maximum probability p i,OVA (x) among all classifier results, where x is the feature vector of the investigated cluster:
OVO on the other hand trains K(K − 1)/2 classifiers, one for each class pair. Several techniques have been proposed to calculate a final result from the output probabilities p ij (x). Friedman et al. [21] introduced max-voting which decides for the class with the maximum votes among classifiers. In case of a tie, the class is randomly chosen:
(p) denotes the Heaviside step function. As elaborated in [22] , δ(p) can also take many other forms in order to perform pairwise coupling (PWC) of the probabilities. According to that work, the corresponding methods are referred to as PWC-x. PWC-1 is equal to max-voting in (2), PWC-2 and higher use the following δ(p):
As choosing randomly for a tie can occur frequently in a max-voting procedure, PWC-1 introduced a lot of uncertain decisions. This work uses an altered version which switches to PWC-2 in case of an impair. Two very sophisticated approaches introduce correction classifiers q ij (x) to minimize to the influence of a classifier that was not optimized for the object type under test, e.g. when the model trained for object ids 1 vs. 3 is presented with a sample with object id 2:
q ij (x) could be delivered by additional classifiers trained for samples of class i and j vs. the remaining ones. Similar but more efficiently, they can be the result of adding the corresponding probabilites of a seperately trained OVA classifier q ij (x) = p i,OVA (x) + p j,OVA (x) (PWC-OVA) [22] . All mentioned algorithms were tested, including an newly proposed version of PWC-OVA which applies the OVA correction not by q ij (x) as in (4), but rather after a preselection using PWC-2. This will be referred to as PWC-OVA2:
id(x) = arg max i∈{1,...,K}
Besides using different ensemble techniques for dealing with balance problems some more classical approaches were also examined, namely class weighting, undersampling, and oversampling. In contrast to binarization techniques, these methods are only applied at training time. Class weighting is used to accustom the influence of training samples inversly to their share in the total number of samples. Undersampling drops samples from the majority class(es) until an equilibrium is reached. Sample dropping can occur randomly or using fixed patterns, e.g. by removing potentialy noisy majority class samples close to the decision boundary (cf. Tomek links). Oversampling can either replicate existing data to balance the dataset or synthesize new data samples from existing ones using SMOTE, ADASYN, or variations from those algorithms. A summary of these techniques can be found in [23] . In the next section, results are compared for class weighting and all mentioned re-sampling techniques as they perform on their own or in combination with the different binarization approaches.
IV. RESULTS
The dataset used in this work contains strong imbalances among individual class occurrences. Since a final application for algorithms such as the ones presented here directly affects the safety of road users, all classes should have the same influence on an evaluation metric. Therefore, all classification scores are reported as macro-averaged F1-scores. The F1-score is defined as the harmonic mean of precision and recall, hence takes into account both false positives and false negatives. Macro-averaging solves the problem of imbalanced class distributions by first obtaining F1-scores for each individual class, then using the mean value of all K F1-scores (F 1 macro avg = 1 K K i=1 F 1 i ) as a final measure that is equally affected by all K classes.
A. Feature Extraction
Suitable feature subsets were selected following two steps: First, feature selection was used to calculate a feature ranking. Two rankings were computed using backward elimination separately for random forests and LSTMs. A normal multiclass model was used for the backward elimination algorithm. The data was split into 80 % training and 20 % test data and it was ensured that samples belonging to the same cluster id could never occur in both sets. For the complete ranking, backward elimination with 50 features already requires more than 1000 models to be trained, hence the 80/20 split was preferred over expensive crossvalidation. In general both rankings are very similar, hence only the LSTM case is discussed here. The corresponding feature ranking can be found in Tab. II. Among the top four ranked features according to backward elimination are the length of the major axis of the 95% confidence ellipse -which is essentially a nonlinear mapping of the highest eigenvalue of the covariance between x and y coordinates -, the maximum radial velocity and the ratio of stationary targets within the cluster. These results align well with the results in [12] , where those three features (eigenvalue instead of major ellipse axis) were found to be the three most important ones. The backward elimination used in this article, however, includes the amplitude mean value and spread at rank three and six, which indicates a much higher priority than in that publication. The big difference is most likely caused by the different methods used for feature ranking. Random forest feature ranking is well equipped for single feature importance evaluation, but wrapper methods such as backward elimination usually find better feature sets as they also take into account the effect of other features on the evaluated one. Besides those basic derivations of the four measurement values (range, angle, velocity, and amplitude), the top ten features also include the perimeter of the minimum bounding rectangle and the two new variants of the spatial velocity spread along the axes of the confidence ellipse. This and consecutive features in the ranking clearly indicate the benefit gained from spatial fits and Doppler distributions.
Second, 10-fold cross-validation was used to evaluate the classification performance of each data subset. The subsets lower eigenvalue of cov. of x and y start with the ten top ranked features and consecutively add the next best features, five at a time for a first preliminary search. After this coarse search a finer step size of just one feature was used to search for a final setting arround the best performing preliminary set. Results were averaged over all folds and the subset with the highest score was selected for each method. This process was repeated twice, once using normal multiclass models and the second time for the PWC-OVA method as this yielded the best results among all binarization techniques. These experiments show that the binarized classifier models are better equipped to make use of a larger number of features. A natural reason for this behavior would be the largely increased number of trees or LSTM cells which comprise a PWC or OVA model. Similar results could not be reproduced with an increased number of trees or cells and a multiclass classifier, though. The best subset for backward elimination and random forests consists of 22 features (F1: 88.40 %) in the multiclass and 31 for PWC-OVA (F1: 88.74 %). LSTM achieve their best backward elimination results using also 22 features (F1:
89.21 %) and 36 for PWC-OVA (F1: 90.24 %). Both results clearly demonstrate the advantage of the additional features when compared to the results in [12] , where 34 features lead to F1-scores of 87.1 % (random forest) and 88.4 % (LSTM) in the multiclass case.
B. Imbalance Treatments
To counteract balance issues in the dataset, all binarization techniques described in Section III were examined including the classical multiclass method. A grid search with random forests was used to test all combinations of multiclass classification methods and the mentioned re-sampling and weighting techniques. Results have been gathered using a 10x10-fold nested cross-validation. This was possible because many of the PWC techniques utilize the same binary classifiers, therefore all these models have to be trained only once per fold. Nested cross-validation is necessary in order to get unbiased results, i.e., if one part of the data is used to decide for the best among several classification techniques the same data should not be used as basis for a final performance score. Decision scores of methods with beneficial results during the random forest grid search can be found in Fig. 5 . Class weighting and oversampling with ADASYN are not displayed because these methods do not lead to improved classification scores. Overall, the evaluation of the random forest grid search shows that techniques involving one-vs-all classifiers, i.e., OVA, PWC-OVA, and PWC-OVA2, have similar high scores. Among the different PWC-x weighting techniques with no correcting classifiers PWC-2 gives the best result (except for the combination with no re-sampling), closely followed by PWC-3 and the adapted version of PWC-1. Most importantly, it is clearly visible that the overall score improves for all binarization techniques when compared to the normal multiclass case. Among the sample balancing methods, SMOTE and a SMOTE variant using undersampling with Tomek links removal performed consistently well for all multiclass methods. Also, some benefits can be seen for certain combinations with undersampling (random and using Tomek links) and random oversampling. Best results are obtained using PWC-OVA2 with SMOTE and Tomek link removal.
As LSTM training requires substantially more time, only 10-fold cross-validation with a subsequent 80/20 split on every fold was used in order to get independent test and validation sets. For LSTMs only class weighting and random under-and oversampling were tested since more specialized techniques such as synthetic sample design cannot be easily applied to time sequences and are beyond the scope of this work. A standard implementation of over-or undersampling leads to drastic classification score deterioration, hence those techniques were not incorporated in the final grid search. Utilizing a custom undersampling ratio that only drops samples down to a minimum of five times the smallest class size, it is possible to improve the F1-scores by roughly 0.2 percentage points for all PWC-x methods and even further when combined with class weighting. Even with this custom ratio, undersampling still leads to worse results for any technique involving OVA classifiers. As shown in Fig. 5 , the best LSTM performance for all binarization methods can be gained by applying class weighting. Best overall results are obtained in combination with PWC-OVA. In general, the potential of multiclass binarization is much more distinct for LSTM classifiers which usually improve the F1-score by more than 0.8 percentage points except for the combinations of OVA and undersampling.
The final scores on the test sets of selected methods can be found in Tab. III. The list contains the F1-scores for the optimal settings (displayed in bold font) separated for random forests and LSTMs. Each classifier is evaluated with is optimal feature set as identified in the previous subsection. For comparative purposes also the results obtained from plain multiclass classification and PWC-OVA2 are listed. The initial claim of this article was that using binarization techniques instead of the classical multiclass approach would help dealing with class imbalances, especially by improving the scores on minority classes. To this end, Fig. 6 depicts the confusion matrix for the results obtained from the best configuration found in this work, i.e., the LSTM using the class-weighted PWC-OVA method. To make the results comparable, the figure also shows the differences towards the multiclass LSTM approach. Fig. 6 . Confusion matrix for LSTM classifier using PWC-OVA with class weighting. Correct classifications are located along the main diagonal. The differences to normal multiclass LSTM classification is given in brackets.
As expected, the biggest improvements with PWC-OVA are achieved on two of the minority classes, bike and pedestrian, as indicated by Fig. 6 . But also for all other classes except the truck/bus class improvements are made along the main diagonal of the confusion matrix. The deterioration in truck recognition is probably observed because trucks and buses can in general look a lot like cars from a radar's perspective. This is caused by the fact, that often only the front or rear edges of a vehicle are captured by the sensors resulting in two smaller clusters. Without height information it is very hard to distinguish these objects. As a result, many of the binary classifiers that distinguish cars from any objects other than trucks do now give a strong indication towards the car class and the important car vs. truck/bus classifier may not have enough impact to steer the decision towards truck. This knowledge can in fact be used for a two stage classification algorithm that uses PWC-OVA in a first stage. When deciding for a car in the first stage, the classifier then uses the coupled probability p truck/bus,car (x) to switch the final output to truck when p truck/bus,car (x) > thr, where thr is a variable threshold level. Experiments with this setup show that the positive effects on the car class as depicted in Fig. 6 can actually be exchanged for the loss in truck/bus recognition, depending on the adjustment of thr. For thr = 0.75 the overall test result is an F1-score of 90.57 % which is slightly worse than for pure PWC-OVA, but in return a resulting truck accuracy of 85.95 % upholds the statement, that all minority class scores can be improved.
V. CONCLUSION
In this article, a motivation for the classification of traffic participants with automotive radar was given. The dataset used for the experiments was described and it was shown how the data can be structured and features can be extracted for a subsequent classification task. It was shown that geometric fits such as the minimum rectangular bounding box or micro-Doppler features such as range-Doppler spread are good additions to standard sensor output descriptors. The extracted feature sets were downsized, i.e., suitable feature subsets were evaluated and passed over to random forest and LSTM algorithms. As the data suffers from imbalance problems, classifier binarization was applied to enhance classification performance, especially for minority classes. This is further supported by class weighting and different over-and undersampling methods, which aim to restore data balance for the binary models at training time. With few exceptions on special combinations, final results showed a substantial improvement when using any of the binarization techniques. A in-depth test for statistical significance is planned for future works as well as a performance evaluation on a publicly available dataset, which unfortunately is not existent for automotive radar data at the moment. The random forests used in this article yielded their best results by applying the newly proposed PWC-OVA2 methods. Best overall results were obtained using a LSTM classifier with class weighting and ordinary PWC-OVA, hence pairwise coupling with correction classifiers obtained from an onevs-all training. The achieved results are highly competitive. Automotive radar classification of moving traffic participants is mostly focused on fewer object classes or achieves worse results on minority groups. The small amount of training samples still limits the classification potential when compared to classical image-based approaches. However, it is expected that sensor fusion can profit a lot from a radar system with the proposed processing. In future works it is planned to enhance current results using radar sensors with appropriate signal processing techniques that allow to increase the resolution in range, angle, Doppler, and time.
With an increasing number of detected radar targets, it is expected to get even better classification results. This is mainly motivated by the observation that spatially small objects such as pedestrians are often only reflected as one or two targets at a time step, which makes it very hard for these cases to calculate accurate features for those objects.
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