Tourism is a significant sector in Croatian economy, generating income and employment. Recent data show that contribution of tourism to GDP is almost 20%. Planning and forecasting is crucial for further development. Demand forecasting models are therefore essential input in developing a competitive tourism industry which enables sustainable growth. Tourism demand forecasting methods can be divided in qualitative and quantitative methods. Econometric models differ from time series in identifying the casual relationships between variables. Time series models mostly rely on Box and Jenkins autoregressive integrated moving average (ARIMA) or seasonal ARIMA (SARIMA) methodology. For the purpose of this paper we will focus on quantitative methods. Quantitative methods used for forecasting purposes are either time series models or econometric studies. In this paper tourism demand for Croatia has been modelled using Box and Jenkins seasonal ARIMA methodology. The Box-Jenkins methodology refers to a set of procedures for identifying and estimating time series models within the class of autoregressive integrated moving average (ARIMA) models. The data for tourist arrivals showed clear patterns of seasonality and an upward trend. After differentiation and seasonal adjustment, a model selection and diagnostic checking followed. The model selected was seasonal ARIMA (2,1,1) (0,1,1)12. The model fits the observed data well and shows no autocorrelation of the residuals.
INTRODUCTION
Tourism is a significant sector in Croatian economy, generating income and employment. Recent data show that contribution of tourism to GDP is almost 20%. Planning and forecasting is crucial for further development. Demand forecasting models are therefore essential input in developing a competitive tourism industry which enables sustainable growth. In this paper a forecasting model will be created for tourism demand in Croatia, using Box and Jenkins methodology. The model will enable more accurate forecasts of tourism demand which will lead to improvement in strategic planning.
Tourism demand forecasting methods can be divided in qualitative and quantitative methods. For the purpose of this paper we will focus on quantitative methods. Quantitative methods used for forecasting purposes are either time series models or econometric studies. The methodologies applied in both of these categories of models, will be further explored discussing their strengths and weaknesses. Econometric models differ from time series in identifying the casual relationships between variables. Time series models mostly rely on Box and Jenkins autoregressive integrated moving average (ARIMA) or seasonal ARIMA (SARIMA) methodology. Generalised Autoregressive Conditional Heteroscedastic (GARCH) models are also used as an extension of univariate time series analysis. Econometric models use explanatory variables such as tourist income, tourism prices in a destination relative to origin country, tourism prices of competing destinations and exchange rates to model and predict tourism demand. Some of the techniques applied are regression analysis based on ordinary least squares (OLS), error correction models (ECM), vector autoregressive models (VAR), time varying parameter (TVP), structural equation modelling (SEM), autoregressive distributed lagged model (ADLM) and the almost ideal demand system (AIDS). Other than above mentioned methods, recent developments include empirical applications of artificial intelligence (AI) such as artificial neural network method (ANN), the fuzzy time series method and genetic algorithms (GAs). This paper consists of five chapters. After introduction there is a short review of recent literature in the field of tourism demand forecasting. In the third chapter theoretical background of the forecasting methodology in this paper is described. Results of the tourism demand forecasting modelling are presented in the fourth chapter. The paper ends with a conclusion where the main results of the research are summarised.
LITERATURE REVIEW
Tourism demand forecasting is an area of interest for many researchers. In the table below there is only a fraction of papers in the subject that indicate versatility of research methods and applications. There are few examples of modelling tourism demand in Croatia but none of them using Box and Jenkins methodology for modelling total (both domestic and foreign tourist arrivals as a measure of demand) tourism demand. A thorough review of literature undertaken by Song and Li (2008) confirms the conclusion of earlier research that there is no evidence of one model consistently outperforming other models. Some recent developments in the field include the use of AI techniques and the use of forecast combination and forecast integration of quantitative and qualitative approaches which leads to improvement in forecast accuracy. Song et al. (2003) ADLM Hong Kong Sakhuja et al. (2016) GA Fuzzy Time Series Taiwan Singh (2013) SARIMA Bhutan Source: author
THEORETICAL BACKGROUND
In this paper tourism demand for Croatia will be modelled and forecasted using Box and Jenkins methodology. The Box-Jenkins methodology refers to a set of procedures for identifying and estimating time series models within the class of autoregressive integrated moving average (ARIMA) models. The Box-Jenkins method refers to the iterative application of the following three steps: 1. Identification. Using plots of the data, autocorrelations, partial autocorrelations, and other information, a class of simple ARIMA models is selected. This amounts to estimating appropriate values for p 1 , d 2 , and q 3 . 2. Estimation. The phis and thetas of the selected model are estimated using maximum likelihood techniques, backcasting, etc., as outlined in Box-Jenkins (1976) . 3. Diagnostic Checking. The fitted model is checked for inadequacies by considering the autocorrelations of the residual series. Monthly data on tourist arrivals, domestic and total, were used as a measure for tourism demand. The data showed a clear seasonal pattern so a seasonal ARIMA was used for modelling.
To deal with series containing seasonal fluctuations, Box-Jenkins recommend the following general model:
where d is the order of differencing, s is the number of seasons per year, and D is the order of seasonal differencing. The operator polynomials are
Box-Jenkins explain that the maximum value of d, D, p, q, P, and Q is two. Hence, these operator polynomials are usually simple expressions.
EMPIRICAL RESULTS
In this section the results of the empirical research will be presented. To find a forecasting model for Croatian tourism demand Box and Jenkins approach was used. The data used in this research are monthly tourist arrivals for period from January 2010 to September 2018 and are downloaded from the web site of Croatian Bureau of Statistics. The observed time period makes 105 observations which is considered to be a large sample for seasonal forecasting (Hyndman and Kostenko, 2007) . As we can see from figure 1. The data show a clear seasonal pattern with a growth trend. Also, we can detect a presence of heteroscedasticity in the data. Further modelling requires transformation of the data described above. To remove the growth trend and seasonality the data has been differenced. Also, a log transformation of the data has been made to remove the heteroscedasticity. After transformation the data (figure 2) appears to be stationary. To test the stationarity Augmented Dickey Fuller test has been applied (table 2). The results of the ADF test are shown in the table below. The null hypothesis is that transformed data have a unit root, which would imply that the data is nonstationary. With the probability of 0,0000 the null hypothesis is rejected leading to aa conclusion that the data are stationary. After achieving stationarity, the next step in the modelling process is to select a model. The model selection starts with the detail examination of autocorrelogram and partial autocorrelogram of the data. As we can see both ACF and PACF slowly decay after first few significant spikes which indicates a possible mixed model with both AR and MA processes present. Also we detect significant spikes around lag 12 in ACF implying seasonal MA process. Based on the initial analysis of ACF and PACF several models, following parsimony principle, have been estimated and evaluated. Finally, a model was selected based on the lowest Akaike information criterion. The selected model is seasonal ARIMA (2,1,1) (0,1,1)12 can be written in its general form as follows:
(1 -ϕ2B)(1 -B)(1 -B 12 )Yt = (1 -θ1B)( 1 -Θ 1B 12 )εt (1) where, Yt represents tourist arrivals, B is the backshift operator, and εt is white noise.
Estimation results of the model (1) are shown in the table 3. The estimated seasonal ARIMA model can be written as follows:
(1 -0,3812532B)(1 -B)(1 -B 12 )Yt = (1 +0,9286241B)( 1 + 0,593661 1B 12 )εt
(2)
All the estimated coefficients are significant and R 2 is 0,76 which indicates that the model fits the data well. Further analysis of the estimated model requires diagnostic checking of the residuals. The ACF and PACF figure below shows no indication of autocorrelation in the residuals. 
CONCLUSION
Tourism is an important sector of Croatian economy, generating fifth of its GDP. For the purpose of tourism development, it is very important to have quality research in the field as an input for strategic planning. One of the most fundamental need for further development of tourism is demand forecasting. This paper aimed to give its contribution to answering that specific need. Tourism demand forecasting methods can be divided in qualitative and quantitative methods. Quantitative methods used for forecasting purposes are either time series models or econometric studies. In this paper tourism demand for Croatia has been modelled using Box and Jenkins seasonal ARIMA methodology. The Box-Jenkins methodology refers to a set of procedures for identifying and estimating time series models within the class of autoregressive integrated moving average (ARIMA) models. The data for tourist arrivals showed clear patterns of seasonality and an upward trend. After differentiation and seasonal adjustment, a model selection and diagnostic checking followed. The model selected was seasonal ARIMA (2,1,1) (0,1,1)12. The model fits the observed data well and shows no autocorrelation of the residuals. The value of the model developed in this paper is in its practical implications for tourism demand forecasting. The information provided from econometric models can be of great value for decision makers such as local government, tourist boards, tourism ministry and tourism companies. Future research should aim in developing models using other methodologies mentioned in this paper. Comparative analysis of their performance is also recommended.
