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CCNP: son las siglas de Cisco Certified Networking Professional. Es decir, un 
certificado de networking y telecomunicaciones. Lo que ofrece y avala es un dominio 
mayor sobre el sector y sus conocimientos, así como la materia.  
CISCO: Cisco Systems es una empresa global con sede en San José, California, 
Estados Unidos, principalmente dedicada a la fabricación, venta, mantenimiento y 
consultoría de equipos de telecomunicaciones. Cisco Systems tiene productos para 
routing (redes), seguridad, colaboración (telefonía IP y sistemas de videoconferencia), 
data center, cloud y movilidad (wireless). 
RED:   una   red   de   computadoras,   también   llamada   red   de   ordenadores,   red   
de comunicaciones de datos o red informática, es un conjunto de equipos nodos y 
software conectados entre sí por medio de dispositivos físicos o inalámbricos que 
envían y reciben impulsos  eléctricos,  ondas  electromagnéticas  o  cualquier  otro  
medio  para  el  transporte de datos, con la finalidad de compartir información.  
Router: enrutador (del inglés router) o encaminador es un dispositivo que permite 
interconectar computadoras que funcionan en el marco de una red. Su función: se 
encarga de establecer la ruta que destinará a cada paquete de datos dentro de una red 
informática. 
SWITCH: los switches se utilizan para conectar varios dispositivos a través de la misma 
red  dentro  de  un  edificio  u  oficina.  Por  ejemplo,  un  switch  puede  conectar  varias 
computadoras,  impresoras  y  servidores,  creando  una  red  de  recursos  
compartidos.  El switch  actuaría  de  controlador,  permitiendo  a  los  diferentes  
dispositivos  compartir información y comunicarse entre sí. 
VLAN: método para crear redes lógicas independientes dentro de una misma red física. 
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VTP:  son  las  siglas  de  VLAN  Trunking  Protocol,  un  protocolo  de  mensajes  de  
nivel  2 usado  para  configurar  y  administrar  VLANs  en  equipos  Cisco.  Permite 
centralizar  y simplificar la administración en un dominio de VLANs, pudiendo crear, 
borrar y renombrar las  mismas,  reduciendo  así  la  necesidad  de  configurar  la  
misma  VLAN  en  todos  los nodos. 
PROTOCOLO:  es un  sistema  de  reglas  que  permiten  que  dos  o  más  entidades  
de  un sistema  de  comunicación  se  comuniquen  entre  ellas  para  transmitir  
información  por medio de cualquier tipo de variación  de una magnitud física. Se trata 
de las reglas o el estándar que define la sintaxis, semántica y sincronización de la 


















ESCENARIO 1  
 
Teniendo en la cuenta la siguiente imagen: 
Figura  1 Topología de red escenario 1 
 
Fuente: tomado  de Prueba de habilidades Ccnp 2020, Cisco Academy 
 
1. Aplique las configuraciones iniciales y los protocolos de enrutamiento para los routers 
R1, R2, R3, R4 y R5 según el diagrama. No asigne passwords en los routers.  
Configurar las interfaces con las direcciones que se muestran en la topología de red.   
2. Cree cuatro nuevas interfaces de Loopback en R1 utilizando la asignación de 
direcciones 10.1.0.0/22 y configure esas interfaces para participar en el área 5 de 
OSPF.   
3. Cree cuatro nuevas interfaces de Loopback en R5 utilizando la asignación de 
direcciones 172.5.0.0/22 y configure esas interfaces para participar en el Sistema 
Autónomo EIGRP 15.  
4. Analice la tabla de enrutamiento de R3 y verifique que R3 está aprendiendo las 
nuevas interfaces de Loopback mediante el comando show ip route.  
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5. Configure R3 para redistribuir las rutas EIGRP en OSPF usando el costo de 50000 y 
luego redistribuya las rutas OSPF en EIGRP usando un ancho de banda T1 y 20,000 
microsegundos de retardo.  
6. Verifique en R1 y R5 que las rutas del sistema autónomo opuesto existen en su tabla 
de enrutamiento mediante el comando show ip route. 
 
1. Aplique las configuraciones iniciales y los protocolos de enrutamiento para los 
routers R1, R2, R3, R4 y R5 según el diagrama. No asigne passwords en los 
routers.  Configurar las interfaces con las direcciones que se muestran en la 




R1(config-if)#ip address 10.113.12.1 255.255.255.0 
R1(config-if)#no shutdown 
R1(config-if)#exit 
R1(config)#router ospf 1 
R1(config-router)#network 10.113.12.0 0.0.0.255 area 5 
R2 
R2(config)#interfaces0/0/0 
R2(config-if)#ip address 10.113.12.2 255.255.255.0 
R2(config-if)#no shutdown 
R2(config-if)#interfaces0/0/1 
R2(config-if)#ip address 10.113.13.1 255.255.255.0 
R2(config-if)#no shutdown 
R2(config-if)#exit 
R2(config)#router ospf 1 
R2(config-router)#network 10.113.12.0 0.0.0.255 area 5 
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R3(config-if)#ip address 10.113.13.2 255.255.255.0 
R3(config-if)#no shutdown 
R3(config-if)#int s0/0/0 
R3(config-if)#ip address 172.19.34.1 255.255.255.0 
R3(config-if)#no shutdown 
R3(config-if)#exit 
R3(config)#router ospf 1 
R3(config-router)#network 10.113.13.0 0.0.0.255 area 5 
R3(config-router)#exit 
R3(config)#router eigrp 15 
R3(config-router)#network 172.19.34.0 0.0.0.255  
R4 
R4(config)#interfaces0/0/0 
R4(config-if)#ip address 172.19.34.2 255.255.255.0 
R4(config-if)#no shutdown 
R4(config-if)#interfaces0/0/1 
R4(config-if)#ip address 172.19.45.1 255.255.255.0 
R4(config-if)#no shutdown 
R4(config-if)#exit 
R4(config)#router eigrp 15 
R4(config-router)#network 172.19.34.0 0.0.0.255 




R5(config-if)#ip address 172.19.45.2 255.255.255.0 
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R5(config-if)#no shutdown  
R5(config-if)#exit  
R5(config)#router eigrp 15 
R5(config-router)#network 172.19.45.0 0.0.0.255 
2.Cree cuatro nuevas interfaces de Loopback en R1 utilizando la asignación de 
direcciones 10.1.0.0/22 y configure esas interfaces para participar en el área 5 de 
OSPF. 
R1 
R1(config)#interface loopback 0 
R1(config-if)#ip address 10.1.0.1 255.255.252.0 
R1(config-if)#interface loopback 1 
R1(config-if)#ip address 10.1.4.1 255.255.252.0 
R1(config-if)#interface loopback 2 
R1(config-if)#ip address 10.1.8.1 255.255.252.0 
R1(config-if)#interface loopback 3 
R1(config-if)#ip address 10.1.12.1 255.255.252.0 
R1(config-if)#exit 
R1(config)#router ospf 1 
R1(config)# network 10.1.0.0 0.0.3.255 area 5 
R1(config)# network 10.1.4.0 0.0.3.255 area 5 
R1(config)#network 10.1.8.0 0.0.3.255 area 5 
R1(config)#network 10.1.12.0 0.0.3.255 area 5 
3. Cree cuatro nuevas interfaces de  Loopback en  R5 utilizando  la asignación de 
direcciones 172.5.0.0/22 y configure esas interfaces para participar en el Sistema 
Autónomo EIGRP 15. 
R5 
R5(config)#interface loopback 0 
R5(config-if)#ip address 172.5.0.1 255.255.252.0 
R5(config-if)#interface loopback 1 
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R5(config-if)#ip address 172.5.4.1 255.255.252.0 
R5(config-if)#interface loopback 2 
R5(config-if)#ip address 172.5.8.1 255.255.252.0 
R5(config-if)#interface loopback 3 
R5(config-if)#ip address 172.5.12.1 255.255.252.0 
R5(config-if)#exit 
R5(config)#router eigrp 15 
R5(config-router)#network 172.5.0.0 0.0.3.255 
R5(config-router)#network 172.5.4.0 0.0.3.255 
R5(config-router)#network 172.5.8.0 0.0.3.255 
R5(config-router)#network 172.5.12.0 0.0.3.255 
R5(config)#exit 
 
Analice la tabla de enrutamiento de R3 y verifique que R3 está aprendiendo las nuevas 
interfaces de Loopback mediante el comando show ip route.  
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Figura  2 interfaces de Loopback R3 
 
Las redes loopback están aprendidas y se representan por las letras O de ospf y D en 
eigrp 
Configure R3 para redistribuir las rutas EIGRP en OSPF usando el costo de 50000 y 
luego redistribuya las rutas OSPF en EIGRP usando un ancho de banda T1 y 20,000 
microsegundos de retardo. 
R3(config)#router ospf 1  




R3(config)#router eigrp 15 
R3(config-router)#redistribute ospf 1 metric 1544 20000 255 1 1500 
R3(config)#exit  
Verifique en R1 y R5 que las rutas del sistema autónomo opuesto existen en su tabla de 
enrutamiento mediante el comando show ip route. 
 R1 











Figura  4 show ip route R5 
 
Figura  5 topología del escenario 1 
 





Figura  6 Topología Escenario 2 
 
Fuente: tomado  de Prueba de habilidades Ccnp 2020, Cisco Academy 
Parte 1: Configurar la red de acuerdo con las especificaciones. 
a .  Apagar todas las interfaces en cada switch.  
DLS1: 
DLS1#conf t 

















ALS2(config)#int range fa0/1-24 
ALS2(config-if-range)#shut 
ALS2(config-if-range)#exit 













           c. Configurar los puertos troncales y Port-channels tal como se muestra en el diagrama. 
1. La conexión entre DLS1 y DLS2 será un EtherChannel capa-3 utilizando LACP. Para 
DLS1 se utilizará la dirección IP 10.12.12.1/30 y para DLS2 utilizará 10.12.12.2/30. 
2. b.  Los Port-channels en las interfaces fa0/7 y fa0/8 utilizarán LACP.  
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3. c.  Los Port-channels en las interfaces fa0/9 y fa0/10 utilizará PAgP. 
4. Todos los puertos troncales serán asignados a la VLAN 500 como la 
a. VLAN nativa. 
Configuramos una Vlan de administración para DLS1 y DLS2:  
DLS1(config)#interface vlan 99 
DLS1(config-if)#ip address 10.12.12.1 255.255.255.252 
DLS1(config-if)#no shut 
DLS2(config)#interface vlan 99 
DLS2(config-if)#ip address 10.12.12.2 255.255.255.252 
DLS2(config-if)#no shut 
 
Configuramos los puertos troncales: 
DLS1: 
DLS1(config)#interface range fa0/7-12 
DLS1(config-if-range)#switchport trunk native vlan 500 





DLS2(config)#interface range fa0/7-12 
DLS2(config-if-range)#switchport trunk native vlan 500 








ALS1(config)#interface range fa0/7-12 
ALS1(config-if-range)#switchport trunk native vlan 500 





ALS2(config)#interface range fa0/7-12 
ALS2(config-if-range)#switchport trunk native vlan 500 




Configuramos la conexión entre DLS1 y DLS2 para usar EtherChannel con LACP: 
El primer paso es desactivar las interfaces en ambos switch para que Misconfig Guard 
no las coloque en estado error disabled. 
DLS1: 
DLS1(config)# interface range fa0/11-12 
DLS1(config-if-range)# shutdown 
DLS1(config-if-range)# channel-group 2 mode active 
DLS1(config-if-range)# no shutdown 
DLS2: 
DLS2(config)# interface range fa0/11-12 
DLS2(config-if-range)# shutdown 
DLS2(config-if-range)# channel-group 2 mode active 
DLS2(config-if-range)# no shutdown 
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Configuramos Port-channel para la conexión entre DLS1 y ALS1 con LACP: DLS1: 
DLS1(config)# interface range fa0/7-8 
DLS1(config-if-range)# shutdown 
DLS1(config-if-range)# channel-group 1 mode active 
DLS1(config-if-range)# no shutdown 
ALS1: 
ALS1(config)# interface range fa0/7-8 
ALS1(config-if-range)# shutdown 
ALS1(config-if-range)# channel-group 1 mode active 
ALS1(config-if-range)# no shutdown 
Configuramos Port-channel para la conexión entre DLS1 y ALS2 con LACP: DLS2: 
DLS2(config)# interface range fa0/7-8 
DLS2(config-if-range)# shutdown 
DLS2(config-if-range)# channel-group 3 mode active 
DLS2(config-if-range)# no shutdown 
ALS2: 
ALS2(config)# interface range fa0/7-8 
ALS2(config-if-range)# shutdown 
ALS2(config-if-range)# channel-group 3 mode active 
ALS2(config-if-range)# no shutdown 
Configuramos Port-channel para la conexión entre DLS1 y ALS2 con PAgP: DLS1: 
DLS1(config)# interface range fa0/9-10 
DLS1(config-if-range)# shutdown 
DLS1(config-if-range)# channel-group 4 mode desirable 
DLS1(config-if-range)# no shutdown 
ALS2: 




ALS2(config-if-range)# channel-group 4 mode desirable 
ALS2(config-if-range)# no shutdown 
Configuramos Port-channel para la conexión entre DLS2 y ALS1 con PAgP: DLS2: 
DLS2(config)# interface range fa0/9-10 
DLS2(config-if-range)# shutdown 
DLS2(config-if-range)# channel-group 5 mode desirable 
DLS2(config-if-range)# no shutdown 
ALS1: 
ALS1(config)# interface range fa0/9-10 
ALS1(config-if-range)# shutdown 
ALS1(config-if-range)# channel-group 5 mode desirable 
ALS1(config-if-range)# no shutdown 
d. Configurar DLS1, ALS1, y ALS2 para utilizar VTP versión 3. 
1. Utilizar el nombre de dominio CISCO con la contraseña ccnp321 
2. Configurar DLS1 como servidor principal para las VLAN. 
3. Configurar ALS1 y ALS2 como clientes VTP. 
DLS1: 
DLS1(config)# vtp domain CISCO 
DLS1(config)# vtp version 2 
DLS1(config)# vtp mode server 
DLS1(config)# vtp password ccnp321 
ALS1: 
ALS1(config)# vtp domain CISCO 
ALS1(config)# vtp version 2 
ALS1(config)# vtp mode client 






ALS2(config)# vtp domain CISCO 
ALS2(config)# vtp version 2 
ALS2(config)# vtp mode client 
ALS2(config)# vtp password ccnp321 
ALS2(config)# end 
 
e .  Configurar en el servidor principal las siguientes VLAN: 
Tabla 1 VLAN a configurar 
Numero de vlan Nombre de Vlan Numero de Vlan Nombre de Vlan 
500 NATIVA 434 PROVEEDORES 
12 ADMON 123 SEGUROS 
234 CLIENTES 1010 VENTAS 
1111 MULTIMEDIA 3456 PERSONAL 
 
DLS1(config)# vlan 99 
DLS1(config-vlan)# name MANAGMENT 
DLS1(config-vlan)# vlan 500 
DLS1(config-vlan)# name NATIVA 
DLS1(config-vlan)# vlan 12 
DLS1(config-vlan)# name ADMON 
DLS1(config-vlan)# vlan 234 
DLS1(config-vlan)# name CLIENTES 
DLS1(config-vlan)# vlan 111 
DLS1(config-vlan)# name MULTIMEDIA 
DLS1(config-vlan)# vlan 434 
DLS1(config-vlan)# name PROVEEDORES  
DLS1(config-vlan)# vlan 123 
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DLS1(config-vlan)# name SEGUROS 
DLS1(config-vlan)# vlan 101 
DLS1(config-vlan)# name VENTAS 
DLS1(config-vlan)# vlan 345 
DLS1(config-vlan)# name PERSONAL 
DLS1(config-vlan)# exit 
 
f. En DLS1, suspender la VLAN 434. 
El comando de  
DLS1(config-vlan)# no vlan 434 
 
g. Configurar DLS2 en modo VTP transparente VTP utilizando VTP version 2, y 
configurar en DLS2 las mismas VLAN que en DLS1. 
 
Habilitamos VTP v2 en modo transparente en DLS2: DLS2#conf t 
DLS2(config)#vtp version 2 
DLS2(config)#vtp mode transparent 
Setting device to VTP Transparent mode for VLANS. 
DLS2(config)# 
Configuramos todas las vlan en DLS2:  
DLS2(config)# vlan 99 
DLS2(config-vlan)# name MANAGMENT 
DLS2(config-vlan)# vlan 500 
DLS2(config-vlan)# name NATIVA 
DLS2(config-vlan)# vlan 12 
DLS2(config-vlan)# name ADMON 
DLS2(config-vlan)# vlan 234 
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DLS2(config-vlan)# name CLIENTES 
DLS2(config-vlan)# vlan 111 
DLS2(config-vlan)# name MULTIMEDIA 
DLS2(config-vlan)# vlan 434 
DLS2(config-vlan)# name PROVEEDORES  
DLS2(config-vlan)# vlan 123 
DLS2(config-vlan)# name SEGUROS 
DLS2(config-vlan)# vlan 101 
DLS2(config-vlan)# name VENTAS 
DLS2(config-vlan)# vlan 345 
DLS2(config-vlan)# name PERSONAL 
 
h. Suspender VLAN 434 en DLS2.  
DLS2(config-vlan)# no vlan 434 
 
i. En DLS2, crear VLAN 567 con el nombre de PRODUCCION. La VLAN de 
PRODUCCION no podrá estar disponible en cualquier otro Switch de la red. 
 
La vlan se borra ya que packet tracer no admite el comando de dejar la vlan como no 
disponible 
DLS2(config-vlan)# vlan 567 
DLS2(config-vlan)# name PRODUCCION 
DLS2(config-vlan)# exit 
 
j. Configurar DLS1 como Spanning tree root para las VLAN 1, 12, 434, 500, 1010, 1111 





DLS1(config)# spanning-tree vlan 1,12,434,500,1010,111,345 root primary 
DLS1(config)# spanning-tree vlan 123,234 root secondary 
 
k. Configurar DLS2 como Spanning tree root para las VLAN 123 y 234 y como una raíz 
secundaria para las VLAN 12, 434, 500, 1010, 1111 y 3456. 
 
DLS2#conf t 
DLS2(config)# spanning-tree vlan 123,234 root primary 
DLS2(config)# spanning-tree vlan 1,12,434,500,1010,111,345 root secundary 
 
l. Configurar todos los puertos como troncales de tal forma que solamente las VLAN 
que se han creado se les permitirá circular a través de éstos puertos. 
 
Configuramos los demás puertos de los cuatro switches en modo troncal para permitir 
el paso en cada uno de las VLAN. 
 
DLS1: 
DLS1(config)#interface range fa0/1-6, fa0/13-24 
DLS1(config-if-range)#switchport trunk native vlan 500 




DLS2(config)#interface range fa0/1-6, fa0/13-24 
DLS2(config-if-range)#switchport trunk native vlan 500 
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ALS1(config)#interface range fa0/1-6, fa0/13-24 
ALS1(config-if-range)#switchport trunk native vlan 500 
ALS1(config-if-range)#switchport mode trunk 
ALS1(config-if-range)#no shut 
ALS2: 
ALS2(config)#interface range fa0/1-6, fa0/13-24 
ALS2(config-if-range)#switchport trunk native vlan 500 
ALS2(config-if-range)#switchport mode trunk 
ALS2(config-if-range)#no shut 
 
m. Configurar las siguientes interfaces como puertos de acceso, asignados a las VLAN 
de la siguiente manera: 
 
Tabla 2 Asignamiento de interfaces a VLAN 
Interfaz DLS1 DLS2 ALS1 ALS2 
Interfaz Fa0/6 3456 12.1010 123,1010 234 
Interfaz Fa0/15 1111 1111 1111 1111 
Interfaces Fo/16-
18 
 567   
 




DLS1(config-if)#switchport mode access 
DLS1(config-if)#switchport access vlan 345 
DLS1(config-if)#exit 
DLS1(config)#int fa0/15 
DLS1(config-if)#switchport mode access 





DLS2(config)# int fa0/6 
DLS2(config-if)#switchport mode access 
DLS2(config-if)#switchport access vlan 12 
DLS2(config-if)#switchport access vlan 101 
DLS2(config-if)#exit 
DLS2(config)#int fa0/15 
DLS2(config-if)#switchport mode access 
DLS2(config-if)#switchport access vlan 111 
DLS2(config-if)#exit 
DLS2(config)#int range fa0/16-18 
DLS2(config-if)#switchport mode access 




ALS1(config)# int fa0/6 
ALS1(config-if)#switchport mode access 
ALS1(config-if)#switchport access vlan 123 





ALS1(config-if)#switchport mode access 





ALS2(config)# int fa0/6 
ALS2(config-if)#switchport mode access 
ALS2(config-if)#switchport access vlan 234 
ALS2(config-if)#exit 
ALS2(config)#int fa0/15 
ALS2(config-if)#switchport mode access 
ALS2(config-if)#switchport access vlan 111 
ALS2(config-if)#exit 
 
Parte 2: conectividad de red de prueba y las opciones configuradas. 
a. Verificar la existencia de las VLAN correctas en todos los switches y la asignación de 














































Figura  13 Verificando existencia de VLAN en ALS2 
 
 






























Verificar la configuración de Spanning tree entre DLS1 o DLS2 para cada VLAN. 
 
DLS1 













Figura  18 Spanning-tree  Vlan 500 
 
 





Figura  20 Spanning-tree  Vlan 111 
 
 





Figura  22 Spanning-tree  Vlan  123 
 
 




Figura  24 Spanning-tree  Vlan 345 
 
 
Figura  25 topología del escenario 2 
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