Brain tumor is an abnormal growth of cells in the brain . Magnetic resonance imaging ( MRI ) is an advanced diagnostic tools that enable us to visualize anatomical details more clearly so superior in detecting abnormalities in the soft tissues of the brain . On this study , a data classification system built Magnetic resonance imaging ( MRI ) of the brain by using energy coefficients and neural network . On the results of brain MRI performed three stages of the process , namely feature extraction , feature reduction , and classification . Results in the form of feature extraction vector detail coefficients horizontal , vertical , diagonal and vector approximation of wavelet decomposition of each level . Feature is the result of the reduction of energy in the form of vector approximation coefficients of each wavelet decomposition level . In the process of neural network classification method is used to classify the types of normal brain disease , Alzheimer's disease , glioma and carcinoma . Percentage success rate of recognition obtained brain MRI features by 95 % by using 10 energy coefficient , learning rate of 0.4, the activation function is a function logsig the hidden layer and the output layer and the process stops at the epoch to 515 .
Introduction
Brain tumor is an abnormal growth of cells in the brain. Brain tumor composed of primary and secondary. Primary brain tumors originate from the brain, whereas secondary tumors are the result of spread (metastasis) of cancer in other parts of the body, such as breast cancer, lung cancer and melanoma. Percentage of brain tumors is 7-9% of all cancers. Approximately 20% -40% of brain tumors due to abnormalities in the body and can strike at any age [1] .
Magnetic resonance imaging (MRI) is considered the most medical images can be used for the delineation of soft tissue [2] . MRI can help doctors to diagnose the disease as it provides important information about the anatomy, function, perfusion, and viability of the myocardium [3] . The problem that often occurs in the use of classification techniques are disease diagnosis, image recognition, and credit evaluation [4] . The use of technology which uses the concept of classification for the medical decision support is now widespread in many areas, such as cancer research, heart disease, and eye disease, and others [5] .
Neural network is a technology that is based on such biological neural networks in humans so it can work like / like a human brain. One method is the back propagation neural network [6] . Beside that also the back propagation learning can minimize the error between the output with the actual output [7] . There are some studies that are used to build the digital classification, namely neural networks, data mining and decision tree. Classification of brain tumors using MRI brain images can be performed by using neural networks and support vector machine [8] . In addition, it can also be done by using unsupervised neural networks such as self-organization map (SOM) [8] and fuzzy c-means [9] .
Wavelet transform is an effective method for feature extraction , as wavelet transform can analyze images at various resolutions. Wavelet transform can be used for extracting the MRI data [2] . Wavelet transformation requires large storage and computing more expensive [10] . Therefore , alternative methods are needed for the reduction of dimensions such as Principal Component Analysis (PCA) and energy coefficients of wavelet decomposition . In the PCA dimension reduction of data is too large for the input feature space transformed into a lower feature space so that it can lead to important features that can be lost [11] . As for the energy coefficients of the wavelet decomposition, can be used to reduce the dimension and improve the performance of classification [12] . Tier classification system for diagnosis of breast cancer achieve the best performance based on features used [12] . These features are used as high-frequency detail information obtained from wavelet decomposition . Based on the description above, this research will use the energy coefficients of wavelet transform for dimension reduction on MRI data and use neural network to MRI data. Merging the two methods are expected to be used as an initial diagnosis of brain tumor disease.
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Neural Network
In the neural network, the neurons are arranged in layers. Neurons located in the same layer, usually have the same relationship to each other. Arrangement of neurons in the layer and their relations are called network architecture. Neural networks can be classified into two types, namely single layer and multilayer.
Back propagation training method consists of three steps, namely feed forward (feed forward), error propagation (propagation of error), and renewal (update) the weights and biases [13] . Undertaken at each step, the neurons activated by using the binary sigmoid activation function. The activation function used in the process of input to hidden and hidden to output.
When feed-forward (feed forward), each input unit (Xi) will receive the input signal and the signal will propagate at each hidden unit (Zj). Each hidden unit will then calculate and send the activation signal (zj) for each unit of output. Then, each output unit (Yk) will also calculate activation (yk) to generate the response to a given input networks [13] .
When the training process (training), each output compare unit activation (yk) with a target value to determine the error. Based on the error, calculated δ k factor. δ k factor used to distribute the output error and return to the previous layer. In the same way, δ j factor is also calculated on the hidden unit Zj. δk factor used to update the weights between the hidden layer and the input layer. After all factors δ determined, the weights for all layers simultaneously updated. Renewal weight wjk (from unit to unit output Zj hidden Yk) conducted by δk factor and activation zj of hidden unit Zj. Meanwhile, renewal weight vi (from input unit Xi to hidden unit j Z) is based on factors δj, and xi activation, of the input [13] .
The Design of The Classification system of Brain Images
In this study, there are three steps, namely feature extraction, feature reduction and classification. The first step is feature extraction. This step aims to take on the features of the MRI brain image is a vector approximation at every level wavelet decomposition. The second step is the reduction feature. The second step aims to reduce the features obtained in the first step. This process uses the energy coefficient of vector approximation. The last step is to classify brain MRI image. Stages to be carried out in this study can be seen in the block diagram of the system in Figure 1 . The data used in this study were taken from the Harvard Medical School website (http://www.med.harvard.edu/AANLIB/home.html). The data contained 60 images, which consists of a total of 12 normal and 48 abnormal images. Abnormal category is divided into 4 parts, namely normal, glioma, carcinoma, and Alzheimer's. 
Result And Discussion
Stages in this study, namely: reading image files, feature extraction, feature reduction, and in classification.
Reading Image File
Brain MR image data files that will be used for the diagnosis of brain tumors have the same size and type gif. In this study, the size of the image used is 256 x 256 pixels.
Feature Extraction
The feature extraction process aims to take on the features of MRI Brain Images in the form of vector approximation at every level of wavelet decomposition . Results in the form of vector feature extraction approximation measuring 32 x 32 . Feature extraction consists of four stages as follows : 1. Image decomposition using wavelet transformation
The first stage , wavelet decomposition process is carried out . Wavelet type that will be used are Haar to level 3 . Output vector wavelet decomposition is a matrix decomposition of C and S [C , S] . Vector decomposition consists of three vectors detail coefficients, horizontal detail coefficient vector H, vector vertical detail coefficients and diagonal detail coefficients vector, and the vector line approximation. (Sayed el al , 2010). 
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Feature Reduction
The resulting image has a large size and high yield rate coefficients then the last stage is to reduce the number of features by adding up the value of the energy that has been defined previously (Rafayah et al, 2005) . In this study tried 2 approaches, 100, quantifies the energy value per feature and adding the 10 energy values per feature. Feature reduction results by using 100 energy value per feature vector with size is 1 x 103. Feature reduction results by using 10 energy values per feature vector with size is 1 x 513.
Classification
Input data used in the classification process are as follows:
a. 100 energy per feature has as many as 52 input neurons b. 10 energy per feature has as many as 513 input neurons In the classification process, there are several experiments performed for 100 energy and 10 energy per feature per feature. Trials were conducted as follows: 1. Test the influence of the constant learning rate and number of hidden layer.
Test the effect of learning rate constants do to get the value of learning rate and the optimal number of hidden layer so that it can recognize the features well. The value of learning rate used was 0.4, 0:04, and used 1. Number of hidden layer is 26, 52, and 78. Results of testing the accuracy of the 2 kinds of energy coefficients can be seen in Figure 6 , the results obtained from epoch 2 kinds of energy coefficients can be seen in Figure 4 .7, and the results of the number of hidden layer of 2 kinds of energy coefficients can be seen in Figure 4 .8. Based on Figure 6 , Figure 4 .7 and Figure 4 .8, it is seen that the optimal accuracy results when the learning rate 0.4. 100 percent accuracy for the energy coefficient obtained for 95% and stop at the epoch to 3312. Whereas 10 percent accuracy for the energy coefficient obtained for 95% and stop at the epoch to 515. Differences in the use of both energy coefficient is located at the speed of getting optimal results. The cessation of 10 energy epoch coefficient is smaller than 100 coefficients so that the optimal energy more quickly achieved. Therefore, the optimal results using 10 energy coefficient and learning rate 0.4 with 52 hidden layer. The influence of the activation function test done to determine the effect of the hidden layer on the performance of the system. Activation function used is logsig and tansig. There are four scenarios in this trial. The first scenario is logsig activation function in the hidden layer and the output layer logsig. The second scenario is logsig activation function in the hidden layer and the output layer tansig. The third scenario, tansig activation function in the hidden layer and the output layer tansig. The fourth scenario, tansig activation function in the hidden layer and the output layer tansig. Test results can be seen in Figure 5 . Figure 5 shows that the accuracy of the results obtained from the function logsig-logsig at 10 and 100 energy coefficient, and function-tansig logsig on 10 energy coefficients are the same. Results achieved accuracy is 95%. in Figure 2 and Figure 3 show that the epoch which generated the coefficients for the two different energies. At 10 energy coefficient, epoch faster stops. Therefore, it is most optimal results in classifying the data using the activation function-logsig logsig with 10 energy coefficient.
Results Of Acuration
Based on the results of these trials, it is to recognize the features of MRI Brain Images optimally using 10 energy coefficient. Learning rate used is 0.4 and the activation function is used logsig activation function in the hidden layer and output layer. Accuracy results achieved by 95% to 515 stops on the epoch.
Conclusion
The purpose of this study is to classify MR Brain Image Data using energy coefficients and neural network. The three main steps in this study, among others, feature extraction, feature reduction and classification processes. The resulting feature 100 energy coefficient for as much as 52 to 10 features and coefficients energy feature as many as 513. Brain MR Images recognizable features fine when using 10 energy coefficient. Optimal accuracy results achieved by 95%, with the
