Abstract. This paper proves optimal results for the invariant manifold theorems near a fixed point for a mapping (or a differential equation) by using the deformation, or Lie transform, method from singularity theory. The method was inspired by the difficulties encountered by the implicit function theorem technique in the case of the center manifold. The idea here is simply to deform the given system into its linearization and to track this deformation using the /low of a time-dependent vector field. Corresponding to the difficulties with the center manifold encountered by other techniques, we run into a "derivative loss" in this case as well, which is overcome by utilizing estimates on the differentiated equation. A survey of the other methods used in the literature is also presented.
1.
Introduction. The theory of invariant manifolds is one of the fundamental ingredients in the study of dynamical systems. In this theory one looks for sub manifolds of the phase space which are invariant under the flow, i.e., trajectories which start on such a manifold at some time, stay on it.
This problem is not only of interest from a qualitative point of view, but can lead to quantitative results. In fact, by restriction to an invariant manifold, an original system is reduced to a lower-dimensional one which might be relatively simple. In particular, this is the case when the phase space of the original system is infinitedimensional and one considers finite-dimensional invariant submanifolds. An important example for applications is the center manifold which contains all bounded solutions near a fixed point [3] , [15] , [16] .
The well-known invariant manifold theorems refer to the flow generated by a nonlinear vector field or diffeomorphism defined in a neighborhood of a fixed point [8] , [10] , [11] , [14] . They give sufficient conditions for the existence of an invariant submanifold which contains this fixed point. For example, each component of the spectral decomposition of the phase space corresponding to a linear operator is an invariant subspace for the flow generated by this linear operator. In the general nonlinear theory one begins with such an invariant subspace of the linearized system and shows its persistence as an invariant submanifold for the full system (at least locally) and then one determines the smoothness of the resulting nonlinear manifold ( [ 6] ; cf. also [9] ).
To construct such invariant manifolds, two different approaches have been used in the literature so far. First, the invariance property of the manifold has been used to derive an equation for a representing map [10] , [11] , [14] . The manifold is sought as a graph and an iteration scheme is used on the graphs. For diffeomorphisms, this "graph transform method" developed in [11] yields optimal results and even holds for "Lipeomorphisms" (also [18] and [20) ). Second, asymptotic properties of the flow on the manifold have been used to derive an equation for the corresponding trajectories [2] , [5] , [7] , [8] , [12] . All these trajectories together span the desired manifold and invariance is a consequence. Alternatively, this second approach may be phrased as a fixed point problem for a map representing the manifold by considering the initial values of the trajectories parameterized over the invariant subspace of the linearized system [4] , [19] . In both cases in the second approach, the resulting equation may be solved iteratively. For stable and unstable invariant manifolds the equation for the trajectories also has been solved using the classical implicit function theorem [12] . This yields optimal smoothness for C k vector fields and diffeomorphisms, and even in the analytic case.
Unfortunately, it is not obvious how to apply the classical implicit function theorem for general invariant manifolds, e.g., for center manifolds. In general, the operator underlying the equation for the trajectories is not continuously differentiable in a space of functions which have the right asymptotic behavior (exponential growth). This difficulty always occurs for the equation of a representing map in a space of maps with a certain smoothness. Sacker [17] uses a smoothing technique to overcome this difficulty, but he still loses one order of smoothness for the solution. For unsuccessful attempts to apply the implicit function theorem in the case of center manifolds, see [4] and [13] .
In the present paper we solve the equation for a representing map using a different approach, namely the "Lie transform" method of integrating a differential equation which is based on a deformation principle. This method has been used for the Darboux theorem, the Frobenius theorem and the Poincare lemma [1] and is a common tool in singularity theory. The idea is to consider a one-parameter family of systems connecting the given system with its linearization. Differentiation with respect to the parameter yields a linear equation for a vector field which eventually has to be integrated in order to get the desired map. An initial condition is known from the invariant manifold of the linearized system.
We consider only diffeomorphisms here, although a similar approach for vector fields is possible. Our approach applies for general invariant manifolds; although we shall concentrate on the harder case of center manifolds, we indicate how results about other invariant manifolds can be obtained. Our smoothness results are optimal. We note at the outset that the diffeomorphisms which we are going to consider have to be of class ci ip at least. This is the price we pay for our more sophisticated method.
The plan of the paper is as follows. In § 2 we state our main results. (iii) lfthe assumptions are only fulfilled when x is restricted to some neighborhood of 0 in X, then one can use a cut-off function X : X ~ IR to extend I and g to the domain X x U. This is a Ceo function with the property X(x) = 1 for !lxll~! and X(x) = 0 for Ilxll ?; 1. Such a function always exists if X is finite-dimensional. The extensions are given by lex, y) = I(x(/-tx)x, y) and i(x, y) = g(X(/-tx)x, y) with an appropriate constant /-t > O. Applying our results for land g then yields a local invariant manifold for the original map T by restricting h to the ball Ilxll </-t-tj2.
This cut-off procedure destroys uniqueness and analyticity for the local case. On the other hand, we do not need the cut-off procedure for the local theory when IIAII < 1 (or IIA -til < O. In that case we can directly work with spaces of maps which are defined only in some ball around x = O. This yields local results for general spaces X and, in particular, analyticity. 
For example, this generalization is relevant when one deals with a suspension of a nonautonomous system in the extended phase space which is the product of the (discrete) time axis and the original phase space.
(vi) Finally, we remark that it suffices to require II Dxfll < 8 instead of IID/II < 8 to prove the above results.
3. Proof of Theorem 2.1. We begin with the existence part. First we outline the basic ideas of our proof in a more or less formal way. Afterwards we shall justify each step by means of a series of lemmas.
We consider the following one-parameter family of maps:
given by
for E a real number. Obviously Te defines a homotopy between the linear map 
for j = 1, where 
is a map from X to 3!2(X, Y). Furthermore, taking relation (3.8) as it stands and differentiating (3.9) with respect to e, we obtain the relations (3.14)2, where
Note, that here we need the assumption that f and g are of class C
•
We shall show that the subspace given by PI = P2 and q! = q2 is invariant under the flow defined by the system of equations (3.14)1 and (3.14)2 in (PI, ql, P2, q2)-space. Thus, the identities (3.4) and (3.7) follow, when they are satisfied for e = O. But this will be a consequence of the initial conditions (3.3) and (3.13).
To summarize, so far we have argued that the problem (3.2) is formally equivalent to an initial-value problem for the differential equation (3.12). Now we are going to justify this argument step by step and to solve the initial-value problem.
We introduce the following notation:
where co is an arbitrary real number greater than one, and r, L, and M are positive constants which are specified later. LEMMA (
ii) The map (e, h, H)~ ri(e, h, H):
Proof. As in the previous proof, the unique solution of (3.9) is given by (3.18) if (L2)4 holds. Again, all properties of '1J which are stated easily follow from these formulae. Note that Sli 3 (0, 0, 0 
if (Ll)4 holds, and by (ii) Dxhe = He, DxHe = G e = C §(e, hE> He).
Proof The proof of part (i) follows the lines of the proof of the usual PicardLindelOf theorem for ordinary differential equations. We look for a continuous solution e >---i> (hE> He) of the integral equation This problem is equivalent to solving the initial-value problem (3.12), (3.3), and (3.13). In particular, a continuous solution of (3.21) is continuously differentiable. According to the previous lemmas, the right-hand side of (3.21) defines a contraction map g of the metric space Integrating the equations in (3.23)j from 0 to s, subtracting the integral relations which are obtained for j = 1 and j = 2 and using (3.22), we get the following estimate
Gronwall's lemma yields a (e) = 0 for all s in l, i.e., PI (s) = pz( e) and ql (e) = q2( e).
Taking the map he which has been constructed in Lemma 3.4 and setting s = 1, the existence part of Theorem 2.1 follows according to the discussion previous to the above lemmas.
The proof also yields uniqueness, but only within the class of families of maps he (where 10 Proof Assume that hand h are two such solutions of equation (3.2) . Then,
in which we use our standing convention that ~I = <PI( 10, " h( . ». Thus by the assumptions IIh -hllo~ IIB-
follows, which implies h = h. Here the identity Dxhe = He follows from the fact that Dxhe as well as He are solutions of the first equation in (3.14) j for Pj' if we set % = DxHe. In general, one does not have an explicit representation for the solution of (3.6); one can, however, use the contraction mapping principle to solve it. Thus, this method is a combination of the usual fixed point method to construct invariant manifolds [15] and the pure deformation method which we have proposed in the present paper. 4 .
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These sums have less than !k! (j + Ok-2 terms, each of which is a "product" of less than (k+1)j+2 (resp. (k+1)(j+1) factors, with at leastj-k+3 (resp.j-k+2) factors gJ-l (resp. gJ), at most 19(resp. k(j+1) factors d(resp. d-
1
). Besides these factors there are at most k -2 factors which are derivatives of such factors, or of .0/'3 of order less than or equal to k -2. Of course, .0/'3 is itself a factor if no derivative of it is contained in the product. Now assume that holds, where q is some real number which does not depend on i. Then K 14 (j + Ok-2 q j -k+3 (j> k -3) (resp. K 14 (j + Ok-2 q j -k+2 (j > k -2»
is an upper bound for the CO norm of the sum in (4.1) (resp. (4.2», where the constant K14 depends on k. Consequently, the series of these sums over j converges uniformly with respect to x and represents the (k-2)nd derivative of C §(e, h, Dxh). But, by (Llh (resp. (L2h), (4.3h is satisfied for some number q, provided that {) is sufficiently small. Thus, part (a) of Lemma 4.1 follows. Under the assumptions of part (b) the sum in (4.1) (resp. (4.2» is contained in C~ip(X, £,k(X, Y» for eachj. Furthermore, if (4.3h+l holds, by the above information about this sum, its Lipschitz constant L j can be estimated from above by K 15 (j + l)k-l qj-k+2 (j> k -2) (resp. K 15 (j + Ok-l qj-k+l (j > k -1) with some constant K l5 that depends on k. But by (L1)k+1 (resp. (L2h+I), the condition (4.3h+1 is satisfied for sufficiently small 8>0. It follows that D~-2' §(£, h, Dxh)E C~ip(X, .'£k(X, Y», since 2::;:' 0 L j < 00. Thus, part (b) of Lemma 4.1 holds. 0 Remark 4.2. In case of center manifolds, the C~iP result, even for k = 0 and k = 1, is the usual result which is obtained by a fixed point argument ( [15] , [18] ). For k=O one assumes that (LO I or (L2)1 holds and that 11/110' Ilgllo, and the Lipschitz constants for I and g are sufficiently small. For k ~ 1 the assumptions are analogous to those of Theorem 2.1. For k = 2, see also Remark 3.6.
The ci ip center-manifold theorem together with Lemma 4.1(a) now yields the center manifold theorem in C k spaces for any k ~ 3. Moreover, observe that for fixed he in CI(X, Y), (3.6) can be solved for He in the space C\X, .'£(X, Y», provided that I and g are of class C 2 , 11/11t and Ilglll are sufficiently small, and (L1)2 or (L2)2 holds (cf., Remark 3.6). Thus it follows that the cLp center manifold is actually contained in the class C 2 in this case; but this is the C 2 center manifold theorem.
