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Sazˇetak
Karakteristicˇne funkcije slucˇajnih varijabli su vazˇno sredstvo teorije vjerojatnosti
zbog svojih znacˇajnih svojstava. Svojstva koja imaju karakteristicˇne funkcije su uve-
like olaksˇala neke probleme teorije vjerojatnosti te c´emo ih zbog toga u ovom radu
poblizˇe upoznati. Za pocˇetak c´emo se podsjetiti nekih osnovnih definicija i vazˇnijih
teorema koji c´e nam pomoc´i da shvatimo sˇto su to karakteristicˇne funkcije. Nakon
osnovnih pojmova definirati c´emo karakteristicˇnu funkciju i njezina osnovna svojstva,
te navesti dva najznacˇajnija teorema koja su pomogla da se rad s funkcijama distribu-
cije prelaskom na karakteristicˇne funkcije znatno olaksˇa. Naposljetku c´emo izracˇunati
karakteristicˇne funkcije nekih specificˇnih distribucija diskretnih i neprekidnih slucˇajnih
varijabli.
Kljucˇne rijecˇi
Karakteristicˇna funkcija, slucˇajna varijabla, funkcija gustoc´e, funkcija distribucije, ma-
tematicˇko ocˇekivanje
Abstract
Characteristic functions of random variables are basic tools of probability theory
because of it’s significant properties which make problems in probability theory a lot
easier. Because of it’s significance we will explain them more thoroughly. First of
all we will recall some of the base definitions and theorems, which will help us to
understand what characteristic functions are. After basic terms we will define charac-
teristic function and it’s main properties. Furthermore we will introduce two of the
most significant theorems - Inversion theorem and Uniqueness theorem. Lastly we will
also calculate characteristic functions of some specific distributions of random variables.
Key words
Characteristic function, random variable, probability density function, distribution
function, mathematical expectation
1. Uvod
Pocˇetci teorije vjerojatnosti vezani su uz igre na srec´u koje se pojavljuju sredinom
17. stoljec´a. Do danas se teorija vjerojatnosti znacˇajno razvila i zauzela jednu od
najvazˇnijih uloga u podrucˇju suvremene matematike, zbog svoje sˇiroke primjene. Te-
orija vjerojatnosti se primjenjuje u razlicˇitim matematicˇkim disciplinama, ali i u dru-
gim podrucˇjima kao sˇto su fizika, biologija, medicina, ekonomija i drugdje. Jedno od
najjacˇih analiticˇkih sredstava teorije vjerojatnosti upravo su karakteristicˇne funkcije.
U prvom poglavlju c´emo navesti neke od osnovnih pojmova koje c´emo koristiti u nas-
tavku te neke vazˇnije teoreme i propozicije. Nakon sˇto se podsjetimo osnovnih pojmova,
spremni smo definirati karakteristicˇne funkcije te c´emo navesti osnovna svojstva koja
su vezana za nju, tj. koje uvjete mora imati neka funkcija da bi bila karakteristicˇna
funkcija. Zatim c´emo navesti Teorem jedinstvenosti i Teorem inverzije koji nam osi-
guravaju ekvivalenciju izmedu funkcija distribucije slucˇajne varijable i karakteristicˇne
funkcije. U zadnjem poglavlju c´emo izracˇunati karakteristicˇne funkcije nekoliko vazˇnih
distribucija slucˇajnih varijabli.
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2. Osnovni pojmovi
Prije nego krenemo detaljnije govoriti o karakteristicˇnim funkcijama definirat c´emo
osnovne pojmove teorije vjerojatnosti. Najvazˇniji od tih pojmova je vjerojatnosni
prostor na kojem proucˇavamo pokuse. Nakon izvodenja pokusa zanima nas ishod koji
se dogodio i kojem zˇelimo pridruzˇiti neku vrijednost. Funkcije koje nam pomazˇu da
rezultatu pokusa pridruzˇimo neku vrijednost se nazivaju slucˇajne varijable. Pojmovi
koji su usko vezani uz slucˇajnu varijablu su funkcija gustoc´e, funkcija distribucije,
njezine numericˇke karakteristike i drugi. Sve te pojmove c´emo detaljnije opisati u
nastavku kako bismo stvorili bolju predodzˇbu sˇto je to karakteristicˇna funkcija slucˇajne
varijable i koja je njezina uloga u teoriji vjerojatnosti.
2.1. Pojam i osnovna svojstva vjerojatnosti i slucˇajne varija-
ble
Osnovni pojmovi teorije vjerojatnosti koji se ne definiraju, nego objasˇnjavaju primje-
rima su pokus i njegov ishod. Najjednostavniji primjer pokusa je bacanje simetricˇnog
novcˇic´a, poznat kao igra ”pismo-glava”. Pokus se izvodi tako da se novcˇic´ baci u vis iz-
nad neke ravne plohe te kada padne na plohu mogu se dogoditi dvije moguc´nosti, a to su
da se novcˇic´ okrenuo na stranu na kojoj je pismo ili da se okrenuo na stranu na kojoj je
glava i te dvije moguc´nosti nazivamo ishodom pokusa. Svaki ishod slucˇajnog pokusa je
jedan elementarni dogadaj i oznacˇava se s ω. Skup svih ishoda slucˇajnog pokusa naziva
se skup ili prostor elementarnih dogadaja i oznacˇava s Ω. Sada znamo da skup elemen-
tarnih dogadaja sadrzˇi sve moguc´e ishode pokusa, a mi proucˇavamo samo one koji su
nam zanimljivi. Na primjer, u nasˇem pokusu nas zanima pri bacanju dva novcˇic´a kada
c´e se okrenuti dvije iste strane novcˇic´a, tada je nasˇ Ω = {PP, PG,GP,GG}, a dogadaj
koji je nama zanimljiv mozˇemo opisati kao podskup od Ω i to kao skup {PP,GG}.
Svi podskupovi od Ω nazivaju se slucˇajni dogadaji ili samo dogadaji. Kako c´emo u
nastavku racˇunati vjerojatnost pojedinih dogadaja, potrebno je definirati pojam vje-
rojatnosti. Prije toga definirajmo familiju dogadaja koja c´e nam biti potrebna za
definiranje vjerojatnosti, a nazivamo je σ-algebra.
Definicija 2.1. Neka je dan neprazan skup Ω. Familija F podskupova skupa Ω je
σ-algebra skupova na Ω ako vrijedi:
1. ∅ ∈ F ,
2. ZATVORENOST NA KOMPLEMENTIRANJE: ako je A ∈ F onda je i Ac ∈ F ,
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3. ZATVORENOST NA PREBROJIVE UNIJE: ako je dana prebrojiva familija
skupova (Ai, i ∈ I) ⊆ F , I ⊆ N, onda F sadrzˇi i njihovu uniju, tj.
⋃
i∈I
Ai ∈ F .
Na tako zadanoj familiji definirat c´emo vjerojatnost sljedec´om aksiomatskom defi-
nicijom.
Definicija 2.2. Neka je Ω neprazan prostor elementarnih dogadaja i F σ-algebra sku-
pova na njemu. Funkciju P : F → R zovemo vjerojatnost na Ω ako zadovoljava sljedec´a
svojstva:
1. NENEGATIVNOST VJEROJATNOSTI: P (A) ≥ 0, za sve A ∈ F ,
2. NORMIRANOST VJEROJATNOSTI: P (Ω) = 1,
3. σ - ADITIVNOST VJEROJATNOSTI: ako je dana prebrojiva familija medusobno
disjunktnih skupova (Ai, i ∈ I) ⊆ F , I ⊆ N, tj. Ai
⋂
Aj = ∅ cˇim je i 6= j, tada
vrijedi
P
(⋃
i∈I
Ai
)
=
∑
i∈I
P (Ai).
Definicija 2.3. Uredenu trojku (Ω,F , P ), gdje je F σ-algebra na Ω i P vjerojatnost
na F zovemo vjerojatnosni prostor.
Vjerojatnosni prostor kod kojeg je Ω konacˇan ili prebrojiv skup, a pridruzˇena σ-
algebra je partitivan skup P(Ω), zovemo diskretan vjerojatnosni prostor. Vjerojat-
nost na diskretnom vjerojatnosnom prostoru odredujemo zadavanjem vjerojatnosti na
jednocˇlanim podskupovima od Ω, no kada Ω nije diskretan nije moguc´e definirati vjero-
jatnost na taj nacˇin. Zbog toga uvodimo pojam slucˇajne varijable koji c´emo razdvojiti
na diskretne i neprekidne slucˇajne varijable.
Definicija 2.4. Neka je dan vjerojatnosni prostor (Ω,F , P ). Funkciju X : Ω → R
zovemo slucˇajna varijabla na Ω ako je X−1(B) ∈ F za proizvoljan B ∈ B, tj. X−1(B) ⊆
F .
Definicija 2.5. Neka je dan diskretan vjerojatnosni prostor (Ω,P(Ω), P ). Svaka funk-
cija X : Ω→ R je slucˇajna varijabla i zovemo je diskretna slucˇajna varijabla.
Kako bismo si olaksˇali rad sa diskretnim slucˇajnim varijablama, koristiti c´emo pre-
gledniji zapis koji nam daje sljedec´a definicija.
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Definicija 2.6. Diskretnu slucˇajnu varijablu X zadajemo tako da zadamo skup svih
vrijednosti koje ta slucˇajna varijabla mozˇe primiti, tj. skup R(X) = {x1, x2, ...} kojeg
nazivamo slika slucˇajne varijable X i njima pripadne vjerojatnosti pi = P (X = xi), za
i = 1, 2, ... sˇto pregledno mozˇemo zapisati u obliku tablice
X =
(
x1 x2 . . . xn . . .
p1 p2 . . . pn . . .
)
.
Ovu tablicu nazivamo tablica distribucije, distribucija ili zakon razdiobe.
Prije nego navedemo definiciju neprekidne slucˇajne varijable, definirat c´emo i sˇto
su to nezavisne slucˇajne varijable u sljedec´oj definiciji.
Definicija 2.7. Neka je dan diskretan vjerojatnosni prostor (Ω,P(Ω), P ) i neka su
X1, X2, ..., Xn slucˇajne varijable na njemu. Kazˇemo da su X1, X2, ..., Xn nezavisne
slucˇajne varijable ako za proizvoljne Bi ⊂ R, i = 1, 2, ..., n, vrijedi
P{X1 ∈ B1, X2 ∈ B2, ..., Xn ∈ Bn} = P{ω ∈ Ω;X1(ω) ∈ B1, X2(ω) ∈ B2, ..., Xn(ω) ∈ Bn}
= P
(
n⋃
i=1
{Xi ∈ Bi}
)
=
n∏
i=1
P{Xi ∈ Bi}.
Definicija 2.8. Neka je dan vjerojatnosni prostor (Ω,F , P ). Funkciju X : Ω → R za
koju vrijedi:
• {ω ∈ Ω : X(ω) ≤ x} = {X ≤ x} ∈ F za svaki x ∈ R,
• postoji nenegativna realna funkcija realne varijable fX , takva da vrijedi
P{ω ∈ Ω : X(ω) ≤ x} = P{X ≤ x} =
∫ x
−∞
fX(t)dt,∀x ∈ R,
zovemo neprekidna slucˇajna varijabla, a funkciju fX funkcija gustoc´e slucˇajne varijable
X.
Vjerojatnosna svojstva slucˇajnih varijabli najcˇesˇc´e su opisana funkcijom distribucije
te navodimo njezinu definiciju.
Definicija 2.9. Neka je dan vjerojatnosni prostor (Ω,F , P ) i neka je X slucˇajna vari-
jabla na njemu. Funkciju FX : R→ [0, 1] koja realnom broju x pridruzˇuje vjerojatnost
da dana slucˇajna varijabla bude manja ili jednaka tom broju, tj. funkciju
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FX(x) = P{ω ∈ Ω : X(ω) ≤ x} = P{X ≤ x}
zovemo funkcija distribucije slucˇajne varijable X.
Teorem koji sljedec´i navodimo daje nam osnovna svojstva funkcije distribucije.
Teorem 2.1. Neka je dan vjerojatnosni prostor (Ω,F , P ) i neka je X slucˇajna vari-
jabla na njemu sa funkcijom distribucije FX . Tada vrijede sljedec´a svojstva:
1. FX je monotono rastuc´a funkcija, tj. x1 < x2 ⇒ FX(x1) ≤ FX(x2),
2. lim
x→−∞
FX(x) = FX(−∞) = 0,
3. lim
x→∞
FX(x) = FX(∞) = 1,
4. FX je neprekidna zdesna, tj. lim
x↓x0
FX(x) = FX(x0).
Dokaz: Vidi [1, str. 63-64].
Za funkcije distribucije vrijedi i sljedec´a korisna propozicija.
Propozicija 2.1. Neka su FX1 i FX2 funkcije distribucije i neka je
FX1(x) = FX2(x), x ∈ C(FX1) ∩ C(FX2).
Tada je FX1 = FX2.
Dokaz: Vidi [5, Propozicija 9.3., str. 258].
Osim funkcija distribucije dodatna pomoc´ u opisivanju slucˇajnih varijabli su nu-
mericˇke karakteristike, zbog svojih generalnih svojstava. Osnovna numericˇka karakte-
ristika slucˇajne varijable je matematicˇko ocˇekivanje, koje c´emo u nastavku definirati
za diskretnu i neprekidnu slucˇajnu varijablu.
Definicija 2.10. Neka je dan diskretan vjerojatnosni prostor (Ω,P(Ω), P ) i neka je
X slucˇajna varijabla na njemu. Ako red
∑
ω∈Ω
X(ω)P ({ω}) apsolutno konvergira, tj.
ako konvergira red
∑
ω∈Ω
|X(ω)|P ({ω}), onda kazˇemo da slucˇajna varijabla X ima ma-
tematicˇko ocˇekivanje i broj E[X] =
∑
ω∈Ω
X(ω)P ({ω}) zovemo matematicˇko ocˇekivanje
(ocˇekivanje) slucˇajne varijable X.
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Definicija 2.11. Neka je X neprekidna slucˇajna varijabla s funkcijom gustoc´e fX .
Ako je integral
∫ ∞
−∞
|x|fX(x)dx konacˇan, onda kazˇemo da slucˇajna varijabla X ima
ocˇekivanje i broj
E[X] =
∫ ∞
−∞
xfX(x)dx
zovemo matematicˇko ocˇekivanje neprekidne slucˇajne varijable X.
Navest c´emo i nekoliko svojstava matematicˇkog ocˇekivanja, koja c´e nam biti po-
trebna u nastavku. Prije toga c´emo napomenuti kako svojstva koja vrijede kod mate-
maticˇkog ocˇekivanja za diskretnu slucˇajnu varijablu, vrijede i za neprekidnu.
Teorem 2.2. (Linearnost matematicˇkog ocˇekivanja) Neka su X i Y dvije slucˇajne
varijable na vjerojatnosnom prostoru (Ω,F , P ) takve da postoje ocˇekivanja E[X] i
E[Y ]. Tada za proizvoljne a, b ∈ R, postoji ocˇekivanje slucˇajne varijable aX + bY
i vrijedi
E[aX + bY ] = aE[X] + bE[Y ].
Dokaz: Vidi [1, Teorem 2.3., str. 87].
Teorem 2.3. Neka su X1, X2, ..., Xn nezavisne slucˇajne varijable. Ako su sve Xi ne-
negativne ili ako je E[Xi] konacˇno za sve i = 1, 2, ..., n, tada postoji E[
n∏
i=1
Xi] i vrijedi
E[
n∏
i=1
Xi] =
n∏
i=1
E[Xi].
Dokaz: Vidi [5, Teorem 11.5., str. 357].
U nastavku c´emo iskazati josˇ nekoliko poznatih teorema, koji c´e nam biti potrebni
u dokazima koji su vezani uz karakteristicˇnu funkciju.
Teorem 2.4. (Fubinijev teorem) Neka su (X,A, µ) i (Y,B, υ) prostori σ-konacˇne
mjere, a f : X×Y → [−∞,∞] funkcija koja je A⊗B izmjeriva i integrabilna s obzirom
na produktnu mjeru µ⊗ υ. Tada vrijedi:
1. Postoji skup NX ⊆ X mjere nula, µ(NX) = 0, sa svojstvom da je za svaki
x ∈ X\NX fukcija fx integrabilna s obzirom na mjeru υ.
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2. Funkcija g : X → R definirana formulom
g(x) =
{ ∫
Y
fxdυ , ako je x ∈ X\NX
0 , ako je x ∈ NX
integrabilna je s obzirom na mjeru µ.
3. Postoji skup NY ⊆ Y mjere nula, υ(NX) = 0, sa svojstvom da je za svaki y ∈
Y \NY fukcija f y integrabilna s obzirom na mjeru µ.
4. Funkcija h : Y → R definirana formulom
h(y) =
{ ∫
X
f ydµ , ako je y ∈ Y \NY
0 , ako je y ∈ NY
integrabilna je s obzirom na mjeru υ.
5.
∫
X×Y
fd(µ⊗ υ) =
∫
Y
(∫
X
f ydµ
)
dυ(y) =
∫
X
(∫
Y
fxdυ
)
dµ(x).
Dokaz: Vidi [2, Teorem 5.12., str. 176].
Teorem 2.5. (Lebesgueov teorem o dominantnoj konvergenciji) Neka su f, fn : X →
[−∞,∞], n ∈ N, Σ-izmjerive funkcije i neka je g : X → [0,∞] integrabilna funkcija.
Ako su ispunjeni sljedec´i uvjeti:
1. lim
n
fn = f,
2. funkcije fn dominirane su funkcijom g, tj. |fn| ≤ g, za svaki n ∈ N, onda su sve
funkcije f i fn, n ∈ N integrabilne i vrijedi
lim
n→∞
∫
fndµ =
∫
fdµ.
Dokaz: Vidi [2, Teorem 4.36., str. 138].
Teorem 2.6. (Weierstrassov teorem aproksimacije) Neka je f ∈ C([a, b],R). Tada
postoji niz polinoma pn(x) koji uniformno konvergira prema f(x) na [a, b].
Dokaz: Vidi [7, Teorem 14.1., str. 1-3].
Napomena 2.1. Rezultat slicˇan Weierstrassovom teoremu aproksimacije pojavljuje se
kod Fourierovih redova. On tvrdi da neprekidnu 2pi periodicˇnu funkciju mozˇemo uni-
formno aproksimirati na R trigonometrijskim polinomom.
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3. Karakteristicˇna funkcija
Znamo da svojstva slucˇajnih varijabli opisujemo funkcijama distribucije, no rad s funk-
cijama distribucije cˇesto mozˇe biti vrlo kompliciran. Kako bi se olaksˇao taj problem
funkcijama distribucije se pridruzˇuju pripadne karakteristicˇne funkcije. Karakteristicˇne
funkcije su korisne jer postoji ekvivalencija izmedu njih i funkcija distribucije, a rad s
karakteristicˇnim funkcijama je znatno laksˇi nego rad s funkcijama distribucije. Nakon
sˇto definiramo karakteristicˇne funkcije i navedemo njihova osnovna svojstva, iskazat
c´emo i dokazati Teorem o jedinstvenosti koji nam jamcˇi tu ekvivalencju i Teorem inver-
zije koji nam pokazuje kako se funkcija distribucije i funkcija gustoc´e u specijalnom
slucˇaju mogu eksplicitno prikazati pomoc´u svoje karakteristicˇne funkcije.
3.1. Definicija i osnovna svojstva
Definicija 3.1. Neka je dan vjerojatnosni prostor (Ω,F , P ) i slucˇajna varijabla X
na njemu s funkcijom distribucije FX . Karakteristicˇna funkcija od FX je funkcija
ϕX : R→ C definirana izrazom
ϕX(t) =
∫ ∞
−∞
eitxdFX(x) =
∫ ∞
−∞
cos(tx)dFX(x) + i
∫ ∞
−∞
sin(tx)dFX(x), t ∈ R.
Za svaki t ∈ R funkcija x → eitx je neprekidna i buduc´i da je |eitx| = 1, ϕX je dobro
definirana.
Napomena 3.1. Ovdje c´emo pokazati da je funkcija ϕX uistinu dobro definirana na
cijelom R. Koristec´i trigonometrijski zapis i apsolutnu vrijednost kompleksnog broja
vrijedi sljedec´e
|eitx| = | cos(tx) + i sin(tx)| =
√
cos2(tx) + sin2(tx) = 1.
Sada prema prethodnoj definiciji i dobivenom rezultatu imamo
ϕX(t) =
∫ ∞
−∞
|eitx|dFX(x) =
∫ ∞
−∞
dFX(x) = 1
te zakljucˇujemo da je ϕX dobro definirana.
Definicija 3.2. Neka je X slucˇajna varijabla s funkcijom distribucije FX . Karak-
teristicˇna funkcija ϕX slucˇajne varijable X je karakteristicˇna funkcija od FX dana
izrazom
ϕX(t) =
∫ ∞
−∞
eitxdFX(x) = E[e
itX ], za t ∈ R.
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Ako je X diskretna slucˇajna varijabla sa slikomR(X) = {xk : k ∈ I ⊆ N}, te pripadnim
vjerojatnostima, P{X = xk} = pk, k ∈ I, tada je
ϕX(t) =
∑
k∈I
eitxkpk =
∑
xk∈R(X)
cos(txk)pk + i
∑
xk∈R(X)
sin(txk)pk.
Ako je X neprekidna slucˇajna varijabla s funkcijom gustoc´e fX , tada je
ϕX(t) =
∫ ∞
−∞
eitxfX(x)dx =
∫ ∞
−∞
cos(tx)fX(x)dx+ i
∫ ∞
−∞
sin(tx)fX(x)dx.
Sada kada smo definirali karakteristicˇnu funkciju, navest c´emo nuzˇna svojstva koja
neka funkcija ϕX mora ispunjavati da bi bila karakteristicˇna funkcija slucˇajne varijable.
Propozicija 3.1. Karakteristicˇna funkcija ϕX : R → C slucˇajne varijable X mora
zadovoljavati sljedec´e:
1. |ϕX(t)| ≤ ϕX(0) = 1,
2. ϕX(−t) = ϕX(t),
3. ϕX je uniformno neprekidna funkcija na R.
Dokaz:
1. Za svaki t ∈ R prema definiciji karakteristicˇne funkcije i Napomeni 3.1. vrijedi
|ϕX(t)| =
∣∣∣∣∫ ∞−∞ eitxdFX(x)
∣∣∣∣ ≤ ∫ ∞−∞ |eitx|dFX(x) =
∫ ∞
−∞
dFX(x) = 1 = FX(∞).
Takoder vrijedi
ϕX(0) = E[e
i·0·x] = E[e0] = E[1] = 1,
pa zakljucˇujemo
|ϕX(t)| ≤ ϕX(0) = 1.
2. Koristec´i se svojstvom kompleksnog konjugiranja i definicijom karakteristicˇne
funkcije za svaki t ∈ R vrijedi
ϕX(−t) =
∫ ∞
−∞
e−itxdFX(x) =
∫ ∞
−∞
eitxdFX(x) =
∫ ∞
−∞
eitxdFX(x) = ϕX(t).
9
3. Josˇ nam preostaje dokazati da je ϕX uniformno neprekidna na R. Uzmimo pro-
izvoljne t, h ∈ R te pogledajmo apsolutnu vrijednost karakteristicˇne funkcije ϕX
u danim vrijednostima. Tada je
|ϕX(t+ h)− ϕX(t)| =
∣∣∣∣∫ ∞−∞ ei(t+h)xdFX(x)−
∫ ∞
−∞
eitxdFX(x)
∣∣∣∣
=
∣∣∣∣∫ ∞−∞(ei(t+h)x − eitx)dFX(x)
∣∣∣∣
=
∣∣∣∣∫ ∞−∞(eitx · eihx − eitx)dFX(x)
∣∣∣∣
=
∣∣∣∣∫ ∞−∞ eitx(eihx − 1)dFX(x)
∣∣∣∣ .
Koristec´i predznanje iz integralnog racˇuna, znamo da na integrale mozˇemo pri-
mjeniti nejednakost trokuta. Navedena tvrdnja i rezultat koji smo dobili u Na-
pomeni 3.1. c´e nam pojednostaviti prethodni izraz∣∣∣∣∫ ∞−∞ eitx(eihx − 1)dFX(x)
∣∣∣∣ ≤ ∫ ∞−∞ ∣∣eitx(eihx − 1)∣∣ dFX(x)
=
∫ ∞
−∞
∣∣eihx − 1∣∣ dFX(x).
Pogledajmo sada podintegralnu vrijednost, primjec´ujemo da |eihx − 1| → 0 za
h→ 0, osim toga vrijedi
|eihx − 1| ≤ |eihx|+ |1| ≤ 2.
Zakljucˇujemo da su ispunjeni uvjeti Lebesgueovog teorema o dominiranoj konver-
genciji, te vrijedi sljedec´e
lim
h→0
∫ ∞
−∞
∣∣eihx − 1∣∣ dFX(x) = ∫ ∞
−∞
0dFX(x) = 0.
Dakle, ϕX je uniformno neprekidna na R.

Propozicija 3.1. daje nuzˇne uvjete koje karakteristicˇna funkcija mora zadovoljiti.
U nastavku c´emo navesti Bochnerov teorem koji sadrzˇi nuzˇne i dovoljne uvjete kako
bi za danu funkciju ϕX : R → C znali odrediti kada je ona karakteristicˇna. Prije toga
c´emo definirati kada je funkcija ϕX pozitivno semidefinitna, jer c´emo takve funkcije
koristiti u Bochnerovom teoremu. Osim toga navest c´emo Teorem neprekidnosti koji
c´e nam biti potreban u dokazu tog teorema.
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Definicija 3.3. Funkcija g : R→ C je pozitivno semidefinitna ako je
n∑
i=1
n∑
j=1
g(ti − tj)αiαj ≥ 0
za proizvoljno n, te za proizvoljne t1, t2, ..., tn ∈ R i za α1, α2, ..., αn ∈ C.
Teorem 3.1. (Teorem neprekidnosti) Neka je (FXn , n ∈ N) niz funkcija distribu-
cije i (ϕXn , n ∈ N) odgovarajuc´i niz karakteristicˇnih funkcija.
1. Ako FXn
w→ FX , gdje je FX funkcija distribucije, tada ϕXn(t) → ϕX(t) za sve
t ∈ R, gdje je ϕX karakteristicˇna funkcija od FX .
2. Ako za svaki t ∈ R postoji lim
n
ϕXn(t) = ϕX(t) i ako je funkcija ϕX neprekidna
u t = 0, tada je ϕX karakteristicˇna funkcija funkcije distribucije FX i vrijedi
FXn
w→ FX .
Dokaz: Vidi [5, Teorem 13.18., str 480].
Teorem 3.2. (Bochnerov teorem) Funkcija ϕX : R→ C je karakteristicˇna funkcija
ako i samo ako je ona pozitivno semidefinitna i neprekidna u nuli.
Dokaz:
⇒ Neka je ϕX : R→ C karakteristicˇna funkcija. Trebamo pokazati da je ϕX pozitivno
semidefinitna i neprekidna u nuli. Prethodno smo u Propoziciji 3.1. dokazali da je
ϕX neprekidna na cijelom R, prema tome neprekidna je i u nuli. Preostalo nam je josˇ
pokazati da je ϕX pozitivno semidefinitna, tj.
n∑
i=1
n∑
j=1
ϕX(ti − tj)αiαj ≥ 0. Prije nego
nastavimo sa dokazom, napomenut c´emo da se u dokazu koristimo nekim vec´ poznatim
cˇinjenicama o svojstvima kompleksnog konjugiranja i tvrdnjama o integralima. Tada
je
n∑
i=1
n∑
j=1
ϕX(ti − tj)αiαj =
n∑
i=1
n∑
j=1
[∫ ∞
−∞
ei(ti−tj)x
]
αiαjdF (x)
=
∫ ∞
−∞
[
n∑
i=1
n∑
j=1
ei(ti−tj)xαiαj
]
dF (x)
=
∫ ∞
−∞
[
n∑
i=1
n∑
j=1
eitixe−itjxαiαj
]
dF (x)
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=∫ ∞
−∞
[
n∑
i=1
n∑
j=1
αie
itixαjeitjx
]
dF (x)
=
∫ ∞
−∞
∣∣∣∣∣
n∑
i=1
αie
itix
∣∣∣∣∣
2
dF (x) ≥ 0.
Zakljucˇujemo da je ϕX je pozitivno semidefinitna. Sada josˇ trebamo dokazati drugi
smjer.
⇐ Pretpostavimo sada da je ϕX pozitivno semidefinitna i neprekidna u nuli, treba
pokazati da je ϕX karakteristicˇna funkcija. Za proizvoljne x ∈ R i n > 0 postoji
integral
I(x) =
1
n
∫ n
0
∫ n
0
ϕX(v − w)e−i(v−w)xdwdv.
Ako prethodni integral aproksimiramo Riemmanovim sumama i iskoristimo pret-
postavku teorema da je ϕX pozitivno semidefinitna, zakljucˇujemo da je I(x) ≥ 0.
Uvedimo supstituciju tako da je u = v − w. Tada iz 0 ≤ w + u ≤ n i 0 ≤ w ≤ n sljedi
I(x) =
1
n
∫ 0
−n
ϕX(u)e
−iux
(∫ n
−u
dw
)
du+
1
n
∫ n
0
ϕX(u)e
−iux
(∫ n−u
0
dw
)
du
=
1
n
∫ 0
−n
ϕX(u)e
−iux(n+ u)du+
1
n
∫ n
0
ϕX(u)e
−iux(n− u)du
=
∫ n
−n
ϕX(u)e
−iux
(
1− |u|
n
)
du.
Definiramo novu funkciju ϕXn tako da je
ϕXn(u) =
{
ϕX(u)
(
1− |u|
n
)
, |u| ≤ n
0 , |u| > n
,
zbog toga mozˇemo integral I(x) napisati kao I(x) =
∫ ∞
−∞
ϕXn(u)e
−iuxdu.
Sada c´emo prethodnu jednakost pomnozˇiti s obje strane izrazom
1
2pi
(
1− |x|
X
)
eivx
i zatim c´emo dobiveni izraz integrirati u granicama od −X do X, pri cˇemu je X > 0.
Primjenom navedenog imamo
12
12pi
∫ X
−X
(
1− |x|
X
)
I(x)eivxdx =
1
2pi
∫ ∞
−∞
ϕXn(u)e
−iux
∫ X
−X
(
1− |x|
X
)
eivxdxdu
=
1
2pi
∫ ∞
−∞
ϕXn(u)
∫ X
−X
(
1− |x|
X
)
eix(v−u)dxdu
=
1
2pi
∫ ∞
−∞
ϕXn(u)
∫ X
0
2
(
1− |x|
X
)
cos(x(v − u))dxdu
=
2
pi
∫ ∞
−∞
ϕXn(u)
sin2 1
2
X(v − u)
X(v − u)2 du.
Kako je
(
1− |x|
X
)
≥ 0 za x ∈ (−X,X) i I(x) ≥ 0, tada lijeva strana prethodne
jednadzˇbe ima oblik karakteristicˇne funkcije do na konstantu. Pogledajmo sada limes
desne strane jednadzˇbe kada X → ∞, on je jednak ϕXn(u). Buduc´i da je funkcija
ϕXn(u) limes niza karakteristicˇnih funkcija i neprekidna je u nuli, zakljucˇujemo da
je ϕXn(u) karakteristicˇna funkcija. Osim toga je lim
n→∞
ϕXn = ϕX , te prema Teoremu
neprekidnosti sljedi da je ϕX karakteristicˇna funkcija i time je nasˇ teorem dokazan.

Kao zadnje svojstvo navest c´emo tvrdnje koje vrijede za afinu transformaciju slucˇajne
varijable X, odnosno za Y = aX + b, gdje su a, b ∈ R, a 6= 0 i za sumu n nezavisnih
slucˇajnih varijabli.
Teorem 3.3. 1. Neka je X slucˇajna varijabla s karakteristicˇnom funkcijom ϕX i
a, b ∈ R, a 6= 0. Karakteristicˇna funkcija slucˇajne varijable Y = aX + b je dana
izrazom
ϕY (t) = ϕaX+b(t) = e
ibtϕX(at), t ∈ R.
2. Neka su X1, X2, ..., Xn nezavisne slucˇajne varijable s karakteristicˇnim funkcijama
ϕXk(t), k ∈ {1, 2, ..., n}.Tada je karakteristicˇna funkcija slucˇajne varijable Y =
n∑
k=1
Xk dana izrazom
ϕY (t) = ϕ∑nk=1Xk(t) =
n∏
k=1
ϕXk(t).
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Dokaz:
1. Neka je X slucˇajna varijabla i Y njezina afina transformacija. Koristec´i se de-
finicijom karakteristicˇne funkcije slucˇajne varijable i svojstvima matematicˇkog
ocˇekivanja koja smo naveli u Teoremu 2.2. i Teoremu 2.3. dobivamo
ϕY (t) = ϕaX+b(t) = E[e
it(aX+b)] = E[eitbeitaX ] = E[eitb]E[eitaX ] = eibtϕX(at).
2. Neka su X1, X2, ..., Xn nezavisne slucˇajne varijabe i Y =
n∑
k=1
Xk. Iskoristimo sada
svoje dosadasˇnje znanje o karakteristicˇnim funkcijama. Tada je
ϕY (t) = ϕ∑nk=1Xk(t) = E[eit
∑n
k=1Xk ] = E[
n∏
k=1
eitXk ].
Prema Teoremu 2.3., sljedi
E[
n∏
k=1
eitXk ] =
n∏
k=1
E[eitXk ] =
n∏
k=1
ϕXk(t).

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3.2. Teorem inverzije
Najvazˇniji rezultati vezani uz karakteristicˇne funkcije iskazani su u sljedec´im teore-
mima. Teorem jedinstvenosti nam daje 1 − 1 korespodenciju izmedu karakteristicˇne
funkcije i njoj pripadne funkcije distribucije. Naime, ako dvije slucˇajne varijable imaju
jednake karakteristicˇne funkcije, onda one imaju jednake funkcije distribucije.
Teorem 3.4. (Teorem jedinstvenosti) Neka su FX1 i FX2 funkcije distribucije na
R i neka one imaju istu karakteristicˇnu funkciju, tj. za sve t ∈ R vrijedi∫ ∞
−∞
eitxdFX1(x) =
∫ ∞
−∞
eitxdFX2(x).
Tada je FX1 = FX2.
Dokaz:
Neka su a, b ∈ R takvi da je a < b te neka je ε > 0. Promotrimo funkciju f (ε), cˇiji
je graf prikazan na Slici 1.,
Slika 1: Graf funkcije f (ε)
te dokazˇimo da vrijedi∫ ∞
−∞
f (ε)(x)dFX1(x) =
∫ ∞
−∞
f (ε)(x)dFX2(x).
Neka je n ∈ N takav da je [a−ε, b+ε] ⊂ [−n, n] i neka je (δn, n ∈ N) niz, takav da je
1 ≥ δn ↓ 0 za n → ∞. Restringirana funkcija f (ε)|[−n,n] je neprekidna i prima jednake
vrijednosti u rubnim tocˇkama. Sada prema Weierstrassovom teoremu aproksimacije i
Napomeni 2.1. mozˇemo funkciju f (ε)|[−n,n] uniformno aproksimirati trigonometrijskim
polinomima. Dakle, postoji konacˇna suma
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f (ε)n (x) =
∑
k
ake
ipixk
n
tako da vrijedi
sup
−n≤x≤n
|f (ε)(x)− f (ε)n (x)| ≤ δn.
Prosˇirimo funkciju f
(ε)
n na cijeli R i primijec´ujemo da je
sup
x∈R
|f (ε)n (x)| ≤ 2.
Iz pretpostavke teorema da FX1 i FX2 imaju jednaku karakteristicˇnu funkciju sljedi
da je ∫ ∞
−∞
f (ε)n (x)dFX1(x) =
∫ ∞
−∞
f (ε)n (x)dFX2(x).
Oznacˇimo sa M = max{FX1(∞), FX2(∞)}, pa dobivamo sljedec´e
∣∣∣∣∫ ∞−∞ f (ε)(x)dFX1(x)−
∫ ∞
−∞
f (ε)(x)dFX2(x)
∣∣∣∣ = ∣∣∣∣∫ n−n f (ε)dFX1(x)−
∫ n
−n
f (ε)dFX2(x)
∣∣∣∣
≤
∣∣∣∣∫ n−n f (ε)n dFX1(x)−
∫ n
−n
f (ε)n dFX2(x)
∣∣∣∣
+ 2Mδn
≤
∣∣∣∣∫ ∞−∞ f (ε)n dFX1(x)−
∫ ∞
−∞
f (ε)n dFX2(x)
∣∣∣∣
+ 2Mδn + 2µFX1 ([−n, n]e)
+ 2µFX2 ([−n, n]e),
gdje su µFX1 i µFX2 mjere inducirane redom s FX1 odnosno FX2 . Desna strana pret-
hodnog izraza tezˇi prema nuli kada n→∞, dakle vrijedi∫ ∞
−∞
f (ε)dFX1(x) =
∫ ∞
−∞
f (ε)dFX2(x).
Primjetimo, kada ε→ 0 vrijedi f (ε)(x)→ K[a,b](x), gdje je K[a,b](x) funkcija defini-
rana na sljedec´i nacˇin
K[a,b](x) =
{
1 , x ∈ [a, b]
0 , x /∈ [a, b] .
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Ukoliko na jednakost
∫ ∞
−∞
f (ε)(x)dFX1(x) =
∫ ∞
−∞
f (ε)(x)dFX2(x) primjenimo Lebe-
sgueov teorem o dominantnoj konvergenciji, dobivamo∫ ∞
−∞
K[a,b](x)dFX1(x) =
∫ ∞
−∞
K[a,b](x)dFX2(x).
Prema tome kako smo definirali funkciju K[a,b] iz prethodne jednakosti sljedi
FX1(b)− FX1(a) = FX2(b)− FX2(a), ako je a tocˇka u kojoj su i FX1 i FX2 neprekidne,
tj. a ∈ C(FX1) ∩ C(FX2). Pustimo a → −∞ po skupu C(FX1) ∩ C(FX2), tada
prema svojstvima funkcija distribucije znamo da je FX1(−∞) = FX2(−∞) = 0 i zbog
Propozicijie 2.1. sljedi FX1 = FX2 .

Nastavit c´emo s drugim vazˇnim teoremom, Teoremom inverzije i njegovim dokazom.
Teorem 3.5. (Teorem inverzije) 1. Ako je ϕX karakteristicˇna funkcija slucˇajne
varijable X s funkcijom distribcije FX i ako su a i b proizvoljne tocˇke neprekid-
nosti funkcije FX takve da je a < b, tada vrijedi:
FX(b)− FX(a) = lim
T→∞
1
2pi
∫ T
−T
e−iat − e−ibt
it
ϕX(t)dt
2. Ako je
∫ ∞
−∞
|ϕX(t)|dt < ∞, tada slucˇajna varijabla X ima funkciju gustoc´e fX ,
tj. X je neprekidna slucˇajna varijabla i vrijedi
fX(x) =
1
2pi
∫ ∞
−∞
e−itxϕX(t)dt, x ∈ R.
Osim toga, fX je neprekidna i ogranicˇena funkcija.
Dokaz:
1. Oznacˇimo sa I(T ) izraz, za a < b,
I(T ) =
1
2pi
∫ T
−T
e−iat − e−ibt
it
ϕX(t)dt,
koji mozˇemo zapisati na sljedec´i nacˇin
I(T ) =
1
2pi
∫ T
−T
e−iat − e−ibt
it
ϕX(t)dt
=
1
2pi
∫ T
−T
e−iat − e−ibt
it
[∫ ∞
−∞
eitxdFX(x)
]
dt
=
∫ T
−T
∫ ∞
−∞
[
eit(x−a) − eit(x−b)
2piit
]
dFX(x)dt.
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Kako bi prethodni izraz josˇ pojednostavili, zˇelimo zamjeniti integrale. Prije toga
potrebno je provjeriti je li podintegralna funkcija ogranicˇena kako bi mogli pri-
mjeniti Fubinijev teorem. Dakle, sredivanjem podintegralne funkcije i primjenom
nejednakosti trokuta na integral sljedi∣∣∣∣e−iat − e−ibtit eitx
∣∣∣∣ = ∣∣∣∣e−iat − e−ibtit
∣∣∣∣ ∣∣eitx∣∣
=
∣∣∣∣e−iat − e−ibtit
∣∣∣∣ · 1
=
∣∣∣∣∫ b
a
e−itxdx
∣∣∣∣
≤
∫ b
a
∣∣e−itx∣∣ dx
= b− a.
Primjenjujuc´i prethodni rezultat, pogledajmo sljedec´i integral∫ c
−c
∫ ∞
−∞
(b− a)dtdFX(x) = 2c(b− a)FX(∞) <∞.
Sada smijemo zamjeniti integrale i vrijedi
I(T ) =
∫ ∞
−∞
∫ T
−T
[
eit(x−a) − eit(x−b)
2piit
]
dFX(x)dt.
U nastavku c´emo iskoristiti trigonometrijski zapis sin z =
eiz − e−iz
2i
i neparnost
sinusa te dobivamo∫ ∞
−∞
[∫ T
−T
eit(x−a) − eit(x−b)
2piit
dt
]
dFX(x) =
∫ ∞
−∞
[
1
pi
∫ T
0
sin t(x− a)
t
dt
− 1
pi
∫ T
0
sin t(x− b)
t
dt
]
dFX(x).
Znamo da opc´enito vrijedi
∫ ∞
0
sin(αx)
x
dx = sign(α)
pi
2
,
gdje je sign(α) predznak od α koji mozˇe biti −1, 0 ili 1, zavisno o tome je li α
manji, jednak ili vec´i od nule. U nasˇem slucˇaju α su x − a i x − b, te c´emo sve
pregledno zapisati ovako
1
pi
∫ ∞
0
sin(αt)
t
dt =

1
2
, α > 0
0 , α = 0
−1
2
, α < 0
.
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Iz prethodno navedenog vidimo kako je funkcija
1
pi
∫ T
0
sin(αt)
t
dt neprekidna po T
i postoji limes te funkcije kada T →∞ i on je konacˇan, zbog cˇega zakljucˇujemo
da je dana funkcija uniformno ogranicˇena. Dakle, postoji M , 0 < M <∞, takav
da vrijedi
∣∣∣∣ 1pi
∫ T
0
sin(αt)
t
dt
∣∣∣∣ ≤ M za sve T i α. U nastavku c´emo primjeniti
Lebesgueov teorem o dominiranoj konvergenciji, jer smo prethodno zakljucˇili da
su ispunjeni uvjeti tog teorema. Primjenom navedenog, vrijedi
lim
T→∞
I(T ) = lim
T→∞
∫ ∞
−∞
[
1
pi
∫ T
0
sin(t(x− a))
t
dt− 1
pi
∫ T
0
sin(t(x− b))
t
dt
]
dFX(x)
=
∫ ∞
−∞
L(x, a, b)dFX(x)
gdje je
L(x, a, b) =

1 , a < x < b
1
2
, x = a ili x = b
0 , x < a ili x > b
.
Nakon djelovanja limesa, vrijedi sljedec´e
lim
T→∞
I(T ) =
∫
(−∞,a)
[
−1
2
−
(
−1
2
)]
dFX +
∫
{a}
[
0−
(
−1
2
)]
dFX
+
∫
(a,b)
[
1
2
−
(
−1
2
)]
dFX +
∫
{b}
[
1
2
− 0
]
dFX
+
∫
(b,∞)
[
1
2
− 1
2
]
dFX
=
∫ b
a
[
1
2
−
(
−1
2
)]
dFX
= FX(b)− FX(a)
jer su a, b ∈ C(FX).
2. Zˇelimo dokazati, ako je
∫ ∞
−∞
|ϕX(t)|dt <∞, tada funkcija distribucije FX slucˇajne
varijable X ima funkciju gustoc´e fX za koju vrijedi,
fX(x) =
1
2pi
∫ ∞
−∞
e−itxϕX(t)dt, x ∈ R.
Prvo c´emo pokazati da je fX integrabilna na [a, b] tj. da je ogranicˇena i nepre-
kidna. Znamo da je funkcija ϕX integrabilna sˇto povlacˇi da je fX dobro definirana
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i ogranicˇena. Preostalo je josˇ pokazati da je fX neprekidna na R, za taj dokaz po-
trebno je ponoviti slicˇan postupak koji smo naveli u dokazu Propozicije 3.1.(3).
Dakle, funkcija gustoc´e fX je integrabilna na [a, b] pa sada mozˇemo racˇunati
odredeni integral funkcije gustoc´e,
∫ b
a
fX(x)dx =
∫ b
a
[
1
2pi
∫ ∞
−∞
e−itxϕX(t)dt
]
dx.
Prethodno smo vec´ zakljucˇili da funkcija gustoc´e zadovoljava uvjete Fubinijevog
teorem, pa c´emo ga iskoristiti∫ b
a
[
1
2pi
∫ ∞
−∞
e−itxϕX(t)dt
]
dx =
1
2pi
∫ ∞
−∞
ϕX(t)
[∫ b
a
e−itxdx
]
dt
= lim
T→∞
1
2pi
∫ T
−T
ϕX(t)
[∫ b
a
e−itxdx
]
dt
= lim
T→∞
1
2pi
∫ T
−T
e−iat − e−ibt
it
ϕX(t)dt.
Primjec´ujemo da smo dobili isti izraz kao u 1. dijelu teorema, prema tome znamo
da vrijedi
lim
T→∞
1
2pi
∫ T
−T
e−iat − e−ibt
it
ϕX(t)dt = FX(b)− FX(a),
za a, b ∈ C(FX). Buduc´i da je integral neprekidna funkcija svojih granica, za-
kljucˇujemo da je
FX(b)− FX(a) =
∫ b
a
fX(x)dx za sve a, b ∈ R, takve da je a < b.
Kada pustimo a → −∞ sljedi FX(b) =
∫ b
−∞
fX(x)dx, za b ∈ R. Prema tome
kako je FX funkcija distribucije slucˇajne varijable X, mozˇemo zakljucˇiti da je fX
funkcija gustoc´e od X.

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4. Primjeri karakteristicˇnih funkcija nekih slucˇajnih
varijabli
U ovom poglavlju c´emo izracˇunati karakteristicˇne funkcije nekoliko distribucija slucˇajnih
varijabli koje se zbog svoje velike vazˇnosti cˇesto koriste u praksi i koje prepoznajemo
po njihovim specificˇnim svojstvima.
Primjer 4.1. (Bernoullijeva distribucija) U stvarnom zˇivotu nas cˇesto zanima ko-
lika je vjerojatnost da se neki dogadaj realizirao ili da se nije realizirao, a te realiza-
cije cˇesto zovemo uspjeh, odnosno neuspjeh. Takvi pokusi kod kojih slucˇajna varijabla
mozˇe primiti tocˇno dvije vrijednosti su opisani Bernoullijevom distribucijom, gdje je
R(X) = {0, 1}, a pridruzˇene vjerojatnosti su p = P (X = 1) i q = 1− p = P (X = 0).
Sada prema definiciji karakteristicˇne funkcije sljedi
ϕX(t) =
∑
i∈R(X)
eitxipi = e
0(1− p) + eitp = 1− p+ eitp = q + eitp.
Primjer 4.2. (Binomna distribucija) Za slucˇajnu varijablu X koja opisuje broj us-
pjeha u n nezavisnih ponavljanja i gdje nas pri svakom izvodenju pokusa zanima samo
je li se neki dogadaj dogodio ili ne, kazˇemo da ima Binomnu distribuciju. Neka je n ∈ N
i p ∈ (0, 1), slucˇajna varijabla X prima vrijednosti iz skupa {0, 1, 2, ..., n} s pripadnim
vjerojatnostima pi = P{X = i} =
(
n
i
)
pi(1−p)n−i. Na taj nacˇin je dana Binomna dis-
tribucija s parametrima n i p koju oznacˇavamo X ∼ B(n, p). Karakteristicˇnu funkciju
racˇunamo
ϕX(t) =
n∑
i=0
eitxipi =
n∑
i=0
eitxi
(
n
i
)
pi(1− p)n−i.
Prema Binomnom teoremu koji tvrdi da je (a+ b)n =
n∑
k=0
(
n
k
)
akbn−k, gdje su a, b ∈ R,
n ∈ N, sljedi
n∑
i=0
eitxi
(
n
i
)
pi(1− p)n−i = (peit + 1− p)n.
Dakle, karakteristicˇna funkcija za slucˇajnu varijablu X s Binomnom distribucijom je
ϕX(t) = (pe
it + 1− p)n.
Primjer 4.3. (Uniformna distribucija) Uniformna distribucija slucˇajne varijable
X vezˇe se uz pokuse za koje je poznato da mogu primiti vrijednosti iz ogranicˇenog
intervala (a, b), ali pritom ne preferiramo neko podrucˇje. Preciznije, za neprekidnu
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slucˇajnu varijablu X kazˇemo da ima uniformnu distribuciju na intervalu (a, b), gdje je
a < b, ako joj je funkcija gustoc´e dana izrazom
fX(x) =
{
1
b−a , x ∈ (a, b)
0 , x /∈ (a, b) .
Oznacˇavamo je s X ∼ U(a, b), a, b ∈ R, takvi da je a < b. Funkcija distribucije
uniformne slucˇajne varijable je dana na sljedec´i nacˇin
FX(x) =

0 , x ∈ (−∞, a)
x−a
b−a , x ∈ [a, b)
1 , x ∈ [b,∞)
i njezin graf za X ∼ U(0, 5)vidimo na Slici 2.
Slika 2: Funkcija distribucije uniformne slucˇajne varijable
Pogledajmo sada postupak racˇunanja karakteristicˇne funkcije
ϕX(t) =
∫ ∞
−∞
eitxfX(x)dx =
∫ b
a
eitx
1
b− adx
=
1
b− a
∫ b
a
eitxdx
=
1
b− a
∫ b
a
(cos(tx) + i sin(tx))dx
=
1
it(b− a)
[
eitb − eita] .
Dakle, karakteristicˇna funkcija neprekidne slucˇajne varijable s uniformnom distri-
bucijom je ϕX =
eitb − eita
it(b− a) .
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Primjer 4.4. (Normalna distribucija) Za neprekidnu slucˇajnu varijablu X na vje-
rojatnosnom prostoru (Ω,F , P ) kazˇemo da ima normalnu ili Gaussovu distribuciju s
parametrima µ i σ2 ako je njezina funkcija gustoc´e dana s
fX(x) =
1
σ
√
2pi
e−
(x−µ)2
2σ2 , x ∈ R, gdje su µ i σ realni brojevi i σ > 0.
Funkcija gustoc´e neprekidne slucˇajne varijable za µ = 1 i σ = 2 prikazana je na Slici
3.
Slika 3: Funkcija gustoc´e slucˇajne varijable
Oznacˇavamo je s X ∼ N (µ, σ2). Funkcija distribucije je dana formulom
FX(x) =
1
σ
√
2pi
∫ x
−∞
e−
(t−µ)2
2σ2 dt, x ∈ R.
Prvo c´emo napraviti afinu transformaciju slucˇajne varijable X =
Y − µ
σ
pa dobi-
vamo sljedec´e
X =
Y − µ
σ
=⇒ σX = Y − µ =⇒ Y = σX + µ.
Prema Teoremu 3.2.(1) o svojstvima karakteristicˇne funkcije znamo da vrijedi
ϕY (t) = ϕσX+µ(t) = e
iµtϕX(σt)
sˇto c´emo iskoristiti na kraju. Sada odredimo karakteristicˇnu funkciju standardne nor-
malne distribucije slucˇajne varijable X ∼ N (0, 1), cˇija je gustoc´a dana s
fX(x) =
1√
2pi
e−
x2
2 , x ∈ R. Tada je
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ϕX(t) =
∫ ∞
−∞
eitxfX(x)dx =
∫ ∞
−∞
eitx
[
1√
2pi
e−
x2
2
]
dx
=
1√
2pi
∫ ∞
−∞
e−
x2
2 eitx
=
1√
2pi
∫ ∞
−∞
e−
x2
2
( ∞∑
k=0
(it)kxk
k!
)
dx
=
1√
2pi
∫ ∞
−∞
∞∑
k=0
(it)k
k!
xke−
x2
2 dx
=
1√
2pi
∞∑
k=0
∫ ∞
−∞
(it)k
k!
xke−
x2
2 dx
=
∞∑
k=0
(it)k
k!
1√
2pi
∫ ∞
−∞
xke−
x2
2 dx
Pogledajmo sada podintegralnu funkciju i oznacˇimo je s g(x) = xke−
x2
2 . Funkcija g
je parna za paran k, odnosno neparna kada je k neparan i vrijedi sljedec´e∫ ∞
−∞
xke−
x2
2 dx = ((−1)k + 1)
∫ ∞
0
yke−
y2
2 dy.
Zatim c´emo dobiveni izraz uvrstiti na odgovarajuc´e mjesto, nakon cˇega ϕX izgleda
ovako
ϕX(t) =
∞∑
k=0
(it)k
k!
1√
2pi
((−1)k + 1)
∫ ∞
0
yke−
y2
2 dy.
Kako bismo imali pregledniji racˇun uvest c´emo supstituciju s = y
2
2
. Tada je
ϕX(t) =
∞∑
k=0
((−1)k + 1)(it)k
k!
√
2pi
∫ ∞
0
(2s)
k
2 e−s(2s)−
1
2ds
=
∞∑
k=0
((−1)k + 1)(it)k
k!
√
2pi
∫ ∞
0
2
k
2 s
k
2 e−s2−
1
2 s−
1
2ds
=
∞∑
k=0
((−1)k + 1)(it)k
k!
√
2pi
2
k−1
2
∫ ∞
0
s
k−1
2 e−sds.
Iintegral u prethodnoj jednakosti odgovara definiciji Gama funkciji, tj.
Γ(x) =
∫ ∞
0
tx−1e−tdt, pri cˇemu je x > 0, te je prethodni izraz jednak
∞∑
k=0
((−1)k + 1)(it)k
k!
√
2pi
2
k−1
2 Γ
(
k + 1
2
)
.
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Primjetimo sada da su sumandi jednaki nuli za sve neparne k, zbog toga c´emo sumirati
samo po parnim k i vrijedi
ϕX(t) =
∞∑
n=0
((−1)2n + 1)(it)2n
(2n)!
√
2pi
2n−
1
2 Γ
(
2n+ 1
2
)
=
∞∑
n=0
2(it)2n
(2n)!
√
pi
2n−1Γ
(
2n+ 1
2
)
.
U nastavku c´emo iskoristiti svojstva koja vrijede za Gamma funkciju, odnosno
Γ(x)Γ
(
x+
1
2
)
=
√
pi
22x−1
Γ(2x) te nakon toga Γ(x) = (x − 1)!. Kada to uvrstimo u
prethodnu jednakost dobit c´emo rjesˇenje
ϕX(t) =
∞∑
n=0
(it)2n
2n(2n)!
Γ(2n+ 1)
Γ(n+ 1)
=
∞∑
n=0
(it)2n
2nn!
=
∞∑
n=0
(−1)nt2n
2nn!
=
∞∑
n=0
(
− t2
2
)n
n!
= e−
t2
2 , t ∈ R.
Za kraj c´emo prethodni rezultat uvrsititi u pocˇetni izraz i dobiti karakteristicˇnu
funkciju slucˇajne varijable Y ,
ϕY (t) = e
iµtϕX(σt) = e
iµt− (σt)2
2 , t ∈ R.
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