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Abstract. The matrix Sturm-Liouville operator with an integrable potential on the half-
line is considered. We study the inverse spectral problem, which consists in recovering of this
operator by the Weyl matrix. The main result of the paper is the necessary and sufficient
conditions on the Weyl matrix of the non-self-adjoint matrix Sturm-Liouville operator. We
also investigate the self-adjoint case and obtain the characterization of the spectral data as a
corollary of our general result.
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1. Introduction and main results
Inverse spectral problems consist in recovering differential operators from their spectral
characteristics. Such problems arise in many areas of science and engineering, i.e. quantum
mechanics, geophysics, astrophysics, electronics. The most complete results were obtained
in the theory of inverse spectral problems for scalar Sturm-Liouville operators −y′′ + q(x)y
(see monographs [1–4] and references therein). The greatest progress in the study of Sturm-
Liouville operators on the half-line has been achieved by V.A. Marchenko [1]. He has studied the
inverse problem for the non-self-adjoint locally integrable potential by the generalized spectral
function, using the method of transformation operator. We also mention, that V.A. Marchenko
has solved the inverse scattering problem on the half-line. Later V.A. Yurko has shown, that
the inverse problem by the generalized spectral function is equivalent to the problem by the
generalized Weyl function [4]. These problems are closely related to the inverse problem for
the wave equation utt = uxx − q(x)u. When the potential is integrable on the half-line, the
generalized Weyl function turns into the ordinary Weyl function. V.A. Yurko has studied inverse
problems for the Sturm-Liouville operator with the potential from L(0,∞) by the Weyl function
and, in the self-adjoint case, by the spectral data. He developed a constructive algorithm
for the solution of these problems and obtained necessary and sufficient conditions for the
corresponding spectral characteristics. The details are presented in [4]. In this paper, we
generalize his results to the matrix case.
The research on the inverse matrix Sturm-Liouville problems started in connection with
their applications in quantum mechanics [5]. Matrix Sturm-Liouville equations can also be
used to describe propagation of seismic [6] and electromagnetic waves [7]. Another important
application is the integration of matrix nonlinear evolution equations, such as matrix KdV and
boomeron equations [8]. The theory of matrix Sturm-Liouville problems have been actively
developed during the last twenty years. Trace formulas, eigenvalue asymptotics and some other
aspects of direct problems were studied in papers [9–13]. The works [14–18] contain results of
the most resent investigations of inverse problems for matrix Sturm-Liouville operators on a
finite interval.
For the matrix Sturm-Liouville operator on the half-line, Z.S. Agranovich and
V.A. Marchenko [5] have made an extensive reseach on the inverse scattering problem, us-
ing the transformation operator method [1, 2]. G. Freiling and V.A. Yurko [19] have started
the investigation of the inverse spectral problem for the non-self-adjoint matrix Sturm-Liouville
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operator. They have proved the uniqueness theorem and provided a constructive algorithm
for the solution of the inverse problem by the so-called Weyl matrix (the generalization of the
scalar Weyl function [1], [4]). Their approach is based on the method of spectral mappings
(see [4,20]), whose main ingredient is the contour integration in the complex plane of the spec-
tral parameter λ. We mention that a related inverse problem for the matrix wave equation was
investigated in [21].
In this paper, we study the inverse problem for the matrix Sturm-Liouville operator on
the half-line by the Weyl matrix. We present the necessary and sufficient conditions for the
solvability of the inverse problem in the general non-self-adjoint situation. As a particular case,
we consider the self-adjoint problem, and get the necessary and sufficient conditions on the
spectral data of the self-adjoint operator. Our method is based on the approach of [19].
Proceed to the formulation of the problem. Consider the boundary value problem L =
L(Q(x), h) for the matrix Sturm-Liouville equation
ℓY := −Y ′′ +Q(x)Y = λY, x > 0, (1)
U(Y ) := Y ′(0)− hY (0) = 0. (2)
Here Y (x) = [yk(x)]k=1,m is a column vector, λ is the spectral parameter, Q(x) =
[Qjk(x)]
m
j,k=1 is an m×m matrix function with entries from L(0,∞), and h = [hjk]mj,k=1, where
hjk are complex numbers.
Let λ = ρ2, ρ = σ + iτ , and let for definiteness τ := Imρ ≥ 0. Denote by Φ(x, λ) =
[Φjk(x, λ)]
m
j,k=1 the matrix solution of equation (1), satisfying boundary conditions U(Φ) = Im
(Im is the m×m unit matrix), Φ(x, λ) = O(exp(iρx)), x→∞, ρ ∈ Ω := {ρ : Im ρ ≥ 0, ρ 6= 0}.
Denote M(λ) = Φ(0, λ). We call the matrix functions Φ(x, λ) and M(λ) the Weyl solution and
the Weyl matrix of L, respectively. Further we show, that the singularities of Φ(x, λ) and M(λ)
coincide with the spectrum of the problem L. The Weyl functions and their generalizations
often appear in applications and in pure mathematical problems for various classes of differential
operators. In this paper, we use the Weyl matrix as the main spectral characteristic and study
the following problem.
Inverse Problem 1. Given the Weyl matrix M(λ), construct the potential Q and the
coefficient h.
The paper is organized as follows. In Section 2, we present the most important properties
of the Weyl matrix and briefly describe the solution of Inverse Problem 1, given in [19]. By
the method of spectral mappings, the nonlinear inverse problem is transformed to the linear
equation in a Banach space of continuous matrix functions. In Section 3, we use this solution
to obtain our main result, necessary and sufficient conditions for the solvability of Inverse
Problem 1. In the general non-self-adjoint situation, one has to require the solvability of the
main equation in the necessary and sufficient conditions. Of course, it not always easy to
check this requirement, but one can not avoid it even for the scalar Sturm-Liouville operator
(examples are provided in [4]). Therefore we are particularly interested in the special cases,
when the solvability of the main equation can be easily checked. First of all, there is the
self-adjoint case, studied in Sections 4 and 5. We introduce the spectral data and get their
characterization. We also consider finite perturbations of the spectrum in Section 6. In this
case, the main equation turns into a linear algebraic system, and one can easily verify its
solvability.
2. Preliminaries
In this section, we provide the properties of the Weyl matrix and the algorithm for the
solution of Inverse Problem 1 by the method of spectral mappings. We give the results without
proofs, one can read [5, 19] for more details.
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Start with the introduction of the notation. We consider the space of complex column
m-vectors Cm with the norm
‖Y ‖ = max
1≤j≤m
|yj|, Y = [yj]j=1,m,
the space of complex m×m matrices Cm×m with the corresponding induced norm
‖A‖ = max
1≤j≤m
m∑
k=1
|ajk|, A = [ajk]j,k=1,m.
The symbols Im and 0m are used for the unit m × m matrix and the zero m × m matrix,
respectively. The symbol † denotes the conjugate transpose.
We use the notation A(I;Cm×m) for a class of the matrix functions F (x) = [fjk(x)]k=1,m
with entries fjk(x) belonging to the class A(I) of scalar functions. The symbol I stands for an
interval or a segment. For example, the potential Q belongs to the class L((0,∞);Cm×m).
Denote by Π the λ-plane with a cut λ ≥ 0, and Π = Π\{0}; note that here Π and Π1 must
be considered as subsets of the Riemann surface of the square root function. Then, under the
map ρ→ ρ2 = λ, Π1 corresponds to the domain Ω = {ρ : Imρ ≥ 0, ρ 6= 0}.
Let us introduce the matrix Jost solution e(x, ρ). Equation (1) has a unique matrix solution
e(x, ρ) = [ejk(x, ρ)]
m
j,k=1, ρ ∈ Ω, x ≥ 0, satisfying the integral equation
e(x, ρ) = exp(iρx)Im − 1
2iρ
∫ ∞
x
(exp(iρ(x− t))− exp(iρ(t− x))Q(t)e(t, ρ)dt. (3)
The matrix function e(x, ρ) has the following properties:
(i1) For x→∞, ν = 0, 1, and each fixed δ > 0,
e(ν)(x, ρ) = (iρ)ν exp(iρx)(Im + o(1)), (4)
uniformly in Ωδ := {Im ρ ≥ 0, |ρ| ≥ δ}.
(i2) For ρ→∞, ρ ∈ Ω, ν = 0, 1,
e(ν)(x, ρ) = (iρ)ν exp(iρx)
(
1 +
ω(x)
iρ
+ o(ρ−1)
)
, ω(x) := −1
2
∫ ∞
x
Q(t) dt, (5)
uniformly for x ≥ 0.
(i3) For each fixed x ≥ 0 and ν = 0, 1, the matrix functions e(ν)(x, ρ) are analytic for
Imρ > 0 and continuous for ρ ∈ Ω.
(i4) For ρ ∈ R\{0} the columns of the matrix functions e(x, ρ) and e(x,−ρ) form a funda-
mental system of solutions for equation (1).
The construction of the Jost solution in the matrix case was given in the Appendix of [22] for
even more general situation of the matrix pencil. In principle, the the proof is not significantly
different from the similar proof in the scalar case (see [4, Section 2]).
Along with L we consider the problem L∗ = L∗(Q(x), h) in the form
ℓ∗Z := −Z ′′ + ZQ(x) = λZ, x > 0, (6)
U∗(Z) := Z ′(0)− Z(0)h = 0. (7)
where Z is a row vector. Denote 〈Z, Y 〉 := Z ′Y −ZY ′. If Y (x, λ) and Z(x, λ) satisfy equations
(1) and (6), respectively, then
d
dx
〈Z(x, λ), Y (x, λ)〉 = 0, (8)
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so the expression 〈Z(x, λ), Y (x, λ)〉 does not depend on x.
One can easily construct the Jost solution e∗(x, ρ) of equation (6), satisfying the integral
equation
e∗(x, ρ) = exp(iρx)Im − 1
2iρ
∫ ∞
x
(exp(iρ(x− t))− exp(iρ(t− x))) e∗(t, ρ)Q(t)dt. (9)
and the same properties (i1)-(i4), as e(x, ρ).
If ρ ∈ R\{0}, then
〈e∗(x,−ρ), e(x, ρ)〉 = −2iρIm. (10)
Indeed, by virtue of (8), the expression 〈e∗(x,−ρ), e(x, ρ)〉 does not depend on x. So one can
take a limit as x→∞ and use asymptotics (4), in order to derive (10).
Denote u(ρ) := U(e(x, ρ)) = e′(0, ρ) − he(0, ρ), ∆(ρ) = det u(ρ). By property (i3) of the
Jost solution, the functions u(ρ) and ∆(ρ) are analytic for Im ρ > 0 and continuous for ρ ∈ Ω.
Introduce the sets
Λ = {λ = ρ2 : ρ ∈ Ω, ∆(ρ) = 0},
Λ′ = {λ = ρ2 : Im ρ > 0, ∆(ρ) = 0},
Λ′′ = {λ = ρ2 : Im ρ = 0, ρ 6= 0, ∆(ρ) = 0}.
It is known (see [19]), that the spectrum of the boundary value problem L consists of the
positive half-line {λ : λ ≥ 0} and the discrete bounded set Λ = Λ′ ∪ Λ′′. The set of all nonzero
eigenvalues coincides with the at most countable set Λ′. The points of Λ′′ are called spectral
singularities of L.
One can easily show that the Weyl solution and the Weyl matrix admit the following rep-
resentations
Φ(x, λ) = e(x, ρ)(u(ρ))−1, (11)
M(λ) = e(0, ρ)(u(ρ))−1. (12)
Clearly, singularities of the Weyl matrix M(λ) coincide with the zeros of ∆(ρ).
Lemma 1 ( [19, 22]). The Weyl matrix is analytic in Π outside the countable bounded set of
poles Λ′, and continuous in Π1 outside the bounded set Λ. For |ρ| → ∞, ρ ∈ Ω,
M(λ) =
1
iρ
(
Im +
h
iρ
+
κ(ρ)
ρ
)
, κ(ρ) = −i
∫ ∞
0
Q(t)e2iρtdt+O(ρ−2). (13)
Let ϕ(x, λ) = [ϕjk(x, λ)]
m
j,k=1 and S(x, λ) = [Sjk(x, λ)]
m
j,k=1 be the matrix solutions of equa-
tion (1) under initial conditions ϕ(0, λ) = Im, ϕ
′(0, λ) = h, S(0, λ) = 0m, S
′(0, λ) = Im.
For each fixed x ≥ 0, these matrix functions are entire in λ-plane. Further we also need the
following relation
Φ(x, λ) = S(x, λ) + ϕ(x, λ)M(λ). (14)
Symmetrically one can introduce the matrix solutions Φ∗(x, λ), S∗(x, λ) and ϕ∗(x, λ) of
equation (6), and the Weyl matrix M∗(λ) := Φ∗(0, λ) of the problem L∗. Then
Φ∗(x, λ) = S∗(x, λ) +M∗(λ)ϕ∗(x, λ). (15)
By virtue of (8), the expression 〈Φ∗(x, λ),Φ(x, λ)〉 does not depend on x. Since by the
boundary conditions
〈Φ∗(x, λ),Φ(x, λ)〉x=0 = U∗(Φ∗)Φ(0, λ)− Φ∗(0, λ)U(Φ) =M(λ)−M∗(λ),
lim
x→∞
〈Φ∗(x, λ),Φ(x, λ)〉 = 0m, Im ρ > 0,
4
we have M(λ) ≡M∗(λ).
Now proceed to the constructive solution of Inverse Problem 1. Let the Weyl matrix M(λ)
of the boundary value problem L = L(Q, h) be given. Choose an arbitrary model problem
L˜ = L(Q˜, h˜) in the same form as L, but with other coefficients. We agree that if a certain
symbol γ denotes an object related to L, then the corresponding symbol γ˜ with tilde denotes
the analogous object related to L˜. We consider also the problem L˜∗ = L∗(Q˜, h˜).
Denote
M±(λ) := lim
z→0,Re z>0
M(λ± iz), V (λ) := 1
2πi
(M−(λ)−M+(λ)), λ > 0.
Suppose that the following condition is fulfilled:∫ ∞
ρ∗
ρ4‖Vˆ (λ)‖2dρ <∞, Vˆ := V − V˜ , (16)
for some ρ∗ > 0. For example, if Q ∈ L2((0,∞);Cm×m), then κ(ρ) in (13) is L2-function. There-
fore one can take any problem L˜ with a potential from L((0,∞);Cm×m) ∩ L2((0,∞);Cm×m)
and h˜ = h, in order to satisfy (16).
Introduce auxiliary functions
D˜(x, λ, µ) =
〈ϕ˜∗(x, µ), ϕ˜(x, λ)
λ− µ =
∫ x
0
ϕ˜∗(t, µ)ϕ˜(t, λ) dt, (17)
Mˆ(µ) =M(µ)− M˜(µ), r˜(x, λ, µ) = Mˆ(µ)D˜(x, λ, µ).
Let γ′ be a bounded closed contour in λ-plane, encircling the set of singularities Λ∪ Λ˜∪{0},
let γ′′ be the two-sided cut along the ray {λ : λ > 0, λ /∈ int γ′}, and γ = γ′ ∪ γ′′ be a contour
with the counter-clockwise circuit (see Fig. 1). By contour integration over the contour γ,
G. Freiling and V. Yurko [19] have obtained the following result.
✻
✲✛✲
❨
γ
Fig. 1
Theorem 1. For each fixed x ≥ 0, the following relation holds
ϕ˜(x, λ) = ϕ(x, λ) +
1
2πi
∫
γ
ϕ(x, µ)r˜(x, λ, µ) dµ, (18)
which is called the main equation of Inverse Problem 1. This equation is uniquely solvable
(with respect to ϕ(x, λ)) in the Banach space B of continuous bounded on γ matrix functions
z(λ) = [zjk(x, λ)]
m
j,k=1 with the norm ‖z‖B = sup
λ∈γ
max
j,k=1,m
|zjk(λ)|.
Corollary 1. The analogous relation is valid for Φ(x, λ):
Φ˜(x, λ) = Φ(x, λ) +
1
2πi
∫
γ
ϕ(x, µ)Mˆ(µ)
〈ϕ˜∗(x, µ), Φ˜(x, λ)〉
λ− µ dµ, λ ∈ Jγ, (19)
where Jγ := {λ : λ /∈ γ ∪ int γ′}.
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Proof. Following the proof of Theorem 4.1 from [19], we define a block-matrix of spectral
mappings P (x, λ) = [Pjk(x, λ)]j,k=1,2 by the relation
P (x, λ)
[
ϕ˜(x, λ) Φ˜(x, λ)
ϕ˜′(x, λ) Φ˜′(x, λ)
]
=
[
ϕ(x, λ) Φ(x, λ)
ϕ′(x, λ) Φ′(x, λ)
]
.
In particular,
Φ(x, λ) = P11(x, λ)Φ˜(x, λ) + P12(x, λ)Φ˜
′(x, λ).
Substituting formulas (4.4) from [19]:
P1k(x, λ) = δ1kIm +
1
2πi
∫
γ
P1k(x, µ)
λ− µ dµ, λ ∈ Jγ,
where δjk is the Kronecker delta, we get
Φ(x, λ) = Φ˜(x, λ) +
1
2πi
∫
γ
P11(x, µ)Φ˜(x, λ) + P12(x, µ)Φ˜
′(x, λ)
λ− µ dµ, λ ∈ Jγ. (20)
Note that the matrix functions Φ(x, λ) and Φ˜(x, λ) do not have singularities in Jγ .
By virtue of the relations (3.12) from [19],
P11(x, µ) = ϕ(x, µ)Φ˜∗
′
(x, µ)− Φ(x, µ)ϕ˜∗′(x, µ),
P12(x, µ) = Φ(x, µ)ϕ˜
∗(x, µ)− ϕ(x, µ)Φ˜∗(x, µ).
Substitute these relations into (20) and group the terms:
Φ(x, λ) = Φ˜(x, λ) +
1
2πi
∫
γ
(
ϕ(x, µ)
(
Φ˜∗
′
(x, µ)Φ˜(x, λ)− Φ˜∗(x, µ)Φ˜′(x, λ)
)
− Φ(x, µ)
(
ϕ˜∗
′
(x, µ)Φ˜(x, λ)− ϕ˜∗(x, µ)Φ˜′(x, λ)
)) dµ
λ− µ
= Φ˜(x, λ) +
1
2πi
∫
γ
ϕ(x, µ)〈Φ˜∗(x, µ), Φ˜(x, λ)〉 − Φ(x, µ)〈ϕ˜∗(x, µ), Φ˜(x, λ)〉
λ− µ dµ.
If one expand Φ(x, µ) and Φ˜∗(x, µ), using (14) and (15), the terms with S(x, µ) and S˜∗(x, µ)
will be analytic inside the contour and vanish by Cauchy’s theorem. Therefore we get
Φ(x, λ) = Φ˜(x, λ)+
1
2πi
∫
γ
ϕ(x, µ)M˜∗(µ)〈ϕ˜∗(x, µ), Φ˜(x, λ)〉 − ϕ(x, µ)M(µ)〈ϕ˜∗(x, µ), Φ˜(x, λ)〉
λ− µ dµ.
Since M˜∗(µ) ≡ M˜(µ), we arrive at (19).
Solving the main equation (18), one gets the matrix function ϕ(x, λ) and can follow the
algorithm from [19] to recover the original problem L. But further we need an alternative way
to construct the potential Q and the coefficient h.
Let
ε0(x) =
1
2πi
∫
γ
ϕ(x, µ)Mˆ(µ)ϕ˜∗(x, µ)dµ, ε(x) = −2ε′0(x). (21)
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Then similarly to [4, Section 2.2], one can obtain the relations
Q(x) = Q˜(x) + ε(x), h = h˜− ε0(0). (22)
Using the formulas (21), (22), one can construct Q and h by the solution of the main equation
(18), and solve Inverse Problem 1.
3. Necessary and sufficient conditions
In this section, we give the necessary and sufficient conditions in a very general form, with
requirement of the solvability of the main equation.
Denote by W the class of the matrix functions M(λ), satisfying the conditions of Lemma 1,
namely
(i1) M(λ) is analytic in Π outside the countable bounded set of poles Λ
′, and continuous in
Π1 outside the bounded set Λ;
(i2) M(λ) enjoys the asymptotic representation
M(λ) =
1
iρ
(
Im +
h
iρ
+ o(ρ−1)
)
, |ρ| → ∞, ρ ∈ Ω. (23)
Theorem 2. For the matrix function M(λ) ∈ W to be the Weyl matrix of some boundary value
problem L of the form (1), (2), it is necessary and sufficient to satisfy the following conditions.
1. There exists a model problem L˜, such that (16) holds.
2. For each fixed x ≥ 0, the main equation (18) is uniquely solvable.
3. ε(x) ∈ L((0,∞);Cm×m), where ε(x) was defined in (21).
Similarly one can study the classes of potentials Q with higher degree of smotheness, then
the potential of the model problem Q˜ and ε should belong to the same classes.
Proof. By necessity, Conditions 1 and 3 are obvious, while Condition 2 is contained in The-
orem 1. So it remains to prove, that the potential Q and the coefficient h, constructed by
formulas (22), form a problem L with the Weyl matrix, coinciding with the given M(λ).
Step 1. Let M ∈ W , the model problem L˜ satisfy the Condition 1, ϕ(x, λ) be the solution
of the main equation (18), and Q, h be constructed via (22). Let us prove that
ℓϕ(x, λ) = λϕ(x, λ), (24)
where the differential expression ℓ was defined in (1).
Differentiating (18) and using (17), we get
ℓϕ˜(x, λ) = ℓϕ(x, λ) +
1
2πi
∫
γ
ℓϕ(x, µ)r˜(x, λ, µ) dµ
− 1
2πi
∫
γ
(
2ϕ′(x, µ)Mˆ(µ)ϕ˜∗(x, µ)ϕ˜(x, λ) dµ+ ϕ(x, µ)Mˆ(µ)
(
ϕ˜∗(x, µ)ϕ˜(x, λ)
)′)
dµ.
Since by (22)
Q(x) = Q˜(x)− 2ε′0(x) = Q˜(x)−
1
2πi
∫
γ
(
2ϕ′(x, µ)Mˆ(µ)ϕ˜∗(x, µ) + 2ϕ(x, µ)Mˆ(µ)ϕ˜∗
′
(x, µ)
)
dµ,
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we obtain
ℓ˜ϕ˜(x, λ) = ℓϕ(x, λ) +
1
2πi
∫
γ
ℓϕ(x, µ)r˜(x, λ, µ) dµ+
1
2πi
∫
γ
ϕ(x, µ)Mˆ(µ)〈ϕ˜∗(x, µ), ϕ˜(x, λ)〉dµ.
Taking (17) and the relation ℓ˜ϕ˜ = λϕ˜ into account, we conclude that
λϕ˜(x, λ) = ℓϕ(x, λ) +
1
2πi
∫
γ
ℓϕ(x, µ)r˜(x, λ, µ) dµ+
1
2πi
∫
γ
(λ− µ)ϕ(x, µ)r˜(x, λ, µ).
Substituting (18) into this relation, we arrive at the equation
η(x, λ) +
1
2πi
∫
γ
η(x, µ)r˜(x, λ, µ) dµ = 0m, λ ∈ γ, (25)
with respect to η(x, λ) = ℓϕ(x, λ)− λϕ(x, λ).
Suppose
∞∫
λ∗
ρ‖Vˆ (λ)‖dλ < ∞ (in the general case, under assumption (16), we have
∞∫
λ∗
‖Vˆ (λ)‖ dλ < ∞, λ∗ = (ρ∗)2). Then, using the same arguments, as in the scalar case [4],
one can show, that the matrix function η(x, λ) belongs to the Banach space B for each fixed
x ≥ 0. Consider the operator R˜(x) : B → B, acting in the following way:
z(λ)R˜(x) =
1
2πi
∫
γ
z(µ)r˜(x, λ, µ) dµ.
Here and below in similar situations, we write an operator to the right of an operand, because
the action of the operator involves noncommutative matrix multiplication in the such order. For
each fixed x ≥ 0, the operator R˜(x) is compact, therefore it follows from the unique solvability
of the main equation (18), that the corresponding homogeneous equation (25) is also uniquely
solvable. Hence η(x, λ) ≡ 0, and (24) is proved.
Step 2. In the general case, when (16) holds, the proof of the equality (24) is more
complicated, so we only outline the main ideas. Introduce contours γN = γ ∩ {|λ| ≤ N2}, and
consider operators
R˜N(x) : B → B, z(λ)R˜N (x) = 1
2πi
∫
γN
z(µ)r˜(x, λ, µ) dµ.
The sequence {R˜N(x)} converges to R˜(x) in the operator norm. In view of the unique solvability
of the main equation, the operator (I+R˜(x)) is invertible for each fixed x ≥ 0. So for sufficiently
large values of N , the operators (I + R˜N(x)) are also invertible, and the equations
ϕ˜(x, λ) = ϕN(x, λ) +
1
2πi
∫
γN
ϕN(x, µ)r˜(x, λ, µ) dµ
have unique solutions ϕN(x, λ). Since
N∫
ρ∗
ρ‖Vˆ (λ)‖dλ < ∞, one can repeat the arguments of
Step 1 for the matrix functions ϕN (x, λ), and prove the relations −ϕ′′N (x, λ)+QN(x)ϕN (x, λ) =
λϕN(x, λ) with matrix potentials QN(x) = Q(x) + εN(x), where
εN(x) = −2
(
1
2πi
∫
γN
ϕN(x, µ)Mˆ(µ)ϕ˜
∗(x, µ) dµ
)′
.
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The sequence {ϕN(x, λ)} converges to ϕ(x, λ) uniformly with respect to x and λ on compact
sets, and the sequence {QN(x)} converges to Q(x) in L-norm on every bounded interval. These
facts yield (24).
Analogously one can prove the relation ℓΦ(x, λ) = λΦ(x, λ) for the matrix function Φ(x, λ),
constructed via (19).
Step 3. Substituting x = 0 into the main equation (18), we get ϕ(0, λ) = Im. Differentiate
the main equation:
ϕ˜′(x, λ) = ϕ′(x, λ) +
1
2πi
∫
γ
ϕ′(x, µ)r˜(x, λ, µ) dµ+
1
2πi
∫
γ
ϕ(x, µ)Mˆ(µ)ϕ˜∗(x, µ)ϕ˜(x, λ) dµ.
Taking (17), (21) and (22) into account, we obtain
ϕ′(0, λ) = ϕ˜′(0, λ)− 1
2πi
∫
γ
ϕ(0, µ)Mˆ(µ)ϕ˜∗(0, µ) dµ = h˜− ε0(0) = h.
Similarly using (19), one can check that U(Φ) = Im.
The following standard estimates are valid for ν = 0, 1:
‖ϕ(ν)(x, µ)‖, ‖ϕ∗(ν)(x, µ)‖ ≤ C|θ|ν , µ = θ2 ∈ γ,
‖Φ˜(ν)(x, λ)‖ ≤ C|ρ|ν−1 exp(−|τ |x), λ /∈ Λ˜ ∪ {0}.
In view of (23), Mˆ(µ) = O(µ−1), |µ| → ∞, µ ∈ Π. Taking λ /∈ intγ and substituting these
estimates into (19), we derive
‖Φ(x, λ) exp(−iρx)‖ ≤ C
(
1 +
∫ ∞
λ∗
dµ
µ|λ− µ|
)
≤ C1.
Thus, we have Φ(x, λ) = O(exp(iρx)), so Φ(x, λ), constructed via (19), is the Weyl solution of
the problem L(Q, h).
It follows from (19), that
Φ(0, λ) = M˜(λ) +
1
2πi
∫
γ
Mˆ(λ)
λ− µdµ.
Using Cauchy integral formula, it is easy to show that
Mˆ(λ) =
1
2πi
∫
γ
Mˆ(µ)
λ− µdµ.
Consequently, Φ(0, λ) = M(λ), i.e. the given matrixM(λ) is the Weyl matrix of the constructed
boundary value problem L(Q, h).
4. Self-adjoint case: properties of the spectral data
In this section, we assume that the boundary value problem L is self-adjoint: Q(x) = Q†(x)
a.e. on (0,∞), h = h†. We show that its spectrum has the following properties (i1)-(i6). The
similar facts for the Dirichlet boundary condition were proved in [5].
Property (i1). The problem L does not have spectral singularities: Λ
′′ = ∅.
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Proof. We have to prove that det u(ρ) 6= 0 for ρ ∈ R\{0}. In view of (3) and (9),
e†(x, ρ) = exp(−iρx) Im+ 1
2iρ
∫ ∞
x
(exp(−iρ(x − t))− exp(iρ(x− t))) e†(t, ρ)Q(t) dt = e∗(x,−ρ)
for ρ ∈ R\{0}, therefore u†(ρ) = u∗(−ρ) for such ρ. Suppose there exist a real ρ0 6= 0 and a
nonzero vector a, such that u(ρ0)a = 0 and, consequently, a
†u∗(−ρ0) = 0. On the one hand,
a†〈e∗(x,−ρ0), e(x, ρ0)〉a = [a†u∗(−ρ0)]e(0, ρ0)a− a†e∗(0,−ρ0)[u(ρ0)a] = 0.
On the other hand, using (10), we obtain
a†〈e∗(x,−ρ0), e(x, ρ0)〉a = −2iρ0a†a 6= 0.
So we arrive at the contradiction, which proves the property.
Property (i2). All the nonzero eigenvalues are real and negative: λk = ρ
2
k < 0, ρk = iτk,
τk > 0.
Indeed, the eigenvalues of L are real because of the self-adjointness. In view of [19, Theorem
2.4], they cannot be positive.
Property (i3). The poles of the matrix function (u(ρ))
−1 in the upper half-plane are simple.
(They coincide with iτk).
Proof. Start from the relations
− e′′(x, ρ) +Q(x)e(x, ρ) = ρ2e(x, ρ), (26)
− e∗′′(x, ρ) + e∗(x, ρ)Q(x) = ρ2e∗(x, ρ). (27)
Differentiate (27) by ρ, multiply it by e(x, ρ) and subtract (26), multiplied by d
dρ
e∗(x, ρ) from
the left:
d
dρ
e∗(x, ρ)e′′(x, ρ)− d
dρ
e∗′′(x, ρ)e(x, ρ) = 2ρ e∗(x, ρ)e(x, ρ).
Note the the left-hand side of this relation equals − d
dx
〈 d
dρ
e∗(x, ρ), e(x, ρ)〉. Integrating by x from
0 to ∞, we get
〈 d
dρ
e∗(x, ρ), e(x, ρ)〉
∣∣∣∣
∞
0
= 2ρ
∫ ∞
0
e∗(x, ρ)e(x, ρ) dx.
Let Im ρ > 0. Then the matrix functions e(x, ρ), d
dρ
e∗(x, ρ) and their x-derivatives tend to zero
as x→∞. Consequently, we obtain
d
dρ
u∗(ρ)e(0, ρ)− d
dρ
e∗(0, ρ)u(ρ) = 2ρ
∫ ∞
0
e∗(x, ρ)e(x, ρ) dx. (28)
Let ρ be equal to ρ0 =
√
λ0, where λ0 is an eigenvalue, and u(ρ0)a = 0, a 6= 0. For purely
imaginary ρ, one has e∗(x, ρ) = e†(x, ρ) and u∗(ρ) = u†(ρ). So we derive from (28):
− a† d
dρ
u†(ρ0)e(0, ρ0)a = 2ρ0a
†
∫ ∞
0
e†(x, ρ0)e(x, ρ0) dx a 6= 0. (29)
In order to prove the simplicity of the poles for (u(ρ))−1, we adapt Lemma 2.2.1 from [5]:
The inverse (u(ρ))−1 has a simple pole at ρ = ρ0, if and only if the relations
u(ρ0)a = 0, u(ρ0)b+
d
dρ
u(ρ0)a = 0, (30)
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where a and b are constant vectors, yield a = 0.
Let vectors a and b satisfy (30). Then
−a† d
dρ
u†(ρ0)e(0, ρ0)a = b
†u†(ρ0)e(0, ρ0)a.
Since
〈e∗(x, ρ), e(x, ρ)〉 = 〈e∗(x, ρ), e(x, ρ)〉x=∞ = 0, Im ρ > 0,
one has
b†u†(ρ0)e(0, ρ0)a = b
†e∗(0, ρ0)u(ρ0)a = 0,
but this contradicts (29). So a = 0, and a square root of every eigenvalue ρ = ρ0 is a simple
pole of (u(ρ))−1.
The next properties take place, if the additional condition holds:∫ ∞
0
x‖Q(x)‖ dx <∞. (31)
Property (i4). The number of eigenvalues is finite.
Proof. Prove the assertion by contradiction. Suppose there is an infinite sequence {λk}∞k=1
of negative eigenvalues, ρk =
√
λk, and {Yk(x)}∞k=1 is an ortogonal sequence of corresponding
vector eigenfunctions. Note that there can be multiple eigenvalues, their multiplicities are
finite and equal to m− ranku(ρk). Multiple eigenvalues occur in the sequence {λk}∞k=1 multiple
times with different eigenfunctions Yk(x). The eigenfunctions can be represented in the form
Yk(x) = e(x, ρk)Nk, ‖Nk‖ = 1.
Using the ortogonality of the eigenfunctions, we obtain for k 6= n
0 =
∫ ∞
0
Y †k (x)Yn(x) dx = N
†
k
∫ ∞
A
e†(x, ρk)e(x, ρn) dxNn +
∫ A
0
Y †k (x)Yk(x) dx
+
∫ A
0
Y †k (x)(Yn(x)− Yk(x)) dx =: I1 + I2 + I3. (32)
Similarly to the scalar case [4, Theorem 2.3.4], one can show that e(x, ρk) = exp(−τkx)(Im+
αk(x)), where ‖αk(x)‖ ≤ 18 as x ≥ A for all k ≥ 1 and for sufficiently large A. Consequently
I1 = N †k
∫ ∞
A
exp(−(τk + τn)x)(Im + βkn(x)) dxNk
+N †k
∫ ∞
A
exp(−(τk + τn)x)(Im + βkn(x)) dx (Nn −Nk), ‖βkn(x)‖ ≤ 3
8
.
Since the vectors Nk belong to the unit sphere, one can choose a convergent subsequence
{Nks}∞s=1. Further we consider Nk and Nn from such subsequence. Then for sufficiently large
k and n, we have∣∣∣∣N †k
∫ ∞
A
exp(−(τk + τn)x)(Im + βkn(x)) dx (Nn −Nk)
∣∣∣∣
≤ 3 exp(−(τk + τn)A)
2(τk + τn)
‖Nn −Nk‖ ≤ exp(−(τk + τn)A)
8(τk + τn)
.
Hence
I1 ≥ exp(−(τk + τn)A)
2(τk + τn)
≥ exp(−2AT )
4T
, T := max
k
τk.
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Clearly, I2 ≥ 0. Using arguments similar to the proof of [4, Theorem 2.3.4], one can show
that I3 tends to zero, as k, n→∞. Thus, for sufficiently large k and n, I1 + I2 + I3 > 0, that
contradicts (32). Hence, the number of negative eigenvalues is finite.
Property (i5). λ = 0 is not an eigenvalue of L.
Proof. It was proved in [5], that if condition (31) holds, the Jost solution e(x, ρ) exists for
ρ = 0. So equation (1) for λ = 0 has the solution e(x, 0) = Im + o(1), as x → ∞. One can
easily check that the matrix function
z(x) = e(x, 0)
∫ x
0
(e∗(t, 0)e(t, 0))−1 dt
is also a solution of (1) for λ = 0, and it enjoys asymptotic representation z(x) = x(Im+ o(1)),
as x → ∞. Thus, the columns of the matrices e(x, 0) and z(x) form a fundamental system of
solutions for equation (1) for λ = 0. If λ = 0 is an eigenvalue of L, then the corresponding
vector eigenfunction should have an expansion Y0(x) = e(x, 0)a+z(x)b, where a and b are some
constant vectors. But in view of asymptotic behavior of e(x, 0) and z(x), one has lim
x→∞
Y0(x) = 0
if and only if a = b = 0. So λ = 0 is not an eigenvalue of L.
Property (i6). ρ(u(ρ))
−1 = O(1) and M(λ) = O(ρ−1) as ρ→ 0, ρ ∈ Ω.
Proof. Consider the matrix function g(ρ) = 2iρ(u(ρ))−1. It follows from (10), that
u∗(−ρ)e(0, ρ)− e∗(0,−ρ)u(ρ) = −2iρIm.
Hence
g(ρ) = e∗(0,−ρ)− u∗(−ρ)e(0, ρ)(u(ρ))−1.
In view of (12) and the equality M(λ) ≡ M∗(λ), one has
e(0, ρ)(u(ρ))−1 = M(λ) = (u∗(ρ))−1e∗(0, ρ).
Consequently,
g(ρ) = e∗(0,−ρ)− ξ(ρ)e∗(0, ρ), ξ(ρ) := u∗(−ρ)(u∗(ρ))−1. (33)
Let ρ ∈ R\{0}. Expand the solution ϕ(x, λ) by the fundamental system of solutions with
some matrix coefficients A(ρ) and B(ρ):
ϕ(x, λ) = e(x, ρ)A(ρ) + e(x,−ρ)B(ρ), (34)
ϕ′(x, λ) = e′(x, ρ)A(ρ) + e′(x,−ρ)B(ρ). (35)
Multiplying (34) by e∗′(x,−ρ) and (35) by e∗(x, ρ) from the left and using (10), one can derive
A(ρ) = − 1
2iρ
(
e∗′(x,−ρ)ϕ(x, λ)− e∗(x,−ρ)ϕ′(x, λ)) ,
B(ρ) =
1
2iρ
(
e∗′(x, ρ)ϕ(x, λ)− e∗(x, ρ)ϕ′(x, λ)) .
Since A(ρ) and B(ρ) do not depend on x, one can take x = 0 and obtain
A(ρ) = − 1
2πi
u∗(−ρ), B(ρ) = 1
2iρ
u∗(ρ).
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Finally
ϕ(x, λ) = − 1
2iρ
(e(x, ρ)u∗(−ρ)− e(x,−ρ)u∗(ρ)) .
Since U(ϕ) = 0, we get
u(ρ)u∗(−ρ) = u(−ρ)u∗(ρ).
Therefore
ξ(ρ) = u∗(−ρ)(u∗(ρ))−1 = (u(ρ))−1u(−ρ).
One can easily show that u∗(ρ) = u†(−ρ) for real ρ and, consequently, ξ(ρ) is a unitary matrix
for ρ ∈ R\{0}. Then it follows from (33), that the matrix function g(ρ) is bounded for
ρ ∈ R\{0}.
Consider the region D := {ρ : Im ρ > 0, |ρ| < τ ∗}, where τ ∗ is a number less than all τk
(by property (i4), there is a finite number of them). Obviously, g(ρ) is analytic in D and
continuous in D\{0}. If it is also analytic in zero, ρ = 0 is a removable singularity. Then g(ρ)
is continuous in D, so g(ρ) = O(1). In the general case, one can approximate the potential
Q(x) by the sequence of potentials
Qβ(x) =
{
Q(x), 0 ≤ x ≤ β
0, x > β,
and use the technique from [5] (see Lemma 2.4.1).
Since under condition (31) the Jost solution exists for ρ = 0, we have e(0, ρ) = O(1) as
ρ→ 0. Taking (12) and g(ρ) = O(1) into account, we arrive at M(λ) = O(ρ−1), ρ→ 0.
We combine the properties of the Weyl matrix in the next theorem.
Theorem 3. Let L = L(Q, h), Q = Q†, h = h†, Q ∈ L((0,∞);Cm×m), and the condition (31)
holds. Then the Weyl matrix of this problem M(λ) is analytic in Π outside the finite set of
simple poles Λ′ = {λk}Pk=1, λk = ρ2k < 0, and continuous in Π1\Λ. Moreover,
αk := Res
λ=λk
M(λ) ≥ 0, k = 1, P ,
M(λ) = O(ρ−1), ρ→ 0.
The matrix function ρV (λ) is continuous and bounded for λ > 0 and V (λ) > 0 for λ > 0.
Proof. Fix an eigenvalue λk, k = 1, P . Cosider two representations (11) and (14) of Φ(x, λ),
and take for both of them the residue with respect to the pole λk. Then we obtain the relation
ϕ(x, λk)αk = e(x, ρk)uk, uk := 2ρk Res
ρ=ρk
(u(ρ))−1. (36)
Note that the columns of the left-hand side and the right-hand side of (36) are vector eigen-
functions, corresponding to the eigenvalue λk.
Further we consider ρ, such that Re ρ = 0, Im ρ > 0. It is easy to check, that
〈e∗(x, ρk), e(x, ρ)〉x=∞ − 〈e∗(x, ρk), e(x, ρ)〉x=0 = (λ− λk)
∫ ∞
0
e∗(x, ρk)e(x, ρ)dx.
Using asymptotics (4) for e(x, ρ) and e∗(x, ρk), we get
lim
λ→λk
1
λ− λk 〈e
∗(x, ρk), e(x, ρ)〉x=∞ = 0m.
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By virtue of the self-adjointness, e∗(x, ρ) = e†(x, ρ), ϕ∗(x, λ) = ϕ†(x, λ), λ < 0. Therefore
S := u†k
∫ ∞
0
e†(x, ρk)e(x, ρk) dxuk = − lim
λ→λ0
u†k〈e†(x, ρk), e(x, ρ)〉uk
λ− λ0 .
Substituting (36), we obtain
S = − lim
λ→λk
α†k
(
ϕ†
′
(0, λk)e(0, ρ)− ϕ†(0, λk)e′(0, ρ)
)
λ− λk · limλ→λk(λ− λk)(u(ρ))
−1
= −α†k lim
ρ→ρk
(he(0, ρ)− e′(0, ρ))(u(ρ))−1 = α†k.
Obviously, S = S† ≥ 0. Hence αk = α†k ≥ 0.
Now consider V (λ) = 1
2pii
(M−(λ)−M+(λ)), λ > 0. Taking the relations (12) and M(λ) =
M∗(λ) into account, we have
M−(λ) = (u∗(−ρ))−1e∗(0,−ρ), M+(λ) = e(0, ρ)(u(ρ))−1, ρ > 0.
Consequently
V (λ) = − 1
2πi
(u∗(−ρ))−1〈e∗(x,−ρ), e(x, ρ)〉(u(ρ))−1.
Substituting (10), we get
V (λ) =
ρ
π
(u∗(−ρ))−1(u(ρ))−1.
For real values of ρ, one has e∗(x,−ρ) = e†(x, ρ), u∗(−ρ) = u†(ρ). Since in the self-adjoint case
the set of spectral singularities Λ′′ is empty, det u(ρ) 6= 0, ρ ∈ R\{0}. Hence V (λ) = V †(λ) > 0.
The remaining assertions of the theorem do not need a proof.
We call the collection
({V (λ)}λ>0, {λk, αk}Pk=1) the spectral data of L. Similarly to the
scalar case (see [4]), the Weyl matrix can be uniquely determined by the spectral data:
M(λ) =
∫ ∞
0
V (µ)
λ− µdµ+
P∑
k=1
αk
λ− λk , λ ∈ Π\Λ
′. (37)
5. Self-adjoint case: the inverse problem
Now we are going to apply the general results of Section 3 to the self-adjoint case.
Let us rewrite the main equation (18) of the inverse problem in terms of the spectral data.
Denote
λn0 = λn, λn1 = λ˜n, αn0 = αn, αn1 = α˜n,
ϕni(x) = ϕ(x, λni), ϕ˜ni(x) = ϕ˜(x, λni), M = {(n, 0)}Pn=1 ∪ {(n, 1)}P˜n=1.
Then the main equation (18) can be transformed into the system of equations
ϕ˜(x, λ) = ϕ(x, λ) +
∫ ∞
0
ϕ(x, µ)Vˆ (µ)D˜(x, λ, µ) dµ
+
P∑
k=1
ϕk0(x)αk0D˜(x, λ, λk0)−
P˜∑
k=1
ϕk1(x)αk1D˜(x, λ, λk1), λ > 0, (38)
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ϕ˜ni(x) = ϕni(x) +
∫ ∞
0
ϕ(x, µ)Vˆ (µ)D˜(x, λni, µ) dµ
+
P∑
k=1
ϕk0(x)αk0D˜(x, λni, λk0)−
P˜∑
k=1
ϕk1(x)αk1D˜(x, λni, λk1), (n, i) ∈M, (39)
with respect to the element ψ(x) :=
({ϕ(x, λ)}λ>0, {ϕni(x)}(n,i)∈M) of the Banach space BS of
pairs (F1, F2), where
F1 ∈ C((0,∞);Cm×m), F2 = {fni}(n,i)∈M, fni ∈ Cm×m,
with the norm
‖(F1, F2)‖BS = max
(
sup
λ>0
‖F1(λ)‖, max
(n,i)∈M
‖fni‖
)
.
The system (38)-(39) has the form ψ(x)(I + R˜(x)) = ψ˜(x), where R˜(x) : BS → BS is a linear
compact operator for each fixed x ≥ 0. By necessity, we have the unique solvability of the
main equation (18), so the equivalent system (38)-(39) is uniquely solvable, and the operator
(I + R˜(x)) has a bounded inverse. Now we are going to prove, that all these facts follow from
some simple properties of spectral data.
We will say that data
({V (λ)}λ>0, {λk, αk}Pk=1) belongs to the class Sp, if
(i1) λk are distinct negative numbers.
(i2) αk are nonzero Hermitian matrices, αk ≥ 0.
(i3) The m×m matrix function ρV (λ) is continuous and bounded as λ > 0, V (λ) > 0 and
M(λ) = O(ρ−1) as ρ→ 0, where M(λ) is defined by (37).
(i4) There exists a model problem L˜, such that (16) holds.
Note that the spectral data of any self-adjoint boundary value problem L(Q, h) belong to
Sp.
Lemma 2. Let data
({V (λ)}λ>0, {λk, αk}Pk=1) belong to Sp. Then for each fixed x ≥ 0, the
system (38)-(39) is uniquely solvable. In other words, the operator (I + R˜(x)) is invertible.
Proof. Fix x ≥ 0. The operator R˜(x) is compact, so it is sufficient to prove the unique solvability
of the homogeneous system (38)-(39). Let
({β(x, λ)}λ>0, {βni(x)}(n,i)∈M) ∈ BS be a solution
of the homogeneous system:
β(x, λ) +
∫ ∞
0
β(x, µ)Vˆ (µ)D˜(x, λ, µ) dµ
+
P∑
k=1
βk0(x)αk0D˜(x, λ, λk0)−
P˜∑
k=1
βk1(x)αk1D˜(x, λ, λk1) = 0m, λ > 0, (40)
βni(x) +
∫ ∞
0
β(x, µ)Vˆ (µ)D˜(x, λni, µ) dµ
+
P∑
k=1
βk0(x)αk0D˜(x, λni, λk0)−
P˜∑
k=1
βk1(x)αk1D˜(x, λni, λk1) = 0m, (n, i) ∈M.
Note that the formula (40) gives an analytic continuation of the matrix function β(x, λ) to the
whole λ-plane. Clearly, β(x, λni) = βni(x).
Using the standard estimate ‖D˜(x, λ, λkj)‖ ≤ C|ρ| exp(|τ |x) (see [4, 19]) together with (16),
one can show that
‖β(x, λ)‖ ≤ C|ρ| exp(|τ |x). (41)
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Define the function
Γ(x, λ) = −
∫ ∞
0
β(x, µ)Vˆ (µ)
〈ϕ˜∗(x, µ), Φ˜(x, λ)〉
λ− µ dµ
−
P∑
k=1
βk0(x)αk0
〈ϕ˜∗k0(x), Φ˜(x, λ)〉
λ− λk0 +
P˜∑
k=1
βk1(x)αk1
〈ϕ˜∗k1(x), Φ˜(x, λ)〉
λ− λk1 . (42)
Using the relations Φ˜(x, λ) = S˜(x, λ)+ϕ˜(x, λ)M˜(λ) and (40), one can easily derive the following
formula
Γ(x, λ) = β(x, λ)M˜(λ)−
∫ ∞
0
β(x, µ)Vˆ (µ)
〈ϕ˜∗(x, µ), S˜(x, λ)〉
λ− µ dµ
−
P∑
k=1
βk0(x)αk0
〈ϕ˜∗k0(x), S˜(x, λ)〉
λ− λk0 +
P˜∑
k=1
βk1(x)αk1
〈ϕ˜∗k1(x), S˜(x, λ)〉
λ− λk1 .
Since 〈ϕ˜∗(x, µ), S˜(x, λ)〉x=0 = −Im, we have
ϕ˜∗(x, µ), S˜(x, λ)
λ− µ = −
Im
λ− µ +
∫ x
0
ϕ˜∗(t, µ)S˜(t, λ) dt.
Consequently, we can represent Γ(x, λ) in the following form
Γ(x, λ) = β(x, λ)M˜(λ) +
∫ ∞
0
β(x, µ)Vˆ (µ)
λ− µ dµ+
P∑
k=1
βk0(x)αk0
λ− λk0 −
P˜∑
k=1
βk1(x)αk1
λ− λk1 + Γ1(x, λ),
where the matrix function Γ1(x, λ) is entire by λ, since S˜(x, λ) is entire. Taking (37) into
account, we obtain
Γ(x, λ) = β(x, λ)M(λ) + Γ1(x, λ)− Γ2(x, λ),
where
Γ2(x, λ) =
∫ ∞
0
(β(x, λ)− β(x, µ))Vˆ (µ)
λ− µ dµ+
P∑
k=1
(β(x, λ)− βk0(x))αk0
λ− λk0 −
P˜∑
k=1
(β(x, λ)− βk1(x))αk1
λ− λk1 .
Obviously, the function Γ2(x, λ) is entire in λ. Therefore, the function Γ(x, λ) has simple poles
at the points Λ′ and
Res
λ=λk0
Γ(x, λ) = βk0(x)αk0, k = 1, P .
Furthermore,
1
2πi
(
Γ−(λ)− Γ+(λ)) = β(x, λ)V (λ), Γ±(λ) := lim
z→0,Re z>0
Γ(λ± iz), λ > 0.
Using (41) and the standard asymptotics for ϕ˜∗(x, µ) and Φ˜(x, λ), one arrive at the estimate
‖Γ(x, λ)‖ ≤ C|ρ|−2 exp(−|τ |x), |λ| → ∞. (43)
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Introduce the matrix function B(x, λ) := Γ(x, λ)β†(x, λ¯), and consider the integral
I :=
1
2πi
∫
γ0
R
B(x, λ) dλ
over the contour γ0R := (γ ∩ {λ : λ ≤ R}) ∪ {λ : |λ| = R} (see Fig. 2). For a sufficiently large
radius R, I = 0m by Cauchy theorem. In view of the estimates (41), (43), we have ‖B(x, λ)‖ ≤
C|ρ|−3, |λ| → ∞. Hence
lim
R→∞
1
2πi
∫
|λ|=R
B(x, λ) dλ = 0m,
1
2πi
∫
γ
B(x, λ) dλ = 0m.
The last integral over γ can be calculated by the residue theorem. It equals
∞∑
k=0
βk0(x)αk0β
†
k0(x) +
1
2πi
∫
|λ|=ε
B(x, λ) dλ+
∫ ∞
ε
β(x, λ)V (λ)β†(x, λ) dλ,
where ε > 0 is sufficiently small. Note that since M(λ) = O(ρ−1) as λ→ 0, the second term in
the sum tends to zero as ε→ 0. Finally, we obtain
∞∑
k=0
βk0(x)αk0β
†
k0(x) +
∫ ∞
0
β(x, λ)V (λ)β†(x, λ) dλ = 0.
Since αk0 ≥ 0, V (λ) > 0, we get βk0(x)αk0 = 0m, β(x, λ)V (λ) = 0m, and β(x, λ) = 0 for
λ > 0. Since β(x, λ) is an entire function in λ, we conclude that β(x, λ) ≡ 0m. Consequently,
βk0(x) = β(x, λk0) = 0m. Thus, the homogeneous system has only trivial solution, so the system
(38)-(39) is uniquely solvable.
Solving the main equation, one can construct the following matrix functions:
ε0(x) :=
∫ ∞
0
ϕ(x, µ)Vˆ (µ)ϕ˜(x, µ) dµ+
P∑
k=1
ϕk0(x)αk0ϕ˜
∗
k0(x)−
P˜∑
k=1
ϕk1(x)αk1ϕ˜
∗
k1(x),
ε(x) := −2ε′0(x). (44)
and then recover Q(x) and h via (22). Theorem 2 and Lemma 2 yield the following theorem.
Theorem 4. For data S :=
({V (λ)}λ>0, {λk, αk}Pk=1) to be the spectral data of some self-
adjoint boundary value problem L(Q, h), Q = Q†, h = h†, satisfying (31), it is necessary
and sufficient to belong to the class Sp and to have such a property, that (1 + x)ε(x) ∈
L((0,∞);Cm×m), where ε(x) is constructed via (44) by the unique solution of the system (38)-
(39) ϕ(x, λ).
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6. Perturbation of the discrete spectrum
Return to the general non-self-adjoint problem, and consider one more particular case, when
the solvability of the main equation (18) can be easily checked. Let the problem L˜ be given,
and M˜(λ) is its Weyl matrix. Consider the matrix function
M(λ) = M˜(λ) +
P∑
k=1
mk∑
ν=1
αkν
(λ− λk)ν , (45)
where λk ∈ C are some distinct numbers and αkν ∈ Cm×m, k = 1, P , ν = 1, mk. Then
Vˆ (λ) = 0m, and by virtue of the residue theorem, the main equation (18) takes the form
ϕ˜(x, λ) = ϕ(x, λ) +
P∑
k=1
mk−1∑
i=0
∂i
∂λi
ϕ(x, λk)
mk∑
ν=i+1
αkνD˜〈0,ν−i−1〉(x, λ, λk),
where D˜〈i,j〉(x, λ, µ) :=
∂i+j
∂λi∂µj
D˜(x, λ, µ). Differentiating this relation with respect to λ, we
arrive at the following system of linear algebraic equations with respect to the unknown variables{
∂s
∂λs
ϕ(x, λn)
}
:
∂s
∂λs
ϕ˜(x, λn) =
∂s
∂λs
ϕ(x, λn) +
P∑
k=1
mk−1∑
i=0
∂i
∂λi
ϕ˜(x, λk)
mk∑
ν=i+1
αkνD˜〈s,ν−i−1〉(x, λn, λk), (46)
n = 1, P , s = 0, mn − 1. The system (46) has a unique solution if and only if its determinant
is not zero. Having the solution of (46), one can construct
ε0(x) =
P∑
k=1
mk−1∑
i=0
∂i
∂λi
ϕ(x, λk)
mk∑
ν=i+1
αkν
∂ν−i−1
∂λν−i−1
ϕ˜∗(x, λk), ε(x) = −2ε′0(x), (47)
and then find Q(x) and h via (22).
Theorem 5. For the matrix function M(λ) in the form (45) to be the Weyl matrix of a certain
boundary value problem L, it is necessary and sufficient, that the determinant of the system
(46) differs from zero, and ε(x) ∈ L((0,∞);Cm×m), where ε(x) is defined in (47),
There is the example, provided in [4, Section 2.3.2], showing that even in the simple case of
a finite perturbation, the condition ε(x) ∈ L((0,∞);Cm×m) is essential and can not be omitted.
So it is crucial in Theorems 2, 4 and 5.
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