Depth of multivariate data can be used to construct weighted means as robust estimators of location. The use of projection depth leads to the Stahel-Donoho estimator as a special case. In contrast to maximal depth estimators, the depth-weighted means are shown to be asymptotically normal under appropriate conditions met by depth functions commonly used in the current literature. We also confirm through a finitesample study that the Stahel-Donoho estimator achieves a desirable balance between robustness and efficiency at Gaussian models.
Introduction
Depth functions for multivariate data have piqued the interest of researchers in robust and nonparametric statistics for quite some time. A number of data depth measures, including the half-space depth of Tukey (1975) , the simplicial depth of Liu (1990) and the projection depth discussed in Liu (1992) and Zuo and Serfling (2000a) , have been proposed and discussed for outlier detection, data ranking, and robust estimation. General discussions on the properties of data depth can be found in Liu and Singh (1993) , He and Wang (1997), Rousseeuw and Hubert (1999) , and Zuo and Serfling (2000b) . More extensive studies on Tukey's half-space depth and the associated location estimators were made by Donoho and Gasko (1992) on robustness and Massé (1999) on asymptotics. The Stahel-Donoho estimator [Stahel (1981) and Donoho (1982) ], a location estimator based on projection depth, has been studied by Tyler (1994) on robustness and by Maronna and Yohai (1995) on asymptotics. The limiting distribution of the Stahel-Donoho estimator has not been worked out, notwithstanding.
The present paper focuses on the asymptotic behaviors of the depth-weighted L-type location estimators. Following Liu (1990) and Liu, Parelius and Singh (1999), we shall call them DL-estimators of location. We give sufficient conditions under which the DLestimators are asymptotically normal and note that those conditions have already been established in the literature for some commonly used depth measures. We then specialize to a class of projection depth functions and show that the corresponding DL-estimators satisfy all the conditions needed for Gaussian limiting distributions. The asymptotic normality of the Stahel-Donoho estimator follows as a special case.
The asymptotic properties established in the paper are basic to statistical inference based on depth or the induced statistics. They also supplement the work of Bai and He (1999) , Zuo (2000) and Kim and Hwang (2001) on the asymptotic distributions of maximal depth estimators. The DL-estimators we consider here require positive weights to a portion of observations around the maximal depth point, and consequently their limiting distributions are still Gaussian. If we take a single point of maximal depth, the limiting distribution is no longer Gaussian. For location estimation, the efficiency consideration always favors using the observations around the "median", not just the "median" itself.
The difference in the form of limiting distributions is yet another reason for choosing weighted means.
The rest of the paper is organized as follows. In Section 2, we establish, under appropriate conditions on the depth function and the weight function, a general asymptotic representation theorem for the DL-estimators from which the influence function can be identified and a Gaussian limiting distribution can be derived. We devote Section 3 to the projection depth function and verify that it satisfies all the conditions needed for the corresponding DL-estimators to have Gaussian limiting distributions. We further discuss the finite-sample efficiency and breakdown robustness of such location estimators. Technical proofs of all asymptotic results are provided in the Appendix.
Asymptotics of DL-estimators
DL-estimators were first considered in Liu (1990) and then discussed in great length in Liu, Parelius and Singh (1999) . This section deals with the asymptotics of the estimators.
We work with a general depth function D(x, F ) and the corresponding DL-estimators of multivariate location. More specifically, we assume without loss of generality D(x, F ) ∈ [0, 1] and define for a multivariate distribution F and a weight function W the following functional
Mean or trimmed mean can be viewed as interesting cases within our framework. The maximal depth estimator may be viewed as a limiting case of (2.1) where W places all its weight on the points with maximal depth, but it is excluded in this paper. Let us first impose the following conditions to ensure a well-defined L(F ):
The first part of (2.2) holds in typical cases and the second part becomes trivial if E X < ∞ or if W (D(x, F )) is 0 outside some bounded set.
√ n-consistency and asymptotic normality
The asymptotic properties of L(F n ) depend on those of D n (x) = D(x, F n ) as demonstrated in the following Theorem. For the sake of convenience, we define
and denote (
1) Under conditions (A1) and (A2), we have L(F
n ) − θ = O p (1/ √ n).
(2) Under conditions (A1), (A2), (A3), and (A4), we have
where
The detailed proof of Theorem 2.1 is in the Appendix, but it is based on an approximation to the numerator of √ nL(F n ). Thanks to equivariance of the estimator, we may assume without loss of generality that θ = L(F ) = 0. We then have
for some θ n (x) between D(x, F n ) and D(x, F ). The last equality above is obtained by replacing H n (x) by its linear approximation given in (A4). The asymptotic representation in Theorem 2.1 follows from the above arguments. A consequence of the representation is Most depth functions satisfy a so-called "vanishing at infinity" property in the sense that lim x →∞ D(x, F ) = 0; see Liu (1990) and Zuo and Serfling (2000a) . When r 0 > 0, D r 0 is bounded for such depth functions. Consequently (2.2) and (A3) become trivial for smooth weight W in (A1), and the second part of (A2) follows directly from the first part.
Therefore, if (A1) holds for some r 0 > 0, one just needs to focus on (A4) and the first part of (A2) when using Theorem 2.1. 
, where 
Example 2.3: Mahalanobis depth MD(x,
µ F and Σ F are some location and scatter functionals at F [see Liu (1992) and Zuo and
, it is then straightforward to check that (A2) and (A4) hold for
We shall show in the next section that (A1) -(A4) also hold for a class of projection depth functions with r 0 = 0.
Projection depth and the Stahel-Donoho estimator
In this section, we turn to a class of projection depth functions and the corresponding DL-estimators with the Stahel-Donoho estimator as a special case.
The projection depth functions discussed in the paper can be described as follows.
Let µ and σ be location and scale functionals in IR 1 . The outlyingness of a point
to be zero. The projection depth of a point x ∈ IR d with respect to the distribution F is then defined as
Throughout our discussions, µ and σ are assumed to exist for all univariate distributions involved. We also assume that µ is translation and scale equivariant and 
The empirical versions of g(x, u, F ), O(x, F ), and PD(x, F ) shall be denoted by
O n (x), and PD n (x) respectively. They are obtained by replacing F by the corresponding empirical distribution F n .
Note that (3.1) has long been used as a measure of outlyingness for multivariate data;
see Mosteller and Tukey (1977) , Stahel (1981) and Donoho (1982) . It is affine invariant, and provides an ordering of points from the center outwards. Any monotone decreasing function of O(x, F ) can be taken as a measure of depth, but the particular choice of (3.3)
With µ and σ being the Median (Med) and the median absolute deviation (MAD) respectively, Liu (1992) suggested PD(x, F n ) as a depth function.
Asymptotic normality
Since the projection depth function is based on a univariate location and scale functional, basic conditions on µ and σ are given first. We use F nu as the empirical distribution
The asymptotic representations
hold uniformly for u, and the graph set of {f j (X, u) : u = 1} forms a polynomial set
For more details on the polynomial set classes, we refer to Pollard (1984) . Note that conditions (C1), (C2) and (C3) are nested in the sense that (C3) implies (C2) and (C2) is stronger than (C1). We shall discuss applicability of these conditions later in the section. First, we give the following lemma that relates to the convergence property of the projection depth function. The proof is omitted here as it is similar to that of Theorem
of Zuo (2000).
Lemma 3.1 Under (C0), we have
For any x, let u(x) be the set of directions satisfying
If u(x) is a singleton, we also use u(x) as the unique direction. If X is a continuous random variable, non-uniqueness of u(x) may occur at finitely many point.
We can now apply Theorem 2.1 to estimators based on the projection depth PD.
Under (C3), the condition (A2) holds with r 0 = 0 and D r 0 = IR d as implied by Lemma 3.1, and (A1) is automatically true for smooth weight functions. In the proof of the following theorem (see Appendix), we show that (A3) and (A4) are indeed true for the projection depth.
Theorem 3.1 Assume (2.2), (C3), and that W (r) is continuously differentiable with
and u(x) is a singleton except for finitely many points of x with 0 probability. Then the
Maronna and Yohai (1995) discussed the √ n-consistency of the Stahel-Donoho estimator with µ and σ being Med and MAD functionals. We shall demonstrate that the asymptotic normality result of Theorem 3.1 holds for a wide class of depth-weighted means including the Stahel-Donoho estimator.
For simplicity of presentation, we focus on any distribution F that is elliptically symmetric about θ. For any unit vector u, there exists a positive definite Σ 0 such that
univariate symmetric variable with density function p(y).
Let MAD(Y ) = m 0 . In the special case of multivariate normality with Σ 0 = Cov(X), 
In the special case with (µ, σ) = (Med, MAD), we have ψ(x) = sign(x), and the
. This case was handled by Cui and Tian (1994) , but the same arguments apply to other Mfunctionals. We also refer to Zhang (1991) for a general treatment that leads to uniform asymptotic results as in (C3).
If the weight function W is continuously differentiable, Lemma 3.2 implies that the Stahel-Donoho estimator satisfies the conditions of Theorem 3.1 and therefore is asymptotically normal. Lemma 3.2 also indicates that the Stahel-Donoho estimator has a bounded influence function in the form of (3.6). We shall now derive the covariance matrix for the Stahel-Donoho estimator and make asymptotic efficiency comparisons as follows.
By Theorem 3.1 and using the fact that U is independent of V , the asymptotic variance-covariance matrix of the Stahel-Donoho estimator takes a simpler form:
as compared to Σ 0 , the covariance matrix of √ n (X n − θ) when X is Gaussian. Note that We suggest using W (r) that would assign weight 1 to the half of the points with higher depth. This would balance efficiency with robustness. The other half of points with lower depth could be viewed as outliers, so a low weight should be given. An ad hoc choice of the weight function with the above property in mind takes the form of
where the parameter K controls how much we would like to discriminate points with different projection depth, but the parameter C is defined to be the median of PD(X, F ), which is about 0.36 for the bivariate standard normal model. In practice, a consistent estimate of C, the median of PD(X 1 ), · · · , PD(X n ), may be used. See Figure 1 for this weight function with two different sets of tuning parameters. 
Breakdown point
Here we consider finite-sample robustness of the Stahel-Donoho type estimators when µ and σ are the Med and modified MAD functionals.
The notion of finite sample breakdown was introduced in Donoho and Huber (1983) .
where X n m denotes a contaminated sample by replacing m points of X n with arbitrary values.
In the following discussion µ and σ are taken to be the Med and MAD k , where MAD k is a modification of MAD resulting in an estimator, denoted by L k n , with a breakdown point reaching the upper bound given in Davies (1987) . More specifically, define
and 
The main idea of the proof is as follows. The estimator L k n breaks down only if Med(F nu ) or MAD k (F nu ) breaks down for some direction u. Med(F nu ), however, is uniformly bounded from above over the directions u for any contamination less than 50%. So the RBP of L k n depends solely on the smallest RBP of MAD k (F nu ) over the directions u. This corresponds to the uniform breakdown point of MAD k used by Tyler (1994) . Since 
The latter attains the upper bound on RBP for affine equivariant location and scatter estimators [see Davies (1987) ].
2
Our modification of MAD is similar to that of Gather and Hilker (1997) and slightly more general than that of Tyler (1994) . The breakdown point of a similar estimator was given in Tyler (1994) without detailed calculations but a mis-print there causes the difference between his and ours. We hope that Theorem 3.2 documents a complete answer to breakdown points of L k n , including the Stahel-Donoho estimator.
Finite sample efficiency
There is always a valid concern that a high breakdown point estimator may lose efficiency at the Gaussian model. The CM-estimators of Kent and Tyler (1996) and the cross-checking method considered in He (1991) and He and Wang (1996) are just a few examples to retain high efficiency for high breakdown estimators. We shall demonstrate via simulations that the Stahel-Donoho estimator can achieve a good balance between robustness and efficiency.
With the specific choice of W in Section 3.1, we conducted a simulation study to see how L 1 n performs in finite samples at normal and contaminated normal models. We generated 25000 samples from the bivariate standard normal distribution for different Table 2 .
The finite sample relative efficiency of L 1 n for the bivariate standard normal model is about 93%. This is substantially higher than those of the transformation-retransformation median [Chakraborty, Chaudhuri and Oja 1998 ], the half-space median [Rousseeuw and Ruts, 1998 ] and the projection median [Zuo, 2000] at about 72%, 76% and 79%, respectively. Table 2 shows that the DL-estimator is highly competitive with the optimal estimator (sample mean) at the normal model but performs much better when there is contamination. This is true for all sample sizes considered. Our results are consistent with a smaller scale simulation conducted by Maronna and Yohai (1995) using a different weight function. The high efficiency of this estimator at the Gaussian model is directly attributable to the form of the weigh function. It is helpful that the weight function decreases to zero smoothly for outlying observations. If hard trimming is used so that W (r) takes value 1 for the (deeper) half of the observations but 0 for the other half, the efficiency of the estimator can drop noticeably. In the univariate case, for example, such a depth-based trimming would yield a location estimator that is even less efficient than the maximal depth point (i.e. median). Of course, it will also be much less efficient than the usual 25%-trimmed mean at the Gaussian model. see Stahel (1981) and Maronna and Yohai (1995) . Future research on faster algorithms and the ever increasing power of computers are expected to make the computation of high breakdown procedures less painful. 2
Concluding remarks
In the present paper we provide a set of sufficient conditions on the depth and weight functions under which the depth-weighted means are asymptotically normal. For the halfspace depth and the simplicial depth, those conditions have been positively established in the recent literature. A main purpose of the paper is to show that they also hold for a class of projection depth functions. As a consequence, the Stahel-Donoho estimator is shown to have an asymptotically normal distribution, which allows us to study its efficiency and influence function and to carry out large sample inference.
We expect future advances in algorithms and in computer power to make possible routine use of the Stahel-Donoho estimator in high dimensions. However, we have demonstrated in the paper that the estimator enjoys several good properties, including affine equivariance, high breakdown point (in any dimension), high finite-sample and asymptotic efficiencies at the normal model, and a bounded influence function.
Appendix
Proof of Theorem 2.1
By equivariance, assume without loss of generality that θ = L(F ) = 0. We shall prove part (2). The proof for part (1) is similar and omitted.
First observe that
On one hand, we have
by (A1) and (A2), and thus
On the other hand,
and therefore
By Fubini's theorem and (A4),
Likewise, we can show that
The desired result now follows immediately from (A3), (A4), the central limit theorem and Slutsky's theorem. (2000), we see that x 2 (PD(x, F )) 2 is uniformly bounded with respect to x ∈ IR d . Thus
is finite. Hence (A3) holds. To check (A4), we establish the following two lemmas. For the rest of the paper, we assume without loss of generality that u(x) is a singleton expect for x = 0 and that P (X = 0) = 0.
For the rest of the Appendix, we use an alternative definition g(x, u,
For the projection depth when µ and σ are affine equivariant, this leads to the same depth function PD(x, F ). 
If we can show that sup
and sufficiently large n, we have
By the conditions of Theorem 3.1, we see that
By Cauchy-Schwarz inequality, the maximum inequality (see Pollard (1990) Chapter V) and the conditions of Theorem 3.1, we have
as n → ∞, where C stands for some generic constant which may vary from line to line. It then follows that
Now we have
where o p (·) is uniform for x ∈ S n . Hence H n (x) = f (x, y)ν n (dy) + o p (1) uniformly over S n with f (x, y) as specified in the lemma. 
First, we consider the case with d = 2 and k = 1.
(i) m = n/2 points are sufficient for breakdown of L k n . Let l be a line determined by two sample points from X n and X j be a point not on l. Consider replacing m other points in X n (not from l or X j ) by y, a point on the line l. Choose two unit vectors u 1 and u 2 perpendicular to l and to the line connecting y and X j respectively. Since m + 1 > n/2, it follows that O(Z i , Z) = ∞ for all points except at y, where Z denotes the contaminated sample. This means that L k n (Z) = y, so a breakdown occurs as y → ∞.
(ii) m = n/2 − 1 points are not sufficient for breakdown L k n . Since m < (n + 1)/2 and n − m > n/2, it is clear that there exists a constant C < ∞ such that |µ n (u Z)|, σ n (u Z) ≤ C uniformly over any unit vector u and contaminated sample Z. It suffices to show that the numerator of L k n is always bounded above and the denominator is bounded away from zero. To see the former, note that for any nonzero Z i ∈ Z
Now we show that the denominator of L k n is uniformly bounded away from zero for any Z. Otherwise, there is a sequence of contaminating data sets
Since there are at least n − m points in Z t such that |u Z it − µ n (u Z t )| is uniformly bounded for any u, σ n (u t Z t ) must approach zero for some unit vector u t as t → ∞. This happens only if n + 2 /2 points in Z t approach (or lie on) the same line as t → ∞. Hence we have to move at least m points in X n to a line l t determined by two points in X n . However, for points Z it approaching or on l t to have W (PD(Z it , Z t )) → 0 as t → ∞, there must be n + 2 /2 points of Z t approaching or on another line l t determined by points in X n . Thus l t must intersect l t at a point y t and the m contaminating points must approach y t as t → ∞. Since there are only finitely many y t , we can assume w. l. o. g. that y t = y for sufficiently large t by taking a subsequence of {Z t } if necessary. For simplicity, assume n is odd. For a given unit vector
Then there are at least two original points from X n among {Z k1t , · · · , Z kst } with s = (n + 2)/2 . If there are exactly two such points, then |g(Z it , u t , Z t )| ≤ 1 for each of the m contaminating points Z it approaching y t as t → ∞.
If there are at least three such points, say, X 1 , X 2 , X 3 , then it is direct to verify that σ(u t Z t ) ≥ (ii) m = (n − 2d + 1 + k)/2 −1 points are not sufficient for breakdown of L k n . When m < (n + 1)/2 and n − m > (n + k − 1)/2, we have |µ n (u Z)| and σ n (u Z) uniformly bounded above for any unit vector u and contaminated data set Z. By similar arguments to those used above for d = 2, we can show that the numerator of L k n is uniformly bounded above for any contaminated data set Z but the denominator is uniformly bounded away from zero.
The case with d > 2 and k > d can be handled using the arguments made above, so we omit the details. 
