The development of three dimensional (3-D) waveguide structures for chip scale planar lightwave circuits (PLCs) is hampered by the lack of effective 3-D wide-angle (WA) beam propagation methods (BPMs). We present a simple 3-D wide-angle beam propagation method (WA-BPM) using Hoekstra's scheme along with a new 3-D wave equation splitting method. The applicability, accuracy and effectiveness of our method are demonstrated by applying it to simulations of wide-angle beam propagation and comparing them with analytical solutions.
Introduction
The finite-difference beam propagation method (FD-BPM) is an effective and widely used technique for the study of optical waveguide devices [1] [2] [3] [4] . It is based on a numerical solution of the scalar Helmholtz equation using the Crank-Nicholson scheme [5] which is unconditionally stable. In addition, the FD-BPM makes use of the highly efficient Thomas algorithm [5] , the transparent boundary condition (TBC) [6] , which efficiently suppresses the reflections at the edges of the finite computational window and can be easily implemented, the alternating-direction implicit finite difference method (ADIFDM) [5] which can greatly simplify the simulations for 3-D structures by splitting 3-D equation into two steps of 2-D simulation, and the slowly varying envelope approximation (SVEA). The SVEA substantially simplifies the algorithm by neglecting the second-order derivative with respect to z in the wave equation. However, it limits the simulations to paraxial beams along the z axis and low refractive index contrast ratio between the core and cladding of the waveguide [3, [7] [8] [9] . Fortunately, several schemes have been proposed to relax these limitations for wide-angle (WA) simulations, such as the method of lines BPM [10] , the Lanczos reduction method [11] , the Eigenmode expansion BPM [12] and the matrix expansion BPM [12] , the power series expansion method [13] , the collocation method [14] , the BPM based on alternating direction implicit preconditioner [15] , the Padé approximant scheme and the multistep method [16, 17] , and the BPM using Hoekstra's scheme [18] . Each of them has some advantages over the others, but also has drawbacks. For example, the Lanczos method has convergence problems, the method of lines requires that Eigenfunction expansions be calculated for each different cross section structure, the Padé approximant scheme increases the matrix bandwidth in higher-order Padé operators, etc. All these published methods can be applied to 2-D wideangle simulations, but only a few have been proposed explicitly for 3-D structures. Even in commercialized software packages, such as BeamProp TM , 3-D wide-angle calculation can only be performed using up to Padé (1,1) approximant, and for more accurate calculation, only smaller step sizes is suggested. Because of the utility of 3-D waveguide structures, especially in the development of chip scale planar lightwave circuits, effective 3-D algorithms need to be developed. In this article, we propose a simple and practical 3-D BPM using Hoekstra's scheme along with a new 3-D wave equation splitting method.
Formulation
The 3-D scalar Helmholtz equation is given by
where k 0 denotes the free-space wavenumber, The FD-BPM calculates how an input optical field distribution propagates through a waveguide by first discretizing the field into a grid in the plane perpendicular to the z (propagation) direction. The field is then numerically propagated along the z-direction to the next section. This enables the wave equation to be solved numerically for waveguide structures which cannot be solved analytically. The electric field at the grid point of x=mΔx, y=jΔy and z=lΔz is expressed by
In order to split the equation to the stage where the tridiagonal matrix equations may be formed, we apply the approximation 
Using the alternating-direction implicit finite difference method (ADIFDM) [5] , this can be further split into two equations:
In the 2-D algorithm [18, 19] , 4), both x and y will be present in all steps at z direction, which results in the equations becoming intractable with the efficient Thomas method. Therefore, the paraxial equation needs to be separated. Equation. (4) can be rewritten as
Using the same approximation for the half-step field ( Q , respectively. In this algorithm, the second-order derivative with respect to z is shown as the difference between two first-order derivatives with respect to z, which are finally replaced by the second-order derivatives in transverse directions. As a result, the truncation error of this algorithm is maintained at O(Δx 2 )+O(Δy 2 ) in transverse directions, This, however, is not ensured at the optical interfaces, as is in the classical BPM. The electric field at the intermediate step l+1/2 is first calculated by using Eq. (12a), and then the field at l+1 can be obtained by using the results of Eq. (12a) and Eq. (12b). Since Eqs. (12a) and (12b) are tridiagonal, they can be solved efficiently using the Thomas method, combined with Transparent Boundary Conditions (TBC). Higher accuracy is expected because the second-order derivative with respect to z is included in the new scheme.
Simulations and discussions
In order to show the applicability, accuracy and effectiveness of our method, we first compare the simulations of a 3-D Gaussian beam propagating in free space (unity refractive index) with a 30-degree tilt with respect to z axis and along a direction mid way between the x and y axes. Both our technique and the classical (paraxial) BPM are compared with the analytical results. The free space wavelength for this simulation is 0.85 Figure 1 shows the input at z = 0 and the outputs at z = 60 μ m in the same simulation window, in order to facilitate the comparison of their relative positions and moduli. As is shown, our result (in green) has the closer modulus to the exact solution (in blue), with a relative error in L 2 norm of 1.44%, but with a slight shift of 3.66% in position, while the paraxial BPM calculation (in red) propagates at the wrong angle and incorrectly preserves the symmetric Gaussian shape, rather than the spread out, asymmetric profile. In our method, the paraxial approximation is still implicit at each z step of the simulation, even though the second-order derivative with respect to z is included in the derivation, which causes the slight mismatch between our result and the exact solution. It would Figure 2 shows the input at z = 0 and the outputs at z = 60 μ m in the same simulation window. Our result (in green) has a similar profile to the analytical calculation (in blue) with a relative error in L 2 norm of 5.21%, with again a slight shift of 4.91% in position. The red profile is the result of the paraxial BPM. Similar to the case with the free space propagation, it is not propagating at the right direction and its profile is spreading out more quickly even inside a waveguide channel. also has better results for the waveguide beam propagation. The errors calculated for the waveguide beam propagation using the classical BPM change irregularly because the classical BPM does not properly account for the wide-angle term (the second-order derivative with respect to z), which causes an asymmetrical output, rather than the symmetric analytical profile. The truncation error in this case is overwhelmed and the L 2 norm error no longer varies in a predictable fashion. The plots also suggest small transverse step sizes are preferred. Both the errors and position shifts obtained using our wide-angle BPM for the beam propagation in the waveguide are higher than for the Gaussian propagation in uniform media, and become worse for higher refractive index contrasts between the core and cladding. This is because the truncation error O(Δx 2 )+O(Δy 2 ) of the algorithm is not ensured at the transverse discontinuities. Our algorithm can be directly applied to a semi-vectorial scheme to overcome this problem by starting with the semi-vectorial Fresnel wave equation following a similar derivation as above. The extension to a full-vectorial treatment is not trivial and is currently under investigation.
A comparison with other variations of the BPM, such as the examples simulated in Ref. [15] and references therein, is difficult, because these examples have z-variant structures which cannot be accurately calculated only by using wide-angle BPMs, including our method. It is commonly known that classical BPMs and wide-angle BPMs cannot suppress the numerical reflections and the staircasing approximation for z-variant structures such as tapers and Y-branches, which require special BPM algorithms [21] [22] [23] . These algorithms typically involve nonorthogonal coordinate systems. It is likely that a combined use of these structure related algorithms and wide-angle algorithms would improve the accuracy even for wideangle z-variant structures.
The wide-angle BPMs based on Padé approximant operators and the multistep method developed by G. R. Hadley [16, 17] are the most commonly employed techniques to improve the numerical accuracy for wide-angle simulations of 2-D structures. However, when they are applied to 3-D structures, large sparse matrices will be involved. The matrix algebraic equation is no longer tridiagonal and needs to be solved using iterative methods, such as the bi-conjugate gradients method [5] . Iterative methods have convergence problems for illconditioned sparse matrices and cannot be applied to very wide-angle structures, which usually result in ill-conditioned sparse matrices.
In summary, we derived a simple and practical 3-D wide-angle BPM, and demonstrated its utility for two cases: the wide-angle propagation of a Gaussian beam with a 30 degree tilt in free space, and the wide-angle propagation in a single-mode waveguide channel 30 degree tilted with respect to z axis. Our results have much better matches in both position and modulus with the exact solutions than the paraxial calculation. It can be easily implemented because its tridiagonal form is same as the classical 3-D paraxial BPM except for the coefficients.
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