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Abstract
In this paper, we study the asymptotic behavior of solutions for the partly dissipative lattice dynamical systems in
l2× l2.We prove the asymptotic compactness of the solutions and then establish the existence of the global attractor
in l2× l2. The upper semicontinuity of the global attractor is also considered by ﬁnite-dimensional approximations
of attractors for the lattice systems.
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1. Introduction
In this paper, we investigate the asymptotic behavior of solutions for the following partly dissipative
lattice dynamical system:
u˙i + i(Au)i + iui + fi(uj |j∈Iiq , (Dju)i)+ ivi = hi, (1.1)
v˙i + ivi − iui = gi (1.2)
with the initial data
ui(0)= ui,0, vi(0)= vi,0, i = (i1, i2, . . . . . . , ik) ∈ Zk, (1.3)
where Iiq={j ∈ Zk|‖j−i‖m= max1 lk|jl−il|q}, u=(ui)i∈Zk , v=(vi)i∈Zk , i , i , i > 0, ii > 0, fi
is a nonlinear function satisfying fi ∈ C1(R(2q+1)k × Rk,R), i ∈ Zk , and satisfy some dissipative
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conditions; A is a positive, self-adjoint linear operator from l2 to l2 with some decomposition given
below; we also deﬁne Dju below; h= (hi)i∈Zk , g = (gi)i∈Zk ∈ l2, space l2 will be deﬁned below.
Lattice dynamical systems occur in a wide variety of applications where the spatial structure has a dis-
crete character. It can be applied in chemical reaction theory, cellular neural networks with applications
to image processing and pattern recognition, the models for the propagation of pules in myelinated axons
where the membrane is excitable only at spatially discrete sites, material science, electrical engineering,
laser, etc. For example, the Yttria-stabilized zirconia (YSZ) model-based inert matrix fuels are likely to
be an attractive fuel candidate for burning excess plutonium from dismantlement of nuclear weapons.
On the utilization as a nuclear fuel, zirconia with cubic structure has advantages such as high melting
point, small neutron capture cross section, compatibility with cladding and stability under irradiation.
Establishing lattice and studying change of lattice structure of fuel pellets (chemical composition) for long
periods of time is important to investigate the effects of high temperature on physico-chemical properties
of YSZ. By the molecular dynamics (MD) simulation, using lattice, the dynamics properties of YSZ,
i.e., diffusion behaviors of ions, especially for oxygen ions diffusion behaviors are deeply understood.
The relationship of them is also cleared. See the details in [1]. It is well known that electron and phonon
dynamics in semiconductors are the earliest physical phenomena to be studied using the femtosecond
laser. Since that time femtosecond lasers have been applied to study ultrafast processes in many different
physical, chemical and biological systems, lattice dynamics is inevitably studied in semi-conductors,
especially GaAs and Si. In most experiments, low to medium electron–hole plasma densities are gener-
ated. Many processes at these densities include carrier–carrier scattering, carrier relaxation by phonon
emission, decay of optical to acoustic phonon, carrier diffusion, and carrier recombination via radiative
and nonradiative mechanisms. It is necessary to establish lattice and make lattice structures clearly in
investigating these densities’ changing, which can affect the material structure and band structure. As we
know, low-temperature properties of disordered materials such as glasses and amorphous polymers show
peculiar behavior in comparison with their counterpart of crystalline state. The low-energy excitations
in the energy range of the order 1–100 cm−1 show a kind of universal anomaly, which are possibly re-
lated to peculiar lattice dynamics of disordered systems. All these models possess their own form, but in
some case, they arise as spatial discretion of partial differential equations on unbounded domains. The
long-time behavior of solutions of differential equations on unbounded domains raise some difﬁculty,
such as existence and uniqueness of solutions, lack of compactness of Sobolev embeddings for obtain-
ing global attractors, etc. Some authors consider them in weighted Sobolev spaces, see [2,7,11,12]. In
this case, the attractors usually are inﬁnite-dimensional, and this leads to some difﬁculty to estimate it.
For lattice dynamical systems, such as in [4,13,14], difﬁculties can be reduced; we can apply standard
theory of ordinary differential equations to obtain existence and uniqueness of solutions, and obtain
the global attractor. The global attractor can also be approximated by attractor of ﬁnited dimensional
systems.
Recently, lattice dynamical systems have been studied bymany authors and some conclusions have been
obtained, for example, existence and stability of traveling waves for in [6], existence and approximation
of global attractor for second-order damped lattice dynamical systems in [13]. In this paper, using the
technique in [4,13,14,6],we prove the existence of a global attractor for partly dissipative lattice dynamical
systems (1.1)–(1.3), that is, we show that there exists a compact invariant set which attracts all solutions
of problem (1.1)–(1.3).
This paper is organized as follows. In Section 2, we derive a priori estimates on the solutions to
(1.1)–(1.3), proving the existence of a bounded absorbing set. In Section 3, we establish the asymptotic
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compactness of solutions and the existence of global attractor. In Section 4, we consider the upper
semicontinuity of the global attractor by ﬁnite-dimensional attractor’s approximations.
2. A priori estimates
In order to begin our discussion, we ﬁrst introduce our working space. We denote by l2 the Hilbert
space deﬁned by
l2 =

u= (ui)i∈Zk
∣∣∣∣∣∣i = (i1, i2, . . . , ik) ∈ Zk, ui ∈ R,
∑
i∈Zk
u2i <+∞

 ,
with the norm ‖.‖ and inner product 〈., .〉 given by
〈u, v〉 =
∑
i∈Zk
uivi, ‖u‖ =
∑
i∈Zk
u2i .
For l2 × l2, we endow with the inner product and norm as: for j = (u(j), v(j)) = (u(j)i , v(j)i )i∈Zk ∈
l2 × l2, j = 1, 2,
〈1,2〉l2×l2 = 〈u(1)i , u(2)i 〉 + 〈v(1)i , v(2)i 〉 =
∑
i∈Zk
(u
(1)
i u
(2)
i + v(1)i v(2)i ),
‖‖l2×l2 = 〈,〉l2×l2, ∀ ∈ l2 × l2.
In this section, we consider the following partly dissipative lattice systems:
u˙i + i(Au)i + iui + fi(uj |j∈Iiq , (Dju)i)+ ivi = hi, (2.1)
v˙i + ivi − iui = gi (2.2)
with the initial data
ui(0)= ui,0, vi(0)= vi,0, i = (i1, i2, . . . . . . , ik) ∈ Zk, (2.3)
where k is positive integer, Iiq ={j ∈ Zk|‖j − i‖=max1 lk|jl − il|q}, u= (ui)i∈Zk , v= (vi)i∈Zk ∈
l2, fi is a nonlinear function satisfying fi ∈ C1(R(2q+1)k×Rk,R), i ∈ Zk, h=(hi)i∈Zk , g=(gi)i∈Zk ∈ l2.
In view of (2.1)–(2.2), it is clear that if (ui, vi) is a solution for the data (i , i , hi, gi), then (ui,−vi)
is a solution of (2.1)–(2.2) for the data (−i ,−i , hi,−gi). Since ii > 0, we assume throughout this
paper and without loss of generality that i and i are both positive, i ∈ Zk .
In this paper, we assume that the linear operator A has the following decomposition:
A= A1 + A2 + · · · + Ak (2.4)
and we deﬁne bounded linear operators Dj :l2 → l2:
(Dju)i =
l=m0∑
l=−m0
dj,luijl , ∀u= (ui)i∈Zk ∈ l2, j = 1, 2, 3, . . . , k, (2.5)
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where ij l = (i1, i2, . . . , ij−1, ij + l, ij+1, . . . , ik) ∈ Zk,m0 is a positive integer, such that
Aj =D∗jDj =DjD∗j , ‖Dj‖0C0(constant), j = 1, 2, . . . , k, (2.6)
here ‖.‖0 denotes the norm of linear operator from l2 into itself and D∗j denotes the adjoint operator of
Dj :
(D∗j )i =
l=m0∑
l=−m0
dj,−luijl , 〈Dju, v〉 = 〈u,D∗j v〉,
∀ u= (ui)i∈Zk , v = (vi)i∈Zk ∈ l2, j = 1, 2, . . . , k. (2.7)
If the operator A is deﬁned by:∀ui = u(i1, i2, . . . , ik) ∈ l2,
(Du)i = u(ii + 1, i2, . . . , ik)+ u(i1, i2 + 1, . . . , ik)+ · · · u(i1, i2, . . . , ik + 1)
− ku(i1, i2, . . . , ik), (2.8)
(Au)i = 2ku(i1, i2, . . . , ik)− u(i1 − 1, i2, . . . , ik)− u(i1, i2 − 1, . . . , ik), . . .
− u(i1, i2, . . . , ik − 1)− u(i1 + 1, i2, . . . , ik)
− u(i1, i2 + 1, . . . , ik) · · · − u(i1, i2, . . . , ik + 1), (2.9)
and fi is independent on (Dju)i , such that fi = fi(uj |j∈Iiq ), this systems can also be considered as a
discrete analogue of partly dissipative reaction–diffusion equations in Rn:
u
t
− u+ u+ f (u)+ v = h,
v
t
+ v − u= g,
systems studied in [8].
We make some assumption on nonlinear function fi ∈ C1(R(2q+1)k × Rk,R), and i , i , i ∈ R:
(H1) fi(uj = 0|j∈Iiq , (Dju)i = 0)= 0, fi(uj |j∈Iiq , (Dju)i)ui0. (2.10)
(H2) There exists a positive-value continuous function K: R+ → R+ such that
sup
i∈Zk
max
uj ,(Dju)i∈[−r,r]
|f ′i,uj (uj |j∈Iiq , (Dju)i)|
+ sup
i∈Zk
max
uj ,(Dju)i∈[−r,r]
|f ′i,(Dju)i (uj |j∈Iiq , (Dju)i)|K(r), (2.11)
(H3) There exist positive constants 0, 0, 0, 0, 0, 0, 0, 0, 0, 0 such that
0< 0i0<+∞, 0< 0i0<+∞, 0< 0i0<+∞,
0< 0i0<+∞, 0< 0i0<+∞, ∀i ∈ Zk. (2.12)
We may see, as follows, conditions (H1) and (H3) guarantee the dissipativeness of the semigroup which
will deﬁne below and (H2) guarantee the fi map l2 into itself.
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In the next, we present the existence and uniqueness of solutions for system (2.1)–(2.3) in l2 × l2, and
show the uniform boundness of solutions.
Let us consider the initial value problem (2.1)–(2.3). It can be written as
u˙+ Au+ u+ f (u,Du)+ v = h, (2.13)
v˙ + v − u= g (2.14)
with the initial data
u(0)= u0 = (ui,0)i∈Zk , v(0)= v0 = (vi,0)i∈Zk , (2.15)
where u = (ui)i∈Zk , Au = (i(Au)i)i∈Zk , u = (iui)i∈Zk , f (u,Du) = fi(uj |j∈Iiq , (Dju)i)i∈ZK ,
h= (hi)i∈Zk , g = (gi)i∈Zk ∈ l2.
Using conditions (H1) and (H2) , f (0, 0)= 0, f ∈ C1, and for any u= (ui)i∈ZK ∈ l2, we have
‖f (u,Du)‖2
l2 =
∑
i∈Zk
f 2i (uj |j∈Iiq , (Dju)i)
=
∑
i∈Zk

∑
j∈Iiq
∫ 1
0
(f ′i,uj (uj , (Dju)i)uj
+ f ′i,(Dju)i (uj , (Dju)i)(Dju)i) d
]2
. (2.16)
By (2.5), (Dju)0 =
∑l=m0
l=−m0 djlu0j l , where 0= (0, 0, . . . , 0), 0j l = (0, 0, . . . , l, 0, . . . , 0) ∈ Zk , setting
u
(l)
0 = (ui |u0j l = 1, ui = 0(i = 0j l))i∈Zk ,∀l=−m0,−m0+ 1, . . . , m0, then ‖u(l)0 ‖= 1, (Dju(l)0 )0= djl .
Thus we have |(Dju(l)0 )0| = |djl|‖Dju(l)0 ‖‖Dj‖0 · ‖u(l)0 ‖C0(from (2.6)), by the deﬁnition Dj we
obtain |djl|C0,∀l =−m0,−m0 + 1, . . . , m0, j = 1, 2, . . . , k. From above we have
|ui | |ui |‖u‖,
|(Dju)i | |(Dju)i |
l=m0∑
l=−m0
|djl‖ujl|C0
l=m0∑
l=−m0
|ujl|(2m0 + 1)C0‖u‖,
thus,
‖f (u,Du)‖2 sup
i∈Zk
max
uj ,(Dju)i∈[−r,r]
(|f ′i,uj (uj , (Dju)i)| + |f ′i,(Dju)i (uj , (Dju)i)|)2
·
∑
i∈Zk

∑
i∈Iiq
uj +
l=m0∑
l=−m0
|uijl |


2
(2q + 2+ 2m0)2k‖u‖2K2(r), (2.17)
where r =max{‖u‖, (2m0 + 1)C0‖u‖}, thus
‖f (u,Du)‖(2q + 2+ 2m0)kK(r)‖u‖, (2.18)
from f ∈ C1, it follows that f (u) ∈ l2, i.e., f maps l2 into l2.
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The System (2.13)–(2.15) is equivalent to the following initial value problem in l2 × l2:
˙+ C()= F(), (0)= (u0, v0)T ∈ l2 × l2, (2.19)
where  = (u, v)T, F () = (h − f (u,Du), g)T, C() = (Au + u + v, v − u)T, here T denotes
transposition. From above discussion, we can see that F() maps l2 × l2 into itself.
Let B be bounded set in l2×l2,j=(u(j), v(j))=(u(j)i , v(j)i )i∈Zk ∈ B, j=1, 2, similar to (2.17)–(2.18),
there exists L(B) depending on B such that
‖F(1)− F(2)‖2l2×l2 = ‖(f (u(1), Du(1))− f (u(2), Du(2))‖2
=
∑
i∈Zk

∑
j∈Iiq
∫ 1
0
(f ′i,uj (u
(1)
j + (u(2)j − u(1)j ), (Dju(1))i + ((Dju(2))i
− (Dju(1))i))(u(2)j − u(1)j )+ f ′i,(Dju)i (u
(1)
j + (u(2)j − u(1)j ), (Dju(1))i
+ ((Dju(2))i − (Dju(1))i))((Dju(2))i − (Dju(1))i)) d
]2
K2(R)(2q + 2+ 2m0)2k‖u(1) − u(2)‖2
K2(R)(2q + 2+ 2m0)2k‖(1) − (2)‖2l2×l2, (2.20)
whereR=max{‖u(1)‖+‖u(2)‖, (2m0+1)C0(‖u(1)‖+‖u(2)‖)}. LetL(B)=K(R)(2q+2+2m0)k , which
imply that F() is locally Lipschitz from l2× l2 into itself. It is easy to see that the solutions of problem
(2.13)–(2.15) is backward uniquely in time because t can be replaced by −t , and Eqs. (2.13)–(2.15)
is not changed. By the standard theory of ordinary differential equations, we obtain the existence and
uniqueness conclusion of local solution  for problem (2.19).
Lemma 2.1. If h = (hi)i∈Zk , g = (gi)i∈Zk ∈ l2 and f satisfy (H1) and (H2), then for any initial data
(0) = (u0, v0)T ∈ l2 × l2, there exists a unique local solution (t) = (u(t), v(t))T of (2.19) such
that  ∈ C1((−T0, T0), l2 × l2) for some T0> 0. If T0< + ∞, then limt→T0‖(t)‖l2×l2 = +∞ or
limt→−T0‖(t)‖l2×l2 =+∞.
In fact, it is showed by Lemma 2.2 below that local solution (t) of (2.19) exists globally, that is,
 ∈ C1(R, l2 × l2), which implies that maps
S(t) : (0)= (u0, v0) → (t)= S(t)(0)= (u(t), v(t)), l2 × l2 → l2 × l2, t0, (2.21)
generate a continuous semigroup {S(t)}t0 on l2 × l2.
In the following, we discuss the boundedness of solutions for system (2.13)–(2.15), which is equivalent
to system (2.19).
Lemma 2.2. If (H1) and (H2) hold and f, g ∈ l2, then for solutions of problem (2.13)–(2.14), exists a
bounded ballO=Ol2×l2(0, r0), centered at 0 with radius r0, such that for every bounded set B of l2× l2,
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there exists T (B)0 such that
S(t)B ⊂ O, ∀tT (B), (2.22)
where r0 depends on (h, g, , , , , ), T (B) depends on (h, g, , , , , , B).
Proof. Taking the inner product of (2.13) with u in l2, we ﬁnd that
1
2
d
dt
∑
i∈Zk
i |ui |2 +
∑
i∈Zk
ii |(Dju)i |2 +
∑
i∈Zk
ii |ui |2
+
∑
i∈Zk
ifi(uj |j∈Iiq , (Dju)i)ui +
∑
i∈Zk
iiuivi =
∑
i∈Zk
ihiui. (2.23)
Similarly, taking the inner product of (2.14) with v in l2, we ﬁnd that
1
2
d
dt
∑
i∈Zk
i |vi |2 +
∑
i∈Zk
ii |vi |2 −
∑
i∈Zk
iiuivi =
∑
i∈Zk
igivi . (2.24)
Summing up (2.23) and (2.24), using assumption (H1), we have
1
2
d
dt
∑
i∈Zk
(i |ui |2 + i |vi |2)+
∑
i∈Zk
ii |(Dju)i |2 +
∑
i∈Zk
(ii |ui |2 + ii |vi |2)

∑
i∈Zk
ihiui +
∑
i∈Zk
igivi . (2.25)
We now majorize the right of (2.25) as follows. First, we have
∑
i∈Zk
ihiui
1
2

∑
i∈Zk
(ii |ui |2 +
∑
i∈Zk
i
i
h2i

 , (2.26)
∑
i∈Zk
igivi
1
2

∑
i∈Zk
ii |vi |2 +
∑
i∈Zk
i
i
g2i

 , (2.27)
by (2.25)–(2.27),we get
d
dt
∑
i∈Zk
(i |ui |2 + i |vi |2)+ 2
∑
i∈Zk
ii |(Dju)i |2 +
∑
i∈Zk
(ii |ui |2 + ii |vi |2)

∑
i∈Zk
(
i
i
h2i +
i
i
g2i
)
. (2.28)
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From assumption (H1)–(H3), we have
d
dt
∑
i∈Zk
(0|ui |2 + 0|vi |2)+ 2
∑
i∈Zk
ii |(Dju)i |2 +
∑
i∈Zk
(00|ui |2 + 00|vi |2)

∑
i∈Zk
(
0
0
h2i +
0
0
g2i
)
. (2.29)
Let 	0 =min{0, 0}, by Gronwall lemma we have
0‖u‖2 + 0‖v‖2(0‖u(0)‖2 + 0‖v(0)‖2)e−	0t +
(
0
0
‖h‖2 + 
0
0
‖g‖2
)
· 1
	0
(1− e−	0t ). (2.30)
Since (u(0), v(0)) ∈ B ⊂ l2× l2, h, g ∈ l2, we get 0‖u(0)‖2+ 0‖v(0)‖2 M (constant), and we have
0‖u‖2 + 0‖v‖2
2
	0
(
0
0
‖h‖2 + 
0
0
‖g‖2
)
, ∀tT , (2.31)
where
T = 1
	0
ln
(
M	000
00‖h‖2 + 00‖g‖2
)
.
Let
r0 =
[
2
	0
(
0
0
‖h‖2 + 
0
0
‖g‖2
)]1/2
,
then we conclude the proof of Lemma 2.2 
Note that from (2.31), if h = g = 0, then all solutions converge to the trivial solution (u, v) = (0, 0)
as time goes to inﬁnity. Hence in Lemma 2.2 we can take r0 is any positive number and T depends on
(v, , , , , B). Since this is not a very interesting case, for the remainder of this article, we will assume
that h and g are not simultaneously zero.
3. Global attractor
To obtain the existence of a global attractor, the main task is obtaining the compact absorbing set, it
is not easy. For the case of bounded domains, the usual Sobolev compact embedding theorem can be
used, but the higher regularity of solution must be obtained. For unbounded domains, the lack of Sobolev
compact embedding raises some difﬁculties. Some authors consider them inweighted Sobolev spaces, but
the complexity of this space also lead problem cannot be solved easily. On the other hand, some authors
introduce asymptotic compactness to overcome this. We use the same idea in our systems to obtain the
compact absorbing set. For our purpose, we need the following well-known result which come from [3];
see also [5,9,10].
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Lemma 3.1. Assume that Y is a metric space and {S(t)}t0 is a semigroup of continuous operator in
Y. If {S(t)}t0 has a bounded absorbing set and is asymptotically compact, then {S(t)}t0 has a global
attractor in Y. Furthermore, for each u ∈ Y , if S(t)u is continuous from (0,+∞) to Y, then the global
attractor is connected.
We are now in position to derive the estimates on solutions for large time and space variables. These
estimates will be used when we prove the asymptotic compactness of the dynamical system S(t). We
need to establish uniform estimates on “tail ends” of solutions.
Lemma 3.2. If (H1)–(H3) hold, g, h ∈ l2, and (u0, v0) ∈ O, then ∀
> 0, there exists T (
) and M(
)
such that the solution (u, v)= (ui(t), vi(t))i∈Zk ∈ l2 × l2 of problem (2.13)–(2.15) satisﬁes∑
‖i‖mM(
)
(|ui |2 + |vi |2)
, ∀tT (
), (3.1)
where ‖i‖m =max1j k|ij | for i = (i1, i2, . . . , ik) ∈ Zk .
Proof. Choosing a smooth increasing function  ∈ C1(R+,R) satisﬁes
(s)= 0, 0s1,
0(s)1, 1s2,
(s)= 1, s2
and there exists a constantM0 such that |′(s)|M0 for s ∈ R+
Let (u(t), v(t)) = (ui(t), vi(t))i∈Zk be a solution of (2.13)–(2.15), let M be a suitable large integer.
Set 	i = (‖i‖m/M)ui,i = (‖i‖m/M)vi, i ∈ Zk,	 = (	i)i∈Zk , = (i)i∈Zk . First we consider the
equivalent equations of (2.13)–(2.15)
1

u˙+ 

Au+ 

u+ 1

f (u,Du)+ v = h

, (3.2)
1

v˙ + 

v − u= g

. (3.3)
Taking the inner product 〈. , .〉 of (3.2) with 	 and (3.3) with , we have
〈
1

u˙,	
〉
+
k∑
j=1
〈
Dj
( 

u(t)
)
,Dj	(t)
〉
+
〈


u,	
〉
+
〈
1

f (u,Du),	
〉
+ 〈v,	〉 =
〈
1

h,	
〉
, (3.4)
〈
1

v˙,
〉
+
〈


v,
〉
− 〈u,〉 =
〈
1

g,
〉
. (3.5)
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By assumption (h1) and (h2), we get
〈v,	〉 =
∑
i∈Zk

(‖i‖m
M
)
uivi = 〈u,〉, (3.6)
〈
1

f (u,Du),	
〉
=
∑
i∈Zk
1
i

(‖i‖m
M
)
fi(uj |j∈Iiq , (Dju)i)ui0, (3.7)
〈
1

u˙,	
〉
= 1
2
d
dt
∑
i∈Zk
1
i

(‖i‖m
M
)
|ui |2, (3.8)
〈
1

v˙,
〉
= 1
2
d
dt
∑
i∈Zk
1
i

(‖i‖m
M
)
|vi |2, (3.9)
〈


u,	
〉
=
∑
i∈Zk
i
i

(‖i‖m
M
)
|ui |20
∑
i∈Zk
1
i

(‖i‖m
M
)
|ui |2, (3.10)
〈


v,
〉
=
∑
i∈Zk
i
i

(‖i‖m
M
)
|vi |20
∑
i∈Zk
1
i

(‖i‖m
M
)
|vi |2, (3.11)
〈
1

h,	
〉
=
∑
i∈Zk
hi
i

(‖i‖m
M
)
ui
0
2
∑
‖i‖mM
1
i

(‖i‖m
M
)
|ui |2 + 120
·
∑
‖i‖mM
1
i

(‖i‖m
M
)
|hi |2, (3.12)
〈
1

g,
〉
=
∑
i∈Zk
gi
i

(‖i‖m
M
)
vi
0
2
∑
‖i‖mM
1
i

(‖i‖m
M
)
|vi |2 + 120
·
∑
‖i‖mM
1
i

(‖i‖m
M
)
|gi |2, (3.13)
〈
Dj
( 

u(t)
)
, Dj	(t)
〉
=
∑
i∈Zk
i
i
(Dju)i(Dj	)i
=
∑
i∈Zk
i
i
(Dju)i
[

(‖i‖m
M
)
(Dju)i + ((Dj	)i − 
(‖i‖m
M
)
(Dju)i)
]
=
∑
i∈Zk
i
i

(‖i‖m
M
)
(Dju)
2
i +
∑
i∈Zk
i
i
(Dju)i
[
(Dj	)i − 
(‖i‖m
M
)
(Dju)i
]

∑
i∈Zk
i
i
(Dju)i
[
(Dj	)i − 
(‖i‖m
M
)
(Dju)i
]
. (3.14)
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Using the conclusion of Section 2, we majorize the main part on the right-hand side of (3.14),
∣∣∣∣(Dj	)i − 
(‖i‖m
M
)
(Dju)i
∣∣∣∣=
∣∣∣∣∣∣
l=m0∑
l=−m0
djl	ij l − 
(‖i‖m
M
) l=m0∑
l=−m0
djluijl
∣∣∣∣∣∣

l=m0∑
l=−m0
∣∣∣∣
(‖ij l‖m
M
)
− 
(‖i‖m
M
)
‖djl‖uijl
∣∣∣∣
=
l=m0∑
l=−m0
∣∣∣∣′(sl)‖‖ij l‖mM − ‖i‖mM ‖djl‖uijl
∣∣∣∣
×
(
sl = ‖i‖m
M
+ ‖ij l‖m − ‖i‖m
M
,  ∈ (0, 1)
)

M0m0C0
M
l=m0∑
l=−m0
|uijl |, (3.15)
so, we have,
∣∣∣∣∣∣
∑
i∈Zk
i
i
(Dju)i
[
(Dj	)i − 
(‖i‖m
M
)
(Dju)i
]∣∣∣∣∣∣

M0m0C0
M
∑
i∈Zk

 i
i
l=m0∑
l=−m0
|djluijl | ·
l=m0∑
l=−m0
|uijl |



M0m0C20
0
M0
∑
i∈Zk

 l=m0∑
l=−m0
|uijl |


2

M0m0(2m0 + 1)2C200
M0
∑
i∈Zk
|ui |2

M0m0(2m0 + 1)2C200
M0
r20 , ∀tT . (3.16)
(by Lemma 2.2, T is same as in (2.22)).
Summing up (3.4) and (3.5), from (3.4)–(3.16) we have
1
2
d
dt
∑
i∈Zk

(‖i‖m
M
)( |ui |2
i
+ |vi |
2
i
)
+ 0
2
∑
i∈Zk

(‖i‖m
M
) |ui |2
i
+ 0
2
∑
i∈Zk

(‖i‖m
M
) |vi |2
i

kM0m0(2m0 + 1)2C200
M0
r20
+ 1
20
∑
‖i‖mM

(‖i‖m
M
)
h2i
i
+ 1
20
∑
‖i‖mM

(‖i‖m
M
)
g2i
i
, (3.17)
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taking 0 =min{0, 0} from (3.17), we have
d
dt
∑
i∈Zk

(‖i‖m
M
)( |ui |2
i
+ |vi |
2
i
)
+ 0
∑
i∈Zk

(‖i‖m
M
)( |ui |2
i
+ |vi |
2
i
)

2kM0m0(2m0 + 1)2C200
M0
r20 +
1
0
∑
‖i‖mM

(‖i‖m
M
)(
h2i
i
+ g
2
i
i
)
. (3.18)
Since h, g ∈ l2 and by assumption (H3), there exists I (
) such that
2kM0m0(2m0 + 1)2C200
M0
r20 +
1
0
∑
‖i‖mM

(‖i‖m
M
)(
h2i
i
+ g
2
i
i
)

, ∀M>I(
), (3.19)
i.e., for tT ,M >I (
), by (3.18) and (3.19) we have
d
dt
∑
i∈Zk

(‖i‖m
M
)( |ui |2
i
+ |vi |
2
i
)
+ 0
∑
i∈Zk

(‖i‖m
M
)( |ui |2
i
+ |vi |
2
i
)

. (3.20)
By Gronwall Lemma to (3.20), we get
∑
i∈Zk

(‖i‖m
M
)( |ui |2
i
+ |vi |
2
i
)
e−0(t−T )
∑
i∈Zk

(‖i‖m
M
)( |ui(T )|2
i
+ |vi(T )|
2
i
)
+ 

0
, ∀tT , (3.21)
let 0 =max{0, 0}, 0 =min{0, 0}, we have
1
0
∑
i∈Zk

(‖i‖m
M
)
(|ui |2 + |vi |2) 1
0
e−0(t−T )
∑
i∈Zk

(‖i‖m
M
)
(|ui(T )|2 + |vi(T )|2)
+ 

0
, ∀tT . (3.22)
Taking T (
)=max{T , T + 1/0 ln 0/
0 r20 }, then for tT (
) andM>I(
), we have∑
‖i‖m2M
(|ui |2 + |vi |2)
∑
i∈Zk

(‖i‖m
M
)
(|ui |2 + |vi |2) 2

0
0
. (3.23)
The proof is completed. 
Lemma 3.3. If (H1)–(H3) hold and g, h ∈ l2, then the semigroup {S(t)}t0 is asymptotically compact in
l2 × l2, that is, if (un, vn) is bounded in l2 × l2 and tn −→ +∞, then {S(tn)(un, vn)} is precompact in
l2 × l2.
Proof. Since (un, vn) is bounded in l2 × l2, by Lemma 2.2,
S(tn)(un, vn) ⊂ O, ∀tT .
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Since l2 × l2 is a Hilbert space, we can take tnT , tn −→ +∞, such that S(tn)(un, vn) −→ (u0, v0)
weakly in l2 × l2. We can decompose (un, vn) two parts: (un, vn)‖i‖M and (un, vn)‖i‖M . By
(un, vn)‖i‖M −→ (u0, v0)‖i‖M strongly and by Lemma 3.2, we can deduce S(tn)(un, vn) −→ (u0, v0)
strongly in l2 × l2. The proof is similar to Theorem 3.1 of [4] and Lemma 3.2 of [13], we pass the
details. 
From Lemmas 3.1 and 3.3, we have following conclusion:
Theorem 3.4. Assume that (H1)–(H3) hold and g, h ∈ l2, then problem (2.13)–(2.15) has a connected
global attractor  in l2 × l2.
We remark that the invariance of the global attractor  in Theorem 3.4 means
S(t)= , f or all t0, (3.24)
but in light of the local uniqueness for backward time, the global attractor  actually consists of all orbits
which are bounded and deﬁned on the whole R.
4. Upper semicontinuity of attractor
In this section, we present the approximation to the global attractor  by the global attractors of ﬁnite-
dimensional ordinary differential systems. We ﬁrst consider ﬁnite-dimensional approximation systems
and establish the existence of global attractors for it, then we show that attractors of this approximation
systems converge to inﬁnite-dimensional attractors of original equation in some sense. This establishes
the upper semicontinuity of global attractors for our systems. For the sake of simplicity, we only consider
the special cases of (2.13)–(2.15) where the linear operator A is deﬁned by (2.9) with q = 0, f (u,Du)
is independent on Du. In this case, we deﬁne Dj , D∗j , Aj , j = 1, 2, . . . , k, from l2 × l2, as follows: for
any i = (i1, i2, . . . , ik) ∈ Zk, u= (ui)i∈Zk ∈ l2, j = 1, 2, . . . , k.
(Dju)i = u(i1, i2, . . . , ij + 1, . . . , ik)− u(i1, i2, . . . , ij , . . . , ik), (4.1)
(D∗j u)i = u(i1, i2, . . . , ij − 1, . . . , ik)− u(i1, i2, . . . , ij , . . . , ik), (4.2)
(Aju)i = 2u(i1, i2, . . . , ij , . . . , ik)− u(i1, i2, . . . , ij + 1, . . . , ik)
− u(i1, i2, . . . , ij − 1, . . . , ik), (4.3)
it can be checked easily that operators A,Aj ,Dj satisfy (2.4)–(2.7) with C0 = 2.
For every positive integer n1, we deﬁne following space:
Zkn = Zk ∩ {−ni1, i2, . . . , ikn}. (4.4)
For every i = (i1, i2, . . . , ik) ∈ Zkn, we consider the vector 	= (	i)‖i‖mn,= (i)‖i‖mn in R(2n+1)
k
.
For convenience, we record the subscripts of components of 	= (	i)‖i‖mn,= (i)‖i‖mn ∈ R(2n+1)
k
as follows:
	= (	(−n,−n, . . . ,−n),	(−n+ 1,−n, . . . ,−n), . . . ,	(n,−n, . . . ,−n),	(n,−n+ 1,
. . . ,−n), . . . ,	(n, n, . . . ,−n),	(n, n, . . . ,−n+ 1), . . . ,	(n, n, . . . , n))T, (4.5)
172 X. Li, C. Zhong / Journal of Computational and Applied Mathematics 177 (2005) 159–174
= ((−n,−n, . . . ,−n),(−n+ 1,−n, . . . ,−n), . . . ,(n,−n, . . . ,−n),(n,−n+ 1,
. . . ,−n), . . . ,(n, n, . . . ,−n),(n, n, . . . ,−n+ 1), . . . ,(n, n, . . . , n))T, (4.6)
where T is the transpose operator.
We consider the following ordinary equations with initial data in R(2n+1)k × R(2n+1)k :
	˙i + i(A	)i + i	i + fi(	i)+ ii = hi, (4.7)
˙i + ii − i	i = gi, (4.8)
	i(0)= 	i,0, i(0)= i,0 ∈ R(2n+1)
k
, i = (i1, i2, . . . , ik) ∈ Zkn. (4.9)
System (4.7)–(4.9) can be written as
	˙+ A˜	+ 	+ f˜ (	)+ = h˜ (4.10)
˙+ − 	= g˜ (4.11)
(	i(0),(0))= (	i,0,i(0)) ∈ R(2n+1)
k × R(2n+1)k , (4.12)
where (	,)= (	i ,i)‖i‖mn ∈ R(2n+1)
k × R(2n+1)k ,
	(i1, i2, . . . ,−n, ij + 1, . . . , ik)= 	(i1, i2, . . . , n+ 1, ij + 1, . . . , ik), (4.13)
(i1, i2, . . . ,−n, ij + 1, . . . , ik)= (i1, i2, . . . , n+ 1, ij + 1, . . . , ik), (4.14)
	(i1, i2, . . . , n, ij + 1, . . . , ik)= 	(i1, i2, . . . ,−n− 1, ij + 1, . . . , ik), (4.15)
(i1, i2, . . . , n, ij + 1, . . . , ik)= (i1, i2, . . . ,−n− 1, ij + 1, . . . , ik), (4.16)
j = 1, 2, . . . , k,
A˜	(i1,i2,...,ik) = 2k	(i1, i2, . . . , ik)− 	(i1 + 1, i2, . . . , ik)− 	(i1 − 1, i2, . . . , ik)− · · ·
− 	(i1, i2, . . . , ik + 1)− 	(i1, i2, . . . , ik − 1), (4.17)
f˜ (	)= (fi(	i))‖i‖mn, g˜(	)= (gi(	i))‖i‖mn, h˜(	)= (hi(	i))‖i‖mn. (4.18)
For 	= (	i)‖i‖mn, we deﬁne the linear operators D˜j , D˜∗j , A˜j : R(2n+1)
k → R(2n+1)k , j = 1, 2, . . . , k
by
(D˜j	)i = 	(i1, i2, . . . , ij + 1, . . . , ik)− 	(i1, i2, . . . , ij , . . . , ik), (4.19)
(D˜∗j	)i = 	(i1, i2, . . . , ij − 1, . . . , ik)− 	(i1, i2, . . . , ij , . . . , ik), (4.20)
(A˜j	)i = 2	(i1, i2, . . . , ik)−	(i1, i2, . . . , ij+1, . . . , ik)−	(i1, i2, . . . , ij−1, . . . , ik), (4.21)
then, we have
A˜= A˜1 + A˜2 + · · · A˜k, A˜J = D˜j · D˜∗j = D˜∗j · D˜j , j = 1, 2, . . . , k. (4.22)
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For any two elements 	1 = (	1i)‖i‖n,	2 = (	2i)‖i‖n ∈ R(2n+1)k , i = (i1, i2, . . . , ik) ∈ Zkn, deﬁne
inner product and norm as:
〈	1,	2〉 =
∑
‖i‖mn
	1i	2i , ‖	‖2 =
∑
‖i‖mn
|	i |2, (4.23)
we easily notice that (R(2n+1)k , ‖ · ‖) is a Hilbert space.
Similar to Section 2, problem (4.10)–(4.12) is well posed in R(2n+1)k ×R(2n+1)k , that is, for any initial
value (	(0),(0)) ∈ R(2n+1)k×R(2n+1)k , there exists a unique solution (	,) ∈C([0,+∞),R(2n+1)k×
R(2n+1)k ) ∩ C1((0,+∞),R(2n+1)k × R(2n+1)k ), and the maps of solutions Sn(t) : (	(0),(0)) →
(	(t),(t))=Sn(t)(	(0),(0)) ∈ R(2n+1)k×R(2n+1)k , t0, generate a continuous semigroup {Sn(t)}t0
on R(2n+1)k × R(2n+1)k . Like Lemma 2.2 and Theorem 3.4, we can obtain the following results.
Lemma 4.1. If (H1) and (H3) hold and q = 0, then there exists a bounded ball B˜0 = B˜0(0, r0) ∈
R(2n+1)k×R(2n+1)k , centered at 0 with radius r0, such that B˜0 is an absorbing set of semigroup {Sn(t)}t0,
where r0 is a constant, which is independent on n.
Lemma 4.2. If (H1) and (H3) hold and q = 0, then the semigroup {Sn(t)}t0 possess a global attractor
n ⊂ B˜0 ⊂ R(2n+1)k × R(2n+1)k and
{Sn(t)}t0n = n, for all t ∈ R. (4.24)
The proof of Lemmas 4.1 and 4.2 are same as Lemma 2.2 and Theorem 3.4.
Lemma 4.3. If (un(0), vn(0)) ∈ n, n ∈ N , then there exists a subsequence (unk(0), vnk(0)) of
(un(0), vn(0)) and (u0, v0) ∈ , such that (unk(0), vnk(0)) convergence to (u0, v0) strongly in l2 × l2.
The proof is same as Lemma 4.3 of [4].
We are now in a position to state the main result of this section. From Lemma 4.1–4.3, we have
Theorem 4.3. If (H1) and (H2) hold and h, g ∈ l2, then we have
lim
n→+∞ dl2×l2(n,)= 0, (4.25)
where
dl2×l2(n,)= sup
a∈n
inf
b∈ ‖a − b‖l2×l2 .
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