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Abstract 
 
One of the aims of the EU project AMIGA (Assessing and monitoring the impacts of genetically 
modified plants on agro-ecosystems) is to provide protocols on how to perform field studies, and on 
how to analyse data obtained from such studies. Workpackage 9 of AMIGA works on statistical 
methods relevant for evaluation of non-target effects, and the current deliverable proposes elements 
for protocols of experimental design and statistical analysis.  
For the most common data type in ecological field studies, i.e. count data, a large simulation study was 
conducted, including multiple ways of simulating count data, and multiple ways of statistical analysis. 
Four different count distributions were used to simulate count data for a mean count ranging from 0.5 
(for rare species) to 100 (for more common species). Different coefficients of variation and different 
levels of replication, ranging from 4 to 100, were used to simulate data. The ratio of the means of the 
GM plant and its comparator was set to 1, 0.75, 0.50 and 0.25. A ratio of 1 implies no difference 
between the GM plant and its comparator. The simulated data were analysed by means of eight 
different models, such that the most robust model could be selected. Results for difference testing are 
the simulated size and power of the difference test as well as coverage of confidence intervals. We 
also describe an approximate fast method to obtain the power of a difference test. A recommendation 
is given about which difference test is to be preferred. Results for one-sided equivalence testing are the 
simulated significance level of various methods, the simulated power and a fast way of calculating the 
power. This also results in a recommendation about which equivalence test is to be preferred. There is 
a discussion on the problem of zero inflation, i.e. when there are more zeros than predicted by the 
count distribution.  
Based on the results of this simulation study a checklist is proposed regarding the methodology to 
perform for a prospective power analysis to guide experimental design. Further a protocol is proposed 
on how to conduct the statistical analysis for both difference tests and equivalence tests. The analytical 
protocol is summarised in a flow chart. Some simple examples are given. The next step in the AMIGA 
project will be the implementation of statistical methods in user-friendly software. 
The work for Deliverable D9.2 of the AMIGA project is reported in three documents: 
• D9.2a (this report) describes statistical aspects of a protocol for single-environment GMO 
field studies. 
• D9.2b describes a simulation study to investigate properties of difference and equivalence 
tests. 
• For practical reasons the extensive Appendices to the D9.2b report, which contain the detailed 
results in graphical form, are contained in a separate document.  
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1 Introduction 
1.1 Background 
The EFSA Guidance on the environmental risk assessment (ERA) of genetically modified (GM) plants 
(EFSA 2010) gives broad guidance on the design and analysis of field experiments. The AMIGA 
research project aims at providing more detailed guidance in the form of protocols for design and 
analysis. This report provides statistical elements for such protocols. 
 
Recently, several papers have been published which aim at providing statistical guidance for ERA 
field experiments. Perry et al. (2009) noted that the null hypothesis of a GM risk assessment test 
should be that of non-equivalence, at a level of difference between the GM plant and its comparator 
which was termed the Limit of Concern (LoC), and which have to be set before the experiments. The 
LoC was defined as the minimum relevant ecological effect that is deemed biologically significant, 
and is deemed of sufficient magnitude to cause harm. In Food-feed risk assessment a procedure has 
been developed to derive LoCs from the variation between reference varieties in the same field trials 
(van der Voet et al. 2011). Perry et al. (2009) found this approach less appropriate for ERA, but also 
noted that experience suggests that the direct setting of LoCs is more feasible in ERA than in food-
feed risk assessment. The need for a prospective power analysis based on the LoC or other treatment 
effect sizes of interest was stressed. 
 
Goedhart et al. (2013, 2014) summarised statistical models that could be useful in the analysis of ERA 
field experiments. For count data the Poisson distribution is the basic distribution, but it was noted that 
over-dispersion and/or excess zeroes imply the need for more advanced distributions, such as the over-
dispersed Poisson, negative binomial, or Poisson-Lognormal distribution. Similarly, for quantal data, 
the basic binomial distribution should be replaced by a beta-binomial or binomial-logitnormal 
distribution. For both count and quantal data, excess zeroes could be handled assuming an additional 
spike of structural zero results in addition to the other data (which may still contain incidental zero 
values). Such models can be analysed directly (mixture models) or in a 2-step procedure (hurdle 
models). Goedhart et al. (2013, 2014) provided a simulation tool to generate dummy field trial 
datasets based on any of these distributions. For the analysis of such data estimation methods based on 
knowing the right model behind the data can be used. Alternatively, in spite of all the complex 
modelling options, a simple data transformation followed by normal-theory modelling is also an 
option for analysis, and it is what is most commonly used in practice.  
 
Semenov et al. (2013) reiterated the same ideas of prospective power analysis, equivalence testing, and 
choosing statistical models for counts and quantal data. They provided some decision trees and a 
checklist to assist the interpretation of statistical analyses of field trials.  
 
More specific guidance on sample size calculation for ERA field trials has been given by Perry et al. 
(2003), Prasifka et al. (2008) and Comas et al. (2013). These studies, however, arrive at very different 
conclusions. For a twofold change in non-target counts (i.e. +100% or -50%) Perry et al. (2003, Table 
6) conclude that 60 replicates provide a power of at least 85%, provided count levels are ≥5, and the 
coefficient of variation is ≤100%. In contrast, for a similar power to detect a -50% change Prasifka et 
al. (2008, Figures 1-4) found that on average less than 6 replicates would be sufficient in their datasets. 
Comas et al. (2013, Table 2) seem to need only 3 replicates to attain, with power 80%, an expected 
capacity of field tests that not exceeds impacts of 100% relative to the comparator’s mean. As another 
example, the study of Perry et al. (2003) suggests that in many cases it will be very difficult to detect 
impacts of around 30% with sufficient power, whereas the other two studies suggest this is easily 
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possible in many cases. The differences between the reported studies were analysed and will be 
reported in a subsequent paper. Here we complement them with results from new simulation studies, 
which focus on the robustness of results under different models of the reality. 
 
1.2 Relation to work program and overview 
This report (D9.2a)  and the companion report (D9.2b) describes research in AMIGA Work Package 9, 
Task 3. This task focuses on single-environment trials, and is preparatory for Tasks 9.4 and 9.5 where 
multi-environment trials are addressed. Several statistical issues regarding data types, equivalence 
testing and test characteristics can however be better researched in the relatively simple situation of a 
single-environment trial. This is also relevant because of the emphasis of the EFSA guidance 
document on single-environment trials. The EFSA guidance document states that “For field trials, 
since each field trial at a site on a particular occasion should have sufficient replication to be able to 
yield a stand-alone analysis if required, this power analysis should relate to a single site”. Therefore 
protocols for power analysis and statistical analysis of a single field trial have been developed in this 
task.  
 
We investigated the applicability of linear models (LM) based on normal distributions for transformed 
variables relative to generalized linear models (GLM) for typical ERA data. This subtask involves 
robustness studies, e.g. simulating counts according to a range of distributions and analysing the 
resulting data using a range of analysis methods.  
The report describes the development of protocols for setting sample sizes in experimental design 
based on the desired performance of difference and equivalence tests. 
 
The experimental design protocol includes a checklist which enables a risk assessor to provide full 
information on the study, for example a list of endpoints and why they are chosen, a description of the 
chosen experimental design with justification in terms of power, and the sampling strategy.  
The statistical analysis protocol is summarised in a flow chart. This includes justification of the 
distributional assumptions and the robustness of such assumptions, the generic form of the analysis 
and why it was chosen, criteria for identification of outliers, the way in which difference and 
equivalence testing is performed, and the way in which the results of the analysis should be presented.  
In the further development the protocol will be accompanied by software for performing power 
analysis, for fitting the statistical models and for reporting and displaying the results of the analysis. 
 
1.3 Models simulating field trial data 
In Goedhart et al. (2013) four statistical models have been described for simulation of count data: 
Poisson (P), Over-dispersed Poisson (OP), Negative Binomial (NB), and Poisson-Lognormal (PL). In 
addition, in this report we also include the Taylor power law model, which has been found to provide 
adequate descriptions of practical data, with powers often between 1 and 2 (Taylor et al. 1978). The 
power law only specifies a relation between variance and mean (V = aµp), therefore in the simulations 
a negative binomial distribution was used to generate data.  
For simulation of presence/absence data Goedhart et al. (2013) described three statistical models: 
Binomial (B), Beta-Binomial (BB) and Binomial-Logitnormal (BL).  
1.4 Statistical analysis methods 
For statistical analysis of data many methods are available. A first possibility is a maximum likelihood 
analysis corresponding to exactly the simulation model. But it is often convenient to use simple 
approximation methods,  e.g.  
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• a normal-distribution analysis of transformed data (e.g. log- or square root transform for non-
negative or count data, empirical logit transform for presence/absence data), 
• a quasi-likelihood analysis to address over-dispersion,  
• an analysis based on a two-part (hurdle) model rather than a mixture distribution. 
• an analysis of presence/absence derived from count data (all counts  > 0 are reset to 1)  
Several method were investigated in a simulation study (see companion report D9.2b and the summary 
of conclusions in Section 2 of this report). In the protocol of the current report the focus is on two 
categories of analysis: 
1. linear models (assuming a normal distribution of errors) after an appropriate transformation of 
the data; 
2. generalized linear models (GLMs), which specify transformations for the expected values 
rather than the data (McCullagh and Nelder, 1989). 
1.5 Power analysis for difference and equivalence testing 
The parameter of interest in tests is the ratio Q between expected counts for the GMO and the 
comparator (CMP), or equivalently, the difference D between the log-counts. For a power analysis of 
the difference test a range of alternative values for D has to be specified. 
In an equivalence test the null hypothesis is Q = LoC. For a power analysis of the equivalence test a 
range of alternative values for Q has to be specified, between 1 and LoC (if LoC>1), between LoC and 
1 (if LoC<1), or between a lowe LoC and an upper LoC (if there are concerns in both directions).  
For a non-equivalence test the null hypothesis is also D = LoC. But now the alternative values for Q 
are those above the LoC (if LoC>1), below the LoC (if LoC<1), or both (if there are concerns in both 
directions). 
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2 Summary of conclusions from a simulation study with count data 
 
The simulation study is fully described in the companion report on Deliverable 9.2b. here we present a 
short summary of the setup and conclusions.  
2.1 Setup of study 
Different models were used for simulating count data, and different methods for analysing the 
generated data. Almost all datasets show overdispersion in practice, therefore only models allowing 
for overdispersion were used in the simulation study. The Poisson model itself was not used. 
Table 1. Models and transformations used in simulating and analysing count data 
Abbreviation Description used for 
simulation 
used for 
analysis 
OP overdispersed Poisson x x 
NB negative binomial x x 
PL Poisson-Lognormal x  
P1 Power model with p=1.5 x x 
P2  Power model with p=1.7  x 
P3 Power model with p=1.99  x 
GM Gamma  x 
LN Log(y+1) transformation  x 
SQ Sqrt(y) transformation  x 
 
The parameters used in the simulation were varied across a range of means and CV values, as 
described in the simulation report D9.2b.  Data for GMO and comparator counts were simulated under 
effect sizes (ratios GMO to comparator) 1, 0.75, 0.5 and 0.25, thus focussing on negative effects of the 
GMO. 
Sizes and powers of tests were calculated by repeated simulation of data. In addition, estimation of 
sizes and powers with the method of Lyles et al. (2007) which does not need the repeated simulation 
was investigated. 
2.2 Results for the Difference test 
The main results from the simulation study for the difference test  were: 
1. Comparison of size of difference test for OP, P1 and GM when the LR test statistics is scaled by 
Pearson’s Chi-squared or by the mean deviance 
 scaling by Pearson has somewhat better properties 
2. Comparison of size of test for LN, SQ, OP, NB, P1, P2, GM 
 LN has generally the best properties 
3. Power of test for LN, SQ, NB, P1, P2, GM for those settings for which the size is OK 
 LN has the same power as OP when simulating according to OP 
 LN has marginally smaller power than NB in some case when simulating according to NB; 
however size of NB is frequently not satisfactory 
 LN is at least as good as other models when simulating according to PL 
 LN is at least as good as other models when simulating according to P1 
 LN is the method of choice for difference testing 
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4. Properties of the (back-transformed) generalized confidence interval, i.e. coverage probabilities, 
for the LN analysis are identical to those of the t-test. However this is only true for properties 
under the null-hypothesis of equal means. Coverage of the LN interval deteriorates when the 
quotient of the two means differs more strongly from one, and when the CV increases 
 The LN interval approach can be used for difference testing; apparently it cannot always 
be used for equivalence testing 
5. The method of Lyles et al (2007), using a synthetic dataset, can be used to perform a prospective 
power analysis for the LN analysis; this is in very good agreement with the simulated power 
 There is no need to perform a simulation study for a prospective power analysis in the 
simple situation of a GMO and a comparator. 
2.3 Results for the Equivalence testing 
The main results from the simulation study for the equivalence tests  were: 
6. Results are based on the estimate of the log(ratio) and its standard error (scaled by Pearson) for 
GLM-like analysis methods,  and on the Generalized CI for the LN and SQ analyses.  
7. Comparison of size of one-sided equivalence test for LN, SQ, OP, NB, P1, P2, GM for effect 
sizes 0.75, 0.5 and 0.25. The null-hypothesis is then H0: mu1/mu2 ≤ effectsize  
 Size of LN is generally bad (conservative as well as progressive) 
 Size of OP seems to be best across the board. However conservative for small means, small 
levels of replications and large CV values. Occasionally somewhat progressive. 
8. For effect sizes 0, 0.75 and 0.5, and hypothetical one-sided LOC of 0.5 he power of EQ test is 
very similar for OP, NB, P1, P2 and GM. Also the probability of “Equivalent more likely than 
not” is very similar. 
9. For effect size 0.50 one would expect a probability of 50% for “Equivalent more likely than not”. 
This is generally the case, except for small means combined with small levels of replication. 
 An OP based confidence interval can best be used for equivalence testing. This interval 
does not always have the correct size. 
10. The method of Lyles et al (2007) can also be used to approximate the power of the one-sided 
equivalence test using OP. The approximation is less good than for the difference test; it is 
however good enough as a first approximation especially for larger power values around 0.8. The 
approximation is not good for data simulated with PL and large CVs possibly because the PL 
distribution is then very un-similar to the overdispersed Poisson with the same CV. 
 There is not always a need to perform a simulation study for a prospective power 
analysis in the simple situation of a GMO and a comparator. 
2.4 Conclusion from simulation study 
Difference testing for count data can best be done by an LN analysis; based on this analysis a 
generalized CI can be constructed on the original scale. The method of Lyles et al (2007) can be used 
to approximate the power of this test. 
Equivalence testing for count data can best be done by constructing a CI after an OP analysis. This 
procedure does not have perfect properties. When simulating according to OP, NB or P1 (all using 
different variants of the negative binomial distribution) the method of Lyles et al. can be used to 
approximate the power of the one-sided equivalence test. 
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3 Statistical elements for a protocol for experimental design and 
prospective power analysis 
 
Attention is required before a field trial is performed to ensure that the experiment will be meaningful 
to answer research questions. We present relevant points from a statistical viewpoint as a checklist. 
Checklist 
1. Describe all the questions the experiment is meant to answer, in words. 
2. Prepare the list of endpoints. This may be divided into a list of primary endpoints (with strict 
requirements regarding power of tests) and a list of secondary endpoints. 
3. For each endpoint classify the measurement type, e.g. non-negative continuous data, count 
data or fractions (percentage) data. 
4. For each primary endpoint to be tested formulate the Limits of Concern (LOCs). For each 
endpoint one lower and/or one upper LOCs can be set. For non-negative continuous and count 
data these will typically be ratios of GMO divided by CMP true values. For percentage data … 
Make explicit whether equivalence has to be proven (in a formal test at the set significance 
level) or that it is sufficient to show ‘equivalence more likely than not’.  
5. Describe the research questions in the form of null hypotheses, both for difference and 
equivalence tests.  
6. Set the significance levels (α) for statistical testing. Conventionally the level (size) will be e.g. 
0.05. In the TOST approach to equivalence testing (Schuirmann 1987) the significance level 
for the difference test is twice the significance level for the equivalence test.   
7. Set the required power of the tests to detect differences at specified effect sizes. Typically 
these effect sizes will be equal to the LoC. Conventional values for power are between 70 and 
90%. If equivalence has to be proven, formulate effect sizes for which equivalence would 
need to be proven using the equivalence test with pre-defined power (e.g. 80% power to proof 
equivalence at an effect size of 0.75 (-25%) given an LoC of 0.5 (-50%).  
8. Describe the structure of the proposed experimental design, e.g. completely randomized, 
randomized block, split-plot , incomplete balanced block. 
9. Describe the experimental units (typically plots or sub-plots), and give details of the 
blocking structure (e.g. 4 main plots per randomized block, each split into 3 sub-plots) and 
the treatment structure (e.g. three types of spraying and four crop varieties). Also describe if 
interactions should be included. 
10. Describe whether repeated measurements will be taken from the same experimental unit. 
11. Provide a model formula partly specifying how the data will be analysed, using the syntax of 
one of the common software tools for statistical analysis (SAS, GenStat, R, …), for example 
block/plot/subplot + treatment + variety. Include terms and a correlation structure for repeated 
measurements if used. Indicate which factors are random rather than fixed. 
12. For each primary endpoint provide prior estimates of central value and variation for a 
measurement on one experimental unit. For non-negative continuous and count data the prior 
estimates for central values will typically be expected values or geometric means, and the 
prior estimates for variation will typically be coefficients of variation. Such values can be 
derived from previous experiments or based on expert knowledge. 
13. For each endpoint specify the simplest statistical analysis method that will be used (unless 
there are unexpected deviations in the execution of the field study or unexpected data). See the 
statistical analysis protocol for details. 
14. Based on the replication and the prior estimates estimate the power of the proposed design 
as a function of replication, for the difference test, and if needed also for the equivalence 
test. In simple cases this can be performed using analytical formulae, in more complex cases 
this can be found in published results of simulation studies such as performed in the AMIGA 
project. If not available, a new simulation can be performed to estimate the power. 
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15. From the power curves derive the replication of the comparison of GMO to CMP in the 
proposed design. 
16. If the calculated minimal replication cannot be realized in practice, the power is insufficient. 
In such case adapt the design or reformulate the research questions. 
17. Randomise the treatments over the experimental units taking proper account of the design. 
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4 Protocol for statistical analysis 
1. The method of statistical analysis depends on the type of endpoint.  For typical ecological 
endpoints it is recommended to perform both an analysis based on data transformation and 
normality, and an analysis on the original scale using an appropriate link function. 
 
Table 2. Recommended data transformations and GLMs 
Endpoint type data transformation1 distribution and link function for GLM 
Positive continuous x log(x) gamma, log 
Non-negative continuous x log(x+m), where m ≤ min(x+) gamma, log 
Positive counts x log(x) over-dispersed Poisson, log 
Counts x log(x+1) over-dispersed Poisson, log 
Fractions 0 < x/n < 1 logit(x) = log[(x)/(n-x)] over-dispersed binomial, logit 
Fractions x/n log[(x+0.5)/(n-x+0.5)] over-dispersed binomial, logit 
1 For data transformation any base of logarithm can be chosen as is considered convenient, e.g. 2, e or 
10. Note that the GLM link functions will use the natural logarithm (loge). 
 
2. Analyse the transformed data by linear models: ANOVA if the design is balanced, or by a 
mixed model (REML) if they are not. 
3. Analyse the untransformed data by generalized linear models (GLM), or by a generalized 
linear mixed models (GLMM) is there are additional stochastic terms in the model. Allow for 
over-dispersion in counts and fractions. 
4. Check the reasonableness of statistical assumptions, e.g. as follows: 
a. Outliers: check data points with large standardised residuals. Compare analyses with 
and without such data points in a sensitivity analysis. 
b. QQ plot should show approximately a straight line 
c. Plot residuals vs. fitted values can be used to check if there is heteroscedasticity.  
5. If statistical assumptions are unreasonable, then an ad-hoc strategy will have to be followed. 
For example, non-parametric tests may be used. This protocol continues assuming that the 
model fits sufficiently well. 
6. From the ANOVA or REML results find estimators of the mean and standard errors of the 
mean for GMO and CMP.  From these distributions back-transform to distributions for the 
means of GMO and CMP on the original scale (method, see D9.2b report).  
7. From these back-transformed distributions create a distribution of the ratio GMO vs. CMP, 
and from this find the generalized confidence limits as 2.5% and 97.5% points for two-sided 
difference tests, or as 5% and 95% points for two one-sided difference tests. (Note: for visual 
display it is recommended to calculate and display both limits, even if the test is one-sided.) 
8. From the GLMM or GLM analysis find the best estimator of the mean, and 5% and 95% 
confidence limits by a profile likelihood method (see D9.2b report). Back-transform the 
estimate and the limits by the inverse link function. (Note: for visual display it is 
recommended to calculate and display both limits, even if the test is one-sided.) 
9. For each endpoint, plot point estimates and intervals, together with lines for the equality ratio 
1, and the LoCs. In most cases plots on a logarithmic scale are advised. Use a recognizable 
symbol (e.g. an arrowhead) for interval endpoints that represent two one-sided tests (TOST). 
10. Use the intervals based on the linear models for the difference tests 
11. Use the intervals based on the generalized linear models for the equivalence tests. 
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Figure 1. Flow chart to guide statistical analysis (updated from Semenov et al. 2013). 
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5 Statistical analysis examples 
 
5.1 One- and two-sided difference and equivalence tests 
Here we show an example for a situation where there is a concern about decreased levels of a counted 
organism. We assume that the Limit of Concern has been set to 0.5 for three endpoints, i.e. there is 
ecological concern if the count level in the GMO plots would be 50% or less of the level in the CMP 
plots. There is no concern about increased levels. We assume a testing confidence level of 95% 
throughout. 
Results were obtained from programs in GenStat (VSN 2012). In Figure 2 we show data and results 
for three endpoints, each with 2 x 20 counts (10 for CMP and 10 for GMO). In the joint graph the 
intervals for difference testing and for equivalence testing are shown together for each endpoint. Note 
that both intervals have arrowheads indicated that they represent two one-sided tests (TOST). This 
simply means that these intervals are intended to cover 90% (rather than 95%), with 5% probability of 
a true ratio below the lower endpoint and 5% probability of a true ratio above the upper endpoint. 
For the one-sided difference test the upper limit can be compared to the ratio value 1 (which represents 
the null hypothesis of equality). In this example the GMO is not significantly different from the CMP  
for endpoint A, but it is for endpoints B and C. The P values for the one-sided difference test are 
indicated next to the relevant interval upper limit in the graph. 
For the one-sided equivalence test the lower limit can be compared to the ratio value 0.5 (which 
represents the null hypothesis of border-line non-equivalence). In this example the GMO is equivalent 
to the CMP  for endpoints A and B, but it is non-equivalent more likely than not for endpoint C. The P 
values for the one-sided equivalence test are indicated next to the relevant interval lower limit in the 
graph for endpoints A and B.  For endpoint C the point estimate is already lower than the LOC, 
therefore the result of a non-equivalence test is shown. In this case the non-equivalence is not 
significant, hence the resulting classification as ‘non-equivalence more likely than not’. 
It can be observed that in this case the two types of interval are reasonably similar, and the same 
conclusions would have been obtained if only one type of interval had been used for both the 
difference and the equivalence tests. 
In Figure 3 the same data are analysed under a setting of two-sided concern. For the chosen examples 
the observed ratios are 1 or less, so there is no indication from the data for an increase. The difference 
intervals now are 95% rather than 90% intervals (and therefore slightly wider), and the P value for the 
difference test is approximately double the one-sided P value for these endpoints. This is the normal 
difference between on- and two-sided testing. Note, however, that the equivalence and non-
equivalence tests are not influenced (the additional tests w.r.t. the upper LOC are performed, but are 
irrelevant for these data). 
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A 
 
B 
 
C 
 CMP GMO CMP GMO CMP GMO 
64 20 66 20 66 12 
18 16 21 16 21 8 
23 38 30 38 30 23 
14 8 21 8 21 10 
22 5 29 5 29 15 
14 17 21 17 21 1 
64 12 71 12 71 7 
17 21 24 21 24 24 
17 30 24 30 24 11 
44 13 51 13 51 15 
27 24 34 24 34 9 
12 24 19 24 19 8 
3 33 10 33 10 7 
10 27 17 27 17 32 
6 21 13 21 13 28 
7 27 14 27 14 12 
18 15 25 15 25 11 
23 51 30 51 30 27 
59 13 66 13 66 7 
41 21 48 21 48 18 
 
 
Figure 2. Three examples of count data (n=20) where there is concern for a decreased level. Limit of Concern 
(LOC) is 0.5 (GMO 50% of CMP, red vertical line). Bi-directed arrows represent 95% confidence intervals 
corresponding with two one-sided tests (TOST). P values are shown near the arrowheads for the one-sided 
difference (D) test (black) and the one-sided equivalence (E) or non-equivalence (NE) test (red) that is relevant 
for LOC<1.  
(A) Not significantly decreased and equivalent;  
(B) Significantly decreased and equivalent;  
(C) Significantly decreased and non-equivalence more likely than not. 
 
 
Figure 3. Same example as in Figure 2, but now with 
concern for decrease and increase, and two Limits of 
Concern, at ratios 0.5 and 2. Bars at the end of the difference 
interval indicate that this is a two-sided interval. The 
equivalence TOST interval is unchanged. 
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5.2 Difference and equivalence tests on a preliminary AMIGA potato data 
Counts of non-target organisms were made in a field experiment with three potato varieties, 
performed in 2013 in Valthermond, the Netherlands, as part of the AMIGA project. 
Preliminary data (see Table 3)  for two of the varieties (a GMO and a comparator) were 
analysed by the statistical methods proposed in this report. 
 
Table 3.  AMIGA potato experiment Valthermond, July 2013. Counts per guild, preliminary data 
(data courtesy Jenny Lazebnik, Wageningen University). 
block variety treatment Predators Detrivores Parasitoids Fungivores Herbivores 
6 CMP IPM 14 3 5 0 18 
3 CMP IPM 12 10 10 1 23 
2 CMP IPM 19 6 8 0 28 
5 CMP IPM 20 9 7 0 16 
7 CMP IPM 17 6 2 0 21 
1 CMP IPM 16 6 6 0 17 
4 CMP IPM 8 5 1 0 11 
6 CMP NoControl 6 4 4 0 25 
5 CMP NoControl 20 7 4 1 12 
1 CMP NoControl 33 12 8 1 43 
4 CMP NoControl 15 4 9 1 19 
3 CMP NoControl 13 7 4 0 13 
7 CMP NoControl 6 2 0 1 12 
2 CMP NoControl 21 13 13 0 13 
4 CMP WeeklySchedule 23 12 6 0 22 
1 CMP WeeklySchedule 36 6 8 0 35 
6 CMP WeeklySchedule 18 4 4 0 25 
3 CMP WeeklySchedule 15 7 3 0 17 
2 CMP WeeklySchedule 15 6 6 0 27 
7 CMP WeeklySchedule 25 13 10 1 17 
5 CMP WeeklySchedule 17 9 5 0 28 
5 GMO IPM 19 2 4 1 17 
4 GMO IPM 19 7 6 0 20 
3 GMO IPM 25 8 8 0 29 
7 GMO IPM 12 8 9 0 19 
2 GMO IPM 20 6 11 3 12 
6 GMO IPM 17 6 7 1 16 
1 GMO IPM 10 10 7 0 33 
5 GMO NoControl 8 6 6 0 27 
2 GMO NoControl 13 5 8 0 26 
1 GMO NoControl 15 9 5 1 24 
7 GMO NoControl 11 4 1 0 10 
6 GMO NoControl 8 8 4 0 11 
4 GMO NoControl 15 7 3 0 34 
3 GMO NoControl 11 9 7 0 22 
3 GMO WeeklySchedule 12 13 9 1 39 
1 GMO WeeklySchedule 19 12 11 1 34 
6 GMO WeeklySchedule 11 7 1 1 20 
5 GMO WeeklySchedule 13 5 1 0 16 
4 GMO WeeklySchedule 15 8 7 0 23 
7 GMO WeeklySchedule 13 6 6 0 18 
2 GMO WeeklySchedule 18 9 10 0 23 
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The results are shown in Figure 4.  No prior discussion was made on appropriate Limits of 
Concern, and these were set at 0.5 and 2 for illustration of the method. Two-sided difference 
tests were performed. 
No significant differences were found between the GMO and the CMP. For four of the five 
guilds equivalence could be proven at the 95% confidence level. For the Fungivores guild the 
observed numbers were very low (see Table 3). Consequently interval are wider.  Equivalence 
could not be proven, but is still more likely than not.  Note that the P value is shown for the 
equivalence test w.r.t. the nearest LoC, i.e. LoC=0.5 for  endpoint A (Predators), and LoC=2 
for the other endpoints. 
 
Regarding the methodology, the two intervals are more similar when the observed counts are 
higher (endpoints A and E) than when they are low (e.g. endpoint D). 
 
Figure 4. Analysis count data sticky traps per guild. AMIGA potato experiment Valthermond, July 2013. (A) 
Predators, (B) Detrivores, (C) Parasitoids, (D) Fungivores, (E) Herbivores. Limits of Concern set to 0.5 and 2 for 
illustration of the method only. 
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