Recent dosimetry protocols for clinical high-energy electron beams recommend measurements of absorbed dose-to-water with a plane-parallel or cylindrical ionization chamber. For well-guarded plane-parallel ionization chambers, the ionization chamber perturbation factor in water, p Q , has a recommended value of unity in all protocols. This assumption was investigated in detail in this study for one of the recommended ionization chambers in the protocols: the Scanditronix NACP-02 plane-parallel ionization chamber. Monte Carlo (MC) simulations of the NACP-02 ionization chamber with the EGSnrc code were validated against backscatter experiments. MC simulations were then used to calculate p wall , p cav and p Q perturbation factors and water-to-air Spencer-Attix stopping powers in 4-19 MeV electron beams of a calibration laboratory (NPL), and in 6-22 MeV clinical electron beams from a Varian CL2300 accelerator. Differences between calculated and the currently recommended (Burns et al 1996 Med. Phys. 23 383-8) stopping powers, water-to-air, were found to be limited to 0.9% at depths between the reference depth z ref and the depth where the dose has decreased to 50% of the maximum dose, R 50 . p wall was found to exceed unity by 2.3% in the 4 MeV NPL calibration beam at z ref . For higher energy electron beams p wall decreased to a value of about 1%. Combined with a p cav about 1% below unity for all energies at z ref , this was found to cause p Q to exceed unity significantly for all energies. In clinical electron beams all three perturbation factors were found to increase with depth. Our findings indicate that the perturbation factors have to be taken into account in calibration procedures and for clinical depth dose measurements with the NACP-02 ionization chamber.
Introduction
Recent dosimetry protocols for clinical high-energy electron beams (3-50 MeV) are formulated in terms of absorbed dose-to-water determination with a cylindrical or plane-parallel ionization chamber (Almond et al 1999 , Andreo et al 2000 , Thwaites et al 2003 . In the notation of the IAEA 3 the formalism is given by
where D w,Q is the absorbed dose-to-water at the reference depth, z ref , in a water phantom in the user's beam, M Q is the ionization chamber reading corrected for temperature, pressure, humidity, polarity and recombination under reference conditions, N D,w,Q 0 is the ionization chamber calibration coefficient obtained from a calibration in a reference beam quality, Q 0 , in a calibration laboratory, and k Q,Q 0 corrects the reading for the different dosimeter responses in the calibration beam Q 0 and the user's beam Q. The reference depth in an electron beam is specified as
where R 50 is the half-value depth of the per cent depth dose curve in water (in g cm -2 ), which serves as a beam quality specifier. The beam quality conversion factor k Q,Q 0 is ideally obtained from measurements in the user's beam quality. However, in many cases this is not practical or feasible. For those ionization chambers and beam qualities where experimental data are not available, a theoretical formalism based on Bragg-Gray cavity theory can be used to approximate the beam quality conversion factor,
where it has been assumed that the difference in average energy to form an ion pair in the user's and reference electron beams is negligible (Andreo et al 2000) . In equation (3) the mean Spencer-Attix water-to-air stopping powers are evaluated in both the user's and the reference beam qualities. The implicit energy cut-off, , is most commonly chosen to be 10 keV, but recent discussions mentioned the possible need for an ionization chamber dependent value for for end-user therapy chambers (Sempau et al 2004) and for primary standards cavity chambers (Borg et al 2000) . This aspect is ignored in the present work where the commonly used value of 10 keV is used as the water-to-air stopping powers are not a strong function of . The above-mentioned electron dosimetry protocols all use the Spencer-Attix water-to-air stopping-power ratios ( = 10 keV) published by Ding et al (1995) and Burns et al (1996) . These values were obtained from Monte Carlo (MC) simulations of realistic electron beams with the EGS4 MC code. The ionization chamber perturbation factors p Q and p Q 0 occurring in equation (3) correct for the non-ideal Bragg-Gray cavity behaviour of the real ionization chamber. In general, the p Q factor is factorized as
where p cav corrects for the replacement of the water medium by an air cavity (which represents a correction for the fluence perturbation caused by in-scatter of electrons in an insufficiently guarded chamber design, Nahum 1996) . p dis is a gradient correction factor that takes into account the effective point of measurement; p wall corrects for the non-water-equivalence of the wall material, and p cel is a correction for the effect of the central electrode on the cavity response. For plane-parallel ionization chambers, the central electrode is absent and the stem effect is usually negligible. Since the effective point of measurement at the inside centre of the front window is used to reference the depth, for these chamber types the factorization in equation (4) reduces to
Recommended plane-parallel ionization chambers in the dosimetry protocols are e.g. the NACP-02 and the PTW Roos chambers. These chambers have been designed to largely eliminate the effect of electron in-scattering by optimizing the width of the guard ring (Roos et al 1993) . This optimization process has been carried out for depths in water at or near the depth of maximum dose. As a result of this, for these chamber types, the fluence perturbation correction factor, p cav , has been assumed unity at the reference depth. Experimental evidence for the exactness of this assumption has been gathered by different groups by cross-calibrating the parallel-plate chamber against detectors such as, for example, Fricke dosimeters (Van der Plaetsen et al 1994) . Using EGS4 correlated sampling dose calculations by Ma and Nahum (1994) , however, have shown that the electron fluence perturbation correction factor p cav may exhibit a modest depth and energy dependence although there is some doubt that the calculations may be biased as the EGS4 code is only accurate to around 1% for low Z walled ionization chambers in clinical photon and electron beams (Kawrakow 2000b) . Despite some indications that the wall correction factor p wall might also deviate significantly from unity for some ionization chambers (Ma and Rogers 1995 , Nahum 1996 , Williams et al 1998 , this contribution to the overall perturbation factor has been assumed unity in the above-mentioned electron dosimetry protocols.
Separate measurement of the fluence perturbation and the wall correction factors is not possible since they occur together. In addition, accurate and self-consistent MC simulations of ionization chamber cavities have only been possible since the release of the EGSnrc (Kawrakow 2000b) and PENELOPE (Sempau et al 1997) transport codes. Recently, Sempau et al (2004) determined beam quality conversion factors for electron beams for the PTW Roos and the Markus chambers by MC calculations of chamber response. However, their work did not present fluence perturbations and wall correction factors separately. Buckley and Rogers (2005) reported on wall correction factors in electron beam dosimetry with cylindrical chambers. Despite these studies, a systematic investigation of fluence correction and wall correction factors for plane-parallel ion chambers has, to our knowledge, not yet been published. The importance of these factors is twofold:
(1) As shown in equation (5), p cav and p wall are an integral part of the theoretical derivation of p Q values and, therefore, play a role in the accuracy with which absorbed dose-to-water can be obtained using an ionization chamber at the reference depth in a water phantom by the clinical users. (2) It is possible that p cav and p wall depend on the depth in a water phantom. In that case depth-dependent corrections to measured depth-ionization curves may be required.
In this work, the EGSnrc MC code and a detailed model of the NACP-02 parallel-plane ionization chamber were used to investigate the perturbation factors, p cav and p wall , in water. Spencer-Attix stopping-power ratios, water-to-air, were also calculated. The calculations were done for a broad range of electron energies (4-18 MeV) for a clinical electron beam and an electron beam from a standards dosimetry laboratory. To verify the ionization chamber simulation model, measured backscatter factors were compared to calculated ones for a few selected cases. Results are reported at the reference depth and as a function of measurement depth. Figure 1 . Sketch of the setup to measure backscatter to the ionization chamber (hatched area with the air cavity volume shown white) embedded at a depth z in a solid water or PMMA phantom (shown as light grey) with the ionization chamber window flush with the phantom surface. Backscatter plates of varying thickness t of either Al or graphite could be placed on top of the phantom, or the measurement could be performed with just air above the phantom. The phantom was clamped at the end of the treatment couch, overhanging it. The electron beam, shaped by the Varian CL2300 15 × 15 cm 2 applicator, is pointed upwards.
Materials and methods

Measurements
Electron beams from two linear accelerators (linacs) were used in this work: a Radiation Dynamics Ltd linac at the National Physical Laboratory (Teddington, UK) capable of producing electron beams with nominal energies of 4, 6, 8, 10, 12, 16 and 19 MeV, and a clinical Varian 2300 linac with electron beams with nominal energies of 6, 9, 12, 15, 18 and 22 MeV, based at the Montreal General Hospital (Montreal, Canada). Measurements of depth dose curves, needed to tune the linac MC models (see section 2.2), had been performed in earlier works (Verhaegen 2003 , Doucet et al 2003 , Albaret 2004 ). The ionization chamber investigated for the perturbation effects was a NACP-02 plane-parallel ionization chamber (IBA-Scanditronix, Louvain-la-Neuve, Belgium). It consists of a 0.6 mm graphite window with a mylar coating totalling 104 mg cm -2 , an air cavity with a 2 mm electrode spacing and a 3 mm wide guard ring. It is often assumed (Thwaites et al 2003) that an ionization chamber with this electrode spacing and having a guard ring width at least 1.5 times the plate separation should have a p cav equal to unity. The NACP-02 ionization chamber fulfils this standard. The rest of the ionization chamber consists of a graphite-coated rexolite electrode (density close to polystyrene), a graphite body and a rexolite housing.
To validate the MC model of the ionization chamber, measurements of backscatter factors were performed in the clinical electron beams. The NACP-02 chamber was fitted snugly in a recess in a solid water holder slab (figure 1). The holder was positioned on the treatment couch such that the thin window-flush with the surface of the slab-was facing up. The linac beam was directed upwards. Ionization signals were collected with only air above the chamber and with slabs of different materials on top of the chamber (graphite and Al) and different thicknesses (0.075-2.0 cm). The latter was done to model different backscatter situations, and the ratio of the ionization chamber signals obtained with graphite or Al plates to the measurement with air above the chamber is termed a backscatter factor in this work. These measurements were compared to simulations where the dose to the collecting volume of the ionization chamber was calculated to validate the simulation model of the ionization chamber (Verhaegen 2003) . Calculated depth doses in water were found to match measured ones with differences of no more than 0.5 mm in the low-dose gradient where the dose is 50% of the maximum dose, R 50 (Verhaegen 2003 , Doucet et al 2003 , Albaret 2004 . The depth dose calculations were performed in homogeneous water. For the calculation of perturbation correction factors, a detailed model of the NACP-02 ionization chamber was built with information provided by the manufacturer. In the simulations, the ionization chamber was positioned at different depths on the central axis of a water phantom. Phase-space files were collected at the phantom surface for both linacs. The primary electron energies used in the simulations of the NPL and CL2300 linacs are listed in table 1. It was noted that calculations with the full phase-space files or with electron energy spectra and angular distributions extracted from the phase-space files gave indistinguishable results. It was also observed that transporting the contaminant photons in the electron beams made no significant difference to any of the calculations of perturbation factors since they are obtained as the ratio of two doses. The latter two observations are in agreement with recent work with the PENELOPE MC code (Sempau et al 2004) . Hence, results presented in this work were obtained by modelling the electron beams as a diverging electron source with the energy spectrum and the electron angular distribution extracted from the phase-space files. For a few test cases, it was observed that calculations with transport cut-off energies of 1 keV and 10 keV gave insignificantly different results, so the latter was used in all calculations.
Spencer-Attix mass stopping-power ratios, water-to-air, (S w,air ) (with = 10 keV) for the electron beams from both linacs were calculated by using the SPRRZnrc code . Broad beams of 10 7 electrons were transported in a water phantom, and (S w,air ) was obtained as a function of depth. Figure 2 shows schematically the geometry of the NACP-02 ionization chamber and the phantoms used in this work. To determine the perturbation factors p cav and p wall three separate simulations were performed as indicated in figure 2. In figure 2(a) the entire geometry consists of water and dose scoring takes place in a thin region (dotted area indicated by the arrow) to obtain dose-to-water at the position of the effective point of measurement of the ionization chamber, which is the inside centre of the ionization chamber window. This step inevitably entails scoring dose in a region with a finite thickness and care must be taken to avoid volume averaging of the dose. The thickness of this region was determined such that the dose variation with depth in it amounted to no more than 0.1%. In figure 2 (b) the entire geometry except the air cavity is water, and in figure 2(c) the complete ionization chamber geometry is modelled in great detail. By taking the ratios of the calculated cavity doses, we arrive at
In equation (8), the total perturbation factor, p Q , is simply the product p cav × p wall . The reason why p Q is evaluated separately is to avoid the larger statistical uncertainty that would arise from simply multiplying p cav and p wall when these are calculated without using correlated sampling techniques. Note that the stopping-power ratio, water-to-air, used in equations (6) and (8), is the one with the generic cut-off of 10 keV and not with a more accurate energy cut-off for reasons of consistency as the same stopping-power ratio is also used in the equation to calculate dose. To calculate the perturbation factors at the reference depth d ref in the NPL and CL2300 linac beams, about 1 billion electrons were simulated in a broad beam starting at the phantom surface. At any other depth, simulations were performed with about 10 8 electrons. This was done to ensure the statistical uncertainty (one standard deviation) was limited to 0.2% at the depth where reference dosimetry is to be performed, d ref , and to 0.5% at other depths. Although these types of simulations could be performed using correlated sampling variance reduction techniques (Sempau et al 2004, Buckley and Rogers 2005) , we chose not to pursue this since these types of calculations are typically one-off. 
Results
Validation of the Monte Carlo model
Figure 3 presents a comparison between measured and calculated backscatter factors as introduced in section 2.1. Shown are backscatter factors for aluminium and graphite backscatter plates in contact with the NACP-02 ionization chamber, irradiated by clinical 9 MeV and 15 MeV electron beams. The calculated and the measured backscatter factors agree within 1% with a combined uncertainty of two standard deviations of about 1% (the only exception is for the 3.08 mm Al plate in the 9 MeV beam where the difference is 1.2%). Since these kinds of backscatter simulations are known to be sensitive to the details of the ionization chamber (Verhaegen 2003) , the current results lead us to believe that the NACP-02 simulation model has a sufficient accuracy. Figure 4 shows calculated Spencer-Attix mass stopping-power ratios, water-to-air, ( = 10 keV) on the central axis in water for the NPL and clinical electron beams. The calculations were performed in a grid with a resolution of 1 mm, and fourth-order polynomial curve fits were calculated to obtain the stopping-power ratios at three depths: the depth of maximum dose (z max ), z ref and R 50 . All three recent electron dosimetry protocols mentioned in the introduction make use of the stopping-power ratios calculated by Burns et al (1996) with the EGS4 MC code (Nelson et al 1985) . The fit by Burns et al (1996) based on a broad range of electron beams was used here to calculate stopping-power ratios, water-to-air, and Burns et al (1996) formalism. these are also indicated in figure 4 (dashed line). For the NPL beams at z ref and z max , it was found that the EGSnrc calculated stopping-power ratios exceed the Burns fits by about 0.5% for the lowest electron energies, with a better agreement at higher energies. At R 50 the differences were somewhat larger but still limited to 0.65%. For the CL2300 clinical electron beams again the new calculations yield higher values than the Burns fits, but differences are limited to 0.4% for all depths and energies except at z ref for the 22 MeV beam where a difference of 0.9% was noted. The small differences observed are possibly due to the improved treatment of the electron physics models in the EGSnrc code where, e.g. spin effects in elastic electron scattering are taken into account. It has to be noted, though, that it has been pointed out by Rogers (2004) that the uncertainties on the Burns stopping-power formalism for the NPL linac and a Varian Clinac 2100 linac (similar to a Clinac 2300 linac) are of the order of 0.5%. Until the water-to-air stopping powers are updated in the dosimetry protocols, it is probably wise to take our findings into account by adopting slightly larger uncertainties. Ma and Nahum (1994) are also included (filled symbols). Error bars indicate uncertainties on the one standard deviation level.
Stopping-power ratios
Perturbation correction factors
Calculated perturbation correction factors for the NACP-02 ionization chamber at the reference position, z ref , in water in the NPL electron beams are shown in figure 5(a) versus the beam specifier R 50 . This is the depth at which a customer ionization chamber would be calibrated in the electron beams of the NPL facility or any other calibration laboratory where electron beams are used for calibration of ionization chambers for electron dosimetry. The results show a wall perturbation correction factor p wall which decreases with increasing electron energy and which exceeds unity significantly for all electron energies by up to 2.3% for the 4 MeV NPL electron beam. This is in qualitative agreement with earlier findings using MC simulations with the older EGS4 code (Williams et al 1998) . By performing simulations where the back wall of the chamber is set to water a p wall of 1.010 (±0.001) was obtained for the 4 MeV NPL beam, compared to 1.023 (±0.002) when the real back wall is simulated, a decrease of the wall perturbation by 1.3%. For the NPL electron beams with higher energies setting the back wall to water results in p wall factors within 0.5% of unity. In the clinical 6 MeV beam p wall was found to decrease from 1.014 to 1.007 when the chamber back wall was set to water. So it is clear that the non-water materials of the back wall of the ionization chamber are responsible for a significant part of the wall perturbation, as reported by Nilsson et al (1997) . The cavity perturbation factor p cav at z ref in the NPL electron beams was found to be significantly smaller than unity but by no more than 1%. Ma and Nahum (1994) modelled the same NPL electron beams. Our results for p cav show the same trend with depth as the results obtained by Ma and Nahum, but are significantly lower than their results, as shown by the filled squares in figures 5 and 6. The Ma and Nahum (1994) results confirm a very modest energy dependence of the p cav factor, but our results for the NPL beams are systematically lower than theirs by 0.5% to 1.0%. It should be noted, however, that Ma and Nahum (1994) used the EGS4 Monte Carlo code which has been found to lead to inaccuracies for cavity dose simulations (Kawrakow 2000b) . Also, their perturbation correction factors as a function of energy are at the depth of maximum dose rather than at the reference depth z ref . For the dependence of p cav as a function of depth, at 6 MeV, the only comparable radiation quality for which Ma and Nahum specify the depth dependence, the agreement is within a 0.5% figure 2 ). For the lowest energy NPL beams we obtained k Q,Q 0 values which exceed the recommended TRS-398 (Andreo et al 2000) values by about 1.5%. Similar, but smaller, deviations from TS-398 were also noted by Sempau et al (2004) for the lowest energy clinical beams in their study (4 MeV, see figure 7 ).
When plane-parallel ionization chambers are used for dose measurements in electron beams at positions other than the reference depth z ref , e.g., to measure a depth dose profile, it is usually assumed that the perturbation correction factors are either unity or constant with depth, so that they do not have to be taken into account for relative dose measurements. That this probably is an erroneous assumption is clearly shown in figure 6 . This figure shows calculated perturbation correction factors as a function of depth in clinical electron beams. While at depths around z ref the p cav values below unity partially compensate the p wall values exceeding unity such that the overall perturbation correction factor p Q is within 1-2% of unity, our calculations indicate that this is not the case for greater depths. At depths between z ref and R 50 (the deepest point shown in the graphs) both p wall and p cav increase resulting in an increasing p Q with depth. The cavity perturbation factor p cav was found to exceed unity from a certain depth onwards. The increasing perturbation factors with depth are possibly due to the wider angular distribution and the lower mean energy of electrons in water at greater depths, giving rise to more backscatter from the chamber back wall and the downstream water region (Verhaegen 2003) . Our calculations suggest that when a depth ionization profile is measured in a clinical electron beam, in order to convert this into a depth dose profile, not only the currently recommended water-to-air stopping ratios need to be applied, but also the overall perturbation correction factor, p Q (z), where z is an arbitrary depth in water. Our results indicate that this correction could be as large as 10% of the local dose around R 50 for 6 MeV electron beams. For higher energy electron beams, the correction factor is smaller e.g. for 18 MeV electron beams it amounts to about 3% of the local dose around R 50 . Figure 8 shows the effect of the p Q perturbation factor on the measured per cent depth dose profile for a 6 MeV electron beam of the CL2300 linac. Although the relative dose near R 50 changes by up to 10% due to the perturbation correction, the depth of R 50 increases by only 0.5 mm. For higher electron energies the correction is smaller, which probably explains why clinical measurements with the NACP-02 ionization chamber have not been reported to result in significant differences compared to other types of detectors. In the buildup region the correction amounts to no more than 1%, which is usually well within the uncertainties on measurements or calculations. The need for correcting depth ionization not only by stoppingpower ratios but also by perturbation correction factors has also been put forward by Ding and Yu (2001) for the IC-10 cylindrical ionization chamber. However, in their work the authors used a semi-empirical approach to estimate the electron fluence perturbation correction as a function of depth.
Conclusions
In this work, perturbation correction factors for the NACP-02 ionization chamber in highenergy electron beams were studied with MC simulations using the EGSnrc code. At the reference depth z ref in both the NPL and clinical electron beams the wall perturbation factor p wall was found to exceed unity by up to 2.3%, while the cavity perturbation factor p cav was found to be less than unity by up to 1%. Both perturbations partially compensate each other such that the overall perturbation correction factor in water p Q exceeds unity by no more than 1% for all energies studied, except for the 4 MeV NPL electron beam where the correction amounts to 1.5%. As the perturbation correction factor is modestly energy dependent, these revised values of p Q will have an impact on the values of the beam quality conversion factor k Q,Q 0 and affect absorbed dose determination as follows:
(i) For absorbed dose protocols making use of a 60 Co absorbed dose-to-water calibration coefficients (Almond et al 1999 , Andreo et al 2000 or, through a cross-calibration process, making use of an electron beam absorbed dose-to-water calibration, revised perturbation factors will lead to revised, more accurate values of the beam quality conversion factors k Q,Q 0 . These revisions of the data are the responsibility of protocol task groups and take, for reasons of consistency and uniformity, often a significant time span to be completed. A clinical end-user is advised to wait for these revisions to the data to take place and to be disseminated.
(ii) For absorbed dose protocols using direct calibrations in electron beams, where the electron beam absorbed dose-to-water has been derived from absorbed dose measurements in graphite, the dose conversion protocol must be revised to incorporate the new values for the perturbation correction factors in water as well as any future updates of the perturbation correction factors in graphite phantoms. As a complete calibration curve is obtained in this procedure for several electron energies, the updated values of k Q,Q 0 implicitly contain the revised perturbation correction factors. This procedure is currently followed at the NPL (UK) standards lab (Thwaites et al 2003) , where the transfer from the graphite calorimeter standard to dose-to-water requires explicit knowledge of the perturbation factors. Also in this case the end-user is advised to await the dissemination of the updated calibration coefficients that incorporate the more accurate perturbation correction factor values.
Calculations of electron beam perturbation correction factors for the NACP-02 ionization chamber as a function of depth in water indicate significant perturbations of up to 10% near R 50 for 6 MeV clinical electron beams, and a smaller correction for higher energy electron beams. The large correction factor is due to the increase of both perturbation factors p wall and p cav with depth beyond z ref so that they do not partially compensate as is the case at the reference depth. However, the large dose correction near R 50 leads only to small corrections in the depth of R 50 .
In addition, calculations of Spencer-Attix stopping-power ratios, water-to-air, indicate slightly higher values compared to current recommendations, based on the Burns et al (1996) formalism. This is probably best taken into account by a slight increase in the uncertainty of the stopping powers.
