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Summary. This paper provides an alternative methodology for the analysis of a set of Likert
responses measured on a common attitudinal scale when the primary focus of interest is on
the relative importance of items in the set. The method makes fewer assumptions about the
distribution of the responses than the more usual approaches such as comparisons of means,
MANOVA or ordinal data methods. The approach transforms the Likert responses into paired
comparison responses between the items. The complete multivariate pattern of responses
thus produced can be analysed by an appropriately reformulated paired comparison model.
The dependency structure between item responses can also be modelled flexibly. The advan-
tage of this approach is that sets of Likert responses can be analysed simultaneously within
the Generalized Linear Model framework, providing standard likelihood based inference for
model selection. This method is applied to a recent international survey on the importance of
environmental problems.
Keywords: Paired comparisons, Bradley-Terry model, response patterns, log-linear model,
generalized linear model, GLIM, R, Likert scale
1. Introduction
Likert scale items are commonly used to investigate the attitudes of respondents to a series
of written or verbal statements (items). Typically, the statements form sets of questions,
with respondents asked to represent their strength of feeling on a common categorical scale.
Such response scales - often with five ordered categories labelled 1 to 5 - are typically defined
by endpoints such as ”not at all serious” to ”very serious”, ”very unimportant” to ”very
important”, or ”strongly dislike” to ”strongly like”. The Likert scale is an essential tool in
psychology and in social surveys, and is a ubiquitous method of collecting attitudinal data.
Two types of analysis are commonly carried out on sets of Likert responses. The first
type relates to score building. Responses to items are treated as belonging on a numerical
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scale, and are either summed over the items, or a factor or latent variable analysis is carried
out, and a weighted or unweighted score is produced, which is taken to measure a common
characteristic of the item set for a respondent. For example, a set of attitudinal questions
might aim to represent the degree of aggression of an individual through an aggression score.
However, such approaches are not the concern of this paper.
The second type of analysis, which we focus on here, is concerned more with providing
an ordering of the relative importance of a set of items, and how this relative importance
might vary according to other characteristics of the individual. Commonly, simple methods
are used to examine the relative importance of Likert items. Sometimes, Likert items are
treated as categorical, where frequencies for each item are given to determine a ranking of the
items; those items which are more often judged high are interpreted as more important than
others (e.g. Denz, 2000). Other studies look at the percentage of responses in a particular
combination of responses, such as the two highest categories of each item ignoring the rest
of the information in the data (e.g. Witherspoon, 1994). Another common procedure is to
treat each Likert scale as continuous, for example, for a five point Likert scale, the responses
{1, 2, 3, 4, 5} are treated as equally spaced points along a continuum. In such cases a mean
and standard deviation is often reported for each of the Likert-scale questions and the items
are ranked according to the means (e.g. Culp and Schwartz, 1999; Aby et al, 1995; O’Hara
and Stagl, 2002). The effect of subject covariates for each item separately can also be
investigated to account for differences between groups (e.g. Kemp and Burt, 2002). More
sophisticated methods might use a multivariate approach, and simultaneously analyse the
joint pattern of means for the set of items through MANOVA or multivariate regression.
Other classes of methods rely on models based on latent variable approaches; Tutz(1990)
provides a good overview. The ordered categorical scale is assumed to be a manifestation
of a latent quantitative variable. These models can be seen as a multivariate (standard
normal) models that has been discretised using a set of threshholds. Maydeu-Olivares (2002)
proposed a Thurstonian type model while Uesaka and Asano (1987a, 1987b) suggested latent
scale linear models for ordinal responses within the Grizzle-Starmer-Koch approach (Grizzle,
Starmer and Koch, 1969)
These approaches can be problematic for a variety of reasons. Simple categorical ap-
proaches either fail to utilise the complete information in the data, or have difficulty in
determining a proper ranking of the items. In addition, much analysis is descriptive and
lacks proper statistical analysis when comparing groups (e.g. Dalton and Rohrschneider,
1998). Methods analysing means (either univariate or multivariate) assume both that the
distance between response categories are equal, and that the responses have an underlying
normal or multivariate normal distribution. These assumptions made are often unrealistic
in practice. The assumption of equidistant categories is not needed in the model proposed
by Maydeu-Olivares but the normality assumption is still fundamental for the Thurstonian
type model. The models proposed by Uesaka and Aanso are more general allowing various
distributions for the latent variables to be specified.
Nevertheless, a common problem with all these methods is that item or Likert responses
are treated as absolute measurements, and this can be a rather dubious assumption espe-
cially when dealing with subjective self assessments. In the psychometric literature (e.g.
Fischer, 1974) it is a basic assumption that one requirement for defining measurements is
that individuals giving the same answer to a Likert item (choosing the same category) do
not only share the same response value but are equivalent or similar with respect to the
attitudes, values, etc. to be measured. This implies that for example a Likert response of
5 (=”very important”) has the same meaning for all individuals which responded in this
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category. However, in social surveys and other attitudinal work this can be questioned.
Brady (1989) addresses this problem in the context of factor and ideal point analysis for
interpersonally incomparable data: statistical methods that rely on interpersonal compa-
rability are prone to produce spurious results when this assumption is not met. This is
a particular problem when comparing different countries or cultures, with various authors
(e.g. Heine et al, 2002) coming to the conclusion that cross-cultural comparisons of means
of Likert items are inaccurate. For example, the data analysed in the present paper is
concerned with the importance of the perceived danger of various environmental issues.
However, within a country, the perceived danger of an issue will depend on numerous fac-
tors - the safety standards of the country and the perceived danger of other issues not asked
about. Thus, absolute measures of importance will assess local circumstances as much as
the importance of issues. It these circumstances, it is often more meaningful to consider
relative judgements, i.e. a Likert response value of 5 will only express a higher importance
than a lower Likert response value for a given individual, and not more. Of course, with
this approach the scale origin will be lost (Bo¨ckenholt, 2004) but following our arguments
it can be doubted that the assumption of common origins in the decision process of item
evaluations across all respondents is always reasonable.
The purpose of this paper is to present an alternative method for the analysis of Likert
scale data. We suggest that attention should be focussed on the relative importance of items,
rather than on their absolute importance: therefore we construct comparative judgements
as an alternative to ratings usually treated as absolute judgements. Thus our approach
is to interpret Likert responses as rankings with ties which can be further expanded to
paired comparison data. Therefore we only use the ordinal information in the original
Likert response data. This generated paired comparison data can then be analysed by
appropriately defined paired comparison models. Finally a ranking of Likert items can be
achieved. This is similar to the Mallows-Bradley-Terry approach for modelling rankings
without ties (Critchlow and Fliegner, 1991).
The main advantage is that for this approach possible interpersonal incomparabilities do
not matter anymore and an undesirable effect of individual idiosyncratic interpretations of
category labels is avoided. There are further advantages: No assumption is made concerning
underlying normality, or about the equidistance of response categories. The complete multi-
variate pattern of paired comparisons produced are modelled within the Generalised Linear
Model framework and therefore standard software can be used for parameter estimation,
assessments of goodness of fit and model selection. Parameters representing dependencies
between items can also be introduced. Furthermore the effects of subject covariates can be
assessed and the importance of these effects can be judged. Of course, a disadvantage is
that the dimensionality of the problem will become very large, soon.
The structure of this paper is as follows: in Section 2 we describe a data set on en-
vironmental concerns to be analysed. This is followed in Section 3 by a brief description
of paired comparison models. We then show how transformed Likert scale responses can
be analysed using an appropriately reformulated version of a log-linear model for paired
comparison response patterns. In Section 4 we analyse the environmental data set and give
an interpretation of the results. The paper concludes with a discussion in Section 5.
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2. Environmental problems in Europe
Environmental issues have increasingly become an important concern of modern society
and cross-national surveys like the International Social Survey Programme (ISSP) have
addressed this topic. The second, more recent, survey in the ISSP which related to environ-
mental concerns was carried out in the year 2000. In all, 27 countries were surveyed with
around 1000 respondents from each country, but a detailed analysis for all countries would
exceed the purpose of this paper. We have instead chosen to focus on two countries - Aus-
tria and Great Britain - motivated by the fact that the authors come from these countries
and therefore the results might better be understood by substantive knowledge about these
countries.
The relevant part of the survey was related to major environmental concerns and re-
spondents were asked about their perception of environmental dangers. The attitudinal
questions used in the analysis were presented as five-point Likert items and the first ques-
tion (CAR) had the form:
In general, do you think air pollution caused by cars is:
(1) extremely dangerous for the environment
(2) very dangerous for the environment
(3) somewhat dangerous for the environment
(4) not very dangerous for the environment
(5) not dangerous at all for the environment
The other questions in the set had identical response choices, but were related to other
issues: air pollution caused by industry (IND), pesticides and chemicals used in farming
(FARM), pollution of country’s rivers, lakes and streams (WATER), a rise in the world’s tem-
perature caused by the ’greenhouse effect’ (TEMP) and modifying the genes of certain crops
(GENE).
We are interested in determining the relative ranking of these six items and how this
ranking changes according to country. A common approach (cf. Witherspoon, 1994) is to
examine the percentages of those responding ’extremely’ or ’very’ dangerous for each of the
items.
Using this technique, Table 1 shows remarkable differences between Austria and Great
Britain. We notice first of all that there are absolute differences in the level of concern -
the percentages are higher in Austria. However, this paper is concerned with the relative
ordering of the items, and we observe differences between the two countries in this respect
as well. Genetic modification was ranked third highest in Austria, but was the lowest of all
the issues in GB. In contrast, water pollution was the top issue for GB, but ranked in fifth
place for Austria.
However, this rather simple descriptive analysis does not include the information from
all available categories and does not provide inferential conclusions. One of the aims of this
paper is to determine a ranking of the items by using a statistical model and to investigate
whether these rankings vary according to characteristics of the respondents, i.e. subject
covariates.
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Table 1. Comparison of percentages in Austria and Great Britain
Percentage stating issue is ”extremely” or ”very” dangerous for environment
in Austria in GB
Issue % %
air pollution caused by cars (CAR) 50.8 57.2
air pollution caused by industry (IND) 78.8 65.1
pesticides and chemicals used in farming (FARM) 69.4 52.5
pollution of country’s rivers, lakes and streams (WATER) 63.2 65.6
a rise in the world’s temperature (TEMP) 78.3 54.1
modifying the genes of certain crops (GENE) 73.9 44.9
number of respondents 782 813
The data used for the analysis in this paper consist of N = 1595 complete responses to
the six environmental items on a Likert type scale and five covariate values each describing
the subjects: country, age, gender, level of education attained and the locality of residence
(N = 782 Austrian repondents, and N = 813 from Great Britain). The subject covariates
country and gender are two-category variables (country: 1, Great Britain; 2, Austria;
and sex: 1, male; 2, female). Age, originally a continuous variable, was recoded into a
three-category variable (age: 1, < 40 years; 2, 41-59 years; 3, 60+ years). The level of
education attained, which originally had seven potential valid categories, was recoded into
a two category variable (edu: 1, below A-level/matrice; 2, A-level/matrice or higher). The
location of residence was obtained by self-assessment and used in the analysis as it had been
defined in the survey (urb: 1, urban area; 2, suburbs of large cities, small town, county
seat; 3, rural area).
3. Modelling Likert Scale Data
In this section, we show how to analyse Likert scale data by means of paired comparison
models.
The basic idea is to compare two selected Likert items A and B simply by observing
whether one or the other is ”preferred”, that is, has a higher or more positive response on
the Likert response scale. The transformed response has three values - that A is preferred
to B, that B preferred to A, or that the two Likert responses are equal and there is no
preference. By transforming all possible pairs of Likert items, we obtain a multivariate pat-
tern of paired comparison responses. In order to model this data we use the correspondence
between appropriately defined Likert-patterns and derived paired comparison patterns (PC-
patterns). A wide selection of models for paired comparison data exist. We begin with a
class of models known as Bradley-Terry models, which makes very few assumptions about
the nature of the data. From these models one obtains a set of item worths which provide
the relative importance of the Likert items.
We first describe a model for paired comparisons, then the data transformation process,
and then formulate the statistical model for the multivariate response.
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3.1. The Bradley-Terry model
Given a set of items 1, 2, . . . , J , the basic Bradley-Terry model (Bradley and Terry, 1952)
can be written
P{Yij = h|pii, pij} =
(
pij
pii + pij
)h(
pii
pii + pij
)1−h
, h = 0, 1 ,
where {Yij = 0} ({Yij = 1}) represents the event that item i (item j) is chosen in the
comparison of items i and j. The pi’s are unknown non-negative ‘worth’ parameters, de-
scribing the location of the items on the preference scale and we ensure identifiability by
the requirement that
∑
i pii = 1.
The Bradley-Terry model can be extended to deal with an ordinal response, representing
the degree of preference between two items (Agresti, 1992). Thus, in the comparison of items
i and j, the response scale could consist of five categories with the labels strong preference
for i, mild preference for i, no preference, mild preference for j, and strong preference for j.
As a starting point we use the Adjacent Categories model (Bo¨ckenholt and Dillon, 1997;
Dittrich et al, 2004) which postulates a power relationship between the response category
and the probability of preferring item i over item j. For an ordinal response with H + 1
categories, let {Yij = h}, h = 0, 1, . . . , H, denote the event that response category h is
chosen in the comparison of item i and item j. {Yij = 0} denotes the event that item i is
strongly preferred over j, whereas {Yij = H} represents the event that item j is strongly
preferred over i. The AC-model is specified by
P{Yij = h|pii, pij , ch} = aijch
(
pij
pii + pij
)h(
pii
pii + pij
)H−h
, h = 0, 1, . . . ,H , (1)
where all pii’s are positive, and where aij denotes a normalizing constant to let the proba-
bilities in (1) sum to unity. ch is interpreted as a parameter representing a possible response
bias effect towards selecting category h.
Formula (1) can be rewritten by applying a substitution suggested by Sinclair (1982),
which produces a simpler and more tractable form of (1):
P{Yij = h|pii, pij , ch} = a∗ijch
(√
pii√
pij
)H−2h
, h = 0, 1, . . . , H , (2)
where a∗ij is again a normalizing constant.
In this paper we will restrict the number of response categories to three, i.e H = 2. This
restriction will make fewer assumptions about the distances between the categories of the
Likert item scales. For H = 2, the AC-model (2) has a particularly simple form:
P{Yij = h|pii, pij , ch} = a∗ij ch
(
pij
pii
)1−h
, h = 0, 1, 2 . (3)
With c0 = c2 = 1, this is equivalent to the model proposed by Davidson (1970), who
extended the Bradley-Terry model to deal with tied preferences.
3.2. Transforming Likert scale data
The basic idea in transforming Likert scale data to paired comparisons is straightforward.
For any two Likert items, if the response to the first item is greater on the numeric scale
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than the second, then we say that the first item is preferred to the second. If the responses
are equal, this gives an undecided preference.
Formally, we suppose that an individual rates each of a set of J Likert items using a
common κ-point scale, where higher values of the Likert responses correspond to higher
preferences. Note that all judges have to rate all items and no missing values are allowed.
For Likert item j, the response is denoted by lj . These ratings produce an observed Likert-
pattern vector
` = (l1, l2, . . . , lJ) ,
which is one of all κJ possible patterns, and lj ∈ {1, 2, . . . , κ}. For a given pair (i, j) of
items consider the difference lj − li of the respective Likert response-patterns and define
wij =

−1 if lj < li, (h = 0)
0 if lj = li, (h = 1)
1 if lj > li. (h = 2)
(4)
as derived PC-responses. A positive value for wij corresponds to a preference for item
j. However, if the Likert scale has been set up such that lower numbers represent higher
preferences, the definition would need to be changed by switching the 1 and −1 values to
give the same result.
3.3. Statistical Modelling of the transformed Likert scale data
Let us consider the wij ’s which are the derived PC-responses as realisations of random
variables Wij . We start by modelling the joint distribution of the random variables
(W12,W13, . . . ,W1J ,W23,W24, . . . ,W2J , . . . ,WJ−1:J)
through a multiplicative formulation. We first specify an independence model which is
similar to the Mallows-Bradley-Terry ranking model (Mallows, 1957; Critchlow and Fligner,
1991). In their model the probability of each ranking of the items is taken to be proportional
to the product of the probabilities of all pairwise comparisons that are consistent with the
ranking. In our approach we use the correspondence between Likert-response patterns and
the derived PC-patterns. This independence model will then further be generalised to
include possible dependencies between the derived PC-responses (Dittrich et al, 2002).
Recall equation (4). We note that the event {Wij = wij} is equivalent to {Yij = wij+1}
in our notation. We can therefore use a variant of equation (3) to construct the distribution
of the random variable Wij :
P (wij) = P{Wij = wij} = P{Yij = wij + 1} =
{
a∗ij
(
pij
pii
)wij
, if wij = −1, 1 ,
a∗ij cij , if wij = 0 ,
(5)
where a∗ij is again a normalizing constant. The parameters c0 and c2 in (3) are set to unity
as there can be no response preference bias for particular generated paired comparison
responses when responses in fact occur on the Likert scales. The parameters cij allows for
a different probability of equality of responses for each pair of items, and also allows for
the fact that the number of cells in the (κ × κ) table of Likert responses which contribute
towards each of the three PC-responses is not equal. For example in a 5 × 5 -point Likert
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scale comparison table, five cells contribute to wij = 0, ten cells contribute to wij = 1 and
ten to wij = −1.
For the independence model we define the probability of a derived PC-response pattern
(w12, w13, . . . , wJ−1:J) by:
P (w12, w13, . . . , wJ−1:J) = P (W12 = w12, . . . ,WJ−1:J = wJ−1:J) = α
∏
i<j
P (wij), (6)
where α is a normalising constant to make the probabilities sum up to unity, and P (wij) is
defined in (5).
3.4. Incorporating dependencies
As we are modelling the joint distribution of the Wij , various types of dependencies can
be considered between the derived PC-responses. Even if Likert responses are taken to be
independent, dependencies between the derived PC-responses are likely to arise from the
transformation process. For example, if for item 1 we form all J − 1 pairs where item
1 is included, then the derived PC-responses involving the common item 1 are partially
determined by the Likert response of item 1. This is particularly true when the Likert
response of the common item is judged to be on either of the extremes of the Likert scale
most favourable (or least favourable), as all other items have to be either equal or less (equal
or more) to that item. It is hypothesised that dependencies are introduced by repeated
occurrence of identical objects in (two) pairs of derived PC-responses. These dependencies
will be represented by further parameters θij,ik, i.e. certain two-way interactions between
PC-responses, where i represents the common item (cf. Dittrich et al, 2002).
The joint distribution of the Wij can then be written as:
P (w12, w13, . . . , wJ−1:J ) = (7)
α∗
∏
i<j
P (wij)× exp{θ12,13 w12w13 + θ12,14 w12w14 + · · ·+ θJ−2:J,J−1:J wJ−2:JwJ−1:J} ,
with α∗ as a normalising constant. Dependencies are introduced by the exponent term.
If all θ = 0 the model is reduced to that of independence. The inclusion of terms of this
form is similar to the approach taken by Cox (Cox, 1972; Cox and Wermuth, 1994) when
modelling dependence in multivariate binary data. The resulting distribution was termed
the quadratic exponential distribution. Higher order dependencies (not considered here)
can also be introduced by accounting for triple, quadruple etc. PC-responses where one
item is in common in more than two pairs. An advantage of this specification is that the
θ-parameters can be interpreted to be proportional to a log-odds ratio in the conditional
distribution of two W ’s given all others.
3.5. Parameter estimation and the log-linear model
So far, there is no difference between a model based on real paired comparisons and a
model based on derived PC-responses (derived from Likert responses). However, there
is a main difference between these two types of responses concerning the set of different
response patterns. A simple approach might be to take the transformed response wij
for every (i, j) comparison and for every individual, as contributions to the counts of a
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contingency table with 3(
J
2) cells. In other words, we could assume that the transformed
responses are generated by a paired comparison experiment which could be analysed using
a standard paired comparison model. The assumption is then made that all possible PC-
response patterns can occur. This approach, however, does not lead to correct parameter
estimates in model fitting because the assumed paired comparison experiment also allows
for inconsistent responses between all pairs of items, such as A > B, B > C and C > A,
responses that can not be generated from Likert scales.
Determining the number of such generated distinct PC-patterns is not straightforward.
Since each J dimensional Likert-pattern vector
` = (l1, l2, . . . , lJ)
is transformed into a
(
J
2
)
dimensional paired comparison(PC)-pattern vector
w = (w12, w13, . . . , w1J , w23, w24, . . . , w2J , . . . , wJ−1:J) , (8)
where for every pair of items i and j, wij ∈ {−1, 0, 1}, but as we have already seen, not all
combinations of paired comparison responses can be generated from Likert responses. The
number must be less than 3(
J
2).
Moreover, the transformation causes different observed Likert-pattern vectors to be
mapped into the same PC-pattern vector. For example, the Likert-patterns (1, 1, . . . , 1),
(2, 2, . . . , 2), . . . etc. will all be mapped into the same PC-pattern (0, 0, . . . , 0).
Let us assume that we have a set of κJ Likert-pattern vectors. Then U , the number of
unique PC-patterns is given by
U =
κ∑
ν=0
ν !
{
J
ν
}
, (9)
where
{
J
ν
}
stands for the number of ways to partition a set of J elements into ν nonempty
subsets. In fact,
{
J
ν
}
is a Stirling number of the second kind, which can be calculated by
means of the following recurrence (Graham et al, 1989):{
J
ν
}
= ν
{
J − 1
ν
}
+
{
J − 1
ν − 1
}
, integer J > 0 .
In the special case of κ = J (that is, where the number of Likert categories is equal to the
number of items) an ordered Bell number, B(J) =
∑J
ν=0 ν !
{
J
ν
}
, is obtained. This sequence
runs: 1, 3, 13, 75, 541, 4683, . . . (cf. Sloane’s A000670 sequence, Sloane and Plouffe, 1995).
This formula is also true for κ > J because
{
J
ν
}
= 0 for all ν > J . A more detailed
explanation is given in Appendix A.
We base our parameter estimation on simple multinomial sampling over the derived PC-
response pattern vectors. To estimate the parameters, we suppose each of the N subjects
has responded completely to the J Likert items thus contributing a certain PC-response
pattern. Let
Nu = number of times when the u-th unique PC-response pattern vector is observed,
where u = 1, 2, . . . , U . Then the Nu’s are multinomially distributed with N =
∑
uNu and
with probabilities Pu . Thus, the likelihood function is
L = ∆
∏
u
PNuu
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where Pu = P (w12,u, w13,u, . . . , wJ−1:J,u) given in (6) or (7). The expectation mu of Nu
can then be represented through a log-linear model:
lnmu = lnE{Nu} = ln(N∆) +
∑
i<j
lnP (wij,u)
for the independence model, and
lnmu = ln(N∆∗) +
∑
i<j
lnP (wij,u) +
θ12,13 w12,uw13,u + θ12,14 w12,uw14,u + · · ·+ θJ−2:J,J−1:J wJ−2:J,uwJ−1:J,u
for the dependence model. Both ∆ and ∆∗ are normalising constants. The relation between
the multinomial distribution and the Poisson distribution can then be used to fit the model
as a Poisson log-linear model.
Using matrix notation, the model can be written as
y = Xβ = (1,X∗,C,D)β (10)
where y is the vector of the lnmus, X is the design matrix and the vector β containing the
model parameters is given by
βT = (δ, λ1, λ2, . . . , λJ , γ12, γ13, . . . , γJ−1:J , θ12,13, θ12,23, . . . , θJ−2:J,J−1:J) ,
δ = ln{N∆∗}, λ = lnpi and γij = ln cij . It is worth noting that there is a degree of over-
parameterisation in this model. Specifically, there are too many λ parameters. In practical
examples, we fix λJ at zero to ensure estimability.
The design matrix X consists of the following submatrices. The matrix X∗represents
the λ parameters and can be generated by
X∗ = (−1)WB .
The rows of the matrix W are given by the unique derived PC-responses w as given in (8)
and B is the paired comparison design matrix (Bo¨ckenholt and Dillon, 1997)
B =

1 −1 0 . . . 0 0
1 0 −1 . . . 0 0
...
...
... . . .
...
...
0 0 0 . . . 1 −1
 .
Each column of this matrix corresponds to one of the Likert items and each row to one of
the pairwise comparisons (i.e., the differences between two Likert items).
The coefficients associated with the parameters γ given in the matrixC can be generated
by
C = (J−W¯W) ,
where J is a matrix of 1’s with the same size as the matrixW and ¯ denotes the elementwise
multiplication of the matrices.
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The matrixD used to generate the coefficients of the dependency parameters θ can easily
be calculated in the usual way as two-way interactions by multiplying the corresponding
columns of the W matrix elementwise.
D = (w12 ¯w13,w12 ¯w23, . . .wJ−2:J ¯wJ−1:J) .
Finally, given the estimates of λ1, λ2, . . . , λJ , we can estimate the worth parameters
pi1, pi2, . . . , piJ through the expression
pii =
exp(λi)∑
j exp(λj)
3.6. An example
To demonstrate the ideas consider the simple case of three items rated on a κ = 2 point
Likert scale. The set of all different Likert-patterns consists of 23 = 8 row vectors arranged
in a matrix L = (l1, l2, l3), with columns li. All possible pairwise differences of columns
lead to the PC- response pattern matrix W∗ = (w∗12,w
∗
13,w
∗
23), where w
∗
ij = lj − li, j > i
analogous to (4):
L =

1 1 1
1 1 2
1 2 1
1 2 2
2 1 1
2 1 2
2 2 1
2 2 2

, W∗ =

0 0 0
0 1 1
1 0 −1
1 1 0
−1 −1 0
−1 0 1
0 −1 −1
0 0 0

, W =

0 0 0
0 1 1
1 0 −1
1 1 0
−1 −1 0
−1 0 1
0 −1 −1

.
It can be seen that many of the 33 possible PC-response patterns such as (1, 1, 1) or (1, 1,
-1) do not appear in W, as they cannot be generated by any Likert-pattern. It can also be
seen that the Likert-patterns (1, 1, 1) and (2, 2, 2) will both be transformed into the same
PC-response pattern (0, 0, 0). Removing the redundant pattern, here the last row in theW∗
matrix, yields the unique (7 × 3) paired comparison pattern matrix W = (w12,w13,w23),
where the number of rows are given by
{
3
0
}
+
{
3
1
}
+ 2
{
3
2
}
= 0 + 1 + 2 × 3. Note that the
matrix W∗ can be generated from the matrix L by
W∗ = (−1)LBT ,
where the matrix B is the (3× 3) paired comparison design matrix given by
B =
1 −1 01 0 −1
0 1 −1
 .
To obtain the matrix W from W∗ is not straightforward, since in general we do not
know the positions (row numbers) of the redundant patterns inW∗. For practical purposes
we have to computationally remove these patterns (e.g. by using the unique-function in the
R/S programming language). The same problem arises for the response variable, i.e. the
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Nus. We need to aggregate over all related frequencies to get the total number of responses
for each unique PC-pattern.
Once having obtained the properly dimensioned W (and the vector for the response
variable) all other model structures can be set up according to the previous section. Using
matrix notation we can write for all unique PC-response patterns:

lnm1
lnm2
lnm3
lnm4
lnm5
lnm6
lnm7

=

1 0 0 0 1 1 1 0 0 0
1 −1 −1 2 1 0 0 0 0 1
1 −1 2 −1 0 1 0 0 −1 0
1 −2 1 1 0 0 1 1 0 0
1 2 −1 −1 0 0 1 1 0 0
1 1 −2 1 0 1 0 0 −1 0
1 1 1 −2 1 0 0 0 0 1


δ
λ1
λ2
λ3
γ12
γ13
γ23
θ12,13
θ12,23
θ13,23

= Xβ ,
whereX = (1,X∗,C,D) and the vector βT = (δ, λ1, λ2, λ3, γ12, γ13, γ23, θ12,13, θ12,23, θ13,23).
Note that in this example there are three pairs of paired comparisons, each pair with one
item in common, i.e. the pairs (12,13), (12,23) and (13,23).
To be more specific, for m3 = E{N3} = N P (1, 0,−1) we get
m3 = E{N3} = N∆pi2
pi1
× c13 × pi2
pi3
× exp{−θ12,23}
which can be written in log-linear form
lnm3 = lnE{N3} = δ − λ1 + 2λ2 − λ3 + γ13 − θ12,23 .
3.7. Subject-specific and item-specific covariates
The model can easily be extended to allow for subject-specific covariates. This will involve
replacing the parameters λi by λis, where s = 1, . . . , S represents the effect of subject s.
We can then model the λis through a suitable model involving the covariates. This will
necessitate duplicating the design matrix S times, and the observed pattern counts mu
are replaced by mus, which is now a binary indicator indicating whether the pattern u is
the pattern observed for subject s. For large S the problem quickly becomes intractable.
However, if all covariates are categorical, we can consider instead all possible combinations
T of the levels of the covariates and index these combinations by t. The level of duplication
needed is then much reduced, as T is usually very much smaller than S. Estimability is
ensured by fixing all λJt to be zero. Worths are calculated for each covariate combination
t through the expression
piit =
exp(λit)∑
j exp(λjt)
In certain applications it might be desirable to reparameterise the items, e.g. to com-
bine items with common characteristics or to investigate some common properties. This
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extension of the model can be achieved by replacing the parameters λi (or λis as above) by
the linear predictor
λi =
P∑
ν=1
ziνβ
Z
ν ,
where the ziν ’s denote the values of the covariates describing the ν’th property of item i and
the βZs are unknown regression parameters. For these extensions see Francis et al (2002)
and Dittrich et al (1998).
4. Analysis and interpretation of the environmental data set
We use the dependence model proposed in Section 3 to analyse the dataset on the subjective
assessment of environmental dangers. The standard Likert paired comparison model with-
out covariates will have a dataset with as many rows as there are non-redundant patterns.
The actual number of rows can be calculated by formula (9), which for our data is 3963
(6 items, 5 categories). The number of columns is 82 and is given as follows: by 1 column
for the grand mean, 6 columns for the item parameters CAR, IND, FARM, WATER, TEMP, GENE,
15 for the γij-parameters (denoted by G1 to G15), one for each comparison for the case
of equal Likert responses and 60 for the dependency parameters θij,ik’s (denoted by T1 to
T60).
However, this covariate-free model is too simple for our needs and we extend it to include
the effect of the five categorical covariates country, age, gender (sex), education (edu) and
location (urb). These covariates have 2, 3, 2, 2 and 3 levels respectively, giving 72 possible
covariate combinations. This expands the dataset to 3963 × 72 = 285336 rows. Each
observed row count represents the number of times a particular PC-pattern occurs for a
particular combination of covariate categories.
4.1. Model selection
In the Wilkinson and Rogers notation (Wilkinson and Rogers, 1973), the basic model for
the expanded data but with no covariate effects on the items can now be expressed as:
Basic model =country ∗ sex ∗ age ∗ urb ∗ edu+ G1+ G2+ · · ·+ G15+
T1+ T2+ T3+ · · ·+ T60+ CAR+ IND+ FARM+ WATER+ TEMP+ GENE
For the analysis the highest possible interaction between all subject covariates
country*sex*age*urb*edu
now has to be included into the model to ensure that the fitted count totals for each covari-
ate combination are equal to the observed count totals, thus properly fixing the marginal
distribution. The main effect of a covariate on the item parameters are represented in our
model by a set of interactions of a covariate with each of the six items. Thus the effect of
age for example on the item parameters is represented by the terms
age*(CAR+IND+FARM+WATER+TEMP+GENE).
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We started with a complex model (model 1) which included all possible interactions
between three subject covariates and the items CAR,IND,FARM,WATER,TEMP,GENE. For ex-
ample the three-way interactions of sex, urb, age and the items can be written as
sex*urb*age*(CAR+IND+FARM+WATER+TEMP+GENE)
which we simplify in our model notation to sex*urb*age*ITEMS. This notation implies
that all lower interactions (that is, between two subject covariates and the items, and
between single covariates and the items) are also included. The model can be written as a
combination of four-way interaction groups as follows:
Basic model
+sex ∗ urb ∗ age ∗ ITEMS+ sex ∗ urb ∗ country ∗ ITEMS
+sex ∗ age ∗ country ∗ ITEMS+ urb ∗ age ∗ country ∗ ITEMS
+sex ∗ urb ∗ edu ∗ ITEMS+ sex ∗ age ∗ edu ∗ ITEMS
+urb ∗ age ∗ edu ∗ ITEMS+ sex ∗ edu ∗ country ∗ ITEMS
+urb ∗ edu ∗ country ∗ ITEMS+ age ∗ edu ∗ country ∗ ITEMS
We used a backward elimination procedure aiming for a parsimonious model. Each
group of four-way interactions (between three subject covariates and the items, such as
sex.urb.age.ITEMS) was removed from model 1 in turn (and added afterwards). No inter-
action group showed a significant deviance change as can be seen in table 2. Removing all
possible four-way interactions between each triplet of three subject covariates and the items
led to a general change in deviance of 112.9 on 125 degrees of freedom (p-value is 0.773),
giving no evidence for the inclusion of any four-way interaction terms . After this step we
obtained a model without four-way interactions which we call model 2. The same procedure
was applied to model 2. Removing all possible three-way interaction groups (between two
subject covariates each and the items) gave a general change in deviance of 130.3 on 95
degrees of freedom (p-value is 0.009) - and provided evidence that some of the three-way
interaction groups were needed. Examination of the effect of the removal from model 2 of
each of the three-way interaction groups in turn gave changes in deviance which are pre-
sented in table 2. Only the interaction group sex·age·items showed a significant change in
deviance at this step of the analysis.
We then started again with model 2 removing the interaction groups step by step in the
order of the p-values (starting with the least significant term age·edu and so on) and leaving
them out if the change in deviance was not significant. The three-way interaction urb ·edu·
items became significant in this analysis with a deviance change of 26.34 on 10 degrees of
freedom (p-value of 0.0033) and the interaction term sex·age·items had a deviance change
of 24.66 on 10 degrees of freedom (p-value of 0.006). At this stage we have model 3 which
is:
Basic model + sex ∗ age ∗ ITEMS+ urb ∗ edu ∗ ITEMS+ country ∗ ITEMS
As the subject covariates sex, age, urb and edu are all included in significant three-way
interaction terms the two-way interactions of these covariates and the items can not be
removed from the model. Leaving out the two-way interaction country ∗ ITEMS gives a
change in deviance of 165.3 on 5 degrees of freedom and therefore it can not be left out. A
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Table 2. Differences of deviances for models when omitting four-way and
three-way interaction groups
omitting four-way interactions deviance difference df p-values
to model 1
sex · urb · age · ITEMS 17.79 20 0.60
sex · urb · country · ITEMS 14.69 10 0.14
sex · age · country · ITEMS 4.67 10 0.91
urb · age · country · ITEMS 20.18 20 0.45
sex · urb · edu · ITEMS 12.55 10 0.25
sex · age · edu · ITEMS 5.51 10 0.85
urb · age · edu · ITEMS 15.49 20 0.75
sex · edu · country · ITEMS 5.23 5 0.39
urb · edu · country · ITEMS 9.36 10 0.50
age · edu · country · ITEMS 8.58 10 0.57
omitting three-way interactions deviance difference df p-values
to model 2
sex · urb · ITEMS 14.05 10 0.17
sex · age · ITEMS 22.75 10 0.01
sex · country · ITEMS 3.15 5 0.68
sex · edu · ITEMS 4.26 5 0.51
urb · age · ITEMS 20.79 20 0.41
urb · country · ITEMS 13.97 10 0.17
urb · edu · ITEMS 13.24 10 0.21
age · country · ITEMS 8.24 10 0.61
age · edu · ITEMS 5.66 10 0.84
edu · country · ITEMS 3.76 5 0.58
final model is therefore model 3, showing that all five covariates are affecting the ordering
of the items, and showing that the effect of age is different for males and females, and the
effect of education differs according to residential location.
4.2. Interpretation
We first need to remind ourselves that we are looking at the differences in relative rather than
absolute values of the Likert responses. Taking this into account, we focus on three main
areas of difference in response which were identified in the analysis - country differences,
age and sex differences and education and location differences. We interpret the results
through examination of the parameter estimates λit (Tables 3 and 4), and also by visual
inspection of the item worths piit. Figures 1 and 2 display the worth parameters of the items
for various groups defined by combinations of gender and age with location of residence and
educational level. Figure 1 gives the parameter estimates for Austria and Figure 2 for Great
Britain.
Country-level effects: One main issue of this analysis was the question if there are
differences between Great Britain and Austria concerning the relative perception of envi-
ronmental dangers. ; in order of the effect size they are: country.WATER, country.CAR
and country.IND. Taking Great Britain as the reference country, in all these interactions,
the effect is negative. Austrians rate WATER, CAR to be of lesser relative importance than
respondents from Great Britain. The plots in Figures 1 and 2 tell a similar story. The top
scoring items in Austria for most groups is industry (labelled I ) competing with ”a rise in
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Table 3. Final model: parameters of interest; part 1
parameter estimate s.e. z-value p-value
CAR 0.113 0.047 2.40 0.0163
IND 0.396 0.051 7.84 0.0000
FARM 0.052 0.052 1.00 0.3163
WATER 0.321 0.050 6.45 0.0000
TEMP 0.232 0.051 4.52 0.0000
GENE 0.000 – – –
sex(fem).CAR -0.126 0.039 -3.24 0.0012
sex(fem).IND -0.107 0.042 -2.55 0.0106
sex(fem).FARM -0.128 0.043 -2.97 0.0030
sex(fem).WATER -0.122 0.041 -2.99 0.0028
sex(fem).TEMP -0.217 0.043 -5.05 0.0000
sex(fem).GENE 0.000 – – –
urb(suburb).CAR 0.039 0.041 0.95 0.3418
urb(rural).CAR -0.044 0.035 -1.26 0.2068
urb(suburb).IND -0.082 0.044 -1.88 0.0607
urb(rural).IND -0.120 0.036 -3.32 0.0009
urb(suburb).FARM 0.049 0.046 1.07 0.2867
urb(rural).FARM -0.049 0.038 -1.27 0.2032
urb(suburb).WATER -0.013 0.043 -0.31 0.7569
urb(rural).WATER -0.068 0.036 -1.89 0.0593
urb(suburb).TEMP -0.049 0.045 -1.10 0.2728
urb(rural).TEMP -0.067 0.038 -1.79 0.0733
urb(suburb).GENE 0.000 – – –
urb(rural).GENE 0.000 – – –
age(2).CAR -0.064 0.042 -1.52 0.1274
age(3).CAR -0.069 0.043 -1.59 0.1114
age(2).IND -0.157 0.045 -3.51 0.0004
age(3).IND -0.163 0.046 -3.54 0.0004
age(2).FARM -0.036 0.047 -0.77 0.4388
age(3).FARM -0.052 0.048 -1.08 0.2789
age(2).WATER -0.148 0.044 -3.35 0.0008
age(3).WATER -0.153 0.045 -3.36 0.0008
age(2).TEMP -0.184 0.046 -3.97 0.0001
age(3).TEMP -0.215 0.048 -4.51 0.0000
age(2).GENE 0.000 – – –
age(3).GENE 0.000 – – –
country(Austria).CAR -0.269 0.032 -8.28 0.0000
country(Austria).IND -0.089 0.034 -2.62 0.0089
country(Austria).FARM -0.057 0.036 -1.61 0.1085
country(Austria).WATER -0.326 0.034 -9.48 0.0000
country(Austria).TEMP 0.006 0.035 0.16 0.8741
country(Austria).GENE 0.000 – – –
edu(A-level+).CAR 0.129 0.044 2.92 0.0035
edu(A-level+).IND 0.040 0.046 0.86 0.3920
edu(A-level+).FARM 0.144 0.049 2.95 0.0032
edu(A-level+).WATER 0.118 0.046 2.59 0.0096
edu(A-level+).TEMP 0.115 0.048 2.40 0.0165
edu(A-level+).GENE 0.000 – – –
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the world’s temperature” (labelled T) and ”modifying genes of certain crops” (labelled G)
in some groups. ”Pollution caused by cars” (labelled C ) is considered the least dangerous
item in all groups and ”pollution of rivers, lakes and streams” (W) is in general the second
lowest item in nearly all groups.
In Great Britain industry (I) is also considered to be a more dangerous item in nearly
all groups but competing with ”pollution of rivers, lakes and streams” (W) and with ”a rise
in the world’s temperature” (T) on top of the list of perceived environmental dangers. In
contrast, in Great Britain cars (C) are towards the middle of the relative scale of dangers
while ”modifying genes of certain crops” (G) are in general at the lower end. Examination of
the parameter estimates in Table 3 shows that there are three strongly significant interaction
terms in the country ∗ items group: country(austria).CAR and country(austria).WATER
and a less strong effect of country(austria).INDUSTRY. All effects are negative which means
that for Austria the subjective impression of danger for the items CAR, WATER and INDUSTRY
is significantly decreased compared to Great Britain.
For the item ”pollution of rivers, lakes and streams”, its relative dangerousness is likely
to relate to the perceived quality of the water in lakes, rivers and streams in the two
countries. In Austria lake and river quality has been improved substantially in the last
decade and most of them have ”drink water quality”. In contrast, the British press were
concentrating on stories of river pollution - one story had the headline ”Rivers hit by
wave of pollution accidents” (The Guardian, August 31 2000), followed a week later by
”How pollution is making river fish change sex” (Daily Mail, September 7, 2000). The car
and industry effects are perhaps less easily explained, but in Great Britain, there was a
nationwide blockade of fuel depots in September 2000 by lorry hauliers protesting against
the high ”green” taxes on fuel, prompting a lively debate on the issue of taxing fuel. In
Austria we speculate that there might be a more differentiated view concerning motor
vehicles. Whereas most public attention is concentrated on problems with unrestricted
alpine transit by lorries, environmental issues caused by (smaller) cars may be perceived
as less dangerous in contrast. Industrial pollution was also to the forefront of the public
consciousness in Great Britain, with a toxic leak from an ICI plant in Runcorn, Cheshire in
1999 and 2000 caused over 200 homes to be permanently evacuated. Both events may have
contributed towards a raising of the public consciousness of this item. The higher relative
danger of ”modifying genes of certain crops” in Austria may be due to a campaign in 1997
supported by many environmental groups and the major Austrian newspapers, when 21%
of the eligible voters signed a petition for a referendum against the cultivation and growing
of genetically modified organisms and food. Accordingly, legal regulations were established
thereafter.
Age and sex differences: Differences in perception of relative dangerousness over age
groups and between sexes, in contrast, are unlikely to be caused by national events. In
fact, the picture is complex. From the ”main effect” parameter estimates in Table 3, we see
that young females are more likely than young males to perceive genetic modification as a
danger, and less likely to perceive rising temperatures as dangerous. The main age effects
show little difference between the two older male age groups; between the youngest male
group and the two older male groups we see that the younger generation are more likely
to perceive rising temperatures, industrial pollution and water pollution as dangerous, and
less likely to perceive genetic modification as dangerous.
Finally, we identify from the interaction parameters in Table 4 that the major effect is
that older females are more likely than younger females to perceive rising temperatures as
dangerous.
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Table 4. Final model: parameters of interest; part 2
parameter estimate s.e. z-value p-value
sex(fem).age(2).CAR 0.085 0.055 1.54 0.1231
sex(fem).age(3).CAR 0.099 0.057 1.74 0.0810
sex(fem).age(2).IND 0.062 0.058 1.06 0.2872
sex(fem).age(3).IND 0.010 0.060 0.17 0.8623
sex(fem).age(2).FARM 0.135 0.061 2.22 0.0266
sex(fem).age(3).FARM 0.128 0.063 2.04 0.0418
sex(fem).age(2).WATER 0.108 0.057 1.88 0.0596
sex(fem).age(3).WATER 0.186 0.059 3.13 0.0017
sex(fem).age(2).TEMP 0.228 0.060 3.80 0.0001
sex(fem).age(3).TEMP 0.198 0.062 3.21 0.0013
sex(fem).age(2).GENE 0.000 – – –
sex(fem).age(3).GENE 0.000 – – –
urb(suburb).edu(A-level+).CAR -0.120 0.058 -2.08 0.0377
urb(rural).edu(A-level+).CAR -0.095 0.067 -1.41 0.1581
urb(suburb).edu(A-level+).IND 0.005 0.061 0.08 0.9350
urb(rural).edu(A-level+).IND 0.009 0.071 -0.12 0.9031
urb(suburb).edu(A-level+).FARM -0.191 0.064 -2.99 0.0028
urb(rural).edu(A-level+).FARM -0.146 0.074 -1.96 0.0505
urb(suburb).edu(A-level+).WATER -0.123 0.060 -2.04 0.0410
urb(rural).edu(A-level+).WATER -0.131 0.070 -1.87 0.0616
urb(suburb).edu(A-level+).TEMP 0.038 0.063 0.60 0.5502
urb(rural).edu(A-level+).TEMP -0.135 0.073 -1.84 0.0654
urb(suburb).edu(A-level+).GENE 0.000 – – –
urb(rural).edu(A-level+).GENE 0.000 – – –
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In summary, therefore, we can identify that the two older age groups show little differ-
ences between themselves, and few differences between males and females. Younger females
however differ from younger males, who in turn differ from older people of either sex.
It is hard to explain this difference in perception between young males and young females.
Perhaps the gender bias of science education could be a partial reason; young females are
more likely to question science, both in the desirability of genetic modification , and in the
prediction of future disaster from rising temperatures. What is of interest, however, if this
is true, is why the male-female dichotomy disappears to a great extent in later life.
Education and location differences: As so many of the interaction terms are significant,
interpretation is best considered by careful examination of Figures 1 and 2. The more highly
educated group appears to rate relatively lower the dangerousness of genetic modification
and to rate relatively higher the dangerousness of rising temperatures apart from in rural
areas, where rising temperatures are seen as not so much of a problem. The location effect
is again focused on genetic modification - in both countries there is an increase in relative
dangerousness as as we move from city to suburban to rural. The main interaction effects
can be identified in the educated suburban group, who are relatively more likely to rank
rising temperatures as high compared to other groups.
A partial explanation for this might be that the rural population are more concerned
with both the quality and safety of food production compared with the more urban residents,
although this concern is less amongst the better educated. In contrast, the concerns of the
more urban and educated group relate more to global concerns, and in particular global
warming.
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Fig. 1. Item worths for Austria: Groups are defined by age and gender, for combinations of location
of residence and educational level (a) – (f)
(a) rural, below A level (b) rural, at least A level
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(c) suburban, below A level (d) suburban, at least A level
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(e) urban, below A level (f) urban, at least A level
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Fig. 2. Item worths for Great Britain: Groups are defined by age and gender, for combinations of
location of residence and educational level (a) – (f)
(a) rural, below A level (b) rural, at least A level
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5. Discussion
This paper has demonstrated that alternative models for sets of Likert items can be con-
structed which relax the assumptions of Normality. The paired comparison approach has a
number of advantages. First, the model belongs to the class of Generalised Linear Models,
and the parameters can therefore be estimated by standard software using the Poisson-
multinomial equivalence to fit models using a Poisson distribution and log link. Covariates
can be included in the model at the cost of some increase in the size of the problem. Usual
model-bulding strategies based on the deviance or AIC can be used. Moreover, the nature
of the model means that low-order dependencies can easily be included. Higher-order de-
pendencies can as well be considered in the usual way as higher order interactions between
the columns of theW matrix. Moreover it can be checked if these dependencies are needed
in the model by comparing deviance differences.
The model can be extended in several ways. Firstly, we could use the full form of
the AC-model and analyse ordered paired comparisons rather than restricting the paired
comparison response to three categories. This will use more information in the data, at the
cost of increasing the complexity of the model and losing the simplicity of the more basic
paired comparison model. The ordered paired comparison model when used for likert data
has an underlying assumption of equal distances between categories and this may be an
undesirable characteristic. Secondly, it would be possible to relax the assumption of the
need for complete responses by developing models which include a missing value indicator.
However, this again would increase the size of the problem to be analysed.
Practically, the model produces useful results which can be interpreted by political
scientists and sociologists. In theorising reasons for differences in environmental attitudes,
various competing hypotheses have been put forward. Thus, Guha(2000) summarised two
reasons for differences in environmental attitudes between countries. One theme relates
these to country differences in post-materialist values (Inglehart, 1995)- that is, those values
concerned with ethics and quality of life; and paired comparison methodology provides a
way forward in analysing this concept (Francis et al, 2002). The other theme suggests that
differences are related to poverty and real experiences of the environment. In this second
model, it is the poorer countries which have greater concern for the environment, and citizens
are concerned about existing natural resource-based problems rather than future potential
problems which are not observable. Brechin(1999) considered this debate as too simplistic,
and viewed environmental attitudes as a complex social phenomenon, with views formed by
local environmental perceptions. It is interesting to observe in our analysis that in Great
Britain it is concerns about industrial pollution and water quality -natural resource issues-
which are mostly to the forefront, whereas in Austria, concern about industrial pollution
is as much as important as concerns about the future (rising temperatures and genetic
modification). This comparison of two western European countries tends to support the
Brechin view of environmental attitudes.
In terms of covariates, the concentration has been on absolute differences. Hayes(2001),
for example, analysed the 1993 ISSP data, and found few differences between men and
women in their attitudes to the environment. Carriere and Scruggs (2001), in contrast,
found strong differences in level of attitude to environmental risks between gender, income
and urban/rural groups. The method proposed here, with its focus on the relative or-
dering of items, provides an alternative insight into the differences of emphasis of different
environmental problems, and gives an alternative viewpoint on attitudinal data in this area.
More generally, the method provides a relatively assumption-free analysis which is useful
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for social surveys, particularly cross-national studies, where absolute differences in attitude
may not be meaningful but where the assessment of relative differences are of real interest.
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7. Appendix A
Consider the simple example of three items i1 i2 i3 rated on a 3-point Likert scale. There
are 33 possible Likert-patterns given in the first column of Table 5 but many of these Likert-
patterns are mapped into the same PC-pattern. For example the PC-pattern (0,1,1) is the
result of forming pairwise differences from Likert responses with the property that the first
two items are rated equally (denoted by i1 i2︸︷︷︸ in column 4) and better than the third item
(denoted by i3︸︷︷︸). This can be interpreted that the set of three items is partitioned into
two nonempty subsets, where the first subset contains the (equally but) better rated item(s)
and the second subset contains the item(s) rated worse (but equally). There are
{
3
2
}
ways to
partition a set of three items into two subsets. Because the order of the subsets is essential
we have to permute all possible partitions.
In general the number of unique PC-patterns can be explained by the following consid-
erations: The set of J items is partitioned into ν = 0, 1, 2, . . . , κ subsets and the number of
those partitions is given by
{
J
ν
}
, where κ denote the number of points on the Likert scale.
Within each subset the items are rated equally but the subsets are ordered in the sense
that the items in the first subset are rated better than the items in the second subset and
these are rated better than items contained in the third subset and so on. Because the
order of the partitions is essential, we have to permute those, which can be done in ν! ways.
Summation over all possibilities yields the number of unique PC-responses which in this
case is an ordered Bell number.
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Table 5. Illustrating the number of unique PC-patterns for J = 3 and κ = 3
number of number of
Likert-pattern Likert-patterns unique ordered PC-patterns
with same PC-pattern partition with certain
PC-pattern partition
(111), (222), (333) 3 0 0 0 i1 i2 i3︸ ︷︷ ︸ {31} = 1
(112), (113), (223) 3 0 1 1 i1 i2︸︷︷︸ i3︸︷︷︸
(221), (331), (332) 3 0 -1 -1 i3︸︷︷︸ i1 i2︸︷︷︸
(121), (131), (232) 3 1 0 -1 i1 i3︸︷︷︸ i2︸︷︷︸
(212), (313), (323) 3 -1 0 1 i2︸︷︷︸ i1 i3︸︷︷︸ {32}× 2 = 6
(211), (311), (322) 3 -1 -1 0 i2 i3︸︷︷︸ i1︸︷︷︸
(122), (133) (233) 3 -1 -1 0 i1︸︷︷︸ i2 i3︸︷︷︸
(123) 1 1 1 1 i1︸︷︷︸ i2︸︷︷︸ i3︸︷︷︸
(132) 1 1 1 -1 i1︸︷︷︸ i3︸︷︷︸ i2︸︷︷︸ {33}× 3! = 6
...
...
...
...
Total 27 13 = B(3)
