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ASYMPTOTIC METRIC BEHAVIOR OF RANDOM CAYLEY GRAPHS
OF FINITE ABELIAN GROUPS
URI SHAPIRA AND REUT ZUCK
Abstract. Using methods of Marklof and Stro¨mbergsson we establish several limit laws
for metric parameters of random Cayley graphs of finite abelian groups with respect to
a randomly chosen set of generators of a fixed size. Doing so we settle a conjecture of
Amir and Gurel-Gurevich.
1. Introduction
1.1. The main result. For a finite group Γ and a generating set s ⊂ Γ we denote by
CΓ(s) the corresponding Cayley graph and by C
+
Γ (s) the corresponding directed Cayley
graph (digraph for short). Let m ≥ n be integers with m ≥ 2 and let Σ < Zn be a finite
index subgroup. Consider the set
SZn/Σ(m)
def
= {s : s ⊂ Zn/Σ, |s| = m, 〈s〉 = Zn/Σ} .
Our aim is to establish several limit laws for (proper scalings of) some metric parameters
on random Cayley graphs or digraphs which are obtained by choosing s ∈ SZn/Σ(m) at
random, as Σ→∞ in the following sense.
Definition 1.1. If m > n we say that Σ → ∞ if |Σ| → ∞, where we denote by |L| the
covolume of a lattice L < Rn. If n = m, we say that Σ → ∞ if |Σ|/(gcd Σ)n → ∞,
where gcdΣ denotes the largest positive integer ℓ for which ℓ−1Σ ⊂ Zn (in case m = n,
we basically want to exclude the sequence Σ = kZn, where |Σ| = (gcdΣ)n).
Our results will refer to a metric parameter ξ(G) of a graph or digraph according to
the following list. We will refer to the choice G = CZn/Σ(s) as the undirected case and to
G = C+
Zn/Σ(s) as the directed case:
(I) ξ(G) = diam(G) (both directed and undirected cases),
(II) ξ(G)α = 1|VG |2
∑
x,y∈VG
dαG(x, y), for α > 0 (both directed and undirected cases),
(III) ξ(G) = girth(G) (only in the directed case).
Above VG denotes the set of vertices of G and dG denotes the graph metric in the undirected
case and non-symmetric metric (ns-metric for short), in the directed case.
Theorem 1.2. Let ξ be as in (I), (II), or (III). Then, as Σ → ∞ in the sense of
Definition 1.1, the random variable s 7→ |Σ|−
1
m ξ(G), defined on SZn/Σ(m) (where G =
CZn/Σ(s) or G = C
+
Zn/Σ(s) according to the case, and s is chosen uniformly at random),
converges in distribution and the limit distribution is given by an explicit random variable
(which depends on ξ) on the space of unimodular lattices in Rm equipped with the natural
SLm(R)-invariant probability measure.
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The explicit description of the random variables giving the limit distributions will be
given as soon as we introduce the necessary terminology at the end of §2.1.
If one restricts attention to the case n = 1 and ξ as in (I) then Theorem 1.2 set-
tles [AGG10, Conjecture 3].
Our methods are adaptations of those introduced by Marklof and Stro¨mbergsson in [MS13].
In some respects we improve on their results where the main input which allows us to do
so is an observation that certain collections of sublattices of Zm that appear naturally in
the discussion are invariant under the action of SLm(Z) (similar invariance was noticed
and used in [EMSS16]). We then invoke equidistribution results for such invariant sets
([GM03,COU01,EO06]).
We now wish to highlight the differences between our results and the results in [MS13].
The first difference is that in [MS13] only the case n = 1,m ≥ 2 is considered, namely their
random graphs are Cayley graphs of Z/kZ. The second (and most significant difference)
is that in [MS13] the random graph is not chosen from
{
CZ/kZ(s) : s ∈ SZ/kZ(m)
}
for a
given k but from the union ∪ℓ≤k
{
CZ/ℓZ(s) : s ∈ SZ/ℓZ(m)
}
(i.e. the group with respect
to which the random Cayley graph is chosen is not fixed), which is less natural from the
graph theoretic point of view. On the other hand, the discussion in [MS13] allows to
choose the generating set s at random with respect to some non-uniform measures on
∪ℓ≤kSZ/ℓZ(m), as opposed to the statement in Theorem 1.2 where s is chosen uniformly
from SZn/Σ(m). The input that allows [MS13] to work with non-uniform measures is that
in their work they apply a more sophisticated equidistribution result from [Mar10] than
Theorem 4.4 that we are using. It is that input that forces them to randomly choose the
group and the generating set and not just the generating set. Recently the equidistribution
result from [Mar10] was generalized in [EMSS16]. In §5 we prove Theorem 5.1 which
generalize Theorem 1.2 under certain restrictions so that the generating set s would be
chosen according to a non-uniform measure on SZn/Σ(m). Similarly to [MS13] the limit
distribution does not depend on the law with respect to which we choose s. The restrictions
under which this stronger result holds are that m > n and Σ = kZn so that the parameter
going to ∞ is k. If n = 1 as in [MS13] this is the general case but in general we do not
know at the moment what happens in the case n = m or for general Σ.
We wish to suggest the following problem which is natural from the point of view taken
in this paper and leads to an interesting equidistribution question in the space of lattices.
Problem 1.3. Let m > n, and let b = {vi}
n
1 be a basis for Z
n. For a finite index
subgroup Σ < Zn consider the subset SZn/Σ(b,m) =
{
s ∈ SZn/Σ(m) : s ⊃ bmodΣ
}
(that
is, we restrict attention to the generating sets which contain the reduction of b modulo Σ).
Is it true that Theorem 1.2 holds when instead of choosing s at random from SZn/Σ(m),
we choose s at random from SZn/Σ(b,m).
1.2. Outline of the proof. We begin with some notation. We denote by Xm the space
of unimodular lattices on Rm (i.e. lattices of covolume 1) and equip it with the natural
‘uniform’ probability measuremXm ; that is, the unique SLm(R)-invariant Borel probability
measure on it. In our discussion we will often encounter lattices Λ < Rm which are not
unimodular. We then denote by Λ¯ ∈ Xm the properly scaled lattice |Λ|
−1/mΛ.
The structure of the proof is as follows. We will define a map whose fibers have constant
cardinality s 7→ Λs from SZn/Σ(m) to the space of subgroups of Z
m of index |Σ| with the
following two fundamental properties:
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(1) The Cayley graphs CZn/Σ(s) and CZm/Λs(I) (and the corresponding digraphs) are
isomorphic, where I denotes the standard generators of Zm.
(2) The finite collection
{
Λ¯s : s ∈ SZn/Σ(m)
}
becomes equidistributed in Xm as Σ→
∞.
The isomorphism in (1) means that we can study the metric properties of the random
graphs CZm/Λs(I) instead. The advantage of these Cayley graphs, which we refer to as
approximate torus graphs, is that since the generating set is fixed, they are basically a
discrete version of the continuous torus Rm/Λs. We are therefore reduced to study the
relevant metric properties of the random torus Rm/Λs. As the metric parameters we are
interested in are scaled in a simple fashion, we are further reduced to study the metric
properties of a random torus Rm/Λ¯s as s ∈ SZn/Σ is chosen uniformly at random. At this
point, property (2) kicks in and tells us that this random torus is basically a random torus
of the form Rm/L where L ∈ Xm is chosen at random with respect to mXm .
Acknowledgments. We would like to thank Jens Marklof, Manfred Einsiedler, Shahar
Mozes, and Nimish Shah, for useful discussions. We would also like to thank the anony-
mous referees for spotting some inaccuracies and helping to improve the paper. The
authors acknowledge the support of ISF grant 357/13.
2. Preparations
2.1. The limit distributions. As stated in Theorem 1.2, the limit distributions that
appear in our discussion will be given in terms of functions ζ : Xm → R which we now
turn to discuss. Let B denote the following subset of Rm or Rm+
def
= {v ∈ Rm : ∀i vi > 0}
according to the case,
(1) B = {v ∈ Rm :
∑m
1 |vi| < 1} in the undirected case,
(2) B =
{
v ∈ Rm+ :
∑m
1 vi < 1
}
in the directed case.
This is nothing but the unit ball (or its intersection with Rm+ ) with respect to the ℓ1-metric.
For x, y ∈ Rn we define
dRm(x, y) = inf {t > 0 : y ∈ x+ tB} . (2.1)
In the undirected case (1) this is the usual ℓ1-distance from x to y and in the directed
case (2) this is a non symmetric distance which is finite only if y ∈ x + Rm+ . Given a
lattice Λ < Rm the (ns-)distance dRm descends to a finite (ns-)distance on the torus R
m/Λ
defined by
dRm/Λ(x+Λ, y + Λ) = inf {dRm(x, y + v) : v ∈ Λ} . (2.2)
In fact, the quantity on the right is a minimum due to the discreteness of Λ.
Corresponding to the choice (I)-(III) of ξ in Theorem 1.2 we have the following list of
functions ζ on lattices Λ < Rm:
(A) If ξ is chosen as in (I) we shall denote
ζ(Λ) = inf {t > 0 : Λ + tB = Rm}
where B is chosen as in (1) or (2) according to whether we are in the undirected or
the directed case respectively. This is the covering radius of Λ with respect to B.
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(B) If ξ is chosen as in (II) with α > 0 fixed, we shall denote
ζ(Λ)α =
1
(λ(Rm/Λ))2
∫
(Rm/Λ)2
dα
Rm/Λ(x, y)dλ(x)dλ(y)
=
1
λ(Rm/Λ)
∫
Rm/Λ
dα
Rm/Λ(0, x)dλ(x),
where λ is the Lebegues measure on Rm and dRm/Λ is the distance (resp. ns-distance)
defined above according to the case.
(C) If ξ is chosen as in (III), we shall denote
ζ(Λ) = inf {t > 0 : tB ∩ Λ 6= {0}} ,
where B is as in (2). This is the length of the shortest vector in Λ with respect to the
ns-distance dRm.
In Theorem 1.2 the random variables converge in distribution to the random variable ζ
on (Xm,mXm), where ζ is as in (A)-(C) according to the choice of ξ as in (I)-(III).
2.2. Topological and measure theoretic notions. We review some relevant notions
and prove two lemmas that will be used in the proof. Given a locally compact Hausdorff
space X, and a sequence of Borel probability measures on it, µi, we say that µi converges
in the weak-star topology to a Borel probability measure µ on X and denote µi
w∗
−→ µ if
for any continuous function with compact support f ∈ Cc(X),
∫
fdµi →
∫
fdµ.
A continuous function ζ : X → R is said to be proper if the pre-image of compact
sets is compact. The importance of properness to our discussion is that if ζ is proper
and f ∈ Cc(R) then f ◦ζ ∈ Cc(X). This allows us to translate weak-star convergence of
measures on X to weak-star convergence of measures on R which is exactly the notion of
convergence in distribution appearing in Theorem 1.2. This will be used in our discussion
in the form of the following lemma.
Lemma 2.1. Let X be a locally compact Hausdorff space and let µi
w∗
−→ µ be a converging
sequence of Borel probability measures on X. Let ζ : X → (0,∞) be a continuous proper
function and let ξi : suppµi → (0,∞) be measurable functions such that on every compact
set K ⊂ X, sup {|ζ(x)− ξi(x)| : x ∈ K ∩ suppµi} → 0 as i→∞. Then (ξi)∗µi
w∗
−→ ζ∗µ or
in other words, the random variables ξi on (X,µi) converge in distribution to the random
variable ζ on (X,µ).
Proof. Let f ∈ Cc((0,∞)). Our goal is to show that |
∫
X f(ξi(x))dµi(x)−
∫
X f(ζ(x))dµ(x)| →
0. To this end, let ǫ > 0 and let δ > 0 be such that for t, s ∈ (0,∞) with |t−s| < δ we have
|f(t)− f(s)| < ǫ. Let K ⊂ X be a compact set containing ζ−1(supp f) (which is compact
by the properness assumption), such that for all large enough i, µi(XrK) < ||f ||
−1ǫ. The
existence of such a set follows from the fact that µ is a Borel probability measure and that
µi
w∗
−→ µ. Our assumptions imply that for all large enough i we also have, |ζ(x)−ξi(x)| < δ
for x ∈ K ∩ suppµi. We therefore have for such i,
|
∫
X
f(ξi(x))dµi(x)−
∫
X
f(ζ(x))dµi(x)| ≤
∫
K
ǫdµi +
∫
XrK
||f ||∞dµi ≤ 2ǫ.
Finally, by the assumed convergence µi
w∗
−→ µ and the properness of ζ we conclude that
f ◦ζ ∈ Cc(X) and that for all large enough i, |
∫
X f(ζ(x))dµi(x) −
∫
X f(ζ(x))dµ(x)| < ǫ.
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Together this gives that for all large enough i, |
∫
X f(ξi(x))dµi(x)−
∫
X f(ζ(x))dµ(x)| < 3ǫ
which concludes the proof. 
At some point in the proof we will need to use the equicontinuity of a family of functions
which are induced from the function f(x) = dα
Rm
(0, x), where dRm is either the distance
or the ns-distance introduced in §(2.1) which is defined for x in Rm or Rm+ respectively.
The following lemma achieves that.
Lemma 2.2. Let f be a continuous non-negative function on either Rm or Rm+ such
that limx→∞ f(x) = ∞. For a lattice Λ < R
m define a Λ-invariant function on Rm by
fRm/Λ(x) = min {f(x+ v) : v ∈ Λ}. Then, for any compact set K ⊂ R
m or Rm+ , the family
of restrictions
{
fRm/Λ|K
}
(as Λ varies), is equicontinuous.
Proof. Let K ′ ⊃ K be a larger compact set to be chosen shortly. Given ǫ > 0 by the
uniform continuity of f on K ′ we may choose δ > 0 such that if x, y ∈ K ′ are such that
||x− y|| ≤ δ, then |f(x)− f(y)| < ǫ.
Let Λ be a lattice and let x, y ∈ K be such that ||x − y|| ≤ δ. Assume without loss of
generality that fRm/Λ(x) ≤ fRm/Λ(y) and let vx ∈ Λ by such that fRm/Λ(x) = f(x+ vx).
Because f diverges at ∞ we know that if K ′ is chosen large enough then K + vx ⊂ K
′
and therefore fRm/Λ(x) ≤ fRm/Λ(y) ≤ f(y + vx) ≤ f(x+ vx) + ǫ = fRm/Λ(x) + ǫ. 
3. Approximated tori graphs
In light of the outline described in §1.2, we turn now to discuss a family of graphs we
refer to as approximated tori graphs. The goal of this section is to prove Corollary 3.5
which isolates an important component in the proof of Theorem 1.2.
Definition 3.1. Let Λ < Zm be a finite index subgroup and let I be the standard basis
of Rm. The approximate torus graph (resp. digraph) associated to Λ is defined to be the
Cayley graph CZm/Λ(I) (resp. Cayley digraph C
+
Zm/Λ(I)).
We say that two (ns-)metric spaces (X,dX), (Y,dY ) are of bounded distance if there are
maps ϕ : X → Y, ψ : Y → X and a constant C such that for all x1, x2 ∈ X, |dX(x1, x2)−
dY (ϕ(x1), ϕ(x2))| ≤ C and for all y1, y2 ∈ Y , |dY (y1, y2) − dX(ψ(y1), ψ(y2))| ≤ C. We
refer to C as a distance bound. The reason for the terminology in Definition 3.1 is the
following lemma which is left to the reader (cf. [MS13, equation (2.14)]).
Lemma 3.2. As Λ < Zm ranges over the finite index subgroup, the (ns-)metric spaces
(G,dG), (R
m/Λ,dRm/Λ) are of bounded distance with a uniform distance bound which de-
pends only on the dimension m. Here G = CZm/Λ(I) or C
+
Zm/Λ(I) and dZm/Λ is the
distance or ns-distance defined in (2.2) respectively.
The next two lemmas show that the metric parameters in (I), (II), (III), appearing in
Theorem 1.2 of an approximated torus graph or digraph G, are naturally linked with the
corresponding quantities in (A), (B), (C), of the lattice giving rise to the approximated
torus graph or digraph. The first lemma deals with the diameter and the girth, and the
second lemma, which is more subtle deals with the average distance and its moments.
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Lemma 3.3. Let ξ be as in (I) or (III) and ζ be as in (A) or (C) respectively. Then, as
Λ < Zm ranges over the finite index subgroup,
|ξ(G) − ζ(Λ)| = O(1), (3.1)
||Λ|−1/mξ(G) − ζ(Λ¯)| = O(|Λ|−1/m), (3.2)
where G = CZm/Λ(I) or C
+
Zm/Λ(I) according to the case.
Proof. First note that the quantities ζ that we consider are homogeneous in the sense that
ζ(tΛ) = tζ(Λ) and therefore (3.2) follows immediately from (3.1).
Regarding case (I): It is straightforward from the definition of the covering radius that
diam (Rm/Λ) = ζ(Λ). Lemma 3.2 implies that diam (Rm/Λ) = diam (G) + O(1), where
G = CZm/Λ(I) or C
+
Zm/Λ(I) according to the case. The validity of (3.1) follows.
Regarding case (III): It is straightforward to show that in fact ζ(Λ) = girth(C+
Zm/Λ(I))
and so (3.1) holds with O(1) replaced by zero. 
Before stating the next lemma we introduce some notation. Given Λ < Zm we denote by
νΛ the normalized counting measure supported on the finite set Z
m/Λ viewed as a subset
of the torus Rm/Λ. Let ν¯Λ denote the image measure on the scaled torus R
m/Λ¯. Because
of the scaling properties of the α’th power of the (ns)-distances we have the following
equality which expresses ξ(G) for ξ as in (II) in a form that resembles ζ as in (B). Here G
is CZm/Λ(I) or C
+
Zm/Λ(I) according to the case.
ξ(G)α = |VG |
−2
∑
x,y∈VG
dαG(x, y) =
∫
(Rm/Λ)2
dα
Rm/Λ(x, y)dνΛ(x)dνΛ(y) (3.3)
=
∫
Rm/Λ
dα
Rm/Λ(0, x)dνΛ(x) = |Λ|
α
m
∫
Rm/Λ¯
dα
Rm/Λ¯(0, x)dν¯Λ(x).
Lemma 3.4. Let ξ be as in (II) and ζ as in (B). Given a compact subset K ⊂ Xm, as
|Λ| → ∞, where Λ < Zm satisfies Λ¯ ∈ K, one has that ||Λ|−
1
m ξ(G)−ζ(Λ¯)| → 0, where G is
CZm/Λ(I) (resp. C
+
Zm/Λ(I)) and dRm/Λ¯ is the distance (resp. ns-distance) defined in (2.2)
according to the case.
Proof. Using (3.3) we are reduced to showing
|
∫
Rm/Λ¯
dα
Rm/Λ¯(0, x)dλ −
∫
Rm/Λ¯
dα
Rm/Λ¯(0, x)dν¯Λ| → 0. (3.4)
Note that strictly speaking we should have raised the integrals in (3.4) to a power of 1/α
but since ζ is a proper function the integral on the left is bounded in terms of K and so
it is enough to establish (3.4) as it is.
We start by finding a convenient fundamental domain for Λ¯ that will allow us to eval-
uate the left hand side of (3.4) and will take advantage of the assumption that Λ¯ ∈ K.
Throughout we use the bar notation to denote scaling by |Λ|−1/m. The assumption that
Λ¯ ∈ K means that there is a fixed compact set K ′ ⊂ Rm+ which contains a fundamental
domain for Λ¯. Given a fundamental domain F ′ for Λ such that F¯ ′ ⊂ K ′, we have that
A = F ′ ∩ Zm is a set of representatives of Zm/Λ. Denoting C = {
∑m
1 tiei : 0 ≤ ti < 1} ,
the standard fundamental domain of Zm, it is straightforward to show that the disjoint
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union of cubes F = ∪k∈A(k + C) is again a fundamental domain of Λ. It follows that
F¯ = ∪k∈A(k¯+ C¯) is a fundamental domain for Λ¯ and since A¯ ⊂ K
′, by slightly enlarging
K ′ if necessary, we may assume that F¯ ⊂ K ′.
On identifying Rm/Λ¯ with F¯ we see that the support of ν¯Λ is exactly the set A¯ and for
k ∈ A, the weight ν¯Λ(k¯) = |A|
−1 = λ(C¯). Thus, by expressing the integrals on the left
hand side of (3.4) as a sum over the cubes
{
k¯+ C¯ : k ∈ A
}
, using the triangle inequality,
and inserting the absolute value into the integral, we see that the expression on the left
hand side of (3.4) is bounded above by
∑
k∈A
∫
C¯
|dα
Rm/Λ¯(0, k¯+ x)− d
α
Rm/Λ¯(0, k¯)|dλ(x) (3.5)
≤ sup
x∈F¯
sup
y∈x+C¯
|dα
Rm/Λ¯(0, x) − d
α
Rm/Λ¯(0, y)|.
By Lemma 2.2, as Λ¯ varies, the family of functions dα
Rm/Λ¯(0, x) is equicontinuous on K
′
and therefore as the diameter of C¯ goes to 0 the right hand side of (3.5) goes to zero as
well. As this diameter goes to 0 as |Λ| → ∞ the claim follows. 
We now collect the above preparations and isolate an important component in the proof
of Theorem 1.2.
Corollary 3.5. Let Ai be finite collections of subgroups of Z
m of index ℓi. Let µi denote
the normalized counting measure on A¯i =
{
Λ¯ ∈ Xm : Λ ∈ Ai
}
and assume µi
w∗
−→ mXm.
Choose ξ as in (I), (II), or (III) and let ξi : A¯i → (0,∞) be defined as ξi(Λ¯) = ℓ
− 1
m
i ξ(G),
where G = CZm/Λ(I) or C
+
Zm/Λ(I) according to the case. Then, if ζ : Xm → (0,∞) is as
in (A), (B), or (C) according to the choice of ξ, then (ξi)∗µi
w∗
−→ ζ∗mXm.
Proof. The proof in each case is an application of Lemma 2.1. Our task is therefore reduced
to verifying the conditions in this lemma in each case. The first condition of Lemma 2.1 is
properness of ζ. It is straightforward to deduce from Mahler’s compactness criterion that
if ζ is as in (A)-(C), then ζ is continuous and proper1 on Xm. The second condition of
Lemma 2.1 holds by Lemma 3.3 in cases (I), (III) (with no reference to a compact set in
Xm), and by Lemma 3.4 in case (II). 
4. Random Cayley graphs are approximate torus graphs
In this section we prove Theorem 1.2. Let Σ < Zn be a finite index subgroup and
consider the set
AΣ = {Λ < Z
m : Zm/Λ ≃ Zn/Σ} . (4.1)
There is a natural map τ : SZn/Σ(m) → AΣ which is defined as follows: Given s ∈
SZn/Σ(m), let u ∈ Matn×m(Z) be a matrix whose columns represent the elements of s
and define ϕu : Z
m → Zn/Σ to be the homomorphism induced by u; that is, for k ∈ Zm,
ϕu(k) = uk +Σ. We define
τ(s) = Λs
def
= kerϕu = {k ∈ Z
m : uk ∈ Σ} .
1 Note that the properness refers to the range (0,∞) and in fact in case (C) ζ(Λ) can approach 0 as Λ
develops short vectors.
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It is clear that Λs does not depend on the choice of u but only on the set s. Since
s is a generating set for Zn/Σ, ϕu is onto and therefore descends to an isomorphism
ϕu : Z
m/Λs → Z
n/Σ. Hence, Λs ∈ AΣ as stated above. Moreover, since ϕu takes the
generating set I of Zm/Λs to the generating set s of Z
n/Σ we conclude the following
lemma which explains the importance of the lattices Λs to our discussion as they help
us transport the discussion from random generating sets to random approximated torus
graphs.
Lemma 4.1. Let Σ and s be as above.
(1) Λs is a subgroup of index |Σ| of Z
m and moreover there exists an isomorphism
Z
m/Λs → Z
n/Σ which takes the generating set I to s.
(2) The graph CZn/Σ(s) is isomorphic to the approximated torus graph CZm/Λs(I).
(3) The digraph C+
Zn/Σ(s) is isomorphic to the approximated torus digraph C
+
Zm/Λs
(I).
The object that will help us analyze the map τ : SZn/Σ(m)→ AΣ is Homepi(Z
m,Zn/Σ);
the collection of homomorphisms from Zm onto Zn/Σ. We have the following natural
diagram:
Homepi(Z
m,Zn/Σ)
π2
''❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖
π1
vv♠♠
♠♠
♠♠
♠♠
♠♠
♠♠
♠
SZn/Σ(m) τ
// AΣ.
Here, πi are defined as follows: Given ϕ ∈ Homepi(Z
m,Zn/Σ), π1(ϕ) = ϕ(I) (where I is the
standard basis of Zm), and π2(ϕ) = kerϕ. The map τ defined above takes s ∈ SZn/Σ(m)
and chooses ϕ in the π1-fiber and then applies π2. That is, τ closes the above diagram in
a commutative manner. On SZn/Σ(m) there is a natural action of Aut(Z
n/Σ) and on AΣ
there is a natural action of GLm(Z). The main reason we introduce Homepi(Z
m,Zn/Σ)
is that on it we have a natural action of the product GLm(Z) × Aut(Z
n/Σ) such that
each of π1 and π2 intertwines the action of the corresponding group. Namely, given
ϕ ∈ Homepi(Z
m,Zn/Σ) and (γ, δ) ∈ GLm(Z)×Aut(Z
n/Σ) we define (γ, δ)ϕ = δϕγ−1.
Definition 4.2. We denote by νΣ, µΣ, µ¯Σ the normalized counting measures on SZn/Σ(m),
AΣ, A¯Σ respectively.
Lemma 4.3. (1) GLm(Z)×Aut(Z
n/Σ) acts transitively on Homepi(Z
m,Zn/Σ).
(2) GLm(Z) acts transitively on AΣ.
(3) The map τ : SZn/Σ(m)→ AΣ has fibers of constant size and so τ∗νΣ = µΣ.
(4) As Σ→∞ according to Definition 1.1, |AΣ| → ∞.
(5) As Σ→∞ according to Definition 1.1, µ¯Σ
w∗
−→ mXm .
Proof. (1). Let ϕ1, ϕ2 ∈ Homepi(Z
m,Zn/Σ) and assume first that kerϕ1 = kerϕ2 = Λ,
if we denote by ϕi : Z
m/Λ → Zn/Σ the corresponding isomorphisms that ϕi descend to,
then post-composing ϕ2 with δ = ϕ1ϕ
−1
2 ∈ Aut(Z
n/Σ) we get that δϕ2 and ϕ1 have the
same kernel Λ and descend to the same map on Zm/Λ. We conclude that δϕ2 = ϕ1.
Thus in order to complete the proof of (1) we only need to show that given ϕ1, ϕ2 ∈
Homepi(Z
m,Zn/Σ) there exists γ ∈ GLm(Z) such that kerϕ1 = kerϕ2γ = γ
−1 kerϕ2.
Indeed, if kerϕi = Λi then Z
m/Λi are isomorphic and since Z
m is a free abelian group
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such an isomorphism must arise from an isomorphism Zm → Zm taking Λ1 to Λ2 which
completes the proof.
(2). Since π2 is onto and intertwines the actions of GLm(Z), and since for δ ∈ Aut(Z
n/Σ)
and ϕ ∈ Homepi(Z
m,Zn/Σ) we have that kerϕ = ker δϕ, the transitivity proved in (1)
implies the transitivity claimed in (2).
(3) The fibers of π1 are of size m! and each such fiber is contained in a single π2-fiber,
thus the claim will follow once we establish that π2 has fibers of constant size. Indeed,
the transitivity proved in (1) and (2), and the fact (which was used in the proof of (2))
saying that the Aut(Zn/Σ)-action preserves the π2-fibers imply that given two π2-fibers
there exists an element of GLm(Z) which maps one to the other. In particular, they are
of the same size as claimed.
(4) Recall that given a sublattice Λ < Zm there exist unique positive integers ℓ1, . . . , ℓm
referred to as the elementary divisors of Λ in Zm, which satisfy the division relation ℓi|ℓi+1
and for which there exists a basis {vi}
m
1 of Z
m such that {ℓivi}
m
1 form a basis for Λ (see for
example [SD01]). It is shown in the proof of [EMSS16, Theorem 5.3] that the cardinality
of the orbit GLm(Z)Λ, which equals |AΣ| by (2), goes to infinity if and only if the ratio
ℓm/ℓ1 does so too. Due to the division relation between the ℓi’s, the latter is equivalent
to the divergence of (
∏m
1 ℓi)/ℓ
m
1 = |Λ|/ℓ
m
1 = |Σ|/ℓ
m
1 . We are therefore reduced to showing
that as Σ → ∞ according to Definition 1.1, one has |Σ|/ℓm1 → ∞. Since Z
n/Σ ≃ Zm/Λ
and m ≥ n we have that the elementary divisors of Λ in Zm are obtained from to those
of Σ in Zn by augmenting them by m − n 1’s in the beginning. Thus, if m > n then
ℓ1 = 1 and so Σ → ∞ if and only if |Σ|/ℓ
m
1 →∞. In the case n = m, since ℓ1 is the first
elementary divisor of Σ in Zn, then we get that ℓ1 = gcdΣ. Hence, again Σ → ∞ if and
only if |Σ|/ℓn1 →∞, which concludes the proof of (4).
(5). This follows from part (4) and the following theorem which is a special case of
[EO06, Theorem 1.2] (see also [COU01], [GM03]):
Theorem 4.4. If µi is the normalized counting measure supported on a finite GLm(Z)-
orbit in Xm such that the cardinality | supp(µi)| → ∞ as i→∞, then µi
w∗
−→ mXm.

We are now ready to prove the main result, Theorem 1.2.
Proof of Theorem 1.2. Choose Σi →∞ and let ξ be as in (I), (II), or (III). Consider the
diagram
SZn/Σi(m)
ξi
$$■
■■
■■
■■
■■
■
s 7→τ¯(s)=Λ¯s
// A¯Σi
ξ′
i~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
R
where ξi(s) = |Σi|
− 1
m ξ(G), where G = CZn/Σi(s) or C
+
Zn/Σi
(s) according to the case, and
similarly, ξ′i(Λ¯) = |Σi|
− 1
m ξ(G), where G = CZm/Λ(I) or C
+
Zm/Λ(I) according to the case.
By Lemma 4.1 the diagram is indeed commutative. Our goal is to show that ξi converge
in distribution to the random variable ζ on Xm, where ζ is as in (A), (B), or (C) according
to the choice of ξ. This is the same as saying that (ξi)∗νΣi
w∗
−→ ζ∗mXm. Since ξi = ξ
′
i◦τ¯
and by Lemma 4.3(3) τ∗νΣi = µΣi (which is equivalent to saying that τ¯∗νΣi = µ¯Σi), we
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are reduced to showing that (ξ′i)∗µ¯Σi
w∗
−→ ζ∗mXm . This follows from Corollary 3.5 which
is applicable since µ¯Σi
w∗
−→ mXm by Lemma 4.3(5). 
5. A refinements of Theorem 1.2
In this section we restrict attention to the case m > n and consider only groups of
the form Zn/Σ where Σ = kZn. Thus according to Definition 1.1, Σ → ∞ if and only
if k → ∞. We wish to define families of natural non-uniform probability measures on
SZn/Σ(m) with respect to which the conclusion of Theorem 1.2 will remain valid.
Our next goal is to put all the sets SZn/kZn(m) in a fixed ambient space. As a first
step, our restriction to Σ = kZn allows us to embed all the groups Zn/Σ in a single
continuous torus. Namely, let Tn = Rn/Zn and let ιk : Z
n/kZn →֒ Tn be defined by
ιk(u + kZ
n) = 1ku + Z
n. Next, the collection of subsets of size m in Tn may be thought
of as contained in the quotient of the product (Tn)m by the permutation group Sm on
{1, . . . ,m}. Let us denote this quotient by Y = Sm\(T
n)m. Thus, using ιk we may and
will identify SZn/kZn(m) with a subset of Y . We shall refer to the push-forward probability
measure π∗λ
⊗m on Y as the Lebesgue measure on Y , where π : (Tn)m → Y is the quotient
map and λ is the usual Lebesgue measure on the torus Tn.
Given a subset D ⊂ Y , we define the probability measure νD,k on SZn/kZn(m) as
the restriction of the uniform probability measure on SZn/kZn(m) to D (assuming that
SZn/kZn(m)∩D 6= ∅). Finally, by a Jordan measurable set D ⊂ Y we mean a measurable
set with boundary of Lebesgue measure zero. The importance of Jordan measurability to
our discussion is that the characteristic function χD of such a set can be approximated
from above and below (in L1-norm) by continuous functions and thus χD behaves nicely
when integrated against a sequence of measures which converge weak-star to the Lebesgue
measure.
Theorem 5.1. Fix m > n and let Σ < Zn be of the form Σ = kZn. Let D ⊂ Y be a
Jordan measurable set of positive Lebesgue measure and let νD,k be the restriction of the
uniform measure on SZn/Σ(m) to D. Then, for all k large enough SZn/kZn(m) ∩D 6= ∅
and the conclusion of Theorem 1.2 remains valid (with the same limit distributions) if s
is chosen randomly according to νD,k.
Sketch of proof. The proof is identical to that of Theorem 1.2 where instead of using the
collection AΣ =
{
Λs : s ∈ SZn/Σ(m)
}
one uses the sub-collection
{
Λs : s ∈ SZn/Σ(m) ∩D
}
.
The only ingredient missing is an equidistribution result substituting Lemma 4.3(5) say-
ing that the normalized counting measure µ¯D,k on
{
Λ¯s : s ∈ SZn/kZn(m) ∩D
}
satisfies
µ¯D,k
w∗
−→ mXm.
In order to justify this equidistribution statement we need to introduce some terminology
and notation. For s ∈ SZn/Σ(m) let u ∈Matn×m(Z) be a matrix whose columns represent
the elements of s. Let d = n+m and consider the matrix gu =
(
Im 0
u kIn
)
. It is clear that
the lattice Ls = guZ
d does not depend on the choice of u but only on s. We leave it as an
exercise (see for example [EMSS16, equation (2.12)]) to check that Ls ∩ R
m = Λs (where
R
m denotes the subspace of the first m coordinates in Rd). Let us denote by L′s ∈ Xd
the unimodular lattice obtained by applying to the lattice Ls in R
d the diagonal matrix
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a(k) =
(
k−
n
m Im 0
0 In
)
, so that by the above exercise L′s ∩ R
m = Λ¯s. The equidistribution
µ¯D,k
w∗
−→ mXm follows from [EMSS16, Theorem 1.3] which is a joint equidistribution
theorem which may be restated (see Remark 5.2) as saying that the collection of pairs{
(s, L′s) : s ∈ SZn/kZn(m)
}
(5.1)
equidistributes in the product space Y ×Z. Here, Y is as above and Z ⊂ Xd is the subspace
defined by Z = {L ∈ Xd : L ∩ R
m ∈ Xm}. The space Z has a natural ‘uniform’ probability
measure on it and the equidistribution eluded to above means that the normalized counting
measure on the collection (5.1) converges weak-star to the product of the Lebesgue measure
on Y and the uniform measure on Z. In turn, there is a natural projection Z → Xm defined
by L 7→ L∩Rm and since the uniform measure on Z projects to mXm we conclude that the
collection of pairs
{
(s, Λ¯s) : s ∈ SZn/kZn(m)
}
equidistributes in the product Y ×Xm. In
particular, the fact that the limit measure is a product measure implies that if we condition
on the left coordinate being in D the right coordinate still equidistributes in Xm. That is,{
Λ¯s : s ∈ SZn/kZn(m) ∩D
}
equidistributes in Xm as desired. The assumption that D is
Jordan measurable and of positive measure is exactly the condition needed in order that
the equidistribution in the product Y × Z may be conditioned on the fact that the left
coordinate is in D. 
Remark 5.2. Strictly speaking [EMSS16, Theorem 1.3] does not deal with the product
space Y × Z but with (Tn)m × Z. Instead of considering subsets s ∈ SZn/kZn(m) they
consider m-tuples u = {u1, . . . , um} ∈ (Z
n/kZn)m (which we think of as contained in
(Tn)m using ιk), where the ui’s are assumed to generate Z
n/kZn. This difference entails a
minor issue which is that m-tuples corresponds to subsets of size ≤ m rather than equal to
m and furthermore, this correspondence is not 1-1 and the size of the fibers is not constant.
Since the percentage of m-tuples which correspond to sets of size < m is negligible these
two issues may be ignored and it is straightforward to deduce the version of the theorem
stated above from the formulation in [EMSS16]. We leave the details to the interested
reader.
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