In this paper we study different problems with non-linear diffusion and nonlocal terms some of them arising in population dynamics. We are able to give a complete description of the set of positive solutions and their stability. For that we employ a fixed point argument for the existence and uniqueness or multiplicity results and the study of singular eigenvalues problems for stability.
Introduction
Reaction-diffusion models have been used extensively to model the behavior of a population. Specifically, denoting by Ω ⊂ IR N , N ≥ 1, a bounded and regular domain we can consider w(x), x ∈ Ω, the density of a population inhabiting in Ω. We consider the model in which w satisfies −∆w m = wf (w) in Ω, w = 0 on ∂Ω,
where f is a regular function and m ≥ 1. Here, we are assuming that Ω is fully surrounded by an inhospitable area, since the population density is subject to homogeneous Dirichlet boundary conditions. The real parameter m represents the velocity of diffusion, the rate of movement of the species from high-density regions to low-density ones. In this context, m > 1 means that the diffusion is slower than in the linear case (m = 1), which seems to give more realistic models, see [14] . The term m > 1 was introduced in [14] , see also [17] , by describing the dynamics of biological population whose mobility depends upon their density. Finally, f denotes the crowding effect.
More recently, non-local terms have been introduced in population dynamic models, see [12] . When one introduces the non-local term, this means that the crowding effect in each point is affected by the distribution of the whole population in the domain. Hence, in this paper we analyze and generalize similar problems to (1) 
with r > 0, λ ∈ IR and f ∈ C 1 (IR × IR). The change w m = u transforms the problem into
with 0 < q < 1, p > 0 and λ ∈ IR. This kind of problems have been studied by several authors. We cite some of them. For example, in [4] the problem −∆u = δf (u) [ Ω f (u)] p in Ω,
is considered, where Ω is a ball in IR N and f is a positive locally Lipschitz continuous function and f (u) = exp(u), if N = 2, and f (u) = exp(−u), if N ≥ 2. Note that the fact that the authors work in a ball leads to an ordinary differential equation. In our case, we attack cases in which the nonlinearity changes sign and we work in a general bounded smooth domain.
In [13] , the authors treat a problem like (4) this time using a variational version. More precisely, they consider the problem
where F or −F is a primitive of the positive function f . Again, in this paper the authors consider Ω as a ball and the nonlinearity f is positive whose behavior is like an exponential. For general domains and considering cases in which f changes sign, in [7] the authors use variational methods to show the existence and multiplicity of positive solutions for problems like (5) by using basically minimization techniques. In [7] the authors explore some area condition which leads to the multiple solutions. We point out that, although the authors in [7] work in general domains, the nonlinearities considered are different of that in the present work.
In [19] the author also attacks a problem like (5) always considering domains with a kind of symmetry like an interval, balls and annulus.
So, we think that the problem we are considering has its own mathematical interest and so we intend to give a way to attack it applying the procedure for three choices of f although the dependence of f on Ω u p , in some cases, has no direct biological applications.
In order to obtain our existence and uniqueness results we will apply a fixed point argument. In fact, it is well known that the problem
for 0 < q < 1 has a unique positive solution for µ > 0 and only the trivial solution for µ ≤ 0. Hence, we can denote by ω µ such a solution with ω µ ≡ 0 if µ ≤ 0. Also, the map µ ∈ IR → ω µ ∈ C 0 (Ω) is continuous. Finally, observe that ω µ = (max(µ, 0))
Denote
Then, the solution of (3) is a function of the form u = αω 1 where α satisfies
So, it suffices to study this algebraic nonlinear equation. We will consider different reaction terms f , which provide different structure of the set of positive solutions of (3). Specifically:
where λ ∈ IR, β > 0 and a ∈ IR \ {0}.
The case f 1 (λ, t) = λ−at, corresponding to the classical logistic equation, was analyzed in [2] when q = p = 1 and a > 0, showing the existence, uniqueness and stability of the positive solution for λ > λ 1 , where λ 1 is the principal eigenvalue of the Laplacian operator with homogeneous Dirichlet boundary conditions, see also [3] for a similar result (except the stability) using a bifurcation method.
When f 2 (λ, t) = λ t β , β > 0, observe that (3) is written as
This equation is a particular case of
for some positive functions a and f . In this case, the diffusion depends on the entire population in the domain, and so the species moves by considering the global population in the whole habitat. This kind of equation has been analyzed in [5] when f = f (x) and in [6] for particular functions a and f , using compression and expansion of cones.
As far as we know, the case f 3 (λ, t) = λ − ae t has not been analyzed in the literature.
In this paper we are able to give a complete description of the set of positive solutions of (3) with the choices of f . We give the exact number of positive solutions of (3) and their stability depending of the value of λ, see Theorems 3.1, 4.1 and 5.1 and Figures 1 and 2 .
On the other hand, to study the stability, we need to ascertain the sign of the eigenvalue of the linearized problem around a positive solution. It is well known that this is a very difficult task, see [10] . Moreover, in our case the linearized problem has singular coefficients, see [1] , [11] and [9] for general references. In fact, the eigenvalue problem associated with the linearisation around a positive solution, u 0 , is
which has singular coefficients when 0 < q < 1 and/or 0 < p < 1.
This paper is organized as follows. In Section 2 we study this kind of singular eigenvalue problem. In the following sections we apply this general method for the above choices of the function f . Specifically, in Section 3 we study the cases f 1 (λ, t) = λ−at. We compare our results with those obtained in the local case. In Section 4 we check the case f 2 (λ, t) = λ t β and in Section 5 we analyze in detail f 3 (λ, t) = λ − ae t .
Eigenvalue problems
In this section we study an eigenvalue problem, which appears when one linearizes (3) around one of its positive solution. See (9) . This eigenvalue problem includes non-local and singular terms. Specifically, we study the following problem
where a is a positive bounded function and m and b are functions blowing up at the boundary in an specific way that we will detail later. First, and using some ideas of [15] , we study different singular problems. Since Ω is a bounded regular domain, the distance function, denoted by d(x, ∂Ω), is also a regular function in a neighbourhood of ∂Ω.
Consider the linear singular problem
where L is a second order uniformly elliptic operator of the form
and for some α ∈ (−1, 1)
Thanks to Theorem 2.6 in [15] there exists the principal eigenvalue of the operator L + M under homogeneous Dirichlet boundary condition. It will be denoted by λ 1 (L + M ).
With respect to the linear problem (11) we have:
for some C depending only on f but independent of u. Moreover, if f ≥ 0 and non-trivial then u(x) > 0 for all x ∈ Ω and ∂ n u(x) < 0 for x ∈ ∂Ω, where n denotes the outward normal vector-field to ∂Ω.
By Proposition 2.3 in [15] , there exists a unique solution u ∈ C 2 (Ω)∩C 1,κ (Ω), for some κ ∈ (0, 1), of (13) with
for some
the unique solution of (13) . From (14) we deduce that G 1 is bounded.
For f satisfying (Hf ), we consider the problem
Again, by Proposition 2.3 in [15] (see also Corollary 2.10 in [16] ), there exists a unique solution
and so applying Proposition 2.3 in [15] with M = f /d(x, ∂Ω) we obtain
with C depending on f and d(x, ∂Ω). Now, if we define
(Ω) the compact imbedding and we pose G :=
The Fredholm's Theorem provides us the existence and uniqueness of solution u ∈ C 1,κ 0 (Ω) of (11), and
This proves also (12) .
The positivity of u follows from the strong maximum principle, see Lemma 2.7 in [15] . Now, we study (10) . The next result shows the existence of principal eigenvalue of (10). Theorem 2.2. Assume that m satisfies (HM ), a ∈ C 1 (Ω) ∩ C(Ω), a nonnegative and non-trivial function, b ∈ C 1 (Ω) is a non-negative and non-trivial function and satisfies (Hf ). Then, there exists a principal eigenvalue of (10), denoted by λ 1 (−∆ + m; a; b), which has an associated positive eigenfunction
is simple, and it is the unique eigenvalue having an associated eigenfunction without change of sign.
Proof. In order to prove the existence of a principal eigenvalue of (10) we are going to apply the Krein-Rutman Theorem. However, first we must introduce an adequate change of variable. Consider the following change of variable (Lemma 2.1 in [15] )
and ψ is a regular function, that transforms (10) into
where
with (see Lemma 2.1 in [15] )
It is clear that
Now, take K > 0 large to be chosen later. It is clear that (17) is equivalent to
First, take K large such that
We define the operator
where w is the unique solution of
Observe that we are interested in the operator T because
where r(T ) stands for the spectral radius of T , whose existence and positivity will be shown. We will show that T is a well defined, compact and strictly positive operator. First, consider the adjoint operator of L, L * in L 2 (Ω), such that
where (·, ·) 2 is the usual inner product in L 2 (Ω). It is not hard to show that L * satisfies similar conditions to L, see [15] . So, since b satisfies (Hf ), B too, and so by Proposition 2.1 (applicable by (19) ) there exists a unique positive solution e ∈ C 1 0 (Ω) of
Now, multiplying (20) by e and integrating we get 
Hence, to show that T is well-defined and strictly positive, it suffices to show that
Indeed, if we show (23), then F ∈ C 1 (Ω), F ≥ 0 and non-trivial, and we can apply Proposition 2.1. Hence, T is well-defined and strictly positive. Let us show (23). Observe that integrating in (21), using that ∂ n e < 0, we get that
and so
where M L := min x∈Ω M (x). Hence, we get
Finally, observe that a satisfies (Hf ) with β = 0, and thanks to Proposition 2.5 of [15] and with a similar reasoning used to prove (12) , it follows that
whence the compactness of T follows. Then, we can apply the KreinRutmann theorem to conclude the result.
In the following result we give a criteria to ascertain the sign of λ 1 (−∆ + m; a; b).
Proposition 2.3. Suppose that m satisfies (HM ), a ∈ C 1 (Ω) ∩ C(Ω), a non-negative and non-trivial function, b ∈ C 1 (Ω) is a non-negative and nontrivial function and satisfies (Hf ).
Assume that there exists a positive function
Then,
Proof. Denoting by Lu := −∆u + m(x)u − a(x) Ω b(x)u, thanks to the Krein-Rutman Theorem, we get that λ 1 (L * ) = λ 1 (L) having also a positive associated eigenfunction ϕ *
. Observe that
Then, since Lu = F > 0 we get
and hence λ 1 (L) > 0. An analogous reasoning proves the second paragraph.
The case f 1 (λ, t) = λ − at
Consider the following problem
with q ∈ (0, 1), p > 0, a ∈ IR \ {0} and λ ∈ IR. The main result is: Moreover, if λ = λ or λ ≤ 0 the solution is unique and unstable when λ ≤ 0 and neutrally stable for λ = λ. If λ ∈ (0, λ) there exist exactly two positive solutions u 2 < u 1 ; u 2 is stable and u 1 is unstable. Moreover,
Remark 3.2. In fact, λ and λ can be explicitly calculated
Proof. In this case, the algebraic equation (8) is
It suffices to study the map
to obtain the results of existence and uniqueness or multiplicity, as well as, the behaviour of the solutions as λ → 0 and λ → ±∞.
With respect to the stability, the linearized problem (9) around a positive solution, u 0 is
Observe that in fact u 0 = αω 1 for some positive constant α, and then
Hence, problem (27) satisfies the conditions of Theorem 2.2 taking
and then, when a < 0, (27) has a principal eigenvalue and we can apply Proposition 2.3 to determine its sign. If we choose u = u 0 or u = u 0 , the left-hand side of the equation (27) is
which has both non-negative and non-trivial terms if λ ≥ 0 and p + q < 1 or λ > 0 and p + q = 1, and both non-positive and non-trivial terms if λ ≤ 0 and p + q > 1 or λ < 0 and p + q = 1.
When a < 0, p + q > 1 and λ ∈ (0, λ), we can go further. In fact, (26) has two solutions, 0 < β 2 < β 1 and the corresponding solutions u 2 < u 1 of (24) verify
If we consider the function h(β), then (using that p + q > 1)
and
Then, in the first case, the left-hand side of the equation (27) is
due to (28), and similarly
due to (29); and hence u 2 is stable and u 1 unstable. When λ = λ, then there exists a unique zero of h(β) and h (β) = 0. Then, we can conclude that the solution is neutrally stable.
A similar argument can be used in the case p + q < 1.
If the problem under consideration is
with q ∈ (0, 1), p > 0 and λ ∈ IR, then putting λ = 0 and a = −λ in Theorem 3.1 we deduce:
Corollary 3.3. We have:
1. If λ ≤ 0 then (30) does not possess any positive solutions.
2.
Assume q + p = 1, then there exists a unique positive solution, u λ , of (30) for all λ > 0. In fact,
Moreover, the solution is stable if q + p < 1 and unstable if p + q > 1. 3. Assume p + q = 1. Then there exists a positive solution if and only if λ = 1/A. In this case, the solutions are neutrally stable.
In Figure 1 we have represented the different diagrams of bifurcation that appear in equations (24) and (30). Indeed, Case 1 represents the solutions of (24) when a > 0 and when a < 0, p + q = 1 and aA + 1 > 0 and of (30) when p + q = 1. Case 2 shows the case a < 0, p + q = 1 and aA + 1 = 0 of (24). Case 3 represents the case p + q = 1 in (30). Case a < 0 and aA + 1 < 0 in (24) is drawn in Case 4. Finally, Cases 5 and 6 represent a < 0, p + q < 1 and p + q > 1, respectively in (24).
Let us compare these results with those obtained in the local case. We focus our attention on (24) and its differences with respect to the local case
that is, the equation
When a > 0 the results are very similar, see [18] and [8] . Indeed, in both cases there exists a positive solution if, and only if, λ > 0.
However, when a < 0 there are interesting differences. In the non-local case any non-negative and non-trivial solution is positive (the strong maximum principles holds), while in the local case the existence of dead cores can not be dismissed. On the other hand, observe that in the non-local case we give exactly the number of positive solutions unlike the local case. Finally, in the local case for p + q > 1 in order to prove the existence of results, an a priori estimate is necessary, basically 1 < p + q < (N + 2)/(N − 2); in the non-local case this a priori estimate is obtained directly.
with q ∈ (0, 1), p, β > 0 and λ ∈ IR. In this case, (8) is
Because of 1 + βp − q > 0, (32) has positive solution if and only if λ > 0. So, the result is: 
Remark 1.
Observe that in this case we can not obtain an stability result because that the linearized problem around a solution is not in the setting of problem (10) . Indeed, in this case the function a(x) appearing in (10) is negative and then the results of Section 2 can not be applied.
5. The case f 3 (λ, t) = λ − ae t Consider in this section the problem
with q ∈ (0, 1), p > 0, a ∈ IR \ {0} and λ ∈ IR. In the following theorem, we state the main results (see Figure 2 ):
Theorem 5.1. In fact, in this case we can compute
(c) Assume that p + q < 1. There exist two values a(p, q, A) > a(p, q, A) such that for −a ≥ a, (33) has a positive solution if and only if λ < a. This solution is unique and stable. On the other hand, for −a ≤ a there exists λ(a) < a such that (33) possesses exactly two positive solutions u 2 < u 1 for λ ≥ a; three solutions u 3 < u 2 < u 1 for λ ∈ (λ(a), a); two solutions u 2 < u 1 for λ = λ(a) and a unique solution u 1 for λ < λ(a). In addition, u 1 and u 3 are unstable, u 2 stable except for λ = λ(a) that is neutrally stable. Moreover, lim a→0 λ(a) = 0.
Proof. For (33), the equation (8) is
So, we have to study in detail the zeros of the map
The case a > 0 it is clear. Assume now that a < 0. Observe that
Assume first that r = 1, that is p + q = 1. Then, f (β a ) = 0 for
Then, if −aA ≥ 1, β a ≤ 0, and so f (β) ≥ 0 for β ≥ 0, and so there exists a zero β 1 > 0 of f if and only if f (0) < 0, that is λ < a. In this case
Consider the case −aA < 1. Then, β a > 0 and there exist two solutions
and moreover Hence, for each a < 0 there exists a unique β a > 0 such that
with β a → 0 as a → −∞ and β a → ∞ as a → 0.
So, there exists a unique solution if λ ≤ a.
and so there exist two positive solutions
Denoting by λ(a) = β there exist three solutions β 3 < β 2 < β 1 with
With respect to the stability, (9) Consider for example the case p + q > 1 and λ ∈ (a, λ(a)). In this case there exists two positive solutions u 2 < u 1 such that u i = β i ω 1 with β 2 < β a < β 1 . Consider for example u 2 . Then, since f (β 2 ) = 0 we get
On the other hand, since f (β 2 ) < 0 and then (β 2 ) r > −a p 1 − q β 2 Ae β 2 A , and then u 2 is stable. In a similar way, u 1 is unstable if λ < λ(a). For λ = λ(a) the solution is neutrally stable. A similar reasoning can be used for the rest cases p + q < 1 and p + q = 1.
In Figure 2 we have represented the different diagrams of bifurcation that appear in equations (33) Case 1 corresponds to the case a > 0 and Case 2 to −a ≥ 1/A and p + q = 1 and −a large and p + q < 1. Case 3 includes the cases a < 0 and p + q > 1 and −a < 1/A and p + q = 1. Finally, the Case 4 shows the situation for a small and negative and p + q < 1.
We now change the parameter a for a < 0. Consider for example the case p + q > 1, with similar reasoning for the other cases. If a → −∞ then λ(a) → 0 and then for λ < 0 fixed, there exist two positive solutions for |a| large. However, since λ(a) → +∞ as a → 0, then, for fixed λ > 0 there exist two positive solutions for |a| small.
