Abstract-New time-domain sampling series for representing radiated fields on a plane in terms of plane-polar samples are presented. The representations make it possible for the advanced sampling field interpolations recently introduced in the frequency domain to be generalized to the time domain, thus enabling minimum redundance when using either a cardinal sampling scheme or a central interpolation one. Numerical analysis is then conducted to prove the effectiveness of the new representations.
I. INTRODUCTION
O VER the last ten years the problem of obtaining efficient, i.e., accurate and computationally effective, representations of radiated or scattered fields has been tackled by developing more and more effective sampling field representations over canonical scanning surfaces. Sampling representations, as compared with those based on modal or asymptotic expansions, are very attractive since the expansion coefficients are the field values at the sampling points, i.e., the available measured (or computed) quantities and the basis functions are simple and universal. Recent developments have led to the introduction of new advanced sampling representations [1] - [4] that exploit a nonredundant number of samples, related to the dimensions and geometry of the source and can be applied to substantially arbitrary scanning surfaces. As compared with previous approaches, they attain a significant reduction in the number of samples required in many cases of practical interest. All this work, which is based on the concept of "effective spatial bandwidth" of a radiated or scattered field and exploits canonical sampling series (CSS) or central interpolation series (CIS), has been performed in the frequency domain, i.e., for time-harmonics fields.
However, pulsed signals and wide bandwidth antennas are being increasingly used for radar and communication applications, thus making it necessary to characterize an antenna over large bandwidths, i.e., for a substantially arbitrary time-varying signal (time domain). It is, therefore, certainly interesting for the sampling field representations developed in the frequency domain to be extended to the time domain.
A first sampling series representation for a general time varying field has recently been exploited [5] , [6] in the frame-work of a new time-domain near-field far-field transformation technique. The approach is based on the assumption that in the frequency domain, the support of the field spectrum essentially reduces to the visible region and that the timedomain signal is effectively bandlimited to a maximum angular frequency . By applying the sampling theorem, both in the wavenumber and frequency domains (for the space and time dependence of the field, respectively), a time-domain sampling series can be derived which expresses the far field at a given time and in a given direction in terms of near-field values at uniformly spaced points over the measurement plane, at suitably chosen sampling times. The approach could be exploited (and implicitly it is exploited) to develop a time-domain sampling series representation of the near field on the measurement plane by means of the near-field values at -spaced sampling points.
In the case of time-harmonic fields, the aforementioned advanced sampling representations can be much more effective, in terms of the redundance and numerical efficiency, than the standard cardinal series techniques based on a sampling rate. Thus, it is expected that a similar behavior will also hold in the time domain.
The aim of this paper is to extend the recent representations for radiated or scattered fields availables in the frequency domain to the time domain. In particular, we will deal with the case of a planar source with plane-polar scanning.
The basic results already available in the frequency domain are summarized in Section II.
The new time-domain sampling technique is introduced and described in Section III, where a rough comparison with the standard approach is made in terms of redundancy and computational efficiency.
The main results of an extensive numerical analysis that validate the presented technique are reported and discussed in Section IV.
II. FREQUENCY-DOMAIN SAMPLING:
SUMMARY OF RECENT RESULTS
The theory of general sampling interpolation based on the concepts of field effective bandwidth [7] and number of degrees of freedom [8] is developed and described in [1] - [4] . In this section, only a brief summary of the main results is reported, with reference to a planar source and plane-0018-926X/97$10.00 © 1997 IEEE polar scanning. An time dependence is assumed and dropped in this section.
With reference to a planar source contained in a circle of radius , let us consider a generalized "reduced" field [1] - [4] ( 1) where is the radiated field observed along a curve over the scanning plane, is the curve parametrization, being the arclength, and is a properly chosen phase function. Following [7] , it can be shown that for large source, i.e., can be approximated by means of a function, band-limited to say, with an approximation error which exhibits a step-like behavior, decreasing more than exponentially as exceeds a critical value given by (2) is naturally identified with the effective field bandwidth, corresponding to the chosen parametrization and phase factor. The excess bandwidth factor makes it possible to control the approximation error which, thanks to its extremely rapid decrease, becames negligible for value of slightly larger than one.
The phase function and the parameterization are determined as follows:
1) is such that, for each the minimum "local" bandwidth [see (2)] is obtained; 2) the parametrization is chosen in such a way that the local bandwidth (which is a function of [see (2) ] is constant and equal to , i.e., . For a radial observation line we have (3) (4) where the "radial" bandwidth, say , has been put equal to , and and are, respectively, the maximum and minimum distance of the observation point from the circumference enclosing the source (see Fig. 1 ). For an azimuthal circumference the optimal parameterization is provided by the azimuthal angle and the "angular" bandwidth, say , turn out to be
The phase function is constant and, therefore, unessential.
On the basis of the above results, paralleling the approach of [9] , a complete interpolation algorithm can be obtained for a plane-polar scanning geometry. The interpolated value at the point is obtained by first interpolating along sampling circles to obtain the samples on the radial line though the point and then along the radial line. In a general form we get (6) Explicit expressions for the radial and angular sampling intervals and sampling functions for both the CSS and the CIS cases are given in [9] , (14), (15), (19), and (21). It should be noted that since the reduced field is sampled uniformly with respect to , the sampling is nonuniform with respect to the radial coordinate . In particular, a finite number of samples at the Nyquist rate is obtained along a radial line from to , since the samples locations became further and further apart when approaches to unity. On an azimuthal circumference the number of samples turns out to be , so the total number of samples on the whole observation plane is finite and is given by . Accordingly, the number of samples required to reconstruct the field (which is essentially equal to the number of degrees of freedom of the field radiated by a planar source) is finite even if the observation surface is unbounded, 1 and equal to about one half of the degrees of freedom of a spherical source having the same radius [1] , [3] .
The CIS requires an oversampling to control the truncation error. However, it is numerically more efficient than the CSS, since it exploits only a few samples close to the observation point. Furthermore, it avoids the propagation of the measurement errors from high-level to low-level field regions.
III. ADVANCED TIME-DOMAIN SAMPLING
Let us now extend the sampling interpolation described in Section II to a time-domain field . As in [5] and [6] , in the following, we assume that the time-domain signal is effectively band-limited to , where is the free-space light velocity and is the wavelength corresponding to . Hence, it is implicitly assumed that the energy content of the Fourier transform of outside the interval is negligible so that standard sampling theorems (involving either CSS or CIS) can be applied to the field considered as a function of time. 1 Of course, the accuracy of the reconstruction decreases as jj ! 1 due to the truncation error. Even if it is unlikely to be necessary because the field level goes to zero as jj ! 1, this drawback can be avoided by increasing the sampling rate for jj 1 and using the CIS.
Moreover, we also assume that the field spectrum is negligible inside the interval with . Due to the high-pass nature of radiating systems, and the use of pass-band signals in all the applications we are interested in, this assumption is easily satisfied. This, in turn, allows the frequency-domain sampling interpolations considered in Section II to be applied to the Fourier transform of , with and being independent of . Since increases with and an oversampling of the field is always allowed, we can assume constant and equal to its maximum value , for all . Then the field can be expressed as the inverse Fourier transform of the sampling series (6) for , i.e,
where the sampling functions and spacings are computed by putting . Equation (7) is the desired sampling series of the radiated field in the time domain. The number and locations of the samples are the same as in the frequency domain for both the CSS and CIS. Unlike the standard approach which exploits a sampling spacing, a finite number of samples is required, even if the region of interest increases indefinitely.
The evaluation of by means of (7) requires the knowledge of the field at sampling points and at the times which are not regularly distributed on the time axis. When a uniform time rate measurement is required, taking into account that the timedomain signal is effectively band-limited to , the field sample can again be expressed by means of a sampling series as 2 (8) where being the time oversampling factor. Equations (7) and (8) make it possible to express the time-domain field on the observation plane by means of the field at sampling points at the sampling times . Paralleling the considerations made in [6] , it must be noted that a characteristic feature of the time-domain sampling expansion is that assuming that the field is effectively zero before a certain time, the reconstruction of the field at a given space-time point always requires a finite number of samples both in the CSS and CIS since only a finite region of the observation plane is reached by the field at any (finite) observation time. Accordingly, the truncation error in (7) can 2 Because e is effectively bandlimited to [! min ; ! max ], more efficient sampling interpolations, tailored to pass-band signals, could be used for expressing its time behavior. However, since this part is not relevant to our approach, in the following we adopt the simpler expansion (8). always be effectively reduced to zero. However, while with the standard sampling series, based on spaced samples, the number of samples to be considered increases at each time step , in our approach, the number of time steps corresponding to an increase in the sample number becomes larger and larger as increases. The overall number of space samples in (7) does not actually become infinite even for . Therefore, the presented approach requires a number of measurements which is, in general, significantly lower than the standard one. Consequently, its use in any algorithm involving the integration of the field over the plane (for instance, in nearfield far-field transformation) is expected to give improved performances with respect to the standard sampling approach adopted in [5] and [6] . This feature is clearly shown in Fig. 2 , where the number of samples (normalized to the number of samples required by the optimal sampling on the full observation plane) falling in a circular region of the observation plane subtending an angle is shown as a function of for both the standard sampling with spacing and the optimal sampling. The source and the measurement plane distance are those considered in the example reported in Section IV. As can be seen, the number of samples can be the order of magnitudes lower than those required in the standard approach.
IV. NUMERICAL ANALYSIS
The sampling representation presented in the previous section has been implemented in a numerical code and an extensive numerical analysis has been performed to verify the effectiveness of the approach.
In the following, we report the results relative to a source consisting of an array of -directed electric dipoles fed by a current , i.e., a cosinusoid modulated by a Gaussian signal. The frequency has been chosen equal to 9 Ghz and ns. The Gaussian signal is not a rigorous band-limited function. Since we are interested in studying the interpolation error associated to the spatial sampling, the effective bandwidth of the Gaussian signal has been assumed to be equal to so that the time band-limitation error is completly negligible. With the considered value of , this gives Ghz. Accordingly, we have and GHz and GHz. The dipoles are located on a square lattice of side measures 2 (where mm) and fill a circumference with radius 10
. The observation plane is located at a distance from the source. Only the far-field of each dipole has been considered in the evaluation of the field radiated by the array.
To interpolate the field, the CIS has been used assuming an a excess bandwidth factor , a spatial oversampling factor , and a time oversampling factor . The value of has been chosen to ensure a negligible truncation error of the sampling series with respect to the time variable. As matter of fact the behavior of such error is independent from the sampling scheme adopted in the space domain. For each output point, 12
12 spatial and 12 temporal samples are retained in the CIS.
All the sampling circumferences falling on the obervation plane are taken into account, for a total of 3181 samples. At each sampling position the tangential component of the electric field has been sampled from to (where , i.e., the delay time from the center of the source to the observation point). The signal is, therefore, sampled for a time interval 11.0 ns long with a sampling period equal to 33 ps, thus obtaining 330 time samples for each spatial-sampling point, and a total number of 874 775 space-time samples on all the scanning plane. In Fig 3, the components of the radiated and reconstructed field on the line is shown at the normalized times . The interpolation error obtained at the same instants over a region , normalized to the maximum value of the field at the same time, is shown in Fig 4. The rms errors at (normalized to the signal power on the observation region) and the maximum absolute error (normalized to the maximum signal amplitude on the observation region) are reported in Table I .
It is worth noting that the presented sampling series allows for a greatly reduced number of required samples. As a matter of fact, the number of spatial sampling points required to reconstruct the field in the observation region considered above by using a standard CIS approach with a spacing would be 115 000, instead than the 3181 required to cover the whole plane by using the optimal sampling presented here.
V. CONCLUSION
New time-domain sampling representations of the field radiated by a planar source on a plane-polar scanning geometry have been presented. The approaches are based on the interpolation series recently presented in the frequency domain. The resulting time-domain field representation exploits a finite number of samples on the full plane and is based on either a canonical cardinal series or a central interpolation series. A numerical analysis showing the effectiveness of the approach has been presented.
