This paper proves a heavy traffic limit theorem for a multiclass service station with Markovian feedback. This result generalizes the one proved by Reiman (1988). Our approach also significantly simplifies Reiman's original proof. Numerical examples are presented to illustrate the effectiveness of the QNET method which is rooted in the theorem.
Let W(t) be the immediate workload at time t. It is the amount of time that the server has to work to empty out everyone at the station provided that no more external and internal arrivals to the station are allowed. In order to rigorously state a heavy traffic limit theorem, we need to consider a "sequence of systems" indexed by n. Our setup here follows closely that of Harrison and Nguyen (1993). Let a" and m" be two sequences of nonnegative vectors. We interpret a" the external arrival rate for class k customers associated with the nth system. Similarly, 1/m" will be the service rate for class k customers. We assume, however, that the routing vector does not depend on n. Because P is transient, (I -P') is invertible and 00oo (2.2) (I P') = (P'). We now assume that (2.6) E" and V" satisfy a joint functional central limit theorem.
Because the Brownian motion has continuous sample paths and the Skorohod representation theorem holds, we may assume throughout this paper that the sequences {E"(t), t > 0} and {V"([t]), t > 0}, and {di'"([t]), t > 0} can be constructed on a common probability space such that as n -o, REMARK 1. Assumptions (2.6)-(2.9) are quite mild. First, if arrival process E'" is a vector of independent renewal processes, V'" is a vector of independent random walks and it is independent of E', then by conventional Donsker type functional central limit theorem (E"V, V', )1,l,.. ., C 'l") converges weakly to a multidimensional Brownian motion under some additional moment assumptions on E" and V'. The Skorohod representation theorem allows all these processes be constructed in one probability space such that the convergence takes place as in (2.7)-(2.9). REMARK 2. Assumptions (2.10) and (2.11) are quite natural. The key assumption is condition (2.12). This is the so-called heavy traffic condition. It not only requires that p" -1, but also that p'" converges to one at the specified rate. . Therefore, W* is an RBM with drift 0/13 and variance 02/132. As we will see in later sections, Z* is the heavy traffic limit of the total workload process of the multiclass station. This fact was also proved by Iglehart and Whitt (1970b) . While it is straightforward to obtain this limit, it is difficult to get the kind of convergence in our theorem. REMARK 4. The limit {W* (t), t > 0} of immediate workload processes can be used to estimate performance measures of the multiclass station (see ?5). From this theorem, one can also easily establish that normalized class level queue length processes and class level workload processes converge to a constant times W*(t); see Corollary 4.1. This result was also proved by Reiman (1988) . Peterson (1991) proved an analogous result for feedforward networks.
3. Preliminaries. Let us for the moment fix a system in the sequence and temporarily drop the superscript n for notational convenience. First let Z(t) denote the sum of all future service times at the station for customers who are present at the station at time t, plus the remaining service time of any customer who may be in service at the station at time t. If there were no new external arrivals to the station after time t, the Z(t) would represent the total amount of work required from the server to empty out the system. Thus, it is also called the total workload at the station. Let Nk(t) be the total number of visits to class k made by those customers who enter the system before time t (regardless of the entering customers original class designation). Assuming initially that the system is empty, we have c Nk(t) = Ek(t) + E (N(t)),
1=1
or in vector form (3.1) N(t) = E(t) + E PI(NI(t)). Recall that W(t) is the immediate workload at the station at time t. Obviously, we have (3.9) W(t) < Z(t) for t > 0.
It turns out that proving the heavy traffic limit for Z is relatively easy. However, to prove the heavy traffic limit for W is difficult. In order to make the connection between W and Z, we derive a set of equations for W. Let Ak(t) be the total number of customer visits to class k by time t and Ak(t) =Ak ( Using (2.3) and the vector form of (3.11), we have c (3.
13) A(t) =E(t) + E Q'(Aj(r(t))) + Pt(r(t)) -PA(t).

1=1
Iterating (3.13) k -1 times, we have
where (3.15) ri(t) = i-1(T(t)) for i > 1 and r?(t) = t.
Because P is transient and Tk(t) < t for all k > 0, we have (3.16) A(t)= E ( ')i-(i-(t))
In the remainder of this section, we derive an alternative expression for ri(t). Let
(3.17) e~(t) -A(t) -W(r(t)).
Because we assume the FIFO discipline, el(t) has the following interpretations. If the server is idle at time t, e1(t) is the idle time the server has experienced in the current idle period. When the server is currently serving the first customer in the current busy period, el(t) is equal to the amount of service that the customer has received plus the last idle period. When the server is currently serving a customer who is not the first customer in the current busy period, e1(t) is the amount of service that the customer has received. Let (3.18) e2(t) be the amount of service that the current customer has received or zero if the server is currently in idle.
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It follows that we have the following alternative expression for W:
'(V(A(t)) -V(A(r(t))) + m'(A(t) -A(r(t))) -62(t) e'(V(A(t)) -V(A(r(t))) + m'(A(t) -A(r(t))) + pr(t) -E2(t) = (t)-((t)) + E m'(P')(I-P')Ar(ri(t))-E2(t) i=0
where the last equality is based on (3.16) and
Noting that (I -P')A = a, we have
W(r(t)) = ((r(t)) -(72(t)) -62(r(t)) + Em'(P')T( (t). i=0
Using (3.17), we have 4. Proof of the heavy traffic limit theorem. Recall that we are considering a sequence of systems indexed by n. Hence all processes introduced in ?3 will have a superscript n. The only exception is that we use r,(t) to denote r(t) in the nth system because we have used ri(t) to denote the ith iteration of r(t). Let 
.)', (3.24) E3(t) -= e(t) + (rT(t)) -5(2(t))-E2(r(t))
W(t) = e'(A(t)) + m'A(t) + ( p -l)t + Y(t) (4.8) = (t) -E m'(P')ih (r'-'(t)) + ( p -l)t + Y(t) i=l where e is the c-dimensional vector of ones, p is defined as in (2.4) and ~ is defined in (3.19). Hence 00oo W(r(t)) = ((t))-E m'(P')A(r(t)) + (p -1)T(t) + Y((t)). i=1
Therefore, by (3.17), 00 
+ m'(P' ) '(t) (4.9) = ((t)) (p -1)(t) + Y(T(t)) + el(t)
+ Em'(P')iA(r(t) -(i(t))).
PROOF. Recall the definition of ,,(t) defined in ?3. The number of class k customers in the system at time t is Ql( t ) = A'( t) -Ak(, (t) ).
Let A"(t) = A'(nt)/ '. Then to fit the service time distribution, where the shape parameter a = 1/c2 = 1/2 and the scale parameter B mc2. The simulations were performed using SIMAN IV. In all cases 10 replications were run. In each run we let 10,000 customers leave the system. In this table as in all subsequent tables, the numbers in parentheses after the simulation results represent the half-width of 95% confidence intervals, expressed as Table   2 gives the simulation estimates and QNET estimates of mean waiting time for each visit and mean sojourn time for each customer type. The QNET estimates of the mean waiting time and sojourn time for type 2 customers are quite impressive compared with the simulation estimates. Note that both QNET and simulation predict that Case 4 always causes much longer delay than the other three cases for all four systems. It is interesting, however, to observe that the QNET always significantly underestimates the sojourn time for type 1 customers. We have no theoretical explanation for it at the moment. 
Q(nt) = (t -A((T(t)) + A,(t).
Following the proof of Theorem 2.1 and (3.16), we have A"(t) -* (I-P')-( a(t) + E
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