The integration of multimedia into heterogeneous computer applications exposes the need for context-sensitive multimedia objects which can adapt to the fluctuating resources and needs ofthe application. The typical model ofa multimedia application is to give the application access to a library of static multimedia objects. System management of the presentation is limited to synchronization. We contend that multimedia objects should be dynamic and adaptable to their application environments. At the very least, multimedia objects should be scalable in terms of resource usage, e.g. the use of screen space, network bandwidth, and computational resources. Multimedia objects should also be able to alter their modes of representation in response to the changing needs of the user. Finally, multimedia objects should be capable of altering their content to fit the preferences ofthe user and the context ofthe presentation. We present a multimedia distribution system called 0, which enables the creation of dynamic multimedia objects for distribution over a network. These objects are "self-aware", in that they can be programmed with the behaviors necessary to respond to a changing presentation environment. 0 is featured as the multimedia distribution tool in both a personalized information retrieval application and a mapping application.
INTRODUCTION
We foresee several trends in multimedia: applications will become more diverse, dynamic (e.g., presentations assembled on the fly), personalized, and there will be an increased demand for "file" multimedia (e.g., libraries of presentations for use in a wide variety of applications).
We propose that the multimedia objects of the future will be context-sensitive presentations. Just as applications now use video and stills as individual objects, future applications will use context-sensitive presentations as individual elements. Unlike current media objects, however, these presentations will be dynamic and adaptable, able to adjust themselves to fit a wide variety of application environments. Consider the following ways context-sensitive objects will adapt themselves to applications:
Scalable resource use Some applications will have more available resources (e.g., screen space, network bandwidth, and computing resources) than other applications. For example, a home entertainment center will probably have more bandwidth (and screen space) than a portable video player. Or, multiple media objects may be combined into a single application and will have to divide their resource usage according to their relative priority, as determined by the application. Context-sensitive objects will adapt themselves to available resources by scaling their operations appropriately.
Presentation modes
Some multimedia objects will be able to present themselves effectively through a variety of presentation modes (e.g., video, audio, text, and still). Context-sensitive multimedia objects will be able to determine which modes to use, based on the display capabilities of the applications, the available resources, and the needs or preferences of the user. For example, the same multimedia news article may present itself in full video and text at the breakfast table, but switch to audio only when taken onto a crowded subway.
Content
Context-sensitive multimedia will be able to fit several purposes. The same multimedia presentation may be called on in an instructional setting, or in an entertainment setting. A single presentation may be shown to different age groups or different nationalities, and will be expected to adjust itself accordingly. Multimedia with this ability will be the valuable and versatile members of a shared multimedia library, and will also be the key to truly personalized applications.
Contextsensitive media
What is the current state of multimedia? On the whole, applications and the media they work with are very tightly coupled. Research is primarily focused on attempts to dissolve this bond through interchange standards. Standard formats for video and audio are already making media interchangeable between very different applications, giving rise to libraries of applicationindependent multimedia objects. It is unlikely, however, that one format will become universal for any given medium -there are too many options.
Predictably, applications are becoming burdened with the task of handling and converting many different coding standards. However, there is also a developing movement to address this problem by encapsulating media in an object-oriented style. Media objects packaged in this style will not only contain the encoded data they represent, but they will also cone with methods. These methods will invoke different operations on the data, including operations to decode the data into a form usable by applications. Under such a scheme, applications will not need to know about any specific encoding/decoding standards. Instead, the applications will invoke methods in their media objects, allowing those objects to decode themselves by using their own built-in decoders.
An object-oriented approach is the key to decoupling applications and media objects, making media objects into truly application-independent entities. Object-oriented multimedia is also the next step towards creating context-sensitive multimedia objects.
After object-oriented multimedia, another major change is needed before context-sensitive media will become feasible. Decision-making power must be shifted away from the application and divided more evenly between applications and their media objects. As an example, consider Apple's QuickTimeTM', a multimedia system which is beginning to espouse the object-oriented concept. A QuickTime movie contains several media tracks, each of which can hold video, sound, textpotentially a rich multimedia presentation. However, it is still the job of the application to figure out which tracks are appropriate to use. Even though the application may know what it is aiming for in terms of its presentation style and content, it is not necessarily familiar with the details of the content of the tracks themselves. This means that the application is not in the best position to orchestrate the multimedia presentation to its full potential.
Context-sensitive multimedia takes a different approach, by putting the application and the media on more equal footing. The application "knows" what it wants to present, the media "knows" what it can show. This "knowledge" might be represented as a series of complex behaviors. It may be very difficult for the media to turn over all of its knowledge to the application, or vice versa. Instead, the application and the media keep their behaviors to themselves, but communicate with each other what they know about themselves. In effect, the media and the application negotiate with each other, towards the common goal of making the most effective and efficient use of the media's capabilities while still maintaining the direction and intent of the application. This shift of decision-making from application to media is what is missing from current multimedia systems. The need for this shift will become more apparent as media objects become richer and multimedia research begins to focus on content selection and understanding.
The remainder of this paper is a presentation of a multimedia distribution system called 0, which enables the creation of dynamic multimedia objects for distribution over a network. These objects are "self-aware", in that they can be programmed with the behaviors necessary to respond to a changing network and presentation environment 0 is featured as the multimedia distribution tool in both a personalized information retrieval application and a mapping application.
DESIGN CRITERIA
The basic premise of 0 is that distributed media in the computing environment no longer has to be static data which is transported from one place to another. Instead, the data can have instructions and methods included with it. What this means is that the behavior of the multimedia is determined neither by the sender or the receiver, but by the encoded behaviors embedded into the media itself.
Embedded decoding methods
In the 0 model the encoded byte stream carries its own decoding instructions. These instructions are expressed in a universally established language. For example, every movie player will have an interpreter for this universal language.
Embedded interaction methods
Traditionally the application program has had the burden of handling interaction with the user and interpreting that interaction into something which is used to directly manipulate the movie objects. With 0, the object's response to user interaction can also be embedded as a behavior that is interpreted by the universal object player. This way, pressing the "rewind" button on a movie might do something different than pressing the "rewind" button on a newspaper article, and the application doesn't have to know the difference. By adopting an object-oriented paradigm, we can start thinking of multimedia as closed packages which have a few hooks that applications can adjust. Application designers need only concern themselves with these explicitly stated hooks.
fransportab1e methods
In order to support embedded methods, we have moved our model of multimedia from a byte stream to an object-oriented package. However the traditional object-oriented model says little about distributed applications, e.g, how an object might be split across two entities, such as a sender and a receiver. Thus the notion of embedded behaviors had to be developed carefully around the idea that some of these behaviors would have to be transported from one machine to another, that the object could actually exist on several machines at once. In order to make this advance, we need another addition to the underlying architecture -the Oserver. On every machine that will be expected to "host" these multimedia objects, there must be some process listening and waiting for multimedia objects to arrive, knowing what to do with them when they do arrive, and of course there must be a protocol set up to support this model of an object with transportable methods.
Context-sensitive methods
The final stage of 0 is a model built on the rest of the aforementioned methods. In this stage, the series of adjustments that goes on between application and 0 movie object is formalized. The application explains to the 0 object what will be expected of it and what resources are available to it. The 0 object adjusts itself in turn, or perhaps negotiates with the application if it finds any of those terms disagreeable. 0 objects with this embedded behavior are called "context-sensitive", and applications which follow this model are called "contexts." This final stage requires one last thing from 0, which is a model and the protocol for negotiating an agreement between contexts and movie objects.
THE STORY OF 0
0 is a networked, UNIX-based operating system for distributed objects, designed and written in the past year at the Media Laboratory. 0 was developed as a research tool for experimenting with object-oriented/context-sensitive multimedia. A more complete description of 0 can be found in the 0 Users Manual2.
0 objects
Objects in 0 are represented as networks of OModules. An OModule is a computational element with inputs and outputs. Each OModule has a functional specification which relates its outputs to its inputs. An 0 object is created by selecting a set of OModules and connecting their inputs and outputs together into a network. This network is a data flow specification: the connections carry messages from the outputs of OModules to the inputs of other OModules. These messages may contain control information, timing information, video data, etc.
For example, a file reader OModule could be connected to a JPEG3 decoder OModule, which is in turn connected to a display OModule. This OModule network would form a simple JPEG movie player.
Dtypes
Message passing is the basic mode of communication and activity within an OModule network. Messages are represented in a common data structure called Dlypes4 , which are typed data structures used to represent many commonly used data types in a universal format. The data types supported include integers, real, strings, variable-length lists, and packets of raw bytes. 0 contains a library of functions for creating and manipulating Dtypes. This library also contains a machine-independent interchange format for communicating Dtype structures between machines on a network.
OModule classes
0 contains a standard set of built-in OModule types, or classes, which provide the basic building blocks for creating 0 objects. Some 0 objects may need more specific OModule classes than those provided by the system. 0 provides several methods for creating customized OModule classes. The most direct method is to create the OModule class in a C program, but this requires the overhead of compiling and porting the C program to all platforms running 0. 0 provides two other methods for creating custom OModules which avoid this overhead: OModule groups, and the Eva! OModule.
OModule groups
For this method, the custom OModule must be described as a network of other OModules. If this is the case, then that network of OModules can be grouped into a single OModule group and used as the custom OModule. An OModule group looks and acts just like an OModule -itis a single functional block with inputs and outputs. This OModule group may be used in 0 objects just like a built-in OModule class. OModule groups may also be nested to any depth, so that OModule groups contain their own OModule groups, and so on.
The inputs and outputs of an OModule group are represented to the OModule network defining the OModule group as special OModules called inlets and outlets. Messages which go in to the OModule group are passed to the OModule network through inlet modules. Messages which the OModule network sends to the outlet modules are passed through the output of the OModule group. 
Eval OModule
This method is intended for custom OModules that are best described in a text-based programming language. For example, an OModule which is serving as the central controller in an 0 object might be filled with operations and special cases, which are difficult to describe using a network of OModules. In this case, a special OModule class called an Eval OModule can be used. An Eval OModule is configured by a stripped down version of LISP, which can be used to describe a wide variety of behaviors. This LISP program is interpreted at runtime, thus avoiding the need to compile and port the OModule. 
Distributed 0 objects
Networking issues often arise in multimedia research. Because network programming requires some expertise and nticu1ous attention to details, multimedia research usually slows down around the point where the network is introduced. To address this problem, 0 strives for "network invisibility." This will allow 0 users to design distributed objects and use network communications without having to modify their code to account for the network. 0 has two mechanisms for achieving this goal: Transportable objects, and Remote OModule aliases.
3.4.1 'fransportable objects This is the nchanism which allows a single OModule network to be distributed across two or more machines. With this mechanism, OModules may be selected from an OModule network and sent to operate on a remote machine, where they will carry out their operations but still maintain their identity as members of their original OModule network. This means that any connections those OModules originally had will automatically be preserved, even though those connections span different machines.
A typical application oftransportable objects is an 0 movie object which has its data on one machine but must display its output on a different machine. In this case, the 0 object would be designed as if it were to run on a single machine. At runtin, however, the file reading and encoding OModules would remain on the source machine, while the decoding and display OModules would be sent to the display machine. 0 also has a mechanism for locating the remote 0 objects for alias OModules, so that the local 0 object does not need to know where the remote 0 objects are. The 0 object only needs to specify what kind of remote OModule alias it needs, and 0 will automatically find the remote 0 object and connect it to the alias OModule.
CONTEXT-SENSITIVE MULTIMEDIA AND 0
Context-sensitive multimedia, while not directly related to object-oriented multimedia, is very easily implemented on an object-oriented multimedia system such as 0. Note that 0 is not in itself a context-sensitive multimedia system. What will be described in this section is a model for using 0 to build multimedia objects in a context-sensitive manner. In section 5we describe two 0 applications that are based on contexts.
The Host/OStream model
The Host/OStream model is a policy for developing 0 applications. This model will be used as the basis for a context-sensitive multimedia system under 0. Under the Host/OStream model, an application has several Hosts to which multimedia objects attach themselves. Multimedia objects are acwally spread out across several machines, but originate from a single machine, usually the machine where all the source data is kept. When an object is sent to a Host, the object is distributed such that part of the object stays on the original machine while part of the object is sent to the Host. An OStream represents an object's connection with a Host. In order to maximize the robustness of an application and its Hosts, the OStreams are isolated from the Hosts. OStreams and Hosts communicate with each other through special channels called resources.In general, an object is responsible for acquiring, transporting, and decoding multimedia data. The Host is responsible for displaying that data, and maintaining the application's resources for displaying data. The Host uses the resourcestotell the OStreams what kind of data it expects from them, and the OStreams use the resources to pass that data up to the Hosts.
Anatomy of a context-sensitive object
This sub-section describes how one might build a simple context-sensitive object in 0. A simple context-sensitive object must meet the following criteria: The object represents a single time-ordered sequence. This includes, but is not limited to, a sequence of video, or audio, closed captioning, or son combination thereof. The sequence may be divided into several parts happening in serial or parallel (i.e., two video streams at the same time), but any sequences happening in parallel will be forced to progress together, not separately.
The object contains one or more modes, which represent the different forms of media the object can display. This includes video, audio, text, etc. The object can be driven or synchronized from a single master clock source. Given these criteria, the object can be constructed as a single module group, consisting of three different types of modules: a single MASTER module, a single SCOUT module, and one or more MODE modules
MASTER module
This module is the heart of the object, containing only the master clock source from which all the modes will be driven. The master module is designed around the trigger OModule, which is a special module that can keep time accurately and trigger events at regular intervals. Sometimes the different modes will have to communicate with each other. The master module handles this communication, usually by providing a means for each mode to broadcast a message to all the other modes.
The master module can be controlled by sending it messages very similar to a VCR control, such as play, stop, pause, reverse, forward, fast, and slow. Of course, each object may have its own set of special commands for the master module, such as commands which cause the timer to jump to the next scene rather than the next frame. In the current model, the master module remains completely on the source machine and does not get distributed to the context.
SCOUT module
This is the first module that makes contact with a new context. When the object is sent to a new context, the scout goes first, and reports back which contextual modes are going to be needed, and also reports any content cues. Any negotiation with the context is carried out through the scout. The scout is also told when the object is going to be moved to a new context, or dropped from a context altogether. The scout module is a lightweight module which contains only a scoutpod module, and a mechanism for sending the scoutpod module across the network to the context which is waiting for it. The scoutpod communicates with the context through two resources. The first resource, control, is how the scoutpod learns which modes the context is expecting. This information is sent directly back to the object where it is relayed to all the modes. This resource is also how the context informs the object that it is to disconnect itself from the context, possibly to be redirected to a different context. Upon receiving such a message, the scoutpod causes all the modes to disconnect themselves, then the scoutpod sends itself to the new context to which it has been redirected.
The second resource, content, is how the scoutpod receives the content cues from the context. These content cues are passed directly to the mode modules for them to analyze as they see fit.
MODE modules
This is actually a set of modules, one for each mode, called videomode, audiomode, etc. Each mode is wired the same way into the scout and the master modules. The master module transmits its clock signals to all of the mode modules. The scout module also transmits its contextual modes and content cues to all the modes. It is up to the modes to turn themselves on or off depending if they will be needed or not. Each mode is responsible for acquiring, transporting, and decoding the information associated with its media type. Each mode also handles user response from the application, and may send some of those responses back to the master module to affect the master clock.
The mode modules are where the actual work of the object gets done. Each mode module contains two modules: a sender and a receiver. If a context requires that a certain mode be present, then that mode sends its receiver module over to the context. When the master clock begins ticking, the sender module will start acquiring data from wherever its source is (disk, camera, etc.) and send that data to the receiver. The receiver has decoders built into it which convert the data into whatever form is required by the context. Figure 4: Context sensitive movie object. The MASTER module is clock for the rest of the object. The SCOUT module negotiates with the external modes to establish the context for the movie. The VIDEOMODE and AUDIOMODE modules do the actual work associated with its media type, e.g. data retrieval, decoding, etc.
EXAMPLES
Two applications which have been implemented in 0 are described below. In both examples, the multimedia elements h been encapsulated as objects which are distributed over a local area network. Both the internal details of the objects themselves and their whereabouts on the network are transparent to the application designer.
State of the Union
The object-oriented features of 0 were demonstrated in an application based on President Bush's 1992 State of the Union Address. The video and audio from the broadcast of the address were broken into 33 "sound-bite" segments, ranging from 10-30 seconds in length. The segmentation is based on content, each segment containing only a single topic. The segments are turned into separate movie objects, containing encoded video, an ASCII transcript of the audio, extracted keywords, editorial annotation, and a high quality "salient" still image5, representative of the entire segment.
The application cycles through the objects by requesting and playing them in the order of the original presentation. Each of the movie objects understands simple decoding messages such as requests to change size, or to change from color to black and white. Each object responds to the application's issuing of a pause command by sending over the representative still image. When play is resumed, the object continues the movie. The response of the objects to the application's changing requirements, and the system's changing resources, is embedded within them. The application itself need not concern itself with either the segmentation or encoding of the objects.
In addition to being able to respond to the current display context, each movie object is also aware of its own content, and is able to "advertise" that content to other applications. For example, the objects are able to connect to an electronic news server to get current news articles relevant to what the president is saying. These articles are obtained solely through the "efforts" of the movie objects -the application doesn't even have to know about a news server6'7.
The implementation includes a "content-slider" which allows the viewer to sequence through the presentation. This slider is also an 0 object. It has access to the content information contained in each of the movie objects. It also has access to models of several possible users8. Consequently, the slider can match the movie objects up to the people who would be most interested in them. As a result, the slider allows a user to "fast-forward" to the next segment that the user would personally find interesting. This fast-forward by content rather than by frames is invisible to the application -it is all handled by the methods of the slider object. •. :
Interactive Hallways
A second application, which more fully exploits the context-sensitive model, is a demonstration based on an interactive movie map ofthe hallways ofM.I.T., similar to Interactive Ha1lways of 1978. In this version, the hallways have two modesof display. The first mode contains digitized video taken from a camera which was mounted on a Steadicam JR. (The canraman was mounted on inline skates.) In this fashion, the hallways around M.I.T. were "captured." The digitized video is encoded using a special combination of subband coding and vector quantization. The mode contains a scalable decoder which allows the video to be decoded to a variety of sizes, with or without color. The second mode ofdisplay is through an overhead map, with a "you are here" marker indicating the position of the viewer as he moves through the halls of M.I.T. The data for the "videomode" and the "mapmode", the video decoder, and the interaction behaviors (play, stop, reverse, etc.) were all combined and encapsulated into context-sensitive movie objects.
The application consists of two contexts: one can display video, the other can display maps. When a movie object first hooks up with the application, the object is directed into the video context. There the SCOUT module learns that the context is expecting video information, so the movie object activates the "videomode", sends its decoder over to the context, and starts sending video frames to the context. The context also includes a panel of VCR controls which direct the movie to stop, start, reverse, etc. To demonstrate the scalable decoder, the context contains an additional control panel which adjusts the size and color of the video.
The video context also contains a button that disconnects the movie object from the video context and sends it over to the map context. There the SCOUT learns that map information is desired, so the "mapmode" is activated. A diagram of the appropriate map is sent to the context, and the movie object begins sending virtual coordinates of the "you are here" marker. The VCR controls still work in this context, but there is no panel for video size and color -instead, there are controls which allow the viewer to zoom in on portions of the map. Like the video context, there is also a button which disconnects the movie object and sends it back to the video-context. 
CONCLUSION
As the complexity of both applications and the multimedia objects they contain increases, a need arises for a standard policy of interfacing applications to the objects. 0 is designed to address this interaction between applications and objects. This has led to the Host/OStream model which encompasses network transparency and the concept of isolation. 0 has evolved further into a model of context-sensitive multimedia, where the objects have the ability to sense the conditions into which they have been placed, and adapt themselves accordingly. The application merely sets up an environment, or the context, in which the objects operate.
Further exploration of the context-sensitive model has revealed some key points in how a context should describe itself to a context-sensitive object. The most important point is the separation between contextual modes and content cues. Contextual modes deal with selecting and configuring the actual elements of a multimedia presentation: video, audio, text, etc. Content cues allow the application to take a further step and specify preferences about the content of the presentation.
Currently, context-sensitive multimedia is still in the design phase, and very little actual testing has been done to see if its benefits are feasible. However, the idea has proven itself to be a sound extension of object-oriented multimedia. The question is, will context-sensitive multimedia in some form be an appropriate model for the creation of multimedia objects and multimedia applications? If not for all applications, which applications will benefit most from using context-sensitive multimedia? Context-sensitive multimedia advocates the creation of presentations that can adapt themselves to the system they are playing on and to the viewer who is watching them. This is an idea that will certainly grow more appropriate with the future, as not only multimedia systems diverge and evolve, but multimedia viewers also diverge and evolve in their uses and their expectations.
