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By David Gamarnik1 and David A. Goldberg2
Massachusetts Institute of Technology and Georgia Institute of Technology
We prove several results about the rate of convergence to sta-
tionarity, that is, the spectral gap, for the M/M/n queue in the
Halfin–Whitt regime. We identify the limiting rate of convergence to
steady-state, and discover an asymptotic phase transition that occurs
w.r.t. this rate. In particular, we demonstrate the existence of a con-
stant B∗ ≈ 1.85772 s.t. when a certain excess parameter B ∈ (0,B∗],
the error in the steady-state approximation converges exponentially
fast to zero at rate B
2
4
. For B >B∗, the error in the steady-state ap-
proximation converges exponentially fast to zero at a different rate,
which is the solution to an explicit equation given in terms of special
functions. This result may be interpreted as an asymptotic version
of a phase transition proven to occur for any fixed n by van Doorn
[Stochastic Monotonicity and Queueing Applications of Birth-death
Processes (1981) Springer].
We also prove explicit bounds on the distance to stationarity for
the M/M/n queue in the Halfin–Whitt regime, when B < B∗. Our
bounds scale independently of n in the Halfin–Whitt regime, and do
not follow from the weak-convergence theory.
1. Introduction. Parallel server queueing systems can operate in a vari-
ety of regimes that balance between efficiency and quality of offered service.
This is captured by the so-called Halfin–Whitt (HW) heavy-traffic regime,
which can be described as critical w.r.t. the probability that an arriving
job has to wait for service. Namely, in this regime the stationary probabil-
ity of wait is bounded away from both zero and unity, as the number of
servers grows. Although studied originally by Pollaczek [29] (see also [22]),
Erlang [13] and Jagerman [21], the regime was formally introduced by Halfin
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and Whitt [18], who studied the GI/M/n system for large n when the traffic
intensity scales like 1−Bn−1/2 for some strictly positive excess parameter B.
They proved that, under minor technical assumptions on the inter-arrival
distribution, this sequence of GI/M/n queueing models has the following
properties:
(i) the steady-state probability that an arriving job has to wait for ser-
vice has a nontrivial limit;
(ii) the sequence of queueing processes, normalized by n1/2, converges
weakly to a nontrivial positive recurrent diffusion, a.k.a. the HW diffusion;
(iii) the sequence of steady-state queue length distributions, normalized
by n1/2, is tight and converges distributionally to the mixture of a point
mass at zero and an exponential distribution.
Since the steady-state behavior of theM/M/n queue in the HW regime is
quite simple [18], while the transient dynamics are more complicated [18], it
is common to use the steady-state approximation to the transient distribu-
tion [16]. Thus it is important to understand the quality of the steady-state
approximation. The only work along these lines seems to be the recent pa-
pers [38, 39], in which the authors study the Laplace transform of the HW
and related diffusions, and prove several results analogous to our own for
these diffusions. The key difference is that in this paper we study the pre-
limit diffusion-scaled M/M/n queue, not the limiting diffusion. We note
that the relevant transform functions were also studied in [1], although in
a different context. Also, similar questions were studied for the associated
sequence of fluid-scaled queues in [23].
The question of how quickly the positive recurrent M/M/n queue ap-
proaches stationarity has a rich history in the queueing literature. In [28],
Morse derives an explicit solution for the transient M/M/1 queue, and dis-
cusses implications for the exponential rate of convergence to stationarity.
Similar analyses are carried out in [7] and [30]. Around the same time, both
Ledermann and Reuter [27], and Karlin and McGregor (KM) [25], worked
out powerful and elegant theories that could be used to give the transient
distributions for large classes of birth–death processes (BDP), including the
M/M/n queue. The transient probabilities are expressed as integrals against
a spectral measure φ, which is intimately related to the eigenvalues of the
generator of the BDP. KM devote an entire paper [24] to the application of
their theory to the M/M/n queue, in which they comment explicitly on the
relationship between the rate of convergence to stationarity and the sup-
port of φ. This relationship was later formalized in a series of papers by
other authors [5, 35]. Let P (t) denote the matrix of transient probabilities
for the M/M/n queue; that is, Pi,j(t) is the probability that there are j
jobs in system at time t, if there are i jobs in system at time 0. Let A
denote the generator matrix associated with the M/M/n queue, that is,
d
dtP (t) = A · P (t) [14]. Recall that the spectral gap γ of a BDP is the ab-
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solute value of the supremum of the set of strictly negative real eigenvalues
of A over an appropriate domain, and we refer the reader to [5] for details.
Then we have the following from the results of [5]:
Theorem 1. For any positive recurrent M/M/n or M/M/∞ queue,
γ ∈ (0,∞). For all i and j, limt→∞−t
−1 log |Pi,j(t)−Pj(∞)| exists, and is at
least γ. For at least one pair of i and j, limt→∞−t
−1 log |Pi,j(t)−Pj(∞)|=
γ. Furthermore, γ = inf{x :x > 0, φ(x+ ε)− φ(x− ε)> 0 for all ε > 0}.
We note that γ is closely related to the singularities of the Laplace trans-
form of φ, and refer the reader to [24] for details. It is well known that for
the positive recurrent M/M/1 and M/M/∞ queues, γ can be computed
explicitly. In particular, the following is proven in [24]:
Theorem 2. For the positive recurrent M/M/1 queue with arrival rate
λ and service rate µ, γ = (λ1/2 − µ1/2)2, and the spectral measure φ con-
sists of a jump at zero, and an absolutely continuous measure on [(λ1/2 −
µ1/2)2, (λ1/2 + µ1/2)2]. For the M/M/∞ queue with arrival rate λ and ser-
vice rate µ, γ = µ, and the spectral measure φ consists of a countably infinite
number of jumps, with exactly one jump at every nonnegative integer mul-
tiple of µ.
Unfortunately, for the general positive recurrentM/M/n queue, the known
characterizations for γ involve computing the roots of high-degree polynomi-
als, which may be computationally difficult. This arises from the fact that for
the positive recurrent M/M/n queue with arrival rate λ and service rate µ,
the spectral measure φ consists of three parts, as described in [24]. The first
part is a jump at zero, which corresponds to the steady-state distribution.
The second component is an absolutely continuous measure on the interval
[(λ1/2−(nµ)1/2)2, (λ1/2+(nµ)1/2)2]. The third component consists of a set of
at most n (but possibly zero) jumps, which all exist on (0, (λ1/2− (nµ)1/2)2).
The complexity of determining γ arises from the difficulty of locating these
jumps [33]. In [24], this set of jumps is expressed in terms of the zeros of a
certain polynomial equation.
Significant progress toward understanding these jumps was made in a se-
ries of papers by van Doorn [31–34]. Van Doorn used the KM representation
and the theory of orthogonal polynomials to give several alternate charac-
terizations and bounds for the spectral gap of a BDP, and applied these to
the M/M/n queue. He also showed in [31] that for each fixed n there is a
transition in the nature of the spectral measure of the M/M/n queue as one
varies the traffic intensity, proving the following theorem:
Theorem 3. For all n≥ 1, there exists ρ∗n ∈ [0,1) s.t. for any M/M/n
queue with traffic intensity at least ρ∗n, γ = (λ
1/2 − (nµ)1/2)2; and for any
M/M/n queue with traffic intensity strictly less than ρ∗n, γ < (λ
1/2−(nµ)1/2)2.
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Unfortunately, all of the characterizations (including that of ρ∗n) given by
van Doorn are again stated in terms of the roots of high-degree polynomials,
and van Doorn himself comments in [33] that one is generally better off
using the approximations that he gives in the same paper. Van Doorn’s
work was later extended by Kijima in [26], and similar results were achieved
by Zeifman using different techniques in [42]. It was also shown in [42] that
ρ∗n ≤ (1−
1
n)
2.
There are also some results in the literature for explicitly bounding the
distance to stationarity, as opposed to just identifying the exponential rate of
convergence. In [42], Zeifman used tools from the theory of differential equa-
tions to give explicit bounds on the total variational distance between the
transient and steady-state distributions of a BDP, and explicitly examines
the M/M/n queue. In [36, 37], van Doorn and Zeifman used the techniques
developed in [42] to derive explicit bounds on the distance to stationarity
for a different queueing model, and examined how their bounds perform in a
certain heavy-traffic regime (not HW). In [4], Chen developed very general
bounds for the distance to stationarity for Markov chains, and then applied
these to BDP. However, these bounds are generally not studied in the HW
regime, and thus may not scale desirably with n in the HW regime. We note
that the complexity of bounding the distance to stationarity uniformly for a
sequence of BDP is related to the cutoff phenomenon for Markov chains [8],
which has been studied in the context of queueing systems [15].
In this paper, we prove several results about the rate of convergence to
stationarity for the M/M/n queue in the HW regime. We identify the lim-
iting rate of convergence to steady-state, that is, the spectral gap, and dis-
cover an asymptotic phase transition that occurs w.r.t. this rate. Specifically,
let γn denote the spectral gap associated with the M/M/n queue with ar-
rival rate n−Bn1/2 and service rate equal to unity. Then we demonstrate
the existence of a constant B∗ ≈ 1.85772 s.t. when the excess parameter
B ∈ (0,B∗], limn→∞ γn =
B2
4 . For B > B
∗, limn→∞ γn exists, and can be
given as the solution to an explicit equation involving special functions.
This result may be interpreted as an asymptotic version of the phase transi-
tion proven to occur for any fixed n by van Doorn in [31]. Indeed, we prove
that limn→∞ n
1/2(1− ρ∗n) =B
∗. It thus follows from the results of [31] (see
Theorem 3) that γn = (n
1/2−(n−Bn1/2)1/2)2 for B <B∗ and all sufficiently
large n. Observing that limn→∞(n
1/2 − (n−Bn1/2)1/2)2 = B
2
4 links our re-
sults to those of van Doorn for the case B <B∗, and a similar connection
exists for the case B ≥B∗.
We also prove explicit bounds on the distance to stationarity for the
M/M/n queue in the HW regime, when B <B∗. Our bounds scale indepen-
dently of n in the HW regime, and do not follow from the weak-convergence
theory.
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1.1. Outline of the paper. The rest of the paper proceeds as follows.
In Section 2, we state our main results, and outline our proof technique.
In Section 3, we prove a new characterization for the spectral gap of the
M/M/n queue. In Sections 4–6, we study the asymptotic properties of this
characterization. In Section 7, we compute the limiting spectral gap of the
M/M/n queue in the HW regime, and prove that a phase transition occurs.
In Section 8, we prove our explicit bounds on the distance to stationarity.
In Section 9, we compare our explicit bounds to other bounds from the
literature. In Section 10 we summarize our main results and present ideas
for future research. We include a technical appendix in Section 10.
2. Main results.
2.1. Definitions and notation. Let Qn denote the M/M/n queue with
arrival rate λn
∆
= n−Bn1/2 and service rate µ
∆
= 1, where we assume through-
out that n is sufficiently large to ensure that λn > 0, and n > λn + 1. Let
Qn(t) denote the number in system, that is, the number of jobs in service
plus the number of jobs waiting in queue, at time t; Qn(∞) denote the
corresponding steady-state r.v.; and γn denote the spectral gap of the asso-
ciated Markov chain. We define Pni,j(t)
∆
= P(Qn(t) = j|Qn(0) = i), Pnj (∞)
∆
=
P(Qn(∞) = j), Pni,≤j(t)
∆
=
∑j
k=0P
n
i,k(t) and P
n
≤j(∞)
∆
=
∑j
k=0P
n
k (∞). For a
function f , we let Z(f)(Z+(f)) denote the infimum of the set of (strictly
positive) real zeros of f , and set Z(f)(Z+(f)) =∞ if f has no (strictly pos-
itive) real zeros. All logarithms will be base e. Unless otherwise stated, all
functions are defined only over R. All empty products are assumed to be
equal to unity, and all empty summations are assumed to be equal to zero.
Also, for an event {E}, we let I({E}) denote the corresponding indicator
function.
2.2. The parabolic cylinder functions. We now briefly review the two-
parameter function commonly referred to as the parabolic cylinder function
Dx(z), since we will need these functions for the statement (and proof)
of our main results. For excellent references on these functions, see [17]
Sections 8.31 and 9.24, [3] Sections 3.3–3.5 and [12] Chapter 8. Let Γ denote
the Gamma function (see [19], Chapter 8.8). It is stated in [3] that x, z ∈R
implies Dx(z) ∈R, and
Dx(z) =


(
2
pi
)1/2
exp
(
z2
4
)∫ ∞
0
exp
(
−
y2
2
)
cos
(
pi
2
x− zy
)
yx dy,
if x≥ 0,
exp(−z2/4)
Γ(−x)
∫ ∞
0
exp
(
−
y2
2
− zy
)
y−(x+1) dy, if x < 0.
(1)
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Dx(z) takes on a simpler form for integral x. In particular, it is stated in [17]
that for z ∈R,
D−1(z) = 2
1/2 exp
(
z2
4
)∫ ∞
2−1/2z
exp(−y2)dy,
(2)
D0(z) = exp
(
−
z2
4
)
and D1(z) = z exp
(
−
z2
4
)
.
Note that since Γ(−x) ∈ (0,∞) for x < 0, (1) and (2) imply that Dx(z)> 0
for z ∈R and x≤ 0.
The parabolic cylinder functions arise in several contexts associated with
the limits of queueing models, such as the Ornstein–Uhlenbeck limit of the
appropriately scaled infinite-server queue [20] and various limits associated
with the Erlang loss model [40]. We note that the parabolic cylinder func-
tions have been studied as the limits of certain polynomials under the HW
scaling, using tools from the theory of differential equations [2, 9–11].
2.3. Main results. We now state our main results. We begin by identi-
fying the limiting rate of convergence to steady-state, that is, the limiting
spectral gap, for the M/M/n queue in the HW regime; and prove that a
phase transition occurs w.r.t. this limiting rate. We define
υ(x, y)
∆
=


Dx(y)
Dx−1(y)
, if Dx−1(y) 6= 0,
∞, otherwise.
Also, let ϕ(B)
∆
= υ(B
2
4 ,−B), ζ(B)
∆
= ϕ(B) + B2 and
Ψ∞(x)
∆
=

υ(x,−B) +
1
2
(B + (B2 − 4x)1/2), if x≤
B2
4
,
∞, otherwise.
Note that ζ(B) = Ψ∞(
B2
4 ). We include a plot of ζ in Figure 1.
Let B∗
∆
=Z+(ζ). Then:
Proposition 1. B∗ ≈ 1.85772 and Z+(Ψ∞) ∈ (0,min(1,
B2
4 )) for B >B
∗.
Our main result is:
Theorem 4. The limit γ(B)
∆
= limn→∞ γn exists for all B > 0. For 0<
B ≤B∗, γ(B) = B
2
4 . For B ≥B
∗, γ(B) = Z+(Ψ∞).
We include a plot of γ in Figure 2.
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Fig. 1. Plot of ζ.
Due to the nonlinear manner in which the steady-state probability of wait
scales in the HW regime, the case 0 < B < B∗ actually encompasses most
scenarios of practical interest. Indeed, it is proven in [18] that the limit of
the steady-state probability of wait equals(
1 +B exp
(
1
2
B2
)∫ B
−∞
exp
(
−
1
2
z2
)
dz
)−1
.
As this limit is monotone in B, the case 0< B < B∗ includes all scenarios
for which the steady-state probability of wait is at least 0.04.
We note that the results of [38] show that γ(B) is also the spectral gap
of the HW diffusion, demonstrating an interchange of limits for the M/M/n
queue in the HW regime. Namely, the limit of the sequence of spectral
Fig. 2. Plot of γ.
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gaps equals the spectral gap of the corresponding weak limit. Interestingly,
neither result implies the other, and it is an open challenge to understand
this interchange more generally.
The following corollary may be interpreted as an asymptotic version of
Theorem 3.
Corollary 1. The ρ∗n parameter of Theorem 3 satisfies
lim
n→∞
n1/2(1− ρ∗n) =B
∗.
We now give an interpretation of Theorem 4 and Corollary 1. TheM/M/n
queue behaves like an M/M/1 queue when all servers are busy, and an
M/M/∞ queue when at least one server is idle. The phase transition of
Theorem 4 formalizes this relationship in a new way. For 0 < B < B∗, the
KM spectral measure of the M/M/n queue in the HW regime has no jumps
away from the origin, and has spectral gap equal to (λ
1/2
n − n1/2)2, two
properties shared by the associated M/M/1 queue; see Theorem 2. For B >
B∗, the KM spectral measure has at least one jump away from the origin,
like the associated M/M/∞ queue (whose spectral measure has only jumps
and spectral gap equal to unity; see Theorem 2). Another interpretation
is that the M/M/n queue cannot approach stationarity faster than either
component system would on its own.
We now state our explicit bounds on the distance to stationarity for the
case B <B∗.
Theorem 5. Given B ∈ (0,B∗) and a1, a2 ∈R, let a=max(|a1|, |a2|,B).
Then there exists NB,a1,a2 <∞, depending only on B,a1 and a2, s.t. for all
n≥NB,a1,a2 and t≥ 1,
|n1/2Pn
⌈n+a1n1/2⌉,⌈n+a2n1/2⌉
(t)− n1/2Pn
⌈n+a2n1/2⌉
(∞)|
(3)
≤ t−1/2 exp
(
30(a2 +1)−
B2
4
t
)
and
|Pn
⌈n+a1n1/2⌉,≤⌈n+a2n1/2⌉
(t)− Pn
≤⌈n+a2n1/2⌉
(∞)|
(4)
≤B−1t−1/2 exp
(
30(a2 + 1)−
B2
4
t
)
.
Note that Theorem 5 provides a bound for any sufficiently large fixed n
and all times t greater than unity, which is independent of n, and converges
to zero as t→∞. Interestingly, such uniform bounds do not follow directly
from the weak-convergence theory, since the standard framework of weak
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convergence requires that one first fix a finite time interval of interest, and
then let n→∞, in that order.
It follows from the weak-convergence theory that our explicit bounds
yield corresponding bounds for the distance to stationarity of the HW diffu-
sion. Furthermore, in light of Theorem 4, the exponent B
2
4 appearing in our
bounds is the best possible. Although we were able to derive partial results
for the case B ≥B∗, the derived bounds were considerably more complicated
than those of Theorem 5, and we leave it as an open question to derive sim-
ple explicit bounds for the case B ≥ B∗. We note that the results of [38]
suggest that the exponential dependence on a2, and inverse dependence on
t1/2, of the prefactor appearing in Theorem 5 may not be tight, and it seems
likely that a more refined analysis would yield sharper bounds.
2.4. Outline of proof. We now present an outline of the proof of our main
results. To prove Theorem 4 and Corollary 1, we give a new characterization
for the spectral gap γn, and then study its asymptotics in the HW regime.
More precisely, in Section 3, we prove a new characterization for the spectral
gap γn, in terms of a certain function Ψn which we define. We express γn in
terms of three quantities: (n1/2−λ
1/2
n )2, Z+(Ψn) and the sign of Ψn((n
1/2−
λ
1/2
n )2). In Section 4, we prove that in the HW regime, Ψn converges to Ψ∞
and Ψn((n
1/2−λ
1/2
n )2) converges to ζ(B). In Section 5, we prove that in the
HW regime, Z+(Ψn) converges to Z
+(Ψ∞). In Section 6, we characterize the
sign of ζ(B). In Section 7, we combine the above results to prove Theorem 4
and Corollary 1. To prove Theorem 5, we use induction arguments to bound
certain polynomials which appear in the KM representation for the transient
M/M/n queue.
3. Characterization for γn. In this section we give a new characteriza-
tion for γn. We begin by associating several functions to the M/M/n queue,
as in [26] and [31]. For 0≤ k ≤ n, let fn,k(x)
∆
=
∑k
j=0
(k
j
)
λjn
∏k−j
i=1 (i− x);
zn,k(x)
∆
=


fn,k(x)
fn,k−1(x)
, if fn,k−1(x) 6= 0,
∞, otherwise,
and zn(x)
∆
= zn,n(x). We also define
an(x)
∆
=


1
2(λn + n− x− ((n
1/2 − λ1/2n )
2 − x)1/2((n1/2 + λ1/2n )
2 − x)1/2),
if x≤ (n1/2 − λ
1/2
n )
2,
∞, otherwise
and
Ψn(x)
∆
=
{
zn(x)− an(x), if zn(x) 6=∞ or an(x) 6=∞,
∞, otherwise.
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We now cite some properties of fn,n−1, zn,k and Ψn, as stated in [26], for use
in later proofs.
Lemma 1. (i) fn,n−1 is strictly positive on (−∞,1].
(ii) For k ≤ n, zn,k is strictly positive, continuous and strictly decreasing
on (−∞,1].
(iii) Ψn is continuous and strictly decreasing on (−∞,min((n
1/2−λ
1/2
n )2,1)].
We now prove the main result of this section, a new characterization for
γn, in particular.
Proposition 2. (i) If (n1/2 − λ
1/2
n )2 < 1 and Ψn((n
1/2 − λ
1/2
n )2) < 0,
then γn = Z
+(Ψn).
(ii) If (n1/2 − λ
1/2
n )2 < 1 and Ψn((n
1/2 − λ
1/2
n )2)≥ 0, then γn = (n
1/2 −
λ
1/2
n )2.
(iii) If (n1/2 − λ
1/2
n )2 ≥ 1, then Z+(Ψn) ∈ (0,1), and γn = Z
+(Ψn).
The proof of Proposition 2 relies on the following known characteriza-
tion for γn. Let σn(x)
∆
= fn,n(x)− (λnn)
1/2fn,n−1(x), and ψn(x)
∆
= fn,n(x)−
an(x)fn,n−1(x). Then the following is proven in [26]:
Theorem 6. If Z(σn) ≥ (n
1/2 − λ
1/2
n )2, then γn = (n
1/2 − λ
1/2
n )2. If
Z(σn)< (n
1/2 − λ
1/2
n )2, then γn = Z(ψn).
With Theorem 6 in hand, we now complete the proof of Proposition 2.
Proof of Proposition 2. We begin by studying the sign of Ψn(0),
Ψn(1), σn(0) and σn(1). Note that
Ψn(0) =
∑n
k=0
(n
k
)
λkn(n− k)!∑n−1
k=0
(n−1
k
)
λkn(n− 1− k)!
−
1
2
(λn + n− ((λn + n)
2 − 4λnn)
1/2)
= n
∑n
k=0 λ
k
n/k!∑n−1
k=0 λ
k
n/k!
− λn > 0.
If (n1/2 − λ
1/2
n )2 ≥ 1, then
Ψn(1) =
∑n
k=0
(n
k
)
λkn
∏n−k
i=1 (i− 1)∑n−1
k=0
(
n−1
k
)
λkn
∏n−1−k
i=1 (i− 1)
−
1
2
(λn + n− 1− ((λn + n− 1)
2 − 4λnn)
1/2)
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=
λnn
λn−1n
−
1
2
(λn + n− 1− ((λn + n− 1)
2 − 4λnn)
1/2)
=
1
2
(λn − n+ 1+ ((λn − n+1)
2 − 4λn)
1/2)≤ 0.
Similarly,
σn(0) =
n∑
k=0
(
n
k
)
λkn(n− k)!− (λnn)
1/2
n−1∑
k=0
(
n− 1
k
)
λkn(n− 1− k)!
= (n− 1)!
(
n
n∑
k=0
λkn
k!
− (λnn)
1/2
n−1∑
k=0
λkn
k!
)
≥ (n− 1)!
n∑
k=0
λkn
k!
(n− (λnn)
1/2)> 0
and
σn(1) =
n∑
k=0
(
n
k
)
λkn
n−k∏
i=1
(i− 1)− (λnn)
1/2
n−1∑
k=0
(
n− 1
k
)
λkn
n−1−k∏
i=1
(i− 1)
= λnn − (λnn)
1/2λn−1n < 0.
We first prove assertion (i). Note that if fn,n−1(x) 6= 0, then zn(x)−(λnn)
1/2 =
σn(x)
fn,n−1(x)
. Thus Lemma 1(i) implies that σn is the same sign as zn− (λnn)
1/2
on (−∞, (n1/2 − λ
1/2
n )2]. Recalling that σn(0) > 0, it follows from the con-
tinuity/monotonicity of zn [guaranteed by Lemma 1(ii)] and the intermedi-
ate value theorem that σn has a zero on (−∞, (n
1/2 − λ
1/2
n )2) if and only
if zn((n
1/2 − λ
1/2
n )2) − (λnn)
1/2 < 0. Since an((n
1/2 − λ
1/2
n )2) = (λnn)
1/2,
we conclude that Z(σn) < (n
1/2 − λ
1/2
n )2 iff Ψn((n
1/2 − λ
1/2
n )2) < 0. Thus
Z(σn) < (n
1/2 − λ
1/2
n )2, since by assumption Ψn((n
1/2 − λ
1/2
n )2) < 0, and
γn = Z(ψn) by Theorem 6. Noting that Ψn =
ψn
fn,n−1
on (−∞, (n1/2−λ
1/2
n )2],
this further implies that γn = Z(Ψn). That γn = Z
+(Ψn) then follows from
the fact that Ψn(0)> 0, and the continuity/monotonicity of Ψn guaranteed
by Lemma 1(iii). This completes the proof of assertion (i). The proof of
assertion (ii) follows from a similar argument, and we omit the details.
We now prove assertion (iii). Since σn is a polynomial s.t. σn(0)> 0 and
σn(1)< 0, we have that Z(σn)< 1≤ (n
1/2−λ
1/2
n )2. Thus Theorem 6 implies
that γn = Z(ψn). As in the proof of assertion (i), it follows that γn = Z(Ψn).
Since Ψn(0)> 0 and Ψn(1)< 0, the continuity/monotonicity of Ψn guaran-
teed by Lemma 1(iii) further ensures that γn = Z
+(Ψn) ∈ (0,1), completing
the proof. 
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4. Asymptotic analysis of Ψn. In this section we derive the asymptotics
of Ψn in the HW regime. In particular, we prove that:
Theorem 7. For B > 0 and x ∈ (0,1) ∩ (0, B
2
4 ], limn→∞ λ
−1/2
n Ψn(x) =
Ψ∞(x).
We also prove that:
Corollary 2. For B ∈ (0,2), limn→∞ λ
−1/2
n Ψn((n
1/2−λ
1/2
n )2) = ζ(B).
We proceed by separately analyzing the asymptotics of λ
−1/2
n (an − λn)
and λ
−1/2
n (zn − λn), beginning with an. Let
a∞(x)
∆
=


1
2
(B − (B2 − 4x)1/2), if x≤
B2
4
,
∞, otherwise.
Then:
Lemma 2. For x ∈ [0, B
2
4 ], limn→∞ λ
−1/2
n (an(x)− λn) = a∞(x).
Proof. Note that
λ−1/2n (an(x)− λn)
= (Bn1/2 − x− ((n1/2 + λ1/2n )
2 − x)1/2((n1/2 − λ1/2n )
2 − x)1/2)(2λ1/2n )
−1.
The lemma then follows from the fact that limn→∞(Bn
1/2 − x)(2λ
1/2
n )−1 =
B
2 , limn→∞((n
1/2 + λ
1/2
n )2 − x)1/2(2λ
1/2
n )−1 = 1 and limn→∞(n
1/2 − λ
1/2
n ) =
B
2 . 
We now analyze the asymptotics of zn, and begin by proving some nec-
essary bounds. Let us fix some x ∈ (0,1) and integer T ≥ 3, and define
R1,n
∆
= λ(x−1)/2n
n−(T+1)∑
k=0
(n− k)1−x exp(−λn)
λkn
k!
,
R2,n
∆
= λ(x−2)/2n
⌈n−T−1n1/2⌉∑
k=0
k(n− k)−x exp(−λn)
λkn
k!
.
Lemma 3. For all sufficiently large n, λ
−1/2
n (zn(x)− λn) is at least
exp(−4T−1)
R1,n
R2,n + 4(1− x)−1T−(1−x)
,
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and at most
exp(4T−1)
R1,n +4(1− x)
−1T−(1−x)
R2,n
.
Proof. The proof is deferred to the Appendix. 
Letting z∞(x)
∆
= υ(x,−B) +B, we now use Lemma 3 to demonstrate the
following:
Proposition 3. For x ∈ (0,1), limn→∞λ
−1/2
n (zn(x)− λn) = z∞(x).
Proof. We proceed by relating R1,n and R2,n to the expectations of
certain functions of a scaled Poisson r.v., and then analyze these expecta-
tions as n→∞ using tools from weak-convergence theory. Let Xn denote a
Poisson r.v. with mean λn, Zn
∆
= λ
−1/2
n (Xn − λn),
Y1,n
∆
=
(
B
(
n
λn
)1/2
−Zn
)1−x
I
(
Zn ≤B
(
n
λn
)1/2
− (T + 1)λ−1/2n
)
and
Y2,n
∆
=
(
B
(
n
λn
)1/2
−Zn
)−x
× I
(
Zn ≤ (B − T
−1)
(
n
λn
)1/2
+ λ−1/2n (⌈n− T
−1n1/2⌉ − (n− T−1n1/2))
)
.
It follows from a straightforward computation that R1,n = E[Y1,n], andR2,n =
λ
−1/2
n E[ZnY2,n] + E[Y2,n]. Let f1(y)
∆
= (B − y)1−xI(y ≤ B), f2(y)
∆
=
(B − y)−xI(y ≤ B − T−1), f3(y)
∆
= y(B − y)−xI(y ≤ B − T−1) and N de-
note a normal r.v. with zero mean and unit variance. It may be easily veri-
fied that {Y1,n},{Y2,n} and {ZnY2,n} are uniformly integrable sequences of
r.v.s, and converge in distribution to f1(N), f2(N), f3(N), respectively. It fol-
lows that limn→∞E[Y1,n] = E[f1(N)] = (2pi)
−1/2
∫ B
−∞(B−y)
1−x exp(−y
2
2 )dy,
limn→∞E[Y2,n] = E[f2(N)] = (2pi)
−1/2
∫ B−T−1
−∞ (B − y)
−x exp(−y
2
2 )dy, and
limn→∞E[ZnY2,n] = E[f3(N)] = (2pi)
−1/2
∫ B−T−1
−∞ y(B − y)
−x exp(−y
2
2 )dy.
Plugging the above limits into Lemma 3, and letting T →∞, we conclude
that
lim
n→∞
λ−1/2n (zn(x)− λn) =
∫ B
−∞(B − y)
1−x exp(−y2/2)dy∫ B
−∞(B − y)
−x exp(−y2/2)dy
.(5)
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We now complete the proof by relating the integrals appearing in (5) to the
parabolic cylinder functions. It is stated in [17] that for all x, z ∈R,
Dx+1(z)− zDx(z) + xDx−1(z) = 0.(6)
Combining (1) and (6), we find that the right-hand side of (5) equals∫∞
0 y
1−x exp(−(B − y)2/2)dy∫∞
0 y
−x exp(−(B − y)2/2)dy
=
Γ(2− x)((Dx(−B) +BDx−1(−B))/(1− x))
Γ(1− x)Dx−1(−B)
= z∞(x),
where the final equality follows from the fact that Γ(2−x)Γ(1−x) = 1− x. 
We now complete the proofs of Theorem 7 and Corollary 2.
Proof of Theorem 7 and Corollary 2. Since Ψn(x) = zn(x) −
an(x), Theorem 7 follows from Lemma 2 and Proposition 3.
We now prove Corollary 2. It follows from the monotonicity of zn guar-
anteed by Lemma 1(ii) that for any sufficiently small positive ε and all
sufficiently large n, one has
λ−1/2n
(
zn
(
B2
4
+ ε
)
− λn
)
≤ λ−1/2n (zn((n
1/2 − λ1/2n )
2)− λn)
≤ λ−1/2n
(
zn
(
B2
4
− ε
)
− λn
)
.
Thus by Proposition 3, for all sufficiently small ε > 0,
z∞
(
B2
4
+ ε
)
≤ lim inf
n→∞
λ−1/2n (zn((n
1/2 − λ1/2n )
2)− λn)
(7)
≤ lim sup
n→∞
λ−1/2n (zn((n
1/2 − λ1/2n )
2)− λn)≤ z∞
(
B2
4
− ε
)
.
We now prove that z∞ is continuous in a neighborhood of
B2
4 , from which
we conclude that limn→∞λ
−1/2
n (zn((n
1/2 − λ
1/2
n )2)− λn) = z∞(
B2
4 ). Indeed,
since Dx(z) > 0 for all z ∈ R and x ≤ 0, it follows that Dx−1(−B) > 0 for
x ≤ 1. The continuity of z∞ on (−∞,1] then follows from the fact that
Dx(−B) is an entire function of x [6].
Since an((n
1/2 − λ
1/2
n )2) = (λnn)
1/2, we also have that
lim
n→∞
λ−1/2n (an((n
1/2 − λ1/2n )
2)− λn) =
B
2
.
Combining the above completes the proof, since ζ(B) = z∞(
B2
4 )−
B
2 . 
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5. Asymptotic analysis of Z+(Ψn). In this section we derive the asymp-
totics of Z+(Ψn) in the HW regime. In particular, we prove the following:
Theorem 8. If B < 2 and ζ(B)≤ 0, or B ≥ 2, then limn→∞Z
+(Ψn) =
Z+(Ψ∞).
We first prove some additional properties of Z+(Ψ∞), namely,
Lemma 4. If B < 2 and ζ(B) < 0, or B ≥ 2, then: Ψ∞ has a unique
zero Z+(Ψ∞) ∈ (0,min(1,
B2
4 )); Ψ∞ is strictly positive on [0,Z
+(Ψ∞)); and
Ψ∞ is strictly negative on (Z
+(Ψ∞),min(1,
B2
4 )]. Alternatively, if B < 2 and
ζ(B) = 0, then: Ψ∞ is strictly positive on [0,min(1,
B2
4 )), and Z
+(Ψ∞) =
B2
4 .
Proof. We begin by proving that Ψ∞ is continuous and strictly de-
creasing on [0,min(1, B
2
4 )]. Since Ψ∞ = z∞ − a∞, it suffices to demonstrate
the continuity and monotonicity of z∞ and a∞ separately. We have already
shown that z∞ is continuous on (−∞,1], and it follows from Lemma 1(ii)
and Proposition 3 that z∞ is nonincreasing on [0,1]. A straightforward calcu-
lation demonstrates that a∞ is continuous and strictly increasing on [0,
B2
4 ].
Combining the above yields the desired result.
We now treat the case B < 2 and ζ(B)< 0, or B ≥ 2. Note that Ψ∞(0)>
0, since Ψ∞(0) = υ(0,−B) +B, and by (2), υ(0,−B)> 0. Also, Ψ∞(min(1,
B2
4 ))< 0, which we now demonstrate by a case analysis. If B < 2 and ζ(B)<
0, then min(1, B
2
4 ) =
B2
4 , and Ψ∞(
B2
4 ) = ζ(B)< 0. Alternatively, if B ≥ 2,
then min(1, B
2
4 ) = 1. But Ψ∞(1) < 0, since by (2), Ψ∞(1) = −B +
1
2(B +
(B2 − 4)1/2)< 0. Combining the above facts completes the proof. The case
B < 2 and ζ(B) = 0 follows similarly, and we omit the details. 
We now complete the proof of Theorem 8.
Proof of Theorem 8. We first treat the case B < 2 and ζ(B) < 0,
or B ≥ 2, and begin by demonstrating that lim infn→∞Z
+(Ψn)≥Z
+(Ψ∞).
Suppose for contradiction that lim infn→∞Z
+(Ψn)<Z
+(Ψ∞). Then it fol-
lows from Lemma 4 that there exists ε > 0 s.t. 0 < lim infn→∞Z
+(Ψn) +
ε <min(1, B
2
4 ), and Ψ∞(lim infn→∞Z
+(Ψn) + ε) > 0. Thus by Theorem 7,
for all sufficiently large n, Ψn(lim infn→∞Z
+(Ψn) + ε) > 0, and by the
monotonicity of Ψn [see Lemma 1(iii)], Ψn is strictly positive on (−∞,
lim infn→∞Z
+(Ψn) + ε). But by the definition of lim inf, this implies the
existence of an infinite strictly increasing sequence of integers {ni} s.t.
Ψni(Z
+(Ψni))> 0 for all i. This is a contradiction, since Ψni(Z
+(Ψni)) = 0
for all i, and we conclude that lim infn→∞Z
+(Ψn) ≥ Z
+(Ψ∞). The proof
that lim supn→∞Z
+(Ψn)≤ Z
+(Ψ∞), as well as the proofs for the case B < 2
and ζ(B) = 0, follow similarly, and we omit the details. 
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6. The sign of ζ. In this section we characterize the sign of ζ on (0,2),
proving the following:
Theorem 9. B∗ ∈ (0,2). ζ is strictly positive on [0,B∗) and strictly
negative on (B∗,2].
We also complete the proof of Proposition 1. Although Theorem 9 seems
clear from Figure 1, the formal proof of this fact is somewhat involved, since
a priori it could be the case that ζ never actually becomes strictly negative
at B∗, or that ζ has additional zeros on (B∗,2]. We begin by proving a
technical lemma about υ(x,−B).
Lemma 5. For any fixed B > 0, υ(x,−B) is a concave function of x on
(0,1).
Proof. The proof is deferred to the Appendix. 
We now prove some bounds for ϕ′(B)
∆
= ddBϕ(B), when it exists.
Lemma 6. ϕ is a differentiable function on (0,2), and
ϕ′(B)< (2B−1 −B)ϕ(B)−
B2
4
−ϕ2(B)≤B−2 − 1.
Proof. Note that υ(x, y) is a smooth function of y on (−∞,∞) for
any fixed x≤ 1, and a smooth function of x on (−∞,1] for any fixed y ∈R.
Indeed, this follows from the strict positivity of Dx−1(y) for each fixed x≤ 1,
and the fact that Dx(y) is an entire function of y for each fixed x [12], and an
entire function of x for each fixed y [6]. Thus we may apply the multivariate
chain rule to ϕ. In light of (6), and the fact (stated in [17]) that for all
x, z ∈R,
d
dz
Dx(z) +
1
2
zDx(z)− xDx−1(z) = 0,(8)
it then follows from a straightforward computation that ϕ is differentiable
on (−∞,2], and
ϕ′(B) =
B
2
dυ
dx
(
B2
4
,−B
)
−
B2
4
−ϕ2(B)−Bϕ(B).(9)
We now bound dυdx (
B2
4 ,−B). The mean value theorem guarantees the exis-
tence of c ∈ (0, B
2
4 ) s.t.
dυ
dx (c,−B) = (
B2
4 )
−1(υ(B
2
4 ,−B)− υ(0,−B)). In light
of Lemma 5, we conclude that
dυ
dx
(
B2
4
,−B
)
≤
(
B2
4
)−1(
υ
(
B2
4
,−B
)
− υ(0,−B)
)
<
4
B2
ϕ(B),(10)
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where the final inequality follows from the fact that υ(0,−B) > 0 by (2).
Combining (9) and (10) proves the first part of the lemma. It follows that
there exists xB ∈R s.t. ϕ
′(B)≤ (2B−1−B)xB − x
2
B −
B2
4 , which is at most
B−2− 1 by elementary calculus. Combining the above completes the proof.

We now complete the proof of Theorem 9 and Proposition 1.
Proof of Theorem 9 and Proposition 1. We first demonstrate
that ζ is strictly positive on [0,B∗). Indeed, this follows from (2), which
implies that ζ(0) = (21/2
∫∞
0 exp(−y
2)dy)−1 > 0.
To complete the proof of Theorem 9, we will first show that B∗ ∈ (21/2,2),
and then apply Lemma 6 to prove that ζ ′(B)< 0 on (B∗,2). We show that
B∗ ∈ (21/2,2) in two stages, first proving that B∗ ∈ (0,2). (2) implies that
ζ(2) = −2e
−1
e−1 +1< 0. That B
∗ ∈ (0,2) then follows from the fact that ζ(0)>
0, and the intermediate value theorem.
We now demonstrate that B∗ > 21/2. It is proven in [33] Theorem 4.1(i)
that
γn ≥ inf
k≥1
(λn +min(k,n)− λ
1/2
n (min(k− 1, n)
1/2 +min(k,n)1/2)).(11)
Note that for 1≤ k ≤ n, λn+min(k,n)−λ
1/2
n (min(k−1, n)1/2+min(k,n)1/2)
equals
(λ1/2n − k
1/2)2 +
λ
1/2
n
k1/2 + (k− 1)1/2
≥
1
2
(
λn
n
)1/2
.
For all k ≥ n+1, the right-hand side of (11) equals (n1/2−λ
1/2
n )2. Combining
the above, we find that
γn ≥min
(
1
2
(
λn
n
)1/2
, (n1/2 − λ1/2n )
2
)
.
Recalling that limn→∞(n
1/2− λ
1/2
n )2 =
B2
4 , it follows that for any fixed B <
21/2 and all sufficiently large n, γn ≥ (n
1/2 − λ
1/2
n )2.
Now, suppose for contradiction that B∗ < 21/2. Then combining Lemma 6
with the fact that by construction ϕ(B∗) =−B
∗
2 , we find that
ϕ′(B∗)<
(
2
B∗
−B∗
)(
−
B∗
2
)
−
B∗2
4
−
(
−
B∗
2
)2
=−1.
It follows that ζ ′(B∗)< 0, since ζ ′(B∗) = ϕ′(B∗) + 12 , and there exists B
′ ∈
(0,21/2) s.t. ζ(B′)< 0. Thus if we define all relevant functions (e.g., λn,Ψn)
in terms of B′, Corollary 2 implies that Ψn((n
1/2 − λ
1/2
n )2) < 0 for all suf-
ficiently large n, and γn < (n
1/2 − λ
1/2
n )2 by Proposition 2(i). But this is
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a contradiction since we have already shown that B′ < 21/2 implies that
γn ≥ (n
1/2 − λ
1/2
n )2 for all sufficiently large n, showing that B∗ > 21/2.
We now complete the proof of Theorem 9 by demonstrating that ζ ′(B)< 0
on (21/2,2). Indeed, for B ∈ (21/2,2), we have by Lemma 6 that ζ ′(B) equals
ϕ′(B) +
1
2
<
1
B2
− 1 +
1
2
= 0,
completing the proof of Theorem 9.
We now prove Proposition 1. In light of Theorem 9, the value of B∗
may easily be evaluated numerically to the approximate value 1.85772. The
second part of the proposition follows from Lemma 4. 
7. Limiting spectral gap in the HW regime and asymptotic phase transi-
tion. In this section we complete the proofs of Theorem 4 and Corollary 1.
Proof of Theorem 4. First, suppose 0 < B < B∗. Then it follows
from Theorem 9 that B < 2 and ζ(B)> 0. Combining with Corollary 2, we
conclude that Ψn((n
1/2 − λ
1/2
n )2) > 0 for all sufficiently large n, and γn =
(n1/2 − λ
1/2
n )2 by Proposition 2(ii). Observing that limn→∞(n
1/2 − λ
1/2
n )2 =
B2
4 completes the proof for this case.
Now, suppose B =B∗. By Proposition 2, for all sufficiently large n, either
Ψn((n
1/2 − λ
1/2
n )2)< 0, in which case γn = Z
+(Ψn), or γn = (n
1/2 − λ
1/2
n )2.
Let {ni, i≥ 1} denote the subsequence of {n} for which Ψni((n
1/2
i −λ
1/2
ni )
2)<
0. If {ni, i≥ 1} is a finite set, then trivially γn = (n
1/2 − λ
1/2
n )2 for all suf-
ficiently large n, and observing that limn→∞(n
1/2 − λ
1/2
n )2 =
B∗2
4 completes
the proof. Alternatively, suppose {ni, i ≥ 1} is an infinite set. Then Theo-
rem 8 implies that limi→∞Z
+(Ψni) =
B∗2
4 . Combining the above completes
the proof for this case, since γn always belongs to one of two series, both of
which converge to B
∗2
4 .
Next, consider the case B ∈ (B∗,2). It follows from Theorem 9 that ζ(B)<
0. Combining with Corollary 2, we conclude that Ψn((n
1/2 − λ
1/2
n )2) < 0
for all sufficiently large n, and γn = Z
+(Ψn) by Proposition 2(i). That
limn→∞ γn = Z
+(Ψ∞) then follows from Theorem 8.
Finally, suppose B ≥ 2. Then (n1/2 − λ
1/2
n )2 ≥ 1 for all sufficiently large
n, and Proposition 2(iii) implies that γn = Z
+(Ψn). The proof then follows
from Theorem 8. 
Proof of Corollary 1. Suppose for contradiction that lim infn→∞ n
1/2×
(1 − ρ∗n) < B
∗. Then there exists ε > 0, and an infinite, strictly increasing
sequence of integers {ni, i≥ 1}, s.t. ρ
∗
ni > 1− (B
∗ − ε)n
−1/2
i for all i. Con-
sider the sequence {Zi, i ≥ 1} of continuous time Markov chains, in which
Zi is an M/M/ni queueing system with λni = ni − (B
∗ − ε)n
1/2
i , µ = 1.
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Let us define all relevant functions (e.g., Ψni , λni) w.r.t. B
∗− ε. Then since
ζ(B∗− ε)> 0 and B∗− ε < 2 by Theorem 9, it follows from Corollary 2 that
Ψni((n
1/2
i −λ
1/2
ni )
2)> 0 for all sufficiently large i, and γni = (n
1/2
i −λ
1/2
ni )
2 by
Proposition 2(ii). But
λni
niµ
= 1− (B∗ − ε)n
−1/2
i < ρ
∗
ni for all i. This is a con-
tradiction, since by Theorem 3,
λni
niµ
< ρ∗ni implies that the spectral gap γni
of Zi is strictly less than (n
1/2
i −λ
1/2
ni )
2. Thus lim infn→∞ n
1/2(1− ρ∗n)≥B
∗.
A similar argument demonstrates that lim supn→∞ n
1/2(1 − ρ∗n) ≤ B
∗, and
we omit the details. Combining the above completes the proof. 
8. Explicit bounds on the distance to stationarity. In this section we
complete the proof of Theorem 5.
8.1. KM representation. In this subsection we formally state the KM
representation for the transient distribution of theM/M/n queue, when the
traffic intensity is at least ρ∗n. Let
Qn,k(x)
∆
=


1, if k = 0,
1−
x
λn
, if k = 1,(
1−
x
λn
+
min(k− 1, n)
λn
)
Qn,k−1(x)
−
min(k− 1, n)
λn
Qn,k−2(x), otherwise
(12)
and
cn(x)
∆
=Q2n,n(x)−
λn + n− x
λn
Qn,n(x)Qn,n−1(x) +
n
λn
Q2n,n−1(x).
It is proven in [31] that cn is strictly positive on ((n
1/2 − λ
1/2
n )2, (n1/2 +
λ
1/2
n )2). We also define
bn(x)
∆
=


(x− (n1/2 − λ1/2n )
2)1/2((n1/2 + λ1/2n )
2 − x)1/2,
if (n1/2 − λ
1/2
n )
2 ≤ x≤ (n1/2 + λ
1/2
n )
2,
∞, otherwise,
and let gn(k)
∆
= λk−nn n
min(n−k,0)
∏n
i=k+1 i. Then the following is proven by
KM in [24] (see also [31]):
Theorem 10. If λnn ≥ ρ
∗
n, then for all i, j, t≥ 0,
Pni,j(t)−P
n
j (∞) = (2pi)
−1gn(j)(λnn)
−1
×
∫ (n1/2+λ1/2n )2
(n1/2−λ
1/2
n )2
exp(−xt)Qn,i(x)Qn,j(x)bn(x)cn(x)
−1 dx.
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8.2. Bounds for |Qn,n(x)|, |Qn,n−1(x)| and |Qn,n(x)−Qn,n−1(x)|. In this
subsection we prove bounds for |Qn,n(x)|, |Qn,n−1(x)| and |Qn,n(x) −
Qn,n−1(x)|. Let hn(x)
∆
= 2nbn(x)
−1. Then we have the following:
Lemma 7. For all x ∈ ((n1/2 − λ
1/2
n )2, (n1/2 + λ
1/2
n )2),
|Qn,n(x)| ≤ cn(x)
1/2hn(x),(13)
|Qn,n−1(x)| ≤ cn(x)
1/2hn(x),(14)
|Qn,n(x)−Qn,n−1(x)| ≤
(
x
n
)1/2
cn(x)
1/2hn(x).(15)
Proof. We first prove (13). If Qn,n(x) = 0, then |Qn,n(x)| = 0 <
cn(x)
1/2hn(x). Otherwise,
Q2n,n(x)cn(x)
−1 =
(
1−
λn + n− x
λn
Qn,n−1(x)
Qn,n(x)
+
n
λn
(
Qn,n−1(x)
Qn,n(x)
)2)−1
(16)
≤ sup
z∈R
((
1−
λn + n− x
λn
z+
n
λn
z2
)−1)
= 4λnnbn(x)
−2,
where the final equality follows from elementary calculus. Taking square
roots completes the proof. The proof of (14) follows from a similar argument,
and we omit the details. We now prove (15). It is shown in [31] that Qn,n
and Qn,n−1 do not have any common zeros. Thus first suppose Qn,n(x) = 0.
Then (Qn,n(x)−Qn,n−1(x))
2cn(x)
−1 = λnn < 1. Combining with the fact that
4λnxbn(x)
−2 = 1+ (λn + x− n)
2bn(x)
−2 ≥ 1 completes the proof. The case
Qn,n−1(x) = 0 follows from a similar argument, and we omit the details.
Finally, suppose Qn,n(x) 6= 0 and Qn,n−1(x) 6= 0. Then
(Qn,n(x)−Qn,n−1(x))
2cn(x)
−1
= ((Qn,n(x)/Qn,n−1(x))− 1)
2
/((Qn,n(x)/Qn,n−1(x))
2 − ((λn + n− x)/λn)(Qn,n(x)/Qn,n−1(x))(17)
+ n/λn)
≤ sup
z∈R
(
(z − 1)2
(
z2 −
λn + n− x
λn
z +
n
λn
)−1)
.
Let f(z)
∆
= (z − 1)2(z2 − λn+n−xλn z +
n
λn
)−1. It may be easily verified that
f(z) is a continuously differentiable rational function of z on R, and the ze-
ros of ddzf(z) occur at z = 1 and z =
λn−n−x
λn−n+x
. Thus supz∈R f(z) must be one
of f(1), f(λn−n−xλn−n+x), limz→−∞ f(z), limz→∞ f(z). It follows from a straight-
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forward computation that f(1) = 0, limz→−∞ f(z) = limz→∞ f(z) = 1, and
f(λn−n−xλn−n+x) = 4λnxbn(x)
−2. Combining with (17), and the fact that
4λnxbn(x)
−2 ≥ 1, completes the proof. 
8.3. Bounding |Qn,k(x)| and |Qn,k±1(x) −Qn,k(x)| for k = n ±O(n
1/2).
In this subsection, we bound |Qn,k(x)| and |Qn,k±1(x)−Qn,k(x)| for k = n±
O(n1/2). Let sn(a)
∆
= a(n1/2−a)−1, rn(a,x)
∆
= x(n−an1/2)−1 and Fn(a,x)
∆
=
exp((1 + sn(a))(a+ n
−1/2)(3x1/2 + a)). Then we prove the following:
Theorem 11. For all a≥B > 0, k ∈ [n− an1/2, n+ an1/2 +1] and x ∈
((n1/2 − λ
1/2
n )2, (n1/2 + λ
1/2
n )2),
|Qn,k(x)| ≤ Fn(a,x)cn(x)
1/2hn(x),(18)
|Qn,k+1(x)−Qn,k(x)| ≤ rn(a,x)
1/2Fn(a,x)cn(x)
1/2hn(x).(19)
We first bound |Qn,k±1(x)| and |Qn,k±1(x)−Qn,k(x)| in terms of |Qn,k(x)|
and |Qn,k(x)−Qn,k±1(x)|. Namely,
Lemma 8. For all a≥B > 0, k ≥ n− an1/2, x > 0 and i ∈ {1,−1},
|Qn,k+i(x)|
(20)
≤ exp(rn(a,x) + sn(a))(|Qn,k(x)|+ |Qn,k(x)−Qn,k−i(x)|),
|Qn,k+i(x)−Qn,k(x)|
(21)
≤ exp(rn(a,x) + sn(a))(rn(a,x)|Qn,k(x)|+ |Qn,k(x)−Qn,k−i(x)|).
Proof. Note that
|Qn,k+i(x)|=
∣∣∣∣(1− xmin(k,n)(i−1)/2λ(−i−1)/2n )Qn,k(x)
+
(
min(k,n)
λn
)i
(Qn,k(x)−Qn,k−i(x))
∣∣∣∣,
|Qn,k+i(x)−Qn,k(x)|=
∣∣∣∣− xλnQn,k(x) +
(
min(k,n)
λn
)i
(Qn,k(x)−Qn,k−i(x))
∣∣∣∣.
Since max(|1 − xλn |, |1 −
x
min(k,n) |) ≤ exp(rn(a,x)), max(
min(k,n)
λn
, λnmin(k,n)) ≤
exp(sn(a)) and |
x
λn
| ≤ rn(a,x), the proof then follows from the triangle in-
equality. 
We now use an induction argument to bound |Qn,k(x)| and |Qn,k(x) −
Qn,k±1(x)| for k = n± O(n
1/2). Let Gn(a,x)
∆
= exp(rn(a,x) + rn(a,x)
1/2 +
sn(a)). Then we demonstrate the following:
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Lemma 9. For all a≥B > 0, k ≥ n− an1/2 and x> 0,
|Qn,k(x)| ≤Gn(a,x)
|k−n|cn(x)
1/2hn(x),(22)
|Qn,k(x)−Qn,k+1−2I(k≥n)(x)| ≤ rn(a,x)
1/2Gn(a,x)
|k−n|cn(x)
1/2hn(x).(23)
Proof. We first treat the case k ≥ n. We proceed by induction on (22)
and (23) simultaneously. The base case k = n follows immediately from
Lemma 7. Now, suppose the induction is true for some k ≥ n. Then by
Lemma 8 and the induction hypothesis |Qn,k+1(x)| is at most
exp(rn(a,x) + sn(a))
× (Gn(a,x)
k−ncn(x)
1/2hn(x) + rn(a,x)
1/2Gn(a,x)
k−ncn(x)
1/2hn(x))
= exp(rn(a,x) + sn(a))Gn(a,x)
k−ncn(x)
1/2hn(x)(1 + rn(a,x)
1/2)
≤Gn(a,x)
k+1−ncn(x)
1/2hn(x).
Similarly, by Lemma 8 and the induction hypothesis, |Qn,k+1(x)−Qn,k(x)|
is at most
exp(rn(a,x) + sn(a))
× (rn(a,x)Gn(a,x)
k−ncn(x)
1/2hn(x)
+ rn(a,x)
1/2Gn(a,x)
k−ncn(x)
1/2hn(x))
= exp(rn(a,x) + sn(a))Gn(a,x)
k−ncn(x)
1/2hn(x)
× (1 + rn(a,x)
1/2)rn(a,x)
1/2
≤ rn(a,x)
1/2Gn(a,x)
k+1−ncn(x)
1/2hn(x).
This concludes the induction, proving (22) and (23) for the case k ≥ n.
The proof for the case k < n follows from a similar argument, and we omit
the details. 
With Lemma 9 in hand, we now complete the proof of Theorem 11.
Proof of Theorem 11. By Lemma 9, |Qn,k(x)| is at most
exp((an1/2 +1)(rn(a,x) + rn(a,x)
1/2 + sn(a)))cn(x)
1/2hn(x)
= exp((a+ n−1/2)(1 + sn(a))
(24)
× (xn−1/2 + (1+ sn(a))
−1/2x1/2 + a))cn(x)
1/2hn(x)
≤ exp((a+ n−1/2)(1 + sn(a))(xn
−1/2 + x1/2 + a))cn(x)
1/2hn(x).
Similarly, |Qn,k+1(x)−Qn,k(x)| is at most
rn(a,x)
1/2 exp((a+ n−1/2)(1 + sn(a))(xn
−1/2 + x1/2 + a))cn(x)
1/2hn(x).(25)
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Furthermore, note that xn−1/2 < 2x1/2 for x ∈ (0, (n1/2 + λ
1/2
n )2), since
xn−1/2
2x1/2
=
x1/2
2n1/2
<
n1/2 + λ
1/2
n
2n1/2
< 1.
Combining with (24) and (25) completes the proof. 
8.4. Proof of Theorem 5. In this subsection we complete the proof of
Theorem 5. We begin by deriving a variant of the KM representation for
Pni,≤j(t), as opposed to P
n
i,j(t), that does not simply sum over all j + 1
states ≤ j, but instead relies on a “probability flow” interpretation using
the Chapman–Kolmogorov (CK) differential equations.
Lemma 10. If λnn ≥ ρ
∗
n, then for all i, j, t≥ 0, |P
n
i,≤j(t)− P
n
≤j(∞)| is at
most
(2pi)−1gn(j)n
−1
∫ (n1/2+λ1/2n )2
(n1/2−λ
1/2
n )2
exp(−xt)x−1|Qn,i(x)|
× |Qn,j+1(x)−Qn,j(x)|bn(x)cn(x)
−1 dx.
Proof. The CK differential equations imply that ddtP
n
i,≤j(t) = min(j +
1, n)Pni,j+1(t)− λnP
n
i,j(t). Thus for all i, j, t≥ 0,
|Pni,≤j(t)−P
n
≤j(∞)|=
∣∣∣∣
∫ ∞
t
(min(j +1, n)Pni,j+1(s)− λnP
n
i,j(s))ds
∣∣∣∣.(26)
By detailed balance,
min(j +1, n)Pnj+1(∞)− λnP
n
j (∞) = 0.
Similarly,
min(j + 1, n)gn(j +1) = λngn(j).
It thus follows from Theorem 10 that the right-hand side of (26) equals∣∣∣∣
∫ ∞
t
(
(2pi)−1gn(j)n
−1
×
∫ (n1/2+λ1/2n )2
(n1/2−λ
1/2
n )2
exp(−xs)Qn,i(x)
× (Qn,j+1(x)−Qn,j(x))bn(x)cn(x)
−1 dx
)
ds
∣∣∣∣
≤
∫ ∞
t
(
(2pi)−1gn(j)n
−1
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×
∫ (n1/2+λ1/2n )2
(n1/2−λ
1/2
n )2
exp(−xs)|Qn,i(x)|
× |Qn,j+1(x)−Qn,j(x)|bn(x)cn(x)
−1 dx
)
ds
= (2pi)−1gn(j)n
−1
×
∫ (n1/2+λ1/2n )2
(n1/2−λ
1/2
n )2
exp(−xt)x−1|Qn,i(x)|
× |Qn,j+1(x)−Qn,j(x)|bn(x)cn(x)
−1 dx,
where the final equality follows from Tonelli’s theorem. Combining the above
completes the proof. 
We now prove bounds on a special type of integral that arises in the
analysis of Pni,j(t)− P
n
j (∞).
Lemma 11. For all B,a > 0 there exists NB,a,CB,a <∞, depending only
on B and a, s.t. for all n≥NB,a and t≥ 1,∫ (n1/2+λ1/2n )2
(n1/2−λ
1/2
n )2
exp(−xt)Fn(a,x)
2bn(x)
−1 dx
(27)
≤ (1 +CB,an
−1/2)
(
pi
tλn
)1/2
exp
(
20a2 + 3aB −
B2
4
t
)
.
Proof. The proof is deferred to the Appendix. 
Finally, we complete the proof of Theorem 5.
Proof of Theorem 5. Suppose B ∈ (0,B∗), and a1, a2 ∈ R. Let a=
max(B, |a1|, |a2|), i= ⌈n+ a1n
1/2⌉, and j = ⌈n+ a2n
1/2⌉. We first prove (3).
It follows from Theorem 10 and Corollary 1 that for all sufficiently large n
and all t≥ 1, the left-hand side of (3) is at most
(2pi)−1gn(j)(λnn
1/2)−1
(28)
×
∫ (n1/2+λ1/2n )2
(n1/2−λ
1/2
n )2
exp(−xt)|Qn,i(x)||Qn,j(x)|cn(x)
−1bn(x)dx.
Applying Theorem 11 to |Qn,i(x)| and |Qn,j(x)| in (28), we find that the
left-hand side of (3) is at most
2pi−1gn(j)
n3/2
λn
∫ (n1/2+λ1/2n )2
(n1/2−λ
1/2
n )2
exp(−xt)Fn(a,x)
2bn(x)
−1 dx.(29)
M/M/N QUEUE IN THE HALFIN–WHITT REGIME 25
It then follows from Lemma 11 that there exists NB,a,CB,a <∞, depending
only on B and a, s.t. for all n≥NB,a and t≥ 1, the left-hand side of (3) is
at most
2(pit)−1/2gn(j)
(
n
λn
)3/2
(1 +CB,an
−1/2) exp
(
20a2 + 3aB −
B2
4
t
)
.(30)
Since gn(j) ≤ (
n
λn
)n−λn+1, combining (30) with a simple Taylor series ex-
pansion, and the fact that B <B∗ < 2, completes the proof of (3).
We now prove (4). It follows from Lemma 10 and Corollary 1 that for all
sufficiently large n and all t≥ 1, the left-hand side of (4) is at most
(2pi)−1gn(j)n
−1
×
∫ (n1/2+λ1/2n )2
(n1/2−λ
1/2
n )2
exp(−xt)x−1|Qn,i(x)|(31)
× |Qn,j+1(x)−Qn,j(x)|cn(x)
−1bn(x)dx.
Applying Theorem 11 to |Qn,i(x)| and |Qn,j+1(x)−Qn,j(x)|, we find that
(31) is at most
2pi−1gn(j)n(n− an
1/2)−1/2
∫ (n1/2+λ1/2n )2
(n1/2−λ
1/2
n )2
exp(−xt)x−1/2Fn(a,x)
2bn(x)
−1 dx.
Since x−1/2 ≤ 2B−1 for x≥ (n1/2−λ
1/2
n )2, the proof of (4) then follows from
an argument similar to that used to prove (3), and we omit the details. 
9. Comparison to other bounds from the literature. In this subsection
we compare our bounds from Theorem 5 to two other explicit bounds given
in the literature [4, 42]. In both cases we will prove that the bounds from the
literature (applied to |Pnn,≤n(t)−P
n
≤n(∞)| for 0<B <B
∗) scale unfavorably
in the HW regime. We begin with the bounds given in [42], which prove
that for each B ∈ (0,B∗), there exists NB s.t. for all n ≥ NB and t ≥ 0,
|Pnn,≤n(t)− P
n
≤n(∞)| is at most
4(n− 1)
(
∞∑
i=1
((
n
n− 1
)i
− 1
)
Pni (∞) +
((
n
n− 1
)n
− 1
)
(1− 2Pnn (∞))
)
(32)
× exp(−(Bn1/2 − 1)(n− 1)−1t).
Since limn→∞((Bn
1/2−1)(n−1)−1) = 0, the exponential rate of convergence
demonstrated by (32) goes to zero as n→∞, rendering the bound in [42]
ineffective. We now examine the bounds given in [4], which prove that for
each B ∈ (0,B∗), there exists NB s.t. for all n≥NB and t≥ 0, |P
n
n,≤n(t)−
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Pn≤n(∞)| is at most
(Pnn (∞)
−1 − 1)1/2 exp(−γnt).(33)
It is well known (see [18]) that lim infn→∞(P
n
n (∞)
−1 − 1)1/2n−1/4 > 0. It
follows that the prefactor appearing in (33) diverges as n→∞, rendering
the bound in [4] ineffective.
It should be noted that although the bounds given in [42] and [4] are
ineffective in the HW regime, both bounds hold in much greater generality,
and thus remain interesting and applicable in a variety of other settings.
10. Conclusion and open questions. In this paper we proved several re-
sults about the rate of convergence to stationarity, that is, the spectral gap,
for the M/M/n queue in the HW regime. We identified the limiting rate of
convergence to steady-state, and proved that an asymptotic phase transi-
tion occurs w.r.t. this rate. In particular, we demonstrated the existence of
a constant B∗ ≈ 1.85772 s.t. when a certain excess parameter B ∈ (0,B∗),
the error in the steady-state approximation converges exponentially fast to
zero at rate B
2
4 . For B > B
∗, the error in the steady-state approximation
converges exponentially fast to zero at a different rate, which is the solution
to an explicit equation given in terms of the parabolic cylinder functions.
This result may be interpreted as an asymptotic version of a phase transi-
tion proven to occur for any fixed n by van Doorn in [31]. We also proved
explicit bounds on the distance to stationarity for the M/M/n queue in the
HW regime, when B <B∗. Our bounds scale independently of n in the HW
regime, and do not follow from the weak-convergence theory.
This work leaves several interesting directions for future research. There
are many open questions related to the interaction between weak conver-
gence and convergence to stationarity. Although our results and those of [38]
show that for the M/M/n queue in the HW regime there is an “interchange
of limits” in this regard, namely the limiting rate of convergence equals
the rate of convergence of the limit, it is unknown to what extent such an
interchange must hold in general. Similarly, it is an open challenge to de-
rive uniform bounds on the distance to steady-state in the HW regime for
the case of non-Markovian processing times. It would also be interesting to
prove that a phase transition occurs in other related models, and we refer
the reader to the recent paper [39] for some results in this direction.
APPENDIX
Proof of Lemma 3. By Lemma 1(i), fn,n−1(x)> 0, and thus (zn(x)−
λn)λ
−1/2
n equals( ∑n
k=0
(n
k
)
λkn
∏n−k
j=1 (j − x)∑n−1
k=0
(n−1
k
)
λkn
∏n−1−k
j=1 (j − x)
− λn
)
λ−1/2n
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(34)
=
∑n
k=0
(n
k
)
λkn
∏n−k
j=1 (j − x)− λn
∑n−1
k=0
(n−1
k
)
λkn
∏n−1−k
j=1 (j − x)
λ
1/2
n
∑n−1
k=0
(n−1
k
)
λkn
∏n−1−k
j=1 (j − x)
.
Note that the numerator of (34) equals
n∏
j=1
(j − x) +
n∑
k=1
(
n
k
)
λkn
n−k∏
j=1
(j − x)
−
n−1∑
k=0
(
n− 1
(k+ 1)− 1
)
λk+1n
n−(k+1)∏
j=1
(j − x)(35)
= (n− 1)!
n∑
k=0
(n− k)
n−k∏
j=1
(
1−
x
j
)
λkn
k!
,
and the denominator of (34) equals
λ−1/2n
n−1∑
k=0
(
n− 1
(k+1)− 1
)
λk+1n
n−(k+1)∏
j=1
(j − x)
= λ−1/2n
n∑
k=1
k
n
(
n
k
)
λkn
n−k∏
j=1
(j − x)(36)
= λ−1/2n (n− 1)!
n∑
k=0
k
n−k∏
j=1
(
1−
x
j
)
λkn
k!
.
Plugging (35) and (36) into (34), and multiplying through by exp(−λn)(n−1)! , we
find that (zn(x)− λn)λ
−1/2
n equals∑n
k=0(n− k)
∏n−k
j=1 (1− (x/j)) exp(−λn)(λ
k
n/k!)
λ
−1/2
n
∑n
k=0 k
∏n−k
j=1 (1− (x/j)) exp(−λn)(λ
k
n/k!)
.(37)
We now demonstrate that for all sufficiently large n, the numerator of (37)
is at least
T∏
j=1
(
1−
x
j
)n−(T+1)∑
k=0
(n− k)
n−k∏
j=T+1
(
1−
x
j
)
exp(−λn)
λkn
k!
,
and at most
T∏
j=1
(
1−
x
j
)n−(T+1)∑
k=0
(n− k)
n−k∏
j=T+1
(
1−
x
j
)
exp(−λn)
λkn
k!
+ (T + 1)2.
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The numerator of (37) equals
T∏
j=1
(
1−
x
j
) n−(T+1)∑
k=0
(n− k)
n−k∏
j=T+1
(
1−
x
j
)
exp(−λn)
λkn
k!
(38)
+
n∑
k=n−T
(n− k)
n−k∏
j=1
(
1−
x
j
)
exp(−λn)
λkn
k!
.
The desired lower bound follows from the fact that the second summand in
(38) is nonnegative. The upper bound follows from the fact that exp(−λn)
λkn
k! ≤
n−1/2 for all k ≥ 0 by Stirling’s inequality, n− k ≤ T + 1 for all k ≥ n− T ,
and 1− xj ≤ 1 for all j ≥ 1.
It follows from a similar argument that for all sufficiently large n, the
denominator of (37) is at least
λ−1/2n
T∏
j=1
(
1−
x
j
) n−(T+1)∑
k=0
k
n−k∏
j=T+1
(
1−
x
j
)
exp(−λn)
λkn
k!
,
and at most
λ−1/2n
T∏
j=1
(
1−
x
j
)n−(T+1)∑
k=0
k
n−k∏
j=T+1
(
1−
x
j
)
exp(−λn)
λkn
k!
+ (T + 1)2,
and we omit the details. Combining the above upper and lower bounds for
the numerator and denominator of (37), and dividing through by
∏T
j=1(1−
x
j ), we find that for all sufficiently large n, (zn(x)− λn)λ
−1/2
n is at least(
n−(T+1)∑
k=0
(n− k)
n−k∏
j=T+1
(1− (x/j)) exp(−λn)(λ
k
n/k!)
)
/(
λ−1/2n
n−(T+1)∑
k=0
k
n−k∏
j=T+1
(1− (x/j)) exp(−λn)(λ
k
n/k!)(39)
+
(
(T +1)2
/( T∏
j=1
(1− (x/j))
)))
,
and at most(
n−(T+1)∑
k=0
(n− k)
n−k∏
j=T+1
(
1−
x
j
)
exp(−λn)(λ
k
n/k!)
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+
(
(T +1)2
/( T∏
j=1
(1− (x/j))
)))
(40)
/(
λ−1/2n
n−(T+1)∑
k=0
k
n−k∏
j=T+1
(1− (x/j)) exp(−λn)(λ
k
n/k!)
)
.
We now simplify the terms in (39) and (40), by proving that for all n≥ T +1,
and k ∈ [0, n− T − 1],
exp(−2T−1)(n− k)−xT x ≤
n−k∏
j=T+1
(
1−
x
j
)
≤ exp(2T−1)(n− k)−xT x.(41)
Indeed, since 0< x< 1, it follows from a simple Taylor series expansion that
for all j ≥ 3, 1≤ exp(−x/j)1−(x/j) ≤ 1 + j
−2. Thus for j ≥ T +1,
n−k∏
j=T+1
exp(−x/j)
(1− (x/j))
≤
n−k∏
j=T+1
(1 + j−2)≤ exp
(∫ ∞
T
x−2 dx
)
= exp(T−1)
and
exp(−T−1)
n−k∏
j=T+1
exp
(
−
x
j
)
≤
n−k∏
j=T+1
(
1−
x
j
)
≤
n−k∏
j=T+1
exp
(
−
x
j
)
.(42)
Let Hk
∆
=
∑k
j=1
1
j denote the kth harmonic number. Then it follows from
the results of [41], and the fact that n− k > T , that
log
(
n− k
T
)
− (2T )−1 ≤Hn−k −HT ≤ log
(
n− k
T
)
+ (2T )−1.(43)
Combining (42) and (43) with the fact that 0< x2T < (2T )
−1 completes the
proof of (41).
It follows from (39), (40) and (41) that for all sufficiently large n, (zn(x)−
λn)λ
−1/2
n is at least
exp(−4T−1)
(n−(T+1)∑
k=0
(n− k)1−x exp(−λn)(λ
k
n/k!)
)
/(
λ−1/2n
n−(T+1)∑
k=0
k(n− k)−x exp(−λn)(λ
k
n/k!)(44)
+
(
(T + 1)2T−x
/( T∏
j=1
(
1−
x
j
))))
,
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and at most
exp(4T−1)
(n−(T+1)∑
k=0
(n− k)1−x exp(−λn)(λ
k
n/k!)
+
(
((T +1)2T−x)
/( T∏
j=1
(
1−
x
j
))))
(45)
/(
λ−1/2n
n−(T+1)∑
k=0
k(n− k)−x exp(−λn)(λ
k
n/k!)
)
.
With inequalities (44) and (45) in hand, we are now in a position to com-
plete the proof of Lemma 3. We begin by proving the lower bound. The
term λ
−1/2
n
∑n−(T+1)
k=0 k(n− k)
−x exp(−λn)
λkn
k! appearing in the denominator
of (44) is at most
λ−1/2n
⌈n−T−1n1/2⌉∑
k=0
k(n− k)−x exp(−λn)
λkn
k!
+ λ−1/2n max
0≤k≤n
(
k exp(−λn)
λkn
k!
)
(46)
×
n−(T+1)∑
k=⌈n−T−1n1/2⌉+1
(n− k)−x.
Recall that for all sufficiently large n, supk≥0(exp(−λn)
λkn
k! ) ≤ n
−1/2, and
( nλn )
1/2 ≤ 2, from which it follows that the second summand of (46) is at
most (
n
λn
)1/2 n−(T+1)∑
k=⌈n−T−1n1/2⌉+1
(n− k)−x ≤ 2
∫ T−1n1/2
0
y−x dy
= 2(1− x)−1T−(1−x)n(1−x)/2.
Using the above to upper-bound the denominator of (44), multiplying through
by λ
(x−1)/2
n and observing that λ
(x−1)/2
n
(T+1)2T−x
∏T
j=1(1−
x
j
)
≤ 2(1 − x)−1T−(1−x) for
all sufficiently large n completes the proof of the lower bound. The upper
bound follows from a similar argument, and we omit the details. 
Proof of Lemma 5. We begin by demonstrating that zn,k is a twice-
differentiable concave function on (0,1) for all k ≤ n, which will imply that
z∞, and ultimately υ(x,−B), are concave by taking limits. We proceed by
induction on k. The base case k = 1 is trivial, since zn,1(x) = λn + 1 − x.
Now, let us assume the statement is true for j = 1, . . . , k − 1 with k − 1 ≤
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n−1. It may be easily verified that fn,k(x) = (λn+k−x)fn,k−1(x)−λn(k−
1)fn,k−2(x). Thus since zn,k−1 is strictly positive on (0,1), which follows
from Lemma 1(ii), we find that
d2
dx2
zn,k(x)
= λn(k− 1)
(
−2zn,k−1(x)
−3
(
d
dx
zn,k−1(x)
)2
+ zn,k−1(x)
−2 d
2
dx2
zn,k−1(x)
)
.
Since the induction hypothesis implies that d
2
dx2
zn,k−1(x)≤ 0, it follows that
zn,k is twice-differentiable on (0,1) and satisfies
d2
dx2
zn,k(x)≤ 0 (concavity),
proving the induction.
Combining the above with Proposition 3, and the fact that pointwise lim-
its of concave functions are concave, demonstrates that z∞ is a concave func-
tion of x on (0,1) for any fixed B > 0. Observing that υ(x,−B) = z∞(x)−B
completes the proof. 
Proof of Lemma 11. Let dn(a)
∆
= 6(1 + sn(a))(a + n
−1/2). Then the
left-hand side of (27) equals∫ 2(λnn)1/2
(n1/2−λ
1/2
n )2
exp
(
a
3
dn(a)− xt+ dn(a)x
1/2
)
(x− (n1/2 − λ1/2n )
2)−1/2
(47)
× ((n1/2 + λ1/2n )
2 − x)−1/2 dx
+
∫ (n1/2+λ1/2n )2
2(λnn)1/2
exp
(
a
3
dn(a)− xt+ dn(a)x
1/2
)
× (x− (n1/2 − λ1/2n )
2)−1/2(48)
× ((n1/2 + λ1/2n )
2 − x)−1/2 dx.
Let un
∆
= 2(λnn)
1/2− (n1/2−λ
1/2
n )2. Since ((n1/2+λ
1/2
n )2−x)−1/2 ≤ ((n1/2+
λ
1/2
n )2 − 2(λnn)
1/2)−1/2 for x ∈ ((n1/2 − λ
1/2
n )2,2(λnn)
1/2), (47) is at most
exp
(
a
3
dn(a)
)
((n1/2 + λ1/2n )
2 − 2(λnn)
1/2)−1/2
×
∫ 2(λnn)1/2
(n1/2−λ
1/2
n )2
exp(−xt+ dn(a)x
1/2)(x− (n1/2 − λ1/2n )
2)−1/2 dx
= exp
(
a
3
dn(a)
)
(λn + n)
−1/2
×
∫ un
0
exp(−(y+ (n1/2 − λ1/2n )
2)t+ dn(a)(y+ (n
1/2 − λ1/2n )
2)1/2)y−1/2 dy
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≤ (λn + n)
−1/2 exp
(
a
3
dn(a) + dn(a)(n
1/2 − λ1/2n )− (n
1/2 − λ1/2n )
2t
)
×
∫ un
0
exp(−yt+ dn(a)y
1/2)y−1/2 dy,
where the final inequality follows from the fact that (y+(n1/2−λ
1/2
n )2)1/2 ≤
y1/2 + n1/2 − λ
1/2
n . It may be easily verified that −yt+ dn(a)y
1/2 ≤−12yt+
dn(a)
2(2t)−1 for all y > 0, and
∫∞
0 exp(−
1
2yt)y
−1/2 dy = (2pit )
1/2, and we con-
clude that (47) is at most
J1
∆
=
(
pi
λnt
)1/2
exp
(
a
3
dn(a) + dn(a)(n
1/2 − λ1/2n ) + dn(a)
2(2t)−1
(49)
− (n1/2 − λ1/2n )
2t
)
.
We now bound (48). Let S
∆
= (2(λnn)
1/2, (n1/2+λ
1/2
n )2). Since x ∈ S implies
(x− (n1/2 − λ1/2n )
2)−1/2 ≤ (2(λnn)
1/2 − (n1/2 − λ1/2n )
2)−1/2 ≤ (3λn − n)
−1/2,
(48) is at most
exp
(
a
3
dn(a)
)
(3λn − n)
−1/2 sup
z∈S
exp(−zt+ dn(a)z
1/2)
×
∫ (n1/2+λ1/2n )2
2(λnn)1/2
((n1/2 + λ1/2n )
2 − x)−1/2 dx
= exp
(
a
3
dn(a)
)
(3λn − n)
−1/2 sup
z∈S
exp(−zt+ dn(a)z
1/2)
×
∫ λn+n
0
y−1/2 dy,
which is itself at most
J2
∆
= 2
(
λn + n
3λn − n
)1/2
exp
(
a
3
dn(a) + dn(a)
2(2t)−1 − (λnn)
1/2t
)
,(50)
where the final inequality follows from the fact that −zt + dn(a)z
1/2 ≤
−12zt + dn(a)
2(2t)−1, and
∫ λn+n
0 y
−1/2 dy = 2(λn + n)
1/2. It may be easily
verified that there exists NB,a,CB,a <∞, depending only on B and a, s.t.
for all n ≥ NB,a and t ≥ 1, one has dn(a) ≤ 6a + CB,an
−1/2, n1/2 − λ
1/2
n ≤
B
2 + CB,an
−1/2 and J2 ≤ n
−1J1. The lemma then follows by using (49) to
bound (47), (50) to bound (48) and applying a simple Taylor series expan-
sion. 
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