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For a wide class of noninteracting tight-binding models in one dimension we present an analytical
solution for all scattering and edge states on a half-infinite system. Without assuming any sym-
metry constraints we consider models with nearest-neighbor hoppings and one orbital per site but
arbitrary size of the unit cell and generic modulations of on-site potentials and hoppings. The so-
lutions are parametrized by determinants which can be straightforwardly calculated from recursion
relations. We show that this representation allows for an elegant analytic continuation to complex
quasimomentum consistent with previous treatments for continuum models. Two important ana-
lytical results are obtained based on the explicit knowledge of all eigenstates. (1) An explicit proof
of the surface charge theorem is presented including a unique relationship between the boundary
charge Q
(α)
B of a single band α and the bulk polarization in terms of the Zak-Berry phase. In par-
ticular, the Zak-Berry phase is determined within a special gauge of the Bloch states such that no
unknown integer is left. This establishes a precise form of a bulk-boundary correspondence relating
the boundary charge of a single band to bulk properties. (2) We derive a topological constraint for
the phase-dependence of the edge state energies, where the phase variable describes a continuous
shift of the lattice towards the boundary. The topological constraint is shown to be equivalent to
the quantization of a topological index I = ∆QB − ρ¯ ∈ {−1, 0} introduced in an accompanying
letter [arXiv:1911.06890]. Here ∆QB is the change of the boundary charge QB for a given chemical
potential in the insulating regime when the lattice is shifted by one site towards the boundary, and
ρ¯ is the average charge per site (both in units of the elementary charge e = 1). This establishes
an interesting link between universal properties of the boundary charge and edge state physics dis-
cussed within the field of topological insulators. In accordance with previous results for continuum
systems, we also establish the localization of the boundary charge and determine the explicit form
of the density given by an exponential decay and a pre-exponential function following a power-law
with generic exponent −1/2 at large distances.
PACS numbers:
I. INTRODUCTION
Triggered by the discovery of the quantum Hall
effect1,2, the study of insulating materials has received
considerable interest in the last decade due to the devel-
opment of the field of topological insulators (TIs) with
interesting edge states appearing in the gap which might
be useful for quantum information processing [3-9], see
Refs. [10-14] for reviews and textbooks. Since edge states
describe interesting physical phenomena happening at
the boundary of a system, this field is ultimately related
to the study of the density at the boundary for an in-
sulating system, where not only the edge states but also
the scattering states have a nontrivial effect. That the
boundary charge QB (in units of the elementary charge
e = 1) for a given chemical potential in the insulating
regime does not only consist of the number QE of occu-
pied edge states and can appear in quantized fractional-
ized units is well known and has a long history15. For sys-
tems with local16 inversion symmetry QB is generically
quantized in half-integer units and the field of topolog-
ical crystalline insulators [17-22] has been put forward
recently, extending the standard classification schemes of
TIs [23-32]. An important step towards a generic discus-
sion ofQB has been undertaken within the so-called mod-
ern theory of polarization (MTP) [33-40], see Ref. [41] for
a recent textbook review over the field. In summary, the
MTP is based on two fundamental ingredients put for-
ward in Refs. [33,34]: (1) the establishment of a unique
definition of the bulk polarization of an insulating crystal
in terms of the Zak-Berry phase42 and (2) the proof of the
surface charge theorem which provides a relation between
QB and the bulk polarization. Most importantly, this re-
lation is not restricted to any symmetry constraints and
holds for generic models in all dimensions. It provides an
interesting variant of the common bulk-boundary corre-
spondence discussed within the field of TIs, where a rela-
tion between bulk topological invariants (like Chern and
winding numbers) for infinite systems and the number of
zero-energy edge states for systems with a boundary is
requested [43-46]. In analogy, the MTP provides a first
step to set up such a relation between the bulk Zak-Berry
phase and QB (instead of QE). However, a limitation of
the MTP is the fact that the Zak-Berry phase is not
a gauge-invariant quantity. There is still a freedom to
add any phase factor eiϕ~k = eiϕ~k+~G to the Bloch waves
which depends on the quasimomentum vector ~k and is
periodic when ~k is shifted by a vector ~G of the recipro-
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2cal lattice. The winding of this phase factor gives rise to
an arbitrary integer for the Zak-Berry phase. Moreover,
also the proof of the surface charge theorem in terms of
counting Wannier function centers in a certain volume
does neither control the number of edge states nor the
precise number of exponentially localized Wannier states
close to the boundary (with wave functions differing sig-
nificantly from those of the infinite system) in terms of
bulk quantities. Both are hard to determine analytically
for generic systems and often have to be calculated nu-
merically. As a consequence, an important topological
integer is left unknown in the surface charge theorem and
it is even not clear how to relate this unknown integer to
QE . This makes it very difficult to bridge the field of
TIs discussing edge states with the MTP concentrating
on QB .
Another important topic discussed in the literature is
to identify universal properties of QB . For systems with
local inversion symmetry it is known that the Zak-Berry
phase is quantized in half-integer units of 2pi42 such that,
due to the surface charge theorem, QB is also quantized
in half-integer units. The same quantization appears at
half-filling for systems with local chiral symmetry like,
e.g., for the Su-Schrieffer-Heeger (SSH) model47. Away
from symmetry constraints a finite one-dimensional (1D)
tight-binding model with nearest neighbor hopping and a
harmonic on-site potential with a wave-length commen-
surable with the lattice has been studied numerically48.
In the insulating regime a very stable and almost linear
behaviour of QB(ϕ) (up to discrete jumps arising from
edge states crossing the chemical potential) as function
of a phase variable ϕ controlling the offset of the po-
tential was revealed. Later on this work was extended
to other fillings49, the stability against random disorder
was demonstrated, and it was shown that the slope is
universal and can be related to the quantized Hall con-
ductance. Obviously this slope can not be explained by
edge state physics and is triggered by scattering states.
An intuitive and very simple physical argument has been
put forward48,49 in terms of charge conservation which,
for a half-infinite system, can be formulated as follows:
if a denotes the lattice spacing, the unit cell consists of
Z sites for a given commensurate wave-length λ = Za of
the potential. This leads to an average charge ρ¯ = νZ per
site when ν bands are filled. Shifting the potential con-
tinuously by one site towards the boundary via a phase
change by 2piZ one expects in an adiabatic picture that
on average the charge ρ¯ will be shifted into the bound-
ary leading to an increase of the boundary charge QB by
exactly the same amount. This is fundamentally related
to the fact that QB is defined via a macroscopic average
on scales much larger than Za, analog to the definition
of the macroscopic charge density in classical electrody-
namics (see, e.g., Chapter 4.5.1 in Ref. [41]). As a result,
for large Z or, equivalently, in the large wave-length limit
of the potential, one expects that QB(ϕ) will be almost
a linear function with a universal slope Zρ¯2pi =
ν
2pi on av-
erage. However, similar to the surface charge theorem
described above, this physical argument misses an un-
known integer. Since QB(ϕ) = QB(ϕ + 2pi) must be
periodic when the lattice is shifted by one unit cell, the
charge increase by ν due to the average linear slope must
be compensated by the net difference of edge states mov-
ing above and those moving below the chemical potential
during the phase interval 2pi. It is known from the in-
teger quantum Hall effect (IQHE) that this number is
given by the sum Cν =
∑ν
α=1 C
(α) of the Chern num-
bers of the occupied bands, which, due to the Diophan-
tine equation54–56, is given by Cν = ν− sνZ, where sν is
another integer topological index characteristic for gap
ν. To fulfil charge conservation it is therefore possible
that the average linear slope can in general take all val-
ues ν−sνZ2pi . Furthermore, since the slope appears only
on average and large deviations can appear for higher ly-
ing gaps and for cases when the phase-dependence of the
model parameters is quite strong, a precise definition of
universality is required.
The fact that an important topological integer is miss-
ing within the MTP and within the discussion of uni-
versal properties of QB(ϕ) was the motivation of the ac-
companying letter52 to fix the appropriate gauge for the
Zak-Berry phase and to identify a novel topological in-
dex to characterize universal properties of QB(ϕ). In a
first step, 1D nearest-neighbor tight-binding models with
one orbital per site on a half-infinite system were stud-
ied, with arbitrary size Z of the unit cell and generic
on-site potentials vj and hoppings tj within a unit cell,
where j = 1, . . . , Z, see Fig. 1 for illustration. The ϕ-
dependence of the parameters was chosen such that the
phase-shift ∆ϕ = 2piZ describes a shift of the lattice by
one site towards the boundary, i.e., vj+1(ϕ) = vj(ϕ+
2pi
Z )
and tj+1(ϕ) = tj(ϕ +
2pi
Z ). For constant hopping and in
the continuum limit (Z → ∞, a → 0, such that the
length Za of a unit cell stays constant), one obtains
at low filling the whole class of 1D solid state systems
with generic periodic potentials V (x) = V (x+ Za). For
the special case of cosine modulations with respect to
ϕ, the whole class of generalized Aubry-Andre´-Harper
models53 is covered, discussed extensively in the context
of topological insulators, the IQHE, photonic crystals,
and cold atom systems. It was argued in Ref. [52] that,
based on the detailed knowledge of the eigenstates de-
scribed in the present manuscript, a gauge of the Bloch
states can be found such that the boundary charge Q
(α)
B
of a single band α can be related in a unique way to
the Zak-Berry phase fixing the unknown constant of the
surface charge theorem for a single band. It was also
shown that this gauge is related in a very natural way
to the phase factors of the partial Bloch waves defin-
ing the scattering eigenstates of the half-infinite sys-
tem. Concerning the universal properties of the phase-
dependence of Q
(α)
B (ϕ), it turned out that the represen-
tation in terms of the Zak-Berry phase is very helpful to
show that the change of Q
(α)
B under a shift of the lat-
tice by one site towards the boundary can be written as
3∆Q
(α)
B (ϕ) = Iα(ϕ) +
1
Z . Here, Iα is a gauge invariant
topological index quantized in integer units, which was
shown to be identical to the winding number wα = −Iα
of a fundamental phase θ
(α)
k given by the phase differ-
ence of the Bloch wave function between the sites right
and left to the position of the boundary defining the half-
infinite system. Interestingly, concerning the boundary
charge QB at fixed chemical potential (which includes
the sum
∑ν
α=1Q
(α)
B of the occupied bands together with
the number QE of occupied edge states) physical argu-
ments were presented that the quantized topological in-
dex I(ϕ) = ∆QB(ϕ) − ρ¯ =
∑ν
α=1 Iα(ϕ) + ∆QE(ϕ) can
only take the two possible values I ∈ {−1, 0}. Here,
the value I = 0 is associated with charge conservation
of particles, which is the argument described above lead-
ing to ∆QB = ρ¯.
48 The other value I = −1 leading to
∆QB = ρ¯− 1 is associated in an analog way with charge
conservation of holes. We note that the duality between
particles and holes is based only on the Pauli principle
and needs no further symmetry constraint. Since charge
conservation of particles and holes is fulfilled for any
model it is quite remarkable that these simple physical
ingredients are sufficient to describe an important uni-
versal feature of QB(ϕ). Without explicit proof it was
argued in Ref. [52] that other values of I are not possible
since it is always possible to choose the ϕ-dependence of
the model parameters in such a way that no edge states
cross the chemical potential during the shift of the lattice
by one site (keeping the model parameters fixed before
and after the shift). Moreover, it was shown in Ref. [52]
that the quantization of I together with the periodicity
QB(ϕ) = QB(ϕ + 2pi) determines the generic form of
QB(ϕ) such that the average linear slope is given in ac-
cordance with the Diophantine equation by ν−sνZ2pi , where
sν is a topological index characterizing a topological con-
straint for the phase-dependence of the edge state ener-
gies. This constraint was stated as
∆F (ϕ) = sν + I(ϕ) ∈ {sν − 1, sν} , (1)
where ∆F (ϕ) is the difference of the number of edge
states moving below and those moving above the chem-
ical potential during the shift of the lattice by one site.
This means that the topological index sν appears at two
different places in the ϕ-dependence of QB , in the aver-
age linear slope as well as in the number of discrete jumps
appearing when edge states cross the chemical potential.
For the calculation of the topological index I(ϕ) the in-
fluence of these two dependencies cancel each other such
that its quantization can be explained by charge conser-
vation of particles and holes alone without involving any
edge state physics.
The purpose of this work is to present the exact so-
lution for all eigenstates of the considered class of half-
infinite tight-binding models and to provide a rigorous
proof of all statements of the accompanying letter regard-
ing the unique formulation of the surface charge theorem
for a single band and the derivation of the topological
constraint (1). The solutions for the scattering and edge
states are presented in terms of sub-determinants of the
matrix hk − , where hk is the Hamiltonian in quasi-
momentum space and  is the energy of the eigenstate,
and we show how to calculate the sub-determinants effi-
ciently from a set of recursion relations. To the best of
our knowledge, this representation has not been stated
before and provides a very efficient analytical and numer-
ical tool to obtain all eigenstates and physical observables
like the density and the boundary charge. We note that
in contrast to many other approaches trying to find ef-
fective analytical or numerical solutions for tight-binding
models on finite systems,58 half-infinite systems have the
advantage that the quasimomentum is continuous and
the thermodynamic limit has already been carried out
such that the two ends of the system can no longer effect
each other. In such systems, following general arguments
put forward in a recent article57 the solutions of the in-
finite system for complex quasimomentum form generi-
cally a basis to construct all scattering and edge states
for a half-infinite 1D system (up to special bifurcation
points where additional solutions with pre-exponential
power-laws have to be taken into account). Therefore,
the use of complex quasimomentum is helpful for any
system to calculate all scattering and edge states of a
half-infinite system (even beyond the considered class of
models in this work). However, we note that Ref. [57]
just describes a general scheme for this construction and
does not present an explicit representation of the Bloch
states in terms of the quasimomentum (which requires
the explicit solution of the Schro¨dinger equation).
Concerning the definition of the Zak-Berry phase we
will elaborate on two different ways which can be chosen
for the form of the Bloch wave in tight-binding models
with periodic modulation of the parameters. The choice
used in Ref. [52] is given by
ψ
(α)
k,bulk(n, j) =
1√
2pi
χ
(α)
k (j)e
ikn , (2)
where n is the unit cell index and the Z-dimensional vec-
tor χk = χk+2pi is periodic in k and describes the form
of the Bloch wave function within the unit cell (we have
set the lattice spacing a = 1 such that −pi ≤ k < pi).
The other possible choice used standardly in solid state
physics is
ψ
(α)
k,bulk(m) =
1√
2pi
χ¯
(α)
k (j)e
i kZama , (3)
where m = Z(n − 1) + j is the lattice site index and
χ¯
(α)
k (j) = χ
(α)
k (j)e
ikZ−jZ is no longer periodic in k. Here,
k
Za plays the role of the quasimomentum and ma is the
position in real space. Defining the Zak-Berry phase γ¯α
of band α with respect to χ¯
(α)
k (as it is standardly done
within the MTP) we will prove the central result
Q
(α)
B = −
γ¯α
2pi
− Z − 1
2Z
, (4)
provided that the gauge is chosen such that the last
component χ
(α)
k (Z) = χ¯
(α)
k (Z) is real. This gauge is
4ultimately related to the boundary condition for the
half-infinite system since the scattering states get the
form ψ
(α)
k (n, j) ∼ χ(α)k (j)eikn − h.c. in this gauge (here,
n = 1, j = 1 denotes the first site of a half-infinite system
with a left boundary or, alternatively, n = 0, j = Z−1 is
the last site of a half-infinite system with a right bound-
ary, see Fig. 1). Eq. (4) is the unique formulation of the
surface charge theorem for a single band where the sec-
ond term on the right hand side describes the polarization
of the ions. We note that a similar unique formulation
of the surface charge theorem for the boundary charge
QB =
∑ν
α=1Q
(α)
B +QE at fixed chemical potential is not
possible since it is not known how to relate the number
QE of edge states to a bulk quantity in the absence of
any symmetry constraints. Only the total number QtotE
of edge states (independent of whether they are occu-
pied or not) is given by the quantized sum
∑Z
α=1 γα over
all Zak-Berry phases defined with respect to χ
(α)
k in the
particular gauge described above.
Concerning the rigorous proof of the topological con-
straint (1) we will use two alternative ways. One is based
on the explicit solution of the edge state wave functions
in terms of the sub-determinants of hk − . This pro-
vides concrete conditions how the energy (ϕ) of the edge
states can cross the chemical potential as function of the
phase. We visualize this by a convenient diagrammatic
language where ∆F can be identified with an effective
topological charge which, due to certain diagrammatic
rules can only take two possible values sν − 1 or sν .
Based on the topological constraint we also derive useful
rules how the phase-dependence of the edge state ener-
gies can look like in general. We complement this by a
second proof based on the analytic continuation of Bloch
states to complex quasimomentum, which is straightfor-
ward by using the explicit solution for the eigenstates.
In accordance with previous approaches for half-infinite
continuum systems59 we find that the Bloch states have
a pole in the complex plane corresponding to the edge
state solutions. In addition branch cuts appear separat-
ing different bands on the real axis, see also Ref. [60] for
continuum systems. We demonstrate that, as function
of ϕ, the position of the edge state poles oscillate around
the branch cuts, in accordance with similar findings using
analytic continuations based on transfer matrices within
the IQHE43,56,61. We will show that these oscillations are
essential to prove that the phase-dependence of the model
parameters within a phase-interval of size 2piZ can be al-
ways chosen such that no edge state crosses the chemical
potential in a certain gap. This input was used in the
accompanying letter52 to justify that edge states are not
the driving force standing behind the topological con-
straint but are instead followers adjusting to the phase-
dependence of the model parameters in such a way that
charge conservation for particles and holes is fulfilled.
Besides the explicit solution for all eigenstates of the
considered class of tight-binding models and the rigorous
proof of the central results (1) and (4), we elaborate on a
number of further issues in this work. Besides the stan-
dard case where the wavelength λ of the modulations is
identical to the length Za of the unit cell, we will also
discuss the case λ = Za/p with a rational number Z/p.
This is a standard choice within the discussion of the
IQHE and is also covered by our analysis for the bound-
ary charge. We find that the topological constraint (1)
and the universal form of the phase-dependence of the
boundary charge is not changed but, in accordance with
the IQHE [54-56], we find that the Chern number is given
by the Diophantine equation pCν = ν − sνZ.
Another result concerns a useful universal relationship
between the boundary charges Q
R,(α)
B and Q
L,(α)
B of a
single band for a half-infinite system with a left/right
boundary, respectively. Here, the system with a left
boundary is starting with site j = 1 of the unit cell,
whereas the one with a right boundary ends with j =
Z − 1 (see Fig. 1). We note that this special relation
between the left and the right boundary corresponds to
the situation where, in each gap and for each value of
the phase ϕ, there is always exactly one edge state either
belonging to the left or to the right boundary, see also
Refs. [2,56]. In this case we obtain
Q
R,(α)
B +Q
L,(α)
B = −
Z − 1
Z
, (5)
which, in terms of the corresponding Zak-Berry phases,
is equivalent to γ¯Rα + γ¯
L
α = 0 according to (4).
Besides the boundary charge we discuss also the den-
sity in the insulating regime and analyse its localization
which is essential for a unique definition of the boundary
charge via a macroscopic average. In accordance with
similar results for continuum systems62 we find that the
density of an insulator falls off exponentially fast from
the boundary to the bulk value of the infinite system. As
in Ref. [62] we show that each edge state leaves a fin-
gerprint in the scattering state density which has exactly
the same form as the edge state but with opposite sign,
see also Ref. [59]. Technically this arises from a pole con-
tribution of the Friedel density in complex quasimomen-
tum space, where the Friedel density is that part which
leads to the well-known 2kF -oscillations for impurities in
metallic systems63. The remaining part of the density
follows from a branch cut contribution which leads to an
exponentially decreasing contribution with localization
length proportional to the product of a typical veloc-
ity and the inverse gap between the valence and conduc-
tion band. In addition to previous results for continuum
systems, we show that a pre-exponential function occurs
falling off generically with 1/
√
n at large distances, where
n labels the unit cells. This result looks very similar to a
corresponding power-law found for the one-particle den-
sity matrix of an infinite system, see Ref. [64].
We note that the discussion of the phase-dependence
of the bulk polarization and the pumped charge is
quite common in the literature, see e.g. Refs. [50,51,
56] and other works on generalized twisted boundary
conditions44,45. However, to the best of our knowledge,
5a unique relation between the boundary charge and the
bulk polarization has never been stated, and universal
properties of the phase-dependence have been reported
only with respect to a complete cycle when the phase is
changed by 2pi. The latter is related to the Chern num-
ber or to the number of windings of the edge state pole
around the branch cuts mentioned above43,56,61. In con-
trast, the quantized winding number wα(ϕ) = −Iα(ϕ) =
−∆Q(α)B (ϕ)+ 1Z , introduced in the accompanying letter52,
describes universal features for any given value of the
phase ϕ ∈ [0, 2pi] and has a direct relation to the bound-
ary charge. Therefore, in this work, we will also present a
detailed comparison of this winding number to the Chern
number and the Zak-Berry phase and we will show explic-
itly that it contains more information compared to the
topological invariants discussed so far in the literature.
The work is organized as follows. After introducing the
model in Section II A we present in Sections II B and II C
the solution of the Bloch states and the energy dispersion
for the infinite system, together with the analytic contin-
uation to complex quasimomentum. The solutions for the
scattering and edge states for the half-infinite system are
provided in Sections II D and II E. Based on the explicit
conditions how to determine the edge states we present
in Section II F a rigorous derivation of the topological
constraint (1) for the phase-dependence of the edge state
energies and present rules for its visualization. The def-
inition of the boundary charge and the derivation of the
unique relation (5) between the boundary charges of half-
infinite systems with a left or right boundary is described
in Section III A. The particle-hole duality is reviewed
in Section III B. Section III C is devoted to the calcu-
lation of the density for a half-infinite insulator, where
we demonstrate the localization of the boundary charge
and derive the power-law for the pre-exponential func-
tion. In Section IV we present the unique formulation
of the surface charge theorem (4) and discuss the Zak-
Berry phases in the two representations (2) and (3) of
the Bloch wave. Furthermore, we derive the universal
relation between the change of the boundary charge of a
single band under a shift of the lattice by an arbitrary
number of sites and the winding number associated with
the phase difference of the Bloch wave function between
the corresponding sites. Section V presents the compar-
ison of this winding number to the Zak-Berry phase and
the Chern number. The physical picture underlying the
universal properties of the boundary charge is the topic
of Section VI A which reviews the derivation proposed
in Ref. [52]. In addition, via the analytic continuation
of Bloch states, we will discuss in this section why the
phase-dependence of the model parameters can always be
chosen such that no edge state crosses the chemical po-
tential in a certain gap. The rigorous derivation for the
possible quantization values of the topological invariant
of a single band and for the invariant in the presence of a
fixed chemical potential, together with the relation to the
topological constraint (1), is presented in Sections VI B
and VI C, respectively. These Sections contain also the
derivation of the consequences for the phase-dependence
of the boundary charge and the case where the wave-
length of the modulations is given by a rational number
Z/p in units of the lattice spacing a. We close with a
summary and outlook in Section VII.
Throughout this work we use units ~ = e = a = 1.
II. SPECTRAL PROPERTIES
In this section we introduce the class of tight-binding
models under consideration and present the analytical so-
lution for all Bloch eigenstates of the infinite system and
all scattering and edge states of a half-infinite system
with a left or a right boundary. The exact result for all
eigenstates will form the basis for a rigorous proof of the
unique formulation of the surface charge theorem (4) in
Section IV. In addition, we present the analytic continua-
tion of the energy dispersion and the Bloch eigenstates to
complex quasimomentum, analog to corresponding rep-
resentations for continuum systems59,60. Of central im-
portance is the determination of the conditions for the
appearance of edge states and the analysis of their phase-
dependence when the lattice is shifted by a continuous
phase variable ϕ. We develop a graphical representation
to determine the precise topological constraints (1) for
the edge states in Section II F which will turn out to be
the basis for the rigorous proof of the quantization values
of the invariant I(ϕ) characterizing universal properties
of the boundary charge as introduced in Ref. [52], see
Section VI.
A. The model
We consider a generic nearest-neighbor tight-binding
model with one orbital per site on a half-infinite system,
extending either to the right or to the left side, described
by Hamiltonians HR/L, respectively, see Fig. 1(a,b) for
a sketch of the system. The unit cells are labelled by
n = 0,±1,±2, . . . . Each unit cell consists of Z sites
labelled by j = 1, . . . , Z. The absolute position of a site
is labelled by the indexm = Z(n−1)+j ≡ (n, j). We take
generic on-site potentials vˆm ≡ vˆnj ≡ vj and hoppings
tˆm ≡ tˆnj ≡ tj that depend only on the site index j within
the unit cell. The Hamiltonians HR/L in the 1-particle
subspace are given by
HR =
∑
m≥1
{
vˆm|m〉〈m| −
[
tˆm|m〉〈m+ 1|+ h.c.
]}
, (6)
HL =
∑
m≤−1
{
vˆm|m〉〈m| −
[
tˆm|m〉〈m− 1|+ h.c.
]}
. (7)
The difference between HR and HL is the way the unit
cell is cut off at the boundary. Whereas for HR the com-
plete unit cell n = 1 is included, for HL the site j = Z of
the first unit cell n = 0 is not included. With this choice
6v1 v2 vZvZ-1
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v1 v2 vZvZ-1
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unit cell with Z sites
ψ=0n=-1
v1 v2 vZvZ-1
HRHL
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FIG. 1: Sketch of the two half-infinite tight-binding models under consideration. The system is either extending to the right or
to the left side, described by the Hamiltonians HR and HL, respectively. The unit cells are labelled by n = 0,±1,±2, . . . , the
sites within a unit cell by j = 1, 2, . . . , Z. The absolute position of a site is labelled by m = Z(n − 1) + j. The right/left bar
indicates the boundary of HR/L. The site indicated between the two bars at n = 0, j = Z or m = 0 is an artificial site where
the eigenstate has to fulfil the boundary condition ψ(n = 0, j = Z) = ψ(m = 0) = 0.
the boundary condition for both Hamiltonians becomes
the same at m = 0 or at n = 0 and j = Z, see below.
To guarantee HR/L = H
†
R/L the on-site potentials
vj = v
∗
j must be real. The hoppings tj = t
∗
j > 0 are cho-
sen real and positive since possible phases can be gauged
away by a unitary transformation which does not influ-
ence the the density, see Appendix A. As a consequence
the Hamiltonian is real and is invariant under time rever-
sal transformation T = K with T 2 = 1, where K denotes
the operator of complex conjugation in the real-space ba-
sis of the lattice sites. We emphasize that this is not a
symmetry constraint imposed on top of the considered
tight-binding models but can always be achieved after
a unitary transformation. Furthermore, this symmetry
is not relevant for inducing any topological properties in
1D. According to the classification scheme of topological
insulators [23-32], only chiral symmetry or particle-hole
symmetry with C2 = 1 can induce nontrivial topology
in 1D systems. For T 2 = 1 these two symmetries are
equivalent and are only fulfilled if the potentials vj are
all the same. Also inversion symmetry is a special case,
where vj = vZ−j+1 and tj = tZ−j (with t0 ≡ tZ) has to
be fulfilled.
For convenience the average of all vj is defined as zero
energy and we define by t the average over all tj
1
Z
Z∑
j=1
vj = 0 ,
1
Z
Z∑
j=1
tj = t . (8)
All vj = vj(ϕ) and tj = tj(ϕ) are taken as function of
a phase variable 0 ≤ ϕ < 2pi, which shifts the lattice con-
tinuously towards the boundary for HR and away from
the boundary for HL, such that a phase change by
2pi
Z
corresponds to a shift by one lattice site, i.e.,
vj+1(ϕ) = vj
(
ϕ+
2pi
Z
)
, tj+1(ϕ) = tj
(
ϕ+
2pi
Z
)
.
(9)
Generically, this is achieved by using the form
vj(ϕ) = V Fv
(
2pi
Z
j + ϕ
)
, (10)
tj(ϕ) = t+ δt Ft
(
2pi
Z
j + ϕ
)
, (11)
where Fv(ϕ) = Fv(ϕ + 2pi) and Ft(ϕ) = Ft(ϕ + 2pi) are
some real and periodic functions of order of O(1). In Ap-
pendix B we describe different ways how we have chosen
generic and random forms for the two functions Fv and
Ft used in many figures.
For the case where the wavelength of the modula-
tions is given by some rational and non-integer number
λ = Z/p, with p being some positive integer, the phase-
dependence is chosen as
vj(ϕ) = V Fv
(
2pip
Z
j + ϕ
)
, (12)
tj(ϕ) = t+ δt Ft
(
2pip
Z
j + ϕ
)
. (13)
In this form the parameters are again periodic under a
phase change by 2pi but a shift of the lattice by one site
happens on the different scale 2pip/Z such that after a
phase change by 2pip the system has undergone all possi-
ble ways of how to define the boundary. We can map this
parametrization on the form of Eqs. (12) and (13) by the
rescaling ϕ′ ≡ ϕ/p, F ′v(ϕ′) = Fv(ϕ) and F ′t (ϕ′) = Ft(ϕ)
such that the parameters as function of ϕ′ get the same
form as above
vj(ϕ
′) = V F ′v
(
2pi
Z
j + ϕ′
)
, (14)
tj(ϕ) = t+ δt F
′
t
(
2pi
Z
j + ϕ′
)
. (15)
Therefore this case is also covered by our general ansatz
and will not be treated separately.
The eigenfunctions of the half-infinite tight-binding
models (6) and (7) will be constructed in terms of the
7Bloch eigenstates of the infinite system defined by the
bulk Hamiltonian written in compact form as
Hbulk =
∞∑
n=−∞
{|n〉〈n| ⊗ h(0) + |n+ 1〉〈n| ⊗ h(1)
+|n〉〈n+ 1| ⊗ h(−1)} , (16)
where we sum over all unit cells n = −∞, . . . ,∞. Here,
h(0) and h(±1) are Z × Z-matrices in unit cell space
describing the Hamiltonian within a unit cell or the hop-
ping from unit cell n→ n+ 1 or n+ 1→ n, respectively.
They are given by (zero matrix elements are not shown)
h(0) =
Z∑
j=1
vj |j〉〈j| −
Z−1∑
j=1
(tj |j + 1〉〈j|+ h.c.)
≡

v1 −t1
−t1 v2 −t2
−t2 . . . . . .
. . .
. . . −tZ−1
−tZ−1 vZ
 (17)
and
h(1) = −tZ |1〉〈Z| =
 −tZ
 = [h(−1)]† . (18)
The bulk Hamiltonian is translationally invariant and
can be diagonalized by the Fourier transform
|k〉 = 1√
2pi
∞∑
n=−∞
eikn|n〉, (19)
where −pi ≤ k < pi is the quasimomentum. We get
Hbulk =
∫ pi
−pi
dk|k〉〈k| ⊗ hk , (20)
with the Bloch Hamiltonian
hk = h(0) + e
−ikh(1) + eikh(−1) (21)
=

v1 −t1 −tZe−ik
−t1 v2 −t2
−t2 . . . . . .
. . .
. . . −tZ−1
−tZeik −tZ−1 vZ
 . (22)
For later convenience we write hk in the form
hk =
(
A bk
bT−k vZ
)
, (23)
where we have defined
A =

v1 −t1
−t1 v2 −t2
−t2 . . . . . .
. . .
. . . −tZ−1
−tZ−1 vZ−1
 (24)
and the (Z − 1)-dimensional column vector
bk =

−tZe−ik
0
...
0
−tZ−1
 . (25)
Once an eigenstate |ψ〉 for the Hamiltonian Hbulk of
the infinite system has been found
Hbulk|ψ〉 = |ψ〉 , (26)
we get also an eigenstate of the half-infinite systemsHR/L
if the boundary condition
ψ(n = 0, j = Z) = ψ(m = 0) = 0 (27)
and the asymptotic condition
lim
n→∞ψ(n, j) ∼ e
ikn, Im(k) ≥ 0 (28)
for HR and
lim
n→−∞ψ(n, j) ∼ e
ikn, Im(k) ≤ 0 (29)
for HL are fulfilled. As a consequence, we will see in Sec-
tion II E that, for given phase ϕ, we find always exactly
one edge state, either for HR or HL, consistent with the
study in Ref. [56] for the TKNN model2.
B. Bloch eigenstates for the infinite system
We first determine the eigenstates of the infinite system
Hbulk|ψ(α)k,bulk〉 = (α)k |ψ(α)k,bulk〉 , (30)
where ψ
(α)
k,bulk is the Bloch eigenstate of band α =
1, . . . , Z. We take the Bloch form
ψ
(α)
k,bulk(n, j) =
1√
2pi
χ
(α)
k (j)e
ikn , (31)
where χ
(α)
k = χ
(α)
k+2pi are the normalized Bloch states de-
scribed by Z-dimensional column vectors, which are cho-
sen periodic in k (for other representations of the Bloch
wave function see the discussion in Section IV). We will
also choose the gauge such that χ
(α)
k (Z) is real (which will
be relevant for the boundary condition for a half-infinite
system, see Sections II D and II E). They are eigenstates
of the Bloch Hamiltonian hk
hkχ
(α)
k = 
(α)
k χ
(α)
k . (32)
We note that hk is diagonalizable for all complex k except
at special branching points of the dispersion where a pair
of two eigenstates merge together, see Section II C. Since
8(hk)
T = h−k, we find that (χ
(α)
−k )
T are the left eigenvec-
tors of hk for any complex k
(χ
(α)
−k )
Thk = 
(α)
−k (χ
(α)
−k )
T , (33)
Since the eigenvalues of left and right eigenvectors are
the same, we get

(α)
k = 
(α)
−k (34)
for any complex k. The orthogonality and completeness
relation can be written as
(χ
(α)
−k )
Tχ
(α′)
k = δαα′ ,
Z∑
α=1
χ
(α)
k (χ
(α)
−k )
T = 1 . (35)
Furthermore, since (hk)
∗ = h−k∗ and hk = hk+2pi for
any complex k, and using the fact that the spectrum is
non-degenerate (see below), we get for any complex k

(α)
k =
(

(α)
−k∗
)∗
, (36)

(α)
k = 
(α)
k+2pi , (37)
and we can choose the gauge such that
χ
(α)
k (j) =
(
χ
(α)
−k∗(j)
)∗
, (38)
χ
(α)
k (j) = χ
(α)
k+2pi(j) . (39)
We note that the normalization and orthogonality de-
fined in terms of the left and right eigenvectors is very
essential to find a convenient analytic continuation to
complex quasimomentum. To construct the exact eigen-
states for any complex k we use the ansatz
χ
(α)
k =
1√
N
(α)
k
(
a
(α)
k
s(
(α)
k )
)
, (40)
where a
(α)
k is a (Z − 1)-dimensional column vector, and
N
(α)
k = N
(α)
−k = (a
(α)
−k )
Ta
(α)
k +
[
s(
(α)
k )
]2
(41)
guarantees normalization. The last component ∼ s((α)k )
plays a special role and determines the gauge of the
Bloch state needed for a precise definition of the Zak-
Berry phase to obtain a unique formulation of the surface
charge theorem, see Eq. (4. We choose a gauge such that
χ
(α)
k (Z) is real for real k. Furthermore, for any complex
k, we will use a representation such that the normaliza-
tion N
(α)
k and all components a
(α)
k (j) are analytic func-
tions in the complex plane up to branch cuts arising from
the dispersion relation 
(α)
k which occurs as a parameter
in all quantities. We show that such a representation is
possible since the Hamiltonian hk is an analytic function
of k. As we will see this representation has many advan-
tages and we propose it to be useful for the analysis of
generic models even going beyond the single-channel case
analysed in the present work.
Inserting (40) into the eigenvalue problem (32) and
using the form (23) of hk, we obtain the two equations
(A− (α)k )a(α)k = −s((α)k )bk (42)
bT−ka
(α)
k = −s((α)k )v¯Z((α)k ) , (43)
where we defined
v¯j() = vj −  . (44)
The first equation can be solved explicitly by
a
(α)
k = −B((α)k )bk , B() =
s()
A−  . (45)
The matrix B() is a well-defined matrix even for det(A−
) = 0 if we take
s() = det(A− ) . (46)
For this choice, the matrix elements Bjj′() are given
by (−1)j+j′ times the subdeterminant of A−  where the
row j′ and the column j are omitted. Examining these
subdeterminants based on the definition (24) of the A-
matrix one finds for 1 ≤ j ≤ j′ ≤ Z − 1
Bjj′() = Bj′j()
= (tjtj+1 · · · tj′−1)d1,j−1()dj′+1,Z−1() , (47)
where tjtj+1 · · · tj′−1 ≡ 1 for j = j′, and the determi-
nants dij() are defined for i ≤ j by
dij() = det(A
(ij) − ) , (48)
with
A(ij) =

vi −ti
−ti vi+1 −ti+1
−ti+1 . . . . . .
. . .
. . . −tj−1
−tj−1 vj
 . (49)
By convention, we define dij = 1 for i > j. Using this
result in Eq. (45), one obtains with Eq. (25) the explicit
solution for the components j = 1, . . . , Z−1 of the Bloch
state
a
(α)
k = f(
(α)
k )e
−ik + g((α)k ) , (50)
where f() and g() are (Z− 1)-dimensional column vec-
tors with components
fj() = t1 . . . tj−1tZdj+1,Z−1() , (51)
gj() =
t¯Z
t1 . . . tj−1
1
tZ
d1,j−1() . (52)
9-2 -1 0 1 2
ε
-2
0
2
D
(ε)
=c
os
(k)
α=1 α=2 α=3 α=4
ε
(1)
ε
(1)
ε
(2)
ε
(2)
ε
(3)
ε
(3)
ε
(4)
ε
(4)
ε
(2)0 pi 0 0 pipi pi 0ε
(1)
ε
(3)
bp
bp
bp
ν=1 ν=2 ν=3(a)
-pi 0 pi
-2
0
2
α=1
α=2
α=3
α=4
k
ε
(α)
ε
(3)
ε
(4)
ε
(1)
ε
(4)
ε
(2)
ε
(3)
ε
(1)
ε
(2)
k
0
0
0
0
pi
pi
pi
pi
(b)
FIG. 2: (a) The function D() for vj = − cos(2pij/Z) and tj = 1. The bands are formed in the regions where D((α)k ) =
cos(k) ≤ 1, with Z − 1 gaps ν = 1, . . . , Z − 1 in between. The band edges are given by (α)0 and (α)pi , where (α)0 is the band
top/bottom for even/odd α. 
(ν)
bp denote the energies where
d
d
D(
(ν)
bp ) = 0 and |D((ν)bp )| = | cos(k(ν)bp )| > 1. They correspond to
complex k-values k
(ν)
bp = ±iκ(ν)bp and k(ν)bp = ±(pi + iκ(ν)bp ) for even and odd ν, respectively, with κ(ν)bp ≥ 0, see Eq. (68). (b) The
band structure for the same parameters as function of the quasimomentum k.
Here, t¯ is defined by the geometric mean
t¯ ≡ (t1t2 · · · tZ)1/Z . (53)
The determinants dij can be calculated from the re-
cursion relations (we omit the argument )
dij = v¯idi+1,j − t2i di+2,j (54)
= v¯jdi,j−1 − t2j−1di,j−2 , (55)
together with dii = v¯i. The two determinants d2,Z−1
and d1,Z−2 will play a special role for the determination
of the edge states, see Section II E. For later convenience,
we define
d˜2,Z−1() =
t2Z
t¯Z
d2,Z−1() , (56)
d˜1,Z−2() =
t2Z−1
t¯Z
d1,Z−2() . (57)
Further useful properties of the determinants are listed
and proven in Appendix C. This Appendix contains also
very helpful identities for the derivatives of the deter-
minants and the B-matrix. In particular we find the
relation
f()T
d
d
g() = g()T
d
d
f() , (58)
which will be needed in Section IV to show the relation
between the Friedel charge and the Zak-Berry phase.
Furthermore, we show in Appendix C that one can
write all components a
(α)
k (j), with j = 2, . . . , Z − 1, in
terms of a
(α)
k (1) via
t1 · · · tj−1a(α)k (j) = d1,j−1((α)k )a(α)k (1)
− d2,j−1((α)k )s((α)k )tZe−ik , (59)
where a
(α)
k (1) follows from (50) as
a
(α)
k (1) =
t¯Z
tZ
{
d˜2,Z−1(
(α)
k )e
−ik + 1
}
. (60)
This component will play a central role to define the
quantized invariant in Section VI B. Since we work in
a gauge where χ
(α)
k (Z) is real for real k, we note that its
phase corresponds to the gauge invariant phase-difference
of the Bloch state χ
(α)
k (j) between the first and last site
of a unit cell.
We note that Eq. (43) is not an independent equation
and is automatically fulfilled when 
(α)
k is an eigenvalue
of hk, i.e., when det(hk − (α)k ) = 0. This follows from
the relation
det(hk − ) = −bT−kB()bk + s()v¯Z() , (61)
together with (45).
Eqs. (41), (46), (50), (51), and (52) show that all quan-
tities N
(α)
k , a
(α)
k (j), and s(
(α)
k ) can be written as analytic
functions F(, k) in  and k, with  ≡ (α)k . Therefore, the
analytic continuation of the eigenstates follows straight-
forwardly from the analytic continuation of the disper-
sion 
(α)
k which will be discussed in the next subsection.
Only at the special points N
(α)
k = 0 additional poles ap-
pear for the Bloch state. As we will see in Section II E
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FIG. 3: Two choices for the analytic continuation of the dispersion for the same parameters as in Fig. 2. (a) The analytic
continuation defining k, with k = 
(α)
k for (α − 1)pi < |k| < αpi and k = (Z)k for |k| > Zpi on the real axis. Branch cuts
occur at ±νpi + iκ, with |κ| < κ(ν)bp and ν = 1, . . . , Z − 1. (b) and (c) show the analytic continuation of (α)k for α = 2, 3, with

(α)
k = 
(α)
k+2pi taken on the whole real axis. Branch cuts are located at k
(ν)
bc + iκ and (k
(ν)
bc )
∗ − iκ (not shown), with |κ| > 0 and
ν = 1, 2 (for α = 2) and ν = 2, 3 (for α = 3), together with corresponding ones shifted by multiples of 2pi. Between the branch
cuts we have indicated in the boxes the relation to the analytic continuation chosen in (a). As one can see the values of the
dispersion left and right to the branch cut starting at k
(2)
bp are interchanged for α = 2, 3.
they are related to edge states, see also Ref. [59] with
similar results for continuum models.
C. Energy dispersion
To obtain the dispersion 
(α)
k , we rewrite the condition
det(hk− ) = 0 by using (61) and inserting the form (25)
of bk together with the matrix elements (47) of the B-
matrix. Using the recursion relation d1Z = v¯Zd1,Z−1 −
t2Z−1d1,Z−2, one finds after a straightforward calculation
the condition
cos(k) = D() , (62)
D() ≡ 1
2t¯Z
{
d1Z()− t2Zd2,Z−1()
}
. (63)
In Appendix C we prove many helpful representations
for the function D() and its derivatives. D() is a poly-
nomial of degree Z in  with real coefficients and the
asymptotic behaviour
lim
||→∞
D() =
(−)Z
2t¯Z
. (64)
Therefore, for any given complex k, Eq. (62) has Z solu-
tions  = 
(α)
k , with α = 1, . . . , Z, which fulfil the prop-
erties (34), (37) and (36). For real values −pi ≤ k < pi,
the Hamiltonian hk is hermitian and has always Z real
eigenvalues 
(α)
k , with α = 1, . . . , Z, corresponding to the
different bands which we label from bottom to top. In
this case, the graphical solution of Eq. (62) is shown in
Fig. 2(a). From Eq. (64) we get D() > 0 for  → −∞.
Therefore, the bottom of the first band is always at k = 0.
Since for each k there are Z real solutions of D() =
cos(k), the function D() must be monotonous in each
segment where | cos(k)| ≤ 1. As a consequence, we ob-
tain always Z−1 gaps labelled by ν = 1, . . . , Z−1 and the
band dispersion 
(α)
k for α even/odd is a monotonously
decreasing/increasing function for 0 < k < pi with band
region defined by 
(α)
pi/0 < 
(α)
k < 
(α)
0/pi, see Fig. 2(b). Oc-
casionally, two adjacent bands might touch at k = 0 or
k = ±pi leading to gap closings, but the classification in
Z bands remains.
The analytic continuation of the dispersion can be ob-
tained from Eq. (62), analog to Ref. [60]. This is achieved
by starting from some dispersion k on the real axis (see
below for two convenient choices) and solving a differ-
ential equation for dkdk along an arbitrary path in the
complex plane. Inserting  = k in Eq. (62) and taking
the derivative with respect to k we get
dk
dk
= − sin(k)
D′(k)
. (65)
It follows that the branching points k
(ν)
bp are given by the
condition
cos(k
(ν)
bp ) = D(
(ν)
bp ) , (66)
D′((ν)bp ) ≡
dD
d
(
(ν)
bp ) = 0 , (67)
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such that dkdk → ±∞ diverges for k → k(ν)bp . Since D′() is
a polynomial of degree Z−1, Eq. (67) has Z−1 solutions

(ν)
bp , with ν = 1, . . . , Z − 1. As shown in Fig. 2(a), each

(ν)
bp corresponds to a certain gap and has a real value
between the top of band ν and the bottom of band ν+1,
with D(
(ν)
bp ) = cos(k
(ν)
bp ) ≥ 1 (≤ −1) for ν even (odd).
By convention we define k
(ν)
bp as
k
(ν)
bp = iκ
(ν)
bp +
{
0 for ν even
pi for ν odd
, (68)
with κ
(ν)
bp ≥ 0. We note that the branching points appear
always 4-fold as ±k(ν)bp and ±(k(ν)bp )∗. Furthermore, each
k
(ν)
bp is defined mod(2pi) but if all of these replicas appear
depends on the specific initial condition on the real axis
which will be discussed in the following.
Expanding Eq. (62) around the branching point k =
k
(ν)
bp and using sin(k
(ν)
bp ) = i(−1)ν sinh(κ(ν)bp ) from (68)
and D′′((ν)bp ) = −(−1)ν |D′′((ν)bp )| from Fig. 2(a) we find
(for α = ν or α = ν + 1)

(α)
k = 
(ν)
bp +
(
2
sinh(κ
(ν)
bp )
|D′′((ν)bp )|
)1/2√
i(k − k(ν)bp ) . (69)
Depending on how the branch cut of the square root is
chosen one obtains different ways to define the analytic
continuation. Taking the following initial condition on
the real axis to solve the differential equation (65)
k = 
(α)
k for (α− 1)pi < |k| < αpi , (70)
k = 
(Z)
k for |k| > Zpi , (71)
one obtains branch cuts connecting ±pi + iκ(ν)bp with
±pi−iκ(ν)bp , separating the band dispersions (ν)k and (ν+1)k
on the real axis, see Fig. 3(a). This defines a common
function k in the complex plane where the different band
dispersion are connected analytically. By convention, if
the index (α) is not written in the following, k denotes
this function in the complex plane. Obviously, in this
representation the periodicity condition (37) is no longer
fulfilled but the properties (34) and (36) remain valid
k = −k = (−k∗)
∗ 6= k+2pi . (72)
This choice for the analytic continuation has the advan-
tage that all band dispersions are included but it is not
very convenient to use it for calculating integrals
∫ pi
−pi dk
by closing the integration contour in the upper half since
the integrals around the branch cuts are hard to evaluate.
An alternative way is to define an analytic continu-
ation for each band 
(α)
k separately by using the initial
condition
k = 
(α)
k for −∞ < k <∞ (73)
on the real axis, with 
(α)
k = 
(α)
k+2pi. With this choice for
the analytic continuation of 
(α)
k all properties stated in
(34), (36), and (37) remain valid for any k in the com-
plex plane. For each given α, two branching points at
k
(α−1)
bp and k
(α)
bp appear (mod(2pi), for α = 1, Z only one
branching point is present). Choosing the branch cut
of the square root in Eq. (69) on the negative real axis,
the branch cuts of 
(α)
k are pointing into the direction
of the positive (negative) imaginary axis if Im(k) > 0
(Im(k) < 0), see Figs. 3(b,c) for α = 2, 3.
Since the initial conditions for the two choices of the
analytic continuation of k and 
(α)
k are the same on the
real axis for (α − 1)pi < |k| < αpi and for |k| > Zpi, we
obtain
k = 
(α)
k for (α− 1)pi < |Re(k)| < αpi , (74)
k = 
(Z)
k for |Re(k)| > Zpi , (75)
Using in addition 
(α)
k = 
(α)
k+2pi = 
(α)
−k and k = −k, we
can relate the analytic continuation of 
(α)
k to the one
of k, see Fig. 3(b,c). This shows that the values left
and right to the common branch cuts of 
(α)
k and 
(α+1)
k
starting at k
(α)
bp are interchanged for the bands α and
α + 1. In Section III C we will use this result to show
that the branch cut contributions to the Friedel density
cancel for adjacent bands.
We note that the differential equation (65) determining
the analytic continuation can also be written in an alter-
native way by taking the derivative ddk of (hk−k)χk = 0.
Together with the form (21) of hk we find
− dk
dk
χk + (itZe
−ik|1〉〈Z| − itZeik|Z〉〈1|)χk
+ (hk − k) d
dk
χk = 0 .
Multiplying from the left with χT−k and using (35) to-
gether with the form (40) of χk we get
dk
dk
= itZ
s(k)
Nk
(
e−ika−k(1)− eikak(1)
)
.
Finally, inserting Eq. (60) for ak(1) we obtain
dk
dk
= 2t¯Z
s(k)
Nk
sin(k) . (76)
Comparing with (65) we find the useful relation
Nk = −2t¯Zs(k)D′(k) . (77)
For band α and −pi < k < pi, this gives a relation for the
sign of s(
(α)
k ) since N
(α)
k > 0 and the sign of D
′((α)k ) is
given by (−1)α (see Fig. 2), providing
sign(s(
(α)
k )) = −(−1)α for − pi < k < pi . (78)
This result will be used in Section II E to prove that each
gap hosts exactly one edge state.
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The condition Nk = 0 defines the points where∑Z
j=1 [χk(j)]
2
has a singularity. From Eq. (77) it follows
that s(k) = 0 or D
′(k) = 0 has to be fulfilled at such
a point. The latter condition corresponds to the branch-
ing points of k. The condition s(k) = 0 corresponds to
the pole positions of edge states, as will be discussed in
Section II E. We summarize
s(k) = 0 , D
′(k) 6= 0
⇔ edge pole of
Z∑
j=1
[χk(j)]
2
, (79)
s(k) 6= 0 , D′(k) = 0
⇔ branching point of
Z∑
j=1
[χk(j)]
2
. (80)
We note that, due to (77) and (69), the second case leads
to N(k) ∼ k − (ν)bp ∼
√
i(k − k(ν)bp ) close to the branch-
ing point. Therefore, the factor 1/N(k) is integrable and
does not have a pole but a branching point at this posi-
tion. In contrast, the case s(k) = D
′(k) = 0 are special
points where the edge pole and the branching point of∑Z
j=1 [χk(j)]
2
merge together to a branching pole, where
N(k) ∼ k − k(ν)bp ), see Eq. (91) and Appendix D.
D. Scattering states for half-infinite system
Once we have found the Bloch eigenstates ψ
(α)
k,bulk(n, j)
for Hbulk of the infinite system via (30), we can find a
scattering eigenstate for HR/L of the half-infinite system
at the same energy 
(α)
k , given by
HR/L|ψ(α)k 〉 = (α)k |ψ(α)k 〉 , (81)
ψ
(α)
k (n, j) =
1√
2pi
{
χ
(α)
k (j)e
ikn − χ(α)−k (j)e−ikn
}
. (82)
The boundary condition (27) is fulfilled since χ
(α)
k (Z) =
χ
(α)
−k (Z) = s(
(α)
k )/
√
Nk is real, which is the gauge we
have used in Section II B. The k-values for the eigenstates
of the half-infinite system are restricted to 0 < k < pi.
We note that the orthogonality and completeness rela-
tion of the eigenstates of the infinite system
∞∑
n=−∞
Z∑
j=1
ψ
(α)
k,bulk(n, j)
∗ψ(α
′)
k′,bulk(n, j) = δαα′δ(k − k′) ,
(83)
Z∑
α=1
∫ pi
−pi
dk ψ
(α)
k,bulk(n, j)ψ
(α)
k,bulk(n
′, j′) = δnn′δjj′ (84)
implies only the orthogonality relation for the eigenstates
of the half-infinite system
∞∑
n=−∞
Z∑
j=1
ψ
(α)
k (n, j)
∗ψ(α
′)
k′ (n, j) = δαα′δ(k − k′) , (85)
since the edge states will also contribute to the complete-
ness relation, see Section II E.
The result (82) can also be viewed as a consequence
of scattering theory: the wave function consists of a su-
perposition of an incoming and an outgoing wave. The
boundary condition (27) is very simple here since we
have considered only one orbital per site. For the multi-
channel case, the eigenstates of HR/L will also involve
exponentially decaying parts.
E. Edge states for half-infinite system
In this section we construct explicitly all edge states
for a half-infinite system and discuss the relation of var-
ious determinants to the complex quasimomentum cor-
responding to the edge states. These relations will turn
out to be essential to derive the topological constraints
for the phase-dependence of the edge state energies in the
subsequent Section II F.
To find edge states for HR/L,
HR/L|ψeke〉 = ke |ψeke〉 , (86)
ψeke(n, j) = χ
e
ke(j)e
iken , (87)
we look for solutions of Bloch states with Im(ke) ≷ 0 and
s(ke) = χ
e
ke
(Z) = 0 to fulfil the boundary and asymp-
totic conditions (27), (28) and (29). In contrast to χke ,
we parametrize them with a different normalization fac-
tor
χeke =
1√
N eke
(
ake
0
)
, (88)
but with the same vector ake . Below we will find that
e−ike is real [see Eq. (93)] and, therefore, it follows from
(50) that also the vector ake and the edge state wave
function ψeke(n, j) are real. The normalization N
e
ke
is
defined such that the edge state wave function (87) is
normalized, which means
∑∞
n=1
∑Z
j=1[ψ
e
ke
(n, j)]2 = 1 for
an edge state of HR and
∑0
n=−∞
∑Z
j=1[ψ
e
ke
(n, j)]2 for an
edge state of HL, leading to
N eke = sign(Im(ke))
aTkeake
e−2ike − 1 . (89)
In contrast, Nke can not be the correct normalization
since we get Nke = 0 from s(ke) = 0 and (77), such that∑Z
j=1 [χk(j)]
2
has a pole at k = ke. Therefore, the nor-
malization factor Nk of χk is not analytically continued
to the normalization factor N eke of χ
e
ke
. The reason is that
the Hamiltonian hk is non-hermitian for complex k and
has different right and left eigenstates given by χk and
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χ−k, respectively. These states get a completely differ-
ent analytic continuation. In particular, at the edge pole,
χke →∞ and χ−ke → 0, such that the orthogonality and
completeness relation (35) remain valid. In Appendix D
we will show that an expansion of Nk around the edge
pole ke gives the result
Nk = sign(Im(ke)) iN
e
ke(k − ke) +O(k − ke)2 , (90)
which will be used in Section III C to prove that the edge
state density is cancelled by the pole contribution of the
Friedel density of that band which belongs to this edge
state (see below for the definition of this correspondence).
This result applies as long as the edge pole is isolated. If
it agrees with a branching point ke = k
(ν)
bp of a certain gap
ν, we show in Appendix D that (90) gets an additional
factor 2 and the corrections are of O(k − ke)3/2
Nk = sign(Im(ke)) 2iN
e
ke(k − ke) +O(k − ke)3/2 . (91)
This will be needed to show in Section III C that the pole
contribution of the Friedel density of band α = ν or band
α = ν + 1 cancels only half of the edge state density.
Since s(ke) = 0 we get from (42)
Aake = keake . (92)
This eigenvalue problem for the (Z− 1)-dimensional and
hermitian matrix A has exactly Z− 1 solutions with real
eigenvalues ke . Therefore, we find Z−1 edge states, each
of them either corresponding to HR or HL depending on
the sign of Im(ke). This sign will be determined below,
see Eqs. (103) and (104). The energies of these Z−1 edge
states are distributed among the Z−1 gaps ν = 1, . . . , Z−
1 of the bulk spectrum, each gap hosting exactly one
edge state. This follows from (78) since this equation
implies that the sign of s(
(α)
k ) is alternating with the
band index α such that in each gap there must be at least
one solution with s(ke) = det(A− ke) = 0, see Fig. 4(a)
for illustration; also cf. Appendix C of Ref. [61] for an
alternative proof. Therefore, we label the edge states
by the same index ν and denote them by χ
(ν)
e ≡ χe
k
(ν)
e
with energies 
(ν)
e ≡ k(ν)e , where k
(ν)
e denotes the complex
quasimomentum of the edge state. From Fig. 4(a) we get
analog to (68)
k(ν)e = iκ
(ν)
e +
{
0 for ν even
pi for ν odd
. (93)
In Fig. 4(b) we show an example of the phase-
dependence of the band structure together with the edge
state energies 
(ν)
e and the energies 
(ν)
bc at the branch-
ing points, with ν = 1, 2, 3. The band structure is pe-
riodic under a phase change by 2pi/Z since a shift of
the whole lattice by one site does not change the bulk
spectrum. In each gap one edge state is present which
changes from HR to HL at the point where it touches one
of the bands (where Im(k
(ν)
e ) = 0), indicated by solid and
dashed lines of the edge states in Fig. 4(b), respectively.
We note that the edge states of HR or HL can be shifted
by ±2pi/Z as function of ϕ if one shifts the boundaries
of HR or HL shown in Fig. 1 by one site. In Fig. 5(a,b)
we show the analytic continuation corresponding to the
band structure of Fig. 4(b) for a particular value of the
phase. We indicate the positions of the three edge poles
k
(ν)
e for ν = 1, 2, 3 in the complex plane. We note that
the values for k
(ν)
e are sitting on top of the branch cuts
shown in Fig. 5(a). Therefore, they should be shifted
slightly to the left/right of the branch cuts, depending
on whether 
(ν)
e ≶ (ν)bp or, equivalently, whether the edge
state belongs to the analytic continuation of band ν or
band ν + 1. When the phase variable ϕ changes, the
edge poles move around the branch cuts in Fig. 5(b) as
shown in snapshots and videos, available in the Supple-
mental Material65. As can be seen from the dispersion
relation 
(ν)
e (ϕ) of the edge states in Fig. 4, the edge pole
encircles the branch cut between band ν and ν + 1 by
an integer number when the phase has changed by 2pi.
In Section VI A we will explain that ν + nZ edge states
of HR connect band ν and ν + 1, with n = 0,±1, . . . ,
running either all upwards or downwards for ν+nZ ≷ 0,
respectively. This means that the edge pole of gap ν runs
ν + nZ times around the branch cut, either clockwise or
counter-clockwise for ν + nZ ≷ 0.
In the following we omit the index ν for simplicity, i.e.,
use ke ≡ k(ν)e . From (43) we get
bT−keake = 0 , (94)
and we calculate ake via (45) in terms of the well-defined
matrix B(ke)
ake = −B(ke)bke . (95)
Using (59) and (60) this leads to the explicit solution
t1 · · · tj−1ake(j) = d1,j−1(ke)ake(1) , (96)
ake(1) =
t¯Z
tZ
{
d˜2,Z−1(ke)e
−ike + 1
}
. (97)
Using the form (25) of bke , we get from (94) the relation
tZ−1ake(Z − 1) = −tZeikeake(1). From (96) we get for
j = Z−1 the result tZ−1ake(Z−1) = − tZt¯Z d1Z(ke)ake(1).
Since ake 6= 0, this gives the relation
d1Z(ke) = t¯
Zeike (98)
for all edge states.
Furthermore, from s(ke) = d1,Z−1(ke) = 0 and
the properties (55) and (C5), we get (t1 · · · tZ−2)2 =
d1,Z−2(ke)d2,Z−1(ke) and d1Z(ke) = −t2Z−1d1,Z−2(ke),
leading with (98) to
d˜2,Z−1(ke) = −e−ike (99)
d˜1,Z−2(ke) = −eike (100)
d1,Z−1(ke) = 0 , (101)
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FIG. 4: (a) Determination of the edge state energies 
(ν)
e from the condition s(
(ν)
e ) = 0 for Z = 4, V = 0.5, t = 1.1, δt = 0.1,
ϕ = 1.6pi, and three random Fourier coefficients for the real functions Fv and Ft in Eqs. (10) and (11) according to the form
(B1), see Supplemental Material for the precise parameters65. As explained in the main text the position of the edge state
energies is always located in the gaps, each gap hosting exactly one edge state. The sign of s() is given by (−1)α+1 in the
energy regions of band α, see Eq. (78). Depending on whether 
(ν)
e ≶ (ν)bp , the edge states result from the analytic continuation
of band ν or ν + 1. (b) The band structure as function of the phase variable ϕ for the same parameters as in (a). The band
structure is periodic under a change of the phase variable by 2pi/Z. The edge state energies 
(ν)
e (ϕ) for ν = 1, 2, 3 are shown by
blue solid/dashed lines corresponding to edge states of HR/HL with Im(k
(ν)
e ) ≷ 0. As can be seen each gap hosts exactly one
edge state and the edge states change the boundary when they touch the bands. Approximately in the middle of each gap we
show by black dashed lines the phase-dependence of the energies 
(ν)
bp (ϕ) at the branching points for ν = 1, 2, 3. For 
(ν)
e ≶ (ν)bp
the edge states belong to the analytical continuation of band ν or ν + 1, respectively. In (b) we have indicated by the vertical
dashed line the phase value ϕ = 1.6pi used in (a) and where the analytic structure and the position of the edge poles is shown
in Fig. 5.
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FIG. 5: The analytic continuation of (a) [χk(j)]
2 and (b) [χ
(2)
k (j)]
2 analog to Fig. 3(a,b) but for the parameters of Fig. 4 at
the particular phase ϕ = 1.6pi indicated in Fig. 4(b) by a vertical dashed line. In addition we have indicated the edge pole
positions k
(ν)
e , with ν = 1, 2, 3. For Im(k
(ν)
e ) ≷ 0, they correspond to edge states of either HR or HL, respectively. In (a) an
edge pole lying left (right) to the branch cut located at νpi belongs to the analytic continuation of band ν (ν + 1). The edge
poles move around the branch cuts as function of ϕ, see snapshots and videos provided in the Supplemental Material65.
15
where d˜1,Z−2 and d˜2,Z−1 have been defined in (56) and
(57), respectively.
From (97) and (99) we conclude that
a−ke = 0 , (102)
which is consistent with Nke = 0, see (41).
Using the result (99) for d˜2,Z−1(ke) we can determine
the sign of Im(ke) and decide whether the edge state is
an eigenstate of HR or HL
ke = iκe : d˜2,Z−1(ke) ≶ −1 ⇔ Im(ke) ≷ 0 (103)
ke = pi + iκe : d˜2,Z−1(ke) ≷ 1 ⇔ Im(ke) ≷ 0 . (104)
As a consequence, when the determinant d˜2,Z−1(ke(ϕ))
runs through the points ±1 as function of the phase vari-
able ϕ which determines the position ke(ϕ) of the edge
pole, an edge state is changing from HR to HL or vice
versa. The phase-dependence of the edge state energies
will be discussed in all detail in the next section.
F. Topological constraints for edge states
In this section we will derive the topological constraints
for the phase-dependence of the edge state energies prov-
ing rigorously the central result Eq. (1). We will de-
velop a simple diagrammatic representation to visualize
the constraints and derive some rules how the phase-
dependence of the edge state energies looks like.
To study the energy of the edge states as function of
the phase ϕ, we fix some gap ν = 1, . . . , Z−1 (not written
in the following) and define the phase-dependence of the
edge state energy via
e(ϕ) = ke(ϕ)(ϕ) , (105)
where ke(ϕ) denotes the phase-dependence of the com-
plex quasimomentum determining the edge state and
k(ϕ) denotes the phase-dependence of the dispersion re-
lation via the parameters vj(ϕ) and tj(ϕ) defining the
microscopic model. We first note the important prop-
erty that the dispersion can never be the same at ϕ and
ϕ+ 2piZ when the edge states at both values belong either
to HR or to HL
Im[ke(ϕ)] = Im
[
ke
(
ϕ+
2pi
Z
)]
⇒
⇒ e(ϕ) 6= e
(
ϕ+
2pi
Z
)
. (106)
To show this we use (9) and find
d˜2,Z−1(, ϕ) = d˜1,Z−2
(
, ϕ+
2pi
Z
)
, (107)
where the dependence on ϕ again indicates the one from
the parameters vj(ϕ) and tj(ϕ). Assuming e(ϕ) =
2π/Z
μ(φ) φ0' φ0
μ(φ) φ0' φ0
φ0 φ0'
φ0 φ0'
(a)
(b)
FIG. 6: edge states of HR crossing the chemical potential
µ(ϕ) = µ(ϕ + 2pi
Z
) at ϕ = ϕ0 either from (a) above or (b)
below. At ϕ′0 = ϕ0 − 2piZ it is not allowed that an edge state
of HR crosses the chemical potential. To the right we show
the way how we visualize the two different possibilities by
contractions (in blue color).
φ2
φ1 φ2
φ3 φ4
φ1φ2φ3φ1 φ3φ4 φ4'' ' '
μ(φ)
FIG. 7: Visualization of edge states of HR crossing µ(ϕ) at
ϕ = ϕi, with i = 1, 2, 3, 4, in terms of sequences of contrac-
tions. We defined ϕ′i = ϕi − 2piZ such that each contraction
has a fixed length 2pi
Z
.
e(ϕ+
2pi
Z ) we get from (99), (100) and (107)
−e−ike(ϕ) = d˜2,Z−1(e(ϕ), ϕ)
= d˜1,Z−2(e(ϕ), ϕ+
2pi
Z
)
= d˜1,Z−2(e(ϕ+
2pi
Z
), ϕ+
2pi
Z
)
= −eike(ϕ+ 2piZ ) .
This is only possible for Im[ke(ϕ)] 6= Im[ke(ϕ+ 2piZ )] which
proves (106).
From (106) we can deduce a first important property
how edge states of HR (analog for HL) can cross any
phase-dependent chemical potential
µ(ϕ) = µ
(
ϕ+
2pi
Z
)
(108)
chosen somewhere in gap ν and periodic with period 2piZ .
When an edge state of HR fulfils e(ϕ0) = µ(ϕ0), it is not
possible that an edge state of HR can cross the chemical
potential at ϕ± 2piZ . Considering only edge states of HR
we show in Figs. 6(a,b) how we visualize the two possi-
bilities of an edge state crossing the chemical potential at
ϕ = ϕ0 either from above or below via contractions. The
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phase ϕ0 of the right vertex of a contraction denotes the
position of the edge state crossing µ(ϕ0). Each contrac-
tion has a fixed length 2piZ such that the left vertex has
phase ϕ′0 = ϕ0 − 2piZ . In this picture the property (106)
is equivalent to the fact that two vertices can never lie
on top of each other. Each way the edge states of HR
can cross the chemical potential can then be visualized
by a sequence of contractions, see Fig. 7. This visualiza-
tion will turn out to be very convenient to formulate and
prove many of the following topological constraints.
If a certain topological configuration of contractions
occurs for some chosen µ(ϕ) it can not change when
choosing a different chemical potential since two vertices
are never allowed to coincide. An exception are cases
when the chemical potential is moved through a local
minimum or maximum of the phase-dependence of the
edge state energy. In this case a pair of two contractions
with different directions fall on top of each other and are
eliminated (or created). However, as explained below in
all detail, such pairs do not change any of the topological
constraints discussed in the following. Therefore, with-
out loss of generality, we choose for µ(ϕ) the top of the
lower band α = ν
µ(ϕ) = 
(ν)
k0
(ϕ) , (109)
where k0 = 0 for ν even and k0 = pi for ν odd. For
this choice the edge states of HR can just enter or leave
the band, their connection below µ(ϕ) is just meant as
a guide for the eye to formulate certain topological con-
straints derived in the following.
In Appendix E we will prove from the rules (99) and
(100) for the occurrence of edge states the following topo-
logical condition for the allowed edge state configurations
of HR
Topological constraint:
Outgoing and incoming vertices must alternate. (110)
Together with the fact that the contractions have a
fixed length 2piZ and have to be ordered on an interval
of size 2pi with periodic boundary conditions, we can
construct all possible edge state configurations. None of
them can be excluded in principle and it depends on the
model under consideration which of them appear. E.g.,
the configuration shown in Fig. 7 is obviously an allowed
one consistent with (110). The topological constraint can
also be formulated in terms of a virtual topological charge
∆F (ϕ) defined by
∆F (ϕ) = F (ϕ+
2pi
Z
)− F (ϕ) , (111)
F (ϕ) =
∑
σ=±
Mσ∑
i=1
σθ(ϕ− ϕiσ) , (112)
where ϕiσ are the phase values where edge states of HR
enter/leave the band and M± is the total number of en-
tering/leaving edge states. Using the following form of
ΔF= 0 1 1 1 10 0 0 0
FIG. 8: Graphical rule how to determine the virtual topologi-
cal charge ∆F (ϕ) at some phase ϕ lying between two vertices.
Drawing a vertical cut at this position (dashed line) one has to
take the number of right-going minus the number of left-going
contraction lines through this vertical cut.
the topological charge
∆F (ϕ) =
∑
σ=±
Mσ∑
i=1
σθ(ϕ′iσ < ϕ < ϕiσ) , (113)
one finds that ∆F (ϕ) can be read off for ϕ lying between
two adjacent vertices of a certain configuration by mak-
ing a virtual vertical cut at ϕ and taking the number of
right-going minus the number of left-going contraction
lines crossing the vertical cut, see Fig. 8 for an example.
The topological constraint (110) can then alternatively
be formulated as a constraint for the topological charge
∆F (ϕ) ∈ {s− 1, s} , (114)
where s is a phase-independent integer characteristic of
each configuration. E.g., in Fig. 8 we get s = 1. We
note that by reversing all direction of the contractions we
change the sign of the topological charge and get again
an allowed configuration. Due to (114) this operation
changes the parameter s to s′ = −s+ 1
−∆F (ϕ) ∈ {s′ − 1, s′} , s′ = −s+ 1 . (115)
We note at this point that, following Ref. [52], we will
derive in Section VI the topological constraint (114) by a
completely different route in terms of physically intuitive
arguments using charge conservation and particle-hole
duality only without involving any edge state physics.
There, we will see that the difference I = ∆F − s is a
topological invariant which can be related to the physical
observable of the boundary charge QB via
I(ϕ) = ∆F (ϕ)− s = ∆QB(ϕ)− ρ¯ ∈ {−1, 0} , (116)
where ∆QB(ϕ) = QB(ϕ+
2pi
Z )−QB(ϕ) is the difference of
the boundary charge between the shifted and unshifted
lattice and ρ¯ = νZ is the average charge per site for the
infinite system without a boundary. To get a feeling
which configurations are possible for the edge states ac-
cording to the constraint (110), we proceed by providing
an iterative scheme how more complicated configurations
can be obtained from simpler ones. As a starting point
we consider the possible configurations when all contrac-
tions have the same direction. These configuration are
shown in Fig. 9(a,b,c) for different values of s = 1, 2, 3.
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FIG. 9: The allowed configurations for s = 1, s = 2, and
s = 3 when all contractions have the same direction. The
topological charge ∆F ∈ {s − 1, s} is indicated between all
adjacent vertices. Changing the direction of all contractions
leads to the configurations with s′ = −s+ 1 = 0,−1,−2, see
Eq. (115).
FIG. 10: The construction how a pair of two contractions
with different directions is inserted into an old configuration,
formed by the three boxes. The condition is that between
the two right and the two left vertices of the new contrac-
tions no other vertex of the old configuration is allowed to
appear. Depending on the old configuration it might be nec-
essary to invert the two directions of the new contractions in
order to get an allowed configuration after inserting the two
new contractions.
The construction for larger values is obvious and the ones
for s = 0,−1,−2, . . . are obtained by reversing the direc-
tions of all contractions according to Eq. (115). In terms
of the edge states these configurations correspond to the
cases where all edge states either enter or leave the band.
For s = 1 (s = 0) the entering (leaving) points of ad-
jacent edge states have a distance larger than 2piZ and
increasing (decreasing) s by one means that Z additional
edge states enter (leave) the band. For these configura-
tions we proof in Appendix F the Diophantine equation
[54-56]
M = M− −M+ = ν − sZ (117)
⇔ −M = M+ −M− = ν′ − s′Z , (118)
with ν′ = Z−ν and 1 ≤ ν, ν′ ≤ Z−1. That ν is precisely
the index corresponding to the considered gap will be
shown in Section VI. As shown below in this section the
Diophantine equation holds not only for the case when all
contractions have the same direction but for all allowed
configurations.
The way to obtain all configurations by mixing con-
tractions with different directions is then quite obvious.
As shown in Appendix G they are obtained iteratively
by inserting into a given configuration one pair of con-
tractions with different directions such that no other ver-
tex appears between the two right and the two left ver-
tices of the two new contractions, see Fig. 10 for illustra-
tion. Obviously by choosing the direction of the two new
contractions appropriately one obtains again an allowed
configuration and proceeding in this way every config-
uration can be obtained, see the proof in Appendix G.
We note from this construction that neither the number
M = M− −M+ nor the integer s are changed by adding
a new pair of contractions. Therefore, the Diophantine
equations (117) and (118) remain valid.
To visualize what kinds of edge state configuration
are generated by this construction we have shown in
Fig. 11(a,b) what happens if one adds pairs of edge states
crossing the chemical potential from different sides one
after the other to a single crossing point. This leads to
more and more oscillations of the edge state around the
chemical potential where each additional oscillation must
have a length smaller than 2piZ . We note that there is
no need to connect the edge state between two adjacent
crossing points, all these lines can be optionally cut. The
topological constraint only fixes the allowed configura-
tion of the crossing points. Therefore, it is possible that
not all edge states connect the two bands in the same
direction, both the numbers M+ and M− can be unequal
to zero. In particular, when µ is chosen as the band edge
(either the bottom of the upper band or the top of the
lower band) it is even necessary to leave out the connec-
tion lines above or below µ. In Fig. 11(c) and Fig. 12(a)
we have shown how several edge states oscillating around
the chemical potential can arise. If we connect all possi-
ble adjacent crossing points we find that all edge states
run from one band to the other (either all downwards or
all upwards). Furthermore we find the rule that if two
crossing points i and j are connected by an edge state
with a maximum (minimum) of the edge state between
these two points, then the shifted points i′ and j′ must
be located in an interval where the edge state has also a
maximum (minimum), at least in the case when an edge
mode is present there. How more complicated configu-
rations can appear where not all edge states connect the
bands in the same direction is shown in Fig. 12(b). Here,
two consecutive edge states return to the same band, one
to the upper and the other to the lower band. However,
these are rather exotic configurations which in practice
occur very unlikely, except for very special functions Fv
and Fγ with many random Fourier components defining
the model.
III. BOUNDARY CHARGE AND DENSITY
In this section we will define the boundary charge via a
macroscopic average over the microscopic density, similar
to Ref. [48] and Chapter 4.5.1 in Ref. [41]. As proposed
in Ref. [52] this definition allows for a gauge invariant
decomposition of the boundary charge in a Friedel, po-
larization, and edge part. We present all the necessary
formulas for the Friedel and polarization part in terms of
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<2π/Z
4 54' 5'
<2π/Z
μ
3' 1 2 3 4 54' 5' 6' 6
(a) (b)
(c)
FIG. 11: Illustration of configurations which arise when one adds subsequently pairs of edge states crossing µ from above and
below. For simplicity we have taken a constant µ independent of ϕ. Here, the points i indicate the phase points φi and i
′
the shifted ones φ′i = φi − 2piZ . (a) Adding the pair (2, 3) to an edge state crossing µ at 1 from above leads to an additional
oscillation around µ with length smaller than 2pi
Z
such that the edge state remains to run from the upper to the lower band. (b)
Adding another pair (4, 5) leads to a second oscillation of length smaller than 2pi
Z
. Note that (4′, 5′) lies here between 2 and 3
such that the topological constraint is fulfilled. (c) Two consecutive edge states with one additional oscillation each. Here the
shifted points 4′ and 5′ of the right edge state are located between the crossing points 1 and 2 of the left edge state. Note that
the topological constraint does not allow 4′ and 5′ to lie between 2 and 3. This gives the rule that if the crossing points i and
j are connected by an edge state with a maximum (minimum) in between then the shifted points i′ and j′ must be located in
an interval where the edge state has also a maximum (minimum). The connection of the edge states between adjacent crossing
points is just a guide for the eye, these connections can also be cut (e.g., when µ is identical to the band edge this is even
necessary).
μ
3' 1 2 3 4 54' 5' 6' 67' 8' 7 8
μ
3' 1 2 3 4 54' 5' 6' 67' 8' 7 8
9'10'
9 10
(a)
(b)
FIG. 12: (a) Two consecutive edge states with two (one) oscillation of the left (right) edge state around µ, analog to the cases
discussed in Fig. 11. (b) A more complicated configuration where we insert the pair (9, 10) between 6′ and 7′ in (a) and cut
the edge mode connecting 3 and 4. As a result we get four consecutive edge states, where the two outer ones connect the upper
with the lower band whereas the two middle ones return to the same band, the left (right) one to the upper (lower) band. Note
that the crossing points 1 and 2 are essential, otherwise there would be a mismatch between the consecutive points 3′ and 9′
which correspond both to outgoing vertices. The crossing points 4 and 5 are necessary to get a new configuration compared
to Fig. 11. Without 4 and 5 one can connect the edge state between 10 and 6 and gets two consecutive edge states oscillating
around µ. Furthermore the crossing points 6 and 7 are needed since without 6′ and 7′ there is a mismatch between 3 and 9 and
between 10 and 4 corresponding both to incoming or outgoing vertices, respectively. Therefore, all crossing points are essential
to construct such an involved configuration.
the Bloch states useful for many further investigations.
We also review the particle-hole duality used in Ref. [52].
In addition to Ref. [52], we will also present the calcula-
tion of the boundary charge for a half-infinite system with
a right boundary and establish a unique relation between
the boundary charges of HR and HL. In Section III C we
will present an analytical calculation of the density based
on the analytic continuation of Bloch states, similar to
previous treatments for continuum systems62. We prove
the exponential localization of the boundary charge, cal-
culate the localization length, and show that a nontrivial
pre-exponential function appears which falls off with a
generic exponent 1/
√
n for large distances.
A. Definition and splitting of boundary charge
Following Ref. [48], we define the boundary charges
Q
R/L
B corresponding to the half-infinite systems HR/L
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FIG. 13: Sketch of the envelope function fN,M (m) with N 
M  1.
via the macroscopic average
Q
R/L
B = lim
M→∞
lim
N→∞
±∞∑
m=±1
(ρ(m)− ρ¯) fN,M (m) , (119)
where ρ(m) =
〈|m〉〈m|〉
HR/L
is the density at site m for
the ground state of HR/L and fN,M (m) is an envelope
function of a charge measuring device which, at site m ∼
NZ, varies smoothly from unity to zero on a scale MZ
much larger than the scale Z of a unit cell, i.e., N 
M  1, see Fig. 13 for a sketch of the envelope function.
ρ¯ is defined as the average density per site of the infinite
system
ρ¯ =
1
Z
Z∑
j=1
ρbulk(j) , (120)
where ρbulk(j) =
〈|nj〉〈nj|〉
Hbulk
is the bulk density
in the ground state of the infinite system described by
Hbulk. This bulk density is independent of the unit cell
index n but can depend on the site index j within a unit
cell. In the following we consider the insulating regime
and assume that the chemical potential µ = µν is located
in gap ν, i.e., the bands α = 1, 2, . . . , ν are filled. In this
case we get from (31)
ρbulk(j) =
ν∑
α=1
ρ
(α)
bulk(j) , (121)
ρ
(α)
bulk(j) =
∫ pi
−pi
dk |ψ(α)k,bulk(n, j)|2
=
1
2pi
∫ pi
−pi
dk |χ(α)k (j)|2 , (122)
and, due to the normalization (83) of the Bloch states,
ρ¯ =
ν
Z
. (123)
To get a well-defined expression independent of the enve-
lope function we use the central property that the density
of the half-infinite system approaches the bulk density
very far away from the boundary
lim
n→∞ ρ(n, j) = ρbulk(j) . (124)
As we will show in Section III C this happens on an ex-
ponential scale ξB ∼ 1/κ(ν)e , 1/κ(ν)bp , see Eq. (175). The
limit N,M →∞ in Eq. (119) has to be understood in the
sense NZ  ξ and MZ  Z, i.e., the measuring device
should be smooth on the scale of the unit cell and should
probe the charge on a scale much larger than the local-
ization length ξB of the boundary charge. This guaran-
tees that the deviation of the experimental measurement
from the mathematical limit in Eq. (119) is exponentially
small. Splitting the summand of (119) in two terms via
ρ(m) − ρ¯ = (ρ(m)− ρbulk(j)) + (ρbulk(j)− ρ¯), we can
then set fN,M (m) ≈ 1 for the first term. For the sec-
ond term we expand fN,M (m) = fN,M (Z(n − 1) + j) ≈
fN,M (Zn) + f
′
N,M (Zn)(−Z + j) up to linear order which
becomes exact in the limit N  M → ∞. Using in ad-
dition ρR/L(m = 0) = 0 and
∑Z
j=1(ρbulk(j) − ρ¯) = 0
together with
lim
M→∞
lim
N→∞
∞∑
n=1
f ′(Zn) = − 1
Z
, (125)
lim
M→∞
lim
N→∞
0∑
n=−∞
f ′(Zn) =
1
Z
, (126)
we get the decomposition
Q
R/L
B =
±∞∑
m=±1
(ρ(m)− ρbulk(j)) +QR/LP , (127)
where
QRP = −
1
Z
Z∑
j=1
j (ρbulk(j)− ρ¯) , (128)
QLP =
1
Z
Z∑
j=1
j (ρbulk(j)− ρ¯)− (ρbulk(Z)− ρ¯)
=
1
Z
Z−1∑
j=1
j (ρbulk(j)− ρ¯) (129)
is the contribution from the bulk polarization to the
boundary charges, analog to the surface charge of a di-
electric medium in classical electrodynamics. We note
that this decomposition is analog to decompositions to
define the boundary charge within the MTP, see e.g.
Eq. (4.85) in Chapter 4.5 of Ref. [41]. The essential dif-
ference is that we have chosen a particular representation
of the polarization charge such that the remaining part
can be expressed uniquely via the Friedel and edge state
charge, see below.
Using (120) and (121) we can split the polarization
charge into the contributions of the individual bands
Q
R/L
P =
ν∑
α=1
Q
R/L,(α)
P , (130)
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with
Q
R,(α)
P ≡ Q(α)P , (131)
Q
L,(α)
P = −Q(α)P − ρ(α)bulk(Z) +
1
Z
, (132)
Q
(α)
P = −
1
Z
Z∑
j=1
j
(
ρ
(α)
bulk(j)−
1
Z
)
. (133)
This gives for the sum
Q
L,(α)
P +Q
R,(α)
P = −ρ(α)bulk(Z) +
1
Z
. (134)
Finally, we split the total density
ρ(m) = ρband(m) + ρedge(m) (135)
into the contribution of the filled bands and the edge
states and define the Friedel density via
ρF (m) = ρband(m)− ρbulk(j) =
ν∑
α=1
ρ
(α)
F (m) , (136)
where
ρ
(α)
F (n, j) = ρ
(α)
band(n, j)− ρ(α)bulk(j) (137)
is the contribution from a single band. Thus, together
with ρband(m = 0) = 0, we arrive at the final splitting
Q
R/L
B = Q
R/L
F +Q
R/L
E +Q
R/L
P , (138)
where
Q
R/L
F =
±∞∑
m=±1
ρF (m) , Q
R/L
E =
±∞∑
m=±1
ρedge(m)
(139)
define the contributions to the boundary charge from the
Friedel and edge charge densities of HR/L. Using (136)
we can split Q
R/L
F into the contributions of the individual
bands
Q
R/L
F =
ν∑
α=1
Q
R/L,(α)
F , Q
R/L,(α)
F =
±∞∑
m=±1
ρ
(α)
F (m) .
(140)
Using (122) together with the form (82) of the eigen-
functions ψ
(α)
k (n, j) of band α of Hbulk, we can write the
Friedel density of band α in the form
ρ
(α)
F (n, j) =
∫ pi
0
dk |ψ(α)k (n, j)|2 −
∫ pi
−pi
dk |ψ(α)k,bulk(n, j)|2
= − 1
2pi
∫ pi
−pi
dk
(
χ
(α)
k (j)
)2
e2ikn . (141)
This gives for Q
R,(α)
F the form
Q
R,(α)
F ≡ Q(α)F , (142)
Q
(α)
F = −
1
2pi
∞∑
n=1
∫ pi
−pi
dk (χ
(α)
k )
Tχ
(α)
k e
2ikn . (143)
Using (40) and (41) we can write
(χ
(α)
k )
Tχ
(α)
k =
(a
(α)
k )
Ta
(α)
k + s(
(α)
k )
2
(a
(α)
k )
Ta
(α)
−k + s(
(α)
k )
2
= 1 +
1
N
(α)
k
(a
(α)
k )
T (a
(α)
k − a(α)−k ) . (144)
The unity on the r.h.s. does not contribute to (143). The
second term can be evaluated with the form (50) for ak
leading to
(a
(α)
k )
T (a
(α)
k − a(α)−k ) =
=
(
(fT f)(
(α)
k ) + (f
T g)(
(α)
k )e
ik
)
(e−2ik − 1) .
(145)
Inserting (144) and (145) in (143) and using
∞∑
n=1
e2ikn(e−2ik − 1) =
∞∑
n=0
e2ikn −
∞∑
n=1
e2ikn = 1 , (146)
we get the compact form
Q
(α)
F = −
1
2pi
∫ pi
−pi
dk
(fT f)(
(α)
k ) + (f
T g)(
(α)
k ) cos(k)
N
(α)
k
,
(147)
which allows for a straightforward numerical evaluation.
A similar analysis yields for the Friedel charge Q
L,(α)
F
Q
L,(α)
F − ρ(α)bulk(Z) =
0∑
m=−∞
ρ
(α)
F (m)
= − 1
2pi
0∑
n=−∞
∫ pi
−pi
dk (χ
(α)
k )
Tχ
(α)
k e
2ikn
= − 1
2pi
0∑
n=−∞
∫ pi
−pi
dk e2ikn ·
·
{
1 +
(fT f)(
(α)
k ) + (f
T g)(
(α)
k )e
ik
N
(α)
k
(e−2ik − 1)
}
.
(148)
The unity in the brackets contributes only for n = 0 and
gives −1. For the second term we use
0∑
n=−∞
e2ikn(e−2ik − 1) =
−1∑
n=−∞
e2ikn −
0∑
n=−∞
e2ikn = −1
(149)
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and, by using (147), we get −Q(α)F for this term since the
sin(k) part of eik does not contribute due to 
(α)
k = 
(α)
−k
and N
(α)
k = N
(α)
−k . Thus, we get from (148) the relation
Q
L,(α)
F +Q
R,(α)
F = −1 + ρ(α)bulk(Z) . (150)
Defining the boundary charges of band α by
Q
R/L,(α)
B = Q
R/L,(α)
F +Q
R/L,(α)
P , (151)
we get from (134) and (150) the universal result
Q
L,(α)
B +Q
R,(α)
B = −
Z − 1
Z
. (152)
This is an interesting relation between the boundary
charges at the left and right boundary stated in Eq. (5)
in the introduction. In Section IV we will see that it
leads to a corresponding relation between the Zak-Berry
phases for HL and HR, see
As shown in Section II E each gap ν = 1, . . . , Z − 1
contains either an edge state of HL or one of HR. Since
the chemical potential µν is located somewhere in gap ν
we get for all 1 ≤ ν ≤ Z − 1
QRE +Q
L
E = ν − 1 + θ(µν − (ν)e ) . (153)
Using (130), (138), (140), (151), (152) and (153), we
obtain finally the following useful relation between the
boundary charges of HR/L
QLB +Q
R
B = ρ¯− 1 + θ(µν − (ν)e ) . (154)
For the case when the chemical potential is lying above
the highest band all states are filled and we get ρ(m) =
ρ¯ = 1 such that, using the definition (119), we get zero
boundary charge
QLB = Q
R
B = 0 for ν = Z . (155)
Since the two boundary charges are not independent,
we will discuss in the following only the boundary charge
QRB of HR and use the simplified notation QB ≡ QRB ,
QF ≡ QRF , QP ≡ QRP and QE ≡ QRE such that
QB = QF +QP +QE =
ν∑
α=1
Q
(α)
B +QE , (156)
where
Q
(α)
B = Q
(α)
F +Q
(α)
P (157)
is the boundary charge of a single band and
QF =
ν∑
α=1
Q
(α)
F , QP =
ν∑
α=1
Q
(α)
P . (158)
Here, Q
(α)
F and Q
(α)
P are defined in Eqs. (143) and (133).
If all states are filled we get from (155) that QB = 0 or
Z∑
α=1
Q
(α)
B = −QtotE , (159)
where QtotE denotes the total number of edge states of
HR in all gaps ν = 1, . . . , Z − 1. Furthermore, due to∑Z
α=1 ρ
(α)
bulk(j) = 1, we get from (133) that the sum of
the polarization charges of all bands is zero
Z∑
α=1
Q
(α)
P = 0 . (160)
Using (157) and (159) this implies that the sum of the
Friedel charges of all bands is quantized in integer units
given by the negative charge of all edge states
Z∑
α=1
Q
(α)
F = −QtotE . (161)
B. Particle-hole duality
For the discussion of the universal properties of the
boundary charge QB,p ≡ QB of the particles it will turn
out to be very important to look also at the boundary
charge QB,h of the holes. To define this quantity we note
that the particle and hole charge densities are given by
ρp(m) = ρ(m) , (162)
ρh(m) = −(1− ρ(m)) = ρ(m)− 1 . (163)
In the same way the average particle and hole charge
densities per site are given for the infinite system by
ρ¯p = ρ¯ , ρ¯h = ρ¯− 1 . (164)
The corresponding boundary charges for particles and
holes are then defined via (119) as
QB,p = lim
M→∞
lim
N→∞
±∞∑
m=±1
(ρp(m)− ρ¯p) fN,M (m) , (165)
QB,h = lim
M→∞
lim
N→∞
±∞∑
m=±1
(ρh(m)− ρ¯h) fN,M (m) .
(166)
Using Eqs. (162-166) we find the important property that
the boundary charges of the particles and holes are the
same
QB = QB,p = QB,h . (167)
We emphasize that looking at the same physics from the
hole point of view is not just reproducing the same in a
different language, it involves in addition the Pauli prin-
ciple and is related to the fact that the boundary charge
is zero when all states are filled, see Eq. (155). When
inversing the occupation of all states by populating all
states above µν instead of below µν the charge density
changes to ρ(m) → 1 − ρ(m) due to the Pauli principle.
Thus, the hole charge density ρh(m) = ρ(m)−1 can also
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be viewed as the negative charge density after popula-
tion inversion which describes a new physical situation
providing new information about the properties of the
system. This will be very essential for the discussion in
Section VI A. We note that the two different viewpoints
in terms of particles and holes have nothing to do with
particle-hole symmetry but just involves the physics of
the Pauli principle.
C. Density and localization of boundary charge
In this section we discuss the localization of the bound-
ary charge QB of HR given by QB = QF +QE+QP with
QF +QE =
∞∑
m=1
[ρF (m) + ρedge(m)]
=
∞∑
m=1
[ρ(m)− ρbulk(j)] , (168)
see Eqs. (135), (136), (138) and (139). The polarization
part QP ≡ QRP , given by (128), is by definition a contri-
bution to the boundary charge localized on the scale Z of
the unit cell since it occurs for all scales N,M  1 of the
envelope function fN,M (m) of the charge measurement
probe. In contrast, the Friedel density ρF (m) and the
edge state density ρedge(m) can have localization lengths
at the boundary much larger than the length scale of one
unit cell ξF , ξe  Z. We expect that the two length
scales of ρF and ρedge are of the same order ξF ∼ ξe
since, due to charge conservation, an edge state leav-
ing/entering a certain band by adiabatically changing the
phase variable ϕ will decrease/increase the charge of this
band by one and it is very unlikely that this happens
nonlocally. The localization length ξe can be arbitrar-
ily large since the localization length ξ
(ν)
e ∼ 1/κ(ν)e of an
edge state of HR located in gap ν will go to infinity when
its energy 
(ν)
e approaches the band edges. Correspond-
ingly, also the localization length of the Friedel density
can be very large. However, the localization length ξB
of the boundary charge or of the difference of the to-
tal density between the half-infinite and infinite system
ρ(m) − ρbulk(j) = ρF (m) + ρedge(m) will turn out to be
rather small since the edge state density is cancelled by
a corresponding contribution of the Friedel density. A
similar result has been obtained for the density of half-
infinite continuum systems discussed in Ref. [62] based
on the analytic continuation introduced in Ref. [59]. We
summarize the results here and refer to Appendix H for
the technical details.
If the chemical potential µν ≡ µ is placed in gap ν,
ρF (m) + ρedge(m) results from summing up all Friedel
densities of the filled bands α = 1, . . . , ν, together with
all edge states from gaps ν′ = 1, . . . , ν − 1 and the one
from gap ν if it is occupied, i.e., if 
(ν)
e < µν . This gives
ρ(m)− ρbulk(j) =
ν∑
α=1
ρ
(α)
F (m) + ρedge(m) , (169)
with
ρedge(m) =
ν−1∑
α=1
ρ
(α)
edge(m) + ρ
(ν)
edge(m)θ(µν − (ν)e ) , (170)
where ρ
(ν′)
edge(n, j) = [ψ
e
k
(ν′)
e
(n, j)]2 denotes the density of
the edge state in gap ν′. To calculate ρ(α)F (m) we close
the integration of Eq. (143) in the upper half. According
to Fig. 5 one can split the integration into branch cut
contributions starting at kα,α−1bc and integrations around
the positions kα,α−1e of the edge state poles (if present in
the upper half). As shown in Appendix H one obtains
for the pole contribution
ρ
(α)
F,P (m) =
− ρ(α)edge(m) θ((α)bc − (α)e ) δZ>α
− ρ(α−1)edge (m) θ((α−1)e − (α−1)bc ) δα>1 , (171)
As a result the pole contribution of the Friedel density
of band α cancels exactly the edge state density of those
edge states which belong to band α. For the total charge
one would have expected this due to charge conservation
but that it happens locally for each lattice site even if
the edge state energies are far away from the band edges
is quite surprising. It shows that edge states are not the
only special effects happening at the boundary: if they
appear, they always leave a corresponding fingerprint in
the density of the scattering states at the boundary.
Summing all branch cut contributions over the occu-
pied bands it turns out (see Appendix H) that the com-
mon ones of adjacent bands α and α+ 1 starting at k
(α)
bp
cancel each other exactly since the values of the inte-
grand left and right to the branch cut are interchanged,
see Fig. 3(b,c). What remains is only the branch cut con-
tribution from the valence band α = ν in gap ν, which
can be written as
ρF,bc(n, j) =
ν∑
α=1
ρ
(α)
F,bc(n, j)
=
1
pi
e−2κ
(ν)
bp nIm
∫ ∞
0
dκ
[
χ
(ν)
k
(ν)
bp +iκ+0
+
(j)
]2
e−2κn .
(172)
As a result the localization length of the branch cut con-
tribution of the total Friedel density is given by
ξF,bc ∼ 1/κ(ν)bp . (173)
The pole contribution ρF,P (m) =
∑ν
α=1 ρ
(α)
F,P (m) of the
total Friedel density will cancel the density from all occu-
pied edge states in gaps ν′ = 1, . . . , ν − 1. However, the
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sum of the pole contribution of the Friedel density from
gap ν and the density of the edge state in gap ν is only
zero if both are present, i.e., for 
(ν)
e < µν , 
(ν)
bp , or if both
are absent, i.e., for 
(ν)
e > µν , 
(ν)
bp . Therefore we obtain
the following final result for the sum of the Friedel and
edge state density
ρ(n, j)− ρbulk(j) = ρF (n, j) + ρedge(n, j)
= ρF,bc(n, j)+
+ [ψe
k
(ν)
e
(n, j)]2 ·

1 for 
(ν)
bp < 
(ν)
e < µν
−1 for µν < (ν)e < (ν)bp
0 otherwise
.
(174)
Thereby, the second term on the r.h.s. can only oc-
cur if 
(ν)
e corresponds to the energy of an edge state
of HR, i.e., if Im(k
(ν)
e ) > 0. Since the localization length
of ψe
k
(ν)
e
(n, j) is given by ξ
(ν)
e ∼ 1/κ(ν)e we get together
with (173) the following compact form for the localiza-
tion length ξB of the boundary charge
ξB =
{
1/κ
(ν)
e for µν < 
(ν)
e < 
(ν)
bp or 
(ν)
bp < 
(ν)
e < µν
1/κ
(ν)
bp for 
(ν)
e < µν , 
(ν)
bp or 
(ν)
e > µν , 
(ν)
bp
.
(175)
As a surprising result we find the important property that
the density and the localization length of the boundary
charge depend only on the properties of the valence band
α = ν and its analytic continuation into gap ν (which is
controlled by the k-dependence of the Bloch states close
to the top of the valence band) and on the properties
of the last edge state in gap ν between the valence and
conduction band. There is no dependence on the bands
α = 1, . . . , ν − 1 and the properties of the edge states in
gaps ν′ = 1, . . . , ν − 1. Since κ(ν)e < κ(ν)bp we find that ξB
can only become very large if the chemical potential µν
approaches the top (bottom) of band α = ν (α = ν + 1)
and is slightly below (above) the edge state energy.
Our result is not changed when the edge state energy
is identical to the energy at the branching point 
(ν′)
e =

(ν′)
bp for some ν
′ = 1, . . . , ν such that a branching pole
arises for the analytic continuation of the bands α = ν′
and α = ν′ + 1. Due to (91) the contribution from the
branching pole of each of these bands will cancel only
half of the density of the edge state, such that the sum
of both cancels the whole one. This means that for all
gaps ν′ = 1, . . . , ν − 1 the edge state density is again
cancelled by the pole contribution of all Friedel densities.
If 
(ν)
e = 
(ν)
bp happens for the gap in which the chemical
potential is located, we have to add in the result (174) a
factor 12 in front of [ψ
e
k
(ν)
e
(n, j)]2.
Finally, we note that the asymptotic behaviour of
ρF,bc(n, j) for n  1 can be evaluated from (172) by
expanding N
(ν)
k around k = k
(ν)
bp with the help of (69)
and (77). After a straighforward calculation one obtains
ρF,bc(n, j)
n1∼ 1√
n
e−2κ
(ν)
bp n
×
a
(ν)
k
(ν)
bp
(j)2 for j = 1, . . . , Z − 1
s(
k
(ν)
bp
)2 for j = Z
. (176)
This gives rise to a universal asymptotic behaviour ∼ 1√
n
of the pre-exponential function of the density. We note
that similar observations have been reported for matrix
elements of the one-particle density matrix ρ(x, x′) =
a
2pi
∫ pi/a
−pi/a dk ψ−k,bulk(x)ψk,bulk(x
′) of infinite continuum
systems in the asymptotic regime |x − x′| → ∞64 but
it is so far not clear how the results are related to each
other.
IV. THE SURFACE CHARGE THEOREM
In this section we will present the central proof of the
unique formulation of the surface charge theorem (4) for
a single band, relating the boundary charge to the bulk
polarisation in terms of the Zak-Berry phase evaluated in
a particular gauge. In particular, we will discuss the dif-
ference of the Zak-Berry phases defined with respect to
the two different ways (2) and (3) to represent the Bloch
wave. Based on this theorem we will present an alter-
native proof for the universal relation (5) between the
boundary charges and the Zak-Berry phases of the half-
infinite systems HR and HL with a left or a right bound-
ary, respectively. Furthermore, we will use this theorem
to relate the change of the boundary charge under a shift
of the lattice by one site to the winding number of the
phase difference of the Bloch wave function between ad-
jacent sites, analog to Ref. [52] but generalizing it to a
shift by an arbitrary number of sites.
The Zak-Berry phase γα for a certain band α is defined
by
γα = i
∫ pi
−pi
dk (χ
(α)
k )
† d
dk
χ
(α)
k (177)
= −Im
∫ pi
−pi
dk (χ
(α)
−k )
T d
dk
χ
(α)
k , (178)
where we used (38) and (39) together with partial in-
tegration to derive the second equation. Using the
form (40) of the Bloch state we find with the help of
a
(α)
−k = (a
(α)
k )
∗ and N (α)k = N
(α)
−k = (N
(α)
k )
∗
γα = −
∫ pi
−pi
dk
1
N
(α)
k
Im
{
(a
(α)
−k )
T d
dk
a
(α)
k
}
. (179)
Inserting the form (50) for ak and using the central prop-
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erty (58) we get
−Im
{
(a
(α)
−k )
T d
dk
a
(α)
k
}
=
= − 1
2i
(
(a
(α)
−k )
T d
dk
a
(α)
k + (k → −k)
)
= (fT f)(
(α)
k ) + (f
T g)(
(α)
k ) cos(k) , (180)
Therefore, the Zak-Berry phase can be written in the
form
γα =
∫ pi
−pi
dk
(fT f)(
(α)
k ) + (f
T g)(
(α)
k ) cos(k)
N
(α)
k
. (181)
Comparing with (143) we get the result
Q
(α)
F = −
γα
2pi
. (182)
Combining this result with (159) we find that the total
number of edge states of HR is related to the total Zak-
Berry phase
QtotE =
γtot
2pi
, γtot =
Z∑
α=1
γα . (183)
We note that the Zak-Berry phase of an individual band
is neither gauge invariant nor quantized. However, the
total Zak-Berry phase
γtot = i
∫ pi
−pi
dkTrU†k
d
dk
Uk
= i
∫ pi
−pi
dk
d
dk
ln(detUk) (184)
can be written as a winding number of the determinant
of the unitary matrix Uk = (χ
(1)
k · · ·χ(Z)k ). Therefore, the
total Zak-Berry phase is quantized in units of 2pi. This is
consistent with our result (183) since the total number of
edge states must be quantized in integer units. However,
we note that also the total Zak-Berry phase is not gauge-
invariant and the precise relation (183) holds only in the
particular gauge where χ
(α)
k (Z) is real.
Also the sum of the Friedel and polarization charge
of a single band can be written in terms of a Zak-Berry
phase. To achieve this we use a different gauge of the
Bloch state χ
(α)
k by writing the Bloch wave function (31)
in the form (3) which is the standard one within solid
state physics
ψ
(α)
k,bulk(m) =
1√
2pi
χ¯
(α)
k (j)e
ikm/Z , (185)
with m = Z(n− 1) + j labelling the lattice site and
χ¯
(α)
k (j) = χ
(α)
k (j)e
ikZ−jZ . (186)
This form can be written in the standard form
ψ
(α)
k˜,bulk
(x) =
1√
2pi
uk˜(x)e
ik˜x , (187)
with k˜ ≡ kL , x ≡ ma, and uk˜(x) = uk˜(x + L) ≡ χ¯k(j),
where L = Za denotes the length of the unit cell. We
note that χ¯
(α)
k 6= χ¯(α)k+2pi is no longer periodic in k, ex-
cept for the component χ¯
(α)
k (Z) = χ
(α)
k (Z). It fulfils the
condition
χ¯k+2pi(j) = χ¯k(j)e
−i 2piZ j , (188)
which is equivalent to uk˜+ 2piL
(x) = uk˜(x)e
−i 2piL x such that
ψ
(α)
k˜,bulk
is periodic under k˜ → k˜+ 2piL . This is the standard
gauge chosen for the definition of the Zak-Berry phase
within the MTP
γ¯α = i
∫ pi
−pi
dk (χ¯
(α)
k )
† d
dk
χ¯
(α)
k . (189)
Inserting (186) and using 12pi
∫ pi
−pi dk|χ
(α)
k (j)|2 = ρ(α)bulk(j),
we find after some straightforward manipulations
− γ¯α
2pi
= −γα
2pi
− 1
Z
Z∑
j=1
j ρ
(α)
bulk(j) +
Z∑
j=1
ρ
(α)
bulk(j)
= Q
(α)
F +Q
(α)
P −
1
Z2
Z∑
j=1
j + 1 , (190)
leading to the central result of a unique formulation of
the surface charge theorem for a single band
Q
(α)
B = − γ¯α2pi − Z−12Z , (191)
where the second term on the right hand side −Z−12Z =
1
Z
∑Z
j=1(j − Z) 1Z can be written as a certain represen-
tation for the polarization of the ions (note that e = 1
denotes the charge of the electron). This result applies to
HR, i.e., for a left boundary where the Zak-Berry phase
γ¯Rα ≡ γ¯α is defined with respect to the unit cell j =
1, . . . , Z, starting with j = 1 at the boundary. The result
for HL with a right boundary can be obtained in the same
way by defining the Zak-Berry phase γ¯Lα with respect to
the unit cell j = Z − 1, Z − 2, . . . , 1, Z, starting with
j = Z − 1 at the boundary, and reversing the direction
of the Bloch wave. Relabelling the sites of HL such that
they look the same as for HR we obtain after a straight-
forward consideration that the Bloch wave function for
HL can be written as ψ
L,(α)
k,bulk(n, j) = χ
L,(α)
k (j)e
ikn with
χ
L,(α)
k (j) =
{
χ
R,(α)
−k (Z − j)e−ik for j = 1, . . . , Z − 1
χ
R,(α)
−k (Z) for j = Z
,
(192)
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where χ
R,(α)
k ≡ χ(α)k . This leads with (186) to
χ¯
L,(α)
k (j) = χ¯
R,(α)
−k (Z − j) , (193)
where χ¯
R,(α)
k (0) ≡ χ¯R,(α)k (Z). Using the definition (189)
of the Zak phases γ¯
R/L
α with respect to χ¯
R/L,(α)
k (j) we
get the following universal relationship between the Zak
phases for left/right boundaries
γ¯Rα + γ¯
L
α = 0 . (194)
Since the boundary charges Q
R,L(α)
B of HR/L are given
by
Q
R,L(α)
B = −
γ¯R,Lα
2pi
− Z − 1
2Z
, (195)
we find that (194) is equivalent to the universal relation-
ship between the boundary charges for left/right bound-
aries
Q
L,(α)
B +Q
R,(α)
B = −Z−1Z , (196)
which is consistent with (152).
The surface charge theorem (191) is very helpful to
understand how the boundary charge of a single band
changes when we change the position of the boundary
by ∆m lattice sites to the right, or, equivalently, shift
the lattice by ∆m sites to the left. This is achieved by
changing the phase ϕ→ ϕ+ 2piZ ∆m. To fulfil the bound-
ary condition for the half-infinite system we need that
χ¯
(α)
k (Z) = χ
(α)
k (Z) is real. Since, for the shifted system,
the site m = ∆m is the last site j = Z of the unit cell,
we have to take the following Bloch wave function for the
shifted system
ψ˜k,bulk(m) = e
−iθ(α)k ψ(α)k,bulk(m+ ∆m) , (197)
where θ
(α)
k is the phase of ψ
(α)
k,bulk(∆m). Inserting (185)
and using (189) we find after a straightforward algebra
that this leads to a change of γ¯α by
γ¯α → γ¯α − 2pi
(
∆m
Z
− wα,∆m
)
, (198)
where wα,∆m = w[θ
(α)
k ] is the winding number of the
phase factor eiθ
(α)
k
w[θ
(α)
k ] =
1
2pii
∫ pi
−pi
dk e−iθ
(α)
k
d
dk
eiθ
(α)
k . (199)
Together with (191) this gives for the change of the
boundary charge
Q
(α)
B (ϕ+
2pi
Z ∆m)−Q(α)B (ϕ) = ∆mZ − wα,∆m .
(200)
Since ψ
(α)
k,bulk(m = 0) has been chosen real we note that
θ
(α)
k is the gauge invariant phase difference of the Bloch
wave function between site m = ∆m and m = 0. In an
analogous way we find the same result when the unshifted
half-infinite system starts at m = m′ and the shifted one
at m = m′ + ∆m. In this case, the phase difference of
the Bloch wave function between site m = m′+ ∆m and
m = m′ enters into the winding number. We note that
(200) respects the periodicity QB(ϕ + 2pi) = QB(ϕ) for
∆m = Z since θ
(α)
k = k and w[k]=1 for this case.
The central result (200) provides a very nice interpre-
tation of the winding numbers of phase differences of the
Bloch wave function between two different sites in terms
of the change of the boundary charge when one shifts the
boundary. It will be discussed in all detail in Section VI
for ∆m = 1
wα ≡ wα,1 , (201)
together with the possible values for wα. We note that
this winding number can also be expressed by the wind-
ing number w¯α of the phase ϕ
(α)
k (1) of the first compo-
nent χ
(α)
k (1). Since θ
(α)
k = k + ϕ
(α)
k (1) we get
wα = 1 + w¯α , w¯α = w[ϕ
(α)
k (1)] . (202)
V. TOPOLOGICAL INDICES
Since the winding number wα introduced in the pre-
ceding Section IV plays a very central role for univer-
sal properties of the boundary charge and is directly re-
lated to the phase variable of the Bloch wave function,
we present in this section a comparison of this winding
number to other topological indices used for the classifi-
cation of topological insulators, in particular, to the Zak-
Berry phase γα and to the Chern number C
(α) of a single
band. This provides a more detailed analysis compared
to Ref. [52] and shows that the winding number wα con-
tains much more information compared to the Zak-Berry
phase and the Chern number.
First, we note that wα is a gauge invariant and quan-
tized topological index irrespective of any symmetry con-
straints. This is in contrast to the Zak-Berry phase γα
which is only quantized in case of a local inversion sym-
metry as was first shown in Ref. [42]. Local inversion
symmetry is defined by a unitary operator Π acting on
the local system with the property
Πh(δ)Π† = h(−δ) ⇔ ΠhkΠ† = h−k . (203)
For our model a concrete realization is given by
Π|j〉 = |Z − j + 1〉 , (204)
which requires
vj = vZ−j+1 , tj = tZ−j , (205)
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with t0 ≡ tZ . To show the quantization we note that
(203) implies that Πχ
(α)
−k is also an eigenvector of hk with
the same eigenvalue. As a consequence χ
(α)
k and Πχ
(α)
−k
must agree up to a phase factor eiη
(α)
k
Πχ
(α)
−k = e
iη
(α)
k χ
(α)
k . (206)
According to the definition (199) we denote the quantized
winding number of this phase factor by w[η
(α)
k ], whereas
γ[χ
(α)
k ] defines the Zak-Berry phase of the Bloch state
χ
(α)
k . Using χ
(α)
−k = (χ
(α)
k )
∗ we get
γα = γ[χ
(α)
k ] = γ[e
−iη(α)k Π(χ(α)k )
∗]
= 2piw[η
(α)
k ] + γ[Π(χ
(α)
k )
∗]
= 2piw[η
(α)
k ] + γ[(χ
(α)
k )
∗]
= 2piw[η
(α)
k ]− γ[χ(α)k ] = 2piw[η(α)k ]− γα , (207)
leading to the quantization in units of pi which was the
central result of Ref. [42]
γα = piw[η
(α)
k ] . (208)
The relationship to the winding number wα is obtained
by combining (206) with the concrete definition (204) of
the operator Π leading to
eiη
(α)
k χ
(α)
k (Z) = (Πχ
(α)
−k )(Z)
= χ
(α)
−k (1) = (χ
(α)
k (1))
∗ . (209)
Since χ
(α)
k (Z) is real this implies e
iη
(α)
k = e−iϕ
(α)
k (1) and
w[η
(α)
k ] = −w[ϕ(α)k (1)], where ϕ(α)k (1) is the phase of the
first component χ
(α)
k (1). Together with (202) this leads
to the central result
wα = 1 + w[ϕ
(α)
k (1)]
= 1− w[η(α)k ] = 1−
γα
pi
, (210)
where we used (208) in the last step. As a consequence we
find in the special case of local inversion symmetry that
the quantization of the Zak-Berry phase in units of pi is
directly related to the quantization of the winding num-
ber wα which, up to our knowledge, is an interesting fact
not noticed previously. It shows that the winding num-
ber wα is a much more general topological index which
can be also used in the absence of inversion symmetry, in
contrast to the standard class of topological crystalline
insulators [17-22] which rely on the quantization of the
Zak-Berry phase. The Zak-Berry phase is not a gauge
invariant quantity and, in the absence of inversion sym-
metry, it is even not quantized.
In summary we conclude that the Zak-Berry phase γα
itself is only a useful physical concept to characterize
topological properties in case of local inversion symmetry.
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FIG. 14: Singularites of the Berry connection in (k, ϕ)-space
at the points where edge states enter or leave band α. We have
shown one edge state entering the band at ϕ
(α)
2+ for k = pi and
two edge states leaving the band at ϕ
(α)
1− and ϕ
(α)
3− for k = 0.
The Chern number C(α) =
∑
i C
(α)
i is given by the negative
sum over all closed integrals over the paths Li of the Berry
connection around the singularities at (k0, ϕ
(α)
i± ), with k0 = 0
or k0 = pi. According to Eq. (217), this is identical to the sum
over the windings C
(α)
i of the phase of a
(α)
k (1) around the sin-
gularities. The dashed line indicates the path along which the
winding number w¯α(ϕ) is defined which determines the invari-
ant Iα(ϕ) via Eq. (232). When ϕ crosses ϕ
(α)
i± from below the
winding number w¯α(ϕ) jumps by ±1 according to Eq. (219)
leading to C
(α)
i = ∓1, see Eq. (218). Note that w¯α(ϕ) jumps
also by ∓1 at the phase values ϕ(α)i± − 2piZ according to Eq. (219)
such that w¯α(ϕ) = w¯α(ϕ+ 2pi) is fulfilled.
In this case its quantization in units of pi leads via (182) to
a quantization of the Friedel charge Q
(α)
F in half-integer
units. Since the polarization charge (133) is zero in the
presence of local inversion symmetry, due to the prop-
erty ρ
(α)
bulk(j) = ρ
(α)
bulk(Z − j+ 1), this means that also the
boundary charge Q
(α)
B is quantized in half-integer units
which can be measured experimentally. In the absence
of local inversion symmetry the winding number wα is a
more general index to characterize topological properties
and is related to the universal properties of the change
of the boundary charge when the boundary is shifted to
a different position.
In contrast to the Zak-Berry phase γα the Chern num-
ber C(α) is a topological index which, similar to wα, is
also quantized and gauge invariant in the absence of any
symmetry constraints (cf. Refs. [43,66]). It is defined via
an integral over the Berry curvature F (α) as
C(α) =
1
2pi
∫ 3pi/2
−pi/2
dk
∫ 2pi
0
dϕF (α)(k, ϕ) , (211)
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with
F (α) = ∂kA
(α)
ϕ − ∂ϕA(α)k . (212)
Here, the vector ~A(α) = (A
(α)
k , A
(α)
ϕ ) is the Berry connec-
tion defined by
A
(α)
k = i(χ
(α)
k )
†∂kχ
(α)
k , A
(α)
ϕ = i(χ
(α)
k )
†∂ϕχ
(α)
k .
(213)
We note that the Chern number is gauge invariant and
does not change when one replaces χ
(α)
k by the different
gauge χ¯
(α)
k defined in (186). This leads to an additional
term ∂ϕ
∑
j |χ(α)k (j)|2 Z−jZ for the Berry curvature which
gives zero when inserted in (211).
We have written the integral over k in (211) from
k = −pi/2 to k = 3pi/2 since the singularities of the Berry
connection appear at the entering/leaving points ϕ
(α)
i± of
the edge states which occur for k = k0, with k0 = 0 or
k0 = pi, see Fig. 14. This follows from the fact that all
analytic quantities a
(α)
k0
(j), s(
(α)
k0
) and N
(α)
k0
are zero for
these particular phase values but the Bloch state remains
finite. In addition, at this point the phases of all compo-
nents of the Bloch state become the same and identical to
the phase of the first component χ
(α)
k (1) = a
(α)
k (1)/
√
Nk.
This is very important to prove the quantization of the
Chern number and its relation to wα. To show this we
first note that close to one of the singularities (k0, ϕ
(α)
iσi
)
we get up to linear order in k−k(ν)e and ϕ−ϕ(α)iσi (compare
with (E4))

(α)
k (ϕ) ≈ (ν)e (ϕ) , (214)
where ν is the index of the edge state corresponding to
gap ν = α (ν = α − 1) if the edge state enters/leaves
at the top (bottom) of the band. This follows since the
edge state leaves/enters the band in a smooth way as
function of ϕ together with ∂k
(α)
k = 0 at k = k0, see
(65). Inserting (214) in (59) and using s(
(ν)
e ) = 0 we
find
t1 · · · tj−1a(α)k (j) ≈ d1,j−1((ν)e )a(α)k (1) (215)
up to linear order in k − k(ν)e and ϕ − ϕ(α)iσi , showing
that close to all singularities the phases of all compo-
nents are identical to the phase ϕ
(α)
k (1) of the first com-
ponent of the Bloch state. Using the normalization∑Z
j=1 |χ(α)k (j)|2 = 1, this means, that for (k, ϕ) close to
the singularity (k0, ϕ
(α)
iσi
), we get for the Berry connection
vector
~A(α) ≈ −(∂k, ∂ϕ)ϕ(α)k (1) . (216)
Taking this result together with Stokes theorem, relating
the Chern number (211) to the sum over the closed in-
tegrals of the Berry connection around the singularities,
we get
C(α) = −
∑
i
∮
Li
~A(α)d~l =
∑
i
∮
Li
dϕ
(α)
k (1) , (217)
where Li denotes the counterclockwise closed curve
around the corresponding singularity (see Fig. 14). As
a result the Chern number is given by the sum C(α) =∑
i C
(α)
i over the winding numbers C
(α)
i of a
(α)
k (1) around
the singularity at (k0, ϕ
(α)
iσi
). We note that this winding
number has to be distinguished from the winding num-
ber w¯α(ϕ) defined in (202) which describes the winding
of a
(α)
k (1) along the path k = 0→ k = 2pi at fixed phase
ϕ, see Fig. 14. Obviously the two are related by
C
(α)
i = w¯α(ϕ
(α)
iσi
− 0+)− w¯α(ϕ(α)iσi + 0+) , (218)
i.e., C
(α)
i is identical to the negative jump of w¯α(ϕ) when
ϕ crosses a point ϕ
(α)
iσi
where an edge state enters/leaves
the band.
Since w¯α(ϕ) can be related via (200) and (202) to the
change of the boundary charge as
w¯α(ϕ) = −1− 1
Z
−Q(α)B (ϕ+
2pi
Z
) +Q
(α)
B (ϕ) , (219)
we find that the jump of w¯α(ϕ) is given by the jump of
Q
(α)
B (ϕ) at ϕ = ϕ
(α)
iσi
which is identical to σi. We note
that Q
(α)
B (ϕ +
2pi
Z ) does not jump at ϕ = ϕ
(α)
iσi
since no
edge state can appear at ϕ = ϕ
(α)
iσi
+ 2piZ , see Fig. 6 and
the discussion in Section II F. Denoting by M
(α)
± the total
number of entering/leaving points of edge states, we find
C(α) =
∑
i
C
(α)
i = −
∑
i
σi
= M
(α)
− −M (α)+ ≡M (α) . (220)
Due to (219) we note that w¯α(ϕ) jumps also at all phase
values ϕiσ − 2piZ such that w¯α(ϕ) = w¯α(ϕ + 2pi) is a pe-
riodic function and the total Chern number can not be
calculated by the overall jump of w¯α across a certain
phase interval. Note that the relation (220) was origi-
nally established in Ref. [43], and it is often referred to
as the bulk-boundary correspondence.
In summary, we find that the winding number wα(ϕ)
contains much more information compared to the Chern
number C(α). The Chern number is a phase-integrated
quantity which measures the sum of the jumps of wα(ϕ)
at the phase values ϕ = ϕi,± where edge states enter or
leave the band. Neither the value of wα itself nor the
precise positions of the jumps enter into the Chern num-
ber. If ϕ is an effective phase resulting from the quasi-
momentum ky perpendicular to the boundary of a two-
dimensional system, it can be shown that the total Chern
number of all filled bands Cν =
∑ν
α=1 C
(α) is related to
the plateau values of the transverse conductance2. In
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contrast, wα(ϕ) measures via (219) the whole phase-
dependence of the change ∆Q
(α)
B (ϕ) of the boundary
charge when the phase is changed by 2piZ .
We note that the winding numbers indicated in Fig. 14
along the various paths defining C
(α)
i and w¯α are the
windings of the phase of the first component a
(α)
k (1) of
the Bloch state. The corresponding line integrals of the
Berry connection are only the same (up to a sign) for the
curves Li (defining C
(α)
i ) but not for the horizontal lines.
The latter integral would result in the Zak-Berry phase
(177) and one can also define the Chern number via the
sum of the jumps of the Zak-Berry phase at the phase
values ϕ = ϕi,± where edge states enter or leave the band.
This can also be interpreted as a winding number44 but
we emphasize that, in contrast to wα(ϕ), the Zak-Berry
phase γα(ϕ) itself is not a winding number and is neither
quantized nor gauge-invariant as outlined above.
Finally, we note that when the Chern number is
summed over all filled bands, we find that many terms
cancel since the number of entering (leaving) modes at
the bottom of band α is identical to the number of leaving
(entering) modes at the top of band α− 1. Therefore, in
consistency with many previous works2,43,55,56,61,66, only
those edge states entering/leaving the top of band α = ν
remain and the following result is obtained for the total
Chern number
Cν =
ν∑
α=1
C(α) = M
(ν)
− −M (ν)+
= M−(µν)−M+(µν) = Mν , (221)
where M±(µν) denotes the total number of edge states
crossing the chemical potential µν from above/below,
already introduced in (111). According to the discus-
sion in Section II F we note that the difference Mν =
M−(µν)−M+(µν) does not depend on the precise posi-
tion of the chemical potential inside the gap but only on
the index ν of the gap.
VI. UNIVERSAL PROPERTIES
The topic of this section are the universal properties
of the boundary charge as proposed in Ref. [52] that will
be proven rigorously here based on the topological con-
straints for edge states derived in Section II F. We review
the physical picture based on charge conservation and
particle-hole duality as in Ref. [52] and provide a proof
of the essential ingredient that the phase-dependence of
the model parameters can always be chosen such that no
edge states cross the chemical potential in a certain gap
within a phase interval of size 2piZ . We provide a rigor-
ous proof of the two central results of Ref. [52] why the
invariants defined for a single band or for a given chemi-
cal potential are quantized and which values are allowed.
In addition, we treat the case where the wavelength of
the modulations is any rational number and discuss the
expectations for multi-channel systems.
A. Physical picture
We start with physical arguments what we expect for
the change of QB if the lattice is shifted by one site to-
wards the boundary. This means that the lattice of HR
starts not with site (n, j) = (1, 1) (as in Fig. 1) but with
(n, j) = (1, 2). Formally, we achieve this by changing
the phase variable ϕ by 2piZ such that vj → vj+1 and
tj → tj+1. This is a very fundamental question of how
observables defined at the boundary depend on the way
one cuts off an infinite system to define the boundary.
Since the boundary charge contains also the charge QE
of the edge states this is also related to the question of
how the appearance and energy of edge states depend on
the way one defines the boundary. As can be seen al-
ready from Fig. 4(b) the appearance and energy of edge
states of HR (shown as solid blue lines) depend crucially
on the phase variable ϕ, a fact very well known from the
integer QHE in 2D systems (where the quasimomentum
ky in y-direction plays the role of ϕ)
2,56. An illustrative
but very fundamental example in this respect is the SSH
model for Z = 2 and vj = 0. This model is parametrized
only by two hopping parameters t1 and t2 and it is ob-
viously not important for the bulk properties whether
t1 > t2 or t1 < t2, one can just interchange the two hop-
pings to get one or the other case. If the system starts
with site (n, j) = (1, 1) it is obvious that t1 < t2 leads to
the appearance of an edge state of HR (since an electron
can not leave the first site of the system in the limiting
case t1 = 0). Similarly, if the system starts with site
(n, j) = (1, 2) one needs the condition t1 > t2 to get an
edge state of HR. This property is generic for any Z,
edge states of HR appear only in certain regions of ϕ.
The underlying physics for the appearance of edge states
as function of ϕ is very obvious and is related to charge
pumping and charge conservation50,51. If the phase vari-
able is changed adiabatically in time by 2pi, the charge
ν of a whole unit cell (corresponding to the number ν
of filled bands when the chemical potential µν is located
in gap ν) has been moved into the boundary. Since the
boundary charge does not change for a phase change by
2pi (the Hamiltonian HR is exactly the same) the charge
ν must be taken away by exactly ν edge states which
move above the chemical potential during this process
and move the charge to higher bands, see Fig. 4(b). As
can be seen for the gaps ν = 4, 5 in Fig. 15(a) it can also
happen that Z−ν edge states of HR run downwards from
band α = ν + 1 to band α = ν. This can be understood
by an adiabatic pumping process in terms of the hole
picture described in Section III B. Due to Eq. (164) on
average the hole charge ν − Z is shifted into the bound-
ary when the phase changes by 2pi. Since the boundary
charges of the holes and particles are the same this means
that Z − ν edge states have to move below the chemical
potential to compensate this charge. Furthermore, it can
happen that edge states return to the same band, see
Fig. 15(b). Which case appears, depends on the model
parameters and how the phase-dependence is chosen via
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FIG. 15: (a) The band structure and edge states analog to Fig. 4(b) for Z = 6, V = 0.5, t = 1, δt = 0.1 and three random
Fourier coefficients for the real functions Fv and Ft in Eqs. (10) and (11) according to the form (B1), see Supplemental Material
for the precise parameters65. For the gaps ν = 1, 2, 3 there are ν edge states of HR (blue solid lines) moving upwards whereas,
for the gaps ν = 4, 5, there are Z − ν edge states of HR moving downwards. For band α = 4 all edge states of HR are entering
the band, Z − α = 2 from above and α − 1 = 3 from below, i.e., in total Z − 1 = 5 edge states. (b) The band structure and
edge states analog to Fig. 4(b) for Z = 3, V = 0.5, t = 1, δt = 0 and five random Fourier coefficients for the real function Fv in
Eq. (10) according to the form (B1), see Supplemental Material for the precise parameters65. Several edge states of HR return
to the same band in both gaps ν = 1, 2. For band α = 2 all edge states of HR are entering the band (disregarding the ones
which return to the same band), Z − α = 1 from above and α− 1 = 1 from below, i.e., in total Z − 1 = 2 edge states.
the functions Fv and Ft in Eqs. (10) and (11).
The two ways of how our Gedankenexperiment of
charge pumping can be interpreted in terms of parti-
cles and holes is very fundamental for an intuitive under-
standing of the physics. That each configuration of the
edge states in a certain gap can be explained either by the
particle or hole version of our Gedankenexperiment but
not by the other relies on the Pauli principle which has
no classical analog. Whereas in the particle picture the
boundary charge increases by ν during a phase change
of 2pi and has to be compensated by ν edge states mov-
ing above µν , in the hole picture the boundary charge
decreases by Z − ν and has to be compensated by Z − ν
edge states moving below µν . This will give rise to two
completely different line shapes of the boundary charge
as function of the phase variable ϕ, see Fig. 17(c) for an
example which will be discussed below in all detail.
One can also think of occupying only one single band
α such that one charge is moved into the boundary after
a phase change of 2pi. Therefore, one expects that during
this process in total one edge state has to leave this band.
In fact, in Figs. 4(b) and 15(a,b) it is the case for most
of the bands that either α− 1 edge states enter into the
band bottom and α edge states leave from the band top
or Z−α edge states enter into the band top and Z−α+1
edge states leave from the band bottom, such that in both
cases one edge state leaves in total. However, in each of
the figures one band is special in the sense that Z−1 edge
states enter the band, Z − α ones from above and α− 1
ones from below. This case can be understood in the hole
picture since the hole charge 1− Z has been moved into
the boundary after a phase change of 2pi which has to be
compensated by Z − 1 edge states entering the band.
We now consider the more fundamental issue of how
the boundary charge changes when we move the system
only by one site towards the boundary. We call this
change
∆QB ≡ ∆QB(ϕ, µν)
= QB(ϕ+
2pi
Z
, µν)−QB(ϕ, µν) , (222)
which depends on the phase ϕ and the chemical potential
µν in gap ν (note that edge states of HR can be present
in the gap such that QB depends on the precise value of
µν in gap ν). In this case we expect that on average the
charge ρ¯ = νZ is moved into the boundary. Since QB is
defined via a macroscopic average on length scales much
larger than the size of a unit cell, we expect the same
for ∆QB = ρ¯ if, in addition, no edge state is moving
above/below µν during the shift. So far we have only
involved the physics of classical charge conservation to
get this result. If we take in addition the Pauli principle
into account and look at the same process from the hole
point of view on average the hole charge ∆QB,h = ρ¯h =
ρ¯− 1 is moved into the boundary during the shift, which
gives ∆QB = ∆QB,h = ρ¯ − 1. Therefore, we expect
that the following two universal values are possible for
the change of ∆QB
∆QB(ϕ, µν) ∈ {ρ¯, ρ¯− 1} . (223)
It is very important to realize that this result does not
involve any edge state physics but relies only on classi-
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FIG. 16: Sketch of the branch cut separating band ν from ν + 1, corresponding to the analytic continuation of Fig. 5(a). The
position of kµν corresponds to µν and is defined via kµν = µν and Im(kµν ) > 0. The positions of k
(ν)
e (ϕ1) and k
(ν)
e (ϕ˜1)
correspond to the edge state poles at the phases ϕ1 and ϕ˜1 = ϕ1 +
2pi
Z
, respectively. Two possibilities are shown in (a) and (b)
for their position. Obviously, for both cases one can choose the orientation of the path k
(ν)
e (ϕ) of the edge state pole for all
phases ϕ1 < ϕ < ϕ˜1 in such a way that no crossing through kµν occurs (red part of the contour). We have not indicated in the
figure the weak dependence of kµν and k
(ν)
bp on ϕ.
cal charge conservation together with the Pauli princi-
ple. If additional edge states move above/below µν dur-
ing the shift one expects Eq. (223) to change mod(1).
However, for a given set of parameters {vj(ϕ1), tj(ϕ1)}
at phase ϕ = ϕ1 and, correspondingly, via Eq. (9) also
at all phases shifted by multiples of 2piZ , the value of
∆QB(ϕ1, µν) does not depend on the particular choice
of the phase dependence of vj(ϕ) and tj(ϕ) for all phases
ϕ1 < ϕ < ϕ1 +
2pi
Z . For our 1-channel model with a non-
degenerate spectrum it is shown in Appendix J that, for
any given phase interval of size 2piZ , the phase-dependence
can always be chosen such that no edge state of HR
crosses the chemical potential µν in gap ν as function
of ϕ in this interval. This is related to the fact that the
complex quasimomentum k
(ν)
e (ϕ) of the edge state pole
moves around the branch cut defined between band ν
and ν + 1 as function of ϕ, see Fig. 5(a) and movies pro-
vided in the Supplemental Material65. This movement
can have both orientations depending on the choice of the
phase-dependence of the parameters. Defining the com-
plex quasimomentum kµν corresponding to the chemical
potential uniquely via kµν = µν and Im(kµν ) > 0, the
condition that an edge state of HR does not cross µν for
all ϕ1 < ϕ < ϕ1 +
2pi
Z is equivalent to the condition that
k
(ν)
e (ϕ) does not cross kµν (ϕ) in this interval. This can
always be achieved by choosing the phase-dependence of
the parameters such that the orientation of the movement
of k
(ν)
e (ϕ) has the appropriate sign, see Fig. 16(a,b). As a
result we find that the two values predicted in Eq. (223)
are the only allowed values for the single-channel case
and are not related to any edge state physics.
As an example we demonstrate in Fig. 17 that a dif-
ferent parametrization for the phase-dependence gives
rise to very different interpretations of the change of the
boundary charge. In Fig. 17(a,b) we show the edge states
of HR in the first gap ν = 1 for Z = 3 and for given pa-
rameter sets of tj(ϕ) and vj(ϕ) at all phases ϕ = 2pij/3,
with j = 1, . . . , 3, but with two different choices of how
the phase-dependence is defined in between. In Fig. 17(a)
one edge state is moving from the lower to the upper
band whereas in Fig. 17(b) two edge states are moving
from the upper to the lower band. Fig. 17(c) shows the
corresponding phase-dependence of the boundary charge
QB for the two choices when the chemical potential µ1
is located in the first gap [dashed line in Figs. 17(a,b)].
Obviously, at ϕ = 2pij/3, with j = 1, 2, 3, the value of
QB must be the same for the two choices but the line
shape in between is completely different. Comparing the
two points ϕ = 0, 2pi3 or ϕ =
2pi
3 ,
4pi
3 , we get ∆QB = ρ¯ =
1
3
in both cases [see the two left arrows in Fig. 17(c)]. For
the first choice QB is increasing monotonously by
1
3 with-
out any edge state involved. In contrast, for the second
choice, QB decreases monotonously by ρ¯−1 = − 23 but at
ϕ = ϕ1,2 an edge state moves below µ1 such that QB gets
a discontinuous jump by +1 and the same result is ob-
tained for ∆QB =
1
3 . Similarly, comparing QB between
ϕ = 4pi3 and ϕ = 2pi we get ∆QB = ρ¯− 1 = − 23 for both
choices. Here, the situation is the other way around, for
the first choice an edge state moves above µ1 at ϕ = ϕ3
whereas for the second choice no edge state is involved,
leading again to the same net result for ∆QB . There-
fore, we conclude that just by looking at the change of
QB when the system is cut off at a different site at the
boundary, it is not unambiguous to interpret the value
of ∆QB in terms of edge state physics. Instead, the cor-
rect interpretation is in terms of charge conservation and
the Pauli principle as explained above, the edge states
just play the role of “followers” and can appear in one or
the other form depending on the concrete choice of the
phase-dependence.
The result (223) holds if the chemical potential µν
is located in gap ν. We note that it is not essen-
tial that the chemical potential is a constant, it can as
well have a phase dependence provided it is 2piZ -periodic:
µν(ϕ) = µν(ϕ+
2pi
Z ). This is necessary for band structures
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FIG. 17: In (a) and (b) we show the phase-dependence of the band structure of the first two bands and the edge states of HR
in the first gap (blue lines) for Z = 3, V = 0.1, t = 1, δt = 0.1 for two functions Fv and Ft in Eqs. (10) and (11) taken from
(B4) with fixed and random parameters for vj(0) and tj(0)− t at phase ϕ = 0 but different choices for the phase-dependence in
between [via the random parameters v
(1)
j and t
(1)
j used in (B10)], see the Supplemental Material
65 for the concrete parameters.
In (a) one edge state appears running from the lower to the upper band whereas in (b) two edge states run from the upper to
the lower band. In (c) the phase dependence of QB is shown for the two choices of (a) and (b) with µ1 located in the first gap
[see dashed line in (a) and (b)]. At ϕ = 0 and ϕ = 2pi/3, we get the change ∆QB(0) = ∆QB(
2pi
3
) = ρ¯ = 1
3
(see the two left
arrow). For the first choice QB increases on average by
1
Z
= 1
3
on both intervals whereas for the second choice QB decreases
on average by 1
Z
− 1 = − 2
3
and obtains a jump by +1 at ϕ = ϕ1,2 where an edge state moves below µ1. For ϕ = 4pi/3, we get
∆QB(
4pi
3
) = ρ¯− 1 = − 2
3
(see right arrow). Here, for the first choice, an edge state moves above µ1 at ϕ = ϕ3 leading to a jump
of QB by −1 whereas for the second choice no edge state is involved.
like in Fig. 15(b) where two bands can not be separated
by a fixed energy. If we consider the boundary charge
QB(ϕ, µν , µν′) = QB(ϕ, µν) − QB(ϕ, µν′) of all states
lying between two energies µν′ and µν located in gaps
ν′ < ν and ν, respectively, the corresponding change is
obtained by taking the difference of (223) for ν and ν′
∆QB(ϕ, µν , µν′) = ∆QB(ϕ, µν)−∆QB(ϕ, µν′)
∈ {ρ¯− ρ¯′, ρ¯− ρ¯′ ± 1} (224)
with ρ¯ = νZ and ρ¯
′ = ν
′
Z , giving rise to three possible
values. For example, for a single band α [with µν(ϕ)
chosen as the band top and µν′(ϕ) = µν−1(ϕ) as the
band bottom] we obtain
∆Q
(α)
B (ϕ) ∈ {
1
Z
,
1
Z
± 1} . (225)
Here, we see that not only the values 1Z and
1
Z − 1 are
possible, corresponding to the particle and hole picture,
respectively, when no edge state enters/leaves the band
during the shift. For a single band the edge states can
enter and leave at the bottom or the top of the band.
Therefore, not only the edge pole encircling the branch
cut between band α and α + 1 is relevant but also the
one between band α − 1 and α. It is obvious that the
phase dependence can not always be chosen such that
both edge poles avoid crossing the energy of the band
edges. As a result the edge states have to be taken into
account and another value becomes possible for ∆Q
(α)
B .
Comparing (225) with (200) for ∆m = 1 we see that the
winding number wα of the phase difference of the Bloch
wave function between site m = 1 and m = 0 can only
take three possible values
wα ∈ {0,±1} . (226)
This result will be proven analytically in the next Sec-
tion VI B.
Finally, we note that the result (223) holds only for 1-
channel tight-binding models where the spectrum is non-
degenerate. For multi-channel systems with Nc weakly
coupled channels several edge states encircle each branch
cut of Fig. 16 and it is no longer possible to choose the
phase-dependence of vj(ϕ) and tj(ϕ) in such a way that
no edge state crosses µν on a phase interval of size
2pi
Z .
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For Nc weakly coupled channels (such that we still have
Z−1 gaps) Ncν bands are filled when the chemical poten-
tial is located in gap ν. Therefore, instead of Eqs. (162)
and (163), we get the following result for the particle and
hole charge densities
ρp(m) = ρ(m) , ρh(m) = ρ(m)−Nc , (227)
ρ¯p = ρ¯ , ρ¯h = ρ¯−Nc , (228)
with ρ¯ = Ncν/Z. Since the particle and hole boundary
charges are again the same we find the following two pos-
sibilities for the change of the boundary charge when no
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edge states move above/below µν during the shift by one
lattice site
∆QB = ∆QB,p = ρ¯p = ρ¯ , (229)
∆QB = ∆QB,h = ρ¯h = ρ¯−Nc . (230)
Since this result can only be changed mod(1) when edge
states move above or below µν during the shift it is rea-
sonable that the allowed values are given by
∆QB(ϕ, µν) ∈ {ρ¯, ρ¯− 1, . . . , ρ¯−Nc} , (231)
since this is obviously the limiting result for vanishing
coupling between the channels (where we can just add
up (223) independently). The case of several channels
will be discussed in more detail in a future work67.
B. Invariant and boundary charge for a single band
In this section we consider the case of a single band.
We define the invariant
Iα(ϕ) = ∆Q
(α)
B −
1
Z
= −wα(ϕ) , (232)
which is identical to the negative winding number and is
an integer for all ϕ. We start with the proof of (226),
which states that the invariant can only take the values
Iα ∈ {0,±1} . (233)
We first use (202) to relate wα = 1 + w¯α to the winding
number w¯α of the phase ϕ
(α)
k (1) of the first component
χ
(α)
k (1) of the Bloch state. (233) then requires the proof
of
w¯α ∈ {0,−1,−2} . (234)
To show that only these particular values are allowed we
use the form (60) for a
(α)
k (1) = |a(α)k (1)|eiϕ
(α)
k (1), which
shows that w¯α is the winding of the complex number
q
(α)
k = (tZ/t¯
Z)a
(α)
k (1) (when k changes from zero to 2pi)
with
q
(α)
k = d˜
(α)
k e
−ik + 1 , (235)
d˜
(α)
k = d˜
(α)
−k = d˜2,Z−1(
(α)
k ) . (236)
The winding is determined from the number of crossings
of q
(α)
k through the positive and negative real axis. This
happens for
(1) k = 0 : q
(α)
0 = d
(α)
0 + 1 (237)
(2) k = pi : q(α)pi = −d(α)pi + 1 (238)
(3) d˜
(α)
k = 0 : q
(α)
k = q
(α)
−k = 1 . (239)
It can not happen that no crossing appears on the posi-
tive real axis since this would require d
(α)
0 < −1, d(α)pi > 1
φ φ~ φ φ~
φ φ~ φ φ~
(a) (b) 
(c) (d) 
FIG. 18: Four scenarios how edge states can enter/leave a
band for phase ϕ and ϕ˜ = ϕ + 2pi
Z
. We have shown a band
top but the same behaviour occurs for a band bottom. The
quasimomentum at the band edge can be either k0 = 0 or
k0 = pi. For (a) and (d) an edge state enters at ϕ and ϕ˜,
respectively, such that the sign of d
dϕ
d
(α)
1 is given by (−1)k0/pi
at the entering point according to (E10). Analog, for (b)
and (c) the edge state leaves such that the sign is given by
−(−1)k0/pi at the leaving point. Together with (240) and (E9)
this gives the correct correlation to the jump of Iα by −1 for
(a) and (b) and by +1 for (c) and (d), see explanation in the
main text.
and d
(α)
k 6= 0 for all k. This is obviously not possible.
The winding number then follows from the number of
crossings through the negative real axis (note that the
number of crossings through q
(α)
k = 1 for k 6= 0, pi is an
even number due to q
(α)
k = q
(α)
−k )
w¯α =

0 for d˜
(α)
0 > −1 , d˜(α)pi < 1
−1 for d˜(α)0 < −1 , d˜(α)pi < 1
−1 for d˜(α)0 > −1 , d˜(α)pi > 1
−2 for d˜(α)0 < −1 , d˜(α)pi > 1
. (240)
This proves Eq. (233).
We now determine the cases where the invariant jumps
as function of ϕ. This are the points where either
d˜
(α)
0 (ϕ) = −1 or d˜(α)pi (ϕ) = 1. In both cases we get
d
(α)
1 (ϕ) = d˜
(α)
k0
(ϕ) = −e−ik0 , where k0 = 0, pi correspond
to values at the band edges and d
(α)
1 (ϕ) has been defined
in (E1). According to (E13) this means that an edge
state appears at ϕ or at ϕ˜ = ϕ+ 2piZ . Thus, we conclude
that the invariant Iα can only jump by ±1 at phase ϕ
when an edge state enters/leaves the band at phase ϕ or
at ϕ˜. This is quite obvious and consistent with the def-
inition (232) of the invariant which can only jump when
the boundary charge jumps at ϕ or ϕ˜. Due to charge
conservation, the latter happens precisely when an edge
state leaves/enters the band.
One can also understand that the jump of Iα(ϕ) by
∓1 corresponds to the cases that either QB(ϕ) jumps
by ±1 (i.e., an edge state enters/leaves band α at ϕ)
or QB(ϕ˜) jumps by ∓1 (i.e., an edge state leaves/enters
band α at ϕ˜), see Fig. 18(a-d). We have depicted the four
possibilities of an edge state entering/leaving at phase
ϕ or at ϕ˜ = ϕ + 2piZ in Figs. 18(a-d). For the cases
shown in Figs. 18(a,b) and Figs. 18(c,d) the invariant
changes by −1 and +1, respectively. Using (E10) we
33
1.2
0.8
0.4
0.0
0.4
(a)
QB
QP
QF
0 /2 3 /2 2
1.2
0.8
0.4
0.0
0.4
I
1.5
0.5
0.5
(b)
QB
QP
QF
0 /2 3 /2 2
1.5
0.5
0.5
1.5
I
1.5
0.5
0.5
(c)
QB
QP
QF
0 /2 3 /2 2
1.5
0.5
0.5
1.5
I
FIG. 19: phase-dependence of QαB , Q
(α)
F , Q
(α)
P and Iα for α = 1, 3, 4 in (a), (b) and (c), respectively, using the parameters of
Fig. 15(a).
see that sign
{
d
dϕd
(α)
1 (ϕ)
}
= ±(−1)k0/pi for Fig. 18(a)
and Fig. 18(c), respectively, where an edge state en-
ters/leaves at ϕ, and sign
{
d
dϕd
(α)
1 (ϕ˜)
}
= ∓(−1)k0/pi
for Fig. 18(b) and Fig. 18(d), respectively, where an
edge state leaves/enters at ϕ˜. Using (E9), this gives
sign
{
d
dϕd
(α)
1 (ϕ)
}
= ±(−1)k0/pi for Figs. 18(a,b) and
Figs. 18(c,d), respectively. From (240) we conclude that
the winding number w¯α jumps by ±1 for these two cases,
respectively, which corresponds to the invariant jumping
by ∓1 since Iα = −1− w¯α, see Eqs. (232) and (202).
The fact that the boundary charge Q
(α)
B can only have
discontinuous jumps by ±1 when edge states enter/leave
the band at the phase values ϕ
(α)
i± , with i = 1, . . . ,M
(α)
± ,
leads together with (225) to the following shape of the
phase-dependence of Q
(α)
B
Q
(α)
B (ϕ) = fα(ϕ) +
M (α)
2pi
ϕ+ Fα(ϕ) , (241)
where
fα(ϕ) = fα(ϕ+
2pi
Z
) (242)
is an unknown non-universal 2piZ -periodic function and
Fα(ϕ) =
∑
σ=±
M(α)σ∑
i=1
σθ(ϕ− ϕ(α)iσ ) (243)
is the part describing the discontinuous jumps from edge
states entering/leaving the band. Here,
M (α) = M
(α)
− −M (α)+ (244)
is the net number of edge states leaving the band for a
phase change by 2pi which is given by the Chern num-
ber C(α) of band α, see (220). Using the form (241) we
get ∆Q
(α)
B (ϕ) = M
(α)/Z + ∆Fα(ϕ) which, together with
∆Q
(α)
B (ϕ) = Iα(ϕ) +
1
Z leads to
M (α) = 1− s(α)Z , (245)
where
s(α) = ∆Fα(ϕ)− Iα(ϕ) (246)
is a characteristic and phase independent integer for band
α. Eq. (245) just describes charge conservation. When
the phase changes by 2pi the charge 1 mod(Z) is pumped
into the boundary which has to be taken away by a cor-
responding number M (α) of edge states. This equation
is also called the Diophantine equation discussed within
the integer QHE [54-56], here derived for a single band.
To get (241), we have only used that the invariant Iα
is an integer. An additional topological constraint how
the edge states can enter/leave a band follow from the
allowed values Iα ∈ {0,±1}. For given s(α) we get
∆Fα(ϕ) ∈ {s(α), s(α) ± 1} . (247)
It is important to notice that M (α) and, consequently,
also the integer s(α) depend crucially on the choice of
the functions Fv and Ft defining the model parameters
via Eqs. (10) and (11). As we have discussed in Sec-
tion VI A for given parameters at phase ϕ = 0 the phase-
dependence can always be chosen such that, for a given
band α, one of the following two cases can be realized
M (α) = 1 ⇔ s(α) = 0 , (248)
M (α) = 1− Z ⇔ s(α) = 1 . (249)
This are also the most frequently obtained values for
rather smooth functions Fv(ϕ) and Ft(ϕ) where either of
the two cases occurs for all bands. Additional multiples
of Z are obtained for M (α) if the phase-dependence con-
tains higher Fourier components which is rather exotic.
Therefore, in the following we will only consider a phase-
dependence where one of the two cases of Eqs. (248) and
(249) occurs for each band.
We note that for a rational wave length λ = Zp of the
modulation where the phase parametrization is chosen
according to Eqs. (12) and (13) we get analog results for
the invariant but it has to be defined differently since a
shift by one lattice site corresponds to a phase change
2pip
Z
Iα(ϕ) = ∆Q
(α)
B (ϕ)−
1
Z
∈ {0,±1} , (250)
∆Q
(α)
B (ϕ) = Q
(α)
B (ϕ+
2pip
Z
)−Q(α)B (ϕ) . (251)
34
The form (241) of the phase-dependence of Q
(α)
B (ϕ) =
Q
(α)
B (ϕ+ 2pi) does not change, in particular the function
fα(ϕ) has precisely the same periodicity (242) with pe-
riod 2piZ . The latter is proven as follows. First, shifting
the lattice by one site via a phase change of 2pipZ requires
the periodicity fα(ϕ) = fα(ϕ +
2pip
Z ) due to (250) and
the smoothness of fα(ϕ). Furthermore the overall sys-
tem does not change when ϕ changes by 2pi leading to
the second condition fα(ϕ) = fα(ϕ+ 2pi). Since p and Z
are incommensurate one can always find integers n and
m such that mp = 1 + nZ or 2piZ = 2pin +
2pip
Z m. As
a consequence, the function fα(ϕ) must have the period
2pi
Z . The only equation which changes is the Diophantine
equation (245) which gets the different form
pM (α) = 1− s(α)Z , (252)
where p and s(α) must be such that M (α) is an integer.
Again we note that this can always be solved if Z and p
are incommensurate. The topological constraint formu-
lated via Eqs. (246) and (247) remains the same.
In Fig. 19(a)-(c) we show the phase-dependence of
the boundary charge Q
(α)
B , the Friedel charge Q
(α)
F , the
polarization charge Q
(α)
P , and the invariant Iα for the
bands α = 1, 3, 4 of Fig. 15(a). In Fig. 15(a) we find
M
(α)
− −M (α)+ = 1 for α 6= 4 and M (4)− −M (4)+ = 1 − Z,
corresponding to the particle and hole picture, respec-
tively. Therefore, except for α = 4, the linear term in
Eq. (241) leads to an average increase of QB(α) by
1
Z on
the phase interval 2piZ . On top of this linear function edge
states can enter or leave the band leading to discontinu-
ous jumps of Q
(α)
B by ±1 and the function fα(ϕ) can lead
to further oscillations with period 2piZ . As can be seen in
Fig. 19(a) for α = 1 the invariant I1 takes only the values
I1 ∈ {0,−1} since no edge states can enter/leave at the
band bottom. Up to a jump by −1 when an edge state
leaves the band Q
(1)
B is almost a linear function with av-
erage slope 12pi . However, this holds only for the sum of
the Friedel and polarization charge, neither Q
(1)
F nor Q
(1)
P
alone show any linear behaviour on average. In Fig. 19(b)
we show the phase-dependence for band α = 3. The av-
erage slope of Q
(3)
B is the same but the function f3(ϕ)
is rather large and influences the result strongly, lead-
ing even to a negative slope of Q
(3)
B between the jumps.
The invariant can take all values I3 ∈ {0,±1} since edge
states can enter/leave from both sides of the band. The
same happens for band α = 4 shown in Fig. 19(c). How-
ever, in this case, the average slope of Q
(4)
B is negative
corresponding to the hole picture. Here, all edge states
enter the band leading to Z − 1 discontinuous jumps by
+1 which have to be compensated by the large negative
slope 1−Z2pi of the linear term.
C. Total invariant and boundary charge
We now consider the case where the chemical potential
µν is placed somewhere in gap ν and calculate the total
boundary charge QB(ϕ, µν). All our results are also valid
if the chemical potential is chosen phase-dependent as
long as it is 2piZ -periodic
µν(ϕ) = µν
(
ϕ+
2pi
Z
)
. (253)
Therefore, we can take for µν also the top of band α = ν
or the bottom of band α = ν+1 since 
(α)
k (ϕ) = 
(α)
k (ϕ+
2pi
Z ) is
2pi
Z -periodic in the phase. The boundary charge
QB is given via (156) by summing over the boundary
charges Q
(α)
B of the occupied bands together with the
charge of the occupied edge states. Therefore, we get for
the change under a phase shift by 2piZ
∆QB(ϕ, µν) =
ν∑
α=1
∆Q
(α)
B (ϕ) + ∆QE(ϕ, µν)
=
ν∑
α=1
Iα(ϕ) +
ν
Z
+ ∆QE(ϕ, µν) . (254)
Using (232) this can be expressed by a total invariant
I(ϕ, µν) via
I(ϕ, µν) ≡ ∆QB(ϕ, µν)− ν
Z
(255)
=
ν∑
α=1
Iα(ϕ) + ∆QE(ϕ, µν) (256)
= −
ν∑
α=1
wα(ϕ) + ∆QE(ϕ, µν) . (257)
As a result the total invariant is an integer or, with ρ¯ =
ν
Z , that ∆QB − ρ¯ is an integer. To proof (223) we have
to show that the invariant can only take two values
I(ϕ, µν) ∈ {0,−1} . (258)
To show this we first state the generic form of the phase-
dependence of QB . As explained in detail in Section III C
the boundary charge can only jump if an edge state moves
below or above µν . We denote all these phase values by
ϕi±(µν), with i = 1, . . . ,M±(µν), which depend on the
choice of the chemical potential (for simplicity we do not
indicate a possible phase-dependence of µν). However,
we note that the difference
Mν = M−(µν)−M+(µν) (259)
depends only on ν sinceMν describes the number of those
edge states connecting the bands α = ν and α = ν + 1
when the phase changes by 2pi counted positive (negative)
when all these edge states move upwards (downwards).
As shown in (221) Mν = Cν is identical to the sum over
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FIG. 20: phase-dependence of boundary charge QB(ϕ, µν) and invariant I(ϕ, µν) for Z = 3 and (a) ν = 1, (b) ν = 2 for the
parameters of Fig. 15(b).
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FIG. 21: phase-dependence of boundary charge QB(ϕ, µν) and invariant I(ϕ, µν) for Z = 4 and (a) ν = 1, (b) ν = 2, (c) ν = 3
for the parameters of Fig. 4(b).
the Chern numbers of all filled bands α = 1, . . . , ν. Since
∆QB(ϕ, µν)− νZ is an integer for all phases ϕ, the phase-
dependence is similar to (241) of a single band
QB(ϕ, µν) = f(ϕ, µν) +
Mν
2pi
ϕ+ F (ϕ, µν) , (260)
where
f(ϕ, µν) = f(ϕ+
2pi
Z
, µν) (261)
is an unknown non-universal 2piZ -periodic function and
F (ϕ, µν) =
∑
σ=±
Mσ(µν)∑
i=1
σθ[ϕ− ϕiσ(µν)] (262)
is the part describing the discontinuous jumps from edge
states moving below/above µν . This is precisely the def-
inition we introduced in (111) where we used this quan-
tity to define the topological charge ∆F (ϕ, µν). Analog
to (245) we get from (260) and (255) the Diophantine
equation
Mν = ν − sνZ , (263)
where
sν = ∆F (ϕ, µν)− I(ϕ, µν) (264)
is a characteristic and phase independent integer for gap
ν. Similar to M
(α)
− −M (α)+ and s(α) we note that Mν and
sν depend crucially on the choice of the functions Fv and
Ft to define the parameters of the model via Eqs. (10) and
(11). From (264) we conclude that the property for the
invariant to take only the values I ∈ {0,−1} is equivalent
to the following topological constraint of how the edge
states can move below/above µν
∆F (ϕ, µν) ∈ {sν , sν − 1} , (265)
such that the integer sν is related via (263) to Mν . This is
precisely the topological constraint which we have proven
in Section II F via the explicit conditions how edge states
can appear in the gaps, see (114), from which we have
also obtained the Diophantine equation (117). Here, we
have obtained the Diophantine equation (263) in a dif-
ferent way from the quantization of the invariant but, in
addition, we have proven that the parameter ν is indeed
the index of the gap under consideration. We conclude
that the approach described in Section VI A to derive
the topological constraint, following along the lines of
Ref. [52], is indeed correct and can be rigorously proven.
This means that charge conservation and particle-hole
duality together with the fact that the phase-dependence
of the parameters can always be chosen such that no edge
states cross µ in a certain gap ν within some phase in-
terval of size 2piZ describe precisely the right physical pic-
ture. This is a very surprising and remarkable fact since
the two ways to derive the same result are based on a
complete different approach. Whereas in Section II F the
proof is based on the precise way the edge states can run
between the bands, in Ref. [52] the proof is based on the
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FIG. 22: phase-dependence of boundary charge QB(ϕ, µν) and invariant I(ϕ, µν) for Z = 6 and (a) ν = 1, (b) ν = 2, (c) ν = 3,
(d) ν = 4, (e) ν = 5 for the parameters of Fig. 15(a).
absence of edge states crossing µ. This shows very clearly
that it is not the physics of edge states which drives the
topological constraint but rather the edge modes are fol-
lowers which have to adjust to a certain choice of the
phase-dependence (or the way the boundary is shifted
continuously through the lattice) in order to respect the
topological constraint.
Similar to (248) we note that for rather smooth func-
tions Fv(ϕ) and Ft(ϕ) the integer sν is typically given by
one of the following cases for each gap ν
Mν = ν ⇔ sν = 0 , (266)
Mν = ν − Z ⇔ sν = 1 . (267)
Mν = ν means that ν edge states move upwards in gap ν,
corresponding to the particle picture where the charge ρ¯
is moved into the boundary under a phase change of 2pi
which has to be compensated by ν edge states moving
above µν . Mν = ν − Z is the case where Z − ν edge
states move downwards, describing the case where the
hole charge ρ¯− 1 is moved into the boundary which has
to be compensated by Z − ν edge states moving below
µν .
Analog to (251) and (252) we note that for rational
wave lengths with phase parametrization according to
Eqs. (12) and (13) all equations remain the same only
the invariant is redefined as
I(ϕ, µν) = ∆QB(ϕ, µν)− ν
Z
∈ {0,−1} , (268)
∆QB(ϕ, µν) = QB(ϕ+
2pip
Z
, µν)−QB(ϕ, µν) , (269)
and the Diophantine equation changes to
pMν = ν − sνZ . (270)
In Figs. 20(a,b), Figs. 21(a-c) and Figs. 22(a-e) we
show the phase-dependence of the boundary charge and
the invariant for Z = 3, 4, 6 corresponding to the band
structures of Fig. 15(b), Fig. 4(b) and Fig. 15(a), respec-
tively. For each case we consider all possibilities for the
gap ν = 1, . . . , Z − 1 and take the chemical potential µν
at the top of band α = ν (if µν is placed somewhere in
the gap only the position of the jumps from edge states
are shifted). The three terms on the r.h.s. of Eq. (260)
can be clearly identified. The part F (ϕ, µν) shows up
in the discontinuous jumps of QB(ϕ, µν) by ±1 at the
phase values ϕ = ϕi± where edge states enter or leave
the top of band α = ν. Correspondingly, the invariant
I(ϕ, µν) jumps at ϕ = ϕi± by ∓1 and at ϕ = ϕi± − 2piZ
by ±1. The invariant is always given by the two values
I ∈ {0,−1}, even for the rather chaotic case Z = 3 of
Figs. 20(a,b), where many edge states return to the same
band. The linear term Mν2pi ϕ on the r.h.s. of (260) is visi-
ble by an overall positive or negative average slope of QB
in Figs. 21(a-c) for Z = 4 and in Figs. 22(a-e) for Z = 6.
A positive slope occurs on average for Mν = ν = 1, 2, 3 in
Figs. 21(a-c) and Figs. 22(a-c) whereas a negative slope
is observed on average for Mν = ν − Z and ν = 4, 5
in Figs. 22(d,e). The non-universal 2piZ -periodic function
f(ϕ, µν) turns out to be large for small Z or for gaps ν
close to Z/2. When Z is large the boundary charge is
almost a linear function for the gaps ν close to 1 or Z,
see ν = 1, 5 in Figs. 22(a,e).
VII. SUMMARY AND OUTLOOK
In this work we have presented a rigorous basis for a
unique relationship between the boundary charge and the
bulk Zak-Berry phase together with the analytical under-
standing of universal properties of the boundary charge
for a wide class of half-infinite nearest-neighbor tight-
binding models with one channel per site in 1D beyond
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symmetry constraints. The proposed representation of
the exact eigenstates and their analytic continuation, un-
derlying essentially our analytical treatment, might be
of interest for a wider class of models including multi-
channel cases. We addressed the very fundamental issue
of the topological constraints for the edge states when
the boundary of a half-infinite system is shifted to a dif-
ferent position and the relation to the universal change
of the boundary charge. We introduced a measurable
topological invariant to characterize this dependence and
revealed a link to the winding number of a fundamental
phase, namely the phase difference of the Bloch wave for
the infinite system between the sites left and right to the
boundary. We analysed this winding number in com-
parison to other topological indices classifying topologi-
cal systems and found that the winding number contains
more information and probes this phase directly. An-
other important insight of this work is the proof that the
derived universal properties can indeed be described by
using charge conservation of particles and holes alone, as
it was proposed in Ref. [52]. The edge states were shown
to play the role of followers obeying certain topological
constraints such that particles and holes fulfil charge con-
servation at the same time. This reflects a very simple
physical picture analog to charge pumping that piling up
particle or hole charge at the boundary by shifting the
lattice towards a boundary leads inevitably to a linear in-
crease of the boundary charge until edge states entering
or leaving the band guarantee that the charge does not
change when a whole unit cell has been shifted into the
boundary. As a consequence, edge states are driven by
this mechanism, leaving a fingerprint in the density of the
scattering states as we have demonstrated, in agreement
with previous works on continuum systems, by calculat-
ing the pole contributions of the Friedel density. Be-
sides this “edge” part of the density of the scattering
states we have also analysed the part from branch cuts
leading to a different localization length and a nontrivial
pre-exponential power-law that deserves further investi-
gations, in particular in the presence of interactions.
So far our results refer to all single-channel mod-
els falling into the wide class of commensurate Aubry-
Andre´-Harper models but with generic modulation func-
tions for the potentials and hoppings. However, since
our proposed representation and analytic continuation of
Bloch states is quite general and since the principle of
charge conservation of particle and holes is always ful-
filled, we expect that our results can be generalized to
multi-channel systems as well67. As we already outlined
in this work, one expects a weakening of the topological
constraint in the sense that, if Nc channels are present,
the topological invariant can take Nc + 1 different val-
ues. An interesting question for future research will be
the development of a non-Abelian version of the winding
number and the determination of the precise gauge of the
Bloch states such that an unambiguous link can be set up
between the boundary charge and the Zak-Berry phase.
Although the scattering states of the half-infinite sys-
tem consist of a linear combination of an incoming and
outgoing plane wave for the single-channel model under
consideration here, we have found that the scattering
states have a nontrivial influence on the density and the
boundary charge. This is even expected to be more dra-
matic for multi-channel systems since, in this case, the
scattering states have to fulfil more boundary conditions
which can only be fulfilled if they contain, in addition to
the purely oscillating waves, also exponentially decaying
contributions. This has been shown in a recent article
on STM setups for probing the spectral density at the
boundary of a Floquet topological insulator68. There it
was shown, that the exponentially decaying contributions
of the scattering states lead to a dramatic effect for the
STM signal at bifurcation points which are even more
pronounced and stable than the ones from topological
states in the gap. It is quite intuitive that the expo-
nential localization of the boundary charge will certainly
hold always for an insulator (since a typical velocity de-
vided by the inverse gap is the only relevant length scale
besides the localization length of the edge states) but it
is not obvious how the pre-exponential function will look
like in the presence of several channels.
Since the principle of charge conservation of parti-
cle and holes is not violated by interactions we expect
that our results are quite robust against disorder and
Coulomb interactions. The stability against disorder has
already been demonstrated in Ref. [52] provided that dis-
order is so weak that the gaps are not closed. Weak
Coulomb interaction can be treated very effectively by
functional renormalization group methods69 or bosoniza-
tion techniques70,71. An interesting issue concerns the
properties of the boundary charge for the case of strong
Coulomb interaction, where bosonization methods have
suggested the generation of charge and spin density wave
instabilities, possibly relevant for the occurrence of frac-
tional charges as they appear, e.g., for the fractional
quantum Hall effect72.
An issue touched only slightly in this work is a pre-
cise discussion of the unknown and non-universal func-
tion f(ϕ, µν) in (260). For rather smooth choices of the
phase-dependence of the model parameters this function
is observed to be rather small for not too small Z and for
sufficiently large gaps located at rather low or high ener-
gies. This behaviour is expected to drastically change
when the system is close to special symmetry points,
where the boundary charge is quantized for all phases
at particular filling factors, leading to a completely flat
curve for QB(ϕ), up to discrete jumps from edge states.
This happens typically when the gap closes at particu-
lar values of the phase corresponding to Weyl semimetal
physics73. Breaking the symmetry slightly leads only to
a small deviation from a flat curve although the Chern
number Cν = Mν determining the slope of the linear
term in (260) might be nonzero. In this case the func-
tion f(ϕ, µν) is very strong and plays a very important
role. As a result this function seems to have two tenden-
cies driven by two different physical mechanism. When it
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is small the boundary charge adjusts to charge conserva-
tion of particles and holes for all values of the phase lead-
ing to a nearly perfect linear form of QB(ϕ) between the
jumps. On the other hand, it can be driven by symmetry
constraints, which have the tendency to adjust the phase-
dependence to certain quantized values of the boundary
charge. Which mechanism wins depends on how strong
certain symmetries are broken as will be discussed in a
future work73.
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Appendix A: Complex hoppings
Here we show that the phases of the hoppings of any
nearest-neighbor tight-binding model with one orbital
per site defined on a half-infinite system can be gauged
away by a unitary transformation. Starting from the
generic Hamiltonian
H =
∞∑
m=1
{
vˆm|m〉〈m| − (tˆmeiθm |m+ 1〉〈m|+ h.c.)
}
,
(A1)
where vˆm = vˆ
∗
m, tˆm = tˆ
∗
m, and θm = θ
∗
m are real, we
define a unitary transformation U |m〉 = eiφm |m〉 via the
phases φ1 = 0, φ2 = θ1, φ3 = θ2 + φ2, etc., such that
θm = φm+1 − φm. It follows that
U†HU =
∞∑
m=1
{
vˆm|m〉〈m| − (tˆm|m+ 1〉〈m|+ h.c.)
}
(A2)
contains only real hoppings. The unitary transformation
gives each site only a phase factor, i.e., the density on
each site remains invariant. Furthermore, we find that
the hoppings can be chosen positive tˆm > 0. The case
tˆm = 0 is excluded since it would correspond to a finite
system.
Appendix B: Choice of phase-dependence
Here, we present two different ways how we
parametrize the two real and periodic functions Fγ(ϕ) =
Fγ(ϕ + 2pi), with γ = v, t, in Eqs. (10) and (11) in case
we take a random choice in the figures.
The first choice is to take a random periodic and real
function of the form
Fγ(ϕ) = 2
Nγ∑
n=1
rnγ cos(nϕ+ θ
n
γ ) , (B1)
where 0 < rnγ < 1, θ
n
γ are 2Nγ random and real param-
eters. Due to (8) there is no Fourier component with
n = 0.
The second choice consists in fixing the values of
γj(0) ≡ vj(0), tj(0) for all j = 1, . . . , Z at phase ϕ = 0
via
vj(0) = V v
(0)
j , tj(0) = t+ δt t
(0)
j (B2)
by the real parameters γ
(0)
j = Fγ(2pij/Z) (for γ = v, t),
with zero averave
1
Z
Z∑
j=1
γ
(0)
j = 0 (B3)
due to (8). The phase-dependence is then chosen in a
random way via the function
Fγ(ϕ) = Re
{
Z∑
n=1
Fnγ e
inϕ
}
+Gγ(ϕ) , (B4)
where
Fnγ =
1
Z
Z∑
j=1
γ
(0)
j e
−in2pij/Z , (B5)
is the discrete Fourier transform of γ
(0)
j , with n =
1, . . . , Z, and Gγ(ϕ) is some random periodic function
with Gγ(2pij/Z) = 0. Therefore, by construction the
condition γ
(0)
j = Fγ(2pij/Z) is fulfilled. The second term
involving the function Gγ is introduced since the first
term is zero for ϕ = piZ (2j + 1)
Fγ
( pi
Z
(2j + 1)
)
= Gγ
( pi
Z
(2j + 1)
)
. (B6)
This follows by inserting (B5) in (B4) and performing the
sum over n with the result
Fγ(ϕ)−Gγ(ϕ) = 1
Z
Z∑
j′=1
γ
(0)
j′ sin(
ϕZ
2
)
×
{
− sin
(
ϕZ
2
)
+ cos
(
ϕZ
2
)
cot
(
ϕ
2
− pij
′
Z
)}
.
(B7)
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Inserting ϕ = piZ (2j + 1) and using (B3) we find (B6).
For Gγ = 0 this means that all potentials and hopping
are the same at these phase values
Gγ = 0 ⇒
vj
( pi
Z
(2j + 1)
)
= 0 , tj
( pi
Z
(2j + 1)
)
= t , (B8)
leading to the special case of gap closings. Therefore, to
cover the generic case the second term Gγ(ϕ) is chosen
randomly via
Gγ(ϕ) = Im
Z∑
n=1
Gnγe
inϕ , (B9)
where
Gnγ =
1
Z
Z∑
j=1
γ
(1)
j e
−in2pij/Z (B10)
is defined analog to (B5) but with some different real and
random numbers for γ
(1)
j . Explicitly one obtains analog
to (B7)
Gγ(ϕ) =
1
Z
Z∑
j′=1
γ
(1)
j′ sin
(
ϕZ
2
)
·
·
{
cos
(
ϕZ
2
)
− sin
(
ϕZ
2
)
cot
(
ϕ
2
− pij
′
Z
)}
.
(B11)
Appendix C: Useful identities
We first proof (59) which in terms of the components
χ
(α)
k (j) of the Bloch state reads for j = 2, . . . , Z − 1
t1 · · · tj−1χ(α)k (j) =
= d1,j−1 χ
(α)
k (1)− d2,j−1 χ(α)k (Z) tZe−ik , (C1)
where we omitted for simplicity the dependence of the
determinants on 
(α)
k . First we note that the eigenvalue
equation (32) together with the form (21) of the Bloch
Hamiltonian implies the recurrence relation
−tjχ(α)k (j + 1) + v¯jχ(α)k (j)− tj−1χ(α)k (j − 1) = 0 ,
(C2)
for j = 2, . . . , Z − 1, together with
−t1χ(α)k (2) + v¯1χ(α)k (1)− tZe−ikχ(α)k (Z) = 0 , (C3)
where v¯j = vj − (α)k has been defined in (44). (C3)
gives (C1) for j = 2. The other values are obtained by
induction. Assuming that (C1) holds for all j = 2, . . . , l,
we find for j = l + 1
t1 · · · tlχ(α)k (l + 1) =
= t1 · · · tl−1[v¯lχ(α)k (l)− tl−1χ(α)k (l − 1)]
= v¯l[d1,l−1 χ
(α)
k (1)− d2,l−1 χ(α)k (Z)tZe−ik]−
− t2l−1[d1,l−2 χ(α)k (1)− d2,l−2 χ(α)k (Z)tZe−ik]
= d1l χ
(α)
k (1)− d2l χ(α)k (Z)tZe−ik , (C4)
where we used (C2) in the first step, (C1) in the sec-
ond step, and the recurrence relation (55) for the deter-
minants in the last step. This is identical to (C1) for
j = l + 1.
Next we proof
(t1 · · · tj−1)2dj+1,Z−1 = d1,j−1d2,Z−1 − d2,j−1d1,Z−1 ,
(C5)
with 2 ≤ j ≤ Z − 1. This relation follows directly from
inserting (50) together with (51) and (52) in (59).
To proof the relation
d
d
dij() = −
j∑
j′=i
di,j′−1()dj′+1,j() , (C6)
for i ≤ j, we use the property
d
d
detR() = Tr
detR()
R()
d
d
R() , (C7)
valid for any matrix R(). Taking R() = A(ij) −  with
A(ij) defined in (49), we get with (48)
d
d
dij() = −Trdet(A
(ij) − )
A(ij) − 
= −
j∑
j′=i
(
det(A(ij) − )
A(ij) − 
)
j′j′
, (C8)
where we labelled the matrix elements of the j − i + 1-
dimensional matrix A(ij) with the index j′ = i, . . . , j.
Using in analogy to (47) (with 1 → i and Z − 1 → j)
that
(
det(A(ij) − )
A(ij) − 
)
j′j′
= di,j′−1()dj′+1,j() , (C9)
we arrive at (C6).
Using (C6) we now proof the relation (58) for the vec-
tors f() and g(). Using the definitions (51) and (52)
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we get
fT
d
d
g = t¯Zt2Z
Z−1∑
j=1
dj+1,Z−1
d
d
d1,j−1
= t¯Zt2Z
Z−1∑
j=1
dj+1,Z−1
j−1∑
k=1
d1,k−1dk+1,j−1
= t¯Zt2Z
∑
1≤k<j≤Z−1
d1,k−1dk+1,j−1dj+1,Z−1
(C10)
gT
d
d
f = t¯Zt2Z
Z−1∑
j=1
d1,j−1
d
d
dj+1,Z−1
= t¯Zt2Z
Z−1∑
j=1
d1,j−1
Z−1∑
k=j+1
dj+1,k−1dk+1,Z−1
= t¯Zt2Z
∑
1≤j<k≤Z−1
d1,j−1dj+1,k−1dk+1,Z−1 .
(C11)
Interchanging j ↔ k in (C11) we find that it agrees with
(C10), which proves (58).
We now derive useful relations for the derivative of the
B-matrix defined by (45) and (46). Taking successively
the derivatives d
n
dn of
(A− )B() = B()(A− ) = s() , (C12)
we find for n = 1, 2, . . . with B(n) ≡ B(n)() ≡ dndnB()
and s(n) ≡ s(n)() ≡ dndn s()
−nB(n−1) + (A− )B(n) =
= −nB(n−1) +B(n)(A− ) = s(n) . (C13)
Multiplying this equation from the left or right with B
and using (C12) we find in addition
−nBB(n−1) + sB(n) =
= −nB(n−1)B + sB(n) = s(n)B . (C14)
These relations imply the following useful identities
(A− )B(n) = B(n)(A− ) , (C15)
BB(n−1) = B(n−1)B , (C16)
− nB(n−1) + (A− )B(n) = s(n) , (C17)
− nBB(n−1) + sB(n) = s(n)B . (C18)
Next we try to set up useful identities of the function
D(k) = cos(k) defined in (62) and (63), together with
its derivatives. Using the form (25) of the vector bk we
find
bTkBb−k = t
2
ZB11 + t
2
Z−1BZ−1,Z−1 + 2tZtZ−1DB1,Z−1
= t2ZB11 + t
2
Z−1BZ−1,Z−1 + 2t¯
ZD , (C19)
where we used (47) to get B1,Z−1 = t1 · · · tZ−1 in the last
step. Taking the derivatives of this equation w.r.t. k we
get with B
(n)
1,Z−1 = 0 for n = 1, 2, . . .
dn
dnk
{
bTkBb−k
}
= bTkB
(n)b−k + 2t¯ZD(n) . (C20)
From (43) and (45) we get
s(vZ − k) = bTkBb−k , (C21)
Using (C20) and taking derivatives of this equation w.r.t.
 we get for n = 1, 2, . . .
−2s(n−1) + s(n)(vZ − k) =
= bTkB
(n)b−k + 2t¯ZD(n) . (C22)
Appendix D: Expansion of Nk around poles
To prove Eqs. (90) and (91) we expand Nk around the
quasimomentum k = ke ≡ k(ν)e of the edge pole up to
linear order where, according to Section II E, we have
the conditions
s(ke) = 0 , a−ke = 0 , (D1)
and
(A− ke)ake = 0 , bT−keake = 0 . (D2)
In the following we use the subindex e to indicate that
quantities are evaluated at ke , e.g., Be ≡ B(ke).
We first assume that this is an isolated pole and does
not agree with the branching point k
(ν)
e 6= k(ν)bp . This
means that dkdk |k=ke is finite, i.e., k − ke ∼ O(k − ke).
Therefore, the term [s(k)]
2
in Nk is of O(k − ke)2 and
can be neglected. We get
Nk = a
T
k a−k + [s(k)]
2
≈ aTke
d
dk
(a−k)|k=ke(k − ke)
= −aTke
d
dk
(B(k)b−k)|k=ke(k − ke)
= −dk
dk
|k=keaTkeB(1)e b−ke(k − ke)
− aTkeBe
d
dk
(b−k)|k=ke(k − ke) . (D3)
The first term of the last equation is zero since, due to
the Faddeev-LeVerrier algorithm, the matrix B() can be
written as a polynomial of degree Z−2 in the matrixA−.
This holds also for its derivatives since dd (A − ) = −1.
Therefore, by using (D2), we get no contribution of this
term. For the second term we use
d
dk
(b−k) =
i
e−2ik − 1(bk − b−k) , (D4)
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and get with Bebke = −ake and Beb−ke = −a−ke = 0 the
result
Nk =
i
e−2ike − 1a
T
keake(k − ke) +O(k − ke)2 , (D5)
which proves Eq. (90).
Next we consider the case when an edge pole agrees
with a branching point ke ≡ k(ν)e = k(ν)bp . In this case we
have in addition to (D1) the condition
D(1)e ≡
dD
d
(ke) = 0 . (D6)
Therefore, we have to be more careful since expanding
the equation D(k) = cos(k) around k = ke we get
1
2
D(2)e (k − ke)2 ≈ − sin(ke)(k − ke) , (D7)
i.e., we have to expand all terms up to (k − ke)2 ∼
(k − ke). We get
Nk = a
T
k a−k + s(k)
2
= −aTkB(k)b−k + s(k)2
≈ −aTkB(k)b−ke + (s(1)e )2(− ke)2
− aTkeBe
d
dk
(b−k)|k=ke(k − ke) . (D8)
The last term has already been evaluated above and leads
to (D5). For the first term we use
− aTkB(k)b−ke = bTkB(k)B(k)b−ke
=
(
−aTke + bTkeB(1)e (k − ke) +O(k − ke)2
)
B(k)b−ke ,
where we used k − ke ∼ (k − ke)2 in the last step, see
(D7). The first term in the bracket gives zero analog to
the first term on the r.h.s. of Eq. (D3) since B(k) can
be written as a power series in A − k or in A − ke . In
addition, since Bkeb−ke = −a−ke = 0 we get B(k)b−ke ∼
(k − ke) and obtain
− aTkB(k)b−ke ≈ bTke(B(1)e )2b−ke(− ke)2 . (D9)
Inserting this result in (D8) we get
Nk =
(
bTke(B
(1)
e )
2b−ke + (s
(1)
e )
2
)
(k − ke)2+
+
i
e−2ike − 1a
T
keake(k − ke) +O(k − ke)3 . (D10)
Finally, we prove that the first term on the r.h.s. is iden-
tical to the second one. We rewrite the second term by
inserting
ake = −Bebke
= a−ke −Be(bke − b−ke)
= −2itZ sin(ke)Bee1 ,
where we used (D1) and (25) in the last equality, and de-
fined the Z − 1-dimensional unit vector e1 = (10 · · · 0)T .
This gives aTkeake = −4t2Z sin2(ke)
(
(Be)
2
)
11
and the sec-
ond term on the r.h.s. of Eq. (D10) can be written with
the help of (D7) as
i
e−2ike − 1a
T
keake(k − ke) =
= −t2Zeike
(
(Be)
2
)
11
D(2)e (k − ke)2 .
(D11)
The matrix element
(
(Be)
2
)
11
can be rewritten with the
help of (C18) for n = 1 and k = ke, and using (47), (56)
and (99)(
(Be)
2
)
11
= −s(1)e (Be)11 = −s(1)e d2,Z−1(ke)
= −s(1)e
t¯Z
t2Z
d˜2,Z−1(ke) = s
(1)
e
t¯Z
t2Z
e−ike . (D12)
With the help of (C22) for n = 1, 2 and k = ke we get
s(1)e (vZ − ke) = bTkeB(1)e b−ke , (D13)
−2s(1)e + s(2)e (vZ − ke) = bTkeB(2)b−ke + 2t¯ZD(2)e .
(D14)
Using (D12), (D13) and (D14), we can calculate the fac-
tor in front of (k − ke)2 on the r.h.s. of Eq. (D11)
−t2Zeike
(
(Be)
2
)
11
D(2)e = −s(1)e t¯ZD(2)e = −s(1)e
(
−s(1)e +
1
2
s(2)e (vZ − e)−
1
2
bTkeB
(2)
e b−ke
)
= (s(1)e )
2 +
1
2
bTke
(
−s(2)e B(1)e + s(1)e B(2)e
)
b−ke (D15)
Finally, we use (C17) for n = 1, 2 and k = ke
s(1)e = −Be + (A− ke)B(1)e , (D16)
s(2)e = −2B(1)e + (A− ke)B(2)e , (D17)
which leads to
−s(2)e B(1)e + s(1)e B(2)e = 2(B(1)e )2 −BeB(2)e
= 2(B(1)e )
2 −B(2)e Be , (D18)
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where we used (C16) in the last step. Inserting this result
in (D15) and using Beb−ke = −a−ke = 0 we arrive at
−t2Zeike
(
(Be)
2
)
11
D(2)e =
= (s(1)e )
2 + bTke(B
(1)
e )
2b−ke . (D19)
This proves that the first and second term on the r.h.s.
of Eq. (D10) are the same and we get the final result of
Eq. (91)
Nk =
2i
e−2ike − 1a
T
keake(k − ke) +O(k − ke)3 . (D20)
Appendix E: Topological constraints for edge states
In this Appendix we prove the central Eq. (110) for the
topological constraint of edge state that outgoing and in-
coming vertices must alternate. In a first step we discuss
in more detail the phase-dependence of following deter-
minants evaluated with the energy at the top of the band
(i.e., k0 = 0 for ν even and k0 = pi for ν odd)
d1(ϕ) ≡ d˜2,Z−1(k0(ϕ), ϕ) , (E1)
d2(ϕ) ≡ d˜1,Z−2(k0(ϕ), ϕ) , (E2)
where we have left out the band index for simplicity.
Using (107) and the periodicity of the band dispersion
k(ϕ) = k(ϕ+
2pi
Z ), we note the relation
d1(ϕ) = d2
(
ϕ+
2pi
Z
)
. (E3)
When an edge state of HR enters or leaves at ϕ =
ϕ0 the phase-dependence of the edge state energy will
connect smoothly to the band dispersion with the same
first derivative
′e(ϕ0) = 
′
k0(ϕ0) . (E4)
This means that up to linear order in ϕ − ϕ0 the two
dispersion are the same e = k0 +O(ϕ−ϕ0)2. Thus, up
to this order we can replace k0(ϕ) by e(ϕ) in (E1) and
(E2) and get with the help of (99) and (100)
d1(ϕ) = −e−ike(ϕ) +O(ϕ− ϕ0)2 , (E5)
d2(ϕ) = −eike(ϕ) +O(ϕ− ϕ0)2 . (E6)
Taking the derivate of these relations at ϕ = ϕ0 and using
ke(ϕ) = k0 + iκe(ϕ) together with κe(ϕ0) = 0 and (E3)
we get
d1(ϕ0) = d2(ϕ0) = d1(ϕ0 − 2pi
Z
) = −e−ik0 , (E7)
d′1(ϕ0) = −κ′e(ϕ0) e−ik0 , (E8)
d′1(ϕ0) = −d′2(ϕ0) = −d′1(ϕ0 −
2pi
Z
) . (E9)
Since κ′e(ϕ0) ≷ 0 corresponds to an edge state of HR
leaving/entering the band, we get with e−ik0 = (−1)k0/pi
from (E8) the central property
Entering/leaving edge state of HR ⇒
sign {d′1(ϕ0)} = ±(−1)k0/pi . (E10)
In summary, we conclude that the determinant d1(ϕ) has
always the same value −e−ik0 at the points ϕ = ϕ0 where
edge states of HR enter or leave the band, the derivative
d′1(ϕ) of the determinant has different sign for entering
and leaving edge states at ϕ = ϕ0, and d
′
1(ϕ) has a dif-
ferent sign for ϕ = ϕ0 and ϕ = ϕ
′
0 = ϕ0 − 2piZ . In terms
of the contractions this means that
(I) d1(ϕ) has the same value −e−ik0 at all
vertices, (E11)
(II) sign{d′1(ϕ)} = ±(−1)k0/pi for
outgoing/incoming vertices, (E12)
and these two properties hold irrespective of whether the
vertices are the right or left vertices of a contraction.
In addition, we get the property that if the determinant
fulfils the condition d1(ϕ) = −e−ik0 , either an edge state
of HR must enter/leave at ϕ or at ϕ +
2pi
Z , i.e., in terms
of the contraction
(III) d1(ϕ) = −e−ik0 ⇒ a vertex appears at ϕ. (E13)
To prove this we first note that e−ik0 = eik0 due to k0 =
0, pi. With (60) this implies ak0(1) = 0 and (59) leads to
t1 · · · tj−1ak0(j) = −d2,j−1(k0)s(k0)tZe−ik0 , (E14)
for j = 2, . . . , Z−1. We consider two cases: (a) s(k0) = 0
and (b) s(k0) 6= 0. For case (a) an edge state of HR
enters/leaves the band and ak0 = 0 which is consistent
with (102) since the two quasimomenta ±k0 are equiva-
lent. However, note that the Bloch vector χk0 is still well-
defined since Nk0 is also zero. For case (b) we get ak0 6= 0
and Nk0 6= 0 such that χk0(1) = ak0(1)/
√
Nk0 = 0. This
means that we have found an edge state when the bound-
ary of HR is defined between the sites m = 1 and m = 2
which corresponds to the shifted system at ϕ+ 2piZ . There-
fore, in this case an edge state must enter/leave the band
at phase ϕ+ 2piZ .
Since the derivative of the determinant must alternate
between two consecutive points where it takes the same
value, we get from the three properties (E11), (E12) and
(E13) the central condition that outgoing and incoming
vertices must alternate, which proves Eq. (110).
Appendix F: Diophantine equation
Here we prove the Diophantine equation (117) for the
case when all contraction lines go to the right, see Fig. 9.
We split the phase interval of size 2pi in Z subintervals
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of size 2piZ . Starting at ϕ = 0 with an outgoing vertex,
we find in the first subinterval s incoming vertices in-
cluding the one at ϕ = 2piZ . At phase ϕ =
2pi
Z + 0
+ the
topological charge is s− 1, corresponding to s− 1 right-
going contractions. Therefore, in the second subinterval
we obtain s− 1 incoming vertices. At all following phase
values ϕ = 2pinZ + 0
+, with n = 2, . . . , Z − 1, the topo-
logical charge is either s − 1 or s. This gives either s or
s−1 incoming vertices for the remaining subintervals. As
a consequence, we obtain for the maximal and minimal
value of the number M+ of incoming vertices the result
Mmax+ = 2s− 1 + s(Z − 2) = −1 + sZ , (F1)
Mmin+ = 2s− 1 + (s− 1)(Z − 2) = 1− Z + sZ , (F2)
which gives the following result for M = M− −M+ =
−M+
Mmin = −Mmax+ = 1− sZ , (F3)
Mmax = −Mmin+ = Z − 1− sZ . (F4)
The proof when all contractions go to the left is analog
and gives the same result for M = M−. This proves
(117).
Appendix G: Construction of all edge state
configurations
Here we show that all configurations of contractions
can be constructed by starting from the ones where
all contractions have the same direction and iteratively
adding pairs of contractions with different directions ac-
cording to Fig. 10. To prove this statement we go the
other way around and show that we can eliminate all
such pairs iteratively starting from any given configura-
tion until we end in a configuration where all contractions
have the same direction.
Taking any configuration we first identify that pair
(1, 2) of left-going vertices, one of them outgoing and the
other incoming, which have shortest distance such that
no other left-going vertex is allowed to occur in between,
see the two vertices 1 and 2 in Fig. 23(a). W.l.o.g. we
assume that vertex 1 is incoming and 2 is outgoing (the
other case can be proven analog). We first prove that it
is also not possible that right-going vertices can occur be-
tween 1 and 2. In Fig. 23(a) we have shown a pair (3′, 4′)
of two right-going vertices between 1 and 2. These two
vertices are connected to (3, 4). Thereby, it is not possible
that 4 = 2 since otherwise the contraction between 4′ and
4 would be shorter than the one between 3′ and 3 (note
that 3 can not occur between 1 and 2 since we assumed
that no other left-going vertex can be in this interval). As
a consequence we find that the two vertices 3 and 4 have
a shorter distance compared to 1 and 2 which leads to a
contradiction since the pair (1, 2) was assumed to be the
one with the shortest distance. Similarly, we can prove
that no other vertex can occur between 1′ and 2′. First,
3 421 3' 4' 2'1' 3 4
(a) (b) 
FIG. 23: (a) The two vertices 1 and 2 are assumed to be a
pair of left-going vertices with shortest distance where 1 is an
incoming and 2 an outgoing vertex. As shown it is not possible
that two other right-going vertices 3′ and 4′ occur between 1
and 2 since the two vertices 3 and 4 would form a pair with
shorter distance compared to the pair (1, 2). (b) Here we
show the two right-going vertices 1′ and 2′ corresponding to
1 and 2 of (a) which have the same distance. As shown it is
not possible that two left-going vertices 3 and 4 can appear in
between since they would have a shorter distance compared
to the pair (1, 2).
a right-going vertex 3′ is not allowed between 1′ and 2′
since this would lead to a left-going vertex 3 between 1
and 2 which is not allowed. As shown in Fig. 23(b) it
is also not allowed that two left-going vertices 3 and 4
can occur between 1′ and 2′ since their distance would
be smaller than the one between 1 and 2, again leading
to a contradiction. As a consequence, we find that no
other vertex can appear between 1 and 2 and between
1′ and 2′ such that this pair can be taken out without
violating the topological constraint. Proceeding in this
way one finds that all pairs of contractions with different
directions can be eliminated until one arrives at a config-
uration where all left-going vertices are either incoming
or outgoing vertices. This are the configurations where
all contractions have the same direction, see Fig. 9.
Appendix H: Density
Here we present the technical details of Section III C
to calculate the density of a half-infinite system, analog
to Ref. [62] for a system in continuum. First we analyse
the Friedel density ρ
(α)
F (n, j) of a certain band α starting
from (143) and, by using the periodicity χ
(α)
k = χ
(α)
k+2pi,
shift the integration region to
∫ 3pi/2
−pi/2 dk. We close the
integration contour in the upper half via the closed path
γ shown in Fig. 24 and obtain
ρ
(α)
F (n, j) = −
1
2pi
∮
γ
dk
[
χ
(α)
k (j)
]2
e2ikn . (H1)
To obtain this we have used that the two contributions
from 3pi/2→ 3pi/2 + i∞ and −pi/2 + i∞→ −pi/2 cancel
each other due to the periodicity of χ
(α)
k = χ
(α)
k+2pi. To
show that the asymptotic part from 3pi/2+i∞→ −pi/2+
i∞ is zero we need to analyse the asymptotic form of the
integrand for k = x+ iy with x, y real and y →∞. Using
the results (I1) and (I9) derived in Appendix I, we get
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Re[k]
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FIG. 24: Closing of the integration contour in the upper half
via the path γ to calculate the Friedel density ρ
(2)
F (n, j) of
band α = 2, corresponding to the analytic continuation shown
in Fig. 5(b). The two contributions from 3pi/2 → 3pi/2 +
i∞ and −pi/2 + i∞ → −pi/2 cancel each other due to the
periodicity of χ
(2)
k = χ
(2)
k+2pi. The asymptotic part from 3pi/2+
i∞→ −pi/2 + i∞ is zero. Using the analytic properties from
Fig. 5(b) the integration along γ is the same as the sum of the
two integrals along γ
(1)
bc and γ
(2)
bc surrounding the two branch
cuts, together with the integral along γ
(2)
e encircling the edge
pole at k
(2)
e .
for n ≥ 1
[χ
(α)
k (j)]
2e2ikn → 1
Z
(t1 . . . tj−1)2t2Z(−(α)k )−2je2ik(n−1)
∼ e2ik(n−1+ jZ ) → 0 . (H2)
Using the analytic continuation of
[
χ
(α)
k (j)
]2
according
to Fig. 5(b), we can deform the contour γ to a sum
over the contours γ
(ν)
bc around the branch cuts starting
at k
(ν)
bp together with the contours γ
(ν)
e encircling edge
poles, with ν ∈ {α − 1, α} and 1 ≤ ν ≤ Z − 1. Thereby,
the pole lying below k
(ν)
bp occurs only under the conditions
Im(κ(ν)e ) > 0 , (H3)

(ν)
bp ≶ (ν)e for ν =
{
α− 1
α
. (H4)
The first condition requires the edge state to be an eigen-
state of HR and the second condition is necessary since
edge poles arising from the analytic continuation of band
α must either lie in gap α−1 with energy above (α−1)bp or
in gap α with energy below 
(α)
bp , see Fig. 4(b). Eq. (H1)
for the Friedel density can therefore be split into two
parts from branch cut integrations and pole contributions
ρ
(α)
F (n, j) = ρ
(α)
F,bc(n, j) + ρ
(α)
F,p(n, j) , (H5)
with
ρ
(α)
F,bc(n, j) = −
1
2pi
∑
ν=α,α−1
1≤ν≤Z−1
∮
γ
(ν)
bc
dk
[
χ
(α)
k (j)
]2
e2ikn ,
(H6)
ρ
(α)
F,p(n, j) = −
1
2pi
∑′
ν=α,α−1
∮
γ
(ν)
p
dk
[
χ
(α)
k (j)
]2
e2ikn ,
(H7)
where the prime at the last
∑′
refers to the conditions
stated in (H3) and (H4). To evaluate the branch cut
contribution we write k = k
(ν)
bp + iκ ± 0+, with κ > 0,
and use χ
(α)
k
(ν)
bp +iκ−0+
(j) = [χ
(α)
k
(ν)
bp +iκ+0
+
(j)]∗ which follows
from (38), (39) and (68). This gives
ρ
(α)
F,bc(n, j) =
1
pi
∑
ν=α,α−1
1≤ν≤Z−1
e−2κ
(ν)
bp n
× Im
∫ ∞
0
dκ
[
χ
(α)
k
(ν)
bp +iκ+0
+
(j)
]2
e−2κn . (H8)
Summing up all branch cut contributions from the occu-
pied bands α = 1, . . . , ν, we find that the contributions
from adjacent bands α and α+ 1 for the common branch
cut starting at k
(α)
bp will exactly cancel each other since
the values of the integrand left and right due to branch
cut are interchanged, see Fig. 3(b,c). What remains is
only the branch cut from band α = ν in gap ν, leading
to Eq. (172).
To calculate the edge pole contribution we use (88) and
(90) to get for k → k(ν)e
χ
(α)
k (j)
2 →
N e
k
(ν)
e
N
(α)
k
[
χe
k
(ν)
e
(j)
]2
→ −i
k − k(ν)e
[
χe
k
(ν)
e
(j)
]2
. (H9)
This gives for (H7) with (87)
ρ
(α)
F,p(n, j) = −
∑′
ν=α,α−1
[ψe
k
(ν)
e
(n, j)]2 . (H10)
As a result the pole contribution of the Friedel density
of band α cancels exactly the edge state density of those
edge states which belong to band α, see Eq. (171).
Appendix I: Asymptotic values
In this Appendix we determine the asymptotic form
of various quantities for k = x + iy with x, y real and
y →∞. Since e−ik = e−ixey →∞ and eik = eixe−y → 0
we find from (62) that e−ik → 1
t¯Z
(−(α)k )Z or
(−(α)k )Z → t¯Ze−ik . (I1)
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We note that this asymptotic condition has no unique
solution for the individual bands 
(α)
k . A detailed analysis
(not important for the following) gives

(α)
k → −t¯e−ik/Zei2piα/Z . (I2)
As a result of (I1) we get 
(α)
k → ∞ such that all de-
terminants have the asymptotic condition dnm(
(α)
k ) →
(−(α)k )m−n+1 for m − n + 1 ≥ 0 (note that dnm ≡ 1
for n > m). Using (50), (51), and (52) this gives for
j = 1, . . . , Z − 1
a
(α)
k (j)→ t1 · · · tj−1tz(−(α)k )Z−1−je−ik , (I3)
a
(α)
−k (j)→
t¯Z
t1 · · · tj−1
1
tz
(−(α)k )j−1 . (I4)
Furthermore, from (46), we get s(
(α)
k ) → (−(α)k )Z−1 or
with (I1) [
s(
(α)
k )
]2
→ t¯Z(−(α)k )Z−2e−ik . (I5)
Since a
(α)
k (1) → t¯Z(−(α)k )Z−2e−ik is largest and
a
(α)
k (j)a
(α)
−k (j)→ t¯Z(−(α)k )Z−2e−ik, we obtain
(a
(α)
k )
Ta
(α)
k +
[
s(
(α)
k )
]2
→ [a(α)k (1)]2
→ t2Z(−(α)k )2(Z−2)e−ik , (I6)
N
(α)
k = (a
(α)
k )
Ta
(α)
−k +
[
s(
(α)
k )
]2
→ Zt¯Z(−(α)k )Z−2e−ik . (I7)
Using (144) this gives for
∑Z
j=1[χ
(α)
k (j)]
2 = (χ
(α)
k )
Tχ
(α)
k
the asymptotic form
Z∑
j=1
[χ
(α)
k (j)]
2 → 1
Z
t2Z(−(α)k )−2e−2ik . (I8)
For [χ
(α)
k (j)]
2 = 1
N
(α)
k
[a
(α)
k (j)]
2 for j = 1, . . . , Z − 1 and
[χ
(α)
k (Z)]
2 = 1
N
(α)
k
[
s(
(α)
k )
]2
we get from (I3), (I5), and
(I7)
[χ
(α)
k (j)]
2 → 1
Z
(t1 . . . tj−1)2t2Z(−(α)k )−2je−2ik . (I9)
Appendix J: Tuning of edge states via choice of the
phase-dependence
Here we show that the phase-dependence of vj(ϕ) and
tj(ϕ) in the phase interval 0 < ϕ <
2pi
Z for given param-
eters vj(0), tj(0) and vj(
2pi
Z ) = vj+1(0), tj(
2pi
Z ) = tj+1(0)
at the boundaries ϕ = 0, 2piZ can always be chosen such
that no edge state crosses µν in this interval. This can
be achieved by using the parametrization (B4) for the
phase-dependence. For Gγ = 0 a gap closing occurs in
the middle of the interval at ϕ = piZ where all vj(
pi
Z ) = 0
and tj(
pi
Z ) = t, see (B8). The spectrum of the edge state
between the first and second band is shown in Fig. 25(a)
for Z = 4. At the gap closing at ϕ = pi4 the edge state
changes from an edge state of HL to an edge state of HR.
In Fig. 25(b,c) we show the same for a slightly nonzero
function Gγ by choosing a random set of parameters γ
(1)
j
in (B10) on two scales ∼ 0.05 and ∼ 0.1, respectively. In
Fig. 25(d,e) we have changed the sign of all γ
(1)
j . As can
be seen in Figs. 25(b,c) close to ϕ ∼ pi4 the edge state
of HR is taken upwards together with the upper band
whereas in Figs. 25(d,e) it is taken downwards together
with the lower band. This has the effect that the edge
state of HR does no longer cross the chemical potential
in Figs. 25(d,e). This behaviour is generic and can be ob-
served for any Z and for any initial parameters for γ
(0)
j
and for all kinds of random parameters for γ
(1)
j . Chang-
ing the sign of Gγ corresponds precisely to the change
of the orientation of the edge pole encircling the branch
cut in order to avoid the crossing of k
(ν)
e (ϕ) through the
value of kµν corresponding to the chemical potential, see
Fig. 16. For arbitrary ν we find that this point describes
the crossover from the edge state encircling the branch
cut ν times in clockwise direction to the case of Z − ν
windings with counter-clockwise orientation. This corre-
sponds to the two cases of ν edge states moving upwards
compared to Z − ν edge states moving downwards, see
Eqs. (266) and (267). We note that additional windings
by multiples of Z do not occur [corresponding to values
s 6= 0, 1 in the Diophantine equation (263)] since with
our choice (B4) of the phase parametrization we have
only chosen at most Z Fourier modes for Fγ(ϕ).
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