Variational inequality problems over fixed point sets of nonexpansive mappings include many practical problems in engineering and applied mathematics, and a number of iterative methods have been presented to solve them. In this paper, we discuss a variational inequality problem for a monotone, hemicontinuous operator over the fixed point set of a strongly nonexpansive mapping on a real Hilbert space. We then present an iterative algorithm, which uses the strongly nonexpansive mapping at each iteration, for solving the problem. We show that the algorithm potentially converges in the fixed point set faster than algorithms using firmly nonexpansive mappings. We also prove that, under certain assumptions, the algorithm with slowly diminishing step-size sequences converges to a solution to the problem in the sense of the weak topology of a Hilbert space. Numerical results demonstrate that the algorithm converges to a solution to a concrete variational inequality problem faster than the previous algorithm. MSC: 47H06; 47J20; 47J25
Introduction
The paper presents an iterative algorithm for the variational inequality problem [-] for a monotone, hemicontinuous operator A over a nonempty, closed convex subset C of a real Hilbert space H with inner product · , · and its induced norm · , find z ∈ C such that y -z, Az ≥  for all y ∈ C.
(  )
Problem () can be solved by using convex optimization techniques. A typical iterative procedure for Problem () is the projected gradient method [, ] , and it is expressed as x  ∈ C and x n+ = P C (I -r n A)x n for n = , , . . . , where P C stands for the metric projection onto C, I is the identity mapping on H, and {r n } ⊂ (, ∞). However, as the method requires repetitive use of P C , it can only be applied when the explicit form of P C is known (e.g., C is a closed ball or a closed cone). The following method, called the hybrid steepest descent method (HSDM) [] , enables us to consider the case in which C has a more complicated ©2014 Iemoto et al.;  licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. http://www.fixedpointtheoryandapplications.com/content/2014/1/51 form: x  ∈ H and x n+ = (I -r n A)Tx n for all n = , , . . . , where {r n } ⊂ (, ] and T : H → H is an easily implemented nonexpansive mapping satisfying Fix(T) := {x ∈ H : Tx = x} = C. HSDM converges strongly to a unique solution to the variational inequality problem over Fix(T),
find z ∈ Fix(T) such that y -z, Az ≥  for all y ∈ Fix(T), 
Define a sequence {x n } ⊂ H by x  ∈ H and
for all n = , , . . . , where {α n } ⊂ [, ) and {r n } ⊂ (, ). Assume that {Ax n } in algorithm () is bounded, and that there exists n  ∈ N such that VI(Fix(F), A) ⊂ := ∞ n=n  {x ∈ Fix(F) : x n -x, Ax n ≥ }. If {α n } and {r n } satisfy lim sup n→∞ α n < , ∞ n= r  n < ∞, and lim n→∞ x n -y n /r n = , then {x n } weakly converges to a point in VI(Fix(F), A). To relax the strong monotonicity condition of A considered in [], a firmly nonexpansive mapping F is used in algorithm () in place of a nonexpansive mapping T. From the fact that a firmly nonexpansive mapping F can be represented by the form, F = (/)(I + T), for some nonexpansive mapping T, algorithm () when α n :=  and F := (/)(I + T) can be simplified as follows: x  ∈ H and
In constrained optimization problems, one is required to satisfy constraint conditions early in the process of executing an iterative algorithm. From this viewpoint, we introduce the following algorithm with a weighted parameter α, which is more than /:
Algorithm () potentially converges in the fixed point set faster than algorithm (). Here, we can see that the mapping, S := ( -α)I + αT, satisfies the strong nonexpansivity condition [], which is a weaker condition than firm nonexpansivity. This implies that the previous algorithms in [, ], which can be applied to Problem () when T is firmly nonexpansive, cannot solve Problem () when T is strongly nonexpansive.
In this paper, we present an iterative algorithm for solving the variational inequality problem with a monotone, hemicontinuous operator over the fixed point set of a strongly nonexpansive mapping and show that the algorithm weakly converges to a solution to the problem under certain assumptions.
The rest of the paper is organized as follows. Section  covers the mathematical preliminaries. Section  presents the algorithm for solving the variational inequality problem for a monotone, hemicontinuous operator over the fixed point set of a strongly nonexpansive mapping, and its convergence analyses. Section  provides numerical comparisons of the algorithm with the previous algorithm in [] and shows that the algorithm converges to a solution to a concrete variational inequality problem faster than the previous algorithm. Section  concludes the paper.
Preliminaries
Throughout this paper, we will denote the set of all positive integers by N and the set of all real numbers by R. Let H be a real Hilbert space with inner product · , · and its induced norm · . We denote the strong convergence and weak convergence of {x n } to x ∈ H by x n → x and x n x, respectively. It is well known that H satisfies the following condition, called Opial's condition [] : for any {x n } ⊂ H satisfying x n x  , lim inf n→∞ x n -x  < lim inf n→∞ x n -y holds for all y ∈ H with y = x  ; see also [, , ]. To prove our main theorems, we need the following lemma, which was proven in []; see also [, , ].
Lemma . ([])
Assume that {s n } and {e n } are sequences of non-negative numbers such that s n+ ≤ s n + e n for all n ∈ N. If ∞ n= e n < ∞, then lim n→∞ s n exists.
Strong nonexpansivity and fixed point set
Let T be a mapping of H into itself. We denote the fixed point set of T by Fix(T); i.e., Fix(T) = {z ∈ H : Tz = z}. A mapping T : H → H is said to be nonexpansive if Tx -Ty ≤ x -y for all x, y ∈ H. Fix(T) is closed and convex when T is nonexpansive [, , , ].
T : H → H is said to be strongly nonexpansive [] if T is nonexpansive and if, for bounded sequences {x n }, {y n } ⊂ H, x n -y n -Tx n -Ty n →  implies x n -y n -(Tx n -Ty n ) → .
The following properties for strongly nonexpansive mappings were shown in []:
• Fix(T) is closed and convex when T : H → H is strongly nonexpansive because T is also nonexpansive. http://www.fixedpointtheoryandapplications.com/content/2014/1/51
• A strongly nonexpansive mapping, T :
• If S, T : H → H are strongly nonexpansive, then ST is also strongly nonexpansive, and
. In particular, since the identity mapping I is strongly nonexpansive, the mapping U := αI + ( -α)T is strongly nonexpansive. Such U is said to be averaged nonexpansive.
Example . Let D ⊂ H be a closed convex set, which is simple in the sense that P D can be calculated explicitly. Furthermore, let f : H → R be Fréchet differentiable and ∇f :
Then T is strongly nonexpansive and
. . , m) be a closed convex set, which is simple in the sense that P D i can be calculated explicitly. Define ( find z ∈ C such that y -z, Az ≥  for all y ∈ C. http://www.fixedpointtheoryandapplications.com/content/2014/1/51
Variational inequality
We denote the solution set of the variational inequality problem by VI(C, A). The monotonicity and hemicontinuity of A imply that VI(C, A) = {z ∈ C : y -z, Ay ≥  for all y ∈ C} [, Subsection .]. This means that VI(C, A) is closed and convex. VI(C, A) is nonempty when A : H → H is monotone and hemicontinuous, and C ⊂ H is nonempty, compact, and convex [, Theorem ..].
Example . Let g : H → R be convex and continuously Fréchet differentiable and A := ∇g. Then A is monotone and hemicontinuous.
(i) Suppose that f : H → R is as in Example . and T : H → H is defined as in () and
A solution of this problem is a minimizer of g over the set of all minimizers of f over D. Therefore, the problem has a triplex structure [, , ].
(ii) Suppose that T : H → H is defined as in (). Then
This problem is to find a minimizer of g over the generalized convex feasible set [, , , , ].
Optimization of variational inequality over fixed point set
In this section, we present an iterative algorithm for solving the variational inequality problem for a monotone, hemicontinuous operator over the fixed point set of a strongly nonexpansive mapping and its convergence analyses. We assume that T : H → H is a strongly nonexpansive mapping with Fix(T) = ∅ and that A : H → H is a monotone, hemicontinuous operator.
Algorithm .
Step . Choose x  ∈ H, r  ∈ (, ), and α  ∈ [, ) arbitrarily, and let n := .
Step . Given x n ∈ H, choose r n ∈ (, ) and α n ∈ [, ) and compute x n+ ∈ H as
Step . Update n := n + , and go to Step .
To prove our main theorems, we need the following lemma.
Lemma . Suppose that {x n } is a sequence generated by Algorithm . and that {Ax n } is bounded. Moreover, assume that Proof Put z n := x n -r n Ax n for all n ∈ N. We first assume that condition (A) is satisfied and choose u ∈ Fix(T) arbitrarily. Accordingly, we see that, for any n ∈ N,
From ∞ n= r n < ∞, the boundedness of {Ax n }, and Lemma ., the limit of { x n -u } exists for all u ∈ Fix(T), which implies that {x n } is bounded.
Next, suppose that condition (B) is satisfied, and let u ∈ Fix(T). Then, from the monotonicity of A, we find that, for any n ∈ N,
where K := sup{ Ax n  : n ∈ N} < ∞. Especially in the case of u ∈ VI(Fix(T), A) ⊂ , it follows from condition (B) that, for any n ≥ n  ,
Hence, the condition, ∞ n= r  n < ∞, and Lemma . guarantee that the limit of { x n -u } exists for all u ∈ VI(Fix(T), A). We thus conclude that {x n } is bounded. 
Then Algorithm . converges weakly to a point in VI(Fix(T), A). http://www.fixedpointtheoryandapplications.com/content/2014/1/51
Proof Put z n := x n -r n Ax n for all n ∈ N. The proof consists of the following steps: (a) Prove that {x n } and {z n } are bounded. (b) Prove that lim n→∞ x n -y n =  and lim n→∞ x n -Tx n =  hold. (c) Prove that {x n } converges weakly to a point in VI(Fix(T), A).
(a) Choose u ∈ Fix(T) arbitrarily. From the inequality, z n -u = (x n -r n Ax n ) -u ≤ x n -u + r n Ax n , and Lemma ., we deduce that {z n } is bounded.
(b) Put c := lim n→∞ x n -u for any u ∈ Fix(T). Then, from ∞ n= r n < ∞, for any ε > , we can choose m ∈ N such that | x n -u -c| ≤ ε, and r n ≤ ε for all n ≥ m. Also, there exists a >  such that α n < a <  for all n ≥ m because of lim sup n→∞ α n < . Since
for all n ∈ N. We find that, for any n ≥ m,
Hence, for any u ∈ Fix(T) and for any n ≥ m, we have
where K = sup{ Ax n  : n ∈ N} < ∞, which implies that lim n→∞ ( z n -u -Tz n -Tu ) = .
Since T is strongly nonexpansive, we get
From () and x n -z n = r n Ax n →  as n → ∞, we also get
From x n -Tx n ≤ x n -y n + y n -Tx n ≤ x n -y n + z n -x n , and (), we deduce that
(c) From the boundedness of {x n }, there exists a subsequence {x n i } of {x n } such that {x n i } converges weakly to a point v ∈ H. From the nonexpansivity of T and (), it is guaranteed that T is demiclosed (i.e., x n u and x n -Tx n →  imply u ∈ Fix(T)). Hence, we have v ∈ Fix(T). From (), we get, for any u ∈ Fix(T) and for any n ∈ N,
where L := sup{ x n -u + x n+ -u : n ∈ N} < ∞. From x n -y n /r n → , x n v, lim sup n α n < , and r n → , we have
The monotonicity and hemicontinuity of A imply that v ∈ VI(Fix(T), A). Finally, we show that {x n } converges weakly to v ∈ VI(Fix(T), A). Assume that another subsequence {x n j } of {x n } converges weakly to w. Then, from the discussion above, we also get w ∈ VI(Fix(T), A).
This is a contradiction. Thus, v = w. This implies that every subsequence of {x n } converges weakly to the same point in VI (Fix(T), A) . Therefore, {x n } converges weakly to v ∈ VI (Fix(T), A) . This completes the proof. Remark . Let us provide the sufficient condition of the boundedness of {Ax n }. Suppose that Fix(T) is bounded and A is Lipschitz continuous. Then we can set a bounded set V with Fix(T) ⊂ V onto which the projection can be computed within a finite number of arithmetic operations (e.g., V is a closed ball with a large enough radius). Accordingly, we http://www.fixedpointtheoryandapplications.com/content/2014/1/51
can compute
instead of x n+ in Algorithm .. Since {x n } ⊂ V and V is bounded, {x n } is bounded. The Lipschitz continuity of A means that Ax n -Ax ≤ L x n -x (x ∈ H), where L (> ) is a constant, and hence, {Ax n } is bounded. We can prove that Algorithm . with Equation () and {α n } and {r n } satisfying the conditions in Theorem . (or Theorem .) weakly converges to a point in VI(Fix(T), A) by referring to the proof of Theorem . (or Theorem .).
We prove the following theorem under condition (B) in Lemma .. The essential parts of a proof are similar those of Lemma . and Theorem ., so we will only give an outline of the proof below. 
If VI(Fix(T), A) = ∅ and if there exists n
x n -x, Ax n ≥ }, then the sequence {x n } converges weakly to a point in VI(Fix(T), A).
Proof Put z n := x n -r n Ax n for all n ∈ N. As in the proof of Theorem ., we proceed with the following steps: (a) Prove that {x n } and {z n } are bounded. (b) Prove that lim n→∞ x n -Tx n =  holds. (c) Prove that {x n } converges weakly to a point in VI(Fix(T), A).
(a) From Lemma ., it follows that the limit of { x n -u } exists for all u ∈ VI(Fix(T), A), and hence {x n } and {z n } are bounded.
(b) Let u ∈ VI(Fix(T), A) and put c := lim n→∞ x n -u . Since ∞ n= r  n < ∞, the condition, r n → , holds. As in the proof of Theorem .(b), for any ε > , there exists m ∈ N such that
for all n ≥ m. By lim sup n→∞ α n < , there exists a >  such that α n < a < . Since the inequality z n -u = (x n -r n Ax n ) -u ≤ x n -u + r n Ax n holds, we have
where K = sup{ Ax n  : n ∈ N} < ∞. This implies that lim n→∞ ( z n -u -Tz n -Tu ) = .
From the strong nonexpansivity of T, we get lim n→∞ z n -Tz n = . The rest of the proof is the same as the proof of Theorem .(b). Accordingly, we obtain lim n→∞ x n -Tx n = . (c) Following the proof of Theorem .(c), there exists a subsequence {x n i } ⊂ {x n } such that {x n i } converges weakly to v ∈ VI (Fix(T), A) . Assume that another subsequence {x n j } of {x n } converges weakly to w. Then we also have w ∈ VI(Fix(T), A). Since the limit of { x nu } exists for u ∈ VI(Fix(T), A), Opial's theorem [] guarantees that v = w. This implies that every subsequence of {x n } converges weakly to the same point in VI (Fix(T), A) , and hence, {x n } converges weakly to v ∈ VI (Fix(T), A) . This completes the proof.
As we mentioned in Section , to solve constrained optimization problems whose feasible set is the fixed point set of a nonexpansive mapping T, Algorithm . must converge in Fix(T) early in the execution. Therefore, it would be useful to use a large parameter α (∈ (, )) when a strongly nonexpansive mapping is represented by ( -α)I + αT. Theorem . has the following consequences. 
where Q ∈ R ,×, is positive semidefinite,
We set Q as a diagonal matrix with diagonal components , , . . . ,  and choose a In the experiment, we used the following algorithm:
where α ∈ (, ). Note that the projection P C i (i = , ) can be computed within a finite number of arithmetic operations [, p.] because C i (i = , ) is halfspace. More precisely,
We can see that algorithm () with α := / coincides with the previous algorithm in [] . Hence, we compare c algorithm () with α := / with algorithm () with α := / and verify that algorithm () with α := / converges in C  ∩ C  = Fix(P C  P C  ) faster than algorithm () with α := /. We selected one hundred initial points x = x(k) ∈ R , (k = , , . . . , ) as pseudo-random numbers generated by the rand function of the C Standard Library. We executed algorithm () with α := / and algorithm () with α := / for these initial points. Let {x n (k)} be the sequence generated by x(k) and algorithm (). Here, we define
The convergence of {D n } to  implies that algorithm () converges to a point in C  ∩ C  . Corollary . guarantees that algorithm () converges to a solution to Problem . if {∇f (x n )} is bounded and if To verify whether algorithm () satisfies condition (), we employed to check that algorithm () is stable. Figure  indicates the behaviors of D n for algorithm () with α := / and algorithm () with α := /. This figure shows that {D n } in algorithm () with α := / converges to  faster than {D n } in algorithm () with α := /; i.e., algorithm () with α := / converges in C  ∩ C  faster than the previous algorithm in [] .
Figure  compares the behaviors of X n for algorithm () with α := / and algorithm () with α := / and shows that the {X n } generated by each algorithm converges to ; i.e., they each satisfy (). Therefore, from Corollary ., we can conclude that they can find a solution to Problem ..
We can see from Figure  that {F n } generated by the two algorithms converge to the same value. Figures , , and  indicate that algorithm () with α := / converges to a solution to Problem . faster than the previous algorithm in [] . This is because algorithm () uses a parameter (α := /) that is larger than / and algorithm () with α > / http://www.fixedpointtheoryandapplications.com/content/2014/1/51 
Conclusion
We studied a variational inequality problem for a monotone, hemicontinuous operator over the fixed point set of a strongly nonexpansive mapping in a Hilbert space and devised an iterative algorithm for solving it. Our convergence analyses guarantee that the algorithm weakly converges to a solution under certain assumptions. We gave numerical results to support the convergence analyses on the algorithm. The results showed that the algorithm converges to a solution to a concrete variational inequality problem faster than the previous algorithm.
