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Zusammenfassung
Gegenstand dieser Arbeit ist die Analyse des asymptotischen Verhaltens zufa¨lli-
ger diskreter Strukturen mit dem Fokus auf zufa¨lligen Ba¨umen. In der Informatik
geho¨ren Ba¨ume zu den klassischen Datenstrukturen und werden zur Behandlung von
Such- und Sortierproblemen eingesetzt. Zu dem Zweck der asymptotischen Analyse
werden diskrete Strukturen als Zusta¨nde einer kombinatorischen Markov-Kette auf-
gefasst. Mit den Methoden der diskreten Potentialtheorie wird der Zustandsraum
der Markov-Kette so erweitert, dass die Zufallsgro¨ßen einen fast sicheren Grenz-
wert haben. In der Literatur ist dieser Ansatz als Doob-Martin-Kompaktifizierung
bekannt. Konvergenzresultate auf der Ebene der diskreten Strukturen ko¨nnen, wie
von R. Gru¨bel in [13] gezeigt, auf starke Grenzwertsa¨tze fu¨r Funktionale dieser
Strukturen fu¨hren.
Zu Beginn skizzieren wir die Martinrandtheorie allgemeiner irreduzibler transienter
Markov-Ketten. Anschließend u¨berpru¨fen wir die U¨bertragbarkeit der fu¨r unsere
Zwecke beno¨tigten Resultate auf die Situation kombinatorischer Markov-Ketten.
Als na¨chstes beschreiben wir ausfu¨hrlich die Anwendung der allgemeinen Theorie
auf ein spezielles Urnenmodell, die Mendel-Urne. Im Anschluss daran bestimmen
wir aufbauend auf der in [8] von S. N. Evans, R. Gru¨bel und A. Wakolbinger vor-
gestellten
”
trickle-down“-Konstruktion die Doob-Martin-Kompaktifizierung zu den
zufa¨lligen quaterna¨ren Ba¨umen, wobei wir auf Resultate zur Mendel-Urne zuru¨ck-
greifen. Quaterna¨re Ba¨ume finden als Datenstruktur in der Computergraphik eine
praktische Anwendung. Ein weiterer Schwerpunkt dieser Arbeit ist der
”
random re-
cursive tree“-Prozess und die dazu verwandten zufa¨lligen Ulam-Harris-Ba¨ume. Mit-
tels einer geeigneten algorithmischen Konstruktion erhalten wir einen alternativen
Beweis der aus [8] bekannten Konvergenzresultate und daru¨ber hinaus eine Dar-
stellung des Limesobjektes mit Hilfe der Inputdaten. Außerdem verwenden wir den
Ansatz aus [13] zum Beweis der fast sicheren Konvergenz verschiedener Funktionale
zufa¨lliger rekursiver Ba¨ume. Zusa¨tzlich stellen wir ein neues Baumfunktional, die
horizontale Pfadla¨nge, vor und untersuchen deren Asymptotik. Zum Schluss setzen
wir mit Hilfe der natu¨rlichen Korrespondenz zwischen den bina¨ren Ba¨umen und den
Ulam-Harris-Ba¨umen die entsprechenden Doob-Martin-Kompaktifizierungen zuein-
ander in Beziehung.
Schlagwo¨rter: Randwerttheorie, zufa¨llige Ba¨ume, Asymptotik von Baumfunktio-
nalen.

Abstract
This dissertation is concerned with the investigation of the asymptotic behaviour
of random discrete structures with a focus on random trees. Trees are classical
data structures in computer science and can be used for the treatment of sorting
and searching problems. For the asymptotic analysis discrete structures are con-
sidered as states of a combinatorial Markov chain. In this context methods from
discrete potential theory are applied to construct an extension of the state space of
the Markov chain such that the random variables converge almost surely. In the
literature this approach is known as Doob-Martin compactification. Convergence
results on the level of the discrete structures can lead to strong limit theorems for
functionals of these structures, as has been shown by R. Gru¨bel in [13].
We start with a brief overview on the Martin boundary theory of general tran-
sient irreducible Markov chains. Afterwards we verify whether the required results
can be applied in the case of combinatorial Markov chains. Next we describe in
detail the application of the general theory to a particular urn model, the Mendel
urn. Based on the trickle-down construction introduced in [8] by S. N. Evans, R.
Gru¨bel and A. Wakolbinger we obtain the Doob-Martin compactification for ran-
dom quad trees using the results concerning the Mendel urn model. Quad trees are
applicable as a data structure in computer graphics. A further central subject of
this thesis is the random recursive tree process and the related random Ulam-Harris
trees. We use an appropriate algorithmic construction for an alternative proof of
the convergence results presented in [8]. Additionally, we obtain a representation of
the limit object by means of the input data. We apply the approach introduced in
[13] to prove the almost sure convergence of various functionals of random recursive
trees. Furthermore, we introduce a new tree functional, the horizontal path length,
and analyse its asymptotic behaviour. Finally we make use of the natural corres-
pondence between binary trees and Ulam-Harris trees to relate the corresponding
Doob-Martin compactifications.
Keywords: boundary theory, random trees, asymptotics of tree functionals.

Einleitung
Das Gebiet der zufa¨lligen diskreten Strukturen findet gegenwa¨rtig ein beachtliches Inter-
esse. Diese Thematik tangiert mathematische Teildisziplinen wie Theoretische Informatik,
Graphentheorie und Kombinatorik, in der vorliegenden Arbeit liegt das Augenmerk auf
der probabilistischen Sichtweise. Eines der bedeutendsten Beispiele fu¨r die zufa¨lligen dis-
kreten Strukturen sind Erdo˝s-Re´nyi-Zufallsgraphen, eine Standardreferenz dazu ist das
Buch [16] von S. Janson, T.  Luczak und A. Rucinski. Auch zufa¨llige Ba¨ume, die ein we-
sentlicher Gegenstand dieser Arbeit sind, ziehen erhebliche Aufmerksamkeit auf sich, das
Buch [6] von M. Drmota beschreibt den aktuellen Stand der Forschung.
Zufa¨llige diskrete Strukturen, wie beispielsweise zufa¨llige bina¨re und rekursive Ba¨ume,
treten ha¨ufig als Output von deterministischen Algorithmen bei zufa¨lligem Input auf.
Erho¨ht man schrittweise den Inputumfang, so erha¨lt man einen stochastischen Wachs-
tumsprozess, der in der Regel zu der Klasse der kombinatorischen Markov-Ketten geho¨rt,
fu¨r Details verweisen wir auf den Artikel [12] von R. Gru¨bel. Eine solche Markov-Kette
X = (Xn)n∈N ist zu einer kombinatorischen Familie F im folgenden Sinne adaptiert: Xn
nimmt Werte in der Menge Fn ⊂ F der kombinatorischen Objekte der Gro¨ße n an. Es
ist hervorzuheben, dass kombinatorische Markov-Ketten hochgradig transient sind: Jeder
Zustand wird ho¨chstens einmal angenommen.
Das Hauptanliegen dieser Arbeit ist die Analyse des asymptotischen Verhaltens zufa¨lliger
diskreter Strukturen. Eine Methode dazu liefert die Martinrandtheorie allgemeiner transi-
enter Markov-Ketten, die auf J. L. Doob zuru¨ckgeht. Dabei wird der Zustandsraum F einer
kombinatorischen Markov-Kette X = (Xn)n∈N so kompaktifiziert, dass Xn mit n → ∞
fast sicher gegen eine Zufallsgro¨ße X∞ mit Werten im Martin-Rand ∂F konvergiert. Im Ge-
gensatz zu der bei den transienten Markov-Ketten mo¨glichen Einpunktkompaktifizierung
liefert die Doob-Martin-Kompaktifizierung einen Ausgangspunkt fu¨r eine Reihe interes-
santer Resultate. Die Ideen, die dabei zum Einsatz kommen, beruhen auf dem klassischen
Zusammenhang der Theorie der Markov-Prozesse mit der diskreten Potentialtheorie. Eine
weitere zentrale Anwendung der Martinrandtheorie ist die Beschreibung der nichtnegati-
ven harmonischen Funktionen. Aus der Sicht der Wahrscheinlichkeitstheorie sind harmoni-
sche Funktionen im Hinblick auf die Doob’sche h-Transformation beachtenswert. Auf diese
Weise lassen sich vertraute Markov-Ketten, wie beispielsweise Po´lya-Urnen und Irrfahr-
ten, in Beziehung setzen. Neben der Originalarbeit [5] von J. L. Doob sei an dieser Stelle
die folgende Auswahl der Publikationen auf diesem Gebiet genannt: der U¨bersichtsartikel
[26] von S. A. Sawyer und die Bu¨cher [29] von W. Woess und [17] von J. G. Kemeny, L. J.
Snell und A. W. Knapp. In einer aktuellen Arbeit [8] bestimmen S. N. Evans, R. Gru¨bel
und A. Wakolbinger die Doob-Martin-Kompaktifizierungen fu¨r
”
trickle-down“-Prozesse,
eine umfangreiche Klasse transienter Markov-Ketten, die beispielsweise den BST-, RRT-
und den China-Restaurant-Prozess als Spezialfa¨lle entha¨lt. Solche Konvergenzresultate
auf der Ebene der diskreten Strukturen sind nicht nur fu¨r sich genommen interessant,
sondern sind als Basis fu¨r die Untersuchung deren Charakteristika geeignet: Ein neuer
Ansatz zum Beweis starker Grenzwertsa¨tze fu¨r Funktionale diskreter Strukturen wurde
in [13] von R. Gru¨bel vorgeschlagen und am Beispiel zufa¨lliger bina¨rer Ba¨ume im Detail
ausgefu¨hrt.
Die vorliegende Arbeit knu¨pft an die in [8] und [13] vero¨ffentlichten Forschungsergeb-
nisse an und hat die Weiterentwicklung des beschriebenen Themenkreises mit dem Fokus
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auf zufa¨lligen Ba¨umen zum Ziel. Der Inhalt dieser Arbeit gliedert sich in fu¨nf Teile. Nach
der Einleitung stellen wir im ersten Kapitel die Martinrandtheorie allgemeiner transien-
ter Markov-Ketten dar und untersuchen Besonderheiten, die bei den kombinatorischen
Markov-Ketten auftreten. Das zweite Kapitel widmet sich der Anwendung der Martin-
randtheorie auf einen konkreten Spezialfall - die Mendel-Urne. Die Motivation fu¨r die Wahl
dieses Urnenmodells als Beispiel ist, dass die betreffenden Ergebnisse fu¨r das Vorgehen im
darauffolgenden Kapitel beno¨tigt werden. Im Kapitel 3 bestimmen wir die Doob-Martin-
Kompaktifizierung zu den in den Anwendungen der Informatik wichtigen zufa¨lligen qua-
terna¨ren Ba¨umen. Diese werden als Datenstruktur in der Computergraphik eingesetzt und
beruhen auf einer Verallgemeinerung der Idee bina¨rer Suchba¨ume fu¨r den Fall zweidimen-
sionaler Daten. Die
”
trickle-down“-Konstruktion macht es mo¨glich, den Quadtree-Prozess
als Verschachtelung unabha¨ngiger Mendel-Urnen darzustellen. Im Kapitel 4 untersuchen
wir den RRT-Prozess und die dazu verwandte Markov-Kette mit Werten in der kombina-
torischen Familie der Ulam-Harris-Ba¨ume. Wir verwenden eine geeignete algorithmische
Konstruktion fu¨r den alternativen Beweis der aus [8] bereits bekannten Konvergenzre-
sultate. Ein Vorteil dieses Zugangs ist eine Darstellung des Limesobjektes mit Hilfe der
Inputdaten. Ferner erhalten wir mit Hilfe des Ansatzes aus [13] starke Grenzwertsa¨tze fu¨r
die Baumfunktionale interne Pfadla¨nge, horizontale Pfadla¨nge und Wiener-Index. Bei der
horizontalen Pfadla¨nge handelt es sich um ein neues Funktional, welches mit der Laufzeit
des betreffenden Algorithmus zusammenha¨ngt. Kapitel 5 befasst sich mit der Rolle der
natu¨rlichen Korrespondenz zwischen den bina¨ren Ba¨umen und den Ulam-Harris-Ba¨umen.
Die Resultate dieses Kapitels stellen einen Zusammenhang zwischen den entsprechenden
Doob-Martin-Kompaktifizierungen her. Außerdem erhalten wir eine Aussage u¨ber die Ver-
teilungen der internen und der horizontalen Pfadla¨nge zufa¨lliger Ulam-Harris-Ba¨ume.
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1 Martinrandtheorie
In diesem Abschnitt geben wir eine Kurzu¨bersicht u¨ber die Martinrandtheorie transienter
Markov-Ketten, die auf eine fundamentale Arbeit [5] von J. L. Doob zuru¨ckgeht. Dabei
orientieren wir uns an dem Buch [29] von W. Woess und an dem Artikel [26] von S. A. Saw-
yer. Wir beginnen mit Grundbegriffen aus der Theorie der Markov-Ketten. Anschließend
befassen wir uns mit der abstrakten Konstruktion der Doob-Martin-Kompaktifizierung
fu¨r allgemeine irreduzible transiente Markov-Ketten. Dann folgt die Zusammenstellung
der fu¨r unsere Zwecke beno¨tigten Hauptresultate der Martinrandtheorie. Abschließend be-
trachten wir die Besonderheiten, die bei den kombinatorischen Markov-Ketten auftauchen.
Insbesondere werden wir feststellen, dass sich die Irreduzibilita¨tsbedingung abschwa¨chen
la¨sst. Die Hauptquelle zu den kombinatorischen Markov-Ketten ist der Artikel [12] von
R. Gru¨bel.
1.1 Markov-Ketten und Transienz
Sei E eine endliche oder abza¨hlbar unendliche nichtleere Menge, ν eine Verteilung auf
(E,P(E)) und p = (p(x, y))x,y∈E eine stochastische Matrix, das heißt, es gilt
p(x, y) ≥ 0 fu¨r alle x, y ∈ E und
∑
y∈E
p(x, y) = 1 fu¨r jedes x ∈ E.
Bekanntlich bezeichnet man einen stochastischen Prozess (Xn)n∈N0 auf einem Wahrschein-
lichkeitsraum (Ω,F ,P) mit Werten in E als Markov-Kette mit Zustandsraum E, Start-
verteilung ν und U¨bergangsmatrix p, falls ν die Verteilung von X0 ist und
P (Xn+1 = xn+1|X0 = x0, . . . , Xn = xn) = p(xn, xn+1) (1)
fu¨r alle n ≥ 0 und x0, . . . , xn+1 ∈ E mit P (x0, . . . , xn) > 0 gilt. Im Falle ν = δx fu¨r
ein x ∈ E, das heißt bei einem sicheren Start in x, schreiben wir Px statt P fu¨r das
Hintergrundwahrscheinlichkeitsmaß. Markov-Ketten ko¨nnen durch den zugeho¨rigen U¨ber-
gangsgraphen dargestellt werden. Dies ist ein gewichteter Digraph, bei dem die Knoten
den Zusta¨nden entsprechen. Zwei Knoten x, y ∈ E werden durch eine gerichtete Kante
verbunden, falls p(x, y) > 0 ist. Die Kanten (x, y) werden mit den U¨bergangswahrschein-
lichkeiten p(x, y) gewichtet.
Zu jeder vorgegebenen Startverteilung ν und einer beliebigen stochastischen Matrix p exi-
stiert eine zugeho¨rige Markov-Kette im Sinne der obigen Definition. Es existiert also ein
Wahrscheinlichkeitsraum (Ω,F ,P) und eine Folge (Xn)n∈N0 von E-wertigen Zufallsvaria-
blen darauf, sodass PX0 = ν und (1) gilt. Den Beweis dazu liefert die folgende kanonische
Konstruktion, eine ausfu¨hrliche Beschreibung findet sich in [29, S.6-10]. Es sei Ω = EN0
die Menge aller Folgen ω = (x0, x1, x2, . . .) aus E und F die von dem System der Zylin-
dermengen erzeugte σ-Algebra. Fu¨r a0, a1, . . . , ak ∈ E ist die Zylindermenge C(a0,...ak) die
Menge aller Folgen, die mit a0, . . . , ak beginnen:
C(a0,...ak) := {ω = (xn)n∈N0 ∈ Ω : xi = ai, i = 0, . . . k} .
Dabei wird die Menge Ω auch als eine Zylindermenge betrachtet. Das Wahrscheinlich-
keitsmaß P wird festgelegt durch P (Ω) = 1 und
P
(
C(a0,...ak)
)
= ν({a0})p(a0, a1)p(a1, a2) . . . p(ak−1, ak).
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Schließlich bilden die Projektionen auf die n-te Koordinate
Xn : Ω→ E, Xn(ω) = xn,
n ∈ N0, die gesuchte Markov-Kette.
Bemerkung 1.1. Sofern nicht anders angegeben, betrachten wir im Folgenden nur solche
kanonischen Markov-Ketten.
Sei pn die n-te Matrixpotenz von p. Die Eintra¨ge pn(x, y), x, y ∈ E sind die n-Schritt-
U¨bergangswahrscheinlichkeiten, genauer ist
Px (Xn = y) = pn(x, y) fu¨r alle x, y ∈ E.
Eine Markov-Kette mit der Eigenschaft
∀x, y ∈ E ∃n ≥ 0 mit pn(x, y) > 0
nennt man irreduzibel. Der U¨bergangsgraph einer irreduziblen Markov-Kette ist stark
zusammenha¨ngend. Das bedeutet, dass jeder Zustand von jedem anderen Zustand mit
positiver Wahrscheinlichkeit in endlich vielen Schritten erreicht werden kann. Ein Zustand
x ∈ E heißt rekurrent, falls
Px ({ω ∈ Ω : ∃n > 0 mit Xn(ω) = x}) = 1
gilt, das heißt, beim Start in x kommt die Markov-Kette mit Wahrscheinlichkeit 1 zum
Startzustand x zuru¨ck. Anderenfalls heißt dieser Zustand transient. Sind alle Zusta¨nde
transient, so spricht man von einer transienten Markov-Kette. Bei irreduziblen Markov-
Ketten sind entweder alle Zusta¨nde transient oder es sind alle Zusta¨nde rekurrent.
1.2 Doob-Martin-Kompaktifizierung
Es sei nun (Xn)n∈N0 eine irreduzible transiente Markov-Kette mit abza¨hlbarem Zustands-
raum E und U¨bergangsmatrix p. Wir erinnern an die Konstruktion der Doob-Martin-
Kompaktifizierung, vergleiche Abschnitt 4 von [26] und Abschnitt 7B von [29]. Der Green’-
sche Kern ist definiert als
G(x, y) =
∞∑
n=0
pn(x, y), x, y ∈ E,
dabei la¨sst sich G(x, y) als die erwartete Anzahl der Besuche von (Xn)n∈N0 in y bei Start
in x interpretieren. Der Martin-Kern zum Referenzzustand x0 ist gegeben durch
K(x, y) :=
G(x, y)
G(x0, y)
, x, y ∈ E. (2)
Dieser ist wohldefiniert, denn die Irreduzibilita¨t und die Transienz liefern
0 < G(x, y) <∞ fu¨r alle x, y ∈ E.
12
Man kann zeigen, dass die Funktion K(x, ·) fu¨r jedes x ∈ E durch eine Konstante Cx
beschra¨nkt ist, zum Beweis siehe Lemma 4.1. in [26]. Auf der Menge E wird durch
d(x, y) :=
∑
z∈E
w(z)
|K(z, x)−K(z, y)|+ |δz x − δz y|
Cz + 1
(3)
eine Metrik d eingefu¨hrt, wobei w(z) Gewichte mit der Eigenschaft
∑
z∈E w(z) < ∞
seien. Der metrische Raum (E, d) la¨sst sich nun durch die Betrachtung der Cauchy-Folgen
vervollsta¨ndigen1. Die Folgen (yn)n∈N sind Cauchy-Folgen in (E, d) genau dann, wenn
K(x, yn) in R mit n→∞ fu¨r jedes x konvergiert. In der vorliegenden Situation bedeutet
dies, dass genau eine der folgenden Bedingungen erfu¨llt ist:
• yn = y fu¨r ein y ∈ E und alle bis auf endlich viele n,
• yn →∞ und (K(x, yn))n∈N ist fu¨r jedes x ∈ E eine in R konvergente Folge.
Dabei bedeutet yn → ∞, dass es fu¨r jede endliche Teilmenge A ⊂ E nur endlich viele n
mit yn ∈ A gibt. Auf der Menge C der Cauchy-Folgen in E wird durch
(xn)n∈N ∼ (yn)n∈N ⇔ lim
n→∞
d(xn, yn) = 0
eine A¨quivalenzrelation eingefu¨hrt. Fu¨r (xn)n∈N ∈ C bezeichne [(xn)n∈N] die A¨quivalenz-
klasse von (xn)n∈N bezu¨glich ∼. Auf dem Quotientenraum Ê := C/∼ wird dann durch
d̂([(xn)n∈N], [(yn)n∈N]) = lim
n→∞
d(xn, yn)
eine Metrik definiert. Schließlich la¨sst sich die Menge E als dichte Teilmenge in den Raum
Ê der A¨quivalenzklassen durch die Abbildung ϕ : E → Ê, ϕ(x) = [(x)n∈N]∼, die jedem x ∈
E die A¨quivalenzklasse zur konstanten Folge (x)n∈N zuordnet, einbetten. Da die Familie
{K(x, ·) : x ∈ E} eine abza¨hlbare Familie von beschra¨nkten Funktionen ist, kann man
mit einem Diagonalisierungsargument die Kompaktheit von Ê zeigen. Zusammenfassend
stellen wir fest: Mit Hilfe der Martin-Kerne wurde eine Metrik d auf E eingefu¨hrt, so dass
die Vervollsta¨ndigung (Eˆ, dˆ) des metrischen Raumes (E, d) ein kompakter Raum ist. Der
Raum (Eˆ, dˆ) wird als Doob-Martin-Kompaktifizierung bezeichnet und ∂E = Ê\ϕ(E) als
Martin-Rand.
Bemerkung 1.2. Fu¨r weitere Betrachtungen sind folgende Aussagen hilfreich.
• Die Doob-Martin-Kompaktifizierung ist eindeutig bis auf Homo¨omorphie.
• E liegt dicht in Ê und ist diskret in der Topologie von Ê.
• Die Topologie von Ê wird von einer Metrik erzeugt, folglich ist Ê zusa¨tzlich sepa-
rabel und Hausdorff’sch.
• Ausgestattet mit der von den offenen Mengen erzeugten σ-Algebra, der Borel’schen
σ-Algebra B(Ê), wird der topologische Raum Ê in kanonischer Weise zum Messraum.
Insbesondere verstehen wir im Folgenden unter einem Maß auf der Doob-Martin-
Kompaktifizierung Ê ein auf B(Ê) definiertes Maß.
1Zur Vervollsta¨ndigung metrischer Ra¨ume verweisen wir auf Kapitel 4 aus [15].
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• Fu¨r jedes x la¨sst sich die Funktion K(x, ·) auf Ê eindeutig stetig fortsetzen. Wir
bezeichnen die Fortsetzung als den erweiterten Martin-Kern und schreiben K(x, α)
fu¨r die Werte des erweiterten Martin-Kerns in α ∈ ∂E.
Bemerkung 1.3. Die Terme δz x, δz y in (3) stellen sicher, dass E offen und ∂E abge-
schlossen in der Topologie von Ê ist, siehe Abschnitt 4 von [26]: Es kann vorkommen,
dass
lim
n→∞
K(x, yn) = K(x, y) fu¨r alle x ∈ E
fu¨r eine Folge (yn)n∈N aus E mit yn → ∞ und ein y ∈ E gilt. Ohne dieser Terme in
(3) wa¨re also ein Element aus E Grenzwert einer Folge, die jede endliche Teilmenge von
E irgendwann verla¨sst. Ist jedoch die Bedingung # {y ∈ E : p(x, y) > 0} < ∞ fu¨r alle
x ∈ E an die U¨bergangsmatrix erfu¨llt, so ko¨nnen δz x und δz y in der Definition der Metrik
weggelassen werden; zu Details verweisen wir auf [29, S. 188-189].
1.3 Hauptresultate
Die Bedeutung der Martinrandtheorie liegt, soweit es die vorliegende Arbeit betrifft, in
den folgenden zentralen Resultaten:
• die Integraldarstellung der nichtnegativen harmonischen Funktionen und
• die fast-sichere Konvergenz der Markov-Kette gegen eine Zufallsgro¨ße mit Werten
auf dem Martin-Rand.
Fu¨r eine Funktion f : E → R sei
pf(x) :=
∑
y∈E
p(x, y)f(y),
falls die Summe konvergiert. Eine Funktion h : E → R heißt harmonisch, falls h(x) =
ph(x) fu¨r jedes x ∈ E erfu¨llt ist.
Bemerkung 1.4. Aus der Irreduzibilita¨t folgt fu¨r jede nichtnegative harmonische Funk-
tion h entweder h ≡ 0 oder h(x) > 0 fu¨r alle x ∈ E, siehe Lemma 6.17 in [29].
Gilt # {y ∈ E : p(x, y) > 0} < ∞ fu¨r alle x ∈ E, so ist der zugeho¨rige U¨bergangsgraph
lokal endlich. In diesem Fall ist fu¨r jedes α ∈ ∂E die Funktion x 7→ K(x, α) positiv und
harmonisch mit Wert 1 im Referenzzustand x0, siehe Lemma 7.18 in [29]. Jede nichtne-
gative harmonische Funktion besitzt eine Integraldarstellung:
Satz 1.5 ([26, Satz 4.1]). Angenommen, es gilt
1. G(x, y) <∞ fu¨r alle x, y ∈ E und
2. G(x0, y) > 0 fu¨r alle y ∈ E und ein x0 ∈ E.
Dann existiert fu¨r jede nichtnegative harmonische Funktion h ein Maß µh auf der Doob-
Martin-Kompaktifizierung Ê, das auf den Martin-Rand ∂E konzentriert ist, sodass
h(x) =
∫
∂E
K(x, α)µh(dα), fu¨r alle x ∈ E,
gilt. Hierbei bezieht sich der Martin-Kern K auf den Zustand x0 aus der Annahme 2.
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Sei h 6≡ 0 eine nichtnegative harmonische Funktion. Dann definiert
p(h)(x, y) :=
1
h(x)
p(x, y)h(y), x, y ∈ E
eine neue U¨bergangsmatrix p(h) =
(
p(h)(x, y)
)
x,y∈E. Eine Markov-Kette mit dieser U¨ber-
gangsmatrix bezeichnet man als eine h-transformierte Markov-Kette, die Idee geht zuru¨ck
auf Doob. Man beachte, dass die Zufallsgro¨ßen Xn unvera¨ndert bleiben; es a¨ndert sich
nur das Hintergrundwahrscheinlichkeitsmaß auf dem Trajektorienraum Ω = EN0 . Die h-
transformierte Markov-Kette hat dieselbe Doob-Martin-Kompaktifizierung wie die Aus-
gangskette, denn der zugeho¨rige Martin-Kern ist
K(h)(x, y) =
h(x0)
h(x)
K(x, y), x, y ∈ E.
Aus dieser Darstellung geht hervor, dass eine Folge (yn)n∈N genau dann eine Cauchy-Folge
bezu¨glich d ist, wenn sie auch eine Cauchy-Folge bezu¨glich d(h) ist. Dabei bezeichnet d(h)
die wie in (3) zu K(h) definierte Metrik.
Bemerkung 1.6. Wir bezeichnen mit H+1 die Menge aller nichtnegativen harmonischen
Funktionen h mit h(x0) = 1. Dies ist offensichtlich eine konvexe Menge. Wir erinnern
daran, dass ein Element einer konvexen Menge extremal heißt, wenn es nur auf triviale
Weise als Konvexkombination dargestellt werden kann. Es ist bekannt, dass alle extrema-
len h ∈ H+1 von der Form K(·, α) mit einem α ∈ ∂E sind, siehe Satz 7.50 in [29]. Die
Menge
∂minE := {α ∈ ∂E : K(·, α) ist extremal}
bezeichnet man als minimalen Martin-Rand. Dieser la¨sst sich folgendermaßen charakteri-
sieren [29, Korollar 7.51]: Fu¨r jedes α ∈ ∂E gilt α ∈ ∂minE genau dann, wenn die Austritts-
verteilung der h-transformierten Markov-Kette zur harmonischen Funktion h = K(·, α)
das Einpunktmaß in α ist. Außerdem ist ∂minE nach Lemma 7.52 in [29] eine Borel’sche
Teilmenge von Ê. Fordert man in Satz 1.5 zusa¨tzlich, dass µh auf ∂minE konzentriert ist,
so ist die Integraldarstellung der nichtnegativen harmonischen Funktionen eindeutig, siehe
Satz 7.53 in [29].
Fu¨r die Formulierung des na¨chsten Satzes beno¨tigen wir die folgenden Hilfsu¨berlegungen
zur Messbarkeit:
Bemerkung 1.7. Als ein metrischer Raum ist Ê, wie bereits erwa¨hnt, versehen mit der
Borel’schen σ-Algebra B(Ê). Unter einer Zufallsgro¨ße mit Werten in Ê verstehen wir im
Folgenden eine Abbildung von dem Trajektorienraum Ω = EN0 nach Ê, die bezu¨glich der
von den Zylindermengen erzeugten σ-Algebra F und B(Ê) messbar ist. Ausgestattet mit
der Borel’schen σ-Algebra
B(∂E) =
{
B ∩ ∂E : B ∈ B(Ê)
}
wird der Martin-Rand selbst zum Messraum. Gilt also Y ∈ ∂E fast sicher fu¨r eine Ê-
wertige Zufallsgro¨ße Y , so existiert eine ∂E-wertige Zufallsgro¨ße Z mit Y = Z fast sicher.
Andererseits kann jede ∂E-wertige Zufallsgro¨ße trivialerweise als eine Zufallsgro¨ße mit
Werten in Ê betrachtet werden.
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Das zweite Hauptresultat beschreibt das Verhalten von (Xn)n∈N0 mit n→∞:
Satz 1.8 ([29, Satz 7.19]). Unter den Voraussetzungen dieses Abschnittes existiert eine
Zufallsgro¨ße X∞ mit Werten in ∂E, sodass fu¨r jedes x ∈ E
lim
n→∞
Xn = X∞ Px-fast-sicher
in der Topologie von Ê gilt.
Zu jedem Startzustand la¨sst sich die Verteilung von X∞ folgendermaßen charakterisieren:
Satz 1.9 ([26, Satz 5.1]). Fu¨r jedes x ∈ E gilt
Px (X∞ ∈ A) =
∫
A
K(x, α)µ1(dα),
fu¨r Borel-Mengen A ⊂ ∂E, wobei µ1 das eindeutige, auf ∂minE konzentrierte Maß zur
harmonischen Funktion h(x) ≡ 1 bezeichnet:∫
∂minE
K(x, α)µ1(dα) = 1
fu¨r alle x ∈ E.
Da K(x0, α) = 1 fu¨r alle α ∈ ∂E gilt, ist µ1 die Austrittsverteilung L(X∞) von (Xn)n∈N0
beim Start im Referenzzustand x0. Ferner bedeutet dieser Satz, dass K(x, ·) die Radon-
Nikodym-Dichte der Austrittsverteilung zum Start in einem x ∈ E bezu¨glich µ1 ist.
1.4 Besonderheiten bei kombinatorischen Markov-Ketten
Unter einer kombinatorischen Familie versteht man eine Menge F mit einer Gro¨ßenfunk-
tion φ : F → N und folgenden Eigenschaften: Es gelte #Fn < ∞ fu¨r alle n ∈ N, wobei
Fn := {x ∈ F : φ(x) = n} die Menge der kombinatorischen Objekte der Gro¨ße n sei. Au-
ßerdem bestehe F1 aus nur einem Objekt o. Ferner sei F mit einer partiellen Ordnung
”
≤“ versehen, sodass φ(x) ≤ φ(y) fu¨r alle x, y ∈ F mit x ≤ y gelte. Zusa¨tzlich setzt
man voraus, dass zu jedem y ∈ Fn+1 ein x ∈ Fn mit x ≤ y existiere. Insbesondere ist
dann die Menge F abza¨hlbar. Beispiele fu¨r kombinatorische Familien sind Zeichenketten,
Zahlenpartitionen, Permutationen, Graphen und Ba¨ume.
Eine kombinatorische Markov-Kette ist eine Markov-Kette (Xn)n∈N mit Zustandsraum
F, Start in o und U¨bergangsmatrix p, fu¨r die Po (Xn ∈ Fn) = 1 fu¨r alle n ∈ N und
p(x, y) > 0⇒ x ≤ y
fu¨r alle n ∈ N, x ∈ Fn, y ∈ Fn+1 gilt2. Eine solche Markov-Kette ist in einem starken
Sinne transient: Jeder Zustand wird ho¨chstens einmal angenommen. Zusa¨tzlich setzen wir
die folgende schwache Irreduzibilita¨tsannahme voraus:
Po(Xm = x fu¨r ein m ∈ N) > 0 fu¨r alle x ∈ F,
2Bei kombinatorischen Markov-Ketten wa¨hlen wir N statt N0 als Zeitbereich.
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das heißt, jeder Zustand kann von o aus mit positiver Wahrscheinlichkeit erreicht werden.
Diese Annahme stellt sicher, dass G(o, x) > 0 fu¨r alle x ∈ F ist. Ferner gilt nach wie vor
G(x, y) <∞ fu¨r alle x, y ∈ F wegen der Transienz. Somit ist die Wahl des Startzustandes
o als Referenzzustand naheliegend. Anderenfalls, bei der Wahl von x0 6= o, verkleinert man
den Zustandsraum F zu F′ := {x ∈ F : ∃m ≥ 0 mit pm(x0, x) > 0}. Der Martin-Kern zum
Referenzzustand o, vergleiche Gleichung (2), vereinfacht sich zu:
K(x, y) =
{
Po(Xn=y|Xm=x)
Po(Xn=y) falls x ∈ Fm, y ∈ Fn und m ≤ n,
0 sonst.
Dabei wurde verwendet, dass
Po (Xk+l = y|Xk = x) = pl(x, y)
fu¨r k ∈ N mit Po(Xk = x) > 0 gilt. Aus der Definition des Martin-Kerns folgt direkt, dass
zu jedem x ∈ F eine Konstante Cx existiert, sodass K(x, y) ≤ Cx fu¨r alle y ∈ F gilt:
K(x, y) ≤ 1
Po (Xm = x)
=: Cx fu¨r alle y ∈ F, (4)
mit m = φ(x). Fu¨r die abstrakte Konstruktion der Doob-Martin-Kompaktifizierung F̂
reicht also die schwache Irreduzibilita¨t aus. Da die Bedingung
# {y ∈ F : p(x, y) > 0} <∞ fu¨r alle x ∈ F
im Falle kombinatorischer Markov-Ketten stets erfu¨llt ist, kann dabei nach Bemerkung
1.3 die zur Konstruktion beno¨tigte Metrik wie folgt modifiziert werden:
d(x, y) :=
∑
z∈E
w(z)
|K(z, x)−K(z, y)|
Cz
. (5)
Wir u¨berpru¨fen nun die U¨bertragbarkeit der Hauptresultate der Martinrandtheorie allge-
meiner irreduzibler transienter Markov-Ketten auf die Situation kombinatorischer Markov-
Ketten.
1.4.1 Konvergenz der Markov-Kette
Fu¨r den Satz 1.8 u¨ber die fast sichere Konvergenz der Markov-Kette gegen eine Zufalls-
gro¨ße mit Werten auf dem Martin-Rand skizzieren wir einen Beweis aus einem nicht
vero¨ffentlichten Skript von R. Gru¨bel. Man zeigt zuna¨chst die fast sichere Konvergenz
bezu¨glich Po. Wie bereits erwa¨hnt, sind die Folgen (yn)n∈N Cauchy-Folgen in der Doob-
Martin-Topologie genau dann, wenn K(x, yn) in Rmit n→∞ fu¨r jedes x ∈ F konvergiert.
Nehmen wir nun an, dass K(x,Xn) fu¨r jedes x ∈ F bezu¨glich Po fast sicher konvergiert.
Dann existiert eine von x abha¨ngige Po-Nullmenge Nx, sodass K(x,Xn(ω)) mit n → ∞
fu¨r alle ω /∈ Nx konvergiert. Die Menge N =
⋃
x∈FNx ist als Vereinigung abza¨hlbar vieler
Nullmengen wieder eine Nullmenge. Außerhalb von N wa¨re also (Xn(ω))n∈N eine Cauchy-
Folge in der Doob-Martin-Topologie. Folglich reicht es zu zeigen, dass die Zufallsvariablen
K(x,Xn) fu¨r jedes x ∈ Fmit n→∞ Po-fast sicher konvergieren. Dazu zeigt man zuna¨chst
die folgende Hilfsaussage: Fu¨r x ∈ F, n ∈ N und m ∈ {2, . . . , n} gilt
E [K(x,Xm−1)|Xm, . . . , Xn] ≤ K(x,Xm).
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Dann ist fu¨r ein festes n ∈ N der Prozess (Yk,Fk)k=1,...,n mit
Yk := K(x,Xn+1−k), Fk := σ (Xn, . . . , Xn+1−k) ,
ein Supermartingal. Sei Un [a, b] als Anzahl der aufsteigenden U¨berquerungen des Inter-
valls [a, b] durch Y1, . . . , Yn. Nach der Doob’schen Aufkreuzungsungleichung, siehe [28,
S.108], gilt3
E Un [a, b] ≤ 1
b− aE (Yn − a)
− =
1
b− aE (K(x, o)− a)
− . (6)
Nach Konstruktion ist Un [a, b] gleich der Anzahl der absteigenden U¨berquerungenDn [a, b]
des Intervalls [a, b] durch K(x,X1), . . . , K(x,Xn). Da die Oberschranke in (6) nicht von n
abha¨ngt, gilt Po (D∞ =∞) = 0 fu¨rD∞ = limk→∞Dk. Ferner ist der Prozess (K(x,Xk))n∈N
wegen (4) L1-beschra¨nkt. Mit Argumenten wie in Beweis des Vorwa¨rtskonvergenzsatzes
von Doob, siehe [28, S.109], folgt daraus die Po-fast sichere Konvergenz von (K(x,Xk))n∈N.
Somit ist dieses Hauptresultat fu¨r Po gezeigt. Die schwache Irreduzibilita¨t liefert die fast
sichere Konvergenz bezu¨glich Px fu¨r jedes x ∈ F.
Fu¨r den Satz 1.9 u¨ber die Austrittsverteilungen verwenden wir die Beweismethode aus [29,
S. 201], wobei sich bei kombinatorischen Markov-Ketten einige Vereinfachungen ergeben.
Sei µx die Austrittsverteilung zum Start in x ∈ F, also
µx (A) = Px (X∞ ∈ A)
fu¨r A ∈ B
(
F̂
)
. An dieser Stelle beachte man, dass in der vorliegenden Situation sofort
Po (X∞ ∈ F) = 0 folgt. Zu zeigen ist:
µx (A) =
∫
A
K(x, ξ)µo(dξ)
fu¨r alle Borel-Mengen A ⊂ F̂. Fu¨r k ∈ N mit Po(Xk = x) > 0 gilt
Px (Xn = y) = Po (Xk+n = y|Xk = x)
fu¨r jedes y ∈ F. Sei x ∈ F beliebig und k = φ(x). Sei f : F̂ → R eine stetige Funktion.
Dann gilt4
Ex (f (Xn)) =
∑
y∈Fk+n
f(y)Px (Xn = y)
=
∑
y∈Fk+n
f(y)Po (Xk+n = y|Xk = x)
=
∑
y∈Fk+n
f(y)
Po (Xk+n = y|Xk = x)
Po (Xk+n = y)
Po (Xk+n = y)
=
∑
y∈Fk+n
f(y)K(x, y)Po (Xk+n = y) = Eo (f(Xn)K(x,Xn))
3Fu¨r eine Funktion f : Ω→ R ist das Negativteil von f definiert als f− := −min {f, 0}.
4Fu¨r eine Px-integrierbare Zufallsvariable Z bezeichnet ExZ =
∫
Z dPx den Erwartungswert von Z
bei der Startverteilung δx, x ∈ F.
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Da f und K(x, ·) stetig auf der kompakten Menge F̂ und damit automatisch beschra¨nkt
sind, folgt mit dem Satz von der majorisierten Konvergenz
Ex (f (X∞)) = Eo (f(X∞)K(x,X∞)) .
Man hat also ∫
F̂
f(ξ)µx(dξ) =
∫
F̂
f(ξ)K(x, ξ)µo(dξ).
Indikatorfunktionen abgeschlossener Mengen ko¨nnen punktweise durch stetige Funktionen
approximiert werden [2, S. 8-9], also folgt fu¨r abgeschlossene Mengen A
µx (A) =
∫
A
K(x, ξ)µo(dξ).
Da auch die abgeschlossenen Mengen die Borel’sche σ-Algebra erzeugen, schließt das den
Beweis des Satzes 1.9 fu¨r die Situation kombinatorischer Markov-Ketten ab.
1.4.2 h-transformierte Prozesse
Es ist hervorzuheben, dass fu¨r schwach irreduzible Markov-Ketten die Eigenschaft nicht-
negativer harmonischer Funktionen aus der Bemerkung 1.4 nicht gilt. Bei der Betrachtung
der h-transformierten Markov-Ketten geht man deshalb zu einem verkleinerten Zustands-
raum u¨ber:
F(h) := {x ∈ F : h(x) > 0} .
Wir folgen nun dem Ansatz aus [17, S. 345-346].
Lemma 1.10. Sei h eine nichtnegative harmonische Funktion. Fu¨r x und y mit h(x) = 0
und h(y) > 0 gilt K(x, y) = 0.
Beweis. Da h eine harmonische Funktion ist, gilt
0 = h(x) = pnh(x) =
∑
z∈F
pn(x, z)h(z)
fu¨r jedes n. Wegen h ≥ 0 und h(y) > 0 folgt pn(x, y) = 0 fu¨r jedes n und somit
K(x, y) = 0.
Lemma 1.11. Wa¨hlt man bei der Definition von d(h) die gleichen Gewichte wie bei d
in (5), so ist die Identita¨t von
(
F(h), d(h)
)
nach (F, d) eine Isometrie, vergleiche Lemma
10-25 aus [17].
Beweis. Die Anwendung des Lemmas 1.10 bei der vierten Umformung liefert fu¨r
x, y ∈ F(h):
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d(h)(x, y) =
∑
z∈F(h)
w(z)
∣∣K(h)(z, x)−K(h)(z, y)∣∣
C
(h)
z
=
∑
z∈F(h)
w(z)
h(x0)
h(x)
|K(z, x)−K(z, y)|
h(x0)
h(x)
Cz
=
∑
z∈F(h)
w(z)
|K(z, x)−K(z, y)|
Cz
=
∑
z∈F
w(z)
|K(z, x)−K(z, y)|
Cz
= d(x, y)
Da Isometrien gleichma¨ßig stetig sind, existiert eine Fortsetzung der Identita¨t aus dem
obigen Lemma zu einer stetigen Abbildung von F̂(h) nach F̂, die wieder eine Isometrie ist.
Korollar 1.12. Die Doob-Martin-Kompaktifizierung F̂(h) der h-transformierten Markov-
Kette kann als kompakte Teilmenge von F̂ aufgefasst werden.
Ist h strikt positiv, so hat die h-transformierte Markov-Kette wieder dieselbe Doob-
Martin-Kompaktifizierung wie die Ausgangskette.
1.4.3 Integraldarstellung nichtnegativer harmonischer Funktionen
Satz 1.5 setzt die Irreduzibilita¨t nicht voraus, sondern stellt Bedingungen an den Green’-
schen Kern, die, wie bereits festgestellt, auch bei schwacher Irreduzibilita¨t erfu¨llt sind. Also
gilt das Resultat u¨ber die Integraldarstellung nichtnegativer harmonischer Funktionen
auch in der vorliegenden Situation. Alternativ la¨sst sich die Beweismethode des Satzes 7.45
aus [29, S. 203] beziehungsweise des Satzes 10-26 aus [17, S. 346] anwenden. Der Vorteil
dieser Vorgehensweise ist, dass sich das Maß µh in der Integraldarstellung konstruktiv
angeben la¨sst. Zu zeigen ist: Zu jeder nichtnegativen harmonischen Funktion h existiert
ein Maß µh auf F̂, das auf den Martin-Rand ∂F konzentriert ist, so dass
h(x) =
∫
∂F
K(x, α)µh(dα) fu¨r alle x ∈ F
gilt. Sei zuna¨chst h eine strikt positive harmonische Funktion. Der Martin-Kern der h-
transformierten Markov-Kette zum Referenzzustand o ist
K(h)(x, y) =
h(o)
h(x)
K(x, y), x, y ∈ F. (7)
Sei µ˜o die Austrittsverteilung der h-transformierten Kette zum Start in o ∈ F. Nach dem
Satz u¨ber die Charakterisierung der Austrittsverteilung gilt:∫
∂F
K(h)(x, α) µ˜o(dα) = 1 fu¨r alle x ∈ F. (8)
Daraus folgt durch Multiplikation von h(x) auf beiden Seiten:∫
∂F
K(x, α)h(o)µ˜o(dα) = h(x) fu¨r alle x ∈ F. (9)
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Also erhalten wir fu¨r das darstellende Maß µh:
µh(A) = h(o)µ˜o(A) fu¨r A ∈ B(∂F).
Ist insbesondere h im Sinne von h(o) = 1 normiert, so ist das darstellende Maß µh die
Austrittsverteilung der h-transformierten Markov-Kette zum Start in o ∈ F.
Ist h nichtnegativ, aber nicht strikt positiv, so geht man zu F(h) u¨ber und ersetzt in
den obigen Aussagen (7), (8) und (9) dann F durch F(h) und ∂F durch ∂F(h). In dieser
Situation leistet das Maß µh mit
µh(A) = h(o)µ˜o(A ∩ ∂F(h)) fu¨r A ∈ B(∂F)
das Verlangte. Nach Lemma 1.11 und Korollar 1.12 ist µh wohldefiniert. Fu¨r x ∈ F(h) gilt
mit obigen Argumenten
h(x) =
∫
∂F(h)
K(x, α)µh(dα) =
∫
∂F
K(x, α)µh(dα).
Da K(x, ·) stetig ist, folgt mit Lemma 1.10, dass K(x, α) = 0 fu¨r alle x ∈ F\F(h) und
α ∈ ∂F(h) ist. Somit gilt fu¨r x ∈ F\F(h):
h(x) = 0 =
∫
∂F(h)
K(x, α)µh(dα) =
∫
∂F
K(x, α)µh(dα).
Also folgt die Behauptung.
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2 Die Mendel-Urne
Dieser Abschnitt widmet sich der Anwendung der Martinrandtheorie auf einen konkreten
Spezialfall. Eine Urne enthalte Kugeln mit zwei Merkmalen: Farbe (beispielsweise Gru¨n
oder Gelb) und Oberfla¨chenbeschaffenheit (glatt oder rau). Anfangs sei in der Urne von
jeder Farbe und von jeder Oberfla¨chenart mindestens eine Kugel vorhanden. In jedem
Schritt wird folgendes zweistufiges Zufallsexperiment durchgefu¨hrt. Es handelt sich dabei
um eine Kopplung unabha¨ngiger Einzelexperimente. Zuerst zieht man eine Kugel zufa¨llig
und gleichverteilt, notiert ihre Farbe und legt die Kugel wieder zuru¨ck. Anschließend ent-
nimmt man wieder zufa¨llig und gleichverteilt eine Kugel, notiert ihre Oberfla¨chenart und
legt die Kugel wieder zuru¨ck. Schließlich wird eine Kugel mit der festgestellten Merk-
malskombination (Farbe der ersten Kugel und die Oberfla¨chenart der zweiten Kugel) aus
einem externen Vorrat zusa¨tzlich in die Urne gelegt.
Dieses Urnenmodell5, genannt Mendel-Urne, beschreiben wir formal durch eine Markov-
Kette (Xn)n∈N mit Werten in E ⊂ N40 und Start in b = (b1, . . . , b4). Dabei bezeichnen
wir die urspru¨nglichen Anzahlen der vier mo¨glichen Kugelsorten durch b1 fu¨r die gru¨n-
glatten, b2 fu¨r die gru¨n-rauen, b3 fu¨r die gelb-rauen und b4 fu¨r die gelb-glatten Kugeln.
Die Komponenten X
(n)
1 , . . . , X
(n)
4 von Xn stehen also fu¨r die Anzahlen der Kugeln der
entsprechenden Sorte zum Zeitpunkt n. Die obige Voraussetzung an den anfa¨nglichen Ur-
neninhalt bedeutet somit, dass eine der zwei Bedingungen erfu¨llt werden muss: entweder
b1 + b3 ≥ 2 oder b2 + b4 ≥ 2. Als Zustandsraum setzen wir6
E =
{
x ∈ N40 : b ≤ x komponentenweise
}
.
Fu¨r ein x = (x1, . . . , x4) ∈ E sei in diesem Abschnitt |x| :=
∑4
i=1 xi und es sei ei der
i-te kanonische Einheitsvektor, i = 1, . . . , 4. Mit diesen Bezeichnungen ist der U¨bergangs-
mechanismus der Mendel-Urne gegeben durch die U¨bergangsmatrix p = (p(x, y))x,y∈E
mit
p (x,x+ e1) =
(x1 + x2)(x1 + x4)
|x|2 p (x,x+ e2) =
(x1 + x2)(x2 + x3)
|x|2
p (x,x+ e3) =
(x3 + x4)(x2 + x3)
|x|2 p (x,x+ e4) =
(x3 + x4)(x1 + x4)
|x|2
und p (x,y) = 0 fu¨r y 6= x+ei, i = 1, . . . , 4. Es bezeichne (Ω,F ,Pb) den Hintergundwahr-
scheinlichkeitsraum. Wir erinnern daran, dass wir kanonische Markov-Ketten betrachten:
Der Grundraum Ω = EN ist der Trajektorienraum, F ist die von den Zylindermengen er-
zeugte σ-Algebra und die Zufallsgro¨ßen Xn sind die Projektionen auf die n-te Koordinate.
Beim U¨bergang vom Zeitpunkt n zum Zeitpunkt n+1 sind nur vier ra¨umliche U¨berga¨nge
mo¨glich: Die Anzahl der Kugeln einer der vier Kugelsorten wird um 1 erho¨ht. Also ist
die Markov-Kette in einem starken Sinne transient: Jeder Zustand wird ho¨chstens einmal
angenommen. Somit gilt Pb (Xn ∈ En) = 1 fu¨r n ≥ 1, wobei
En = {x ∈ N40 : |x| = |b|+ n− 1, b ≤ x komponentenweise}.
5vorgeschlagen von R. Gru¨bel
6Hierbei ist zu beachten, dass der Zustandsraum E von der Wahl von b abha¨ngt.
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Ferner ist diese Markov-Kette schwach irreduzibel: Jeder Zustand kann von b aus mit po-
sitiver Wahrscheinlichkeit erreicht werden. Definieren wir eine Gro¨ßenfunktion φ : E → N
durch φ(x) = |x|−|b|−1, so ko¨nnen wir E als eine kombinatorische Familie auffassen. Die
bezu¨glich der Gro¨ßenfunktion isotone partielle Ordnung ist dabei das komponentenweise
≤. Wir stellen fest, dass es sich bei der Mendel-Urne um eine kombinatorische Markov-
Kette im Sinne des Abschnitts 1.4 handelt.
Wie sieht die Doob-Martin-Kompaktifizierung des Zustandsraumes der Mendel-Urne aus?
Um den Martin-Kern zu konstruieren betrachten wir zuna¨chst die Mehrschritt-U¨bergangs-
wahrscheinlichkeiten.
Lemma 2.1. Fu¨r die (n − m)-Schritt-U¨bergangswahrscheinlichkeit von einem Zustand
x = (x1, . . . , x4) ∈ Em zu einem Zustand y = (y1, . . . , y4) ∈ En, mit m ≤ n und x ≤ y
komponentenweise, gilt
Pb (Xn = y|Xm = x) = Cy−xn−m ·W (x,y)
mit
W (x,y) :=
((|x| − 1)!)2
((|y| − 1)!)2
∏
(i,j)∈D
(yi + yj − 1)!
(xi + xj − 1)! , D = {(1, 2), (1, 4), (2, 3), (3, 4)} ,
und dem Multinomialkoeffizienten
Cy−xn−m :=
(
n−m
y1 − x1, y2 − x2, y3 − x3, y4 − x4
)
=
(n−m)!∏4
i=1 (yi − xi)!
.
In allen anderen Fa¨llen ist die entsprechende U¨bergangswahrscheinlichkeit 0.
Beweis. Wir betrachten den zu der Markov-Kette (Xn)n∈N zugeho¨rigen U¨bergangsgra-
phen. Dieser Graph ist ein unendlicher gerichteter Gittergraph mit der Knotenmenge E
und der Kantenmenge
{(x,x+ ei) : x ∈ E, i = 1, . . . , 4}.
Jede Kante (x,x+ ei) wird mit der U¨bergangswahrscheinlichkeit p (x,x+ ei), i = 1, . . . , 4,
gewichtet. Im Folgenden betrachten wir nur Gitterwege, die stets in die Richtung der kano-
nischen Einheitsvektoren gehen. Unter dem Gewicht eines solchen Gitterweges verstehen
wir das Produkt der Kantengewichte entlang des Weges. Die gesuchte U¨bergangswahr-
scheinlichkeit ist somit die Summe der Gewichte aller verschiedenen Gitterwege von x
nach y. Die Anzahl der Gitterwege von x nach y ist gegeben durch den Multinomialko-
effizienten Cy−xn−m.
Es bleibt zu zeigen: Alle Wege haben das gleiche Gewicht, na¨mlich W (x,y). Wir fu¨hren
die Zuwa¨chse
Zi = Xm+i −Xm+i−1 fu¨r i = 1, . . . , n−m,
ein. Die Zuwa¨chse nehmen nur Werte in der Menge {e1, . . . , e4} der Einheitsvektoren an.
Ein konkreter Gitterweg ist durch seinen Startpunkt und die Reihenfolge der Zuwa¨chse
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eindeutig festgelegt. Es gilt fu¨r i = 1, . . . , n−m:
Pb(Zi = e1|Z1 = z1, . . . , Zi−1 = zi−1, Xm = x)
=
(∑i−1
j=1 z
(j)
1 +
∑i−1
j=1 z
(j)
2 + x1 + x2
)(∑i−1
j=1 z
(j)
1 +
∑i−1
j=1 z
(j)
4 + x1 + x4
)
(|x|+ i− 1)2 ,
wobei z
(j)
1 , . . . , z
(j)
4 die Komponenten von zj sind. Die drei u¨brigen Wahrscheinlichkeiten
ergeben sich analog dazu. Im folgenden seien die zi, i = 1, . . . , n −m, so gewa¨hlt, dass
x+
∑n−m
j=1 zj = y gilt. Wir zeigen, dass das Gewicht
Pb (Z1 = z1, . . . , Zn−m = zn−m|Xm = x)
eines konkreten Gitterweges nicht von der Reihenfolge der zi, i = 1, . . . , n−m, abha¨ngt.
Mit der Bezeichnung sk =
∑k
j=1 zj gilt:
Pb (Z1 = z1, . . . , Zn−m = zn−m|Xm = x) =
(
n−m∏
j=1
(|x|+ j − 1)2
)−1
×
∏
1≤ j≤n−m
zj=e1
(
s
(j−1)
1 + s
(j−1)
2 + x1 + x2
)(
s
(j−1)
1 + s
(j−1)
4 + x1 + x4
)
×
∏
1≤ j≤n−m
zj=e2
(
s
(j−1)
1 + s
(j−1)
2 + x1 + x2
)(
s
(j−1)
2 + s
(j−1)
3 + x2 + x3
)
×
∏
1≤ j≤n−m
zj=e3
(
s
(j−1)
3 + s
(j−1)
4 + x3 + x4
)(
s
(j−1)
2 + s
(j−1)
3 + x2 + x3
)
×
∏
1≤ j≤n−m
zj=e4
(
s
(j−1)
3 + s
(j−1)
4 + x3 + x4
)(
s
(j−1)
1 + s
(j−1)
4 + x1 + x4
)
.
Das Umgruppieren der Produkte liefert das gewu¨nschte Ergebnis, denn es gilt beispiels-
weise: ∏
1≤ j≤n−m
zj=e1
(
s
(j−1)
1 + s
(j−1)
2 + x1 + x2
)
·
∏
1≤ j≤n−m
zj=e2
(
s
(j−1)
1 + s
(j−1)
2 + x1 + x2
)
=
(
s
(n−m)
1 + s
(n−m)
2 + x1 + x2 − 1
)
!
(x1 + x2 − 1)! .
Die entscheidende Idee dabei ist, dass bei dieser Darstellung jeder Faktor von x1 + x2 bis
s
(n−m)
1 + s
(n−m)
2 + x1 + x2 − 1 genau 1 mal vorkommt. Insgesamt ha¨ngt
Pb(Z1 = z1, . . . ,Zn−m = zn−m|Xm = x) = ((|x| − 1)!)
2
((|y| − 1)!)2
×
(
s
(n−m)
1 + s
(n−m)
2 + x1 + x2 − 1
)
!
(x1 + x2 − 1)!
(
s
(n−m)
3 + s
(n−m)
4 + x3 + x4 − 1
)
!
(x3 + x4 − 1)!
×
(
s
(n−m)
1 + s
(n−m)
4 + x1 + x4 − 1
)
!
(x1 + x4 − 1)!
(
s
(n−m)
2 + s
(n−m)
3 + x2 + x3 − 1
)
!
(x2 + x3 − 1)!
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nur von der Summe sn−m der Zuwa¨chse und nicht von ihrer Reihenfolge ab. Da
x+
∑n−m
i=1 zi = y vorausgesetzt war, gilt:
Pb(Z1 = z1, . . . , Zn−m = zn−m|Xm = x) = W (x,y).
Als Folgerung ergibt sich fu¨r den Martin-Kern zum Referenzzustand b:
K (x,y) =
Pb (Xn = y|Xm = x)
Pb (Xn = y)
=
Cy−xn−m
Cy−bn
W (x,y)
W (b,y)
,
falls x,y wie in Lemma 2.1, und 0 sonst. Man u¨berzeugt sich leicht davon, dass der
Quotient der Pfadgewichte nicht von y abha¨ngt:
W (x,y)
W (b,y)
=
((|x| − 1)!)2
((|b| − 1)!)2
∏
(i,j)∈D
(bi + bj − 1)!
(xi + xj − 1)! = W (b,x)
−1.
Insgesamt hat man:
K (x,y) =

W (b,x)−1
Cy−xn−m
Cy−bn
falls x ∈ Em, y ∈ En, m < n,
x ≤ y komponentenweise,
0 sonst.
(10)
Fu¨r die nachfolgenden U¨berlegungen ist somit nur der Quotient der Multinomialkoeffizi-
enten von Bedeutung.
Satz 2.2. Es sei (yn)n∈N eine Folge in E mit |yn| → ∞. Dann konvergiert K (x,yn) in
R fu¨r alle x ∈ E mit n→∞ genau dann, wenn gilt:
lim
n→∞
y
(n)
i
|yn|
= αi, i = 1, . . . , 4,
fu¨r ein Quadrupel α = (α1, . . . , α4) aus dem dreidimensionalen Wahrscheinlichkeitssim-
plex
∆3 :=
{
α ∈ [0, 1]4 : α1 + · · ·+ α4 = 1
}
.
Im Falle der Konvergenz gilt
lim
n→∞
K (x,yn) = W (b,x)
−1
4∏
i=1
αxi−bii ,
wobei hier 00 := 1 sei.
Beweis. Wie bereits erwa¨hnt, ha¨ngt der Quotient der Gewichte nicht von yn ab. Es genu¨gt
also den Quotienten der Multinomialkoeffizienten zu betrachten. Dieser la¨sst sich, falls
x ≤ yn komponentenweise, wie folgt darstellen:
C
yn−x
|yn|−|x|
C
yn−b
|yn|−|b|
=
(|yn| − |x|)!∏4
i=1
(
y
(n)
i − xi
)
!
×
∏4
i=1
(
y
(n)
i − bi
)
!
(|yn| − |b|)!
=
∏4
i=1
(
y
(n)
i − bi
)xi−bi
(|yn| − |b|)|x|−|b|
, (11)
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mit fallenden Faktoriellen
nk := n(n− 1) . . . (n− k + 1), n0 = 1.
Ist bi = xi = y
(n)
i fu¨r ein i = 1, . . . , 4, so ist der i-te Faktor in der Gleichung (11) durch
1 zu ersetzen. Das fu¨hrt auf die Konvention 00 := 1 fu¨r diesen Beweis. Nun la¨sst sich
folgendes ausklammern: |yn||x|−|b| im Nenner und
∏4
i=1
(
y
(n)
i
)(xi−bi)
, falls alle y
(n)
i 6= 0, im
Za¨hler. Fu¨r den Quotienten der Multinomialkoeffizienten ergibt sich:
C
yn−x
|yn|−|x|
C
yn−b
|yn|−|b|
=
4∏
i=1
(
y
(n)
i
|yn|
)xi−bi
×
4∏
i=1
xi−bi−1∏
m=0
(
1− bi+m
y
(n)
i
)
|x|−|b|−1∏
m=0
(
1− |b|+m|yn|
) (12)
Man beachte, dass alle Produkte eine von n unabha¨ngige endliche Anzahl von Faktoren
haben.
Zu
”
⇐“. Wir nehmen an, die Verha¨ltnisse konvergieren wie angegeben, also lim
n→∞
y
(n)
i
|yn| = αi
fu¨r i = 1, . . . , 4. Wir betrachten zuna¨chst nur diejenigen Folgen (yn)n∈N, die die Eigen-
schaft x ≤ yn komponentenweise fu¨r alle bis auf endlich viele n haben. Fu¨r den ersten
Term in (12) gilt dann
lim
n→∞
4∏
i=1
(
y
(n)
i
|yn|
)xi−bi
=
4∏
i=1
(αi)
xi−bi .
Da |yn| → ∞ vorausgesetzt ist, gilt fu¨r den Nenner des zweiten Terms:
lim
n→∞
|x|−|b|−1∏
m=0
(
1− |b|+m|yn|
)
= 1.
Nun ist fu¨r jedes i offenbar 0 ≤ αi ≤ 1. Wir betrachten die folgende Fallunterscheidung.
Fall 1: Es gelte αi > 0 fu¨r alle i. Daraus folgt dann y
(n)
i → ∞ mit n → ∞ fu¨r je-
des i. Anderenfalls existiert eine beschra¨nkte Teilfolge (y
(nk)
i )k∈N von (y
(n)
i )n∈N, sodass
limk→∞
y
(nk)
i
|yn| = 0, Widerspruch zu αi > 0. Somit gilt in diesem Fall fu¨r den Za¨hler des
zweiten Terms in (12)
lim
n→∞
4∏
i=1
xi−bi−1∏
m=0
(
1− bi +m
y
(n)
i
)
= 1,
und damit fu¨r den Quotienten der Multinomialkoeffizienten
C
yn−x
|yn|−|x|
C
yn−b
|yn|−|b|
→
4∏
i=1
(αi)
xi−bi mit n→∞.
Fall 2: Es existiert mindestens ein i mit αi = 0. In diesem Fall konvergiert der erste Term
in (12) gegen 0 mit n → ∞. Da der zweite Term beschra¨nkt ist, konvergiert auch der
Quotient der Multinomialkoeffizienten gegen 0 fu¨r n→∞.
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Nun sei x 
 yn komponentenweise fu¨r unendlich viele n. Einerseits ist dann K (x,yn) = 0
unendlich oft. Andererseits bedeutet diese Voraussetzung zusammen mit der Forderung
nach der Konvergenz der Verha¨ltnisse , dass αi = 0 fu¨r ein i = 1, . . . , 4. Insgesamt folgt
daraus die Konvergenz von K (x,yn) gegen 0.
Zu
”
⇒“: Angenommen, eines der Verha¨ltnisse konvergiert nicht. Ohne Einschra¨nkung
sei das das erste Verha¨ltnis, also
0 ≤ lim inf
n→∞
y
(n)
1
|yn|
< lim sup
n→∞
y
(n)
1
|yn|
≤ 1.
Wir zeigen, dass dann ein x ∈ E existiert, sodass K (x,yn) in R mit n → ∞ nicht
konvergiert. Wa¨hle x2 = b2, x4 = b4, x3 = b3 und x1 = b1 + 1. Dann reduziert sich der
Quotient der Multinomialkoeffizienten zu:
y
(n)
1
|yn|
×
1− b1
y
(n)
1
1− |b||yn|
.
Wir zeigen, dass dieser Ausdruck divergiert. In der vorliegenden Situation existieren
na¨mlich Teilfolgen (y
(nk)
1 )k∈N und (y
(nj)
1 )j∈N von (y
(n)
1 )n∈N, sodass
0 ≤ lim
k→∞
y
(nk)
1∣∣ynk∣∣ = α1 < β1 = limj→∞ y
(nj)
1∣∣∣ynj ∣∣∣ ≤ 1
gilt. Mit Argumenten wie im ersten Beweisteil ergibt sich damit
lim
k→∞
 y(nk)1∣∣ynk∣∣ ×
1− b1
y
(nk)
1
1− |b||ynk |
 = α1 6= β1 = lim
j→∞
 y(nj)1∣∣∣ynj ∣∣∣ ×
1− b1
y
(nj)
1
1− |b|∣∣∣ynj ∣∣∣
 .
Wir identifizieren die Doob-Martin-Kompaktifizierung Ê mit E ∪ ∆3. Der Martin-Kern
la¨sst sich wie folgt von E × E auf E × Ê stetig fortsetzen:
K (x,α) = W (b,x)−1
4∏
i=1
αxi−bii , (13)
wobei α = (α1, . . . , α4) ∈ ∆3. Mit der Martinrandtheorie folgt nun: Es existiert eine
∆3-wertige Zufallsgro¨ße X∞, sodass Xn mit n → ∞ fast sicher gegen X∞ in der Doob-
Martin-Topologie konvergiert.
Zum Beweis des na¨chsten Satzes beno¨tigen wir das folgende Hilfsresultat:
Bemerkung 2.3. Betrachten wir die harmonische Funktion h := K(·, α) mit K(·, α)
aus (13), dann ist die h-transformierte Markov-Kette zur Mendel-Urne die Irrfahrt in
Richtung kanonischer Einheitsvektoren e1, . . . , e4 mit Parameter α ∈ ∆3. Eine solche
Irrfahrt hat die U¨bergangsmatrix pα = (pα(x, y))x,y∈E mit
pα (x,x+ ei) = αi, i = 1, . . . , 4.
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und p (x,y) = 0 fu¨r y 6= x+ ei, i = 1, . . . , 4. Diese stimmt mit der U¨bergangsmatrix der
h-transformierten Markov-Kette u¨berein. Man erha¨lt beispielsweise
p(h) (x,x+ e1) =
p (x,x+ e1)h(x+ e1)
h(x)
=
(x1 + x2)(x1 + x4)
(|x|)2 ·
W (b,x+ e1)
−1 αx1+1−b11 α
x2−b2
2 α
x3−b3
3 α
x4−b4
4
W (b,x)−1 αx1−b11 α
x2−b2
2 α
x3−b3
3 α
x4−b4
4
=
(x1 + x2)(x1 + x4)
(|x|)2 · α1 ·
W (b,x)
W (b,x+ e1)
= α1 = pα (x,x+ e1) .
Satz 2.4. Die Austrittsverteilung L(X∞) von (Xn)n∈N ist das Bildmaß der Produkt-Beta-
Verteilung
Beta(b1 + b2, b3 + b4)⊗ Beta(b1 + b4, b2 + b3)
auf dem Einheitsquadrat unter der Transformation
T : [0, 1]2 → ∆3, (u, v) 7→ (uv, u(1− v), (1− u)(1− v), (1− u)v) .
Beweis. Es sei µ := Beta(b1 +b2, b3 +b4)⊗Beta(b1 +b4, b2 +b3) und µT das Bildmaß von µ
unter T . Nach Bemerkung 2.3 ist fu¨r jedes α ∈ ∆3 die h-transformierte Markov-Kette zur
harmonischen Funktion h = K(·, α) eine Irrfahrt in Richtung kanonischer Einheitsvekto-
ren. Nach dem starken Gesetz der großen Zahl konvergiert also eine solche h-transformierte
Kette in der Doob-Martin-Topologie fast sicher gegen α. Aus der Diskussion u¨ber den
minimalen Martin-Rand ∂minE in Bemerkung 1.6 folgt nun, dass ∂minE = ∆
3 gilt. Also
ist L(X∞) nach Satz 1.9 das eindeutige repra¨sentierende Maß der harmonischen Funktion
h ≡ 1. Zu zeigen ist also: ∫
∆3
K (x,α) µT (dα) = 1.
Wende den Transformationssatz u¨ber die Integration bezu¨glich des Bildmaßes an:∫
∆3
K (x,α) µT (dα) =
∫
[0,1]2
K (x, T (u, v)) µ (du, dv) .
Es reicht also zu zeigen:∫
[0,1]2
(uv)x1−b1 (u(1− v))x2−b2 ((1− u)(1− v))x3−b3 ((1− u)v)x4−b4 µ (du, dv) = W (b,x).
Die Beta-Verteilung Beta(p, q) hat die Dichte
fp,q(t) =
Γ(p+ q)
Γ(p)Γ(q)
tp−1(1− t)q−1 fu¨r t ∈ [0, 1].
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Wir erhalten:∫
[0,1]2
(uv)x1−b1 (u(1− v))x2−b2 ((1− u)(1− v))x3−b3 ((1− u)v)x4−b4 µ (du, dv) (14)
=
1∫
0
ux1−b1+x2−b2(1− u)x3−b3+x4−b4fb1+b2,b3+b4(u) du
×
1∫
0
vx1−b1+x4−b4(1− v)x2−b2+x3−b3fb1+b4,b2+b3(v) dv
=
Γ(b1 + b2 + b3 + b4)
Γ(b1 + b2)Γ(b3 + b4)
1∫
0
ux1+x2−1(1− u)x3+x4−1 du
× Γ(b1 + b2 + b3 + b4)
Γ(b1 + b4)Γ(b2 + b3)
1∫
0
vx1+x4−1(1− v)x2+x3−1 dv
=
Γ(b1 + b2 + b3 + b4)
2
Γ(b1 + b2)Γ(b3 + b4)Γ(b1 + b4)Γ(b2 + b3)
· Γ(x1 + x2)Γ(x3 + x4)Γ(x1 + x4)Γ(x2 + x3)
Γ(x1 + x2 + x3 + x4)2
=W (b,x).
Satz 2.5. Es sei X = (Xn)n∈N eine Mendel-Urne mit Start in b und X∞ der fast-
sichere Grenzwert von (Xn)n∈N in der Doob-Martin-Kompaktifizierung. Sei außerdem Xα,
α ∈ ∆3, die Irrfahrt in Richtung kanonischer Einheitsvektoren mit Start in b und Pαb das
zugeho¨rige Wahrscheinlichkeitsmaß auf dem Trajektorienraum. Dann gilt:
L (X|X∞ = α) = Pαb .
Beweis. Es seien das Maß µ, die Austrittsverteilung µT , und die Transformation T wie in
Satz 2.4. Zu zeigen ist:
Pb (X ∈ A,X∞ ∈ B) !=
∫
B
Pαb (A)µT (dα), fu¨r alle A ∈ F , B ∈ B(∆3).
Es reicht dies fu¨r Zylindermengen A ∈ F zu zeigen. Wir erinnern an die Definition der
Zylindermengen:
C(x1,...,xn) =
{
(y1,y1, . . .) ∈ EN : y1 = x1, . . . ,yn = xn
}
.
Ferner kann man sich auf solche Zylindermengen beschra¨nken, fu¨r die (x0, . . . ,xn) ein
Gitterweg von b nach xn ist, mit x0 = b und Einheitsvektoren {e1, . . . , e4} als Zuwa¨chsen.
Es ist also zu zeigen:
Pb
(
X ∈ C(b,x2,...,xn), X∞ ∈ B
) !
=
∫
B
Pαb
(
C(b,x2,...,xn)
)
µT (dα), fu¨r alle B ∈ B(∆3). (15)
Nach Satz 2.4 ist L(X∞|Xn = xn) = νT , wobei
ν = Beta
(
x
(n)
1 + x
(n)
2 , x
(n)
3 + x
(n)
4
)
⊗ Beta
(
x
(n)
1 + x
(n)
4 , x
(n)
2 + x
(n)
3
)
.
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Somit erhalten wir fu¨r die linke Seite von (15):
Pb
(
X ∈ C(b,x1,...,xn), X∞ ∈ B
)
= Pb (X∞ ∈ B |X1 = b, X2 = x2, . . . , Xn = xn)
× Pb (X1 = b, X2 = x2, . . . , Xn = xn)
= W (b,xn)
∫
B
νT (dα)
Mit einer Rechnung wie im Beweis zum Satz 2.4 folgt:
W (b,xn)
∫
B
νT (dα) = W (b,xn)
∫
T−1(B)
f
x
(n)
1 +x
(n)
2 ,x
(n)
3 +x
(n)
4
(u)f
x
(n)
1 +x
(n)
4 ,x
(n)
2 +x
(n)
3
(v) du dv
= W (b,xn)
Γ(x
(n)
1 + x
(n)
2 + x
(n)
3 + x
(n)
4 )
2
Γ(x
(n)
1 + x
(n)
2 )Γ(x
(n)
3 + x
(n)
4 )Γ(x
(n)
1 + x
(n)
4 )Γ(x
(n)
2 + x
(n)
3 )
×
∫
T−1(B)
ux
(n)
1 +x
(n)
2 −1(1− u)x(n)3 +x(n)4 −1 du
×
∫
T−1(B)
vx
(n)
1 +x
(n)
4 −1(1− v)x(n)2 +x(n)3 −1 dv
=
Γ(b1 + b2 + b3 + b4)
2
Γ(b1 + b2)Γ(b3 + b4)Γ(b1 + b4)Γ(b2 + b3)
×
∫
T−1(B)
ux
(n)
1 +x
(n)
2 −1(1− u)x(n)3 +x(n)4 −1 du
×
∫
T−1(B)
vx
(n)
1 +x
(n)
4 −1(1− v)x(n)2 +x(n)3 −1 dv.
Fu¨r die rechte Seite von (15) gilt:∫
B
Pαb
(
C(b,x2,...,xn)
)
µT (dα) =
∫
B
α
x
(n)
1 −b1
1 α
x
(n)
2 −b2
2 α
x
(n)
3 −b3
3 α
x
(n)
4 −b4
4 µ
T (dα)
=
∫
T−1(B)
(
(uv)x
(n)
1 −b1 (u(1− v))x(n)2 −b2
× ((1− u)(1− v))x(n)3 −b3 ((1− u)v)x(n)4 −b4
)
µ (du, dv)
∗
=
Γ(b1 + b2 + b3 + b4)
2
Γ(b1 + b2)Γ(b3 + b4)Γ(b1 + b4)Γ(b2 + b3)
×
∫
T−1(B)
ux
(n)
1 +x
(n)
2 −1(1− u)x(n)3 +x(n)4 −1 du
×
∫
T−1(B)
vx
(n)
1 +x
(n)
4 −1(1− v)x(n)2 +x(n)3 −1 dv,
zu (∗) siehe Gleichung (14) aus Satz 2.4. Das vollendet den Beweis, denn die linke und
die rechte Seite von (15) stimmen u¨berein.
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Bemerkung 2.6. Es seien b1, . . . , b4 > 0. Wir betrachten das Po´lya’sche Urnenmodell mit
4 Farben. Bekanntlich ist die Grenzverteilung der Anteile der Kugelfarben die Dirichlet-
Verteilung Dirb1,...,b4 , siehe [18, S.537]. Sie ist definiert durch
Dirb1,...,b4 (A) =
∫
1A (α1, . . . , α4) fb1,...,b4 (α1, . . . , α4) dα1dα2dα3
fu¨r ein messbares A ⊂ ∆3 mit
fb1,...,b4 (α1, . . . , α4) =
Γ(b1 + . . .+ b4)
Γ(b1) . . .Γ(b4)
4∏
i=1
αbi−1i .
Die ganzzahligen Parameter b1, . . . , b4 beschreiben die Anfangsbelegung der Urne: bi ist die
Anzahl der Kugeln der i-ten Farbe zum Startzeitpunkt. Das Po´lya’sche Urnenmodell mit
4 Farben ist eine h-transformierte Markov-Kette zur Mendel-Urne, wobei die harmonische
Funktion h gegeben ist durch
h(x) =
∫
K (x,α) Dirb1,...,b4 (dα)
=
∫
1∆3 (α1, . . . , α4) W (b,x)
−1
4∏
i=1
αxi−bii
Γ(b1 + . . .+ b4)
Γ(b1) . . .Γ(b4)
4∏
i=1
αbi−1i dα1dα2dα3
= W (b,x)−1
Γ(b1 + . . .+ b4)
Γ(b1) . . .Γ(b4)
Γ(x1) . . .Γ(x4)
Γ(x1 + . . .+ x4)
×
∫
1∆3 (α1, . . . , α4)
Γ(x1 + . . .+ x4)
Γ(x1) . . .Γ(x4)
4∏
i=1
αxi−1i dα1dα2dα3
= W (b,x)−1
Γ(b1 + . . .+ b4)
Γ(b1) . . .Γ(b4)
Γ(x1) . . .Γ(x4)
Γ(x1 + . . .+ x4)
.
Man kann sich davon u¨berzeugen, indem man die zugeho¨rige U¨bergangsmatrix bestimmt:
p(h) (x,x+ e1) =
p (x,x+ e1)h(x+ e1)
h(x)
= p (x,x+ e1)
W (b,x)
W (b,x+ e1)
Γ(x1 + 1)Γ(x2) . . .Γ(x4)
Γ(x1 + . . .+ x4 + 1)
Γ(x1 + . . .+ x4)
Γ(x1) . . .Γ(x4)
=
x1
x1 + . . .+ x4
.
Analog erha¨lt man
p(h) (x,x+ ei) =
xi
|x| .
Das ist tatsa¨chlich der U¨bergangsmechanismus des Po´lya’schen Urnenmodells mit 4 Far-
ben. Dabei bedeutet der Zustand x zum Zeitpunkt n, dass die Anzahl aller Kugeln i-ter
Farbe in der Urne gleich xi ist
7.
7Man beachte, dass in der Literatur oft nur die hinzugekommenen Kugeln betrachtet werden.
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3 Zufa¨llige quaterna¨re Ba¨ume
In der Informatik geho¨ren Ba¨ume zu den klassischen Datenstrukturen. Quaterna¨re Ba¨ume
wurden von R. A. Finkel und J. L. Bentley in [9] als eine Verallgemeinerung der Idee
bina¨rer Suchba¨ume fu¨r den Fall zweidimensionaler Daten vorgeschlagen. Ziel dieses Ab-
schnittes ist es, die Doob-Martin-Kompaktifizierung zu den zufa¨lligen quaterna¨ren Ba¨um-
en zu bestimmen. Dabei verwenden wir die ga¨ngige Annahme, dass die Daten Realisierun-
gen von unabha¨ngigen, auf dem Einheitsquadrat gleichverteilten Zufallsgro¨ßen sind8. Wir
werden erkennen, dass die zufa¨lligen quaterna¨ren Ba¨ume zu den
”
trickle-down“-Prozessen,
einer in [8] von S. N. Evans, R. Gru¨bel und A. Wakolbinger vorgestellten Klasse transien-
ter Markov-Ketten, geho¨ren. Nach der Zusammenstellung der beno¨tigten Grundbegriffe
werden wir die
”
trickle-down“-Konstruktion am Beispiel zufa¨lliger quaterna¨rer Ba¨ume
erla¨utern und anschließend die Methoden aus [8] in der vorliegenden Situation anwenden.
Außerdem werden wir feststellen, dass die Doob-Martin-Kompaktifizierung als Ausgangs-
punkt fu¨r die Erforschung der Baumfunktionale zufa¨lliger quaterna¨rer Ba¨ume, wie bei-
spielsweise der internen Pfadla¨nge, dienen kann. Die Ideen aus diesem Abschnitt ko¨nnen
auch auf den Fall d-dimensionaler Daten mit d > 2 verallgemeinert werden.
3.1 Grundbegriffe und Bezeichnungen
Wir definieren zuna¨chst quaterna¨re Ba¨ume unter Anwendung des Formalismus aus der
Theoretischen Informatik, siehe dazu Anhang A.1: Wo¨rter und Alphabete.
Definition 3.1. Ein quaterna¨rer Baum ist eine pra¨fixstabile endliche Teilmenge t von
{1, 2, 3, 4}∗.
Die Menge der endlichen quaterna¨ren Ba¨ume bezeichnen wir mit Tquad. Quaterna¨re Ba¨ume
bilden eine kombinatorische Familie mit der Gro¨ßenfunktion φ : Tquad → N, φ(t) = #t,
und der Enthaltenseinsrelation als partieller Ordnung.
Der Grund fu¨r die Interpretation pra¨fixstabiler Wortmengen als Ba¨ume wird deutlich,
wenn man zur graphentheoretischen Sichtweise wechselt. Auf einer Knotenmenge t, die
den Bedingungen aus der Definition 3.1 genu¨gt, la¨sst sich mit Hilfe der folgenden Fest-
legung der Kantenmenge ein gerichteter Graph definieren: (u, v) ∈ t × (t\ {Λ}) ist eine
gerichtete Kante von u nach v genau dann, wenn u = v¯ gilt. In der Sprache der Gra-
phentheorie heißen die Elemente von t interne Knoten, das leere Wort entspricht dem
Wurzelknoten. Ein u ∈ {1, 2, 3, 4}∗ heißt externer Knoten eines nichtleeren Baumes t,
falls u /∈ t und u¯ ∈ t gilt. Dabei nennen wir den Rumpf u¯ den direkten Vorga¨nger von u.
Ein externer Knoten ist also selbst kein Element von t, hat aber einen direkten Vorga¨nger
in t. Die Menge der externen Knoten von t bezeichnet man mit ∂t. Die direkten Nach-
folger von u = u1 . . . un sind: u ◦ 1 = u1 . . . un1, . . ., u ◦ 4 = u1 . . . un4. Die Tiefe eines
Knotens u ist die La¨nge des eindeutigen Pfades von der Wurzel Λ nach u, also gleich der
La¨nge |u|. Den Teilbaum eines Knotens u ∈ t definiert man als
t(u) = {v ∈ {1, 2, 3, 4}∗ : u ◦ v ∈ t} ,
8Zufa¨llige quaterna¨re Ba¨ume zu den auf dem Einheitsquadrat gleichverteilten Daten wurden beispiels-
weise in [4], [10] und [23] untersucht.
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dieser ist wieder ein quaterna¨rer Baum im Sinne der Definition 3.1. Die Abbildung 1 il-
lustriert den Baum {Λ, 1, 2, 4, 22, 43} in der u¨blichen Weise: Die internen Knoten werden
als Punkte, die externen Knoten werden als Quadrate und die Kanten werden als Linien
dargestellt.
Λ
1 2 3 4
11 12 13 14 21
22
23 24
221 224
41 42
43
44
431 434. . . . . .
Wurzelknoten (Tiefe 0)
interner Knoten (Tiefe 2)
externer Knoten
(Tiefe 3)
Abbildung 1: Der Baum {Λ, 1, 2, 4, 22, 43} mit 6 internen und 19 externen Knoten.
Wie bereits erwa¨hnt, werden quaterna¨re Ba¨ume als Datenstruktur verwendet: Die Daten
werden sequentiell in den Knoten eines quaterna¨ren Baumes mit Hilfe einer Zuordnung
gespeichert. Formal beno¨tigt man dazu die Definition des bewerteten Baumes9. Ein be-
werteter quaterna¨rer Baum ist ein Paar (t, ϕ) mit einem quaterna¨ren Baum t und einer
Abbildung ϕ : t → R2. Sei nun (xi)i∈N eine Folge von paarweise verschiedenen Punkten
xi ∈ R2. Der folgende Algorithmus konstruiert dazu eine Folge von bewerteten Ba¨umen
(tn, ϕn), n ∈ N (siehe Abbildung 2):
• Fu¨r n = 1 gelte t1 = {Λ} und ϕ1(Λ) = x1, das heißt, der erste Baum besteht nur
aus dem Wurzelknoten bewertet mit x1.
• Die Bewertung des Wurzelknotens teilt den Grundraum R2 in vier Quadranten: NO,
NW, SW und SO (siehe den oberen Teil von Abbildung 2). Diese bezeichnen wir
nach u¨blicher Konvention jeweils mit 1, . . . , 4. Im zweiten Schritt vergleicht man x2
mit dem Inhalt x1 des Wurzelknotens und stellt fest, in welchem Quadranten sich
der Punkt x2 befindet. Der entsprechende externe Knoten wird in einen internen
umgewandelt und mit x2 bewertet, das heißt
t2 =

{Λ, (1)} , falls x2,1 > x1,1, x2,2 > x1,2,
{Λ, (2)} , falls x2,1 < x1,1, x2,2 > x1,2,
{Λ, (3)} , falls x2,1 < x1,1, x2,2 < x1,2,
{Λ, (4)} , falls x2,1 > x1,1, x2,2 < x1,2.
9Im allgemeinen Fall sind beliebige Knotenbewertungen vorstellbar. In diesem und in den nachfolgen-
den Abschnitten ist die Wahl des Wertebereichs der Bewertungsabbildung auf den betreffenden Algorith-
mus abgestimmt.
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• Sei (tn, ϕn) schon konstruiert. Jeder Knoten teilt seinen Subquadranten in vier wei-
tere Quadranten. Man vergleicht xn+1 nacheinander mit dem Inhalt ϕn(u) eines
Knotens u, beginnend mit dem Wurzelknoten. Ist xn+1 im i-ten Subquadrant von u,
so geht man zum Knoten u◦ i u¨ber und wiederholt den Test, bis man einen externen
Knoten v gefunden hat. Dieser wird in einen internen Knoten umgewandelt und mit
xn+1 bewertet. Man erha¨lt tn+1 = tn ∪ {v}, ϕn+1(v) = xn+1 und ϕn+1(u) = ϕn(u)
fu¨r alle u ∈ tn.
x1
x1
x1
x2
x2
x3
x1
x1
x1
x2
x2
x3
NONW
SW SO
(1)(2)
(3) (4)
Abbildung 2: Ein Beispiel zum Quadtree-Algorithmus. Die Knoten sind mit Bewertungen
beschriftet. Die Beschriftung mit den Wo¨rtern aus {1, 2, 3, 4}∗ wurde einfachheitshalber
weggelassen.
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Die probabilistische Analyse untersucht das Verhalten solcher Ba¨ume bei der Verwendung
von zufa¨lligen Daten. Es sei dazu (ηi)i∈N eine Folge unabha¨ngiger, auf dem Einheitsqua-
drat [0, 1]2 gleichverteilter Zufallsgro¨ßen. Die Anwendung des obigen Algorithmus auf den
Input (ηi)i∈N liefert eine Folge von zufa¨lligen bewerteten quaterna¨ren Ba¨umen. Entfernt
man die Bewertungen, so erha¨lt man eine kombinatorische Markov-Kette (Xn)n∈N, die
wir als
”
Quadtree-Prozess“ oder auch
”
Quadtree-Kette“ bezeichnen.
Fu¨r das weitere Vorgehen beno¨tigen wir das folgende Resultat u¨ber die Entwicklung der
Teilbaumgro¨ßen an dem Wurzelknoten:
Bemerkung 3.2. Wir nennen den Teilbaum t(1) den Nordost-Teilbaum eines Baumes t ∈
Tquad, entsprechend werden die anderen drei Teilba¨ume bezeichnet. Es sei Xn der Baum zu
η1, . . . , ηn. Mit Zn,i, i = 1, . . . , 4 bezeichnen wir die Anzahl der Knoten im i-ten Teilbaum
von Xn. Beim Einfu¨gen des n + 1 ten Wertes bestimmt der Rang der Komponenten von
ηn+1 den Teilbaum, in dem ein externer Knoten in einen internen umgewandelt wird. Es
ist bekannt, dass der Rang von ηn+1,1 unter η1,1, . . . , ηn,1 gleichverteilt auf {1, . . . , n+ 1}
ist. Diese Zahl nennen wir
”
horizontaler Rang“ von ηn+1. Analog ist der Rang von ηn+1,2
unter η1,2, . . . , ηn,2 gleichverteilt auf {1, . . . , n+ 1}. Diesen bezeichnen wir als ”vertikalen
Rang“. Da die Komponenten von ηn unabha¨ngig sind, sind auch die Ra¨nge unabha¨ngig.
Angenommen, es gilt Zn = zn. Das bedeutet, dass der Baum n = zn,1 +zn,2 +zn,3 +zn,4 +1
Knoten besitzt. Wir berechnen die Wahrscheinlichkeit fu¨r das Ereignis {Zn+1 = zn + e1},
dass der n+1-te Knoten zum Nordost-Teilbaum hinzukommt. Das ist der Fall, wenn ηn+1
den vertikalen Rang ≥ zn,3 + zn,4 + 1 und den horizontalen Rang ≥ zn,2 + zn,3 + 1 hat.
Daraus folgt:
P (Zn+1 = zn + e1|Zn = zn) = (zn,1 + zn,2 + 1)(zn,1 + zn,4 + 1)
(zn,1 + zn,2 + zn,3 + zn,4 + 2)
2 .
Analog erha¨lt man
P (Zn+1 = zn + e2|Zn = zn) = (zn,1 + zn,2 + 1)(zn,2 + zn,3 + 1)
(zn,1 + zn,2 + zn,3 + zn,4 + 2)
2 ,
P (Zn+1 = zn + e3|Zn = zn) = (zn,3 + zn,4 + 1)(zn,2 + zn,3 + 1)
(zn,1 + zn,2 + zn,3 + zn,4 + 2)
2 ,
P (Zn+1 = zn + e4|Zn = zn) = (zn,3 + zn,4 + 1)(zn,1 + zn,4 + 1)
(zn,1 + zn,2 + zn,3 + zn,4 + 2)
2 .
Zusammenfassend stellen wir fest: Der Prozess (Zn + (1, 0, 1, 0)
′)n∈N ist eine Markov-Kette
mit dem gleichen U¨bergangsmechanismus wie die Mendel-Urne mit Start in (1, 0, 1, 0)′.
Man beachte, dass es auch mo¨glich ist, (Zn + (0, 1, 0, 1)
′)n∈N als eine Mendel-Urne mit
Start in (0, 1, 0, 1)′ zu betrachten.
Der Ansatz aus [8] macht es mo¨glich, den Quadtree-Prozess (Xn)n∈N durch Verschach-
telung unabha¨ngiger Mendel-Urnen zu konstruieren. Diese Vorgehensweise liefert unter
anderem eine Mo¨glichkeit zur Berechnung des Martin-Kerns zur Quadtree-Kette, indem
man die Resultate zur Mendel-Urne verwendet.
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3.2 Die
”
trickle-down“-Konstruktion
Zur leichteren Lesbarkeit verzichten wir auf die Beschreibung der allgemeinen Version der
”
trickle-down“-Konstruktion und skizzieren stattdessen die Konstruktionsidee am Beispiel
zufa¨lliger quaterna¨rer Ba¨ume. Fu¨r die formale Definition verweisen auf die Originalpubli-
kation [8].
Ausgangspunkt ist {1, . . . , 4}∗, betrachtet als vollsta¨ndiger quaterna¨rer Baum aus der
Sicht der Graphentheorie. Am Anfang sind alle Knoten unbesetzt. In jedem Schritt werden
Partikel in den Wurzelknoten eingespeist. Das erste Partikel besetzt die Wurzel. Die ande-
ren Partikel sickern entlang der gerichteten Kanten durch, bis sie einen unbesetzten Kno-
ten gefunden haben. Das
”
Durchsickern“ geschieht gema¨ß einem stochastischen Mechanis-
mus. Jeder Knoten u ∈ {1, . . . , 4}∗ wird mit einem stochastischen Prozess Y u = (Y un )n∈N0
versehen, sodass (Y un + (1, 0, 1, 0)
′)n∈N0 eine Mendel-Urne mit Start in (1, 0, 1, 0)
′ ist, wo-
bei die Unabha¨ngigkeit der Prozesse vorausgesetzt wird. Die Realisierungen der (Y un )n∈N0
dienen als Weiterleitungsanweisungen. Der stochastische Mechanismus funktioniert fol-
gendermaßen:
• n = 1: Das erste Partikel bleibt in der Wurzel stehen.
• n = 2: Da die Wurzel besetzt ist, wird das Partikel zum i-ten direkten Nachfolger
weitergeleitet, wenn Y Λ1 = ei ist. Da alle direkten Nachfolger unbesetzt sind, kommt
das zweite Partikel in einem davon zum Stillstand.
• n > 2: Das Partikel wird abha¨ngig von dem Wert von Y Λn−1−Y Λn−2 zum einem direkten
Nachfolger der Wurzel weitergeleitet und sickert durch, bis es einen unbesetzten
Knoten gefunden hat. Ist es an einem besetzten Knoten u, so geht es zu u ◦ i u¨ber,
falls der i-te Einheitsvektor ei der Wert von Y
u
Aun
−Y uAun−1 ist. Dabei ist Aun die ”lokale
Zeit“: die Anzahl der zur (globalen) Zeit n in u weitergeleiteten Partikel.
Das Resultat dieser Konstruktion hat dieselbe Verteilung wie der Quadtree-Prozess
(Xn)n∈N. Abbildung 3 zeigt den Zustand zu den Zeitpunkten n = 8, n = 9 und n = 10
der
”
trickle-down“-Konstruktion zu den Realisierungen
yΛ7 = (3, 3, 0, 1)
′ , yΛ8 = (3, 4, 0, 1)
′ , yΛ9 = (3, 5, 0, 1)
′ ,
y12 = (0, 1, 0, 1)
′ ,
y22 = (1, 1, 0, 0)
′ , y23 = (1, 2, 0, 0)
′ , y24 = (1, 2, 1, 0)
′ ,
y221 = (0, 0, 0, 1).
Die Anfangsstu¨cke der Weiterleitungsanweisungen ko¨nnen aus dem Zustand zum Zeit-
punkt n = 8 nicht rekonstruiert werden. Die zugeho¨rigen Realisierungen der relevanten
”
lokalen Zeitpunkte“ sind
aΛ8 = 7, a
Λ
9 = 8, a
Λ
10 = 9,
a18 = 2, a
1
9 = 2, a
1
10 = 2,
a28 = 2, a
2
9 = 3, a
2
10 = 4,
a228 = 0, a
22
9 = 1, a
22
10 = 1.
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(3, 3, 0, 1)
(1, 1, 0, 0)(0, 1, 0, 1)
(3, 4, 0, 1)
(0, 1, 0, 1)
(0, 1, 0, 1)
(3, 5, 0, 1)
(1, 2, 0, 0)
(1, 2, 1, 0)
(0, 0, 0, 1)
(0, 0, 0, 1)
Abbildung 3: Ein Beispiel fu¨r die
”
trickle-down“-Konstruktion zu den Realisierungen
yΛ7 = (3, 3, 0, 1)
′, yΛ8 = (3, 4, 0, 1)
′, yΛ9 = (3, 5, 0, 1)
′, y12 = (0, 1, 0, 1)
′, y22 = (1, 1, 0, 0)
′,
y23 = (1, 2, 0, 0)
′, y24 = (1, 2, 1, 0)
′, y221 = (0, 0, 0, 1). Die Knoten sind mit den zugeho¨rigen
Weiterleitungsanweisungen beschriftet. Die Beschriftung mit den Wo¨rtern aus {1, 2, 3, 4}∗
wurde wieder weggelassen.
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3.3 Doob-Martin Kompaktifizierung fu¨r den Quadtree-Prozess
Da die Quadtree-Kette (Xn)n∈N ein spezieller ”
trickle-down“-Prozess ist, kann nun der
Martin-Kern mit Hilfe der Resultate aus [8] bestimmt werden.
Lemma 3.3. Es seien s, t ∈ Tquad mit s ⊂ t und D := {(1, 2), (1, 4), (2, 3), (3, 4)}.
Der Martin-Kern der Quadtree-Kette (Xn)n∈N zum Referenzzustand t0 = {Λ} ist gegeben
durch
K(s, t) =
α(s)
#s!
(
#t
#s
)−1∏
u∈s
#t(u),
wobei der Faktor
α(s) :=
∏
u∈s
(#s(u)!)2∏
(i,j)∈D
(#s(u ◦ i) + #s(u ◦ j))!
nicht von t abha¨ngt.
Beweis. Wegen der Verwandtschaft der quaterna¨ren und bina¨ren Ba¨ume ko¨nnen Beweis-
techniken aus [8, S.17-19], Beispiel 4.3, u¨bertragen werden. Sei x = (xu)u∈{1,...,4}∗ mit
xu = (xu1 , . . . , x
u
4) := (#s(u ◦ 1), . . . ,#s(u ◦ 4))
und y = (yu)u∈{1,...,4}∗ mit
yu = (yu1 , . . . , y
u
4 ) := (#t(u ◦ 1), . . . ,#t(u ◦ 4)) .
Man beachte, dass xu = yu = (0, 0, 0, 0) fu¨r alle bis auf endlich viele u ∈ {1, . . . , 4}∗ gilt.
Nach Korollar 4.2 aus [8] ist der Martin-Kern der Markov-Kette (Xn)n∈N gegeben durch
K(s, t) =
∏
u∈{1,...,4}∗
Ku(xu, yu),
wobei Ku der Martin-Kern der Markov-Kette Y u zum Referenzzustand (0, 0, 0, 0) ist.
Hierbei ist hervorzuheben, dass in diesem Produkt alle bis auf endlich viele Faktoren
gleich 1 sind. Da (Y un + (1, 0, 1, 0)
′)n∈N0 eine Mendel-Urne mit Start in (1, 0, 1, 0)
′ ist,
erhalten wir mit der Gleichung (10) aus Abschnitt 2 fu¨r den Martin-Kern von Y u:
Ku(xu, yu) =
(
yu1+...+y
u
4−xu1−...−xu4
yu1−xu1 ,...,yu4−xu4
)(
yu1+...+y
u
4
yu1 ,...,y
u
4
) (xu1 + . . .+ xu4 + 1)!2
(xu1 + x
u
2)! (x
u
1 + x
u
4)! (x
u
2 + x
u
3)! (x
u
3 + x
u
4)!
.
Somit erha¨lt man fu¨r den Martin-Kern von (Xn)n∈N:
K(s, t) =
∏
u∈{1,...,4}∗
Ku(xu, yu)
=
∏
u∈{1,...,4}∗
(
yu1 ! . . . y
u
4 !
(yu1 + . . .+ y
u
4 + 1)!
(yu1 + . . .+ y
u
4 + 1)
× (y
u
1 + . . .+ y
u
4 − xu1 − . . .− xu4)!
(yu1 − xu1)! . . . (yu4 − xu4)!
× (x
u
1 + . . .+ x
u
4 + 1)!
2
(xu1 + x
u
2)! (x
u
1 + x
u
4)! (x
u
2 + x
u
3)! (x
u
3 + x
u
4)!
)
.
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Außerdem hat man
xu1 + . . .+ x
u
4 + 1 = #s(u) fu¨r jedes u ∈ s,
yu1 + . . .+ y
u
4 + 1 = #t(u) fu¨r jedes u ∈ t.
Fu¨r den ersten Term in K(s, t) gilt folglich:∏
u∈{1,...,4}∗
yu1 ! . . . y
u
4 !
(yu1 + . . .+ y
u
4 + 1)!
=
∏
u∈{1,...,4}∗
#t(u ◦ 1)! . . .#t(u ◦ 4)!
#t(u)!
=
1
#t(Λ)!
=
1
#t!
(Teleskopprodukt)
und ∏
u∈{1,...,4}∗
(yu1 + . . .+ y
u
4 + 1) =
∏
u∈t
#t(u).
Fu¨r den zweiten Term erha¨lt man wieder mit einem Teleskopargument:∏
u∈{1,...,4}∗
(yu1 + . . .+ y
u
4 − xu1 − . . .− xu4)!
(yu1 − xu1)! . . . (yu4 − xu4)!
=
∏
u∈s
(#t(u)−#s(u))!
(#t(u ◦ 1)−#s(u ◦ 1))! . . . (#t(u ◦ 4)−#s(u ◦ 4))!
×
∏
u∈t\s
(#t(u)− 1)!
#t(u ◦ 1)! #t(u ◦ 2)! #t(u ◦ 3)! #t(u ◦ 4)!
=
(#t−#s)!∏
u∈t\s
#t(u)
.
Schließlich haben wir noch den dritten Term, welcher α(s) entspricht. Insgesamt ergibt
sich:
K(s, t) =
1
#t!
∏
u∈t
#t(u)
(#t−#s)!∏
u∈t\s #t(u)
α(s)
=
α(s)
#s!
#s! (#t−#s)!
#t!
∏
u∈s
#t(u).
In [8] findet man ein allgemeines Resultat zur Bestimmung des Martin-Randes eines
”
trickle-down“-Prozesses mit Hilfe der Martin-Ra¨nder der Komponentenprozesse Y u. In
einem Spezialfall kann man diesen auch direkt erhalten.
Satz 3.4. Eine Folge (tn)n∈N aus Tquad, welche #tn →∞ erfu¨llt, konvergiert genau dann
in der Doob-Martin Kompaktifizierung, wenn #tn(u)
#tn
fu¨r alle u ∈ {1, . . . , 4}∗ konvergiert.
Beweis. Die Folge (tn)n∈N mit #tn → ∞ konvergiert genau dann in der Doob-Martin
Kompaktifizierung, wenn die folgende Bedingung erfu¨llt ist: (K(s, tn))n∈N ist fu¨r jedes
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s ∈ Tquad eine in R konvergente Folge. Der Martin-Kern la¨sst sich wie folgt umschreiben:
K(s, tn) =
α(s)
#s!
(
#tn
#s
)−1∏
u∈s
#tn(u)
= α(s)
(#tn −#s)!
#tn!
#tn
#s
∏
u∈s
#tn(u)
#tn
= α(s)
#tn
#tn
#tn
#tn − 1 . . .
#tn
#tn −#s+ 1
∏
u∈s
#tn(u)
#tn
. (16)
”
⇐“ Angenommen, es gilt #tn(u)
#tn
→ r(u) mit r(u) ∈ [0, 1] und n → ∞ fu¨r alle u ∈
{1, . . . , 4}∗. Dann folgt:
lim
n→∞
K(s, tn) = α(s)
∏
u∈s
r(u) fu¨r alle s ∈ Tquad.
”
⇒“ Angenommen, es existiert eine Menge A ⊂ {1, . . . , 4}∗, sodass #tn(u)
#tn
fu¨r alle u ∈ A
divergiert. Zu zeigen ist: Es existiert ein quaterna¨rer Baum s, sodass (K(s, tn))n∈N keine
konvergente Folge ist. Sei dazu
k := min
{
|u| ∈ A : #tn(u)
#tn
divergiert
}
.
Wa¨hle ein u˜ ∈ A mit |u˜| = k. Schließlich sei s der quaterna¨re Baum, der aus dem
eindeutigen Pfad von der Wurzel Λ zum Knoten u˜ besteht. Diese Wahl von u˜ sichert, dass
fu¨r alle u ∈ s\u˜ das Verha¨ltnis #tn(u)
#tn
konvergiert. Folglich konvergiert (K(s, tn))n∈N fu¨r
diesen speziellen Baum s nicht in R, denn fu¨r den letzten Term in (16) gilt:∏
u∈s
#tn(u)
#tn
=
#tn(u˜)
#tn
∏
u∈s\u˜
#tn(u)
#tn
.
Man beachte dabei, dass aus lim
n→∞
∏
u∈s\u˜
#tn(u)
#tn
= 0 auch lim
n→∞
#tn(u˜)
#tn
= 0 folgen wu¨rde.
Es sei {1, . . . , 4}∞ die Menge aller unendlichen Folgen aus {1, . . . , 4}. Der Martin-Rand
∂Tquad kann mit dem Raum der Wahrscheinlichkeitsmaße auf {1, . . . , 4}∞ versehen mit
der von den Mengen
Au := {v ∈ {1, . . . , 4}∞ : u < v} ,
u ∈ {1, . . . , 4}∗, erzeugten σ-Algebra identifiziert werden. Wir schreiben u < v fu¨r ein
u = u1 . . . uk ∈ {1, . . . , 4}∗ und ein v = v1v2 . . . ∈ {1, . . . , 4}∞, falls u1 . . . uk = v1 . . . vk
gilt. Eine Folge (tn)n∈N quaterna¨rer Ba¨ume mit #tn →∞ konvergiert genau dann gegen
ein µ ∈ ∂Tquad, wenn gilt:
lim
n→∞
#tn(u)
#tn
= µ (Au) .
Der erweiterte Martin-Kern ist gegeben durch
K(t, µ) = α(t)
∏
u∈t
µ (Au) .
Nach den Resultaten der Martinrandtheorie existiert eine ∂Tquad-wertige Zufallsgro¨ße X∞,
sodass Xn mit n → ∞ fast sicher gegen X∞ in der Doob-Martin-Topologie konvergiert.
Zur Beschreibung der Austrittsverteilung zeigen wir zuna¨chst das folgende Hilfsresultat:
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Lemma 3.5. Der Martin-Rand ∂Tquad der Quadtree-Kette stimmt mit dem minimalen
Martin-Rand ∂minTquad u¨berein.
Beweis. Wir betrachten die h-transformierte Markov-Kette zur harmonischen Funktion
h = K(·, µ) mit einem beliebigen µ ∈ ∂Tquad. Diese hat den Zustandsraum{
t ∈ Tquad : µ(Au) > 0 fu¨r alle u ∈ t
}
. (17)
Es sei p die U¨bergangsmatrix der Quadtree-Kette. Wir bestimmen nun die U¨bergangs-
matrix p(h) der h-transformierten Kette. Fu¨r s, t mit t 6= s ∪ {u} fu¨r ein u ∈ ∂s gilt
p(s, t) = 0. Folglich reicht es, den U¨bergang von t zu t ∪ {u} aus dem Zustandsraum in
(17) mit u ∈ ∂t zu betrachten:
p(h) (t, t ∪ {u}) = p(t, t ∪ {u})K(t ∪ {u} , µ)
K(t, µ)
= p(t, t ∪ {u})α(t ∪ {u})
∏
v∈t∪{u} µ (Av)
α(t)
∏
v∈t µ (Av)
= p(t, t ∪ {u})α(t ∪ {u})
α(t)
µ(Au).
Beim U¨bergang von t zu t∪{u} erho¨hen sich die Teilbaumgro¨ßen entlang des Pfades von
der Wurzel Λ zum Knoten u um 1. Teilbaumgro¨ßen an den Knoten v mit v  u bleiben
unvera¨ndert. Folglich ist
α(t ∪ {u})
α(t)
=
∏
Λ<v≤u
ε(v)=1
(#t(v¯) + 1)2
(#t(v¯ ◦ 1) + #t(v¯ ◦ 2) + 1)(#t(v¯ ◦ 1) + #t(v¯ ◦ 4) + 1)
×
∏
Λ<v≤u
ε(v)=2
(#t(v¯) + 1)2
(#t(v¯ ◦ 1) + #t(v¯ ◦ 2) + 1)(#t(v¯ ◦ 2) + #t(v¯ ◦ 3) + 1)
×
∏
Λ<v≤u
ε(v)=3
(#t(v¯) + 1)2
(#t(v¯ ◦ 3) + #t(v¯ ◦ 4) + 1)(#t(v¯ ◦ 2) + #t(v¯ ◦ 3) + 1)
×
∏
Λ<v≤u
ε(v)=4
(#t(v¯) + 1)2
(#t(v¯ ◦ 3) + #t(v¯ ◦ 4) + 1)(#t(v¯ ◦ 1) + #t(v¯ ◦ 4) + 1) .
Nach der
”
trickle-down“-Konstruktion ist dies der Kehrwert der U¨bergangswahrschein-
lichkeit p(t, t ∪ {u}) der Quadtree-Kette. Insgesamt erhalten wir:
p(h) (t, t ∪ {u}) = µ(Au),
mit t und t ∪ {u} aus dem Zustandsraum in (17), u ∈ ∂t. Eine a¨hnliche Situation
liegt im Fall der zufa¨lligen bina¨ren Ba¨ume vor, siehe [8, §5]. Man kann zeigen, dass
die h-Transformierte wieder eine Markov-Kette von dem
”
trickle-down“-Typ ist. Mit
dem starken Gesetz der großen Zahl folgt: fu¨r jedes µ ∈ ∂Tquad konvergiert die h-
transformierte Markov-Kette zu h = K(·, µ) in der Doob-Martin-Topologie fast sicher
gegen µ. Mit der Bemerkung 1.6 u¨ber den minimalen Martin-Rand erhalten wir schließ-
lich, dass ∂Tquad = ∂minTquad gilt.
Wir werden nun zeigen, dass X∞ ein zufa¨lliges Wahrscheinlichkeitsmaß mit folgenden
Eigenschaften ist:
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Satz 3.6. Fu¨r jedes u ∈ {1, . . . , 4}∗ gilt
X∞ (Au) =
∏
Λ<v≤u
Zv¯,ε(v)
in Verteilung. Dabei sind die Zufallsgro¨ßen
Zu := (Zu,1, Zu,2, Zu,3, Zu,4) , u ∈ {1, . . . , 4}∗ ,
unabha¨ngig. Die Verteilung10 von Zu ist das Bildmaß von unif(0, 1)
2 unter
T : [0, 1]2 → ∆3, (q, r) 7→ (qr, q(1− r), (1− q)(1− r), (1− q)r) .
Beweis. Es sei Z ein zufa¨lliges Wahrscheinlichkeitsmaß, das den Mengen Au die Mas-
se
∏
Λ<v≤u Zv¯,ε(v) zuordnet. Da nach Lemma 3.5 der Martin-Rand der Quadtree-Kette
mit dem minimalen Martin-Rand u¨bereinstimmt, reicht es nach dem Satz 1.9 u¨ber die
Charakterisierung der Austrittsverteilung zu zeigen:
EK(t, Z) = 1
fu¨r alle t ∈ Tquad. Wir stellen fest:
EK(t, Z) = α(t)E
(∏
u∈t
Z (Au)
)
= α(t)E
(∏
u∈t
∏
Λ<v≤u
Zv¯,ε(v)
)
.
Also gilt
E
(∏
u∈t
Z (Au)
)
= E
(∏
u∈t
Z
#t(u◦1)
u,1 Z
#t(u◦2)
u,2 Z
#t(u◦3)
u,3 Z
#t(u◦4)
u,4
)
.
Damit erhalten wir fu¨r E
(∏
u∈t
Z (Au)
)
Folgendes:
∏
u∈t
1∫
0
1∫
0
(qr)#t(u◦1) (q(1− r))#t(u◦2) ((1− q)(1− r))#t(u◦3) ((1− q)r)#t(u◦4) dqdr
=
∏
u∈t
( 1∫
0
q#t(u◦1)+#t(u◦2)(1− q)#t(u◦3)+#t(u◦4) dq
×
1∫
0
r#t(u◦1)+#t(u◦4)(1− r)#t(u◦2)+#t(u◦3) dr
)
=
∏
u∈t
(
(#t(u ◦ 1) + #t(u ◦ 2))! (#t(u ◦ 3) + #t(u ◦ 4))!
(#t(u ◦ 1) + . . .+ #t(u ◦ 4) + 1)!
× (#t(u ◦ 1) + #t(u ◦ 4))! (#t(u ◦ 2) + #t(u ◦ 3))!
(#t(u ◦ 1) + . . .+ #t(u ◦ 4) + 1)!
)
=
1
α(t)
.
Somit ist EK(t, Z) = 1 fu¨r alle t ∈ Tquad und der Beweis abgeschlossen.
10vergleiche Satz 2.4 u¨ber die Austrittsverteilung der Mendel-Urne.
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Bemerkung 3.7. Der algorithmische Hintergrund liefert einen alternativen Ansatz zum
Beweis der fast sicheren Konvergenz der Quadtree-Kette in der Doob-Martin-Topologie,
vergleiche die Vorgehensweise fu¨r bina¨re Ba¨ume in [13]. Sei (Xn)n∈N die Folge zufa¨lliger
quaterna¨rer Ba¨ume zu einer Folge (ηi)i∈N unabha¨ngiger, auf dem Einheitsquadrat gleich-
verteilter Zufallsvariablen. Fu¨r ein u = u1 . . . uk ∈ {1, . . . , 4}∗ definieren wir das Reverse
von u als ←−u := uk . . . u1 und
ja(u) := inf {1 ≤ i ≤ |u| : ui = a} fu¨r ein a ∈ {1, . . . , 4} ,
mit inf ∅ = ∞. Ferner benutzen wir in dieser Bemerkung die abku¨rzende Schreibweise
l ∧m := min {l,m}. Der Zeitpunkt der Hinzunahme des Knotens u zum zufa¨lligen Baum
ist
τ(u) = inf {n ∈ N : Xn 3 u} ,
dies ist eine fast sicher endliche Stoppzeit. Nach Konstruktion entha¨lt der i-te Teilbaum
eines Knotens Datenpunkte aus dem i-ten Subquadrant dieses Knotens. Ist i der letzte
Buchstabe von u, so befindet sich u im i-ten Teilbaum seines direkten Vorga¨ngers u¯ und
seine Bewertung ητ(u) in dessen i-ten Subquadranten. Der Post-τ(u)-Prozesses (ητ(u)+i)i∈N
hat die starke Markov-Eigenschaft und ist wieder eine Folge unabha¨ngiger, unif(0, 1)2-
verteilter Zufallsvariablen. Wenden wir eine Verallgemeinerung des Satzes von Glivenko-
Cantelli an, so erhalten wir die folgende Darstellung des fast-sicheren Grenzwertes X∞
in Abha¨ngigkeit der Inputfolge: Fu¨r alle u = u1 . . . uk ∈ {1, . . . , 4}∗ gilt lim
n→∞
#Xn(u)
n
=
X∞(Au) fast sicher, wobei
• im Falle uk = 1
X∞(Au) =
∣∣∣∣∣ητ(u¯),1 −
{
1 falls j2(
←−u ) ∧ j3(←−u ) =∞
ητ(u1...uk−j2(←−u )∧j3(←−u )),1
sonst
∣∣∣∣∣
×
∣∣∣∣∣ητ(u¯),2 −
{
1 falls j3(
←−u ) ∧ j4(←−u ) =∞
ητ(u1...uk−j3(←−u )∧j4(←−u )),2
sonst
∣∣∣∣∣ ,
• im Falle uk = 2
X∞(Au) =
∣∣∣∣∣ητ(u¯),1 −
{
0 falls j1(
←−u ) ∧ j4(←−u ) =∞
ητ(u1...uk−j1(←−u )∧j4(←−u )),1
sonst
∣∣∣∣∣
×
∣∣∣∣∣ητ(u¯),2 −
{
1 falls j3(
←−u ) ∧ j4(←−u ) =∞
ητ(u1...uk−j3(←−u )∧j4(←−u )),2
sonst
∣∣∣∣∣ ,
• im Falle uk = 3
X∞(Au) =
∣∣∣∣∣ητ(u¯),1 −
{
0 falls j1(
←−u ) ∧ j4(←−u ) =∞
ητ(u1...uk−j1(←−u )∧j4(←−u )),1
sonst
∣∣∣∣∣
×
∣∣∣∣∣ητ(u¯),2 −
{
0 falls j1(
←−u ) ∧ j2(←−u ) =∞
ητ(u1...uk−j1(←−u )∧j2(←−u )),2
sonst
∣∣∣∣∣ ,
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• im Falle uk = 4
X∞(Au) =
∣∣∣∣∣ητ(u¯),1 −
{
1 falls j2(
←−u ) ∧ j3(←−u ) =∞
ητ(u1...uk−j2(←−u )∧j3(←−u )),1
sonst
∣∣∣∣∣
×
∣∣∣∣∣ητ(u¯),2 −
{
0 falls j1(
←−u ) ∧ j2(←−u ) =∞
ητ(u1...uk−j1(←−u )∧j2(←−u )),2
sonst
∣∣∣∣∣ .
Betrachten wir als Beispiel u = 3141114. Es ist k = |u| = 7, ←−u = 4111413,
j1(
←−u ) = 2, j2(←−u ) =∞, j3(←−u ) = 7, j4(←−u ) = 1.
Da uk = 4 ist, gilt wegen τ(Λ) = 1
X∞(A3141114) =
∣∣ητ(314111),1 − η1,1∣∣ · ∣∣ητ(314111),2 − ητ(31411),2∣∣ .
Dieser Ansatz wird im Abschnitt 4.4 fu¨r zufa¨llige rekursive Ba¨ume ausfu¨hrlich betrachtet.
3.4 Der Vier-Farben-Baum als h-Transformierte des Quadtree-
Prozesses
Wir definieren ein neues zufa¨lliges Wahrscheinlichkeitsmaß auf {1, . . . , 4}∞ versehen mit
der von den Mengen Au, u ∈ {1, . . . , 4}∗, erzeugten σ-Algebra durch
S (Au) =
∏
Λ<v≤u
Zv¯,ε(v),
wobei die Zufallsgro¨ßen Zu := (Zu,1, Zu,2, Zu,3, Zu,4) unabha¨ngig und Dir 1
3
,..., 1
3
-verteilt sei-
en.
Lemma 3.8. Es sei (Z1, . . . , Z4) ∼ Dirb1,...,b4 mit b1, . . . , b4 ∈ R, b1, . . . , b4 > 0. Dann gilt
fu¨r a1, . . . , a4 ∈ N:
E
(
4∏
i=1
Zaii
)
=
Γ
(
4∑
i=1
bi
)
4∏
i=1
Γ (bi)
×
4∏
i=1
Γ (ai + bi)
Γ
(
4∑
i=1
(ai + bi)
) .
Beweis. Mit Rechnungen wie in Bemerkung 2.6 ergibt sich:
E
(
4∏
i=1
Zaii
)
=
∫ ( 4∏
i=1
αaii
)
1∆3 (α1, . . . , α4)
Γ
(∑4
i=1 bi
)∏4
i=1 Γ (bi)
4∏
i=1
αbi−1i dα1dα2dα3
=
Γ
(∑4
i=1 bi
)∏4
i=1 Γ (bi)
×
∏4
i=1 Γ (ai + bi)
Γ
(∑4
i=1(ai + bi)
)
×
∫
1∆3 (α1, . . . , α4)
Γ
(∑4
i=1(ai + bi)
)∏4
i=1 Γ (ai + bi)
4∏
i=1
αai+bi−1i dα1dα2dα3.
In der letzten Zeile erkennen wir das Integral u¨ber die Dichte der Dirichlet-Verteilung mit
Parametern ai + bi, i = 1, . . . , 4, also folgt die Behauptung.
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Durch die Festlegung
h(t) := EK (t, S) = α(t)E
(∏
u∈t
∏
Λ<v≤u
Zv¯,ε(v)
)
= α(t)
∏
u∈t
E
(
4∏
i=1
Z
#t(u◦i)
u,i
)
fu¨r alle t ∈ Tquad erhalten wir eine harmonische Funktion. Mit Lemma 3.8 folgt:
h(t) = α(t)
∏
u∈t
(
Γ
(
4
3
)∏4
i=1 Γ
(
#t(u ◦ i) + 1
3
)
Γ
(
1
3
)4
Γ
(∑4
i=1 #t(u ◦ i) + 43
)) .
Sei p wieder die U¨bergangsmatrix der Quadtree-Kette. Wir bestimmen nun die U¨ber-
gangswahrscheinlichkeiten
p(h) (s, t) = p(s, t)
h(t)
h(s)
, s, t ∈ Tquad,
der h-transformierten Kette. A¨hnlich wie im Beweis von Lemma 3.5 reicht es, den U¨ber-
gang von t zu t∪{u} mit t ∈ Tquad und u ∈ ∂t zu betrachten. Wir definieren g : N40 → R,
g((a1, . . . , a4)) :=
(
Γ
(
4
3
)∏4
i=1 Γ
(
ai +
1
3
)
Γ
(
1
3
)4
Γ
(∑4
i=1 ai +
4
3
)) ,
und stellen fest:
g((a1, . . . , a4) + ej)
g((a1, . . . , a4))
=
Γ
(
aj +
1
3
+ 1
)
Γ
(
4∑
i=1
ai +
4
3
)
Γ
(
4∑
i=1
ai +
4
3
+ 1
) = aj + 13
4∑
i=1
ai +
4
3
=
3aj + 1
3
(
4∑
i=1
ai + 1
)
+ 1
,
j = 1, . . . , 4. Es ist
∑4
i=1 #t(v ◦ i) + 1 = #t(v) fu¨r alle v ∈ t. Außerdem gilt
α(t ∪ {u})
α(t)
=
1
p(t, t ∪ {u}) ,
siehe Beweis von Lemma 3.5. Wir fassen zusammen:
p(h) (t, t ∪ {u}) = p(t, t ∪ {u})h(t ∪ {u})
h(t)
= p(t, t ∪ {u})α(t ∪ {u})
α(t)
∏
Λ<v≤u
g
(
(#t(v¯ ◦ 1), . . . ,#t(v¯ ◦ 4)) + eε(v)
)
g ((#t(v¯ ◦ 1), . . . ,#t(v¯ ◦ 4)))
=
∏
Λ<v≤u
3#t(v) + 1
3#t(v¯) + 1
. (18)
Mit einem Teleskopargument folgt fu¨r die U¨bergangsmatrix p(h):
p(h) (t, t ∪ {u}) = 1
3#t+ 1
=
1
#∂t
, falls t ∈ Tquad, u ∈ ∂t,
und 0 sonst. Der h-Prozess ist also eine kombinatorische Markov-Kette mit Zustandsraum
Tquad und folgendem U¨bergangsmechanismus: Beim U¨bergang vom Zeitpunkt n zu n+ 1
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wird ein externer Knoten zufa¨llig und gleichverteilt ausgewa¨hlt und in einen internen
Knoten umgewandelt. Man beachte die Analogie zu den zufa¨lligen bina¨ren Ba¨umen und
den zufa¨lligen Harris-Ba¨umen aus dem Abschnitt 4.1. Aus der Produktdarstellung der
U¨bergangswahrscheinlichkeiten in (18) folgt außerdem: Der h-Prozess kann als ein
”
trickle-
down“-Prozess aufgefasst werden. Dabei wird die Rolle der Weiterleitungsketten durch die
Markov-Ketten Y˜ u = (Y˜ un )n∈N0 mit Zustandsraum E = N40, Start in (0, . . . , 0) und der
U¨bergangsmatrix q = (q(x,y))x,y∈N40 mit
q (x,x+ ei) =
3xi + 1
3 (x1 + . . .+ x4) + 4
fu¨r i = 1, . . . , 4
und q (x,y) = 0 sonst, u¨bernommen. Diese Markov-Kette beschreibt das folgende Po´lya’-
sche Urnenmodell mit vier Farben: Am Anfang enthalte die Urne jeweils eine Kugel jeder
Farbe. In jedem Schritt wird eine Kugel zufa¨llig und gleichverteilt gezogen und zusammen
mit drei weiteren Kugeln derselben Farbe zuru¨ckgelegt. Der Zustand x ∈ N40 bedeutet also,
dass die Anzahl aller Kugeln der i-ten Farbe in der Urne 3xi + 1 ist.
Bemerkung 3.9. Wir erinnern daran, dass fu¨r die Komponentenprozesse Y u in der
”
trickle-down“-Darstellung der Quadtree-Kette gilt: (Y un + (1, 0, 1, 0)
′)n∈N0 ist eine Mendel-
Urne. Mit Lemma 3.8 und der Vorgehensweise wie in Bemerkung 2.6 kann man zeigen: Y˜ u
ist eine h-Transformierte von Y u und zwar zu der strikt positiven harmonischen Funktion
N40 → R, (x1, . . . , x4) 7→
(∑4
i=1 xi
)
!2∏
(i,j)∈D
(xi + xj)!
g((x1, . . . , x4)),
mit D wie im Lemma 3.3. Beide Markov-Ketten haben folglich dieselbe Doob-Martin-
Kompaktifizierung. Außerdem ist Dir 1
3
,..., 1
3
nach der Diskussion im Abschnitt 1.4.3 die
Austrittsverteilung von Y˜ u. A¨ndert man die Parameter der Dirichlet-Verteilung in der
Definition des zufa¨lligen Wahrscheinlichkeitsmaßes S, so erha¨lt man zufa¨llige quaterna¨re
”
trickle-down“-Ba¨ume zu Vier-Farben-Po´lya-Urnen mit anderen Anfangsbelegungen und
U¨bergangsmechanismen.
3.5 Ausblick: Pfadla¨ngen in quaterna¨ren Ba¨umen
Die interne Pfadla¨nge eines quaterna¨ren Baumes t ist definiert als die Summe der Tiefen
aller internen Knoten:
IPL(t) =
∑
u∈t
|u| .
Analog ist die externe Pfadla¨nge die Summe der Tiefen der externen Knoten:
EPL(t) =
∑
u∈∂t
|u| .
Wie im Fall bina¨rer Ba¨ume (siehe [13, S.12]) kann man fu¨r t ∈ Tquad zeigen:
IPL(t) =
∑
u∈t
#t(u)−#t.
Es besteht folgender Zusammenhang zwischen der internen und externen Pfadla¨nge:
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Lemma 3.10. Fu¨r jeden quaterna¨ren Baum t mit n Knoten gilt:
EPL(t) = 3 IPL(t) + 4n
Beweis. Wie im Fall bina¨rer Ba¨ume verwenden wir das Induktionsprinzip, vergleiche [20,
S.83]. Die Behauptung ist offensichtlich gu¨ltig fu¨r n = 1: Der einzige quaterna¨re Baum
mit einem Knoten ist der Baum bestehend nur aus dem Wurzelknoten. Dieser hat die
interne Pfadla¨nge 0 und externe Pfadla¨nge 4.
Angenommen, die Behauptung gelte fu¨r alle quaterna¨re Ba¨ume mit n Knoten. Zu zei-
gen ist: Fu¨r jedes t ∈ Tquad mit |t| = n+ 1 gilt: EPL(t) = 3 IPL(t) + 4 (n+ 1). Zu jedem
solchen t existiert ein s ∈ Tquad mit |s| = n und ein u ∈ ∂s, sodass gilt: t = s ∪ {u}.
Einen Baum s mit diesen Eigenschaften erreicht man durch das Lo¨schen eines beliebigen
internen Knotens von t, welcher als direkte Nachfolger nur externe Knoten hat. Es gilt:
IPL(t) = IPL(s) + |u| (19)
EPL(t) = EPL(s)− |u|+ 4 (|u|+ 1) (20)
Damit gilt unter Verwendung der Induktionsvoraussetzung (IV):
EPL(t) = EPL(s) + 3 |u|+ 4 (nach (20))
= 3 IPL(s) + 4n+ 3 |u|+ 4 (nach IV)
= 3 (IPL(s) + |u|) + 4 (n+ 1)
= 3 IPL(t) + 4 (n+ 1) (nach (19))
R. Neininger und L. Ru¨schendorf haben 1999 in [23] die Konvergenz in Verteilung der
skalierten internen Pfadla¨nge
Yn =
IPL(Xn)− E(IPL(Xn))
n
zufa¨lliger quaterna¨rer Ba¨ume gezeigt. Die explizite Formel fu¨r den Erwartungswert findet
sich in [10, Satz 1] 11:
E(IPL(Xn)) = nH(n) +
1
3
H(n)− n+ 1
6
− 1.
Wir werden nun zeigen, dass die Doob-Martin-Kompaktifizierung der Quadtree-Kette ein
mo¨glicher Ausgangspunkt fu¨r die Erforschung der internen Pfadla¨nge ist. Wir definieren
ψ(0) := 0 und
ψ(n) := nH(n) +
1
3
H(n)− n+ 1
6
− 1.
Fu¨r u ∈ Xn setzen wir
Cn(u) := 1 +
4∑
i=1
ψ(#Xn(u ◦ i))− ψ(#Xn(u))
#Xn(u)
.
11Hierbei ist zu beachten, dass die Definition der internen Pfadla¨nge in [10] sich von unserer um n
unterscheidet.
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Mit diesen Bezeichnungen ko¨nnen wir nun Yn wie folgt darstellen:
Yn = −1 +
∑
u∈Xn
#Xn(u)
n
Cn(u),
denn es gilt
∑
u∈Xn
#Xn(u)
n
Cn(u) =
∑
u∈Xn
#Xn(u)
n
+
1
n
∑
u∈Xn
(
4∑
i=1
ψ(#Xn(u ◦ i))− ψ(#Xn(u))
)
=
∑
u∈Xn
#Xn(u)
n
− (ψ(#Xn(Λ)))
n
=
IPL(Xn)− ψ(n)
n
+ 1.
Es seien fu¨r u ∈ {1, . . . , 4}∗
ξu = (ξu,1, . . . , ξu,4) :=
(
X∞(Au1)
X∞(Au)
, . . . ,
X∞(Au4)
X∞(Au)
)
.
Dann ist
X∞(Au) =
∏
Λ<v≤u
ξv¯,ε(v).
Aus dem Abschnitt u¨ber die Doob-Martin-Kompaktifizierung der Quadtree-Kette ist be-
kannt:
lim
n→∞
#Xn(u)
n
= X∞(Au)
fast sicher. Außerdem kann man mit der Vorgehensweise wie im Lemma 3.1 in [23] zeigen:
lim
n→∞
Cn(u) = C(ξu)
fast sicher, wobei
C : ∆3 → R C(η) := 1 +
4∑
i=1
ηi ln ηi
mit 0 ln 0 := 0 sei. Insgesamt fu¨hren diese Beobachtungen auf die Vermutung, dass fast
sichere Konvergenz von Yn gegen Y∞ − 1 mit
Y∞ =
∑
u∈{1,...,4}∗
X∞(Au)C(ξu)
vorliegt.
Eine Mo¨glichkeit, diese Vermutung zu u¨berpru¨fen, bietet die Methode der Martingal-
projektion aus [13]. Man zeigt als Erstes, dass der Grenzwert Y∞ der Partialsummen∑
u∈{1,...,4}∗
|u|≤k
X∞(Au)C(ξu)
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fast sicher und in L2 existiert. Die Zufallsgro¨ße Y∞ wird auf die natu¨rliche Filtration
(Fn)n∈N, Fn = σ(X1, . . . , Xn) projiziert. Dann ist (Zn,Fn)n∈N mit Zn := E [Y∞|Fn] ein
L2-beschra¨nktes Martingal, was die Konvergenz von Zn gegen Y∞ fast sicher und in L2
mit n → ∞ bedeutet. Man sieht leicht, dass X∞(Au) und C(ξu) bedingt unabha¨ngig
gegeben Fn sind. Kann man außerdem zeigen, dass fu¨r jedes feste n die Summe u¨ber
u ∈ {1, . . . , 4}∗ und E [ · |Fn] vertauscht werden kann, so erha¨lt man
Zn = E [Y∞|Fn] =
∑
u∈{1,...,4}∗
E [X∞(Au)|Fn]E [C(ξu)|Fn] .
In der vorliegenden Situation erhalten wir nach einigen Rechnungen:
E [X∞(Au)|Fn] =
∏
Λ<v≤u
E
[
ξv¯,ε(v)|Fn
]
=
∏
Λ<v≤u
ε(v)=1
(#Xn(v¯ ◦ 1) + #Xn(v¯ ◦ 2) + 1)(#Xn(v¯ ◦ 1) + #Xn(v¯ ◦ 4) + 1)
(#Xn(v¯) + 1)2
×
∏
Λ<v≤u
ε(v)=2
(#Xn(v¯ ◦ 1) + #Xn(v¯ ◦ 2) + 1)(#Xn(v¯ ◦ 2) + #Xn(v¯ ◦ 3) + 1)
(#Xn(v¯) + 1)2
×
∏
Λ<v≤u
ε(v)=3
(#Xn(v¯ ◦ 3) + #Xn(v¯ ◦ 4) + 1)(#Xn(v¯ ◦ 2) + #Xn(v¯ ◦ 3) + 1)
(#Xn(v¯) + 1)2
×
∏
Λ<v≤u
ε(v)=4
(#Xn(v¯ ◦ 3) + #Xn(v¯ ◦ 4) + 1)(#Xn(v¯ ◦ 1) + #Xn(v¯ ◦ 4) + 1)
(#Xn(v¯) + 1)2
und
E [C(ξu)|Fn] = 1− 2H(#Xn(u¯) + 1)
+
1
#Xn(u¯) + 1
∑
(i,j)∈D
(
(#Xn(u ◦ i) + #Xn(u ◦ j) + 1)
×H(#Xn(u ◦ i) + #Xn(u ◦ j) + 1)
)
,
mit D = {(1, 2), (1, 4), (2, 3), (3, 4)} wie im Lemma 3.3 und den harmonischen Zahlen
H(0) := 0, H(n) :=
∑n
i=1
1
i
, n ∈ N.
Es bleibt die offene Frage, ob Yn − Zn asymptotisch vernachla¨ssigbar ist.
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4 Zufa¨llige rekursive Ba¨ume
Dieser Abschnitt befasst sich mit dem
”
random recursive tree“- Prozess und der dazu ver-
wandten Markov-Kette mit Werten in der kombinatorischen Familie der Harris-Ba¨ume.
Zufa¨llige Harris-Ba¨ume entstehen als Ergebnis eines stochastischen Wachstumsprozesses
oder als Output eines bestimmten deterministischen Algorithmus bei zufa¨lligem Input.
Nach der Einfu¨hrung der grundlegenden Begriffe werden Resultate zur Doob-Martin Kom-
paktifizierung zu der Harris-Kette aus der Publikation
”
trickle-down processes and their
boundaries“ [8] von S. N. Evans, R. Gru¨bel und A. Wakolbinger vorgestellt. Anschließend
verwenden wir den algorithmischen Hintergrund fu¨r den alternativen Beweis der Kon-
vergenzresultate aus [8]. Zusa¨tzlich erhalten wir eine Darstellung des Limesobjektes mit
Hilfe der Inputfolge. Schließlich wird die Vorgehensweise zum Beweis der fast sicheren
Konvergenz verschiedener Baumfunktionale aus dem Artikel
”
search trees: metric aspects
and strong limit theorems“ [13] von R. Gru¨bel in der Situation zufa¨lliger Harris-Ba¨ume
fu¨r die interne Pfadla¨nge, horizontale Pfadla¨nge und den Wiener-Index angewendet.
4.1 Grundbegriffe und Bezeichnungen
Aufbauend auf dem U¨bersichtsartikel von Smythe und Mahmoud [27] werden im Folgen-
den Grundlagen zu den zufa¨lligen rekursiven Ba¨umen bereitgestellt. Bei der Beschreibung
der Ulam-Harris-Ba¨ume halten wir uns an [8]. In der Graphentheorie wird ein Baum als
ein Graph ohne Kreise definiert.
Definition 4.1. Ein Baum mit der Knotenmenge {1, . . . , n} wird als rekursiver Baum
bezeichnet, falls der Knoten 1 als Wurzel ausgezeichnet ist und fu¨r jeden Knoten k, 2 ≤
k ≤ n, der eindeutige Pfad von 1 nach k eine monotone Folge bildet.
Bemerkung 4.2. Bei rekursiven Ba¨umen spielt die Anordnung der direkten Nachfolger
eines Knotens keine Rolle. Jede Anordnung repra¨sentiert denselben Baum, siehe Abbil-
dung 4. Es hat sich jedoch die folgende bildliche Darstellungsweise durchgesetzt: die Wur-
zel wird wie u¨blich oben gezeichnet, die direkten Nachfolger eines Knotens werden von
links nach rechts in aufsteigender Reihenfolge sortiert (Abbildung 4, links). Dadurch wird
eine natu¨rliche Einbettung in die Ebene definiert.
3 4
2
1 1
2
4 3
Abbildung 4: Zwei mo¨gliche Darstellungen des rekursiven Baumes mit 4 Knoten und der
Kantenmenge {(1, 2), (2, 3), (2, 4)}.
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Unter einem
”
random recursive tree“ (RRT) - Prozess verstehen wir eine Markov-Kette
(Yn)n∈N mit Werten in der kombinatorischen Familie der rekursiven Ba¨ume und dem
folgenden U¨bergangsmechanismus: Der Baum Y1 besteht nur aus dem Wurzelknoten 1.
Beim U¨bergang von n zu n + 1 wird einer der n in Yn vorhandenen Knoten zufa¨llig
und gleichverteilt als direkter Vorga¨nger des neuen Knotens n+ 1 ausgewa¨hlt. Man sieht
leicht, dass Yn auf der Menge der (n−1)! rekursiver Ba¨ume mit n Knoten gleichverteilt ist.
Wie im Falle der quaterna¨ren Ba¨ume, ist bei der Definition der Ulam-Harris-Ba¨ume die
Sprache der Theoretischen Informatik hilfreich.
Definition 4.3. Ein Ulam-Harris-Baum ist eine pra¨fixstabile endliche Teilmenge t von
N∗ mit folgender Eigenschaft: ist u = u1 . . . un ∈ t, so auch alle u1 . . . un−1 ◦ i ∈ t mit
1 ≤ i ≤ un − 1.
211 411 412
21 22 41
1 2 3 4
Λ
Abbildung 5: Der Ulam-Harris-Baum {Λ, 1, 2, 3, 4, 21, 22, 41, 211, 411, 412}.
Eine Wortmenge t wie in der Definition 4.3 la¨sst sich in kanonischer Weise als Baum aus
der Sicht der Graphentheorie interpretieren, indem man die Elemente von t als Knoten
auffasst und die Kantenmenge folgendermaßen definiert: Die Knoten u und v, v 6= Λ,
werden durch eine gerichtete Kante (u, v) verbunden, falls u = v¯ gilt. Viele graphen-
theoretische Begriffe, die fu¨r die quaterna¨ren Ba¨ume festgelegt wurden, lassen sich leicht
u¨bernehmen. Die Definition der externen Knoten bedarf hier einer leichten Modifikation.
Wir definieren einen Knoten u /∈ t als externen Knoten eines Ulam-Harris-Baumes t, falls
u¯ ∈ t und t ∪ {u} wieder ein Ulam-Harris-Baum ist, und schreiben ∂t fu¨r die Menge der
externen Knoten von t. Mit Hn bezeichnen wir die Menge der Ulam-Harris-Ba¨ume mit n
Knoten und setzen H :=
⋃∞
n=1Hn.
Zufa¨llige Ulam-Harris-Ba¨ume ko¨nnen einerseits wie zufa¨llige rekursive Ba¨ume als Ergeb-
nis eines stochastischen Wachstumsprozesses betrachtet werden. Andererseits entstehen
sie als Output eines deterministischen Algorithmus bei zufa¨lligem Input. Bei der algorith-
mischen Konstruktion beno¨tigt man wieder den Begriff der bewerteten Ba¨ume. Ein bewer-
teter Ulam-Harris-Baum ist ein Paar (t, ϕ) mit t ∈ H und einer Abbildung ϕ : t→ [0, 1].
Zu einer Folge (xi)i∈N paarweise verschiedener xi ∈ [0, 1] kann eine Folge bewerteter
Ulam-Harris-Ba¨ume wie folgt konstruiert werden:
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• Der erste Baum besteht nur aus dem Wurzelknoten bewertet mit 0.
• Im zweiten Schritt wird der Baum um einen direkten Nachfolger des Wurzelknotens
mit der Bewertung x1 erga¨nzt.
• Beim U¨bergang vom Zeitpunkt n ≥ 2 zu n + 1 wird ein neuer Knoten hinzugefu¨gt
und mit xn bewertet. Ist xn < x1, . . . , xn−1, so wird der neue Knoten ein direkter
Nachfolger des Wurzelknotens, sonst des Knotens mit der Bewertung
max {xi : 1 ≤ i ≤ n− 1, xi < xn}.
Im n-ten Schritt erha¨lt man also zu n− 1 Eingangsdaten einen bewerteten Ulam-Harris-
Baum mit n Knoten. Der Wurzelknoten hat hier eine Sonderrolle: Die Bewertung wurde
willku¨rlich gewa¨hlt und ist fu¨r die probabilistische Analyse nicht weiter interessant. Die
Abbildung 6 zeigt einen Beispiel zu diesem Algorithmus mit 10 Eingangsdaten. Man be-
achte, dass durch diese Prozedur Ba¨ume (t, ϕ) mit pfadmonotonen Bewertungen erzeugt
werden: fu¨r Knoten u, v ∈ t mit u ≤ v gilt ϕ(u) ≤ ϕ(v). Wie bereits erwa¨hnt, ist der
Algorithmus deterministisch. Wendet man diesen Algorithmus auf eine Folge (ηn)n∈N un-
abha¨ngiger und jeweils auf dem Einheitsintervall [0, 1] gleichverteilter Zufallsvariablen an
und entfernt die Bewertungen, so erha¨lt man eine kombinatorische Markov-Kette (Xn)n∈N
mit H als Zustandsraum und Start in X1 = {Λ}. Beim U¨bergang von n zu n+1 bestimmt
der Rang von xn unter x1, . . . , xn−1 die Wahl des externen Knotens. Aus der bekannten
Tatsache, dass der Rang von ηn unter η1, . . . , ηn−1 gleichverteilt auf {1, . . . , n} ist, er-
gibt sich der folgende U¨bergangsmechanismus: Xn+1 wird aus Xn erhalten, indem einer
der externen Knoten zufa¨llig und gleichverteilt ausgewa¨hlt und in einen internen Knoten
umgewandelt wird, in Zeichen:
P (Xn+1 = t|Xn = s) =
{
1
n
falls s ∈ Hn, t ∈ Hn+1 und s ⊂ t,
0 sonst .
Eine solche Markov-Kette bezeichnen wir im Folgenden als Harris-Kette.
Die natu¨rliche Einbettung aus der Bemerkung 4.2 fu¨hrt auf einen Zusammenhang zwi-
schen rekursiven Ba¨umen und Ulam-Harris-Ba¨umen. Genauer wird dabei eine Abbildung
ψ von der Menge der rekursiven Ba¨ume in die Menge der Ulam-Harris-Ba¨ume definiert
(siehe Beispiel in Abbildung 7), indem die Knoten eines rekursiven Baumes y auf Wo¨rter
aus N∗ abgebildet werden. Dem Wurzelknoten 1 wird das leere Wort Λ zugeordnet. Sei
nun j ∈ y mit j 6= 1 und i direkter Vorga¨nger von j, das heißt es existiere eine Kante
(i, j) in der Kantenmenge von y. Sei u das zu i zugeho¨rige Wort und r der Rang von
j unter den direkten Nachfolgern von i. Dann wird der Knoten j auf das Wort u ◦ r
abgebildet. Wir stellen fest, dass (ψ(Yn))n∈N wieder eine Harris-Kette ist, in dem Sinne,
dass die Verteilungen von (Xn)n∈N und (ψ(Yn))n∈N u¨bereinstimmen. Betrachten wir dazu
die U¨bergangsmechanismen. Beide Ketten starten mit dem allein aus dem Wurzelknoten
bestehenden Baum. Außerdem haben wir
P (Xn+1 = t|Xn = s) = 1
n
= P (ψ(Yn+1) = t|ψ(Yn) = s) ,
falls s ⊂ t, s ∈ Hn, t ∈ Hn+1, denn
P (ψ(Yn+1) = t|ψ(Yn) = s) = (n− 1)!
# {ψ−1(s)}P (ψ(Yn+1) = t, ψ(Yn) = s)
=
(n− 1)!
# {ψ−1(s)}
(
#
{
ψ−1(s)
} 1
(n− 1)!
1
n
)
=
1
n
.
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0 0
0.2
0
0.2
0.42
0
0.2
0.42 0.3
0
0.2
0.42 0.3
0.91
0 0
0 0
0
0
0.2 0.2
0.2 0.2
0.2
0.2
0.42 0.42
0.42 0.42
0.42
0.42
0.3 0.3
0.3 0.3
0.3
0.3
0.91 0.91
0.91 0.91
0.91
0.91
0.61
0.61
0.61 0.61
0.61
0.85
0.85 0.85
0.85
0.85
0.67 0.67
0.67
0.67
0.11
0.11
0.33
0.33
0.33
0.64
0.61
Abbildung 6: Bewertete Ulam-Harris-Ba¨ume zu den Daten 0.2, 0.42, 0.3, 0.91, 0.61, 0.85,
0.67, 0.33, 0.11, 0.64. Die Beschriftung der Knoten mit den Wo¨rtern aus N∗ wurde ein-
fachheitshalber weggelassen.
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11
2
3
4
2
3
4
Λ
1
2
11
Abbildung 7: Zwei verschiedene rekursive Ba¨ume werden auf denselben Ulam-Harris-
Baum abgebildet.
Dabei haben wir verwendet, dass ein rekursiver Baum y mit n Knoten und s = ψ(y) sich
nur auf eine Weise zu einem rekursiven Baum z mit n+ 1 Knoten und t = ψ(z) erga¨nzen
la¨sst, sodass y ⊂ z gilt.
Bemerkung 4.4. Der obige Zusammenhang zwischen dem RRT-Prozess und der Harris-
Kette ist insofern von Bedeutung, dass einige Baumfunktionale wie die interne Pfadla¨nge
und der Wiener-Index von dem rekursiven Baum nur u¨ber den zugeho¨rigen Ulam-Harris-
Baum abha¨ngen.
In [8] wurde eine Methode zur Untersuchung des asymptotischen Verhaltens der
”
trickle-
down“-Prozesse mit Hilfe der Martinrandtheorie vorgestellt. Die
”
trickle-down“-Prozesse
sind eine Klasse transienter Markov-Ketten, die die Harris-Kette als Spezialfall entha¨lt.
Betrachtet man die Entwicklung der Anzahl der Teilba¨ume und der Teilbaumgro¨ßen an
dem Wurzelknoten, so stellt man fest, dass diese mit dem China-Restaurant-Prozess zu-
sammenha¨ngt (siehe dazu Bemerkung 4.5 aus dem na¨chsten Abschnitt). Daraus ergibt
sich, dass der China-Restaurant-Prozess bei der
”
trickle-down“-Konstruktion als Markov-
Kette der Weiterleitungsanweisungen dient. Der Zusammenhang zwischen dem China-
Restaurant-Prozess und der Harris-Kette entspricht dem Zusammenhang zwischen der
Mendel-Urne und der Quadtree-Kette, vergleiche Abschnitt 3.2.
4.2 China-Restaurant-Prozess
Wir betrachten eine Mo¨glichkeit zur Konstruktion von zufa¨lligen Partitionen von
{1, . . . , n}, die unter dem Namen China-Restaurant-Prozess12 bekannt ist. Diese Kon-
struktion funktioniert wie folgt13. Das Restaurant sei anfangs leer und enthalte unendlich
viele nummerierte Tische, wobei an jedem Tisch unbegrenzt viel Platz zur Verfu¨gung ste-
he. Die Ga¨ste treffen nacheinander ein. Der erste Gast setzt sich an den ersten Tisch.
Seien nun n ≥ 1 Ga¨ste bereits eingetroffen und k Tische mit jeweils n1, . . . , nk Personen,
12Bei der Eindeutschung des Begriffes
”
chinese restaurant process“ folgen wir [18, S.542]
13Beschreibung in Anlehnung an [8, §6.2], [18, S.542] und [24]
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n =
∑k
i=1 ni, besetzt. Der n + 1-te Gast setzt sich an den na¨chsten freien Tisch (dieser
hat die Nummer k + 1) mit Wahrscheinlichkeit 1
n+1
, oder an den j-ten besetzten Tisch,
j = 1, . . . , k, mit Wahrscheinlichkeit
nj
n+1
. Die Tische werden als Blo¨cke einer zufa¨lligen
Partition interpretiert. Formal handelt es sich dabei um eine Markov-Kette mit dem Zu-
standsraum E ⊂ NN0 ,
E = {(0, 0, . . .)} ∪ {a = (a1, . . . , ak, 0, 0, . . .) : k ≥ 1 und ai > 0 fu¨r 1 ≤ i ≤ k} , (21)
Start in (0, 0, . . .) und U¨bergangsmatrix p = (p(a, b))a,b∈E:
p(a, b) =

1
1+
m∑
i=1
ai
falls b = (a1, . . . , ak, 1, 0, 0, . . .)
aj
1+
m∑
i=1
ai
falls b = (a1, . . . , aj + 1, . . . , ak, 0, 0, . . .),
falls a wie in (21).
Bemerkung 4.5. Die folgende Beobachtung aus [8, §6.2] stellt die Verbindung zwischen
zufa¨lligen Ulam-Harris-Ba¨umen und dem China-Restaurant-Prozess her und erlaubt die
Anwendung der
”
trickle-down“-Konstruktion. Seien n1, . . . , nk, n1 + . . .+ nk = n− 1, die
Teilbaumgro¨ßen an dem Wurzelknoten von Xn. Wie bereits erwa¨hnt, wird beim U¨bergang
von Xn zu Xn+1 ein externer Knoten zufa¨llig und gleichverteilt ausgewa¨hlt, und in einen
internen Knoten umgewandelt. Der n+ 1-te Knoten wird also mit Wahrscheinlichkeit
nj
n
zum j-ten Teilbaum hinzugefu¨gt, 1 ≤ j ≤ k, oder bildet mit Wahrscheinlichkeit 1
n
einen
neuen Teilbaum. Die Anzahl der Teilba¨ume und die Teilbaumgro¨ßen an dem Wurzelknoten
entwickeln sich also gema¨ß dem U¨bergangsmechanismus des China-Restaurant-Prozesses.
Ausgehend von [8, §6.2] kann der Martin-Rand der China-Restaurant-Kette als der un-
endlichdimensionale Wahrscheinlichkeitssubsimplex
∆∞ :=
{
(ρn)n∈N : ρn ∈ [0, 1]∀n ∈ N,
∞∑
n=1
ρn ≤ 1
}
identifiziert werden. Eine Folge (bi)i∈N = (bi,1, bi,2, . . .)i∈N aus E mit limi→∞
∑∞
j=1 bi,j = ∞
konvergiert genau dann in der Doob-Martin Kompaktifizierung gegen ein ρ ∈ ∆∞, wenn
fu¨r jedes feste k ∈ N gilt:
lim
i→∞
bi,k∑∞
j=1 bi,j
= ρk.
Die Austrittsverteilung stimmt u¨berein mit der Verteilung des
”
stick breaking“-Prozesses,
betrachtet als ∆∞-wertige Zufallsgro¨ße
(U1, (1− U1)U2, (1− U1)(1− U2)U3, . . .) ,
wobei Ui unabha¨ngig und jeweils unif(0, 1) verteilt sind. Diese Verteilung wird als Griffiths-
Engen-McCloskey (GEM)-Verteilung bezeichnet, siehe dazu auch die U¨berlegungen zur
Verteilungskonvergenz der relativen Blockgro¨ßen beim China-Restaurant-Prozess im Ab-
schnitt 3.1. von [24].
Fu¨r spa¨tere Berechnungen zu zufa¨lligen rekursiven Ba¨umen bestimmen wir nun die Aus-
trittsverteilung beim Start in a = (a1, . . . , ak, 0, 0, . . .).
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Lemma 4.6. Die Austrittsverteilung beim Start in a = (a1, . . . , ak, 0, 0, . . .) stimmt u¨ber-
ein mit der Verteilung des modifizierten
”
stick breaking“-Prozesses:
(U1, (1− U1)U2, (1− U1)(1− U2)U3, . . .) ,
mit unabha¨ngigen Ui und
Ui ∼ Beta
(
ai, 1 +
k∑
j=i+1
aj
)
, fu¨r i < k, (22)
Uk ∼ Beta (ak, 1) ,
Ui ∼ Beta (1, 1) = unif(0, 1), fu¨r i > k.
Beweis. Sei (Yn)n∈N eine China-Restaurant-Kette mit dem Einpunktmaß in a als Start-
verteilung und Pa das zugeho¨rige Hintergrundwahrscheinlichkeitsmaß. Sei Y∞ der fast
sichere Limes. Nach dem Satz u¨ber die Charakterisierung der Austrittsverteilung gilt fu¨r
Borel-Mengen A:
Pa
(
lim
n→∞
Yn = Y∞ ∈ A
)
=
∫
A
K(a, ρ)µ1(dρ),
wobei K der erweiterte Martin-Kern ist und µ1 das auf ∂minE konzentrierte darstellende
Maß zur harmonischen Funktion h ≡ 1. Aus [8, S.37] ist bekannt:
K(a, ρ) =
(∑k
j=1 aj
)
!∏k
j=1 (aj − 1)!
ρa1−11 · · · ρak−1k
× (1− ρ1)(1− ρ1 − ρ2) · · · (1− ρ1 − ρ2 − . . .− ρk−1).
Das Maß µ1 = ν
T ist das Bildmaß von ν = unif(0, 1)⊗N unter der Transformation
T : [0, 1]⊗N → ∆∞, (u1, u2, . . .) 7→ (u1, (1− u1)u2, (1− u1)(1− u2)u3, . . .).
Also folgt:
Pa (Y∞ ∈ A) =
∫
A
K(a, ρ) νT (dρ)
=
∫
T−1(A)
K(a, T (u)) ν(du)
=
∫
T−1(A)
(∑k
j=1 aj
)
!∏k
j=1 (aj − 1)!
× ua1−11
(
(1− u1)u2
)a2−1 · · · ((1− u1) · · · (1− uk−1)uk)ak−1
× (1− u1)(1− u1 − (1− u1)u2)× . . .
× (1− u1 − (1− u1)u2 − . . .− (1− u1) · · · (1− uk−2)uk−1) ν(du).
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Der erste Term la¨sst sich mit einem Teleskopargument darstellen als(∑k
j=1 aj
)
!∏k
j=1 (aj − 1)!
=
k∏
i=1
(∑k
j=i aj
)
!
(ai − 1)!
(∑k
j=i+1 aj
)
!
,
und der zweite Term als
ua1−11
(
(1− u1)u2
)a2−1 · · · ((1− u1) · · · (1− uk−1)uk)ak−1 = k∏
i=1
uai−1i (1− ui)
∑k
j=i+1(aj−1).
Der dritte Term vereinfacht sich zu:
(1− u1)k−1(1− u2)k−2 · · · (1− uk−1).
Insgesamt hat man:
Pa (Y∞ ∈ A) =
∫
T−1(A)
k∏
i=1

(∑k
j=i aj
)
!
(ai − 1)!
(∑k
j=i+1 aj
)
!
uai−1i (1− ui)
∑k
j=i+1 aj
 ν(du).
In Klammern erkennt man die Dichten der Betaverteilungen mit Parametern ai und 1 +∑k
j=i+1 aj, fu¨r i ≤ k. Des Weiteren ha¨ngt der Integrand nicht von den Komponenten ui,
i > k, ab. Also ist die Austrittsverteilung das Bildmaß der Verteilung von (Ui)i∈N unter
T , mit Ui wie in (22) und T wie oben.
4.3 Martin-Rand der Harris-Kette
Wie bereits erwa¨hnt, la¨sst sich die Harris-Kette (Xn)n∈N als ein ”
trickle-down“-Prozess
mit dem China-Restaurant-Prozess als Markov-Kette der Weiterleitungsanweisungen be-
trachten. Die in [8] von S. N. Evans, R. Gru¨bel und A. Wakolbinger vorgestellte
”
trickle-
down“-Konstruktion erlaubt es, die Doob-Martin Kompaktifizierung des
”
trickle-down“-
Prozesses mit Hilfe der Kompaktifizierungen der Weiterleitungsketten zu beschreiben.
Die Autoren identifizieren den Martin-Rand der Harris-Kette als die Menge M der Wahr-
scheinlichkeitsmaße auf (
N∞ unionsq
∞⊔
k=0
(
Nk × {}∞) , A) ,
mit der von den Mengen
Au :=
{
v ∈ N∞ unionsq
∞⊔
k=0
(
Nk × {}∞) : u < v} , u ∈ N∗,
erzeugten σ-Algebra A. Dabei schreibt man u < v fu¨r ein u = u1 . . . uk ∈ N∗ und ein
v = v1v2 . . . ∈ N∞ unionsq
⊔∞
k=0
(
Nk × {}∞), falls u1 . . . uk = v1 . . . vk gilt. Eine Folge (tn)n∈N
von Ulam-Harris-Ba¨umen konvergiert gegen ein µ ∈M genau dann wenn #tn →∞ und
lim
n→∞
#tn(u)
#tn
= µ (Au)
fu¨r alle u ∈ N∗ gilt. Die Martinrandtheorie liefert die Existenz einer M-wertigen Zu-
fallsgro¨ße X∞ mit Xn → X∞ fast sicher in der Doob-Martin-Kompaktifizierung, das
heißt, X∞ ist ein zufa¨lliges Wahrscheinlichkeitsmaß auf
(
N∞ unionsq⊔∞k=0 (Nk × {}∞) , A).
Ausgehend von der Bemerkung 6.4 in [8, S.39] hat X∞ dieselbe Verteilung wie ein Maß,
welches den Mengen Au, u ∈ N∗, die Masse
∏
Λ<v≤u Zv¯,ε(v) zuordnet, wobei die Zu =
(Zu,1, Zu,2, Zu,3, . . .) unabha¨ngig und jeweils GEM-verteilt sind.
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4.4 Alternativer Zugang zur Konvergenz
Wir betrachten eine Folge (ηn)n∈N unabha¨ngiger, auf dem Einheitsintervall gleichverteilter
Zufallsvariablen und die daraus erzeugte Folge (Xn)n∈N zufa¨lliger Ulam-Harris-Ba¨ume.
Der Ausgangspunkt bei der Konstruktion der Doob-Martin-Kompaktifizierung ist der der
Harris-Kette zugrundeliegende U¨bergangsmechanismus. Der algorithmische Hintergrund
ermo¨glicht einen alternativen Zugang zu den mit der Martinrandtheorie in [8] erhaltenen
Konvergenzresultaten und eine Darstellung des Grenzwertes X∞ mit Hilfe der Inputfolge
(ηn)n∈N. Folgende Aussagen sind dabei hilfreich:
Bemerkung 4.7.
1. Aus dem Satz von Glivenko-Cantelli folgt
sup
0≤a<b≤1
∣∣∣∣∣ 1n
n∑
i=1
1(a,b](ηi)− (b− a)
∣∣∣∣∣→ 0
mit n→∞ fast sicher.
2. Sei (Gn)n∈N mit Gn = σ (η1, . . . , ηn) ⊂ G fu¨r jedes n ∈ N die natu¨rliche Filtration von
(ηn)n∈N und τ eine fast sicher endliche Stoppzeit. Der Markov-Prozess (ηn)n∈N hat
die starke Markov-Eigenschaft: Der Post-τ -Prozess (ητ+n)n∈N ist unabha¨ngig von der
σ-Algebra Gτ = {A ∈ G : A ∩ {τ ≤ n} ∈ Gn fu¨r alle n ∈ N} der τ -Vergangenheit.
3. Durch Zerlegung nach den Werten von τ la¨sst sich zeigen, dass der Post-τ -Prozess
(ητ+n)n∈N eine Familie unabha¨ngiger und jeweils unif(0, 1)-verteilter Zufallsvariablen
ist.
Um das asymptotische Verhalten der Teilbaumgro¨ßen an der Wurzel zu untersuchen,
betrachten wir noch einmal den Algorithmus. Beim U¨bergang von n zu n+1 wird der neue
Knoten bewertet mit ηn ein direkter Nachfolger des Wurzelknotens falls ηn < η1, . . . , ηn−1
gilt. Wir setzen τ(1) := 1 und definieren fu¨r jedes u ∈ N, u ≥ 2
τ(u) := min
{
j : ηj < ητ(u−1)
}
.
Die τ(u) + 1 sind die Zeitpunkte der Hinzunahme der Nachfolgerknoten der Wurzel zum
zufa¨lligen Baum, da der erste Baum aus dem Wurzelknoten bewertet mit 0 besteht. Wir
stellen fest, dass die Folge
(
ητ(u)
)
u∈N der Bewertungen der direkten Nachfolgerknoten die
Folge der absteigenden Rekorde ist. Wird beim Schritt n + 1 der neue Knoten mit der
Bewertung ηn kein direkter Nachfolger der Wurzel, so wird der bereits existierende Knoten
mit der Bewertung
max {ηi : 1 ≤ i ≤ n− 1, ηi < ηn}
als direkter Vorga¨nger ausgewa¨hlt.
Betrachten wir zuna¨chst den einfachen Fall u = 1. Zum Teilbaum von u = 1 kommen
nur die Knoten mit der Bewertung gro¨ßer als der Trivialrekord η1 hinzu. Da η2, η3, . . .
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unabha¨ngige unif(0, 1)-verteilte Zufallsvariablen sind, folgt mit dem Satz von Glivenko-
Cantelli (siehe erste Aussage aus der Bemerkung 4.7):
lim
n→∞
#Xn(1)
n
= lim
n→∞
1
n
# {2 < i ≤ n : ηi ∈ (η1, 1)}
= lim
n→∞
n− 1
n
1
n− 1
n−1∑
i=1
1{η1<η1+i<1}
= 1− η1
mit n→∞ fast sicher.
Betrachten wir nun den Teilbaum vom Knoten u ∈ N, u ≥ 2. Nach Konstruktion kommt
ein Knoten genau dann zu dem Teilbaum von u ≥ 2 hinzu, falls seine Bewertung zwi-
schen den benachbarten Rekorden ητ(u) und ητ(u−1) liegt. In diesem Fall ist also der Post-
τ(u)-Prozess
(
ητ(u)+n
)
n∈N zu untersuchen. Dieser ist wieder eine Folge unabha¨ngiger und
unif(0, 1)-verteilter Zufallsvariablen (siehe Bemerkung 4.7). Also la¨sst sich hier wieder der
Satz von Glivenko-Cantelli anwenden:
lim
n→∞
#Xn(u)
n
= lim
n→∞
1
n
#
{
τ(u) < i ≤ n : ηi ∈
(
ητ(u), ητ(u−1)
)}
= lim
n→∞
n− τ(u)
n
1
n− τ(u)
n−τ(u)∑
i=1
1{ητ(u)<ητ(u)+i<ητ(u−1)}
= ητ(u−1) − ητ(u)
mit n→∞ fast sicher.
Insgesamt konvergieren die relativen Teilbaumgro¨ßen (#Xn(u)/n)u∈N an dem Wurzel-
knoten mit n→∞ fast sicher gegen die Folge der Rekorddifferenzen(
1− η1, η1 − ητ(2), ητ(2) − ητ(3), . . .
)
.
Die Folge der absteigenden Rekorde hat eine einfache Darstellung (siehe [1, S.21]): Fu¨r
u = 1, 2, . . . gilt
ητ(u) =
u∏
i=1
Vi in Verteilung,
wobei (Vi)i∈N eine Folge unabha¨ngiger unif(0, 1)-verteilter Zufallsvariablen ist. Mit Vi ist
auch 1− Vi auf dem Einheitsintervall gleichverteilt. Somit hat die Folge der Rekorddiffe-
renzen dieselbe Verteilung wie der
”
stick breaking“-Prozesses, also die GEM-Verteilung.
Die Theorie der Rekorde liefert also einen alternativen Zugang zum bereits bekannten
(siehe [8] und Abschnitt 4.2) asymptotischen Verhalten der relativen Teilbaumgro¨ßen an
der Wurzel.
Satz 4.8. Es sei (Xn)n∈N eine Folge zufa¨lliger Ulam-Harris-Ba¨ume konstruiert zu einer
Folge (ηn)n∈N unabha¨ngiger und jeweils auf dem Einheitsintervall [0, 1] gleichverteilter
Zufallsvariablen. Fu¨r jedes u ∈ N∗ sei τ(u) := inf {n ∈ N : Xn 3 u} − 1. Dann existiert
eine M-wertige Zufallsgro¨ße X∞, sodass
lim
n→∞
#Xn(u)
n
= X∞(Au)
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fu¨r alle u ∈ N∗ fast sicher gilt. Es seien außerdem
0 =: η(τ(u):0) < η(τ(u):1) < . . . < η(τ(u):τ(u)) < η(τ(u):τ(u)+1) := 1
erweiterte Ordnungsstatistiken zu η1, . . . , ητ(u). Dann gilt
X∞(Au) = η(τ(u):κ(u)+1) − η(τ(u):κ(u)),
wobei κ(u) := 1 +
∑τ(u)
k=1 1{ηk<ητ(u)} der Rang von ητ(u) unter η1, . . . , ητ(u) bei Anordnung
nach wachsender Gro¨ße sei.
Beweis. Wir betrachten einen beliebigen Knoten u ∈ N∗. Wegen der Sonderrolle des
Wurzelknotens ist inf {n ∈ N : Xn 3 u} der Zeitpunkt der Hinzunahme des Knotens u
zum zufa¨lligen Baum und ητ(u) seine Bewertung. Ein weiterer Knoten v kommt zum
Teilbaum von u hinzu, wenn τ(v) > τ(u) und ητ(v) ∈
(
ητ(u), η(τ(u):κ(u)+1)
)
gilt, da der
Algorithmus Ba¨ume mit pfadmonotonen Bewertungen erzeugt. Wa¨re die obige Bedingung
also nicht erfu¨llt, so wa¨re v Nachfolger eines Knotens mit der Bewertung ≥ η(τ(u):κ(u)+1).
Man beachte, dass ητ(u) = η(τ(u):κ(u)) gilt und dass τ(u) eine fast sicher endliche Stoppzeit
ist. Mit dem Satz von Glivenko-Cantelli erhalten wir wieder:
X∞(Au) = lim
n→∞
#Xn(u)
n
= η(τ(u):κ(u)+1) − η(τ(u):κ(u))
mit n→∞ fast sicher. Fu¨r u ∈ N∗ ist die Zufallsgro¨ße
ξu = (ξu,1, ξu,2, . . .) :=
(
X∞(Au1)
X∞(Au)
,
X∞(Au2)
X∞(Au)
, . . .
)
die Folge der Differenzen der standardisierten absteigenden Rekorde im Intervall(
η(τ(u):κ(u)), η(τ(u):κ(u)+1)
]
der Ordnungsstatistiken und nimmt Werte in dem unendlich-
dimensionalen Wahrscheinlichkeitssubsimplex
∆∞ =
{
(ρn)n∈N : ρn ∈ [0, 1]∀n ∈ N,
∞∑
n=1
ρn ≤ 1
}
an. Ein ρ ∈ ∆∞ kann als ein Wahrscheinlichkeitsmaß auf N ∪ {} aufgefasst werden,
welcher den Punkten n ∈ N die Masse ρn und dem Punkt  die Masse 1 −
∑∞
n=1 ρn
zuordnet. Es gilt
X∞(Au) =
∏
Λ<v≤u
ξv¯,ε(v).
Also ist X∞ als ein zufa¨lliges Wahrscheinlichkeitsmaß auf
(
N∞ unionsq⊔∞k=0 (Nk × {}∞) , A)
interpretierbar.
Fu¨r den alternativen Beweis der Konvergenzresultate fu¨r die zufa¨lligen Ulam-Harris-
Ba¨ume brauchen wir zwei weitere Hilfsmittel.
Lemma 4.9. Die mit (b − a), 0 ≤ a < b ≤ 1, standardisierte Folge der Differenzen der
absteigenden Rekorde im Intervall (a, b] ⊂ [0, 1] hat dieselbe Verteilung wie die Folge der
Differenzen der absteigenden Rekorde im Intervall [0, 1].
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Beweis. Es seien
σ(1) := min {j : ηj ∈ (a, b]} ,
σ(n) := min {j : ηj ∈ (a, b], j > σ(n− 1)} fu¨r n ≥ 2 und
Yn :=
ησ(n) − a
b− a fu¨r n ∈ N.
Es reicht zu zeigen, dass (Yn)n∈N eine Folge unabha¨ngiger unif(0, 1)-verteilter Zufallsva-
riablen ist. Es ist
L
(
ηn − a
b− a
∣∣ηn ∈ (a, b]) = unif(0, 1).
Wir zerlegen nach den Werten der σ(n):
P (Y1 ≤ y1, . . . , Yn ≤ yn)
=
∞∑
i1=1
∞∑
i2=i1+1
. . .
∞∑
in=in−1+1
P (Y1 ≤ y1, . . . , Yn ≤ yn, σ(1) = i1, . . . , σ(n) = in) ,
wobei yi ∈ [0, 1] fu¨r 1 ≤ i ≤ n seien. Man hat
P(Y1 ≤ y1, . . . ,Yn ≤ yn, σ(1) = i1, . . . , σ(n) = in)
= P
(
ησ(1) − a
b− a ≤ y1, . . . ,
ησ(n) − a
b− a ≤ yn, σ(1) = i1, . . . , σ(n) = in
)
= P
(
ηi1 − a
b− a ≤ y1, . . . ,
ηin − a
b− a ≤ yn, σ(1) = i1, . . . , σ(n) = in
)
und
{σ(1) = i1, . . . , σ(n) = in} =
{
ηij ∈ (a, b] fu¨r alle 1 ≤ j ≤ n
und ηi /∈ (a, b] fu¨r alle i ∈ {1, . . . , in} \ {i1, . . . , in}
}
.
Also folgt mit der Unabha¨ngigkeit der ηi:
P(Y1 ≤ y1, . . . ,Yn ≤ yn, σ(1) = i1, . . . , σ(n) = in)
= P
(
ηi1 − a
b− a ≤ y1, . . . ,
ηin − a
b− a ≤ yn,
∣∣ ηij ∈ (a, b] fu¨r alle 1 ≤ j ≤ n)
× P (ηij ∈ (a, b] fu¨r alle 1 ≤ j ≤ n)
× P (ηi /∈ (a, b] fu¨r alle i ∈ {1, . . . , in} \ {i1, . . . , in})
=
(
n∏
i=1
yi
)
(b− a)n (1− (b− a))in−n
Schließlich:
P (Y1 ≤ y1, . . . , Yn ≤ yn) =
(
n∏
i=1
yi
)
(b− a)n
∞∑
i1=1
∞∑
i2=i1+1
. . .
∞∑
in=in−1+1
(1− (b− a))in−n
=
(
n∏
i=1
yi
)
(b− a)n
∞∑
j=n
(
j − 1
n− 1
)
(1− (b− a))j−n
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=(
n∏
i=1
yi
)
(b− a)n
(
1
(1− (1− (b− a)))n
)
=
n∏
i=1
yi.
Daraus folgt, dass die Yi unabha¨ngig und jeweils unif(0, 1)-verteilt sind und damit auch
die Behauptung.
Das zweite Hilfsmittel ist die folgende von R. Gru¨bel vorgeschlagene Zerlegung.
Bemerkung 4.10. Fu¨r ein µ ∈M mit µ(A1) ∈ (0, 1) definiert man µ[, µ] ∈M durch
µ[ (Au) =
µ (A1◦u1...uk)
µ (A1)
,
µ] (Au) =
µ
(
A(1+u1)◦u2...uk
)
1− µ (A1)
fu¨r u = u1 . . . uk ∈ N∗\ {Λ} und µ[ (AΛ) = µ] (AΛ) = 1. Man kann zeigen, dass X∞(A1),
X[∞ und X
]
∞ unabha¨ngig sind und dass X
[
∞ und X
]
∞ dieselbe Verteilung wie X∞ haben.
Satz 4.11. Die Zufallsgro¨ßen
ξu =
(
X∞(Au1)
X∞(Au)
,
X∞(Au2)
X∞(Au)
, . . .
)
, u ∈ N∗,
sind unabha¨ngig und jeweils GEM-verteilt.
Beweis. Wir haben bereits festgestellt, dass ξu fu¨r u ∈ N∗ die Folge der Differenzen
der standardisierten absteigenden Rekorde im Intervall
(
η(τ(u):κ(u)), η(τ(u):κ(u)+1)
]
der ent-
sprechenden Ordnungsstatistiken ist. Also ist ξu nach Bemerkung 4.7 und Lemma 4.9
GEM-verteilt. Es bleibt die Unabha¨ngigkeit der (ξu)u∈N∗ zu zeigen. Wir betrachten da-
zu die Ulam-Harris-Ba¨ume tk = {u : |u|1 ≤ k}, k ∈ N, als Indexmengen. Dabei ist
|u|1 := u1 + u2 + . . . + u|u|. Sind fu¨r alle k ∈ N die ξu mit u ∈ tk unabha¨ngig, so
besteht jede endliche Teilfamilie von (ξu)u∈N∗ aus unabha¨ngigen Zufallsgro¨ßen, was die
zweite Aussage beweist.
Sei k fest. Man beachte, dass in tk genau k Knoten die Tiefe 1 haben. Wir definieren
tk,u = {v ∈ tk : u ≤ v}. Die k-fache Wiederholung der Zerlegung aus der Bemerkung 4.10
ergibt die gemeinsame Unabha¨ngigkeit von(
X∞(A1), X]∞(A1), . . . , X
]k−1
∞ (A1), X
[
∞, X
][
∞, . . . , X
]k−1[
∞ , X
]k
∞
)
,
wobei ]j = ] . . . ]︸ ︷︷ ︸
j mal
sei. Wir stellen fest:
• Die ξu mit 1 ≤ u sind Funktionen von X[∞. Fu¨r u = 1u2 . . . uj gilt na¨mlich
ξu =
(
X[∞(Au2...uj1)
X[∞(Au2...uj)
,
X[∞(Au2...uj2)
X[∞(Au2...uj)
, . . .
)
.
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• Die ξu mit l ≤ u, 1 < l ≤ k sind Funktionen von X]l−1[∞ , denn fu¨r u = lu2 . . . uj gilt
ξu =
(
X]
l−1[
∞ (Au2...uj1)
X]
l−1[∞ (Au2...uj)
,
X]
l−1[
∞ (Au2...uj2)
X]
l−1[∞ (Au2...uj)
, . . .
)
.
• ξΛ ist eine Funktion von X∞(A1), X]∞(A1), . . . , X]k−1∞ (A1) und X]k∞:
ξΛ =
(
X∞(A1), (1−X∞(A1))X]∞(A1), . . . ,
(1−X∞(A1)) . . . (1−X]k−1∞ (A1))X]
k
∞(A1),
(1−X∞(A1)) . . . (1−X]k−1∞ (A1))X]
k
∞(A2), . . .
)
.
Daraus ergibt sich die Unabha¨ngigkeit von ξΛ, (ξu)u∈tk,1 , . . . , (ξu)u∈tk,k . Die so entstande-
nen unabha¨ngigen Teilfamilien von (ξu)u∈tk sowie die entsprechenden Indexmengen lassen
sich durch die Anwendung der gesamten obigen Prozedur auf die dazugeho¨renden X ...[∞ -
Objekte weiter rekursiv aufspalten, siehe das Beispiel fu¨r k = 3 in der Abbildung 8.
{Λ, 1, 2, 3, 11, 12, 21, 111}
{Λ} {1, 11, 12, 111} {2, 21} {3}
{2} {21}{12}{11, 111}{1}
{111}{11}
Abbildung 8: Zerlegung der Indexmenge t3. Die Prozedur aus dem Beweis wurde vier mal
angewendet.
Diese Zerlegung beweist fu¨r alle k ∈ N die Unabha¨ngigkeit der ξu mit u ∈ tk.
4.5 Baumfunktionale
Es sei (Xn)n∈N eine Harris-Kette, X∞ der fast sichere Grenzwert dieser Markov-Kette,
und Fn = σ(X1, . . . , Xn). Wir stellen zuna¨chst einige fu¨r die Analyse der Baumfunktio-
nale relevante Aussagen zusammen. Mit obigen U¨berlegungen zur Harris-Kette und dem
China-Restaurant-Prozess folgt:
• Die Zufallsgro¨ßen ξu =
(
X∞(Au1)
X∞(Au) ,
X∞(Au2)
X∞(Au) , . . .
)
sind unabha¨ngig jeweils GEM-verteilt.
• Es gilt
X∞(Au) =
∏
Λ<v≤u
ξv¯,ε(v).
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• L
(
ξu |#Xn(u ◦ i) = ai fu¨r i ≤ k, #Xn(u ◦ i) = 0 fu¨r i > k
)
, a1, . . . , ak > 0 stimmt
u¨berein mit der Verteilung von
(U1, (1− U1)U2, (1− U1)(1− U2)U3, . . .)
mit Ui unabha¨ngig und
Ui ∼ Beta
(
ai, 1 +
k∑
j=i+1
aj
)
, fu¨r i < k,
Uk ∼ Beta (ak, 1) ,
Ui ∼ unif(0, 1), fu¨r i > k.
• Fu¨r i ≤ k gilt:
L (ξu,i|#Xn(u ◦ 1) = a1, . . . ,#Xn(u ◦ k) = ak,#Xn(u ◦ (k + 1)) = 0, . . .)
=Beta
ai, 1 + k∑
j=1
j 6=i
aj
 .
• Fu¨r i > k gilt:
L (ξu,i|#Xn(u ◦ 1) = a1, . . . ,#Xn(u ◦ k) = ak,#Xn(u ◦ (k + 1)) = 0, . . .)
stimmt u¨berein mit der Verteilung von Y
∏i−k
j=1 Vi, wobei Y, V1, . . . , Vi−k unabha¨ngig
sind, Y ∼ Beta(1,∑kj=1 aj) und Vj ∼ unif(0, 1) fu¨r 1 ≤ j ≤ i− k.
4.5.1 Interne Pfadla¨nge
Die interne Pfadla¨nge eines Ulam-Harris-Baumes t
IPL(t) :=
∑
u∈t
|u|
la¨sst sich mit Hilfe der Teilbaumgro¨ßen wie im Fall bina¨rer Ba¨ume (siehe [13, S.12]) auch
schreiben als
IPL(t) =
∑
u∈t
#t(u)−#t.
Dies erlaubt es, die Aussagen u¨ber die fast sichere Konvergenz fu¨r zufa¨llige Ulam-Harris-
Ba¨ume einzusetzen, um die fast sichere Konvergenz fu¨r die interne Pfadla¨nge zu beweisen.
Dazu werden im Folgenden einige Hilfsgro¨ßen eingefu¨hrt und Hilfsaussagen gezeigt.
Lemma 4.12. Es gilt fu¨r u ∈ Xn: E [X∞(Au)|Fn] = #Xn(u)n .
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Beweis. Mit einem Teleskopproduktargument erha¨lt man unter Verwendung von
1 +
∑
u◦i∈Xn #Xn(u ◦ i) = #Xn(u) fu¨r u ∈ Xn:
E [X∞(Au)|Fn] =
∏
Λ<v≤u
E
[
ξv¯,ε(v)|Fn
]
=
∏
Λ<v≤u
#Xn(v)
1 +
∑
v¯◦i∈Xn #Xn(v¯ ◦ i)
=
∏
Λ<v≤u
#Xn(v)
#Xn(v¯)
=
#Xn(u)
n
.
Definition 4.13. Wir definieren
C : ∆∞ → [−∞, 1] , C(s) := 1 +
∞∑
i=1
si ln si
mit der Vereinbarung 0 ln 0 := 0.
Eine Folge s = (si)i∈N ∈ ∆∞ mit
∑∞
i=1 si = 1 kann als ein Wahrscheinlichkeitsmaß
auf N interpretiert werden. Der Ausdruck −∑∞i=1 si ln si wird dann als Entropie von s
bezeichnet. In der vorliegenden Situation muss die Entropie nicht zwingend endlich sein
[18, S.120].
Bemerkung 4.14. Das folgende Hilfsmittel aus [13, S.14] erweist sich beim Beweis des
na¨chsten Lemmas als nu¨tzlich: Es sei Z eine Beta (a, b)-verteilte Zufallsvariable. Dann
gilt:
EZ logZ =
a
a+ b
(H(a)−H(a+ b)) ,
wobei H(0) := 0, H(n) :=
∑n
i=1
1
i
, n ∈ N, die harmonischen Zahlen sind.
Lemma 4.15. Es gilt fu¨r u /∈ Xn
E [C(ξu)|Fn] = 0
und fu¨r u ∈ Xn
E [C(ξu)|Fn] = 1 +
∑
u◦i∈Xn
#Xn(u ◦ i)H(#Xn(u ◦ i))
#Xn(u)
−H(#Xn(u)).
Außerdem hat die Zufallsvariable C(ξu) fu¨r jedes u ∈ N∗ ein endliches zweites Moment.
Beweis. Zur ersten Behauptung: Fu¨r u /∈ Xn und ein festes i hat die Zufallsvariable
ξu,i log ξu,i dieselbe Verteilung wie die Zufallsgro¨ße
(∏i
j=1 Zj
)(
log
∏i
j=1 Zj
)
, wobei Zj
unabha¨ngig und jeweils unif(0, 1)-verteilt sind. Es gilt also unter Verwendung der Bemer-
kung 4.14:
E (ξu,i log ξu,i) = E
((
i∏
j=1
Zj
)(
log
i∏
j=1
Zj
))
= i (EZ1)
i−1E(Z1 logZ1)
= −1
4
i
(
1
2
)i−1
.
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Aufsummieren liefert (mit dem Satz von der monotonen Konvergenz angewendet auf
Funktionenreihen, die Zufallsvariablen −ξu,i ln ξu,i sind nichtnegativ):
1 +
∞∑
n=1
n (EZ1)
n−1E(Z1 logZ1) = 1− 1
4
∞∑
n=1
n
(
1
2
)n−1
= 0.
Zur dritten Behauptung: Es sei Ck(ξu) := 1+
∑k
i=1 ξu,i log ξu,i. Es ist ‖Ck+1(ξu)− Ck(ξu)‖2 =
‖ξu,k+1 log ξu,k+1‖2. Mit obigen Bezeichnungen gilt
n∑
i=1
‖ξu,i log ξu,i‖2 ≤
n∑
i=1
i∑
j=1
∥∥∥∥∥
(
i∏
l=1
Zl
)
logZj
∥∥∥∥∥
2
=
n∑
i=1
i∑
j=1
(
2
27
3−(i−1)
)1/2
=
n∑
i=1
i
(
2
(
1
3
)i+2)1/2
.
Dabei wurde verwendet, dass
∥∥∥∥∥
(
i∏
l=1
Zl
)
logZj
∥∥∥∥∥
2
2
= E
 i∏
l=1
l 6=j
Z2l
EZ2j (logZj)2 = (13
)i−1
EZ2j (logZj)
2
und
EZ2j (logZj)
2 =
1∫
0
z2(log z)2 dz =
z3
3
log z
∣∣∣∣1
0
− 2
3
1∫
0
z2 log z dz
= −2
3
 z3
3
log z
∣∣∣∣1
0
− 1
3
1∫
0
z2 dz
 = 2
27
gilt. Mit
lim
n→∞
n∑
i=1
i
(
2
(
1
3
)i+2)1/2
= lim
n→∞
√
2
3
n∑
i=1
i
(
1√
3
)i
=
√
2
3
√
3(√
3− 1)2 <∞
folgt schließlich, dass die Partialsummen Ck(ξu) = 1 +
∑k
i=1 ξu,i log ξu,i eine Cauchy-Folge
in L2 bilden, also: EC(ξu)
2 = ‖C(ξu)‖22 <∞.
Zur zweiten Behauptung: Sei wieder #Xn(u◦1) = a1, . . . ,#Xn(u◦k) = ak, #Xn(u◦j) = 0
fu¨r j > k, wobei a1, . . . , ak > 0. Dann gilt fu¨r i ≤ k: L (ξu,i|Fn) = Beta
(
ai, 1 +
∑k
j=1
j 6=i
aj
)
,
man erha¨lt also mit der Bemerkung 4.14:
Eξu,i log ξu,i =
ai
1 +
∑k
j=1 aj
(
H(ai)−H(1 +
k∑
j=1
aj)
)
.
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Im Fall i > k hat ξu,i unter Fn dieselbe Verteilung wie die Zufallsvariable Y Z, Y und
Z unabha¨ngig, wobei Y ∼ Beta(1,∑kj=1 aj) und Z ein Produkt von i − k unabha¨ngigen
unif(0, 1)-verteilten Zufallsgro¨ßen ist. Es gilt:
EY Z log Y Z = E(Y log Y )Z + EY (Z logZ),
E(Y log Y )Z =
1
1 +
∑k
j=1 aj
(
H(1)−H(1 +
k∑
j=1
aj)
)(
1
2
)i−k
,
EY (Z logZ) =
1
1 +
∑k
j=1 aj
(
(i− k)(1
2
)i−k−1(−1
4
)
)
.
Aufsummieren liefert:
∞∑
i=k+1
1
1 +
∑k
j=1 aj
(
H(1)−H(1 +
k∑
j=1
aj)
)(
1
2
)i−k
=
1
1 +
∑k
j=1 aj
(
H(1)−H(1 +
k∑
j=1
aj)
) ∞∑
i=0
(
1
2
)i+1
=
1
1 +
∑k
j=1 aj
(
H(1)−H(1 +
k∑
j=1
aj)
)
und
∞∑
i=k+1
1
1 +
∑k
j=1 aj
(
(i− k)(1
2
)i−k−1(−1
4
)
)
=
1
1 +
∑k
j=1 aj
(−1
4
)
∞∑
i=0
i(
1
2
)i−1
= − 1
1 +
∑k
j=1 aj
.
Somit:
∞∑
i=k+1
E [ξu,i log ξu,i|Fn] = −
H(1 +
∑k
j=1 aj)
1 +
∑k
j=1 aj
.
Insgesamt:
E [C(ξu)|Fn] = 1 +
k∑
i=1
ai
1 +
∑k
j=1 aj
(
H(ai)−H(1 +
k∑
j=1
aj)
)
− H(1 +
∑k
j=1 aj)
1 +
∑k
j=1 aj
= 1 +
1
1 +
∑k
j=1 aj
(
k∑
i=1
aiH(ai)
)
−H(1 +
k∑
j=1
aj).
Lemma 4.16. Der Grenzwert
Y∞ :=
∑
u∈N∗
X∞(Au)C(ξu)
existiert fast sicher und in L2.
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Beweis. Es wird die Beweismethode zum Satz 6 aus [13] auf die vorliegende Situation
u¨bertragen. Dabei ist zu beachten, dass im Gegensatz zu bina¨ren Ba¨umen bei Ulam-
Harris-Ba¨umen ein Knoten unendlich viele potentielle direkte Nachfolger hat. Daher de-
finieren wir hier Gk als σ (ξu : |u|1 ≤ k) wobei |u|1 := u1 + u2 + . . .+ u|u| und setzen
Yk :=
∑
u∈N∗
|u|1≤k
X∞(Au)C(ξu).
Nach Konstruktion ist die Zufallsvariable X∞(Au) messbar bezu¨glich G|u|1−1, die Zufalls-
variable C(ξu) ist unabha¨ngig von G|u|1 und es gilt E(C(ξu)) = 0. Das alles liefert wie in
der Situation bina¨rer Ba¨ume:
E [Yk+1|Gk] = E
Yk + ∑
|u|1=k+1
X∞(Au)C(ξu)
∣∣ Gk

= Yk +
∑
|u|1=k+1
X∞(Au)EC(ξu)
= Yk.
Fu¨r u, v ∈ N∗, u 6= v mit |u|1 = |v|1 = k + 1 gilt mit obigen Argumenten:
E [X∞(Au)C(ξu)X∞(Av)C(ξv)|Gk] = 0.
Daraus erhalten wir:
E
[
(Yk+1 − Yk)2 |Gk
]
= E
 ∑
|u|1=k+1
X∞(Au)C(ξu)
2 ∣∣∣∣∣ Gk

=
∑
|u|1=k+1
X∞(Au)2EC(ξu)2
und
E (Yk+1 − Yk)2 =
∑
|u|1=k+1
EX∞(Au)2EC(ξu)2.
Es ist EX∞(Au)2 = (13)
|u|1 . Nach Lemma 4.15 gilt fu¨r jedes u ∈ N∗: κ := EC(ξu)2 < ∞.
Außerdem gibt es
(
n−1
j−1
)
geordnete j-Partitionen der Zahl n. Also hat die obige Summe
k+1∑
j=1
(
k
j − 1
)
= 2k
Summanden. Somit gilt
E (Yk+1 − Yk)2 = 2k3−(k+1)κ
und
∞∑
k=1
E (Yk+1 − Yk)2 <∞.
Daraus folgt, dass (Yk,Gk) ein L2-beschra¨nktes Martingal ist, und dass Yk → Y∞ mit
k →∞ fast sicher und in L2 gilt, siehe beispielsweise Abschnitt 12.1. in [28].
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Die fast sichere Konvergenz der geeignet skalierten internen Pfadla¨nge zufa¨lliger rekur-
siver Ba¨ume wurde 1991 von H. M. Mahmoud in [21] gezeigt. Wie bereits erwa¨hnt, ist
dieses Baumfunktional invariant unter dem U¨bergang von rekursiven zu Harris-Ba¨umen.
Der folgende Satz befasst sich mit der fast sicheren Konvergenz der internen Pfadla¨nge
der zufa¨lligen Ulam-Harris-Ba¨ume und liefert zusa¨tzlich die Darstellung der Grenzzufalls-
variable als Funktion von X∞.
Satz 4.17. Mit n→∞ gilt fast sicher und in L2:
1
n
IPL(Xn)− log n→ γ − 1 + Y∞
wobei Y∞ wie in Lemma 4.16 und γ die Eulersche Konstante ist.
Beweis. Wir setzen die Argumentation wie in der Situation bina¨rer Ba¨ume fort. Lemma
4.16 zeigt, dass Y∞ wohldefiniert ist und ein endliches zweites Moment hat. Folglich ist
(Zn,Fn) mit Zn := E [Y∞|Fn], n ∈ N, ein L2-beschra¨nktes Martingal. Das bedeutet, dass
Zn gegen Y∞ fast sicher und in L2 mit n→∞ konvergiert.
Wir bestimmen nun E [Y∞|Fn]. Sei Yk wie in Lemma 4.16. Wir zeigen zuna¨chst, dass
fu¨r jedes feste n ∈ N: E [Yk|Fn] → E [Y∞|Fn] fast sicher und in L2 mit k → ∞ gilt. Die
L2-Konvergenz ergibt sich aus der Jensen’schen Ungleichung, siehe Korollar 8.20 aus [18].
Fu¨r die fast sichere Konvergenz reicht es zu zeigen, dass
∞∑
k=1
‖E [Yk|Fn]− E [Y∞|Fn]‖2 <∞
gilt, siehe beispielsweise Satz 6.12. aus [18]. Da die Abbildung E [ · |Fn] eine Kontraktion
ist, reicht es, ‖Yk − Y∞‖2 zu untersuchen. Als quadratintegrierbares Martingal hat (Yk)k∈N
unkorrelierte Zuwa¨chse. Also gilt
E (Yk+l − Yk)2 =
k+l−1∑
m=k
E(Ym+1 − Ym)2.
Mit dem Lemma von Fatou und der Aussage E (Yk+1 − Yk)2 = 2k3−(k+1)κ aus dem Beweis
von Lemma 4.16 folgt:
E (Y∞ − Yk)2 ≤
∑
m≥k
E(Ym+1 − Ym)2 =
∑
m≥k
2m3−(m+1)κ = κ
(
2
3
)k
,
und somit
∞∑
k=1
‖E [Yk|Fn]− E [Y∞|Fn]‖2 ≤
∞∑
k=1
‖Yk − Y∞‖2 <∞.
Wir haben gezeigt, dass fu¨r jedes feste n ∈ N
Zn = E [Y∞|Fn] = lim
k→∞
E [Yk|Fn] = lim
k→∞
∑
u∈N∗
|u|1≤k
E [X∞(Au)C(ξu)|Fn]
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gilt. Außerdem sind X∞(Au) und C(ξu) bedingt unabha¨ngig gegeben Fn und es ist
E [C(ξu)|Fn] = 0 fu¨r u /∈ Xn nach Lemma 4.15. Insgesamt erha¨lt man:
Zn =
∑
u∈N∗
E [X∞(Au)|Fn]E [C(ξu)|Fn]
=
∑
u∈Xn
#Xn(u)
n
(
1 +
∑
u◦i∈Xn
#Xn(u ◦ i)H(#Xn(u ◦ i))
#Xn(u)
−H(#Xn(u))
)
=
1
n
(IPL(Xn) + n)− 1
n
∑
u∈Xn
(
#Xn(u)H(#Xn(u))−
∑
u◦i∈Xn
#Xn(u ◦ i)H(#Xn(u ◦ i))
)
=
1
n
(IPL(Xn) + n)− 1
n
(nH(n))
=
1
n
(IPL(Xn) + n)−H(n).
Bei der dritten Gleichheit wurde ein Analogon zum Lemma 5 aus [13] verwendet: Fu¨r
jeden Ulam-Harris-Baum t und jede Funktion ϕ : N∗ → R mit ϕ(u) = 0 fu¨r alle u ∈ ∂t
gilt ∑
u∈t
(
ϕ(u)−
∑
u◦i∈t
ϕ(u ◦ i)
)
= ϕ(Λ).
Dieses wurde in Verbindung mit #Xn(Λ)H(#Xn(Λ)) = nH(n) und #Xn(u)H(#Xn(u)) =
0 fu¨r alle u ∈ ∂Xn genutzt. Der Rest folgt nun aus der bekannten Tatsache
lim
n→∞
(H(n)− log n) = γ.
Bemerkung 4.18. Die obigen U¨berlegungen liefern eine weitere Mo¨glichkeit zur Bestim-
mung von E(IPL(Xn)): Da E(Y∞) = 0 ist, gilt EZn = 1n(E(IPL(Xn)) + n) − H(n) =
E [E [Y∞|Fn]] = 0, also
E(IPL(Xn)) = n (H(n)− 1)
in U¨bereinstimmung mit dem bereits bekannten Resultat, siehe beispielsweise [27, S.6] 14.
4.5.2 Wiener-Index
Unter dem Wiener-Index eines Ulam-Harris-Baumes t versteht man
WI(t) :=
1
2
∑
(u,v)∈t×t
d(u, v),
wobei d(u, v) den kanonischen Graph-Abstand zweier Knoten u und v bezeichnet. Dieser
ist definiert als die La¨nge des ku¨rzesten Weges von u nach v und kann wie folgt berechnet
werden: d(u, v) = |u| + |v| − 2 |u ∧ v|. Dabei ist u ∧ v der la¨ngste gemeinsame Pra¨fix
beziehungsweise letzter gemeinsamer Vorfahr von u und v.
Lemma 4.19. Fu¨r den Wiener-Index eines Ulam-Harris-Baumes t mit #t = n gilt:
WI(t) = nIPL(t) + n2 −
∑
u∈t
#tn(u)
2.
14Die Definition der IPL entspricht der Definition der
”
total path length“ (TPL) in [27].
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Beweis. Fu¨r einen Ulam-Harris-Baum t mit #t = n gilt:
WI(t) =
1
2
∑
(u,v)∈t×t
d(u, v)
=
1
2
(∑
u,v∈t
|u|+
∑
u,v∈t
|v| − 2
∑
u,v∈t
|u ∧ v|
)
= nIPL(t)−
∑
u,v∈t
|u ∧ v| .
Es bleibt also zu zeigen: ∑
u,v∈t
|u ∧ v| =
∑
u∈t
#t(u)2 − n2.
Das kann wie im Fall bina¨rer Ba¨ume mit Hilfe des Induktionsprinzips gezeigt werden
(vergleiche [3, S.70]). Die Aussage gilt offenbar fu¨r #t = 1. Wir nehmen nun an, die
Aussage wa¨re fu¨r alle t mit #t < n bereits gezeigt. Beim Induktionsschritt wird eine
fu¨r Ulam-Harris-Ba¨ume geeignete Zerlegung beno¨tigt. Durch das Entfernen der Kante
zwischen der Wurzel Λ und dem Knoten 1 zerfa¨llt t in folgende zwei Teilba¨ume, siehe das
Beispiel in Abbildung 9:
t[ = {u ∈ N∗ : 1 ◦ u ∈ t}
und
t] = {Λ} ∪ {u ∈ N∗\ {Λ} : (1 + u1) ◦ u2 . . . u|u| ∈ t} .
Die Mengen t[ und t] sind wieder Ulam-Harris-Ba¨ume im Sinne der Definition 4.3. Infor-
mell ausgedru¨ckt ist dies die endliche Version der Zerlegung aus der Bemerkung 4.10.
t♭
t♯
Abbildung 9: Durch das Entfernen der durchgestrichenen Kante erhalten wir t[ =
{Λ, 1, 2, 21, 3} und t] = {Λ, 1, 2, 21, 211, 212}.
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Wir erhalten:∑
u,v∈t
|u ∧ v| =
∑
u,v∈t[
(|u ∧ v|+ 1) +
∑
u,v∈t]
|u ∧ v|
=
(
#t[
)2
+
∑
u,v∈t[
|u ∧ v|+
∑
u,v∈t]
|u ∧ v|
=
∑
u∈t[
(
#t[(u)
)2
+
∑
u∈t]
(
#t](u)
)2 − (#t])2
=
∑
u∈t[
(
#t[(u)
)2
+
∑
u∈t]
(
#t](u)
)2
+ 2#t[#t] +
(
#t[
)2
− 2#t[#t] − (#t[)2 − (#t])2
=
∑
u∈t
#t(u)2 − n2,
wobei die Induktionsvoraussetzung bei der dritten Gleichheit verwendet wurde. Bei den
letzten beiden Umformungen ist zu beachten:
n = #t = #t(Λ) = #t[ + #t].
Satz 4.20. Mit n→∞ gilt fast sicher und in L2:
1
n2
WI(Xn)− log n→ γ − 1 + Y∞ − Z∞
wobei Y∞ wie im Satz 4.17 ist und
Z∞ =
∑
u∈N∗
X∞(Au)2.
Beweis. Wir zeigen zuna¨chst EZ2∞ < ∞, sodass Zn := E [Z∞|Fn] → Z∞ fast sicher und
in L2 gilt. Sei dazu
Z˜k =
∑
u∈N∗
|u|1≤k
X∞(Au)2.
Mit der Abscha¨tzung∥∥∥Z˜k+1 − Z˜k∥∥∥
2
≤
∑
u∈N∗
|u|1=k+1
∥∥X∞(Au)2∥∥2 = ∑
u∈N∗
|u|1=k+1
√
EX∞(Au)4
=
∑
u∈N∗
|u|1=k+1
5−
k+1
2 = 2k5−
k+1
2
erha¨lt man, dass (Z˜k)k∈N eine Cauchy-Folge in L2 ist und insbesondere EZ2∞ <∞.
Nun zum Beweis der Hauptaussage: Die Anwendung der bedingten Version des Satzes
von der monotonen Konvergenz ergibt
Zn = E
[∑
u∈N∗
X∞(Au)2|Fn
]
=
∑
u∈N∗
E
[
X∞(Au)2|Fn
]
=
∑
u∈Xn
E
[
X∞(Au)2|Fn
]
+
∑
u/∈Xn
E[X∞(Au)2|Fn]
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fu¨r jedes feste n ∈ N. Es ist X∞(Au)2 =
∏
Λ<v≤u ξ
2
v¯,ε(v). Fu¨r u ∈ Xn erha¨lt man mit der
Formel fu¨r das zweite Moment der Betaverteilung:
E
[
X∞(Au)2|Fn
]
=
∏
Λ<v≤u
E
[
ξ2v¯,ε(v)|Fn
]
=
∏
Λ<v≤u
#Xn(v)(#Xn(v) + 1)
(1 +
∑
v¯i∈Xn #Xn(v¯i))(2 +
∑
v¯i∈Xn #Xn(v¯i))
=
∏
Λ<v≤u
#Xn(v)(#Xn(v) + 1)
#Xn(v¯)(#Xn(v¯) + 1)
.
Also gilt fu¨r u ∈ Xn:
E
[
X∞(Au)2|Fn
]
=
#Xn(u)(#Xn(u) + 1)
n(n+ 1)
.
Somit hat man∑
u∈Xn
E
[
X∞(Au)2|Fn
]
=
1
n(n+ 1)
∑
u∈Xn
#Xn(u)(#Xn(u) + 1)
=
1
n(n+ 1)
(∑
u∈Xn
#Xn(u)
2 + IPL(Xn) + n
)
.
Fu¨r einen zu Xn externen Knoten u gilt:
E
[
X∞(Au)2|Fn
]
= E
[
X∞(Au¯)2|Fn
]
E
[
ξ2u¯,ε(u)|Fn
]
=
#Xn(u¯)(#Xn(u¯) + 1)
n(n+ 1)
E
[
ξ2u¯,ε(u)|Fn
]
,
da der direkte Vorga¨nger u¯ von u zu Xn geho¨rt. Die Verteilung der ξu¯,ε(u) unter Fn
ist dank den Betrachtungen zum China-Restaurant-Prozess im Zusammenhang mit den
Teilbaumgro¨ßen bekannt (siehe Zusammenfassung am Anfang des Abschnittes 4.5), also
ist
E
[
ξ2u¯,ε(u)|Fn
]
=
2
#Xn(u¯)(#Xn(u¯) + 1)
(
1
3
)
.
Wir erhalten fu¨r u ∈ ∂Xn:
E
[
X∞(Au)2|Fn
]
=
2
n(n+ 1)
(
1
3
)
.
Zu jedem v /∈ Xn existiert genau ein externer Knoten u ∈ ∂Xn, sodass v = u¯◦(ε(u)+j)◦w
mit einem j ≥ 0 und w ∈ N∗ gilt. Fu¨r v von dieser Form gilt also
E
[
X∞(Av)2|Fn
]
=
2
n(n+ 1)
(
1
3
)1+j+|w|1
.
Fu¨r das leere Wort gilt |Λ|1 = 0 und es gibt 2k−1 Wo¨rter mit |w|1 = k, k ≥ 1, siehe
U¨berlegungen zu den Zahl-Partitionen im Beweis des Satzes 4.17. Durch das Aufspalten
74
nach u ∈ ∂Xn (siehe Abbildung 10) erha¨lt man∑
u/∈Xn
E[X∞(Au)2|Fn] =
∑
u∈∂Xn
∞∑
j=0
∑
w∈N∗
E[X∞(Au¯◦(ε(u)+j)◦w)2|Fn]
=
2
n(n+ 1)
∑
u∈∂Xn
∞∑
j=0
(
1
3
)j+1(
1 +
∞∑
k=1
2k−1
(
1
3
)k)
=
4
n(n+ 1)
∑
u∈∂Xn
∞∑
j=0
(
1
3
)j+1
=
4
n(n+ 1)
∑
u∈∂Xn
1
2
=
2
n+ 1
.
u¯
u u¯ ◦ (ε(u) + 1) u¯ ◦ (ε(u) + 2)
. . . . . .
. . .. . .. . .
... ... ...
. . .
interne Knoten
externer Knoten
Knoten aus N∗\(Xn ∪ ∂Xn)
Abbildung 10: Die Summe
∑
u/∈Xn E[X∞(Au)
2|Fn] wird nach u ∈ ∂Xn aufgespalten. Im
Kasten befinden sich die Elemente, die zu dem Knoten u ∈ ∂Xn geho¨renden Summanden
zusammengefasst werden.
Insgesamt:
Zn = E [Z∞|Fn] = 1
n(n+ 1)
(∑
u∈Xn
#Xn(u)
2 + IPL(Xn) + n
)
+
2
n+ 1
.
Schließlich hat man, siehe Lemma 4.19,
WI(Xn) = nIPL(Xn) + n
2 − n(n+ 1)Zn + IPL(Xn) + 3n.
Mit dem Satz 4.17 u¨ber die interne Pfadla¨nge folgt die Behauptung.
Die fast sichere Konvergenz impliziert bekanntlich die Konvergenz in Verteilung. Die Kon-
vergenz in Verteilung des geeignet skalierten Wiener-Index zufa¨lliger rekursiver Ba¨ume
wurde 2002 von R. Neininger in [22] erhalten.
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Bemerkung 4.21. Auch hier ist die Darstellung des Wiener-Index aus dem Beweis dazu
geeignet, um E(WI(Xn)) zu bestimmen. Mit obigen U¨berlegungen folgt, dass E(Z∞) =
1 +
∑∞
k=1 2
k−1(1
3
)k = 2 gilt, und somit ist auch EZn = E (E [Z∞|Fn]) = 2. Wir erhalten
E(WI(Xn)) = nE(IPL(Xn)) + n
2 − n(n+ 1)EZn + E(IPL(Xn)) + 3n
= n(nH(n)− n) + n2 − 2n(n+ 1) + (nH(n)− n) + 3n
= n2H(n) + nH(n)− 2n2
in U¨bereinstimmung mit dem bereits bekannten Resultat fu¨r E(WI(Xn)), vergleiche Satz
1.2 aus [22].
4.5.3 Horizontale Pfadla¨nge und Konstruktionsaufwand
Wir definieren die horizontale Pfadla¨nge eines Ulam-Harris-Baumes t als
HPL(t) :=
∑
u∈t
(|u|1 − |u|) =
∑
u∈t
|u|1 − IPL(t)
mit |u|1 = u1 + . . .+ un fu¨r u = u1 . . . un ∈ N∗. Hierbei interpretieren wir |u|1− |u| als die
horizontale Position eines Knotens u, siehe Abbildung 11.
Λ
312
Abbildung 11: Die horizontale Position des Knotens 312 ist |312|1 − |312| = 3. Sie ent-
spricht der Anzahl der Schritte nach links im eingezeichneten Pfad von 312 zur Wurzel
Λ.
Die horizontale Pfadla¨nge la¨sst sich mit Hilfe der folgenden Aussage aus den Teilbaum-
gro¨ßen berechnen.
Lemma 4.22. Sei t ein Ulam-Harris-Baum. Dann gilt:∑
u∈t
|u|1 =
∑
u∈t
∑
u◦i∈t
i #t(u ◦ i).
76
Beweis. Wir verwenden wieder das Induktionsprinzip. Die Aussage gilt fu¨r #t = 1. Fu¨r
den Induktionsschritt erinnern wir an die Zerlegung von t in Teilba¨ume
t[ = {u ∈ N∗ : 1 ◦ u ∈ t}
und
t] = {Λ} ∪ {u ∈ N∗\ {Λ} : (1 + u1, u2, . . . , u|u|) ∈ t} .
Sei die Aussage fu¨r kleinere Ba¨ume bereits gezeigt. Die Anwendung der Induktionsvor-
aussetzung bei der zweiten Umformung ergibt∑
u∈t
|u|1 =
∑
u∈t[
|u|1 + #t[ +
∑
u∈t]
|u|1 +
(
#t] − 1)
=
∑
u∈t[
∑
u◦i∈t[
i #t[(u ◦ i) +
∑
u∈t]
∑
u◦i∈t]
i #t](u ◦ i) + (#t− 1)
=
∑
u∈t
∑
u◦i∈t
i #t(u ◦ i),
denn aus der Definition der Zerlegung folgt∑
u∈t
∑
u◦i∈t
i #t(u ◦ i) =
∑
u∈t[
∑
u◦i∈t[
i #t(u ◦ i) +
∑
u∈t]
∑
u◦i∈t]
i #t(u ◦ i) +
∑
j∈N∩t
#t(j).
Warum ist die horizontale Pfadla¨nge relevant? Der Konstruktionsaufwand (
”
construction
time“) CT(Xn) fu¨r einen zufa¨lligen Ulam-Harris-Baum Xn zu n− 1 Daten, gemessen als
Anzahl der beno¨tigten Vergleiche, ist
CT(Xn) =
∑
u∈Xn
|u|1 − n.
Der Konstruktionsaufwand kann also bis auf einen Korrekturterm in die Beitra¨ge der
horizontalen und der internen Pfadla¨nge zerlegt werden:
CT(Xn) = HPL(Xn) + IPL(Xn)− n.
Lemma 4.23. Es sei
C˜ : ∆∞ → [−2,+∞) C˜(s) := −2 +
∞∑
i=1
i si.
Dann hat die Zufallsvariable C˜(ξu) fu¨r jedes u ∈ N∗ ein endliches zweites Moment. Au-
ßerdem gilt fu¨r u /∈ Xn
E
[
C˜(ξu)|Fn
]
= 0
und fu¨r u ∈ Xn
E
[
C˜(ξu)|Fn
]
= −2 +
∑
u◦i∈Xn
i #Xn(u ◦ i)
#Xn(u)
+
# {k ∈ N : u ◦ k ∈ Xn}+ 2
#Xn(u)
.
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Beweis. Zur ersten Aussage: Wir betrachten die Partialsummen C˜k(ξu) := −2+
∑k
i=1 i ξu,i.
Da ξu fu¨r jedes u ∈ N∗ GEM-verteilt ist, gilt fu¨r k ∈ N∥∥∥C˜k(ξu)− C˜k−1(ξu)∥∥∥2
2
= ‖k ξu,k‖22 = k2
(
1
3
)k
.
Wie im Lemma 4.15 folgt daraus, dass die Partialsummen C˜k(ξu) eine Cauchy-Folge in
L2 bilden, insbesondere ist EC˜k(ξu)
2 <∞.
Fu¨r u /∈ Xn ist ξu unter Fn GEM - verteilt. Also:
E [i ξu,i|Fn] = i
(
1
2
)i
und
−2 +
∞∑
n=1
n
(
1
2
)n
= 0.
Also folgt die zweite Aussage.
Fu¨r die dritte Aussage sei wieder #Xn(u ◦ 1) = a1, . . . ,#Xn(u ◦ k) = ak, #Xn(u ◦ j) = 0
fu¨r j > k, wobei a1, . . . , ak > 0. Bekanntlich gilt fu¨r i ≤ k:
L (ξu,i|Fn) = Beta
ai, 1 + k∑
j=1
j 6=i
aj
 .
Mit den Rechenregeln fu¨r Betaverteilungen folgt:
E
[
k∑
i=1
i ξu,i|Fn
]
=
k∑
i=1
i ai
1 +
∑k
j=1 aj
.
Wie schon dargelegt, hat ξu,i im Fall i > k unter Fn dieselbe Verteilung wie die Zufalls-
variable Y Z, Y und Z unabha¨ngig, wobei Y ∼ Beta(1,∑kj=1 aj) und Z ein Produkt von
i− k unabha¨ngigen unif(0, 1)-verteilten Zufallsgro¨ßen ist. Es gilt:
Ei Y Z =
1
1 +
∑k
j=1 aj
i
(
1
2
)i−k
Aufsummieren liefert:
1
1 +
∑k
j=1 aj
∞∑
i=k+1
i
(
1
2
)i−k
=
k + 2
1 +
∑k
j=1 aj
.
Insgesamt hat man:
k∑
i=1
i ai
1 +
∑k
j=1 aj
+
k + 2
1 +
∑k
j=1 aj
.
Damit ist die dritte Aussage gezeigt.
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Satz 4.24. Mit n→∞ gilt fast sicher und in L2:
1
n
CT(Xn)− 2 log n→ H∞ + 2Y∞ + 2γ − 4
wobei Y∞ wie im Satz 4.17 und
H∞ =
∑
u∈N∗
X∞(Au)C˜(ξu).
Beweis. Wir stellen fest, dass H∞ wie Y∞ aufgebaut ist, wobei die Hilfsfunktion C durch
die Hilfsfunktion C˜ mit gleichen Eigenschaften ersetzt wurde. Um zu zeigen, dass der
Grenzwert H∞ fast sicher und in L2 existiert, la¨sst sich also der Beweis vom Lemma 4.16
direkt u¨bertragen. Der weitere Beweis la¨uft analog zum Beweis des Satzes 4.17 u¨ber die
interne Pfadla¨nge: Mit n → ∞ konvergiert Vn := E [H∞|Fn] fast sicher und in L2 gegen
H∞. Außerdem kann man mit den Argumenten aus dem Satz 4.17 zeigen:
E
[∑
u∈N∗
X∞(Au)C˜(ξu)|Fn
]
=
∑
u∈N∗
E [X∞(Au)|Fn]E
[
C˜(ξu)|Fn
]
fu¨r jedes feste n ∈ N. Wir erhalten:
E [H∞|Fn] =
∑
u∈N∗
E [X∞(Au)|Fn]E
[
C˜(ξu)|Fn
]
=
∑
u∈Xn
#Xn(u)
n
(
−2 +
∑
u◦i∈Xn
i #Xn(u ◦ i)
#Xn(u)
+
# {k ∈ N : u ◦ k ∈ Xn}+ 2
#Xn(u)
)
= − 2
n
∑
u∈Xn
#Xn(u) +
1
n
∑
u∈Xn
∑
u◦i∈Xn
i #Xn(u ◦ i)
+
1
n
∑
u∈Xn
(# {k ∈ N : u ◦ k ∈ Xn}) + 1
n
∑
u∈Xn
2
= − 2
n
(IPL(Xn) + n) +
1
n
(CT(Xn) + n) +
(n− 1)
n
+ 2
=
1
n
CT(Xn)− 2
n
IPL(Xn) +
(n− 1)
n
+ 1.
Aus dem Satz 4.17 ist bekannt:
1
n
IPL(Xn)− log n→ γ − 1 + Y∞
mit n→∞ gilt fast sicher und in L2. Insgesamt:
1
n
CT(Xn)− 2 log n→ H∞ + 2Y∞ + 2γ − 4.
Korollar 4.25. Mit n→∞ gilt fast sicher und in L2:
1
n
HPL(Xn)− log n→ H∞ + Y∞ + γ − 2
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Beweis. Es ist
1
n
HPL(Xn)− log n = 1
n
CT(Xn)− 2 log n−
(
1
n
IPL(Xn)− log n
)
+ 1.
Wende nun den obigen Satz an.
Bemerkung 4.26. Wir bestimmen nun E(CT(Xn)) und E(HPL(Xn)). Es ist EH∞ = 0,
also auch EVn = E(E [H∞|Fn]) = 0. Somit gilt fu¨r den erwarteten Konstruktionsaufwand:
E (CT(Xn)) = 2E(IPL(Xn))− (n− 1)− n
= 2n(H(n)− 1)− 2n+ 1
= 2nH(n)− 4n+ 1.
Fu¨r die horizontale Pfadla¨nge ergibt sich:
E (HPL(Xn)) = E (CT(Xn))− E(IPL(Xn)) + n
= nH(n)− 2n+ 1.
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5 Die Rolle der natu¨rlichen Korrespondenz
In diesem Kapitel befassen wir uns mit der Bedeutung der natu¨rlichen Korrespondenz
zwischen den bina¨ren Ba¨umen und den Ulam-Harris-Ba¨umen. Dazu erinnern wir zuna¨chst
an einige Grundbegriffe.
Definition 5.1. Ein bina¨rer Baum ist eine pra¨fixstabile endliche Teilmenge von {0, 1}∗.
Es sei Bn die Menge der bina¨ren Ba¨ume mit n Knoten und B :=
⋃∞
n=1 Bn. Bina¨re Ba¨ume
werden als Datenstruktur zur Behandlung von Suchproblemen eingesetzt. Die Daten wer-
den dabei Schritt fu¨r Schritt in die Knoten des Baumes mit Hilfe einer Zuordnung ge-
speichert, was wieder auf das Konzept bewerteter Ba¨ume fu¨hrt. Gegeben sei eine Folge
(xi)i∈N von paarweise verschiedenen Punkten xi ∈ R. Der ”binary search tree“ (BST) - Al-
gorithmus15 konstruiert dazu folgendermaßen eine Folge von bewerteten Ba¨umen (zn, ϕn),
n ∈ N:
• Fu¨r n = 1 gelte z1 = {Λ} und ϕ1(Λ) = x1, das heißt, der erste Baum besteht nur
aus dem Wurzelknoten bewertet mit x1.
• Sei (zn, ϕn) schon konstruiert. Den Baum zn+1 erha¨lt man durch Umwandlung eines
externen Knoten von zn in einen internen. Man vergleicht xn+1 nacheinander mit
dem Inhalt ϕn(u) eines Knoten u, beginnend mit dem Wurzelknoten. Bei xn+1 <
ϕn(u) geht man zu u ◦ 0 u¨ber und zu u ◦ 1 sonst. Die Prozedur wird wiederholt, bis
man einen externen Knoten v gefunden hat. Dieser wird in einen internen Knoten
umgewandelt und mit xn+1 bewertet. Man erha¨lt zn+1 = zn ∪ {v}, ϕn+1(v) = xn+1
und ϕn+1(u) = ϕn(u) fu¨r alle u ∈ zn.
Abbildung 12 veranschaulicht die Funktionsweise des BST-Algorithmus unter Verwen-
dung der Daten aus dem Abschnitt 4.1 u¨ber Ulam-Harris-Ba¨ume, siehe Abbildung 6.
Die Anwendung des BST-Algorithmus auf eine Inputfolge (ηi)i∈N unabha¨ngiger unif(0, 1)-
verteilter Zufallsvariablen liefert eine Folge zufa¨lliger bewerteter bina¨rer Ba¨ume. Ohne
Beru¨cksichtigung der Bewertungen handelt es sich dabei um eine kombinatorische Markov-
Kette mit Zustandsraum B und folgendem U¨bergangsmechanismus: Beim U¨bergang vom
Schritt n zu n + 1 wa¨hlt man einen externen Knoten zufa¨llig und gleichverteilt aus und
wandelt diesen in einen internen Knoten um. Dieser stochastische Prozess wird als BST-
Prozess bezeichnet.
Wir betrachten eine bijektive Abbildung zwischen Hn+1 und Bn , die in der Literatur
als
”
natural rotation“ oder als
”
rotation correspondence“ [19, §2.3.2] [11, S. 73] bekannt
ist. Zu einem Ulam-Harris Baum t 6= {Λ} erha¨lt man wie folgt einen bina¨ren Baum R(t):
• Die Wurzel und alle dazu inzidenten Kanten werden gelo¨scht,
• die aufeinanderfolgenden Geschwister einer Familie werden durch Kanten verbun-
den,
• die Kanten des Ulam-Harris-Baumes werden entfernt mit Ausnahme der Kanten
zwischen den Knoten und ihren ersten direkten Nachfolgern,
15Die Beschreibung des BST-Algorithmus ist aus [13, §2.2] entnommen.
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Abbildung 12: Bewertete bina¨re Ba¨ume, die als Output des BST-Algorithmus zu den
Daten 0.2, 0.42, 0.3, 0.91, 0.61, 0.85, 0.67, 0.33, 0.11, 0.64 entstehen. Die Beschriftung der
Knoten mit den Wo¨rtern aus {0, 1}∗ wurde weggelassen.
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• das Bild wird schließlich um 45◦ gedreht.
Abbildung 13 veranschaulicht diese Prozedur, die im Folgenden als natu¨rliche Korrespon-
denz bezeichnet wird, graphisch. Wir geben nun eine pra¨zise Beschreibung dazu an. Wir
definieren zuna¨chst die Abbildung R : N∗\ {Λ} → {0, 1}∗ durch R(1) := Λ und falls u 6= 1:
R(u) :=
{
R(u1 . . . uk) ◦ 0, fu¨r u = u1 . . . uk ◦ 1,
R(u1 . . . uk ◦ j) ◦ 1, fu¨r u = u1 . . . uk ◦ (j + 1), j > 0.
Durch
R(t) := {R(u) : u ∈ t, u 6= Λ}
fu¨r Ba¨ume t ∈ H, t 6= {Λ}, wird R zur Bijektion zwischen Hn+1 und Bn.
Abbildung 13: Ein Beispiel fu¨r die Durchfu¨hrung der
”
natural rotation“.
Bemerkung 5.2. Folgende Aussagen erweisen sich als nu¨tzlich:
1. Es ist R(u1 . . . uk) = 1
u1−1 0 1u2−1 0 . . . 1uk−1 wobei 10 := Λ sei.
2. Die natu¨rliche Korrespondenz ist nach Konstruktion vertra¨glich mit der Enthalten-
sein-Relation
”
⊂“: Ist s ⊂ t mit s, t ∈ H, so ist R(s) ⊂ R(t). Das folgt aus der
Tatsache R(s ∪ {u}) = R(s) ∪ {R(u)} mit einem zu s externen Knoten u, denn s
kann in #t−#s Schritten durch Hinzunahme externer Knoten zu t erga¨nzt werden.
Umgekehrt hat man R−1(y) ⊂ R−1(z) fu¨r bina¨re Ba¨ume y und z mit y ⊂ z. Dabei
ist fu¨r z ∈ B
R−1(z) :=
{
R−1(u) : u ∈ z} ∪ {Λ} .
3. Es besteht folgende Beziehung zwischen den Teilbaumgro¨ßen: Fu¨r t ∈ H, t 6= {Λ},
z = R(t) und u ∈ t gilt #t(u) = 1 + #z(R(u ◦ 1)), denn die Nachfolger von u in t
werden auf den Teilbaum vom Knoten R(u ◦ 1) in R(t) abgebildet.
Bemerkung 5.3. Sei nun (Zn)n∈N ein BST-Prozess. Dann ist (Xn)n∈N mit X1 ≡ {Λ}
und Xn = R
−1(Zn−1) fu¨r n ≥ 2 eine Harris-Kette. Dazu betrachten wir die U¨bergangs-
wahrscheinlichkeiten: fu¨r s ∈ Hn und t ∈ Hn+1, n > 1 gilt
P (Xn+1 = t|Xn = s) = P
(
R−1(Zn) = t|R−1(Zn−1) = s
)
= P (Zn = R(t)|Zn−1 = R(s)) = 1
n
wegen der oben erwa¨hnten Vertra¨glichkeit von R mit
”
⊂“. Analog la¨sst sich zeigen: Ist
(Xn)n∈N eine Harris-Kette, so ist (R(Xn+1))n∈N ein BST-Prozess.
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5.1 Natu¨rliche Korrespondenz und die Doob-Martin-Kompak-
tifizierungen
Die Beobachtung aus der Bemerkung 5.3 fu¨hrt zu der Frage, ob es einen Zusammenhang
zwischen den Doob-Martin-Kompaktifizierungen der BST- und der Harris-Kette gibt. Der
Martin-Rand ∂B des BST-Prozesses ist laut [8] die Menge der Wahrscheinlichkeitsmaße
auf {0, 1}∞, versehen mit der von den Mengen
Bu := {v ∈ {0, 1}∞ : u < v} ,
u ∈ {0, 1}∗, erzeugten σ-Algebra. Die Konvergenz einer Folge (zn)n∈N bina¨rer Ba¨ume mit
der Eigenschaft #zn →∞ gegen ein Randelement ν ∈ ∂B bedeutet
lim
n→∞
#zn(u)
#zn
= ν(Bu)
fu¨r alle u ∈ {0, 1}∗. In [13] wird gezeigt, dass die Konvergenz in der Doob-Martin-Kompak-
tifizierung der BST-Kette sich als schwache Konvergenz von Maßen auf einem geeigneten
metrischen Raum interpretieren la¨sst. Zum besseren Versta¨ndnis der Resultate aus [13]
fu¨hren wir bei der folgenden Darstellung einige Zwischenschritte aus. Auf {0, 1}∗∪{0, 1}∞
wird durch
d(u, v) :=
{
2−|u∧v| fu¨r u 6= v,
0 fu¨r u = v
eine Metrik definiert16. Diese Metrik ist sogar eine Ultrametrik, das heißt
d(u, v) ≤ max {d(u,w), d(w, v)}
fu¨r alle u, v, w ∈ {0, 1}∗∪{0, 1}∞. Auf diese Weise erha¨lt man die Endenkompaktifizierung
von {0, 1}∗, betrachtet als unendlicher Baum aus der Sicht der Graphentheorie, siehe dazu
[29, S.232-237]. Der Raum {0, 1}∗∪{0, 1}∞ ist ein kompakter separabler metrischer Raum.
Die Mengen Bu werden zu den Mengen
B¯u := {v ∈ {0, 1}∗ ∪ {0, 1}∞ : u ≤ v} ,
u ∈ {0, 1}∗, erweitert. Wegen
B¯u =
{
v ∈ {0, 1}∗ ∪ {0, 1}∞ : d(u, v) ≤ 2−|u|}
=
{
v ∈ {0, 1}∗ ∪ {0, 1}∞ : d(u, v) < 2−|u|+1}
sind diese Mengen offen und abgeschlossen. Das Mengensystem {∅} ∪ {B¯u : u ∈ {0, 1}∗}
ist ein durchschnittsstabiles Erzeugendensystem der Borel’schen σ-Algebra
B ({0, 1}∗ ∪ {0, 1}∞). Außerdem ist es eine konvergenzbestimmende Klasse: Es seien νn,
ν Wahrscheinlichkeitsmaße auf ({0, 1}∗ ∪ {0, 1}∞ ,B ({0, 1}∗ ∪ {0, 1}∞)), dann folgt aus
νn(B) → ν(B) fu¨r alle B ∈
{
B¯u : u ∈ {0, 1}∗
}
die schwache Konvergenz νn → ν. Diese
Behauptung kann wie folgt bewiesen werden. Angenommen, es gilt νn(B¯u) → ν(B¯u) fu¨r
alle u ∈ {0, 1}∗. Dann gilt auch νn({u}) → ν({u}) fu¨r alle u ∈ {0, 1}∗, denn man hat
{u} = B¯u\
(
B¯u0 ∪ B¯u1
)
. Wir betrachten das System
U := {∅} ∪ {{u} : u ∈ {0, 1}∗} ∪ {B¯u : u ∈ {0, 1}∗} .
16Wir benutzen hier eine von [13] abweichende Definition der Metrik.
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Wir zeigen nun, dass U die Bedingungen des Korollars 1 zum Satz 2.2 aus [2], siehe Anhang
A.3, erfu¨llt. Offensichtlich ist U abgeschlossen bezu¨glich endlicher Durchschnittsbildung.
Es bleibt zu zeigen: Fu¨r jedes v ∈ {0, 1}∗∪{0, 1}∞ und jedes positive ε existiert ein B ∈ U
mit v ∈ B◦ ⊂ B ⊂ S(v, ε). Dabei bezeichnet S(v, ε) die offene ε-Kugel um v.
• Fu¨r u ∈ {0, 1}∗ ist die Aussage klar. Man beachte dabei, dass S(u, ε) = {u} fu¨r
ε ≤ 2−|u| gilt.
• Sei nun u ∈ {0, 1}∞. Wa¨hle ein k ∈ N mit 2−k < ε und setze w = u1 . . . uk. Ist
v ∈ B¯w, so ist d(w, v) ≤ 2−k. Außerdem ist d(u,w) = 2−k. Nach der Ultrametrik-
Ungleichung gilt d(u, v) ≤ max {d(u,w), d(w, v)} < ε. Also ist B¯w ⊂ S(u, ε).
Damit ist der Beweis abgeschlossen. Wir stellen fest, dass U auch die Bedingungen des
Satzes 2.2 aus [2] erfu¨llt. Das bedeutet, dass jede offene Menge eine endliche oder abza¨hl-
bare Vereinigung der Mengen aus U ist. Das Mengensystem U ist eine abza¨hlbare Basis
der Topologie des metrischen Raumes ({0, 1}∗ ∪ {0, 1}∞ , d).
Schließlich lassen sich Ba¨ume z ∈ B als Gleichverteilungen auf der Knotenmenge z inter-
pretieren , wobei ({0, 1}∗ ∪ {0, 1}∞ ,B ({0, 1}∗ ∪ {0, 1}∞)) der zugrundeliegende Messraum
ist. Formal setzt man dabei unif(z)(B¯u) :=
#z(u)
#z
fu¨r alle u ∈ {0, 1}∗. Einem Maß ν aus
dem Martin-Rand kann durch die Festlegung
ν˜
(
B¯u
)
:= ν
({0, 1}∞ ∩ B¯u) , u ∈ {0, 1}∗ ,
ein Maß ν˜ auf ({0, 1}∗ ∪ {0, 1}∞ ,B ({0, 1}∗ ∪ {0, 1}∞)) eindeutig zugeordnet werden, da
{0, 1}∞ ∩ B¯u = Bu fu¨r alle u ∈ {0, 1}∗ gilt. Ein solches Maß erfu¨llt die Bedingung
ν˜ ({0, 1}∗) = 0. Insgesamt folgt aus der Konvergenz in der Doob-Martin-Kompaktifi-
zierung die schwache Konvergenz der zugeho¨rigen Wahrscheinlichkeitsmaße. Es ist aber
zu beachten, dass es Maße gibt, die kein Urbild in der Doob-Martin-Kompaktifizierung
haben, wie beispielsweise Gleichverteilungen auf endlichen nicht pra¨fixstabilen Mengen.
Es wurde also eine stetige und injektive Abbildung
ι : B ∪ ∂B→M ({0, 1}∗ ∪ {0, 1}∞)
konstruiert, wobei M({0, 1}∗ ∪ {0, 1}∞) die Menge der Wahrscheinlichkeitsmaße auf
({0, 1}∗ ∪ {0, 1}∞ , B ({0, 1}∗ ∪ {0, 1}∞)) bezeichne. Da B∪ ∂B kompakt und M({0, 1}∗ ∪
{0, 1}∞) versehen mit der schwachen Topologie Hausdorff’sch ist, folgt, dass die Umkehr-
abbildung ι−1 : ι(B ∪ ∂B) → B ∪ ∂B stetig ist, siehe Satz A.2 im Anhang. Somit ist die
Doob-Martin-Kompaktifizierung homo¨omorph zu Mr({0, 1}∗ ∪ {0, 1}∞) := ι(B∪ ∂B) mit
der Unterraumtopologie.
Wir erinnern an den Abschnitt 4.3: Der Martin-Rand ∂H der Harris-Kette ist die Menge
der Wahrscheinlichkeitsmaße auf
(
N∞ unionsq⊔∞k=0 (Nk × {}∞) , A) , mit der von den Mengen
Au :=
{
v ∈ N∞ unionsq
∞⊔
k=0
(
Nk × {}∞) : u < v} ,
u ∈ N∗, erzeugten σ-Algebra A. Ferner konvergiert eine Folge (tn)n∈N aus H genau dann
gegen ein µ ∈ ∂H, wenn #tn → ∞ und limn→∞ #tn(u)#tn = µ(Au) fu¨r alle u ∈ N∗ gilt.
Die Doob-Martin-Kompaktifizierung ist bekanntlich bis auf Homo¨omorphie festgelegt.
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Die obige Vorgehensweise motiviert die Suche nach einem geeigneten Repra¨sentanten.
Es ist dabei zu beachten, dass N∗, betrachtet als unendlicher Baum, nicht lokal endlich
ist: Jeder Knoten besitzt unendlich viele Nachbarn. Als erstes setzen wir die Abbildung
R : N∗\ {Λ} → {0, 1}∗ auf N̂∗\ {Λ} fort, wobei wir die abku¨rzende Schreibweise N̂∗ :=
N∗ unionsqN∞ unionsq⊔∞k=0 (Nk × {}∞) verwenden. Fu¨r Punkte von der Form u∞, u ∈ N∗, setzen
wir R(u∞) = R(u) ◦ 111 . . ., fu¨r u ∈ N∞ definieren wir R(u1u2 . . .) = 1u1−1 0 1u2−1 0 . . .,
vergleiche Bemerkung 5.2. Dann definieren wir durch
d′(u, v) := d (R(u), R(v))
fu¨r u, v ∈ N̂∗\ {Λ} mit d wie oben eine Metrik. Sie hat folgende Eigenschaften. Ist u ≤ v,
u ∈ N∗\ {Λ}, v ∈ (N∗\ {Λ}) unionsq N∞, dann ist d′(u, v) = 2−(|u|1−1). Sind die Knoten von der
Form u ◦ i ◦ v, u ◦ j ◦ w mit u ∈ N∗, i, j ∈ N, i 6= j und v, w ∈ N̂∗, dann ist
d′(u ◦ i ◦ v, u ◦ j ◦ w) = 2−(|u|1−1)−min{i,j}.
Dadurch wird die Abbildung R zu einer Isometrie. Die betrachteten Ra¨ume
(
N̂∗\ {Λ} , d′
)
und ({0, 1}∗ ∪ {0, 1}∞ , d) haben also die gleichen topologischen Eigenschaften, insbeson-
dere sind beide kompakt und separabel. Wir erweitern die Mengen Au zu
A¯u :=
{
v ∈ N̂∗ : u ≤ v
}
,
u ∈ N∗, und betrachten das Mengensystem
D := {Du : u ∈ N∗\ {Λ}} mit Du := A¯u¯\
{u¯} ∪ ε(u)−1⋃
k=1
A¯u◦k
 .
Die offenen ε-Kugeln sind entweder Einpunktmengen oder Mengen aus D, sie bilden eine
abza¨hlbare Basis der Topologie des metrischen Raumes
(
N̂∗\ {Λ} , d′
)
. Die Hinzunahme
des Punktes Λ, sodass {Λ} offen ist, a¨ndert die interessierenden topologischen Eigenschaf-
ten nicht. Die Borel’sche σ-Algebra B(N̂∗) wird also von U1 := {∅} ∪ {{u} : u ∈ N∗} ∪ D
erzeugt. Ein anderes durchschnittsstabiles Erzeugendensystem ist
U2 := {∅} ∪ {{u} : u ∈ N∗} ∪
{
A¯u : u ∈ N∗
}
.
Es bleibt zu zeigen, dass U2 eine konvergenzbestimmende Klasse ist.
Lemma 5.4. Es seien µn, µ Wahrscheinlichkeitsmaße auf
(
N̂∗,B(N̂∗)
)
. Gilt µn(A) →
µ(A) fu¨r alle A ∈ U2, so konvergiert µn gegen µ schwach.
Beweis. Gilt µn(A) → µ(A) fu¨r alle A ∈ U2, so gilt wegen der Definition von D auch
µn(A)→ µ(A) fu¨r alle A ∈ U1. Das Mengensystem U1 erfu¨llt die Bedingungen des Satzes
2.2 aus [2], siehe Satz A.4.
Wie in der Situation bina¨rer Ba¨ume werden Ulam-Harris-Ba¨ume als Gleichverteilun-
gen auf ihrer Knotenmenge interpretiert. Einem Randelement µ wird ein Maß µ˜ auf(
N̂∗,B(N̂∗)
)
wie folgt zugeordnet: man setzt µ˜ ({u}) := 0 fu¨r u ∈ N∗ und
µ˜ (A) := µ
(
A ∩
(
N∞ unionsq
∞⊔
k=0
(
Nk × {}∞)))
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fu¨r A ∈ {A¯u : u ∈ N∗}. Aus der Konvergenz in Doob-Martin-Kompaktifizierung der
Harris-Kette folgt also auch die schwache Konvergenz der zugeho¨rigen Wahrscheinlich-
keitsmaße. Erneut ist es zu beachten, dass es Maße gibt, die keinen Urbild in der Doob-
Martin-Kompaktifizierung haben. Wie oben erha¨lt man, dass die Doob-Martin-Kompak-
tifizierung homo¨omorph ist zu der Menge Mr
(
N̂∗
)
der zula¨ssigen Maße auf
(
N̂∗,B(N̂∗)
)
mit der Unterraumtopologie.
Da nun geeignete Repra¨sentanten der Doob-Martin-Kompaktifizierungen gefunden sind,
ko¨nnen wir die natu¨rliche Korrespondenz auf den Martin-Rand fortsetzen. Wir definieren
eine Abbildung Ψ : Mr({0, 1}∗ ∪ {0, 1}∞) → Mr
(
N̂∗
)
, ν 7→ Ψ(ν) folgendermaßen: Ist
ν = unif(z) fu¨r ein z ∈ B, so setzen wir Ψ(ν) := unif (R−1(z)). Fu¨r Elemente ν aus dem
Martin-Rand der BST-Kette sei
Ψ(ν)
(
A¯u
)
:= ν
(
B¯R(u◦1)
)
, u ∈ N∗
Satz 5.5. Die Abbildung Ψ ist ein Homo¨omorphismus zwischen Mr({0, 1}∗∪{0, 1}∞) und
Mr
(
N̂∗
)
\ {unif ({Λ})}.
Beweis. Angenommen es gilt νn → ν schwach, wobei νn = unif (zn) und (zn)n∈N eine
Folge bina¨rer Ba¨ume ist. Ist ν = unif (z) fu¨r ein z ∈ B, so gilt zn = z fu¨r alle bis auf
endlich viele n. Daraus folgt Ψ(νn)→ Ψ(ν) schwach.
Sei nun ν ein Element aus dem Martin-Rand der BST-Kette, das heißt ν({u}) = 0 und
νn(B¯u)→ ν(B¯u) fu¨r alle u ∈ {0, 1}∗. Außerdem gilt in diesem Fall #zn →∞ mit n→∞.
Mit Aussage 3 aus der Bemerkung 5.2 folgt:
Ψ(ν)
(
A¯u
)
= ν
(
B¯R(u◦1)
)
= lim
n→∞
νn
(
B¯R(u◦1)
)
= lim
n→∞
#zn(R(u ◦ 1))
#zn
= lim
n→∞
1 + #zn(R(u ◦ 1))
1 + #zn
= lim
n→∞
#R−1(zn)(u)
#R−1(zn)
= lim
n→∞
unif
(
R−1 (zn)
) (
A¯u
)
fu¨r alle u ∈ N∗. Das bedeutet aber die Konvergenz von Ψ(νn) = unif (R−1(zn)) gegen
Ψ(ν) in der Doob-Martin-Kompaktifizierung der Harris-Kette.
Sei wieder (Zn)n∈N ein BST-Prozess und Z∞ der fast sichere Grenzwert. Dann gilt Ψ(Zn)→
Ψ(Z∞) mit n → ∞ fast sicher in der Doob-Martin-Kompaktifizierung der Harris-Kette.
Auf diese Weise kann die Austrittsverteilung der Harris-Kette also auch mit Hilfe der
Austrittsverteilung der BST-Kette bestimmt werden.
Bemerkung 5.6. Wir sind von einer aus [8] bekannten Beschreibung der Doob-Martin-
Kompaktifizierung H ∪ ∂H der Harris-Kette ausgegangen. Wa¨re diese nicht bekannt, so
ko¨nnte man einen Repra¨sentanten von ∂H mit dem folgenden Ansatz bestimmen: Die
natu¨rliche Korrespondenz R ist als Funktion von (N∗\ {Λ} , d′) nach ({0, 1}∗ , d) eine
Isometrie. Nach Satz A.3 la¨sst sie sich zu einer Isometrie zwischen den jeweiligen Ver-
vollsta¨ndigungen fortsetzen. Man betrachte nun fu¨r zula¨ssige Maße µ ∈ Mr({0, 1}∗ ∪
{0, 1}∞) die Bildmaße bezu¨glich der Umkehrabbildung der Fortsetzung von R und nutze
das Continuous Mapping Theorem, siehe beispielsweise [18, Satz 13.25]. Die Sonderrolle
von Λ sto¨rt dabei nicht.
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5.2 Natu¨rliche Korrespondenz und der algorithmische Hinter-
grund
Sowohl zufa¨llige bina¨re Ba¨ume als auch zufa¨llige Harris-Ba¨ume ko¨nnen algorithmisch
aus einer Folge (ηn)n∈N unabha¨ngiger, auf dem Einheitsintervall gleichverteilter Zufalls-
variablen erzeugt werden. Was passiert, wenn die entsprechenden Algorithmen auf die-
selbe Inputfolge angewendet werden? Eine graphische Darstellung des Outputs zu 10
Beobachtungsdaten findet man in den Abbildungen 6 und 12. Um diese Frage zu beant-
worten, fu¨hren wir zu einem bina¨ren Baum z wie folgt die
”
gespiegelte Version“ S(z)
ein. Zuna¨chst setzen wir S(Λ) = Λ und S(u) = (1 − u1) ◦ (1 − u2) ◦ . . . ◦ (1 − un)
fu¨r ein u = u1u2 . . . un ∈ {0, 1}∗, u 6= Λ (bitweise Invertierung). Dann definieren wir
S(z) := {S(u) : u ∈ z}, siehe Abbildung 14.
Abbildung 14: Ein bina¨rer Baum und seine
”
gespiegelte Version“.
Satz 5.7. Sei (xi)i∈N eine Folge paarweise verschiedener Punkte xi ∈ [0, 1] und (ti, ϕi)i∈N
die zugeho¨rige Folge bewerteter Ulam-Harris-Ba¨ume. Sei (zi, γi)i∈N die aus (xi)i∈N durch
den BST-Algorithmus konstruierte Folge bewerteter bina¨rer Ba¨ume. Dann gilt fu¨r n ≥ 2:
S (R (tn)) = zn−1.
Beweis. Wir zeigen die Aussage per Induktion. Es ist t2 = {Λ, 1}, ϕ2(Λ) = 0, ϕ2(1) = x1
und z1 = {Λ}, γ1(Λ) = x1. Ist x2 < x1 so gilt t3 = {Λ, 1, 2}, ϕ3(2) = x2 und z1 = {Λ, 0},
γ2(0) = x2. Anderenfalls hat man t3 = {Λ, 1, 11}, ϕ3(11) = x2 und z1 = {Λ, 1},
γ2(1) = x2. Die Behauptung gilt also fu¨r n = 2 und n = 3.
Beim Induktionsschritt n zu n+1 hat man tn+1 = tn∪{u}mit einem zu tn externen Knoten
u ∈ N∗ und zn = zn−1 ∪ {v} mit einem zu zn−1 externen Knoten v ∈ {0, 1}∗. Die Knoten
u und v erhalten die Bewertung xn. Nach Induktionsvoraussetzung gilt S (R (tn)) = zn−1.
Es bleibt zu zeigen: S (R (u)) = v. Es existiert ein k mit 1 ≤ k ≤ n − 1, sodass xk
die Bewertung von u¯ ist. Es seien 0 =: x(0) < x(1) < . . . < x(k−1) < x(k) := 1 er-
weiterte Ordnungsstatistiken zu x1, . . . , xk−1 und sei j so, dass x(j) < xk < x(j+1) gilt.
Nach Konstruktion geho¨ren zum Teilbaum von u¯ in tn+1 Knoten mit Bewertungen im In-
tervall
(
xk, x(j+1)
)
, siehe Beweis zum Satz 4.8. Nach Induktionsvoraussetzung existiert
ein mit xk bewerteter Knoten w in zn−1 mit S (R (u¯)) = w. Zum Teilbaum von w
in zn geho¨ren Knoten mit Bewertungen im Intervall
(
x(j), x(j+1)
)
. Insbesondere entha¨lt
der rechte Teilbaum von w Knoten mit Bewertungen in
(
xk, x(j+1)
)
. Ist ε(u) = 1, so
ist xn der erste absteigende Rekord der Folge (xi)i∈N im Intervall
(
xk, x(j+1)
)
. Also ist
v = w ◦ 1 = S (R (u)). Ist ε(u) = l mit l > 1, so ist xn der l-te absteigende Rekord. In
diesem Fall ist v = w ◦ 1 ◦ 0l−1 = S (R (u)).
Sei nun (Zn)n∈N eine mit dem BST-Algorithmus aus (ηn)n∈N erzeugte Folge bina¨rer Ba¨ume
und sei Z∞ die aus Satz 1 in [13] bekannte Darstellung des fast sicheren Grenzwertes.
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Sei (Xn)n∈N die aus (ηn)n∈N erzeugte Folge der Harris-Ba¨ume und X∞ wie im Satz 4.8.
Unter diesen Voraussetzungen gilt: S(R(Xn)) = Zn−1 fu¨r n ≥ 2. Folglich ist X∞(Au) =
Z∞(BS(R(u◦1))), u ∈ N∗.
5.3 Natu¨rliche Korrespondenz und Baumfunktionale
Die natu¨rliche Korrespondenz ist auch bei der Betrachtung der internen und der ho-
rizontalen Pfadla¨nge hilfreich. Wir definieren eine neue Abbildung T : H → H durch
T ({Λ}) := {Λ} und T (t) := R−1 (S (R (t))) fu¨r t 6= {Λ}, siehe Beispiel in Abbildung 15.
Abbildung 15: Die Abbildung T angewendet auf einen Ulam-Harris-Baum t mit 10 Kno-
ten. Es gilt IPL(t) = 16, IPL(T (t)) = 19 und HPL(T (t)) = 7 = IPL(t)− (#t− 1).
Bemerkung 5.8. Folgende Aussagen zum Verhalten der interessierenden Baumfunktio-
nale unter den oben eingefu¨hrten Abbildungen erweisen sich als nu¨tzlich:
1. Die Spiegelung S a¨ndert die interne Pfadla¨nge bei bina¨ren Ba¨umen z nicht:
IPL(z) = IPL(S(z)).
2. Fu¨r ein u ∈ {0, 1}∗ gilt |u| = |u|1 + |S(u)|1, mit anderen Worten setzt sich die Tiefe
eines Knotens im bina¨ren Baum aus der Anzahl der Schritte nach links und nach
rechts zusammen. Da die interne Pfadla¨nge die Summe der Tiefen interner Knoten
ist, folgt daraus fu¨r bina¨re Ba¨ume z
IPL(z) =
∑
u∈z
|u|1 +
∑
u∈S(z)
|u|1 .
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3. Fu¨r t ∈ H gilt
IPL(t) = IPL (R(t)) + (#t− 1)−
∑
u∈R(t)
|u|1 ,
denn ein u ∈ N∗\ {Λ} wird nach Konstruktion auf ein v ∈ {0, 1}∗ mit v = R(u)
abgebildet, sodass |u| = 1 + |v| − |v|1 gilt.
4. Außerdem gilt fu¨r t ∈ H∑
u∈t
|u|1 = IPL (R(t)) + (#t− 1),
denn fu¨r u ∈ N∗ hat man |u|1 = |R(u)|1 + 1, wieder nach Konstruktion.
Satz 5.9. Sei (Xn)n∈N eine Harris-Kette. Dann gilt
L (HPL(Xn)) = L (IPL(Xn)− (n− 1)) .
Beweis. Zuna¨chst stellen wir fest, dass mit (Xn)n∈N auch (T (Xn))n∈N eine Harris-Kette
ist: Wie bereits in der Bemerkung 5.3 erwa¨hnt, ist in dieser Situation (R(Xn+1))n∈N
ein BST-Prozess. Offensichtlich ist die Verteilung eines BST-Prozesses invariant unter
der Spiegelung S, also ist auch (S (R (Xn+1)))n∈N ein BST-Prozess. Schließlich folgt die-
se erste Hilfsaussage wieder mit der Bemerkung 5.3 aus T (X1) ≡ {Λ} und T (Xn) =
R−1 (S (R (Xn))) fu¨r n ≥ 2. Es bleibt zu zeigen:
HPL(T (t)) = IPL(t)− (#t− 1)
fu¨r t ∈ H. Nach der Definition der horizontalen Pfadla¨nge eines Baumes t ∈ H folgt mit
den Hilfsaussagen 3 und 4 aus der Bemerkung 5.8:
HPL(t) =
∑
u∈t
|u|1 − IPL(t)
= IPL (R(t)) + (#t− 1)− IPL (R(t))− (#t− 1)−
∑
u∈R(t)
|u|1
=
∑
u∈R(t)
|u|1 .
Mit den Hilfsaussagen 2 und 3 aus der Bemerkung 5.8 folgt daraus die zweite Behauptung:
HPL(T (t)) = HPL
(
R−1 (S (R (t)))
)
=
∑
u∈S(R(t))
|u|1
=
∑
u∈S(R(t))
|u|1 +
∑
u∈R(t)
|u|1 + (#t− 1)−
∑
u∈R(t)
|u|1 − (#t− 1)
= IPL(R(t)) + (#t− 1)−
∑
u∈R(t)
|u|1 − (#t− 1)
= IPL(t)− (#t− 1).
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Anhang
A.1 Wo¨rter und Alphabete
Der folgende Formalismus ist aus den Lehrbu¨chern zur Theoretischen Informatik u¨ber-
nommen, unter anderem [14] und [7]. Unter einem Alphabet Σ versteht man u¨blicher-
weise eine endliche, nicht-leere Menge. Wir lassen zusa¨tzlich abza¨hlbar unendliche Al-
phabete zu. Die Elemente eines Alphabets nennt man Symbole oder Buchstaben. Ein
Wort ist eine endliche, mo¨glicherweise leere, Folge von Buchstaben aus Σ. Fu¨r ein Wort
w = (w1, w2, . . . , wn) verwenden wir die Kurzschreibweise w = w1w2 . . . wn. Σ
∗ bezeichnet
die Menge aller Wo¨rter u¨ber dem Alphabet Σ, einschließlich des leeren Wortes Λ. Die
La¨nge |w| eines Wortes w ist die Anzahl der Buchstaben in w. Das leere Wort hat die
La¨nge 0. Fu¨r ein Wort w = w1 . . . wn ist der Rumpf von w definiert als
w¯ :=
{
w1 . . . wn−1, falls n > 0,
Λ, falls n = 0,
und der letzte Buchstabe von w ist gegeben durch
ε(w) :=
{
wn, falls n > 0,
Λ, falls w = Λ.
Die Verkettungsoperation fu¨r Wo¨rter (Konkatenation) bezeichnen wir wie u¨blich mit
”
◦“:
v ◦ w = v1 . . . vk ◦ w1 . . . wl := v1 . . . vkw1 . . . wl.
Fu¨r v ◦ w schreibt man auch vw. Wir verwenden die Notation
wn = ww . . . w︸ ︷︷ ︸
n−mal
, w ∈ Σ∗, n ∈ N
und w0 = Λ. Ein Wort v nennt man ein Pra¨fix von w und schreibt v ≤ w genau dann,
wenn v ◦ u = w fu¨r ein u ∈ Σ∗ gilt. Ist zusa¨tzlich v 6= w, so ist v ein echtes Pra¨fix von w,
in Zeichen v < w. Eine Wortmenge L ⊂ Σ∗ heißt pra¨fixstabil, falls mit w ∈ L auch jedes
v mit v ≤ w ein Element von L ist.
A.2 Erga¨nzungen aus der Topologie
Folgende Definitionen, Aussagen und die zugeho¨rigen Beweise finden sich in [15] und [25].
Sei (X,O) ein topologischer Raum und A ⊂ X. Die Menge aller inneren Punkte von A
wird mit A◦ bezeichnet, A¯ ist die Bezeichnung fu¨r den Abschluss von A. Man sagt A liegt
dicht in X, falls A¯ = X gilt. Im Folgenden heben wir einige besondere Topologien hervor:
• Fu¨r eine beliebige Menge X definiert die Potenzmenge von X eine Topologie auf X,
genannt diskrete Topologie.
• Ist X0 ⊂ X, so heißt OX0 := {U ∩X0 : U ∈ O} Unterraumtopologie oder Spurto-
pologie, (X0,OX0) heißt Unterraum von X.
• Sei (X, d) ein metrischer Raum. Die Menge S(x, ε) := {y ∈ X : d(x, y) < ε} heißt
offene ε-Kugel um x. Die Topologie eines metrischen Raumes besteht aus Vereini-
gungsmengen von offenen Kugeln. Ein topologischer Raum X heißt metrisierbar,
wenn es auf X eine Metrik gibt, die die Topologie von X induziert.
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Seien X und Y topologische Ra¨ume.
• Eine bijektive Abbildung f : X → Y heißt Homo¨omorphismus, wenn f und f−1
stetig sind. Die Ra¨ume X und Y heißen dann homo¨omorph.
• X heißt ein Hausdorff-Raum, wenn je zwei verschiedene Punkte aus X disjunkte
Umgebungen besitzen. Jeder metrisierbare Raum ist Hausdorff’sch.
• X heißt separabel, falls er eine abza¨hlbare dichte Teilmenge entha¨lt. Die Existenz
einer abza¨hlbaren Basis der Topologie impliziert die Separabilita¨t. Dabei ist eine
Teilmenge U ⊂ O Basis der Topologie, wenn jede offene Menge von (X,O) Vereini-
gung von Mengen aus U ist.
• X heißt kompakt, falls jede offene U¨berdeckung eine endliche Teilu¨berdeckung be-
sitzt: ⋃
i∈I
Ui = X,Ui offen in X ⇒ ∃ I ′ ⊂ I : |I ′| <∞,
⋃
i∈I′
Ui = X.
Eine Teilmenge A ⊂ X heißt kompakt, wenn der Unterraum A kompakt ist.
Ein Hausdorff-Raum X heißt folgenkompakt, wenn jede Folge von Punkten aus X eine
konvergente Teilfolge besitzt. In einem metrischen Raum stimmen die Begriffe kompakt
und folgenkompakt u¨berein. Stetige Bilder kompakter Ra¨ume sind kompakt:
Satz A.1 ([25, Satz 8.10]). Ist X kompakt und f : X → Y stetig, dann ist f(X) kompakt.
Folgende Aussage folgt direkt aus [25, Satz 8.11]:
Satz A.2. Sei Y Hausdorff’sch, D ⊂ X kompakt, f : D → Y stetig und injektiv. Dann
ist die Umkehrfunktion f−1 : f(D)→ X stetig.
Ein metrischer Raum heißt vollsta¨ndig, wenn jede Cauchy-Folge konvergiert. Jeder me-
trische Raum (X, d) la¨sst sich dicht in einen vollsta¨ndigen metrischen Raum (X̂, d̂) ein-
betten. Fu¨r weitere Details zur Vervollsta¨ndigung metrischer Ra¨ume siehe [15, Kapitel 4].
Der nachfolgende Satz ist aus [15, S.68] entnommen:
Satz A.3. Seien (X, d) und (Y, d′) metrische Ra¨ume und f : X → Y eine gleichma¨ßig
stetige Abbildung. Sind dann (X̂, d̂) und (Ŷ , d̂′) Vervollsta¨ndigungen von (X, d) und (Y, d′),
so gibt es genau eine Fortsetzung von f zu einer stetigen Abbildung f : X̂ → Ŷ .
A.3 Schwache Konvergenz
Sei X ein metrischer Raum und B die von den offenen Mengen erzeugte σ-Algebra. Wir
bezeichnen mit Cb(X) den Raum der stetigen und beschra¨nkten Funktionen f : X → R.
Seien µn, µ Wahrscheinlichkeitsmaße auf (X,B). Man sagt, dass µn schwach gegen µ
konvergiert, falls ∫
f dµn →
∫
f dµ fu¨r jedes f ∈ Cb(X)
gilt. Ist X separabel, so kann man zeigen, dass die Topologie der schwachen Konvergenz
von einer Metrik induziert ist [18, S.252]. Folgende Aussagen und die zugeho¨rigen Beweise
findet man in [2].
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Satz A.4 ([2, Satz 2.2]). Sei U ⊂ B, sodass
1. U abgeschlossen bezu¨glich endlicher Durchschnittsbildung ist und
2. jede offene Menge aus X eine endliche oder abza¨hlbare Vereinigung der Mengen aus
U ist.
Gilt µn (A)→ µ (A) fu¨r jedes A ∈ U , dann folgt µn → µ schwach.
Korollar A.5. Sei U ⊂ B, sodass
1. U abgeschlossen bezu¨glich endlicher Durchschnittsbildung ist und
2. fu¨r jedes x ∈ X und jedes ε > 0 ein A ∈ U mit x ∈ A◦ ⊂ A ⊂ S(x, ε) existiert.
Ist X separabel und gilt µn (A)→ µ (A) fu¨r jedes A ∈ U , dann folgt µn → µ schwach.
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