Abstract-This article presents a method for generating semi-synthetic images of old documents where the pages might be torn (not flat). By using only 2D deformation models, most existing methods give non-realistic synthetic document images. Thus, we propose to use 3D approach for reproducing geometric distortions in real documents. First, a new proposed texture coordinate generation technique extracts texture coordinates of each vertex in the document shape (mesh) resulting from 3D scanning of a real degraded document. Then, any 2D document image can be overlayed on the mesh by using an existing texture image mapping method. As a result, many complex real geometric distortions can be integrated in generated synthetic images. These images then can be used for enriching training sets or for performance evaluation. The degradation method here is jointly used with the character degradation model we proposed in [1] to generate the 6000 semi-synthetic degraded images of the music score removal staff line competition of ICDAR 2013
I. INTRODUCTION
The performance of document analysis and recognition methods depends on the size and the quality of the training data, no matter whether the data is obtained from real life or synthesized [2] . Using synthetic data (in addition to real life data) has some advantages: rapid generation process, low cost and high accuracy in the ground-truth. Therefore, degradation models in general and geometric distortion models in particular are widely used to generate synthetic images. These images are then used to evaluate or compare the robustness of various document analysis methods (i.e. for symbol recognition & spotting system evaluation in [3] , handwriting recognition algorithm in [4] , segmentation, restoration. . . ) and to enrich the training database in order to improve the system performance [5] .
There are three main approaches to degrade an image document: adding noise on an entire or a part of document, degrading characters, and distorting the shape of documents. The noise models are early and widely used to test the robustness of different document image analysis methods towards noise. The noise has both global and local effects. In [6] , the document degradation model which simulates 1 http://www.cvc.uab.es/cvcmuscima/competition2013/index.htm four types of classic noises (Gaussian noise, high frequency noise, hard pencil noise and motion blur noise) is proposed by Zhai et al. This model is used for assessing the robustness of their line detection algorithm. The noise resulting from the physics of the image acquisition process is modelled and used to evaluate the performance, as the perturbation model of Loce et al [7] . In addition, the effects of ten parameter model for character degradation are studied by Baird [8] . He also described the most frequently observed degradations and their causes in [2] . Based on his work, a degradation model and a method for estimating its parameters have been proposed in [9] for improving OCR. Kanungo et al [10] proposed a popular nonlinear local document deformation model mimicking additive noise due to the scanning process. This model adds "salt and pepper" noise, i.e. flipping pixels from background to foreground and vice versa, in the neighbourhood of the characters. However, most of these models only work with binary images. Therefore, several authors simulate most common grayscale defects due to the age of the document itself and the printing/writing process for performance evaluation works. For example, in [11] , the bleed-through deformation model is presented. This model is used to compare the robustness of two OCR algorithms when the bleed-through intensity increases. We also proposed a grayscale character degradation model in [1] which simulates most common defects in ancient documents such as ink splotches, white specks or streaks.
The geometric distortions also impact on the system's performance. The causes of these defects are numerous, for example, the thick and bound document, the incorrect position of camera or document. . . . In [10] , Kanungo also presented a perspective distortion model. He considered the physical deformed form of thick and bound documents near the spine as a circular arc segment. This model takes into account the defects of the illumination and optical distortion process as well. Jian Liang et al [12] generalized the model by using the reverse mapping process in which the thick and bound documents are modelled as the developable surfaces. These surfaces are approximately divided into a group of planar quadrilaterals to simplify the reverse mapping process. The authors then used synthetic images to evaluate the robustness of their geometric rectification algorithm. Almost all of the geometric distortion models use simple geometric transformation functions and approximate calculations to deal with complex shapes that lead to non-realistic results. Indeed, it is difficult to generate synthetically many geometric distortions observed in real documents (e.g. dents, small folds, torns in Fig. 1 ) by using geometric transformation functions because they follow no mathematical rules. However, since the ultimate goal of all
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Convexo-concave Dent Fold Skew Torn Figure 1 . Geometric distortions in real document images algorithms is to handle with the real data, we really need to generate these distortions for evaluation works. Thus, we propose a method based on the texture mapping. By using this method, we can take advantage of effectively simulating real-life of 3D texture mapping technique to reproduce real defects. The method has three steps as mentioned in This paper is organized as follows: in Section II, the proposed method is described. Experimental results for visual validation are given in Section III. Conclusions and future works are provided in Section IV.
II. PROPOSED METHOD A. Real degraded document 3D scan process
Hardware. The Kréon Aquilon laser 3D scanner (scan rate up to 1.2 million points per second and the accuracy for distances up to 60μm) is employed to create a polygon mesh that represents the real document shape (see Fig. 3 ). The result mesh M is a collection of vertices, edges, and triangles. Every vertex of the mesh will be mapped to a point in the plane in the next step. 
B. Texture coordinate generation
The texture coordinate generation process maps every point in the curved surface to the plane. In the field of computer graphics, it generally involves many tasks to deal with high quality images (i.e. segmentation, optimization). In mathematics, a curved surface can be firstly divided into planar strips (i.e quadrilaterals, triangles). And then, each strip is mapped to the plane by solving the reverse mapping equation as described in [12] . These processes, nevertheless, take a lot of time when the sampling result needs to be smooth. The other method presented in [13] projects directly each single triangle in the surface onto texture coordinates without considering the distance relation of vertices, which may lead to errors (e.g. stretching or a triangle with the acute angle less than 5 degrees becomes straight). Thus, we propose a technique that takes into account the distance between vertices by unfolding directly a 3D line into the texture coordinates.
In our approach, the mesh of previous step is transformed to the position in which the fore-edge or the spine of document shape is parallel to the plane Oyz before 3D lines are defined. Let P y be a plane containing at least one vertex v i provided that P y ⊥ Oy (see Fig. 4 ). Let y be the ycoordinate of the vertex v i . The plane P y intersects the mesh M in a 3D line L y = {S 1 , S 2 , . . . , S k } where S k is an intersection point of P y with an edge e l . Because P y ⊥ Oy, all the points S k have the same y-coordinate. For example, in Fig. 5 , the intersection of the plane P 300 and the mesh M is the 3D line L 300 = {S 1 , S 2 , S 3 , S 4 , S 5 , S 6 , S 7 , S 8 , S 9 } in which S 6 , S 8 are two vertices and its y-coordinate is 300. In the next step, the intersection points in the 3D line will be mapped with points in the texture coordinates (u, v).
The 3D line L y can be then unfolded by projecting it onto the texture coordinates (u,v) on condition that the distance of two adjacent points is conserved. So, let L y be the projected line in the texture coordinates and {S 1 , S 2 , . . . , S k } be the corresponding projected points. As a result, the coordinates S k (u, v) are the texture coordinates of the vertex S k . In our example, the line L 300 = {S 1 , S 2 , S 3 , S 4 , S 5 , S 6 , S 7 , S 8 , S 9 } is the projection of the line L 300 provided that S 1 S 2 = S 1 S 2 , S 2 S 3 = S 2 S 3 , . . . , S 8 S 9 = S 8 S 9 (see Fig. 6 ). We keep only the texture coordinates of vertices. In the example, S 6 and S 8 are saved for the next step. The plane P y slides from the first vertex to the last vertex of the mesh M until all the texture coordinates of the vertices are calculated. These coordinates are normalized for fitting with the image input in the texture image mapping step.
C. Texture image mapping
Once the mesh has been unfolded, any 2D document image can be overlayed on the mesh by using the texture mapping technique already supported in the library OpenGL. As a consequence of the previous step, the triangles in the mesh have one by one correspondences in the texture coordinates. Generally, in order to pack a document image on the mesh, we put the image on the texture coordinates as a mask (see Fig. 7 ). Then, we consider each triangle in the texture coordinates. The image pixels inside of that triangle are used to fit in the mesh. For the unfilled pixels, we need an interpolation procedure. The bi-linear interpolation is used Figure 6 . Projection of the 3D line L 300 onto the texture coordinates in this case. Thanks to the texture mapping technique and Phong reflection model [14] , we can calculate exactly where a pixel of the input image is mapped to the output, and we can estimate the grey-level value of this pixel. 
III. EXPERIMENTAL RESULTS
The real document 3D scan process takes a long time because of scan operations and document collection steps (i.e. finding books, selecting representative pages, installing pages on the scanner. . . ). At the first time, we have considered 20 books among which we selected and scanned four pages that contain almost all of geometric defects. Therefore, we have four meshes (four document shapes) to assess the effectiveness of our approach. First, preliminary visual validation results are given to illustrate the presence of distortions in semi-synthetic generated images. And then, a set of 6000 images is provided as a database for benchmarking in the context of ICDAR 2013 contests.
A. Preliminary visual validation result
Synthetic grayscale images from our database DIGIDOC are used to pack on scanned meshes. The observed defects in the real documents are reproduced. In Fig. 8 , the generated documents illustrate the presence of convexo-concaves, folds, torns. These defects appear frequently in the real document image because of the ageing process and the physical impact of the utilization of the documents.
In Fig. 9 , both the original mesh and the semi-synthetic degraded image of a right page are given. We can see clearly illumination defects due to the convexo-concave defects, one side being darker and the other one brighter (see the bottomleft images in Fig. 9 ). The effect of light makes the synthetic images more realistic. Besides, the dents may appear in the ancient documents (e.g. when the wood-character stamps have strongly been pressed on the sheet of paper). Fig. 10 provides a visual comparison of the proposed model with the global distortion model of Kanungo [10] (see the left image of Fig. 10 ). Only the region near the document spine is distorted in Kanungo's model. In addition, the non-linear optical point spread is modelled by applying a Gaussian blur function; thus, the result of the model is blurred. Fig. 11 provides a visual comparison of the proposed model with J. Liang's model [12] , which uses the reverse
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Illumination defect Dent Figure 9 . Generated synthetic images with illumination defect, dents mapping process (left image in Fig. 11 ). In our result (the right image in Fig. 11 ), the real distortions such as dents, folds or irregular curves can be simulated, which makes the curved surface more realistic.
B. Semi-synthetic images for performance evaluation
The music score CVC-MUSCIMA database, which contains handwritten music score images at both gray and binary levels, is largely used to test the robustness of different optical music recognition and removal staff line algorithms [15] . For the removal staff line competition of ICDAR 2013, a set of 6000 semi-synthetic versions of the 1000 images original images has been generated (among which 4000 for Result of Kanungo's model Result of our method training and 2000 for test). These images are generated by using jointly the proposed method and the local character degradation model described in [1] (see Fig. 12 ). They are challenging for staff removal algorithms, especially because the 3D degradations can distort the staff lines, making their detection and removal more difficult. Indeed, the addition of a white speck in the middle of a staff line can lead to disconnections within the lines, which could be tricky for most staff line extraction algorithms. Similarly, adding a dark speck connected to a staff line makes segmentation more difficult, as specks might be confused with musical symbols. These examples in Section III-A and III-B show that the proposed method can be applied in various contexts for evaluating the performance of systems. These experimental results (see more results on 2 ) are encouraging. We are currently collaborating with other researchers to carry out a series of tests on the different synthetic databases generated by our models and prove the effectiveness of our approach for enriching the training stage of different systems.
IV. CONCLUSION
In this paper, we present a method based on 3D meshes and texture coordinate generation for simulating geometric distortions in semi-synthetic images. This method is adapted to document images to deal with the unwrapping errors (i.e. stretching); therefore, the obtained images are very realistic for observed geometric distortions such as dents, folds, convexo-concaves, torns. These distortions can be reproduced by using three steps in the method. First, real documents are scanned to obtain document shapes (meshes). Then, we run (once per mesh) the new texture coordinate generation method, specially fitted for document images, and therefore more effectively in our context than most existing techniques. Finally, any 2D document image can be packed in the document shape by using an existing texture mapping technique. The Phong reflection model is used to improve the image quality. The generation process of this method enables to create synthetic images quickly; the only limitation in the variety of documents we can produce only lies in the number of 3D pages available (meshes obtained by 3D scanning of ancient document pages). The method is integrated with other degradation models in a system dedicated to a semi-synthetic old document image generation. This system can generate benchmark databases that will be further used to evaluate or compare the performances of different systems (e.g. the musical score competition at ICDAR 2013) and to enrich the training data in various contexts.
