We present the results of a theoretical work discussing the propagation of an electromagnetic wave through nested Mach-Zehnder interferometers using classical optics and standard quantum theory. We show that some seemingly surprising effects at first sight, which are often explained in the literature using the two-state vector formalism (TSVF), are a direct consequence of destructive or constructive interference and thus there is no need for the unconventional TSVF formulation. We show that the probability of a photon detection derived from the weak value used in TSVF can be interpreted as the probability of an encounter of two opposing photon fluxes.
I. INTRODUCTION
The literature about photon behavior is very rich and extensive. One of the often recurring problems concerns the question "where was the photon?" passing an optical system, e.g., an interferometer. Our paper is inspired by two experimental articles of Danan et al. 1 and the recently published article of Zhou et al.
2 that explain their experiment using the two-state vector formalism (TSVF), which is based on the theoretical paper of L. Vaidman 3 . The basic idea of the TSVF approach is that for a more complete description of a quantum system, one should be concerned not only with the forward-evolving wave function |ψ but also the backward-evolving wave function ϕ|. A knowledge of both should give some information about the system which can be tested by the so-called weak measurement, which should only weakly affect photon behavior. The publication of the TSVF approach was followed by a prompt response [4] [5] [6] and a long series of concurring or critical opinions . In this paper, we discuss the propagation of photons in Mach-Zehnder interferometers (MZI) using classical optics and standard quantum-mechanical approach. We compare the results of this approach with the TSVF.
We proceed along the lines of Li et al. 4 and Hashmi et al. 17 and consider the often used arrangement of the Mach-Zehnder interferometer (MZI) with one smaller nested MZI, see Fig. 1 . For the sake of simplicity, we consider four identical ideal achromatic beam splitters BS with reflection coefficient r and transmission coefficient t:
We consider three ideal mirrors M with reflectivity equal to 1, five modulators A 1 , A 2 , B 1 , C 1 , E 1 that can change the phase and amplitude of the wave function. We suppose that it is possible to measure the intensity of the beam propagating in the forward direction (from top to bottom in Fig. 1 ) and also in the backward direction (from bottom to top source S 1 and the detector D 2 . As modulators, vibrating mirrors with a specific frequency were used in positions equivalent to A 1 , A 2 , B 1 , C 1 , E 1 . We believe the difference in type of modulation is not substantial and should not affect the following discussion and conclusions. The main result of Danan et al. 1 is that the signal measured at the detector D 2 exhibited the frequency from the perturbation A 2 , B 1 , C 1 but not from A 1 and E 1 . The authors of Ref.
1 interpreted the experiment using the TSVF and draw the nontrivial conclusion that photons come to the detector D 2 via the channel Q 1 and at the same time are present inside the nested interferometer (in the sections with the modulators B 1 and C 1 ) but not outside the nested interferometer (in the sections with the modulators A 1 and E 1 ). The latter results were associated with the conclusion that the past of the photons is not represented by continuous trajectories
1 . There are several other experimental works on MZI. For example, single photon variant of the experiment of Danan et al.
1 was realized by Zhou et al. 2 . There exist also other variants, see Li et al. 18 and Ben-Israel et al.
19
who used a combination of a standard MZI with a nested MZI. Another modification of the nested MZI with Dove prism inside the nested part was tried by Alonso et al.
20
followed by a comment 21 . An alternative to the work of Danan et al.
1 was reported by Bula et al. 22 where a slightly modified spectral distribution of light was used for modulation instead of vibrating mirrors. The experiment of Len et al. 23 on the MZI using a single-photon source was recently published. Another variant of the single photon experiment using the MZI and nested MZI was suggested by Englert et al. 24 . The main part of this paper presented in Sec. II A is devoted to calculations of the beam intensity at different stages and quantum channels of the single nested MZI by means of classical optics and standard quantum theory. We also calculate the weak value, related probability and propose its interpretation as the probability of an encounter of the forward and backward-propagating photon fluxes. We show that the discontinuous patterns occurring in the weak value are direct consequence of destructive or constructive interference. In Sec. II B, we shortly repeat the calculations for the symmetric doublenested MZI, and for completeness we consider the standard (simple) MZI in Sec. II C. In Sec. II D, we discuss the results for the nested MZI with modulators.
II. RESULTS

A. Single nested Mach-Zehnder interferometer
First we state our assumptions concerning light intensity and detection. We suppose that during the measurement, the photon is absorbed in an irreversible process and the detector is capable of measuring a large number of photons as well as individual photons. Formally we proceed in the same way as in the work of P. L. Saldanha 11 , i.e., we use a classical description of waves which is valid also for the wave function of photons. We assume that the beam is a plane wave, however, the results should be valid also for a Gaussian beam. We assume that the intensity of the beam is measurable at the output of the interferometer and at any stage inside the interferometer. Following Duarte 39 , we assume that the beam of light is a high power laser beam consisting of a large number of photons. We adopt the Dirac's idea 40 that each photon interferes with itself and assume that the results of such an experiment and the interpretation of results are independent of the number of photons, that is, they should be the same for an intensive flux of photons as well as for a single photon state. In the latter, the quantitative evaluation of the intensity should be treated statistically as a number of photons detected per a sufficiently long integration time. This should not be confused with the so-called "weak measurement" or "weak value" mentioned below. In this section, we treat the nonmodulated beam; the effects of modulation are discussed in Sec. II D.
In the TSVF, the forward-and backward-evolving quantum states of light play an important role. For us, this was an inspiration to consider both directions of propagation. In the forward direction (denoted by the index f ), the intensity distribution of photons (or energy flux density) I f m,k is proportional to the probability distribution p
which is calculated according to standard quantum theory as the square modulus of the corresponding wave function amplitude ψ m,k . K is the proportionality constant; for simplicity we take K = 1 and so the terms intensity distribution and probability distribution are interchangeable in this paper. As a consequence of the energy conservation law the following sum rule over all optical paths k holds at any stage m
Results of our calculations for the forward direction are schematically shown in Fig. 2(a) . The intensity of the beam at a particular stage of the interferometer is schematically represented by the thickness of the line. Note that in the forward direction in the section between BS 3 and BS 4 , the intensity is zero due to destructive interference and the whole intensity from the nested interferometer propagates towards the detector D 3 . In order to fully describe the interference including the energy conservation law, we consider detectors in all three quantum channels (D 1 , D 2 , and D 3 ).
For the backward direction (denoted by index b), the intensity distribution of photons I b m,k,s is proportional to the probability distribution p Panel (a) schematically shows intensities (or probabilities p f ) of the forward-propagating beam from the source S1 (red lines). Panels (b), (c) and (d) show intensities (or probabilities p b ) for the backward-propagating beam from the sources S11, S22 and S33, respectively (red lines). The directions of the incoming beam are denoted by the arrows. Panels (e), (f), (g) show the weak value (A)w for the case of the forward-propagating beam coming from the source S1 and the backward-propagating beam post-selected by detectors D1, D2 and D3, respectively. Panels (h), (i), (j) show the encounter probability P = p f p b for the case of the forward-propagating beam coming from the source S1 and the backward-propagating beam coming from the sources S11, S22 and S33, respectively. Blue lines denote positive and pink lines (in panels (e) and (f)) denote negative value. The magnitude of all quantities is schematically represented by the thickness of the line. The black dashed lines denote the path with zero value of the corresponding quantity.
which is calculated as the square modulus of the corresponding wave function amplitude ϕ m,k,s . In the following, we again choose K = 1 for simplicity. The index s = 1, 2, 3 denotes different experimental configuration using the source S 11 , S 22 and S 33 , respectively. The intensity is detected at the end of the MZI by the detectors D 11 , D 22 , D 33 . The corresponding intensity distribution is displayed in Figs. 2(b) , 2(c) and 2(d), respectively. Thanks to the energy conservation law, the sum of the probability over all optical paths k yields for any value of m and s. Because of symmetry reasons, the following sum rule over the experimental configurations s holds as well:
for any value of m and k. Next, we confront these results with those of TSVF. Following Ref.
3 , the weak value of the projection operator A m,k onto a section with the coordinates m and k is defined as
where |ψ is the forward-evolving wave function (corresponding to the source S 1 ) and ϕ s | is the backwardevolving wave function post-selected by the detector D s . Following Li et al. 4 , the square modulus of the nominator of Eq. (7)
is the probability of the detector s clicking under the condition that the photon is found at the section with coordinates m and k. In our paper, we call this quantity an encounter probability for the reasons that are discussed below. Expressed with the amplitudes of the vectors, Eq. (8) yields
and it is obviously equal to the product of probabilities (2) and (4) of the forward and backward-propagating waves, respectively,
Note that within the TSVF framework, ϕ s | is the wave function evolving backward in time which is postselected by the detector D s 3,37 . In our calculations, this backward-time evolution influences only the results of the weak value (7). Since the encounter probability (9) is given by the square modulus of the wavefunctions, its value is independent of the time direction and it can be thus calculated (and measured) using the beam that is propagating forward in time from sources S ss to detectors D ss .
Using Eq. (6) and (10), the following sum rules can be derived
and using Eq. (3) we obtain
for any value of m. The latter is a summation rule which is formally similar to the law of conservation of energy, see, e.g., Eq. (3), however here it is obtained only when the encounter probability P m,k,s is summed up over all experimental arrangements s. For the sake of completeness, we can define normalized encounter probabilitȳ P m,k,s using the Aharonov-Bergmann-Lebowitz rule
that can be interpreted as a relative distribution of encounter probability in individual channels. Numerical results of the weak value (7) for the three variants of s = 1, 2, 3 of the backward evolving wavefunction are schematically shown in Figs. 2(e), 2(f) and 2(g), respectively. Note that the blue and pink lines mean positive and negative value, respectively. Numerical results for the encounter probability P m,k,s are schematically shown in Figs. 2(h), 2(i) and 2(j), for the three possibilities of the backward-evolving wavefunction, s = 1, 2 and 3, respectively. These patterns can be visually obtained by a "graphical multiplication" of the intensity pattern of Fig. 2(a) The interpretation of P (we omit below the indexes m, k, s for brevity) in terms of the multiplication of probabilities p f and p b [see Eq. (10)] is straightforward. Both probabilities p f and p b are given using the standard quantum mechanical interpretation by the square modulus of corresponding amplitudes and meet summation rules (3) and (5) . Both experiments in the forward and the backward direction are independent, so the product of the probabilities has also meaning of a probability, but rather as a probability of an "encounter" of photons or alternatively a probability of an independent presence of both forward and backward photons at the same stage at any time. Based on this interpretation, we call P an encounter probability. The encounter probability, see Eq. (10), in contrast with probabilities used in Eqs. (2), (4) does not meet the summation rule similar to Eq. (3) or (5). This interpretation of P allows us to understand easily the obtained intensity patterns. In the case of the beam propagating in the forward direction [see Fig. 2(a) ], the intensity I f is zero (and p f = 0) between BS 3 and BS 4 due to destructive interference. In the case of the beam propagating in the backward direction from the sources S 11 and S 22 , see Fig. 2(b) and (c) respectively, the intensity I b is zero (and p b = 0) between BS 1 and BS 2 also due to destructive interference. In case of the source S 33 [see Fig. 2(d) ], the intensity I b is zero (and p b = 0) in the sections BS 1 -M 1 -BS 4 and BS 3 -BS 4 for geometric reasons. Consequently, the probability of en-counter P given by the product of p f and p b is zero in all these sections because of the corresponding reasons.
The interpretation in terms of TSVF is different. It is claimed that a photon trajectory can be calculated from the forward and the backward-propagating wave functions of the emitted and detected photon and that the weak value is proportional to the trace the photon leaves 3, 9 . Alternatively, according to the work of Li et al. 4 , the modulus square of the weak value nominator, see Eq. (8), represents propability of the detector clicking under the condition that the photon is found at the corresponding section. The problems of both of these interpretations clearly shows up in cases displayed in Fig. 2(e) , 2(f) and Fig. 2(h), 2(i) , respectively, where the trajectories in the nested interferometer are completely disconnected from the source and detector since it raises questions, e.g., "how did the photon get to the nested interferometer?" etc. This effect is within the TSVF interpreted as a discontinuity of photon trajectory 1 . However, if it is interpreted as a probability of encounter of photons propagating in the opposite directions, then the discontinuous sections are naturally understood as discussed above. We do not doubt numerical evaluation of the TSVF calculation reported, e.g., in
24-29 , but we raise questions about the interpretation, legitimacy or physical meaning of the procedure, similarly to discussions and objections of Refs. [30] [31] [32] [33] [34] [35] [36] .
B. Double-nested Mach-Zehnder interferometer
The single-nested MZI that was discussed above is asymmetric, consequently, the first channel (via mirror M 1 ) is always open. Therefore, in this section we consider a symmetric four-channel interferometer with two nested MZI. We proceed formally in the same way as in Sec. II A. 3 (h) and 3(i), respectively. Similarly here, this results can be easily visualized by a "graphical multiplication" of the corresponding intensity patterns shown in Fig. 3(a) and Figs. 3(b) , 3(c), 3(d) and 3(e), respectively. In Fig. 3 , we do not show the weak value because the denominator of Eq. (7) is zero for this symmetric double nested MZI and the weak value diverges 41 . The encounter probabilities shown in Figs. 3(f) and 3(i) exhibit continuous trajectories similarly to standard beam paths, e.g., shown in 3(a). In contrast, the encounter probabilities shown in Figs. 3(g) and 3 (h) are particularly interesting since P is non zero only inside the nested parts of the interferometer. The interpretation of these results in terms of the encounter probability can be easily explained similarly as above using either destructive interference or geometric reasons. However, in terms of the TSVF, the paths are discontinuous without any input nor output and typically the interpretation involves claims about a discontinuous photon trajectory 1 .
C. Simple Mach-Zehnder interferometer
In the context of the discussion of the TSVF vs. the encounter probability, it useful to return to the simplest case of the MZI without any nested part that is very often discussed in literature, e.g., in Refs. 22, 23, 39 . Using the same procedure as in the case of the single or the double nested MZIs, we calculate the intensities of the forward and the backward-propagating beam and the encounter probability. Figure 4 Fig. 4(a) and Figs. 4(b) , 4(c), respectively. Note that again the denominator of the weak value, see Eq. (7), is zero for this symmetric MZI and the weak value diverges 41 . According to the TSVF, Figs. 4(d) and 4(e) show a trajectory of photons when the photon was detected by D 1 or D 2 , respectively. Again here we see a similar situation as above where some of the patterns exhibit continuous trajectories, see Fig. 4(e) , but the other, see Fig. 4(d) , shows zero probability neither on input nor on the output of the interferometer, however, there is still a non-zero probability inside of the interferometer. The interpretation of P shown in Fig. 4(d) in terms of the encounter probability involves simple arguments about destructive or constructive interference, however, the interpretation in terms of the TSVF has to involve speculations about a discontinuous photon trajectory 1 . Already this most simple MZI exhibits the key properties that occur in the more complex nested MZIs discussed above.
D. The nested Mach-Zehnder interferometer with perturbations
We believe that the issue is essentially explained above. However, since perturbations of MZI are often used in experiments, we devote this section to the discussion of this topic. Consider modulators A 1 , A 2 , B 1 , C 1 , E 1 shown in Fig. 1 . Inspired by the modulation spectroscopy 42 , we prefer modulators based on the change of amplitude or phase of the beam rather than a change of the beam direction. For simplicity we assume transmission modulators that modulate the amplitude and in principle the phase. The transmission coefficient of the modulator for a wave function (or plane wave) is assumed in the form (14) where τ 0X is the unperturbed transmission coefficient (for simplicity we choose τ 0X = 1), 0X 1 is the perturbation amplitude (we assume a real number), f X is the frequency of the modulation and δ X is a phase shift. For an easy comparison with the literature we use zero phase shifts δ X = 0, however the calculations can be easily extended for non-zero phase shifts; see, e.g., Ref.
13 .
One experimentally often used way of distinguishing the influence of different modulators in the detected signal is by using different modulation frequencies f X ; see, e.g., Ref.
1 . Consequently we examine the Fourier transform of the detected signal and we take the Fourier coefficient with the corresponding frequency as a measure of the detected perturbation amplitude, see also Refs. 10, 43, 44 . In the following, we call it the perturbation amplitude. We describe in detail here only the singlenested MZI; for the double-nested and simple MZIs, the conclusions are analogous. We choose the frequencies of the modulators A 2 , A 1 , B 1 , C 1 , E 1 in the following or- der: 3, 5, 7, 11 and 17 Hz. The choice of frequencies is not essential; however it is advisable to avoid overlaps in their mutual combinations. All modulators work simultaneously.
The results for the perturbation amplitude in the forward direction are schematically displayed in Fig. 5(a) . For the sake of visibility, the same line thickness is used for all signals with non-zero intensity and the order of perturbation in 0X is differentiated by the line type (solid line for first order, dashed line for the second order and dotted line for the third order). The total signal is a function of frequency with the first order signals having the fundamental frequencies. The frequency of the second and third order signals is given by the combinations of their corresponding fundamental frequencies. For simplicity, we display the signal only with the lowest order from a given modulator. Figure 5 (a) depicts that the detector D 1 detects signal from the modulators A 2 , B 1 , C 1 in the first order and A 1 , E 1 in the second order; the same situation is on the detector D 2 . The latter was already described in work of M. Wiesniak 44 . The detector D 3 detects only the first order signals from A 1 , B 1 , and C 1 . The section of the optical path with the modulator E 1 (between BS 3 and BS 4 ) is particularly interesting. Recall that it exhibits the complete destructive interference in the case of the unperturbed MZI, see Fig. 2(a) . However, in the case of the perturbed MZI, there is a signal but only in the second order from the modulators B 1 , C 1 and in the third order from the modulators A 1 , E 1 depicting the imperfect destructive interference.
If the transmission coefficients τ B1 and τ C1 are equal, the complete destructive interference in the section with modulator E 1 is restored. This situation is displayed in Fig. 5(b) and depicts that there are neither signals A 1 , B 1 , C 1 , E 1 on the detectors D 1 and D 2 nor on the optical path in the section with the modulator E 1 . These results are obvious in terms of classical optics and standard quantum theory.
In the work of Danan et al. 1 they reported the case when the optical path at the modulator A 2 is blocked and no modulated signal on the detector D 2 was observed, see Fig. 2(c) in Ref.
1 . In our case this situation would correspond to τ A2 = 0 and the corresponding intensity in the forward direction is shown in Fig. 5(c) . We see that the signals from A 1 , B 1 , C 1 , E 1 can be detected on the detectors D 1 and D 2 but only in the second and the third order of the detected signal. This signal was probably not resolved in Ref.
1 because the higher order signals have much lower intensity. Similar conclusion (the absence of detection of higher order signals) can be made for the similar experimental work of Zhou et al.
2 that used the single photon source.
So far in the case of perturbations we calculated only the intensities of the forward propagated beam. Formally we can calculate also the backward-propagating wave and calculate the encounter probability P using Eq. (10). The results for the encounter probability calculated for perturbations shown in Figs. 5(a) and 5(b) and for the backward beam with s = 1, (i.e., coming from the source S 11 ) are shown in Fig. 5(d) and 5(e), respectively. We can see that the encounter probability corresponding to the case of the imperfect destructive interference, see tive interference, see Fig. 5 (e), it exhibits discontinuous sections. Analogous conclusions can be obtained for the double nested or simple MZI.
III. SUMMARY
We have presented calculations of the intensity of the beam propagating in a nested, a double nested and a simple Mach-Zehnder interferometer calculated using classical optics and standard quantum theory. Qualitatively, the results can be understood as a result of constructive or destructive interference. We show that the probability of detection of photon derived from the weak value used in the TSVF formalism can be interpreted as the probability of encounter of two opposing photon fluxes. This interpretation does not need to involve any discontinuous photon trajectories often used in TSVF interpretations. We discussed also the perturbations of the nested MachZehnder interferometer and showed that the signals from the modulators can propagate in the case of the imperfect destructive interference in the second or the third order in perturbation.
