Abstract-This paper presents a novel unified hierarchical structure for scalable edit propagation. Our method is based on the key observation that in edit propagation, appearance varies very smoothly in those regions where the appearance is different from the user-specified pixels. Uniformly sampling in these regions leads to redundant computation. We propose to use a quadtree-based adaptive subdivision method such that more samples are selected in similar regions and less in those that are different from the userspecified regions. As a result, both the computation and the memory requirement are significantly reduced. In edit propagation, an edge-preserving propagation function is first built, and the full solution for all the pixels can be computed by interpolating from the solution obtained from the adaptively subdivided domain. Furthermore, our approach can be easily extended to accelerate video edit propagation using an adaptive octree structure. In order to improve user interaction, we introduce several new Gaussian Mixture Model (GMM) brushes to find pixels that are similar to the user-specified regions. Compared with previous methods, our approach requires significantly less time and memory, while achieving visually same results. Experimental results demonstrate the efficiency and effectiveness of our approach on high-resolution photographs and videos.
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INTRODUCTION
O NCE photographs are generated from digital cameras, they usually need to go through a series of local adjustments, for example, correction and enhancement operations, to be visually appealing. Many image editing softwares such as Adobe Photoshop [1] have presented a variety of powerful adjustment tools for manipulating photographs. However, these manipulation tools are usually tedious and time-consuming even for professionals. Recently, several stroke-based edit propagation approaches have been presented [2] , [3] , [4] . In these systems, adjustments in selected regions are propagated to the entire image using edge-preserving optimization methods. These methods typically involve solving large linear systems which have significant computation and space requirements. This limits their applications on high-resolution images and videos. Although several researchers [2] , [4] have tried to address this problem, improvements are still needed for time-and spacecritical applications, such as edit propagation for highresolution images and video sequences.
Inspired by methods in image composition [5] and largescale fluid simulation [6] which use adaptive resolution to efficiently solve large linear systems, we present a hierarchical approach for scalable edit propagation. Our approach is based on the key observation that the appearances of many large regions in the image are different from the specified region. However, it can be observed in constraint-based edit propagation [2] that the user's appearance constraints have less influence in these areas. The difference between the original image and its associated accurate edit propagation results resolved using the full solution is usually small. Thus, representing each pixel in these regions with one variable may not be necessary. These areas can be accurately interpolated with fewer variables from a larger region of support using a hierarchical representation.
With this idea in mind, we propose a hierarchical approach which subdivides the image using quadtree such that more samples are selected in regions that are similar to the user-specified regions while less in those that are different (Fig. 1c) . In some situations, when the regions similar to the user-specified parts occupy a large part of the image (Fig. 1b) , the solution is is usually smooth. We use a hierarchical quadtree in these similar regions based on the edges' information. High-resolution samples are applied near the strong edges and lower resolutions in areas farther away from these edges (Fig. 1e ). This is especially useful for edge-preserving edit propagation. With this technique, the solution space is significantly reduced, and edges are preserved during the propagation. Then we build an edge-preserving edit propagation function in this reduced space, and the full solution of the entire image is interpolated from the solution of the reduced space.
In our approach, the hierarchical data structure is defined based on the similarity measure between each pixel and user-specified regions, so an effective similarity measure is critical to our approach. We define several probabilistic representations-Gaussian Mixture Model (GMM) brushes for this purpose. This representation is especially effective in selecting similar appearance regions, without the need for the user to specify all the pixels to be edited. In addition, it can preserve underlying appearance features such as image edges (Fig. 1b) .
With this hierarchical data structure, full-resolution edit propagation can be approximated by solving a linear system of size OðpÞ, where p is the total length of the edges of the similar regions. For typical cases, p is Oð ffiffiffi n p Þ, where n is the number of pixels in the image. The time-consuming full solution space is reduced to a significantly reduced space, which requires much less computation and memory. Since the editing is propagated according to the adaptive quadtrees guided by the similarity measure, more samples are selected in the regions sensitive to edit propagation such as boundaries. This makes the full solution interpolated from the reduced solution visual identical to that of using the original solution.
We further demonstrate the efficiency of our method by performing edit propagation in high-resolution videos. We propose an efficient energy optimization function that incorporates space-time information to propagate user edits. An adaptive octree structure is used to speed up the process. To the best of our knowledge, we are the first to present an effective approach to perform video edit propagation that constrained edits are propagated to the spatially and temporally close regions with similar appearance. It should be noted that the developed hierarchybased constraint propagation approach is a general one, and can be used to interactively apply a variety of other adjustments such as exposure, contrast, saturation, and measured materials. This paper makes the following contributions:
1. a multi-GMM brush is introduced to effectively compute the similarity field in finding regions that are similar to user-specified pixels and construct an adaptive hierarchical data structure, 2. an efficient edit propagation algorithm based on the adaptive quadtree structure, which makes both the computation and memory requirement significantly reduced, while still achieving visually appealing results, 3. an efficient video edit propagation algorithm using the octree data structure, which is very efficient and scalable to process gigapixel videos. The rest of our paper is organized as follows: Section 2 reviews related work. Section 3 describes fast image edit propagation using hierarchical data structure, and also gives several efficient brushes for similar regions selection. In Section 4, we present fast edit propagation algorithms for video. In Section 5, computational complexity analysis is presented, and in Section 6, we show the experimental results and limitation of our methods. The paper is concluded in Section 7.
RELATED WORK
In traditional image editing systems, the user needs to precisely identify which region of an image needs to be edited; this process usually requires tedious user interaction. Recently, stroke-based interfaces have been proposed which only require the user to roughly specify the regions of interest using several strokes. These regions are used as examples for image editing and the system can automatically find regions that the user wants the edit to affect. By using the proposed edit propagation methods [2] , [3] , [4] , [7] , [8] , the constraints set by the user's strokes are propagated to the entire image in a piecewise smooth manner. These methods have been proved effective for images [2] , [4] , [7] , [8] as well as materials edit propagation on 3D surfaces [3] .
To perform edit propagation and local appearance manipulation [2] , [3] , [4] , the first step is to identify the regions that the user intend to adjust. As shown in Fig. 2 , Fig. 1 . Our edit propagation framework. (a) Original image, (b) strokes are drawn on (a) and similar regions are selected (red regions) using GMM similarity measure, (c) partial quadtree decomposition (PQD) of (a) based on the similarity field (b), high resolution is used at the similar regions, (d) edit propagation results computed on quadtree (c), (e) complete quadtree decomposition (CQD) of (a) based on the similarity measure (b), where the similar regions are also further subdivided according to the edges information, (f) edit propagation results computed on quadtree (e), (g) the full resolution results of (b), (h) the visualization of error between the solution (f) computed using the reduced linear system and the solution (g) using the full linear system. the user is adjusting the color of the tulips in the image. Since there are so many isolated tulips, it would be very time consuming to stroke all of them. To address this problem, Lischinski et al. [2] presented a luminance brush that selects the image pixels whose luminance fall within a global threshold to those pixels under user painted strokes. Since the luminance brush is a simple monochrome image brush, it is not effective in many cases, for example, it will select many scattered pixels and meaningless regions, as illustrated in Fig. 2 . As an alternative method, Li et al. [8] built a boosting-based classification for similar region selection. Although better results than the luminance brush [2] were achieved, in some cases the selected results may not be consistent and many scatted pixels may appeared, as illustrated in Figs. 9 and 10. To obtain better results, much postprocessing work has to be done [8] .
Stroke-based interface has been widely used in foreground extraction [9] , [10] , [11] , [12] , [13] and video completion [14] . Stroke-based similar region selection used in edit propagation is closely related to interactive image segmentation [9] , [15] , [16] . However, the goal of image segmentation is to obtain coherent regions in binary style, while that of the similarity computation is to compute the appearance similarity between the pixel and stroked pixels; the results are fractal. In this way, it is more related to the alpha image matting [10] , [15] , but appearance similarity prefers to select all pixels in the image that are close in appearance, even they are not spatially close. So many isolated regions may be selected, as illustrated in Fig. 10 . The computed similarity results are used to smoothly interpolate adjusted color or tone on the stroked pixels, and to achieve the long-range and soft transition of appearance edit in the entire image. To make effective selection for appearance similar regions, different from the existing methods [2] , [8] , we present new GMM brushes which are applicable to both monotonic and color images.
Lischinski et al. [2] presented an optimization method to propagate local tonal adjustment to all similar regions in the images, and attractive results are obtained. However, this algorithm needs to solve a large linear system, which suffers from the time complexity and memory requirement. This makes it not practical to process multimegapixel images. Many efficient algorithms have been proposed to accelerate the solution of large linear systems. For example, large linear systems can be solved efficiently using a multigrid method [17] and this method can also be adapted to the GPU [18] . Szeliski [19] introduced a preconditioner that significantly accelerates the convergence of an iterative conjugate gradient solver. However, all these methods do not address the fundamental scalability problem: they still require solving linear systems in the order of the number of pixels, and the OðnÞ memory required by a sparse solver is impractical when processing multimegapixel digital imagery.
To solve the scalability problem in edit propagation, as well as reducing the memory requirement, we propose a hierarchical data structure to significantly reduce the computational complexity. There are several existing methods on using adaptive resolution in solving large linear systems or discretized partial differential equations. Szeliski and Shum [20] used quadtrees for hierarchical motion estimation in video; Losasso et al. [6] performed large-scale fluid simulations by solving the Poisson equation on adaptive octree grids. Agarwala [5] showed how quadtrees can be applied to efficient gradient-domain composition by transforming the problem into a reduced space to make composition effective. Our formulation is inspired by these approaches, and is more general in its support for user edits.
Several other image edit propagation methods also have been proposed. An and Pellacini [4] presented an edit propagation algorithm which enforces the constraints defined over all pairs of points in the data set. To efficiently solve the derived dense matrix, they proposed an approximate algorithm which uses the inherent structure of the matrix. The limitation of the approach is that the scalability of this method is limited by the amount of memory required to store the sampling matrix. Instead of solving a piecewise smooth interpolation in pixel accuracy [2] , Chen et al. [21] presented an interactive edge-aware method which used a scalar bilateral grid to achieve similar results. Although the method can run in real time during the selection, compared to image-pixel-based approaches [2] , [7] , this method does not work well at pixel level.
As one concurrent work [22] , Xu et al. proposed a similar accelerated edit propagation method using an adaptive kdtree, while our method uses an adaptive quadtree for image and octree for video. There are two main differences between these two methods. The first is the similarity measure definition used to find regions that need to be propagated. Our approach uses proposed multi-GMM probability value, while Xu et al. [22] use the similarity measure of [4] as a function of the distance between the points of spatial locations and their appearance vectors [4] . Our method is more accurate in computing the similarity map. The second difference is that Xu et al. [22] do not use dense samples in the more similar regions, which is similar to our partial quadtree decomposition (PQD) method. Using our further proposed complete quadtree decomposition (CQD), we build an adaptive quadtree in these similar regions, which is faster in situations when the regions that are similar to the user selection occupy a large part of the image. As shown in section 5, our method presents faster and better results. Fattal [23] proposed edge-avoiding wavelets for image editing; they presented a family of second-generation wavelets constructed using data-prediction lifting schemes, and these wavelets adapt to the edge content of the image. Multiscale representation based on these wavelets can speed up edgepreserving image operations including edit propagation. However, this method cannot receive satisfied edit propagation quality.
IMAGE EDIT PROPAGATION
Our goal is to present a computationally efficient solution to adjust properties of an image in a spatially varying manner. In our framework, the user is not required to specify all the regions they want to adjust. Instead, the user only needs to specify some example regions and apply edits. These edits are then propagated to the entire image via a constrained edge-preserving energy minimization function. Our overall algorithm consists of the following four stages:
1. In the input stage, the user scribbles to roughly specify the example regions that need to be adjusted. These regions serve as the hard constraints and are used to compute the similarity between each pixel and user-selected regions. 2. In the second stage, based on the appearance similarity and other properties such as image edges, a hierarchical data structure (quadtree) is constructed. It is used to reduce the computational complexity for the processing of the entire image. 3. The third stage is the solution of the linear system derived from the energy minimization function for edge-preserving edit propagation. This function is defined on the efficient quadtree data structure, and the solution in the reduced space is obtained. 4. In the final output stage, the reduced space solution is interpolated to obtain the full solution for the entire image. The proposed approach is highly efficient, and users are provided with (near) real-time previews of overall results, even with high-resolution video. In the following several sections, we will present technical details for each of the above-mentioned stages.
Region Selection
We present a new GMM brush which is capable of handling both monotonic and color image similarity measure between the user-selected pixels and the rest pixels to identify those regions that are similar to user scribbled ones.
GMM is a widely used model in image analysis [15] for the description of color distribution. GMM is a probability density composed of a set of Gaussian models. We construct a GMM on the pixel colors of user-specified regions, and GMM is modeled using a full-covariance Gaussian mixture with K components (typically K ¼ 5). The GMM with K Gaussian models is defined as follows:
wherex is D dimension vector, p k is the mixing coefficients satisfying P K k¼1 p k ¼ 1, and g k ðxÞ is the Gaussian density function. To make the computation more robust, the GMM is performed in the log domain.
Using the GMM model as the image representation, we present two brushes for region selection.
GMM Brush
We use strokes to specify both foreground F and background regions B from the image. Let F ¼ fx 1 ;x 2 ; . . . ;x N g be the user-selected pixels to be edited, which we call foreground. For each x i 2 F , we compute its probability value Gðx i Þ. We denote as the mean probability value of all pixels in F . The similarity between pixel p outside of F and the user-specified region (represented using GMM) is defined as !ðpÞ ¼ GðpÞ.
We then build GMM models for both foreground and background regions. Let ! F ðpÞ and ! B ðpÞ be the probability value of pixel p in F and B, respectively, and F and B be the mean probability value of all pixels in F and B.
The confidence that pixel p being foreground can be evaluated as
where the weight is defined as
the weight is defined in a similar way. The pixel label z is defined as z j ¼ 1 if j 2 F , and z j ¼ À1 if j 2 B. The weights and are defined as the weighted sum of its similarity with each pixel in the stroked pixel set (including both the background and foreground). Using these techniques, pixel p can be efficiently classified as foreground or background by evaluating HðpÞ: if HðpÞ > , p belongs to the foreground; otherwise, p belongs to background. The parameter can be tuned at the disposal of the users to control the amount of propagation needed.
In some situations, the user may only want to specify the foreground. To handle this case, we set ¼ 1 and ¼ 0 in (1). If ! F ðpÞ satisfies j! F ðpÞ À F j < , it is considered similar to user-specified regions. An example is shown in Fig. 2 ; our GMM brush using only foreground perfectly selects the sky region in the image (Fig. 2b) . The GMM brush also supports selection of disconnected similar texture pattern (Fig. 2e) . The luminance brush using luminance channel feature with a threshold [2] cannot handle texture regions that exhibit high color or luminance variation. In their approach, a low threshold usually will not be able to propagate user edits to these regions, but a high threshold may propagate edits to many irrelevant regions.
The GMM brush has shown to be effective in selecting similar regions. In Fig. 3 , using the GMM brush with background strokes, the foreground is better detected than the GMM brush without background information. Fig. 9 gives another example to show the difference for GMM brushes with and without background. We also present comparison results with Li et al. [8] in Figs. 9 and 10 and find that the GMM brush is a more effective tool to propagate user edits to similar regions.
Multiscale-GMM Brush
The noise of an image will cause problems in similar region selection. For example in some images, this will make some little scattered regions to be selected incorrectly. To make the GMM selection more robust, we build the GMM models on the coarser image with detail layers attenuated. Since progressively coarser image levels increase the degree of abstraction in the resulting image [24] , we build GMM for each level and combine them in a spatially varying manner to provide a more consistent similar region selection. Based on this observation, we propose a multiscale-GMM brush for similarity region selection.
Let I be the input image for which we would like to construct M progressively coarser images. Utilizing an edgepreserving filter, for example bilateral filtering (BLF) [25] , [26] , or WLS [24] , we compute the progressively coarser version I 1 ; . . . ; I M of I:
k is a normalization factor, where g s is the spatial filter kernel and g r is the range filter kernel. Then we build a GMM model for each coarser image I j on the user-specified regions, and define multiGMM model as the weighed sum of GMMs built from different levels:
where the weight W i is defined as g Ã e 2 j GMMðIjÞ . The Gaussian convolution g is used to locally smooth the weight. The weight prefers a coarser image by giving them larger weight because the color and luminance noise are smoothed more. From our experiments, we find out that by setting M ¼ 4 generates good results. We apply the bilateral grid methods [21] to accelerate bilateral filtering computing, and the progressing coarser images can be computed in real time.
We build MultiGMM models for both background and foreground: MultiGMM-B and MultiGMM-F for similar region selection. For each pixel p in image I, we compute MultiGMM-B(p) and MultiGMM-F(p), and then decide which part the pixel p belongs to using the GMM brush.
As shown in Figs. 3, 9 , and 10, using the MultiGMM brush, the foreground is better detected from the background. Compared with the GMM brush, multiGMM brush has the following advantages such as achieving more consistent and cleaner results, eliminating the appearance noise interfering. Figs. 3 and 10 also give the edit propagation results based on our similar region selection.
Constrained Propagation
Edit propagation via optimization was originally introduced by [2] for stroke-based tonal adjustment. Let f be a scalar function that specifies how the appearance of each pixel needs to be adjusted, and eðxÞ be target appearance values at the constrained pixels. The user-provided constraints can be interpolated to the entire image while preserving edges of the underlying image. To achieve this goal, inspired by [2] , [4] , we minimize the following quadratic function: Fig. 3 . Region selection using different brushes and edit propagation results: (a) original image, (b) image with strokes, (c) similar regions are selected using the GMM brush without background information, (d) image with both foreground and background strokes, (e) similar regions are selected using both background and foreground information in the GMM brush, (f) edit propagation based on (e) using the full solution, (g) result applying multi-GMM brush, and (h) edit propagation based on (g) using the full solution.
where z i;j is the affinity between pixel i and its neighbor pixel j, and N i is the neighborhood of pixel p i . The weight function !ðxÞ indicates which and how each pixel is constrained and it is defined as follows:
x i 2 pixels under the foreground strokes; !ðx i Þ; j!ðx i Þ À j < ; 0; otherwise:
The first term of this energy function is a data term, responsible for satisfying the user-specified constraints. The second term is a smoothing term which keeps the gradients of the function f as small as possible. We introduce an adaptive relative weight þ ! i , which controls the relative weight of them. In our implementation the constant is set to the default value ¼ 0:1. Using the adaptive weight, the appearance propagation has less influence on the appearance different from the stroked foreground regions. This has been proved capable of avoiding the undesirable edit propagation (Fig. 6) .
The unique minimum of (3) is obtained by solving the following sparse linear system:
where f is a vector with length of n (the number of pixels in the image); only spatial neighbors are considered in the smoothing term, b i ¼ ! i g i . The matrix A has at most two nonzero elements per row. Since this method has to solve a large linear system, it is not scalable to multimegapixel digital imagery, for both the computational complexity and memory requirement. If we perform edit on high-resolution video, the running time and space may make it intractable on a commodity PC. This poor scalability will limit their adoption in digital photography software. Inspired by methods in [5] , [6] , we use the adaptively varying resolution to efficiently address this problem.
Quadtree Data Structure
According to the energy function (3), the constraints have little effects on those regions whose appearances are very different from user-specified regions. The direct solution for (3) which has one equation for each pixel in a smooth area is unnecessary [2] . The solution in these areas can be accurately approximated by interpolating with fewer variables for each supporting a region. Let f 0 be the original appearance of the image; the residual b À Af 0 will be zero or small for any pixel not similar to the specified regions. If we substitute f with the sum f ¼ f 0 þ f , where f is the difference between the initial condition and the final solution, (4) becomes
Note that the difference f will be smooth and small for the regions whose appearance is very different from the specified regions. Based on this observation, we vary the resolution of a solution vector adaptively according to a similarity field. High resolution is used at the regions that are most similar to the user-specified ones, and progressively lower resolution in areas whose appearance is less similar.
To compute the adaptive subdivision, inspired by the algorithm [5] , we decompose the entire image (a vector of dimension n) hierarchically using a quadtree data structure. Using this method, we obtain a set of sparse and adaptive samples y of the original image (y is a vector of dimension m, usually m ( n ). The linear system formed by the samples y is called the reduced problem. The appearance on y is defined as g. By substituting f ¼ Ug, the full resolution problem in (3) is then transformed into a smaller linear system defined on a reduced space
where U is an m Â n matrix that transforms from the reduced space to the full space. The normal equations for (5) is
Computed with the matrix U T A T AU and vector U T A T ðb À AUg 0 Þ , this linear system becomes an m Â m sparse matrix-vector multiplication, which can be solved using preconditioned conjugate gradients [27] or the locally adapted hierarchical basis (LHB) preconditioning [19] .
To efficiently define the sample set y, the similarity measure wðpÞ is used to build the quadtree data structure. The larger wðpÞ, the more similar the pixel p is to the userspecified region. We adaptively subdivide the space using a quadtree [28] that is maximally subdivided to pixel level nodes in the similarity regions (Fig. 4) . First, we label the pixels according to the following measurement metric: if the weight values wðpÞ of all pixels are between [a, b], assuming we would sort the pixels into S clusters. The pixels are label LðpÞ ¼ i i f wðpÞ 2 ½a þ iÃðb À aÞ=S; a þ ði þ 1ÞÃðb À aÞ=S; using this simple and efficient scheme, we efficiently cluster the pixels in the entire image (Fig. 4) .
Based on the computed pixel label LðpÞ and the quadtree construction method [28] , we can build the quadtree with a pointer-based tree structure. The quadtree is subdivided based on two criteria: one is the labels of the pixels in the node, if the number of the labels is above a given threshold, this node is further subdivided; the other criterion is to set the pixel located in the similar region to be finest resolution. Similar to [5] , variables in the reduced space (elements of g) are placed at the corners between leaf nodes, as shown in Fig. 4b . Each leaf node stores the indices of the variables at its four corners. Given this quadtree and the values of a vector g , we apply the four-neighbor quadtree traversal algorithm [29] to generate the reduced linear system (6) . Note that the matrix S does not need to be explicitly built since it simply encodes a bilinear interpolation from quadtree nodes to pixels. The interpolation f ¼ Ug can be computed with a single traversal of the quadtree. The final tonal adjustment result of the image is f ¼ f 0 þ f .
We call this method partial quadtree decomposition (PQD) since we represent each pixel on the similar regions with a single variable. As illustrated in Figs. 1, 6, 9 , and 11, we achieve a visually similar result to the full solution. Note that in Fig 6 , the provided adaptive relative weight efficiently prevents undesirable edit propagation.
Quadtree Constructed in the Similar Regions
There are usually situations when regions that are similar to the user selection occupy a large part of the image. An example is shown in Figs. 1, 5, 6 . In this case, using the PQD may not be efficient enough. We further construct an adaptive quadtree in the similar regions. But different from PQD, since the appearance is usually very similar in these regions, instead of constructing the quadtree based on similarly measure, we utilize the edge information of the image to guide the adaptive subdivision on the similar regions. To avoid direct image edge detection, which is a well-known difficult problem, we use the derivative of the base image of [30] to guide the quadtree construction. We call this method complete quadtree decomposition (CQD).
We apply the bilateral filter [25] , [26] to create edgepreserving base images from the original image. More formally, let I be the original image, and I g be the grayscale (intensity) image of I, filtering I g using the bilateral filter results in a large-scale layer I B . As the base image I B preserves strong edges, small changes in intensity are smoothed out. To detect the prominent edges of the image, we evaluate the derivative of the base image rðI B Þ. Given a threshold , if amplitude jrðI B Þj is greater than , it is considered as an edge. As illustrated in Fig. 6 , using this approach, the edge information is efficiently detected. By applying bilateral grid techniques [21] , the prominent edges can be extracted in real time.
We also incorporate the information of the multiscale progressively coarser images. First, progressively coarser version I 1 ; . . . ; I M of grayscale of I g is computed, then we calculate the derivative rðI j Þ for each coarser image I j , and we define multiscale edge detection model as the weighed sum of image derivative in the M image sequences: where the weight w i is defined as g Ã e 2 j jrðI j Þj , similar to the Multi-GMM brush, the weight prefers coarser image. We then detect the edge by evaluating MultiDðI g Þ. We set M ¼ 3 in all our examples and generate good results.
The prominent edges of the image are used to guide the adaptive quadtree construction in similar regions. The maximum subdivision occurs along the maximum edges of the base image. To avoid oversampling, we set some threshold for the edge (measure for edge strength). Only those pixels above a threshold (specified by the user) are considered as an edge. Compared with PQD, the CQD method uses a hybrid decomposition method which makes the image further subdivided on the similar regions, and generate a much smaller space.
Note that when edge information is weak (under a usergiven threshold) in the appearance similar regions, such as Figs. 1 and 5 , the similar regions can be sampled without considering the edge information. When there is strong edge information in the appearance similar regions such as Fig. 6 , we put more samples on the edge regions.
The CQD method is extremely efficient even when processing the appearance propagation with large similar regions. This is shown in Figs. 1, 5 and 6. For example, for a 720 Â 640 image (Fig. 1) , it takes approximate 1.8 s total using the PQD method, while it take only 0.1 s using the PQD method and no obvious difference can be observed between the results. More CQD results are shown in Figs. 11 and 13 .
In the CQD method, the adaptive relative weight in (3) is effective in preventing undesirable edit propagation. Fig. 6 gives the experimental comparison results with and without adaptive relative weight in the CQD method. The visualizations of error between our CQD method and full solution (Figs. 1, 6 , and 11) further convince our conclusion.
VIDEO EDIT Propagation
In this section, we apply the hierarchical data structure to video data and present an efficient video edit propagation algorithm. Video edit propagation is achieved by minimizing the following quadratic function:
ðiÞ is the four-spatial neighborhood of pixel i, and N T i ¼ N T 2 ðiÞ is pixel i's two-temporal neighborhood.
The first term is a data term, measuring the conformity of the user-specified nonoverlapping constraints. The second term is a smoothing term, which preserves the gradients of the function f between adjacent pixels as small as possible.
The third term measures smoothness of the exposure function between two adjacent pixels in two adjacent frames. By minimizing the above energy function, we can derive the following similar linear system:
where
For video data, (10) is usually a very large linear system. Even short video sequences contain a large number of pixels (e.g., 100 M pixels in a 10-s shot), the scale of the problem makes it computationally infeasible to run edit propagation at the pixel level. To solve this problem, similar to the image edit propagation acceleration case, we propose an adaptive hierarchical octree data structure. This octree is generated by the similarity measure on the video which is computed using the GMM brush. Then the propagation is done in the reduced space, and the full resolution results are obtained by interpolating the derived solution. In the case when the size of similar regions is large compared with the entire video, we further subdivide the similar regions guided by the edge surface information. We use the method proposed in [21] to efficiently extract the large-scale parts of the original video. To indicate affected objects in the video, we can apply the user interface presented in [31] by painting on arbitrary spatiotemporal surfaces in the video volume.
We apply the eight-neighbor quadtree traversal algorithm of [29] for the setup of the reduced linear system. Then, we define the energy function (9) in this significantly reduced space. Within this reduced space, the interactive appearance adjustment can be done very efficiently and provide instant feedback to users as they paint new strokes in the video volume. Our method efficiently addresses the computation problem of edit propagation for video, as shown in Figs. 7, 8, 14 . The appearance propagations are performed efficiently and satisfying results are obtained.
COMPUTATIONAL COMPLEXITY ANALYSIS
The quadtree complexity theorem [32] states that the size of the quadtree representation of a region is linear in the perimeter of the region. Meagher [33] states that the quadtree complexity theorem also holds for three-dimensional data (octree instead of quadtree) where perimeter is replaced by surface area as well as higher dimensions: the size of the k-dimensional quadtree of a k-dimensional object is proportional to the sum of the resolution of the quadtree and the size of the ðk À 1Þ-dimensional exterior interface of the object. This means that the application of a quadtree algorithm to a problem in d-dimensional space executes in time proportional to the array-based algorithm in the ðd À 1Þ-dimensional space of the original d dimensional image. Algorithms that execute on a quadtree representation of an image have an execution time that is proportional to the number of blocks in the image rather than the number of pixels; the memory requirement is reduced accordingly.
Since our edit propagation function is constructed using the hierarchical data structure (quadtree and octree), both the memory consumption and time complexity are significantly reduced. They are bounded by the solution of the reduced mvariable linear system (7) . The quadtree complexity theorem [32] shows that the number of quadtree nodes in an image quadtree is OðpÞ, where p is the total length of the prominent edges (which is measured with a threshold ) in the image if using the CQD method. Since m is linearly proportional to the number of leaf nodes in the quadtree, m is OðpÞ. The growth of p will depend on how the edges are chosen on the image; for typical cases, we observe that p is Oð ffiffiffi n p Þ. In the case of video volume, in our algorithm, the octree is densely sampled around the boundary surface, and the number of octree nodes in a volume octree is OðpÞ, where p is the total area of the boundary surfaces. We use the top-down pointer-based quadtree traversal algorithm [29] for four-neighbor traversal (also eight-neighbor traversal); the representation requires as few as 2N bytes, where N is the number of nodes in the tree.
RESULTS AND DISCUSSION
In order to show the effectiveness of the proposed approach, we test it using different data sets. The examples presented are different type of data including ordinary LDR images, HDR images, and high-resolution videos. Performances of these algorithms are measured on an Intel Core 2 Duo 2.6 GHz machine with 2 GB RAM.
In Figs. 9 and 10, we compare our brushes with the scribbleboost classifier [8] and lazy snapping [9] . It should be pointed out that we implement both our methods and scribbleboost classifier [8] without using the postprocessing step nor extra features presented in [8] . Our GMM brush is defined as weighted sum of similarity values from both foreground and background. Furthermore, our multi-GMM brush is performed on the progressively smoother image; these make our methods more robust and generate more consistent and cleaner results. As illustrated in Figs. 9 and 10, compared with the results of [8] , our GMM brush and multi-GMM brush generate much cleaner results. The occasional isolated pixels can be eliminated more easily. Lazy snapping [9] applies graph cuts to create binary masks, which prefer to generate more closed and consistent regions, while our method tends to select all regions (may not be connected) that are similar to the stroked regions, which is more appropriate for edit propagation.
In Table 1 , we give the performance comparison between our quadtree-based algorithm (QT) and the LHB algorithm [19] for several images. The LHB preconditioning [19] is one of the fastest approaches in solving a large linear system. In all the comparisons, we performed our method based on the following criteria: receiving the most visually identical result to the full solution using [19] while requiring the lowest resolution to construct the quadtree. For each data set, we show the number of the pixels, and the number of variables in the reduced linear system as the percentage of the total number of pixels. We also measure the error between the solutions computed using the reduced and full linear system (error is measured using the L channel of the CIE L Ã a Ã b Ã color space) with both an average per-pixel RMS error and the maximum error across all pixels. Time and memory requirements are also compared. We compare with [4] for both performance and speed. The running time and memory requirements of [4] are based on both the image size and the number of sampled columns of the derived affinity matrix. All the comparisons are based on the same scribble constraints. As shown in Fig. 13 , for a 644 Â 874 image, our method takes about 0.1 s and 8 MB memory, while it takes about 4 s total and 96 MB memory for [4] . In Fig. 11 , for a 560 Â 400 image, our method takes 0.3 s and 5 MB memory, while it takes about 1.8 s and 45 MB memory for [4] . However, as shown in these figures, our results are visually identical to [4] .
We also compare our results with [22] and [23] . With our multi-GMM similarity measure, the appearance similar regions are more accurately selected. It can also be observed that in Figs. 12a and 12b, our method can tune the illuminance better (see the trees). Furthermore, using our CQD method, we build adaptive quatree in the similar regions, and our method is faster. For the image (2;048 Â 1;536) in Fig. 12 , our method takes 1.25 s, while Xu et al. [22] take 4.25 s. The edge-aware wavelets [23] are very fast; for the image in Fig. 12d with 1 ;920 Â 1;284, the computational time is 3.54 s, while our method takes 0.68 s. However, when performing edit propagation on an image with weak edges, this method will generate over propagation results, as shown in Fig. 12d . With the same constrains, our method avoids this artifact.
Figs. 1, 5, and 6 show that our method can efficiently edit the ordinary low dynamic range image, and the comparison results between our PQD and CQD methods and full solution are also shown. In the case when similar regions occupy a large part of the image, if we only subdivide the less similar regions (PQD method), the computational complexity and memory requirement are still high. However, when we use the CQD method, the time and space requirement is significantly reduced. ) image with strokes, (c) similar regions are selected using the GMM brush, (d) edit result on (c) using the full solution , (e) similar regions are selected using the multi-GMM brush, (f) edit result on (e) using the full solution, (g), (h) similar regions are selected using Lazy snapping [9] and ScribbleBoost [8] , respectively. For example, in Fig. 6 it takes 0.5 s to complete the computation using the PQD method, and it take 0.05 s using the CQD method. But both the results are visually identical to the full-resolution solution. The error between our CQD method and the full solution is also shown. Fig. 13 shows that our method can edit high dynamic range images. We adjust several regions, such as the window, book, and the desktop, to obtain the desired brighter result. We illustrate the comparisons of different algorithms [34] , [35] on the tone mapping of an HDR image (OpenEXR images). We use only simple brush strokes shown in Fig. 13c to adjust the exposure and contrast. Compared with the full resolution solution, as shown in Table 1 , our algorithm is much faster, and the memory requirement is significantly less, while the solution is visually identical to the full solution. In our algorithm, we apply the exrdisplay program, which is included in the OpenEXR software distribution, to display "raw" 16-bit OpenEXR image on our 8-bit monitor. The exrdisplay changes the exposure but does not affect image data itself.
Figs. 8, 7, and 14 present several video edit propagation results that were too large to compute in a common Fig. 11 . Tonal adjustment of a tulip HDR image and comparison with [4] : (a) Stoke drawn on the original HDR image, (b) selected similar regions using the GMM brush, (c) result generated using our CQD method, (d) result generated using the full solution, (e) the visualization of error between our CQD method (c) and full solution (d); (f) result generated using [4] . (HDR image ßJaap Hart. All rights reserved.) Fig. 12 . Comparison with Xu et al. [22] and Fattal [23] . (a) result of Xu et al. [22] , (b) result of our method, (c) Input image with srokes, (d) result of Fattal [23] , (e) result of our method. [34] , (b) tone mapping produced by Reinhard's operator [35] , (c) original HDR image with strokes, (d) the result using the full solution, (e) the result produced using our method, (f) the result produced using [4] . (HDR image c Industrial Light & Magic. All rights reserved.) PC using the full resolution solution [19] . Our hierarchical data structure framework is very effective for a variety of objects in the videos, from blooming flowers to flowing streams. For example, in Fig. 8 , the tone of water lily is adjusted, and the tone of its inverted reflection is also adjusted, respectively. The running time, memory consumption, and other experimental data for video edit propagation examples (Figs. 8, 7 , and 14) are shown in Table 2 . In general, user interaction time depends on the complexity of the scene. Videos with complex and thin structures and fast motion may require more strokes to guide the system. In Figs. 7 and 8 , despite the strong edges and almost constant colors of flowers in this video sequence, our approach is able to fully extract the foreground by painting only a few strokes on a single frame of the video.
Limitations. Our framework works well for fast edit propagation. However, our methods have the following limitations: One component that can be improved is the edge detection method used to guide the adaptive quadtree and octree structure in the similar regions. Better edge-detection methods could be more effective in identifying fuzzy or complex region edges. Although our GMM rush works well for selecting similar appearance regions, however, when the foreground is extremely complex, such as the object in Fig. 15 , our method cannot select the foreground accurately. The inaccurate foreground selection may generate unpleasant results, as shown in Fig. 15 . To address this problem, one feasible method is to use the interactive alpha image matting techniques [10] . Another drawback is that our system requires several parameters to subdivide the image using quadtree construction, which are not intuitive to select for nonresearchers. We plan to develop a method to compute the parameters by learning from the image that is being edited by the professionals in the future.
CONCLUSION AND FUTURE WORK
This paper presents a novel hierarchical data structure to speed up edit propagation. Using the proposed approach, the large linear system in the existing optimization-based propagation methods [19] is reduced to a dramatically smaller linear system. This makes the time and space requirement significantly reduced, while the result is almost visually identical to the full resolution solution. Our method can effectively solve the scalability problem of appearance edit propagation in photography. We demonstrate the effectiveness of our edit propagation framework on both images and videos.
In the future, we are interested in investigating the following topics: first, we would like to apply our method to process other types of visual data, such as measured materials, and volumetric data sets; second, we would like to construct a more accurate octree structure for video, we would incorporate optical flow techniques in our framework; third, we will extend our approach for interactive image and video enhancement [36] and perform image detail enhancement propagation. 
