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SYMBOLIC BLOWUP ALGEBRAS AND INVARIANTS OF CERTAIN MONOMIAL
CURVES IN AN AFFINE SPACE
CLARE D’CRUZ AND SHREEDEVI K. MASUTI
Abstract. Let d ≥ 2 and m ≥ 1 be integers such that gcd(d, m) = 1. Let p be the defining ideal of the
monomial curve in Adk parametrized by (t
n1 , . . . , tnd) where ni = d + (i − 1)m for all i = 1, . . . , d. In this
paper, we describe the symbolic powers p(n) for all n ≥ 1. As a consequence we show that the symbolic blowup
algebras Rs(p) and Gs(p) are Cohen-Macaulay. This gives a positive answer to a question posed by S. Goto
in [14]. We also discuss when these blowup algebras are Gorenstein. Moreover, for d = 3, considering p as
a weighted homogeneous ideal, we compute the resurgence, the Waldschmidt constant and the Castelnuovo-
Mumford regularity of p(n) for all n ≥ 1. The techniques of this paper for computing p(n) are new and we
hope that these will be useful to study the symbolic powers of other prime ideals.
1. Introduction
Let I be an ideal in a Noetherian ring A. Then for all n ≥ 1, the n-th symbolic power of I is the ideal
I(n) := ∩p∈MinAss(A/I)(IAp ∩A). In this paper we are interested in the symbolic powers of certain prime ideals
in the polynomial ring and power series ring. In particular, let T := k[x1, . . . , xd] and p := pC(n1,...,nd) ⊆ T
be the defining ideal of the monomial curve in Adk paramtererized by (t
n1 , tn2 , . . . , tnd), where t ∈ k and
ni = d + (i − 1)m for all i = 1, . . . , d. If R := k[[x1, . . . , xd]] denotes the m-adic completion of T , where
m = (x1, . . . , xd), then p
(n)R = p(n)T ⊗T R. The first part of our paper concerns the Cohen-Macaulay and
Gorenstein property of the symbolic Rees algebra Rs(p) := ⊕n≥0(p
(n)R)tn and symbolic associated graded
ring Gs(p) := ⊕n≥0p
(n)R/p(n+1)R when Rs(p) is Noetherian. The second part of our paper concerns the
computation of resurgence and Waldschmidt constant of pT . We also give a formula for the Castelnuovo-
Mumford regularity of p(n)T for all n ≥ 1.
The n-th symbolic power p(n) is of interest for several reasons. It is related to an open question which
goes back to the work of L. Kronecker [25], where he showed that every irreducible curve in Adk can be
defined by (d + 1)-equations. In 1981, R. Cowsik gave a striking relationship between the Noetherianness
of the symbolic Rees algebra and the problem of set-theoretic complete intersection. He showed that if p
is a prime ideal in a regular local ring R such that dim(R/p) = 1 and Rs(p) is Noetherian, then p is a
set-theoretic complete intersection [6]. Motivated by Cowsik’s result, in 1987, C. Huneke gave necessary
and sufficient conditions for Rs(p) to be Noetherian when dim R = 3 [23]. Huneke’s result was generalised
for dim R ≥ 3 by M. Morales [28]. In general, the symbolic Rees algebra need not be Noetherian even for
an affine monomial curve in A3 and depends on the characteristic of k [17]. This unpredictable behaviour
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attracted the attention of several researchers and properties of the Noetherian symbolic Rees algebra was
studied in several cases (for example see [11], [22], [15], [16], [17], [19], [26], [29], [24], [30] and [34]).
The main difficulty in the study of the symbolic Rees algebra is describing the generators of the symbolic
powers. The symbolic powers p(2) and p(3) for monomial curves in A3 has been studied extensively ([11], [22],
[24], [30] and [34]). In fact, using the ideas in [33] and [34], J. Herzog and B. Ulrich gave a characterization
for Rs(p) = R[pt, p
(2)t2] [19, Corollary 2.12]. However, for d ≥ 4, there are very few results on p(n), n ≥ 1
([14] and [31]). In 1994, S. Goto gave necessary and sufficient conditions for the Cohen-Macaulayness and
Gorensteiness of the symbolic blowup algebras when Rs(p) is Noetherian [14]. The Gorenstein property of
Rs(p) for monomial curves has also been studied in [32], [15] and [16].
In the last decade, motivated by the work in [10], [9] and [20], there has been a great interest in the
relation between the symbolic powers and ordinary powers of ideals. Since symbolic powers are hard to
describe, in order to compare the ordinary and symbolic powers of an homogenous ideal I ⊂ T , C. Bocci and
B. Harbourne defined an asymptotic quantity called the resurgence of I which is defined as ρ(I) = sup{m/r :
I(m) 6⊂ Ir} [3]. They observed that it exists for radical ideals. The resurgence is hard to compute in general
and is a challenging problem. Hence, in order to give a bound for ρ(I), in the same paper they defined
another invariant γ(I) called it the Waldschmidt constant. The Waldschmidt constant of I, denoted as γ(I),
is defined as γ(I) = lim
n→∞
α(I(n))
n
, where α(I) := min{n|In 6= 0}. They showed that if I is an homogenous
ideal, then α(I)/γ(I) ≤ ρ(I) and in addition if I defines a zero dimensional subscheme in a projective space,
then ρ(I) ≤ reg(I)/γ(I) where reg(I) denotes the Castelnuovo-Mumford regularity of I [3, Theorem 1.2.1].
The resurgence and the Waldschmidt constant has been studied in a few cases: for certain general points
in P2 [2], smooth subschemes [18], fat linear subspaces [13], special point configurations [8] and monomial
ideals [4].
We now describe the work in this paper. Let gcd(d,m) = 1, ni := d + (i − 1)m for i = 1, . . . , d and
p := pC(n,...,nd) ⊆ R = k[[x1, . . . , xd]]. In 1994, S. Goto showed that Rs(p) is Noetherian for all d ≥ 2 and
is Cohen-Macaulay if d ≤ 4 [14, Proposition 7.6]. In the same article he raised the question whether Rs(p)
is Cohen-Macaulay if d ≥ 5 [14, page 58]. In this paper we explicitly describe p(n) for all n ≥ 1. For this,
we first define the ideal In ⊆ p
(n) (see 2.14). One important observation is that InT
′ is a homogenous
ideal (Proposition 2.15) where T ′ = T/x1T . The new idea of this paper is to give a monomial order on the
monomials in T ′ = T/(x1) (Definition 3.1) and compute the leading ideal of p
(n)T ′ (Theorem 6.8). More
precisely, we define monomial ideals In ⊆ T
′ (3.3) and show that In = LI(p
(n)T ′). As a consequence, we
show that p(n)R = InR for all n ≥ 1.
As a first application, we show that Rs(p) is Cohen-Macaulay for all d ≥ 2 (Theorem 7.2(2)). This gives
a positive answer to Goto’s question. We also show that Gs(p) is Gorenstein for all d ≥ 2 (Theorem 7.1)
and Rs(p) is Gorenstein if and only if d = 3 (Theorem 7.2(3)).
We elucidate other applications in this paper. Let d = 3. We put weights wt(xi) = ni where ni :=
3 + (i − 1)m and i = 1, 2, 3. With these weights, p(n) = (pn)sat defines a fat point for all n ≥ 1 in the
weighted projective space P := P2(n1, n2, n3) := Proj(T ). Since p is a weighted homogenous ideal, we extend
the definition of resurgence and Waldschmidt constant to p. Moreover, we observe that Theorem 1.2.1 of [3]
holds true for p (Theorem 7.9 and Theorem 7.19).
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In [7, Theorem 1.1] Cutkosky and Kurano showed that lim
−→
n
reg((pn)sat)/n exists and reg(T/p(n)) is even-
tually periodic [7, Corollary 4.9]. We give an explicit formula for reg(T/(pn)sat) for d = 3 and for all n ≥ 1.
In particular lim
−→
n
reg((pn)sat)/n =
3e(T/p)
2
+ 3m (Theorem 7.18).
We remark that using the techniques of this papers one can compute the resurgence, Waldschmidt constant
and regularity of p(n) for d ≥ 4. However, this involves tedious computation and hence we restrict ourselves
to d = 3 in this paper.
We now describe the organisation of this paper. In Section 2 we prove some preliminary results which
will be needed in the subsequent sections. In Section 3 we describe the monomial order we are using and
describe the ideals InT
′ ⊆ LI(InT
′). Section 4 is mainly devoted to show that the associated graded ring
corresponding to the filtration {In}n≥0 is Cohen- Macaulay. In Section 5 we explicitly describe the monomials
which span In−1 modulo (In : xd). In Section 6 we explicitly describe all the symbolic powers p
(n). The
main results of this paper are in Section 7. In this section we study the Cohen-Macaulay and Gorenstein
property of Rs(p) and Gs(p) for d ≥ 2, and give an explicit formula for the resurgence and Waldschmidt
constant. Moreover, we also compute the Castelnuovo-Mumford regularity of the symbolic powers.
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2. Preliminaries
In this paper, we consider the following class of monomial curves: Let d ≥ 2. Let R = k[[x1, . . . , xd]] and
S = k[[t]] be formal power series rings over k. For any positive integer m ≥ 1, with gcd(d,m) = 1, we put
ni := d + (i − 1)m for i = 1, . . . , d. Let C(n1, . . . , nd) be the affine curve parameterised by (t
n1 , . . . , tnd)
and let IC(n1,...,nd) be the ideal defining this monomial curve. In other words, let φ : R−→k[[t]] denote the
homomorphism defined by φ(xi) = t
ni for 1 ≤ i ≤ d and p := ker(φ) = IC(n1,...,nd).
Throughout this paper p = IC(n1,...,nd) unless otherwise specified. It is well known that p is generated by
the 2× 2 minors of the matrix described in (2.1). In [14, Proposition 7.6], Goto described p(n) for d = 4 and
n = 2, 3. It is not easy to describe the ideals p(n) in general. To achieve this, we define ideals InR ⊆ p
(n)
(see (2.14)). We exploit the fact that the ideals (In, x1)T are homogeneous ideals (Proposition 2.15).
2.1. Computation of multiplicity. Let R = k[[x1, . . . , xd]] and X = [Xij ] be the d× d matrix given by
Xij :=
{
xi+j−1 if 1 ≤ i ≤ d and 1 ≤ j ≤ d− i+ 1
xm1 xi+j−d−1 if 2 ≤ i ≤ d and d− i+ 2 ≤ j ≤ d.
(2.1)
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For each 1 ≤ i, k ≤ d− 1, we define:
X(i) := The matrix consisting of the first i+ 1 rows and i+ 1 columns of X, (2.2)
fi := det(X(i)) and fk := f1, . . . , fk. (2.3)
Goto showed that fd−1 satisfies Huneke’s criterion for the Noetherianness of Rs(p) ([14, Theorem 7.4]).
In this section we give a lower bound for the length of the modules R/(p(n)+(x1, fk)) where p = IC(n1,...,nd),
1 ≤ k ≤ d− 1 and n ≥ 1. We need a few preliminary results.
Let (A, n) be a Noetherian local ring of positive dimension d and a an n-primary ideal. Let F = {F(n)}n∈Z
be a Noetherian filtration of ideals, i.e., F(0) = A, F(1) 6= A, F(n+1) ⊆ F(n), F(n) ·F(m) ⊆ F(n+m) for
all n,m ∈ Z and the Rees ring R(F) := ⊕n≥0F(n)tn is Noetherian. Let 1 ≤ k ≤ d and zi ∈ F(ai)\F(ai+1)
for all i = 1, . . . k. Put zk = z1, . . . , zk. For all n ∈ Z, using the mapping cone construction, similar to that
in [21], we construct the complex C•(zk;n) which has the form:
0−→
A
F(n − (a1 + . . .+ ak))
−→· · · −→
⊕
1≤i<j≤k
A
F(n− ai − aj)
−→
k⊕
i=1
A
F(n − ai)
−→
A
F(n)
−→0. (2.4)
The maps are from the Koszul complex K•(zk, A). Let Hi(C•(zk, n)) denote the i-th homology of the
complex C•(zk;n).
For any element z ∈ F(n) \ F(n+ 1), let z⋆ denote the image of z in G(F) := ⊕n∈NF(n)/F(n + 1). Let
z⋆k := z
⋆
1 , · · · , z
⋆
k.
Proposition 2.5. Let {F(n)}n≥0 be a filtration of m-primary ideals. For 1 ≤ i ≤ k, let zi ∈ F(ai)\F(ai + 1).
Suppose z⋆k is a regular sequence in G(F). Then
(1) Hi(C•(zk, n)) = 0 for all i ≥ 1 and all n ∈ Z.
(2) ℓ
(
A
F(n) + (zk)
)
=
k∑
i=0
(−1)i
 ∑
1≤j1<···<ji≤k
ℓ
(
A
F(n − [aj1 + · · ·+ aji ])
) .
Proof. (1) Let K•(z
⋆
k, G(F)) denote the Koszul complex of G(F) with respect to z
⋆
k. Then we have the short
exact sequence of complexes:
0−→K•(z
⋆
k, G(F))n−1−→C•(zk, n)−→C•(zk, n− 1)−→0. (2.6)
Since z⋆k is a regular sequence in G(F), Hi(K•(z
⋆
k, G(F))) = 0 for all i ≥ 1 [27, Theorem 16.5]. Hence from
(2.6) for all n ∈ Z we have:
Hi(C•(zk, n)) ∼= Hi(C•(zk, n− 1)) for all i ≥ 2
and the short exact sequence
0−→H1(C•(zk, n))−→H1(C•(zk, n− 1)).
As Hi(C•(zk, n)) = 0 for all n ≤ 0, we conclude that Hi(C•(zk, n)) = 0 for all n and for all i ≥ 1. This
proves (1).
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(2) As H0(C•(zk, n)) = A/(F(n) + (zk)), from the complex (2.4) we get
ℓ
(
A
F(n) + (zk)
)
+
∑
i≥1
(−1)i ℓ(Hi(C•(zk, n))) =
k∑
i=0
(−1)i
 ∑
1≤j1<···<ji≤k
ℓ
(
A
F(n− [aj1 + · · ·+ aji ])
) .
Applying (1) we get the result. 
Corollary 2.7. Let (A, n) be a Cohen-Macaulay local ring of dimension d. Let p be a prime ideal of height
d− 1 and x /∈ p. Let 1 ≤ k ≤ d− 1 and zi ∈ p
(ai)\p(ai+1). Suppose z⋆k is a regular sequence in G(pAp). Then
(1) e
(
x;
A
p(n) + (zk)
)
= ℓ
(
A
(p, x)
) k∑
i=0
(−1)i
 ∑
1≤j1<···<ji≤k
ℓ
(
Ap
p
n−[aj1+···+aji ]Ap
) .
(2) ℓ
(
A
p(n) + (zk) + (x)
)
≥ ℓ
(
A
(p, x)
) k∑
i=0
(−1)i
 ∑
1≤j1<···<ji≤k
ℓ
(
Ap
p
n−[aj1+···+aji ]Ap
) .
Proof. (1) As p(n) ⊆ p(n) + (zk) ⊆ p, taking radicals we get
√
p(n) + (zk) = p. Hence p is the only minimal
prime of p(n) + (zk). From the associativity formula for multiplicities [27, Theorem 14.7] we get
e
(
x;
A
p(n) + (zk)
)
= e
(
x;
A
p
)
ℓ
(
Ap
(p(n) + (zk))Ap
)
.
As x is a nonzero divisor on A/p, e(x;A/p) = ℓ(A/(p, x)). Replacing A by Ap and G(F) by G(pAp) in
Proposition 2.5(2) we get the result.
(2) From [27, Theorem 14.10], we get ℓ
(
A
p(n) + (zk) + (x)
)
≥ e
(
x;
A
p(n) + (zk)
)
. Now apply (1). 
Theorem 2.8. Let R = k[[x1, . . . , xd]] and p = IC(n1,...,nd). For 1 ≤ i, k ≤ d− 1, let fi and fk be as in (2.3).
Then
ℓ
(
R
p(n) + (fk) + (x1)
)
≥ ℓ
(
R
p, x
) k∑
i=0
(−1)i
 ∑
1≤j1<···<ji≤k
ℓ
(
Rp
pn−[j1+···+ji]Rp
) .
Proof. By [14, Lemma 7.5], fi ∈ p
(i). As G(pRp) is a regular ring and f
⋆
d−1 is a regular sequence [14,
Proposition 5.3(3)], from Corollary 2.7(2), we get the result. 
2.2. The power series ring and the polynomial ring. From now on R = k[[x1, . . . , xd]] and T =
k[x1, . . . , xd]. The following lemma gives us a way to compute the length of an R-module in terms of the
length of the corresponding T -module.
Lemma 2.9. Let m = (x1, . . . , xd)T andM a finitely generated T -module such that Supp(M) = {m}. Then
ℓR(M ⊗T R) = ℓT (M).
Proof. We prove by induction on ℓT (M). If ℓT (M) = 1, then M ∼= T/m. Therefore,
ℓR(M ⊗T R) = ℓR
(
R
mR
)
= 1 (as mR is the maximal ideal of R).
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If ℓT (M) > 1, then as the minimal primes of Supp(M) and Ass(M) are the same, m ∈ Ass(M). This
gives the exact sequence
0−→
T
m
−→M−→C−→0, (2.10)
where C ∼=M/(T/m). As R is T -flat, tensoring (2.10) with R we get:
0−→
T
m
⊗T R ∼=
R
mR
−→M ⊗T R−→C ⊗T R−→0.
From the exact sequence (2.10), we get Supp(C) = {m} and ℓT (C) < ℓT (M). Therefore by induction
hypothesis ℓR(C ⊗T R) = ℓT (C). Hence
ℓR(M ⊗T R) = ℓR(C ⊗T R) + ℓR
(
R
mR
)
= ℓT (C) + ℓT
(
T
m
)
= ℓT (M).

Let
Xi+1,(j1,...,ji+1)
:= the matrix obtained by choosing the first i+ 1 rows and j1, . . . , ji+1 columns of X (2.11)
Ji
:= {det(Xi+1,(j1,...,ji+1))|1 ≤ j1 < · · · < ji+1 ≤ d}. (2.12)
Notation 2.13. If A1, . . . , An are n sets of monomials we define the set A1 · · ·An by A1 · · ·An := {a1 · · · an :
ai ∈ Ai}.
Let In denote the set
In :=
∑
a1+2a2+···+(d−1)ad−1=n
J a11 · · · J
ad−1
d−1 . (2.14)
As R is a flat T -module, InR = InT ⊗T R.
Proposition 2.15. Let n ≥ 1. Then
(1) InR ⊆ p
(n).
(2) (In + (x1))T is an homogeneous ideal.
(3) (In + (x1))T is an m-primary ideal.
Proof. (1) By [14, Lemma 7.5], Ji ⊆ p
(i) for all i = 1, . . . , d− 1. Hence for all a1, . . . , ad−1 ∈ Z≥0,
J a11 · · · J
ad−1
d−1 ⊆ p
a1(p(2))a2 · · · (p(d−1))ad−1 ⊆ p(a1+2a2+···+(d−1)ad−1). (2.16)
Summing over all a1 + 2a2 · · ·+ (d− 1)ad−1 = n and applying (2.16) to (2.14) we get (1).
(2) Fix 1 ≤ j1 < j2 < . . . < ji+1 ≤ d. Then det(Xi+1,(j1,...,ji+1)) is a sum of distinct monomials and the
monomials which do not contain x1 are homogeneous of degree i+1. Hence (Ji+(x1))T is an homogeneous
ideal. From (2.14) we get (2).
(3) By (2.14), J n1 ⊆ In and J
n
1 + (x1) = (x2, . . . , xd)
2n + (x1) which implies that m =
√
J n1 + (x1) ⊆√
In + (x1) ⊆ m. 
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3. Monomial ordering and Initial ideals
Using the description of p(n) for d = 4 and n = 2, 3, Goto proved that the rings R/(p(n) + (f1, f2, f3))
are Cohen-Macaulay, where the fi ∈ p
(i) (1 ≤ i ≤ 3) are as described in [14, page 57]. However, from their
method it is not easy to prove a similar result for d ≥ 5. The new idea in this paper is to give an ordering
on T ′ = T/(x1) which we call the grevelex which is described in Definition 3.1.
Definition 3.1. Let a = (a2, . . . , ad) and x
a :=
d∏
i=2
xaii . We say that x
a > xb if deg(xa) > deg(xb) or
deg(xa) = deg(xb) and in the ordered tuple (a2 − b2, . . . , ad − bd) the left-most nonzero entry is negative.
Note that with respect to this order we have x2 < x3 < . . . < xd. For any polynomial f ∈ T
′, let LM(f)
denote the initial term of f and for any ideal I ⊂ T ′, let LI(I) be the initial ideal of the ideal I with respect
to the grevelex order. We define monomial ideals In ⊆ LI(InT
′) ((3.3), Proposition 3.4) and consider the
filtration F = {In}n≥0. In fact In = LI(InT
′) (Theorem 6.8(3)).
For 2 ≤ r < s ≤ d and l ≥ 1, let M lr,s denote the set of monomials of degree l in the variables xr, . . . , xs.
We set Mr,s :=M
1
r,s.
Let 1 ≤ i ≤ d− 1 and n ≥ 1. We define the ideals Ji and In in T
′ as follows:
Ji := (Mi+1,d)
i+1, (3.2)
In :=
∑
a1+2a2+···+(d−1)ad−1=n
Ja11 · · · J
ad−1
d−1 . (3.3)
Proposition 3.4. For all n ≥ 1, In ⊆ LI(InT
′).
To prove Proposition 3.4, we first need to consider LI(det(Xi+1,(j1,...,ji+1))) for all 1 ≤ j1 < · · · < ji+1 ≤ d.
This is done in Proposition 3.6.
Notation 3.5. For any n × n matrix M = (mij), let p(M) :=
∏
i+j=n+1mij denote the product of anti-
diagonal elements of the matrix M .
Proposition 3.6. For 1 ≤ i ≤ d,
(1) p(Xi+1,(j1,...,ji+1)) = LM(det(Xi+1,(j1,...,ji+1))T
′) =
i+1∏
k=1
xjk+(i−k+1).
(2) Ji ⊆ LI(JiT
′).
Proof. (1) By definition, p(Xi+1,(j1,...,ji+1)) =
∏i+1
k=1Xi−k+2,jk .
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We claim that Xi−k+2,jk = xjk+(i−k+1) for all k = 1, . . . , i + 1. Since jk ≤ ji+1 − (i − k + 1) for all
1 ≤ k ≤ i+ 1, it follows that jk + (i− k + 2) ≤ ji+1 + 1 ≤ d+ 1. Hence the matrix Xi+1,(j1,...,ji+1) is

xj1 · · · xjk · · · X1,ji+1 = xji+1
...
...
...
...
...
xj1+(i−k+1)
... Xi−k+2,jk = xjk+(i−k+1)
...
...
...
...
...
...
...
Xi+1,j1 = xj1+i
...
...
... ⋆

. (3.7)
This proves the claim. Hence p(Xi+1,(j1,...,ji+1)) =
i+1∏
k=1
xjk+(i−k+1).
To complete the proof of (1) we need to show that:
LM(det(Xi+1,(j1,...,ji+1))T
′) =
i+1∏
k=1
xjk+(i−k+1). (3.8)
We prove (3.8) by induction on i. Note that in the matrix X defined in (2.1), x1 divides X11 and Xij for
i+ j ≥ d+ 2. Let i = 1. Then
det(X2,(j1,j2))T
′ =
xj1+1xj2 if j1 = 1 or j2 = dxj1xj2+1 − xj1+1xj2 if 1 < j1 < j2 < d .
Hence LM(det(X2,(j1,j2))T
′) = xj1+1xj2 if j1 = 1 or j2 = d. If 1 < j1 < j2 < d, then j1 < j1+1 ≤ j2 < j2+1
and hence xj1+1xj2 > xj1xj2+1 which implies that LM(det(X2,(j1,j2))T
′) = xj1+1xj2. Hence (3.8) is true for
i = 1.
Now let i > 1. Expanding the matrix in (3.7) along the last row we get:
det(Xi+1,(j1,...,ji+1))T
′ =
(
t∑
k=1
(−1)k+i+1xjk+i det(Xi,(j1,...,ĵk,...,ji+1)
)
)
T ′ (3.9)
where t = max{k|jk+i ≤ d}. As Xi,(j1,...,ĵk,...,ji+1)
has the form as the matrix described in (3.7), by induction
hypothesis,
LM(det(X
i,(j1,...,ĵk,...,ji+1)
)T ′) =
k−1∏
α=1
xjα+i−α
i+1∏
α=k+1
xjα+(i−α+1)
=

i+1∏
α=2
xjα+(i−α+1) if k = 1
xj1+(i−1)
k−1∏
α=2
xjα+i−α
i+1∏
α=k+1
xjα+(i−α+1) if k = 2, . . . , t.
(3.10)
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Hence for all k = 2, . . . , t
xjk+iLM(det(Xi,(j1,...,ĵk,...,ji+1)
)T ′)
= xj1+(i−1)
[
k−1∏
α=2
xjα+i−α
]
xjk+i
 i+1∏
α=k+1
xjα+(i−α+1)
 [by (3.10)]
< xj1+ixj2+(i−1) · · · xji+1xji+1
= xj1+iLM(det(Xi,(ĵ1,j2,...,ji+1)
)T ′) [by (3.10)]. (3.11)
Therefore
LM(det(Xi+1,(j1,...,ji+1))T
′) = LM(
t∑
k=1
(−1)k+i+1xjk+iLM(det(Xi,(j1,...,ĵk,...,ji+1)
))T ′) [by (3.9)]
= xj1+iLM(det(Xi,(ĵ1,j2,...,ji+1)
)T ′) [by (3.11)]
= xj1+ixj2+(i−1) · · · xji+1xji+1 [by (3.10)].
This proves (1).
(2) Let x
αi+k1
i+k1
· · · x
αi+ks
i+ks
∈ M i+1i+1,d where 1 ≤ k1 < k2 < · · · < ks ≤ d − i and αi+k1 , . . . , αi+ks 6= 0 such
that αi+k1 + · · ·+ αi+ks = i+ 1. Set β0 = 0 and βr = αi+k1 + · · ·+ αi+kr for 1 ≤ r ≤ s. Define
Sr = {βr−1 + 1, βr−1 + 2, . . . , βr} for 1 ≤ r ≤ s.
Then
⊔s
r=1 Sr = {1, . . . , i+ 1}. Let 1 ≤ t ≤ i+ 1. If t ∈ Sr define
jt = kr + (t− 1).
With this choice of j1, . . . , ji+1, p(Xi+1,(j1,...,ji+1)) = x
αi+k1
i+k1
· · · x
αi+ks
i+ks
. By (1) x
αi+k1
i+k1
· · · x
αi+ks
i+ks
∈ LI(JiT
′).
Hence Ji ⊆ LI(JiT
′). 
Proof of Proposition 3.4: The proof follows from (2.14), Proposition 3.6(2) and (3.3).
4. The associated graded ring corresponding to the filtration F := {In}n≥0
Let G(F) := ⊕n≥0In/In+1 be the associated graded ring corresponding to the filtration F = {In}n≥0,
where In are ideals defined in (3.3). By definition of In, G(F) is Noetherian (Theorem 4.6). One of the key
steps is to prove that the associated graded ring G(F) = ⊕n≥0(In/In+1) is Cohen-Macaulay. In particular
we show that (x22)
⋆, . . . , (xdd)
⋆ is a regular sequence in G(F) (Theorem 4.6). As an immediate consequence,
we give a formula for ℓ
(
T ′
(In + (x22, · · · , x
k
k))T
′
)
(Proposition 4.7) which is useful in the subsequent sections.
The following proposition is crucial to prove Theorem 4.6.
Proposition 4.1. For all n ≥ 1 and i = 2, . . . , d,
(In : (x
i
i)) =
T
′ if n < i
In−i+1 if n ≥ i.
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Proof. If n < i, then xii ∈ Ji−1 ⊆ In which implies that (In : (x
i
i)) = T
′. Therefore, for the rest of the proof
we will assume that n ≥ i.
As In =
∑
a1+2a2+···+(d−1)ad−1=n
Ja11 · · · J
ad−1
d−1 , by [12, Proposition 1.14], we only need to consider Mj ∈ J
aj
j
with deg(Mj) = (j + 1)aj and show that ((
d−1∏
j=1
Mj) : (x
i
i)) ⊆ In−i+1. Note that
d−1∏
j=1
Mj
 : (xii)
 =

(∏d−1
j=1Mj
)
gcd(
∏d−1
j=1Mj, x
i
i)
 =

(∏i−1
j=1Mj
)
xgi
d−1∏
j=i
Mj

where g = min{i,
∑i−1
j=1 bj} and bj := max{t|x
t
i divides Mj}.
If bj = 0 for all j = 1, . . . , i− 1, then g = 0 and
d−1∏
j=1
Mj
 : (xii) =
d−1∏
j=1
Mj
 ⊆ In ⊆ In−i+1. Hence, for
the rest of the proof we will assume that bj 6= 0 for some j = 1, . . . , i− 1.
Claim: For j = 1, . . . , i− 1, there exist integers a′j and monomials M
′
j such that:
(1) M ′j ∈ J
a′
j
j for all j = 1, . . . , i− 1.
(2)
i−1∏
j=1
Mj

xgi
=
i−1∏
j=1
M ′j
N , for some monomial N in T ′.
(3)
i−1∑
j=1
ja′j +
d−1∑
j=i
jaj ≥ n− i+ 1.
Put k := min
l
∣∣∣∣∣∣
i−1∑
j=l
bj ≤ i− 1
. For k ≤ j ≤ i− 1 we define qj and rj using the following algorithm:
Define non-negative integers qk−1 and rk−1 as follows: Put
c := g −
i−1∑
j=k
bj. (4.3)
If c = 0, then put qk−1 := 0 and rk−1 := rk. If c > 0, then choose qk−1 ≥ 0 and 0 ≤ rk−1 ≤ k − 1 such that
c− rk = kqk−1 − rk−1. (4.4)
For j = 1, . . . , i− 1 we define a′j as follows:
a′j :=

aj − qj if j ∈ {k − 1, . . . , i− 1} \ {rk−1 − 1}
aj if j ∈ {1, . . . , k − 2} \ {rk−1 − 1}
ark−1−1 + 1 if j = rk−1 − 1 and rk−1 ≥ 2.
(4.5)
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Algorithm
Output: Defines qj, rj for k ≤ j ≤ i− 1.
Initialize: ri = 0 and j = i− 1
1: while j ≥ k do
2: if bj = 0 then
3: define qj = 0 and rj = rj+1
4: else
5: find integers qj and 0 ≤ rj ≤ j such that
bj − rj+1 = (j + 1)qj − rj . (4.2)
6: end if
7: return qj , rj
8: j ← j − 1
9: end while
Set M0 = 1 and define Nj for j = k − 1, . . . , i as follows:
Nj =

1 if j = i
a monomial of degree rj that divides
MjNj+1
x
bj
i
if bj 6= 0 and k ≤ j < i
Nj+1 if bj = 0 and k ≤ j < i
a monomial of degree rk−1 that divides
Mk−1Nk
xc
i
if j = k − 1.
For j = 1, . . . , i− 1 we define M ′j as follows:
M ′j :=

MjNj+1
x
bj
i Nj
if j ∈ {k, . . . , i− 1} \ {rk−1 − 1}
Mk−1Nk
xciNk−1
if j = k − 1
Mj if j ∈ {1, . . . , k − 2} \ {rk−1 − 1}
Mrk−1−1Nk−1 if j = rk−1 − 1 and 2 ≤ rk−1.
By our definition of M ′j , deg(M
′
j) = (j + 1)a
′
j for all j = 1, . . . , i − 1. Hence M
′
j ∈ J
a′j
j . This proves (1) of
the Claim.
Let
N =
Nk−1 if rk−1 ≤ 11 if rk−1 > 1.
Then we can express
i−1∏
j=1
Mj as in (2) of the Claim.
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We now prove (3) of the Claim. To complete the proof it suffices to show that
i−1∑
j=1
ja′j +
d−1∑
j=i
jaj ≥ n− i+ 1.
Put
α(rk−1) :=
0 if rk−1 = 0rk−1 − 1 if rk−1 6= 0.
Then
i−1∑
j=1
ja′j +
d−1∑
j=i
jaj
= n−
i−1∑
j=k−1
[(j + 1)qj ] +
i−1∑
j=k−1
qj + α(rk−1) [by (4.5)]
= n− [c − rk + rk−1]−
i−1∑
j=k
[bj − rj+1 + rj ] +
i−1∑
j=k−1
qj + α(rk−1) [by (4.4) and (4.2)]
= n− g + [α(rk−1)− rk−1] +
i−1∑
j=k−1
qj [by (4.3)].
We claim that:
(a)
i−1∑
j=k−1
qj ≥ 1.
(b) If g = i and rk−1 > 0, then
i−1∑
j=k−1
qj ≥ 2.
Suppose qj = 0 for all j = k − 1, . . . , i− 1. Then
0 ≤ g =
i−1∑
j=k
bj + c =
i−1∑
j=k
[rj+1 − rj ] + rk − rk−1 = −rk−1 ≤ 0,
which implies that g = 0. Hence
∑i−1
j=k bj = 0 which leads to a contradiction on our assumption of bj ’s. This
proves (a) of the claim.
Now suppose g = i and rk−1 > 0. By (a),
i−1∑
j=k−1
qj ≥ 1. If
i−1∑
j=k−1
qj = 1, then ql = 1 for some k−1 ≤ l ≤ i−1
and qj = 0 for j 6= l. Hence
i = g =
i−1∑
j=k
bj + c = (l + 1)− rk−1 ≤ i− rk−1 ≤ i− 1
which leads to a contradiction.
If g ≤ i− 1 or g = i and rk−1 = 0, then by Claim (a), −g + [α(rk−1)− rk−1] +
i−1∑
j=k−1
qj ≥ −i+ 1. If g = i
and rk−1 6= 0, then by Claim (b) −g + [α(rk−1)− rk−1] +
i−1∑
j=k−1
qj ≥ −i+ 1. This completes the proof of (3)
of the Claim. 
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Theorem 4.6. The associated graded ring G(F) is Cohen-Macaulay.
Proof. Let a⋆ denote the image of a in G(F). Since xii ∈ Ii−1 \ Ii it follows that (x
i
i)
⋆ ∈ [G(F)]i−1. To prove
the theorem it is enough to show that (x22)
⋆, . . . , (xii)
⋆ is a regular sequence in G(F) for all 2 ≤ i ≤ d. We
prove by induction on i. If i = 2, then by Proposition 4.1, (x22)
⋆
is a regular element in G(F). Now let i > 2
and assume that (x22)
⋆
, . . . , (xi−1i−1)
⋆
is a regular sequence in G(F). Then
G(F)
((x22)
⋆
, . . . , (xi−1i−1)
⋆
)
∼=
⊕
n≥0
In
In+1 +
∑i−1
j=2 x
j
jIn+1−j
.
One can verify that
((In+i +
i−1∑
j=2
xjjIn+i−j) : (x
i
i)) = (In+i : (x
i
i)) +
i−1∑
j=2
(xjjIn+i−j : (x
i
i)) [12, Proposition 1.14]
= (In+i : (x
i
i)) +
i−1∑
j=2
xjj(In+i−j : (x
i
i))
= In+1 +
i−1∑
j=2
xjjIn+1−j [by Proposition 4.1].
Hence (xii)
⋆ is G(F)/((x22)
⋆
, . . . , (xi−1i−1)
⋆
)- regular. 
Proposition 4.7. Let 2 ≤ k ≤ d. Then for all n ≥ 1,
ℓ
(
T ′
(In + (x22, · · · , x
k
k))T
′
)
=
k−1∑
i=0
(−1)i
 ∑
1≤j1<···<ji≤k−1
ℓ
(
T ′
(In−(j1+···+ji))T
′
) .
Proof. The proof follows from Proposition 2.5 and Theorem 4.6. 
5. Monomial generators of In−1 modulo (In : (xd)) as a k-vector space
In this section we first show that (In : (xd)) ⊆ In−1. Next we describe the generators of In−1 modulo
(In : (xd)) (Proposition 5.3). This will be used to compute ℓ(T
′/In) and ℓ(T
′/In + (x
2
2, . . . , x
k+1
k+1)).
The following lemma is simple, but we state it as it is crucially used to prove Lemma 5.2.
Lemma 5.1. (1) Let 1 ≤ j ≤ d− 1 and a ≥ 1. Then
(Mj+1,d)
(j+1)a = x
(j+1)a−j
j+1 (Mj+1,d)
j + (Mj+2,d)
j+1(Mj+1,d)
(j+1)(a−1).
(2) Let 1 ≤ k < j ≤ d− 1 and a, b ≥ 1. Then
(Mk+1,d)
a(Mj+1,d)
b = (Mk+1,j+1)
a(Mj+1,d)
b + (Mk+1,d)
a−1(Mj+2,d)
b+1.
Proof. (1) The proof follows by induction on a. (2) The proof follows by induction on a+ b. 
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Before we proceed we set up some notation. For 1 ≤ j ≤ d − 1, let aj 6= 0 and aj := (a1, . . . , aj) ∈ Nj.
We inductively define the set S(aj) as follows:
S(a1) := {x
2a1−1
2 }
S(aj) :=
{x
(j+1)aj−j
j+1 } if {i < j|ai 6= 0} = ∅
{x
(j+1)aj−j
j+1 }S(ak)M
k
k+1,j+1 if {i < j|ai 6= 0} 6= ∅ and k = max{i < j|ai 6= 0}.
We set Jaj := Ja11 · · · J
aj
j . Let wtaj := a1 + 2a2 + · · · + jaj be the weight of aj. For all n ∈ N we define
Λj,n := {aj ∈ Nj : wtaj = n, aj 6= 0}.
Lemma 5.2. Let n ≥ 2. Then
(1) (In : (xd)) ⊆ In−1.
(2) For all 1 ≤ j ≤ d− 1 and for all aj ∈ Λj,n−1
(a) S(aj)M
j
j+1,d ⊆ J
aj \m′Jaj where m′ = (x2, . . . , xd)T
′.
(b) For all 1 ≤ j ≤ d− 1, Jaj ⊆
(
S(aj)M
j
j+1,d
)
+ (In : (xd)).
(3) In−1 =
∑d−1
j=1
∑
aj∈Λj,n−1
(
S(aj)M
j
j+1,d
)
+ (In : (xd)).
Proof. (1) By [12, Proposition 1.14] it is enough to show that for all j = 1 . . . d − 1 and aj ∈ Λj,n, (J
aj :
(xd)) ⊆ In−1. One can verify that
(Jaj : (xd)) = (M2,d)
2a1 · · · (Mj,d)
jaj−1(Mj+1,d)
(j+1)aj−1
= (M2,d)
2a1 · · · [(Mj,d)
jaj−1(Mj+1,d)
j ](Mj+1,d)
(j+1)aj−(j+1)
⊆ (M2,d)
2a1 · · · (Mj,d)
j(aj−1+1)(Mj+1,d)
(j+1)(aj−1) [as (Mj+1,d) ⊆ (Mj,d)]
⊆ In−1,
since a1 + · · · + (j − 2)aj−2 + (j − 1)(aj−1 + 1) + j(aj − 1) = n− 1. This proves (1).
(2) Set r(aj) = #{i : 1 ≤ i ≤ j and ai 6= 0}. We prove by induction on r(aj).
(2a) If r(aj) = 1, then S(aj) = {x
(j+1)aj−j
j+1 }. Hence S(aj)M
j
j+1,d = {x
(j+1)aj−j
j+1 }M
j
j+1,d ⊆ J
aj
j = J
aj
j .
If r(aj) > 1 and k = max{i|1 ≤ i < j and ai 6= 0}, then S(aj)M
j
j+1,d = S(ak)M
k
k+1,j+1
[
x
(j+1)aj−j
j+1 M
j
j+1,d
]
and by induction hypothesis,
S(ak)M
k
k+1,j+1
[
x
(j+1)aj−j
j+1 M
j
j+1,d
]
⊆ JakJ
aj
j = J
aj.
Comparing the degree of the monomials in S(aj)M
j
j+1,d we conclude that these monomials are not in m
′Jaj .
(2b) If r(aj) = 1 ,then
Jaj = (Mj+1,d)
(j+1)aj
= x
(j+1)aj−j
j+1 (Mj+1,d)
j + (Mj+2,d)
j+1(Mj+1,d)
(j+1)(aj−1) [by Lemma 5.1(1)]
⊆ S(aj)(Mj+1,d)
j + (In : (xd))
as xd(Mj+2,d)
j+1(Mj+1,d)
(j+1)(aj−1) ⊆ Jj+1J
aj−1
j and (j+1)+ j(aj − 1) = jaj +1 = (n− 1)+ 1 = n. Hence
(2b) is true for r(aj) = 1.
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Now let r(aj) > 1 and k = max{i|1 ≤ i < j and ai 6= 0}. Then
Jaj
= JakJ
aj
j
⊆
(
(S(ak)M
k
k+1,d) + (In−jaj : (xd))
)
J
aj
j
[by induction hypothesis applied to Jak ]
⊆ x
(j+1)aj−j
j+1 (S(ak)M
k
k+1,d)(Mj+1,d)
j +
(
S(ak)M
k
k+1,d
)
(Ijaj+1 : (xd)) + (In−jaj : (xd))J
aj
j
[by the case r = 1 applied to J
aj
j ]
⊆ x
(j+1)aj−j
j+1 (S(ak)M
k
k+1,d)(Mj+1,d)
j + (In : (xd)) [by Lemma 5.2(2a)]
⊆ x
(j+1)aj−j
j+1 (S(ak))
[
(Mk+1,j+1)
k(Mj+1,d)
j + (Mk+1,d)
k−1(Mj+2,d)
j+1
]
+ (In : (xd)) [by Lemma 5.1(2)]
=
(
S(aj)(Mj+1,d)
j
)
+ (In : (xd))
as
xd(x
(j+1)aj−j
j+1 )(S(ak))(Mk+1,d)
k−1(Mj+2,d)
j+1
⊆
[
(S(ak)) (xj+1(Mk+1,d)
k−1)
]
xd(Mj+2,d)
j+1(x
(j+1)(aj−1)
j+1 )
⊆ JakJj+1J
aj−1
j [by Lemma 5.2(2a)]
⊆ In.
This proves (2b) for all r(aj) ≥ 1.
(3) The proof follows from (1) and (2). 
Proposition 5.3. The set {M +(In : (xd))|M ∈ {
⋃
·
d−1
j=1
⋃
· aj∈Λj,n−1{S(aj)M
j
j+1,d}} generates
In−1
(In : (xd))
as a
k-vector space.
Proof. LetM be a monomial in S(aj)M
j
j+1,d. By Lemma 5.2(2a),M ∈ J
aj . Thus xdxiM ∈ (m
′)2Ja11 · · · J
aj
j =
Ja1+11 · · · J
aj
j ⊆ In. This implies that xiM ∈ (In : (xd)) for all i = 2, . . . , d. Hence from Lemma 5.2(3), the
monomials in S(aj)M
j
j+1,d generate In−1 modulo (In : (xd)) as a k-vector space. 
From Proposition 5.3, giving an upper bound for the length of the vector space
In−1
(In : (xd))
involves counting
monomials and hence it is combinatorial in nature. Hence we prove some preliminary results before we arrive
at the main result of this section. We state the well known Vandermonde’s identity which will be needed in
our proofs.
Lemma 5.4. [Vandermonde’s identity] Let n, r, s ∈ N. Then
∑
i≥0
(
n
i
)(
s
r − i
)
=
(
n+ s
r
)
The next lemma is the main step in proving our main result.
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Lemma 5.5. Fix 1 ≤ j ≤ d− 1 and n > 1. Then
∑
aj∈Λj,n−1
#S(aj) =
(
n− 2
j − 1
)
.
Proof. We prove by induction on j. If j = 1 then S(a1) = {x
2a1−1
2 }, and hence the assertion is true for j = 1.
Now let j > 1. Then∑
aj∈Λj,n−1
#S(aj)
=

⌊n−2
j
⌋∑
aj=1
j−1∑
i=1
 ∑
ai∈Λi,n−1−jaj
#S(ai)
#M ii+1,j+1 if j 6 |(n− 1)
#S(0, . . . , 0, n−1j ) +
⌊n−2
j
⌋∑
aj=1
j−1∑
i=1
 ∑
ai∈Λi,n−1−jaj
#S(ai)
#M ii+1,j+1 if j|(n − 1)
. (5.6)
Define αj,n :=
0 if j 6 |(n − 1)1 if j|(n − 1) . Then (5.6) can be written as∑
aj∈Λj,n−1
#S(aj)
= αj,n +
⌊n−2
j
⌋∑
aj=1
j−1∑
i=1
 ∑
ai∈Λi,n−1−jaj
#S(ai)
#M ii+1,j+1
= αj,n +
⌊n−2
j
⌋∑
aj=1
j−1∑
i=1
(
n− jaj − 2
i− 1
)(
j
j − i
)
[by induction hypothesis]
= αj,n +
⌊n−2
j
⌋∑
aj=1
j−1∑
i=0
(
n− jaj − 2
i
)(
j
j − i− 1
)− (n− jaj − 2
j − 1
) [replacing i− 1 by i]
= αj,n +
⌊n−2
j
⌋∑
aj=1
[(
n− j(aj − 1)− 2
j − 1
)
−
(
n− jaj − 2
j − 1
)]
[by Lemma 5.4]
= αj,n +
(
n− 2
j − 1
)
− αj,n
=
(
n− 2
j − 1
)
.

We are now ready to prove the main result in this section.
Proposition 5.7. Let d, n ≥ 2. Then
ℓ
(
In−1
(In : (xd))
)
≤
(
n+ d− 3
d− 2
)
.
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Proof. By Proposition 5.3 we get
ℓ
(
In−1
(In : (xd))
)
≤
d−1∑
j=1
 ∑
aj∈Λj,n−1
#S(aj)
#M jj+1,d
=
d−1∑
j=1
(
n− 2
j − 1
)(
d− 1
d− j − 1
)
[by Lemma 5.5].
=
d−2∑
i=0
(
n− 2
i
)(
d− 1
d− i− 2
)
[put i = j − 1]
=
(
n+ d− 3
d− 2
)
[by Lemma 5.4].

6. Cohen-Macaulayness of R/(p(n) + (fk))
In [14, Proposition 7.6] Goto showed that R/(p(n)+(fd−1)) is Cohen-Macaulay for d = 3, 4 and n ≤
(d−1
2
)
.
This was done by explicitly describing p(n) for d ≤ 4 and n ≤
(d−1
2
)
. Using the techniques developed in this
paper, we generalise Goto’s result for all d ≥ 2 and n ≥ 1. A lower bound for ℓ(R/(p(n)+(fk, x1))) was given
using the multiplicity formula (Theorem 2.8). In this section, we show that the inequality in Theorem 2.8 is
indeed an equality (Theorem 6.5). This implies that for all n ≥ 1 and 1 ≤ k ≤ d−1, the rings R/(p(n)+(fk))
are Cohen-Macaulay. As a consequence, we describe p(n) for all d ≥ 2 and all n ≥ 1. In particular we prove
that p(n) = InR and LI(p
(n)T ′) = InT
′ for all d ≥ 2 and n ≥ 1.
We first give an upper bound on ℓ(T ′/In). This is crucial to prove an interesting result which shows that
the the equality of the lengths of the various modules (over different rings) in Theorem 6.2.
Proposition 6.1. Let d ≥ 2. Then for all n ≥ 1,
ℓ
(
T ′
In
)
≤ d
(
n+ d− 2
d− 1
)
.
Proof. We prove by double induction on n and d. If n = 1, then
ℓ
(
T ′
I1
)
= ℓ
(
k[x2, . . . , xd]
(x2, . . . , xd)2
)
= d.
If d = 2, then
ℓ
(
T ′
In
)
= ℓ
(
k[x2]
(x2)2n
)
= 2n.
Now let n > 1 and d > 2. From the exact sequence
0−→
T ′
(In : (xd))
.xd−→
T ′
In
−→
T ′
In + (xd)
−→0
18 CLARE D’CRUZ AND MASUTI
we get
ℓ
(
T ′
In
)
= ℓ
(
T ′
In + (xd)
)
+ ℓ
(
T ′
(In : (xd))
)
= ℓ
(
T ′
In + (xd)
)
+ ℓ
(
T ′
In−1
)
+ ℓ
(
In−1
(In : (xd))
)
[Lemma 5.2(1)]
≤ (d− 1)
(
n+ d− 3
d− 2
)
+ d
(
n− 1 + d− 2
d− 1
)
+
(
n+ d− 3
d− 2
)
[by induction hypothesis and Proposition 5.7]
= d
(
n+ d− 3
d− 2
)
+ d
(
n+ d− 3
d− 1
)
= d
(
n+ d− 2
d− 1
)
.

Theorem 6.2. Let d ≥ 2. Then for all n ≥ 1,
e
(
x1;
R
p(n)
)
= ℓ
(
R
p(n) + (x1)
)
= ℓR
(
R
(In, x1)R
)
= ℓT ′
(
T ′
InT ′
)
= ℓT ′
(
T ′
LI(In)T ′
)
= ℓ
(
T ′
In
)
= d
(
n+ d− 2
d− 1
)
.
Proof. From Proposition 2.15(1) InR ⊆ p
(n). Since R/p(n) is Cohen-Macaulay,
e
(
x1;
R
p(n)
)
= ℓR
(
R
p(n) + (x1)
)
≤ ℓR
(
R
(In, x1)R
)
. (6.3)
By Proposition 2.15(3), for any prime q 6= m, ((In, x1)T )q = T . This implies that SuppT
(
T
(In, x1)T
)
= {m}.
Hence we get
SYMBOLIC BLOWUP ALGEBRA 19
ℓR
(
R
(In, x1)R
)
= ℓT ′
(
T ′
InT ′
)
[Lemma 2.9]
= ℓT ′
(
T ′
LI(In)T ′
)
[1, Proposition 2.1]
≤ ℓT ′
(
T ′
In
)
[Proposition 3.4]
≤ d
(
n+ d− 2
d− 1
)
[Proposition 6.1]
= e
(
x1;
R
p
)
ℓRp
(
Rp
pnRp
)
= e
(
x1;
R
p
)
ℓRp
(
Rp
p(n)Rp
)
[since p(n)Rp = p
nRp]
= e
(
x1;
R
p(n)
)
[by [27, Theorem 14.7]]. (6.4)
Thus equality holds in (6.3) and (6.4) which proves the theorem. 
Theorem 6.5. Let d ≥ 2 and 1 ≤ k ≤ d− 1. Let fk be as in (2.3). Then for all n ≥ 1,
e
(
x1;
R
p(n) + (fk)
)
= ℓR
(
R
p(n) + (x1, fk)
)
= ℓT ′
(
T ′
(In + fk)T ′
)
= ℓT ′
(
T ′
LI((In + fk)T ′)
)
= ℓ
(
T ′
In + (x22, . . . , x
k+1
k+1)
)
= d
k∑
i=0
(−1)i
 ∑
1≤j1<···<ji≤k
(
n− (j1 + · · ·+ ji) + d− 2
d− 1
) .
In particular, R/(p(n) + (fk)) is Cohen-Macaulay.
Proof. From Proposition 2.15(1) (In, x1, fk)R ⊆ (p
(n), x1, fk)R. Hence
e
(
x1;
R
p(n) + (fk)
)
≤ ℓR
(
R
p(n) + (x1, fk)
)
[27, Theorem 14.10]
≤ ℓR
(
R
(In, x1, fk)R
)
. (6.6)
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Since (In, x1)T ⊆ (In, fk, x1)T by Proposition 2.15(3), for any prime q 6= m, ((In, fk, x1)T )q = T . This
implies that SuppT
(
T
(In, fk, x1)T
)
= {m}. Hence we get
ℓR
(
R
(In, x1, fk)R
)
= ℓR
(
T
(In, x1, fk)T
⊗T R
)
= ℓT
(
T
(In, x1, fk)T
)
[Lemma 2.9]
= ℓT ′
(
T ′
(In, fk)T ′
)
= ℓT ′
(
T ′
LI((In, fk)T ′)
)
[1, Proposition 2.1]
≤ ℓT ′
(
T ′
In + (x22, . . . , x
k+1
k+1)
)
[Propositions 3.4 and 3.6(1)]
=
k∑
i=0
(−1)i
 ∑
1≤j1<···<ji≤k
ℓ
(
T ′
(In−(j1+···+ji))T
′
) [Proposition 4.7]
= d
k∑
i=0
(−1)i
 ∑
1≤j1<···<ji≤k
(
n− (j1 + · · · + ji) + d− 2
d− 1
) [Theorem 6.2]
= d
k∑
i=0
(−1)i
 ∑
1≤j1<···<ji≤k
ℓ
(
Rp
pn−[j1+···+ji]Rp
)
= e
(
x1;
R
p(n) + (fk)
)
[[14, Proposition 5.3(3)] and Corollary 2.7(1)]. (6.7)
Hence equality holds in (6.6) and (6.7) which proves the theorem. 
We end this section by explicitly describing the generators of p(n) for all n ≥ 1. We also describe the
leading ideal LI(p(n))T ′.
Theorem 6.8. (1) For all n ≥ 1, p(n) = InR.
(2) For all n ≥ d, p(n) =
∑
a1+2a2+···+(d−1)ad−1=n
p
a1(p(2))a2 · · · (p(d−1))ad−1 .
(3) For all n ≥ 1, LI(p(n)T ′) = In = LI(InT
′).
Proof. (1) By Theorem 6.2 we get
ℓ
(
R
p(n) + (x1)
)
= ℓ
(
R
InR+ (x1)
)
.
This implies that p(n) = InR + x1(p
(n) : (x1)). As x1 is a nonzerodivisor on R/p
(n), (p(n) : (x1)) = p
(n). By
Nakayama’s lemma, p(n) = InR.
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(2) For all n ≥ d,
p
(n) = InR
=
∑
a1+2a2+···+(d−1)ad−1=n
J a11 J
a2
2 · · · J
ad−1
d−1 R
⊆
∑
a1+2a2+···+(d−1)ad−1=n
p
a1(p(2))a2 · · · (p(d−1))ad−1 [by Proposition 2.15(1)]
⊆ p(n).
Hence equality holds.
(3) The proof follows from Proposition 3.4 and Theorem 6.2. 
7. Applications
7.1. Cohen-Macaulayness and Gorensteinness of symbolic blowup algebras.
In [15], Goto et al. studied the Gorenstein property of the symbolic Rees algebra. If d = 3, then ht(p) = 2 and
hence, if Rs(p) is Cohen-Macaulay, then it is also Gorenstein ([32, Corollary 3.4]). From [14, Theorem 6.7(4)]
and Theorem 6.5, it follows that Gs(p) is Cohen-Macaulay. In this paper we give an alternate argument for
Gs(p) to be Cohen-Macaulay. In fact, we show that Gs(p) := ⊕n≥0p
(n)/p(n+1) is Gorenstein for all d ≥ 2
(Theorem 7.1). We also prove that Rs(p) is Cohen-Macaulay for all d ≥ 2 (Theorem 7.2(2)). Moreover,
Rs(p) is Gorenstein if and only if d = 3 (Theorem 7.2(3)).
Put f0 = x1. Let fi’s be as in (2.3) and let f
⋆
i denotes the image of fi in p
(i)/p(i+1). In [14, Proposition 5.3],
Goto showed that fd−1 is an homogenous system of parameters in Gs(p). In Theorem 7.1, we show that
f⋆0 , f
⋆
d−1 is a regular sequence in Gs(p).
Theorem 7.1. Let d ≥ 2. Then
(1) For all d ≥ 2, f⋆0 , f
⋆
d−1 is a regular sequence in Gs(p).
(2) Gs(p) is Gorenstein.
Proof. We first show that Gs(p) is Cohen-Macaulay. By induction on k, we prove that f
⋆
0 , f
⋆
k is a regular
sequence in Gs(p) for all k = 0, . . . , d− 1. Let k = 0. Then as x1 is a nonzerodivisor on R/p
(n) for all n, we
conclude that f⋆0 is a nonzerodivisor in Gs(p). Now let k ≥ 1 and assume that f
⋆
0 , f
⋆
k−1 is a regular sequence
in Gs(p). Then
Gs(p)
(f0
⋆, f⋆k−1)
∼=
⊕
n≥0
p(n)
p(n+1) +
∑k−1
j=0 fjp
(n−j)
∼=
⊕
n≥0
p(n) + (f0, fk−1)
p(n+1) + (f0, fk−1)
.
22 CLARE D’CRUZ AND MASUTI
Hence, to show that f⋆k is a nonzerodivisor on
Gs(p)
(f0
⋆, f⋆k−1)
it is enough to show that ((p(n+1), f0, fk−1) : (fk)) =
(p(n+1−k), f0, fk−1) for all n ≥ k. Since
ℓ
(
R
((p(n+1), f0, fk−1) : (fk))
)
= ℓ
(
R
(p(n+1), f0, fk−1)
)
− ℓ
(
R
(p(n+1), f0, fk)
)
= ℓ
(
T ′
In+1 + (x22, . . . , x
k
k)
)
− ℓ
(
T ′
In+1 + (x22, . . . , x
k+1
k+1)
)
[Theorem 6.5]
= ℓ
(
T ′
(In+1 + (x22, . . . , x
k
k)) : (x
k+1
k+1)
)
= ℓ
(
T ′
In+1−k + (x
2
2, . . . , x
k
k)
)
[Proposition 4.1 and [12, Proposition 1.14]]
= ℓ
(
R
(p(n+1−k), f0, fk−1)
)
[Theorem 6.5],
we get ((p(n+1), f0, fk−1) : (fk)) = (p
(n+1−k), f0, fk−1). This implies that fk is a nonzerodivisor inGs(p)/(f0
⋆, f⋆k−1).
Hence Gs(p) is Cohen-Macaulay.
As G(pRp) is a polynomial ring, it is Gorenstein. Hence by Theorem 6.5 and [14, Corollary 5.8] Gs(p) is
Gorenstein. 
Theorem 7.2. Let d ≥ 2. Then
(1) Rs(p) = R[pt,J2t
2, . . . ,Jd−1t
d−1].
(2) Rs(p) is Cohen-Macaulay.
(3) Rs(p) is Gorenstein if and only if d = 3.
Proof. (1) The proof follows from Theorem 6.8(2).
(2) By [14, Theorem 6.7], it suffices to show that
R
p(n) + (fd−1)
is Cohen-Macaulay for 1 ≤ n ≤
(d−1
2
)
.
This holds true by Theorem 6.5.
(3) By [14, Lemma 6.1], the a-invariant of (Gs(p)), a(Gs(p)) = −(d − 1). By [14, Theorem 6.6] and
Theorem 7.1, Rs(p) is Gorenstein if and only if d = 3. 
7.2. Computation of resurgence.
In [3] C. Bocci and B. Harbourne defined the resurgence of an ideal I in R as
ρ(I) := sup
{
n
r
: I(n) * Ir
}
.
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We can also compute the resurgence in the following way: For any ideal I ⊆ R let ρn(I) := min{r : I
(n) * Ir}.
Then
ρ(I) := sup
{
n
ρn(I)
: n ≥ 1
}
.
In this subsection we explicitly describe the resurgence of p = IC(n1,n2,n3).
From (2.1) we have X =

x1 x2 x3
x2 x3 x
m+1
1
x3 x
m+1
1 x
m
1 x2
. Put
∆1 := det(X2,(2,3)), ∆2 := det(X2,(1,3)) and ∆3 := det(X2,(1,2)). (7.3)
Let f2 be as in (2.3).
Lemma 7.4. With the above notation:
(1) For all i = 1, 2, 3, xif2 ∈ p
2.
(2) f22 ∈ p
3.
Proof. (1) One can verify that
x1f2 = −∆
2
2 +∆1∆3
x2f2 = −x
m
1 ∆
2
3 −∆1∆2
x3f2 = −∆
2
1 − x
m
1 ∆2∆3.
As ∆j ∈ p for all j = 1, 2, 3, we get xif2 ∈ p
2 for all i = 1, 2, 3.
(2) We have
f22 = (x3∆1 − x
m+1
1 ∆2 + x
m
1 x2∆3)f2
= ∆1(x3f2)−∆2(x
m+1
1 f2) + ∆3(x
m
1 x2f2)
∈ pp2 [from (1)]
= p3.

Proposition 7.5. Let k ≥ 0. Then
ρn(p) =

3k + 1 if n = 4k
3k + 2 if n = 4k + 1
3k + 2 if n = 4k + 2
3k + 3 if n = 4k + 3
Proof. From Theorem 6.8(1) and Theorem 6.8(2) we get
p
(2) = p2 + (f2), p
(2n) = (p(2))n and p(2n+1) = pp(2n). (7.6)
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From (7.6) and Lemma 7.4 we get
p
(4k) = (p(4))k = ((p2 + (f2))
2)k = (p4 + f2p
2 + (f2)
2)k ⊆ (p3)k = p3k
p
(4k+1) = pp(4k) ⊆ pp3k = p3k+1
p
(4k+2) = p(2)p(4k) ⊆ pp3k = p3k+1
p
(4k+3) = pp(2)p(4k) ⊆ p2p3k = p3k+2.
As f2 ≡ x
3
3( mod x1), ∆3 ≡ x
2
3( mod x1) and p ≡ (x2, x3)
2( mod x1)
f2k2 ≡ x
6k
3 ∈ p
(4k) \ p3k+1( mod x1)
∆1f
2k
2 ≡ x
6k+2
3 ∈ p
(4k+1) \ p3k+2( mod x1)
f2k+12 ≡ x
6k+3
3 ∈ p
(4k+2) \ p3k+2( mod x1)
∆1f
2k+1
2 ≡ x
6k+5
3 ∈ p
(4k+3) \ p3k+3( mod x1).
This completes the proof. 
Theorem 7.7. ρ(p) = 43 .
Proof. By Proposition 7.5
ρ(p) = sup
{
4k
3k + 1
,
4k + 1
3k + 2
,
4k + 2
3k + 2
,
4k + 3
3k + 3
: k ≥ 0
}
=
4
3
.

7.3. Waldschmidt Constant. Consider the polynomial ring T = k[x1, x2, x3] with weights di = wt(xi)
where d1 = 3, d2 = 3 + m and d3 = 3 + 2m. With these weights, p
n and p(n) are weighted homogenous
ideals. For any weighted homogenous ideal I ⊆ T , let α(I) := min{n|In 6= 0}. Recall that the Waldschmidt
constant is defined as
γ(I) = lim
n→∞
α(I(n))
n
.
In this section we compute α(p)/γ(p) and compare it with ρ(p). We obtain similar results as in [3, Theo-
rem 1.2.1] and [3, Lemma 2.3.2].
Theorem 7.8. (1) α(p) = 2m+ 6
(2) γ(p) =
15/2 if m = 12m+ 6 if m > 1.
Proof. Note that p = (∆1,∆2,∆3) where ∆1 ∆2 and ∆3 are as defined in (7.3). Then deg(∆1) = 4m + 6,
deg(∆2) = 3m+ 6, deg(∆3) = 2m+ 6, and deg(f2) = 6m+ 9. Hence α(p) = 2m+ 6.
We now compute α(p(n)). Then from (7.6) we get
α(p(2n)) =
n deg(f2) = 15n if m = 12n deg(∆3) = 2n(2m+ 6) if m > 1
α(p(2n+1)) =
15n + 8 = n deg(f2) + deg(∆3) if m = 1(2n + 1) deg(∆3) = (2n + 1)(2m+ 6) if m > 1 .
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Hence
γ(p) = lim
n→∞
α(p(n))
n
=
15/2 if m = 12m+ 6 if m > 1.

Theorem 7.9.
1 ≤
α(p)
γ(p)
≤ ρ(p).
Proof. By Theorem 7.8,
α(p)
γ(p)
=

8
15/2 =
16
15 if m = 1
2m+6
2m+6 = 1 if m > 1.
By Theorem 7.7, the result follows. 
7.4. Regularity. In [7], S. D. Cutkosky and K. Kurano studied the regularity of saturated ideals in a
weighted projective space.
In this subsection we consider the polynomial ring T = k[x1, x2, x3] with weights di = wt(xi), where
d1 = 3, d2 = 3+m and d3 = 3+2m. With these weights, p
(n) is a weighted homogenous ideal. We compute
the regularity of p(n) for all n ≥ 1.
We begin with some basic results comparing p(n)T ′ and InT
′.
Lemma 7.10. For all n ≥ 1,
(1) p(n)T ′ = InT
′.
(2) I2nT
′ = In2 T
′.
(3) I2n+1T
′ = I2I2nT
′.
Proof. Since JiT
′ = JiT
′ for i = 1, 2, we get InT
′ = InT
′ for all n ≥ 1. Hence from Theorem 6.8(1),
p(n)T ′ = InT
′ = InT
′.
(2) and (3) follow from (1) and (7.6) 
Lemma 7.11. For all n ≥ 1, reg(T/p(n)T ) = reg(T ′/In).
Proof. As x1 is a nonzerodivisor on T/p
(n) and T/InT ,
reg
(
T ′
In
)
= reg
(
T
In
)
= reg
(
T
In + (x1)
)
− 2 [5, Remark 4.1]
= reg
(
T
p(n) + (x1)
)
− 2
= reg
(
T
p(n)
)
[5, Remark 4.1].
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Let F• be a minimal free resolution of T
′/p(n)T ′. Since T is a free T ′-module, F• ⊗T ′ T is a minimal
free resolution of T ′/p(n)T ′ ⊗T ′ T ∼= T/p
(n)T . Hence reg(T/p(n)T ) = reg(T ′/p(n)T ′). By Lemma 7.10(1),
p(n)T ′ = InT
′. 
It follows from Lemma 7.11, that in order to compute the regularity of T/p(n), it is enough to compute
the regularity of T ′/In.
Lemma 7.12. Let n ≥ 1. Then
reg
(
T ′
In + (x22)
)
=

3d3
2 n+ 2d2 − 2 if n is even
3d3
2 n+ d2 +
d3
2 − 2 if n is odd.
Proof. Let n = 2r, where r ≥ 1. Then by Lemma 7.10(2),
(I2r + (x
2
2))T
′ = Ir2T
′ + (x22)T
′ = (x42, x
3
2x3, x
2
2x
2
3, x
3
3)
rT ′ + (x22)T
′ = (x22, x
3r
3 )T
′. (7.13)
Hence
reg
(
T ′
I2r + (x22)
)
= 3rd3 + 2d2 − 2 =
3d3
2
n+ 2d2 − 2.
Let n = 2r − 1, where r ≥ 1. Then by Lemma 7.10(3) we get
(I2r−1 + (x
2
2))T
′ = (I1 + (x
2
2))(I2(r−1) + (x
2
2))T
′ + (x22)T
′
= (x22, x2x3, x
2
3)(x
2
2, x
3(r−1)
3 )T
′ + (x22)T
′ [by (7.13)]
= (x22, x2x
3r−2
3 , x
3r−1
3 )T
′.
By Hilbert-Burch theorem the minimal free resolution of (I2r−1 + (x
2
2))T
′ is
0 //
T ′[−2d2 − (3r − 2)d3]
⊕
T ′[−d2 − (3r − 1)d3]

x3r−23 0
−x2 −x3
0 x2

//
T ′[−2d2]
⊕
T ′[−d2 − (3r − 2)d3]
⊕
T ′[−(3r − 1)d3]
// T ′ //
T ′
I2r−1 + (x
2
2)
// 0.
This gives
reg
(
T ′
I2r−1 + (x22)
)
= (3r − 1)d3 + d2 − 2 =
3d3
2
n+ d2 +
d3
2
− 2.

Lemma 7.14. For all n ≥ 1,
reg
(
T ′
I2n + (x
3
3)
)
= 2d2(2n)− 2d2 + 3d3 − 2.
Proof. By Lemma 7.10(2) we get
I2n + (x
3
3) = I
n
2 + (x
3
3) = (x2, x3)
4n + (x33) = (x
4n
2 , x
4n−1
2 x3, x
4n−2
2 x
2
3, x
3
3).
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Hence by Hilbert-Burch theorem the minimal free resolution of I2n + (x
3
3) is
0 //
T ′[−(4n− 1)d2 − 2d3]
⊕
T ′[−4nd2 − d3]
⊕
T ′[−(4n− 2)d2 − 3d3]

0 x3 0
x3 −x2 0
−x2 0 −x3
0 0 x4n−2
2

//
T ′[−4nd2]
⊕
T ′[−(4n− 1)d2 − d3]
⊕
T ′[−(4n− 2)d2 − 2d3]
⊕
T ′[−3d3]
// T ′ //
T ′
I2n + (x33)
// 0.
This gives reg(T/I2n + (x
3
3)) = 3d3 + (4n − 2)d2 − 2 = 2d2(2n)− 2d2 + 3d3 − 2. 
Proposition 7.15. Let n ≥ 1. Then
reg
(
T ′
I2n
)
=
(2d2)(2n) − 2d2 + 3d3 − 2 if m = 1,3d3
2 (2n) + 2d2 − 2 if m ≥ 2.
Proof. For all n ≥ 1, the sequence
0 //
T ′
I2n−2
[−3d3]
.x33
//
T ′
I2n
//
T ′
I2n + (x33)
// 0
is exact by Proposition 4.1. Hence
reg
(
T ′
I2n
)
= max
{
reg
(
T ′
I2n−2
)
+ 3d3, reg
(
T ′
I2n + (x33)
)}
= max
{
reg
(
T ′
I2n−4
)
+ 6d3, reg
(
T ′
I2n−2 + (x33)
)
+ 3d3, reg
(
T ′
I2n + (x33)
)}
=
...
= max
{
reg
(
T ′
I2n−2i + (x33)
)
+ 3id3
∣∣∣∣ i = 0, . . . , n− 1}
= max {2d2(2n − 2i)− 2d2 + 3d3 − 2 + 3id3| i = 0, . . . , n− 1} [ by Lemma 7.14]
= max {4nd2 − 2d2 + 3d3 − 2 + i(−4d2 + 3d3)| i = 0, . . . , n − 1}
=
(2d2)(2n)− 2d2 + 3d3 − 2 if m = 1,(2d2)(2n)− 2d2 + 3d3 − 2 + (n− 1)(−4d2 + 3d3) if m ≥ 2.
=
(2d2)(2n)− 2d2 + 3d3 − 2 if m = 1,3d3
2 (2n) + 2d2 − 2 if m ≥ 2.

Proposition 7.16. Let n ≥ 1. Then
reg
(
T ′
I2n+1
)
=

(2d2)(2n + 1)− 2d2 + 3d3 − 2 if m = 1
3d3
2 (2n + 1) + 4d2 −
3d3
2 − 2 if m = 2
3d3
2 (2n + 1) + d2 +
d3
2 − 2 if m ≥ 3
.
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Proof. For all n ≥ 1, the sequence
0 //
T ′
I2n
[−2d2]
.x22
//
T ′
I2n+1
//
T ′
I2n+1 + (x22)
// 0
is exact by Proposition 4.1. Hence
reg
(
T ′
I2n+1
)
= max
{
reg
(
T ′
I2n
)
+ 2d2, reg
(
T ′
I2n+1 + (x22)
)}
. (7.17)
Using Proposition 7.15 and Lemma 7.12 in (7.17) we get
reg
(
T ′
I2n+1
)
=
max
{
(2d2)(2n + 1)− 2d2 + 3d3 − 2,
3d3
2 (2n + 1) + d2 +
d3
2 − 2
}
if m = 1
max
{
3d3
2 (2n+ 1) + 4d2 −
3d3
2 − 2,
3d3
2 (2n + 1) + d2 +
d3
2 − 2
}
if m ≥ 2
=

(2d2)(2n + 1)− 2d2 + 3d3 − 2 if m = 1
3d3
2 (2n + 1) + 4d2 −
3d3
2 − 2 if m = 2
3d3
2 (2n + 1) + d2 +
d3
2 − 2 if m ≥ 3
.

Theorem 7.18. (1) reg(T/p) = d2 + 2d3 − 2.
(2) Let n ≥ 2.
(a) If m = 1, then reg(T/p(n)) = (2d2)n− 2d2 + 3d3 − 2.
(b) If m = 2, then reg
(
T
p(n)
)
=

3d3
2 n+ 4d2 −
3d3
2 − 2 if n is odd,
3d3
2 n+ 2d2 − 2 if n is even.
.
(c) If m ≥ 3, then reg
(
T
p(n)
)
=

3d3
2 n+ d2 +
d3
2 − 2 if n is odd
3d3
2 n+ 2d2 − 2 if n is even.
.
In particular, lim
−→
n
reg((pn)sat)/n =
3e(T/p)
2
+ 3m.
Proof. By Lemma 7.11, reg(T/p(n)) = reg(T ′/In). Since I1 + (x
2
2) = I1, (1) from Lemma 7.12. (2) follows
from Proposition 7.15 and Proposition 7.16.
Finally, lim
−→
n
reg((pn)sat)/n =
3d3
2
=
3(e(T/p) + 2m)
2
=
3e(T/p)
2
+ 3m 
Theorem 7.19. ρ(p) ≤ reg(p)/γ(p).
Proof. By Theorem 7.18 and Theorem 7.8(2)
reg(p)
γ(p)
=

13
15/2
=
26
15
≥
4
3
= ρ(p) if m = 1
3m+ (9/2)
2m+ 6
≥
4
3
= ρ(p) if m ≥ 2.

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