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a. Set out the current NSF cyberinfrastructure vision and what 
you're hoping to accomplish with the investments being made. 
A. Science is not just about data or simulation or computing or 
networks or visualization, but about complex problem solving. 
Which is really where NSF is going, particularly in what we call 
transformative research, so things that really transform the way 
that scientists carry out new kinds of science. Any single problem 
that promises to be transformative often involves every element 
of cyberinfrastructure, so cyberinfrastructure needs to be very 
well integrated. 
a. And how is NSF organizing those efforts? 
A. [We have] four primary areas of development that need to be 
continued and ramped up in many cases. 
The first one is virtual organizations for distributed communities, 
and that's very important for developing problem solving 
environments. The second is high-performance computing. The third 
is data, visualization, and interaction. The fourth, but at least as 
important, is education and workforce development. And those four 
in a sense underpin every activity in cyberinfrastructure that's being 
carried out at the foundation and worldwide. 
High-performance computing is probably the most prominent 
among them. That includes all of the Track 2, Track 1, TeraGrid 
and now the new XD solicitation, that's Extreme Digital. High-
performance computing is doing very well in terms of supporting 
the national scientific computing community and research 
and development. 
[Author's note: Track 1 refers to the NSF award won by the 
University of Illinois, NCSA, IBM, and the Great Lakes Consortium for 
Petascale Computation that will build Blue Waters, which is expected 
to be the first sustained-petascale system for open scientific research. 
Track 2 refers to awards for a set of very powerful, but smaller, 
machines at several sites around the country. And Extreme Digital is 
the NSF award that will be a follow-on to the TeraGrid project.] 
a. Are those efforts going to look like the supercomputing centers 
programs of the last 20 years or is there some fundamental 
shift underway? 
A. There are some elements of both, but there is a fundamental 
shift underway. 
With the integration of the TeraGrid and beyond with XD, 
the generality of computing-resources being available and 
it not mattering where the jobs are done-is going to become 
much more fundamental. Even more than it is now. And that's 
going to create a shift to the national cyberinfrastructure 
that people use without worrying as much about the 
individual details. 
But when it comes to the very specialized machines like 
Blue Waters, those will require a lot of teamwork to develop the 
applications to work properly at scale. So those will be singular 
points in the big national cyberinfrastructure. Those will be used, I 
hope, in different ways. They won't be time-shared with thousands 
of users. There will be a small number of users using those machines 
to solve only those breakthrough problems that couldn't possibly 
be attacked any other way. 
a. What do people focusing on sustained-petascale computing 
need to be looking at? 
A. Going beyond developing applications for such machines, which is a 
huge challenge, there are other major issues to consider. Just this 
summer, there was an entire issue of Nature dedicated to the data 
challenges that we face. In June, the month I accepted the job to 
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come on board at NSF, the cover story of Wired magazine was "The 
End of Science," and I thought that was kind of ironic, to come 
to NSF when that was the headline story. It was a provocative 
title, but it was about the fact that there will be so much data out 
there and the modalities of doing science will change so much. 
Q. And how would that be reflected in a resource like Blue 
Waters? 
A. My background is in black hole simulation and computational 
astrophysics. In my own area, I'd very much Like to see 
something Like the gamma ray burst problem solved or at Least 
explored on a machine Like Blue Waters. 
If you add up all the arithmetic you have to do on a single 
gamma ray burst calculation-when you integrate all of the 
microphysics, the radiation transport, the nuclear physics, the 
hydrodynamics, the general relativity, the gravitational wave 
aspect, neutrinos-you find that you will have to sustain 
petaflops per second in order to do the calculation in a period 
of days or even weeks. A single simulation! That can generate, 
say, a 5 petabyte file, and how do I actually analyze that? How 
do you manage all of that, categorize it, even Label it and 
move it? 
There are so many different challenges in that one problem. No 
one's an expert in all of those areas. And I didn't even scratch the 
surface of developing the software, the visualization capabilities, 
the Libraries. 
Q. And thafs just one example. 
A. Petascale immediately Leads into the big data problem. These are 
the kind of problems that organize entire communities worldwide. 
In every discipline, there are dozens of problems of this caliber 
and class. 
Q. Tell us a little about the PetaApps and PRAC programs that 
are going on currently and what role those are going to play 
in those sorts of problems. 
A. If you invest hundreds of millions of dollars in hardware, you 
surely have to think about how to invest in developing the 
applications that will actually use that hardware. PetaApps is 
meant to get those communities together to have them Look at 
how everything from the algorithms to the software to the basic 
physics will be scaled up for a machine Like Blue Waters. 
PRAC is another smaller-scale program that provides money 
for people to travel and develop their collaborations. So you 
might say that's money to develop virtual organizations. 
Q. What should the centers and institutions building the Track 1 
and Track 2 systems be doing to foster the kind of integration 
you've been describing? 
A. Well, I think the centers are trying very hard, both to be the 
best they can be and to be part of the bigger picture of the 
national cyberinfrastructure. People understand they have to be 
both strong and connected. 
I think they also have a responsibility to serve not only the 
science communities, but also develop computational science 
and cyberinfrastructure as a discipline. The centers have a critical 
mass of staff and faculty around their campuses that are very 
important in terms of training the next generation. They're doing 
that, and I think we have to find ways of doing more of that. 
Q. What role do the centers play in training that next 
generation? 
A. Individual students and postdocs must be trained in using the 
national cyberinfrastructure. When they start developing codes 
[for the simulations that drive their research], they frequently 
don't have the right training. When I was a student, I didn't. 
I was very na1·ve and was a bad Fortran programmer. And I 
thought, because of my training, that the theoretical physics was 
the hard part. 
But the hard part is figuring out how to turn that into a problem 
that can be solved on a computer or with cyberinfrastructure. 
Providing a stronger sense of architecture for how everything fits 
together and then making sure that the campuses are integrated 
would go a Long way toward training everyone as they're being 
brought up as graduate students and undergraduates. 
Q. Let's talk about the significance that NSF cyberinfrastructure 
programs have for average citizens. What impact do these 
systems and related efforts have on my mom and dad? 
A. There are many Levels to that question, but I think the best 
example for people, though they may not know it, is Mosaic 
coming out of NCSA. That's a beautiful story of something that 
came out of NCSA in the early days that blossomed into the total 
revolution in the way we all access information. [Author's note: 
Mosaic was the first widely used graphical Web browser. It led 
to Netscape, Internet Explorer, and the broad use of the Web for 
communications and commerce. ) 
On a more scientific Level, a way NSF's cyberinfrastructure 
programs affect the public would be hurricane projections. There 
are Lots of studies that show that even if there is no destruction, 
hurricanes cost millions of dollars just for evacuations. If 
hurricanes were forecast more reliably, we would better know to 
evacuate some areas and not others. 
In the case of Katrina, if we'd had more information in 
advance [through better, simulation-based hurricane forecasting], 
potentially we could have saved thousands of Lives and millions 
and millions, even billions, of dollars. The insurance industry 
would be Less hard hit, recovery would be faster, and so on. 
Q. I was introduced to you years ago as a supercomputer user 
and an application scientist. What sort of insight does that 
history give you in your current role? 
A. It's critical. Because I come from the applications side, I hope 
people will feel comfortable to give me the kind of input that is 
needed to support the growth of this area at the NSF. I hope to 
be accessible to people and carry their perspective. 
The other thing is, particularly my experience at NCSA, taught 
me the fundamental importance of teamwork, of working with 
people from other disciplines and computer science. I want to 
promote that. NSF is the perfect cauldron for that because we 
represent all the disciplines and computer science. 
I An Expert Opinion I 
The information storage field, both hardware and software, 
has changed immensely during the 19 years that I've been 
with NCSA. Back in 1990, storage didn't have a whole lot of 
options; it was big platters, slow access arms, and even slower 
manually mounted tapes. File system performance and archival 
storage were not glamorous like the supercomputers, merely 
a background service. Recently, storage has received more 
attention because of data's increased importance, due to the 
ever increasing computing power and the massive amount of 
data today's supercomputers can both consume and generate. 
Balancing data speeds with computing power is now the name 
ofthe game! 
Performance 
I've always thought of my job as something that's performed 
quietly in the background so scientists can get their work done. If 
someone notices the storage team working, then we aren't doing our 
jobs properly. Worse, we have potentially impacted scientists and 
engineers by keeping them from doing their research. Fast, reliable, 
fault-tolerant storage environments are critical in today's high-
performance computing environments. Supercomputers aren't supposed 
to be sitting idle waiting for data to arrive at the processor. 
The recent emergence of storage requires research, technology, 
and engineering. NCSA has played key roles in pioneering new storage 
architectures, integrating into our systems' cutting-edge technologies 
such as RAID (Redundant Array of Independent Disks) for data 
reliability, input/output (I/0) server failover for data availability, and 
data striping algorithms for performance (striping is the process of 
breaking up the data into chunks and distributing it across mulitple 
disks). In fact, the storage architecture is an integral part of the design 
of the Blue Waters sustained-petascale system; the machine will not 
reach its performance goals without a balanced storage system. That 
system will have its own Leaps in data management and ease of use 
that don't exist today, pushing storage to new levels. 
Reliability 
Ranking right up there with performance is reliability. In the 
storage world we use the term "five nines," meaning "uptime" of 
99.999 percent, which translates into Less than nine hours of downtime 
per year. It is important to note that the nine hours a storage or 
compute system might be down covers hardware meltdowns, software 
bugs, or operation errors. 
The more able the system is to keep running when something 
fails or goes wrong-the more reliable and the more fault tolerant-
the more expensive it is. Archival tape storage isn't sexy, but it's 
still the cheapest way to store petabytes of data that don't require 
instantaneous retrieval. This hasn't changed much over the years, 
nor has the fact that people don't Like using tape storage devices, 
primarily because users are waiting for their data. NCSA has built 
Large data caches on the front of the archive server in recent 
years so the most active data Lives on the secondary disk cache, 
thus minimizing tape access as well as data retrieval time. Our 
current ingest rate to the archive server is 80-100 terabytes of data 
every month. 
New approaches 
A huge change that has occurred in recent years, however, is 
that we've realized the same "shoe" doesn't fit on every "foot," and 
storage needs to be designed not just for the computational system 
but for the application. One of our Largest production machines has 
over half a petabyte of disk storage utilizing a parallel file system 
engineered for extreme speed on HPC storage devices. Another 
system has a Little more than 200 terabytes, utilizing a parallel file 
system with storage hardware that has 99.999 percent in reliability 
with additional I/0 server failover already built in, engineered with 
a focus on high reliability and availability. With our machines we 
utilize different devices, communication paths, and file systems, but 
provide the same basic overall need of storage. 
In the old days we generally could purchase disks, tape 
systems, and software and we were good to go. Modern information 
storage designs don't come shrink wrapped and ready to roll. It 
takes time and expertise to research devices and software, determine 
the optimal configurations, and integrate it all together to meet 
both the performance and the reliability requirements. Storage 
environments take a Long time to understand. 
RAID is a technology that has emerged in recent years and 
is now commonplace. It changed the face of storage completely, 
adding increased data reliability and availability. Choosing to go 
with a RAID technology has pros and cons. Utilizing RAID allows data 
to be striped across multiple disks and benefits both performance 
and reliability (hopefully). The RAID can be internal or external 
to a host system. An internal configuration would be considered 
a software-based RAID because the operating system is doing all 
the calculations and writing the data. A hardware-based RAID is 
an external device that does all the work for the host without the 
host knowing about it. The cost for the RAID storage environment is 
impacted directly by the Level or type of RAID, and by the reliability, 
availability, and performance features desired. For example, RaidO 
stripes data across devices without any additional reliability given 
to the data, hence increasing performance alone, but a Lost disk still 
means data Loss. RAID1 is mirroring the data, increasing reliability, 
but doing Little for performance. It has a potentially negative impact 
of doubling storage costs since you now have two copies of all your 
data, and possibly two write operations an application has to wait 
for. RAID3&5 stripe the data differently to include a parity drive 
that can be used to rebuild the data when you have a disk failure. 
Cost increases depending on how many parity drives are built into 
the data stripe for reliability. RAID6 has two drives for parity, 
specifically to support high-performance SATA drives in Large disk 
deployments which have a high failure rate. The Blue Waters system 
will use a whole different Level of RAID technology due to the sheer 
number of disk drives and possible failures within mulitple Layers. 
One thing that constantly amazes me is the size of the data sets 
in today's research. When I started at NCSA, the Cray systems we 
were using had about 300 gigabytes of storage on them and the 
archive server had two terabytes of data. Today, we have 1.5 
petabytes of Local attached disk environments, including seven 
SANs and 4.8 petabytes of archival data. It took 19 years to store 
the first petabyte of data at NCSA, but the second petabyte came 
just one year Later! Our archive system needs are increasing at a 
rapid rate of 75 to 100 percent every year. Storage systems on 
the supercomputers are constantly changing, while scientists and 
engineers continue to evolve their data requirements to take full 
advantage of the computing power available. This keeps our team 
busily buzzing in the background; hidden, but forgotten no more. 
Michelle Butler 
Technical Program Manager 
Storage Enabling Technologies Group 
NCSA 
Soaring to discoveries 
by Barbara Jewett 
Computing is changing how we acqu1re knowledge and 
express our creativity. The University of Illinois is uniquely 
poised to contribute to and benefit from this transformation. 
The new Institute for Advanced Computing Applications and 
Technologies lets imaginations soar and opens the path to 
exciting discoveries. 
Melting polar icecaps and wild variations in seasonal temperatures 
frequently are the focus of those discussing climate change. An area 
equally as affected by climate and other environmental changes, but often 
overlooked, is our everyday Landscapes. 
Changing Landscapes, and the resulting consequences, are rapidly 
coming to the forefront as major issues for society. The trajectory of these 
changes is toward intensively managed environmental systems consisting 
of built environments-with increasing urbanization, and managed 
environments, such as agricultural Land and artificial wetlands. The scale 
of these changes has reached the point where they induce significant 
modification of the water cycle and, as a result, all of the systems that are 
Linked to that cycle such as climate, biogeochemistry, and ecology. 
Praveen Kumar and Barbara Minsker, professors of civil and environmental 
engineering at the University of Illinois at Urbana-Champaign, and Don 
Wuebbles, a professor in the university's atmospheric science department, 
are creating a virtual observatory for sustainability of intensely managed 
environmental systems (IMES) through the university's new Institute for 
Advanced Computing Applications and Technologies (IACAT). 
"In order to understand the cumulative consequences of changes 
to an environmental system," Minsker says, "it is essential to examine 
the interaction between system components, not each component 
in isolation." 
This means their approach needs to go beyond the traditional 
paradigm and instead provide an end-to-end infrastructure that includes 
environmental sensing, modeling and prediction, and adaptive management 
decisions and practices. It will also require supercomputers to process and 
simulate the data. 
Broadening the reach of computing 
Going beyond the traditional while expanding upon the University's 50 
years of computer science and engineering Leadership is the basis for IACAT. 
By focusing on problems too complex and multi-faceted for individuals 
or even small groups to tackle, IACAT teams make the most of emerging 
approaches to simulation- and analysis-based research. 

But it's not just computer science and engineering, notes 
IACAT Director Thorn Dunning. "Computing is becoming an integral 
part of modern research, in all subjects," he explains. "Science, 
engineering, health care, social science, business, the arts, and the 
humanities are all utilizing high-performance computing to power 
breakthroughs in their fields." 
The institute is organized into research themes bringing 
together researchers from a broad array of disciplines with the 
expertise and computational power of NCSA. Currently there are 
three IACAT themes, says Dunning, who is also director of NCSA. 
Each theme includes one or more research projects. They are the 
Center for Extreme-scale Computing, Advanced Information Systems, 
and Computing and Creativity. Each of the projects involves six or 
more Illinois faculty, a similar number of NCSA staff and several 
graduate students and postdoctoral fellows. Dunning says the 
knowledge researchers gain from their projects will be transferred 
to their respective communities as well as higher education in 
general, leading to even more discoveries. This will, he believes, 
have far-reaching outcomes as we progress through this century, 
affecting many aspects of our lives. 
Powering the arts 
Such is the case with the institute's cultural informatics project, 
which leverages NCSA's high-bandwidth networks and expertise in 
collaborations into a cultural collaboratory they've named ArtsGrid. 
Part of the infrastructure for the ArtsGrid will be a suite of tools for 
sharing aural, visual, and kinetic experiences over networks. 
Co-investigators are Michael Ross, director of the university's 
Krannert Center for the Performing Arts, art and design professor 
Donna Cox, who also leads NCSA's Advanced Visualization Laboratory, 
and Illinois' music professor Guy Garnett, who also leads the Seedbed 
Initiative for Transdomain Creativity. In addition to ArtsGrid, they 
hope to create a high-end laboratory for exploring, integrating, 
controlling, and developing new technology for performance. 
Performing arts have embraced technological advances in recent 
years, including new ways to generate and process audio and video, 
both offline and during live performances, but most of these new 
capabilities are hard to use, not widely available, and not usually 
reliable and durable for production and touring. 
The team has an ambitious list of additional topics they 
want to explore as IACAT researchers. All lead to enriching culture 
through the production of innovative, leading-edge art that will be 
recognized worldwide. 
"We know that we need to get as much art onto this planet as 
quickly as possible," says Ross. "Big art, small art, art on our stages 
and in our museums, art on laptops, in the airwaves, and on the 
street. We need art that is made with traditional mediums, but we 
also need art that is yet to be imagined-and can only be imagined 
in collaboration with unsurpassed technological capacity and the 
creative minds behind it." 
To petascale and beyond 
Researchers involved in the three projects in the Center for 
Extreme-scale Computing theme are focusing on the development 
of applications and technologies to realize the full potential of 
petascale computing-and beyond. Their efforts will be used in 
many cases by Blue Waters, the nation's first sustained-petascale 
computer for open scientific research that is expected to be online 
in 2011. The machine, funded by the National Science Foundation, 
will be located on the Illinois campus and is being built by the 
University of Illinois, its NCSA, IBM, and their partners in the Great 
Lakes Consortium for Petascale Computation. 
Empowering science and engineering researchers by enabling 
their applications to run 100 times faster-and at much lower cost 
than on other processors-is the goal of professor Wen-mei Hwu of 
the university's electrical and computer engineering department. 
Through the institute, he'll expand his work at the university's 
Coordinated Science Laboratory as he and his collaborators develop 
science and engineering application algorithms, programming 
tools, and software, for deployment of next-generation many-core 
processors like graphics processing units (GPUs). Hwu says GPU 
computing will lower hardware costs, while the speed and power 
will allow explorations considered unfeasible today. His team is 
tailoring experimental systems and developing software to best 
enable science and engineering breakthroughs. 
Hwu says his team is seeing some GPUs with very impressive 
"speeds and feeds." However, as with any parallel computing 
hardware, the most important measure is the application's 
performance and the programming efforts involved to achieve that 
performance level. 
Easing the programming effort required to achieve high 
performance levels is the goal of IACAT researchers Laxmikant 
(Sanjay) Kale and Duane Johnson. With new applications using 
sophisticated, multiscale, multiphysics, dynamically adaptive 
algorithms, Kale notes it's challenging to harness the in-service 
compute power of applications efficiently. 
The need for computer scientists and domain scientists to 
work together is why Kale, an Illinois computer science professor, 
and Johnson, a professor in the materials science and engineering 
department, joined forces. Together they'll focus on developing 
petascale applications in the fields of astrophysics, biomolecular 
science, and materials science, while conducting complementary 
computer science research on the tools and technologies needed to 
support the development of these applications. 
Applications that run on petascale machines are only part of 
the knowledge discovery story. Many applications in science and 
engineering require multiscale simulations to accurately describe 
all of the key phenomena. According to IACAT researcher Richard 
Braatz, a professor of chemical and biomolecular engineering at 
Illinois, the number of research problems being tackled by using 
multiscale simulation is growing rapidly. This growth, he says, is 
consistent with a 2006 report from a National Science Foundation 
panel that identified multiscale simulation as the number one 
challenge in advancing knowledge and understanding in simulation-
based engineering science. 
"Multiscale simulation can be defined as simulation over 
many orders of magnitude in time and length scales," he explains. 
"Different simulation methods are most effective at different scales, 
and the coupling of these multiple methods complicates the design 
of algorithms for numerical computing." 
Braatz and his team hope to create a universal set of algorithms, 
software, and data analysis tools for multiscale simulation with 
validation in applications for which increased predictability matters. 
This will make multiscale simulation accessible to, and feasible for, 
a wide variety of researchers across a broad spectrum of science and 
engineering communities. 
More information on IACAT and the research projects can be found 
at: www.iacat.uiuc.edu . 
The Institute for Advanced Computing Applications and 
Technologies (IACAT) at the University of Illinois at Urbana-
Champaign combines faculty-initiated research projects from a 
broad array of academic units with the expertise and computational 
power of NCSA. The institute is organized into research themes, 
with one or more projects in each theme. The themes and research 
projects are listed below. Additional research projects will be 
initiated in the future. 
""' Center for Extreme-scale Computing 
Synergistic Research on Parallel Programming for 
Petascale Applications 
Duane Johnson (materials science and engineering) and Laxmikant 
(Sanjay) Kale (computer science) lead this project, which 
coordinates the development of petascale parallel programming 
tools and petascale applications in astrophysics, biomolecular 
science, and materials science. 
Next-Generation Acceleration Systems for Advanced Science 
and Engineering Applications 
Wen-mei Hwu (electrical and computer engineering/Coordinated 
Science Laboratory) leads a project to develop application 
algorithms, programming tools, and software for the deployment 
of next-generation many-core processors-including graphics 
processing units and field-programmable gate arrays-in science 
and engineering applications. 
Multiscale Simulation in Science and Engineering 
Richard Braatz (chemical and biomolecular engineering) leads this 
project to build cyberinfrastructure needed to make multiscale 
simulation accessible and practicable by a wide variety of 
researchers across a spectrum of science and engineering 
communities. 
""' Advanced Information Systems 
Virtual Observatory for Sustainability of Intensively 
Managed Environmental Systems 
Barbara Minsker (civil and environmental engineering), Don 
Wuebbles (atmospheric sciences), and Praveen Kumar (civil and 
environmental engineering) lead a project to create a prototype 
virtual environmental observatory and assess its capabilities for 
improving sustainability of intensively managed environmental 
systems that are stressed or are expected to become increasingly 
stressed due to population growth and climate change. 
""' Computing and Creativity 
Cultural Informatics 
Michael Ross (Krannert Center for the Performing Arts), Donna Cox 
(art and design/NCSA) and Guy Garnett (School of Music/Seedbed 
Initiative) lead a project that applies computing technologies to 
the arts, including the creation of new aesthetic works, public 
engagement, formal and informal education, the performing arts, 
museum and other exhibition venues, and design strategies that 
affect society. 
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University of Michigan engineers model the 
entangled polymer strands that make up plastic 
products and textiles on your store shelves. 
Studying molten plastics, according to chemical engineering professor Ron Larson, is Like opening a can of worms. "It's even worse than 
that, because some of the worms are branched, Hydra-headed mutants. Long strands of polymers branch off from one another at multiple 
points, a tangle of jiggling knots. In this can, there's no dirt. It's nothing but moving worms," Larson says. 
To form a plastic milk bottle or that thin bag that you Load produce into at the grocery store, molten plastic is blown up at extremely 
high speeds. The branches of the polymer strands are blasted out of place by the stress. As they cool, the polymers relax back into another, 
different set of entanglements. They Leave one messy situation for another. If everything goes right, if there are no unexpected physical 
stresses, then that new relaxed state won't bulge or be too brittle. It'LL be the ideal plastic milk bottle, and so will the other million that are 
churned out at the factory. 
For years, and in some cases still today, plastics and other polymer-based products were designed by trial and error. Manufacturers blew 
that air in and watched for the bottle to crack or tear. If it did, they went back to the drawing board for a slightly modified polymer with 
slightly different properties. 
An employee monitors film blowing equipment 
at a plastics manufacturing plant. 
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Model for a linear polymer, showing the 
"tube" to which the chain is largely confined 
due to surrounding molecules. "Primitive 
path" refers to the centerline of this tube, 
which is determined by the Larson team's 
computational simulations. 
Larson and his team at the University of Michigan are perfecting 
ways of modeling tangles of polymers and their properties at the 
molecular level-how the polymers fluctuate about, the stresses 
that influence that behavior, and the barriers and patterns that 
block the polymers from untangling. 
"We're using high-performance computing at NCSA to look at 
something that was invisible in the past," Larson says. 
Polymer melt magic 
Polymers that branch into multiple long strands are exceptionally 
useful for industry. Branches strengthen molten plastic and other 
"polymer melts," as they're called by engineers. They serve as 
netting that gives the polymer melt just enough solid properties 
to avoid ripping or bursting when blown into shape. Manipulating 
the features of those melts-how long the strands are, and how 
frequently they split or branch-influences their properties. 
Very small changes to the branching can yield very large 
changes to the polymer melt. Larson's team, for example, has found 
that changes to just one branch in a million possible branch points 
can significantly impact the properties of the melt relevant to its 
strength. This strength can determine whether the melt is suitable 
for blowing into film or spinning into fiber. 
The Larson team is delivering insights into how branch points 
move as the polymer melt relaxes. Their simulations consider 
asymmetric star polymers, in which three chains branch from a single 
central point with one of the chains shorter than the others. 
For asymmetric star polymers, the team found that the branch 
point hops from position to position. With symmetric star polymers, 
on the other hand, whose branches are all the same length, the 
branch point is stuck, wiggling in a smaller spherical region. As a 
result, it must relax its branches by pulling them into the region 
containing the branch point, like "Houdini dislocating his shoulder 
to escape a straight jacket," according to Larson. 
"This result confirms a very important hypothesis about branch 
point motion in asymmetric stars," Larson says. "And our methods 
are very general, so they apply to many types of branched polymers 
such as 'comb' polymers which have many branches emanating from 
a linear backbone." The results were published in a 2007 issue of 
Macromolecules by Larson and Qiang Zhou, a former graduate student 
who is now at Standard and Poor's doing complex financial analysis 
for the market intelligence firm. Post-doc Zuwei Wang continues the 
work today. 
From the molecular scale to the real world 
By understanding this behavior in both linear chain and 
branched polymers, researchers can manipulate the features of the 
polymer melts to match the needs of industry. Larson works with 
Dow Chemical, for example, to help them figure out how to slow the 
relaxation of polymers in molten plastic and to transform the way 
they create their myriad products. 
Currently computational power is still a limitation for the team, 
who run simulations both in house and larger, longer runs at NCSA. 
Pearl-necklace model of polyethylene 
in which the polymer's molecules are 
represented by beads connected by short 
springs, as in the Larson team's models. 
Polyethylene Carbon atom 
Pearl necklace 
FENE spring 
Hydrogen atom 
Len nard-Jones 
particle 
Even running on hundreds of processors for months at a time would not give 
them a clear picture of all the physical characteristics of the polymers over 
the full amount of time it takes them to relax. "It's impossible to reach real-
world conditions, so while we choose to look at long polymers at real-world 
concentrations, we don't track them until they are fully relaxed," Larson says. 
Fortunately, the amount of time that they do simulate reveals key features and 
properties of the polymers. These can then be fed into another set of simulations, 
currently being run by grad student Xue Chen, which allows researchers to bridge 
the molecular scale to the scale relevant for real-world applications. 
"We want a model that captures the fundamental properties accu-
rately," Larson says. "Otherwise, the assumptions pile up, and you're really 
just guessing." 
This research is supported by the National Science Foundation and Dow Chemical. 
Team members: Xue Chen 
Ron Larson 
Zuwei Wang 
Qiang Zhou 
For more information: www.engin.umich.edu/deptjchejresearchjlarson/ 
Access Online: www.ncsa.uiuc.edu/News/Stories/Polymers 
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A KISS TO BE AVOIDED 
Kissing bug. Although the name sounds 
friendly, the insect is anything but. Officially known 
as Rhodnius prolixus, this small South American 
insect and its blood-sucking ways are the focus of 
much attention from University of Florida chemistry 
professor Adrian Roitberg and his colleagues, 
Marcelo A. Marti, Mariano C. Gonzalez Lebrero, and 
Dario A. Estrin, at the University of Buenos Aires 
in Argentina. Why? When the kissing bug puckers 
up, it often leaves behind a calling card for future 
disease and possibly even death. 
Micrograph of Trypanosoma cruzi in 
a blood smear using Giemsa staining 
technique. 
Rhodnius prolixus image courtesy of Jim Gathany, Center for Disease Control and 
Prevention (CDC). Trypanosoma cruzi image courtesy of Dr. Mae Melvin, CDC. 
Story by Barbara Jewett 
lllustrations by Blake Harvey 
SPREADING DISEASE 
The kissing bug is associated with the spread of Chagas 
(pronounced SHA-gus) disease. 
The disease is caused by the parasite Trypanosoma cruzi; experts 
estimate 16 million people in Latin America are infected. The disease 
is beginning to spread to North America as people migrate, but so far 
only six cases have been reported in the United States. 
The bugs acquire the parasite by biting an infected mammal 
or person; once infected, the bugs pass the parasite in their feces. 
During the day, kissing bugs tend to remain hidden in vegetation 
or in cracks in the floors and walls of houses. After dark, when the 
homes' inhabitants are sleeping, the bugs emerge and crawl on them, 
often biting and sucking blood on their faces near their lips (thus the 
name kissing bug) and then defecating. The sleeping person may then 
unintentionally scratch or rub the insect feces into the bite site, or rub 
the feces into the eyes or mouth, thus putting the parasite into the 
body. Most people with Chagas disease do not know they are infected 
as symptoms may be non-existent or mimic other common illnesses. 
Without treatment the infection is lifelong and sometimes fatal. 
---------------------------------------------------------------------
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0 HOW IT HAPPENS 
Most blood-sucking insects possess salivary proteins which, upon 
injection into the victim's tissue, help the insects improve their feeding. One 
group of these salivary proteins, the nitrophorins (NPs), takes advantage of 
the vasodilator properties of nitric oxide (NO) to perform their task. (NO is a 
small reactive molecule that is thought to be produced by the heme protein 
NO synthase. NO participates in a variety of physiological functions like 
regulating blood pressure by dilating blood vessels, neurotransmission, and 
immune response.) Because the kissing bug spreads Chagas disease, the bug's 
NPs are one of the most studied. 
PATHWAYS TO PREVENTION 
Pioneering work in the laboratories ofWilliam R. Montfort and 
F. Ann Walker at the University of Arizona cloned four NPs from 
the kissing bug and characterized them spectroscopically and 
kinetically, and, for three of them, structurally. Results showed 
that all function by binding NO in a pH sensitive manner. 
The NO is synthesized in the salivary glands where it binds 
tightly to NP at a low pH of around 5. Once NPs are injected 
in the victim's tissue (which has a pH of approximately 7.4), a 
conformational change occurs which allows NO to be released. 
Roitberg's team specializes in the study of conformational 
changes in large proteins such as the one described above. The 
team used NCSA's machines to study the NO release mechanism of 
one of their clones, NP4, at a molecular level. Molecular dynamics 
simulations and hybrid mechanical/molecular simulations revealed 
that in contrast to most heme proteins that control ligand affinity by 
modulating the bond strength to the iron, NP4 has evolved a cage 
mechanism that traps the NO at low pH (Figure 1 and 2) and releases 
it upon the cage opening when the pH rises (Figure 3). To their 
knowledge, this is the first case where the mechanism of a heme protein 
ligand affinity regulation directly linked to a conformational change 
has been explained at molecular detail using computer simulations. 
Their work was published in the Journal of the American Chemical 
Society. Understanding conformational regulation of ligand affinity 
is important since it may play a crucial role in regulating heme 
protein function and, ultimately, lead to better prevention of 
Chagas disease. 
This work was supported by the National Science Foundation, the National 
Institutes of Health, Argentina's National Agency of Scientific and 
Technological Promotion, the National Scientific and Technical Research 
Council of Argentina, and the University of Buenos Aires. 
Team members: Adrian Roitberg 
Marcelo A. Mart1 
Access Online: 
Mariano C. Gonzalez Lebrero 
Dario A. Estrin 
www.ncsa.uiuc.edu/News/Stories/Chagas 
• 
Protein (aqua ribbons) with the 
heme group in sticks inside. The NO, 
shown as green spheres, escapes the 
protein as the pH level rises. 
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By Trish Barker 
Using an NCSA cluster, behavioral scientists demonstrate 
the value of a novel genetic algorithm approach to fitting 
their cognitive models to human data. 
Think of a four-digit number. Now-without a calculator or pencil 
and paper (or even an abacus)-subtract 13 from that starting 
point. Now subtract 13 again. And again. You're being timed, so 
you'd better hurry up! But make sure you've got the right answer! 
Remember, your performance is being evaluated-you're being 
watched! Now subtract 13 again. And again. 
Feeling stressed? This type of serial subtraction task is part 
of the Trier Social Stressor Test that has been used in hundreds of 
research studies since the 1960s. Sue Kase, now a post-doctoral 
researcher at the Defense Threat Reduction Agency, and Frank Ritter, 
head of the Applied Cognitive Science Lab at Pennsylvania State 
University, recently used this arithmetic challenge to induce stress 
in subjects as part of a study of cognition. 
"It's a very broad question-how do people under stress think?" 
explains Ritter. "If you knew how cognition changed under stress, 
it tells you how to help people who are under stress. If they're 
thinking more slowly, you try to give them more time. If they can't 
recall things, you try to give them memory aids. If they're making 
poor choices, you try to help them choose the right thing." 
Kase and Ritter employed a computational model of the serial 
subtraction task developed by Michael Schoelles at Rensselaer 
Polytechnic Institute. And in what Kase terms a "research 
expedition," she used a novel genetic algorithm approach and 
computing resources at NCSA to fit the serial subtraction model to 
data gathered from human experiments conducted by Penn State's 
Biobehavioral Health Studies Laboratory, led by Laura Klein. The 
results were published this summer in the proceedings of the 30th 
Annual Meeting of the Cognitive Science Society and formed the 
basis for Kase's doctoral dissertation at Penn State's College of 
Information Sciences and Technology. 
'A programmable theory' 
Modeling the flow of air over a jet's wing, simulating the 
collision of galaxies, or computing the interaction of molecules 
are common tasks for high-performance computers. Capturing the 
workings of the human mind is not a typical application of high-
performance computing resources. 
"I went to the San Diego Supercomputer Center last summer 
for a workshop, and I was the only behavioral scientist there," Kase 
says with a laugh. 
While cognitive psychologists aren't consuming as many cycles 
as astronomers or engineers, computational simulation is one of 
their tools. Their work in modeling how we think often involves 
the use of cognitive architectures such as ACT-R, which Ritter calls 
"a programmable theory." ACT-R is a framework for cognitive tasks 
(like the stressful serial subtraction exercise); researchers can build 
models in ACT-R, adding their own assumptions to its overall theory 
of cognition and then comparing the results obtained by their 
programs to results from human experiments. 
"The most important step is when you fit the model to the 
human data," Kase says. Through this process, the researchers find 
what changes in the model are necessary to match its performance 
to that of real people. These changes in the model represent how 
cognition changes under the conditions being studied. Consider 
Kase and Ritter's study of cognition, caffeine, and stress, for 
example. If the model needs to talk faster to fit the human 
subject, that indicates that stress makes people talk faster. If the 
model has to have poorer memory to fit, then stress makes our 
memory poorer. 
When performing this critical fitting task, behavioral scientists 
typically use a manual optimization technique "more reminiscent of 
trial-and-error than optimization methods used by other disciplines," 
Kase says. 
"But this is a multi-dimension problem, in which we're 
considering both how fast and how accurate the subtractions were, 
and we're trying to fit that model to data from 15 subjects at an 
individual level of analysis-it's hard!" Ritter says. "Doing it 15 
times while exploring the parameter space is virtually impossible." 
Kase and Ritter's "research expedition" was designed to see 
if they could achieve efficient, accurate, non-biased fits by using 
a modified parallel genetic algorithm. Genetic algorithms winnow 
fields of potential solutions (called genotypes), evolving toward 
better and better answers. 
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Plot 1 : Subject 1 
Preliminary course-grained slice planes 
of prediction Landscapes generated by a 
cognitive model of a serial subtraction task 
running in the ACT-R cognitive architecture. 
Plot 1 visualizes performance predictions 
for Subject 1 (the worst performer); Plot 2 
shows the predictions for Subject 26 (the 
best performer). The colorbar represents 
model-to-data fit; dark red (value 0) equals 
perfect fit between the model's predictions 
and human performance. These two subjects 
were known to be using different strategies 
for performing the task. 
~Worst Fit Best Fit., 
Model-to-data Fit 
"There are a Lot of systems that won't deal well with a noisy 
evaluation function, which is what we have here with Lots of 
embedded stochastic components in ACT-Rand the model," he says. 
"Genetic algorithms are robust. They're useful for optimizing noisy 
processes and non-Linear problems." 
Getting the right fit 
To implement the genetic algorithm, Kase and Ritter needed the 
number-crunching power of a high-performance cluster. While Kase 
found it easy to write a proposal and obtain a TeraGrid allocation, 
finding the right resource took time. 
ACT-R is written in the Lisp programming Language, "and that's 
one of the things that made this difficult, because that Language 
is not something that typically has been used on a cluster," 
she says. 
NCSA's staff helped move the project forward by explaining 
how to install Lisp in a home directory and setting the path on 
Tungsten (which was recently retired). "I couldn't have implemented 
the project without having that help setting up the programming 
environment," Kase says. "They were very helpful with that and they 
answered some of my questions as a new user." 
For the initial "expedition," Kase fit data from the 15 subjects 
in the control group of a broader study of the impact of caffeine 
and stress on cognition. Fifteen parallel genetic algorithms with 200 
genotypes ran for 100 generations, each algorithm fitting the serial 
subtraction model to an individual human subject's performance 
data using three ACT-R parameters. The genotypes offering the best 
fits then were then validated by running them another 200 times. 
Rather than painstakingly fitting the model results to human 
data by hand, tweaking one parameter after another in search of the 
"perfect" fit, "in one run of the parallel genetic algorithm I tested 
20,000 parameter combinations, and all I had to do was drop the 
job in the queue," Kase says. 
"Fitness" is expressed as the discrepancy between the 
model's predictions and the actual human performance-a smaller 
gap between the two means a better "fit." Running the parallel 
genetic algorithm, the researchers achieved what they described 
in their published article as "exceptional model to human data 
fits." The serial subtraction model predicted about the same range 
and distribution of performance as was produced by the human 
subjects. The fitness values represented differences of less than 
one subtraction problem out of a range of 28 to 83 problems and 
percentage correct differences of less than one percent. 
In fact, they got more results than they expected. 
"With manual optimization you get one solution, but using the 
parallel genetic algorithm I got sets of solutions," Kase says. For 
example, the genetic algorithm discovered nine good fits to Subject 
16's performance. Because of the range of solutions provided, 
Kase and Ritter see the genetic algorithm technique as a way to 
further develop the ACT-R architecture and to advance the model 
development process in general. 
"We will be able to identify the most correct default values 
for cognitive mechanisms in large cognitive architectures," Ritter 
explains. "It can have a good effect on models, because we'LL find 
out more about our models and their architectures than we could 
when doing fitting by hand." 
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Plot 2: Subject 26 
More cycles for 1Soft' sciences 
In addition to completing the analysis of the full cognition, 
stress, and caffeine study results, Kase and Ritter plan to do more 
work with parallel genetic algorithms using more parameters, 
different cognitive tasks, and more human subjects. And they hope 
other research groups will follow. 
"I think it's up and coming," Kase says. "I think in the end it 
will catch on. It's hard to change a field. They've been doing their 
model fitting manually since the field's inception, so it just has to 
catch on, but I think other labs will try it if it is made easy enough 
for them to implement." 
And Ritter sees the potential for behavioral scientists and other 
social scientists to consume as many or more computing cycles than 
the cosmologists and engineers. 
"If you start to see where we're headed, you can see there's a 
lot more work that can come behind this," he says. "We're looking 
at relatively low-level individual behavior, and as you start to look 
at more complex behavior you're going to need more cycles, and as 
you start to look at more subjects you're going to need more cycles, 
and as you start to look at more aspects of these data and to look 
at teamwork, you're going to need even more computation because 
there are more parameters and more complex models. 
"Soft sciences are really going to need cycles, because their 
theories will be much more complex when we're done." 
This work was sponsored by the Office of Naval Research. 
Team members: Sue E. Kase 
Laura Klein 
Frank E. Ritter 
Michael Schoelles 
For more ;nformation: http:/ jacs.ist.psu.edu 
http:/ /ist.psu.edu 
http:/ jact-r. psy.cmu.edu 
www.dtra.mil 
Access OnUne: www.ncsa.uiuc.edu/News/Stories/Mind 
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By Barbara Jewett 
Retailers commonly use computers to gather and analyze consumer data, but 
the practice is not widespread in the law enforcement arena owing to privacy 
issues. A Rutgers University team is using NCSA's Abe and Cobalt to develop 
privacy-enhancing data analytics tools to aid law enforcement and fight terrorism. 
Remember the date you Last bought a new pair of jeans or a bag of 
potato chips? No? Don't worry, your favorite stores can tell you. 
From grocery stores to call Logs to real estate records at the 
courthouse, there is more information being collected about us than 
ever before. Some find this information gathering an abuse of the 
Bill of Rights while others view portions of it as self-protective 
action in a terror-filled world. 
Enter data analytics expert William M. (Bill) Pottenger of 
Rutgers University. He's developing technology that can be used to 
help keep people safe without violating established rules of privacy, 
thus protecting the American ideals of democracy and independence. 
His team is using NCSA resources to develop tools that can be 
used in Law enforcement and counterterrorism investigations, 
allowing investigators to ferret out potentially useful information 
for followup. The technology works in a distributed environment, 
and includes a human user in the Loop. Pottenger calls it privacy-
enhancing higher-order knowledge discovery. 
His methods would have been a big help to the U.S. Drug 
Enforcement Agency (DEA) a few years ago. In 2003, the DEA joined 
forces with the Royal Canadian Mounted Police to investigate the 
production and sale of methamphetamine in North America. After 
18 months of investigation, 67 people in 10 cities were arrested. 
How was the case cracked? DEA agents spent months gathering 
information from various sources and entered it into a database, says 
Pottenger, then searched it for connections Linking addresses, phone 
numbers, and names, then followed up on the Leads. The agents' 
months-Long investigation method was a manual version of what the 
Pottenger team's higher-order knowledge discovery algorithm, DI-
HOPE KD, does in minutes on a computer. And though the research 
sounds complicated, the work can be easily explained. 
Think shopping, says Pottenger. Stores track our purchases by 
payment method or by gathering information every time we scan 
the store's discount card. The stores then do data analytics to 
determine purchasing patterns, Like buying potato chips and soft 
drinks together. Retail databases usually have the information in a 
spreadsheet-Like format, making it easily searchable. 
The DI-HOPE KD algorithm is unique in that it can find 
associations between items in databases or text documents that 
are often a hybrid of organizational styles, from printed documents 
and reports to spreadsheet-Like formats to news archives; in fact, a 
data style doesn't need to be specified. This allows the analysis to 
go a step beyond recognizing obvious patterns to Looking for the 
important but obscure related bits that are so crucial in criminal 
investigations, just as the DEA agents did. 
It's a process 
With data analytics, "it's not just a single thing Like an application 
or an algorithm," Pottenger, a former NCSA staffer, explains. "There 
are several steps to the process. The first of them, believe it or not, 
is establishing some sort of an objective." For Law enforcement and 
counterterrorism, the objective is to discover the perpetrators of a 
particular crime, or to uncover some kind of unfolding plot. 
The second step is the data selection and "cleaning." Selection 
involves choosing exactly what data or subset of data will be used; 
cleaning is preparing it for use in an algorithm by accounting for 
missing data, removing incorrect or unusable data, and ensuring 
that everything is in a uniform format. 
The team works with data Located in various data repositories, 
which is where the distributed part of the name comes into play. One 
repository is OpenSource, a collection of over 7 million documents 
from around the world relating to foreign policy and national security 
issues with access controlled by the federal government. Another 
is the Global Terrorism Database (GTD), developed by the National 
Consortium for the Study of Terrorism and Responses to Terror 
(START) and based at the University of Maryland, which contains 
details on over 80,000 incidents. 
The third step is algorithm selection. While retailers use a 
simple association rule-mining algorithm to discover what items are 
purchased together, "in our case it is not so easy," says Pottenger, 
"That's why we've done so much research into what we call higher-
order Learning algorithms that are based on the fact that different 
pieces of information are connected in intuitive ways." 
As humans, we often have situations where we don't know 
exactly why we think something is the case, we just have a hunch 
that it's true. The team's algorithms apply human intuition in a 
Limited way, by Linking higher-order connections between ideas and 
between concepts, then making a jump and Linking concepts that 
might not normally be Linked. The team has successfully shown that 
these methods can be used to discover new knowledge relevant to 
the objective. 
The fourth step in data analytics is to take the results and apply 
them. Stores use the information to refine store Layouts to encourage 
product cross-selling by placing frequently purchased items in close 
proximity, or developing and sending targeted marketing messages 
to shoppers. Law enforcement and counterterrorism officers can 
follow protocols to nail down Leads, arrest criminals, or foil plots. 
Sharing data discretely 
Privacy really only becomes an issue when agencies want to 
share data, says Pottenger, because Law enforcement agencies have 
established policies for handling people's data, but jurisdictional 
policies on sharing data vary. Pottenger's technology Lets users 
share data in a way that doesn't reveal the actual information, but 
still Lets the agency they're sharing with know that there may be 
potentially useful information. Established inter-agency protocols 
are then followed to obtain the information. 
"You know there's something shady going on, but you can't 
get on CNN or Fox News and say 'Hey, does anybody know about 
this address?' You'LL blow your investigation," he says with a Laugh. 
"The technology we developed allows for sharing the data without 
revealing the actual value, Like the actual phone number or address 
or name. I'm not going to go into in more detail than that, except 
to say it does use encryption technologies, it does use the various 
distributed communication technologies, and it's based on our 
higher-order Learning research." 
Another unique aspect of the team's work is that it includes 
computational steering. With computational steering you can get a 
result more quickly, or you can get a more precise result, by viewing 
real-time performance analysis and making adjustments, such as 
focusing on a particular area of the simulation or tweaking the 
parameters of what is being explored. It's a "time when human and 
machine are better working together than each working alone," 
notes Christopher Janneck, a PhD student in computer science who 
is a member of Pottenger's team. 
While scientific simulations have Long included the ability to 
tweak parameters while the simulation is running, Pottenger says 
that to his knowledge no has ever explored steering data analytics, 
and especially not the higher-order knowledge discovery that his 
team targets. The team has made significant progress, but they still 
have a ways to go to make knowledge discovery the interactive, 
synergistic process they envision. 
Simulating the real world 
NCSA's Cobalt cluster and the recently retired Tungsten were 
crucial to developing the privacy-enhancing higher-order knowledge 
discovery by Letting the team simulate real-world situations. Access 
to multiple processors meant the team could designate each 
processor as a "data repository," allowing them to simulate a Large 
number of repositories just as a counterterrorism analyst would 
explore. They have also conducted real-world tests using datasets 
from the Richmond, Virginia, and other police departments. But 
the simulations would not have been possible if not for the help of 
NCSA's Susan John and now-retired David McWilliams, who assisted 
with parallel debugging and code porting. 
Now the team is using NCSA machines to evaluate the 
scalability of the algorithm. Because of the Large datasets involved, 
says Pottenger, you can do something simple in a Lab but you 
can't scale. 
"We're at the point now where we really need to scale this, 
and it's in a distributed environment so we really have to use 
multiprocessors. We have to use both non-uniform memory access 
machines Like Cobalt, and we have to use distributed memory 
architectures Like Abe, which use MPI. In this way we can actually 
simulate the environment of knowledge discovery," he says. 
Commerdal application 
Intuidex is the company Pottenger started to incorporate his 
work in knowledge discovery in applications for the general public. 
Part of what the company is doing will help small groups search and 
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share information in a confidential way. One tool is for families to 
share their pictures and other family information. There are currently 
Lots of picture-sharing methods, but Pottenger believes families 
often want to share confidential items they may not be comfortable 
sending via email, Like medical, financial, or Legal documents. 
"The technology we're developing at Intuidex, named IxP2P 
Groupware™, will allow family members, colleagues, or friends to 
create a secure, private network on a certain topic and then search 
and share information on that topic," says Pottenger. Network users 
join a topic, say "Grandma and Grandpa," and are then able to search 
other topic members' computers for items that contain information 
on Grandma and Grandpa and view those items. It's Like combining 
a virtual private network with an internet newsgroup. 
In developing these technologies, Pottenger says it is 
important to take human nature into account. "We do things in 
small groups that grow into Larger and Larger things. And so if we 
build technology, the technology needs to work that way, too. If we 
are going to really enhance privacy, we've really got to understand 
culture and how it works. And if we're going to help people to 
solve problems and to share data and to fight crime, we've got to 
do it in a way that respects how human culture works, how human 
society works." 
This work is funded by the National Sdence Foundation, the Department 
of Homeland Security, and the National Institute of Justice. 
Team members: William M. Pottenger 
Mark J. Dilsizian 
Cibin George 
Christopher D. Janneck 
Shenzhi Li 
Nikita Lytkin 
Vikas Menon 
Aleksandar Nikolov 
Jason M. Perry 
For more information: www.dimacs.rutgers.edu/-billp 
www.start.umd.edu 
www.intuidex.com 
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The Pottenger research team 
NCSA's Automated Learning 
Group applies data mining 
For more than 20 years, NCSA has been developing sophisticated 
software to identify undiscovered patterns and relevant information 
in large multi-modal data sets. Today, the center's Advanced 
Learning Group (ALG) collaborates with researchers and scholars 
in academia, industry, and government to invent new approaches 
and tools that will become the basis for new discoveries, improved 
processes, and in some cases, new commercial developments. The 
group has many successes, including: 
• SEASR, Software Environment for the Advancement of 
Scholarly Research, a software engineering project funded by 
the Andrew W. Mellon Foundation to aid those in humanities 
with extracting and analyzing information stored in 
incompatible formats; 
• D2K, Data to Knowledge, a rapid, flexible data mining 
and machine learning system that integrates analytical 
data mining methods with data and information 
visualization tools; 
• Evolution Highway, a set of D2K components developed in 
collaboration with University of Illinois' Institute for Genomic 
Biology for mammalian genome comparative analysis; 
• DISCUS, Distributed Innovation and Scalable Collaboration 
in Uncertain Settings, which is a combination of information 
technologies to support collaboration and the integration of 
multiple data sources. 
RiverGLass, a company started by members of the ALG, transforms 
the D2K software into a commercial venture. They also founded One 
Llama Media, which develops acoustic analysis, cultural analysis, 
and collaborative filtering tools for music and video navigation, 
discovery, and search. 
For more information: 
• http:/ /dita.ncsa.uiuc.edujprojects • www.riverglassinc.com/ 
• www.seasr.org • www.onellama.com 
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Students gain skills 
at first Virtual School 
summer school 
by Trish Barker 
Dozens of graduate and doctoral students from a wide range of 
disciplines gathered at NCSA in August for the first summer 
school offered by the Virtual School of Computational Science and 
Engineering, part of the educational component of the Blue Waters 
petascale project. 
Led by Wen-Mei Hwu, the Sanders-AMD Endowed Chair in 
Electrical and Computer Engineering at the University of Illinois at 
Urbana-Champaign, and David B. Kirk, chief scientist for the NVIDIA 
Corporation, the weeklong summer school focused on harnessing 
graphics-based and multicore processors to accelerate science and 
engineering applications. 
"High-performance computing is entering a new era of 
massively parallel processors and petascale systems that will enable 
researchers to solve a new class of complex problems," says Hwu. 
"But to fully Leverage these resources, researchers will need in-depth 
knowledge about parallel programming principles, as well as the 
parallelism models, communication models, and resource Limitations 
of these processors." 
Through Lectures, hands-on Labs, access to NCSA's 16-node 
cluster of graphics processing units (GPUs), and time for networking 
and collaboration, summer school participants gained knowledge 
about accelerators and experience in the programming required to 
Leverage them for science and engineering research. 
Those skills can be difficult for students in computational 
science to acquire, says Sharon Glatzer, a University of Michigan 
professor and director of the Virtual School. 
"A huge challenge in teaching computational science is 
that computer science departments typically focus on topics that 
computer scientists need to know, while in 'domain' science and 
engineering departments, Like physics, chemical engineering, or 
aerospace engineering, computational science courses focus on 
School fills educational gaps to help 
students become the new innovators in 
high-performance scientific computing. 
applications of simulation to those disciplines," Glatzer says. "Many 
aspects of the nuts and bolts of computational science then fall 
between the cracks, and as a result, it is not easy for today's students 
to Learn all they need to know to become tomorrow's innovators in 
high-performance scientific computing." 
The Virtual School aims to fill those gaps, providing the next 
generation of computational scientists with the skills they need to 
Leverage emerging petascale systems. 
"Although I still have a ways to go on Learning the specifics 
of fully utilizing accelerator technology, I feel that I have been 
given a firm foundation in the way the architecture works," says 
Rebecca Owston, a mechanical engineering graduate student at 
Purdue University and both a National Science Foundation Graduate 
Research Fellow and a National Defense Science and Engineering 
Graduate (NDSEG) Fellow. "I will be much more mindful of the types 
of engineering problems which can exploit the capabilities of GPUs 
now, especially considering their cost effectiveness compared to 
CPU clusters." 
"This summer school has given me a starting point for CUDA 
programming for the NVIDIA GPUs that I plan to explore in depth," 
says Eric Jankowski, a University of Michigan chemical engineering 
graduate student and NDSEG Fellow. "Writing multi-threaded code 
for my research in nanoparticle self-assembly will help us Look at 
bigger systems and Longer time scales that are currently inaccessible. 
Maybe it will help us get results faster, or maybe it will help us Look 
at things we couldn't even think about Looking at before." 
Summer school participants were also excited about the 
opportunity to connect with peers. 
"The contacts I made will help me keep in touch with a circle 
of researchers from different areas that are interested in GPU 
programming," Jankowski says. "The contacts and friendships that 
were gained over the past week will hopefully be used to keep 
on top of cutting-edge GPU research and maybe even for a future 
collaboration." 
Some participants who were brought together by the summer 
school have already begun collaborative projects. "The project I 
started during the summer school with Tom Henretty (Ohio State 
University) will hopefully provide the basis for porting coupled-
cluster methods in NWChem and other quantum chemistry codes 
to GPU-enabled hardware," says Jeff Hammond, who works in 
chemistry and computer science at the University of Chicago and is 
a Department of Energy Computational Science Graduate Fellow. 
Many summer school participants also were eager to share 
the knowledge and experience they gained with fellow students at 
their institutions. 
"I plan to use what I Learned at the summer school to consult on 
the application of GPU programming in the research projects of my 
fellow IGERT students through our regular seminars," says Kevin R. 
Tubbs, a National Science Foundation Integrative Graduate Education 
and Research Traineeship (IGERT) Fellow who works in computational 
fluid dynamics at Louisiana State University. "With the trends of 
high-performance computing moving toward heterogeneous systems, 
Learning the basics and practical applications of GPU programming is 
a necessity for a young researcher in computational fluid dynamics 
and in fact all computational sciences." 
In addition to the more than 40 participants who spent the 
week at NCSA, many more students were able to access the summer 
school thanks to streaming video, slides, and other content on 
the web, and the University of Illinois at Chicago hosted a Live 
high-definition feed at its Electronic Visualization Laboratory. 
For more information: www.greatlakesconsortium.org 
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New summer symposium 
examines novel architectures, 
application accelerators 
The Symposium on Application Accelerators in High 
Performance Computing (SAAHPC) will address a wide range of 
technologies that provide enhanced computational resources to 
application developers in industry and academia when it meets in 
July 2009. 
SAAHPC will focus on novel architectures that are designed 
for specific application domains and that have the potential to be 
extended to other types of applications, accelerating performance 
beyond what is possible with conventional microprocessors, even 
those with multiple cores. Examples of technologies to be covered 
by the event include FPGAs, GPUs, ClearSpeed, the Cell Broadband 
Engine, Intel's Larrabee, and AMD Fusion, among others. 
The new conference expands upon and replaces the 
Reconfigurable Systems Summer Institute (RSSI). That meeting 
examined FPGAs, which, at the time, seemed to be the Leading 
contender for a viable application accelerator, says NCSA deputy 
director Rob Pennington, Leader of the center's Innovative Systems 
Laboratory. "With time, however, other technologies have emerged. 
We think it makes sense to consider all of the possibilities." 
More information can be found at: www.saahpc.org. 
L-1 F_a_c_u_lty_F_e_ll_o_w_s_n_a_m_e_d __ ____./ 
Since 1999, 90 University of Illinois faculty members from 12 
colleges and 47 departments have participated in the NCSA campus 
fellowship program, and many have continued their collaborations with 
NCSA beyond their fellowship year. The nine University of Illinois fellows 
working with NCSA during the current academic year are: 
• Anne D. Hedeman, Art & Design I Cyber Connoisseurship: Tools to 
Aid Understanding of the Medieval French Book Trade. 
• Atul Jain, Atmospheric Sdences I Enhanced Climate Simulations and 
Earth System Modeling using High-End Computing Systems. 
• Duane Johnson, Materials Science and Engineering I GridChem 
Electronic-Structure Information Workflow and Database. 
• Mark Neubauer, Physics I Petascale Distributed Computing for 
Terascale Physics. 
• Sever Tipei, Music I Balancing Competing Requirements in a Large-
scale Network as a Paradigm for Music Composition. 
• Rizwan Uddin, Nuclear, Plasma and Radiological Engineering I 
Parallel, Modified Nodal Integral Method and Innovative Application 
Accelerators (such as FPGAs, GPUs) for Turbulence Modeling using 
LES and DNS. 
• Petros Voulgaris, Aerospace Engineering I Simulation-Based 
Performance and Robustness Analysis of Large Distributed Control 
Applications. 
• Sheng Zhong, Bioengineering I Computational Identification of 
Transcription Networks in Embryonic Stem Cells. This is a continuation 
of Zhong's 07-08 fellowship. 
• Xinguang Zhu, Plant Biology I Toward an "in silica plant" 
Research Platform. 
For more information on NCSA fellowships, including summer fellowships, 
see: http:/ /fellowships.ncsa.uiuc.edu. 
Gropp takes key role with IACAT 
William Gropp, the Paul and Cynthia Saylor Professor of Computer 
Science at the University of Illinois at Urbana-Champaign, has been 
appointed the new deputy director for research for the University's 
Institute for Advanced Computing Applications and Technologies 
(IACAT). He will work with other IACAT Leaders to develop and implement 
a strategy for advancing the Institute's role in research and education, 
oversee the activities in the research themes to ensure excellence of the 
research and consistency with this strategy. Gropp will also encourage 
synergy, not only within the research projects in IACAT, but between 
institute projects and NCSA, and institute projects and related activities 
on the campus. 
Gropp is an Association for Computing Machinery (ACM) Fellow 
and a Gordon Bell Award winner. His research interests are in high-
performance scientific computing, with particular emphasis on parallel 
computing. He is a co-principal investigator on the Blue Waters 
petascale computing project. He also is the 2008 IEEE Sidney Fernbach 
Award winner. 
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Top 500 computer named 
after former NCSA director 
News & Notes 
The most powerful supercomputer owned and operated by 
a private company in the United States honors supercomputing 
pioneer and founding NCSA director Larry Smarr with the name "R 
Smarr." Ranked #44 on the TOP500 List of the world's most powerful 
supercomputers in June, R Smarr was configured using 576 nodes 
from Deslrs Data Center Solutions Group featuring quad-core Intel 
Harpertown processors with DDR InfiniBand interconnect. 
"It is a great honor to have my name on a supercomputer after 
working on high-performance applications for over three decades," 
says Smarr. 
The supercomputer is owned by R Systems Inc, which was 
founded by NCSA staffer Brian Kucic; principals include Dave Johnson, 
CFO, and Greg Keller, CTO. With two facilities at the University of 
Illinois Research Park, R Systems specializes in providing direct 
supercomputing services to businesses and industries needing 
immediate access to high-performance computing resources. 
For more information, go to: www.rsystemsinc.com . 



