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We calculate the pi0 → γ∗γ∗ transition form factor Fpi0γ∗γ∗(q21 , q22) in lattice QCD with two
flavors of quarks. Our main motivation is to provide the input to calculate the pi0-pole contribution
to hadronic light-by-light scattering in the muon (g−2), aHLbL;pi0µ . We therefore focus on the region
where both photons are spacelike up to virtualities of about 1.5 GeV2, which has so far not been
experimentally accessible. Results are obtained in the continuum at the physical pion mass by a
combined extrapolation. We reproduce the prediction of the chiral anomaly for real photons with an
accuracy of about 8−9%. We also compare to various recently proposed models and find reasonable
agreement for the parameters of some of these models with their phenomenological values. Finally,
we use the parametrization of our lattice data by these models to calculate aHLbL;pi
0
µ .
I. INTRODUCTION
The anomalous magnetic moment of the muon provides one of the most precise tests of the Standard Model of
particle physics [1, 2]. It is known to comparable precision in experiment [3] and theory but the results disagree by
about 3− 4 standard deviations [4] depending on the theoretical estimate. To interpret this tension as a sign of new
physics, improving the accuracy is of primary importance. On the experimental side, new experiments at Fermilab
and J-PARC are expected to reduce the error by a factor of four [5]. Therefore, a corresponding theoretical effort
is necessary to fully benefit from the increased experimental precision. The theory error of (g − 2)µ is dominated
by hadronic contributions: the hadronic vacuum polarization (HVP) and hadronic light-by-light scattering (HLbL).
The first contribution can be related to the cross section e+e− → hadrons using a dispersion relation such that
the estimate can, in principle, be improved by accumulating more data. Also, in recent years, more and more
precise lattice QCD calculations of the HVP have become available but are not yet competitive with the dispersive
approach [6–9]. However, the HLbL contribution to the muon g − 2 cannot fully be related to direct experimental
information and current determinations usually rely on model assumptions where systematic errors are difficult to
estimate [1, 10, 11]. However, recently a dispersive approach was proposed [12] which relates the, presumably,
numerically dominant pseudoscalar-pole contribution, as depicted in Fig. 1, and the pion loop in HLbL with on-shell
intermediate pseudoscalar states to measurable form factors and cross sections with off-shell photons: γ∗γ∗ → pi0, η, η′
and γ∗γ∗ → pi+pi−, pi0pi0. Furthermore, increasingly realistic lattice calculations of the HLbL contribution to the muon
g − 2 have been carried out recently [13, 14]. Also, the hadronic light-by-light scattering amplitude per se has been
calculated on the lattice in [15].
Within the dispersive framework, the pseudoscalar-pole contribution requires as hadronic input the transition form
factor FPγ∗γ∗(q21 , q22) describing the interaction of an on-shell pseudoscalar meson, P = pi0, η, η′, with two off-shell
≈
pi0 , η , η′
+ . . .
Figure 1. Pseudoscalar-pole contribution to hadronic light-by-light scattering in the muon g − 2. The blobs on the right-hand
side represent the P→ γ∗γ∗ transition form factors with P = pi0, η, η′.
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2photons with virtualities q21 and q
2
2 . The HLbL contribution is then obtained by integrating some weight functions
times the product of a single-virtual and a double-virtual transition form factor for spacelike momenta [1]. For the
pion, the weight functions turn out to be peaked at low momenta such that the main contribution to aHLbL;pi
0
µ arises
from photon virtualities below 1 GeV2 [16, 17], a kinematical range accessible on the lattice.
The single-virtual transition form factor for the pion Fpi0γ∗γ∗(−Q2, 0) in the spacelike region has been measured
experimentally by several collaborations [18–21] in a wide kinematic range, although only for Q2 ≥ 0.5 GeV2. More
precise data down to 0.3 GeV2 are expected soon from BESIII [22]. There are currently no data available for the
double-virtual transition form factor, a first measurement is planned at BESIII [23]. The double-virtual form factor
has also been addressed on the lattice in [24]. Finally, the authors of [25] also considered the double-virtual form
factor at a single lattice spacing but focused their study on the pion decay pi0 → γγ, i.e. they were interested mostly
in the behavior of the form factor at very low momenta. Transition form factors of mesons were first addressed in the
context of the ηc in [26, 27].
Here we compute the transition form factor on the lattice in the kinematical region relevant to hadronic light-by-
light scattering in the (g − 2)µ. Several lattice spacings and pion masses are used to extrapolate our results to the
physical point. Our calculation involves several technical improvements over previous calculations.
This paper is structured as follows. In Sec. II, we give the precise definition of the transition form factor, describe
its phenomenology and theoretical constraints from QCD and introduce the models whose functional form we will
use to parametrize our lattice data. In Sec. III, we describe the methodology of the lattice calculation, including
the analytic continuation, the required Wick contractions and the kinematic setup that we choose. In Sec. IV, the
lattice calculation itself is presented, with the final result for the transition form factor presented in Sec. IV D. Sec. V
compares our fits to the lattice data with the available experimental and theoretical information on the pion transition
form factor and in Sec. V B the pion-pole contribution to HLbL in the muon g − 2 is evaluated with the form factor
determined on the lattice. The paper ends with a summary of what has been achieved and an outlook on possible
future improvements. Several appendixes contain some derivations and further discussions of some technical aspects,
as well as tables with detailed results of the fits.
II. THE PION TRANSITION FORM FACTOR
In Minkowski spacetime, the transition form factor describing the interaction between a neutral pion and two
off-shell photons is defined via the following matrix element1
Mµν(p, q1) = i
∫
d4x eiq1x 〈Ω|T{Jµ(x)Jν(0)}|pi0(p)〉 = µναβ qα1 qβ2 Fpi0γ∗γ∗(q21 , q22) , (1)
where q1 and q2 are the photon momenta, p = q1 + q2 the on-shell pion momentum, p
2 = m2pi, Jµ =
∑
f Qf ψfγµψf
is the hadronic component of the electromagnetic current and where we use the relativistic normalization of states
〈pi0(p)|pi0(p′)〉 = (2pi)3 2Epi(~p) δ(3)(~p − ~p ′). We use the mostly minus metric, 0123 = +1, the axial current is given
by Aaµ = ψγµγ
5 τa
2 ψ with τ
a a Pauli matrix, and the phase of the one-pion state is fixed by 〈0|Aaµ(x)|pib(p)〉 =
iFpipµδ
ab e−ipx with Fpi = 92.4 MeV. In the chiral limit and at low energy, the form factor is constrained by the
Adler-Bell-Jackiw (ABJ) anomaly [28, 29]. At the physical pion mass, there are corrections due to quark mass effects
which can be captured to a large extent by replacing the pion decay constant in the chiral limit by the pion decay
constant Fpi = 92.4 MeV obtained from charged pion decay [4]. This leads to the following theoretical normalization
of the form factor:
Fpi0γ∗γ∗(0, 0) = 1
4pi2Fpi
. (2)
At leading order in QED, one gets for the decay rate
Γ(pi0 → γγ) = piα
2
em
3
pi
4
F2pi0γ∗γ∗(0, 0) , (3)
where αe is the fine structure constant. Together with Eq. (2) this reproduces quite well the measured decay width
Γ(pi0 → γγ) = 7.73(16) eV [4]. The PDG average is dominated by the PrimEx experiment [30] where a precision of
1 Equivalently, the form factor is given by
−2 [q21 q22 − (q1 · q2)2]Fpi0γ∗γ∗ (q21 , q22) = µναβ qα1 qβ2Mµν .
32.8% has already been achieved and a further reduction of the error by a factor of two is expected soon. For a detailed
comparison of theory and experiment at the level of a few percent, higher order quark mass and radiative corrections
need to be taken into account, using chiral perturbation theory (χPT ) together with some form of resonance estimates
of the relevant low-energy constants [31, 32].
On the other hand, at large Euclidean (spacelike) momentum, the single-virtual form factor has been computed in
the framework of factorization in QCD (operator-product expansion (OPE) on the light cone) with a perturbatively
calculable hard-scattering part and a nonperturbative pion distribution amplitude. At leading order in αs, one finds
the Brodsky-Lepage behavior [33]
Fpi0γ∗γ∗(−Q2, 0) −−−−−→
Q2→∞
2Fpi
Q2
. (4)
In this formula, the prefactor should be taken with caution since its value actually depends on the shape of the pion
distribution amplitude used in the calculation, which is usually modeled. When we impose below the Brodsky-Lepage
behavior according to Eq. (4), we will only demand a 1/Q2 falloff of the form factor, without insisting that the
prefactor be reproduced exactly. On the experimental side, the single-virtual form factor has been measured for
spacelike momenta in the range [0.7 − 2.2] GeV2 by CELLO [18] and for [1.6 − 8.0] GeV2 by CLEO [19]. Later
BABAR [20] and Belle [21] obtained results at larger momentum transfers both in the range [4 − 40] GeV2. However
their results differ significantly at large momenta: the results of BABAR showed an unexpected slower falloff of the
single-virtual form factor, while the Belle data are compatible with a Brodsky-Lepage behavior. In any case, however,
the data suggest that the asymptotic behavior is approached only at a momentum transfer above Q2 = 10 GeV2,
outside the kinematical range considered in this paper. An analysis by BESIII [22] should be released soon which will
cover the low-momentum region [0.3− 3.1] GeV2 more relevant for the muon g − 2.
Finally, the double-virtual form factor where both momenta become simultaneously large has been computed using
the OPE at short distances. In the chiral limit the result reads [34, 35]
Fpi0γ∗γ∗(−Q2,−Q2) −−−−−→
Q2→∞
2Fpi
3
[
1
Q2
− 8
9
δ2
Q4
+O
(
1
Q6
)]
, (5)
where order αs corrections are neglected and the quantity δ
2 = (0.20 ± 0.02) GeV2 parametrizes the higher-twist
matrix element in the OPE and was estimated in Ref. [35] using QCD sum rules. In the double virtual case, no
experimental data exist yet but some results from the BESIII experiment are expected in the coming years in the
range Q21,2 ∈ [0.3− 3] GeV2 [17, 23]. Therefore, the dependence of the double-virtual form factor in the kinematical
range of interest [0 − 1] GeV2 for the computation of the hadronic light-by-light contribution to the muon g − 2 is
still unknown and the available estimates all rely on phenomenological models [1, 10]. The model parameters are
either fixed using theoretical and experimental constraints from various sources or by fitting the experimental data
of the single-virtual form factor and then extrapolating to the double-virtual case, i.e. by assuming a factorization
of the form factor Fpi0γ∗γ∗(−Q21,−Q22) = f(Q21) × f(Q22). However, this method might be unreliable and a model-
independent theoretical estimate of the transition form factor from lattice QCD is highly desirable. Another a
priori model-independent approach is the use of a dispersion relation for the form factor [36, 37], which is based on
general properties of analyticity and unitarity. For the practical implementation, however, some assumptions and
approximations need to be made.
Different phenomenological models have been proposed in the literature to describe the form factor in the whole
kinematical range, see Ref. [38] and references therein. The simplest model is the vector meson dominance (VMD)
model, where the form factor is given by
FVMDpi0γ∗γ∗(q21 , q22) =
αM4V
(M2V − q21)(M2V − q22)
, (6)
where α = αth = 1/(4pi
2Fpi) = 0.274 GeV
−1 to reproduce the anomaly constraint (2) and with MV usually set to the
ρ meson mass. We will, however, treat α and MV as free model parameters in our fits to the lattice data below. The
VMD model is compatible with the Brodsky-Lepage behavior (4) in the single-virtual case. However, it behaves as
1/Q4 when both photons carry large virtualities and falls off faster than the OPE prediction (5). The second model
considered in this paper is the lowest meson dominance (LMD) model [32, 39], within the large-NC approximation to
QCD, which can be parametrized as
FLMDpi0γ∗γ∗(q21 , q22) =
αM4V + β(q
2
1 + q
2
2)
(M2V − q21)(M2V − q22)
. (7)
4Table I. Asymptotic behavior of the form factor for the different models (for LMD+V, h˜1 = 0 is assumed). The last line
corresponds to the theoretical constraints discussed in the text.
Fpi0γ∗γ∗(0, 0) Fpi0γ∗γ∗(−Q2, 0) Fpi0γ∗γ∗(−Q2,−Q2)
VMD α αM2V /Q
2 αM4V /Q
4
LMD α −β/M2V −2β/Q2
LMD+V α −h˜5/Q2 −2h˜0/Q2
Eqs. (2) (4) (5) 1/(4pi2Fpi) 2Fpi/Q
2 2Fpi/(3Q
2)
Again, one can set α = 1/(4pi2Fpi) to recover the anomaly constraint. The form factor behaves as 1/Q
2 in the double-
virtual case and for β = βOPE = −Fpi/3 = −0.0308 GeV reproduces the leading OPE prediction, which is imposed
in the original LMD model by construction. On the other hand, the model does not reproduce the Brodsky-Lepage
behavior for the single-virtual form factor (4) but tends to a constant at large Euclidean momentum for the off-shell
photon. The original LMD model has no free parameters, but we will treat α, β and MV as free parameters in our
fits below.
Finally, in Ref. [40] the LMD+V model has been proposed as a refinement of the LMD model where a second
vector resonance (ρ′) is considered, see Ref. [17] for a recent brief review of the model. The LMD+V model can
simultaneously fulfill the Brodsky-Lepage and the leading OPE behavior. Using a slightly different parametrization
from Ref. [40], it can be written as
FLMD+Vpi0γ∗γ∗ (q21 , q22) =
h˜0 q
2
1q
2
2(q
2
1 + q
2
2) + h˜1(q
2
1 + q
2
2)
2 + h˜2 q
2
1q
2
2 + h˜5M
2
V1
M2V2 (q
2
1 + q
2
2) + αM
4
V1
M4V2
(M2V1 − q21)(M2V2 − q21)(M2V1 − q22)(M2V2 − q22)
. (8)
We have the relation h˜1 = −(Fpi/3)h1, h˜2 = −(Fpi/3)h¯2 and h˜5 = −(Fpi/(3M2V1M2V2))h¯5 between the above
parametrization and the original model parameters hi (defined in the chiral limit) and h¯i (the latter parameters
include corrections proportional to powers of the pion mass). In the LMD+V model proposed in Ref. [40] only the
parameters hi (or h¯i) are treated as free parameters while the masses MV1 and MV2 are set equal to the physical masses
of the ρ and ρ′ mesons. Furthermore the anomaly constraint is imposed, α = 1/(4pi2Fpi), as is the Brodsky-Lepage
behavior which leads to h˜1 = 0. The form factor also has by construction the correct leading OPE behavior in the
double-virtual case when both photons carry large Euclidean momenta by setting h˜0 = h˜
OPE
0 = −Fpi/3. As pointed
out in Ref. [41], the parameter h¯2 can be fixed by comparing with the subleading term in the OPE in Eq. (5). Finally
the parameter h¯5 has been determined in Ref. [40] by a fit to the CLEO data [19] for the single-virtual form factor.
One then obtains the model parameters
h˜2 = 0.327 GeV
3, [h¯2 = −4(M2V1 +M2V2) + (16/9)δ2 = −10.63 GeV2], (9)
h˜5 = (−0.166± 0.006) GeV, [h¯5 = (6.93± 0.26) GeV4]. (10)
Following Ref. [32], information on h¯5 can also be obtained from the decay ρ
+ → pi+γ (assuming octet symmetry)
which leads to the less precise determination h¯5 = (6.3± 0.9) GeV4 [40]. In our fits below, we will in principle treat
the parameters α, h˜i and the masses MV1 and MV2 as free parameters. The additional factors M
2
V1
M2V2 in the term
with h˜5 in the numerator in Eq. (8) will lead to more stable fits later.
A summary of the different asymptotic limits for each model and from the theory is given in Table. I.
III. METHODOLOGY
From this section on, we use Euclidean notation by default. In particular, time evolution is governed by e−Hτ
rather than e−iHt, and (Jµ)Minkowski = (J0,−iJk)Euclid. However the four-vectors q1 and q2 are always understood to
be Minkowskian, i.e. q21 = (q
0
1)
2 −∑3k=1(qk1 )2.
5A. Extraction of the form factor
Using the method introduced in [42, 43], and first implemented on the lattice in [26], one can show that the matrix
element of Eq. (1) can be written in Euclidean spacetime as [25]
Mµν = (i
n0)MEµν , M
E
µν ≡ −
∫
dτ eω1τ
∫
d3z e−i~q1~z 〈0|T
{
Jµ(~z, τ)Jν(~0, 0)
}
|pi(p)〉 , (11)
where ω1 is a real free parameter such that q1 = (ω1, ~q1) and n0 denotes the number of temporal indices carried by
the two vector currents. To obtain this formula, it is important to assume that q21,2 < M
2
V = min(M
2
ρ , 4m
2
pi) so that
the integration contour does not encounter a singularity, where one of the photons can mix with an on-shell particle.
Therefore, one is led to consider the following three-point correlation function on the lattice
C(3)µν (τ, tpi) = a
6
∑
~x,~z
〈
T
{
Jµ(~z, ti)Jν(~0, tf )P
†(~x, t0)
}〉
ei~p ~x e−i~q1~z , (12)
where
τ = ti − tf (13)
is the time separation between the two vector currents and
tpi = min(tf − t0, ti − t0) (14)
is the minimal time separation between the pion interpolating operator and the two vector currents. Inserting a
complete set of eigenstates, we obtain the following asymptotic behavior
τ > 0 : C(3)µν (τ, tpi) −−−−→
tpi→∞
−Zpi a
3
2Epi
∑
~z
〈0|Jµ(~z, τ)Jν(~0, 0)|pi(p)〉 e−i~q1~z e−Epitpi , (15)
τ < 0 : C(3)µν (τ, tpi) −−−−→
tpi→∞
−Zpi a
3
2Epi
∑
~z
〈0|Jν(~0,−τ)Jµ(~z, 0)|pi(p)〉 e−i~q1~z e−Epitpi , (16)
where 〈0|P (~x, t)|pi(p)〉 = Zpie−Et+i~p~x is the overlap factor of our interpolating operator with the pion state2 and the
factor 2Epi in the denominator comes from the relativistic normalization of states. The large time behavior of the
three-point correlation function (12) ensures that the pion is on shell and that the excited states contribution in the
pseudoscalar channel is small. Finally, the overlap Zpi and the pion mass are extracted from the two-point correlation
function
C(2)(t) = a3
∑
~x
〈
P (~x, t)P †(~0, 0)
〉
e−i~p~x −−−→
t→∞
|Zpi|2
2Epi
(
e−Epit + e−Epi(T−t)
)
, (17)
where T is the temporal extent of the lattice. It is convenient to remove the explicit pion energy time dependence in
the three-point correlation function and to define
Aµν(τ) = lim
tpi→+∞
C(3)µν (τ, tpi) e
Epitpi . (18)
Then, from Eq. (11), Mµν can be obtained via
MEµν =
2Epi
Zpi
(∫ 0
−∞
dτ eω1τ Aµν(τ) e
−Epiτ +
∫ ∞
0
dτ eω1τ Aµν(τ)
)
=
2Epi
Zpi
∫ ∞
−∞
dτ eω1τ A˜µν(τ) , (19)
A˜µν(τ) = lim
tpi→+∞
eEpi(tf−t0)C(3)µν (τ, tpi) =
{
Aµν(τ) τ > 0
Aµν(τ) e
−Epiτ τ < 0
. (20)
The integral (19) is convergent as long as3 q21,2 < M
2
V : the three-point correlation function falls off with a factor
e−EV |τ |, with EV the energy of a vector state. We point out that it is A˜µν(τ), rather than Aµν(τ) which is most
directly related to the matrix element of interest Mµν ; see Appendix A for more details.
2 With the choice of P = ψγ5τ3ψ made below in Eq. (23), the overlap is given by the partially conserved axial current (PCAC) relation,
Zpi = −iFpim2pi/m, where m is the average (u, d) quark mass.
3 The bound applies in infinite volume. In finite volume, the threshold can be at a slightly different energy than
√
M2V + ~q
2
1,2.
6Table II. Number of equivalent contributions to A(τ) for different values of |~q1|2.
(|~q1| × L/(2pi))2 1 2 3 4 5 6 8 9 10 11 12 13 14
Number 12 48 48 12 96 144 48 156 96 144 48 96 288
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]
q21 [GeV2]
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Figure 2. Kinematic reach in the photon virtualities (q21 , q
2
2) in our setup with the pion at rest, for the lattice resolution 48
3×96
at a = 0.065 fm (left) and for the lattice resolution 643 × 128 at a = 0.048 fm (right). Each curve corresponds to a different
value of the spatial momentum |~q1|2.
B. Kinematic setups
On the lattice, the momentum of the pion is set explicitly through the pseudoscalar interpolating operator used in
Eq. (12) and its energy Epi is then imposed by the on-shell condition. We are also free to choose one vector current
spatial momentum (e.g. ~q1), ~q2 being determined by the momentum conservation ~p = ~q1 +~q2. Finally, in Eq. (19), we
can vary continuously ω1, with ω2 determined by the energy conservation Epi = ω1 + ω2. Therefore, the kinematical
range accessible on the lattice can be parametrized by
q21 = ω
2
1 − ~q 21 ,
q22 = (Epi − ω1)2 − (~p− ~q1)2 . (21)
Choosing the pion reference frame where ~p = 0, both photons have back-to-back spatial momenta (~q2 = −~q1) and
Epi = mpi. The kinematic range corresponding to different choices of |~q1| is plotted in Fig. 2 for two different lattice
resolutions. As explained below, from a numerical point of view, different momenta ~q1 can be obtained without any
new inversion of the Dirac operator. Therefore, this setup is adapted to study the form factors at large q21,2 and, for
each ensemble, the three-point correlation function has been computed up to momenta |q21,2| ≈ 1.5 GeV2. Using the
Lorentz structure of the form factor (see Eqs. (1), (11) and (19)), Aµν with one or more temporal indices vanishes
and the spatial components can be written in the form
Akl(τ) = −iqklA(τ) , qkl ≡ klαβ qα1 qβ2 = mpi kli qi1 , (22)
where A(τ) is a scalar under the spatial rotation group. From A˜kl(τ) we define A˜(τ) in the same way. Averaging
over equivalent momenta through the cubic group, the statistic can be significantly increased. The total number of
equivalent contributions for each value of |~q1|2 is summarized in Table II.
C. Correlation functions
We use the following (anti-Hermitian) interpolating operator for the neutral pion pi0,
P (x) = u(x)γ5u(x)− d(x)γ5d(x) = ψ(x)γ5τ3ψ(x) . (23)
7At the quark level, the three-point correlation function receives three contributions,
C(3)µν (τ, tpi) = C
conn
µν (τ, tpi) + C
disc1
µν (τ, tpi) + C
disc2
µν (τ, tpi). (24)
Let x = (~x, t0), y = (~y, ti), z = (~0, tf ), and Qu = +2/3 and Qd = −1/3 are the electromagnetic charges. Only up and
down quark contributions are considered in this paper. If one uses two “local” vector currents,
J lµ(x) =
∑
f
Qf ψf (x)γµψf (x) , (25)
the connected contribution to the three-point correlation function reads
Cconnµν (τ, tpi) = a
6
∑
~x,~y
〈
Jν(~0, tf )Jµ(~y, ti)P
†(~x, t0)
〉
e−i~q1~y ei~p~x
= −tr [τ3Q2] a6∑
~x,~y
〈
ψf (z)γνψf (z)ψf (y)γµψf (y)ψf (x)γ5ψf (x)
〉
e−i~q1~y ei~p~x
− tr [τ3Q2] a6∑
~x,~y
〈
ψf (z)γνψf (z)ψf (y)γµψf (y)ψf (x)γ5ψf (x)
〉
e−i~q1~y ei~p~x
= 2 tr
[
τ3Q2
] 〈
a6
∑
~x,~y
Re Tr [G(x, z)γνG(z, y)γµG(y, x)γ5] e
−i~q1~y ei~p~x
〉
U
= 2 tr
[
τ3Q2
] 〈
a3
∑
~y
Re Tr
[
γνγ5G
†(y, z)γ5γµG˜(y, z; t0; ~p)
]
e−i~q1~y
〉
U
, (26)
where Tr is the trace over spinor and color indices; τ3 is the Pauli matrix; Q = diag(2/3,−1/3) is the charge matrix;
tr the trace over flavors only; G(x, y) denotes the light quark propagator; and G˜(y, z; t0; ~p) is a sequential propagator
defined below. The correlation function depicted in Fig. 3 is computed in two steps: a first inversion on a point source
η(z) leads to the solution vector ψ(x) =
∑
z G(x, z)η(z). This solution vector is projected against the pion momenta
~p and, when restricted to a given time slice t0, is used as a secondary source to obtain the sequential propagator
(represented by a double line in Fig. 3)
G˜(y, z; t0; ~p) = a
3
∑
~x
G(y, x)γ5G(x, z)e
i~p ~x . (27)
In particular, the sequential propagator satisfies the equation
a
∑
y
D(w, y)G˜(y, z; t0, ~p) = δtw,t0γ5G(w, z)e
i~p ~w ≡ η˜(w) , (28)
where η˜ is the sequential source and D is the lattice Dirac operator. It is clear that a new sequential inversion would
be required for each pion momentum ~p and each value of t0. However, the momentum ~q1 and the indices µ and ν
can be chosen freely without any new inversion of the Dirac operator. This allows us to increase the statistics (see
Table II). In practice, we used ten sources per gauge configuration, randomly distributed on the lattice.
For the results presented in this paper, the connected three-point correlation function is computed using one local
and one ‘point-split’ current. The latter is given by
Jcµ(x) =
∑
f
Qf
2
(
ψf (x+ aµˆ)(1 + γµ)U
†
µ(x)ψf (x)− ψf (x)(1− γµ)Uµ(x)ψf (x+ aµˆ)
)
. (29)
Jν(~q2, tf)
Jµ(~q1, ti)
P (~p, t0)
Figure 3. The connected contribution computed using point sources. The two double lines taken together correspond to
G˜(y, z; t0; ~p).
8The Wick contraction is then only slightly modified. The point-split vector current satisfies the Ward identity and
does not need any renormalization factor, contrary to the local vector current. In the O(a)-improved theory, the
renormalized currents read
Jα,Rµ (x) = Z
α
V (1 + b
α
V (g0)amq)
(
Jαµ (x) + ac
α
V ∂νTµν
)
, (30)
where the label α stands for local or conserved and for isospin I = 0 or I = 1, bαV and c
α
V are improvement coefficients
and Tµν(x) = − 12 ψ(x)[γµ, γν ] τ
3
2 ψ(x) is the tensor density (written here for the improvement of the isovector part of
the electromagnetic current). In particular, Zc,IV = 1 and b
c,I
V = 0, while the renormalization constant Z
l,I=1
V has been
computed nonperturbatively in [44, 45] with a relative error below the percent level. In this paper we use the latter
values both for the I = 0 and I = 1 currents. The improvement coefficients cαV have been evaluated in [46], however
in this study, we neglect the contribution from the tensor density as well as the improvement coefficient bV . Thus
O(a)-improvement is only partially implemented.
For the disconnected contributions, we use two local vector currents. Wick contractions involving only the pion do
not contribute since the u and d contributions exactly compensate each other. Therefore, one vector current must be
contracted with the pion which leads to the two diagrams depicted in Fig. 4. The first diagram in the nf = 2 theory
corresponds to the following contraction
Cdisc1µν (τ, tpi) = −tr [Q] tr
[
τ3Q
] a9
V
∑
~x,~y,~z
〈
ψf (z)γνψf (z)ψf (y)γµψf (y)ψf (x)γ5ψf (x)
〉
U
e−i~q2~z e−i~q1~y ei~p~x
= −tr [Q] tr [τ3Q] 〈a3∑
~y
Tr [G(y, y)γµ] e
−i~q1~y a
6
V
∑
~x,~z
Tr [G(z, x)γ5G(x, z)γν ] e
−i~q2~z ei~p~x
〉
U
, (31)
and the second diagram reads
Cdisc2µν (τ, tpi) = −tr [Q] tr
[
τ3Q
] a9
V
∑
~x,~y,~z
〈
ψf (z)γνψf (z)ψf (y)γµψf (y)ψf (x)γ5ψf (x)
〉
U
e−i~q2~z e−i~q1~y ei~p~x
= −tr [Q] tr [τ3Q] 〈a3∑
~z
Tr [G(z, z)γν ] e
−i~q2~z a
6
V
∑
~x,~y
Tr [G(y, x)γ5G(x, y)γµ] e
−i~q1~y ei~p~x
〉
U
. (32)
More details about the numerical evaluation of the disconnected contribution are given in Section IV C 4.
IV. LATTICE COMPUTATION
This work is based on a subset of the nf = 2 Coordinated Lattice Simulations (CLS) ensembles generated using
either the DD-HMC algorithm [47–50] or the MP-HMC algorithm [51]. They used the nonperturbatively O(a)-
improved Wilson-Clover action for the fermions [52, 53] and the plaquette gauge action for gluons [54]. The simulation
parameters for each lattice ensemble are summarized in Table III. Three lattice spacings in the range [0.05-0.075] fm
are considered with pion masses down to 193 MeV. The lattice spacings are extracted from [45] where the kaon decay
constant is used to set the scale. Finally, all ensembles satisfy the condition Lmpi > 4 such that volume effects are
expected to be negligible [55]. For more details on the ensembles, see [45].
Jν(~q2, tf)
Jµ(~q1, ti)
P (~p, t0) Jν(~q2, tf)
Jµ(~q1, ti)
P (~p, t0)
Figure 4. The two disconnected diagrams contributing to the pi0 → γ∗γ∗ form factor.
9Table III. Parameters of the simulations: the bare coupling β = 6/g20 , the lattice resolution, the hopping parameter κ, the
lattice spacing a in physical units extracted from [45], the pion mass mpi, the pion decay constant Fpi extracted from [56] and
the number of gauge configurations.
CLS β L3 × T κ a [fm] mpi [MeV] Fpi [MeV] mpiL #confs
A5 5.2 323 × 64 0.13594 0.0749(8) 334(4) 106.0(6) 4.0 400
B6 483 × 96 0.13597 281(3) 102.3(5) 5.2 400
E5 5.3 323 × 64 0.13625 0.0652(6) 437(4) 115.2(6) 4.7 400
F6 483 × 96 0.13635 314(3) 105.3(6) 5.0 300
F7 483 × 96 0.13638 270(3) 100.9(4) 4.3 350
G8 643 × 128 0.136417 194(2) 95.8(4) 4.1 300
N6 5.5 483 × 96 0.13667 0.0483(4) 342(3) 105.8(5) 4.0 450
O7 643 × 128 0.13671 268(3) 101.2(4) 4.2 150
Table IV. Ground state energy Epi and overlap factors Zpi extracted from a single or double exponential fit of the pseudoscalar
two-point correlation function for each lattice ensemble.
Single exponential fit Double exponential fit meffpi
CLS iZpi Epi iZpi Epi Epi
A5 0.1874(18) 0.1267(9) 0.1894(18) 0.1274(8) 0.1274(8)
B6 0.1778(14) 0.1066(5) 0.1776(14) 0.1066(5) 0.1067(5)
E5 0.1410(15) 0.1445(6) 0.1410(15) 0.1445(6) 0.1451(6)
F6 0.1259(8) 0.1038(4) 0.1258(8) 0.1037(4) 0.1039(4)
F7 0.1228(8) 0.0891(4) 0.1228(8) 0.0890(4) 0.0893(4)
G8 0.1164(10) 0.0642(4) 0.1166(13) 0.0643(5) 0.0645(4)
N6 0.0670(6) 0.0839(3) 0.0671(11) 0.0839(6) 0.0841(3)
O7 0.0613(6) 0.0655(3) 0.0617(16) 0.0657(8) 0.0660(3)
A. Two-point pion correlation function
The pion mass and its overlap Zpi with our interpolating operator are estimated using both a single and a double
exponential fit. The results are summarized in Table IV. As a cross-check, the effective mass
meffpi (t) = log
(
C(2)(t)
C(2)(t+ 1)
)
, (33)
is also computed from the two-point correlator and fitted to a constant in the plateau region. The results for the
single and double exponential fits are in perfect agreement within statistical errors, indicating that the contribution
of excited states is under control.
B. Extraction of the form factor
1. Finite-time extent corrections
Due to the finite-time extent of the lattice, backward propagating pions may contribute to the three-point correlation
function. Indeed, taking into account the finite size of the box, the asymptotic behavior of the three-point correlation
function now reads
C(3)µν (τ, tpi)
τ>0−−−−→
tpi→∞
Zpia
3
2Epi
[
∑
~z
〈0|Jµ(~z, τ)Jν(~0, 0)|pi(p)〉 e−i~q1~z e−Epitpi (34)
+
∑
~z
〈0|Jν(~0, τ)Jµ(~z, 0)|pi(p)〉 e−i~q1~z e−Epi(T−tpi−τ)
]
,
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Figure 5. Left: Finite-time extent corrections for A(τ) defined in Eq. (22) at t/a = (tf − t0)/a = 25 for the lattice ensemble
E5. Right: The function A˜(τ) (black points) and the VMD (blue line) and LMD (red line) fits used to describe the tail of the
function at large τ for the lattice ensemble F7 (This is a global fit but only results for the spatial momentum |~q1|2 = 2(2pi/L)2
are shown for clarity).
such that
Alatµν(τ > 0) = Aµν(τ) +Aνµ(τ)e
−Epi(T−τ−tpi) = Aµν(τ)
(
1− e−Epi(T−2tpi−τ)
)
, (35)
and similarly for τ < 0. In particular, for A(τ) defined in Eq. (22), one has
Alat(τ > 0) = A(τ)
(
1− e−Epi(T−2tpi−τ)
)
. (36)
Therefore, for values of tpi close to T/2, one expects large corrections which tend to lower the real value. This effect
is shown in the left panel of Fig. 5 for the lattice ensemble E5 at our largest time separation t/a = (tf − t0)/a = 25.
After a finite-time extent correction, the function A(τ) is indeed symmetric within error bars. For lattice ensembles
with larger resolutions (T/a = 96, 128) these effects are exponentially suppressed and completely negligible at our
level of precision.
In Eq. (19), integration bounds are ±∞. The function A˜(τ) decreases exponentially fast at large |τ | but the
exponential factor exp(ω1τ) in Eq. (19) tends to probe the tail of the function A˜(τ) at large |τ |, making the numerical
integration difficult for two reasons: first, the finite-time extent of the lattice obviously limits the range of integration.
Secondly, the signal-to-noise ratio decreases when |τ | increases. To circumvent these problems, we take advantage of
the idea that the VMD model is expected to work well in the large |τ | limit where the excited states’ contribution in
the vector channel is small, and we fit the lattice data at large |τ | using
AVMDkl (τ) = −iqklAVMD(τ) =
Zpi qkl
4mpi
 αM4V
mpi
√
M2V + |~q1|2
(
2
√
M2V + |~q1|2 −mpi
) e−√M2V +|~q1|2 |τ |
− αM
4
V
mpi
√
M2V + |~q1|2
(
2
√
M2V + |~q1|2 +mpi
) e−(mpi+√M2V +|~q1|2)|τ |
 , (37)
where α and MV are free parameters and qkl is defined in Eq (22). We have performed a global fit for each lattice
ensemble where all momenta are fitted simultaneously. Then, we introduced a cutoff τc where the data are too noisy
or not available and the VMD fit is used to perform the integration up to infinity in Eq. (19). The time τc & 1.3 fm
is chosen such that it takes approximately the same value in physical units for all lattice ensembles. We will discuss
the potential systematic error introduced by this method in Sec. IV C. A typical fit for the lattice ensemble F7 is
depicted in the right panel of Fig. 5 where the result using the LMD model rather that the VMD model is also shown.
The main advantage of the LMD model is that it is able to describe the cusp at τ = 0 (Appendix A). As shown in
Appendix D, the cusp is directly related to the behaviour of the doubly-virtual form factor predicted by the OPE in
Eq. (5).
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Figure 6. Left: Sampling of our data in the (q21 , q
2
2) plane. Right: The form factor for different values of |~q1|2. For each value of
|~q1|2 = n2(2pi/L)2 = (q22 − q21 −m2pi)2/(4m2pi)− q21 , one gets a curve by varying continuously the value of tan(θ − pi/4) = q21/q22 .
Data correspond to the lattice ensemble O7.
2. Fits in four-momentum space
In this section, we propose to compare our results with the phenomenological models introduced in Sec. II. In
particular, since we are using Wilson fermions, the chiral symmetry is lost even in the chiral limit and is recovered
only once the results are extrapolated to the continuum and chiral limit. It is then important to check that our results
are in agreement with the ABJ anomaly.
On the lattice, the form factor is obtained as a continuous function of ω1 for each value of the discretized spatial
momentum |~q1|2 and a typical example for the lattice ensemble F6 is depicted in Fig. 6. Therefore, to fit the form
factor, we first have to sample our data. We have selected values of ω1 such that data points are regularly distributed
along each curve in the (q21 , q
2
2) plane as depicted in the left panel of Fig. 6. However, as discussed in Sec. IV C, no
significant difference has been observed by using different samplings.
We first compare our data with the VMD model. Two fitting procedures have been used. In the first method, each
lattice ensemble is fitted independently using Eq. (6) with α and MV treated as free parameters. Then, in a second
step, the two parameters are extrapolated to the chiral and continuum limit assuming a linear dependence in both
the lattice spacing a/aβ=5.3 and y˜ = m
2
pi/8pi
2F 2pi . The results are summarized in Table VIII (Appendix B). In the
second fitting procedure, a global fit is performed where all lattice ensembles are fitted simultaneously assuming a
linear dependence in both a/aβ=5.3 and y˜ for each parameter of the model. In this case, we are left with only six fit
parameters and the results are given in Table IX (Appendix B). Both methods give similar results and choosing the
second method, with a reduced number of fit parameters, as our preferred estimate, we obtain at the physical point
αVMD = 0.243(18) GeV−1 , MVMDV = 0.944(34) GeV , (38)
where the covariance matrix is (in appropriate units of GeV)
σVMDij (α,MV ) =
(
+3.16× 10−4 −3.62× 10−4
−3.62× 10−4 +1.14× 10−3
)
. (39)
The covariance matrix is estimated from a jackknife procedure and used in Sec. V for error propagation, but the fits
are uncorrelated fits. As can be seen in Fig. 7 (top panel), the VMD model leads to a poor description of our data
(χ2/d.o.f. = 2.94), especially in the double virtual case and at large Euclidean momenta. It is a direct evidence that
the wrong asymptotic behavior of this model, compared to the OPE prediction in Eq. (5), already matters at Euclidean
momenta of order Q2 ∼ 1 GeV2. In particular we do not recover the anomaly result in the chiral and continuum
limit. However, fitting our data with the constraint |Q2i | < 0.5 GeV2 (i = 1, 2) leads to α = 0.268(21) GeV−1 and
MV = 0.870(45) GeV where α is now compatible with the theoretical prediction αth = 0.274 GeV
−1. Also, in the
latter case we get a much better chi-squared χ2/d.o.f. = 1.29. It confirms that the VMD model is unable to describe
our data in the whole kinematical range studied here.
We have repeated the same analysis for the LMD model (7) using α, β and MV as free parameters and the results
are summarized in Tables VIII and IX (Appendix B). The first fitting procedure suggests that lattice artifacts for the
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vector mass MV and chiral corrections for the parameter β are both small. They are therefore neglected in the global
fit, reducing further the number of fit parameters. In this case the global fit leads to a good description of our data,
in the whole kinematical range, with χ2/d.o.f. = 1.30 (mid panel in Fig. 7). The results at the physical point read
αLMD = 0.275(18) GeV−1 , β = −0.028(4) GeV , MLMDV = 0.705(24) GeV , (40)
where the covariance matrix (in appropriate units of GeV) is
σLMDij (α, β,MV ) =
+3.33× 10−4 +2.13× 10−5 −5.01× 10−5+2.13× 10−5 +1.77× 10−5 +5.15× 10−6
−5.01× 10−5 +5.15× 10−6 +5.68× 10−4
 . (41)
In particular, the anomaly constraint is recovered with a statistical error of 7% and β is in good agreement with
the OPE asymptotic result given in Eq. (5). This might be surprising as the LMD model fails to reproduce the
Brodsky-Lepage behavior. However, as can be seen in Fig. 2, all our data points in the single virtual case lie below
Q2 ≈ 0.5 GeV2 and we are not probing the asymptotic behavior of the single-virtual form factor where the model is
expected to fail.
Finally, we consider the LMD+V model (8) with h˜1 = 0 which fulfills all the theoretical constraints discussed in
Sec. II. In this case, there are too many parameters to make fits for individual ensembles with all the model parameters
and including O(a) and chiral corrections. Therefore we perform only a global fit (Method 2, Table IX) and even
there fix some of the parameters from theory or the masses from the PDG (Particle Data Group). In particular, we
use the constraint MV1 = m
exp
ρ at the physical point where m
exp
ρ = 0.775 GeV is the experimental ρ mass but still
allowing for chiral corrections on each lattice ensemble. For the second vector mass MV2 , inspired by quark models,
we assume a constant shift in the spectrum and set MV2(y˜) = m
exp
ρ′ +MV1(y˜)−mexpρ with mexpρ′ = 1.465 GeV. Finally,
since we do not have data above Q2 ≈ 1.5 GeV2, we are not sensitive to the asymptotic behavior of the double-virtual
form factor. We therefore impose the theoretical constraint h˜0 = −Fpi/3 in the continuum and chiral limit. Using
these assumptions, the LMD+V fit leads to
αLMD+V = 0.273(24) GeV−1 , h˜2 = 0.345(167) GeV3 , h˜5 = −0.195(70) GeV , (42)
with χ2/d.o.f. = 1.36 and where the covariance matrix (in appropriate units of GeV) is
σLMD+Vij (α, h˜2, h˜5) =
+5.59× 10−4 +1.71× 10−3 +8.04× 10−4+1.71× 10−3 +2.80× 10−2 +9.88× 10−3
+8.04× 10−4 +9.88× 10−3 +4.87× 10−3
 . (43)
This model also gives a good description of our data as can be seen in the bottom panel of Fig. 7. The details of the
fit are summarized in Table IX (Appendix B) where a cross indicates that the parameter is not fitted but set to zero
and where numbers quoted without error are fixed to a constant. Again, the anomaly constraint is recovered within
statistical error bars and the values of h˜2 and h˜5 are compared to phenomenology in Sec. V. To test the dependence
of our results on our assumptions on MV1 and MV2 , we have performed two more fits. In the first one, the first vector
mass MV1 = 0.705 GeV is set to its preferred LMD value obtained in the previous fit in Eq. (40) instead of its physical
value (corresponding roughly to a shift of 10%). The results
αLMD+V = 0.277(24) GeV−1 , h˜2 = 0.329(148) GeV3 , h˜5 = −0.222(65) GeV , (44)
are rather stable and differ at most by 40% of the statistical error. Then, in the second fit, the first vector mass
MV1 = m
exp
ρ is set to its experimental value again but instead of a constant shift in the spectrum, we set MV2(y˜) = m
exp
ρ′
to a constant for all lattice ensembles. Again, the results
αLMD+V = 0.269(24) GeV−1 , h˜2 = 0.288(133) GeV3 , h˜5 = −0.214(65) GeV , (45)
do not change significantly within our statistical error bars.
Finally, the form factor extrapolated at the physical point is shown in Fig. 8 for the three models considered here.
We also show the theoretical predictions (horizontal lines) for the asymptotic behaviors of the form factor and the
experimental results available in the single-virtual case. In the single-virtual case, the VMD and LMD+V models agree
with each other and are in good agreement with experimental data. The LMD model, which has the wrong asymptotic
behavior, starts to deviate from the LMD+V result at Q2 > 1 GeV2. In the double-virtual case with Q21 = Q
2
2, the
form factor for the LMD and LMD+V model is already close to its asymptotic behavior at Q2 ∼ 1.5 GeV2 where we
have lattice data.
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Figure 7. Comparison of the VMD (top panel), LMD (mid panel) and LMD+V (bottom panel) fits for the lattice ensemble O7.
The red line corresponds to the results using the global fit (method 2) corresponding to (38), (40), (42) where the parameters
are given in Table IX. The VMD model falls off as Fpi0γ∗γ∗(−Q2,−Q2) ∼ 1/Q4 in the double virtual case and fails to describe
the numerical data. Note that the points at different Q2 are correlated.
3. Fit in the time-momentum representation
In the previous section, the form factor was first computed using Eqs. (1) and (19) and then compared to some
phenomenological models. However, to test the validity of a particular model, one can directly fit the function A˜(τ)
given in Eq. (18) in the time-momentum representation. One advantage of this method is that it becomes unnecessary
to model the tail of the function A˜(τ) to perform the integration up to ±∞ in Eq. (19) where we have no lattice
data. Moreover, this method could benefit from O(a)-improvement if it would be fully implemented. However, it
is then more difficult to compare lattice data with phenomenology where one is eventually interested in the form
factor. In the case of the LMD model, the expression of A˜LMD(τ) is given in Eq. (A8) of Appendix A. As for the
four-momentum analysis in the previous section, we have performed both a local (method 1) and a global (method
2) fit and the results are summarized in Tables XII and XIII of Appendix C. One expects the small τ region to be
more affected by lattice artifacts. Therefore, we tried two fits by excluding data points with τ/a < τmin/a = 2, 3. The
results at τ/a = 3 are αLMD = 0.297(17) GeV−1, β = 0.025(4) GeV and MLMDV = 0.682(20) GeV and are compatible
with fits in the four-momentum representation within statistical error bars. This is a hint that the part of the tail of
A(τ) for τ > τc, which is estimated using a VMD fit, is not relevant in our calculation. We will come back to this
issue in Sec. IV C 2.
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Figure 8. Lattice extrapolations for the VMD, LMD and LMD+V models corresponding to the fit parameters in Table IX.
Left: Single-virtual form factor. The horizontal black line corresponds to the prediction from Brodsky-Lepage in Eq. (4).
Experimental results from CELLO and CLEO are also depicted. Right: Double-virtual form factor at Q21 = Q
2
2, the horizontal
black line corresponds to the OPE prediction given by Eq. (5).
C. Systematic errors
1. Sampling
We have performed a second analysis using a different sampling of our data. Instead of using data points regularly
distributed along each curve in the (q21 , q
2
2) plane, we select points using a constant step in ω1 in Eq. (21). More
details and fit results are given in Appendix B 2 and Table XI. An illustration of the two samplings is given in Fig. 11
(Appendix B). For the VMD model, with the worst χ2, the results differ by 4% for the anomaly and 25 MeV for the
vector mass MV . For the LMD model, the result for the anomaly is stable and differs by less than 1% at the physical
point while the vector mass MV varies by about 10 MeV. Finally, for the LMD+V model, the anomaly is again stable
(2%) and we observe a difference of 0.050 GeV3 for h˜2 and 0.027 GeV for h˜5.
2. Finite-time extent
To perform the integration in Eq. (19), a cutoff τc has been introduced and for τ > τc the integrand A(τ) is obtained
from a fit to the data using a VMD Ansatz as explained in Sec. IV B 1. In particular, due to the exponential factor in
Eq. (19), the large τ region contributes more in the single-virtual case. However, we have checked that even in the less
favorable case the contribution from the fitted tail is less than 20% of the total contribution. To further investigate
this issue we have fitted the tail using the LMD Ansatz rather than the VMD Ansatz. The fit parameters are collected
in Table X (Appendix B) and the results at the physical point do not change within statistical error bars. The results
differ by less than 1% for the anomaly at the physical point in all cases. In the LMD case the vector mass differs
by about 20 MeV and for the LMD+V model, the parameters h˜2,5 are rather stable within the large error bars (we
observe a deviation of 0.066 GeV3 and 0.021 GeV respectively).
3. Excited pseudoscalar states
For the lattice ensembles E5 and F6, the form factor has been computed for different values of t = tf − t0 in the
range [1.0− 1.65] fm. The values of the LMD fit parameters (using the fit method 1, as explained in Sec. IV B 2) are
summarized in Table V. The results do not depend on t ≥ 17 within our statistical error bars which make us confident
that the excited states contribution in the pseudoscalar channel can be neglected at our level of precision.
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Table V. Study of the excited state contamination. We collect our fit parameters for the ensembles E5 and F6 for different
values of t = tf − t0. The data are fitted using a LMD fit (method 1).
E5 F6
t α [GeV−1] β [MeV] MV [MeV] α [GeV−1] β [MeV] MV [MeV]
15 0.282(6) -34(2) 945(18) × × ×
17 0.290(5) -36(1) 925(17) × × ×
19 0.291(6) -36(2) 925(23) 0.326(10) -34(3) 801(24)
21 0.290(9) -35(2) 920(29) 0.337(9) -35(3) 795(21)
23 0.288(9) -35(3) 926(30) 0.329(10) -36(3) 787(27)
25 0.277(14) -33(4) 959(49) 0.331(10) -36(3) 783(28)
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Figure 9. Disconnected contribution to the function A(τ) for the lattice ensemble E5 and the first three values of the discretized
spatial lattice momenta. Black points correspond to the connected contribution, red points to the total contribution including
disconnected diagrams and blue points correspond to the disconnected contribution only multiplied by a factor -100.
4. Disconnected contribution
In the previous results, only the connected contribution given in Eq. (26) has been considered and the disconnected
contributions, given in Eqs. (31) and (32), were neglected. Those contributions are much more difficult to evaluate
numerically because of their poor signal-to-noise ratio. In this study, the calculations of the disconnected contribution
have been performed on one lattice ensemble E5 and only for the first three values of the spatial momentum |~q1|2 =
~n2(2pi/L)2, ~n2 = 1, 2, 3. The loops (Fig. 4) were computed using 75 stochastic sources with full-time dilution (75× T
inversions of the Dirac operator) and a generalized Hopping Parameter Expansion to sixth order [57, 58]. For the
two-point correlation functions, we used seven stochastic sources with full-time dilution and stored the results for
all possible values of the time source and time sink locations. Also, in this case, we used a larger set of gauge
configurations compared to the connected part (#1000). The results are depicted in Fig 9 where we compare the
disconnected to the connected contribution. The disconnected contribution is below 1% of the total contribution and
does not show any clear dependence on the value of the spatial momentum |~q 21 |. We conclude that the disconnected
contribution is negligible at our level of accuracy, even though its size could be quite strongly pion mass dependant.
5. Finite-size effects
A potentially significant source of systematic error are the finite-size effects. Indeed, in the correlator C
(3)
ij (τ, tpi),
the states dominating at large separation τ between the two vector currents are not one-particle states, but rather
pi+pi− states. Since their spectrum is discrete on the torus used in our simulations, this long-distance contribution is
distorted relative to the infinite-volume correlator. For increasing ω1, the long-distance contribution is enhanced.
An empirical look at our data sets does not seem to indicate a major issue in the determination, for instance of
the LMD model parameters. Unfortunately, we do not have a dedicated finite-volume study, where the volume is
the only parameter varying. For now, we may compare ensembles at different lattice spacings. First, comparing the
results of ensembles A5 and N6, which have the same pion mass and volume, we observe a 14% discretization error
on the parameter α, and no significant effect on MV and β. If we then compare ensembles B6 and O7, which have
pion masses 283 MeV and 269 MeV respectively, but different volumes (respectively mpiL = 5.2 and 4.2), we observe
compatible values of the parameters MV and β, while the α parameters differ by the same factor as A5 and N6, which
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we interpret as a discretization error. Thus no major finite-size effect on the LMD parameters is observed.
From a more theoretical perspective, we may try to predict the magnitude of the finite-size effects. The situation is
similar to the calculation of the hadronic vacuum polarization at low momentum transfer via the correlator G(x0) =−1
3
∫
d3x 〈Vk(x)Vk(0)〉. The finite-size effects on the latter were analyzed in [59] by using a spectral representation
of the correlator both in finite and in infinite volume, and by using the Lu¨scher formalism to relate the discrete
finite-volume spectrum and the corresponding matrix elements to the I = ` = 1 pipi phase shift and the timelike pion
form factor [60–62]. A similar approach is possible here, where the three-point function can be written in a dispersive
way in terms of the same timelike pion form factor and the amplitude for the process pi0γ∗ → pi+pi−. The procedure
is illustrated in Appendix E, however we leave the quantitative study of finite-volume effects for the future. We note
that a similar dispersion relation was presented in [36] for the transition form factor Fpi0γ∗γ∗(q21 , q22), and that the
amplitude pi0γ∗ → pi+pi− has recently been investigated in lattice QCD for the first time [63].
D. Final results
The VMD model fails to describe our data in the whole kinematical range. On the contrary, the LMD model gives
a good description of the lattice data in the kinematical region considered here despite its wrong asymptotic behavior
in the single-virtual case. Finally, the LMD+V model has a larger number of free parameters but fulfills all the
theoretical constraints, it leads to larger error bars but gives a good description to the lattice data. Therefore, we
quote as our final results
αLMD = 0.275(18)(3) GeV−1 , β = −0.028(4)(1) GeV , MLMDV = 0.705(24)(21) GeV , (46)
for the LMD model and
αLMD+V = 0.273(24)(7) GeV−1 , h˜2 = 0.345(167)(83) GeV3 , h˜5 = −0.195(70)(34) GeV , (47)
[h¯2 = −11.2(5.4)(2.7) GeV2 , h¯5 = 8.2(2.9)(1.4) GeV4]
for the LMD+V model where h˜0 = −Fpi/3 = −0.0308 GeV, h˜1 = 0, MV1 = 0.775 GeV and MV2 = 1.465 GeV are
fixed parameters at the physical point. The first error is statistical and the second error includes the systematics
discussed in Sec. IV C. The systematic errors are estimated in the previous subsections and added quadratically.
V. PHENOMENOLOGY
A. Comparison with experimental data
The normalization of the form factor at zero momentum Fpi0γ∗γ∗(0, 0) is related to the decay width Γ(pi0 → γγ)
as shown in Eq. (3) and the experimental result is well reproduced with the value from the chiral anomaly from
Eq. (2). The VMD fit from Eq. (38) does not reproduce the anomaly at the 1σ level, while the LMD fit from Eq. (40)
and the LMD+V fit from Eq. (42) do so. However, the statistical precision of 9% for LMD+V cannot compete
with the experimental precision from the PrimEx experiment [30] which translates into a 1.4% determination of the
normalization of the form factor.
For the single-virtual form factor Fpi0γ∗γ∗(−Q2, 0) there are experimental data available in the spacelike region
from several experiments: CELLO [18], CLEO [19], BABAR [20] and Belle [21]. The experimental data in the region
[0 − 2] GeV2 have been plotted already in Fig. 8 together with the fit results for VMD, LMD and LMD+V and the
full region [0− 40] GeV2, where there are currently data available, is shown in Fig. 10 together with the LMD+V fit
representing our lattice data.
An important experimental information is the slope of the form factor at the origin. Following Ref. [64], one defines
bpi0 =
1
Fpi0γ∗γ∗(0, 0)
dFpi0γ∗γ∗(q2, 0)
dq2
∣∣∣∣
q2=0
. (48)
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Figure 10. Comparison of the experimental data for the single-virtual form factor with the fit to the lattice data for the LMD+V
model extrapolated to the continuum and at the physical pion mass. The curves for BABAR and Belle show the fits given in
the experimental papers. The horizontal black line corresponds to the prediction from Brodsky-Lepage (BL).
For our three form factor models, one obtains from Eqs. (6), (7) and (8) the expressions
bVMDpi0 =
1
M2V
, (49)
bLMDpi0 =
1
M2V
+
β
αM4V
, (50)
bLMD+Vpi0 =
1
M2V1
+
1
M2V2
+
h˜5
αM2V1M
2
V2
. (51)
Although the normalization α drops out in the slope for the VMD form factor in Eq. (49), the fit results from
Eq. (38) have a bad χ2/d.o.f. and lead to a suppression of αVMD and an enhanced value for MVMDV compared to
the fits with LMD in Eq. (40) and LMD+V in Eq. (42). This leads to a distortion of the function near the origin
and we will therefore not evaluate the slope of the form factor with the VMD model. Since the fits with the LMD
and LMD+V models work fine, we calculate those slopes from the fitted model parameters, taking into account the
correlations from Eqs. (41) and (43), to obtain the following estimates with their statistical uncertainty
bLMD,fitpi0 = (1.60± 0.11) GeV−2 (±6.8%), (52)
bLMD+V,fitpi0 = (1.58± 0.23) GeV−2 (±14.3%), (53)
which agree very well with each other. This is an indication that the lattice data at low momenta are well represented
by these two fits. Note that the error for LMD+V does not include variations of the vector meson masses which enter
in the expression (51), which we fixed to MV1 = Mρ and MV2 = Mρ′ .
For comparison, the PDG [4] uses the determination of the slope of the form factor by the CELLO Collaboration
as their average bPDGpi0 = (1.76 ± 0.22) GeV−2, with a 12.5% precision. Within the large uncertainties our numbers
agree with the PDG. The PDG error is based on the assumption that the systematic error is of the same size as the
statistical error as stated by the CELLO Collaboration. This systematic error does not, however, take into account a
potentially large bias from the extrapolation (modeling) of the experimental data from Q2 ≥ 0.5 GeV2 to zero [40, 65].
The CELLO Collaboration simply uses a VMD fit to their data and from this they calculate the slope of the form
factor at the origin.
Recently, a phenomenological determination of the slope has been obtained in Ref. [65] from a sequence of Pade´
approximants to form factor data from CELLO, CLEO, BABAR and Belle and the normalization from PrimEx, with
the result bPade´pi0 = (1.78±0.12) GeV−2 with 6.9% precision. Furthermore the dispersion relation for the form factor [37]
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predicts the slope with 2% precision: bDRpi0 = (1.69 ± 0.03) GeV−2. Although we cannot compete with the precision
from the dispersive approach, our values are fully compatible with the latter result.
The low-to-intermediate momentum region in Fig. 8 shows that the VMD model is a bit higher than the data points
but the error band still touches most points. The LMD model clearly fails to describe the data which only start at
0.5 GeV2. The LMD+V model is again a bit higher than the data, but the relatively large error band at least touches
the central values of the data points, except the third lowest point from CELLO. In the full momentum region in
Fig. 10 the large error band for LMD+V covers essentially all data points above 2 GeV2. Even the highest data point
of BABAR, where the data do not show a 1/Q2 falloff for the single-virtual form factor Fpi0γ∗γ∗(−Q2, 0) (see also the
fit to the BABAR data from the experimental paper) is within 1σ from the LMD+V band.
Surprisingly, the central curve of the LMD+V fit has an asymptotic value at large momenta which is rather close
to the prediction from Brodsky-Lepage in Eq. (4), although only lattice data below 1.5 GeV2 are fitted (even below
0.5 GeV2 for the single-virtual form factor). Of course, the large uncertainty in the error band does not allow any
firm conclusions about the asymptotic value. Finally, the LMD+V fit result for h˜5 from Eq. (42) translates to
h¯5 = (8.2 ± 2.9) GeV4 which is consistent with the phenomenological value from Eq. (10). The latter value was
obtained in Ref. [40] by fitting the LMD+V model to the CLEO data.
Unfortunately, there are currently no experimental data available for the double-virtual form factor Fpi0γ∗γ∗(−Q21,−Q22)
in the spacelike region (nor in the timelike region, e.g. from double-Dalitz decays of the pion pi0 → γ∗γ∗ → e+e−e+e−).
As shown in Fig. 8, for Q21 = Q
2
2 = Q
2, the LMD and LMD+V model roughly agree, within their large error bands,
for momenta below 2 GeV2, while the VMD model clearly falls off too fast above 1.5 GeV2. This is reflected in
the bad quality of the VMD fit. It will be interesting to compare our LMD+V fit with planned measurements of
the double-virtual form factor at BESIII in the range Q21,2 ∈ [0.3, 3] GeV2 [23] and with results using the dispersion
relation from Ref. [37], once it has been evaluated for the double-virtual case, which should be particularly precise at
very low momenta Q21,2 ≤ 0.5 GeV2.
It is, however, reassuring that the LMD+V fit yields a value for the parameter h˜2 in Eq. (42) which corresponds
to h¯2 = (−11.2 ± 5.4) GeV2 which is again in agreement with the theoretically preferred value from Eq. (9). That
prediction is obtained from higher-twist corrections in the OPE; see Eq. (5). As stressed in Ref. [66], such a negative
value for h¯2 leads, however, to tensions when one tries to simultaneously explain the radiative decay pi
0 → e+e− with
the LMD+V model or some generalization of it using bivariate approximants. But there are also issues with radiative
corrections to extract the decay rate from the measured data; see Ref. [67]. The connection between the pseudoscalar
decay into a lepton pair and the pseudoscalar-pole contribution to HLbL was already pointed out in Refs. [16, 68, 69].
B. Lattice estimate of the pion-pole contribution aHLbL;pi
0
µ
In this section, we use the results from Secs. IV B 2 and V A of the fits to the lattice data in the different models
to estimate the pion-pole contribution aHLbL;pi
0
µ to hadronic light-by-light scattering in the muon g− 2, thought to be
numerically dominant. As shown in Ref. [1], starting from the two-loop integrals in Fig. 1, one can perform, after a
Wick rotation to Euclidean momenta, all angular integrals except one for general pion transition form factors. The
pion-pole contribution is then given by
aHLbL;pi
0
µ =
(αe
pi
)3 (
aHLbL;pi
0(1)
µ + a
HLbL;pi0(2)
µ
)
, (54)
where
aHLbL;pi
0(1)
µ =
∫ ∞
0
dQ1
∫ ∞
0
dQ2
∫ 1
−1
dτ w1(Q1, Q2, τ)Fpi0γ∗γ∗(−Q21,−(Q1 +Q2)2)Fpi0γ∗γ∗(−Q22, 0) , (55)
aHLbL;pi
0(2)
µ =
∫ ∞
0
dQ1
∫ ∞
0
dQ2
∫ 1
−1
dτ w2(Q1, Q2, τ)Fpi0γ∗γ∗(−Q21,−Q22)Fpi0γ∗γ∗(−(Q1 +Q2)2, 0) . (56)
The integrals run over the lengths Qi = |(Qi)µ|, i = 1, 2 of the two Euclidean four-momentum vectors and the angle θ
between them Q1 ·Q2 = Q1Q2 cos θ and we defined τ = cos θ. The analytical expressions for the model-independent
weight functions wi(Q1, Q2, τ), i = 1, 2 can be found in Ref. [1]. Their properties have been analyzed in detail recently
in Ref. [17]. These functions vanish for Qi → 0, Qi →∞ (i = 1, 2) and τ → ±1 and for the pion they are concentrated
at small momenta below 1 GeV. This explains that the main contribution to aHLbL;pi
0
µ arises from the low-energy
region of the double-virtual pion transition form factor, which has been studied in this paper. But w1 also has a
slow falloff (ridge) in one direction of the (Q1, Q2) plane, which has to be dampened by the form factors. Therefore
there is some dependence of the final result on the behavior of the single- and double-virtual form factors according
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Table VI. Results for aHLbL;pi
0
µ with statistical errors (including correlations) using the model parameters from the fits to the
lattice data and comparison with theory predictions with the parameters chosen as discussed in the text.
Model aHLbL;pi
0
µ × 1011
VMD 56.7(7.1)
LMD 68.2(7.4)
LMD+V 65.0(8.3)
VMD (theory) 57.0
LMD (theory) 73.7
LMD+V (theory + phenomenology) 62.9
to Brodsky-Lepage in Eq. (4) and the OPE in Eq. (5), which explains the different results (central values) for VMD,
LMD and LMD+V given below.
Using the results of the fitted model parameters for VMD, LMD and LMD+V from Eqs. (38), (40) and (42) and
integrating Eqs. (55) and (56) numerically, we obtain the results collected in Table VI where the correlations from
Eqs. (39), (41) and (43) have been taken into account to estimate the statistical error.4
Note that the VMD model yields a bad fit to the lattice data. The corresponding estimate is therefore only given
for illustration. In Table VI we also compare our results with those obtained with the theoretically preferred model
parameters α = αth = 1/(4pi
2Fpi), β = β
OPE = −Fpi/3, h˜0 = h˜OPE0 = −Fpi/3, h˜1 = 0 and the phenomenologically
determined parameters h˜2 and h˜5 from Eqs. (9) and (10) discussed in Sec. II (we only quote the central value for the
theoretical estimates). The fit results with their relatively large statistical errors of about 13% agree well with the
corresponding theoretical estimates.
The agreement of the results for VMD with the fitted and the theoretically preferred model parameters is a pure
coincidence, since the fitted parameters αVMD,MVMDV in Eq. (38) differ significantly from αth and Mρ. The form factor
with the fitted parameters is smaller at small momenta compared to the form factor with the theoretical parameters
(FVMD,fitpi0γ∗γ∗ (0, 0) = αVMD = 0.243 GeV−1 vs FVMD,theorypi0γ∗γ∗ (0, 0) = αth = 0.274 GeV−1), but then falls off slower beyond
about 0.5 GeV.
For illustration, we show in Table VII how the value for aHLbL;pi
0
µ changes in the different models obtained from the
fits, if we use a momentum cutoff Λ in the integrals in Eqs. (55) and (56). As already observed in Refs. [17, 70], the
bulk of the pion-pole contribution to HLbL comes from the region below 1 GeV, around 85− 90%, depending on the
model. The absolute values for the LMD and LMD+V models start to differ more and more above Λ = 0.75 GeV,
since the LMD model has the wrong asymptotics for the single-virtual case, while the relative contributions only
differ by about 1− 2 percentage points. The absolute values of VMD are always smaller than for LMD and LMD+V,
because of the smaller normalization at vanishing momenta. This latter behavior differs from the observations made
in Ref. [17] where the normalization with the chiral anomaly was used for VMD and LMD+V, so that the form factors
themselves only differed little for momenta below 0.75 GeV and thus also the contributions to aHLbL;pi
0
µ were very
similar for values of the cutoff Λ ≤ 0.75 GeV. If the cutoff is higher, then the wrong high-momentum behavior of the
VMD form factor with a 1/Q4 falloff in the double-virtual case leads to a further suppression of the contribution.
Our preferred estimate for aHLbL;pi
0
µ is obtained with the fitted LMD+V model,
aHLbL;pi
0
µ;LMD+V = (65.0± 8.3)× 10−11 . (57)
Although this model yields a good fit to the lattice data, not all model parameters can be fitted simultaneously: some
parameters are fixed to constraints from theory. On the other hand, the LMD model yields an even slightly better fit
to the data in the limited kinematical range where there are lattice data, up to 1.5 GeV2 in the double-virtual case
and only up to 0.5 GeV2 in the single-virtual case. But for large momenta the single-virtual LMD form factor does
not fall off like 1/Q2 according to the Brodsky-Lepage condition in Eq. (4). It seems doubtful to then simply perform
the integration in Eqs. (55) and (56) up to infinite momenta for the LMD form factor. This partly explains the larger
result for LMD compared to VMD and LMD+V which both fulfill the Brodsky-Lepage prediction.
4 We use mµ = 105.6583715 MeV, mpi0 = 134.9766 MeV, αe = 1/137.035999 and for the theory calculations Mρ = 775 MeV and
Mρ′ = 1465 MeV.
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Table VII. Pion-pole contribution aHLbL;pi
0
µ × 1011 for different form factor models fitted to the lattice data as function of a
momentum cutoff Λ. In brackets, relative contribution of the total obtained with Λ = 20 GeV.
Λ [GeV] VMD LMD LMD+V
0.25 11.8 (20.8%) 14.6 (21.4%) 14.4 (22.1%)
0.5 32.1 (56.7%) 37.9 (55.5%) 37.2 (57.2%)
0.75 44.1 (77.8%) 50.7 (74.4%) 49.5 (76.1%)
1.0 50.1 (88.4%) 57.3 (84.0%) 55.5 (85.4%)
1.5 54.6 (96.3%) 62.9 (92.3%) 60.6 (93.1%)
2.0 55.9 (98.6%) 65.1 (95.5%) 62.5 (96.1%)
5.0 56.7 (100%) 67.7 (99.2%) 64.6 (99.4%)
20.0 56.7 (100%) 68.2 (100%) 65.0 (100%)
Before drawing any further conclusions, an estimate of the systematic error should be obtained. A sophisticated error
analysis, including effects from discretization, finite volume and the used fit Ansa¨tze (different form factor models)
is beyond the scope of this paper. If we use the results for the LMD+V model parameters from the additional fits
in Eqs. (44) and (45), we obtain results for aHLbL;pi
0
µ;LMD+V which differ by about ±1.2 × 10−11 from the result given in
Eq. (57), whereas the statistical uncertainty stays about the same, if one uses the covariance matrices for these fits.
This variation does cover different ways to vary the vector meson masses MV1 and MV2 , but it does not take into
account that not all LMD+V model parameters have been fitted. On the other hand, since VMD and LMD do not
obey important short-distance constraints from QCD, in contrast to LMD+V, one should not take the difference of
these results from LMD+V as indication of an additional systematic error.
For comparison, we note that most model calculations yield results for the pion-pole contribution in the range
aHLbL;pi
0
µ = (50−80)×10−11 (central values) with rather arbitrary, model-dependent error estimates, see Refs. [1, 10, 17]
and references therein.
VI. CONCLUSION
We have performed a calculation of the double-virtual pion transition form factor Fpi0γ∗γ∗(q21 , q22) in lattice QCD
with two flavors of quarks. We find that we are able to describe the lattice data by performing a three-parameter fit,
either using the LMD model or the LMD+V model defined in Eqs. (7) and (8). In both cases, the overall normalization
of the form factor, Fpi0γ∗γ∗(0, 0), comes out consistent with the prediction of the chiral anomaly, with a statistical
accuracy of 8 − 9%. In the case of LMD+V, the functional form contains a sufficient number of parameters to be
consistent with the theoretically predicted leading behavior at large Q2, both in the single-virtual and the double-
virtual case. Being unable to fit all the parameters, we have set some of these parameters to their phenomenological
or to their “preferred” theory values. In particular, the parameter determining the Fpi0γ∗γ∗(−Q2,−Q2) behavior at
large Q2 has been set to the OPE prediction, Eq. (5). However, the parameter determining the large Q2 behavior
in the single-virtual case comes out consistent, albeit with large uncertainties, with the Brodsky-Lepage expectation
as given by Eq. (4) and the value for h¯5 in the LMD+V fit is consistent with a fit to the CLEO data in Eq. (10).
Furthermore, the parameter h¯2 which only enters the double-virtual and not the single-virtual form factor, comes out
as expected from theoretical expectations from higher-twist corrections in the OPE, see Eq. (9), although with rather
large uncertainty.
On the other hand, the popular VMD form factor model yields a bad fit to the lattice data. The extracted
normalization is not consistent with the chiral anomaly and the VMD form factor, which factorizes as function of the
two momenta Q21 and Q
2
2, fails to reproduce the double-virtual lattice data for increasing spacelike momenta.
We have presented a new value for the pion-pole contribution to hadronic light-by-light scattering in the g − 2
of the muon, aHLbL;pi
0
µ , using the LMD+V fit Ansatz. The result, given in Eq. (57), is based for the first time on
direct nonperturbative information on the double-virtual form factor. It is well in line with other phenomenological
estimates; see Table VI and Refs. [1, 10, 11].
As for the technical aspects of the lattice calculation, we have demonstrated that fairly accurate results can be
obtained for the transition form factor, particularly in the doubly spacelike regime. In this respect, our calculation is
complementary both to existing experimental data and to [25], which focused mainly on the chiral anomaly prediction
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for Fpi0γ∗γ∗(0, 0) and neutral pion decay pi0 → γγ. We have shown that the cusp in the matrix element of a short-
distance product of two vector currents is directly related to the coefficient of the 1/Q2 falloff of Fpi0γ∗γ∗(−Q2,−Q2).
Finite-size effects can be a significant issue, especially in the single-virtual kinematics, because the tail of the correlator
when the vector currents are far apart is strongly affected by finite-size corrections. Although we have described a
way to potentially correct for these effects, a quantitative study is left for the future. We have also found that the
disconnected contributions are at the subpercent level on an ensemble with mpi = 440 MeV and tend to reduce the form
factor. Although further calculations at smaller pion masses are needed, these contributions appear to be negligible
at our current level of precision. In the future, the time-momentum representation will probably be our preferred
method, especially if O(a)-improvement is fully implemented. Finally, the calculation should be repeated with a
dynamical strange quark, even though the strange quark contributes to Fpi0γ∗γ∗ only via diagrams with disconnected
quark lines.
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Appendix A: Analytic expression of A˜VMDµν (τ) and A˜
LMD
µν (τ)
In this appendix, we calculate the explicit expression for A˜LMDµν (τ) introduced in Eq. (19) corresponding to the
LMD form factor. The same expression for the VMD form factor is easily obtained by setting β = 0. Starting from
MEµν =
2Epi
Zpi
∫ ∞
−∞
dτ eω1τ A˜µν(τ) , (A1)
which holds for all real values of ω1, we consider the analytic continuation for all complex values of ω1 = iω˜. Then
1√
2pi
∫ ∞
−∞
dτ eiω˜τ A˜µν(τ) =
Zpi
2
√
2pi Epi
MEµν , (A2)
and
A˜µν(τ) =
Zpi
4piEpi
∫ ∞
−∞
dω˜ MEµν e
−iω˜τ . (A3)
Since MEµν is directly proportional to the pion transition form factor (see Eqs. (1) and (11)), this equation shows that
A˜µν(τ) is in essence the Fourier transform of the form factor. More precisely, consider the case where the pion is at
rest, and µ = k, ν = l spatial indices, so that MEkl = Mkl. We have q1 = (ω1, ~q1) and q2 = (mpi − ω1,−~q1). Then,
using the definition (22) and the fact that qkl is independent of ω˜, Eq. (A3) becomes
A˜(τ) =
iZpi
4pimpi
∫ ∞
−∞
dω˜Fpi0γ∗γ∗(q21 , q22) e−iω˜τ . (A4)
Using the LMD form factor given in Eq. (7), we obtain
A˜LMD(τ) =
iZpi
4pimpi
∫ ∞
−∞
dω˜
αM4V + β (q
2
1 + q
2
2)
(M2V − q21) (M2V − q22)
e−iω˜τ
=
iZpi
4pimpi
∫ ∞
−∞
dω˜
αM4V + β (q
2
1 + q
2
2)
(M2V + |~q1|2 + ω˜2) (M2V + |~q1|2 − (mpi − iω˜)2)
e−iω˜τ . (A5)
The integrand has four distinct simple poles
ω˜
(±)
1 = ±i
√
M2V + |~q1|2 , ω˜(±)2 = −i
(
mpi ∓
√
M2V + |~q1|2
)
, (A6)
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such that
A˜LMD(τ) =
iZpi
4pimpi
∫ ∞
−∞
dω˜
αM4V + β (q
2
1 + q
2
2)(
ω˜ − ω˜(+)1
)(
ω˜ − ω˜(−)1
)(
ω˜ − ω˜(+)2
)(
ω˜ − ω˜(−)2
) e−iω˜τ . (A7)
Case τ > 0 :
A˜LMD(τ > 0) =
iZpi
4mpi
αM4V + β
(
2M2V +m
2
pi − 2mpi
√
M2V + |~q1|2
)
mpi
√
M2V + |~q1|2
(
2
√
M2V + |~q1|2 −mpi
) e−√M2V +|~q1|2τ
−
αM4V + β
(
2M2V +m
2
pi + 2mpi
√
M2V + |~q1|2
)
mpi
√
M2V + |~q1|2
(
2
√
M2V + |~q1|2 +mpi
) e−(mpi+√M2V +|~q1|2)τ
 . (A8)
Case τ < 0 :
A˜LMD(τ < 0) =
iZpi
4mpi
−αM4V + β
(
2M2V +m
2
pi + 2mpi
√
M2V + |~q1|2
)
mpi
√
M2V + |~q1|2
(
2
√
M2V + |~q1|2 +mpi
) e√M2V +|~q1|2τ
+
αM4V + β
(
2M2V +m
2
pi − 2mpi
√
M2V + |q1|2
)
mpi
√
M2V + |~q1|2
(
2
√
M2V + |~q1|2 −mpi
) e−(mpi−√M2V +|~q1|2)τ
 . (A9)
In particular, comparing Eqs. (A8) and (A9), the symmetry under τ → −τ of A(τ) defined in Eqs. (18) and (22)
is now explicit in this particular model. The first exponential in Eq. (A8) describes a vector meson with spatial
momentum ~q1 whereas the second exponential describes a vector meson plus a pion.
We note that A˜kl in general admits a cusp at τ = 0. The discontinuity in the derivative is given by
dA˜LMDkl
dτ
∣∣∣
τ=0−
− dA˜
LMD
kl
dτ
∣∣∣
τ=0+
= −Zpi β kli qi1 . (A10)
In particular, for the VMD model where β = 0, the cusp vanishes. This comes from the fact that we have
FVMDpi0γ∗γ∗(−Q2,−Q2)
Q2→+∞∼ Q−4, while the cusp is proportional to the coefficient of the 1/Q2 term. As we show
in Appendix D, the cusp is directly calculable using the operator-product expansion in the Euclidean theory.
Appendix B: Results of the fits in four-momentum space
In this appendix, we collect our fit results for the form factor in four-momentum space, presented in Sec IV B 2.
As explained in the text, two fitting procedures have been used. In the first method (Table VIII), the form factor on
each lattice ensemble is fitted independently using either the VMD or the LMD model (Eqs. (6) and (7)). Then, in a
second step, the chiral and continuum limit of each parameter is taken using the Ansatz
~p(y˜, a) = ~p(0, 0) + ~Cy˜ y˜ + ~Ca
(
a
aβ=5.3
)
, (B1)
where y˜ = m2pi/8pi
2F 2pi , ~p = (MV , α) for the VMD model and ~p = (MV , β, α) for the LMD model. In the second
method (Table IX), all lattice ensembles are fitted simultaneously using Eqs. (6), (7) or (8) and assuming a linear
dependence in both the lattice spacing a/aβ=5.3 and y˜ for each parameter, similar to Eq. (B1). In the tables, a cross
indicates that the parameter is not fitted and explicitly set to zero and a number quoted without error indicates that
the parameter is not fitted but set to a constant value.
23
Table VIII. Fit results using the first method. We collect the values of the fit parameters for both the VMD model (Eqs. (6))
and LMD model (Eq. 7)) for each lattice ensemble and the associated χ21/d.o.f.. Then the continuum and chiral extrapolation
of each parameter is given in both the chiral limit (y˜ = 0) and at the physical point (y˜ = y˜exp). The last lines correspond to
the slope for discretization effects and chiral corrections and the χ22/d.o.f. of the corresponding fit (see Eq. (B1)).
VMD
MV [MeV] α [GeV
−1] χ21/d.o.f.
A5 1020(15) 0.313(8) 2.09
B6 980(18) 0.343(13) 1.16
E5 1111(14) 0.276(9) 3.37
F6 945(11) 0.329(9) 1.53
F7 940(12) 0.335(8) 2.78
G8 927(17) 0.324(11) 0.92
N6 1048(13) 0.266(7) 4.23
O7 999(16) 0.299(8) 2.36
Extrap. (y˜ = 0) 930(37) 0.254(20)
Extrap. (y˜ = y˜exp) 967(25) 0.240(19)
Cy˜ 2.71(38) -1.03(15)
Ca -0.09(3) 0.12(2)
χ22/d.o.f. 4.77 2.02
LMD
MV [MeV] β [MeV] α [GeV
−1] χ21/d.o.f.
A5 844(25) −36(3) 0.328(10) 0.62
B6 828(22) −33(3) 0.360(14) 0.29
E5 925(23) −36(2) 0.291(9) 0.20
F6 795(21) −35(3) 0.337(9) 0.22
F7 770(18) −33(2) 0.355(9) 0.63
G8 755(44) −32(5) 0.344(14) 0.42
N6 857(18) −30(1) 0.287(8) 0.47
O7 805(25) −34(2) 0.319(10) 0.58
Extrap. (y˜ = 0) 674(62) −26(5) 0.291(23)
Extrap. (y˜ = y˜exp) 712(56) −26(5) 0.275(22)
Cy˜ 2.77(65) 0.006(49) -1.13(18)
Ca -0.009(46) -0.008(4) 0.10(2)
χ22/d.o.f. 0.88 1.08 0.68
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Table IX. Fit results using the second method. The continuum and chiral extrapolation of each parameter is given both in the
chiral limit (y˜ = 0) and at the physical point (y˜ = y˜exp). The last lines correspond to the slope for discretization effects and
chiral corrections and the χ2/d.o.f. of the fit (see Eq. (B1)). The VMD, LMD and LMD+V models are defined by Eqs. (6),
(7) and (8) respectively. In the case of the LMD+V model, as explained in the main text, we assume a constant shift in the
spectrum and set MV2(y˜) = m
exp
ρ′ +MV1(y˜)−mexpρ with mexpρ′ = 1.465 GeV.
VMD
MV [MeV] α [GeV
−1]
Extrap. (y˜ = 0) 907(37) 0.257(18)
Extrap. (y˜ = y˜exp) 944(34) 0.243(18)
Cy˜ 2.74(40) -1.03(16)
Ca -0.06(3) 0.11(2)
χ2/d.o.f. 2.94
LMD
MV [MeV] β [MeV] α [GeV
−1]
Extrap. (y˜ = 0) 669(30) -28(4) 0.289(19)
Extrap. (y˜ = y˜exp) 705(24) -28(4) 0.275(18)
Cy˜ 2.68(49) × -1.14(19)
Ca × -0.006(5) 0.11(2)
χ2/d.o.f. 1.30
LMD+V
MV1 [MeV] α [GeV
−1] h˜0 [GeV] h˜2 [GeV3] h˜5 [GeV]
Extrap. (y˜ = 0) 747(8) 0.287(25) -0.031 0.345(167) -0.182(74)
Extrap. (y˜ = y˜exp) 775 0.273(24) -0.030(5) 0.345(167) -0.195(70)
Cy˜ 2.10(57) -1.04(22) -0.03(37) × -0.98(45)
Ca × 0.10(2) -0.03(4) 0.09(19) -0.08(6)
χ2/d.o.f. 1.36
1. Systematics errors : Finite-time extent
Table X corresponds to Table IX but using the LMD model to fit the tail of A˜(τ) rather than the VMD model.
This is discussed in Sec. IV C 2.
Table X. Study of finite-time effects. Same as Table IX but using the LMD model to fit the tail of A˜(τ) rather than the VMD
model.
VMD
MV [MeV] α [GeV
−1]
Extrap. (y˜ = 0) 907(36) 0.257(19)
Extrap. (y˜ = y˜exp) 943(33) 0.243(18)
Cy˜ 2.66(38) -1.00(15)
Ca -0.06(3) 0.12(2)
χ2/d.o.f. 3.20
LMD
MV [MeV] β [MeV] α [GeV
−1]
Extrap. (y˜ = 0) 651(29) -29(4) 0.292(20)
Extrap. (y˜ = y˜exp) 686(23) -29(4) 0.277(19)
Cy˜ 2.55(47) × -1.09(18)
Ca × -0.007(4) 0.11(2)
χ2/d.o.f. 1.30
LMD+V
MV1 [MeV] α [GeV
−1] h˜0 [GeV] h˜2 [GeV3] h˜5 [GeV]
Extrap. (y˜ = 0) 759(7) 0.283(28) -0.031 0.279(136) -0.200(70)
Extrap. (y˜ = y˜exp) 775 0.270(27) -0.029(4) 0.279(136) -0.216(67)
Cy˜ 1.18(53) -0.94(21) 0.10(30) × -1.16(43)
Ca × 0.11(3) -0.04(3) 0.08(15) 0.07(6)
χ2/d.o.f. 1.43
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2. Systematics errors : Sampling
Table XI corresponds to Table IX but using a different method to sample our data as explained in Sec. IV C 1. The
two different samplings used in this work are illustrated in Fig. 11 for the lattice ensemble O7.
• Sampling 1 (Table IX) : Points are regularly distributed along each curve in the (q21 , q22) plane.
• Sampling 2 (Table XI) : Points are chosen using a constant step in ω1 in Eq. (21).
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Figure 11. Illustration of the two different samplings used for the lattice ensemble O7. Left: Sampling 1. Right: Sampling 2.
Table XI. Influence of the sampling used to discretize our data. Same as Table IX but using the second sampling to compute
the form factor.
VMD
MV [MeV] α [GeV
−1]
Extrap. (y˜ = 0) 928(34) 0.248(16)
Extrap. (y˜ = y˜exp) 968(32) 0.233(16)
Cy˜ 2.90(37) -1.04(14)
Ca -0.07(3) 0.12(2)
χ2/d.o.f. 3.69
LMD
MV [MeV] β [MeV] α [GeV
−1]
Extrap. (y˜ = 0) 659(29) -28(4) 0.291(17)
Extrap. (y˜ = y˜exp) 696(22) -28(4) 0.276(16)
Cy˜ 2.76(48) × -1.15(18)
Ca × -0.007(4) 0.11(2)
χ2/d.o.f. 1.37
LMD+V
MV1 [MeV] α [GeV
−1] h˜0 [GeV] h˜2 [GeV3] h˜5 [GeV]
Extrap. (y˜ = 0) 745(10) 0.294(24) -0.031 0.395(194) -0.152(77)
Extrap. (y˜ = y˜exp) 775 0.279(23) -0.030(4) 0.395(194) -0.168(74)
Cy˜ 2.23(71) -1.09(21) 0.02(36) × -1.16(40)
Ca × 0.10(2) -0.02(3) 0.07(21) 0.09(6)
χ2/d.o.f. 1.45
Appendix C: Results of the fits in the time-momentum representation
In this appendix, we collect in Tables XII and XIII our fit results for the form factor in the time-momentum
representation, presented in Sec. IV B 3. Similarly to the previous appendix, a cross indicates that the parameter is
not fitted and explicitly set to zero and a number quoted without error indicates that the parameter is not fitted but
set to a constant value.
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Table XII. Fit results using the first method in the time-momentum representation with τmin/a = 3. We collect the values of
the fit parameters for each lattice ensemble and the associated χ21/d.o.f.. Then the continuum and chiral extrapolation of each
parameter is given in both the chiral limit (y˜ = 0) and at the physical point (y˜ = y˜exp). The last lines correspond to the slope
for discretization effects and chiral corrections and the χ22/d.o.f. of the corresponding fit (see Eq. (B1)).
LMD (τmin/a = 3)
MV [MeV] β [MeV] α [GeV
−1] χ21/d.o.f.
A5 805(35) −38(3) 0.333(12) 0.93
B6 801(21) −32(3) 0.366(13) 0.64
E5 891(17) −38(2) 0.292(4) 0.26
F6 760(22) −38(2) 0.344(10) 0.48
F7 731(22) −36(3) 0.361(11) 0.62
G8 759(33) −30(4) 0.345(13) 0.83
N6 794(19) −33(1) 0.299(9) 1.25
O7 771(25) −32(3) 0.334(10) 1.17
Extrap. (y˜ = 0) 624(61) −20(5) 0.318(24)
Extrap. (y˜ = y˜exp) 651(57) −22(6) 0.303(23)
Cy˜ 1.97(48) -0.12(4) -1.13(13)
Ca -0.061(48) -0.008(5) 0.08(2)
χ22/d.o.f. 1.41 0.87 1.14
Table XIII. Fit results using the second method in the time-momentum representation. The continuum and chiral extrapolation
of each parameter is given both in the chiral limit (y˜ = 0) and at the physical point (y˜ = y˜exp). The last lines correspond to
the slope for discretization effects and chiral corrections and the χ2/d.o.f. of the fit.
LMD (τmin/a = 2) LMD (τmin/a = 3)
MV [MeV] β [MeV] α [GeV
−1] MV [MeV] β [MeV] α [GeV−1]
Extrap. (y˜ = 0) 631(24) -27(4) 0.316(17) 648(25) -25(4) 0.316(18)
Extrap. (y˜ = y˜exp) 667(20) -27(4) 0.297(17) 682(20) -25(4) 0.297(17)
Cy˜ 2.76(39) × -1.38(16) 2.46(39) × -1.33(15)
Ca × -0.009(5) 0.10(2) × -0.009(5) 0.10(2)
χ2/d.o.f. 1.35 1.32
Appendix D: Operator-product expansion analysis of A˜µν(τ)
Consider the operator-product expansion (OPE) of ψf (x)γµψf (x) ψf (0)γνψf (0). At dimension three, only quark
bilinears with no derivatives are candidate operators in the OPE. Of the five types of bilinears, only the pseudoscalar
density and the axial current couple to the pion. Based on the Euclidean SO(4) symmetry group we have the possible
terms
δµνψfγ5ψf , (xµxν −
x2
4
δµν)ψfγ5ψf ,
ψf (xµγν − xνγµ)γ5ψf , ψf (xµγν + xνγµ −
1
2
δµνxργρ)γ5ψf , µνρσxρψfγσγ5ψf . (D1)
Parity now eliminates all of the candidates except the last one. Indeed, Vi(x)Vj(0) does not acquire a minus sign
under a parity transformation, whereas all but the last operator does acquire one (recall that the axial current does
not receive a minus sign under parity). The only dimension-three operator that can contribute is thus
µνρσ
xρ
(x2)2
Aσ . (D2)
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We also briefly consider dimension-four operators. Since we need an isovector operator to couple to the pion, the
only possibility is either
mµνρσ
xρ
(x2)2
Aσ , (D3)
or a quark bilinear with one derivative. Consider the correlation function of the product of vector currents with
a pion interpolating operator with vanishing spatial momentum. The derivative inside the quark bilinear must be
temporal, otherwise the operator will not overlap with the pion. Indeed, the option ψfγ5γiDiψf can be replaced
by −ψfγ5(γ0D0 + m)ψf using the equation of motion ψf (γµDµ + m)ψf = 0. Therefore, taking into account the
pseudoscalar quantum number of the pion, the only option is
µνρσxρ ψfγ5Dσψf . (D4)
In the candidate µνρσψfγ5γρDσψf , at least one of the spacetime indices inside the bilinear would have to be spatial,
preventing an overlap with a pion at rest.
Thus at dimension four, we have the candidates (D3) and (D4). So far, we have not taken into account the
constraints of chiral symmetry. Taking into account the latter, (D3) is forbidden, and so is (D4). Both must appear
with an additional power of the quark mass, making them dimension-five in terms of the degree of singularity of the
Wilson coefficient.
However, on the lattice with Wilson fermions, exact chiral symmetry is not realized exactly. Therefore operators
(D3) and (D4) are not a priori excluded on the lattice.
1. Wilson coefficient of the axial current and asymptotics of Fpi0γ∗γ∗
We work in Euclidean notation. At tree level, performing single Wick contractions of the quark fields yields two
terms,
ψf (x)γµψf (x) ψf (0)γνψf (0) = ψf (x)γµG(x)γνψf (0) + ψf (0)γνG(−x)γµψf (x) , (D5)
where G(x) is the quark propagator. Now using the massless propagator
G(x) =
xσγσ
2pi2(x2)2
, (m = 0) (D6)
and
γµγσγν = µσνργ5γρ + (δµσγν + δσνγµ − δµνγσ) , (D7)
we obtain
ψf (x)γµψf (x) ψf (0)γνψf (0)
x→0
=
µνρσ
pi2(x2)2
xρ ψf (0)γσγ5ψf (0) + . . . (D8)
This (tree-level) equality holds when inserted into a Euclidean correlation function, in particular in a three-point
function with an interpolating operator for the pion. Now using∫
d3x
xk
(x20 + ~x
2)2
e−i~q·~x = −ipi2 qk|~q| e
−|~q||x0| , (D9)
we obtain ∫
d3x e−i~q·~x 〈0|T{Vi(x)Vj(0)}|pi, ~p = 0〉 = iijk qk|~q|e
−|~q||x0|〈0|ψf (0)γ0γ5ψf (0)|pi, ~p = 0〉 . (D10)
Note that Euclidean correlation functions automatically yield matrix elements of time-ordered products of fields.
For the up quark contribution, the matrix element is given by (see the text below Eq. (1) for our convention
concerning the phase of the pion state)
〈0|ψ(0)γ0γ5ψ(0)|pi0, ~p = 0〉 = 1
2
〈0|u¯(0)γ0γ5u(0)− d¯(0)γ0γ5d(0)|pi0, ~p = 0〉 = iFpimpi . (D11)
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For Vi and Vj the electromagnetic currents, we must multiply (D10) by the charge factor
Q2u · 1 +Q2d · (−1) =
1
3
.
If we define
Disc(f) ≡ f ′(x0 = 0−)− f ′(x0 = 0+) , (D12)
we have
Disc
∫
d3x e−i~q·~x 〈0|T{V emi (x)V emj (0)}|pi, ~p = 0〉 = −
2Fpi
3
ijk qkmpi . (D13)
2. Comparison with Appendix A
The generic connection between A˜ij and the pion matrix element of the product of two vector currents is given by
Eqs. (11) and (19),
A˜µν(x0) = − Zpi
2Epi
∫
d3x e−i~q·~x 〈0|T{Vµ(x)Vν(0)}|pi, ~p〉 . (D14)
Thus, comparing the cusp of A˜ij given for the LMD model in Eq. (A10) with Eq. (D13), we obtain
β = −Fpi
3
. (D15)
This corresponds to an asymptotic behavior of the transition form factor consistent with Eq. (5).
3. Contribution of a dimension-four operator to A˜ij(τ)
Analogously to Eq. (D9), the relevant integral for the contribution of a dimension-four operator to∫
d3x e−i~q·~x〈0|T{Vi(x)Vj(0)}|pi(~p = 0)〉 is then∫
d3x
xk
(x20 + ~x
2)3/2
e−i~q·~x = −4pii qk|~q| |x0|K1(|~q||x0|) . (D16)
Expanding at small x0, we get∫
d3x
xk
(x20 + ~x
2)3/2
e−i~q·~x = −4pii qk|~q| +O(x
2
0 log(|~q||x0|) . (D17)
The leading term is analytic in x0. We conclude that dimension-four operators do not contribute to the discontinuity
in the derivative at x0 = 0.
4. Wilson coefficient of the axial current on the lattice
We repeat the OPE calculation above on the lattice. For two local vector currents on the lattice, the starting
point is again Eq. (D5), where now G(x) must be replaced by the lattice Wilson propagator Gw(x), where in the
time-momentum representation5
Gw(x0, ~q) = h(x0, ~q) +
∑
µ
γµ gµ(x0, ~q) , (D18)
gk(x0, ~q) = −iq◦k
e−ω~q|x0|
D~q
, (D19)
5 pˆµ =
2
a
sin
apµ
2
, p
◦
µ =
1
a
sin apµ
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A(~p) = 1 + am+
1
2
a2~ˆp 2, (D20)
B(~p) = m2 + (1 + am)~ˆp 2 +
1
2
a2
∑
k<l
pˆ2kpˆ
2
l . (D21)
ω~p =
2
a
asinh
(a
2
√
B(~p)/A(~p)
)
, (D22)
D~p = 2
a
A(~p) sinh(aω~p) =
√
B(~p) (4A(~p) + a2B(~p)) . (D23)
Going to the time-momentum representation of the product of vector currents as in Eq. (D9), we obtain
a3
∑
~x
e−i~q·~x q¯(x)γiq(x) q¯(0)γjq(0)
x→0
= −2
3∑
k=1
ijk gk(x0, ~q) q¯(0)γ0γ5q(0) + . . . (D24)
Unlike in the continuum massless case, there is also a piece proportional to the unit Dirac matrix in Gw(x), however
it does not contribute to the Wilson coefficient of the axial current. In the last equation, the dots stand for other
operators contributing to the OPE and for terms of order a.
Thus the result for the Wilson coefficient of the axial current depends on the bare quark mass. However, for the
discontinuity we find again Eq. (D13), up to O(a) effects, since D~q = 2ω~q(1+O(a)). We do not expect this agreement
to persist at higher order in perturbation theory for x0 of order the lattice spacing.
Appendix E: Spectral representation of the three-point correlator in infinite volume
Consider the following Euclidean correlation function for x0 > 0,
A˜rij(x0, ~P , ~p) ≡ −
2Epi
Zpi
A˜ij(x0) =
∫
d3x e−i ~P ·~x 〈0|Vi(x)Vj(0)|pi, ~p〉. (E1)
In this appendix we use the notation ~P instead of ~q1, which is more natural in the following dispersive representation.
We insert a complete set of (outgoing) two-pion states, which dominate the correlation function for x0 → +∞,
1 =
∫
d3k
(2pi)32E~k
∫
d3k′
(2pi)32E~k′
|pi~kpi~k′〉out out〈pi~kpi~k′ |+ . . . (E2)
and obtain, using
〈0|Vi(x)|pi~kpi~k′〉out = e−(E~k+E~k′ )x0+i(
~k+~k′)~x 〈0|Vi(0)|pi~kpi~k′〉out (E3)
the following expression
A˜rij(x0,
~P , ~p) =
∫
d3k e−(E~k+E~P−~k)x0
(2pi)3(2E~k)(2E~P−~k)
〈0|Vi(0)|pi~kpi~P−~k〉out out〈pi~kpi~P−~k|Vj(0)|pi, ~p〉. (E4)
Now the matrix elements are parametrized in terms of form factors (see [60] Eq. (12) and [36] Eq. (4))
〈0|Vi(0)|pi~kpi~k′〉out = −i(~k′ − ~k)i FVpi (E∗)∗ (E5)
out〈pi~kpi~k′ |Vj(0)|pi~p〉 = ijναβ pνkαk′βF(E∗ 2, t, q2γ). (E6)
Here E∗ is the center-of-mass energy of the pipi system, t is the Mandelstam variable and FVpi the pion vector form
factor.
The second matrix element, between the one-pion state and the outgoing two-pion state, determines the invariant
amplitudeM of the process pi(p)γ∗(qγ)→ pi(k)pi(k′). We only keep the p-wave component of F(E∗ 2, t, q2γ), f1(E∗, q2γ).
The latter depends on the center-of-mass energy and the virtuality of the photon; we have removed the factor e
(electromagnetic coupling constant) from f1 as compared to [36]. Energy-momentum conservation leads to
~qγ + ~p = ~P , Eγ + E~p = E~k + E~P−~k, q
2
γ = (E~k + E~P−~k − E~p)2 − (~P − ~p)2. (E7)
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We now choose the rest frame of the (pipi) system, where the amplitude simplifies to
A˜rij(x0, ~P = 0, ~p) =
∫
d3k e−2E~kx0
(2pi)3(2E~k)
2
[
i(2ki)F
V
pi (2E~k)
∗
] [
ijναβ p
νkαk′β f1(E, (2E~k − E~p)2 − ~p2)
]
k′=(E~k,−~k)
. (E8)
We note jναβ p
νkαk′β = −2E~k jlm plkm, so that
A˜rij(x0,
~P = 0, ~p) =
1
3
ijlp
l
∫
d3k ~k2 e−2E~kx0
(2pi)3E~k
FVpi (2E~k)
∗ f1(2E~k, (2E~k − E~p)2 − ~p2). (E9)
We have made use of rotation symmetry, which implies
∫
d3kf(|~k|)kikj = 13δij
∫
d3kf(|~k|) ~k2. Performing the trivial
angular integrations and inserting 1 =
∫∞
0
dωδ(ω − 2E~k), we obtain the spectral representation
A˜rij(x0, ~P = 0, ~p) = ijl p
l
∫ ∞
0
dω ρ(ω, |~p|) e−ωx0 , (x0 > 0) (E10)
ρ(ω, |~p|) = 1
12pi2
(ω2
4
−m2pi
)3/2
FVpi (ω)
∗ f1(ω, (ω − E~p)2 − ~p2). (E11)
We see that for our purposes, unlike in [36], the dispersion relation is not in one virtuality, with the other photon
virtuality fixed, but rather in the energy of the pipi system, at fixed spatial momentum ~P .
The same dispersion relation can be set up in finite volume, where the energy eigenstates are discrete. Using
the relations in [61] and [60, 71, 72], the spectrum and the finite-volume matrix elements can be related to their
infinite-volume counterpart, so that the finite-size effects can be evaluated once FVpi and f1 have been specified.
[1] F. Jegerlehner and A. Nyffeler, Phys. Rept. 477, 1 (2009) [arXiv:0902.3360 [hep-ph]].
[2] J. P. Miller, E. de Rafael, B. L. Roberts and D. Sto¨ckinger, Ann. Rev. Nucl. Part. Sci. 62, 237 (2012).
[3] G. W. Bennett et al. [Muon g-2 Collaboration], Phys. Rev. D 73, 072003 (2006) [hep-ex/0602035].
[4] K. A. Olive et al. [Particle Data Group Collaboration], Chin. Phys. C 38, 090001 (2014).
[5] D. W. Hertzog, EPJ Web Conf. 118, 01015 (2016) [arXiv:1512.00928 [hep-ex]].
[6] M. Della Morte, B. Jager, A. Ju¨ttner and H. Wittig, JHEP 1203, 055 (2012) [arXiv:1112.2894 [hep-lat]].
[7] P. Boyle, L. Del Debbio, E. Kerrane and J. Zanotti, Phys. Rev. D 85, 074504 (2012) [arXiv:1107.1497 [hep-lat]].
[8] F. Burger et al. [ETM Collaboration], JHEP 1402, 099 (2014) [arXiv:1308.4327 [hep-lat]].
[9] B. Chakraborty, C. T. H. Davies, P. G. de Oliviera, J. Koponen and G. P. Lepage, arXiv:1601.03071 [hep-lat].
[10] J. Bijnens, EPJ Web Conf. 118, 01002 (2016) [arXiv:1510.05796 [hep-ph]].
[11] J. Prades, E. de Rafael and A. Vainshtein, Adv. Ser. Direct. High Energy Phys. 20, 303 (2009) [arXiv:0901.0306 [hep-ph]].
[12] G. Colangelo, M. Hoferichter, M. Procura and P. Stoffer, JHEP 1409, 091 (2014) [arXiv:1402.7081 [hep-ph]]; G. Colangelo,
M. Hoferichter, B. Kubis, M. Procura and P. Stoffer, Phys. Lett. B 738, 6 (2014) [arXiv:1408.2517 [hep-ph]]; G. Colangelo,
M. Hoferichter, M. Procura and P. Stoffer, JHEP 1509, 074 (2015) [arXiv:1506.01386 [hep-ph]]; V. Pauk and M. Vander-
haeghen, arXiv:1403.7503 [hep-ph]; V. Pauk and M. Vanderhaeghen, Phys. Rev. D 90, 113012 (2014) [arXiv:1409.0819
[hep-ph]].
[13] T. Blum, S. Chowdhury, M. Hayakawa and T. Izubuchi, Phys. Rev. Lett. 114, 012001 (2015) [arXiv:1407.2923 [hep-lat]].
[14] T. Blum, N. Christ, M. Hayakawa, T. Izubuchi, L. Jin and C. Lehner, Phys. Rev. D 93, 014503 (2016) [arXiv:1510.07100
[hep-lat]].
[15] J. Green, O. Gryniuk, G. von Hippel, H. B. Meyer and V. Pascalutsa, Phys. Rev. Lett. 115, 222003 (2015) [arXiv:1507.01577
[hep-lat]].
[16] M. Knecht and A. Nyffeler, Phys. Rev. D 65, 073034 (2002) [hep-ph/0111058].
[17] A. Nyffeler, Phys. Rev. D 94, 053006 (2016) [arXiv:1602.03398 [hep-ph]].
[18] H. J. Behrend et al. [CELLO Collaboration], Z. Phys. C 49, 401 (1991).
[19] J. Gronberg et al. [CLEO Collaboration], Phys. Rev. D 57, 33 (1998) [hep-ex/9707031].
[20] B. Aubert et al. [BaBar Collaboration], Phys. Rev. D 80, 052002 (2009) [arXiv:0905.4778 [hep-ex]].
[21] S. Uehara et al. [Belle Collaboration], Phys. Rev. D 86, 092007 (2012) [arXiv:1205.3249 [hep-ex]].
[22] A. Denig [BESIII Collaboration], Nucl. Part. Phys. Proc. 260, 79 (2015) [arXiv:1412.2951 [hep-ex]].
[23] A. Denig, C. Redmer and P. Wasser, private communication.
[24] H. W. Lin and S. D. Cohen, PoS ConfinementX , 113 (2012) [arXiv:1302.0874 [hep-lat]].
[25] X. Feng, S. Aoki, H. Fukaya, S. Hashimoto, T. Kaneko, J. I. Noaki and E. Shintani, Phys. Rev. Lett. 109, 182001 (2012)
[arXiv:1206.1375 [hep-lat]].
[26] J. J. Dudek and R. G. Edwards, Phys. Rev. Lett. 97, 172001 (2006) [hep-ph/0607140].
[27] T. Chen et al. [CLQCD Collaboration], Eur. Phys. J. C 76, 358 (2016) [arXiv:1602.00076 [hep-lat]].
31
[28] S. L. Adler, Phys. Rev. 177, 2426 (1969).
[29] J. S. Bell and R. Jackiw, Nuovo Cim. A 60, 47 (1969).
[30] I. Larin et al. [PrimEx Collaboration], Phys. Rev. Lett. 106, 162303 (2011) [arXiv:1009.1681 [nucl-ex]].
[31] J. F. Donoghue, B. R. Holstein and Y. C. R. Lin, Phys. Rev. Lett. 55, 2766 (1985) [61, 1527(E) (1988)]; J. Bijnens,
A. Bramon and F. Cornet, Phys. Rev. Lett. 61, 1453 (1988); B. Ananthanarayan and B. Moussallam, JHEP 0205, 052
(2002); J. L. Goity, A. M. Bernstein and B. R. Holstein, Phys. Rev. D 66, 076014 (2002); B. L. Ioffe and A. G. Oganesian,
Phys. Lett. B 647, 389 (2007); K. Kampf and B. Moussallam, Phys. Rev. D 79, 076005 (2009).
[32] B. Moussallam, Phys. Rev. D 51, 4939 (1995) [hep-ph/9407402].
[33] G. P. Lepage and S. J. Brodsky, Phys. Lett. B 87, 359 (1979); G. P. Lepage and S. J. Brodsky, Phys. Rev. D 22, 2157
(1980); S. J. Brodsky and G. P. Lepage, Phys. Rev. D 24, 1808 (1981).
[34] V. A. Nesterenko and A. V. Radyushkin, Sov. J. Nucl. Phys. 38, 284 (1983) [Yad. Fiz. 38, 476 (1983)].
[35] V. A. Novikov, M. A. Shifman, A. I. Vainshtein, M. B. Voloshin and V. I. Zakharov, Nucl. Phys. B 237, 525 (1984).
[36] M. Hoferichter, B. Kubis and D. Sakkas, Phys. Rev. D 86, 116009 (2012) [arXiv:1210.6793 [hep-ph]].
[37] M. Hoferichter, B. Kubis, S. Leupold, F. Niecknig and S. P. Schneider, Eur. Phys. J. C 74, 3180 (2014) [arXiv:1410.4691
[hep-ph]].
[38] E. Czerwinski, S. Eidelman, C. Hanhart, B. Kubis, A. Kupsc, S. Leupold, P. Moskal and S. Schadmand, arXiv:1207.6556
[hep-ph]; V. L. Chernyak and S. I. Eidelman, Prog. Part. Nucl. Phys. 80, 1 (2015) [arXiv:1409.3348 [hep-ph]]; T. Horn
and C. D. Roberts, J. Phys. G 43, 073001 (2016) [arXiv:1602.04016 [nucl-th]].
[39] M. Knecht, S. Peris, M. Perrottet and E. de Rafael, Phys. Rev. Lett. 83, 5230 (1999) [hep-ph/9908283].
[40] M. Knecht and A. Nyffeler, Eur. Phys. J. C 21, 659 (2001) [hep-ph/0106034].
[41] K. Melnikov and A. Vainshtein, Phys. Rev. D 70, 113006 (2004) [hep-ph/0312226].
[42] X. D. Ji and C. W. Jung, Phys. Rev. Lett. 86, 208 (2001) [hep-lat/0101014].
[43] X. D. Ji and C. W. Jung, Phys. Rev. D 64 (2001) 034506 [hep-lat/0103007].
[44] M. Della Morte, R. Hoffmann, F. Knechtli, R. Sommer and U. Wolff, JHEP 0507, 007 (2005) [hep-lat/0505026].
[45] P. Fritzsch, F. Knechtli, B. Leder, M. Marinkovic, S. Schaefer, R. Sommer and F. Virotta, Nucl. Phys. B 865, 397 (2012)
[arXiv:1205.5380 [hep-lat]].
[46] T. Harris and H. B. Meyer, Phys. Rev. D 92, 114503 (2015) [arXiv:1506.05248 [hep-lat]].
[47] M. Lu¨scher, Comput. Phys. Commun. 156, 209 (2004) [hep-lat/0310048].
[48] M. Lu¨scher, Comput. Phys. Commun. 165, 199 (2005) [hep-lat/0409106].
[49] M. Lu¨scher, JHEP 0712, 011 (2007) [arXiv:0710.5417 [hep-lat]].
[50] M. Lu¨scher, DD-HMC algorithm for two-flavour lattice QCD, http://luscher.web.cern.ch/luscher/DD-
HMC/index.html.
[51] M. Marinkovic and S. Schaefer, PoS LATTICE 2010, 031 (2010) [arXiv:1011.0911 [hep-lat]].
[52] B. Sheikholeslami and R. Wohlert, Nucl. Phys. B 259, 572 (1985).
[53] M. Lu¨scher, S. Sint, R. Sommer, P. Weisz and U. Wolff, Nucl. Phys. B 491, 323 (1997) [hep-lat/9609035].
[54] K. G. Wilson, Phys. Rev. D 10, 2445 (1974).
[55] H. B. Meyer, Eur. Phys. J. A 49, 84 (2013) [arXiv:1303.0138 [hep-lat]].
[56] G. P. Engel, L. Giusti, S. Lottini and R. Sommer, Phys. Rev. D 91, 054505 (2015) [arXiv:1411.6386 [hep-lat]].
[57] V. Gu¨lpers, G. von Hippel and H. Wittig, Phys. Rev. D 89, 094503 (2014) [arXiv:1309.2104 [hep-lat]].
[58] V. Gu¨lpers, A. Francis, B. Ja¨ger, H. Meyer, G. von Hippel and H. Wittig, PoS LATTICE 2014, 128 (2014) [arXiv:1411.7592
[hep-lat]].
[59] A. Francis, B. Ja¨ger, H. B. Meyer and H. Wittig, Phys. Rev. D 88, 054502 (2013) [arXiv:1306.2532 [hep-lat]].
[60] H. B. Meyer, Phys. Rev. Lett. 107, 072002 (2011) [arXiv:1105.1892 [hep-lat]].
[61] M. Lu¨scher, Nucl. Phys. B 364, 237 (1991).
[62] X. Feng, S. Aoki, S. Hashimoto and T. Kaneko, Phys. Rev. D 91, 054504 (2015) [arXiv:1412.6319 [hep-lat]].
[63] R. A. Bricen˜o, J. J. Dudek, R. G. Edwards, C. J. Shultz, C. E. Thomas and D. J. Wilson, Phys. Rev. D 93, 114508 (2016)
[arXiv:1604.03530 [hep-ph]].
[64] L. G. Landsberg, Phys. Rept. 128, 301 (1985).
[65] P. Masjuan, Phys. Rev. D 86, 094021 (2012) [arXiv:1206.2549 [hep-ph]].
[66] P. Masjuan and P. Sanchez-Puertas, arXiv:1504.07001 [hep-ph].
[67] P. Vasko and J. Novotny, JHEP 1110, 122 (2011) [arXiv:1106.5956 [hep-ph]]; T. Husek, K. Kampf and J. Novotny, Eur.
Phys. J. C 74, 3010 (2014) [arXiv:1405.6927 [hep-ph]].
[68] M. Knecht, A. Nyffeler, M. Perrottet and E. de Rafael, Phys. Rev. Lett. 88, 071802 (2002) [hep-ph/0111059].
[69] M. J. Ramsey-Musolf and M. B. Wise, Phys. Rev. Lett. 89, 041601 (2002) [hep-ph/0201297]; A. E. Dorokhov and
M. A. Ivanov, JETP Lett. 87, 531 (2008) [arXiv:0803.4493 [hep-ph]].
[70] A. Nyffeler, PoS CD 12, 045 (2013) [arXiv:1306.5987 [hep-ph]].
[71] R. A. Bricen˜o, M. T. Hansen and A. Walker-Loud, Phys. Rev. D 91, 034501 (2015) [arXiv:1406.5965 [hep-lat]].
[72] H. B. Meyer, arXiv:1202.6675 [hep-lat].
