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Resumen
En este trabajo se aborda la obtención de aproximaciones numéricas continuas
de problemas mixtos para la ecuación generalizada de difusión con retardo, del tipo
ut(t, x) = a
2uxx(t, x) + b
2uxx(t− τ , x), t > τ , 0 ≤ x ≤ l
u(t, x) = ϕ(t, x), 0 ≤ t ≤ τ , 0 ≤ x ≤ l
u(t, 0) = u(t, l) = 0, t ≥ 0.
A partir de la solución en serie obtenida en un trabajo anterior, aquí se muestra
que para una función inicial de tipo polinómico es posible obtener de forma exacta
algunas de las partes que constituyen dicha solución, pudiendo acotarse el error
cometido al truncar la serie infinita de modo que decaiga de forma exponencial con
el número de términos, permitiendo así la construcción de aproximaciones eficientes
con cotas de error fijadas a priori en dominios acotados.
1 Introducción
Las ecuaciones diferenciales con retardo (EDR) y las ecuaciones en derivadas parciales con
retardo (EDPR) son herramientas de modelización en numerosos problemas científicos y
técnicos en los que es preciso considerar fenómenos hereditarios o retardados ([1],[2]).
En ([3]) se obtuvieron soluciones en forma de serie infinita de problemas mixtos para
la ecuación generalizada de difusión con retardo, del tipo
ut(t, x) = a
2uxx(t, x) + b
2uxx(t− τ , x), t > τ , 0 ≤ x ≤ l (1)
u(t, x) = ϕ(t, x), 0 ≤ t ≤ τ , 0 ≤ x ≤ l (2)
u(t, 0) = u(t, l) = 0, t ≥ 0, (3)
donde a y b son constantes distintas de cero y τ > 0. En concreto, las soluciones allí
obtenidas eran de la forma
u(t, x) =
?
1
+
?
2
+
?
3
+
?
4
, (4)
donde
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n=1
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0
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ds, (7)
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= (−1)mc2m
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n=1
sin
?nπx
l
?
Bn(t−mτ) = (−1)mc2mϕ(t−mτ , x), (8)
y donde se ha escrito c = ba , d =
πa
l y Q(k, v) = Γ(k, v)/Γ(k), siendo
Γ(k) =
? ∞
0
e−ssk−1ds, Γ(k, x) =
? ∞
x
e−ssk−1ds,
las funciones gamma y complementaria gamma incompleta, respectivamente, y donde
Bn(t) =
2
l
? l
0
ϕ(t, x) sin(
nπx
l
)dx
son los coeficientes del desarrollo en serie de Fourier de la función inicial ϕ.
Aunque estas expresiones permiten en teoría la construcción de soluciones analítico-
numéricas con cotas de error prefijadas en dominios acotados, truncando la serie con el
número necesario de términos para obtener la precisión deseada, sin embargo, tal como
se discutía en ([3]), la rapidez de convergencia de alguno de los términos en (4) puede
depender esencialmente de la convergencia del desarrollo de Fourier de la función inicial,
lo que no garantiza en general la obtención de aproximaciones eficientes.
La estrategia seguida en este trabajo para la obtención de soluciones numéricas com-
putacionalmente eficientes a partir de (4-8) consiste en sustituir la función inicial, o su
derivada en la variable t, por una aproximación polinómica adecuada. El Teorema de
Weierstrass nos asegura la posibilidad de aproximar cualquier función continua por un
polinomio, y entre los métodos de construcción figuran, por ejemplo, los polinomios de
Bernstein, válidos para cualquier función continua, los polinomios de Taylor, para el caso
de funciones suficientemente suaves, o los polinomios de Chebyshev, que pueden propor-
cionar aproximaciones muy precisas con polinomios de grado bajo y se utilizarán en los
ejemplos prácticos del método expuesto.
En concreto, en este trabajo, se muestra que para una función inicial de tipo po-
linómico es posible obtener de forma exacta algunas de las partes que constituyen la
solución (4-8), pudiendo reordenarse el resto de modo que el error cometido al truncar
la serie infinita decaiga de forma exponencial con el número de términos. Asimismo, se
muestra que es posible acotar el error cometido al considerar en la solución final una
aproximación polinómica, en vez de la función inicial.
El problema para la utilización efectiva de la solución (4-8) se plantea, esencialmente,
en la acotación del resto de la serie (7). Por ello, la nueva solución aproximada aquí
propuesta es igual que (4), con las correspondientes series truncadas, salvo la expresión
(7), que se sustituye por una nueva en la que se consideran aproximaciones de ϕt mediante
polinomios.
En el siguiente apartado, después de unos lemas previos, se presenta una expresión
para (7) en el caso de una función inicial polinómica en la variable t. Finalmente, se pre-
senta la acotación de los errores cometidos, de aproximación polinómica y de truncación
de las series, lo que permite construir soluciones aproximadas con un error dado a priori
en función del dominio considerado.
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2 Expresión de la serie ?3 para una función inicial
polinómica en la variable t
El siguiente lema proporciona una primera expresión para
?
3, para una función ini-
cial polinómica en la variable t, que se obtiene esencialmente integrando por partes y
reordenando las series resultantes.
Lema 1 Sea ϕt(t, x) =
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A continuación nos centraremos en el estudio de las series infinitas de (10) y (11),
mostrando que pueden expresarse en función de primitivas de los coeficientes fk(x) de la
función inicial.
En efecto, si es F (i)k una función obtenida al integrar iteradamente i veces fk,
F
(i)
k (x) =
? x
0
dui
? ui
0
dui−1...
? u2
0
fk(u1)du1,
entonces se tiene que ? l
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Una consecuencia inmediata es la expresión
1
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y, finalmente, se tiene el siguiente resultado.
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Teorema 1 Sea d = πal y gn,k =
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Veamos a continuación que las series que aparecen en este teorema pueden calcularse
fácilmente. En efecto, recordando que el desarrollo en serie de Fourier de series de la
función f(x) = x es
∞?
n=1
2(−1)n+1
n
sin(nx) x ∈ [0,π),
pueden obtenerse las siguientes relaciones de recurrencia para los coeficientes correspon-
dientes a xk con k impar. Así, si llamamos Ik = 2π
? π
0
xksin(nx)dx, entonces, para k ≥ 3,
se cumple que
Ik = 2π
k−1 (−1)n+1
n
− k(k − 1)
n2
Ik−2. (13)
En consecuencia, se tiene que, para x ∈ [0,π), es válida la relación
xk = πk−1x− k(k − 1)
∞?
n=1
Ik−2
n2
sin(nx), (14)
que nos permite el cálculo de series del tipo de las que aparecen en (12).
En definitiva, sustituyendo en la expresión (10) del Lema 1 el resultado proporcionado
por el Teorema 1, se obtiene el teorema siguiente.
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3 Acotación de los errores
Sean u(t, x) la solución exacta del problema (1-3) y uP (t, x) la solución aproximada que
se obtiene al aproximar ϕt por un polinomio en la variable t, es decir, la solución formada
por los términos de la solución u salvo el tercer sumando,
?
3, que se sustituye por las
expresiones del teorema anterior. Si ε es una cota del error de aproximación polinómica
de ϕt en el intervalo inicial, se tiene la siguiente acotación para el error introducido en
la solución por esta aproximación.
Lema 2 Sean u la solución exacta del problema (1-3), uP la solución aproximada y
C = c2m. Entonces,
|u− uP | ≤ 2C
Γ(m+ 12)
Γ(m)d
√
τε. (15)
Finalmente, en el siguiente teorema se muestra el error de truncación cometido al
sumar los N primeros términos de up.
Teorema 3 Sea g el máximo de los valores {gn,k}, B y B? el máximo de Bn(s) y B?n(s)
en el intervalo [0, τ ]. Si llamamos RNP al error total cometido en uP al sumar las series
hasta los N primeros términos, entonces para cada t ∈ (mτ , (m+ 1)τ ] y N > 1d se tiene
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(1 +N2d2(t−mτ))k+m−j+1 (18)
para todo x ∈ [0, l].
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