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Résumé
Ce travail porte sur la résolution de problèmes de changement de phase en ID
et 2D lorsque le seul mode de transfert de chaleur est la conduction. On ne considère
que les changements de phase liquide-solide (solidification) et solide-liquide (fusion) à
une température donnée.
Ce type de problème peut être modélisé par l'équation aux dérivées partielles
-V-(fcVT(x,*)) = 0,
dt
où
H = , T<Tf
\ pcpsTf + pcpl(T -Tf) + pL, T>Tf
est une fonction discontinue à T = Tf. Cette discontinuité marque la séparation entre
le solide et le liquide et est appelée interface diphasique. Les propriétés k, cps et cpi
sont constantes pour une phase donnée, L et p sont constantes.
Cette équation doit habituellement être résolue avec un schéma numérique. Le
schéma numérique que l'on utilise est la méthode des volumes finis dirigés. Il s'agit
d'un nouveau schéma numérique de résolution d'équations aux dérivées partielles.
Ce schéma numérique est une méthode de volumes finis espace-temps qui permet le
déplacement des noeuds du maillage. Lors de la résolution des équations de discré-
tisation, la position de certains noeuds du maillage est inconnue. De plus, puisque le
schéma permet la rencontre de noeuds, le pas de temps est parfois inconnu.
Dans ce travail, on définit les volumes de contrôle, les fonctions interpolantes
et la base d'approximation pour des problèmes ID et 2D. De plus, on présente les
équations discrètes utilisées pour la résolution de problèmes ID. Pour les problèmes en
2D, seul le développement des équations discrètes est présenté.
Des résultats numériques en ID et 2D sont présentés. En premier lieu, des
résultats numériques sont comparés avec des solutions analytiques. Ensuite, des tests
originaux sont présentés. Ces tests montrent que la méthode permet de gérer naturelle-
ment la présence de plusieurs interfaces. De plus, les solutions sont très précises et ne
comportent aucune oscillation.
Avant-propos
Je tiens à remercier M. Pierre Joyal, mon directeur, pour m'avoir permis de
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Introduction
Ce mémoire porte sur la résolution numérique de problèmes de changement de phase
de type Stefan. Le seul mode de transfert de chaleur considéré est la conduction. Les
propriétés physiques qui caractérisent le solide et le liquide, tels la chaleur spécifique
et la conductivité, sont constantes pour une phase donnée.
Ce type de problèmes est caractérisé par la résolution de l'équation aux dérivées
partielles
où la fonction
f pcpsT, T<Tf (solide)
\ pcpsTf + pcpi(T -Tf) + pL, T>Tf (liquide)
présente une discontinuité à la température de fusion (Tf). Cette discontinuité est
causée par la chaleur latente (L) qui doit être absorbée ou libérée lors de la solidification
ou la fusion. De plus, la chaleur massique (cp) et la conductivité thermique (k) peuvent
être différentes d'une phase à l'autre.
Comme il n'existe des solutions analytiques à cette équation que pour quelques
cas en ID et 2D, divers schémas numériques sont utilisés pour résoudre cette équation.
On regroupe souvent ces schémas numériques en deux catégories :
• les schémas numériques avec maillage fixe ;
• les schémas numériques avec maillage mobile ("front tracking methods").
En ce qui concerne les schémas avec maillage fixe, la position de l'interface
ne correspond pas nécessairement à un noeud en ID ou à un ensemble d'arêtes en
2D. Le problème majeur avec ces schémas est la présence d'oscillations dans la solu-
tion. De plus, ces schémas demandent souvent d'utiliser des algorithmes de correction
de la solution afin de ne pas manquer l'absorbtion ou la libération de la chaleur la-
tente. L'avantage majeur de ces méthodes est qu'elles sont facilement applicables à des
problèmes de changement de phase complexes de type industriel.
Dans les schémas avec maillage mobile, la position de l'interface doit toujours
correspondre à un noeud ou à des arêtes du maillage. L'utilisation de ces schémas
numériques permet habituellement d'éliminer les oscillations dans la solution et ainsi
d'obtenir une plus grande précision. Ces schémas numériques sont habituellement plus
complexes à mettre en oeuvre que ceux avec maillage fixe. De plus, ils sont mal adaptés
aux problèmes où plus d'un front de solidification ou de fusion sont présents et à ceux
où le changement de phase se produit sur un intervalle de température. En fait, ils
sont difficilememt applicables à des problèmes très complexes.
Le schéma numérique utilisé dans ce mémoire est une nouvelle méthode de
volumes finis espace-temps appelée méthode des volumes finis dirigés (MVFD).
La forme de base du schéma numérique a été imaginée par JoyalflO, 11]. Le tra-
vail de ce mémoire consiste à mettre en oeuvre la méthode en ID et 2D pour la
résolution du problème considéré. Cette mise-en-oeuvre de la méthode est principale-
ment
caractérisée par :
• une librairie informatique qui permet des manipulations simples sur un maillage
non-struturé triangulaire en 2D ;
• la conception d'algorithmes pour bien gérer certaines situations typiques aux
problèmes de changement de phase ;
• la conception d'un algorithme de préconditionnement de systèmes d'équations
non-linéaires ;
• la gestion du déplacement des noeuds du maillage pour des problèmes 2D.
L'idée principale de la MVFD est de considérer le maillage futur ainsi que la
solution portée par ce maillage comme pouvant être inconnus. La MVFD permet donc
le déplacement des noeuds du maillage. Le déplacement de l'interface séparant le solide
et le liquide (interface diphasique) est modélisé avec un noeud mobile en ID ou par
un ensemble d'arêtes et de noeuds en 2D. Le déplacement d'un noeud du maillage doit
satisfaire la loi de conservation de l'énergie pour un volume de contrôle matériel attaché
à ce noeud.
Ce schéma numérique permet de gérer le déplacement de plus d'une interface
diphasique. De plus, l'apparition et la disparition de l'interface sont naturellement
modélisées sans avoir recours à des algorithmes de correction de la solution.
Le chapitre 1 porte sur la caractérisation mathématique et physique du problème
résolu.
Le chapitre 2 présente un rappel des principaux schémas numériques utilisés
pour la résolution de problèmes de changement de phase. Quelques solutions analy-
tiques pour des problèmes en ID et 2D sont discutées.
Les chapitres 3 et 6 présentent une description de la MVFD. On y définit,
pour des problèmes ID et 2D, les volumes de contrôle, les fonctions interpolantes et
les fonctions de la base d'approximation. Les équations discrètes utilisées pour la
résolution de problèmes ID sont présentées dans le chapitre 3. En ce qui concerne les
équations discrètes en 2D, seul leur développement est présenté dans le chapitre 6.
Les chapitres 4 et 7 portent sur la mise-en-oeuvre en ID et 2D de la MVFD.
Il y est question de la gestion du déplacement des noeuds, de la rencontre de noeuds,
de l'adaptation automatique du maillage, de la gestion d'une discontinuité au temps
initial et de l'entrée dans le domaine de l'interface au cours d'une simulation.
Dans les chapitres 5 et 8 on présente des résultats numériques. On illustre la
précision des solutions obtenues ainsi que de la possibilité de gérer diverses situations.
Le dernier chapitre porte sur la description de l'algorithme de résolution utilisé.
Chapitre 1
Caractérisation du problème
1.1 Introduction
La classe de problèmes de transfert de chaleur qui sera considérée est celle des problèmes
de changement de phase, plus particulièrement les changements de phase liquide-solide
(solidification) et solide-liquide (fusion). On ne considérera que les substances pures
et on supposera également qu'il n'y a pas de rayonnement thermique, ni de génération
d'énergie interne (effet joule), ni de convection.
Lors de la solidification ou la fusion, la substance est présente dans les phases
liquide et solide et son comportement dans chacune des phases est différent. D'une
phase à l'autre, il y a un changement abrupt des caractéristiques physiques de la
substance. De plus, pour des problèmes plus généraux, les modes de transmission de la
chaleur sont différents, la chaleur étant transmise non seulement par conduction, mais
également, par convection dans la phase liquide. Pour bien étudier la transmission
de la chaleur lorsqu'une substance est présente dans les phases liquide et solide, il est
essentiel de bien connaître la position de la frontière séparant les deux phases, aussi
appelée interface diphasique.
Lorsque la substance est pure, la température de fusion T/ est généralement
connue et est égale à la température de solidification. Cette condition est exprimée
par:
r s(X(M)) = 7> = T,(X(x,t)), (1.1)
où X(x, t) est un paramétrage espace-temps (x, y, z, t) de l'interface diphasique. Les
fonctions Ts et 7] désignent la température du solide et du liquide respectivement.
Cependant, pour certaines substances, telles les alliages et les roches, la fusion et la
solidification ne surviennent pas à une température donnée mais plutôt sur un intervalle
[Ti,T2] ; ces cas ne seront pas étudiés.
Dans un procédé de solidification ou de fusion, la température évolue dans cha-
cune des phases et les interfaces diphasiques se déplacent. On parle ici de plusieurs
interfaces diphasiques, car on peut imaginer qu'il y ait plusieurs fronts de solidification
et/ou de fusion. Par la suite, on ne fera référence qu'à la présence d'un seul front, bien
que plusieurs fronts puissent être présents. On ne peut pas suivre le déplacement de
l'interface diphasique en ne considérant que l'évolution de la température pour certains
points du domaine, la transmission de la chaleur étant dépendante du déplacement de
l'interface et inversement.
1.2 Modèle mathématique
L'évolution de la température pour une phase donnée doit satisfaire la loi générale
de conservation de l'énergie. En un temps donné, considérons un volume de contrôle
matériel arbitraire v de bord dv. Dans un repère cartésien, la loi générale de conser-
vation de l'énergie pour une seule phase à l'intérieur de v est exprimée par l'équation
T: / p ( e + ^ - | dv = - [ q-dAi+f UiOij dAj + f q'" dv, (1.2)
Ût Jv \ Z J Jdv Jdv Jv
où :
* J* h Pe dv est la variation d'énergie interne par unité de temps ; e est l'énergie
interne par unité de masse et p la masse volumique ;
* dt fv P\ dv est la variation d'énergie cinétique par unité de temps ; u est la
norme du vecteur vitesse ;
est la quantité de chaleur traversant le bord de v par unité de surface,
incluant la conduction et le rayonnement ;
fdv U{Oij dAj est le travail fait par l'environnement sur le bord de v ; a^ est le
tenseur cartésien des contraintes ;
1
 On utilise ici la notation d'Einstein pour la sommation, l'expression Ui dAi correspond à
• Iv Q1" dv représente la génération d'énergie interne.
Il est important de remarquer que la valeur du flux est positive lorsque la chaleur passe
de l'intérieur du volume de contrôle à l'extérieur de celui-ci.
Nous émettons ensuite les hypothèses suivantes :
• il n'y a pas de génération d'énergie interne ;
• il n'y a pas de rayonnement thermique ;
• on néglige la convection et les tensions de surface ;
• il n'y a pas de variation d'énergie cinétique ;
• pour des fluides incompressibles, pe — cppT, où cp est la chaleur massique à
pression constante, T la température ;
• les propriétés cp et p sont constantes ;
• la substance doit être homogène et la conduction isotropique ;
dT
• la conduction thermique suit la loi de Fourier soit: q" = — k——, où k est la
conductivité thermique.
En appliquant le théorème de transport au terme
d
on a:
— / pcpT dv - —^7— dv+ pepTui dAi = /
dt Jv Jv ut Jdv Jv
En appliquant ensuite le théorème de divergence au terme
r dT
Jdv dxi
l'équation (1.2) peut alors être exprimée à l'aide d'une intégrale de volume seulement.
Pour une phase donnée, on obtient l'équation
arr\
dv = 0. (1.3)
Cette équation est valide en tout temps £, l'intégration en temps de celle-ci nous donne
l'équation :
En notant par V un volume de contrôle espace-temps, on a l'équation
M . (1.5)
iv at oxi \ oxij
Elle représente la conservation d'énergie pour un volume de contrôle matériel arbitraire
espace-temps lorsque le seul mode de transfert de chaleur considéré est la conduction.
Lorsque l'on voudra préciser la phase, l'indice l (liquide) ou s (solide) sera ajouté.
Pour les problèmes de fusion ou de solidification, on doit considérer la différence
d'énergie (ou chaleur) latente entre les phases, cette différence étant notée par la
lettre L. Dans ce cas, il est préférable d'écrire (1.5) en fonction de Penthalpie qui sera
notée avec la lettre H. La fonction d'enthalpie H est définie par :
H(T) =
H{T) = JT cp(T)p(T)dT, (1.6)
où Tref est une valeur de référence arbitraire. Pour des problèmes de solidification et
de fusion, H est définie par :
F Ps(T)cps(T) dT T<Tf
£f Ps(T)cps(T) dT + £ Pi(T)cpl(T) dT + PlL T >Tf .
Les paramètres cps et cpi représentent la chaleur massique pour les phases liquide et
solide, pi et ps désignent la masse volumique pour les phases liquide et solide. Lorsque
Cps, Cpi, Pi et ps sont constants pour une phase donnée et que OK est choisi comme
température de référence, cette fonction peut être réduite à :
{ T T *?** TA's^ps -*• / /-i n \
picpi{± - If) + pscpslf + piL 1 >lf.
La fonction H peut alors être représentée par une fonction du même type que celle de
la figure 1.1 (page 8).
Lorsque l'on introduit la définition de l'enthalpie dans l'équation (1.5), elle se
résume alors à :
I 1 ( -k ] dV = 0, (1.9)
la conductivité k n'étant pas nécessairement la même pour les deux phases.
HT = Tf T
Figure 1.1: Graphique de l'enthalpie en fonction de la température
II est important de préciser que lorsque la densité n'est pas la même dans les
phases liquide et solide, il faut ajouter l'équation de continuité (conservation de la
masse)
L = ° <L10>
à l'équation (1.9).
Pour tous les problèmes abordés dans ce mémoire, la densité du liquide sera
égale à la densité du solide et il ne sera donc pas nécessaire de considérer l'équation de
continuité2.
Comme le volume matériel espace-temps V est arbitraire, la quantité intégrée
dans le membre de gauche de (1.9) doit être zéro, la conservation de l'énergie est alors
exprimée par l'équation différentielle
dH d ( , dT\
-àT + 75- - f c 7 r - = °- L11
Ht (IT • \ rtnr • l
2
 Ce mémoire porte principalement sur la résolution numérique de l'équation aux dérivées partielles
considérée et non pas sur la modélisation physique des problèmes de changement de phase. L'auteur
de ce mémoire est conscient qu'une approche réaliste du problème physique doit tenir compte du
changement de densité d'une phase à l'autre.
À l'interface cette équation différentielle ne peut être utilisée, car la fonction H est
discontinue. Lorsque la densité du liquide égale la densité du solide, l'équation diffé-
rentielle
établit le bilan énergétique à l'interface. Cette équation est souvent appelée condition
de Stefan 3 et est démontrée ci-après. La dérivée — est prise dans la direction normale
on
à l'interface et vn la vitesse normale de cette interface en un temps donné au point P.
Démonstration de la condition de Stefan
interface
Figure 1.2: Volume de contrôle matériel à l'interface
Considérons la figure 1.2. Dans un sous-domaine de R2, l'interface peut être
représentée en tout temps t par un paramétrage de la forme
x(s,t) = (x(s,t), y(s,t)).
Le déplacement de cette interface du temps to au temps ti engendre la surface espace-
temps
X{s,t) = (x(s,t),y{s,t), t), t o < t < t ! .
3Dans ce mémoire, on utilise une méthode enthalpique basée sur l'équation intégrale (1.9) page 7.
On n'a donc pas à imposer la condition de Stefan à l'interface.
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Un vecteur normal M à cette surface peut alors être obtenu en calculant le produit
vectoriel
dX dX (dy dx dx dy dy dx\
ds dt \ds: ds' ds dt ds dt J
M pointe vers le solide. En un temps donné, un vecteur normal (non-unitaire) à
l'interface est donc donné par l'expression
(dy dx\
De plus, la troisième composante du vecteur M est égale à
( dy dx\ (dx dy\as ds J \dt at)
Pour obtenir l'équation de Stefan, on n'a qu'à transformer l'intégrale de volume
espace-temps
r dH d ( dT\ d ( dT\
Jv dt dx \ dx J dy \ dy J
en une intégrale de surface. Par le théorème de la divergence l'équation
v \dx dy dtj \ dx dy J
peut être exprimée par l'équation
I (-fc?r, -*:?-, H\-Mdsdt = 0 .Jdv \ dx dy J
Lorsque l'on fait tendre le volume d'intégration vers zéro, la surface d'intégration
tend alors vers la surface décrivant l'interface. Ainsi, on obtient l'intégrale suivante :
/ (ki<7T-ksVT,-PL)-Mdsdt = 0,Jss
où S est l'interface en espace-temps.
Cette intégrale étant valide en tout point de l'espace, l'intégrand doit alors
nécessairement être nul. On a donc l'équation différentielle suivante :
hVT • m - ksVT • m = -pL(m • v) .
En divisant cette dernière équation par la norme du vecteur m on obtient la condition
de Stefan
dTs(x)d n ~ d n = ~P (^ = ^ = Pi) > (1-13)
où n = JUJ- est le vecteur normal unitaire.
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1.3 Variables adimensionnées
En 3D, dans le système de coordonnées cartésiennes (x,y,z), les équations (1.11) et
(1.12) des pages 8 et 9 sont données par
dH d f ,dT\ d f ,dT\ d f
et
Effectuons le changement de variable suivant :
x y
Oref
_ CpS(Tf -Tref)
bte - - ,
È = (H/Pscps) - Tf
Tf - Tref
• La constante bref est une longueur caractéristique qui est souvent le diamètre du
domaine de calcul.
• Tref est une température de référence. Pour un problème de solidification (ou
de fusion) sur un demi-espace en ID, cette température est la même que celle
imposée sur la frontière gauche.
• La variable adimensionnée r est le nombre de Fourier (notée également Fo),
qui caractérise le rapport entre le taux de transfert de chaleur par conduction et
l'emmagasinage d'énergie thermique dans le solide.
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Les équations (1.11) et (1.12) (pages 8 et 9) s'écrivent alors:
dË k (d2e d2e d2e\ _
dr ks \dx2 dy2 dz2 J
et
kLdei_d_9±_ _j_
ksdn dn~~ Sten' [ '
{ d, 0 < O
p^L ^ e>o.
—— et vn sont respectivement la dérivée à l'interface le long du vecteur normal n et ladn
vitesse de l'interface dans la direction de n.
Le nombre sans dimension Ste introduit ici est appelé nombre de Stefan. Il
est associé au processus du changement de phase. Pour les problèmes de solidification,
il représente l'importance de la chaleur sensible (cps(Tf — Tre/)) du solide compara-
tivement à la chaleur latente (L). Pour des procédés de solidification impliquant des
métaux, tels l'aluminium ou le cuivre, le nombre de Stefan est de l'ordre de l'unité et
varie entre 1 et 3 ([17]). Pour un problème de solidification, les propriétés p, cp et k
ont été exprimées en fonction des propriétés physiques du solide. Pour un problème
de fusion, on exprime généralement ces propriétés en fonction de celles caractérisant
le liquide. Le nombre de Fourier est alors donné par r = -j—-— et le nombre de
°ref
Stefan par Ste = Cpl(?refT " T / ) .
Chapitre 2
Méthodes de résolution du problème
Dans ce chapitre, on discute des principaux schémas numériques qui sont utilisés pour
la résolution de problèmes de changement de phase. De plus, on présente des solutions
analytiques pour des problèmes ID et 2D.
2.1 Méthodes numériques
Comme il n'existe des solutions analytiques à l'équation (1.9) (page 7) que pour
quelques cas en ID et 2D, divers schémas numériques ont été utilisés pour résoudre cette
équation. On peut regrouper ces schémas numériques en deux catégories principales
[21, 15, 12] :
• les schémas numériques avec maillage fixe ;
• les schémas numériques avec maillage mobile ("front tracking methods").
En ce qui concerne les schémas avec maillage fixe, la position de l'interface ne
correspond pas nécessairement à un noeud en ID ou à un ensemble d'arêtes en 2D.
Dans ces schémas, on tient compte de la chaleur latente
en
une
définissant une variable d'enthalpie totale H (enthalpie volumique [J-m 3]) ou
e variable d'enthalpie h (enthalpie massique) [J-kg'1]) pour ensuite déterminer
la température à partir de celle-ci
• ou bien en remplaçant le coefficient de chaleur massique constant par un coef-
ficient de chaleur massique qui est fonction de la température (méthode de ca-
pacité thermique) et qui prend une valeur très élevée à la frontière liquide/solide,
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• ou bien en introduisant un terme source.
Une description exhaustive de ces schémas numériques est faite par Voiler [24]. Le
désavantage majeur de ces schémas est la limitation de la précision lorsque l'interface
est présente sous la forme d'une discontinuité [3, 23]. Ces schémas numériques peuvent
cependant être facilement utilisés lorsque le changement de phase se produit sur un
intervalle de température (région pâteuse) plutôt qu'à une température donnée. Les
schémas avec maillage fixe ont été utilisés efficacement pour des problèmes ID, 2D et 3D
incluant la convection, la gestion de régions pâteuses et l'évolution de micro-structures.
Dans les schémas avec maillage mobile, la position de l'interface doit toujours
correspondre à un noeud ou à des arêtes du maillage. Pour obtenir ce résultat, on
utilise :
1. des coordonnées curvilignes,
2. l'adaptation du maillage (le remaillage à chacun des pas de temps),
3. ou le déplacement automatique du maillage.
Lacroix et Garon[14] ont utilisé un changement de coordonnées qui immobilise la
position de l'interface dans l'espace des nouvelles variables. Ils ont pu ainsi résoudre des
problèmes de changement de phase où la convection est le mode dominant de transfert
de chaleur.
Pour des problèmes de solidification, Ghosh et Moorthy[12] ont utilisé un mail-
lage fixe dans le liquide et un maillage se déplaçant dans une direction imposée dans
le solide. Afin d'éviter de remailler lors de l'introduction de nouveaux noeuds dans le
domaine du solide, ils ont utilisé un pseudo-domaine comme banque de noeuds. Ces
noeuds pénètrent au besoin dans le domaine du solide sans avoir à changer la connec-
tivité. Dans cet article, les auteurs se sont limités à des problèmes où la température
initiale du liquide est la température de solidification (problèmes à une phase). Ils
n'ont donc pas eu à discrétiser la phase liquide.
Yoo et Rubinsky[25] ont utilisé une méthode de remaillage automatique à la fin
de chacun des pas de temps. Pour chacun des pas de temps, la position de tous les
noeuds est fixe. Lorsque le champ de température est connu sur tout le domaine, la
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position des noeuds de l'interface est calculée pour satisfaire la condition de Ste-
fan (équation (1.12) page 9). Tout le domaine est ensuite remaillé en fonction du
déplacement de l'interface.
Lynch, O'Neill et Albert[1, 2, 16] ont beaucoup contribué à l'analyse par
éléments finis déformables des problèmes de frontière libre. Dans l'article de Lynch
et O'Neill[16], qui traîte de problèmes de changement de phase en ID, les auteurs ont
introduit un maillage pouvant se déformer au cours d'un pas de temps en fonction du
déplacement de l'interface. Le déplacement de celle-ci est traité comme une variable
inconnue. Dans deux articles portant sur des problèmes 2D, Albert et O'Neill[l, 2]
ont utilisé une technique de génération de coordonnées curvilignes appelée "transfinite
mapping". Cette technique permet de modifier le maillage en fonction des frontières
des sous-domaines discrétisés, un sous-domaine par phase. Le problème de change-
ment de phase est alors traîté comme un problème de frontière libre délimitant les
sous-domaines solide et liquide. En ce qui concerne le déplacement des noeuds formant
l'interface, la variable qui détermine ce déplacement est la vitesse des noeuds dans des
directions imposées.
Bonnerot et Jamet[4] ont probablement été les premiers à utiliser une méthode
d'éléments finis permettant le déplacement des noeuds d'un maillage espace-temps (2D
en espace). Ils considèrent l'interface comme une ligne polygonale dont les segments
correspondent aux arêtes de leur maillage. À chacun des pas de temps, les noeuds
se déplacent en fonction d'une vitesse locale et dans des directions imposées. Leur
formulation espace-temps permet le déplacement de tous les noeuds du maillage à
chacun des pas de temps. En ce qui concerne les problèmes résolus dans cet article,
les seuls noeuds mobiles sont ceux de l'interface. Les autres noeuds peuvent être
déplacés après la résolution du système d'équations en fonction du déplacement de
l'interface, ou bien on peut effectuer un remaillage complet périodique à l'extérieur de
l'interface. Dans cet article, ils ont abordé des problèmes à une phase et n'ont pas
résolu de problèmes où la température est inconnue dans les phases liquide et solide
(problèmes à deux phases).
Les schémas numériques avec maillage mobile jusqu'à maintenant développés
sont habituellement plus complexes à mettre-en-oeuvre que ceux avec maillage fixe.
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De plus, ils sont mal adaptés aux problèmes où plus d'un front de solidification ou de
fusion sont présents et à ceux où le changement de phase se produit sur un intervalle
de température.
Les avantages et désavantages des schémas numériques qui utilisent une ap-
proche avec maillage fixe ou maillage mobile sont discutés dans l'article de Ghosh et
Moorthy[12]. Une description de plusieurs de ces schémas numériques est effectuée par
Crank[7].
Il paraît essentiel de développer un schéma numérique qui permet
d'obtenir la précision des schémas avec maillage mobile et la flexibilité des
schémas avec maillage fixe. Le schéma numérique utilisé dans ce mémoire est une
méthode de volumes finis espace-temps appelée méthode des volumes finis dirigés
(MVFD). La forme de base du schéma numérique a été imaginée par Joyal et al.
et elle est détaillée dans [9, 10, 11]. L'originalité de la MVFD vient de la liberté de
déplacement que l'on donne aux noeuds du maillage. Comme d'autres méthodes qui
ont été citées [2, 4], la position des noeuds n'est pas déterminée avant ou après la
résolution des équations qui décrivent le phénomène étudié, mais simultanément. En
plus de permettre le déplacement des noeuds, le schéma permet également :
• la rencontre de noeuds avec d'autres noeuds (ou des arêtes du maillage en 2D) ;
• l'éclatement d'un noeud en plusieurs noeuds afin de raffiner automatiquement le
maillage ;
• la coexistence de plus d'un noeud en une même position, mais ne portant pas
tous la même valeur nodale.
Dans sa formulation mathématique, la méthode permet donc une liberté de déplace-
ment des noeuds du maillage. La méthode a été appliquée à la résolution d'équations
d'advection-diffusion de type polynomial (telle l'équation de Burger) en 1D[9, 10, 11].
Dans le cadre de ce mémoire, la MVFD est mise en oeuvre pour des problèmes
de changement de phase en ID et 2D. En 2D, on impose certaines restrictions pour
le déplacement des noeuds. Les noeuds ne peuvent se déplacer que suivant certaines
directions imposées à l'avance. La mise-en-oeuvre en ID et 2D permet la gestion de
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plus d'une interface pour des problèmes à deux phases, ce qui, à la connaissance de
l'auteur de ce mémoire, est nouveau pour les schémas numériques avec maillage mobile.
De plus, la formulation de la MVFD permet de l'appliquer à la résolution
de problèmes de changement de phase où la convection est présente ainsi qu'à des
problèmes où le changement de phase a lieu sur un intervalle de température.
2.2 Solutions analytiques en ID
2.2.1 Condition de type Dirichlet
L'existence de solutions analytiques se limite à quelques problèmes simples. Les solu-
tions analytiques pour des problèmes de fusion et de solidification sur un demi-espace
de longueur infinie sont ici présentées. Ces solutions vont servir à valider des résultats
numériques obtenus avec la méthode mise en oeuvre dans le cadre de ce mémoire.
Solidification (ou fusion) sur un demi-espace, condition de type Dirichlet
Considérons un demi-espace de longueur infinie. La température initiale Tj sur tout
le demi-espace est constante et est différente ou égale de la température de fusion Tf
(problèmes à une phase ou deux phases). La substance est présente sous forme
liquide (ou solide). La température à la frontière gauche est soudainement abaissée
(élevée) à une température Tw < Tf (T > Tf) et il y a solidification (fusion) à partir
de la position x = 0. La formulation mathématique pour un problème de solidification
est la suivante :
d2Ts(x,t) 1 dTs(x,t)
dx2 as dt
,*) _ 1 dTi(x,t)
dx2 OLI dt
T(O,t)=Tw, x = 0,
0<x< X(t) ; (2.1)
x > X(t) ; (2.2)
T{x,0)=Tu x>0, t = 0;
T(X{t),t)=Tf, x = X{t), t >
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où a = — est la diffusivité thermique. Le développement de la solution à ce
pcp
problème est détaillé dans [17]. Les profils de température sont donnés par
(is^î) (2.4)
qui donne la température du solide et
(^) (2.5)
qui donne la température du liquide. Les constantes A et B sont déterminées par les
équations1
A = Tf~Tw et R = Tf~TJ
erf(A/2as) erfc(A/2a;,) "
La position de l'interface est donnée par
X{t) = Xt1'2. (2.6)
Le paramètre À apparaissant dans les trois dernières equations est une racine de
l'équation
(Tw - Tf) ks e (TiTf)kle pLX^ =Q
(a,)1/2erfc(A/2a;,1/2) 2 ' { ' }
pour un problème de solidification, ou de l'équation
(T. - Tf) k.e-*'^ _ pLX^ = Q
(y/2d(X/2l/2) 2
pour un problème de fusion. Ces deux dernières équations peuvent être résolues
numériquement avec une méthode de Newton.
2.2.2 Condition de type Neumann
Dans la section précédente, on a présenté la solution analytique pour un problème
de fusion ou de solidification présentant une condition au bord de type Dirichlet. Il
existe une solution analytique sous la forme de série de puissances pour un problème
du même type ayant une condition au bord de type Neumann. Le développement de
cette solution est détaillé dans [8].
1Les fonctions erf et erfc sont définies par erf(a;) = -%^ /Qx e~* dt et erfc(x) = 1 — erf(a;).
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Solidification (ou fusion) sur un demi-espace, condition de type Neumann.
Considérons un demi-espace de longueur infinie. Initialement la température sur tout
le demi-espace est constante et est égale à Tf. Il s'agit d'un problème à une phase et
la température du liquide (solide) reste égale à la température de fusion. On impose
alors une condition de flux sur la frontière gauche du domaine et il y a solidification (ou
fusion) à partir de la position x = 0. La formulation mathématique pour un problème
de solidification ou de fusion2 est la suivante :
(2.9)
as ot
Tl(x,t)=Tf, x>X(t);
T(x,0)=Tf, I É R + , * = 0;
dTs(0 t)ks———— = qw" (qw" est une constante) ;
ox
T(X(t),t) = Tf, x = X{t), t > 0 ; (2.10)
Pour ce problème, le profil de température du solide (liquide) est donné par
et la position de l'interface est donnée par
4
 827|gw"|9t5X(t\ Lp 2a>sL3p3 6a2L5p5 24a3L7p7
2.3 Solution approximative en 2D, condition de Dirichlet
Considérons le sous-espace de H2, Q = {{x,y) \x,y G R + } . Ce sous-espace
est un coin de grandeur infini. La température du sous-espace est initialement à une
température constante Tj > T/. Au temps t > 0, la température des parois x = 0, y = 0
est abaissée à une température Tw < Tf et le changement de phase débute à partir de
ces parois. Le problème est illustré sur la figure 2.1 de la page 20.
2Pour un problème de fusion, on doit utiliser les propriétés qui caractérisent le liquide.
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T =
/
dT/dn
/
= 0
, T
X*
T
t 1 dT/dn = 0
Figure 2.1: Solidification sur un coin infini
Pour ce problème, des solutions analytiques approximatives sont présentées dans
[19] pour des problèmes à une phase, et pour des problèmes à deux phases dans [20, 5].
Le développement de la solution est ici omis, il est présenté en détail dans [20].
La solution approximative assume que la forme de l'interface est donnée par la fonction
,1/m
c
X* _ \r
(2.14)
X
OU X = est la coordonnée en x sous forme adimensionnée. Les paramètres m et
C sont déterminés en imposant les conditions :
f(x*0) = x*0, et / ( * ; ) = (*5
Le paramètre A est déterminé en résolvant l'équation (2.7) de la page 18. Les nombres
sans dimensions XQ et x{ sont trouvés en résolvant un système d'équations intégro-
différentielles.
Chapitre 3
Présentation du schéma numérique en ID
Ce chapitre porte sur la description en ID d'un nouveau schéma numérique de réso-
lution d'équations aux dérivées partielles, la méthode des volumes finis diri-
gés (MVFD). Cette description est grandement inspirée du mémoire de maîtrise de
Frigon[9] où le schéma numérique est présenté en détail pour le traitement de disconti-
nuités en ID. La méthode est ici présentée pour le problème particulier de la résolution
de l'équation de la chaleur pour des problèmes de changement de phase.
3.1 Cadre général
Pour une seule dimension d'espace, l'équation (1.9) page 7 se résume à
= 0, (3.!)
vv
où V est un volume de contrôle en espace-temps.
On veut résoudre l'équation (3.1). La solution est cherchée sur un intervalle de
temps / = [0, t/jn] et un domaine D = [xo,xi] de l'espace. On cherche une fonction
T : (x,t) e D x I M- T(x, t)
qui est solution de (3.1) et satisfait la condition initiale
où T° : D —> H. On suppose la solution connue au temps initial. Le problème comporte
des conditions au bord de type Dirichlet
m rrtQ rj~i T^O
tuo
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ou/et de type Neumann
dT dT
u>o on
où —— est la dérivée dans la direction normale à la frontière, wç, et wi sont les frontières
on
gauche et droite de D, qWo" et çWl" sont les conditions de flux imposées aux frontières
de D. Les conditions sur les deux frontières du domaine ne sont pas nécessairement du
même type.
L'équation (3.1) est équivalente à
où DivQ est l'opérateur espace-temps de la divergence. Par le théorème de la diver-
gence, on a
-k—,H) -ndl = 0, (3.3)
dx J
où n est le vecteur normal unitaire extérieure à la frontière dV, dl l'élément de longueur
sur dV. La conservation de l'énergie pour un volume de contrôle arbitraire peut alors
être calculée à partir d'une intégrale curviligne sur la frontière du volume. Soulignons-
le, les volumes de contrôle considérés sont des volumes espace-temps.
3.2 Volumes de contrôle espace-temps en ID
Considérons le domaine espace-temps
{(x,t) | XQ < X < Xi, tç, < t < ti} ,
où t0 n'est pas nécessairement le temps initial, mais le temps courant de résolution. La
solution étant connue sur [a;o,^i] au temps to, on cherche la solution pour le temps t\.
On peut procéder à une discrétisation spatiale au temps to- À chaque noeud au temps
t0 correspond un noeud au temps t\ qui n'est pas nécessairement à la même position.
On a alors des bandes espace-temps que l'on appelera prismes ou (trapèzes dans le
cas ID). On appelera volume de contrôle une partie d'un prisme ou la réunion de
parties de plusieurs prismes. Il n'est pas nécessaire qu'un volume de contrôle s'étalle
sur toute une bande temporelle t0 < t < t\.
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x
x,i+2
Figure 3.1: Discrétisation possible du domaine avec volumes de contrôle en ID
M t
X.î + 1
a)
Figure 3.2: Maillage pour une rencontre et un éclatement
La figure 3.1 présente une discrétisation possible du domaine 1, la position d'un
noeud i est donnée par x\, où le sous-indice i désigne le rang du noeud, et le sur-indice
t le temps. Les noeuds sont numérotés de gauche à droite de 0 à n — 1. Les prismes
sont délimités par des lignes pleines et les volumes de contrôle par des lignes pointillées.
Comme certains noeuds sont mobiles, il peut y avoir des rencontres entre des noeuds
(figure 3.2a ). On peut aussi imaginer qu'un noeud puisse être "éclaté" en plusieurs
noeuds (figure 3.2b ). Lors de rencontres ou d'éclatements, les prismes sont dégénérés
en triangles. La figure 3.2 représente des prismes et des volumes de contrôle dans de
tels cas.
1Dans les figures qui suivent, les volumes de contrôle sont représentés par des parties ombragées.
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3.3 Discrétisation du problème en ID
Considérons une bande espace-temps {(x, t) | x G [a, b], t € [i0, h]}. On voudrait décrire
la position d'un point de cette bande à l'aide de coordonnées adaptées à la solution du
problème. Posons r = (x(xo,t),t). Pour chaque point XQ fixe, on obtient une courbe
v{t) qui est orientée vers le temps positif, à savoir
On admettra, à la limite, que plus d'une courbe puissent avoir la même origine ou le
même point d'arrivée. On considéra deux types de courbes :
1. des courbes fixes (xo,t) = XQ ;
2. des courbes de niveau de la solution approximée T.
Le domaine de résolution sera discrétisé en m bandes espace-temps. Sur chacune
de ces bandes espace-temps, on cherchera à trouver une fonction T(x, t) ainsi qu'un
ensemble fini de courbes afin qu'elle soit décrite de la meilleure façon possible.
À chaque courbe à l'intérieur d'une bande correspond un seul noeud, et possi-
blement plusieurs aux extrémités. On appelera trajectoire la courbe associée à un
noeud. La position d'un noeud arbitraire au temps tj est notée x(xi, tj) = x\, sa valeur
nodale T(xi,tj) = T/. Les voisins de gauche et de droite comportent les indices i — \
et i + 1 respectivement. Pour un temps donné, les noeuds sont indiqués de 0 à n — 1.
Pour un temps subséquent, bien que la position de certains noeuds puisse changer, il
y a correspondance des indices.
En un noeud, on pourra donc avoir deux types d'inconnues :
1. la température au noeud dans le cas d'un noeud fixe (la trajectoire est connue),
2. la position du noeud dans le cas où le noeud est sur une isotherme dont on veut
suivre le déplacement (la trajectoire est inconnue).
Comme les positions et les valeurs nodales peuvent être inconnues, on doit donc
avoir des fonctions d'approximation pour les deux.
Puisque certains noeuds sont mobiles, on pourra avoir des rencontres entre les
noeuds. S'il y a une rencontre de noeuds, il y aura deux noeuds à la même position
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au temps tj+\. Bien qu'il y aura deux noeuds à la même position, il n'y a qu'une
valeur limite de la solution cherchée pour une position. // ne pourra donc pas y avoir
de discontinuité de la température au temps tj+i (t > 0).
Afin de pouvoir adapter le maillage à la solution au temps tj+i, on pourra éclater
(figure 3.2b, page 23) un noeud en plusieurs noeuds. Cela correspond à démarrer
plusieurs trajectoires d'une même position. S'il y a éclatement d'un noeud, on aura
plusieurs noeuds à la même position au temps tj. Lors d'un éclatement, seul au temps
initial (t = 0) on admettra plus d'une valeur nodale pour une position nodale. À t > 0,
il n'y aura qu'une valeur nodale pour une position nodale.
Dans ce travail, pour chaque noeud au temps t > 0, il ne peut y avoir qu'une
seule valeur inconnue, bien que la MVFD permette plus d'une inconnue par noeud.
3.3.1 Fonctions interpolantes en ID
Pour chaque position le long d'une trajectoire, il existe une et une seule valeur de la
fonction T. Pour un ensemble de trajectoires fixées, la fonction T peut être approximée
par
m - l ra(j)-l
?W) = E E 44(4), (3.4)
j=0 i=0
où {E^To1 ES?"1 4 ^ ( 4 ) I 4 € JR-} e s t l'espace des fonctions interpolantes. Les
c\ sont les coefficients et les (f>{ les fonctions d'une base d'approximation (elles
seront définies dans la section suivante). Sauf dans le cas où il y a une discontinuité
au temps initial, la fonction T est continue partout.
Le changement de coordonnées x = x(x0, t) peut être approximé par une fonction
de la même forme :
m-l n(j)-l
S(*o,*)=E E 444(4)- (3-5)
j=0 1=0
La fonction x est continue partout.
Pour un ensemble de positions fixées, les fonctions de la base de l'espace d'appro-
ximation sont connues. Lorsque certaines trajectoires sont inconnues, certaines fonc-
tions de la base sont alors dépendantes de la solution, elles sont donc inconnues. Afin
que la base d'approximation soit connue, on associera une équation discrète à chacune
des trajectoires inconnues. On aura donc autant d'équations que d'inconnues. La base
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d'approximation sera fixée lors de la résolution du système d'équations discrètes. Ce
système d'équations comprendra les équations discrètes pour :
• les températures nodales inconnues ;
• les valeurs nodales inconnues.
Lorsque la solution est continue, l'espace des fonctions interpolantes pour les
inconnues T\ est le même que celui utilisé par Jamet et Bonnerot[4], quoique ces auteurs
ne permettent pas la rencontre de noeuds et l'éclatement d'un noeud.
Chacune des bandes espace-temps est composée de prismes espace-temps. Sur
chacun des prismes espace-temps, T et x sont des fonctions bilinéaires. Elles sont
linéaires par morceau en espace et linéaires le long d'une trajectoire (segment). Lorsque
le prisme est dégénéré, on a un triangle et T et £ sont linéaires. Pour un trapèze ayant
les sommets x°, x®+1, x], x}+1, les fonctions interpolantes pour la température et les
trajectoires sont données par les paramétrages suivants :
f(a,r) = (1 - r)[(l - <J)1? + aT?+1] + r[(l - a)T} + aT^], (3.6)
x(a,r) = (l -
 T)[(l - a)x° + axlJ + r[(l - a)x] + axli+1], (3.7)
0 < a, T < 1,
où on fait le changement de variable suivant sur le temps :
t(r) = (1-T)to + Tti.
3.3.2 Fonctions de la base de l'espace d'interpolation en ID
Dans la section précédente, les fonctions d'approximation pour la température et les
trajectoires ont été définies comme étant :
m-l n(j)-l m-1 n(j)-l
j-0 i-0 j=0 i=0
où les 0] sont les fonctions de la base de l'espace d'approximation.
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Afin de correctement décrire l'espace des fonctions interpolantes, les fonctions
de la base ont les caractéristiques suivantes :
• une seule fonction de la base (j)\ est attachée à chacun des noeuds ;
• si plusieurs noeuds sont à la même position, on aura autant de fonctions de base
qu'il y a de valeurs nodales à cette position ;
• une fonction <j>\ est bilinéaire au-dessus de tous les trapèzes et est linéaire au-
dessus des triangles : linéaire le long d'une arête espace, et linéaire le long d'une
trajectoire ;
• dans le cas d'une fonction continue, la fonction (j)\ n'est non nulle que sur les
prismes voisins à x\ ;
• lorsque la température présente une discontinuité au temps initial, la fonction
0° n'est non nulle que sur certains des prismes voisins à x\ (ces prismes seront
précisés plus-tard) ;
• sur les noeuds des prismes où la fonction </>j est non nulle, elle peut prendre les
valeurs suivantes :
t t = il, k = iett = j
Yi\ k) | Q^  autrement.
Fonctions de la base lorsque la fonction est continue
Lorsque la solution est continue, trois cas sont possibles. Ces cas sont illustrés sur les
figures 3.3, 3.4 et 3.5 de la page suivante.
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a)
7 -1
Figure 3.3: Fonction de la base à un noeud intérieur
a)
x
b)
Figure 3.4: Fonction de la base lors d'une rencontre
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Figure 3.5: Fonction de la base lors d'un éclatement en deux noeuds
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Fonctions de la base lorsque la solution n'est pas continue
_ ~0 _ ™0
Figure 3.6: Disparition d'une discontinuité en ID au temps t = 0
a)
c)
b)
Figure 3.7: Fonctions de la base pour la disparition d'une discontinuité en ID
II y a seulement au temps initial et sur le bord du domaine que la fonction T
peut être discontinue. Mais pour tout temps t > 0, la fonction T est continue. La
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29) illustre l'évolution de la température lors de la disparition d'une discontinuité au
premier pas de temps. Les figures 3.7b, 3.7c et 3.7d illustrent les fonctions </>{], (j>\ et
4>2 pour le cas où trois valeurs nodales doivent être décrites pour une seule position
nodale. La figure 3.7a montre l'évolution du maillage.
3.4 Équations discrètes
3.4.1 Noeud intérieur
x
Figure 3.8: Volume de contrôle et sa frontière en ID
Considérons le volume de contrôle V présenté sur la figure 3.8. Les points x\+a
et x\_a sont définis par
x\+a = (1 - a)xl \_a = (1 - a)x\
où a est la proportion
_
 xt x\ — x\_
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Pour simplifier les équations, on emploiera la notation
= xi+l ~ x i -i ^ x i = xi ~~ x i - \
rpt rpt A rpt rpt rpt
où w désigne T ou a; au besoin. Pour déterminer les propriétés sur un élément,
on utilise la température au barycentre de l'élément. Cette température sera notée
T = T(l/2,1/2). On notera par Qi et Hi les termes de l'intégration de
, [-k—,H}-ndl
av \ ox J
sur les segments de la figure 3.8. T et H sont les fonctions approximées de T et H. La
fonction d'approximation H est définie commes suit :
PsCps-L 1 < If
Plcpl{f - Tf) + pscpsTf + PlL T>Tf.
Les Qi représenteront l'intégrale des flux et les Hi les intégrales du terme d'enthalpie.
Les différents termes d'intégration sont donnés par :
terme de flux2 —h—— :
ox
= 0; T3 : Q3 = 0;
-kdt
*., T<Tf
_ ;
h, T>Tf
= 0; r6 : Q6 = 0;
2Seuls les termes généraux sont ici présentés. Lorsqu'il y a rencontre, éclatement ou que les noeuds
se déplacent parallèlement, on doit utiliser des formules limites.
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: Q5 = (AlfAx\ - A3;1 Ax?) • jb t L / i
kdt
. ks, f<k =
t,, T>Tf
terme d'enthlapie H,T <Tf :
: Hs2 = {a(Ax°i+1 - Ax]+1) + x? - a;,1}
: Hs3 = l-
: Hs4 = l
T5 : Hs5 = {a(Axï - Ax}) + x] - x?}
• ^[a(-AT?-AT?)+Tl+T°];
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terme d'enthlapie H,T >Tf :
i : Hh = —
: Hl2 = {a
: Hl3 = ^
T5 : Hh = {aiAx* - Ax]) + x} - x°}
^ r ? {(2a - a2)T? + a2T^)} - aAxï_lPlL .
Une équation discrète pour un noeud x\ est donnée par :
6
phase solide: ^ Qi + Hsi = 0, (3.8)
i-l
6
phase liquide : ^2 Qi + Hk = 0 . (3.9)
Pour un noeud x\ de l'interface il y a deux possibilités :
3 6
Qi + Hsi + J2 Qi + Hh = 0 , (3.10)
i=4
ou bien
i=l i=4
dépendant de l'emplacement relative des phases.
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x, n-l
ra-2 Xn-l
Figure 3.9: Volumes de contrôle pour les noeuds au bord
3.4.2 Noeud sur une frontière
Lorsqu'une condition de type Neumann est présente sur une frontière, la valeur
nodale au noeud sur cette frontière est inconnue. Le volume de contrôle pour le noeud
d'une frontière est différent de celui d'un noeud à l'intérieur du domaine. Les volumes
de contrôle, tant pour la frontière gauche que pour la frontière droite, ainsi que les
segments d'intégration sont illustrés sur la figure 3.9.
Frontière gauche
Les intégrales sur les segments Fi, F2 et F3 des termes d'enthalpie et de dérivée sont
les mêmes que pour un noeud intérieur. Pour le segment F^ la seule composante à
intégrer est le terme de flux qwo". Pour ce segment l'intégrale est donnée par:
4 : W4 — a^ Qwo •
L'équation discrète pour un noeud sur la frontière gauche est donnée par
+ Ql = 0 ,phase solide : ^2 Qj + (3.12)
phase liquide : Yl Qi + Hli + ^4 = ° •
7=1
(3.13)
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Frontière droite
Pour un noeud sur la frontière droite, l'équation discrète est donnée par :
6
phase solide :
phase liquide :
2 J «
j = 4
6
% ^
/ _>
n ^
Q5 =
9 j + Hsj
dtqWl" .
+ Q*2
+ Q*2
= o,
= o,
(3.
(3.
14)
15)
Chapitre 4
Mise en oeuvre du schéma numérique en ID
4.1 Introduction
Pour connaître avec la plus grande précision possible la position d'une interface di-
phasique, celle-ci est toujours représentée par un noeud. On appelera noeud de fu-
sion un noeud de la discrétisation marquant la séparation entre le liquide et le solide,
indépendamment du type de changement de phase, liquide-solide (solidification) ou
solide-liquide (fusion).
La MVFD permet le déplacement des noeuds. Afin de modéliser le déplacement
de l'interface, les noeuds de fusion sont mobiles. Au besoin, d'autres noeuds pourront
être mobiles. Le déplacement des noeuds ainsi qu'une condition au bord de type
Dirichlet ou Neumann demandent le traitement des situations suivantes :
• le déplacement des noeuds ;
• la rencontre de noeuds ;
• la sortie du domaine d'un noeud de fusion ;
• l'entrée dans le domaine d'un noeud de fusion.
4.2 Déplacement des noeuds
Pour un noeud mobile au temps to, la valeur cherchée au temps ti est sa position.
La température d'un noeud mobile est constante. Dans le cas d'un noeud de fusion,
elle est égale à la température de fusion. Le déplacement d'un noeud doit satisfaire
l'équation de conservation de l'énergie pour un volume de contrôle associé à ce noeud.
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L'équation discrète pour la position future du noeud mobile est donnée par :
• (3.10) ou (3.11) (page 33), dépendant de l'emplacement relatif des phases pour
un noeud de fusion ;
• (3.8) ou (3.9) (page 33) pour un noeud sur une isotherme.
4.3 Rencontre de noeuds
4.3.1 Rencontre à l'intérieur du domaine
T} = Tl+1 = Tf
Figure 4.1: Volume d'intégration pour une rencontre en ID
Avant chacune des résolutions, on approxime le temps nécessaire pour qu'un
noeud mobile rencontre ses voisins, si le temps nécessaire est plus petit que le pas de
temps cible1, il y a rencontre.
Considérons la figure 4.1, on prévoit que le noeud de sous-indice % rencontrera
au temps t\ le noeud i + 1. La position des deux noeuds au temps ti est alors connue et
est égale à la position du noeud i + l a u temps t0. La valeur nodale au temps t\ pour
les deux noeuds est la même et est égale à Tf. L'inconnue est le temps nécessaire pour
qu'il y ait rencontre. L'équation discrète correspondante est la somme des équations
discrètes pour les noeuds x\ et x}+l. Après la résolution, le noeud x]+1 est enlevé.
1Le pas de temps cible est le pas de temps par défaut pour chacune des résolutions. Le pas de
temps pour une résolution peut être inconnu et peut être différent du pas de temps cible.
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4.3.2 Rencontre sur le bord du domaine
La gestion de la sortie du domaine de résolution d'un noeud de fusion est identique à la
gestion de la rencontre de deux noeuds. Après la résolution cependant, c'est le noeud
mobile qui est enlevé, et non pas le noeud sur la frontière du domaine.
4.4 Entrée dans le domaine de l'interface
4.4.1 Condition au bord de type Neumann
Lorsque la condition au bord est de type Neumann, il est possible qu'un changement
de phase débute à partir de la frontière du domaine. Il se déroule alors en deux étapes :
1. la température du noeud sur la frontière devient égale à la température de fusion ;
2. le noeud sur la frontière est éclaté en deux noeuds, la position du noeud entrant
est inconnue et la température du noeud sur la frontière commence à subir des
changements.
Figure 4.2: Volumes d'intégration pour l'entrée de l'interface en ID
Le noeud de fusion et le noeud sur la frontière ont chacun une inconnue. On a donc
besoin de deux équations discrètes. Les volumes d'intégration correspondant à ces
équations sont illustrés sur la figure 4.2. L'évolution de l'enthalpie est représentée sur
la figure 4.3 de la page 39.
Il est important de remarquer que ce traitement permet de représenter adéqua-
tement l'évolution de l'enthalpie, contrairement à toutes les autres méthodes. Dans le
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Figure 4.3: Evolution de l'enthalpie lors de l'entrée de l'interface
cas des méthodes avec maillage fixe, on ne fait pas (et ne on peut pas) apparaître la
discontinuité. Dans le cas des autres méthodes avec maillage mobile, aucune ne permet
l'éclatement de noeuds.
4.4.2 Condition au bord de type Dirichlet
II est possible que la température au temps initial soit discontinue sur le bord du
domaine. Pour le problème particulier d'une discontinuité sur la frontière gauche, la
condition initiale ainsi que la condition au bord sont données par :
T(0,0)=T,
T(0,t)=Tw
T(x,0)=Ti,
x = 0, t = 0;
x = 0, t>0;
x e H+ , t = o,
où Ti est la température initiale, Tw la température imposée sur la frontière.
Pour ce type de condition au bord, la fonction T(x, t) présente une discontinuité
et sa dérivée n'est pas définie au temps initial. Pour la grande majorité des méthodes,
lorsqu'une telle condition au bord est présente, on place un noeud très près de la
frontière et on élimine ainsi la discontinuité. Cette façon de procéder comporte plusieurs
désavantages telle la modification arbitraire de la condition initiale.
Afin de pallier à cet inconvénient, on procède à une intégration partielle en
temps au premier pas de temps. Considérons la figure 4.5 (page 41), elle présente
un exemple de l'intégration d'une portion de la bande espace-temps. Dans le cadre
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habituel, on procède à l'intégration suivante en temps :
1
 / df ~\[-k—,H\ -ndr.
=0 \ OX )
Lorsqu'il y a une discontinuité au temps initial, la borne inférieure d'intégration est
modifiée, car les équations discrètes ne sont pas définies en r = 0. L'intégrale par
rapport au temps a alors la forme suivante :
De plus, au lieu d'intégrer le terme d'enthalpie au temps to ( r = 0), on intègre au
temps tp = (1 - p)t0 + pti (T = p)2.
Afin de modéliser le changement de phase à partir du premier pas de temps, on
ajoute un noeud de fusion sur la frontière. Puisqu'on a plusieurs noeuds à la même
position au temps initial, on procède à un éclatement de ces noeuds. On a deux
possibilités :
1. pour un problème à une phase, on a deux noeuds sur le bord au temps initial ;
2. pour un problème à deux phases, on a trois noeuds sur le bord au temps initial.
Lors de l'éclatement de ces noeuds, leurs températures sont connues et leurs positions
inconnues. Les figures 4.4 et 4.5 de la page 41 illustrent l'éclatement ainsi que les
volumes de contrôle pour un problème à deux phases.
Au deuxième pas de temps, on ajoute d'autres noeuds pour mieux épouser
la courbure du graphe de la fonction. Pour un certian nombre de pas de temps
subséquents, la position de ces noeuds est inconnue et leur température connue.
Cet algorithme permet de contourner la difficulté liée à la discontinuité et les
calculs montrent que les solutions obtenues ne comportent aucune oscillation.
2
 Après des essais numériques, une valeur p = 0.2 a été choisie.
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= Tw
° - Tf
«0 _ «0 _ ™
0 — 1 — 2
T2° = Ti
Figure 4.4: Eclatement lors du traitement d'une discontinuité en ID
0 _ 0 _
 T 0
Figure 4.5: Volumes de contrôle lors du traitement d'une discontinuité en ID
Chapitre 5
Résultats numériques en ID
Ce chapitre présente divers résultats obtenus lors de la résolution numérique de l'équa-
tion de la chaleur pour des problèmes diphasiques liquide-solide en ID.
5.1 Condition au bord de type Dirichlet
Dans cette section, deux résultats numériques sont comparés avec des résultats obtenus
à partir de la solution analytique de la section 2.2.1 page 17. Les problèmes sont
donc du même type que celui présenté dans la section 2.2.1. Il s'agit d'une demi-
droite de longueur infinie qui est initialement à une température initiale Tj. Ensuite,
la température sur la frontière gauche est élevée (ou abaissée pour un problème de
solidification) à une température Tw différente de la température de fusion Tf.
Les propriétés utilisées seront celles caractérisant l'eau et l'aluminium. Il est
toutefois important de remarquer que les résultats obtenus, bien que très près de la so-
lution analytique, diffèrent de résultats qui pourraient être obtenus expérimentalement.
Le modèle mathématique néglige des phénomènes physiques (tel la convection) qui sont
présents lors de tests expérimentaux.
Pour tous les tests de cette section, les paramètres et variables sont physiques.
i^ 7" 7* ï^  / £1T"' \
Cependant, l'équation / — —— ( k—— ) dV = 0 est résolue dans l'espace adimen-
Jv ot ox \ ox J
sionné. La notation pour les variables adimensionnées est la même que celle utilisée
dans la section 1.3 (page 11).
La solution analytique fait référence à un problème sur une demi-droite de
longueur infinie, la solution numérique est quant à elle calculée sur un domaine fini.
On a choisi un domaine de calcul suffisamment grand éviter que la température sur la
frontière droite ne subisse de changements trop prononcés lors de la résolution.
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Pour tous les tests de cette section, la longueur du domaine est de 16m (x — 1).
La discrétisation initiale du domaine est Ax = 0.025, soit un noeud à tous les 0.4
mètres. Ensuite, des noeuds sont ajoutés sur les segments du graphe de 9 dont la
longueur par rapport à l'ordonnée est plus grande que A9 = 0.1. Le nombre de noeuds
est initialement de 40 pour les deux tests, il passe ensuite à environ 90 lors des pas
de temps subséquents. Pour les deux tests, le pas de temps cible adimensionné est
AT = 0.001.
5.1.1 Test 1, fusion de la glace
Propriétés
k (W/rn • K)
cp (J/kg-K)
p {kg/m3)
L (J/kg)
Tf (K)
Glace
1.92
1960.
1000.
333400
273.15
eau
0.606
4181.
1000.
Tableau 5.1: Propriétés physiques pour le test 1
Pour ce test, la glace est initialement à une température uniforme de 268.15K.
La température du coté gauche du domaine est subitement élevée à 293. ihK et la fusion
de la glace commence à x = 0. La température de la frontière droite demeure constante
à 268.IhK. Les propriétés pour l'eau et la glace sont présentées dans le tableau 5.1.
Le nombre de Stefan pour ce test est Ste = 0.2508.
Les figures 5.1 et 5.2 (page 44) présentent les résultats numériques obtenus avec
la MVFD ainsi que la solution analytique correspondante. On peut constater que les
résultats concordent très bien avec la solution analytique. De plus, on peut observer
que tout au long des calculs, l'erreur sur la position de l'interface demeure très petite
et qu'elle ne s'accentue pas. L'erreur relative au temps final est de 0.01% et l'erreur
absolue de 0.0001m. La figure 5.2 présente le profil de température de la solution
numérique et de la solution analytique pour le temps final qui se situe à 2.72 x 107
secondes (r « 0.1).
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1.4
1.2 - Résultats numériques
Solution analytique
Position (m)
0 5e+06 le+07 1.5e+07 2e+07 2.5e+07 3e+07
Temps (s)
Figure 5.1: Historique du déplacement de l'interface pour le test 1
i i i i i
Résultats numériques •
Solution analytique
Température (K) 285
2 4 6 8 10 12 14 16
Position (m)
Figure 5.2: Profil de température au temps final pour le test 1
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5.1.2 Test 2, solidification de l'aluminium
Propriétés
k (W/m)
cp (J/kg-K)
p (kg)
L (J/kg)
Tf (K)
Solide
237.
903.
2702.
399000.
933.
Liquide
218.
1146.
2702.
Tableau 5.2: Propriétés physiques pour le test 2
Pour ce test, l'aluminium a initialement une température uniforme de
La température de la frontière gauche est subitement abaissée à 300-ftT et la solidification
de l'aluminium débute à x = 0. Les propriétés utilisées sont présentées dans le tableau
5.2. Le nombre de Stefan pour ce test est Ste = 1.5842.
Comme on peut le constater en observant les figures 5.3 et 5.4 de la page 46, la
solution numérique obtenue avec la MVFD est en accord avec la solution analytique.
Tout comme le test précédent, l'erreur relative est très petite, (de l'ordre de 0.01%
au temps final à 2.0 x 105 secondes (r « 0.1) ). L'erreur absolue n'a pas tendance à
augmenter mais demeure plutôt constante et est de l'ordre de 0.0005m. Ici aussi le
profil de température pour le temps final est présenté sur la figure 5.4.
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6
5
4
Position (m) 3
2
1
0
0
Résultats numériques •
Solution analytique
50000 100000
Temps (s) 150000
200000
Figure 5.3: Historique du déplacement de l'interface pour le test 2
1100
1000
900
800
Température (K) 700
600
500
400
300
0
i i i i i i
Résultats numériques
Solution analytique
6 8 10
Position (m)
12 14 16
Figure 5.4: Profil de température au temps final pour le test 2
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5.2 Condition au bord de type Neumann
Dans cette section, des résultats numériques seront comparés avec la solution analy-
tique de la section 2.2.2 page 18. Les propriétés utilisées seront celles caractérisant
l'aluminium, elles sont présentées dans le tableau 5.2 à la page 45.
5.2.1 Test 3, solidification de l'aluminium pour une condition de flux
Pour ce problème test, la longueur du domaine est de lm et la discrétisation initiale du
domaine est Ax = 0.025, soit un noeud tout les 0.4 mètres. Ensuite, des noeuds sont
ajoutés sur les segments du graphe de 9 dont la longueur est plus grande que A9 = 0.1.
Le nombre de noeuds est initialement d'environ 40, il passe ensuite à 70 lors des pas
de temps suivants. Pour ce test, le pas de temps cible adimensionné est AT = 0.002 et
le temps final est r = 0.4.
Pour ce test, l'aluminium est initialement à sa température de solidification de
933K. La condition de flux
qwo" = 50 (kW/m2)
est imposée sur la frontière gauche. La chaleur passe de l'intérieur à l'extérieur du
domaine et il y a un refroidissement. La température de la frontière droite demeure
constante à 933K.
Les figures 5.5 et 5.6 de la page 48 présentent les résultats numériques obtenus
avec la MVFD ainsi que la solution analytique correspondante. On peut constater que
les résultats concordent très bien avec la solution. De plus, on peut observer que tout
au long des calculs, l'erreur sur la position de l'interface demeure inférieure à 0.0005m
(.25%) et qu'elle ne s'accentue pas. Cependant, la solution numérique est comparée à
une solution exprimée sous forme d'une série de puissances dont on ne connait que les
premiers termes. On peut supposer qu'une partie de l'erreur provient de l'estimation
de la solution analytique.
La figure 5.6 présente les profils de température de la solution numérique et de
la solution analytique au temps final.
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Figure 5.5: Historique de déplacement de l'interface pour le test 3
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Figure 5.6: Profil de température au temps final pour le test 3
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5.3 Test 4, expérimentation numérique
Afin d'illustrer la capacité du schéma numérique pour la gestion de plus d'une inter-
face diphasique, un test numérique est ici présenté. Les figures 5.7 et 5.8 (page 50)
présentent l'évolution du profil de température pour un problème qui comporte au
départ de l'eau et de la glace. Les constantes physiques caractérisant l'eau et la glace
sont les mêmes que celles du tableau 5.1 à la page 43. La condition initiale est donnée
par la fonction
T(x, 0) = 10 * sin((.25 + x) • TT) + 273.15,
et les conditions aux parois sont les suivantes :
çw0" = 0.1kW/m2, qwln = O.lkW/m2,
ce qui correspond à un refroidissement aux deux parois.
La discrétisation initiale comporte 50 noeuds répartis uniformément. Le pas de
temps cible est Ar = 0.002.
Initialement, deux interfaces sont présentes et situées aux positions 0.75m et
1.75m. Lors du refroidissement des parois, une troisième interface apparaît à t = 7707s
sur la paroi droite.
A t = 13067s la solidification débute sur la frontière gauche. La température du
solide entre les deux interfaces du départ a augmenté significativement. Cependant, ces
deux interfaces n'ont pratiquement pas bougé, leur positions sont alors x = 0.7486m
et x = 1.7514m. Quant au front de solidification qui a débuté sur la frontière droite, il
est alors localisé à 1.9994m.
Au temps t = 772567s, le front de solidification qui a débuté sur la frontière
droite rejoint l'interface située à 1.7646m et toute l'eau située à x > 0.7544m est à
l'état solide. Il est intéressant de remarquer que bien que la température du solide
entre les deux interfaces ait significativement augmentée, les deux interfaces initiales
n'ont pratiquement pas bougé.
Finalement, à t = 2144567s tout le domaine devient solide.
Ce test a permis d'illustrer qu'il est possible avec la MVFD de pouvoir gérer
automatiquement l'apparition et la rencontre de plus d'une interface au cours d'une
simulation.
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Chapitre 6
Présentation du schéma numérique en 2D
Dans ce chapitre, la méthode des volumes finis dirigés est brièvement décrite pour la
résolution de l'équation de la chaleur pour des problèmes de changement de phase en
2D.
6.1 Cadre général
En deux dimensions d'espace, l'équation (1.9) (page 7) se résume à
où rappelons-le, V est un volume de contrôle espace-temps. Considérons le domaine
fermé W ^ÇR xR . Le domaine W est fermé par les éléments frontières W\, W2,...,wn.
On cherche pour un intervalle de temps / = [0, tfin] une fonction
T: (x,y,t)eWxI^T(x,y,t)
qui est solution de (6.1) et satisfait la condition initiale
où T° : W —>• H. On suppose la solution connue au temps initial.
Pour chacun des éléments frontières, la condition au bord peut être de type
Dirichlet
ou de type Neumann
dT \
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où n est le vecteur normal unitaire pointant vers l'extérieur du domaine et dont les
composantes sont nx et ny. Les valeurs du flux qm" sont des constantes. Pour chacun
des éléments frontières, la condition au bord peut être différente.
Par le théorème de la divergence, on peut ramener l'intégrale de volume (6.1) à
l'intégrale de surface
f dT dT \(-k—,-k—,H)-ndA = 0, (6.2)
av \ dx dy J
où dA est l'élément d'aire sur dV. La conservation de l'énergie pour un volume de
contrôle arbitraire peut alors être calculée à partir d'une intégrale de surface sur la
frontière de ce volume.
6.2 Volumes de contrôle espace-temps en 2D
, \
Figure 6.1: Elément prismatique triangulaire
Pour la résolution numérique en 2D, on discrétise le domaine en espace avec des
triangles. Les sommets de ces triangles sont appelés des noeuds. Dans des situations
spéciales qui seront expliquées plus tard, un triangle peut être dégénéré en un point ou
en un segment de droite. Comme les noeuds peuvent se déplacer au cours du temps,
un triangle peut se déformer.
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Considérons une bande espace-temps {(x,y,t)\(x,y) G W ,t € [*o,ii]}, où W
est un sous-domaine fermé de R2. En reliant les sommets correspondant du triangle au
temps to et d'un même triangle au temps t\, on obtient un prisme, possiblement tordu
(figure 6.1, page 52). On appelera ce prisme élément prismatique triangulaire.
Une bande espace-temps est donc constituée d'un nombre fini d'éléments prismatiques
triangulaires.
Figure 6.2: Cellule et volume de contrôle espace-temps en 2D
Considérons un noeud XQ quelconque de sous-indice 01, ce noeud est un sommet
des triangles Ao, A i , . . .A n . On note par les sous-indices lj et 2j les deux autres
sommets du triangle Aj. De plus, les noeuds de sous-indice 0, lj et 2j sont orientés
dans le sens anti-horaire.
Considérons la figure 6.2. En un temps t fixé, une cellule entourant le noeud x0
est formée de la réunion des triangles Ao, A i , . . . An dont le noeud XQ est un sommet.
Le déplacement de cette cellule du temps t (t0 < t < ti) au temps t\ engendre une
cellule espace-temps.
Pour chacun des triangles de cette cellule, introduisons les points
+ Xn r X i . JL Xri ~T~ X-i . -p Xo.
 + Xri ~\~ Xi),
Ai p ' t>i o l-'i Q
1
 Rappelons que xj et x° désignent respectivement les positions d'un noeud au temps ti et i0-
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Figure 6.3: Surfaces d'un volume de contrôle pour deux prismes triangulaires voisins
Les points x^. et x^. sont respectivement les points milieux des arêtes [XQ, X\]
et [XQ, X\] (figure 6.3). Le point x#. est le centre géométrique du triangle XQX\X2- Les
points XQ, X^. et x!B. ainsi que XQ, X#. et x^. sont les sommets de petits triangles. En
un temps tp (to < tp < ti) fixé, la réunion de ces petits triangles autour du point
XQ engendre un polygone. Le déplacement de ce polygone du temps tp au temps ti
engendre un volume de contrôle espace-temps. La figure 6.2 (page 53) illustre
un volume de contrôle espace-temps, le volume de contrôle est représenté par la partie
ombragée.
6.3 Déplacement, éclatement et rencontre de noeuds en 2D
Tout comme en ID, les noeuds peuvent se déplacés et par conséquence, des rencontres
entre des noeuds ou entre des noeuds et des segments sont possibles. Dans le cadre de
ce travail, on utilise un maillage fixe que l'on appelle maillage de base. Ce maillage
de base peut être raffiné et seulement les noeuds du raffinement sont mobiles.
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6.3.1 Déplacement des noeuds
Figure 6.4: Déplacement des noeuds en 2D
Afin de simplifier le problème du déplacement des noeuds, un noeud mobile ne
peut se déplacer que s'il provient du raffinement du maillage de base. De plus, il ne
peut se déplacer que sur les arêtes du maillage de base.
La figure 6.4 présente un maillage qui comporte des noeuds mobiles. Les noeuds
du maillage de base sont représentés par des disques pleins, les noeuds mobiles par des
disques vides. Les arêtes du maillage de base sont représentées par des lignes continues
et les arêtes ajoutées par des lignes pointillées. Les flèches indiquent la liberté de
déplacement des noeuds mobiles.
6.3.2 Eclatement d'un noeud en 2D
Afin de pouvoir adapter automatiquement le maillage à l'évolution de la solu-
tion au cours d'un pas temps, on permet l'éclatement d'un noeud en un ou plusieurs
triangles. La figure 6.5 (page 56) présente l'éclatement d'un noeud en un triangle. On
remarque qu'au temps t0 le prisme à base triangulaire est dégénéré en un point. La
figure 6.6 (page 56) présente l'éclatement d'un noeud en trois triangles.
6.3.3 Rencontre de noeuds en 2D
Les noeuds ne peuvent se déplacer que sur des arêtes du maillage. Par consé-
quent, les seules rencontres possibles sont celles entre des noeuds, les rencontres entre
des noeuds et des arêtes sont exclues. La figure 6.7 (page 57) présente l'évolution d'un
prisme à base triangulaire lors d'une rencontre. Le prisme est dégénéré en un point
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Figure 6.5: Éclatement d'un noeud en un triangle
Figure 6.6: Évolution possible du maillage lors d'un éclatement en 2D
au temps t\. Du point de vue géométrique, une rencontre est le phénomène inverse de
l'éclatement. La figure 6.8 (page 57) présente la rencontre de plusieurs noeuds mobiles
avec un noeud du maillage de base.
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Figure 6.7: Elément prismatique triangulaire lors d'une rencontre en 2D
Figure 6.8: Évolution possible du maillage lors d'une rencontre en 2D
6.4 Discrétisation du problème en 2D
Le problème à résoudre est envisagé de la même façon tant en ID qu'en 2D. On
considère une bande espace-temps {(x,y,t)\(x,y) 6 W, t G [to,ti]}, où W est un
sous-domaine fermé de R2. On veut décrire la position d'un point de cette bande à
l'aide de coordonnées adaptées à la solution du problème. Posons r = (x.(xo,yo,t),t).
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Pour chaque point x0 fixe, on obtient une courbe r(t) qui est orientée vers le
temps positif, à savoir
On admet, à la limite, que plus d'une courbe aient la même origine ou le même point
d'arrivée. On considère deux types de courbes :
1. des segments temporels (xo,yo,t) = (xQ,y0);
2. des courbes de niveau de la solution approximée T.
Le domaine de résolution est discrétisé en m bandes espace-temps. Sur chacune
de ces bandes espace-temps, on cherche à trouver une fonction T(x, y, t) ainsi qu'un
ensemble fini de courbes afin qu'elle soit décrite de la meilleure façon possible.
A chaque courbe (ou trajectoire de noeud) à l'intérieur d'une bande correspond
un seul noeud, et possiblement plusieurs aux extrémités. La position en espace d'un
noeud arbitraire au temps tj est notée X(XJ, y^ tj) = x^, sa valeur nodale T(xi, y^ tj) =
T{. Pour un temps donné, les noeuds sont indiqués de 0 à n — 1. Pour un temps
subséquent, il y a correspondance des indices des noeuds.
Tout comme en ID, en un noeud, on a deux types d'inconnues :
1. la température au noeud dans le cas d'un noeud fixe (la trajectoire est connue),
2. la position du noeud dans le cas où le noeud est sur une isotherme dont on veut
suivre le déplacement (la trajectoire est inconnue).
Puisque certains noeuds sont mobiles, on peut avoir des rencontres entre les
noeuds. S'il y a une rencontre de noeuds, il y aura au moins deux noeuds à la même
position au temps tj+\. Bien qu'il y ait plusieurs noeuds à la même position, il n'y a
qu'une valeur limite de la solution cherchée pour une position. Il ne peut pas y avoir
de discontinuité de la température au temps tj+i (t > 0).
Afin de pouvoir adapter le maillage à la solution au temps tj+i, on peut éclater
(figure 6.6, page 56) un noeud en plusieurs noeuds. S'il y a éclatement d'un noeud,
on a plusieurs noeuds à la même position au temps tj. Lors d'un éclatement, c'est
seulement au temps initial (t = 0) que l'on admet plus d'une valeur nodale pour une
59
position nodale. A t > 0, il ne peut y avoir qu'une valeur nodale pour une position
nodale. Rappelons que dans ce travail, pour chaque noeud au temps t > 0, il ne peut
y avoir qu'une seule valeur inconnue.
6.4.1 Fonctions interpolantes en 2D
Pour toutes les positions décrites par les trajectoires, il existe une valeur de la fonction
T. Pour un ensemble de trajectoires fixées, la fonction T peut être approximée par
m—1 n—1
^(x,*) = £ E 44té), (6-3)
j=0 i=0
o u
 {Y?£LO~ Y%=o Ci0i(xi) I c] £ 1R} e s t l'espace des fonctions interpolantes. Les
cj sont les coefficients et les </*f les fonctions d'une base d'approximation (elles
seront définies dans la section suivante). Sauf dans le cas où il y a une discontinuité
au temps initial, la fonction T est continue partout.
Le changement de coordonnées x = x(xo, yo, t) peut-être être approximé par des
fonctions du même type :
m—1 n—1
x(xo,yo,t) = E E 4ti(M) (4 € M) (6.4)
et
771—1 n — 1
y(xo,yo,t) = E E eitiW) (e? € R). (6.5)
j=0 i=0
Les fonctions x et y sont continues partout.
Tout comme en ID, lorsque les positions sont fixées, les fonctions d'une base
de l'espace d'approximation sont connues. Lorsque certaines trajectoires sont incon-
nues, on associe une équation discrète à chacune des trajectoires inconnues. La base
d'approximation est fixée lors de la résolution du système d'équations discrètes.
Les bandes espace-temps sont composées de prismes à base triangulaire. Sur
chacun des prismes à base triangulaire, on effectue le paramétrage suivant2 des variables
des composantes des trajectoires et de la température T :
x(r,9,r) = (l-
r)xl + r[(l-0)x\ + 0xl]}, (6.6)
2
 Afin de simplifier la notation, nous laissons tomber le sous-indice i des points xi ; et X2;.
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y(r,9,r) = (1 - r){(l - r)y°0 + r[(l - 9)y\ + 0y°]}
l l + 9yl2}}, (6.7)
f(r,9,r) = (1 - T){(1 - r)T° + r[(l - 9)T? + 9T20}}
1 1
 + 0T21]}, (6.8)
0 < r, 0, r < 1,
où on fait le changement de variable suivant sur le temps :
t{r) = (1-T)to + Tti. (6.9)
Les fonctions T, x et y sont bilinéaires : elles sont linéaires en espace, et linéaires le long
d'une trajectoire espace-temps. Pour un temps t fixe, les fonctions T(r, 9, T), x(r, 9, r)
et y{r,9,r) varient linéairement au dessus de tous les triangles.
6.4.2 Fonctions de la base de l'espace d'interpolation en 2D
Dans la section précédente, les fonctions d'approximation pour la température et les
trajectoires ont été définies comme étant :
m—1 n—1
j=0 i=0
m—1n—1
x(xo,yo,t) = 5
j=0 i=0
et
m—1 n—1
y{xo,yo,t) = Y, S
j=0 1=0
où les 0] sont les fonctions d'une base de l'espace d'approximation.
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Afin de correctement décrire l'espace des fonctions interpolantes, les fonctions
de la base ont les caractéristiques suivantes :
• une seule fonction </>* de la base est attachée à chacun des noeuds ;
• si plusieurs noeuds sont à la même position, on aura autant de fonctions qu'il y
a de valeurs nodales à cette position ;
• une fonction (/>* est linéaire au-dessus de tous les triangles ;
• une fonction 0* est linéaire le long d'une trajectoire espace-temps ;
• pour une fonction continue ou une fonction discontinue au temps initial, la fonc-
tion 4>\ n'est non nulle que sur les éléments prismatiques triangulaires où T\ doit
être représentée ;
• sur les noeuds des éléments prismatiques triangulaires où la fonction ${ est non
nulle, elle peut prendre les valeurs suivantes :
t t) = f 1, k = iett = j
Vi\ kJ \ 0, autrement.
6.5 Equations discrètes
Un volume de contrôle espace-temps V est la réunion d'éléments prismatiques
triangulaires. Ces éléments prismatiques triangulaires seront notés Wi. Les surfaces
d'intégration sur deux éléments prismatiques triangulaires voisins sont illustrées sur la
figure 6.9 (page 62).
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t A y
dW,=t t0
Cfi ~ X A
Figure 6.9: Surface d'intégration sur deux prismes prismes triangulaires voisins
Pour chacun des éléments prismatiques triangulaires, l'intégration de
av \ ox oy )
se divise en trois parties :
1. l'intégration sur la surface extérieure du triangle au temps to (intégration en
espace), cette surface est notée dWt=t0 ;
2. l'intégration sur la surface extérieure du triangle au temps ti (intégration en
espace), cette surface est notée dWt=t! ',
3. l'intégration sur la surface extérieure engendrée par les segments x^Xg et x \x^
du prisme à base triangulaire (intégration en espace-temps). Cette surface est
notée dWr=i-
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On notera par p = (x, y, t) un point dans l'espace-temps. Tout comme x, y et
T, un point dans l'espace-temps a une représentation paramétrique donnée par
P(r, e, T) = (i - r)p°M) + V M ) , (6.10)
ou
Tout comme en un ID, un utilise la température au barycentre (T = T ( | , | , | ) )
de l'élément pour déterminer les propriétés sur l'élément.
6.5.1 Intégration en espace
On calcule ces intégrales sur les surfaces dWT=o et dWT=i qui sont paramétrées avec r
et 6.
Intégration au temps t=t0
Un élément d'aire orienté n dA est calculé à partir de
dp dp
x
dp dp
~dr~X~dÔ
dp dp
x dOdr = ^ x ^rdr d6
ou 9p dp _ / dx_dy_ _ dx_dy^
dr d9 l ' 'dOdr dr d6,
Pour l'intégration au temps t0, l'intégrale
f ( .df ,df ~\
Jav \ dx dy j
se resume a
f fv fdxdy dxdy\
Jawt=t0 \d6 dr dr dO)
On notera cette intégrale par:
Hs°, T <Tf ou Hl°, T>Tf,
dépendant de la température au barycentre de l'élément.
Intégration au temps t=ti
Un élément d'aire orienté n dA est calculé à partir de
dp dp
ndA =
dp dp
~dëx~dr~
dp dp
x
dp dpdedr = ^ x -^dddr,de dr
ou dp dp _ / dy_djz _ dy_dx\
d9 dr l ' ' de dr dr de ) '
Pour l'intégration au temps ti, l'intégrale
k
av \ dx dy
se resume a
l ^ T T - T T ^ dddr-\de dr dr d9)
On notera cette intégrale par:
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Hs\ f<Tf ou Hl\ f>Tf,
dépendant de la température au barycentre de l'élément.
6.5.2 Intégration en espace-temps
L'intégrale en espace-temps est calculée sur la surface dWr=0 qui est paramétrée avec
e et r. Un élément d'aire orienté n dA est calculé à partir de
dp dp
x
dp dp
x
ou
d9 dr
9p dp ,. ,
-£x -f-dedr=de dr
dp dp
xde dr
d9dr = -Ç x — dedrde dr
dy . dx dx dy dx dy\
de de de dr dr de )
II faut donc calculer l'intégale suivante:
JdWr=i
. ^t^ + k^—At— + H r _ - £ - r i r | dedr.dx de dy de \ de dr dr de )
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dT dT
Les dérivées partielles —— et —— sont calculées à partir des expressions:dx dy
dT 1
dx det K
df 1
et
df dy_ _ df_ dy_
dr" de ~ ~dë ~dr
dT dx df dx
+dy detK [ dr dO d9 dr
detK = dx dy dx dy\
~dr~dQ ~ ~dd~dr\ '
La dernière intégrale peut être subdivisée en trois intégrales qui seront notées
(6.11)
(6.12)
(6.13)
Qx = [ -k^àt^dOdr;
Jdwr=i dx du
Qy = f k^At^d9dr;
Jdwr=i dy d6
;oh f jj(dxdy dxdy
Jdwr=i d9 dr dr dQ
la dernière intégrale est dépendante de la température au barycentre de l'élément et la
valeur de la conductivité k dépend de la phase où est calculé le flux.
6.5.3 Équations discrètes
Une équation discrète pour le noeud i est donnée par l'expression :
n
phase solide : Y [Hsj° + HsJ1 + HsJ01 + Qxj + QVj] = ° > (6-14)
n
phase liquide : Y [HlJ° + # V + Hli°l + Qxj + = ° • (6.15)
Le sous-indice j des termes d'intégration indique le prisme où est caclulé le terme
d'intégration.
Pour un noeud de l'interface dont les voisins 1 à A; sont dans une partie solide
et les voisins k + 1 à n sont dans une partie liquide, l'équation discrète à ce noeud est
donnée par:
k
E HSJ0 + Hs/ + Hsj01 + QXj + QVj] (6.16)
j=k+i
= 0.
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6.5.4 Traitement des frontières
Figure 6.10: Surfaces d'intégration pour un noeud sur une frontière
Pour les prismes à base triangulaire dont une face fait partie d'une frontière où
une condition de flux est imposée, on doit effectuer une intégrale sur la face extérieure
qui est sur le bord (figure 6.10).
La condition de flux est donnée par l'expression
\dx dy y) k
où n est le vecteur normal pointant vers l'extérieur du domaine. Considérons le noeud
i, si on intègre sur l'élément de frontière k du domaine, l'intégration de
[-k—,-k—,H] -ndA
awk \ ox oy J
se résume alors à
Qh = qWkn\A\, (6.17)
où |A| est l'aire de la face extérieure dWg=i ou dWg=o. Pour un noeud i sur une
frontière, les équations (6.14) et (6.15) (page 65) deviennent respectivement:
phase solide : £ [HSJ° + H s/ + HSj01 + QXj + Qy3] + Qbi + Qbn = 0 , (6.18)
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n
phase liquide : Y [HlJ° + HlJX + Hh°l + Qxj + QVj] + Qbi + Qbn = 0 . (6.19)
Qb\ et Q6n s o n t les intégrales de flux au bord. Pour un noeud de fusion sur une
frontière, l'équation discrète à ce noeud est maintenant donnée par l'expression
[Hlj° + Hlj1 + Hlj01 + QXJ + Qyj] + Qbt + Qbn = 0. (6.20)
j=k+l
Chapitre 7
Mise en oeuvre du schéma numérique en 2D
7.1 Introduction
La mise-en-oeuvre de la MVFD en 2D est similaire à la mise-en-oeuvre en ID, les
situations à traiter restent essentiellement les mêmes. La différence majeure réside
dans la gestion du maillage lors des éclatements et des rencontres.
En 2D, pour un temps t fixé, une interface diphasique est représentée par une
courbe. Cette courbe est discrétisée avec des noeuds de fusion qui sont mobiles. En
plus des noeuds de fusion, d'autres noeuds pourront se déplacer au besoin. La gestion
de l'interface ainsi que le déplacement des noeuds comprend les situations suivantes :
• le déplacement des noeuds ;
• la rencontre de noeuds ;
• la sortie du domaine d'un ou de plusieurs noeuds de fusion ;
• l'entrée dans le domaine d'un ou plusieurs noeuds de fusion.
7.2 Déplacement des noeuds
Les noeuds mobiles ne peuvent se déplacer que sur des arêtes du maillage. En
considérant une arête comme un espace de dimension 1, le déplacement des noeuds se
fait dans un espace de dimension 1.
Considérons la figure 7.1 (page 69). Le noeud de sous-indice i se déplace entre
les noeuds de sous-indice 0 et 1. La position du noeuds i est donnée par la fonction
x*(r) = ( l - r )x*+rx* 1 , 0 < r < l .
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Figure 7.1: Déplacement d'un noeud sur une arête
À partir du paramètre r, on peut déterminer la position du noeud i sur l'arête.
La température au noeud est constante. Pour un noeud de fusion, elle est
égale à la température de fusion. La seule valeur inconnue pour un noeud mobile
est le paramètre r. On n'a besoin que d'une seule équation pour déterminer r. Le
déplacement du noeud doit satisfaire l'équation de conservation de l'énergie pour un
volume de contrôle attaché à ce noeud. L'équation discrète pour l'inconnue à ce noeud
est donnée par :
• (6.16) ou (6.20) (page 65 ou 67) dans le cas d'un noeud de fusion;
• (6.14), (6.15), (6.18) ou (6.19) pour un noeud sur une autre isotherme.
7.3 Rencontre de noeuds
Avant chacune des résolutions, on approxime le temps nécessaire1 pour qu'un ou plu-
sieurs noeuds mobiles rencontrent un noeud du maillage de base. Si le temps nécessaire
approxime est plus petit que le pas de temps par défaut, il y aura possiblement ren-
contre.
Considérons la figure 7.2 (page 70). Les noeuds de sous-indice i, z + l e t î + 2
se dirigent vers le noeud de sous-indice 0. Pour que la température reste continue aux
interfaces des triangles, ces trois noeuds doivent obligatoirement recontrer en même
temps le noeud 0. Lorsque l'on prévoit que ces noeuds rencontreront le noeud 0, la
position des noeuds mobiles au temps t\ est alors connue et est égale à la position du
noeud 0 au temps to- La valeur nodale au temps ti pour tous ces noeuds est alors
1On discutera de la méthode d'approximation au chapitre 9.
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Figure 7.2: Surface d'intégration au temps to l° r s d'une rencontre
la même et est égale à la température de l'isotherme des noeuds mobiles. La valeur
cherchée est le temps nécessaire pour la rencontre. L'équation discrète correspondante
est la somme des équations discrètes pour les noeuds i, i + 1, i + 2 et 0.
Pour déterminer quels seront les noeuds considérés pour une rencontre avec un
noeud du maillage de base, on utilise les critères suivants :
• les noeuds mobiles sont à l'intérieur d'une même cellule du maillage de base ;
• les noeuds mobiles appartiennent à la même isotherme.
Après la résolution du système d'équations, les noeuds i, i + 1 et i + 2 sont
enlevés. Lorsque l'on veut continuer à suivre le déplacement de l'isotherme, le noeud
0 est ensuite éclaté. Dans le cas de l'interface diphasique, on procède toujours à un
éclatement.
7.4 Éclatement des noeuds
Lors de l'entrée dans le domaine de l'interface ou après une rencontre, on doit procéder
à l'éclatement d'un noeud pour que le maillage s'adapte à la solution future.
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Considérons un noeud du maillage de base qui correspond à l'interface. Afin
de déterminer quelles seront les arêtes sur lesquelles on ajoutera un noeud pour l'écla-
tement, on procède à un bilan d'énergie au noeud du maillage de base. Pour faire
ce bilan d'énergie, on considère la température comme étant l'inconnue à ce noeud
et on résout numériquement l'équation discrète attachée à ce noeud. Dans le cas de
l'interface diphasique on procède de la façon suivante :
• s'il y a accroissement de la température, on éclate vers le solide (il y a fusion) ;
• s'il y a une baisse de la température, on éclate vers le liquide (il y a solidification).
7.5 Entrée dans le domaine de l'interface
7.5.1 Condition au bord de type Neumann
Figure 7.3: Eclatement lors de l'entrée de l'interface dans le domaine
Lorsqu'un changement de phase débute à partir d'un noeud sur la frontière du
domaine, celui-ci se déroule en deux étapes :
1. la température d'un noeud sur une frontière devient égale à la température de
fusion ;
2. le noeud sur la frontière est éclaté sur toutes les arêtes subissant le changement de
phase (figure 7.3), la position des nouveaux noeuds et la température du noeud
sur la frontière sont inconnues au temps t\.
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Tout comme en ID, cette façon de procéder permet un traitement adéquat de
l'interface. En débutant immédiatement le changement de phase lorsqu'un noeud at-
teint la température de fusion, le schéma numérique reste en accord avec la formulation
mathématique du problème. Celle-ci impose que la fonction d'enthalpie présente en
tout temps un saut égale pL à l'interface. Ce qui est le cas avec notre façon de procéder.
7.5.2 Condition au bord de type Dirichlet
= Tf
Frontière du domaine
Figure 7.4: Structure du maillage pour le traitement d'une discontinuité
Pour obtenir de meilleurs résulats lorsque la température présente une discon-
tinuité au temps initial, le même algorithme utilisé en ID est appliqué en 2D.
Pas de temps initial
Pour chaque noeud de sous-indice i où la fonction est discontinue, on ajoute un noeud
sur chacune des arêtes vers laquelle va évoluer l'isotherme de la température initiale.
Ces noeuds sont ajoutés à la position occupée par le noeud i. De plus, lorsqu'un
changement de phase débute à partir de cette discontinuité, on ajoute un noeud sur
chacune des arêtes vers laquelle va évoluer l'interface. Au premier pas de temps, les
noeuds sont éclatés et le maillage correspond alors à la structure illustrée sur la figure
7.4.
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Lorsque la fonction est discontinue au temps initial, il y a plus d'une valeur
nodale pour une position nodale. De plus, la dérivée de la fonction est alors indéfinie.
Afin de contourner cette difficulté, on modifie la borne inférieure d'intégration en temps
(comme en ID). Le volume de contrôle espace-temps est alors compris entre les temps
r = p et r = 1.
Pas de temps suivants
Après le premier pas de temps, on ajoute d'autres noeuds mobiles pour mieux épouser
la courbure du graphe de la température. Pendant un certain nombre de pas de temps
subséquents, la position des noeuds ajoutés est inconnue et leur température connue.
Lorsqu'un des noeuds d'une courbe de niveau autre que l'interface diphasique rencontre
un des noeuds du maillage de base, tous les noeuds de cette courbe de niveau deviennent
fixes.
Lorsque les noeuds sont mobiles, les équations sont fortement non-linéaires et
plus difficiles à résoudre. Pour le traitement de la discontinuité, il est préférable
que les noeuds soient mobiles car le maillage s'adapte à la solution. Ensuite, il de-
vient préférable que les noeuds soient fixes puisque des noeuds mobiles ne sont plus
nécessaires. On préfère donc ne pas continuer à suivre le déplacement des courbes de
niveau autre que l'interface.
Chacun de ces noeuds restera fixe tant qu'un noeud de l'interface ne le rencon-
trera pas. Dans ce cas, il devient un noeud de l'interface pour éviter de faire inutilement
des éclatements.
Approximation d'une fonction bilinéaire
isotherme
isotherme-
Figure 7.5: Modification d'un quadrangle
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Considérons la figure 7.5. On remarque qu'entre les isothermes, le maillage
comporte un quadrangle cassé par une arête. Pour améliorer la précision du schéma, on
aimerait que la température soit une fonction bilinéaire sur un tel quadrangle. En utili-
sant un maillage triangulaire, on perd la bilinearité de la température sur ce quadrangle.
Lorsque la fonction T présente de très forts gradients, la solution numérique peut être
fortement influencée par le maillage. Il serait donc préférable que la température soit
bilinéaire au-dessus du quadrangle. Dans le cadre de ce travail, la MVFD a été mise en
oeuvre pour des maillages à base triangulaire. On ne dispose donc pas, a priori, d'un
maillage bien adapté à la situation.
Afin que le maillage triangulaire permette une approximation bilinéaire, on
procède comme suit :
1. on enlève l'arête qui traverse le quadrangle;
2. on ajoute un noeud au centre géométrique du triangle;
3. on rattache ce noeud aux quatre noeuds du quadrangle ;
4. on impose que la température à ce noeud soit égale à la température moyenne de
ses voisins.
De plus, ce noeud ne porte aucune inconnue et se déplace pour rester au centre de son
quadrangle.
La température ne devient pas bilinéaire sur le quadrangle. Cependant, la nou-
velle approximation de la température se rapproche d'une approximation bilinéaire.
En fait, ceci est équivalent à ajouter une autre isotherme sur le quadrangle. Les calculs
numériques montrent que les effets de maillage sont pratiquement éliminés. Avec cette
approche, le maillage triangulaire permet de bien approximer une fonction qui présente
de très forts gradients.
Il y a un désavantage avec cette façon de procéder. Les noeuds aux centres
des quadrangles ne portent aucune inconnue. De plus, on ne modifie pas la façon
dont on calcule les volumes de contrôle pour les noeuds qui portent une inconnue.
Ainsi, nos volumes de contrôle ne couvrent pas tout le domaine. On augmente donc
artificiellement la valeur de la dérivée seconde.
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La valeur de la dérivée augmente puisque lors de son calcul, on intègre la dérivée
première qui demeure la même et on divise par une surface qui est maintenant plus
petite.
Il aurait été possible de définir de nouveaux volumes de contrôle pour ne pas
changer la valeur de la dérivée seconde. Cependant, on a préféré ne pas introduire de
nouveaux cas pour que le calcul des équations reste le même pour tous les noeuds.
Afin de faciliter la résolution du système d'équations discrètes lors des premiers
pas de temps, on utilise un pas de temps plus petit que le pas de temps par défaut.
Par exemple, si le pas de temps par défaut est de Ar = 0.0001, les vingt premiers pas
de temps seront de Ar = 1 x 10~6.
7.6 Nettoyage des noeuds
En 2D, le nombre de noeuds est habituellement assez élevé. Un maillage grossier peut
facilement comporter plus de mille noeuds. Dans un problème de changement de phase,
l'interface diphasique peut traverser tout le domaine. Il peut donc y avoir plus de mille
rencontres. Lors de la prédiction d'une rencontre, on doit souvent réduire le pas de
temps pour permettre le rapprochement des noeuds. S'il y a beaucoup de rencontres
lors d'une simulation, le nombre de pas temps peut augmenter significativement. On
préfère donc enlever (nettoyer) les noeuds mobiles au lieu de faire certaines rencontres.
On ne fait des rencontres que pour les noeuds sur le bord du domaine.
Xj+2
Figure 7.6: Nettoyage des noeuds en 2D
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Considérons la figure 7.6. Les noeuds mobiles de sous-indice i, i + 1 et i + 2 se
dirigent vers le noeud fixe de sous-indice 0. On procède au nettoyage de ces noeuds
dans les cas suivants :
1. la distance entre un des trois noeuds mobiles et le noeud 0 est plus petite qu'une
longueur de référence (exemple 1 x 10~6) ;
2. on prévoit qu'ils rencontreront le noeud 0 dans un temps plus petit que le pas de
temps par défaut.
Lorsque l'on enlève les noeuds mobiles, le noeud 0 du maillage de base est déplacé sur
la position moyenne de ceux-ci. Au pas de temps suivant, le noeud 0 est éclaté au
besoin.
Chapitre 8
Résultats numériques en 2D
Ce chapitre présente divers résultats obtenus lors de la résolution numérique de l'équa-
tion de la chaleur pour des problèmes diphasiques liquide-solide en 2D.
On présente deux types de problèmes comparatifs. Premièrement, on présente
des résultats de problèmes à une phase qui sont comparés à ceux obtenus avec d'autres
schémas numériques. Ensuite, on présente des résultats obtenus lors de la résolution
de problèmes à deux phases.
Lors de la mise-en-oeuvre de la méthode, on a constaté que les problèmes à deux
phases sont, du point de vue numérique, beaucoup plus difficiles que les problèmes à
une phase. En fait, c'est pour ce type de problèmes qu'on a dû modifier le maillage de
type triangulaire avec la méthode décrite dans la section 7.5.2 (page 72).
8.1 Condition au bord de type Dirichlet
Afin de pouvoir mesurer les performances du schéma numérique mis en oeuvre, divers
tests ont été effectués. Ces tests sont tirés des articles de Gong et Mujundar[13] ainsi
que Pham[18]. Les résultats numériques obtenus avec la MVFD sont comparés avec
ceux obtenus par les auteurs de ces articles qui utilisent d'autres méthodes numériques.
8.1.1 Problème 1, front de solidification (test à une phase)
Ce test est tiré de l'article de Pham[18]. Il est semblable au problème ID dont la
solution analytique est présentée dans le chapitre 2 à la page 17. Il s'agit d'une enceinte
rectangulaire remplie d'un liquide à la température de solidification. C'est une enceinte
carrée de 74mm de coté. Les parois est, nord et ouest sont parfaitement isolées, la
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Propriétés
k (W/m • K)
cp (J/kg-K)
p (kg/m6)
L (J/kg)
Tf (C)
solide
1
2000.
1000.
200000
0
liquide
1
2000.
1000.
Tableau 8.1: Propriétés physiques pour le problème 1
température de la paroi sud est abaissée de 0 à — 30° C au temps initial. Les propriétés
caractérisant le solide et le liquide sont présentées dans le tableau 8.1.
La figure 8.1 (page 79) compare la position calculée numériquement (en pointil-
lés) du front de solidification avec la solution analytique (représentée par une ligne
continue). On constate que les résultats concordent très bien avec la solution analy-
tique. De plus, l'erreur sur la position de l'interface ne s'accentue pas au cours de la
simulation.
Afin de mesurer la précision de différents schémas numériques d'éléments finis,
Pham s'est servi du temps nécessaire pour que le front de solidification atteigne la
position y = 74mm. La solution analytique est 20020s. Le tableau 8.2 (page 79)
présente le temps calculé avec la MVFD et ceux des autres schémas. Le pas de temps
cible et la discrétisation du domaine sont les mêmes pour tous les schémas numériques.
Nos résultats sont plus précis que ceux des autres méthodes. L'erreur relative pour nos
résultats est de 0.01%. Elle varie de 0.3% à 1.25% pour les autres méthodes.
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Solution numérique •
Solution analytique
y (m)
0.07
0.06
0.05
0.04
0.03
0.02
0.01
0
l - -
-
-
1
1
1
1
-
-
-
t = 17886s
t = 8923s
t = 2962s
t = 590s
0.02 0.04
x (m)
0.06
Figure 8.1: Evolution du front de solidification pour le problème 1
Méthode
Exacte
MVFD
TD-Comini76-Corr
TD-Morgan-Corr
TD-Pham-Corr
TL-Iter
HL-Direct
HL-Comini2
Temps de solidification
20020
20023
20126
20118
20118
20118
20270
20083
Tableau 8.2: Temps de solidification pour le problème 1
8.1.2 Problème 2, front de solidification (test à deux phases)
Un problème commun aux méthodes avec maillage fixe est l'apparition d'oscillations
de la température près de l'interface ([13, 18]). Ces oscillations sont dues au schéma
numérique de résolution et ne sont pas physiques. Pour des problèmes où seule la
conduction thermique est considérée, il y a atténuation des oscillations. Dans de tels
cas, les oscillations ne causent pas trop de problèmes. Cependant, pour des problèmes
transitoires en présence de convection, ces oscillations peuvent significativement influ-
encer la solution. Pour des problèmes de convection-diffusion, les erreurs vont plutôt
s'accumuler. Après un certain temps, la solution numérique peut être très différente
de la solution véritable. Ces problèmes d'oscillations sont particulièrement importants
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lorsqu'il s'agit de problèmes à deux phases.
Ce problème 2 phases est tiré de l'article de Gong et Mujundar[13]. Il est
analogue au problème précédent. Il s'agit d'une enceinte rectangulaire de 0.5m de
largeur (parois sud et nord) par 2m de profondeur (parois est et ouest). Cette enceinte
est remplie d'eau à 10°C. Les parois est, nord et ouest sont parfaitement isolées. La
température de la paroi sud est abaissée à —20°C au temps initial. Les propriétés du
solide et du liquide sont présentées dans le tableau 8.3.
Propriétés
k (W/m • K)
cp (J/kg • K)
P (kg/m3)
L (J/kg)
Tf (C)
solide
2.22
1762
1000.
338000
0
liquide
0.556
4226
1000.
Tableau 8.3: Propriétés physiques pour le problème 2
0.3
0.25
0.2
y (m) 0.15
0.1
0.05
0
1
-
1
1
1
1
1
1
-
1
t = 3193454s
t = 192552s
n t =
t = 5543s
0 0.1 0.2 0.3 0.4 0.5
x (m)
Figure 8.2: Évolution du front de solidification pour le problème 2
L'évolution du front de solidification est présentée sur la figure 8.2. Tout comme
le problème précédent, la solution numérique est en accord avec la solution analytique.
La discrétisation utilisée comporte moins de noeuds que celle de Gong et Mu-
jundar. La longueur moyenne des segments du maillage pour la MVFD est de 0.05m.
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Gong et Mujundar utilisent un maillage quadrangulaire avec des carrés de 0.025m de
coté. Le pas de temps utilisé de 200s est le même.
Dans leur article, Gong et Mujundar rapportent des oscillations de la tempé-
rature pour les noeuds près de la zone du changement de phase. Ces oscillations ont
une amplitude maximale près de la frontière comportant une condition de Dirichlet.
Pour les tests qu'il a effectués, Pham[18] rapporte aussi avoir ce type d'oscillations. Il
faut préciser que ces auteurs ont utilisé des méthodes de capacité thermique. Avec ces
méthodes, des oscillations dans la zone du changement de phase sont fréquentes.
La figure 8.3 présente l'évolution de la température pour un noeud adjacent à
la frontière comportant une condition de type Dirichlet. On constate que la solution
numérique ne présente aucune oscillation.
T(°C)
10
5
n
-5
-10
-15
(
\ i
\
\
i
) 100000
1
200000
t(s)
i
-
-
— —
i
300000
Figure 8.3: Evolution de la température pour un noeud adjacent à la frontière
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8.1.3 Problème 3, solidification dans un coin infini (test à une phase)
Propriétés
k (W/m • K)
cp (J/kg • K)
p (kg/m?)
L (J/kg)
Tf (C)
solide
1
1
1
1.5613
0
liquide
1
1
1
Tableau 8.4: Propriétés physiques pour le problème 3
Le problème 3 est tiré des articles de Pham[18] et Gong et Mujundar[13]. C'est le
test du coin infini dont la solution analytique, mais approximative, est présentée dans
le chapitre 2 à la page 19. Les valeurs qui caractérisent le solide et le liquide sont
présentées dans le tableau 8.4. Le domaine est un carré de 100m de coté. On utilise la
même discrétisation de base du domaine que Pham. On a des noeuds à tous les 10m.
Le pas de temps de 3s est le même que celui de Pham. Initialement, le liquide est à
la température de solidification (Tj = 0°C). Au temps initial, la température sur les
parois qui correspondent aux axes x = 0 et y = 0 est abaissée à — 1°C
Pour mesurer la précision de différents schémas numériques d'éléments finis,
Pham s'est servi du temps calculé numériquement pour que le front de solidification
atteigne le noeud sur la diagonale x — y à la position x = y — 40m. La solution appro-
ximative rapportée par Pham est de tfin = 1110s. Cependant, en utilisant la méthode
décrite dans l'article de Rathjen et Jiji[20], nous avons calculé un temps de 1130.93s.
Afin de vérifier laquelle des deux solutions est la plus précise, on a de nouveau résolu
ce problème avec la MVFD en utilisant un maillage très fin et un pas de temps de
ls. Le temps calculé numériquement est alors de tfin = 1131.4s. On a donc choisi
tfin = 1130.93s comme temps de référence.
Le tableau 8.5 (page 83) présente le temps (tfin) calculé par la MVFD et par
d'autres schémas pour un même pas de temps et une même discrétisation du domaine.
Nos résultats sont plus précis que ceux des autres méthodes. L'erreur relative varie de
2.1% à 2.3% pour les méthodes de type TD, elle est de 11% pour les méthodes HL.
L'erreur relative pour la MVFD est de 1.1%.
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Méthode
Exacte
MVFD
TD-Comini76-Corr
TD-Morgan-Corr
TD-Pham-Corr
TL-Iter
HL-Direct
HL-Comini2
temps calculé
1130.93
1118
1104
1104
1107
1107
1000
1261
Tableau 8.5: Temps de solidification pour le problème 3
Sur la figure 8.4, on présente les résultats numériques obtenus avec la MVFD et
la solution approximative de Rathjen et Jiji.
Les résultats obtenus sont en accord avec la solution approximative en tout point
du domaine.
uu
80
60
40
20
n
-
-
-
1 l i l
Solution numérique •
Solution apparoximative
-
-
V - - - - - . . .
i i i i
20 40 60
x(m)
80
t = 1118.29s
t = 493.4s
t = 60.5s
100
Figure 8.4: Évolution du front de solidification pour le problème 3
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8.1.4 Problème 4, solidification dans un coin infini (test à deux phases)
Propriétés
k
Cp
p
L
Tf
(W/m-
(J/kg•
(kg/m")
(J/kg)
(C)
K)
C)
solide
1
1
1
.25
0
liquide
1
1
1
Tableau 8.6: Propriétés physiques pour le problème 4
Figure 8.5: Maillage de base pour le problème 4
Le problème 4 est tiré de l'article de Gong et Mujundar[13]. Les propriétés du
le solide et le liquide sont présentées dans le tableau 8.6. Le domaine est un carré de
100m de coté. La discrétisation initiale de 311 noeuds du domaine n'est pas uniforme.
On présente sur la figure 8.5 le maillage de base utilisé. Le pas de temps par défaut
est At — Is. Initialement, le liquide est à une température 0.3°C. La température aux
parois correspondant aux axes x = 0 et y = 0 est abaissée à — 1°C au temps initial.
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La figure 8.6 compare les résultats numériques obtenus avec la MVFD avec la
solution analytique de Rathjen et Jiji. Les résultats numériques sont en accord avec
la solution analytique. Cependant, on peut remarquer que la position de l'interface
est en avance sur la solution approximative. Cette avance est significative près de la
diagonale x = y.
Dans la section 7.5.2. on a discuté de l'augmentation artificielle de la valeur de
la dérivée seconde (viscosité numérique artificielle). On rappelle que cette modification
de la dérivée seconde est causée par notre façon de choisir les volumes de contrôle pour
ce cas. Il est fort possible que l'erreur soit causée par cette augmentation de la valeur
de la dérivée seconde. Lorsque la valeur de la dérivée seconde augmente, le taux de
variation de la température par rapport au temps augmente. Ainsi, on augmente la
vitesse du déplacement de l'interface.
y(m)
100
80
60
40
20 -
Solution numérique
Solution approximative
t = 495.81s
* = 109.84s
t = 7.5s
20 40 60 80 100
x m
Figure 8.6: Évolution du front de solidification pour le problème 4
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interface
Raffinement
Figure 8.7: Maillage du problème 4 au temps t = 495.81s
La figure 8.7 montre le maillage au temps t = 495.81s. On voit bien les arêtes
qui correspondent à la position de l'interface. De plus, le maillage près des axes x = 0
et y = 0 illustre bien le raffinement du maillage lorsque l'on utilise la méthode de
raffinement de la section 7.5.2.
Effets du maillage sur la solution
Sur la figure 8.8 de la page 87, on présente les courbes de niveau T = 0°C
et T — 0.3°C après vingt pas de temps (t — 4s). On rappelle que pour faciliter la
résolution, les pas de temps au début de la simulation sont plus petits que le pas de
temps par défaut de ls.
On remarque ques les courbes de niveau sont parfaitement parallèles aux axes
x = 0 et y = 0. L'approximation quasi-bilinéaire de la fonction avec la méthode décrite
dans la section 7.5.2 permet d'éliminer les déformations de la solution qui sont causées
par l'approximation linéaire.
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Figure 8.8: Courbes de niveau après 20 pas de temps.
8.1.5 Problème 5, gestion de plusieurs interfaces diphasiques
Le problème 5 illustre la possibilité de gérer plus d'un front de solidification ou de fusion
dans une géométrie complexe avec la MVFD. En plus d'avoir à gérer le déplacement
de plusieurs fronts, ce problème demande de gérer la rencontre et la sortie du domaine
de plusieurs fronts de solidification.
La simulation se déroule dans l'enceinte fermée qui est illustrée sur la figure 8.9
(page 88). Les propriétés physiques sont celles de l'aluminium et sont présentées dans
le tableau 8.7 à la page 88. La température initiale est de lOOOif pour tout le domaine.
La température sur la paroi intérieure et les parois est et ouest (figure 8.9, page 88) est
abaissée à 300K au temps initial. Trois fronts de solidification sont ainsi amorcés.
Propriétés
k (W/m • K)
cp (J/kg-K)
P (kg)
L (J/kg)
Tf (K)
Solide
237.
903.
2702.
399000.
933.
Liquide
218.
1146.
2702.
Tableau 8.7: Propriétés physiques pour le problème 5
q=0
Tw=300K
q=0_
0.4m
0.8m
1.4m
1.4m
0.8m
Ti=1000K
88
Figure 8.9: Géométrie et condition au bord pour le problème 5
Les résultats obtenus sont présentés sur les figures 8.10, 8.11, 8.12 et 8.13 des
pages suivantes.
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Figure 8.10: Fronts de solidification à t = 66.06s
Figure 8.11: Fronts de solidification kt = 123.092s
La figure 8.11 présente la position des fronts de solidification lors de leur rencon-
tre à t = 123.092s. On constate que la solidification sur le coté gauche de la figure est
légèrement plus avancée que sur le coté droit. Ceci est une erreur numérique causée par
le schéma numérique ou la non symétrie du maillage. Le problème étant symétrique,
les fronts devraient se rencontrer en même temps.
La figure 8.12 montre la forme des interfaces à t = 141.259s. En l'espace de seule-
ment 18s, le liquide entre l'hexagone au centre et les parois est et ouest du périmètre
de l'enceinte a pratiquement disparu.
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Figure 8.12: Fronts de solidification à t = 141.259s
Figure 8.13: Profil de température à t = 485.453s
La figure 8.13 présente le profil de température immédiatement avant la dispari-
tion complète des interfaces. Les courbes de niveau sont à tous les 100°. On remarque
la symétrie des résultats.
Le problème 5 a permis d'illustrer qu'il est possible avec cette méthode de mail-
lage mobile de gérer les situations suivantes en 2D :
• le déplacement de plus d'une interface diphasique ;
• la rencontre d'interfaces ;
• la sortie du domaine d'une ou plusieurs interfaces.
91
8.2 Condition au bord de type Neumann
Les problèmes suivants illustrent la possibilité de simuler des problèmes de changement
de phase lorsque la condition au bord qui dirige l'évolution de la température est de
type Neumann. Pour de tels problèmes, la substance est refroidie (chauffée) pour la
solidifier (la fondre). Deux problèmes sont présentés. Le premier est un test pour
évaluer la précision de la méthode. Le deuxième problème montre qu'il est possible
avec cette méthode de maillage mobile de résoudre des problèmes où le déplacement
de l'interface est fortement influencé par le domaine de résolution.
8.2.1 Problème 6, test à une phase de solidification avec condition de flux
Ce problème est analogue au test ID effectué dans le chapitre 4 à la page 47. C'est
un test de solidification de l'aluminium dans une enceinte fermée de 0.5m de largeur
(parois sud et nord) par 1.0m de profondeur (parois est et ouest). L'aluminium liquide
est initialement à sa température de solidification (933K) et elle est refroidie sur la
paroi sud. Les trois autres parois sont parfaitement isolées. Le flux de chaleur est
de bQkW/m2. Les propriétés physiques de l'aluminium sont les mêmes que celles du
problème 5. Elles sont présentées dans le tableau 8.7 à la page 88.
La figure 8.14 compare les résultats obtenus avec la solution analytique. La
solution analytique est présentée avec des lignes continues et les résultas numériques
avec des pointillés. La solution numérique est en accord avec la solution analytique.
De plus, l'erreur ne s'accentue pas. Au temps final, l'erreur absolue maximale est de
0.0003m (1.4%). Cependant, on rappelle que cette solution analytique est une fonction
de série de puissances dont on ne connait que les premiers termes.
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Figure 8.14: Evolution du front de solidification pour le problème 6
8.2.2 Problème 7, expérimentation numérique avec condition de flux
II s'agit d'un problème de fusion dans une géométrie complexe. Celle-ci est présentée
sur la figure 8.15. L'aluminium est initialement à une température de 300K et un flux
de chaleur de —50kW (100W/m2) est ensuite appliqué sur une partie de la paroi sud.
La chaleur passe de l'extérieur vers l'intérieur du domaine et on a un réchauffement de
la paroi.
0.5m i 0.5m
0.8m
0.2m
0.5m 0.5m
Figure 8.15: Géométrie et condition aux bord pour le problème 7
Les résultats sont présentés sur les figures 8.16, 8.17, 8.18 et 8.19.
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Figure 8.16: Profil de température à t = 18372s
La solution numérique qui correspond au début de la fusion est présentée sur la
figure 8.16.
Figure 8.17: Profil de température à t = 21580s
Sur les figures 8.17, 8.18 et 8.19, on montre l'évolution de la solution au cours
de la simulation.
94
Figure 8.18: Profil de température ht — 39769s
Figure 8.19: Profil de température à t = 46117s
Sur la figure 8.19 on constate que la forme de l'interface est convexe. L'interface
est donc passée d'une forme concave a une forme convexe. Même si la forme de
l'interface évolue et se modifie, le déplacement des noeuds sur le maillage de base
permet de bien en tenir compte.
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Ce test a permis de montrer qu'il est possible avec cette méthode de maillage
mobile de :
• faire entrer au cours d'une simulation une interface diphasique dans le domaine
de résolution ;
• bien suivre le déplacement de l'interface même si la forme de celle-ci évolue et
subit des changements importants.
Il est important de préciser que ces difficultés ne sont inhérentes qu'aux méthodes de
maillage mobile, et non pas aux méthodes de maillage fixe.
Chapitre 9
Algorithme de résolution
Ce chapitre porte sur la description des étapes de l'algorithme de résolution utilisé
pour les problèmes ID et 2D.
9.1 Algorithme de résolution
Le problème solutionné est transitoire, on cherche à connaître l'évolution d'un ou de
plusieurs fronts de solidification et/ou de fusion pour un intervalle de temps [0,£/in].
Lors de chacune des résolutions du système d'équations, on choisit un pas de temps
cible. La valeur des pas de temps est cependant variable. A l'approche d'une rencontre,
le pas de temps est diminué pour permettre le rapprochement des noeuds. Lors d'une
rencontre, le pas de temps est inconnu et est traité comme une variable du système
d'équations. L'exécution d'un pas de temps se fait en plusieurs étapes que voici :
1. détermination du pas de temps et prédiction des rencontres possibles;
2. détection de l'entrée dans le domaine de l'interface;
3. préconditionnement du système d'équations ;
4. résolution du système d'équations ;
5. validation des résultats.
9.2 Résolut eur
À tous les pas de temps, on doit résoudre un système d'équations non-linéaire. Celui-ci
est résolu avec une méthode de Newton-Raphson. Le système linéaire présent dans la
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méthode de Newton-Raphson est résolu avec l'algorithme GMRES de Y. Saad et M.
Schultz[22].
La précision demandée est de 1 x 10~12 pour le résidu total. Le résidu total
est la norme euclédienne du vecteur des résidus. Si cette précision n'est pas obtenue,
mais que le résidu total est inférieure à 1 x 10~9, on accepte la solution. Dans le cas
contraire, on recommence la résolution du système d'équations avec un pas de temps
plus petit. Habituellement, une précision de 1 x 10"12 est obtenu avec le pas de temps
initialement prévu.
9.3 Prédicteur
Lors de la première étape de l'algorithme de résolution, on tente de prédire le plus
précisément possible les temps des rencontres. Lors d'une rencontre, la seule valeur
inconnue pour tous les noeuds de la rencontre est le pas de temps.
La prédiction du pas de temps nécessaire à la rencontre est effectuée en résolvant
l'équation non-linéaire correspondante. Lors de la résolution de cette équation, la seule
inconnue considérée est le pas de temps, alors que les autres variables sont fixées (pour
cette prédiction). Pour résoudre cette équation, l'algorithme de Newton est utilisé. Les
résultats obtenus sont satisfaisants. Les inversions de noeuds lors de la résolution de
tout le système d'équations sont généralement évitées. Lors d'une inversion, on doit
diminuer le pas de temps. Si on ne détecte l'inversion qu'à la fin de la résolution du
système d'équations, on doit recommencer la résolution.
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9.4 Détection de l'entrée dans le domaine de l'interface
Pour être certain que l'on ne manque pas le début d'un changement de phase sur une
partie du bord du domaine, à tous les pas de temps, on utilise un prédicteur pour vérifier
si la température d'un noeud sur le bord du domaine atteindra la température de fusion
au cours du prochain pas de temps. Pour la prédiction, on résoud numériquement
l'équation discrète au noeud considéré. La température au temps suivant est alors
posée égale à la température de fusion. On utilise donc l'algorithme suivant :
1° si la température d'un noeud se rapproche de la température de fusion
(A0 K I X 10~2), on évalue le pas de temps nécessaire pour que la température
à ce noeud atteigne la température de fusion ;
2° lorsque le pas de temps évalué en 1° est plus petit que le pas de temps cible, on
procède comme suit :
(a) on pose le pas de temps At inconnu ;
(b) la température au temps suivant (t = ti) du noeud considéré est posée égale
à la température de fusion ;
(c) l'équation pour le pas de temps est celle du noeud considéré ;
(d) on résoud tout le système d'équations avec le pas de temps en inconnu.
Le maillage est ensuite modifié pour tenir compte de l'entrée dans le domaine
de l'interface. Lors des tests effectués, cet algorithme a permis de bien débuter les
changements de phase à partir du bord du domaine.
9.5 Préconditionnement
Afin d'améliorer la convergence de l'algorithme de Newton-Raphson lors de la résolution
du système d'équations non-linéaires, on préconditionne ce système d'équations.
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Soit:
• x™ la dernière approximation de Xj ;
• fj une équation du système ;
• x = {XQ+1, Xi+l,..., xf, x?+1,..., x^) le vecteur des inconnues ;
• epsres la précision demandée pour toutes les équations ;
• maxite le nombre maximal d'itérations ;
• res le résidu total ;
• nbvariables le nombre de variables.
L'algorithme utilisé est le suivant :
nbinconnues = nbvariables
Pour n — 0, n < maxite et nbinconnues > 0
res = 0
nbinconnues — nbvariables
Pour j = 0, j < nbvariables,
fj = /,(xn+1)
res = res + fj • fj
si fj > epsres
res
n =
fin.
rn+l _ n
Xj X3
autrement
nbinconnues
fin
= \Jres
n+1
dfj
dx-
n+l\ J
Xn+1
= nbinconnues — 1
Cet algorithme est semblable à l'algorithme de Gauss-Siedel qui est utilisé pour
la résolution de systèmes linéaires.
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Lors des tests numériques, des résultats intéressants ont été obtenus en uti-
lisant cet algorithme. En fait, cet algorithme permet de faire non pas seulement du
préconditionnement, mais de résoudre le système d'équations non-linéraires. Pour les
problèmes 2D, la convergence de cet algorithme est meilleure que celle de l'algorithme
de Newton-Raphson. Habituellement, moins de 20 itérations sont nécessaires pour
résoudre des systèmes d'équations qui comportent plus de mille inconnues.
L'étape où l'on vérifie l'ordre de grandeur du résidu des équations avant de
procéder à une approximation linéaire de la solution comporte deux avantages :
• elle permet d'éviter de calculer inutilement la dérivée directionnelle de la fonction ;
• elle permet d'obtenir des résidus du même ordre de grandeur pour toutes les
équations.
On ne peut pas utiliser uniquement cet algorithme de résolution. La convergence
de celui-ci n'est pas assurée. Lorsque le système d'équations n'est pas résolu après un
nombre déterminé d'itérations, on utilise l'algorithme de Newton-Raphson pour obtenir
la précision recherchée.
9.6 Validation des résultats
Après chacune des résolutions, on vérifie la validité des résultats. Cette étape est
nécessaire car deux types d'erreurs peuvent se produire :
1. l'inversion de noeuds lorsque des noeuds sont mobiles;
2. le passage d'un noeud d'une phase à l'autre.
Ces erreurs sont causées par l'approximation linéaire des équations lors de la résolution
du système non-linéaire.
Lorsque de telles erreurs se produisent, certaines équations ne sont plus définies.
S'il y a inversion de noeuds, les dérivées sont indéfinies. S'il y a un passage d'une phase
à l'autre d'un noeud voisin à l'interface, les équations à l'interface ne sont plus définies
(la séparation entre le liquide et le solide devient indéterminée).
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Afin d'éviter que ces erreurs nuisent à la résolution du système d'équations, on
les repère en premier lieu dans l'algorithme de préconditionnement. On diminue alors
le pas de temps pour faciliter la résolution.
Lorsque l'on utilise la méthode de Newton-Raphson pour résoudre le système
d'équations, la validation se fait à la fin de la résolution. Si une erreur est repérée
dans la solution, on doit recommencer la résolution de tout le système d'équations.
Heureusement, ces erreurs se produisent habituellement lors du conditionnement. Il
est rare que l'on doive recommencer la résolution de tout le système d'équations.
Conclusion
Dans ce mémoire, on a présenté dans le contexte de l'équation de la chaleur, une
nouvelle méthode de résolution d'équations aux dérivées partielles appelée méthode
des volumes finis dirigés (MVFD). La MFVD est une méthode de volumes finis espace-
temps. Les volumes de contrôle considérés sont en espace et en temps. On a vu que
la MVFD permet le déplacement, la rencontre et l'éclatement de noeuds. On rappelle
que l'éclatement de noeuds permet au maillage de s'adapter à la solution future.
La MVFD a été utilisée pour résoudre des problèmes de changement de phase
de type Stefan. Ces problèmes sont caractérisés par le déplacement d'une frontière qui
sépare le liquide et le solide (l'interface diphasique). On a donc résolu, en ID et 2D,
l'équation aux dérivées partielles
dH(x, t)
dt -V-(fcVT(x,*)) = 0, (9.1)
ou : f pcpsT, T<Tf (solide)
\ pcpsTf + pcpl(T -Tf) + pL, T>Tf (liquide) '
avec diverses conditions au bord et initiales.
La MVFD permet le déplacement des noeuds du maillage. Afin de modéliser le
déplacement de l'interface diphasique, on a discrétisé celle-ci avec des noeuds mobiles.
De plus, pour la résolution de problèmes où la fonction T présentait une disconti-
nuité au temps initial, on a permis le déplacement d'autres noeuds. Pour connaître le
déplacement des noeuds mobiles, on a assigné une équation discrète à ces derniers.
En plus de considérer les positions nodales comme pouvant être inconnues, le
pas de temps peut lui aussi être inconnu. Le pas de temps est mis en inconnu pour
deux types de situation :
• lors de la rencontre de noeuds ;
• lorsque la température d'un noeud au bord du domaine atteint la température
de fusion (ou de solidification).
Lorsque le pas de temps était inconnu, on lui assignait une équation discrète.
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Le système d'équations discrètes résolu pouvait être constitué d'équations pour
les valeurs nodales (la température), les positions nodales et le pas de temps. Pour
résoudre ce système d'équations non-linéaire, on a utilisé un algorithme de condition-
nement en combinaison avec une méthode de Newton-Raphson. L'algorithme de con-
ditionnement utilisé permet dans bien des cas de résoudre le système d'équations plus
rapidement que la méthode de Newton-Raphson.
Divers tests numériques sont présentés. Pour des problèmes ID et 2D, on a
présenté des résultats qui ont été comparés à des solutions analytiques. Ces tests
montrent que la méthode permet d'obtenir des résultats très précis. De plus, pour
des problèmes 2D, on a comparé nos résultats avec ceux d'autres schémas numériques
de résolution. Pour une même discrétisation de base du domaine et un même pas de
temps, la MVFD a permis d'obtenir de meilleurs résultats.
On a ensuite présenté des tests originaux. Ces tests ont montré qu'il est possible
avec cette méthode de maillage mobile de considérer le déplacement, la rencontre et la
disparition de plus d'une interface diphasique.
Les tests comparatifs et les tests originaux ont permis d'illustrer que la méthode
permet d'éliminer complètement les oscillations. Ces oscillations constituent un désa-
vantage majeur des autres méthodes dites de type maillage fixe.
Bien que la méthode utilisée comporte de grands avantages, elle comporte aussi
certains désavantages. Les deux principales difficultés d'utilisation de la MVFD que
l'on a constatées sont :
• la complexité des équations de discrétisation, car on travaille dans un espace de
dimension supérieure (on ajoute la dimension du temps) ;
• la mise-en-oeuvre de librairies informatiques pour gérer les déformations du mail-
lage (particulièrement en 2D).
La formulation mathématique de la MVFD est basée sur les équations de conser-
vation de la mécanique des milieux continus. Sa formulation générale permet qu'elle soit
utilisée pour la résolution de problèmes plus complexes. Des problèmes plus généraux
où on considère la convection ainsi que des problèmes où le changement de phase a lieu
sur un intervalle de température pourront fort problablement être résolus avec cette
méthode.
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