tests are commonly used to evaluate data when one substance, such as glucose in blood serum, is determined by two different procedures. The purpose of these tests is to determine if the two procedures give significantly different results. If the statistical tests indicate that there is no significant difference in results found by two procedures, one of which may be a reliable reference procedure and the other a less laborious new procedure, then the new procedure may be substituted for the reference procedure. The statistical tests are most often performed on the differences of the results found by each procedure for each sample.
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When two procedures are shown to give significantly different results for the same analyte it is best to consider the magnitude of the mean difference, with use of a large number of paired data. If this difference does not exceed a few percent of the span of the normal range it is often possible to use the new procedure without harm, provided that it can be conclusively demonstrated that the difference is essentially constant and a new normal range, characteristic of the new procedure, is established. When two procedures are to be compared, it is most important that a wide range of specimen values be used, both normal and pathological.
If possible, the pathological values should be both above and below the normal range. Much can be learned by comparing subnormally valued specimens alone, normal range valued specimens alone and above-normal range valued specimens alone. In this way one set of data does not swamp out or compensate for another. When considering the importance of differences between two procedures it is necessary to take into account the nearness of overlapping of abnormal ranges, such as may be seen in some diseases.
In general, greater differences between two procedures may be tolerated if the normal and pathological ranges are far apart. An extreme, but common, example of this is found in those test results in microbiology and immunology that are reported simply as positive or negative. In those situations there are relatively huge differences between normal and pathological concentrations of organisms (generally zero in the normal situation) or of an antibody. Rigorous statistical treatments of clinically significant differences between methods are still not fully developed, but it is necessary that the relatively primitive mathematical tools now available be used to determine if differences are clinically significant. Any complete consideration of clinical significance must include knowledge and consideration of both normal and pathological ranges, with the possibility of there being more than one pathological range.
There The considerations given in the preceding paragraph also apply when differences between results obtained by two different methods for the determination of the same serum component are considered. Table 1 gives imaginary data for determination of glucose in several sera by two different methods, A and B. In these simple tests only the positive and negative differences are considered and both their magnitudes and the ties (zero differences such as for specimens 2 and 6) are ignored. Thus the differences +0--+0++ are considered as being +--+++.
Any group of differences, whether resulting from a control chart (where the difference is that of the found value minus the given mean) or from two different methods as in Table 1 , are treated in exactly the same manner in the sign test. Data treated as in 0,-1,0,-1,-2,-1,-2,0,-1,-1,-2,--1,-1,0,-1,0,-1,0 ,-2,+17 Tables 2 and 3 will be evaluated by the sign test. In the data of Table 2 there are 10 positive differences, nine negative differences and five ties. The ties are ignored and only the sum 19 (= 10 + 9) of positive and negative differences is considered.
The nomogram for the sign test indicates that for 19 differences there should be at least four of the rarer sign if there is no significant difference between methods or, as on a control chart, found and expected results. Because nine is greater than four it is concluded that there is no significant difference.
In the data of Table 3 there are three positive differences, 25 negative differences and five ties. Again the ties are ignored and only the 3 + 25 = 28 positive and negative differences are considered.
The nomogram for the sign test indicates that for 28 differences there should be at least eight of the rarer sign if there is no significant difference between methods or results. Because three is less than eight, it is concluded that there is a significant difference.
In general it may be concluded that when there are about equal numbers of positive and negative differences and the number of differences exceeds 30 or 40, that there is probably no significant difference between two sets of numbers. When there are less than 20 differences, the sign test result may not be reliable. In this situation the nonparametric Wilcoxon signed-rank test, especially well discussed by Natrella (4), should also be used. The run test, discussed below, may also be used.
Two examples of the effectiveness of the sign test are now given. Some imaginary data differences are shown in Table 4 . The use of Student's t-test (1, 5) would show that there is no significant difference between the two sets of data from which the differences (x = difference) of Table 4 are taken.
and i = mean value of x. Here x = 0 and for 19 differences t does not exceed 2.1 in magnitude if the differences are not significant.
If t does not exceed 1.96 with any number of tests and the distribution of the differences does not differ too much from gaussian, then it is concluded that there is no significant difference between the two sets of data. Inspection of Table 4 shows that the data do not approximate the gaussian distribution.
Just calculating t without considering the nature of the distribution of Table 4 gives the misleading result t = 0. The sign test for 13 negative differences and one positive difference (14 differences; the five ties are ignored) shows that there must be at least two values of the rarer sign. Since there is only one value of the rarer sign it is concluded from the sign test that there is a significant difference between the two sets of data from which Table 4 was taken. The erroneous conclusion from the naive use of Student's t-test that there is no significant difference is discarded. Natrella (7) has given criteria for discarding data like the +17 of Table 4 , because it is far different from any of the other x values. If +17 is discarded then t = 5.5, which indicates significant difference because it exceeds the maximum allowable value of 2.11 for the remaining 18 differences.
Examples of the use of Student's t-test and the sign test to demonstrate agreement between two procedures for the determination of calcium have been given by Gindler and King (8) .
Using an electronic counter for erythrocytes, of the type in which diluted blood streams through a fine orifice, we have found, using the sign test, that some 136,138, 138, 139, 139, 140, 142, 14, 143, 143, The run test considers the distribution of positive and negative differences; ideally both should be scattered in a random manner. For example, the sequence -----++++ is different from the sequence
the former has two runs and the latter has eight runs. By using the nomogram for the run test for these two sequences it is seen that for N1 = smaller sample size = 4 and N2 = larger. sample size = 4, the closest listed situation is N1 = N2 = 5, for which at least four runs would be expected on a random basis. The two-run situation is not random whereas the eight-run situation is random. The tworun situation may be due to some source of bias such as an unstable calibrator solution or bias in the control material. Used along with the sign test, the run test can give valuable insights into evaluation of a procedure or a control chart. In the run test the ties may be ignored.
The run test may be used in other ways, limited only by the imagination of the laboratory worker. An example is its use in situations such as the determination of sodium, in which the upper limit of the normal range (155 mmol/liter) is only about 15% greater than the lower limit (135 mmol/liter).
We shall imagine a situation in which serum was collected from 11 patients. Each specimen was divided into two tubes.
The first set of tubes was analyzed immediately. The second set of tubes was allowed to stand open during the day so that the concentration of each increased 3% because of evaporation.
The second set of tubes was then analyzed for sodium. The data are given in Table 5 in numerical order (a procedure called "ranking") with the values of the second set italicized.
In Table 5 , N1 = N2 = 11. For N1 = N2 = 11 the nomogram for the run tests shows that there should be at least eight runs if the situation is random, but there are only six runs in Table 5 , indicating that there is a difference between the two sets of data.
In practical situations the laboratory has data available that have been accumulated over many months from a particular patient population.
(Some laboratories that serve hospitals, nursing homes, and facilities that test healthy people, distinguish between their different patient populations.)
The data found on a particular day are ranked on a sheet of paper containing approximately the same number of earlier data for the particular population, with the earlier data coming from days that are known to be typical. If the run test shows a situation akin to that in Table 5 Considering the data in Table 2 , without the ties, N2 = 10, N1 = 9 and the closest situation in the nomogram is N2 = N1 = 11, for which there should be at least eight runs in the random situation.
Actually there are 11 runs, so the distribution is probably random. Table 3 , without the ties, shows N2 = 25, N1 = 3. As the nomogram does not go beyond N2 = 20 a simple method, of sufficient accuracy for most purposes is to divide the data into about two equal parts, A and B, shown in Table 6 . For convenience the ties have been omitted and the runs are separated by slanted lines.
Consideration of the data in
For part A, N2 = 12, N1 = 2, for which the closest approximation in the nomogram is N2 = 20, N1 = 2, with at least three runs necessary. For part B, N2 = 14, N1 = 1, for which the nearest approximation in the nomogram is again N2 = 20, N1 = 2, with at least three runs necessary. The run test shows that the data in Table 3 is randomly distributed. The sign test indicated bias. The two tests together indicate that the bias is probably distributed throughout the run.
The reader may wish to use the run test to demonstrate that the data in Table 4 are not randomly distributed and that there is possibly bias somewhere in the run.
Evaluation of Distribution of Test Results

Tukey's Quick Test
This test is not very rigorous. Its main purpose is to see if two sets of samples have about the same average value. Unlike simply calculating the two aver-ages, the quick test involves no arithmetic and indicates if the averages are significantly different. (A statistical test must always indicate if differences are significant.) The greatest weakness of Tukey's quick test is that it is highly dependent on the accuracy of the highest and lowest values of each set of samples and, in practice, these usually are the values most likely to be in error.
Consider the data given in Table 5 . Although they have been ranked, there is no need for ranking in Tukey's quick test. First the lowest and highest values in each set of data are found. (For convenience they may be marked by asterisks.) The first set of tubes varied between 136* and 151*, and the second set of tubes varied between 140* and 156*. We now count the number of values of the first set that lie below the lowest value of the second set and the number of values of the second set that lie above the highest value of the first set. Inspection of Table 5 shows that five values of the first set are less than 140 and five values of the second set exceed 151.
The calculated statistic for Tukey's quick test is If one set of data has both the highest and lowest values of the two sets of data then Tq = 0 and Tukey's quick test says that there is no significant difference between the averages of the two sets of data. If the lowest value of the second set of data had been 139 instead of 140 then there would be a tie between the 139 value of the first set and the 139 value of the second set. Any tied values each are assigned counts of %instead of 1.
In general, Tukey's quick test is probably of limited reliability in the clinical laboratory and will be found to be most reliable when the upper and lower limits of each set of data are not too different from the other data in the set. That is, the upper and lower limits should not be outliers (7) . The run test is less influenced by outliers than is Tukey's quick test.
Kolmogorov-Smirnov
Test
The Kolmogorov-Smirnov test determines if an observed distribution of data agrees well with the expected distribution.
Recent work indicates that it is at least as good as the older chi-square test for this purpose (9) and it has the advantage of requiring much simpler calculations.
It is gradually displacing the chi-square test, especially with smaller numbers of data. Unfortunately some books on statistics, a field that has seen many developments in the past 25 years, persist in emphasizing the older tests. The basic purpose of the calculation in the KolmogorovSmirnov test is to determine if the difference between the observed and expected cumulative distribution at any value exceeds a fraction given in a table or nomogram.
We shall use the Kolmogorov-Smirnov test here first in a rather restricted form'by only considering the difference between observed and expected cumulative distribution at the value corresponding to the midpoint of the normal range. My observations when using this test with clinical laboratory data have been that it is usually in this region where one is most likely to encounter significant differences between observed and expected distributions.
When using the Kolmogorov-Smirnov, or any other tests of distribution, all data of the run should be retained (except for erroneous values) including both normal and pathological values.
The data of Table 5 that the difference between the observed and expected cumulative distribution should not exceed 0.391 if there is no significant difference between them. Thus, at this point the Kolmogorov-Smirnov test has not detected the difference between the first and second sets of data.
It is seen that for a small number of data the Tukey quick test and sign test are more sensitive than is the Kolmogorov-Smirnov test for the detection of changes in distribution.
The sensitivity of the Kolmogorov-Smirnov test for the detection of changes in distribution increases markedly as the number of data increases, because the allowable difference between found and given cumulative distribution decreases with increase in the number of data (see nomogram).
An actual example is presented here, the data being those obtained in the determination of albumin with an SMA 12/60 AutoAnalyzer (Technicon) by use of Pierce "SpecTru BCG" bromcresol green reagent.
The samples were fasting blood sera collected in the early morning from patients who had been fasting and sleeping all night. The values found are given in Table 7 .
Inspection of these data shows that virtually no pa- As statistics is rapidly developing in our own day the laboratory workers should be alert to newer and better techniques. Although the sign test is about two centuries old, the other nonparametric procedures discussed here were developed in the twentieth century.
The methods given here may be used to study population variables. For example, a population eating a low-protein diet, such as homeless men, can easily be shown to have significantly lowered serum urea nitrogen concentration, when compared with a population of well-fed men in the same area. This, in turn, can lead to a more realistic medical interpretation of the data.
