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Abstract
We study information theoretic geometry in time dependent quantum me-
chanical systems. First, we discuss global properties of the parameter
manifold for two level systems exemplified by i) Rabi oscillations and ii)
quenching dynamics of the XY spin chain in a transverse magnetic field,
when driven across anisotropic criticality. Next, we comment upon the
nature of the geometric phase from classical holonomy analyses of such
parameter manifolds. In the context of the transverse XY model in the
thermodynamic limit, our results are in contradiction to those in the exist-
ing literature, and we argue why the issue deserves a more careful analysis.
Finally, we speculate on a novel geometric phase in the model, when driven
across a quantum critical line.
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1
1 Introduction
Geometric notions often provide new insights into physical systems - one of the
most profound examples being the adiabatic Berry phase [1] or the more general
geometric phase [2], [3], in time dependent quantum systems. These phases,
which are experimentally measurable, arise over and above the dynamical phase
in quantum mechanics, due to the fact that the parameter space (typically, the
space of coupling constants) of a quantum system may be curved, and can be
attributed to the holonomy arising out of such a curvature.
Ever since the discovery of the Berry phase more than three decades back,
a lot of attention has been paid to such geometrical aspects in physics and the
literature on the subject is, by now, vast. As is standard in the literature, this
will be refereed to as information theoretic geometry (IG) in sequel, and the space
of parameters as the parameter manifold (PM). Typical studies of IG consist of
constructing a Riemannian metric on the parameter manifold [4]. As is also well
known, this is a pullback of the Fubini-Study metric on a projective Hilbert space.
In this paper, we focus on two aspects of the IG of time dependent quantum
mechanical systems.1 First, we study the global nature of the parameter manifold
in such time dependent situations. Here, we mostly consider two level systems,
and consider a PM that consists of time and one coupling constant. IG for these
systems is expected to be spherical, as the geometry is captured by the Bloch
sphere. This is indeed the case for single particle systems, but we show that for
many body systems that undergo phase transitions, the situation is different. In
particular, we consider the transverse XY spin chain, undergoing an anisotropic
quantum quench, and show that the parameter manifold is spherical everywhere
except at critical points.
The second aspect of IG that we study in this paper concerns the holonomy
of the PM for many body quantum systems. In particular, we ask what the
“classical holonomy” (as measured by a classical spin) of the PM teaches us
about the Berry phase or geometric phase of such a system. In simple cases (for
example in spin-j systems in a rotating magnetic field) this is well known. Here,
we ask the same question for a many body quantum systems, in particular the
transverse XY spin chain. We find that for this example, the two exhibit similar
features and captures the same information about quantum phase transitions.
Importantly, contrasting the classical holonomy of the transverse XY spin
chain with its quantum counterpart in the thermodynamic limit, we encounter a
contradiction with results in the existing literature [6], and point out its possible
resolution. Our computations here point to the fact that the Berry phase for this
model deserves more careful analysis. Finally, in the context of the same model,
we speculate on the possibility of a novel geometric phase from a purely classical
analysis.
In the rest of the paper, we elaborate upon the points mentioned above.
1Serval aspects of IG in the context of many body quantum systems have been studied by
us earlier, see, e.g [5].
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2 Information Geometry and Time Dependent
Quantum Systems
We first briefly review the results of [4], where the metric on the parameter
manifold of quantum systems was constructed. This is the construction of a
quantum geometric tensor, whose real part is the Riemann metric on the PM.
The main idea is to consider two quantum states, infinitesimally separated in the
parameters, and construct the quantity
|ψ (q + dq)− ψ (q) |2 = 〈∂iψ|∂jψ〉dqidqj = αijdqidqj , (1)
where qi (collectively denoted as q) are the parameters (or coupling constants),
and ∂i ≡ ∂/∂qi. It can be checked that αijs are not gauge invariant. In order to
overcome this, another second order tensor is introduced :
gij = αij − βiβj ; βi = −i〈ψ (q) |∂iψ (q)〉 . (2)
This is a meaningful gauge invariant quantity, and the real part of gij specify
a metric on the parameter manifold, which is induced from the structure of the
Hilbert space. Following [7], we will briefly elaborate on this, for completeness.
To describe IG, given a (complex) Hilbert space H of normalised vectors, one
constructs a projective Hilbert space P(H) which is a manifold of rays, i.e vectors
in H that differ by a phase factor are considered equivalent. P(H) admits a com-
plex valued quantum geometric tensor, whose real part is the Riemannian metric
on P(H), and the metric on the PM of eq.(1) is its pull back. Mathematically,
this can be seen as follows. If we consider two infinitesimally separated (pure)
states |ψ〉 and |ψ+δψ〉 in the projective Hilbert space, the Fubini-Study distance
is ds = cos−1 |〈ψ|ψ + δψ〉|. This can be expanded as ds2 = 2(1 − |〈ψ|ψ + δψ〉|),
and upon Taylor expanding |ψ + δψ〉, and using the pull back δ|ψ〉 = ∂i|ψ〉dqi,
one obtains the metric of eq.(1). This metric is positive definite and gives rise
to a Riemannian structure via a line element ds2 =
∑
i,j gijdq
idqj. Note that if
time is taken to be a parameter of the system, the definition of energy operator2
E = i∂/∂t implies from eq.(1) and eq.(2) that gtt = (∆E)
2, where ∆E is the
energy uncertainty. This is of course the same result derived in [3].
2.1 Information Geometry and Two Level Systems
We now turn to two-level systems that will be our main interest here. In the
interaction picture, a general state ket is represented as
|ψ(t)〉 = c1(t)|e1〉+ c2(t)|e2〉 , (3)
where |e1〉 and |e2〉 are the base kets for the time-independent problem, and the
time dependent coefficients c1(t) and c2(t) can also be functions of the other cou-
pling constants of the theory. Then, if there is one such coupling constant apart
2We will set ~ = 1 throughout this paper.
2
from time, using eq.(3) in eq.(2), we arrive at the components of the geometric
tensor on the PM :
g00 = c˙1c˙
∗
1 + c˙2c˙
∗
2 + (c˙1c
∗
1 + c˙2c
∗
2)
2 ,
g01 = c˙
∗
1c
′
1 + c˙
∗
2c
′
2 + (c
∗
1c˙1 + c
∗
2c˙2) (c
∗
1c
′
1 + c
∗
2c
′
2) = g10 ,
g11 = c
′
1c
∗′
1 + c
′
2c
∗′
2 + (c
′
1c
∗
1 + c
′
2c
∗
2)
2
. (4)
Here, to make the notation uniform, we have used the symbol 0 for time and
1 for the other coordinate (coupling constant) and the dot and prime denote
derivatives with respect to these, respectively. It is also to be noted that the real
parts of the components of the tensor of eq.(4) is the metric tensor.
For two level systems, IG might seem somewhat obvious. This is roughly
because the geometry of the space is the Bloch sphere, which for the two dimen-
sional Hilbert space that we have in mind, is simply the complex projective space
CP1. The metric of eq.(4), should thus be simply the spherical metric (in a possi-
bly complicated set of coordinates). This is indeed true, except for systems that
exhibit phase transitions. Our purpose here would be to contrast features of such
systems with simpler ones. We therefore recapitulate a few simple situations,
before we study a many body system in the next subsection.
To set the stage, let us consider non-adiabatic evolution of a spin 1/2 particle
in a magnetic field with frequency ω. We refer the reader to [8] for details, where
this system was first solved, and it was shown that in an appropriate body-fixed
coordinate system, for cyclic non-adiabatic evolution, the energy eigenkets for
spin j are given by
|ψm〉 = e−iEmt
∑
n
djnm(α)e
−inωt|j, n〉 , (5)
where djnm(α) denotes the Wigner d-function of rank j, Em is the energy eigen-
value for the m th state in the time-independent problem, and m can take on any
of the 2j + 1 values. Here, α is related to the the polar angle θ (the direction of
the magnetic field) by a complicated formula (equations (11.c) and (11.d) of [8])
which we do not reproduce here for brevity. It is easy to check that for spin half
particles, eq.(2) gives a spherical metric, ds2 = (1/4)(dα2 + ω2 sin2 αdt2), with
the identification φ = ωt.
Now we consider a two-state system with the Hamiltonian (with real γ)
H = E1|e1〉〈e1|+ E2|e2〉〈e2|+ γeiωt|e1〉〈e2|+ h.c . (6)
This is the Rabi problem, and is exactly solvable [9]. One obtains, with boundary
condition c1(0) = 1, i.e with the system being initially in the sate |e1〉, and
denoting ∆ = ω − (E2 −E1) (with E2 > E1), |ψ(t)〉 = c1(t)|e1〉+ c2(t)|e2〉 where
c1(t) = e
i∆t
2
[
cos
(
t
2
√
α
)
− i∆√
α
sin
(
t
2
√
α
)]
, c2(t) = −2iγ√
α
e−
1
2
i∆t sin
(
t
2
√
α
)
.
(7)
Here we have denoted α = 4γ2+∆2. We can now work out the IG of the system,
by putting the above solution in eq.(4). The two coordinates are taken to be t and
3
γ, which are denoted by 0 and 1 respectively, following our convention outlined
before. ∆ is taken to be fixed. We list the metric components below :
g00 =
γ2
α2
[
16γ4 + 2γ2∆2 +∆4 − 2γ2∆2 (cos 2τ − 4 cos τ)] ,
g01 =
1
α3
[
16αγ5t + γ∆2
(√
α sin τ
(
8γ2 +∆2 − 4γ2 cos τ)+ 4αγ2t cos τ)] ,
g11 =
2
α3
[
3γ2∆2 +∆4 + 8τ 2γ4 +∆2
(
γ2 (4τ sin τ + cos 2τ)− α cos τ)] , (8)
where we have defined τ ≡ t√α. It can be checked that g00 has oscillatory
behaviour, with its maxima and minima coinciding with those of the probabilities
obtained from eq.(7). The scalar curvature of the PM can be computed from a
standard formula in differential geometry 3 and is expectedly a positive constant
(with our units, R = 8). This indicates that the parameter manifold is spherical,
as before. Of course, the complicated nature of the metric of eq.(8) makes it
difficult to cast it into a manifestly spherical form. This is however not a problem,
since the scalar curvature is invariant under coordinate transformations.
Let us point out a few important features that we will use in our analysis
of the next subsection. First, we consider the limit ∆ → 0, i.e the system is at
resonance. In this limit, from eq.(8), we find that g00 = γ
2, g01 = tγ, g11 = t
2.
It might thus seem that the information metric becomes undefined in this limit,
since the determinant of the metric vanishes. However, a careful calculation of
the scalar curvature, where the limit is taken at the end, reveals that this is still
R = 8. Next, we consider the limit γ → 0. This case is the limit of no interaction,
i.e the system remains in the initial state at t = 0. We expect that g00 should be
zero in this case, as the system is in an energy eigenstate and ∆E = 0. One can
check that this is indeed the case, and that g01 equals zero as well in this limit,
while g11 = (2/∆
2)(1 − cos(t∆)). However, the scalar curvature is R = 8, when
the limit is taken at the end.
It is also interesting to compute the geometric phase for the system when it
goes through one full cycle. We will review this in some details in the beginning
of the next section. For the time being, let us note that in our case, the geometric
phase can be obtained as β = −i ∫ T
0
〈ψ(t)|∂0|ψ(t)〉dt where T = 4π/
√
α, and a
simple calculation reveals
β = − 8πγ
2∆
(4γ2 +∆2)3/2
. (9)
3For a two dimensional manifold with coordinates (x, y), the scalar curvature is (g is the
determinant of the metric tensor)
R =
1
g
[
∂x
(
gxy
gxxg
∂ygxx − 1
g
∂xgyy
)
+ ∂y
(
2
g
∂xgxy − 1
g
∂ygxx − gxy
gxxg
∂xgxx
)]
.
In the sign convention used here, the curvature of the two sphere is positive.
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2.2 Information Geometry and a Quantum Quench
We will now move on to study the more interesting example of the IG of a many
body system, the transverse XY spin chain. Various aspects of this model have
been studied in details over the last many decades, starting from [10], and we
will only recapitulate the salient features that are required for our analysis. The
model is described by the Hamiltonian
H = −1
2
∑
n
(
Jxσ
x
i σ
x
i+1 + Jyσ
y
i σ
y
i+1 + hσ
z
i
)
. (10)
Here, Jx and Jy measure the anisotropy in the x and y directions, ~σ denotes
the Pauli spin matrices, and h is the transverse magnetic field. The Hamilto-
nian can be diagonalised by a series of Jordan-Wigner, Fourier and Bogoliubov
transformations, and decouples in the momentum representation into as a sum
H =
∑
⊕k>0Hk, where k denotes the k’th momentum mode, and Hk operates on
a four-dimensional Hilbert space spanned by |0〉, | ± k〉 and |k,−k〉. The gap in
the energy spectrum is given by
ǫk =
[
(h+ cos k (Jx + Jy))
2 + sin2 k (Jx − Jy) 2
]1/2
. (11)
The energy gap closes at h = ∓(Jx+Jy) for k = 0, π, signalling a quantum phase
transition from a paramagnetic to a ferromagnetically ordered phase, dubbed as
the Ising transition in the literature. Further, for Jx = Jy, the energy gap closes
for k = cos−1(−h/2Jx), and this is known as the anisotropic transition.
Our interest would be in understanding the IG of this model when it undergoes
a quench i.e, is driven across a critical point. Quenching dynamics was studied
in this model for transverse quench in [11] and for anisotropic quench in [12].
The essential idea here is that since | ± k〉 are eigenstates of Hk, one makes Hk a
function of time (by appropriately making some of the coupling constants linearly
time dependent), and projects it onto the subspace spanned by |0〉, |k,−k〉. The
resulting Schrodinger equation is then seen to be identical to a Landau-Zener
problem with an avoided crossing [11], [12].
Here we will focus on the anisotropic quenching scheme of [12], and set
Jx = t/τ , with τ being a time scale, which we will set to unity for numerical
convenience. From our discussion earlier, this choice of Jx corresponds to driving
the system through the anisotropic transition line Jx = Jy. In order to compute
the information metric at late times, one has to essentially solve a time dependent
two-state problem in the basis |eik〉, i = 1, 2 where the basis vectors are suitable
linear combinations of the vectors |0〉 and |k,−k〉. Writing a general state vec-
tor |ψk(t)〉 = c1(t)|e1k〉 + c2(t)|e2k〉, the resulting Schrodinger equation (eq.(12)
of [12]), can be solved in terms of Weber functions (see section titled “Landau
Zener Theory.” in [13]) for late times. The solutions can then be used in eq.(4)
to compute the metric at such times, with coordinates (t, Jy). The expressions
for the metric, which involve the derivatives of Weber functions are very cumber-
some and will not attempt to reproduce them here. Rather, we focus on some
salient physical features of our results via a graphical analysis. Throughout the
following, we will set the transverse field h = 0.5. Importantly, we remember that
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Figure 1: g00(t) as a function of k for
various values of Jy. See text for details.
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Figure 2: g00(t) as a function of t for
various values of k. See text for details.
we are not taking the strict t → ∞ limit as is usual in Landau-Zener problems.
Rather, we use the asymptotic expansions of Weber functions [13] for large times.
In fig.(1), we have shown the behaviour of the metric component g00(t) for
t = 103 (we remember to choose a large time compared to the time scale τ
that we have set to unity) as a function of the momentum k. The solid blue
line corresponds to Jy = 0.5 and the dashed red line to Jy = 1. In both the
cases, we find that g00(t) is positive everywhere except for k = cos
−1(−h/(2Jy)
where it reaches zero. This corresponds to the fact that at this value of the
wave vector, there is a quantum phase transition, and the energy gap of eq.(11)
closes, indicating non-adiabaticity. In fig.(2), we have shown the the behaviour
of g00(t) for a fixed value of k = π/4 (solid red) and k = π/6 (dotted blue) for
large times, where, for both we have chosen Jy = h = 0.5. The inset shows the
time evolution of this metric component for k = cos−1(−0.5). We see that g00(t)
rapidly oscillates and time averages to zero.
There are three important remarks that we make at this stage. First, note
that g00(t) should be real, by definition (it is the square of the energy uncertainty
and is positive definite). For single particle two level systems considered in the
beginning of this section, it can be checked that g00 is manifestly real. Here, we
find that the imaginary part of g00(t) is not identically zero, but time averages
to zero for all values of the wave vector k.
Secondly, as a function of k, the determinant of the information metric is
positive definite everywhere except at k = cos−1(−h/2Jy) where it is zero at all
times. At this value of k, g00(t) is also zero for all times, and this is related
to the fact that for this value of the momentum, the probability of finding the
system (which initially started in the state |e1k〉) in state |e2k〉 is unity (see eq.(13)
of [12]), i.e the system is in a definite energy eigenstate and g00(t) = (∆E)
2 = 0.
We had encountered such a situation in the two state oscillatory model of the
last subsection, where g00 vanished in the limit that the coupling constant went
to zero, and we saw that in spite of the fact that the metric was seemingly
degenerate, the scalar curvature there was well defined in the limit. Here, on the
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other hand, for k = cos−1(−h/2Jy), we find that the R becomes indeterminate.
It can also be checked that excepting for this value of k, the scalar curvature
evaluates to R = 8 everywhere, indicating that the PM is spherical.
This last remark deserves attention. Indeed, in our previous examples (spin
in a rotating magnetic field or Rabi oscillations), we had a manifestly periodic
system, one which came back to itself after a given time. In the present case,
this is not true. So the notion of a spherical PM needs to be explained. In this
context, we note that the metric on the PM for single spin systems can be written
in terms of a periodic coordinate φ or, equivalently, an “increasing” coordinate t
(see discussion following eq.(5)). The important point is that for a periodic PM,
some of the components of the metric tensor should show periodic (i.e oscillatory)
behaviour. Here, we find that while g00 (when non-zero) is a strictly increasing
function of time (see fig.(2)), g01 and g11 show rapidly oscillatory behaviour with
time which does not average to zero for large times. Hence, there is an effective
angular variable on the PM due to which it shows spherical nature. As in the
case of Rabi oscillations, it is difficult to find a manifestly spherical form of
the metric, but the scalar curvature captures the essential information about the
global structure of the PM, independent of the specific coordinates used. Because
of the spherical nature of the manifold, this system also develops a geometric
phase. However, it is difficult to identify the exact time period of oscillations and
we will not comment upon this issue further.
2.3 Summary of Section 2
We now briefly summarize the main results of this section. Here we have consid-
ered IG for time dependent systems, focusing on two-level systems. Expectedly,
the geometry of the PM is spherical for single particle systems. For the transverse
XY spin chain, we constructed the IG for the Hamiltonian projected on a two
level system, the situation describing a quantum quench across a critical line.
Here, we found that the PM is spherical except for a single value of the wave
vector, where a quantum phase transition occurs. We contrasted the situation
in this latter case with the simpler example of single particle systems. The main
conclusion here is that IG captures the information about phase transition, even
in time dependent situations, and is spherical even in non periodic systems.
3 Classical vs Quantum Holonomy of the Pa-
rameter Manifold
Having elucidated the nature of the PM in some details, we now ask the fol-
lowing question : what does the classical holonomy of the PM teach us about
the geometric phase of the system. By classical, we mean the angle by which a
classical vector differs from itself after taken around a closed loop in a curved
manifold. This is closely related to, but not equal to the quantum holonomy or
the geometric phase, which is obtained by solving a time dependent Schrodinger
equation. Let us start by illustrating this with the example of the two-sphere.
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3.1 Classical Holonomy on the Sphere
Computing the classical holonomy on a two sphere is a textbook problem, and
can be found in introductory treatises on geometry (see, e.g problem 7.16, Page
45 of [14]) which we now briefly recapitulate. Here, one starts by parallel trans-
porting a vector along a sphere and compares it with the original vector upon
coming back to the starting point. Let us say that we parallel transport a
vector V α, α = (θ, φ), along a small circle on the two-sphere (the polar an-
gle θ = constant). The condition for parallel transport means that the co-
variant derivative of the vector along the curve is zero, which mathematically
boils down to ∂φV
α + ΓαµφA
µ = 0, where the Christoffel symbol are defined by
2Γαµβ = g
αγ(gγµ,β + gγβ,µ − gµβ,γ). For the two-sphere, there are only two non-
vanishing Christoffel symbols, and inserting them in the geodesic equation, one
obtains the set of equations ∂φV
φ = − cot θ V θ and ∂φV θ = sin θ cos θ V φ. This
set of equations can be solved to obtain V α as a function of the coordinates
(θ, φ), with appropriate boundary conditions. If we initially started with the vec-
tor θˆ, i.e Aα = (1, 0)T , then after parallel transporting by an angle 2π, we obtain
Aα = (cos(2π cos θ),− sin(2π cos θ)/ sin θ)T .
In order to make the connection with quantum mechanics more apparent,
one usually complexifies the basis of unit vectors [1]. For example, if we started
with a normalised initial vector (at φ = 0) as V α = θˆ + iφˆ ≡ (1, i/ sin θ)T ,
then it is not difficult to see that after a rotation by 2π, the resulting vector
is eiβc(1, i/ sin θ)T , with βc = 2π cos θ, the classical phase angle. A quantum
mechanical computation by solving the time dependent Schrodinger equation on
the other hand yields for a spin 1/2 particle, the Berry phase β = −π(1∓ cos θ)
with the ∓ sign corresponding to the up and down states, respectively. For non-
adiabatic evolution, an entirely similar result holds, with θ replaced by α, in the
notation following the discussion of eq.(5). The classical phase βc is thus closely
related to the Berry phase or the geometric phase. In generic cases therefore, we
expect that the classical holonomy of the PM, determined by the metric of eq.(2)
should give us useful information about the geometric phase.
3.2 Holonomy for theTransverse XY Spin Chain
We now discuss the classical holonomy of the PM of the transverse XY spin chain
encountered in section 2.2, in the thermodynamic limit. Let us first review the
geometry of the system as seen by its ground state [15]. Geometric phases in
the XY spin chain is studied by introducing an additional parameter φ, which
corresponds to rotation of all the spins simultaneously, about a z-axis. This
transformation does not affect the energy spectrum of the model, and the critical
lines are the same as the model discussed in section 2.2. Once the Hamiltonian
of eq.(10) is suitably modified [15], and the ground state is obtained, the metric
on the PM can be found by standard complex analysis techniques, in the ther-
modynamic limit. It is more convenient here to define a new set of parameters,
Jx = (1 + γ)J/2, Jy = (1 − γ)J/2, and set the overall scale J = 1. Then, the
coordinates on the three dimensional PM are (h, γ, φ). We first record the ex-
pressions for the components of the metric tensor (eq.(41) of [15]) in terms of
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these coordinates :
ghh =
1
16
1
|γ| (1− h2) , gγγ =
1
16
1
|γ| (1 + |γ|)2 , gφφ =
1
8
|γ|
(1 + |γ|) (12)
For the time being, let us restrict ourselves to the case γ > 0. To study classical
holonomy in the PM defined by the metric of eq.(12), let us first consider the
h − φ plane. By using a coordinate transformation h = cosα, it is easy to see
that the h− φ plane is flat. In fact, it is cylindrical in shape, as shown in section
1D of [15]. There is thus no curvature in this plane, and we can thus conclude
that the ground state does not pick up any geometric phase factor in the h − φ
plane.
The situation is more interesting in the γ − φ plane. The line element, upon
a coordinate transformation γ = tan2 θ becomes
ds2 =
1
16
dγ2
γ (1 + γ)2
+
1
8
γdφ2
(1 + γ)
≡ 1
4
(
dθ2 +
sin2 θ
2
dφ2
)
(13)
The second equality implies that the metric is somewhat different from that of
a two-sphere. To glean more insight into this, we note that for small values of
θ, ds2 = dθ2 + (θ/
√
2)2dφ2, which resembles the standard metric of a conical
defect with deficit angle 2π
(
1− 1/√2).4 In any case, this is an indication that
a singularity develops at tip, where θ = γ = 0 (this has also been reported in
the analysis in section 1-D (in particular, figure 3) of [15]). The scalar curvature
calculated from this metric also shows a delta function singularity at γ = 0. The
upshot of the previous discussion is that the classical holonomy in the γ − φ
plane is now given by βc = 2π cos θ/(
√
2) (since φ now runs up to 2π/
√
2 rather
than 2π) which equals 2π/
√
2(1 + γ) (since γ = tan2 θ). In the general case
where γ is allowed to be negative, this is more appropriately replaced by βc =
2π/
√
2(1 + |γ|). This last fact can be checked by a first principles calculation
outlined in subsection 3.1.
To summarise, we see that the classical holonomy for the PM of the transverse
XY spin chain indicates that this should be independent of the transverse field h,
in the region |h| < 1, in the thermodynamic limit. This seems to be an important
feature that we expect to carry over to the geometric phase as well. This last
statement is however in contradiction to results appearing in the literature where
it has been reported that the Berry phase does depend on h in the region |h| < 1
(see figure 1(a) of [6]).
We will now seek to resolve this puzzle. First we note that the Berry phase
4This is related to the fact that for small γ, the Hamiltonian for the model can be cast into
a real form, and its eigenvalues show a conical intersection [16], [17].
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Figure 3: Berry Phase for the transverse XY spin chain for different values of γ.
See text for details.
for the XY spin chain was obtained in [16] 5. The result is 6 :
β = −i
∫ pi
0
〈g|∂φg〉dφ = π
N
∑
k>0
(1− cos θk) , (14)
with N specifying the lattice size, and tan θk = γ sin xk/(h − cosxk), with xk =
2πk/L, L = 2N + 1. In the thermodynamic limit N → ∞, one can replace
xk by a continuous variable x, and the summation by an integration,
∑N
k=1 →
L/(2π)
∫ pi
0
dx. Then, in this limit, the Berry phase is obtained as
β
L
=
1
2
∫ pi
0
(1− cos θk)dx . (15)
Now, from the definition of θk, we obtain
cos θk =
[
(h− cos x)2
(h− cosx)2 + γ2 sin2 x
]1/2
. (16)
The expression used in [6] (in which the Berry phase depends non trivially on h
in the region |h| < 1), on the other hand reads
cos θk =
cos x− h[
(h− cosx)2 + γ2 sin2 x] 12 . (17)
5As we have just mentioned, from a geometric analysis of the PM, we get 0 < φ < pi/
√
2.
Whether this modification needs to be made in the definition of the Berry phase seems to be a
subtle issue which we will ignore at the moment.
6in [6], [16], the angle of rotation of the spins about the z-axis is taken to be twice that
of [15]. This will not affect the following discussion.
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That these two expressions do not yield the same result upon integration from 0
to π is easily seen (one can simply note that
∫ pi
0
√
cos2 xdx 6= ∫ pi
0
cosxdx). Specif-
ically, the natural definition of θk arises via the relation tan θk = γ sin xk/(h −
cosxk). This allows the range −π/2 < θk < π/2, in which cos θk is always posi-
tive. However, cos θk defined from eq.(17) is allowed to be negative, and θk here
is in the range 0 < θk < π. Mathematically, this is the difference between the
two definitions and as we show below, θk computed from eq.(16) yields results
consistent with the classical holonomy analysis.
To see this, we use eq.(16) to numerically compute the quantity β/L, for
different values of γ. The results of the numerical integration are depicted in
fig.(3), where the solid blue, dashed red and dotted black lines correspond to the
values γ = 0.1, 0.3 and 0.5, respectively. It is clearly seen that the Berry phase
does not depend on h in the range |h| < 1.
There are a few issues that need to be addressed here. First of all, the be-
haviour of the Berry Phase at γ → 0 (the XX model limit). In this case, the
classical holonomy βc = 2π/
√
2. The factor of
√
2 indicates that the holonomy
is non-zero even for small γ. In the quantum case, this issue has been discussed
in [16], [6]. From eq.(16), we see that for small γ, there is always a solution
x = cos−1(h) that makes θk = π/2, and hence the Berry phase is non-trivial even
in this limit. Also, it is interesting to look at the Berry phase as a function of
the anisotropy parameter. We find here that as a function of γ, the derivative
dβ/dγ suffers a discontinuity at γ = 0. This might be an important issue for
future investigation.
Further, our analysis indicates that the derivative dβ/dh is zero everywhere
in |h| < 1, in contrast to the result of [6]. In the region |h| > 1, this derivative
diverges close to |h| = 1+. We should mention here that in the region |h| >
1, the classical holonomy becomes somewhat complicated. This is because the
parameter manifold is now three dimensional, and from the metric given in eq.(41)
of [15], it can be seen that there exists non-trivial classical holonomy both in the
h− φ and the γ − φ planes (in contrast to the case |h| < 1, where the holonomy
in the h − φ plane was trivial). We computed the derivative dβc/dh for both
these planes, and found that while on the h− φ plane, dβc/dh ∼ (h− 1)−1/2 for
h → 1+, it becomes a constant in the γ − φ plane. It is difficult to relate this
to the divergence of dβ/dh for |h| > 1. The exact nature of this divergence, its
critical exponent and its relation with the universality of the XY model is an
interesting issue and will be addressed in a future work [18].
3.3 A Novel Geometric Phase in the Transverse XYModel
In the previous subsection, we studied the Berry phase associated with the trans-
verse XY model. Here, we briefly comment on the classical holonomy of a different
type in the same model. Specifically, we compute the holonomy for the model in
the h − γ plane, as shown in fig.(4) for two different paths. The novelty of this
computation is that one of the paths cross a critical line, rather than encircle a
critical point.
In the path labeled “A,” the coupling constants are varied so that the system
never crosses a critical point. For the path labeled “B,” the system crosses the
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Path B
Path A
0.5 1.0 1.5 2.0
h
-1.0
-0.5
0.5
1.0
Γ
Figure 4: Two different closed paths in the h− γ plane. See text for details.
critical line at γ = 0. Importantly, all the path segments are parallel to either the
h axis or the γ axis. Say path “A” consists of varying the magnetic field h between
h1 and h2 (h2 > h1, and the anisotropy parameter from γ1 and γ2, γ2 > γ1. In this
region, γ > 0 and the line element reads ds2 = ghhdh
2+ gγγdγ
2, with ghh and gγγ
given from eq.(12). It is convenient to first perform a coordinate transformation
h = sin(h˜), so that the line element simplifies to ds2 = gh˜h˜dh˜
2 + gγγdγ
2, with
gh˜h˜dh˜ = 1/(16γ). Note that −π/2 < h˜ < π/2. Now by a slight abuse of notation
(and in order not to clutter the presentation), we will proceed by calling h˜ as h.
Let us first record the expressions for the non-zero Christoffel symbols :
Γhγh = Γ
h
hγ = −
1
2γ
, Γγγγ = −
1 + 3γ
2γ(1 + γ)
, Γγhh =
(1 + γ)2
2γ
. (18)
Now, on this PM, we consider parallel transporting a vector with components
(V h, V φ)T , for a fixed γ = γ1 > 0. As in the case of the two sphere discussed in
subsection (3.1), this gives rise to the set of coupled equations
∂hV
γ =
(1 + γ1)
2
2γ1
V h, ∂hV
h = − 1
2γ2
V γ , (19)
which can be solved in terms of two unknown coefficients which can in turn be
determined from initial conditions. The calculation is straightforward, and we will
not belabour the details here. We only state the final result that if we had started
from a complexified normalised vector V αi = (4/
√
2(1 + γ1)
√
γ1, 4i
√
γ1/
√
2)T ,
then the vector, after parallel transport from (h1, γ1) to (h2, γ1) is given by V
′α
i =
e−iδ(h2−h1)V αi , with δ = (1 + γ1)/(2γ1).
An entirely similar exercise can be carried out for the sequence (h2, γ1) →
(h2, γ2) → (h1, γ2) and finally back to the original point (h1, γ1) depicted as path
“A” in fig.(4). We find that the final vector V αf , after the closed loop is traversed,
is now related to the initial vector by
V αf = e
iβcV αi , βc =
(h2 − h1)
2
(
1
γ2
− 1
γ1
)
(20)
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For path “B,” the computation is similar, but needs a little more work. Here,
the non-zero Christoffel symbols are given by
Γhγh = Γ
h
hγ = −
Θ(γ)
|γ| +
1
2|γ| , Γ
γ
γγ = −
1 + 3|γ|
|γ|(1 + |γ|)Θ(γ) +
1 + 3|γ|
2|γ|(1 + |γ|) ,
Γγhh =
(1 + |γ|)2
|γ| Θ(γ)−
(1 + |γ|)2
2|γ| . (21)
where Θ(γ) is the step function which is unity for γ > 0 and equals zero for
γ < 0. We compute the classical holonomy around a path (h1,−γ1) → (h2,−γ1)
→ (h2, γ2) → (h1, γ2) and back to (h1,−γ1) depicted as path “B” in fig.(4).
Again, denoting a normalised initial vector by V αi , a straightforward but some-
what lengthy computation yields the final vector and hence the classical phase
as
V αf = e
iβcV αi , βc =
(h2 − h1)
2
(
2 +
1
γ2
+
1
γ1
)
. (22)
A few comments about the two results of eq.(20) and (22) are in order. In the
former, if we set h1 → h2, i.e h2 − h1 = ∆, where ∆ is a small number, and
further set γ1 − γ2 ∼ O(∆), the classical phase βc ∼ O(∆2). In the latter case,
setting γ1 → −γ2 as appropriate (we took one of the values of γ to be negative),
we obtain βc ∼ O(∆). This points to the difference between the classical phases
as the curves are shrunk to small size, in the case where the loop does not enclose
critical points and in the case that it does.
We however note that there is a qualitative difference between this case and
the one considered in [19]. In that paper, it was shown that the Berry phase
on a non-contractible curve (i.e one that encircles a quantum critical point) is
an indicator of quantum phase transitions. Here what we have considered is a
curve that on the other hand passes through a critical line. The discussion in the
previous paragraph indicates that in this case, the classical phase can be made
arbitrarily small, and one can expect a similar result in the geometric phase as
well.
Admittedly, the above was a computation of the classical holonomy of the
transverse XY spin chain in the h− γ plane. However, we believe that as in the
examples considered in this section, the broad features of this analysis should be
related to the geometric phase when one considers an appropriate time dependent
Schrodinger equation. In the quantum case, such a situation would involve non-
adiabatic evolution as the system is driven through a critical line. It would be
interesting to study this further.
3.4 Summary of Section 3
We will now briefly summarise the main results of this section. We set out by
asking what we can learn about the Berry phase (and in general the geometric
phase) from the classical holonomy calculation on the PM of many body quantum
systems. This is important, as in general, the classical computation can yield
analytic results for sufficiently simple PMs. We took the example of the transverse
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XY spin chain model, and found some interesting predictions from the classical
viewpoint, which we confirmed by a first principles calculation from the quantum
many body ground state. We emphasise that our results are different from the
ones that have appeared on the topic before [6], but believe that we have given
enough evidence about the correctness of our computations. The issue certainly
deserves further analysis. Further, we considered a loop in the PM of the XY spin
chain which cannot be described by an adiabatic time evolution of the ground
state, and calculated its classical holonomy. We are tempted to speculate that
this is related to a quantum geometric phase of the model.
4 Discussions and Conclusions
In this paper, we have studied two issues related to the information geometry of
time dependent quantum systems. For two dimensional PMs (with time and one
coupling constant as the coordinates) the PM is spherical in nature for two level
single particle systems, as expected. Importantly, we showed that an exception
arises in the case of an anisotropic quantum quench in the transverse XY spin
chain studied in subsection 2.2. In that case, we found that the scalar curvature
of the PM is a positive constant everywhere except for the quantum critical point.
This indicates that IG correctly captures the behaviour of time evolving many
body systems.
The second issue that we commented upon was the role of classical holonomy
for PMs corresponding to quantum many body systems in the thermodynamic
limit. We found that as in single spin examples, this captures important informa-
tion regarding the geometric phase. Using this, we argued that for the transverse
XY model, the available literature on the Berry phase needs a re-look. Further,
we computed a classical phase in the transverse XY model that involves non-
adiabatic evolution, and conjectured that this might be related to the quantum
geometric phase in the model. It might be useful to extend this analysis further.
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