Abstract For any finite field F q with q elements, we study the set F (q,m) of functions from F m q into F q from geometric, analytic and algorithmic points of view. We determine a linear system of q m+1 equations and q m+1 unknowns, which has for unique solution the Hamming distances of a function in F (q,m) to all the affine functions. Moreover, we introduce a Fourier-like transform which allows us to compute all these distances at a cost O(mq m ) and which would be useful for further problems.
Introduction

Generalized Reed-Muller codes of order 1
Let F q be the finite field with q elements. For any integer m ≥ 1, we consider the vector space We denote by F (q,m) = { f : F m q → F q } the set of functions from F m q to F q . Each function f ∈ F (q,m) can be identified with its image vector ( f (u)) u∈F m q . We know that these functions are polynomial functions of m variables. The kernel of the ring morphism which associates to any polynomial the corresponding polynomial function is the ideal I generated by the m polynomials X q i − X i . A polynomial P(X 1 , . . . , X m ) is said to be reduced if its partial degree deg i (P(X 1 , . . . , X m )) with respect to the variable X i is less or equal to q − 1 for each i. Then for any f ∈ F (q,m) there exists a unique reduced polynomial P(X 1 , . . . , X m ) associated to it. The total degree of P(X 1 , . . . , X m ) is called the degree of f and denoted by deg( f ).
With these notations, the Generalized Reed-Muller code of order 1 is the set R M If f, g ∈ F (q,m) , the Hamming distance between these two functions is defined by
Organization of the article
In this article we study the Hamming distances d( f, g) from a function f ∈ F (q,m) to all codewords g ∈ R M
(1) (q,m) . In Sect. 2 we define a transformation T (q,m) which is adapted to the study of functions in F (q,m) . This transform is a substitute in the nonbinary case for the Hadamard transform. Then in Sect. 3 we study from distinct points of view the construction of a linear system which has for solution all the distances d( f, g) and a practical method to compute all these distances as well. In Sect. 3.1 we develop an analytic way, using the transform T (q,m) defined in the previous section, to perform the construction of the required linear system. It is based on a classical method of Fourier analysis: the properties of the double transform. In Sect. 3.2 we set up the geometric context of the problem which we relate to intersections of hyperplanes and the incidence matrix of the projective space P m+1 (F q ). This leads to a very simple geometric proof 1 of the results of the previous subsection, avoiding the heavy machinery of the Fourier-like transform. In Sect. 3.3, thanks to the tensor structure of the transform T (q,m) , we design a fast algorithm in O(mq m ) to compute all the distances d( f, g). We conclude in Sect. 4 with some remarks on related problems and further research. There is also an Annex giving details on the structure of the transform T (q,m) and the practice of the fast algorithm which follows from it. Finally, a (toy) example which can be done by hand is given.
An adapted transform
Background
It is known that any codeword g ∈ R M (1) (q,m) can be characterized by a pair (v, t) ∈ F m q × F q in the following sense:
If f ∈ F (q,m) and g is as above, we have that
where
Now the problem is to study the integer numbers N v,t ( f ). In order to do that, we will introduce a transform on the group algebra CF q of the additive group F q over the complex field C which is quite similar to a Fourier Transform.
More precisely, CF q is the algebra of formal linear combinations with coefficients in C and exponents in 
The algebra G (q,m) of functions from F m q into CF q , can be seen as a vector space of dimension q m+1 over C. For any function φ ∈ G (q,m) we can write
where for any t ∈ F q , the function C t (φ) is a mapping from F m q into C uniquely defined.
Let us define an order on F m q ×F q and define the family (e u,t ) (u,t)∈F m q ×F q of elements of G (q,m) where
This family forms a basis of G (q,m) with q m+1 elements. Define the operator T (q,m) of the C-vector space G (q,m) by
Remark 1 In the case where the function φ is given by φ(v) = Z f (v) for some f ∈ F (q,m) , the transform introduced above coincides with the one introduced by Ashikhmin and Litsyn (see the matrix B z introduced in [1, Sect. 2]). We recall here some basic properties of this transform, for more details see [8] . 
Lemma 1 Let
where E −u,t is the hyperplane of F m q × F q defined by
Proof The transform of e u,t by T (q,m) is given by
and the result follows.
Proof We have successively
If v = a then for each t ∈ F q , the equation a − v, u = t defines a hyperplane and consequently has q m−1 solutions. Hence
The double transform
Let φ be an element of G (q,m) , we denote by ψ = T (q,m) (φ) its transform, and by θ = T (q,m) (ψ) its double transform.
Theorem 1 With the previous notations we have
Proof We have that
From Lemma 2 we obtain
Now the Lemma follows from the equality above and from the fact that:
The kernel of the transform
In order to characterize the kernel of T (q,m) , we need the following lemma:
for each w ∈ F m q if, and only if,
where λ is a function from F m q into C. Proof Let φ be given as in Formula (2) by φ(w) = t∈F q C t (φ)(w)Z t , then we have
If this product is equal to zero, then
On the other hand, as the formula
shows the converse.
Now we can determine the kernel of T (q,m)
.
Theorem 2 The kernel of T (q,m) is the subspace of the functions φ such that for each
The dimension of the kernel is q m − 1.
Proof Note that if the transform of φ is the zero function, then using Theorem 1 we get
and by Lemma 3
Hence, for each t ∈ F q we must have
If we denote by ψ the transform of φ we know that
The result follows. Let us remark that the functions λ such that
define an hyperplane of the space of functions from F m q into C and then, the dimension of the kernel is q m − 1.
Proposition 1 The functions
with a ∈ F m q \ {0} are a basis of the kernel Ker(T (q,m) ), where the functions e a,t are defined by Formula (3).
The functions e a,t with
are a basis of a complement of Ker(T (q,m) ).
Proof For any a ∈ F m q \ {0} the following holds:
with λ(0) = 1, λ(a) = −1 and λ(v) = 0 otherwise, then δ a is in the kernel of T (q,m) by Theorem 2. As the e a,t are linearly independent, then δ a are linearly independent too. We conclude that the δ a constitute a basis of Ker(T (q,m) ). Let I be the set given by
for some λ w,t ∈ C. We will prove that if φ is in the kernel of T (q,m) then all the λ w,t for (w, t) ∈ I are zero. To do that we will use the characterization of this kernel given by Theorem 2. Considering the value of e w,t (v) given by Formula (3), the following holds:
Then φ(v) cannot be the product of t∈F q Z t by a complex number λ(v) unless all the λ v,t are zero for v = 0 and in this case λ(v) = 0. Now if v = 0 then
Then φ(0) cannot be a product of t∈F q Z t by a complex number λ(0) unless all the λ 0,t have the same value λ(0).
linearly independent vectors (e v,t ) (v,t)∈I constitute a basis of the complement of Ker(T (q,m) ).
Corollary 1 The vectors ε v,t = T (q,m) (e v,t ) with (v, t) ∈ I are linearly independent. They constitute a basis of the image T (q,m) (G (q,m) ).
3 The Hamming distances from a function to all codewords of a Generalized Reed-Muller code of order 1
An analytic point of view
System of equations satisfied by the distances of a function to all codewords
Let us associate to each function f ∈ F (q,m) , the function F ∈ G (q,m) defined by
The transform T (q,m) (F) is given by
Lemma 4
For any v ∈ F m q the following formula holds:
Proof It is a direct consequence of the equalities (4). Indeed, the total sum of coefficients in the first expression is q m and in the second one it is t N v,t .
As one can see, the numbers N v,t ( f ) are exactly the coefficients of T (q,m) (F) where F is associated to f as above.
For each w ∈ F m q we consider the linear form L w defined over
and for each w ∈ F m q and each τ ∈ F q we consider the hyperplane E w,τ of F m q × F q introduced in Lemma 1, namely 
Theorem 3 Let f ∈ F (q,m) , then the integers N v,t ( f ) are solutions of the following linear system with q m+1 equations on q m+1 variables
Denoting K (Z ) = t∈F q Z t and observing that
we obtain the two following equalities:
On the other hand, if we compute T 2 (q,m) (F) using that
we obtain
The theorem follows by comparing the two expressions obtained for Let us consider the basis defined in Sect. 2 by (3). Note that it follows from Lemma 1 that the matrix of System (5) is the matrix T (q,m) of T (q,m) with respect to the considered basis. Namely, by construction (see the proof of Theorem 3), the system can be written
where X and B are the columns
The system admits a solution since the integers N v,t ( f ) are a solution. But, as the linear map T (q,m) has a non-trivial kernel, the system has not a unique solution. However, if we add some "normalization" conditions we obtain the desired unique solution. 
Transformation into a Cramer linear system
Theorem 5 For any w ∈ F m q let us choose t w ∈ F q . The system (S) constructed by suppressing from the system (5 ) the q m equations which are labeled (w, t w ) in system (5) 
, is a Cramer linear system and has N v,t ( f ) v,t for unique solution.
Proof The equation labeled (w, t w ) in the system (5) can be obtained by deducting from the sum of the q m equations (E v ) of the system (5 ) namely the equation
the sum of the q − 1 equations labeled (w, t) where t = t w (see Remark 2) . Then the new system (S) has also for unique solution the N v,t ( f ). The linear system (S) which has q m+1 equations, q m+1 variables and a unique solution is a Cramer linear system.
Remark 3 Theorem 5 follows from simple algebraic combinations of some equations of the linear system (5 ). It can be performed as soon as the system (5 ) is defined and does not depend on the method used to establish Theorem 4.
A geometrical point of view
Let f ∈ F (q,m) and S q,m ( f ) be the graph of f , namely
where H v,t is the affine hyperplane with equation
Let us embed F m q × F q in the projective space P m+1 (F q ) and for any hyperplane H of P m+1 (F q ), let us denote by N H ( f ) the size of S q,m ( f ) ∩ H . For every point P ∈ P m+1 (F q ) the following holds
and then
The matrix of this linear system is the incidence matrix of the projective space P m+1 (F q ), which is known to have maximal rank over the field of rationals (see [2, Theorem 1.86, p. 686]) This system is not exactly the one we want, but we can adapt the method in order to obtain the required system. Now P is (−w, τ ) ∈ F m q × F q . As in the Eq. (6) the coefficient of X m+1 is 1, hence always non-zero, the sum (7) is limited to the affine hyperplanes passing through P but not parallel to the last axis X m+1 :
card ({hyperplanes through P and Q not parallel to X m+1 }).
If P / ∈ S q,m ( f ), then there is one point Q of S q,m ( f ), the point (−w, f (−w)) such that the line P Q is parallel to the X m+1 axis. Then all the hyperplanes passing through P and Q are parallel to this axis. For the q m − 1 other points of S q,m ( f ), there is q m−1 hyperplanes passing through P and Q and not parallel to the X m+1 axis. Then
If P ∈ S q,m ( f ), for the q m − 1 other points Q of S q,m ( f ) there are q m−1 hyperplanes passing through P and Q and not parallel to X m+1 . If Q = P, there are q m hyperplanes through P which are not parallel to X m+1 . Then
This proves Theorem 3. Lemma 4 has also a simple geometric interpretation. Indeed, we have
and as the H v,t are q parallel hyperplanes filling up the space,
Now, a complete geometrical proof of Theorem 4 follows from the determination of the kernel of the linear map associated to the linear system of Theorem 3.
Lemma 5 Let λ(v, t) a function from F m q × F q into C. The function λ(v, t) is in the kernel K of the linear map associated to the linear system of Theorem 3 if and only if λ(v, t) does not depend on t (it will be denoted by λ(v)) and v∈F
Proof Let us suppose that λ(v, t) is in the kernel K . Then for any P ∈ F m q × F q the following holds:
By adding these equalities for all P we obtain
Now let us fix an hyperplane H v 0 ,t 0 . By adding the equalities (8) for all points of H v 0 ,t 0 we obtain
and the second member does not depend on t. Now from Formula (9) we get
Reciprocally, let us suppose that λ(v, t) = λ(v) does not depend on t and that for any v the previous formula occurs. Le P and P be two points. For any hyperplane H through P there is one and only one hyperplane H through P parallel to H (namely with the same v and consequently the same λ(v)), then H v,t P λ(v) is independant of the point P. Hence
and also
Hence, for any point P
Remark 3 shows that one can now deduce Theorem 5 directly from the geometric study.
An algorithmic point of view
From a theoretical point of view concerning the distances of a function to a Generalized Reed-Muller code and related problem it is interesting, in order to address further problems, to have several approaches that may possibly play a role. Until now we have used an analytic tool, namely the transform T ( q, m), geometrical considerations consisting of incidence of hyperplanes, representation of the distances as solutions of linear systems, etc. What about the algorithmic aspect, including the explicit calculation of all distances of all codewords to a given function f ? For this problem one can follow three methods:
1. the brute force calculation: the method consists in computing all the components g v,t (u) of all the codewords g v,t , where
then comparing the components of f which those of the codewords. Even if the first part can be precomputed, the cost is O(q 2m ). In any case, the lowest complexity is given by the computation of the transform T (q,m) (F).
Remarks and further research
Remark 4 From the definition it follows that
So, it would be interesting to consider the arrangement of hyperplanes A ( f ), consisting of the q m hyperplanes E w, f (−w) and to relate the geometrical and combinatorial properties of A ( f ) to the properties of the distance between f and the affine functions. A very simple example is the following: if the arrangement A ( f ) is centered, then there is a (v, t) such that N v,t = q m and consequently the function f is affine.
Remark 5
One of the main open problems related to the distances of a function to all the codewords of a Generalized Reed-Muller code is the determination of the covering radius of the code.
Then the covering radius of
The better known general upper bound for ρ R M 1 (q,m) (cf. [4, p. 34] , [5] ) is
On the other hand
where ρ 2 R M 1 (q,m) is the quadratic bound. As a consequence of the work done in [7] (cf. also [6] ) we have the following
This maximum distance cannot be reached by degenerate quadratic forms. Moreover, non-degenerate quadratic forms belong to two different classes depending upon if the discriminant is a square or not. The quadratic functions belonging to one of the two classes reach that bound, the quadratic functions belonging to the other class do not reach that bound.
This maximum distance is reached by all the non-degenerate quadratic forms and also by some quadratic forms of rank k = m − 1 (those belonging to one of the two classes).
Currently, to obtain a general formula for the covering radius of Generalized ReedMuller codes seems very hard. Thus, in the light of the two previous remarks, it would be interesting to determine for certain classes of functions, the properties of the corresponding arrangement of hyperplanes and to compute, if possible, the maximal distance of a function of this class to the Generalized Reed-Muller code.
Appendix 1: Fast computation algorithm of T (q,m)
The CF q -matrix of T (q,m)
Presentation of the matrix
From now on we suppose that we have chosen an order on F m q , so that the writing of vectors and matrices indexed by this set is well defined.
If φ ∈ G (q,m) then it is determined by the CF q -vector (φ(u)) u∈F m q . Let us consider the CF q -matrix
Then the function T (q,m) (φ) is determined by the CF q -vector
The problem is to find a fast algorithm to compute this product, namely the product of a CF q -vector by the CF q -matrix M (q,m) .
Remark 6 Do not confuse the matrix T (q, m) with M (q,m)
. The first one is the matrix of the transform T (q,m) when the set of functions G (q,m) is considered as a vector space over C. The second one is the matrix of the transform T (q,m) when the set of functions G (q,m) is considered as a module over the ring CF q . However, it is not difficult to pass from one to the other.
The tensor structure of the matrix M (q,m)
Proposition 2 The matrix M (q,m) can be written as
where ⊗ denotes the Kronecker product.
Proof The proof is done by induction on m. The proposition is true for m = 1. Let us suppose that it is true for a value m ≥ 1. Then
which proves that the proposition is true for m + 1. 
Proposition 3 The matrix M (q,m) can be written as
then the proposition is true. Let us suppose that the proposition is true for a value m ≥ 1. By definition, for 1 ≤ i ≤ m we have the following formulas
and we have also
and by induction hypothesis
which proves that the proposition is true for m + 1.
Let us remark that, using a similar proof, we can show that the matrix can also be written as Let us compute for this first step the product by M (3, 1) of the matrix obtained by splitting F(u) into three rows.
The second step computes the product by M 1 3 of the vectors given by the three rows of the previous result matrix. This can be done by computing the three following products: the first one is The distance from f to the code R M 1 (3,2) is q m − sup (v,t)∈F m q ×F q N v,t ( f ) = 2. From Formulas (10) and (11) it follows that the covering radius of the code R M 1 (3,2) is 5.
Remark 7
Let us consider the finite field F 9 as F 3 [X ]/(X 2 + X + 2). Let α be the class of X . Let us identify F 2 3 to F 9 by setting (u 1 , u 2 ) = u 1 + αu 2 . Then the previous function f is defined by f (0) = 0 and f (u) = trace(u −1 ) if u = 0. In contrary to the binary case (cf. [3] ), the distance of the function f to the affine functions is not maximal.
