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Chapter1
Introduction
The theory of evolution equations in innite dimensional spaces plays an impor-
tant role in mathematics. In fact, frequently a partial dierential equation, like
the Schrodinger equation, wave equation and heat equation can be transformed
into an evolution equation
u0(t) = A(t)u(t) + f(t; u(t)); t 2 R; (1.1)
in a Banach space X, where A(t) are some unbounded linear operators.
The asymptotic behavior of this equation was studied by several authors.
The most extensively studied cases are the autonomous case A(t) = A and the
periodic case A(t + T ) = A(t), see [8, 12, 21, 58, 59, 100, 116] for the almost
periodicity and [32, 47, 56, 63, 93, 94, 95] for the almost automorphy. In the
almost periodic case, the authors of [86] proved that the unique bounded mild
solution of
u0(t) = A(t)u(t) + g(t); t 2 R; (1.2)
given by
u(t) =
Z
R
 (t; )g() d; t 2 R; (1.3)
is almost periodic in X if some resolvent R(!;A()) of A() and g are almost
periodic, and the evolution family U(t; s), solution of the homogeneous equation
g = 0, has an exponential dichotomy. In Chapter 3, we consider the semilinear
equation (1.1). Since, in general the semilinear term f is dened only on some
small spaces Y of X, e.g. the interpolation spaces Xt := X
A(t)
 of A(t), we show
rst that the bounded mild solution of (1.2) is also almost periodic in some
time-invariant interpolation space X. Finally, if the function f : R X  !
X is continuous, almost periodic and globally Lipschitz, by the xed point
principle we obtain the existence of a unique almost periodic mild solution
to the semilinear evolution equation (1.1) in the interpolation space X. To
illustrate these results, we study the existence and uniqueness of an almost
1
2 Introduction 1.0
periodic solution to the thermoelastic plate systems8<:
utt(t; x) + 
2u(t; x) + a(t)(t; x) = f1(t;ru(t; x);r(t; x));
t(t; x)  b(t)(t; x)  a(t)ut(t; x) = f2(t;ru(t; x);r(t; x));
 = u = u = 0;
where t 2 R; x 2 
 (open set of Rn); a; b are positive functions on R, and
u;  denote the vertical deection and the variation of temperature of the plate
respectively; the function fi; i = 1; 2 are continuous and globally Lipschitz.
Assuming that the coecients a; b and the nonlinear functions f1; f2 are almost
periodic, we get the claim.
In the second part of Chapter 3, we study the almost automorphy of solu-
tions of (1.1). Following the arguments of [86], by assuming the exponential
dichotomy of U and the almost automorphy of the functions t 7! R(!;A()), g
and f , we show the almost automorphy of the Green's function corresponding
to U . This yields the almost automorphy in X of the unique bounded mild
solution of (1.2). Using an interpolation argument, we show the almost auto-
morphy of u in every time-invariant interpolation space X. The aim now will
be obtained through a xed-point theorem.
In many systems, the boundary conditions are inhomogeneous, e.g. dy-
namic population equations, boundary control systems and delay dierential
equations. These systems can be abstractly written as the following boundary
evolution equation
u0(t) = Am(t)u(t) + g(t; u(t)); t 2 R;
B(t)u(t) = h(t; u(t)); t 2 R; (1.4)
for linear operators Am(t) : Z ! X and B(t) : Z ! Y on Banach spaces
Z ,! X and Y . Typically, Am(t) is an elliptic partial dierential operator acting
in, say, X = Lp(
), and B(t) is a boundary operator mapping Z =W 2p (
) into
a `boundary space' like W
1 1=p
p (@
), where p 2 (1;1), see Example 5.3.6.
If h = 0, the boundary evolution equation (1.4) is just the evolution equation
(1.1). In the general case, h 6= 0, to study the wellposedness and the asymptotic
behavior of the equation (1.4), the standard way is to write it as an evolution
equation
u0(t) = A 1(t)u(t) + f(t; u(t)); t 2 R; (1.5)
in the continuous extrapolation spaces Xt 1;  2 (0; 1); for the operators
A(t) := Am(t)j kerB(t), where
f(t; u(t)) = g(t; u(t)) + (!I  A 1(t))D(t)h(t; u(t))
for the solution operator D(t) : ' 7! v of the corresponding abstract Dirichlet
problem (!I Am(t))v = 0 and B(t)v = '; where ! 2 R is large enough. Then
(1.4) and (1.5) have the same classical solutions, see e.g. [87].
It is shown in [87] that the evolution family U(t; s) generated by A(t); t 2 R;
can be extended to operators U 1(t; s) : Xs 1 ! X, see Chapter 2. So we can
dene mild solutions of (1.5) as the functions u 2 C(R; X) satisfying
u(t) = U(t; s)u(s) +
Z t
s
U 1(t; )f(; u()) d (1.6)
1.0 3
for all t  s, where f(; u()) belongs to X 1.
In Chapter 4, we study the almost periodicity and automorphy of the semi-
linear autonomous parabolic boundary evolution equation(
u0(t) = Amu(t) + g(t; u(t)); t 2 R;
Bu(t) = h(t; u(t)); t 2 R; (1.7)
by the ones of its corresponding extrapolated evolution equation
u0(t) = A 1u(t) + f(t; u(t)); t 2 R: (1.8)
In [32], the authors considered this question for a hyperbolic dierential equa-
tion, when g and the boundary term h are dened on the whole space X. In this
chapter, we continue this study in the general case where g and h are dened
only on some interpolation space X; 0   < 1, with respect to the sectorial
operator A := Amj kerB.
In Chapter 5, these results are generalized to the nonautonomous boundary
evolution equations (1.4) with inhomogeneous terms, i.e. g(t; u(t)) = g(t) and
h(t; u(t)) = h(t). We show that the solutions u : R ! X of (1.4) inherit
the (asymptotic) almost periodicity of the inhomogeneities g : R ! X and
h : R! Y . Our basic assumptions say that Am() and B() are (asymptotically)
almost periodic in time and that A(t) satisfy `Acquistapace-Terreni' conditions.
In particular, the operators A(t) are sectorial and they generate a parabolic
evolution family U(t; s), t  s, which solves the homogeneous problem (1.4)
with g = h = 0. If U has an exponential dichotomy on R, then we show that
for each almost periodic g and h there is a unique almost periodic solution of
(1.4), see Proposition 5.3.2.
Our main results in this chapter concern the more complicated case where
the evolution family U has exponential dichotomies on (possibly disjoint) time
intervals ( 1; T ] and [T;+1). Theorem 5.3.5 then gives a Fredholm alter-
native for (mild) solutions u of (1.4) with inhomogeneous terms in the space
AAP(R; X) of continuous functions u : R ! X being asymptotically almost
periodic on R+ and on R , separately. In fact we prove more detailed results
on the Fredholm properties of (5.1), see Theorem 5.2.7, and we also treat the
corresponding inhomogeneous initial/nal value problems on R, see Proposi-
tions 5.3.3 and 5.3.4.
When treating (1.5), it is crucial to identify suitable function spaces for
the inhomogeneity f . To that purpose we consider the multiplication opera-
tor A() in the space AAP(R; X) endowed with the sup{norm. This space
possesses the extrapolation spaces AAP 1 corresponding to A(). It is shown
that the functions in these spaces can be characterized as limits of functions in
AAP(R; X). Moreover, if the operators A(t) possess constant extrapolation
spaces Xt 1 = X 1, we have AAP 1 = AAP(R; X 1).
One obtains exponential dichotomies on intervals ( 1; T ] and [T;+1)
in the asymptotically hyperbolic case where the operators Am(t) and B(t) con-
verge as t ! 1 and the resulting limit operators A1 have no spectrum on
iR, see [20], [107], [109]. It should be noted that if the limits at +1 and  1
dier, then the operators in (5.1) are asymptotically almost periodic only on
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R+ and R  separately, so that the space AAP(R; X) seems to be a natural
setting for our investigations. The asymptotically hyperbolic case can occur
if one linearizes a nonlinear problem along an orbit connecting two hyperbolic
equilibria, see e.g. [105], and also the references in [76], [87].
For f 2 AAP 1 we then set G 1u = f if u 2 AAP(R; X) satises (1.6),
thus dening a closed operator G 1 in AAP 1. Its Fredholm properties yield
the desired Fredholm alternative for the mild solutions to (1.5) described in
Theorems 5.2.7 and 5.2.9.
The second part of this thesis treats the semilinear observation system
_u(t) = Au(t) + F (u(t)); u(0) = x 2 X; t  0; (1.9)
y(t) = C(u(t)); (1.10)
where A is assumed to be the generator of a linear C0-semigroup T on a
Banach space X, C is a linear (resp. nonlinear) unbounded operator from a
domain D(C) to another Banach space Y and F is a globally Lipschitz contin-
uous nonlinear operator from X into itself or locally Lipschitz continuous and
has a linear growth.
It is well known, see e.g. [97], that the state equation (1.9) has a global
unique mild solution given by u(;x) for every x 2 X. Moreover, by S(t)x =
u(t;x) one denes a semigroup S of globally (resp. locally) Lipschitz continuous
operators. One now looks for sucient conditions for the admissibility of C for
S.
The theory of admissible observation operators and abstract observation
systems is well developed for linear systems, see [39], [66], [104] and [118]. In
case where C is an admissible linear output operator for T and F is globally
Lipschitz, we extend the denition of admissibility of the observation operator
C to semilinear systems or with respect to the nonlinear semigroup S. We
develop conditions guaranteeing that the set of admissible observation opera-
tors for the semilinear problem coincides with the set of admissible observation
operators for the linearized system. In another case, where C is a nonlinear
unbounded operator and F is locally Lipschitz, we extend the successful linear
theory to general nonlinear locally Lipschitz semigroups S = (S(t))t0 (see Def-
inition 7.1.3) and densely dened nonlinear output operators C. In particular,
for such semigroups S we dene locally Lipschitz observation systems 	 and
locally Lipschitz admissible observation operators. We further prove that such
observation systems 	 can be represented by 	x = eC(S()x) for a (possibly
nonlinear) admissible observation operator eC, see Theorem 7.2.6.
As an important special case, we assume that C is an admissible linear
output operator for T . In this situation one can in fact construct a nonlinear
observation system (S;	F ) given by (7.15), which is the integrated version
of (1.9){(1.10). Moreover, the system (S;	F ) is represented by the Lebesgue
extension CL of C with respect to T , see Theorem 7.2.7.
We also dene and study global (resp. local) exact observability of globally
(resp. locally ) Lipschitz observation systems. Again, in the case of the semi-
linear system (1.9){(1.10) with a linear admissible operator C, it is desirable
to have criteria of the observability of the system in terms of the linear system
given by T and C.
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If the system is linear and X is a reexive Banach space (e.g. Hilbert space),
then the concept of controllability is dual to the concept of observability. For
semilinear systems the situation is more involved. Consequently, most publica-
tions study exact controllability and exact observability separately. There are
various publications in the literature on the controllability of specic semilinear
systems. We refer the reader to [13, 30, 37, 73, 129] and the references therein.
On the other side, to our knowledge, there are only few results on observabil-
ity of semilinear systems with linear (or nonlinear) observation operators. In
particular, Mangnusson established in [84] a robustness result for exact observ-
ability near an equilibrium. He allowed for a larger class of nonlinearities in
(1.9), but considered only (nonlinear) observation operators dened on X. In
contrast, we focus on observation operators dened only on dense subspaces.
Overview of thesis
This thesis is arranged as follows:
In Chapter 1 we give a general introduction of this work.
Chapter 2 introduces mathematical concepts used in this thesis. We will
give basic denitions of the strongly continuous semigroups of linear operators,
sectorial operators and hyperbolic semigroups and introduce their most impor-
tant properties. We will also introduce interpolation and extrapolation spaces
and some basic notions of parabolic evolution operators. In the last part of the
chapter, we recall some denitions and facts concerning the concept of almost
periodicity and almost automorphy. Some new results are also given here with
their proofs.
Chapter 3 studies the existence and uniqueness of almost periodic and
almost automorphic solutions to semilinear parabolic evolution equations. Un-
der some reasonable assumptions and an interpolation argument we show the
existence of a unique almost periodic (almost automorphic) solution in real in-
terpolation spaces of the homogeneous problem. These results will be obtained
through studying the inhomogeneous evolution equations and a xed-point ar-
gument. This chapter gave two publications [14, 15].
Chapter 4 investigates the existence and uniqueness of almost periodic and
almost automorphic solutions to the semilinear parabolic boundary evolution
equations. The idea to achieve this aim is to transform the boundary equation
into an equivalent semilinear evolution equation. We show rst that the inho-
mogeneous evolution equation has a unique almost periodic and automorphic
mild solution on a real interpolation space for each almost periodic and auto-
morphic inhomogeneous function. The contraction xed point theorem yields
then the unique almost periodic and automorphic mild solution for the semilin-
ear evolution equation and then to the semilinear parabolic boundary evolution
equations. The fruits of this chapter are published in [18]
In Chapter 5, we show the existence and uniqueness of the (asymptoti-
cally) almost periodic solution to parabolic evolution equations with inhomo-
geneous boundary values on R and R, if the data are (asymptotically) almost
periodic. We assume that the underlying homogeneous problem satises the
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Acquistapace-Terreni conditions and has an exponential dichotomy on R. If
there is an exponential dichotomy only on half intervals ( 1; T ] and [T;1),
then we obtain a Fredholm alternative of the equation on R in the space of
functions being asymptotically almost periodic on R+ and R . These results
are published in [19].
Chapter 6 deals with semilinear evolution equations with unbounded ob-
servation operators. The rst part of the chapter introduces the denition of
admissible observation operators for semilinear systems and develops conditions
on the nonlinearity guaranteeing that the set of admissible observation opera-
tors for the semilinear problem coincide with the set of admissible observation
operators the linearized system. In the second part, we study the invariance
of the Lebesgue extension under globally Lipschitz continuous perturbations of
the original generator. The rest of the chapter is used to study the concept of
exact observability for semilinear systems and to prove that the exact observ-
ability is not changed under small Lipschitz perturbations. The results of this
chapter are published in [16].
Chapter 7 introduces locally Lipschitz observation systems for nonlinear
semigroups and show that they can be represented by an admissible nonlinear
output operator dened on a suitable subspace. In the semilinear case, this con-
cept ts well to the Lebesgue extension known from linear system theory. Also
in the semilinear case, we show robustness of exact observability near equilibria
under locally small Lipschitz perturbations. These results are submitted, see
[17].
Chapter2
Mathematical background
In this preliminary chapter, we present some notations, basic denitions and
results needed for the next chapters. We also give some new results with their
proofs produced in this work.
2.1 Some notations
The symbols N; R; C shall denote the sets of natural, real and complex num-
bers, respectively, and R+ := [0;1). Throughout this thesis, X; Y shall be
Banach spaces with norms kkX ; kkY and the Banach space of bounded linear
operators between Banach spaces X and Y , shall be denoted by L(X;Y ) and
L(X) := L(X;X). We denote by D(A), N(A), R(A), (A), (A) the domain,
kernel, range, spectrum and resolvent set of a linear operator A. Moreover,
we set R(;A) := (I   A) 1 = (   A) 1 for  2 (A). We say that the
Banach space X is continuously embedded in the Banach space Y if X  Y
and jj  jjY  Cjj  jjX and write X ,! Y .
Let J =]a; b[, where  1  a < b  +1, and 1  p < 1: Then Lp(J ;X)
denotes the space of all Bochner-measurable functions f : J ! X; such that
kf(t)kpX is integrable for t 2 J . It is a Banach space when normed by
kfkLp(J ;X) :=
Z
J
kf(s)kpXds
1=p
:
If p =1 the space Lp(J ;X) consists of all a measurable functions with a nite
norm
kfkL1(J ;X) := ess sup
t2J
kf(t)kX :
Let 
 be an open set of Rn and X = R or C. The Sobolev spaces W k;p(
),
where k is any positive integer and 1  p <1, consist of all the functions f in
Lp(
) which admit weak derivatives Df for jj  k belonging to Lp(
). They
are endowed with the norm
kfkWk;p(
) =
X
jjk
kDfkp:
7
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If p = 2, we write Hk(
) for W k;2(
).
We denote by C(J ;X), resp. Ck(J ;X), k 2 N, the space of functions
f : J ! X, which are continuous, resp. k-times continuously dierentiable.
For a unbounded closed interval J , the space of bounded continuous functions
f : J ! X (vanishing at 1) is denoted by BC(J;X) (by C0(J;X)). Note
that BC(J;X) is a Banach space equipped with the supremum norm:
kfkBC(J;X) := sup
t2J
kf(t)kX :
Similarly, BC(J X;Y ) denotes the space of all bounded continuous functions
f : J X ! Y .
2.2 Semigroups of linear operators
Let X be a Banach space and A : D(A)  X ! X be a closed linear densely
dened operator in X. In the sequel we suppose that D(A) is equipped with
the graph norm of A, i.e. kxkD(A) := kxkX + kAxkX ; since A is closed, D(A)
is a Banach space, continuously and densely embedded into X.
2.2.1 Strongly continuous semigroups
In this subsection we will dene strongly continuous semigroups and their gen-
erators and introduce their most important properties. For more theory about
strongly continuous semigroups see for example the monographs of Engel and
Nagel [52] and [89], van Neerven [92] and Pazy [99].
Denition 2.2.1. The family T = (T (t))t0 of bounded linear operators on X
is said to be a strongly continuous semigroups if
(i) T (t+ s) = T (t)T (s) for all t; s  0 (the semigroup property),
(ii) T (0) = I, (I is the identity operator on X),
(iii) lim
t!0+
kT (t)x  xkX = 0 for every x 2 X.
The term strongly continuous semigroup is often abbreviated as C0-semigroup.
Denition 2.2.2. The innitesimal generator (or generator in short) A of a
C0-semigroup T on a Banach space X is dened by
Ax = lim
t!0+
T (t)x  x
t
D(A) =

x 2 X : lim
t!0+
T (t)x  x
t
exists

:
Example 2.2.3. If A is a bounded operator, then A is the generator of the
semigroup
T (t) = eAt :=
1X
n=0
tn
n!
An; t  0:
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We will now give some fundamental properties of C0-semigroups and their
innitesimal generators.
Proposition 2.2.4. Let T = (T (t))t0 be a C0-semigroup on a Banach space
X with generator A. The following results hold:
(i) kT (t)kL(X) is bounded on every nite subinterval of [0;1).
(ii) A is a closed linear operator and its domain D(A) is dense in X.
(iii) For all x 2 D(A) and t  0, T (t)x 2 D(A); t 7! T (t)x is continuously
dierentiable in X, and
d
dt
(T (t)x) = AT (t)x = T (t)Ax; t  0:
Exponential stability will be of use in this thesis.
Proposition 2.2.5. [52, Prop. I.5.5] If T = (T (t))t0 is a C0-semigroup, then
it is exponentially bounded, this means, that there exist real constants M > 0
and ! such that
jjT (t)jjL(X) Me!t; for all t  0:
If ! < 0, we say that T is exponentially stable.
The importance of C0-semigroups is that they provide solutions to the ab-
stract Cauchy problem
x0(t) = Ax(t); t  0; x(0) = x0 2 X
Indeed, if x0 2 D(A) and A generates a C0-semigroup (T (t))t0, then the map
t 7! T (t)x0 2 C1(R+;X) and the solution x(t) := T (t)x0 satises x(t) 2 D(A)
and x0(t) = Ax(t) for all t  0. However, for x0 =2 D(A), the map t 7! T (t)x0 is
not continuously dierentiable and in order to dene solutions for these initial
values, a weaker notion of solution is required. A mild solution x(t) of the
Cauchy problem is a function x(t) 2 C(R+;X) satisfyingZ t
0
x(s)ds 2 D(A) and x(t) = x0 +A
Z t
0
x(s)ds
for each t  0. Moreover, if A generates a C0-semigroup (T (t))t0, then t 7!
T (t)x0 2 C(R+;X) is the unique mild solution of the Cauchy problem.
2.2.2 Sectorial operators and analytic semigroups
We will start with the study of a special kind of closed, linear operators so
called sectorial operators. All the results of this section can you founded in
Engel-Nagel [52], D. Henry [61], A. Lunardi [83] and Pazy [99].
For this purpose, let us denote by S!; , where ! 2 R and  2]2 ; [, an open
sector of the complex plane given by the relation
S!;  := f 2 C :  6= !; j arg(  !)j < g;
and S := S0;  for short. We recall the denition of a sectorial operator in
a Banach space X, see Figure 2.1.
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Denition 2.2.6. Let A : D(A)  X ! X be a linear, closed and densely
dened operator on a Banach space X. Then A is a sectorial operator in X if
and only if there exist the constants ! 2 R;  2]2 ; [ and M > 0 such that(
(a) the resolvent set (A) contains the sector S!; ;
(b) jjR(;A)jjL(X)  Mj !j ; 8  2 S!; :
(2.1)
where  (A) is the resolvent set of A.
Figure 2.1: Sectorial operator A with sector S!; .
Example 2.2.7. Let p  1 and let 
  Rn be an open bounded subset such that
its boundary @
 is of class C2. Let X := Lp(
) be the Lebesgue space equipped
with the norm k  kp . Dene the operator A as follows:
D(A) =W 2;p(
) \W 1;p0 (
); A(') = '; 8' 2 D(A);
where  =
Pd
k=1
@2
@x2k
is the Laplace operator. The operator A is sectorial on
X, with  2]2 ; [.
In the case of a sectorial operator, it is possible to dene for every t > 0 a
linear bounded operator etA in X; by the mean of the Dunford integral
etA :=
1
2i
Z
!+r;
etR(;A)d; t > 0; e0A := I;
where r > 0;  2]2 ; [, are properly chosen, and r; is the curve
f 2 C : jargj = ; jj  rg [ f 2 C : jargj  ; jj = rg;
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oriented counterclockwise, for more precisions see [83, 126].
Since the operator A is sectorial, this integral converges in L(X). By Cauchy's
Theorem, the denition of (T (t))t0 is independent of the choice of  and r.
Moreover, we will see that the operator families (T (t))t0 are analytic semi-
groups in the following sense
Denition 2.2.8. ([52, Denition II.4.5]) A family of bounded linear operators
(T (z))z2S[0 is called analytic semigroup of angle  2]0; 2 ] if
(i) T (0) = I and T (z1 + z2) = T (z1)T (z2) for z1; z2 2 S.
(ii) The map z 7! T (z) is analytic in S.
(iii) For all x 2 X and 0 < 0 < 
lim
S03z!0
T (z)x = x:
A semigroup (T (t))t0 of bounded linear operators on X is called analytic,
if the mapping
]0;1)! X : t 7! T (t)x
has an analytic extension to a sector S for some  > 0 and for all x 2 X.
Remark that the semigroup property holds then automatically in the whole
sector S and that (T (z))z2S[0 is strongly continuous. If z 7! T (z) is also
strongly continuous in S [ 0 and lim
z!0
T (z)x = x for all x 2 X then (T (t))t0 is
an analytic C0-semigroup.
Then we obtain the following result.
Theorem 2.2.9. Let X be a Banach space. Then a densely dened linear
operator A is a generator of an analytic semigroup (T (t))t0 of bounded linear
operators T (t) : X ! X; t > 0; if and only if A is a sectorial operator in X.
Remark 2.2.10. We point out that in most of the above results the density
of the domain of A is not needed. However, some authors consider sectorial
operators without assumption that A is densely dened. In this case semigroups
are known which are analytic but not strongly continuous. This is treated in
detail in [83].
In the following, we state some interesting properties concerning analytic
operators (see [83]):
Theorem 2.2.11. Let A be a sectorial operator in a Banach space X and let
(T (t))t0 be its analytic semigroup. Then, the following statements hold.
(i) T (t)x 2 D(A) for all t > 0; x 2 X. If x 2 D(A), then
AT (t)x = T (t)Ax; t  0:
(ii) There are positive constants M0, M1, such that
kT (t)kL(X) < M0 e!t; t  0;
kAT (t)kL(X) <
M1
t
e!t; t > 0;
where ! is the number in (2.1).
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2.2.3 Hyperbolic semigroups
Next, we introduce and study hyperbolic semigroups.
Denition 2.2.12. A semigroup (T (t))t0 on a Banach space X is said to be
hyperbolic if it satises the condition (H):
(i) There exist two subspaces Xs (the stable space) and Xu (the unstable
space) of X such that X = Xs Xu;
(ii) T (t)Xu  Xu; and T (t)Xs  Xs for all t  0;
(iii) There exist constants M;  > 0 such that
kT (t)Psk Me t; t  0; kT (t)Puk Met; t  0; (2.2)
where Ps and Pu are, respectively, the projections onto Xs and Xu.
The most important example of hyperbolic semigroups are the exponentially
stable semigroups. In the parabolic case, one obtains regularity properties of
the exponential dichotomy, see [8]. For instance, AjPu : Pu(X)  ! Pu(X) is
bounded, it follows that jjAPujj  c:
Recall that an analytic semigroup (T (t))t0 associated with the linear op-
erator A is hyperbolic if and only if
(A) \ iR = ;:
For details, see, e.g. [52, Prop 1.15, p. 305].
2.3 Interpolation and extrapolation spaces
We begin in this section, by xing some notations and recalling a few basic re-
sults on interpolation and extrapolation spaces of generators. For more details,
we refer the reader to [5, 52, 83, 90]. Let A be sectorial operator on X (i.e.,
(2.1) is satised) and  2 (0; 1). We introduce the real interpolation spaces
XA;1 := fx 2 X : sup
>0
k(A  !)R(;A  !)xk <1g; XA := D(A)
jjjj
;
with
jjxjj := sup
>0
jj(A  !)R(;A  !)xjj:
They are Banach spaces when endowed with the norm jj  jj.
For convenience we further write XA0 := X; X
A
1 := D(A) and jjxjj0 =
jjxjj; jjxjj1 = jj(A   !)xjj: We also dene on the closed subspace bXA := D(A)
of X a new norm by
kxk 1 =
(!  A) 1x ; x 2 X:
The completion of
 bXA; kk 1 is called the extrapolation space of X asso-
ciated to A and will be denoted by XA 1. Then A has a unique continuous
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extension A 1 : bXA  ! XA 1. Since T (t) commutes with the operator resol-
vent R(!;A) := (!I  A) 1; the extension of T (t) to XA 1 exists and denes an
analytic semigroup (T 1(t))t0 which is generated by A 1 with D(A 1) = bX.
As above, we can then dene the space
XA 1 := (X 1)
A 1
 =
bXAjjjj 1
with
jjxjj 1 = sup
>0
jjR(;A 1   !)xjj:
The restriction A 1 : XA  ! XA 1 of A 1 generates the analytic semigroup
T 1(t))t0 on XA 1 which is the extension of T (t) to XA 1. Observe that
!   A 1 : XA  ! XA 1 is an isometric isomorphism. We will frequently use
the continuous embedding
D(A) ,! XA ,! D((!  A)) ,! XA ,! bXA  X;
X ,! XA 1 ,! D((!  A 1)) ,! XA 1 ,! XA 1
(2.3)
for all 0 <  <  < 1; where the fractional powers are dened as usually.
The real and continuous interpolation and fractional power spaces are in
the class of spaces Y satisfying D(A) ,! Y ,! X, and there is a constant c > 0
such that
jjxjjY  cjjxjj1 jjxjjA; x 2 D(A);
called intermediate spaces between D(A) and X or of class J. For more details
about intermediate spaces, see [52, Chap. II, Section 5.b] and [83].
We give an embedding result of extrapolation spaces needed for Chapter 5.
Here, we give the proof in the more general C0-semigroups context, see [19].
Lemma 2.3.1. Let A be the generator of a C0-semigroup T () on a Banach
space Z. Let Y be an T ()-invariant closed subspace of Z. Endow Y with the
norm of Z and consider the restriction AY of A to Y . Then the space Y
AY 1 is
canonically embedded into ZA 1 as a closed subspace.
Proof. The operator AY generates the semigroup of the restrictions TY (t) 2
L(Y ) of T (t). By rescaling we may assume that kTY (t)k  kT (t)k  ce t for
some  > 0 and all t  0. Observe that then A and AY are invertible and that
A 1Y =
Z 1
0
TY (t)y dt =
Z 1
0
T (t)y dt = A 1y
for each y 2 Y . We mostly write A instead of AY , and we endow the extrap-
olation spaces of A and AY with the norm kxk 1 = kA 1 1xk. By denition, it
holds
Y A 1 = fy = (yn) +NY : (yn) = (yn)n2N  Y is Cauchy for k  k 1g;
where NY = f(yn)  Y : yn ! 0 for k  k 1g. We identify y 2 Y with the
element (y)n2N + NY of Y A 1, thus considering Y as a dense subspace of Y A 1.
We dene the operator
 : Y A 1  ! ZA 1; y = (yn) +NZ ; where yn 2 Y; yn ! y in Y A 1:
14 Mathematical background 2.3
If (yn); (~yn)  Y converge to y in Y A 1, then yn   ~yn ! 0 as n!1 for k  k 1.
Hence, (yn  ~yn) 2 NZ , and so  is well dened. Let y 2 Y A 1 such that y = 0.
This means that (yn) 2 NZ , and hence yn ! 0 in k  k 1. Therefore (yn) 2 NY ,
and thus y = 0. It is clear that  is linear. It is also bounded since
kykZA 1 = inf(zn)2NZ k(yn   zn)k1  inf(zn)2NY k(yn   zn)k1 = kykY A 1 :
We have shown that Y A 1 ,! ZA 1 with the canonical embedding . To prove
that the range R() is closed in ZA 1, we take zj = yj 2 R()  ZA 1 such
that zj ! z in ZA 1 as j !1. Then A 1 1zj =: wj converges in Z to w := A 1 1z.
We further claim that
A 1 1 = (AY )
 1
 1: (2.4)
Indeed, for x 2 Y one has A 1 1x = A 1x = A 1Y x = (AY ) 1 1x. So assertion
(2.4) follows from the density of Y in Y A 1. Equation (2.4) then yields
(AY )
 1
 1yj = A
 1
 1zj ! w (inZ):
Since Y is closed in Z and (AY )
 1
 1yj 2 Y , we obtain (AY ) 1 1yj ! w in Y .
As a consequence, yj converges in Y
A 1 to y := (AY ) 1w. We conclude that
zj = yj ! y in ZA 1 which means that R() is closed.
In the sequel of this thesis, we omit the exponent A in the denition of the
interpolation and extrapolation spaces.
In the following proposition, we give some estimates of C0-semigroups on
interpolation and extrapolation spaces, needed to obtain results of Chapter 4,
see [18].
Proposition 2.3.2. Assume that 0 <   1 and 0    1: Then the following
assertions hold for 0 < t  t0; t0 > 0 and e" > 0 such that 0 <    e" < 1 with
constants possibly depending on t0.
(i) The operator T (t) has continuous extensions T 1(t) : X 1  ! X sat-
isfying
jjT 1(t)jjL(X 1;X)  c t 1 e": (2.5)
(ii) For x 2 X 1 we have
jjT 1(t)xjj  c t  1 e"jjxjj 1: (2.6)
Proof. Let 0 < t  t0; 0 <    e" < 1 and x 2 X 1 ,! D((!   A 1) e"). We
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have
jjT 1(t)xjj = jjT 1(t)(!  A 1) +e"(!  A 1) e"xjj
= jj(!  A) +e"T ( t
2
)T 1(
t
2
)(!  A 1) e"xjj
= jj(!  A) +e"+1T ( t
2
)A 1 1T 1(
t
2
)(!  A 1) e"xjj
 ( t
2
) e" 1jjT 1( t
2
)(!  A 1) e"xjj 1
 ( t
2
) 1 e"jjT 1( t
2
)jjL(X 1) jj(!  A 1) e"xjj 1
 21 +e" sup
0st0
jjT 1(s)jjL(X 1)t 1 e"jjxjjD((! A 1) e"):
Hence by (2.3) we obtain
jjT 1(t)xjj  c t 1 e"jjxjj 1:
Finally, by (2.5) we have
jjT 1(t)xjj  c jjT 1(t)xjj1 jjAT ( t
2
)T 1(
t
2
)xjj
 c t( 1 e")(1 )( t
2
) (
t
2
)( 1 e")jjxjj 1
 c t 1 e" kxk 1:
Remark 2.3.3. We can remove e" in Proposition 2.3.2 by extending T (t) to
operators from D((!   A 1)e") to X, with norms bounded by t 1e", where
0 <   e" < 1, and therefore, by employing the reiteration theorem and the
interpolation property, the inequality in the assertion (i) can be obtained withoute".
2.4 Parabolic evolution operators
We investigate a family of linear operators A(t), t 2 R, on a Banach space X
subject to the following hypotheses:
(H1) There are constants ! 2 R,  2 (=2; ), K > 0 and ;  2 (0; 1] such
that +  > 1 and
 2 (A(t)  !); kR(;A(t)  !)k  K
1 + jj ; (2.7)
k(A(t)  !)R(;A(t)  !) [R(!;A(t)) R(!;A(s))]k  K jt  sj

jj (2.8)
for all t; s 2 R and  2  := f 2 Cnf0gwith j arg()j  g. (Observe that
the domains D(A(t)) are not required to be dense.)
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Remark 2.4.1. In the case of a constant domain D(A(t)), one can replace
assumption (2.8) (see e.g. [5, 97]) with the following
(H1)' There exist constants L and 0 <   1 such that
k(A(t) A(s))A(r) 1k  Ljt  sj; s; t; r 2 R:
Let us mention that assumption (H1) was introduced in the literature by
P. Acquistapace and B. Terreni in [3, 2] for ! = 0. Among other things, it
ensures that there exists a unique evolution family U on X such that:
(a) U(t; s)U(s; r) = U(t; r) and U(t; t) = I for t  s  r;
(b) (t; s) 7! U(t; s) 2 L(X) is continuous for t > s;
(c) U(; s) 2 C1((s;1);L(X)), @U
@t
(t; s) = A(t)U(t; s) and
kA(t)kU(t; s)k  C (t  s) k (2.9)
for 0 < t   s  1, k = 0; 1, x 2 D((!   A(s))), and a constant C
depending only on the constants appearing in (H1);
(d) @+s U(t; s)x =  U(t; s)A(s)x for t > s and x 2 D(A(s)) with A(s)x 2
D(A(s)).
We dene the following interpolation and extrapolation spaces as above
Xt := X
A(t)
 ; X^
t := X^A(t); Xt 1 := X
A(t)
 1
for 0    1 and t 2 R, with the corresponding norms. Then the embedding
in (2.3) hold with constants independent of t 2 R, and there is a constant c()
such that
kykt  c()kyk1 k(A(t)  !)yk; y 2 D(A(t)); t 2 R: (2.10)
For a closed interval J , we dene on E = E(J) := BC(J;X), the multiplication
operator A() by
(A()f)(t) := A(t)f(t) for all t 2 J;
D(A()) := ff 2 E : f(t) 2 D(A(t)) for all t 2 J; A()f 2 Eg:
We can thus introduce the spaces
E := E
A()
 ; E 1 := E
A()
 1 ; and E^ := D(A())
for  2 [0; 1], where E0 := E and E1 := D(A()). We observe that E 1 Q
t2J X
t 1 and that the extrapolated operator A() 1 : E^  ! E 1 is given by
(A() 1f)(t) := A 1(t)f(t) for t 2 J and f 2 E. Further, E 1 has the norm
kfk 1 := sup
r>0
sup
s2J
krR(r;A 1(s)  !)f(s)k;
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and we have f(t) 2 Xt 1 for each t 2 J if f 2 E 1. Since R(n;A 1())
is the resolvent of the densely dened sectorial operator A 1(), we have
nR(n;A 1())f ! f in E 1 as n!1, for each f 2 E 1 and 0   < 1.
The next lemma allows to extend the evolution family U(t; s) to the ex-
trapolated spaces Xt 1, see Proposition 2.1 and Remark 3.12 of [87] for the
proof.
Lemma 2.4.2. Assume that (2.7) and (2.8) hold and let 1  <  < 1. Then
the following assertions hold for s < t  s+ t0 and t0 > 0.
(a) The operators U(t; s) have continuous extensions U 1(t; s) : Xs 1 ! Xt
satisfying
kU 1(t; s)kL(Xs 1;Xt)  c(; t0)(t  s)
  1 ; (2.11)
and U 1(t; s)x = U 1(t; s)x for 1   <  <  < 1,  2 [0; 1], and x 2 Xs 1.
(b) The map f(t; s) : t > sg 3 (t; s) 7 ! U 1(t; s)f(s) 2 X is continuous for
f 2 E 1.
Exponential dichotomy is another important tool in our study, cf. [34], [83],
[109]. We recall that an evolution family U(; ) has an exponential dichotomy
on an interval J if there exists a family of projections P (t) 2 L(X), t 2 J , being
strongly continuous with respect to t, and constants ;N > 0 such that
(a) U(t; s)P (s) = P (t)U(t; s);
(b) U(t; s) : Q(s)(X)! Q(t)(X) is invertible with the inverse eU(s; t);
(c) kU(t; s)P (s)k  Ne (t s) and keU(s; t)Q(t)k  Ne (t s)
for all s; t 2 J with s  t, where Q(t) := I   P (t) is the `unstable projection'.
One further denes Green's function by
 (t; s) =
(
U(t; s)P (s); t  s; t; s 2 J;
 eU(t; s)Q(s); t < s; t; s 2 J:
In the parabolic case one easily obtains regularity results for Green's function
and the dichotomy projections, see e.g. [109, Proposition 3.18]. For instance, if
J is bounded from below, then we have kA(t)Q(t)k  c() for all t >  + inf J
and each  > 0 since A(t)Q(t) = A(t)U(t; t ) ~U(t ; t)Q(t). Similarly, it holds
kA(t)Q(t)k  c for all t 2 J if J is unbounded from below. As a consequence
P (t) = I Q(t) leaves invariant X^t andXt for each  2 [0; 1] and t 2 Jnfinf Jg.
In the next proposition (shown in Proposition 2.2 and Remark 3.12 of [87]) we
state some properties of  (t; s) and Q(t) in extrapolation spaces. We use the
convention 1+r = 1 for r 2 R, and we set J 0 = Jnfsup Jg, i.e., J = J 0 if J
is unbounded from above. Moreover, we write U0(t; s) := U(t; s), P0(t) := P (t),
and Q0(t) := Q(t), where X
t
0 = X by denition.
In the following proposition, we state a result from [87] concerning the
exponential dichotomy of the extrapolated evolution family U 1.
Proposition 2.4.3. Assume that (2.7) and (2.8) hold and that U(t; s) has an
exponential dichotomy on an interval J . Let  > 0 and 1  <   1. Then the
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operators P (t) and Q(t) have continuous extensions P 1(t) : Xt 1 ! Xt 1
and Q 1(t) : Xt 1 ! X, respectively, for every t 2 J 0; which are uniformly
bounded for t < sup J   . Moreover, the following assertions hold for t; s 2 J 0
with t  s.
(a) Q 1(t)Xt 1 = Q(t)X;
(b) U 1(t; s)P 1(s) = P 1(t)U 1(t; s);
(c) U 1(t; s) : Q 1(s)(Xs 1) ! Q 1(t)(Xt 1) is invertible with the in-
verse eU 1(s; t);
(d) kU 1(t; s)P 1(s)xk  N(; )maxf(t s) 1; 1ge (t s)kxks 1 for x 2
Xs 1 and s < t < sup J   ;
(e) keU 1(s; t)Q 1(t)xk  N(; )e (t s)kxkt 1 for x 2 Xt 1 and s  t <
sup J   ;
(f) let J0  J 0 be a closed interval and f 2 E 1(J0). Then P ()f 2 E 1(J0)
and Q()f 2 BC(J0; X).
Using this proposition, we dene
  1(t; s) =
(
U 1(t; s)P 1(s); t  s; t; s 2 J;
 eU(t; s)Q 1(s); t < s; t; s 2 J:
2.5 Almost periodic and almost automorphic func-
tions
In this section, we recall some denitions and properties concerning almost
periodic and almost automorphic functions that we will use later in this thesis.
2.5.1 Almost periodic functions
Next, we give the denition of almost periodic functions due to H. Bohr [28].
The theory of almost periodicity has been generalized in various directions
especially by Favard [53, 54], Bochner [26, 27], Levitan [79], Besicovitc [25],
Fink [55], and Corduneanu [36]. Recently, motivated by applications, important
extensions have been given to the study of almost periodic functions (partial
dierential equations) see [6, 80, 97] and references therein.
A set P  R is said to be relatively dense in R if there exists a number l > 0
such that any interval [a; a+ l], a 2 R of length l contains at least one number
from P .
Denition 2.5.1. A continuous function f : R ! X is called almost periodic
if for every " > 0 there exist a relative dense set P (")  R, that is, if there is a
number `(") > 0 such that each interval (a; a+ `(")), a 2 R, contains an almost
period  = " 2 P (") and the estimate
kg(t+ )  g(t)k  "
2.5 Almost periodic and almost automorphic functions 19
holds for all t 2 R and  2 P ("). The space of almost periodic functions is
denoted by AP (R; X).
Every periodic function is also almost periodic. On the other hand, the
inverse is not true, we cite as counterexample the function f(t) = cos(t) +
cos(t
p
2); t 2 R: (see Figure: 5.1.3).
Figure 2.2: An example of almost periodic function.
Let us recall that AP (R; X) is a closed subspace of BC(R; X) and hence it
is itself a Banach space, see [80, Chapter 1].
For a closed unbounded interval J , we also dene the space
AP (J;X) := fg : J ! X : 9 ~g 2 AP (R; X) s.t. ~gjJ = gg
of almost periodic functions on J . We remark that the function ~g in the above
denition is uniquely determined, cf. [12, Proposition 4.7.1]. The following
notion is important for our investigations.
Denition 2.5.2. Let J = [t0;1), t0 2 R. A continuous function g : J ! X
is called asymptotically almost periodic if for every " > 0 there exists a set
P (")  J and numbers s("); `(") > 0 such that each interval (a; a+`(")), a  0,
contains an almost period  = " 2 P (") and the estimate kg(t+ )  g(t)k  "
holds for all t  s(") and  2 P ("). The space of asymptotically almost periodic
functions is denoted by AAP (J; Y ).
Due to [12, Theorem 4.7.5], these spaces are related by the equality
AAP ([t0;+1); X) = AP ([t0;+1); X) C0([t0;+1); X): (2.12)
Analogously, we dene the asymptotic almost periodicity on J = ( 1; t0], and
one also has
AAP (( 1; t0]; X) = AP (( 1; t0]; X) C0(( 1; t0]; X): (2.13)
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We recall that M()f 2 (A)AP (J;X) if f 2 (A)AP (J;X) and
M() 2 (A)AP (J;L(X)). This follows from the above denitions if one takes
into account that we can nd common almost periods for f andM , cf. [80, p.6].
Denition 2.5.3. A function f 2 BC(R  X;Y ) is called almost periodic if
for every " > 0 and every compact set K  X there exists l(";K) > 0 such that
every interval I of length l(";K) contains a number  and for t 2 R; x 2 K
kf(t+ ; x)  f(t; x)kY < "
Finally, we mention the following important result.
Lemma 2.5.4. [55] Let f : RX 7! Y be (uniformly) almost periodic, globally
Lipschitzian and y : R 7! X be an almost periodic function, then the function
t 7! f(t; y(t)) is also almost periodic.
2.5.2 Almost automorphic functions
In this subsection, we introduce a class of functions which are more general
than the almost periodic ones. Named almost automorphic functions, they were
rst introduced by S. Bochner [26] in 1955. For more information on almost
automorphic functions, we refer the reader to W. A. Veech [113, 114, 115] and
others [93, 95, 111, 128].
Denition 2.5.5. (S. Bochner) A continuous function f : R ! X is called
almost automorphic if for every sequence (n)n2N there exists a subsequence
(sn)n2N  (n)n2N such that
lim
n;m!+1 f(t+ sn   sm) = f(t) for each t 2 R:
This is equivalent to the fact that the limits
g(t) := lim
n!+1 f(t+ sn) and f(t) = limn!+1 g(t  sn)
exist for each t 2 R.
The set of all almost automorphic functions with values in X is denoted by
AA(X). With the supremum norm
kfkAA(X) = sup
t2R
kf(t)k;
this space turns out to be a Banach space (see [93], page 20).
Remark 2.5.6. 1) It is easy to see that an almost automorphic function is
always bounded.
2) By the pointwise convergence, the function g in Denition 2.5.5 is just
measurable, but not necessarily continuous (need not be continuous in
general). Moreover, if g is continuous, then f is uniformly continuous
(cf. [96] Theorem 2.6).
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3) If the convergence in both limits in the denition above is uniform in
t 2 R, then f is almost periodic (in the sense of Bochner [27]).
4) Clearly from the denition above follows that every almost periodic func-
tion (in the sense of Bochner) is necessarily almost automorphic. Thus
we have
AP (X)  AA(X)  BC(X):
The converse of the last assertion in Remark 2.5.6 is not true, as shown in
the following example due to Levitan (see also [23, Example 3.3]).
Example 2.5.7. Let p(t) = 2 + cos t + cos
p
2t and f : R ! R such that
f = sin 1p . Then f is almost automorphic, but f is not uniformly continuous
on R. It follows that f is not almost periodic.
Denition 2.5.8. A function f : RX ! Y is said to be almost automorphic
if f(; x) is almost automorphic for every x 2 X and f is continuous jointly in
(t; x). We note f 2 AA(RX;Y ).
Moreover, we refer to [47, 93, 94, 111] for some new and signicant devel-
opments on the study of almost automorphic problems.
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Chapter3
Asymptotic behavior of semilinear
evolution equations
The aim of this chapter is to study the almost periodicity and the almost
automorphicity of solutions of the parabolic semilinear evolution equations
u0(t) = A(t)u(t) + f(t; u(t)); t 2 R; (3.1)
in a Banach space X, where the linear operators A(t) satisfy the Acquistapace-
Terreni conditions, the evolution family U generated by A() has an exponential
dichotomy and f : RX ! X. We apply these results to thermoelastic plate
systems and the reaction diusion equation with time-varying coecients. We
show that, if the coecients and the semilinear term f are almost periodic resp.
automorphic, then the solutions are almost periodic resp. automorphic.
3.1 Assumptions and preliminary results
Let (X; kk) be a Banach space and let A(t) for t 2 R be closed linear operators
on X with domain D(A(t)) (possibly not densely dened). Throughout this
chapter, we assume that A(t) satises the Aquistapace-Terreni conditions (H1),
see Chapter 2, and
(H2) The evolution family U generated by A() has an exponential dichotomy
with constants N;  > 0 and dichotomy projections P (t) for t 2 R and
Green's function  .
(H3) There exist 0   <  < 1 such that
Xt = X and X
t
 = X
for all t 2 R; with uniformly equivalent norms.
For the sequel, we need the following fundamental estimates for the evolution
family U := U(t; s) generated by A().
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Proposition 3.1.1. For x 2 X, 0    1 and t > s; the following hold:
(i) There is a constant c(); such that
kU(t; s)P (s)xkt  c()e 

2
(t s)(t  s) kxk: (3.2)
(ii) There is a constant m(); such that
keUQ(s; t)Q(t)xks  m()e (t s)kxk: (3.3)
Proof. (i) Using (2.10) we obtain
kU(t; s)P (s)xkt  c()kU(t; s)P (s)xk1 kA(t)U(t; s)P (s)xk
 c()kU(t; s)P (s)xk1 kA(t)U(t; t  1)U(t  1; s)P (s)xk
 c()kU(t; s)P (s)xk1 kA(t)U(t; t  1)kkU(t  1; s)P (s)xk
 c()Nc e 2(t s)(1 )e (t s 1)kxk
 c()(t  s) e  2 (t s)(t  s)e  2 (t s)kxk
for t  s  1 and x 2 X. Since (t  s)e  2 (t s) ! 0 as t! +1 it easily follows
that
kU(t; s)P (s)xkt  c()(t  s) e 

2
(t s)kxk:
If 0 < t  s  1; we have
kU(t; s)P (s)xkt  c()kU(t; s)P (s)xk1 kA(t)U(t; s)P (s)xk
 c()kU(t; s)P (s)xk1 kA(t)U(t; t+ s
2
)U(
t+ s
2
; s)P (s)xk
 c()kU(t; s)P (s)xk1 kA(t)U(t; t+ s
2
)kkU( t+ s
2
; s)P (s)xk
 c()Ne (t s)(1 )2(t  s) e  2 (t s)kxk
 c()Ne  2 (t s)(1 )2(t  s) e  2 (t s)kxk
 c()e  2 (t s)(t  s) kxk;
and hence
kU(t; s)P (s)xkt  c()(t  s) e 

2
(t s)kxk for t > s:
(ii)
keUQ(s; t)Q(t)xks  c()keUQ(s; t)Q(t)xk1 kA(s)eUQ(s; t)Q(t)xk
 c()keUQ(s; t)Q(t)xk1 kA(s)Q(s)eUQ(s; t)Q(t)xk
 c()keUQ(s; t)Q(t)xk1 kA(s)Q(s)kkeUQ(s; t)Q(t)xk
 c()Ne (t s)(1 )kA(s)Q(s)ke (t s)kxk
 m()e (t s)kxk:
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3.2 The almost periodicity
Consider the semilinear evolution equation
x0(t) = A(t)x(t) + f(t; x(t)); t 2 R; (3.4)
where the function f : R  X 7! X is continuous and globally Lipschitzian,
i.e., there is k > 0 such that
kf(t; x)  f(t; y)k  k kx  yk for all t 2 R and x; y 2 X: (3.5)
To study the almost periodicity of the solutions of (3.4), we assume again
the following :
(H4) R(!;A()) 2 AP (R;L(X)) with pseudo periods  =  belonging to sets
P(; A).
(H5) f 2 AP (RX; X).
By a mild solution of (3.4) we mean every continuous function x : R 7! X;
which satises the following variation of constants formula
x(t) = U(t; s)x(s) +
Z t
s
U(t; )f(; x())d for all t  s; t; s 2 R: (3.6)
We rst study the existence of a unique almost periodic mild solution for
the inhomogeneous evolution equation
x0(t) = A(t)x(t) + g(t); t 2 R: (3.7)
We have the following main result.
Theorem 3.2.1. Assume that assumptions (H1)-(H4) hold. Let g 2 BC(R; X).
Then the following properties hold.
(i) The equation (3.7) has a unique bounded mild solution x : R 7! X given
by
x(t) =
Z t
 1
U(t; s)P (s)g(s)ds 
Z +1
t
UQ(t; s)Q(s)g(s)ds: (3.8)
(ii) If g 2 AP (R; X), then x 2 AP (R; X).
Proof. Since g is bounded, we know from [34] that the function x given by (3.8)
is the unique bounded mild solution in X. For the boundedness in X, using
Proposition 3.1.1, we have
kx(t)k  c kx(t)k
 c
Z t
 1
kU(t; s)P (s)g(s)k ds+ c
Z +1
t
kUQ(t; s)Q(s)g(s)k ds
 cc()
Z t
 1
e 

2
(t s)(t  s)  kg(s)k ds+ cm()
Z +1
t
e (s t) kg(s)k ds
 cc() kgk1
Z +1
0
e 

2

  2d

+ cm() kgk1
Z +1
0
e d
 cc() (1  ) kgk1 + cm() 1 kgk1 ;
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and hence
kx(t)k  c kx(t)k  c[c() (1  ) +m() 1] kgk1 : (3.9)
For (ii), let  > 0 and P(; A; f) be the set of pseudo periods for the almost
periodic function t 7! (f(t); R(!;A(t))), see details in [80, p.6]. We know, from
[86, Theorem 4.5] that x, as an X-valued function is almost periodic. Hence,
there exists a number  2 P(  "c0    ; A; f) such that
kx(t+ )  x(t)k 
 "
c0
 
 
for all t 2 R:
For  =  , the reiteration theorem implies that X = (X;X);1. Using the
property of interpolation and (3.9), we obtain
kx(t+ )  x(t)k  c(; )kx(t+ )  x(t)k
 
 kx(t+ )  x(t)k



 c(; )2

c[c() (1  ) +m() 1] kgk1


kx(t+ )  x(t)k 
:= c0kx(t+ )  x(t)k  ;
and hence
kx(t+ )  x(t)k  "
for t 2 R.
To show the existence of almost periodic solutions for the semilinear evo-
lution equation (3.4), let y 2 AP (R; X). By (H5) and Lemma 2.5.4, the
function g() := f(; y()) 2 AP (R; X), and from Theorem 3.2.1, the inhomoge-
neous equation (3.7) has a unique mild solution x 2 AP (R; X) given by
x(t) =
Z t
 1
U(t; s)P (s)f(s; y(s))ds 
Z +1
t
UQ(t; s)Q(s)f(s; y(s))ds; t 2 R:
Dene the nonlinear operator F : AP (R; X) 7! AP (R; X) by
(Fy)(t) :=
Z t
 1
U(t; s)P (s)f(s; y(s))ds 
Z +1
t
UQ(t; s)Q(s)f(s; y(s))ds; t 2 R:
For x; y 2 AP (R; X), one has
kFx(t)  Fy(t)k  c()
Z t
 1
e (t s)(t  s)  kf(s; y(s))  f(s; x(s))k ds
+ c()
Z +1
t
e (t s) kf(s; y(s))  f(s; x(s))k ds:
 k[c()  (1  ) +m() 1] kx  yk1 for all t 2 R:
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By taking k small enough, more precisely k < (c() (1  ) +m() 1) 1,
the operator F becomes a contraction on AP (R; X) and hence has a unique
xed point in AP (R; X), which obviously is the unique X-valued almost
periodic solution to (3.4).
The previous discussion can be formulated as follows:
Theorem 3.2.2. Let  2 (0; 1). Suppose that assumptions (H1)-(H5) hold
and k < (c()  (1 )+m() 1) 1. Then (3.4) has a unique mild solution
x in AP (R; X) :
3.3 Application : thermoelastic plate systems
Let a; b be positive functions and let 
  RN (N  1) be a bounded sub-
set, which is suciently regular. In this section we study the existence and
uniqueness of almost periodic solutions to the thermoelastic plate systems8>>>>>>>><>>>>>>>>:
@2u
@t2
+2u+ a(t) = f1(t;ru;r); t 2 R; x 2 
;
@
@t
  b(t)   a(t)@u
@t
= f2(t;ru;r); t 2 R; x 2 
;
 = u = u = 0; on R @
;
(3.10)
where u;  are the vertical deection and the variation of temperature of the
plate and the functions f1; f2 are continuous and (globally) Lipschitz.
Assuming the almost periodicity of the functions a; b; f1; f2, we show that
(3.10) has a unique almost periodic solution. It is worth mentioning that this
question was recently studied by H. Leiva et al. [78] in the case when not only
the coecients a; b were constant but also there was no gradient terms in the
semilinear terms f1 and f2.
To study almost periodic solutions to (3.10), our strategy consists of seeing
such a system as an abstract evolution equation. For that, let H = L2(
) and
take A to be the (unbounded) linear operator
D(A) = H2(
) \H10 (
) and A' =  ' for each ' 2 D(A):
Setting x :=
0B@
u
@u
@t

1CA, the problem (3.10) can be rewritten inX := D(A)HH
in the following form
x0(t) = A(t)x(t) + f(t; x(t)); t 2 R; (3.11)
where A(t) is the linear operator dened by
A(t) =
0@ 0 IH 0 A2 0 a(t)A
0  a(t)A  b(t)A
1A (3.12)
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and whose domain is
D(A(t)) = D(A2)D(A)D(A); t 2 R:
Moreover, the semilinear term f is dened only on RX for some 12 <  < 1 by
f(t; u; v; ) =
 0
f1(t;ru;r)
f2(t;ru;r)
!
, where X is the real interpolation space between
X and D(A(t)) given by X = H1+  H  H, with H = L2(
)A;1, and
H1+ is the domain of the part of A in H, see Section 2.2 for denitions and
properties of these spaces.
We shall assume that the positive real functions a; b are bounded under-
valued respectively by a0; b0 and a; b 2 Cb (R) \ AP (R) (Cb is the space
of bounded, globally Holder continuous functions) and the functions f1; f2 :
RH10 (
)H10 (
)! L2(
) are dened by
fi(t; u; )(x) = fi(t;ru(x);r(x)) = Kdi(t)
1 + jru(x)j+ jr(x)j
for x 2 
; t 2 R; i = 1; 2, where di are almost periodic real functions.
It is not hard to check that the functions fi (i = 1; 2) are continuous in
R H10 (
) H10 (
) and globally Lipschitz functions, with Lipschitz constant
L > 0 i.e.,
kfi(t; u; )  fi(t; v; )k  L(ku  vk2H10(
) + k   k
2
H10 (
)
)
1
2
for all t 2 R; u; v;  and  2 H10 (
):
In order to apply the results of Section 2, we need to check that assumptions
(H1), (H1'), (H2) and (H4) hold.
To show (2.7) appearing in (H1), we follow along the same lines as in [78].
For that, let 0 < 1 < 2 <    < n ! 1 be the eigenvalues of A with the
nite multiplicity n equal to the dimension of the corresponding eigenspace and
fn;kg is a complete orthonormal set of eigenvectors for A. For all x 2 D(A)
we have
Ax =
1X
n=1
n
nX
k=1
hx; n;kin;k :=
1X
n=1
nEnx;
with h; i being the inner product in H. So, En is a complete family of orthog-
onal projections in H and so each x 2 H can be written as
x =
1X
n=1
nX
k=1
hx; n;kin;k =
1X
n=1
Enx:
Hence, for z :=
 
w
v

!
2 D(A(t)), we have
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A(t)z =
0@ 0 IH 0 A2 0 a(t)A
0  a(t)A  b(t)A
1A0@wv

1A
=
0@ v A2w + a(t)A
 a(t)Av   b(t)A
1A =
0BBBBBBBB@
1X
n=1
Env
 
1X
n=1
2nEnw + a(t)
1X
n=1
nEn
 a(t)
1X
n=1
nEnv   b(t)
1X
n=1
nEn
1CCCCCCCCA
=
1X
n=1
0@ 0 1 0 2n 0 a(t)n
0  a(t)n  b(t)n
1A0@En 0 00 En 0
0 0 En
1A0@wv

1A
=
1X
n=1
An(t)Pnz;
where
Pn :=
0@En 0 00 En 0
0 0 En
1A ; n  1;
and
An(t) :=
0@ 0 1 0 2n 0 a(t)n
0  a(t)n  b(t)n
1A ; n  1: (3.13)
It is clear that the characteristic equation of the matrix An(t) is
3 + b(t)n
2 + (1 + a(t)2)2n+ b(t)
3
n = 0: (3.14)
Setting =n =  ; this equation takes the form
3   b(t)2 + (1 + a(t)2)  b(t) = 0: (3.15)
From Routh-Hurwitz theorem we obtain that the real part of the roots 1(t),
2(t), 3(t) of (3:15) are positive. Hence the eigenvalues of An(t) are simple
and given by i(t) =  ni(t); i = 1; 2; 3. Therefore, the matrix An(t) is
diagonalizable and then can be written as
An(t) = Kn(t)
 1Jn(t)Kn(t); n  1;
with
Kn(t) =
0BB@
1 1 1
n1(t) n2(t) n3(t)
a(t)1(t)
1(t)  b(t)n
a(t)2(t)
2(t)  b(t)n
a(t)3(t)
3(t)  b(t)n
1CCA ;
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Jn(t) =
0@ n1(t) 0 00  n2(t) 0
0 0  n3(t)
1A
and
Kn(t)
 1 =
1
a(a(t); b(t))n
0@ a11(t)  a12(t) a13(t) a21(t) a22(t)  a23(t)
a31(t)  a32(t) a33(t)
1A ;
where
a11(t) =
a(t)3(t)2(t)(2(t)  3(t))
(3(t)  b(t))(2(t)  b(t)) ; a12(t) =
a(t)3(t)1(t)(1(t)  3(t))
(3(t)  b(t))(1(t)  b(t)) ;
a13(t) =
a(t)2(t)1(t)(1(t)  2(t))
(2(t)  b(t))(1(t)  b(t)) ; a21(t) =
a(t)b(t)(2(t)  3(t))
(3(t)  b(t))(2(t)  b(t)) ;
a22(t) =
a(t)b(t)(1(t)  3(t))
(3(t)  b(t))(1(t)  b(t)) ; a23(t) =
a(t)b(t)(1(t)  2(t))
(2(t)  b(t))(1(t)  b(t)) ;
a31 = (3(t)  2(t)); a32 = (3(t)  1(t));
a33 = (2(t)  1(t));
a(a(t); b(t)) =
a(t)3(t)2(t)
(3(t)  b(t)) +
a(t)1(t)3(t)
(1(t)  b(t)) +
a(t)2(t)1(t)
(2(t)  b(t))
  a(t)1(t)2(t)
(1(t)  b(t))  
a(t)3(t)1(t)
(3(t)  b(t))  
a(t)2(t)3(t)
(2(t)  b(t)) :
Since b() is not a solution of (3.15), one can show that the matrix operators
Kn(t) and K
 1
n (t) are well dened and Kn(t)Pn(t) : Z := H  H  H 7!
X; K 1n (t)Pn(t) : X 7! Z.
The roots i(t); i = 1; 2; 3; of (3.15) are bounded. Indeed, setting l(t) =
(t)  b(t)3 , then (3.15) becomes
l(t)3 + p(t)l(t) + q(t) = 0;
where p(t) := (1 + a(t)2)  b(t)23 ; q(t) :=   227b(t)3 + (2  a(t)2) b(t)3 .
Since q is bounded and
jq(t)j = jl(t)kl(t)2 + p(t)j  jl(t)jjl(t)j2   jp(t)k;
then l is also bounded. Thus the boundedness of b yields the claim.
Now, dene the sector S as
S = f 2 C : j arg()j  ;  6= 0g;
where 0  sup
t2R
j arg(i(t))j < 
2
; i = 1; 2; 3 and

2
<  <   max
i=1;2;3
sup
t2R
fj arg(i(t))jg:
For  2 S and z 2 X, one has
R(;A(t))z =
1X
n=1
( An(t)) 1Pnz
=
1X
n=1
Kn(t)(  Jn(t)Pn) 1K 1n (t)Pnz:
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Hence,
kR(;A(t))zk2

1X
n=1
kKn(t)Pn(  Jn(t)Pn) 1K 1n (t)Pnk2L(X)kPnzk2

1X
n=1
kKn(t)Pnk2L(Z;X)k(  Jn(t)Pn) 1k2L(Z)kK 1n (t)Pnk2L(X;Z)kPnzk2:
Now, from (3.3) and b > b0, we have
j(t)  b(t)j  a(t)
2j(t)j
1 + j(t)j2 ; inft2R j(t)j > 0: (3.16)
Therefore from a(t) > a0 it follows that
inf
t2R
j(t)  b(t)j > 0: (3.17)
Moreover, for z :=
 
z1
z2
z3
!
2 Z, we have
kKn(t)Pnzk2 =2nkEnz1 + Enz2 + Enz3k2 + 2nk1(t)Enz1 + 2(t)Enz2 + 3(t)Enz3k2
+ 2n
 a(t)1(t)1(t)  b(t)Enz1 + a(t)2(t)2(t)  b(t)Enz2 + a(t)3(t)3(t)  b(t)Enz3
2 :
Thus, there is C1 > 0 such that
kKn(t)PnzkH  C1nkzkZ for all n  1 and t 2 R:
Similarly, for z :=
 
z1
z2
z3
!
2 X, one can show
kK 1n (t)Pnzk 
C2
n
kzk for all n  1 and t 2 R:
Now, for z 2 Z, we have
k(  JnPn) 1zk2Z =

0B@
1
+n1(t)
0 0
0 1+n2(t) 0
0 0 1+n3(t)
1CA
0@z1z2
z3
1A

2
Z
 1
(+ n1(t))2
kz1k2 + 1
(+ n2(t))2
kz2k2 + 1
(+ n3(t))2
kz3k2:
Let 0 > 0. The function () :=
1+jj
j+ni(t)j is continuous and bounded on the
closed set  := f 2 C=jj  0; j arg j  g. On the other hand, it is clear
that  is bounded for jj > 0. Thus  is bounded on S. If one takes
N = sup

1 + jj
j+ ni(t)j :  2 S; n  1 ; i = 1; 2; 3; t 2 R

:
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Therefore,
k(  JnPn) 1zkZ  N
1 + jjkzkZ ;  2 S:
Consequently,
kR(;A(t))k  K
1 + jj
for all  2 S and t 2 R.
Since the domain D(A(t)) is independent of t, we have only to check (H1').
The operator A(t) is invertible and
A(t) 1 =
0@ a(t)2b(t) 1A 1  A 2  a(t)b(t) 1A 2IX 0 0
 a(t)b(t) 1 0  b(t) 1A 1
1A ; t 2 R:
Hence, for t; s; r 2 R, one has
(A(t) A(s))A(r) 1
=
0@ 0 0 0 a(r)b(r) 1(a(t)  a(s))A 0  b(r) 1(a(t)  a(s))
 (a(t)  a(s))A+ a(r)b(r) 1(b(t)  b(s))A 0  b(r) 1(b(t)  b(s))
1A ;
and hence
k(A(t) A(s))A(r) 1zk

p
3(ka(r)b(r) 1(a(t)  a(s))Az1k+ kb(r) 1(a(t)  a(s))z3k
+ k(a(t)  a(s))Az1k+ ka(r)b(r) 1(b(t)  b(s))Az1k+ kb(r) 1(b(t)  b(s))z3k)

p
3(ja(r)b(r) 1kt  sjkAz1k+ jb(r) 1jkt  sjkz3k+ jt  sjkAz1k
+ ka(r)b(r) 1jjt  sjkAz1k+ jb(r) 1kt  sjkz3k)
 (2
p
3ja(r)b(r) 1j+ 1)jt  sjkAz1k+ 2
p
3ja(r)b(r) 1jkt  sjkz3k:
Consequently,
k(A(t) A(s))A(r) 1zk  Cjt  sjkzk:
Let us now check assumption (H2). For every t 2 R; A(t) generates an analytic
semigroup (eA(t))0 on X given by
eA(t)z =
1X
n=0
Kn(t)
 1PneJnPnKn(t)Pnz; z 2 X:
On the other hand, we have
keA(t)zk =
1X
n=0
kKn(t) 1PnkL(X;Z)keJnPnkL(Z)kKn(t)PnkL(Z;X)kPnzk;
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with for each z =
 
z1
z2
z3
!
2 Z
keJnPnzk2Z =

0@e n1(t)En 0 00 e n2(t)En 0
0 0 e n3(t)En
1A0@z1z2
z3
1A
2
Z
 ke n1(t)Enz1k2 + ke n2(t)Enz2k2 + ke n3(t)Enz3k2
 e 2kzk2Z ;
where  = 1 inf
t2R
fRe(1(t)); Re(2(t)); Re(3(t))g:
Therefore
keA(t)k  Ce  ;   0: (3.18)
Using the continuity of a; b and the equality
R(;A(t)) R(;A(s)) = R(;A(t))(A(t) A(s))R(;A(s));
it follows that the mapping J 3 t 7 ! R(;A(t)) is strongly continuous for  2
S where J  R is an arbitrary compact interval. Therefore, A(t) satises the
assumptions of [106, Corollary 2.3], and thus the evolution family (U(t; s))ts
is exponentially stable.
Finally, to check (H4), we show that (A()) 1 2 AP (R;L(X)): Let " > 0,
and  = " 2 P ("; a; b). We have
A(t+ ) 1  A(t) 1 = A(t+ ) 1(A(t+ ) A(t))A(t) 1; (3.19)
and,
A(t+ ) A(t) =
0@0 0 00 0 (a(t+ )  a(t))A
0  (a(t+ )  a(t))A  (b(t+ )  b(t))A
1A :
Therefore, for z :=
 
z1
z2
z3
!
2 D, one has
k(A(t+ ) A(t))zk  k(a(t+ )  a(t))Az3k+ k(a(t+ )  a(t))Az2k
+ k(b(t+ )  b(t))Az3k
 "kAz2k+ "kAz3k
 "kzkD;
and using (3.19), we obtain
kA(t+ ) 1y  A(t) 1yk  kA(t+ ) 1(A(t+ ) A(t))A(t) 1yk
 kA(t+ ) 1kL(X)
+ k(A(t+ ) A(t))kL(D;X)kA(t) 1ykD; y 2 X:
Since kA(t) 1ykD  ckyk, then
kA(t+ ) 1y  A(t) 1yk  c0"kyk:
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Consequently, A(t) 1 is almost periodic.
Finally, for a small constant K, all assumptions of Theorem 3.2.2 are sat-
ised and thus the thermoelastic system (3.10) has a unique almost periodic
mild solution

u


with values in H1+ H.
3.4 The almost automorphy
In this section, we study the existence of almost automorphic solutions of the
semilinear evolution equations
u0(t) = A(t)u(t) + f(t; u(t)); t 2 R; (3.20)
where A(t); t 2 R; satisfy (H1) and (H2).
To this purpose, dene the Yosida approximations An(t) = nA(t)R(n;A(t))
of A(t) for n > ! and t 2 R. These operators generate an evolution family Un
on X. It has been shown in [86, Lemma 3.1, Proposition 3.3, Corollary 3.4] that
assumptions (H1) and (H2) are satised by An() with the same constants for
n  n0.
We assume also that
(H4)' R(!;A()) 2 AA(R;L(X)),
(H5)' the function f : R  X  ! X is continuous and globally small Lips-
chitzian, i.e., there is a small Kf > 0 such that
kf(t; u)  f(t; v)k  Kf ku  vk for all t 2 R and u; v 2 X;
and f 2 AA(RX; X).
The Yosida approximations An() satisfy also this last assumption. More
precisely, the following lemma follows. We adopt the same proof of [86] in the
almost periodic case.
Lemma 3.4.1. If (H1) and (H4)' hold, then there is a number n1  n0 such
that R(!;An()) 2 AA(R;L(X)) for n  n1.
Proof. Let t 2 R and a sequence (s0l)l2N of real numbers, as R(w;A()) is almost
automorphic, there is a subsequence (sl)n2N such that
lim
l; k!+1
kR(w;A(t+ sl   sk)) R(w;A(t))k = 0:
If n  n0 and j arg(  !)j   we have that
R(!;An(t+ sl   sk)) R(!;An(t)) (3.21)
=
n2
(! + n)2

R
 !n
! + n
;A(t+ sl   sk)

 R
 !n
! + n
;A(t)

=
n2
(! + n)2
R(!;A(t+ sl   sk))
h
1  !
2
! + n
R(!;A(t+ sl   sk))
i 1
  n
2
(! + n)2
R(!;A(t))
h
1  !
2
! + n
R(!;A(t))
i 1
: (3.22)
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We can also see that !2
! + n
R(!;A(s))
  !2
! + n
K
1 + !
 !K
n
 1
2
for n  n1 := maxfn0; 2!Kg and s 2 R. In particular,h1  !2
! + n
R(!;A(s))
i 1  2: (3.23)
Hence, (3.22) implies
kR(!;An(t+ sl   sk)) R(!;An(t))k
 2 kR(!;A(t+ sl   sk)) R(!;A(t))k
+
K
1 + !
h1  !2
! + n
R(!;A(t+ sl   sk))
i 1   h1  !2
(! + n)2
R(!;A(t))
i 1:
Employing (3.23) again, we obtainh1  !2
! + n
R(!;A(t+ sl   sk))
i 1   h1  !2
! + n
R(!;A(t))
i 1
 4
h1  !2
! + n
R(!;A(t+ sl   sk))
i
 
h
1  !
2
! + n
R(!;A(t))
i
 4! kR(!;A(t+ sl   sk)) R(!;A(t))k:
Therefore,
kR(!;An(t+ sl   sk)) R(!;An(t))k  (2 + 4K)kR(!;A(t+ sl   sk)) R(!;A(t))k
(3.24)
for n  n1 and t 2 R. The assertion thus follows from (H4)'.
To obtain the aim of this section, we need the following technical lemma.
Lemma 3.4.2. Assume that (H1),(H2) and (H4)' hold. For every sequence
(s0l)l2N 2 R, there is a subsequence (sl)l2N such that for every  > 0, and
t; s 2 R there is l(; t; s) > 0 such that
k n(t+ sl   sk; s+ sl   sk)   n(t; s)k  cn2 (3.25)
for a large n and l; k  l(; t; s).
Proof. Let a sequence (s0l)l2N 2 R. Since R(!;A()) 2 AA(R; X) then we can
extract a subsequence (sl) such that
kR(!;A( + sl   sk)) R(!;A())k ! 0; k; l!1: (3.26)
From [86], we have
 n(t+ sl   sk; s+ sl   sk)   n(t; s)
=
Z
R
 n(t; )(An()  !) [R(!;An( + sl   sk)) R(!;An())]
 (An( + sl   sk)  !) n( + sl   sk; s+ sl   sk) d
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for s; t 2 R and l; k;2 N and large n. This formula with the estimate (3.24)
and [86, Corollary 3.4] imply that
k n(t+ sl   sk; s+ sl   sk)   n(t; s)k
 cn2
Z
R
e 
3
4
jt j e 
3
4
j sjkR(!;An( + sl   sk)) R(!;An())k d
 cn2(2 + 4K)
Z
R
e 
3
4
jt j e 
3
4
j sjkR(!;A( + sl   sk)) (3.27)
 R(!;A())k dk ! 0; k; l!1;
by (3.26) and Lebesgue's convergence dominated theorem. Hence, for  > 0
there is l(; t; s) > 0
k n(t+ sl   sk; s+ sl   sk)   n(t; s)k < cn2
for large n and l; k  l(; t; s).
We need also this fundamental result. An analogous result for the almost
periodicity is shown in [86].
Proposition 3.4.3. Assume that (H1), (H2) and (H4)' hold. Let a sequence
(s0l)l2N 2 R there is a subsequence (sl)l2N such that for every h > 0
k (t+ sl   sk; s+ sl   sk)   (t; s)k  ! 0; k; l!1
for jt  sj  h.
Proof. Let a sequence (s0l)l2N 2 R, and consider the subsequence (sl) given by
Lemma 3.4.2. Let " > 0 and h > 0. There is t" > h such that
k (t+ sl   sk; s+ sl   sk)   (t; s)k  "
for jt  sj  t" and l; k 2 N. For h  jt  sj  t", by [86, Lemma 4.2] we have
k (t+ sl   sk; s+ sl   sk)   n(t+ sl   sk; s+ sl   sk)k  c(t")n ; (3.28)
k (t; s)   n(t; s)k  c(t")n  (3.29)
for all k; l and large n. Let n" > 0 large enough such that n
  < "4c(t") for
n  n". Take 0 <  < "2cn2" . Hence, by (3.28), (3.29) and Lemma 3.4.2, one has
k (t+ sl   sk; s+ sl   sk)   (t; s)k  2c(t")n " + cn2"  "
for all k; l  l("; t; s). Consequently, k (t + sl   sk; s + sl   sk)    (t; s)k ! 0
as l; k ! +1 for jt  sj > h > 0.
These preliminary results will serve to prove the existence of a unique almost
automorphic solution of the semilinear evolution equation (3.20).
For this purpose, we show rst the existence of a unique almost automorphic
mild solution to the inhomogeneous evolution equation
u0(t) = A(t)u(t) + g(t); t 2 R: (3.30)
More precisely, we state the following main result.
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Theorem 3.4.4. Assume that (H1)-(H3) and (H4)' hold. Then, for every
g 2 AA(R; X), the unique bounded mild solution u() = RR  (; s)g(s) ds of
(3.30) belongs to AA(R; X).
Proof. First we prove that the mild solution u is almost automorphic in X. Let
a sequence (s0l)l2N and h > 0. As g 2 AA(R; X) there exists a subsequence
(sl)l2N such that lim
l; k!+1
kg(t+ sl   sk)  g(t)k ! 0. Now, we write
u(t+ sl   sk)  u(t)
=
Z
R
 (t+ sl   sk; s+ sl   sk)g(s+ sl   sk) ds 
Z
R
 (t; s)g(s) ds
=
Z
R
 (t+ sl   sk; s+ sl   sk)(g(s+ sl   sk)  g(s)) ds
+
Z
jt sjh
( (t+ sl   sk; s+ sl   sk)   (t; s))g(s) ds
+
Z
jt sjh
( (t+ sl   sk; s+ sl   sk)   (t; s))g(s) ds:
For "0 > 0, we deduce from Proposition 3.4.3 and (H2) that
ku(t+ sl   sk)  u(t)k
 2N
Z
R
e jt sjkg(s+ sl   sk)  g(s)k ds + (4 "0 + 4Nh)kgk1
for t 2 R and l; k > l("; h) > 0. Now, for " > 0, take h small and then "0 > 0
small such that
ku(t+ sl   sk)  u(t)k  2N
Z
R
e jt sjkg(s+ sl   sk)  g(s)k ds + "2
for t 2 R and l; k > l(") > 0. Finally, by Lebesgue dominated convergence
theorem, u is almost automorphic in X.
Using the reiteration theorem and the interpolation property, we have
jju(t+ sl   sk)  u(t)jj  c(; )jju(t+ sl   sk)  u(t)jj
 
 jju(t+ sl   sk)  u(t)jj


 :
Using estimates in Proposition 4.1.2, we can show that u is bounded in X.
Hence,
jju(t+ sl   sk)  u(t)jj  c(; )c

 jju(t+ sl   sk)  u(t)jj
 

 c0jju(t+ sl   sk)  u(t)jj
 
 : (3.31)
Since u is almost automorphic in X, u(t + sl   sk)  ! u(t), as l; k ! 1, for
t 2 R, and thus u 2 AA(R; X):
As a consequence of Theorem 3.4.4, we obtain the aim of this section.
Theorem 3.4.5. Assume that (H1)-(H3), (H4)' and (H5)' hold. Then, for
small Kf , (3.20) admits a unique mild solution u in AA (R; X) :
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Proof. Consider v 2 AA(R; X) and f 2 AA(RX; X). Then, by [95, Theo-
rem 2.2.4, p. 21], the function g() := f(; v()) 2 AA(R; X), and from Theorem
3.4.4, the inhomogeneous evolution equation
u0(t) = A(t)u(t) + g(t); t 2 R;
admits a unique mild solution u 2 AA (R; X) given by
u(t) =
Z
R
 (t; s)f(s; v(s))ds; t 2 R:
Let the operator F : AA(R; X)  ! AA(R; X) be dened by
(Fv)(t) :=
Z
R
 (t; s)f(s; v(s))ds for all t 2 R:
Now we prove that F has a unique xed point. For any x; y 2 AA (R; X), we
have
kFx(t)  Fy(t)k  c()
Z t
 1
e (t s)(t  s)  kf(s; y(s))  f(s; x(s))k ds
+ c()
Z +1
t
e (t s) kf(s; y(s))  f(s; x(s))k ds:
 Kfc0() kx  yk1 for all t 2 R:
If we assume thatKfc
0() < 1, then F has a unique xed poind u 2 AA (R; X).
Thus u is the unique almost automorphic solution to equation (3.20).
Example 3.4.6. Consider the parabolic problem
@t u(t; x) = A(t; x;D)u(t; x) + h(t;ru(t; x)); t 2 R; x 2 
;
B(x;D)u(t; x) = 0; t 2 R; x 2 @
; (3.32)
on a bounded domain 
  Rn with boundary @
 of class C2 and outer unit
normal vector (x), employing the dierential expressions
A(t; x;D) =
X
k;l
akl(t; x)@k@l +
X
k
ak(t; x) @k + a0(t; x);
B(t; x;D) =
X
k
bk(x) @k + b0(x):
We require that akl = alk and bk are real{valued, akl; ak; a0 2 Cb (R; C(
)),
bk; b0 2 C1(@
)),
nX
k;l=1
akl(t; x)Xik Xil   jXij2 ; and
nX
k=1
bk(x)k(x)  
for constants  2 (1=2; 1), ;  > 0 and all Xi 2 Rn, k; l = 1;    ; n, t 2 R,
x 2 
 resp. x 2 @
. We set X = C(
),
D(A(t)) = fu 2
\
p>1
W 2p (
) : A(t; ; D)u 2 C(
); B(t; ; D)u = 0 on @
g;
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for t 2 R. It is known that the operators A(t), t 2 R, satisfy (H1), see [1, 83],
or [107, Exa.2.9]. Thus A() generates an evolution family U(; ) on X. Let us
x numbers  2 (1=2; 1) and p > n2(1 ) . Then
Xt = X = ff 2 C2(
) : B(; D)u = 0g
with uniformly equivalent constants due to Theorem 3.1.30 in [83], and X ,!
W 2p (
). It is clear that the function f(t; u)(x) := h(t;ru(x)); x 2 
, is contin-
uous from RX to X if h is continuous from RRn, and if h is small Lips-
chitzian and almost automorphic then f is. Under the exponential dichotomy of
U(; ) and almost automorphy of R(!;A()), the parabolic equation (3:32) has
a unique almost automorphic solution.
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Chapter4
Asymptotic behavior of semilinear
autonomous boundary evolution
equations
In this chapter, we study the existence and uniqueness of the almost periodic
and almost automorphic solutions of the semilinear boundary evolution equa-
tion

u0(t) = Amu(t) + h(t; u(t)); t 2 R;
Lu(t) = (t; u(t)); t 2 R; (4.1)
where Am 2 L(D(Am); X); L 2 L(D(Am); @X); t 2 R, where D(Am); X; and
@X are Banach spaces such that D(Am) is dense and continuously embedded in
X. The function h is dened from RX into X, and  is dened from RX
into @X.
In Section 4.3, we show how to transform the semilinear boundary evolution
equation to a semilinear evolution equation in an extrapolated space
u0(t) = A 1u(t) + f(t; u(t)); t 2 R; (4.2)
where A 1 is the extrapolated extension of the generator A of a hyperbolic
analytic semigroup (T (t))t0 on a Banach space X. The semilinear term f is
dened on R  X with values in the extrapolated spaces X 1 for 0   <
 < 1.
In Section 4.1, we prove that the exponential dichotomy is inherited by the
extrapolated semigroup generated by A 1 in X 1.
In Section 4.2, we show the almost periodicity and automorphy of (4.2). As
usual, by a xed point argument, it is enough to show that the inhomogeneous
evolution equation
u0(t) = A 1u(t) + g(t); t 2 R; (4.3)
has a unique almost periodic (resp. almost automorphic) mild solution on X
for each almost periodic (resp. almost automorphic) function g : R  ! X 1.
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4.1 Hyperbolicity of an extrapolated semigroup
We consider a sectorial operator A on a Banach spaceX such that (A)\iR = ;,
which is equivalent to the fact that A generates a hyperbolic analytic semigroup
(T (t))t0 on X. Let (T 1(t))t0 be its extrapolated semigroup with generator
A 1. To show the main result of this chapter, we need the following results.
Proposition 4.1.1. Assume that 0 <   1 and that T () is hyperbolic. Then
the operators Pu and Ps admit continuous extensions Pu; 1 : X 1  ! X and
Ps; 1 : X 1  ! X 1 respectively. Moreover we have the following asser-
tions.
(i) Pu; 1X 1 = PuX;
(ii) T 1(t)Ps; 1 = Ps; 1T 1(t);
(iii) T 1(t) : Pu; 1(X 1)  ! Pu; 1(X 1) is invertible with inverse
T 1( t);
(iv) for 0 <   e" < 1, we have
jjT 1(t)Ps; 1xjj  mt 1 e"e tjjxjj 1 for x 2 X 1 and t  0; (4.4)
jjT 1(t)Pu; 1xjj  c etjjxjj 1 for x 2 X 1 and t  0: (4.5)
Proof. By applying (i) and (ii) of Condition (H) in Denition 2.2.12, we show
that T (t) and R(!;A) commute with Ps and Pu, and hence
jjPuxjj = 1
!
jj(2!  A)!R(!;A  !)Puxjj
=
1
!
jj(2!  A 1)Pu!R(!;A  !)xjj
 1
!
jj(2!  A 1)jjL( bX;X 1)jjPujjL(X)jj!R(!;A  !)xjj
 cjjxjj 1 (4.6)
for all x 2 X. Hence Pu can be extended to a bounded operator Pu; 1 2
L(X 1; X). Then the operator Ps; 1 = I Pu; 1 2 L(X 1) is the bounded
extension of Ps.
Assertion (i) is a consequence of the fact that Pu; 1 has values in X and
that it is a projection. Since Ps commute with T (t) and by approximation using
(2.5), we can see immediately the assertion (ii). To show (iii), we use the fact
that T (t) : PuX  ! PuX is invertible with inverse T ( t) and (i). To show
(iv), let t  1 and x 2 X 1. Using the estimates (2.2) and (2.5), we obtain
jjT 1(t)Ps; 1xjj = jjT (t  1)PsT 1(1)xjj
 c e tjjxjj 1
 c t 1 e":e  t2 t +1+e"e  t2 jjxjj 1:
Since t +1+e"e  t2 ! 0 as t! +1, one obtains
jjT 1(t)Ps; 1xjj = c t 1e
 
t
2 jjxjj 1:
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If 0  t  1, by assertion (ii) and (2.5), we have
jjT 1(t)Ps; 1xjj = jjPsT 1(t)xjj  c t 1 ajjxjj 1
 c t 1 ae 
t
2 e
t
2 jjxjj 1:
Hence, there exist constants m > 0 and  := =2 such that
jjT 1(t)Ps; 1xjj  m t 1 e"e tjjxjj 1:
Let t  0 and x 2 X 1. From the equality (i), (2.2) and (4.6), we have
jjT 1(t)Pu; 1xjj = jjT (t)Pu; 1xjj M jjPu; 1jjL(X 1;X)e tjjxjj 1
= c e tjjxjj 1:
The following exponential dichotomy estimates in the interpolation and ex-
trapolation spaces are needed.
Proposition 4.1.2. For x 2 X 1 and 0    1; 0 <  < 1; we have the
following assertions:
(i) there is a constant c(; ); such that
jjT 1(t)Pu; 1xjj  c(; )etjjxjj 1 for t  0; (4.7)
(ii) there is a constant m(; ); such that for t  0 and 0 <   e" < 1:
jjT 1(t)Ps; 1xjj  m(; )e tt  e" 1jjxjj 1: (4.8)
Proof. (i) As X is a space of class J, see [83, Denition 1.1.1 ], there is a
constant c() such that
jjxjj  c()jjxjj1 jjAxjj; x 2 D(A):
As the part of A in Pu is a bounded operator, from (4.5) one obtains
jjT 1(t)Pu; 1xjj  c()jjT (t)Pu; 1xjj1 jjAT (t)Pu; 1xjj
 c()jjT (t)Pu; 1xjj1 jjAPujjjjT (t)Pu; 1xjj
 c()jjAPujjjjT (t)Pu; 1xjj
 c()jjAPujjc etjjxjj 1
 c(; )etjjxjj 1:
(ii) For t  1, we have
jjT 1(t)Ps; 1xjj  jjT (1)jjL(X;X)jjT 1(t  1)Ps; 1xjj;
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and hence from (4.4), one obtains
jjT 1(t)Ps; 1xjj  m(; )t 1 e"e tjjxjj 1
 m(; )t 1  e"e  t2 te  t2 jjxjj 1:
 m(; )t 1  e"e  t2 jjxjj 1:
For t 2 [0; 1], it follows from (2.6) that
jjT 1(t)Ps; 1xjj  c t 1  e"jjPs; 1xjj 1
 c t 1  e"e  t2 e t2 jjxjj 1:
Hence
jjT 1(t)Ps; 1xjj  m(; )t 1  e"e tjjxjj 1 for t  0:
4.2 Semilinear evolution equations
Consider the semilinear evolution equation
u0(t) = A 1u(t) + f(t; u(t)); t 2 R; (4.9)
where the function f : RX  ! X 1 is continuous and globally Lipschitzian,
i.e., there is k > 0 such that
kf(t; x)  f(t; y)k 1  k kx  yk for all t 2 R and x; y 2 X: (4.10)
By a mild solution of (4.9) we will understand a continuous function x : R  !
X; which satises the following variation of constants formula
u(t) = T (t  s)u(s) +
Z t
s
T 1(t  )f(; u())d for all t  s; t; s 2 R:
(4.11)
We study rst the existence of almost periodic and almost automorphic mild
solutions for the inhomogeneous evolution equation
u0(t) = A 1u(t) + g(t); t 2 R: (4.12)
We have the following main result.
Theorem 4.2.1. Let g 2 BC(R; X 1) and 0   <   1. Then, the
following properties hold.
(i) The equation (4.12) admits a unique bounded mild solution u : R  ! X
given by
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u(t) =
Z t
 1
T 1(t  )Ps; 1g()d  
Z +1
t
T 1(t  )Pu; 1g()d; t 2 R:
(4.13)
(ii) If g 2 F(R; X 1), where F is one of the following abbreviations:
AP; AA then u 2 F(R; X).
Proof. (i) Since g is bounded, one can show as in [32] that u() given by (4.13)
is well dened in X for all t 2 R. Moreover, one can see easily that u() satises
the variation of constants formula
u(t) = T (t  s)u(s) +
Z t
s
T 1(t  )g()d for all t  s; t; s 2 R:
Using Proposition 4.1.2 and a characterization of the continuous interpolation
spaces X, see [83, Proposition 2.2.8], we show that the function u is continuous
from R to X. Hence, u is a mild solution of (4.12). The uniqueness can be
shown as in [32]. For the boundedness, let 0 < e" +  <  and 0 <    e" < 1.
By Proposition 4.1.2, we have
ku(t)k

Z t 1 T 1(t  )Ps; 1g()d


+
Z +1
t
T 1(t  )Pu; 1g()d



Z t
 1
kT 1(t  )Ps; 1g()k d +
Z +1
t
kT 1(t  )Pu; 1g()k d
 m(; )
Z t
 1
e (t )(t  ) ( +e"+1) kg()k 1 d
+ c(; )
Z +1
t
e (t ) kg()k 1 d
 m(; )
Z +1
0
e 



 ( +e"+1) d

kgk1 + c(; )
Z +1
t
e (t s)d kgk1
 m(; ) +e" (     e") kgk1 + c(; ) 1 kgk1 ;
where  () =
R +1
0 t
 1e tdt is the function gamma.
(ii) To show that the mild solution u is almost periodic, let g 2 AP (X 1).
From Denition 2.5.1, for each " > 0 there exists l(") > 0 such that for every
a 2 R, there exists a number  2 [a; a+ l(")] satisfy kg(t+ )  g(t)k 1  "
for all t 2 R, where  1 = m(; ) +e" (     e") + c(; ) 1:
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Then,
ku(t+ )  u(t)k

Z t
 1
kT 1(t  )Ps; 1[g( + )  g()]k d
+
Z +1
t
kT 1(t  )Pu; 1[g( + )  g()]k
 m(; )
Z t
 1
e (t )(t  ) ( +e"+1) kg( + )  g()k 1 d
+ c(; )
Z +1
t
e (t ) kg( + )  g()k 1 d
 [m(; ) +e" (     e") + c(; ) 1]" = ":
Thus, u 2 AP (X):
To prove that the mild solution u is almost automorphic, let us take a
sequence (s0n) of real numbers. As g 2 AA(X 1); there is a subsequence
(sn)n2N such that
lim
n;m!1 kg(t+ sn   sm)  g(t)k 1 = 0; (4.14)
for every t 2 R: Then,
u(t+ sn   sm)  u(t)
=
Z t+sn sm
 1
T 1(t+ sn   sm   )Ps; 1g()d  
Z t
 1
T 1(t  )Ps; 1g()d
 
Z +1
t+sn sm
T 1(t+ sn   sm   )Pu; 1g()d +
Z +1
t
T 1(t  )Pu; 1g()d
=
Z t
 1
T 1(t  )Ps; 1[g( + sn   sm)  g()]d
 
Z +1
t
T 1(t  )Pu; 1[g( + sn   sm)  g()]d:
Hence, from Proposition 4.1.2, we have
ku(t+ sn   sm)  u(t)k
 m(; )
Z t
 1
e (t )(t  ) ( +e"+1) kg( + sn   sm)  g()k 1 d
+ (; )
Z +1
t
e (t ) kg( + sn   sm)  g()k 1 d:
Finally, the equation (4.14) and the Lebesgue's dominated convergence theorem,
yield lim
n;m!1 ku(t+ sn   sm)  u(t)k = 0 for each t 2 R.
To obtain the same results for the semilinear evolution equation, consider
y 2 F(X) and f 2 F(R  X; X 1). Then, by Lemma 2.5.4, the function
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g() := f(; y()) 2 F(X 1). Thus, from Theorem 4.2.1, the inhomogeneous
evolution equation
u0(t) = A 1u(t) + g(t); t 2 R;
admits a unique mild solution u 2 F (X) given by
u(t) =
Z t
 1
T 1(t )Ps; 1f(; y())d 
Z +1
t
T 1(t )Pu; 1f(; y())d;
for all t 2 R. Let the operator F : F (X)  ! F (X) be dened by
(Fy)(t) :
Z t
 1
T 1(t  )Ps; 1f(; y())d  
Z +1
t
T 1(t  )Pu; 1f(; y())d
for all t 2 R and assume that k < 1
m(; ) +e" (     e") + c(; ) 1 ,
where e" is any constant such that 0 <    e" < 1; 0 <  + e" <  . Then, we
have for any x; y 2 F (X)
kFx(t)  Fy(t)k
 m(; )
Z t
 1
e (t )(t  ) ( +e"+1) kf(; y())  f(; x())k 1 d
+ c(; )
Z +1
t
e (t ) kf(; y())  f(; x())k 1 d:
 K[m(; ) +e" (     e") + c(; ) 1] kx  yk1 for all t 2 R:
This shows that F has a unique xed point in F (X) ; and consequently we
have the following theorem.
Theorem 4.2.2. Let 0   <  and e" > 0 such that 0 <    e" < 1 and
0 <  + e" < . Assume that k < (m(; ) +e" (     e") + c(; ) 1) 1
and f 2 F (RX; X 1).
Then (4.9) admits a unique mild solution u in F (X), which satises the
variation of constants formula for t 2 R
u(t) =
Z t
 1
T 1(t )Ps; 1f(; u())d 
Z +1
t
T 1(t )Pu; 1f(; u())d:
4.3 Semilinear boundary evolution equations
Consider the semilinear autonomous boundary evolution equation
(
u0(t) = Amx(t) + h(t; u(t)); t 2 R;
Lu(t) = (t; u(t)); t 2 R: (4.15)
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Here (Am; D(Am)) is a densely dened linear operator on a Banach space
X, L : D(Am)  ! @X, the boundary Banach space and the functions h :
RXm  ! X,  : RXm  ! @X are continuous.
Throughout this section, we assume that the following hypotheses hold.
(A1) There exists a norm j  j on D(Am) such that Xm := (D(Am); j  j) is
complete. The space Xm is continuously embedded in X and Am 2
L(Xm; X).
(A2) The restriction A := Am j ker(L) is a sectorial operator such that
(A) \ iR = ;.
(A3) The operator L : Xm  ! @X is bounded and surjective.
(A4) Xm ,! X; for some 0 <  < 1 .
(A5) h : RX  ! X and  : RX  ! @X are continuous for 0   < .
Under the assumptions (A1)-(A3) the following properties have been shown
by G. Greiner [57, Lemma 1.2, 1.3].
Lemma 4.3.1. For some  2 (A), the following assertions are true:
(i) Xm = D(A) ker( Am):
(ii) The restriction L : ker( Am)! @X is invertible and its inverse is the
so-called Dirichlet operator L 2 L(@X;X).
(iii) P := LL is a projection from D(A) = kerL onto ker( Am).
(iv) R(;A)L = R(;A)L for all ;  2 (A):
(v) ( Am)L = LR(;A) = 0; LL = Id@X .
We know that the assumption (A4) is equivalent to the fact that the oper-
ator
L : @X  ! X is bounded for all  > 0: (4.16)
Recall here that u : R  ! X is a mild solution of (4.15) if for all t  s; t; s 2 R,
we have :
(i)
Z t
s
u()d 2 Xm; (ii)u(t)  u(s) = Am
Z t
s
u()d +
Z t
s
h(; u())d;
(iii)L
Z t
s
u()d =
Z t
s
(; u())d:
In the following lemma we show the equivalence between the boundary equation
(4.15) and a semilinear evolution equation
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Lemma 4.3.2. Assume that (A1)-(A3) are satised. A function u is a mild
solution of the boundary equation (4.15) if and only if u is a mild solution of
the semilinear evolution equation on X
u0(t) = A 1u(t) + h(t; u(t)) A 1L0(t; u(t)); t 2 R; (4.17)
where L0 := (LjKer(Am)) 1:
Proof. Let u be a mild solution of (4.15). Then, since Range(L0L)  ker(Am);
Range(I   L0L) = D(A) and from Lemma 4.3.1(i), we can decomposeZ t
s
u()d = (Id  L0L)
Z t
s
u()d + L0L
Z t
s
u()d
Then by (ii)  (iii) and (A4) we have
u(t)  u(s) = Am
Z t
s
u()d  AmL0L
Z t
s
u()d +
Z t
s
h(; u())d
= A
Z t
s
u()d   L0L
Z t
s
u()d

+
Z t
s
h(; u())d
= A 1
Z t
s
u()d +
Z t
s
h(; u())d  A 1L0
Z t
s
(; u())d;
for all t  s; t; s 2 R: The last equation is equivalent to the fact that u satises
the variation of constants formula (4.11), and thus it is a mild solution of (4.17).
Let now u be a mild solution of (4.17), that is, u satises
u(t) = T (t s)u(s)+
Z t
s
T (t )h(; u())d 
Z t
s
T 1(t )A 1L0(; u())d
for all t  s; t; s 2 R: Since u is a X-valued function, then R ts T 1(t  
)A 1L0(; u())d 2 X, and then
R t
s T (t  )L0(; u())d 2 D(A); and
u(t) = T (t  s)u(s) +
Z t
s
T (t  )h(; u())d  A
Z t
s
T (t  )L0(; u())d:
Hence,Z t
s
u()d
=
Z t
s
T (   s)u(s)d +
Z t
s
Z 
s
T (   )h(; u())dd
 
Z t
s
Z 
s
T 1(   )A 1L0(; u())dd
= A 1[T (t  s)u(s)  u(s)] +A 1
Z t
s
T (t  )h(; u())d
+A 1
Z t
s
h(; u())d  
Z t
s
T (t  )L0(; u())d   L0
Z t
s
(; u())d:
This implies easily that u satises (i) (iii) above. This completes the proof.
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We can now announce the main result of this section.
Theorem 4.3.3. Assume that (A1)-(A5) are satised, and that the functions
 2 F(RX; @X); h 2 F(RX; X) are globally Lipschitzian with small con-
stants. Then, the semilinear boundary evolution equation (4.15) has a unique
mild solution u 2 F(X) satisfying, for all t 2 R,
u(t) =
Z t
 1
T (t  s)Psh(s; u(s))ds 
Z +1
t
T (t  s)Puh(s; u(s))ds
 A
Z t
 1
T (t  s)PsL0(s; u(s))ds 
Z +1
t
T (t  s)PuL0(s; u(s))ds

:
(4.18)
Proof. One knows that A 1L0 is a bounded operator from @X to X 1.
Hence, since  2 F(R  X; @X) and h 2 F(R  X; X) and from the in-
jection X ,! X 1, the function f(t; u) := h(t; u)   A 1L0(t; u) belongs to
F(RX; X 1). This function is also globally Lipschitzian with a small con-
stant. Hence, by Theorem 4.2.2 there is a unique mild solution u 2 F(X) of
the equation (4.17), satisfying
u(t) =
Z t
 1
Ps; 1T 1(t s)f(s; u(s))ds 
Z +1
t
Pu; 1T 1(t s)f(s; u(s))ds;
from which we deduce the variation of constants formula (4.18) and that u 2
F(X) is the unique mild solution.
We conclude this section with the following example.
Example 4.3.4.
Consider the following partial dierential equation8><>:
@
@t
u(t; x) = u(t; x) + au(t; x); t 2 R; x 2 

@
@n
u(t; x) =  (t;m(x)u(t; x)); t 2 R; x 2 @
;
(4.19)
where a 2 R+ and m is a C1-function. We assume that 
 is a bounded open
subset of Rn with smooth boundary @
. Let X = L2(
), Xm = H2(
) and the
boundary space @X = H
1
2 (@
). Consider the operator Am : Xm ! X; Am' =
'+ a' and
L : Xm ! @X; L' = @'
@n
. From [112, Section 4.7.1], the operator L is
bounded and surjective. It is known also that the operator A = Am j ker(L)
generates an analytic semigroup. It follows also from [112, Sections 4.3.3,
4.6.1] that for  <
3
4
, Xm  X: The eigenvalues of Neumann Laplacian
A form a decreasing sequence (n) with 0 = 0 and 1 < 0. If one takes
a =  1
2
1 then (A) \ iR = ;. Hence, the analytic semigroup generated
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by A is hyperbolic. Consider the function (t; ')(x) =  (t;m(x)'(x)) =
k b(t)
1 + jm(x)'(x)j ; t 2 R; x 2 @
 and b(t) is an almost automorphic (resp. al-
most periodic) real function. One can see that  is continuous on RH20(
)
for some
1
2
<  < 0 <  <
3
4
, which is embedded in RX (see e.g [112]). By
using the denition of fractional Sobolev space, we have (t; ')() 2 H 12 (@
)
for all ' 2 H20(
) ,! H1(
). Moreover ' is almost automorphic (resp. almost
periodic ) in t 2 R for each u 2 X; and globally Lipshitizian. Now for a small
constant k, all assumptions of Theorem 4.3.3 are satised and hence (4.19) ad-
mits a unique almost automorphic (resp. almost periodic) mild solution u with
values in X.
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Chapter5
Asymptotic behavior of
inhomogeneous non-autonomous
boundary evolution equations
The principal aim of this chapter is to study the almost periodicity of the
solutions to the parabolic inhomogeneous boundary value problem
u0(t) = Am(t)u(t) + g(t); t 2 R;
B(t)u(t) = h(t); t 2 R; (5.1)
for linear operators Am(t) : Z ! X and B(t) : Z ! Y on Banach spaces
Z ,! X and Y . We want to show that the solutions u : R! X of (5.1) inherit
the (asymptotic) almost periodicity of the inhomogeneities g : R ! X and
h : R! Y .
As in the previous chapter, we transform our boundary evolution equation
to the inhomogeneous evolution equation
u0(t) = A 1(t)u(t) + f(t); t 2 J;
in Xt 1. We study rst the asymptotic behavior of this last equation and
deduce at the end the same result for (5.1).
5.1 Almost periodicity of evolution equations
Consider a family of linear operators A(t), t 2 R, on a Banach spaceX satisfying
the Acquistapace-Terreni hypothesis (H1).
In this section, we study the parabolic evolution equation
u0(t) = A 1(t)u(t) + f(t); t 2 J; (5.2)
where J is an unbounded closed interval, f 2 E 1(J).
Let U(t; s); t  s, be the evolution family generated by A(t); t 2 R, and
be U 1(t; s); t  s, its extrapolated evolution family dened in Proposition
53
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2.4.2 for each  2 (1  ; 1]. A mild solution of (5.2) is a function u 2 C(J;X)
satisfying
u(t) = U(t; s)u(s) +
Z t
s
U 1(t; )f() d; 8 t  s in J: (5.3)
In Proposition 2.6 of [87], we showed that a mild solution actually satises
(5.2) pointwise in Xt 1 for each  2 [0;minf; g) and t 2 J . Conversely, if
u 2 C1(J;X) solves (5.2) (and thus u 2 E(J)), then Proposition 2.1(iv) of [88]
implies that
@+ U(t; )u() =  U 1(t; )A 1()u() + U(t; )u0() = U 1(t; )f()
in X for all t >  . As a result,
U(t; t  ")u(t  ")  U(t; s)u(s) =
Z t "
s
U 1(t; )f() d
for t > t  " > s. Letting "! 0, we conclude that u is a mild solution of (5.2).
5.1.1 Evolution equations on R
In this subsection we study the almost periodicity of the solutions to (5.2) on
J = R under the following assumptions.
(H1) The operators A(t), t 2 R, satisfy the assumptions (2.7) and (2.8).
(H2) The evolution family U generated by A() has an exponential dichotomy
on R with constants N;  > 0, projections P (t), t 2 R, and Green's
function  .
(H3) R(!;A()) 2 AP (J;L(X)).
It is not dicult to verify that then R(;A()) 2 AP (J;L(X)) for  2 !+ [
f0g. We want to solve (5.3) for f belonging to the space AP 1(R) which is
dened by
AP 1(R) := ff 2 E 1(R) : 9 (fn) 2 AP (R; X) converging to f in E 1(R)g
= ff 2 E 1(R) : 9 (fn) 2 AP (R; X) converging to f in E 1(R)g
for  2 [0; 1]. This space is endowed with the norm of E 1(R). Note that
AP0(R) = AP (R; X).
We rst characterize the space AP 1(R). On F := AP (R; X), we dene
the multiplication operator
(A()v)(t) := A(t)v(t); t 2 R;
D(A()) := fv 2 F : f(t) 2 D(A(t)) for all t 2 R; A()v 2 Fg:
Assumptions (H3) and (2.7) imply that the function R(;A())v belongs to
F for every v 2 F and  2 ! +  [ f0g. Therefore, the operator A() is
sectorial on F with the resolvent R(;A()). We can thus introduce the spaces
F 1 := F
A()
 1 for each  2 [0; 1), where we set F0 := F and F1 := D(A()).
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Proposition 5.1.1. Let (2.7) and (H3) hold. We then have F 1 = AP 1(R)
for each  2 [0; 1]:
Proof. We rst note that
kfkF 1 = kfkE 1 for all f 2 F and  2 [0; 1]: (5.4)
The embedding F 1 ,! E 1 holds due to Lemma 2.3.1. Therefore we obtain
F 1 = ff 2 F 1 : 9 fn 2 AP (R; X); fn ! f in k  kF 1 = k  kE 1g
,! ff 2 E 1 : 9 fn 2 AP (R; X); fn ! f in k  kF 1 = k  kE 1g
= AP 1(R):
The asserted isomorphy now follows from (5.4).
These spaces are much simpler in the case of constant extrapolation spaces.
Proposition 5.1.2. Let (2.7) and (H3) hold. Assume that Xt 1 = X0 1 =:
X 1 for some  2 [0; 1] and every t 2 R with uniformly equivalent norms.
Then it holds F 1 = AP 1(R) = AP (R; X 1).
Proof. Due to the assumptions, the norms of E 1 and of Cb(R; X 1) are
equivalent on E, so that E 1 = Cb(R; X 1). Take f 2 AP (R; X 1) ,! E 1
and the sequence fn := nR(n;A 1())f for n > !. We rst show that
fn 2 AP (R; X). For that purpose, let x 2 X 1 and take xk 2 X converg-
ing to x in X 1. Due to (H3), we have nR(n;A())xk 2 AP (R; X). Since
R(n;A 1(t)) is bounded from Xt 1 to X uniformly in t (see e.g. [88, (2.8)],
we derive that nR(n;A 1())x 2 AP (R; X). The same is true for functions
f = ()x, with scalar almost periodic function  and x 2 X 1. Since the
span of those functions is dense in AP (R; X 1) by [12, Theorem 4.5.7], it fol-
lows that fn 2 AP (R; X). Observing that fn ! f in E 1, we conclude that
f 2 AP 1(R). For the converse, let f 2 AP 1(R) and AP (R; X) 3 fn ! f
in E 1 = Cb(R; X 1). The continuous embedding X ,! X 1 implies that
fn 2 AP (R; X 1), and hence f 2 AP (R; X 1).
We state the main result of this subsection.
Theorem 5.1.3. Assume that (H1), (H2) and (H3) hold. Let f 2 AP 1(R)
for some  2 (1   ; 1]. Then the evolution equation (5.2) has a unique mild
solution u 2 AP (R; X) given by
u(t) =
Z
R
  1(t; )f() d; t 2 R: (5.5)
Proof. For f 2 E 1, one can show that the function u given by (5.5) is a
bounded mild solution of (5.2), and that every bounded mild solution is given
by (5.5). (See e.g. the remarks after Theorem 3.10 in [87].) This fact shows
the uniqueness of bounded mild solutions to (5.2). Take a sequence (fn) 
AP (R; X) converging to f in E 1. In Theorem 4.5 of [86] we have shown that
the functions
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un(t) =
Z
R
 (t; )fn() d; t 2 R; (5.6)
belongs to AP (R; X). Proposition 2.4.3 further yields
ku(t)  un(t)k 
Z
R
k  1(t; )kL(X 1;X)kfn()  f()k 1 d
 c kfn   fkE 1 ; t 2 R:
Therefore un ! u in Cb(R; X) as n!1, and so u 2 AP (R; X).
5.1.2 Forward evolution equations
We investigate the parabolic initial value problem
u0(t) = A 1(t)u(t) + f(t); t  t0;
u(t0) = x;
(5.7)
under the following assumptions.
(H1') The operators A(t), t > a, satisfy the assumptions (2.7) and (2.8) for
t; s > a.
(H2') The evolution family U generated by A() has an exponential dichotomy
on (a;1) with projections P (t), t > a, constants N;  > 0, and Green's
function  .
(H3') R(!;A()) 2 AAP ([t0;1);L(X)) for some t0 > a.
Let now t0 > a, 1    <   1, x 2 D(A(t0)) and f 2 E 1([t0;1)).
Assume that (H1') and (H2') hold. Then a mild solution of (5.7) is a function
u 2 C([t0;1); X) being a mild solution of the evolution equation in the rst
line of (5.7) and satisfying u(t0) = x. We have shown in [87, Proposition 2.7]
that there is a bounded mild function u of (5.7) if and only if
Q(t0)x =  
Z 1
t0
~U(t0; s)Q 1(s)f(s) ds: (5.8)
In this case the mild solution of (5.7) is uniquely given by
u(t) = U(t; t0)P (t0)x+
Z t
t0
U 1(t; s)P 1(s)f(s) ds
 
Z +1
t
~U 1(t; s)Q 1(s)f(s) ds
= U(t; t0)P (t0)x+
Z +1
t0
  1(t; s)f(s) ds; t  t0: (5.9)
We want to study the asymptotic almost periodicity of this solution in the
case of an asymptotically almost periodic f . For a close unbounded interval
J 6= R, we introduce the space
AAP 1(J) := ff 2 E 1(J) : 9 (fn)  AAP (J;X); fn ! f in E 1(J)g;
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endowed with the norm of E 1(J).
We dene the multiplication operator A() on AAP (J;X) by
(A()v)(t) := A(t)v(t); t 2 J;
D(A()) := fv 2 AAP (J;X) : v(t) 2 D(A(t)) 8 t 2 J; A()v 2 AAP (J;X)g:
Assumption (H3') and (2.7) imply that the function R(;A())v belongs to
AAP ([t0;1); X) for every v 2 AAP ([t0;1); X) and  2 ! + [ f0g. There-
fore, the operator A() is sectorial on AAP ([t0;1); X). We can thus introduce
also the spaces AAP ([t0;1); X)A() 1 for  2 [0; 1]. These spaces can be charac-
terized as in the previous subsection.
Proposition 5.1.4. Let (2.7) and (H3') hold. Then we have
AAP 1([t0;1)) = AAP ([t0;1); X)A() 1:
for each  2 [0; 1]. If, in addition, Xt 1 = X 1 with uniform equivalent
norms for some 1   <   1 and a Banach space X 1, then we obtain
AAP 1([t0;1)) = AAP ([t0;1); X 1):
We can now prove the main result of this subsection.
Theorem 5.1.5. Let 1    <   1. Assume that (H1'), (H2'), and (H3')
hold and that x 2 D(A(t0)) and f 2 AAP 1([t0;1)) satisfy (5.8). Then the
unique bounded mild solution u of (5.7) is asymptotically almost periodic.
Proof. Let f 2 AAP 1([t0;1)) and x 2 X satisfy (5.8). Take a sequence
(fn)  AAP ([t0;1); X) converging to f in E 1([t0;1)). Due to [86, Theorem
5.4], the functions
un(t) = U(t; t0)P (t0)x+
Z 1
t0
 (t; s)fn(s) ds; t  t0; n 2 N
are asymptotically almost periodic in X (and they are mild solutions of
(5.7) for the inhomogeneities fn and the initial values xn = un(t0)). As in the
proof of Theorem 5.1.3, we see that un ! u in Cb([t0;1); X). So we conclude
that u 2 AAP ([t0;1); X).
5.1.3 Backward evolution equations
As a counterpart to the previous subsection, we now study the parabolic nal
value problem
u0(t) = A 1(t)u(t) + f(t); t  t0;
u(t0) = x:
(5.10)
Mild solutions of (5.10) are dened as in the forward case. We make the fol-
lowing assumptions.
(H1") The operators A(t), t < b, satisfy (2.7) and (2.8) for t; s < b.
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(H2") The evolution family U has an exponential dichotomy on ( 1; b) with
projections P (t), t < b, constants N;  > 0, and Green's function  .
(H3") R(!;A()) 2 AAP (( 1; t0];L(X)) for some t0 < b.
Let 1    <   1, x 2 X, and f 2 E 1(( 1; t0]). We have shown
in [87, Proposition 2.8] that there is a unique bounded mild solution u 2
C(( 1; t0]; X) of (5.10) on ( 1; t0] if and only if
P (t0)x =
Z t0
 1
U 1(t0; s)P 1(s)f(s)ds; (5.11)
in which case u is given by
u(t) = eU(t; t0)Q(t0)x+ Z t
 1
U 1(t; s)P 1(s)f(s) ds
 
Z t0
t
eU 1(t; s)Q 1(s)f(s) ds (5.12)
for t  t0.
As before, we obtain the asymptotic almost periodicity of this function if f
belongs to AAP 1(( 1; t0]). We note that the space AAP 1(( 1; t0]) can
de described as in Proposition 5.1.4.
Theorem 5.1.6. Assume that (H1"), (H2"), and (H3") hold. Let x 2 X and
f 2 AAP 1(( 1; t0]) satisfy (5.11). Then the unique bounded mild solution
u of (5.10) given by (5.12) belongs to AAP (( 1; t0]; X).
Proof. Let x and f be as in the assertion. Take a sequence (fn) inAAP (( 1; t0]; X)
converging to f in E 1(( 1; t0]). Dene the function
un(t) = eU(t; t0)Q(t0)x+ Z t0
 1
  1(t; s)Q 1(s)fn(s) ds
for t  t0 and n 2 N. Using the same arguments as in [86, Theorem 5.4], we can
show that un 2 AAP (( 1; t0]; X) for all n 2 N. Finally, as in Theorem 5.1.3
we see that un ! u in Cb(( 1; t0]; X), so that u 2 AAP (( 1; t0]; X).
5.2 Fredholm properties of almost periodic evolution
equations on R
Consider a family of operators A(t), t 2 R, on X satisfying the hypothesis
(H1). We assume that
U(; ) has exponential dichotomies on [T 0;+1) and ( 1; T 0]
for some T 0 2 R: We x a number T  0 such that T > T 0: (5.13)
In some results we shall assume that A() is asymptotically hyperbolic, i.e.,
there are two operators A 1 : D(A 1)! X and A+1 : D(A+1)! X which
5.2 Fredholm properties of almost periodic evolution equations on R 59
satisfy (2.7) and
lim
t!1R(!;A(t)) = R(!;A1) (in L(X)); (5.14)
(A+1) \ iR = (A 1) \ iR = ;: (5.15)
Under assumptions (H1), (5.14), (5.15), implies that the condition (5.13) is
satised, see [109, Theorem 2.3], as well as [20] and [107] for earlier results
under additional assumptions.
We further assume that
(H4) Let T be the number T from (5.13). Then we assume thatR(!;A())j[T;1) 2
AAP ([T;1);L(X)) and R(!;A())j( 1; T ] 2 AAP (( 1; T ];L(X)).
We will work on the space
AAP = AAP(R; X) := ff 2 Cb(R; X) : f jR 2 AAP (R; X)g:
of functions being asymptotically almost periodic on R  and R+, separately.
This space is endowed with the sup{norm. The following description of this
space turns out to be crucial for our work.
Lemma 5.2.1. Let (2.7) and (H4) hold. We then have AAP = ff 2
Cb(R; X) : f j( 1; a] 2 AAP (( 1; a]; X); f j[a;1) 2 AAP ([a;1); X)g =:
F a for each a  0.
Proof. Let a  0 and f 2 Cb(R; X) such that
f+ := f j[a;1) = g+ + h+ 2 C0([a;1); X)AP ([a;1); X);
f  := f j( 1; a] = g  + h  2 C0(( 1; a]; X)AP (( 1; a]; X):
It is clear that h+ and h  can be extended to functions in AP (R+; X) and
AP (R ; X) respectively. The functions ~g := f jR   h then belong to
C0(R; X), i.e, f jR = ~g + h 2 AAP (R; X). So we have shown the inclu-
sion F a  AAP. The other inclusion is clear.
As in the previous sections we dene the multiplication operator A() on
AAP(R; X) by
(A()v)(t) := A(t)v(t); t 2 R;
D(A()) := fv 2 AAP(R; X) : f(t) 2 D(A(t)) 8 t 2 R; A()v 2 AAPg:
Assumption (H4) shows that function R(;A())f belongs to AAP for every
f 2 AAP and  2 ! +  [ f0g, and thus the operator A() is sectorial in
AAP with the resolvent R(;A()). So we can dene the extrapolation spaces
AAP 1 = AAP

 1(R) := (AAP
(R; X))A() 1 for  2 [0; 1];
which are characterized in the following proposition.
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Proposition 5.2.2. Let (2.7) and (H4) hold, and let  2 [0; 1]. Then we have
AAP 1 = ff 2 E 1(R) : f j[T;1) 2 AAP 1([T;1));
f j( 1; T ] 2 AAP 1(( 1; T ])g:
Assume that, in addition, Xt 1 = X 1 with uniformly equivalent norms for
some Banach space X 1 and some  2 [0; 1]. Then we have
AAP 1 = ff 2 Cb(R; X 1) : f j[T;1) 2 AAP ([T;1); X 1);
f j( 1; T ] 2 AAP (( 1; T ]; X 1)g:
Proof. Due to Lemma 5.2.1 the space AAP 1 is embedded into E 1(R). Let
f 2 AAP 1. Then there are fn 2 AAP converging to f in E 1. The re-
strictions of fn to ( 1; T ] and to [T;+1) converge to the corresponding re-
strictions of f in E 1(( 1; T ]) and E 1([T;+1)), respectively. Therefore
the restrictions of f belong to AAP 1(( 1; T ]) and to AAP 1([T;+1)),
respectively, which shows the inclusion `'. Let f belong to the space on the
right side in the rst assertion. The functions fn = nR(n;A 1())f then belong
to BC(R; X) for n  !, and their restrictions belong to AAP (( 1; T ]; X)
and to AAP ([T;+1); X) (since R(n;A 1()) is the resolvent of the respective
multiplication operator A 1()). Lemma 5.2.1 thus yields fn 2 AAP. Since
fn ! f in E 1 as n!1, the rst assertion holds. The second assertion now
follows from the results of the previous section.
As in [87], we dene the operator G 1 on AAP 1(R; X) in the following
way. A function u 2 AAP(R; X) belongs to D(G 1) and G 1u = f if there
is a function f 2 AAP 1 such that (5.3) holds; i.e.,
u(t) = U(t; s)u(s) +
Z t
s
U 1(t; )f() d
for all t; s 2 R with t  s. In particular, G0 is dened on AAP(R; X) by
(5.3), replacing U 1 by U .
To study the operator G 1, we introduce the stable and unstable subspaces
of U 1(; ).
Denition 5.2.3. Let t0 2 R. We dene the stable space at t0 by
Xs(t0) := fx 2 Xt0 1 : limt!+1 kU 1(t; t0)xk = 0g;
and the unstable space at t0 by
Xu(t0) := fx 2 X : 9 a mild solution u 2 C0(( 1; t0]; X) of (5.10) with f = 0g:
Observe that the function u in the denition of Xu(t0) satises u(t) =
U(t; s)u(s) for s  t  t0 and u(t0) = x; so that Xu(t0)  D(A(t0)). The
following result was shown in [87, Lemma 3.2].
Lemma 5.2.4. Assume that the assumptions (2.7), (2.8), and (5.13) are sat-
ised and that 1   <   1. Then the following assertions hold.
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(a) Xs(t0) = P 1(t0)Xt0 1 for t0  T ;
(b) Xu(t0) = Q(t0)X for t0   T ;
(c) U 1(t; t0)Xs(t0)  Xs(t) for t  t0 in R;
(d) U(t; t0)Xu(t0) = Xu(t) for t  t0 in R;
(e) Xs(t0) is closed in X
t0
 1 for t0 2 R.
Finally, for technical purposes we introduce the space
F T := ff : Cb(( 1; T ]; X) : f j( 1; T ] 2 AAP (( 1; T ]; X)g
and endow it with the sup norm. The corresponding extrapolation spaces F T 1
for A() are dened as above for  2 [0; 1].
The restrictions G+ 1 and G
 
 1 of G 1 to the halines [T;+1) and
( 1; T ] are given in a similar way: A function u 2 AAP ([T;+1); X) (resp.,
u 2 F T ) belongs to D(G+ 1) (resp., D(G  1)) if there is a function f 2
AAP 1([T;+1)) (resp., f 2 F T 1) such that
u(t) = U(t; s)u(s) +
Z t
s
U 1(t; )f()d
holds for all t  s  T (resp., for all s  t  T ). Then we set G+ 1u = f and
G  1u = f , respectively. The operators G 1 and G

 1 are single valued and
closed due to Remarks 2.5 and 3.12 of [87]. As in [50], [51] and [87], we obtain
right inverses R+ 1 and R
 
 1 on AAP ([T;+1); X) and on F T for G+ 1 and
G  1, respectively, by setting
(R+ 1h)(t) =  
Z 1
t
eU 1(t; s)Q 1(s)h(s) ds+ Z t
T
U 1(t; s)P 1(s)h(s) ds
for h 2 AAP 1([T;+1); X) and t  T , and
(R  1h)(t)=
8>><>>:
Z T
 1
  1(t; s)h(s) ds; t   T;Z  T
 1
U 1(t; s)P 1(s)h(s) ds+
Z t
 T
U 1(t; s)h(s) ds; jtj  T;
for h 2 F T 1.
Proposition 5.2.5. Assume that the assumptions (2.7), (2.8), (5.13) and (H4)
are satised and that 1   <   1. Then the following assertions hold.
(a) The operator R+ 1 : AAP 1([T;+1)) ! AAP ([T;+1); X) is bounded
and G+ 1R
+
 1h = h for each h 2 AAP 1([T;+1)).
(b) The operator R  1 : F
T
 1 ! F T is bounded and G  1R  1h = h for
each h 2 F T 1.
(c) We have R 1h(T ) 2 XT" for all 0  " < .
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Proof. Let h 2 AAP 1([T;+1)). In Proposition 3.3 and Remark 3.12 of
[87] it was shown that R+ 1h is a mild solution of the equation (5.7) for
the inhomogeneity h and the initial value x :=   R1T ~U(T; s)Q 1(s)h(s) ds
at t0 = T . Since (5.8) holds for h and x, Theorem 5.1.5 gives the asymptotic
almost periodicity of R+ 1h. So the operator R
+
 1 maps AAP 1([T;+1))
into AAP ([T;+1); X), and its boundedness follows from Proposition 2.4.3
d), e) as in the proof of [87, Proposition 3.3]. Assertion (a) is thus estab-
lished. To show (b), let h 2 F T 1(( 1; T ]). Proposition 3.3 and Remark 3.12
of [87] also yield that R  1h is a mild solution of the equation (5.10) with
t0 = T and the inhomogeneity h. It is clear that hj( 1; T ] satises (5.12)
for x :=
R  T
 1 U 1( T; s)P 1(s)f(s) ds. Theorem 5.1.5 then implies that
R  1hj( 1; T ] 2 AAP (( 1; T ]; X) and consequently R  1 maps F T 1
into F T . The boundedness of R  1 follows again from Proposition 2.4.3 d), e).
The last assertion is a consequence of Propositions 2.4.2 a) and 2.4.3 d), e).
We can now describe the range and the kernel of G 1.
Proposition 5.2.6. Assume that (2.7), (2.8), (5.13) and (H4) are satised
and that 1    <   1. For f 2 AAP 1 we set f+ = f j[T;+1) and
f  = f j( 1; T ]. Then the following assertions hold for G 1.
(a) N(G+ 1) = fu 2 C0([T;+1); X)) : u(t) = U(t; T )x (8 t  T ); x 2
P (T )X^T g;
(b) N(G  1) = fu 2 C0(( 1; T ]; X) : u(t) = U(t; s)u(s) (8 s  t 
T ); u(T ) 2 Xu(T )g;
(c) N(G 1) = fu 2 C0(R; X) : u(t) = U(t; s)u(s) (8 t  s); u(T ) 2
P (T )X \Xu(T )g;
(d) R(G 1)=ff 2 AAP 1 :R+ 1f+(T )  R  1f (T )2P (T )X +Xu(T )g,
where for f 2 R(G 1) a function u 2 D(G 1) with G 1u = f is given
by (5.16) below;
(e) R(G 1)=ff 2 AAP 1 :R+ 1f+(T )   R  1f (T )2P (T )X +Xu(T )g,
where the closure on the left (right) side is taken in AAP 1 (in X).
Proof. The assertions (a), (b) and (c) follow from Proposition 3.5 and Re-
mark 3.12 of [87]. We note that P (T )X \ Xu(T ) = P (T )X^T \ Xu(T ) since
Xu(T )  D(A(T )). To show (d), let G 1u = f 2 AAP 1(R) for some
u 2 D(G 1). Then the functions f belong to R(G+ 1) and to R(G  1),
respectively, because of Proposition 5.2.2 and (5.3). Proposition 5.2.5 shows
that the functions
v+ = uj[T;+1) R+ 1f+ and v  = uj( 1; T ] R  1f 
are contained in the kernels of G+ 1 and of G
 
 1, respectively. So we obtain
(R+ 1f
+)(T )  (R  1f )(T ) = v (T )  v+(T ) 2 Xu(T ) + P (T )X
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by (a) and (b). Conversely, let f 2 AAP 1(R) with
(R+ 1f
+)(T )  (R  1f )(T ) = ys + yu 2 P (T )X +Xu(T ):
Set x0 := (R
+
 1f
+)(T )  ys = yu + (R  1f )(T ) and
u(t) :=
(
u+(t) :=  U(t; T )ys + (R+ 1f+)(t); t  T;
u (t) := ~v(t) + (R  1f
 )(t); t  T; (5.16)
where ~v 2 N(G  1) such that ~v(T ) = yu. Observe that u+(T ) = u (T ). From
Proposition 5.2.5(c) we deduce ys 2 P (T )X^T , so that U(; T )ys 2 C0([T;1); X).
Proposition 5.2.5 shows that R+ 1f
+ 2 AAP ([T;1); X), and hence uj[T;1) 2
AAP ([T;1); X). We also know from assertion (c) that ~v 2 C0(( 1; T ]; X)
and from Proposition 5.2.5 that R  1f
  2 F T . Using also Lemma 5.2.1, we
deduce that u belongs to AAP(R; X). Finally, one can check as in the proof
of Proposition 3.5 of [87] that G 1u = f . The last assertion can be shown
exactly as Proposition 3.5(e) of [87].
Using the above results, we are able to describe the Fredholm properties of
the operator G 1 in terms of properties of the subspaces Xs(T ) and Xu(T ).
The proofs are similar to ones of Theorems 3.6 and 3.10 and Proposition 3.8 of
[87] and therefore omitted. Recall that subspaces V and W of a Banach space
E are called a semi-Fredholm couple if V +W is closed and if at least one of
the dimensions dim(V \W ) and codim(V +W ) is nite. The index of (V;W )
is dened by ind(V;W ) := dim(V \W )  codim(V +W ): If the index is nite,
then (V;W ) is a Fredholm couple.
Theorem 5.2.7. Assume that (2.7), (2.8), and (5.13) are satised and that 1 
 <   1. Then the following assertions hold for G 1 dened on AAP 1(R).
(a) R(G 1) is closed in AAP 1 if and only if P (T )X +Xu(T ) is closed in
X.
(b) If G 1 is injective, then P (T )X \Xu(T ) = f0g. The converse is true if
U(T; T )jQ( T )(X) is injective, in addition.
(c) If G 1 is invertible, then P (T )X Xu(T ) = X. The converse is true if
U(T; T )jQ( T )(X) is injective in addition.
(d) dimN(G 1) = dim(P (T )X \Xu(T )) + dimN(U(T; T )jQ( T )(X)):
We have codim(P (T )X+Xu(T )) = codimR(G 1), if R(G 1) is closed
in AAP 1. In particular, G 1 is surjective if and only if P (T )X +
Xu(T ) = X.
(e) If G 1 is a semi-Fredholm operator, then (P (T )X;Xu(T )) is a semi-
Fredholm couple, and ind(P (T )X;Xu(T ))  indG 1. If in addition the
kernel of U(T; T )jQ( T )(X) is nite dimensional, then
ind(P (T )X;Xu(T )) = indG 1   dimN(U(T; T )jQ( T )(X)): (5.17)
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Conversely, if (P (T )X;Xu(T )) is a semi-Fredholm couple and the kernel
of U(T; T )jQ( T )(X) is nite dimensional, then G 1 is a semi-Fredholm
operator and (5.17) holds.
Proposition 5.2.8. Assume that (2.7), (2.8), and (5.13) hold and that 1  <
  1. Then the closure of R(G 1) is equal to the space
F := ff 2 AAP 1 :
Z
R
hf(s); v(s)iXs 1 ds = 0 for all v 2 Vg;
where V is the space of those v 2 L1(R; X) such that v(s) = U 1(t; s)v(t)
for all t  s in R.
In the following Fredholm alternative, we restrict ourselves to the asymp-
totically hyperbolic case. The projections Q1 have nite rank if, for instance,
the domains D(A1) are compactly embedded in X.
Theorem 5.2.9. Assume that (2.7), (2.8), (5.14) and (5.15) are true, that
dimQ1X < 1, and that 1    <   1. Let f 2 AAP 1. Then there is a
mild solution u 2 AAP(R; X) of (5.2) if and only ifZ
R
hf(s); w(s)iXs 1 ds = 0
for each w 2 L1(R; X) with w(s) = U 1(t; s)w(t) for all t  s in R. The
mild solutions u are given by
u(t) = v(t)  U(t; T )ys + (R+ 1f)(t); t  T;
u(t) = v(t) + ~v(t) + (R  1f)(t); t  T;
where R 1 was dened before Proposition 5.2.5, (R
+
 1f)(T ) (R  1f)(T ) =
ys + yu 2 P (T )X + Xu(T ), ~v 2 C0(( 1; T ]; X) with ~v(T ) = yu and ~v(t) =
U(t; s)~v(s) for all T  t  s, and v 2 C0(R; X) with v(t) = U(t; s)v(s) for all
t  s.
5.3 Almost periodicity of boundary evolution equa-
tions
In this section we study the non{autonomous forward (resp. backward) parabolic
boundary evolution equation8<:
u0(t) = Am(t)u(t) + g(t); t  t0 (resp. t  t0);
B(t)u(t) = h(t); t  t0 (resp. t  t0);
u(t0) = u0;
and their variant on the line
u0(t) = Am(t)u(t) + g(t); t 2 R;
B(t)u(t) = h(t); t 2 R: (5.18)
Here t0 2 R, u0 2 X, and the inhomogeneities g and h take values in Banach
spaces X and Y , respectively.
We assume that the following conditions hold.
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(B1) There are Banach spaces Z ,! X and Y such that the operators Am(t) 2
L(Z;X) and B(t) 2 L(Z; Y ) are uniformly bounded for t 2 R and that
B(t) : Z ! Y is surjective for each t 2 R.
(B2) The operators A(t)u := Am(t)u with domains D(A(t)) := fu 2 Z :
B(t)u = 0g, t 2 R, satisfy (2.7) and (2.8) with constants !; ;K;L; ; .
Moreover, the graph norm of A(t) and the norm of Z are equivalent with
constants being uniform in t 2 R.
In the typical applications Am(t) is a dierential operator with 'maximal'
domain not containing boundary conditions and B(t) are boundary operators.
Under the hypotheses (B1) and (B2), there is an evolution family (U(t; s))ts
solving the problem with homogeneous conditions g = h = 0. Moreover, by [57,
Lemma 1.2] there exists the Dirichlet map D(t) for !   Am(t); i.e., v = D(t)y
is the unique solution of the abstract boundary value problem
(!  Am(t))v = 0; B(t)v = y;
for each y 2 Y . (In [57] the density of Z in X was assumed, but this does not
play a role in the cited Lemma 1.2.) Let x 2 X and y 2 Y be given. The
problem
(!  Am(t))v = x; B(t)v = y;
has the solution v = R(!;A(t))x + D(t)y. This solution is unique in Z since
!  Am(t) is injective on D(A(t)) = N(B(t)). We further assume that
(B3) there is a  2 (1   ; 1] such that Z ,! Xt for t 2 R with uniformly
bounded embedding constants and supt2R kD(t)kL(Y;Z) <1.
Lemma 5.3.1. Assume that assumptions (B1), (B2) and (B3) without (2.8)
hold. For a closed unbounded interval J , let Am() 2 AP (J;L(Z;X)) and B() 2
AP (J;L(Z; Y )). Then we have
(a) D() 2 AP (J;L(Y;Z)),
(b) R(!;A()) 2 AP (J;L(X;Z)),
(c) (! A 1())D()h 2 AP 1(J) for every h 2 AP (J; Y ) and  2 (1  ; ).
The same results hold if one replaces throughout AP by AAP (if J 6= R) or
by AAP (if J = R).
Proof. (a) Let y 2 Y and t; t+  2 J . By the denition of D(t), we have
(!  Am(t))(D(t+ )y  D(t)y) = (Am(t+ ) Am(t))D(t+ )y =: '(t);
B(t)(D(t+ )y  D(t)y) =  (B(t+ ) B(t))D(t+ )y =:  (t);
and thus
D(t+ )y  D(t)y = R(!;A(t))'(t) +D(t) (t):
The assumptions now imply that
kD(t+ )y  D(t)ykZ  c (k'(t)kX + k (t)kY )
 c (kAm(t+ ) Am(t)kL(Z;X) + kB(t+ ) B(t)kL(Z;Y )) kykY :
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So the almost periodicity of D() follows from that of Am() and B().
(b) For x 2 X and t; t+  2 J , set y = R(!;A(t+ ))x R(!;A(t))x 2 Z.
Then we obtain
(!  Am(t))y = (Am(t+ ) Am(t))R(!;A(t+ ))x =: '1(t);
B(t)y = (B(t) B(t+ ))R(!;A(t+ ))x =:  1(t):
Hence y = R(!;A(t))'1(t)+D(t) 1(t), and assertion (b) can now be shown
as in (a).
(c) Due to (a) and (b), the functions D()h and fn := nR(n;A())D()h are
almost periodic in Z, and hence inX, for n > !. Then A()fn = (n2R(n;A()) 
n)D()h belongs to AP (J;X). Assumptions (2.7) and (A3) imply that fn is
uniformly bounded in the norm of E. Since fn ! D()h in Cb(J;X), we
conclude by interpolation that fn ! D()h in E. As a consequence, (!  
A())fn ! (!  A 1())D()h in E 1, whence (c) follows.
Similarly one establishes the assertions concerning AAP and AAP.
In order to apply the results from the previous sections to the boundary
forward (resp. backward) evolution equation (5.18), we write it as the inhomo-
geneous Cauchy problem
u0(t) = A 1(t)u(t) + f(t); t  t0 (resp. t  t0);
u(t0) = u0;
(5.19)
setting f := g+(! A 1())D()h. We also consider the evolution equation
u0(t) = A 1(t)u(t) + f(t); t 2 R: (5.20)
In the following we will have f 2 E 1(J), where we x the number  2
(1   ; ) from Lemma 5.3.1. We note that a function u 2 C1(J;X) with
u(t) 2 Z satises (5.18), resp. (5.18), if and only if it satises (5.19), resp.
(5.20). These facts can be shown as in Proposition 4.2 of [44]. This motivates
the following denition. We call a function u 2 C(J;X) a mild solution of
(5.18) and (5.20) on J if the equation
u(t) = U(t; s)u(s) +
Z t
s
U 1(t; )[g() + (!  A 1())D()h()] d (5.21)
holds for all t  s in J . The function u is called a mild solution of (5.18) (resp.
(5.19) if in addition u(t0) = u0 and J = [t0;1) (resp. J = ( 1; t0]).
Theorems 5.1.3, 5.1.5 and 5.1.6 and Lemma 5.3.1 immediately imply three
results on the existence of almost periodic mild solutions for (5.18) and (5.18).
Proposition 5.3.2. Assume that (B1{(B3) hold, that Am() 2 AP (R;L(Z;X))
and B() 2 AP (R;L(Z; Y )), and that U(t; s) has an exponential dichotomy on
R. Let g 2 AP (R; X) and h 2 AP (R; Y ). Then there is a unique mild solution
u 2 AP (R; X) of the boundary equation (5.18) given by
u(t) =
Z
R
  1(t; s)[g(s) + (!  A 1(s))D(s)h(s)] ds; t 2 R:
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Proposition 5.3.3. Assume that (B1){(B3) hold, that Am() 2
AAP ([a;1);L(Z;X)), and B() 2 AAP ([a;1);L(Z; Y )), and that U(t; s) has
an exponential dichotomy on [a;1). Let t0 > a, g 2 AAP ([a;1); X), h 2
AAP ([a;1); Y ), and u0 2 D(A(t0)). Then the mild solution u of the equation
(5.18) belongs to AAP ([t0;+1); X) if and only if
Q(t0)u0 =  
Z +1
t0
eU 1(t0; s)Q 1(s)[g(s) + (!  A 1(s))D(s)h(s)] ds:
In this case u is given by
u(t) = U(t; t0)P (t0)u0 +
Z t
t0
U 1(t; s)P 1(s)[g(s) + (!  A 1(s))D(s)h(s)] ds
 
Z 1
t
~U 1(t; s)Q 1(s)[g(s) + (!  A 1(s))D(s)h(s)] ds; t  t0:
Proposition 5.3.4. Let (B1){(B3) hold, Am() 2 AAP (( 1; b];L(Z;X))
B() 2 AAP (( 1; b];L(Z; Y )), and assume that U(t; s) has an exponential di-
chotomy on ( 1; b]. Let t0 < b, g 2 AAP (( 1; b]; X), h 2 AAP (( 1; b]; Y ),
and u0 2 X. Then there is a mild solution u 2 AAP (( 1; t0]; X) of the
equation (5.18) if and only if
P (t0)u0 =
Z t0
 1
U 1(t0; s)P 1(s)[g(s) + (!  A 1(s))D(s)h(s)] ds:
In this case u is given by
u(t) = eU(t; t0)Q(t0)u0  Z t0
t
eU 1(t; s)Q 1(s)[g(s) + (!  A 1(s))D(s)h(s)] ds
+
Z t
 1
U 1(t; s)P 1(s)[g(s) + (!  A 1(s))D(s)h(s)] ds; t  t0:
Moreover, Theorem 5.2.9 implies the following Fredholm alternative for the
mild solutions of (5.18), where we focus on the asymptotically hyperbolic case.
Theorem 5.3.5. Assume that assumptions (B1){(B3) hold and that Am(t)!
Am(1) in L(Z;X) and B(t)! B(1) in L(Z; Y ) as t! 1. Set A1 :=
Am(1)jN(B(1)). We suppose that (A1) \ iR = ; and that the corre-
sponding unstable projections Q1X have nite rank. Let g 2 AAP(R; X)
and h 2 AAP(R; Y ). Then there is a mild solution u 2 AAP(R; X) of
(5.18) if and only if Z
R
hf(s); w(s)iXs 1 ds = 0
for f := g+(! A 1())D()h and all w 2 L1(R; X) with w(s) = U 1(t; s)w(t)
for all t  s in R. The mild solutions u are given by
u(t) = v(t)  U(t; T )ys + (R+ 1f+)(t); t  T;
u(t) = v(t) + ~v(t) + (R  1f
 )(t); t  T;
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where R 1 was dened before Proposition 5.2.5, f
+ = f j[T;+1), f  =
f j( 1; T ], (R+ 1f+)(T )   (R  1f )(T ) = ys + yu 2 P (T )X +Xu(T ), ~v 2
C0(( 1; T ]; X) with ~v(T ) = yu and ~v(t) = U(t; s)~v(s) for all T  t  s, and
v 2 C0(R; X) with v(t) = U(t; s)v(s) for all t  s.
Proof. Observe that functions converging at 1 belong to AAP. So it re-
mains to show that R(!;A(t))! R(!;A1) in L(X) as t! 1. This can be
established as Lemma 5.3.1(b).
We conclude with a pde example. One could treat more general problems,
in particular systems, cf. [51], and one could weaken the regularity assumptions;
but we prefer to keep the example simple.
Example 5.3.6. We study the boundary value problem
@t u(t; x) = A(t; x;D)u(t; x) + g(t; x); t 2 R; x 2 
;
B(t; x;D)u(t; x) = h(t; x); t 2 R; x 2 @
; (5.22)
on a bounded domain 
  Rn with boundary @
 of class C2, employing the
dierential expressions
A(t; x;D) =
X
k;l
akl(t; x)@k@l +
X
k
ak(t; x) @k + a0(t; x);
B(t; x;D) =
X
k
bk(t; x) @k + b0(t; x);
where B(t) is understood in the sense of traces. We require that akl = alk
and bk are real{valued, akl; ak; a0 2 Cb (R; C(
)), bk; b0 2 Cb (R; C1(@
)),
nX
k;l=1
akl(t; x) k l   jj2 ; and
nX
k=1
bk(t; x)k(x)  
for constants  2 (1=2; 1), ;  > 0 and all  2 Rn, k; l = 1;    ; n, t 2 R,
x 2 
 resp. x 2 @
. (Cb is the space of bounded, globally Holder continuous
functions.) Let p 2 (1;1). We set X = Lp(
), Z = W 2p (
), Y = W 1 1=pp (
)
(a Slobodeckij space), Am(t)u = A(t; ; D)u and B(t)u = B(t; ; D)u for u 2 Z
(in the sense of traces), and A(t) = Am(t)jN(B(t)). The operators A(t), t 2 R,
satisfy (2.7) and (2.8), see [1], [5], [83], or [109, Example 2.9]. Thus A()
generates an evolution family U(; ) on X. It is known that the graph norm of
A(t) is uniformly equivalent to the norm of Z, that B(t) : Z ! Y is surjective,
that Xt = W
2
p (
) with uniformly equivalent norms for  2 (1   ; 1=2), and
that the Dirichlet map D(t) : Z ! Y is uniformly bounded for t 2 R, see e.g.
[5, Example IV.2.6.3].
Further let g 2 AAP(R; X) and h 2 AAP(R; Y ). We dene mild solu-
tions of (5.22) again by (5.21). We further assume that
a(t; )! a(1; ) in C(
) and bj(t; )! bj(1; ) in C1(@
)
as t! 1, where  = (k; l) or  = j for k; l = 1;    ; n and j = 0;    ; n. As a
result, Am() 2 AAP(R;L(Z;X)) and B() 2 AAP(R;L(Z; Y )). We dene
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the sectorial operators A1 in the same way as A(t). As in [51, Example 5.1]
one can check that (5.14) holds.
Finally we assume that iR  (A1). Then the Fredholm alternative stated
in Theorem 5.3.5 holds for mild solutions of (5.22) on X = Lp(
) for g 2
AAP(R; X) and h 2 AAP(R; Y ).
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Chapter6
Admissibility and observability of
observation operators for semilinear
problems
In this chapter we are concerned with abstract semilinear evolution equation
with output equation(
u0(t) = Au(t) + F (u(t)); u(0) = x; t  0; x 2 X;
y(t) = Cu(t);
(6.1)
whereA is assumed to be the innitesimal generator of a C0-semigroup (T (t))t0
in a Banach space X and F is a nonlinear continuous function on X. Further,
it is assumed that C, the observation operator, is a linear bounded operator
from D(A), the domain of A, to another Banach space Y .
It is well-known that global Lipschitz continuity of the nonlinearity F implies
that the problem (6:1) admits a unique mild solution given by the variation of
parameters formula
u(t; x) = T (t)x+
Z t
0
T (t  )F (u(; x))d; t  0; x 2 X:
We dene a nonlinear semigroup (S(t))t0 associated to the solution of (6:1)
by
S(t)x = u(t; x):
Hence the output function is formally given by
y(t) = CS(t)x:
The output function is only well-dened if C is bounded, i.e. if the operator C
can be extended to a linear bounded operator from X to Y . However, in case
of unbounded observation operators, even if x 2 D(A) it might happen that
u(t; x) is not in D(A), so that Cu(t; x) is not dened. We call the operator
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C admissible for the nonlinear semigroup (S(t))t0 if the output function y is
well-dened as locally square integrable function with values in Y .
The problem of admissibility has been studied by many authors, e.g., [38,
39, 66, 118], but in their works they are interested in linear systems only. In
this chapter we extend the denition of admissibility of observation operator C
for semilinear systems and we develop conditions guaranteeing that the set of
admissible observation operators for the semilinear problem coincide with the
set of admissible observation operators for the linearized system.
In applications, it is often required that the system is exactly observable,
that is, the initial state x 2 X can be recovered from the output function
y by a bounded operator. This problem is well studied for linear systems,
see e.g. [67, 68, 98, 103, 122]. Last results of this chapter is to generalize the
concept of exact observability to semilinear problems and we develop conditions
guaranteeing that the semilinear system is exact observable if and only if the
linearized system has this property.
6.1 Nonlinear semigroups
Throughout this paper, we suppose that
(L) F : X ! X is globally Lipschitz continuous, i.e,
jjF (x)  F (y)jj  Ljjx  yjj; for all x; y 2 X;
where L is a positive constant and F (0) = 0.
Under the assumption (L), Equation (6:1) admits an unique mild solution
u(; x) given by the variation of parameters formula
u(t;x) =T (t)x+
Z t
0
T (t  )F (u(;x))d; t  0 (6.2)
y(t) =Cu(t;x): (6.3)
Let (S(t))t0 be the family of nonlinear operators dened in X by
S(t)x = u(t;x); for t  0; x 2 X: (6.4)
The operators S(t) map X into itself and they satisfy the two properties below:
(P1) S(0)x = x; S(t+ s)x = S(t)S(s)x for s; t  0 and x 2 X:
(P2) For each x 2 X; the X-valued function S()x is continuous over [0;+1):
The rst property is obtained through the uniqueness of mild solutions, and
the second property follows from the fact that the solution u(t;x) to (6:2) is
continuous.
By a nonlinear semigroup on X we mean a family (S(t))t0 of nonlinear
operators on X with the above mentioned properties (P1) and (P2). If in
particular a semigroup on X provides mild solutions of (6:1) in the sense of
6.2 Admissibility of observation operators for semilinear systems 73
(6:4), we call it the nonlinear semigroup on X associated with the semilinear
evolution equation (6:1) and we have
S(t)x = T (t)x+
Z t
0
T (t  )F (S()x)d; t  0; x 2 X: (6.5)
Since (T (t))t0 is a C0-semigroup, there exists the constants M  1; ! 2 R;
such that
jjT (t)jj Me!t for all t  0:
Moreover, we have the following property
Proposition 6.1.1. For every x; y 2 X and t  0, we have
jjS(t)xjj Me(!+ML)tjjxjj; (6.6)
jjS(t)x  S(t)yjj Me(!+ML)tjjx  yjj: (6.7)
Proof. Let x; y 2 X. Since F is globally Lipschitz continuous, it follows that
for t  0;
jjS(t)x  S(t)yjj  jjT (t)x  T (t)yjj+
Z t
0
jjT (t  )[F (S()x)  F (S()y)]jjd
Me!tjjx  yjj+
Z t
0
MLe!(t )jjS()x  S()yjjd:
By Gronwall's lemma, we obtain the assertion (6:7). Writing y = 0 in (6:7), we
get the assertion (6:6).
Corollary 6.1.2. If ! <  ML, then (T (t))t0 and (S(t))t0 are exponentially
stable.
6.2 Admissibility of observation operators for semi-
linear systems
We start this section with the denition of nite-time (resp. innite-time)
admissibility of output operators C for linear semigroups.
Denition 6.2.1. Let C 2 L(D(A); Y ). We say that C is a nite-time ad-
missible observation operator for (T (t))t0; if for every t0 > 0; there is some
Kt0 > 0 such that Z t0
0
jjCT (t)xjj2Y dt  Kt0 jjxjj2; (6.8)
for any x 2 D(A).
Denition 6.2.2. Let C 2 L(D(A); Y ). Then C is called an innite-time
admissible observation operator for (T (t))t0, if there is some K > 0 such thatZ 1
0
jjCT (t)xjj2Y dt  Kjjxjj2; (6.9)
for any x 2 D(A).
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Note that the admissibility of C guarantees that we can extend the mapping
x 7! CT ()x to a bounded linear operator from X to L2([0; t0];Y ) for every
t0 > 0. Similarly, if C is an innite-time admissible observation operator, we
can extend this mapping to a bounded linear operator from X to L2([0;1);Y ).
The reader is referred to see [66, 118, 119, 120] for more details on this concept
of admissibility. Next, we introduce the concept of nite-time (resp. innite-
time) admissibility of output operators C for the nonlinear semigroup (S(t))t0
given by (6.5) as follows:
Denition 6.2.3. Let C 2 L(D(A); Y ) with S(t)D(A)  D(A) for every t  0.
We say that C is a nite-time admissible observation operator for (S(t))t0; if
for every t0 > 0; there is some Kt0 > 0 such thatZ t0
0
jjCS(t)x  CS(t)yjj2Y dt  Kt0 jjx  yjj2; (6.10)
for any x; y 2 D(A).
Denition 6.2.4. Let C 2 L(D(A); Y ) with S(t)D(A)  D(A) for every t  0.
Then C is called an innite-time admissible observation operator for (S(t))t0,
if there is some K > 0 such thatZ 1
0
jjCS(t)x  CS(t)yjj2Y dt  Kjjx  yjj2; (6.11)
for any x; y 2 D(A).
Equation (6.10) ( resp. (6.11)) implies that the mapping x 7! CS()x
has a continuous extension from X to L2([0; t0];Y ) for every t0 > 0 (resp.
L2([0;1);Y )).
Remark 6.2.5. (i) It is immediately clear that for linear semigroup equation
(6.10) (resp.(6.11)) is equivalent to equation (6.8) (resp.(6.9)).
(ii) It is not dicult to verify that C is a nite-time admissible observation
operator for (T (t))t0 ( resp. (S(t))t0) if (6.8) (resp.(6.10)) holds for
one t0 > 0:
(iii) If (T (t))t0 (resp. (S(t))t0) is exponentially stable, then the notion of
nite-time admissibility and innite-time admissibility are equivalent.
The objective of this section is to nd sucient conditions guaranteeing
that the output function y of the system (6:1) is in L2([0; t0];Y ).
To begin with, we introduce another Banach space that contains the range of
F and has the following properties:
Denition 6.2.6. (Desch, Schappacher [45, Denition 4]) Let A be the in-
nitesimal generator of a linear C0-semigroup (T (t))t0 on X. A Banach space
(Z; j  jZ) is said to satisfy assumption (AS) with respect to A if and only if
(Z1) Z is continuously embedded in X:
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(Z2) For all continuous functions ' : [0;1)! Z we haveZ t
0
T (t  s)'(s)ds 2 D(A) for all t > 0;
and there exists a continuous nondecreasing function  : [0;1) ! [0;1)
such that (0) = 0 andAZ t
0
T (t  s)'(s)ds
  (t) sup
0st
j'(s)jZ :
Important examples of Banach spaces that satisfy assumption (AS) with
respect to A are provided by :
(1) XA = (D(A); jj  jjA) with jj  jjA the graph norm of A.
(2) The Favard class of A (see [89]), given by
Z = FA =

x 2 Xj sup
0<t1
1
t
kT (t)x  xk <1

;
jxjZ = jjxjj+ sup
0<t1
1
t
kT (t)x  xk :
(3) If A generates an analytic semigroup we may take either Z = D(( A));
Z = XA;1 or Z = XA ;  2 (0; 1) (see [83, 89]).
One main result concerning admissibility is
Theorem 6.2.7. Let (Z; j  jZ) satisfy assumption (AS) with respect to A and
C 2 L(D(A); Y ). We assume additionally that F maps X to Z and that F :
X ! Z is globally Lipschitz continuous. Then the following assertions are
equivalent:
(i) C is nite-time admissible for (T (t))t0:
(ii) C is nite-time admissible for (S(t))t0:
Proof. To begin with, we show that (i) implies (ii). Let x; y 2 D(A) and t0  0.
We have, for 0  t  t0;Z t
0
T (t  s)[F (S(s)x  F (S(s)y)]ds

XA
=
AZ t
0
T (t  s)[F (S(s)x  F (S(s)y)]ds
+Z t
0
T (t  s)[F (S(s)x  F (S(s)y)]ds

 (t) sup
0st
jF (S(s)x  F (S(s)y)jZ +MR
Z t
0
e!(t s)jF (S(s)x  F (S(s)y)jZds
 (t)L sup
0st
jjS(s)x  S(s)yjj+MLR
Z t
0
e!(t s)jjS(s)x  S(s)yjjds
 (t)LM maxf1; e(!+ML)t0gjjx  yjj+M2LR
Z t
0
e!(t s)e(!+ML)sjjx  yjjds
  (t)LM maxf1; e(!+ML)t0g+MRe(!+ML)t jjx  yjj:
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Since  is nondecreasing and positive, we obtainZ t
0
T (t  s)[F (S(s)x  F (S(s)y)]ds
2
XA
 2  (t0)2L2M2maxf1; e2(!+ML)t0g+M2R2e2(!+ML)t jjx  yjj2
 2M2maxf(t0)2L2; R2g maxf1; e2(!+ML)t0gjjx  yjj2:
On the other hand, we haveZ t0
0
jjCS(t)x  CS(t)yjj2Y dt
 2
Z t0
0
jjCT (t)x  CT (t)yjj2Y dt+
2
Z t0
0
C Z t
0
T (t  s)[F (S(s)x  F (S(s)y)]ds
2
Y
dt
 2
Z t0
0
jjCT (t)x  CT (t)yjj2Y dt+
2
Z t0
0
jjCjj2L(XA;Y )
Z t
0
T (t  s)[F (S(s)x  F (S(s)y)]ds
2
XA
dt
 2Kt0 jjx  yjj2+
4M2jjCjj2L(XA;Y )maxf(t0)2L2; R2g maxf1; e2(!+ML)t0gt0jjx  yjj2:
DeningK 0t0 := 2Kt0+4M
2jjCjj2L(XA;Y )maxf(t0)2L2; R2g maxf1; e2(!+ML)t0gt0,
this implies that Z t0
0
jjCS(t)x  CS(t)yjj2Y dt  K 0t0kx  yk2:
Conversely, suppose that (ii) holds. Using the formula,
CT (t)x = CS(t)x  C
Z t
0
T (t  s)F (S(s)x)ds; x 2 D(A);
and by similar calculations as above, we haveZ t0
0
jjCT (t)x  CT (t)yjj2Y dt  Kt0 jjx  yjj2 x; y 2 D(A): (6.12)
Therefore C is nite-time admissible for (T (t))t0 by Remark 6.2.5 (i).
The same result holds for innite-time admissibility. The proof follows
immediately from Remark 6.2.5 (iii).
Theorem 6.2.8. Suppose that the assumptions of Theorem 6.2.7 are satised.
If (T (t))t0 and (S(t))t0 are exponentially stable, then the following statement
are equivalent
(i) C is innite-time admissible for (T (t))t0:
(ii) C is innite-time admissible for (S(t))t0:
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Note that by Corollary 6.1.2 the exponential stability of both semigroup is
for example satised if ! <  ML.
Another main result of this section is the following theorem.
Theorem 6.2.9. Assume that A generates an analytic semigroup (T (t))t0 and
that C 2 L(Z1; Y ), where Z1 is any space of class J; 0 <  < 1. Then the
following assertions are equivalent:
(i) C is nite-time admissible for (T (t))t0:
(ii) C is nite-time admissible for (S(t))t0:
Proof. We may assume without loss of generality that 0 2 (A). Then the
graph norm on D(A) is equivalent to the norm x 7! jjAxjj; which will be used
here. Let t0  0. For x 2 Z1 and 0  t  t0; we have T (t)x 2 D(A) ,! Z1 and
jjT (t  s)jjL(X;Z1)  cM1 maxf1; e!(1 )t0g (t  s) . We set
sup
0tt0
jjS(t)jj M1 :=M maxf1; e(!+ML)t0g;
and
c1 := cM
1 maxf1; e!(1 )t0g:
So that
jjv(t)jjZ1 =
Z t
0
T (t  s)F (S(s)x)ds

Z1

Z t
0
jjT (t  s)F (S(s)x)jjZ1ds

Z t
0
jjT (t  s)jjL(X;Z1)jjF (S(s)x)jj ds
 c1L
Z t
0
(t  s) jjS(s)xjjds:
Therefore
jjv(t)jjZ1 =
Z t
0
T (t  s)F (S(s)x)ds

Z1
 c1LM1 t
1 
0
1   jjxjj; 0  t  t0:
(6.13)
Then S(t)x 2 Z1. Moreover we have for every x; y 2 Z1Z t0
0
jjCS(t)x  CS(t)yjj2Y dt
 2
Z t0
0
jjCT (t)x  CT (t)yjj2Y dt+
2
Z t0
0
jjCjj2L(Z1;Y )
Z t
0
T (t  s)[F (S(s)x)  F (S(s)y)]ds
2
Z1
dt
 2Kt0 jjx  yjj2 + 2jjCjj2L(Z1;Y )
Z t0
0

c1LM1
t1 0
1  
2
dtjjx  yjj2

"
2Kt0 + jjCjj2L(Z1;Y )

c1LM1
t1 0
1  
2
t0
#
jjx  yjj2:
The converse can be obtain by the same procedure as above and the same way
as in the second part of the proof of Theorem 6.2.7 . 
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Theorem 6.2.10. Suppose that the assumptions of Theorem 6.2.9 are satised.
If (T (t))t0 and (S(t))t0 are exponentially stable, then the following statement
are equivalent:
(i) C is innite-time admissible for (T (t))t0:
(ii) C is innite-time admissible for (S(t))t0:
Proof.
The proof follows immediately from Remark 6.2.5 (iii).
We conclude this section by two examples to illustrate our theory.
Example 6.2.11. Let 
 be a bounded domain with smooth boundary @
 in R2
and let   be an open subset of @
. Consider the following nonlinear initial and
boundary value problem8<:
wtt(x; t) =  2w(x; t) + f(
R

 j rw(x; t) j2 dx)g(x); t  0; x 2 
;
w(x; t) = w(x; t) = 0; t  0; x 2 @

w(x; 0) = w0(x); wt(x; 0) = w1(x); x 2 
;
(6.14)
with the output function
y(t) =
@wt(x; t)
@
j : (6.15)
We take H = L2(
) and A : D(A)  H ! H the linear unbounded operator
dened by A' = 2', where D(A) = f 2 H4(
) \H10 (
)j  = 0 on @
g;
D(A
1
2 ) = H2(
) \H10 (
):
Setting W := (w;wt)
?, the problem (6.14) can be rewritten as an abstract
semilinear equation in the Hilbert space X = D(A
1
2 )H of the form
Wt(t) = AW (t) + F (W (t));
where A :=

0 IH
 A 0

dened on a domain D(A) = D(A)D(A 12 ). Then A
is the generator of a C0 group on X. If we assume that g 2 H2(
)\H10 (
) and
f : [0;1) ! R is globally Lipschitz continuous. Then the nonlinear mapping
F (W ) = (0; f(
R

 j rw j2 dx)g)? maps X into D(A) and is globally Lipschitz
continuous in D(A).
Next, we dene the output space Y = L2( ) and we can rewrite (6.15) as
following
y(t) = Cx(t);
where
C = (0 C0); C0w =
@w
@
j  8w 2 D(A 12 ):
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In [81, p. 287], the author proved that C0 2 L(D(A 12 ); Y ) is an admissible
observation operator, for the linear problem, i.e for all T  0 there exist a
constant KT > 0 such thatZ T
0
Z
 
jjy(t)jj2d dt  K2T (jjw0jj2H2(
) + jjw1jj2L2(
));
for all (w0; w1) 2 D(A)D(A 12 ):
Moreover, one deduced from Theorem 6.2.7 that C 2 L(D(A); Y ) is an admis-
sible observation operator for the problem (6.14).
Example 6.2.12. Let 
 be a bounded domain with smooth boundary @
 in Rn.
We consider the following nonlinear initial value problem8<:
_w(x; t) = w(x; t) + sin(w(x; t)); x 2 
; t  0;
w(x; t) = 0; x 2 @
; t  0;
w(x; 0) = w0(x); x 2 
;
(6.16)
with the output function
y(t) =
@w(x; t)
@
j@
: (6.17)
Let X = L2(
); Y = L2(@
): Consider the operator A : D(A)! X; A' = ';
with D(A) = H2(
) \ H10 (
). Recall that A generates an analytic semigroup
(T (t))t0. Consider C' =
@'
@
j@
 2 Y: Since C : X"+ 3
4
:= D(( A)"+ 34 ) ! Y;
for every " > 0; is bounded, see [75, Section 3.1], and by Theorem 2.6.13 of
[97] we have
jjC( A)1 T (t)jj2 = jjC( A) "  34 ( A) +"+ 74T (t)jj  ct2 2"  72
is integrable near 0 for every  > 54 . This means that C 2 L(X1  ; Y ) is
admissible for  >
5
4
. Consider the function F : X  ! X; F (x) = sin(x); it is
easy to see that F is globally Lipschitz. Now Theorem 6.2.9 guarantees that C
is an admissible observation operator for the problem (6.16)-(6.17).
6.3 Invariance of admissibility of observations under
perturbations
In this section we show that the Lebesgue extension of C is invariant under Lip-
schitz perturbation and we give relations between the -extension of admissible
operators with respect to the semigroup (T (t))t0 and the nonlinear semigroup
(S(t))t0.
Denition 6.3.1. Let X; Y be Banach spaces, (T (t))t0 a C0-semigroup on X
with generator A and C 2 L(D(A); Y ). We dene the operator CL : D(CL)!
Y; the Lebesgue extension of C with respect to (T (t))t0 by
CLx = lim
#0
C
1

Z 
0
T (t)xdt; (6.18)
where D(CL) = fx 2 Xj the limit in (6.18) existsg :
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On the domain D(CL) we dene the norm
jjxjjD(CL) = jjxjj+ sup
0<1
1
Z 
0
T (t)xdt
 :
Then (D(CL); jj  jjD(CL)) is a Banach space. We then have
D(A)  D(CL)  X
with continuous injections, and CL 2 L(D(CL); Y ): For this denition and
further properties we refer the reader to [118, Section 4]. In a similar manner
we dene the Lebesgue extension of C with respect to a nonlinear semigroup
(S(t))t0
Denition 6.3.2. Let X; Y be Banach spaces, (S(t))t0 a nonlinear semi-
group on X given by (6:5) and C 2 L(D(A); Y ). We dene the operator
C 0L : D(C
0
L) ! Y; the Lebesgue extension of C with respect to (S(t))t0
by
C 0Lx = lim
#0
C
1

Z 
0
S(t)xdt; (6.19)
where D(C 0L) = fx 2 Xj the limit in (6.19) existsg :
Theorem 6.3.3. Let (T (t))t0 be a C0-semigroup with generator A. Let (S(t))t0
be the nonlinear semigroup given by (6:5) and C 2 L(D(A); Y ): Then, the
Lebesgue extensions CL and C
0
L coincide.
Proof. Let x 2 X;  > 0. The Lebesgue extension C 0L satises
C 0Lx = lim
#0

C
1

Z 
0
T (t)xdt+ C
1

Z 
0
Z t
0
T (t  )F (S()x)ddt

; (6.20)
if this limit exists. If we can prove that
lim
#0
1
Z 
0
Z t
0
T (t  )F (S()x)ddt

A
= 0; (6.21)
then, the second term on the right-hand side of (6:20) tends to 0. Therefore,
the limit in (6:20) exists if and only if the limit in (6:18) exists, and the two
limits are equal. Now, we have to show (6:21).
By Fubini's theorem we haveZ 
0
Z t
0
T (t  )F (S()x)ddt =
Z 
0
Z 

T (t  )F (S()x)dtd:
The integral
Z 

T (t )F (S()x)dt =
Z  
0
T (t)F (S()x)dt belongs to D(A)
and A
Z 

T (t  )F (S()x)dt = (T (   )  I)F (S()x): It follows that
Z 
0
Z t
0
T (t  )F (S()x)ddt 2 D(A);
6.3 Invariance of admissibility of observations under perturbations 81
and
A
Z 
0
Z t
0
T (t  )F (S()x)ddt =
Z 
0
A
Z  
0
T (t)F (S()x)dtd
=
Z 
0
(T (   )  I)F (S()x)d:
Hence,
1

A
Z 
0
Z t
0
T (t  )F (S()x)ddt = 1

Z 
0
(T (   )  I)F (S()x)d:
We decompose
T (   )F (S()x)  F (S()x)
= T (   ) [F (S()x)  F (x)] + (T (   )  I)F (x)  [F (S()x)  F (x)] ;
and we denote
M := max
t2[0;1]
jjT (t)jj:
Fix x 2 X and let " > 0: Then there exists " 2 (0; 1]; such that for t 2 [0; "]
jjS(t)x  xjj  "
3ML
; jj(T (t)  I)F (x)jj  "
3
and jjF (S(t)x)  F (x)jj  "
3
:
Then for  2 (0; "] and  2 [0;  ] we obtain
jjT (   )F (S()x)  F (S()x)jj  ";
which implies 1 A
Z 
0
Z t
0
T (t  )F (S()x)ddt
  ":
On the other hand, it not dicult to verify that
lim
#0
1

Z 
0
Z t
0
T (t  )F (S()x)ddt = 0:
Consequently
lim
#0
1
Z 
0
Z t
0
T (t  )F (S()x)ddt

A
= 0:
Remark 6.3.4. This result coincides with Weiss' result (see [118, Theorem
5.2]), if one considers F 2 L(X).
In [119, 120], Weiss introduced another extension of C, the -extension.
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Denition 6.3.5. Let (T (t))t0 a C0-semigroup with generator A and C 2
L(D(A); Y ). We dene the -extension C of C by
D(C) :=

x 2 Xj lim
!+1
CR(;A)x exists

;
Cx := lim
!+1
CR(;A)x; x 2 D(C):
(6.22)
D(C) endowed with the norm
jjxjjD(C) = jjxjj+ sup
0
kCR(;A)xkY ;
for 0 2 C such that [0;+1)  (A); is a Banach space satisfying the contin-
uous embedding
D(A) ,! D(C) ,! X;
and C 2 L(D(C); Y ):
The following result is due to Weiss. The proof was given for Lebesgue
extension CL of C, see [118, Theorem 4.5]. Since D(C) contains D(CL) (see
[120, Remark 5.7]) we obtain the following.
Theorem 6.3.6. Let x 2 X. Assume that C is an admissible observation
operator for (T (t))t0 . Then, T (t)x 2 D(C) for all t  0, and CT ()x 2
L2([0;  ]; Y ) for all  > 0:
The following proposition is proved in [60, Proposition 3.3]
Proposition 6.3.7. Let f 2 L2loc(R+; X): Suppose that C is an admissible
observation operator for (T (t))t0. Then, (T  f)(t) :=
Z t
0
T (t   s)f(s)ds 2
D(C) for all t  0 and
jjC(T  f)jjL2([0; ];Y )  c()jjf jjL2([0; ];Y );
for all  > 0 with c() > 0 is independent of f. Moreover, lim
#0
c() = 0:
Theorem 6.3.8. Let C be an admissible observation operator for (T (t)t0 and
let (S(t))t0 be the nonlinear semigroup given by (6:5): Then S(t)x; S(t)y 2
D(C) for all x; y 2 X and
jjCS(t)x  CS(t)yjjL2([0; ];Y )  K jjx  yjj
for ; K > 0:
Proof. Let x; y 2 X. From Theorem 6.3.6 and Proposition 6.3.7, we deduced
that S(t)x; S(t)y 2 D(C) and
jjC(T  F (S()x))  C(T  F (S()y))jjL2([0; ];Y )
 c()jjF (S()x)  F (S()y)jjL2([0; ];X)
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for  > 0. On the other hand, we have
jjF (S()x)  F (S()y)jj2L2([0; ];X)
=
Z 
0
jjF (S(t)x)  F (S(y)x)jj2dt

Z 
0
L2jjS(t)x  S(t)yjj2dt
 L2M2
Z 
0
e2(!+ML)tdtjjx  yjj2 =: ()jjx  yjj2:
Using formula (6:5), we can write
jjCS(t)x  CS(t)yjjL2([0; ];Y )
 jjCT (t)x  CT (t)yjjL2([0; ];Y ) +
jjC(T  F (S()x))  C(T  F (S()y))jjL2([0; ];Y )
 c0()jjx  yjj+ c()()jjx  yjj
 K jjx  yjj:
6.4 Exact observability of semilinear systems
The object of this section is to prove that exact observability is not changed
under small Lipschitz perturbations. We start by giving the denition of exact
observability of linear systems described by the equation
u0(t) = Au(t); u(0) = x; y(t) = Cu(t); t  0; (6.23)
and of the semilinear system (6.1), respectively.
Denition 6.4.1. Let C 2 L(D(A); Y ) an admissible observation operator for
the linear C0- semigroup (T (t))t0 and let  > 0. Then, the system (6.23) is
exactly observable if there is some K > 0 such that
jjCT ()xjjL2([0;1);Y )  Kjjxjj; x 2 D(A); (6.24)
and (6.23) is  -exactly observable if there is some K > 0 such that
jjCT ()xjjL2([0;  ];Y )  K jjxjj; x 2 D(A): (6.25)
Denition 6.4.2. Let C 2 L(D(A); Y ) an admissible observation operator for
the nonlinear semigroup (S(t))t0 given by (6:5) and let  > 0. Then, the
system (6.1) is exactly observable if there is some K 0 > 0 such that
jjCS()x  CS()yjjL2([0;1);Y )  K 0jjx  yjj; x; y 2 D(A); (6.26)
and (6.1) is  -exactly observable if there is some K 0 > 0 such that
jjCS()x  CS()yjjL2([0;  ];Y )  K 0 jjx  yjj; x; y 2 D(A): (6.27)
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Remark 6.4.3. i) It is well-known that the notion of  -exactly observable
may depend on  , see [98, section 5].
ii) If (T (t))t0 (resp. (S(t))t0) is exponentially stable then for the system
(6:23) (resp. (6:1) ) there exist equivalence between exact observability
and  -exact observability for some  > 0, see [103].
Throughout this section, we suppose that we have the following condition
(D):
(i) For all  > 0 and ' 2 C([0;  ];X)Z 
0
T (   s)'(s)ds 2 D(A) (6.28)
(ii) There exists 0 > 0 and a constant  > 0 such thatAZ 0
0
T (0   s)'(s)ds
   sup
s2[0; 0]
jj'(s)jj; (6.29)
for all ' 2 C([0;  ];X).
Remark 6.4.4. (a) It is easy to see that (D) holds if X satises assumption
(AS).
(b) If there exists  > 0 and p 2 [1;1) such (6.28) holds for all ' 2
Lp([0;  ];X); then, (D) is satised. Indeed, by [45, Proposition 8], one
can see that X satises the assumption (AS) and as a consequence of
(a), we obtain our result.
Here we give a useful exponential estimate of the inequality (6.29).
Lemma 6.4.5. Let ' satised (D), let 0 > 0 and M  1; ! 2 R such that
jjT (t)jj Me!t for all t  0: Then, for all  > 0; we haveAZ 
0
T (   s)'(s)ds
  N(!; ; 0) sup
s2[0; t]
jj'(s)jj; (6.30)
where
N(!; ; 0) :=
8>>>>>><>>>>>>:
M
ej!j0
je!0   1je
! ; ! > 0;
M

1 +

0

; ! = 0;
M
je!0   1j ! < 0:
(6.31)
Proof. We set (V A')(t) := A
Z t
0
T (t  s)'(s)ds for all ' 2 C([0;1);X) and let
t    0: One rst has to verify the following equality
(V A')(t) = T (t  )(V A')() + (V A' )(t  ); (6.32)
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where ' := '(+ ): Indeed, using integration by part of (V A')(t) and (6.28)
we obtain
(V A')(t) = A
Z 
0
T (t  s)'(s)ds+A
Z t

T (t  s)'(s)ds
= AT (t  )
Z 
0
T (   s)'(s)ds+A
Z t 
0
T (t     s)'( + s)ds
= T (t  )A
Z 
0
T (   s)'(s)ds+A
Z t 
0
T (t     s)'( + s)ds
= T (t  )(V A')() + (V A' )(t  ):
The remaining of the proof follows the proof of Boulite et al. [30, Proposition
4].
Now, we can state the main result of this section as follows.
Theorem 6.4.6. Let L be the Lipschitz constant of F and  > 0. Then we
have:
(a) There exists a constant L0 > 0 such that:
If L < L0 and system (6.23) is  -exactly observable, then the system (6.1)
is  -exactly observable.
(b) There exists a constant L1 > 0 such that:
If L < L1 and system (6.1) is  -exactly observable, then the system (6.23)
is  -exactly observable.
Proof. (a) We assume that system (6.23) is exactly observable on [0;  ] for  > 0.
Let x; y 2 D(A), we have
CT ()x  CT ()y =
CS()x  CS()y   C
Z 
0
T (   )[F (S()x)  F (S()y)]d:
Using the hypotheses (D), we obtain
jjCT ()x  CT ()yjj2Y
 2jjCS()x  CS()yjj2Y + 2
C Z 
0
T (   )[F (S()x)  F (S()y)]d
2
Y
 2jjCS()x  CS()yjj2Y+
2jjCjj2L(D(A);Y )
Z 
0
T (   )[F (S()x)  F (S()y)]d
2
A
 2jjCS()x  CS()yjj2Y+
2jjCjj2L(D(A);Y )
AZ 
0
T (   )[F (S()x)  F (S()y)]d
+Z 
0
T (   )[F (S()x)  F (S()y)]d
2 :
Hence,
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jjCT ()x  CT ()yjj2Y  2jjCS()x  CS()yjj2Y
+ 2jjCjj2L(D(A);Y )
 N(!; ; 0) sup
0
jjF (S()x)  F (S()y)jj+M2Le!
Z 
0
eMLsjjx  yjjds
2
 2jjCS()x  CS()yjj2Y + 4jjCjj2L(D(A);Y )
 N(!; ; 0)MLmaxf1; e(!+ML)g
2 jjx  yjj2+
4jjCjj2L(D(A);Y )M4L22e2(!+ML) jjx  yjj2
 2jjCS()x  CS()yjj2Y+
8jjCjj2L(D(A);Y )
 
 N(!; ; 0)M
2L
2
maxf1; e2(!+ML)gjjx  yjj2:
Set M2 := jjCjj2L(D(A);Y )M42, Therefore,Z 
0
jjCS(r)x  CS(r)xjj2Y dr
 1
2
Z 
0
jjCT (r)x  CT (r)xjj2Y dr 
42M2L
2
Z 
0
N2(!; r; 0)maxf1; e2(!+ML)rgjjx  yjj2dr
 1
2
Z 
0
jjCT (r)x  CT (r)yjj2Y dr 
42M2L
2maxf1; e2(!+ML)g
Z 
0
N2(!; r; 0)drjjx  yjj2:
Consequently,Z 
0
jjCS(r)x  CS(r)yjj2Y dr 

1
2
K   4(L)2L2

jjx  yjj2;
where (L) :=M2maxf1; e2(!+ML)g
Z 
0
N2(!; r; 0)dr:
Set f(L) =
1
2
K   4(L)2L2. The function f is continuous from [0;+1) to
( 1; 1
2
K ] and strictly decreasing, hence it is bijective. Then there exists a
unique L0 > 0 such that f(L0) = 0. The parenthesis above becomes positive
for L < L0, which implies that system (6.1) is  -exact observable. The proof of
(b) is easy since we use same procedure as above.
Corollary 6.4.7. Let L be the Lipschitz constant of F . If the semigroups
(T (t))t0 and (S(t))t0 are exponentially stable then we have:
(a) There exists a constant L0 > 0 such that:
If L < L0 and System (6.23) is exactly observable, then the system (6.1)
is exactly observable.
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(b) There exists a constant L1 > 0 such that:
If L < L1 and System (6.1) is exactly observable, then the system (6.23)
is exactly observable.
The statements of the Theorem 6.4.6 and the Corollary 6.4.7 still hold if
we drop the assumption (D) and instead it is just assumed that A generates
an analytic semigroup (T (t))t0, F : X ! X is globally Lipschitz and C 2
L(X; Y ). The proof is similar to the Theorem 6.4.6 using ( 6.13).
Example 6.4.8. Let 
 = (0; )  (0; ) and let   = ([0; ]  0) [ (0  [0; ])
be a subset of @
. We consider the following semilinear problem for the wave
equation with Neumann boundary observation:8>><>>:
w(x; t) = w(x; t) +

1 + jw(x; t)j; x 2 
; t  0;
w(x; t) = 0; x 2 @
; t  0;
w(x; 0) = w0(x); _w(x; 0) = w1(x) x 2 
;
(6.33)
with the output function
y(t) =
@w(x; t)
@
j ; (6.34)
where  > 0. Let X = L2(
); Y = L2( ), we set x := (w; _w). System (6.33)-
(6.34) can be written in form (7.3)-(7.4) in the Hilbert space H = D(A
1
2
0 )X,
where
A :=

0 IX
 A0 0

; D(A) = D(A0)D(A
1
2
0 );
A0 =   8 2 D(A0); D(A0) = H2(
) \H10 (
);
D(A
1
2
0 ) = H
1
0 (
); C = (C0; 0); C0 =
@
@
j  8 2 D(A0):
It is know that the operator A generates a C0 group on H and the nonlinear
mapping F (x) = (0;

1 + jwj) is globally Lipschitz continuous from H to D(A)
as in Example 6.2.11. From [81, p. 44], it follows that C 2 L(D(A); Y ) is
an admissible observation operator for the linearized problem (6.33)-(6.34) and
in [101, Theorem 6.2] it is shown that the linearized system of (6.33)-(6.34) is
exactly observable in some time  . Now for a small constant , all assumptions
of Theorem 6.4.6 are satised and hence the semilinear problem (6.33)-(6.34)
is exactly observable in some time  .
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Chapter7
Semilinear observation systems
The concepts of admissible observation operators and of observation systems
have been introduced in the linear case by Salamon and Weiss in [104] and
[118]. An operator C 2 L(D(A); Y ) is called admissible for a C0-semigroup
T = (T (t))t0 with generator A if the output map x 7! C(T ()x), initially
dened onD(A), can be extended to a continuous map 	 fromX to L2loc(R+; Y ).
The pair (T;  ) is then an observation system; i.e., it holds (	x)(+) = 	T ()x
for all x 2 X and   0. Conversely, for any observation system (T;	) there
is an admissible output operator C 2 L(D(A); Y ) such that 	x = CT ()x
for every x 2 D(A). Moreover, there exists the `Lebesgue extension' CL of C
satisfying T (t)x 2 D(CL) for a.e. t  0 and 	x = CLT ()x for all x 2 X, see
[118] and also [39, 66, 104].
In this chapter we extend this successful linear theory to general nonlinear
locally Lipschitz semigroups S = (S(t))t0 (see Denition 7.1.3) and densely
dened nonlinear output operators C. In particular, for such semigroups S we
dene locally Lipschitz observation systems 	 and locally Lipschitz admissible
observation operators in Section 3. We further prove that such observation
systems 	 can be represented by 	x = eC(S()x) for a (possibly nonlinear)
admissible observation operator eC, see Theorem 7.2.6.
We consider the linear observation system
_u(t) = Au(t); u(0) = x 2 X; t  0; (7.1)
y(t) = C(u(t)); (7.2)
and focus on the semilinear observation system
_u(t) = Au(t) + F (u(t)); u(0) = x 2 X; t  0; (7.3)
y(t) = C(u(t)); (7.4)
where A is assumed to be the generator of a linear C0-semigroup T on a Banach
space X, C is a nonlinear unbounded operator from a domain D(C) to another
Banach space Y and F is a locally Lipschitz continuous nonlinear operator from
X into itself. Throughout we assume that F has linear growth.
It is well known, see e.g. [97], that the state equation (7.3) has a global
unique mild solution given by u(;x) for every x 2 X. Moreover, by S(t)x =
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u(t;x) one denes a semigroup S of locally Lipschitz continuous operators. One
now looks for sucient conditions for the admissibility of C for S. As an im-
portant special case, we assume that C is an admissible linear output operators
for T . In this situation one can in fact construct a nonlinear observation system
(S;	F ) given by (7.15), which is the integrated version of (7.3){(7.4). More-
over, the system is (S;	F ) represented by the Lebesgue extension CL of C with
respect to T , see Theorem 7.2.7.
Similar robustness results for admissibility and exact observability were
shown for globally Lipschitz F in Chapter 6. In this chapter also additional
regularity properties of F or T were assumed which were needed to treat the
variation of constants formula related to (7.3). In the present we could discard
these extra assumptions by using an estimate for the convolution f 7! CLT  f
established in [108] for admissible C, see (7.16).
7.1 Background
In this section we give some results about semilinear evolution equations and
linear observation systems. Let X and Y be Banach spaces (the state and the
observation space, respectively) and the family T = (T (t))t0 of linear operators
be a C0-semigroup onX with generator (A;D(A)). We can x constantsM;! >
0 such that
kT (t)k Me!t (7.5)
holds for all t  0. We denote by L(X;Y ) the space of bounded linear operators
between two Banach spaces X and Y . Moreover, the (nonlinear) operator
F : X  ! X is always assumed to be locally Lipschitz continuous; that is, for
each r > 0 there exists a constant L(r)  0 such that
kF (x)  F (y)k  L(r)kx  yk;
for all x; y 2 X with kxk  r and kyk  r:
It is well-known (see e.g. Theorem 6.1.4 in [97]) that, under the above as-
sumptions, for every x 2 X there is a maximal t(x) 2 (0;1] such that the
problem (7:3) admits a unique mild solution u = u(;x) 2 C([0; t(x)); X) given
by the variation of constant formula
u(t) = T (t)x+
Z t
0
T (t  )F (u())d: (7.6)
Moreover, if t(x) <1 then limt!t(x) ku(t)k =1: For our investigations it suf-
ces to consider mild solutions. The question whether they are in fact classical
solutions of (7.3) is discussed, e.g., in [97, Chapter 6]. In this chapter we work
in the situation of global solvability assuming that
(G) kF (x)k  akxk+ b holds for all x 2 X and some constants a; b  0.
Under this condition of linear growth, the formula (7.6) and Gronwall's inequal-
ity easily yield the next result.
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Proposition 7.1.1. Let A generate a C0-semigroup T satisfying (7.5) and
F : X ! X be locally Lipschitz such that (G) holds. Then the problem (7.3)
has a unique global mild solution in C([0;1); X) for each x 2 X. Moreover, u
is exponentially bounded in the sense that
ku(t)k  Mb
!
e!t +Me(!+aM)tkxk for all t  0: (7.7)
Remark 7.1.2. If we assume that F is globally Lipschitz continuous, then it
has linear growth and thus (7.3) has a unique global mild solution for each
x 2 X.
Denition 7.1.3. A family S = (S(t))t0 of locally Lipschitz operators from X
into itself is called a semigroup of locally Lipschitz operators on X if it satises
the following conditions:
(a) S(t+ s)x = S(t)S(s)x and S(0)x = 0 for all t; s  0 and x 2 X:
(b) For each x 2 X; the X-valued function S()x is continuous on [0;1):
(c) For every r > 0 and t0 > 0 there exists a constant L(t0; r) > 0 such that
for all x; y 2 X with kxk; kyk  r we have
kS(t)x  S(t)yk  L(t0; r)kx  yk for all t 2 [0; t0]: (7.8)
Let u(;x) be the solution of (7.3) for a given x 2 X, where we assume that
(G) holds. We dene S(t)x := u(t;x) for all x 2 X and t  0: The operators
S(t) then map X into itself and satisfy the properties stated in Denition 7.1.3.
In fact, the rst property follows from the uniqueness of mild solutions. The
second one is an immediate consequence of the continuity of t 7! u(t;x). The
last property can be shown using (7.6), (7.7), the local Lipschitz continuity of
F and Gronwall's inequality. Hence, the output function in (7.4) is formally
given by
y(t) = C(S(t)x):
Of course, this expression only makes sense if S(t)x belongs to the domain
D(C) of C. We note that, in general, D(C) is not invariant under S(t). Such
problems already occur in the linear case.
7.2 Locally Lipschitz observation systems
We start with our basic denitions.
Denition 7.2.1. A locally Lipschitz observation system on the Banach spaces
X and Y is a pair (S;	) (resp. (T;	)), where S := (S(t))t0 (resp. T :=
(T (t))t0) is a semigroup of locally Lipschitz operators (resp. a linear C0-
semigroup) on X and 	 is a family of (possibly nonlinear) operators from X to
L2loc([0;1); Y ) such that for every t0; r > 0 there exists a constant k(r; t0) > 0
such that
(	x)(+ ) = 	S()x (resp. (	x)(+ ) = 	T ()x) on R+;
k	x 	ykL2([0;t0];Y )  k(r; t0)kx  yk;
(7.9)
for all   0 and x; y 2 X with kxk; kyk  r.
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Denition 7.2.2. Let S (resp. T ) be a semigroup of locally Lipschitz operators
(resp. a linear C0-semigroup) on X and let C : D(C) ! Y be a (possibly
nonlinear) operator with dense domain D(C) in X. We say that C is a locally
Lipschitz admissible observation operator for S (resp. T ) if, for every x 2
D(C), it holds S(t)x 2 D(C) (resp. T (t)x 2 D(C)) for a.e. t  0, the function
C(S()x) : R+ ! Y (resp. CT ()x : R+ ! Y ) is strongly measurable and if for
every t0 > 0 and every r > 0 there is a constant (r; t0) > 0 such thatZ t0
0
kCS(t)x  CS(t)y)k2Y dt  (r; t0)2kx  yk2; (7.10)
(resp.
Z t0
0
kCT (t)x  CT (t)y)k2Y dt  (r; t0)2kx  yk2) (7.11)
for all x; y 2 D(C) with kxk; kyk < r:
Remark 7.2.3. In case of a linear operator C with D(C) = D(A), and a global
Lipshitz F , the above concepts coincide with those of the the previous chapter.
Let C be locally Lipschitz admissible for S (resp. T ). Then the map 	 :
D(C) ! L2loc(R+; Y ); x 7! CS()x (resp. x 7! CT ()x), possesses a locally
Lipschitz continuous extension from X to L2loc(R+; Y ). In fact, let x 2 X and
t0 > 0. Since D(C) is dense, there exist xn 2 D(C) converging to x in X as
n ! 1. Estimate (7.10) (resp. (7.11)) implies that 	xn is a Cauchy sequence
which therefore converges to some z in the complete metric space L2loc(R+; Y ).
If x0n 2 D(C) converges to x in X, then 	x0n also converges to z in L2loc(R+; Y )
thanks to (7.10) and (7.11). So we can extend 	 to a map fromX to L2loc(R+; X)
denoted by the same symbol. Let t0; r > 0 and x; y 2 X with kxk; kyk < r.
There are xn 2 D(C) and yn 2 D(C) converging to x and y, respectively. Using
(7.10) and (7.11) we can then estimate
k	x 	ykL2([0;t0];Y ) = limn!1 k	xn  	ynkL2([0;t0];Y ) (7.12)
 (r; t0) lim
n!1 kxn   ynk = (r; t0)kx  yk: (7.13)
Hence, 	 is locally Lipschitz continuous on X. We further obtain
	x( + ) = lim
n!1	xn( + ) = limn!1	S()xn = 	S()x
in L2loc(R+; X). We state this result in the following lemma.
Lemma 7.2.4. Let C be a locally Lipschitz admissible observation operator for
S (resp. T ). There exists a locally Lipschitz continuous extension 	 : X  !
L2loc([0;1); Y ) of the map x 7! CS()x (resp. x 7! CT ()x) dened on D(C).
Moreover, (S;	) (resp. (T;	)) is a locally Lipschitz observation system.
For a given locally Lipschitz observation system we can now construct a
pointwise representation in terms of an observation operator.
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Denition 7.2.5. For a locally Lipschitz observation system (S;	) (resp. (T;	))
we dene
eCx = lim
#0
1

Z 
0
(	x)(t)dt; (7.14)
for x 2 D( eC) := fx 2 X : the limit in (7:14) exists in Y g.
The next representation result extends Theorem 4.5 of [118] to locally Lip-
schitz observation systems.
Theorem 7.2.6. Let (S;	) (resp. (T;	)) be a locally Lipschitz observation
system, and let eC : D( eC) ! Y be the nonlinear operator dened by (7:14).
Then, for all x 2 X and t  0 we have S(t)x 2 D( eC) (resp. T (t)x 2 D( eC)) if
and only if
1

Z 
0
(	x)(t+ s) ds converges as  & 0:
If this is the case, then the limit equals eCS(t)x (resp. eCT (t)x). We thus obtain
(	x)(t) = eCS(t)x (resp. (	x)(t) = eCT (t)x) for almost every t  0, namely for
all Lebesgue points t  0 of 	x:
Proof. The theorem follows from the identity
1

Z 
0
(	S(t)x)(r) dr =
1

Z 
0
(	x)(t+ r)dr
and the fact that this limit exists for almost every t  0 since 	x is locally
integrable.
In particular, eC is an locally Lipschitz admissible observation operator for S
(resp. T ). According to Lemma 7.2.4, eC and S (resp. T ) generate an observation
system (S; e	) (resp. (T; e	)). It is easy to see that, in fact, 	 = e	. We say that
the operator eC represents the observation system (S;	) (resp. (T;	)).
In a second step we now consider the special case of the semilinear system
(7.3) and (7.4), and assume that C is linear. So let (T;	) be a linear observation
system with observation operator C and Lebesgue extension CL and (S(t))t0
the semigroup of locally Lipschitz operators solving (7:3) in the mild sense.
Recall from Section 2 that 	x = CLT ()x.
In order to describe the output of (7.3) and (7.4), we dene
	Fx = 	x+ CLKF (S()x) (7.15)
for all x 2 X, where Kf(t) := R t0 T (t  s)f(s)ds for f 2 L1loc(R+; X) and t  0:
Observe that F (S()x) is locally bounded due to (G) and (7.7). We recall from
Proposition 2.11 in [108] (and its proof) that Kf(t) 2 D(CL) for a.e. t  0,
CLKf : R+ ! Y is strongly measurable and
kCLKfkL2([0;t0];Y )  c(t0)t
1
2
0 kfkL2([0;t0];X) (7.16)
for all f 2 L2loc(R+; X) and t0 > 0, where c(t0) = (t0 + 1) and  is given by
(7.11). (Hence, c : R+ ! R+ is locally bounded.) We now show that (	F ; S)
is a locally Lipschitz observation system represented by CL.
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Theorem 7.2.7. Let (T;	) be a linear observation system with observation
operator C 2 L(D(A); Y ), F : X ! X be locally Lipschitz, and S() solve
(7.3). Assume that (G) holds. Dene 	F as in (7.15). Then, (	F ; S) is a
locally Lipschitz observation system represented by the Lebesgue extension CL.
Proof. Let t0 > 0 and r > 0, and take x; y 2 X with kxk; kyk  r. Using the
assumptions, (7.16) and (7.8), we can estimate
k	Fx 	F ykL2([0;t0];Y )  k	(x  y)kL2([0;t0];Y )
+kCLK[F (S()x)  F (S()y)]kL2([0;t0];X)
 ckx  yk+ c(t0)t
1
2
0 kF (S()x)  F (S()y)kL2([0;t0];X)
 ckx  yk+ c(r; t0)t
1
2
0 kS()x  S()ykL2([0;t0];X)
 c(r; t0)kx  yk:
Let t  0: For a.e.   0, the formulas (7.15) and (7.6) lead to
(	Fx)(t+ ) = CLT ()T (t)x+ CL
R t+
t T (t+    s)F (S(s)x)) ds
+CLT ()
R t
0 T (t  s)F (S(s)x)) ds
= CLT ()S(t)x+ CL
R 
0 T (   s)F (S(s)S(t)x)) ds
= (	F (S(t)x))():
So we have shown that (	F ; S) is a locally Lipschitz observation system. For
the second assertion, let x 2 X and t 2 (0; 1]. Equation (7.15) yields
1
t
Z t
0
(	Fx)(s) ds =
1
t
Z t
0
(	x)(s) ds+
1
t
Z t
0
CLKF (S()x)(s) ds:
The second integral on the right hand side is denoted by J(t). From Holder's
inequality and estimate (7.16) we deduce that
kJ(t)k  t  12 kCLKF (S()x)kL2([0;t];Y )  c kF (S()x)kL2([0;t];X)  ! 0
as t ! 0. We then conclude that D( ~C) = D(CL) and ~Cx = CLx; where ~C
represents 	F .
7.3 Local exact observability
As the previous chapter, we give the following denitions in the linear and the
nonlinear systems.
Denition 7.3.1. Let C 2 L(D(A); Y ) be an admissible observation operator
for the linear C0-semigroup (T (t))t0 with generator A. The system (7.2) is
called exactly observable in time  > 0 if there is a constant  > 0 such that
kCT ()xkL2([0;  ];Y )  kxk for all x 2 D(A): (7.17)
Denition 7.3.2. Let C : D(C)! Y be an locally Lipschitz admissible obser-
vation operator for the semigroup S solving (7:3). The system (7.3) and (7.4)
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is called locally exact observable in time  > 0 at x0 2 D(C) (or on B(x0; r0))
if there are numbers r0;  > 0 such that
kCS()x  CS()ykL2([0; ];Y )  kx  yk (7.18)
for all x; y 2 D(C) with kx0   xk  r0 and kx0   yk  r0:
Remark 7.3.3. One can see that the linear system (7.2) is exactly observable if
and only if is locally exact observable at some x0, see the proof of Theorem 7.3.4
below.
We now establish a robustness result for exact observability in the semilinear
case. Observe that x0 is xed point for the semilinear problem (7.3), i.e.,
S(t)x0 = x0 holds for all  0, if and only if x0 2 D(A0) and Ax0 =  F (x0). In
particular, x0 = 0 is a xed point for (7.3) if and only if F (0) = 0.
Theorem 7.3.4. Let C 2 L(D(A); Y ) be an admissible linear observation op-
erator for the C0-semigroup T with generator A. Let F : X ! X be locally
Lipschitz and S be the nonlinear semigroup solving (7.3).Let x0 2 D(A) satisfy
Ax0 =  F (x0) and denote by L0(r) the Lipschitz constant of F on the ball
B(x0; r) in X. Then there are constants L1; L2 > 0 such that the following
assertions hold.
(a) If the linear system (7.2) is exactly observable in time  > 0 and if there
is an ~r > 0 with L0(~r) < L1, then the nonlinear system (7.3) and (7.4) is
locally exact observable in time  .
(b) If the nonlinear system (7.3) and (7.4) is locally exact observable in time
 > 0 on the ball B(x0; r0) and there is an ~r 2 (0; r0) with L0(~r) < L2,
then the linear system (7.2) is exactly observable in time  .
Proof. We rst establish certain Lipschitz estimates for S near x0. Fix an R > 0
and take any r 2 (0; R). Let  2 (0; r), x; y 2 B(x0; ), and t 2 [0;  ]. Let
t1 > 0 be the supremum of t 2 [0;  ] such that kS(s)x x0k < r for all s 2 [0; t].
The formula (7.6) and estimate (7.5) then imply the inequality
kS(t)x x0k = kS(t)x S(t)x0k Me!kx x0k+Me!
Z t
0
L0(r)kS(s)x x0k ds
for all 0  t < t1. From Gronwall's inequality it follows that
kS(t)x  x0k Me! exp(Me!L0(r))
for all 0  t < t1. Choosing a suciently small  = (r) > 0 we thus obtain
kS(t1)x   x0k < r so that t1 =  and S(t)x 2 B(x0; r) for all t 2 [0;  ]. Using
again (7.6), we can now deduce the Lipschitz estimate
kS(t)x  S(t)yk Me! exp(Me!L0(r))kx  yk =: k(R)kx  yk
if kx  x0k; ky   x0k  (r) < r and t 2 [0;  ].
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We now assume that the system (7.2) is exactly observable in time  > 0
with constant  > 0. Formula (7.15) yields
CLT (t)(x y) = CLS(t)x CLS(t)y CL
Z t
0
T (t )[F (S()x) F (S()y)] d:
Using (7.16) and the above estimates, we then deduce that
kCL T ()x  CLT ()ykL2([0; ];Y )
 kCLS()x  CLS()ykL2([0; ];Y ) + c() kF (S()x)  F (S()y)kL2([0; ];X)
 kCLS()x  CLS()ykL2([0; ];Y ) + c()L0(r) kS()x  S()ykL2([0; ];X)
 kCLS()x  CLS()ykL2([0; ];Y ) + L0(r)c1()k(R)kx  ykX
for x; y 2 B(x0; (r)) and t 2 [0;  ]. Thus, if L0(~r)c1()k(R)  =2 for some
~r > 0, the observability of C and T yields
kCL S()x  CLS()ykL2([0; ];Y )
 kCLT ()x  CLT ()ykL2([0; ];Y )   c1()k(R)L0(~r)kx  yk  2kx  yk
for all x; y 2 X with kx  x0k; ky   x0k  (~r):
To prove part (b) we proceed in the same way, but we require in addition
that 0 <  < r0 and take y = x0. We thus obtain
kCLT ()(x  x0)kL2([0; ];Y )  2kx  x0k
for all x in a ball around x0. By linearity, this estimate implies the exact
observability of the linear system (7.2).
7.4 Applications
In this section we give examples for the main theorems of this chapter.
Example 7.4.1. Let 
  RN be a bounded domain with boundary @
 2 C4 and
let   be an open subset of @
. Consider the damped nonlinear beam equation8>><>>:
utt +
2u  2ut   f
 R

 jruj2dx

u = 0; x 2 
; t > 0;
u(t; x) = 0; x 2 @
; t  0;
u(t; x) = 0; x 2 @
; t  0;
u(0; x) = u0(x); ut(0; x) = u1(x); x 2 

(7.19)
with  > 0 and the output function
y(t) = utj : (7.20)
Equation (7.19) arise in the mathematical study of structural damped nonlinear
vibrations of a string or a beam and was considered in [42, 110] and references
therein.
Let H = L2(
) and A = 2 with D(A) = H4(
) : u = u = 0 on @
g. It is
known that A is a self adjoint, positive, boundedly invertible operator and that
H 1
2
:= D(A
1
2 ) = H2(
) \H10 (
):
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Let H  1
2
be the dual space of H 1
2
for the pivot space H.
Set v = ut and Z(t) =

u(t)
v(t)

. We can then rewrite the problem (7.19){
(7.20) as the abstract rst order ordinary dierential equation in the Hilbert
space X = H 1
2
H
(
d
dt
Z(t) = AZ(t) + F (Z(t)); Z(0) = Z0;
y(t) = CZ(t):
(7.21)
Here the linear operator
A : D(A)  H 1
2
H ! H 1
2
H
is given by
A =

0 I
 A  D

; D(A) = D(A)D(A 12 );
where the damping operator D : H 1
2
! H dened by D = 2A 12 is bounded and
positive. Furthermore, we set
C = j  for  2 H 1
2
and C = (0; C)
and dene F : H 1
2
H ! H 1
2
H by
F

u
v

=

0
f
 R

 jruj2dx

u

:
For z 2 H 1
2
, we have
hDz; ziH  12H 12 = h2A
1
2 z; ziH = 2kzkH10 (
) 
2
c
kzkL2( );
for some c > 0 by the trace theorem (see e.g. Theorem 2.5.4 in [82]). Hence,
the assumptions (A1)-(A3) of [65, Proposition 4.1] are satised, and thus the
observation operator C is innite-time admissible for the semigroup generated
by A.
Assuming f : [0;1) ! R locally Lipschitz and bounded, the mapping F
is locally Lipschitz continuous on H 1
2
H and satises the condition of linear
growth. Theorem 7.2.7 now implies that the Lebesgue extension of C with respect
to the semigroup generated by A is an admissible observation operator for the
problem (7.19)-(7.20).
Example 7.4.2. Let 
 be a bounded open subset of RN with boundary @
 2 C4.
We consider the following semilinear thermo-elastic system
wtt +
2w +  = f
 R

 jrwj2dx

w; x 2 
; t > 0;
t   +    wt = 0; x 2 
; t > 0; (7.22)
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with the boundary and initial conditions(
(t; x) = w(t; x) =
@w
@
(t; x) = 0; x 2 @
; t  0
w(0; x) = w0(x); wt(0; x) = w1(x); (0; x) = 1(x); x 2 

(7.23)
and the output function
y(t; x) =  r(t; x); t  0; x 2 
: (7.24)
Here, the coupling parameter  is positive and the constant  is non nega-
tive. Controllability of corresponding linear system of (7.22){(7.23) with vari-
ous boundary conditions and controls are well studied, see [11, 43, 74].
We dene the linear operators A0 = 
2 and AD =   on L2(
)! L2(
)
with the domains
D(A0) = H
4(
) \H20 (
) and D(AD) = H2(
) \H10 (
):
It is well known that A0 and AD are selfadjoint positive operators and that
D(A0
1
2 ) = H20 (
) and D(A
1
2
D) = H
1
0 (
):
We introduce the Hilbert space H := D(A0
1
2 )  L2(
)  L2(
), equipped with
its natural inner product. Set v = wt and
z(t) =
0@ w(t)v(t)
(t)
1A ; z0 =
0@ w0v0
0
1A :
The system (7.22)-(7.23) can be rewritten as an abstract semilinear evolution
equation in H of the form
zt = Az + F (z); z(0) = z0 2 H;
with the output function
y(t) = Cz(t);
where A is the linear operator dened by
A =
0@ 0 I 0 A0 0 AD
0  AD  AD   I
1A
with domain D(A) = D(A0)D(A0 12 )D(AD); and the observation operator
C : D(A)! Y = 0 0 (L2(
))N , C = (0; 0; r): Further F : H! H is the
nonlinear operator given by
F
0@0@ wv

1A1A =
0@ 0f  R
 jrwj2dxw
0
1A :
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In Proposition 2.1 of [11], it was shown that A generates a C0 semigroup of
contractions on the Hilbert space H. Proposition 2.7 of [11] also implies that C
is admissible with respect to A. Finally, in Section 3 of [13] the pair (A;C) was
proved to be exactly observable. If we assume that f : [0;+1)! R is bounded
and locally Lipschitz continuous, then F is locally Lipschitz on H and satises
assumption (G). Moreover, F (0) = 0. Using Theorem 7.3.4 we deduce that the
problem (7.22){(7.24) is locally exactly observable at w0 = 0 = 0.
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