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ON THE L∞ STABILITY OF PRANDTL EXPANSIONS IN GEVREY
CLASS
QI CHEN, DI WU, AND ZHIFEI ZHANG
Abstract. In this paper, we prove the L∞ ∩ L2 stability of Prandtl expansions of shear
flow type as
(
U(y/
√
ν), 0
)
for the initial perturbation in the Gevrey class, where U(y) is a
monotone and concave function and ν is the viscosity coefficient. To this end, we develop
the direct resolvent estimate method for the linearized Orr-Sommerfeld operator instead of
the Rayleigh-Airy iteration method introduced by Grenier, Guo and Nguyen.
1. Introductions
In this paper, we study the incompressible Navier-Stokes equations in Ω := T× R+ when
the viscosity coefficient ν tends to zero:

∂tu
ν + uν · ∇uν +∇pν − ν∆uν = f ν in [0, T ]× Ω,
∇ · uν = 0 in [0, T ]× Ω,
uν |∂Ω = 0 on [0, T ]× ∂Ω,
uν(0) = u0 in Ω.
(1.1)
Here uν =
(
uν1 , u
ν
2
)
is the velocity field, pν is the pressure and f ν is the external force.
In the absence of the boundary, the solution uν of the Navier-Stokes equations converges
to the solution ue of the Euler equations as ν → 0:
∂tu
e + ue · ∇ue +∇pe = 0, ∇ · ue = 0.
The inviscid limit has been justified in various functional settings [19, 34, 3, 26, 5, 1, 25].
In the presence of the boundary, the inviscid limit problem is difficult due to the appearance
of boundary layer. For the Navier-slip boundary condition, the boundary layer is weak. In
such case, the limit from the Navier-Stokes equations to the Euler equations was first justified
in 2-D by Clopeau, Mikelic´ and Robert [4], and in 3-D by Iftimie and Planas [18]. See
[27, 31, 39, 38] for more relevant results. For the nonslip boundary condition, the boundary
layer is strong. In such case, when ν → 0, the solution of (1.1) formally behaves as{
uν1(t, x, y) = u
e
1(t, x, y) + u
BL
(
t, x, y√
ν
)
,
uν2(t, x, y) = u
e
2(t, x, y) +
√
νvBL
(
t, x, y√
ν
)
,
(1.2)
where (up, vp) =
(
ue1(t, x, 0)+u
BL(t, x, Y ), ∂yu
e
2(t, x, 0)Y +v
BL(t, x, Y )
)
is the solution of the
Prandtl equation

∂tu
p + up∂xu
p + vp∂Y u
p + ∂xp
e|y=0 = ∂2Y up,
∂xu
p + ∂Y v
p = 0,
up|Y=0 = vp|Y=0 = 0, lim
Y→+∞
up(t, x, Y ) = ue1(t, x, 0).
(1.3)
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Let us mention some recent well-posedness results of the Prandtl equation [32, 40, 2, 28, 10,
13, 6, 23, 8], which are a key step toward the inviscid limit problem.
To our knowledge, the justification of the Prandtl expansion (1.2) is still a challenging
problem except some special cases: the analytic data [33](see [37] for a new proof via direct
energy method), and the initial vorticity away from the boundary [24, 9]. In addition, the
convergence was justified in [22, 29] when the domain and the initial data have a circular sym-
metry. Initiated by Kato [20], there are many works devoted to the conditional convergence
[35, 36, 21].
Recently, there is a lot of attention on the stability of some special boundary layer solutions.
For example, Grenier studied the Prandtl expansion of shear flow type as
uν =
(
U e(t, y), 0
)
+
(
UBL
(
t,
y√
ν
)
, 0
)
.(1.4)
When the shear flow UBL(0, Y ) is linearly unstable for the Euler equations, he proved the
instability of the expansion in the H1 space by constructing the solution with the highly
oscillating as eiαx/
√
ν and the growth as ect|n| at the high frequency n = 1√
ν
≫ 1. In a
recent important work, Grenier and Nguyen [15] proved the L∞ instability of the Prandtl
expansion (1.4). In another important work, Guo, Grenier and Nguyen proved that the shear
flows which are linearly stable for the Euler equations could be linearly unstable for the
Navier-Stokes equations when ν is very small, where they constructed the solution with the
growth as ec|n|
2
3 t. Their result in particular implies that it is possible to prove the stability
of monotone and concave shear flows for the Navier-Stokes equations in the Gevrey class
3
2 . In a remarkable work [12], Gerard-Varet, Masmoudi and Maekawa proved the stability
of the Prandtl expansion (1.4) for the perturbations in the Gevrey class when UBL(t, Y )
is a monotone and concave function. Roughly speaking, they showed that if the initial
perturbation a(x, y) satisfies ‖a‖Gγ ≤ ν
1
2
+β for β = 2(1−γ)γ , where Gγ is a norm of Gevrey
class 1γ with γ ∈ (0, 1] depending on the profile UBL(t, Y ), then
sup
t∈[0,T ]
(‖vν(t)‖L2 + (νt) 12‖∇vν(t)‖L2 + (νt) 14‖vν(t)‖L∞) ≤ C‖a‖Gγ ,
where vν(t, x, y) = uν(t, x, y) − (U e(t, y), 0) + (UBL(t, y√
ν
)
, 0
)
. The L∞ stability estimate,
which is in fact an interpolation result between L2 estimate and H1 estimate, blows up when
t→ 0 due to the prefactor t 14 . Their proof relies on the resolvent estimates for the linearized
Orr-Sommerfeld operator via the complicated Rayleigh-Airy iteration method introduced in
[14].
For the steady Navier-Stokes equations, Gerard-Varet and Maekawa [11] proved the sta-
bility of shear flows
(
U
( y√
ν
)
, 0
)
for the external force f ν in the Sobolev space, and Guo and
Iyer [16] proved the stability of Blasius flows, which are self-similar solutions of the steady
Prandtl equation. Guo and Nguyen [17] also considered the Prandtl expansions of steady
Navier–Stokes equations over a moving plate.
The goal of this paper is twofold. First of all, we would like to prove the L∞ stability
estimate of the Prandtl expansion (1.4) without the prefactor t
1
4 , i.e. ν
1
4‖vν(t)‖L∞ ≤ C‖a‖Gγ .
Secondly, we would like to develop a direct resolvent estimate method for the linearized Orr-
Sommerfeld operator instead of the Rayleigh-Airy iteration method.
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For the simplicity, we take U e(t, y) ≡ 1 and UBL(t, Y ) := UP (Y ) − 1 in (1.4), where
UP = UP (Y ) is a scalar function on R+ satisfying
lim
Y→∞
UP (Y ) = 1, UP (Y = 0) = 0.
After assuming that the external force
f =
(
∂2Y U
P
( y√
ν
)
, 0
)
,
we write the solution of (1.1) in the perturbation form
uν(t, x, y) =
(
1 + UBL
( y√
ν
)
, 0
)
+ u(t, x, y)
with 

∂tu− ν∆u+ u · ∇u+ UP
( y√
ν
)
∂xu+ ν
−1/2u2
(
∂Y U
P
( y√
ν
)
, 0
)
+∇p = 0,
∇ · u = 0,
u|∂Ω = 0, u(0) = a.
(1.5)
The system (1.5) can be written as{
∂tu+ Aνu = −P(u · ∇u),
u|t=0 = a,(1.6)
where P : L2(Ω)2 → L2σ(Ω) is the Helmoholtz-Leray projection and
Aνu = −ν∆u+ P
(
UP
( y√
ν
)
u+ ν−1/2u2
(
∂Y U
P
( y√
ν
)
, 0
))
with the domain
D(Aν) =W
2,2(Ω)2 ∩W 1,20 (Ω)2 ∩ L2σ(Ω).
Before stating main result, we introduce some notations and function spaces. Let
(Pnf)(y) = fn(y)einx, fn(y) = 1
2pi
∫ 2pi
0
f(x, y)e−inxdx, n ∈ Z,
be the projection on the Fourier mode n in x. We then defined the following function spaces,
for γ ∈ (0, 1], d ≥ 0 and K > 0
Xd,γ,K :=
{
f ∈ L2σ(Ω)|‖f‖Xd,γ,K = sup
n∈Z
(1 + |n|d)eK|n|γ‖Pnf‖L2(Ω) <∞
}
,(1.7)
and
Yd,γ,K =
{
f ∈ L2σ(Ω)|‖f‖Yd,γ,K = sup
n∈Z
(1 + |n|d)eK|n|γ‖Pnf‖L2xL∞y (Ω) <∞
}
.(1.8)
We also introduce the following strongly concave condition on shear flows:
(SC) condition: we consider U(Y ) with
‖U‖ :=
∑
k=0,1,2
sup
Y≥0
(1 + Y )k|∂kY U(Y )| <∞.
Our assumption are
(1) U |Y=0 = 0, limY→∞U(Y ) = 1 and U ∈ BC2(R+).
(2) There existsM > 0 such that −M∂2Y U ≥ (∂Y U)2 and |∂3Y U/∂2Y U |+ |∂2Y U/∂Y U | ≤M
for any Y ≥ 0.
Now we state our main result.
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Theorem 1.1. Assume that UP satisfies (SC) condition. For any γ ∈ [2/3, 1), d > 114 −
7
4γ and K > 0, there exists C, T
′,K ′ > 0 such that the following statement holds for any
sufficiently small ν > 0. If ‖a‖Xd,γ,K + ν
1
4 ‖a‖Yd,γ,K ≤ ν
1
2
+β with β = max
{2(1−γ)
γ ,
3
16 +
3(1−γ)
2γ ,
1
4 +
1−γ
2γ
}
, then the system (1.5) admits a unique solution u ∈ C([0, T ′];L2σ(Ω)) ∩
L2(0, T ′;W 1,20 (Ω)) satisfying
sup
0<t≤T ′
(‖u(t)‖Xd,γ,K′ + ν 14‖u(t)‖L∞(Ω) + (νt) 12 ‖∇u(t)‖L2(Ω))
≤ C‖a‖Xd,γ,K + Cν
1
4 ‖a‖Yd,γ,K .
Let us give two remarks on our result.
(1) The main achievement of Theorem 1.1 is the L∞ stability estimate. To this end,
the price we pay is that we require more restriction on β compared with [12], where
β = 2(1−γ)γ . However, we are actually interested in the case of γ =
2
3 . In this case, β
is still chosen as 2(1−γ)γ = 1 due to the definition of β.
(2) Our proof could be easily modified to the case when U(Y ) satisfies weakly con-
cave(WC) condition: −Mσ∂2Y U ≥ (∂Y U)2 for Y ≥ σ > 0 or U is time dependent
and weakly concave. The same results hold but with the range of γ replaced by
γ ∈ [75 , 1) or γ ∈ [79 , 1) respectively.
The roadmap of the proof of Theorem 1.1 is similar to [12]. We focus on the linearized
system of (1.5) and obtain the corresponding semigroup estimates via the resolvent estimates
for the linearized Orr-Sommerfeld operator. Then using the Duhamel formula of the solution,
we prove the nonlinear stability by combining the semigroup estimates with the estimates for
nonlinear terms. However, there are two main differences with [12]:
(1) Motivated by [7], the idea of achieving resolvent estimates is that we first consider
the linearized system with Navier-slip boundary condition. Thanks to good boundary
condition, we can obtain various resolvent estimates by choosing suitable multipliers
and integration by parts arguments. Secondly, it is enough to build up a boundary
corrector via the Airy function to match nonslip boundary condition instead of slow
mode and fast mode used in [12]. The advantage of this idea is that we not only avoid
to use the Rayleigh-Airy iteration, but also we still can obtain the resolvent estimates
as sharp as in [12]. The resolvent estimate method we develop is of independent
interest, and could be used to the relevant problems in hydrodynamic stability.
(2) To obtain L∞ semigroup estimate, we establish a weighted H1 resolvent estimate,
which is new and easy to obtain by our resolvent estimate method.
Finally, let us introduce the formulation in Fourier series of (1.6). Since the shear flow is
assumed to be x-independent, it is natural to study Aν on each Fourier mode with respect
to the x variable. We define Aν,n by the restriction of Aν on the subspace PnL2σ(Ω). By the
Duhamel formula, the solution u(t) of (1.6) could be written into the following integral form
with respect to each Fourier mode n:
Pnu(t) = e−tAν,nPna−
∫ t
0
e−(t−s)Aν,nPnP(u · ∇u)(s)ds.(1.9)
The rest of this paper is organized as follow. Section 2 is devoted to the resolvent estimates,
which is the main part of this paper. In section 3, we show the semigroup estimate. In section
4 we finish the proof of Theorem 1.1 with proving the estimate of nonlinear term. At last,
we show Hardy’s type inequality and several properties of Airy functions in the appendix.
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2. Resolvent Estimates in Middle Frequency
In the middle range of frequencyO(1) ≤ |n| ≤ O(ν−3/4), we cannot obtain a useful estimate
of semigroup e−tAν,n via simple energy method. To obtain a better estimate of semigroup
e−Aν,n , we consider the corresponding resolvent problem in this section.
2.1. Reformulation and main results. As in [12], it is more convenient to introduce the
rescaled velocity
u(t, x, y) = v(τ,X, Y ), (τ,X, Y ) =
( t√
ν
,
x√
ν
,
y√
ν
)
.(2.1)
If u(t) = e−tAνa, then v is the solution to{
∂τv −
√
ν∆X,Y v +
(
v2∂Y V, 0
)
+ V ∂Xv +∇X,Y q = 0 in Ων ,
divX,Y v = 0, v|Y=0 = 0, v|t=0 = a(ν),
(2.2)
where Ων := (ν
−1/2
T) × R+ and a(ν) := a(ν1/2X, ν1/2Y ). We also introduce the notation of
Fourier series after scaling:
(Pν,nf)(Y ) = fn(Y )ein
√
nX , fn(Y ) =
√
ν
2pi
∫ 2pi√
ν
0
f(X,Y )e−in
√
νXdX.
To obtain the estimates of solutions to (2.2), we study the corresponding resolvent problem
for the operator:
Lνv = −
√
νPν∆v + Pν(V ∂Xv + v2(∂Y V, 0))
with D(Lν) =W
2,2(Ων) ∩W 1,20 (Ωnu) ∩ L2σ(Ων).
(2.3)
In details, we consider the following resolvent problem of Lν by assuming that V (Y ) satisfies
(SC) condition,{
µv −√ν∆X,Y v +
(
v2∂Y V, 0
)
+ V ∂Xv +∇X,Y q = f, Y ≥ 0,
divX,Y v = 0, v|Y =0 = 0.
(2.4)
Here µ ∈ C is a resolvent parameter, and v, ∇q and f are assumed to be 2pi√
ν
-periodic in X.
Let w = ∂Xv2 − ∂Y v1 be the vorticity field of v. Direct computation gives
µw −√ν∆w − v2∂2Y V + V ∂xw = ∂Xf2 − ∂Y f1.
The corresponding stream function denoted by ψ which solves
∆φ = w, φ|Y=0 = 0.
Then v = (−∂Y φ, ∂Xφ). Let φn(Y ) be the n
√
ν fourier modes of φ(X,Y ), namely
φn(Y ) =
∫
T/
√
ν
φ(X,Y )e−in
√
νXdX, φ(X,Y ) ∼
1
2pi
∑
n∈Z
φn(Y )e
in
√
νX .
Then we know that for each n
√
ν mode with respect to variable x, the stream function φn
solves the following system

µ(∂2Y − n2ν)φn −
√
ν(∂2Y − n2ν)2φn − in
√
νφn(∂
2
Y V ) + in
√
νV (∂2Y − n2ν)φn
= in
√
νf2,n − ∂Y f1,n,
φn|Y=0 = ∂Y φn|Y=0 = 0,
(2.5)
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where
fi,n(Y ) :=
∫
T/
√
ν
fi(X,Y )e
−in√νXdX, i = {1, 2}.
As you will see later, we only need to consider the case
δ−10 ≤ |n| ≤ δ−10 ν−3/4, where δ0 =
1
2(1 + ‖V ‖) .
Let λ :=
iµ
|n|√ν and α := ν
1/2|n|. Then we obtain the Orr-Sommerfeld equations
{
−√ν(∂2Y − α2)2φ+ iα
(
(V − λ)(∂2Y − α2)φ− (∂2Y V )φ
)
= iαf2 − ∂Y f1,
φ|Y=0 = ∂Y φ|Y=0 = 0,
(2.6)
and the regime of parameter α we need to study is δ−10 ν
1/2 ≤ α ≤ δ−10 ν−1/4. Moreover, we
consider the case
(2.7) Reµ = αImλ ≥ ν
1
2 |n|γ
δ
for some γ ∈ [0, 1] and for sufficiently small but fixed positive number δ. We denote λr = Reλ,
λi = Imλ. We also introduce the weight function
ρ(Y ) =


|n| 32γ+ 12 ν 34
δ
3
2
Y, if 0 ≤ Y ≤ δ
3
2
|n| 32γ+ 12 ν 34
,
1, if Y ≥ δ
3
2
|n| 32γ+ 12 ν 34
.
(2.8)
Our key resolvent estimates are stated as follows.
Proposition 2.1. Assume that (SC) condition holds and δ−10 ≤ |n| ≤ δ−10 ν−
3
4 . Then there
exist δ1, δ2, δ∗ ∈ (0, 1) satisfying δ1, δ2 ≤ δ0 and δ∗ ≤ min{δ1, δ2} such that the following
statements hold true. Assume that (2.7) holds for some δ ∈ (0, δ∗],
(1) Let n ∈ Z and γ ∈ [0, 1]. Then there exists θ ∈ (pi2 , pi) such that the set
Sν,n(θ) =
{
µ ∈ C||Imµ| ≥ (tan θ)Reµ+ δ−11 (ν
1
2 |n|+ | tan θ||n|γν 12 ), |µ| ≥ δ−1ν 12 |n|}(2.9)
is in the resolvent set of −Lν,n and
‖(µ+ Lν,n)−1f‖L2(Ων) ≤
C
|µ| ‖f‖L2(Ων),(2.10)
‖∇(µ+ Lν,n)−1f‖L2(Ων) + ‖ρ
1
2 (curl(µ + Lν,n)
−1f)‖L2(Ων) ≤
C
ν
1
4 |µ| 12
‖f‖L2(Ων)(2.11)
for all µ ∈ Sν,n(θ) and f ∈ Pν,nL2σ(Ων).
(2) If |n| ≥ δ−10 and Reµ+ n2ν
3
2 ≥ δ−12 , then µ belongs to the resolvent set of −Lν,n and
the following estimates hold: for all f ∈ Pν,nL2σ(Ων)
‖(µ + Lν,n)−1f‖L2(Ων) ≤
C
Reµ
‖f‖L2(Ων),(2.12)
‖∇(µ+ Lν,n)−1f‖L2(Ων) + ‖ρ
1
2 (curl(µ + Lν,n)
−1f)‖L2(Ων) ≤
C
ν
1
4 (Reµ)
1
2
‖f‖L2(Ων).(2.13)
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(3) Let δ−10 ≤ |n| ≤ δ−10 ν−
3
4 and γ ∈ [23 , 1]. Then the set
Oν,n := {µ ∈ C||µ| ≤ δ−11 |n|ν
1
2 , Reµ ≥ |n|
γν
1
2
δ
}(2.14)
is included in the resolvent set of −Lν,n. Moreover, if µ ∈ Oν,n satisfies Reµ = |n|
γν
1
2
δ
and Reµ+ n2ν
3
2 ≤ δ−12 , then
‖(µ+ Lν,n)−1f‖L2(Ων) ≤
Cn1−γ
Reµ
‖f‖L2(Ων),(2.15)
‖∇(µ+ Lν,n)−1f‖L2(Ων) ≤
Cn1−γ
Reµ
(|n| 14 + |n| 12− 34 (1−γ))‖f‖L2(Ων),(2.16)
and
‖ρ 12 (curl(µ+ Lν,n)−1f)‖L2(Ων) ≤
C
ν
1
4 (Reµ)
1
2
‖f‖L2(Ων).(2.17)
Proof. We point out that we can deduce (2.12)-(2.17) directly from Proposition 2.3 and 2.13
respectively. Hence, we only prove the first statement of Proposition 2.1. Let δ1 ≤ δ0 be
the small constant in Proposition 2.2. Since µ = −i√ν|n|λ, we notice that λ satisfies the
condition of Proposition 2.2, if |µ| ≥ δ−11 α and Re = αImλ ≥ δ−11 |n|γν
1
2 . We obtain that
such µ belongs to the resolvent set of −Lν,n in Pν,nL2σ(Ων). Moreover, we have for such µ,
for any f ∈ Pν,nL2σ(Ων)
‖(µ + Lν,n)−1f‖L2(Ων) ≤
C
|µ|‖f‖L2(Ων),
which implies that the ball Brµ(µ) := {η ∈ C||η − µ| ≤ rµ} with ρµ = |µ|2C belongs to the
resolvent set of −Lν,n and for any η ∈ Brµ(µ),
‖(η + Lν,n)−1f‖ ≤ 4C|µ| ‖f‖L2(Ων) ≤
8C
|µ| ‖f‖L2(Ων).
Hence, by taking θ = pi2 + θ0 with θ0 =
1
2C , we obtain
Sν,n ⊂ ∪µ∈Eν,nBrµ(µ) ⊂ ρ(−Lν,n),
where
Eν,n := {µ ∈ C|Reµ ≥ δ−11 |n|γν
1
2 , |µ| ≥ δ−11 α}.
Hence, we complete the proof of (2.9) and (2.10). Similarly, we can obtain (2.11). 
In the sequel, we always assume δ−10 ≤ |n| ≤ δ−10 ν−
3
4 , that is δ−10 ν
1
2 ≤ |α| ≤ δ−10 ν−
1
4 , and
we assume that n > 0 for convenience.
2.2. Resolvent estimates when λ is far away from origin. In this part, we deal with
the case |λ| large and Imλ large. We first notice that (2.6) can be written as{
−√ν(∂2Y − α2)∂2Y φ+ iα
(
(V − λν)(∂2Y − α2)φ− (∂2Y V )φ
)
= iαf2 − ∂Y f1,
φ|Y=0 = ∂Y φ|Y=0 = 0,
(2.18)
where λν = λ + i
√
να. Note that Imλν = λ + νn. The following Proposition shows the
resolvent estimates for large |λ|.
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Proposition 2.2. There exists δ1 ∈ (0, δ0] such that the following statements hold. Let
|λ| ≥ δ−11 and n ∈ N. Suppose that (2.7) holds for some γ ∈ [0, 1] and δ ∈ (0, δ1]. Then for
any f = (f1, f2) ∈ L2(R+)2, the corresponding weak solution φ ∈ H20 (R+) to (2.6) satisfies
‖(∂Y φ, αφ)‖L2 ≤
C
|αλ| ‖f‖L2(2.19)
‖(∂2Y − α2)φ‖L2 ≤
C
ν1/4|αλ|1/2 ‖f‖L2 ,(2.20)
where C is a constant only depending on ‖V ‖.
Proof. Let f = (f1, f2) ∈ L2(R+)2 and φ be the corresponding unique weak solution to
(2.6). Then by the previous argument, φ also satisfies (2.18). Assume that |λ| ≥ δ−11 with
δ1 := (32(1 + ‖U‖))−1 < δ0. Since |µ| = α|λ| and Imλν = Imλ + νn ≥ Imλ > 0, we have
|λν | ≥ |λ| ≤ δ−11 , which implies
|λ|
2
≤ |V − λν | ≤ 2|λ|.
Multiplying both sides of the first equation of (2.18) by (V − λν)φ¯, we have
‖(∂Y φ, αφ)‖2L2 ≤Re
∫ ∞
0
iαf2 + ∂Y f1
α(V − λν) φ¯dY +
∫ ∞
0
|∂2Y V
|V − λν | |φ|
2dY
+
6
nImλν
∫ ∞
0
|∂Y V |2
|V − λν |2 |∂Y φ|
2 +
|∂2Y V |2
|V − λν |2 |φ|
2dY
+
6
nImλν
∫ ∞
0
( |∂Y V |4
|V − λν |4 + α
2 |∂Y V |2
|V − λν |2
)
|φ|2dY.
(2.21)
We first notice that∣∣∣Re∫ ∞
0
iαf2 + ∂Y f1
α(V − λν) φ¯dY
∣∣∣ ≤1
4
‖(∂Y φ, αφ)‖2L2 + C‖
f
α(V − λν)‖
2
L2(2.22)
+ C‖V ‖‖ f
α(V − λν)2 ‖
2
L2 .
The estimates of the other terms on the right hand side of (2.21) are similar with each other.
For example,
1
nImλν
∫ ∞
0
|∂Y V |4
|V − λν |4 |φ|
2dY ≤C 2
5δ41‖V ‖2
nImλν
∫
0
‖V ‖2(1 + Y −1)|φ|2dY
+
1
128
‖(∂Y φ, αφ)‖2L2 ,
which combined with (2.21), (2.22) and the fact |λ|/2 ≤ |V − λν | ≤ 2|λ| implies
‖(∂Y φ, αφ)‖2L2 ≤
C
α2|λ|2 ‖f‖
2
L2 .(2.23)
This shows (2.19).
Now we turn to prove (2.20). We multiply both sides of (2.6) by φ¯ and integrate over
(0,∞). Then we have
−√ν‖(∂2Y − α2)φ‖2L2 + 〈iα(V − λ)(∂2Y − α2)φ, φ〉L2 − 〈iα(∂2Y V )φ, φ〉L2 = 〈(iαf2 − ∂Y f1), φ〉L2 ,
which implies
ν
1
2‖(∂2Y − α2)φ‖2L2 + αλi‖(∂Y φ, αφ)‖2L2(2.24)
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= Im〈iα(∂2Y V )φ, φ〉L2 − Im〈(iαf2 − ∂Y f1), φ〉L2 .
On the other hand, we have
∣∣〈iα(∂2Y V )φ, φ〉L2 ∣∣ ≤ ‖∂Y φ‖L2‖(∂Y V )φ‖L2 ≤ C‖∂Y φ‖L2‖V ‖‖∂Y φ‖L2 ≤ Cα2|λ|2 ‖f‖2L2 ,(2.25)
and
|〈(iαf2 − ∂Y f1), φ〉L2 | ≤ C‖(∂Y φ, αφ)‖L2‖f‖L2 ≤
C
α|λ| ‖f‖
2
L2 .(2.26)
Hence, by collecting (2.24), (2.25) and (2.26), we obtain (2.20). 
Proposition 2.3. There exists δ2 ∈ (0, 1) such that if αλi +
√
να2 ≥ δ−12 , then for any
f = (f1, f2) ∈ L2(R+)2, there exists a unique weak solution φ ∈ H20 (R+) to (2.6) and satisfies
‖∂Y φ‖L2 + α‖φ‖L2 ≤
C
αλi +
√
να2
‖f‖L2(2.27)
‖(∂2Y − α2)φ‖L2 ≤
C
ν1/4(αλi +
√
να2)1/2
‖f‖L2 .(2.28)
Proof. Let δ2 ∈ (0, δ0] be a small constant, which is determined later. From the assumption of
the proposition and the definition of λν , we have αImλν ≥ δ−12 . By taking L2-inner product
on both sides of (2.18) with φ, we obtain
−√ν(‖∂2Y φ‖2L2 + α2‖∂Y φ‖2L2) + 〈iα(V − λν)(∂2Y − α2)φ, φ〉L2 − 〈iα(∂2Y V )φ, φ〉L2
= 〈(iαf2 − ∂Y f1), φ〉L2 .
(2.29)
Then by taking the real part of the above equality, we get
√
ν
(‖∂2Y φ‖2L2 + α2‖∂Y φ‖2L2)+ αImλν‖(∂Y φ, αφ)‖2L2
= −αIm〈(V − λr)(∂2Y − α2)φ, φ〉L2 − Im〈(iαf2 − ∂Y f1), φ〉L2
= −αIm〈V ∂2Y φ, φ〉L2 − Im〈(iαf2 − ∂Y f1), φ〉L2 .
(2.30)
We also notice that
Im〈V ∂2Y φ, φ〉L2 ≤‖V ‖‖∂Y φ‖L2‖φ‖L2
≤Imλν
2
‖∂Y φ‖2L2 +
‖V ‖2
2Imλν
‖φ‖2L2 ,
(2.31)
and ∣∣〈(iαf2 − ∂Y f1), φ〉L2 ∣∣ ≤ ‖f‖L2‖(∂yφ, αφ)‖L2 .(2.32)
Hence, after taking δ2 ≤ 14(1+‖V ‖) and collecting (2.30) and (2.31) and (2.32), we obtain
√
ν
(‖∂2Y φ‖2L2 + α2‖∂Y φ‖2L2)+ αImλν‖(∂Y φ, αφ)‖2L2 ≤ CαImλν ‖f‖2L2 ,(2.33)
which gives (2.27) and (2.28). 
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2.3. Resolvent estimates when |λ| ≤ δ−11 . The purpose of this part is to give the resolvent
estimates when |λ| ≤ δ−11 . However, the boundary condition in (2.6) brings a lot of troubles
to obtain an appropriate bound. Our main idea to overcome the difficulty generated by the
boundary is the following
(1) We first obtain the resolvent estimates under the Navier-slip boundary condition,
which allows us to use some special structures of the first equation of (2.6) by using
integration by parts argument.
(2) We show the bounds of the boundary corrector. Such corrector is built around the
Airy function and perfectly matches the boundary layer.
(3) By combining the controls of the above two, we obtain the resolvent estimates for
non-slip boundary condition.
2.3.1. Resolvent estimates for Navier-slip boundary condition. In this part, we replace the
non-slip boundary condition of (2.6) by Navier-slip boundary condition, on which we obtain
a more delicate estimate. In detail, we consider the following system

−√ν(∂2Y − α2)w + iα
(
(V − λ)w − (∂2Y V )φ
)
= F,
F = −∂Y F1 + iαF2,
(∂2Y − α2)φ = w, w|Y =0 = φ|Y=0 = 0.
(2.34)
Since the source term F actually belongs to H−1(R+) by F1, F2 ∈ L2(R+), we decompose
w = w1 + w2 with w1 and w2 satisfying

−√ν(∂2Y − α2)w1 + iα
(
∂Y
(
(V − λ)φ′1
)− (V − λ)α2φ1 − V ′′φ1) = F,
F = −∂Y F1 + iαF2, (∂2Y − α2)φ1 = w1,
w1|Y=0 = w1|Y=+∞ = φ1|Y=0 = φ1|Y=+∞ = 0,
(2.35)
and 

−√ν(∂2Y − α2)w2 + iα
(
(V − λ)w2 − V ′′φ2
)
= V ′h,
(∂2Y − α2)φ2 = w2, h = iα∂Y φ1
w2|Y=0 = w2|Y=+∞ = φ2|Y=0 = φ2|Y=+∞ = 0.
(2.36)
Proposition 2.4. Let ν ≤ 1 and |λ| ≤ δ−11 . Suppose that (SC) condition holds. Then there
exists δ∗ ∈ (0, δ1] such that if λ satisfies (2.7) for some δ ∈ (0, δ∗], then the unique solution
to (2.34) satisfies
ν
1
4α
1
2λ
− 1
2
i ‖w‖L2 + αλi‖(∂Y φ, αφ)‖L2 ≤ Cλ−1i ‖(F1, F2)‖L2 ,
where the constant C only depends on ‖V ‖.
Proof. Let w be the solution to (2.34) and φ be the corresponding stream function. As we
mention on above, we decompose w as w = w1 + w2, where

−√ν(∂2Y − α2)w1 + iα
(
∂Y
(
(V − λ)φ′1
)− (V − λ)α2φ1 − V ′′φ1) = F,
−√ν(∂2Y − α2)w2 + iα
(
(V − λ)w2 − V ′′φ2
)
= iαV ′∂Y φ1,
F = −∂Y F1 + iαF2,
(∂2Y − α2)φi = wi, i ∈ {1, 2},
wi|Y=0 = wi|Y=+∞ = φi|Y=0 = φi|Y=+∞ = 0, i ∈ {1, 2}.
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We first give the estimates for (w1, φ1). In details, by taking inner product with −φ¯1, we
have
√
ν‖w1‖2L2 + αλi‖(∂Y φ1, αφ1)‖2L2 + iα
∫ +∞
0
(
(V − λr)(|φ′1|2 + |αφ1|2) + V ′′|φ1|2
)
dY
= −
∫ +∞
0
(−∂Y F1 + iαF2)φ¯1dY.
Then considering the real part, we get
ν
1
2 ‖w1‖2L2 + αλi‖(∂Y φ1, αφ1)‖2L2 ≤ ‖(F1, F2)‖L2‖(∂Y φ1, αφ1)‖L2 ,
which implies
ν
1
4 (αλi)
1
2‖w1‖L2 + αλi‖(∂Y φ1, αφ1)‖L2 ≤ C‖(F1, F2)‖L2 .
Now we turn to deal with (w2, φ2). Noticing that (w2, φ2, iα∂Y φ1) satisfies the structure
of (2.36), then by Lemma 2.5, we get
αλi‖w2‖L2 + αλi‖(∂Y φ2, αφ2)‖L2
≤αλi‖V ′‖L∞
∥∥w2/V ′∥∥L2 + αλi‖(∂Y φ2, αφ2)‖L2
≤Cαλi
( ∥∥w2/V ′∥∥L2 + ‖(∂Y φ2, αφ2)‖L2) ≤ Cα‖∂Y φ1‖L2 .
Then we obtain
αλi‖(∂Y φ, αφ)‖L2 ≤αλi
(‖(∂Y φ1, αφ1)‖L2 + ‖(∂Y φ2, αφ2)‖L2)
≤Cα‖∂Y φ1‖L2 + αλi‖(∂Y φ1, αφ1)‖L2
≤Cα‖(∂Y φ1, αφ1)‖L2 ≤ Cλ−1i ‖(F1, F2)‖L2 .
For ‖w‖L2 , we first notice that
‖w‖L2 ≤‖w1‖L2 + ‖w2‖L2 ≤ Cλ−1i ‖∂Y φ1‖L2 + ‖w1‖L2 ≤ C
(
α−1λ−2i + ν
− 1
4 (αλi)
− 1
2
)‖(F1, F2)‖L2 .
According to our assumption that λi satisfies (2.7) for some δ ∈ (0, δ∗] with δ∗ ≤ δ1/100, we
obtain
α−1λ−2i + ν
− 1
4 (αλi)
− 1
2 = ν−
1
4 (αλ)i)−
1
2 (α−
1
2λ
− 3
2
i ν
1
4 + 1) ≤ ν− 14 (αλi)−
1
2 (λ−1i δ
1
2 + 1) ≤ Cν− 14 (αλi)−
1
2 .
Finally, we have
‖w‖L2 ≤ Cν−
1
4 (αλi)
− 1
2 ‖(F1, F2)‖L2 .
This finishes the proof. 
The following lemma is about the control of the solution to (2.36).
Lemma 2.5. Let 1 < ν ≤ 1, |λ| ≤ δ−11 and h ∈ L2(R+). Suppose that (SC) condition holds.
Then there exists δ∗ ∈ (0, δ1] such that if λ satisfies (2.7) for some δ ∈ (0, δ∗], then the unique
solution to (2.36) satisfies
αλi‖(∂Y φ, αφ)‖L2 ≤ C‖h‖L2 ,
ν
1
4 (αλi)
1
2
∥∥(∂Y w,αw)/V ′∥∥L2 + αλi ∥∥w/V ′∥∥L2 ≤ C‖h‖L2 .
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Proof. Let ς be an arbitrary fixed small positive number.
Step 1. Estimate of the vorticity w in a weighted norm
By taking L2-inner product with −w/(V ′′− ς) on both sides of the first equation of (2.36),
we obtain
Re〈−√ν(∂2Y − α2)w + iα((V − λ)w − V ′′φ),−
w
V ′′ − ς 〉 ≤ |〈V
′h,
w
V ′′ − ς 〉|.(2.37)
For each terms on the left-hand side of (2.37), we first have
〈
(∂2Y − α2)w,w/(V ′′ − ς)
〉
=
∥∥∥∥∥(∂Y w,αw)|V ′′ − ς| 12
∥∥∥∥∥
2
L2
+
〈
∂Y w,
wV ′′′
(V ′′ − ς)2
〉
,
which gives
Re〈√ν(∂2Y − α2)w,w/(V ′′ − ς)
〉
=
√
ν
∥∥∥∥∥(∂Y w,αw)|V ′′ − ς| 12
∥∥∥∥∥
2
L2
+
√
νRe
〈
∂Y w,
wV ′′′
(V ′′ − ς)2
〉
≥ √ν
∥∥∥∥∥(∂Y w,αw)|V ′′ − ς| 12
∥∥∥∥∥
2
L2
−√ν
∥∥∥∥∥ ∂Y w|V ′′ − ς| 12
∥∥∥∥∥
L2
∥∥∥∥ V ′′′V ′′ − ς
∥∥∥∥
L∞
∥∥∥∥∥ w|V ′′ − ς| 12
∥∥∥∥∥
L2
≥
√
ν
2
∥∥∥∥∥(∂Y w,αw)|V ′′ − ς| 12
∥∥∥∥∥
2
L2
− C√ν
∥∥∥∥∥ w|V ′′ − ς| 12
∥∥∥∥∥
2
L2
.
(2.38)
In the last inequality of (2.38) we used |V ′′′/V ′′|+ |V ′′/V ′| ≤ C. We also notice that
Im
〈
(V − λ)w − V ′′φ,w/(V ′′ − ς)〉
= Im
(〈
V − λ, |w|2/(V ′′ − ς)〉+ ‖(∂Y φ, αφ)‖2L2 − ς〈φ,w/(V ′′ − ς)〉
)
= λi
∥∥∥∥∥ w|V ′′ − ς| 12
∥∥∥∥∥
2
L2
− ςIm〈φ,w/(V ′′ − ς)〉,
from which, we deduce that
Re
〈
iα(V − λ)w − V ′′φ),− w
V ′′ − ς
〉
= αIm
〈
(V − λ)w − V ′′φ,w/(V ′′ − ς)〉
= αλi
∥∥∥∥∥ w|V ′′ − ς| 12
∥∥∥∥∥
2
L2
− ςαIm〈φ,w/(V ′′ − ς)〉
≥ αλi
∥∥∥∥∥ w|V ′′ − ς| 12
∥∥∥∥∥
2
L2
− ς 12
∥∥∥∥∥ w|V ′′ − ς| 12
∥∥∥∥∥
L2
‖αφ‖L2
≥ αλi
2
∥∥∥∥∥ w|V ′′ − ς| 12
∥∥∥∥∥
2
L2
− Cς 12‖αφ‖2L2 .
(2.39)
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According to the above inequality, (2.37) and (2.38), we obtain
√
ν
∥∥∥∥ (∂Y w,αw)|V ′′ − ς|1/2
∥∥∥∥
2
L2
+ αλi
∥∥∥∥∥ w|V ′′ − ς| 12
∥∥∥∥∥
2
L2
≤ 2‖h‖L2
∥∥∥∥∥ V
′
|V ′′ − ς| 12
∥∥∥∥∥
L∞
∥∥∥∥∥ w|V ′′ − ς| 12
∥∥∥∥∥
L2
+ 2C
√
ν
∥∥∥∥∥ w|V ′′ − ς| 12
∥∥∥∥∥
2
L2
+ 2Cς
1
2 ‖αφ‖2L2 ,
which gives
√
ν
∥∥∥∥∥(∂Y w,αw)|V ′′ − ς| 12
∥∥∥∥∥
2
L2
+ αλi
∥∥∥∥∥ w|V ′′ − ς| 12
∥∥∥∥∥
2
L2
≤ C(αλi)−1‖h‖2L2 +Cς(αλi)−1‖αφ‖2L2 ,(2.40)
along with the (SC) condition and the fact that
αλi ≥ δ
γ
0
δ
√
ν, with δ small enough.
Step 2. Estimates via the Rayleigh structure
Denote Rφ := (V − λ)(∂2Y − α2)φ− V ′′φ, then we can write the equation as
iα(Rφ) =
√
ν(∂2Y − α2)w + V ′h.
Applying Lemma 2.7 by taking h1 = h/(iα), h2 =
√
ν∂Y w/(iα), h3 =
√
νw, we get
‖(∂Y φ, αφ)‖L2 ≤C
(
λ−1i ‖h1‖L2 + λ−2i ‖(h2, h3)‖L2
)
≤C(αλi)−1‖h‖L2 +Cν
1
2λ−2i α
−1‖(∂Y w,αw)‖L2
≤C(αλi)−1‖h‖L2 +Cν
1
2λ−2i α
−1‖V ′′ − ς‖
1
2
L∞
∥∥∥∥∥(∂Y w,αw)|V ′′ − ς| 12
∥∥∥∥∥
L2
≤C(αλi)−1‖h‖L2 +Cν
1
2λ−2i α
−1
∥∥∥∥∥(∂Y w,αw)|V ′′ − ς| 12
∥∥∥∥∥
L2
.
Substituting (2.40) into the above inequality, we deduce that
‖(∂Y φ, αφ)‖L2 ≤ C(αλi)−1‖h‖L2 + Cν
1
4 (αλi)
− 3
2λ−1i ‖h‖L2 + Cς
1
2 ν
1
4 (αλi)
− 3
2λ−1i ‖αφ‖L2 .
Letting ς → 0+, we infer that
‖(∂Y φ, αφ)‖L2 ≤ C(αλi)−1‖h‖L2 + Cν
1
4 (αλi)
− 3
2λ−1i ‖h‖L2 .(2.41)
On the other hand, we notice that by (2.7)
ν
1
4 (αλi)
− 3
2 ≤ α−1(ν3(γ−2/3)α−(γ−2/3)/2δ3/2) ≤ α−1(δ3(γ−2/3)/20 δ3/2) ≤ α−1,
provided that γ ∈ [2/3, 1] and δ ≤ δ0 < 1. Then (2.41) becomes
‖(∂Y φ, αφ)‖L2 ≤ C(αλi)−1‖h‖L2 .(2.42)
Putting this into (2.40), we conclude that
ν
1
4
∥∥∥∥∥(∂Y w,αw)|V ′′ − ς| 12
∥∥∥∥∥
L2
+ (αλi)
1
2
∥∥∥∥∥ w|V ′′ − ς| 12
∥∥∥∥∥
L2
≤ C(αλi)−
1
2
(
1 + ς
1
2 (αλi)
−1)‖h‖L2 .
Applying 1/|V ′′ − ς| 12 ≥ CM 12/∣∣V ′ + (Mς) 12 ∣∣, and letting ς → 0+, we deduce that
ν
1
4 (αλi)
1
2
∥∥(∂Y w,αw)/V ′∥∥L2 + αλi ∥∥w/V ′∥∥L2 ≤ C‖h‖L2 ,
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which gives the second inequality. 
The following lemma is about Rayleigh’s trick for the strong concave shear flow.
Lemma 2.6. Let φ ∈ H10 (R+) ∩ H2(R+) and we denote the Rayleigh operator as Rφ :=
(V − λ)(∂2Y − α2)φ− V ′′φ. If (SC) condition holds , then we have
Re
(
1− λ
iλi
∫ +∞
0
(Rφ)
φ¯
V − λdY
)
≥ ‖(∂Y φ, αφ)‖2L2 +M−1
∥∥∥∥∥(1− V )
1
2V ′φ
V − λ
∥∥∥∥∥
2
L2
.(2.43)
Moreover, if λr ≥ 1, then we have
−Re
(∫ +∞
0
(Rφ)
φ¯
V − λdY
)
≥ ‖(∂Y φ, αφ)‖2L2 +M−1
∥∥∥∥∥(1− V )
1
2V ′φ
V − λ
∥∥∥∥∥
2
L2
.(2.44)
Here M is the constant in second property of the (SC) condition.
Proof. Taking inner product with
−φ¯
V − λ , we get
−
∫ +∞
0
(Rφ)
φ¯
V − λdY = ‖(∂Y φ, αφ)‖
2
L2 +
∫ +∞
0
(∂2Y V )|φ|2
V − λ dY.
Considering the real and imaginary part respectively, we obtain
−Re
(∫ +∞
0
(Rφ)φ¯
V − λdY
)
= ‖(∂Y φ, αφ)‖2L2 +
∫ +∞
0
(V − λr)(∂2Y V )|φ|2
|V − λ|2 dY,(2.45)
Im
(∫ +∞
0
(Rφ)φ¯
V − λdY
)
= λi
∫ +∞
0
(−∂2Y V )|φ|2
|V − λ|2 dY.(2.46)
By (SC) condition: −∂2Y V ≥M−1(∂Y V )2, and applying (2.46), we have
−
∫ +∞
0
(V − λr)(∂2Y V )|φ|2
|V − λ|2 dY
= −
∫ +∞
0
(1− λr)(∂2Y V )|φ|2
|V − λ|2 dY −
∫ +∞
0
(V − 1)(∂2Y V )|φ|2
|V − λ|2 dY
=
1− λr
λi
(∫ +∞
0
λi(−∂2Y V )|φ|2
|V − λ|2 dY
)
−
∫ +∞
0
(V − 1)(∂2Y V )|φ|2
|V − λ|2 dY
≤ 1− λr
λi
Im
(∫ +∞
0
(Rφ)φ¯
V − λdY
)
−
∫ +∞
0
(1− V )(∂Y V )2|φ|2
M |V − λ|2 dY
≤ 1− λr
λi
Im
(∫ +∞
0
(Rφ)φ¯
V − λdY
)
−M−1
∥∥∥∥∥(1− V )
1
2 (∂Y V )φ
V − λ
∥∥∥∥∥
2
L2
.
Putting this into (2.45), we obtain
‖(∂Y φ, αφ)‖2L2 = −
∫ +∞
0
(V − λr)(∂2Y V )|φ|2
|V − λ|2 dY −Re
(∫ +∞
0
(Rφ)φ¯
V − λdY
)
≤ 1− λr
λi
Im
(∫ +∞
0
(Rφ)φ¯
V − λdY
)
−M−1
∥∥∥∥∥(1− V )
1
2 (∂Y V )φ
V − λ
∥∥∥∥∥
2
L2
−Re
(∫ +∞
0
(Rφ)φ¯
V − λdY
)
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= Re
(
1− λr
iλi
∫ +∞
0
(Rφ)φ¯
V − λdY
)
−Re
(∫ +∞
0
(Rφ)φ¯
V − λdY
)
−M−1
∥∥∥∥∥(1− V )
1
2 (∂Y V )φ
V − λ
∥∥∥∥∥
2
L2
= Re
(
1− λ
iλi
∫ +∞
0
(Rφ)φ¯
V − λdY
)
−M−1
∥∥∥∥∥(1− V )
1
2 (∂Y V )φ
V − λ
∥∥∥∥∥
2
L2
,
This gives the first inequality.
If λr ≥ 1, again by (2.45) and (SC) condition: −∂2Y V ≥M−1(∂Y V )2, we have
−Re
(∫ +∞
0
(Rφ)φ¯
V − λdY
)
= ‖(∂Y φ, αφ)‖2L2 +
∫ +∞
0
(V − λr)(∂2Y V )|φ|2
|V − λ|2 dY
≥ ‖(∂Y φ, αφ)‖2L2 +
∫ +∞
0
(1− V )(−∂2Y V )|φ|2
|V − λ|2 dY
≥ ‖(∂Y φ, αφ)‖2L2 +M−1
∥∥∥∥∥(1− V )
1
2V ′φ
V − λ
∥∥∥∥∥
2
L2
.
This gives the second inequality. 
From the above lemma about Rayleigh’s structure, we have the following lemma is used
in the proof of Lemma 2.5.
Lemma 2.7. Let φ ∈ H10 (R+) solve Rφ = h˜ := V ′h1 + ∂Y h2 + iαh3 with hi ∈ L2(R+) for
i = 1, 2, 3. If |λ| ≤ δ−11 . Then it holds that
‖(∂Y φ, αφ)‖L2 ≤ C
(
λ−1i ‖h1‖L2 + λ−2i ‖(h2, h3)‖L2
)
.
Proof. Notice that∣∣∣∣∣
∫ +∞
0
h˜φ¯
V − λdY
∣∣∣∣∣ =
∣∣∣∣∣
∫ +∞
0
(
V ′h1 + ∂Y h2 + iαh3
)
φ¯
V − λ dY
∣∣∣∣∣
≤
∣∣∣∣
∫ +∞
0
(
V ′h1 +
V ′h2
V − λ
)
φ¯
V − λdY
∣∣∣∣+
∣∣∣∣
∫ +∞
0
h2∂Y φ¯
V − λ dY
∣∣∣∣+
∣∣∣∣
∫ +∞
0
αh3φ¯
V − λdY
∣∣∣∣
≤
∥∥∥∥
√−V ′′φ
V − λ
∥∥∥∥
L2
(∥∥∥∥ V ′h1√−V ′′
∥∥∥∥
L2
+
∥∥∥∥ V ′h2√−V ′′(V − λ)
∥∥∥∥
L2
)
+ ‖∂Y φ‖L2
∥∥∥∥ h2V − λ
∥∥∥∥
L2
+ ‖αφ‖L2
∥∥∥∥ h3V − λ
∥∥∥∥
L2
≤M 12
∥∥∥∥
√−V ′′φ
V − λ
∥∥∥∥
L2
(
‖h1‖L2 +
∥∥∥∥ h2(V − λ)
∥∥∥∥
L2
)
+ Cλ−1i ‖(∂Y φ, αφ)‖L2‖(h2, h3)‖L2 .
Here we used the strong concave condition. And (2.46) gives∣∣∣∣∣
∫ +∞
0
h˜φ¯
V − λdY
∣∣∣∣∣ ≥ Im
(∫ +∞
0
h˜φ¯
V − λdY
)
= λi
∥∥∥∥
√−V ′′φ
V − λ
∥∥∥∥
2
L2
.
Then we obtain∣∣∣∣∣
∫ +∞
0
h˜φ¯
V − λdY
∣∣∣∣∣ ≤ Cλ−1i M
(
‖h1‖L2 +
∥∥∥∥ h2(V − λ)
∥∥∥∥
L2
)2
+ Cλ−1i ‖(∂Y φ, αφ)‖L2‖(h2, h3)‖L2
≤ Cλ−1i ‖h1‖2L2 + Cλ−3i ‖h2‖2L2 + Cλ−1i ‖(∂Y φ, αφ)‖L2‖(h2, h3)‖L2 .
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By lemma 2.6 and |λ| ≤ δ−11 , we get
‖(∂Y φ, αφ)‖2L2 ≤ Cλ−1i
∣∣∣∣∣
∫ +∞
0
h˜φ¯
V − λdY
∣∣∣∣∣
≤Cλ−1i
(
λ−1i ‖h1‖2L2 + λ−4i |λ|‖h2‖2L2 + λ−1i ‖(∂Y φ, αφ)‖L2‖(h2, h3)‖L2
)
,
which gives
‖(∂Y φ, αφ)‖L2 ≤ C
(
λ−1i ‖h1‖L2 + λ−2i ‖(h2, h3)‖L2
)
.

2.3.2. Boundary corrector. Since we have got the resolvent estimate under the Navier-slip
boundary condition, we need to re-correct the boundary condition from Navier-slip boundary
condition to nonslip one. The boundary corrector we need is the solution to the following
system 

−√ν(∂2Y − α2)Wb + iα
(
(V − λ)Wb − V ′′Φb
)
= 0,
(∂2Y − α2)Φb =Wb,
Φb|Y=0 = 0, ∂Y Φb|Y=0 = 1.
(2.47)
Hence, our goal in this part is to show the control of (Wb,Φb). However, instead of considering
the above system directly, we first pay our attention to study the system as follow

−√ν(∂2Y − α2)W + iα
(
(V − λ)W − V ′′Φ) = 0,
(∂2Y − α2)Φ =W,
Φ|Y=0 = 0, ∂2Y Φ|Y=0 = 1.
(2.48)
The reason we consider this system is that
• The solution W to (2.48) actually is a small perturbation around the Airy function,
which is known very well by us. Moreover, the corresponding perturbation satisfies
the Navier-slip condition, on which we can apply the result in the previous part.
• We observe that ∂Y Φ on the boundary Y = 0 is also positive. Hence, to drive the
estimates from (2.48) to (2.47), we just need to normalized the value of ∂Y Φ on the
boundary.
For convenience, we introduce the following notation
A = |n| 13 (1 + |n| 13 |λν |)
1
2 .(2.49)
We first present the following lemma, which will be used frequently.
Lemma 2.8. Let δ−10 ν
1
2 ≤ α ≤ δ−10 ν−
1
4 with α =
√
νn, λi ≥ n
γ−1
δ
for some γ ∈ [23 , 1]. Then
it holds that
max
(
δ
1
6
0 α, δ
− 1
3
0
) ≤ |n| 13 and |n|− 13 ≤ C(1 + α)−1.
Moreover, we have
|n| 13λi ≥ δ−(γ−2/3)0 δ−1 ≥ δ−1.
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Proof. Due to α ≤ δ−10 ν−
1
4 , α = |n| 13 ∣∣√να2∣∣ 16 ≤ |n| 13 δ− 160 . Due to δ−10 ν 12 ≤ α, |n| 13 ≥ δ− 130 .
This deduces the first inequality. We also have
|n| 13λi ≥ α
1
3
ν
1
6
ν(1−γ)/2αγ−1
δ
= ν(2/3−γ)/2αγ−2/3δ−1 =
(
α/
√
ν
)γ−2/3
δ−1 ≥ δ−(γ−2/3)0 δ−1,
which gives the third inequality. 
Now we construct the solution W to (2.48) via the Airy function. Denote that d =
−λν/V ′(0), where λν = λ+ i
√
να. We introduce
Wa(Y ) = Ai
(
ei
pi
6 |nV ′(0)| 13 (Y + d))/Ai(eipi6 |nV ′(0)| 13d).
here Ai(y) is the Airy function defined in the appendix, which satisfies Ai′′(y)− yAi(y) = 0.
Then we have
∂2YWa = e
ipi
3 |nV ′(0)| 23 (∂2Y Ai)/Ai
(
ei
pi
6 |nV ′(0)| 13 d)
= i|nV ′(0)| 23 (|nV ′(0)| 13 (Y + d))Ai/Ai(eipi6 |nV ′(0)| 13 d˜)
= i(α/
√
ν)
(
V ′(0)(Y + d)
)
Wa,
which gives {
−√ν(∂2Y − α2)Wa + iα
(
V ′(0)Y − λ)Wa = 0,
Wa(0) = 1.
(2.50)
We denote the perturbation We =W −Wa, which satisfies

−√ν(∂2Y − α2)We + iα
(
(V − λ)We − V ′′Φe
)
= −iα(V − V ′(0)Y )Wa + iαV ′′Φa,
(∂2Y − α2)Φe =We, (∂2Y − α2)Φa =Wa,
Φa(0) = Φe(0) = 0, We(0) = 0.
(2.51)
We point out that We satisfies the Navier-slip boundary condition. As a consequence, we
have the following lemma.
Lemma 2.9. Let We solve (2.51) and |λ| ≤ δ−11 . Then it holds that
ν
1
4α
1
2λ
− 1
2
i ‖We‖L2 + αλi‖(∂Y Φe, αΦe)‖L2 ≤ Cαλ−1i A−
7
2 .
Moreover, we have
‖∂Y Φe‖L∞ ≤ C|n|−
1
3 (Aλi)
− 7
4 .
Proof. We first notice that Wa satisfies(
V − V ′(0)Y )Wa
= ∂Y
[
(V − V ′(0)Y )∂Y Φa
]− ∂Y [(V ′ − V ′(0))Φa]+ V ′′Φa − α2(V − V ′(0)Y )Φa.
Then we have
− iα(V − V ′(0)Y )Wa + iαV ′′Φa
= −iα∂Y
[
(V − V ′(0)Y )∂Y Φa − (V ′ − V ′(0))Φa
]
+ iα3(V − V ′(0)Y )Φa
= −∂Y F1,1 + iαF1,2,
where
F1,1 = iα
[
(V − V ′(0)Y )∂Y Φa − (V ′ − V ′(0))Φa
]
,
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F1,2 = α
2(V − V ′(0)Y )Φa.
Since we have
|V (Y )− V ′(0)Y | =
∣∣∣∣
∫ Y
0
∫ Z
0
V ′′(Z1)dZ1dZ
∣∣∣∣ ≤ Y 2‖V ′′‖L∞/2 ≤ CY 2,
|V ′(Y )− V ′(0)| =
∣∣∣∣
∫ Y
0
V ′′(Z)dZ
∣∣∣∣ ≤ Y ‖V ′′‖L∞ ≤ CY,
we infer that
|F1,1(Y )| ≤ Cα
(∣∣Y 2∂Y Φa∣∣+ ∣∣Y Φa∣∣), |F1,2(Y )| ≤ Cα2∣∣Y 2Φa∣∣.
By taking κ = |nV ′(0)| 13 , η = −λν/V ′(0), then κ(1 + |κη|) 12 ∼ A, then applying Lemma B.2
and Lemma 2.8, we obtain
‖(F1,1, F1,2)‖L2 ≤Cα
(∥∥Y 2∂Y Φa∥∥L2 + ∥∥Y Φa∥∥L2 + α∥∥Y 2Φa∥∥L2)
≤Cα
(
A−
7
2 + αA−
9
2
)
= CαA−
7
2
(
1 + αA−1
) ≤ CαA− 72 (1 + α|n|− 13 )
≤CαA− 72 (1 + δ− 160 ) ≤ CαA− 72 .
Now we come to estimateWe. We know that (We,Φe, F1,1, F1,2) fits the structure of (2.34).
Then applying Proposition 2.4, we get
ν
1
4α
1
2λ
− 1
2
i ‖We‖L2 + αλi‖(∂Y Φe, αΦe)‖L2 ≤ Cλ−1i
∥∥(F1,1, F1,2)∥∥L2 ≤ CαA− 72λ−1i .
This gives the first inequality. And we have
A‖∂Y Φe‖L∞ ≤ CA‖We‖
1
2
L2
‖(∂Y Φe, αΦe)‖
1
2
L2
≤ CαA− 52λ−1i ν−
1
8α−
3
4λ
− 1
4
i = C(|n|
1
3/A)
3
4λ
1
2
i (Aλi)
− 7
4 ≤ C(Aλi)−
7
4 .
Here we used |n| 13 /A ≤ 1, λi ≤ δ−11 . 
Combining with Lemma 2.9, and Lemma B.2, we get
Lemma 2.10. Let λ satisfy |λ| ≤ δ−11 , and let W solve (2.48). Then it holds that
‖(∂Y Φ, αΦ)‖L2 ≤ CA−
3
2 , ‖W‖L2 ≤ A−
1
2 .
Proof. Applying Lemma B.2 and Lemma 2.9, we deduce that
‖(∂Y Φ, αΦ)‖L2 ≤‖(∂Y Φa, αΦa)‖L2 + ‖(∂Y Φe, αΦe)‖L2
≤CA− 32 + Cλ−2i A−
7
2 ≤ CA− 32 (1 + (Aλi)−2)
≤CA− 32 (1 + (|n| 13λi)−2) ≤ CA− 32 ,
here we used (Aλi)
−2 ≤ (|n| 13λi)−2 ≤ δ2 ≤ 1. This gives the first inequality. Still applying
Lemma B.2 and Lemma 2.9, we infer that
‖W‖L2 ≤‖Wa‖L2 + ‖We‖L2 ≤ CA−
1
2 + Cν−
1
4α−
1
2λ
1
2
i αA
− 7
2λ−1i
≤CA− 12 (1 + (L/A) 32 (Aλi)− 32λi) ≤ CA− 12 ,
provide that (|n| 13/A) ≤ 1, (Aλi)− 32 ≤ (|n| 13λi)− 32 ≤ δ 32 ≤ 1, λi ≤ δ−11 . 
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Now we denote
J := −
∫ +∞
0
W (Y )e−αY dY.
Then clearly by Lemma A.2, we have that J = ∂Y Φ(0). Hence, the task of the following
lemma is to show that the lower bound of J is positive strictly.
Lemma 2.11. Let λ satisfy |λ| ≤ δ−11 . Recall that J =
∫ +∞
0 W (Y )e
−αY dY , and let W be
the solution of (2.48). Then it holds that
|J | ≥ C−1A−1.
Proof. Thanks to Lemma B.3, we have∣∣∣∣
∫ +∞
0
Wa(Y )e
−αY dY
∣∣∣∣ =|∂Y Φa(0)| ≥ C−1(1 + |n| 13 |λ|)− 12 (|n| 13 + α)−1,
which along with Lemma 2.8 gives∣∣∣∣
∫ +∞
0
Wa(Y )e
−αY dY
∣∣∣∣ ≥ C−1(1 + |n| 13 |λ|)− 12n− 13 = C−1A−1.(2.52)
And by Lemma 2.9 and Lemma 2.8, we get∣∣∣∣
∫ +∞
0
We(Y )e
−αY dY
∣∣∣∣ =|∂Y Φe(0)| ≤ ‖∂Y Φe‖L∞ ≤ CA−1(Aλi)− 74
≤CA−1(|n| 13λi)−
7
4 ≤ CA−1δ 74 .
Then we deuce that
|J | ≥
∣∣∣∣
∫ +∞
0
Wa(Y )e
−αY dY
∣∣∣∣−
∣∣∣∣
∫ +∞
0
We(Y )e
−αY dY
∣∣∣∣ ≥ C−1A−1(1− Cδ 74 ).
Taking δ sufficiently small so that Cδ
7
4 ≤ 1/2, we arrive at
|J | ≥ C−1A−1.

From the above lemma, we can defineWb(Y ) =W (Y )/J . By combining with Lemma 2.11
and Lemma 2.10, we get
Proposition 2.12. Let Wb solve (2.47) and |λ| ≤ δ−11 . Then it holds that
‖(∂Y Φb, αΦb)‖L2 ≤ CA−
1
2 = C, ‖Wb‖L2 ≤ A
1
2 .
2.3.3. Resolvent estimates for nonslip boundary condition. Now we are back to consider the
estimate for the solution to

−√ν(∂2Y − α2)w + iα
(
(V − λ)w − (∂2Y V )φ
)
= F,
F = −∂Y F1 + iαF2,
(∂2Y − α2)φ = w, ∂Y φ|Y=0 = φ|Y=0 = 0.
(2.53)
Let wNa solve 

−√ν(∂2Y − α2)wNa + iα
(
(V − λ)wNa − (∂2Y V )φNa
)
= F,
F = −∂Y F1 + iαF2,
(∂2Y − α2)φNa = wNa, wNa|Y=0 = φNa|Y=0 = 0.
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By matching the boundary condition, we have
w(Y ) = wNa(Y ) + ∂Y φNa(0)Wb(Y ).
Then we have the following proposition.
Proposition 2.13. There exists δ∗ ∈ (0, δ1] and ν0 such that the following statements hold.
Let |λ| ≤ δ−11 , n ∈ N and ν ≤ ν0. Suppose that (2.7) holds for some γ ∈ [0, 1] and δ ∈ (0, δ∗].
Then for any f = (f1, f2) ∈ L2(R+)2, the corresponding weak solution φ ∈ H20 (R+) to (2.53)
satisfies
‖(∂Y φ, αφ)‖L2 ≤ C(αλi)−1λ−1i ‖(F1, F2)‖L2 ,
‖w‖L2 ≤ Cν−
1
4α−
1
2λ
− 5
4
i ‖(F1, F2)‖L2 ,∥∥ρ 12w∥∥
L2
≤ Cν− 14α− 12λ−
1
2
i ‖(F1, F2)‖L2 .
Proof. By Proposition 2.4, we obtain
ν
1
4α
1
2λ
− 1
2
i ‖wNa‖L2 + αλi‖(∂Y φNa, αφNa)‖L2 ≤ Cλ−1i ‖(F1, F2)‖L2 .(2.54)
Then by the interpolation, we get
|∂Y φNa(0) ≤‖∂Y φNa‖L∞ ≤ C‖wNa‖
1
2
L2
‖(∂Y φNa, αφNa)‖
1
2
L2
≤Cν− 18α− 34λ−
5
4
i ‖(F1, F2)‖L2 = C|n|
1
4α−1λ
− 5
4
i ‖(F1, F2)‖L2 .
This along with Proposition 2.12 gives
|∂Y φNa(0)|‖(∂Y Φb, αΦb)‖L2 ≤ C|n|
1
4α−1λ
− 5
4
i A
− 1
2 ‖(F1, F2)‖L2 ,
|∂Y φNa(0)|‖Wb‖L2 ≤ C|n|
1
4α−1λ
− 5
4
i A
1
2‖(F1, F2)‖L2 .
Since w(Y ) = wNa(Y ) + ∂Y φNa(0)Wb(Y ), the above inequality and (2.54) give
‖(∂Y φ, αφ)‖L2 ≤ ‖(∂Y φNa, αφNa)‖L2 + |∂Y φNa(0)|‖(∂Y Φb, αΦb)‖L2
≤ C((αλi)−1λ−1i + |n| 14α−1λ− 54i A− 12 )‖(F1, F2)‖L2
= C(αλi)
−1λ−1i
(
1 + (|n| 12λ
1
2
i /A)
1
2λ
1
2
i
)‖(F1, F2)‖L2
≤ C(αλi)−1λ−1i ‖(F1, F2)‖L2 ,
provided that |n| 12λ
1
2
i /A ≤ 1, λi ≤ δ−11 . This gives the first inequality.
We also notice that
‖w‖L2 ≤‖wNa‖L2 + |∂Y φNa(0)|‖Wb‖L2
≤C(ν− 14α− 12λ− 12i + |n| 14α−1λ− 54i A 12 )‖(F1, F2)‖L2
≤C(αλi)−1λ−1i
(|n| 12λ 32i + |n| 14λ 34i A 12 )‖(F1, F2)‖L2
≤C(αλi)−1λ−1i
(|n| 12λ 32i + |n| 512λ 34i + |n| 12λ 34i |λν | 14 )‖(F1, F2)‖L2
≤C(αλi)−1λ−1i |n|
1
2λ
3
4
i ‖(F1, F2)‖L2 .
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where in the last line, we used |n|− 13 + λi + |λν | ≤ C. This gives the second inequality. We
also have ∥∥ρ 12w∥∥
L2
≤ ‖wNa‖L2 + |∂Y φNa(0)|
∥∥ρ 12Wb∥∥L2
≤ C(ν− 14α− 12λ− 12i + |n| 14α−1λ− 54i (|n| 13λi) 34 )‖(F1, F2)‖L2
= Cν−
1
4α−
1
2λ
− 1
2
i ‖(F1, F2)‖L2 .
This finishes the proof of this proposition. 
3. Semigroup estimates of e−tAν
This section is devoted to the semigroup estimates of e−tAν . We first introduce the L2
estimates, which is a combination of Proposition 4.1, 4.2 and 5.35 in [12] in the case when
the shear flow satisfies the (SC) condition.
Proposition 3.1 (Semigroup estimate). Assume that (SC) condition holds. Then there exist
δ1, δ2, δ∗ ∈ (0, 1) satisfying δ1, δ2 ≤ δ0 and δ∗ ≤ min{δ1, δ2} such that the following statements
hold true. Assume that (2.7) holds for some δ ∈ (0, δ∗] and γ ∈ [23 , 1]. Then the following
estimates hold for all f ∈ PnL2σ(Ω) and t > 0.
(1) If |n| ≤ δ−10 , then
‖e−tAν,nf‖L2 ≤ Cect‖f‖L2 ,
‖∇e−tAν,nf‖L2 ≤
C√
νt
(1 + tect)‖f‖L2 .
(2) If δ−10 ≤ |n| ≤ δ−10 ν−3/4 and |n|γν
1
2 < 1, then
‖e−tAν,nf‖L2 ≤ C|n|2(1−γ)e
|n|γ
δ
t‖f‖L2 ,
‖∇e−tAν,nf‖L2 ≤
C
ν1/2
(
t−1/2 + |n|2(1−γ)(|n|1/4 + |n| 12− 34 (1−γ))e |n|
γ
δ
t
)
‖f‖L2 .
(3) If |n|γν 12 ≥ 1 and |n| ≤ δ−10 ν−
3
4 , then
‖e−tAν,nf‖L2 ≤ C|n|1−γe
|n|γ
δ
t‖f‖L2 ,
‖∇e−tAν,nf‖L2 ≤
C
ν1/2
(
t−1/2 + |n|(1−γ/2)e |n|
γ
δ
t
)
‖f‖L2 .
(4) If |n| ≥ δ−10 ν−3/4, then
‖e−tAν,nf‖L2 ≤ e−
1
4
νn2t‖f‖L2 ,
‖∇e−tAν,nf‖L2 ≤
Ce−
1
4
νn2t
√
νt
(1 + |n|t)‖f‖L2 .
Here C and c are universal constants only depending on UP .
We mention that the results of (1) and (4) are obtained via standard energy method.
However, for the result (2) and (4) which are estimates in Gevrey class for the mid-range
frequency, we need to use the corresponding resolvent estimates in this case. The idea of the
proof is similar to [12]. For completeness, we still present the details of this proof.
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Proof. Let n ∈ Z and f ∈ PnL2σ(Ω). We denote u(n) := e−tAν,nf . Then by the definition of
semigroup e−tAν,n , we know that u(n) satisfies
∂tu
(n) − ν∆u(n) + Up( y√
ν
)
∂xu
(n) +
1√
ν
(
u
(n)
2 ∂Y U
p(
y√
ν
), 0
)
+ Pn∇p = 0, u(n)|t=0 = f,
which by introducing Y = y√
ν
can be written as
∂tu
(n) − ν∆u(n) + Up(Y )∂xu(n) +
(
y−1u(n)2 Y ∂Y U
p(Y ), 0
)
+ Pn∇p = 0.(3.1)
Recall that
δ0 =
1
2(1 + ‖UP ‖) ,(3.2)
where ‖ · ‖ is defined in (SC) condition.
Now we start to prove the first statement of Proposition 3.1. We first notice that by the
boundary condition and divergence free condition
‖y−1u(n)2 ‖L2(Ω) ≤ 2‖∂yu(n)2 ‖L2(Ω) = 2‖∂xu(n)1 ‖L2(Ω) ≤ 2|n|‖u(n)‖L2(Ω).(3.3)
By taking L2-inner product with u(n) on both sides of (3.1), we have
d
dt
‖u(n)‖2L2(Ω) = −2ν‖∇u(n)‖2L2(Ω) − 2Re〈y−1u(n)2 (y)Y ∂Y UP (Y ), u(n)1 〉L2
≤ −2ν‖∇u(n)‖2L2(Ω) + 2‖Y ∂Y UP ‖L∞ |n|‖u(n)‖2L2(Ω).
Hence by Gronwall’s inequality, we obtain that for any n ∈ Z,
‖u(n)(t)‖L2(Ω) ≤ e
|n|t
δ0 ‖f‖L2(Ω).(3.4)
To prove the derivative estimates, by the Duhamel formula, we have
u(n)(t) = eνt∆f −
∫ t
0
eν(t−s)∆P
(
Up(Y )∂xu
(n)(s) + (y−1u(n)2 (s)Y ∂Y U
p(Y ), 0)
)
ds,(3.5)
which along with the well-known derivative estimate of heat kernel gives
‖∇u(n)(t)‖L2(Ω) ≤ C(νt)−
1
2 ‖f‖L2(Ω) +C|n|‖UP ‖ sup
0≤s≤t
‖u(n)(s)‖L2(Ω)
∫ t
0
1
ν
1
2 (t− s) 12
ds.
Combing the above inequality and (3.4), we obtain
‖∇u(n)(t)‖L2 ≤
C√
νt
(1 + te
|n|t
δ0 )‖f‖L2 .(3.6)
This shows the first statement in the proposition by taking |n| ≤ δ−10 .
Now we turn to prove the second and third statement in Proposition 3.1. By rescaling, we
have
u(n)(t, x, y) = (e−tAν,n)f(x, y) = (e−τLν,nfν)(X,Y ),
where (τ,X, Y ) = (t/
√
ν, x/
√
ν, y/
√
ν), fν(X,Y ) = f(ν
1
2X, ν
1
2Y ) and the operator Lν,n is
defined as in (2.3). According to (3.4), after rescaling, we have already known that −Lν,n
generates a C0-semigroup acting on Pν,nL2σ(Ων). Here Ων := (ν−1/2T)× R+ and
(Pν,nf)(Y ) = fn(Y )ein
√
nX , fn(Y ) =
√
ν
2pi
∫ 2pi√
ν
0
f(X,Y )e−in
√
νXdX.
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In details, from (3.4) we obtain that for any g ∈ Pν,nL2σ(Ων)
‖e−τLν,ng‖L2σ(Ων) ≤ e
√
ν|n|γτ
δ ‖g‖L2σ(Ων),(3.7)
which deduces the results of the second and third statement for short time 0 ≤ τ ≤ ν− 12 |n|−1.
Hence, we now only need to consider the case τ ≥ ν− 12 |n|−1. According to Proposition 2.1,
we know that the set
Σν,γ := Sν,n(θ) ∪ {µ ∈ C|Reµ ≥ n
γν
1
2
δ
}(3.8)
is included in the resolvent set of −Lν,n, where Sν,n(θ) is the set defined in Proposition 2.1.
The first statement in Proposition 2.1 ensures that the semigroup e−τLν,n can be represented
as
e−τLν,n =
1
2pii
∫
Γ
eτµ(µ + Lν,n)
−1dµ,(3.9)
where the curve Γ is taken as Γ = Γ+ + Γ− + l+ + l− + l0 with
Γ± := {µ ∈ C| ± Imµ = (tan θ)Reµ+ δ−11 (
√
νn+ | tan θ||n|γν 12 ),Reµ ≤ 0}
l± := {µ ∈ C| ± Imµ = δ−11 (
√
ν|n|+ | tan θ||n|γν 12 ), 0 ≤ Reµ ≤ |n|
γν
1
2
δ
}
l0 := {µ ∈ C|0 ≤ |Imµ| ≤ δ−11 (
√
ν|n|+ | tan θ||n|γν 12 ),Reµ = |n|
γν
1
2
δ
}.
(3.10)
By (2.10), we have that for any g ∈ Pν,nL2(Ων)
‖ 1
2pii
∫
Γ±
eτµ(µ+ Lν,n)
−1gdµ‖L2(Ων) ≤ C‖g‖L2(Ων)
∣∣ ∫
Γ±
eτReµ|µ|−1dµ∣∣
≤ C‖g‖L2(Ων)
∫ ∞
0
e−τs
s+ | tan θ|s+ δ−11 (
√
νn+ | tan θ|nγν 12 )
ds
≤ C(√νnτ)− 12 ‖g‖L2(Ων),
which implies that for any τ ≥ (ν1/2n)−1
‖ 1
2pii
∫
Γ±
eτµ(µ + Lν,n)
−1gdµ‖L2(Ων) ≤ C‖g‖L2(Ων), g ∈ Pν,nL2(Ων).(3.11)
Again by (2.10), we have
‖ 1
2pii
∫
l±
eτµ(µ+ Lν,n)
−1gdµ‖L2(Ων)
≤ C‖g‖L2(Ων)
∫ |n|γν 12
δ
0
eτs
s+ δ−11 (
√
ν|n|+ | tan θ||n|γν 12 )
ds
≤ C|n|γ−1e |n|
γν
1
2 τ
δ |g‖L2(Ων).
(3.12)
On l0, we apply (2.12) and (2.15) for the case |n|γν 12 ≥ 1 and |n|γν 12 ≤ 1 respectively.
24 QI CHEN, DI WU, AND ZHIFEI ZHANG
If |n|γν 12 ≥ 1, then |n|γν 12 + δ|n|2ν 32 ≥ δδ−12 , which allow us to use (2.12). Hence, we have
‖ 1
2pii
∫
l0
eτµ(µ+ Lν,n)
−1gdµ‖L2(Ων)
≤ C δ
|n|γν 12
(
1 +
δ
|n|γν 12
)
e
|n|γν
1
2 τ
δ ‖g‖L2(Ων)
∫ C√ν|n|
δ1
0
ds
≤ C|n|1−γe |n|
γν
1
2 τ
δ ‖g‖L2(Ων).
(3.13)
If |n|γν 12 ≤ 1, by (2.15) we obtain
‖ 1
2pii
∫
l0
eτµ(µ+ Lν,n)
−1gdµ‖L2(Ων)
≤ C δ
|n|γν 12
|n|1−γe |n|
γν
1
2 τ
δ ‖g‖L2(Ων)
∫ C√ν|n|
δ1
0
ds
≤ C|n|2(−γ)e |n|
γν
1
2 τ
δ ‖g‖L2(Ων).
(3.14)
Therefore, we prove the L2 estimates in the second and third statement of Proposition 3.1
by (3.11), (3.12), (3.13) and (3.14).
Next we consider the derivative estimates. We use the representation (3.9) again. For the
integral on Γ±, we have that by (2.11),
‖∇X,Y 1
2pii
∫
Γ±
eτµ(µ+ Lν,n)
−1gdµ‖L2(Ων)
≤ Cν− 14‖g‖L2(Ων)
∣∣ ∫
Γ±
eτReµ|µ|− 12dµ
∣∣
≤ Cν− 14‖g‖L2(Ων)
∫ ∞
0
e−τs
(s+ | tan θ|s+ δ−11 (
√
ν|n|+ | tan θ||n|γν 12 )) 12
ds
≤ C C
ν
1
4 τ
1
2
‖g‖L2(Ων).
(3.15)
In a similar way, on l±, we have
‖∇X,Y 1
2pii
∫
l±
eτµ(µ+ Lν,n)
−1gdµ‖L2(Ων)
≤ Cν− 14 ‖g‖L2(Ων)
∫ |n|γν 12
δ
0
eτs
(s+ δ−11 (
√
ν|n|+ | tan θ||n|γν 12 )) 12
ds
≤ C|n|γ− 12 e |n|
γν
1
2 τ
δ ‖g‖L2(Ων).
(3.16)
We obtain the estimates on l0 in the same way as in (3.13) and (3.14). In details, for
|n|γν 12 ≥ 1, we have
‖∇X,Y 1
2pii
∫
l0
eτµ(µ+ Lν,n)
−1gdµ‖L2(Ων) ≤ C|n|1−
γ
2 e
|n|γν
1
2 τ
δ ‖g‖L2(Ων),(3.17)
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and for |n|γν 12 ≤ 1, we have
‖∇X,Y 1
2pii
∫
l0
eτµ(µ+ Lν,n)
−1gdµ‖L2(Ων)(3.18)
≤ Cn2(1−γ)(|n| 14 + |n| 12− 34 (1−γ))e |n|
γν
1
2 τ
δ ‖g‖L2(Ων).
Combining (3.15)-(3.18) and scaling back to the original variables, we finish the proof of the
second and third statement of Proposition 3.1.
Finally, we deal with the last statement of the proposition. In this situation, we are back
to the system (3.1). Recall that we consider the case |n| ≥ δ−10 ν−
3
4 . By the standard energy
method, we obtain
d
dt
‖u(n)‖2L2(Ω) = −2ν‖∇u(n)‖2L2(Ω) − 2ν−
1
2Re〈u(n)2 (y)∂Y UP (Y ), u(n)1 〉L2
≤ −ν‖∇u(n)‖2L2(Ω) − νn2‖u(n)‖2L2 + 2ν−
1
2 ‖∂Y UP ‖L∞ |n|‖u‖2L2 .
Then the above inequality and |n| ≥ δ−10 ν−
3
4 lead to
d
dt
‖u(n)‖2L2(Ω) ≤ −
νn2
2
‖u(n)‖2L2(Ω).
Hence by the Gronwall’s inequality, we have
‖e−tAν,nf‖L2 ≤ e−
1
4
νn2t‖f‖L2 .
As in the proof of the first statement, by the Duhamel formula and the above L2-estimates,
we can obtain the derivative estimates in the last statement. 
Next we state the L∞-estimates of semigroup.
Proposition 3.2. Assume that (SC) condition holds. Then there exist δ1, δ2, δ∗ ∈ (0, 1)
satisfying δ1, δ2 ≤ δ0 and δ∗ ≤ min{δ1, δ2} such that the following statements hold true.
Assume that (2.7) holds for some δ ∈ (0, δ∗] and γ ∈ [23 , 1].
(1) If |n|γν 12 ≤ 1, then
‖e−tAν,nf‖L2xL∞y ≤ C‖f‖L2xL∞y + Cν−
1
4 t
3
4 (|n|+ |n|3−2γ)e |n|
γ t
δ ‖f‖L2(Ω),
and
‖e−tAν,nf‖L2xL∞y
≤ C((1− γ)|n| 34 (1−γ) + 1) 1
ν
1
4 |n| 14 t 12
‖f‖L2x,y + C
|n|1−γ
ν
1
4 t
1
4
e
|n|γ t
2δ ‖f‖L2x,y
+ Cν−
1
4 ((1− γ) log 12 (|n|) + 1)|n| 32− 54γe |n|
γt
δ ‖f‖L2x,y .
(2) If |n|γν 12 ≥ 1 and |n| ≤ δ−10 ν−
3
4 , then
‖e−tAν,nf‖L2xL∞y ≤ C‖f‖L2xL∞y + Cν−
1
4 t
3
4 |n|2−γe |n|
γt
δ ‖f‖L2(Ω),
‖e−tAν,nf‖L2xL∞y ≤ C
|n|(1−γ)/2
ν
1
4 t
1
4
e
|n|γ t
2δ ‖f‖L2x,y + Cν−
1
4 |n|1− 34γe |n|
γt
δ ‖f‖L2x,y .
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(3) If |n| ≥ δ−10 ν−
3
4 , then
‖e−tAν,nf‖L2xL∞y ≤ C‖f‖L2xL∞y + Cν−
1
4 t
3
4 |n|e− 14 νn2t‖f‖L2(Ω),
‖e−tAν,nf‖L2xL∞y ≤ C
1
ν
1
4 t
1
4
(1 + |n| 12 t 12 )e− 14ν|n|2t‖f‖L2(Ω).
Proof. Let n ∈ Z and f ∈ PnL2xL∞y (Ω) ∩ PnL2σ(Ω). We still denote u(n) = e−tAν,nf . By
Duhamel’s formula, u(n) can be written as
u(n)(t) = eνt∆f −
∫ t
0
eν(t−s)∆P
(
Up(Y )∂xu
(n)(s) + (y−1u(n)2 (s)Y ∂Y U
p(Y ), 0)
)
ds.(3.19)
Using the standard estimate of heat kernel, we have
‖u(n)(t)‖L2xL∞y
≤ C‖f‖L2xL∞y + C sup
0≤s≤t
‖P(Up(Y )∂xu(n)(s) + (y−1u(n)2 (s)Y ∂Y Up(Y ), 0))‖L2
∫ t
0
1
(ν(t− s)) 14
ds
≤ C‖f‖L2xL∞y + Cν−
1
4 t
3
4
(‖∂xu(n)(s)‖L2 + ‖y−1u(n)2 (s)‖L2),
which along with Hardy inequality and divergence free condition implies
‖u(n)(t)‖L2xL∞y ≤ C‖f‖L2xL∞y + Cν−
1
4 t
3
4 |n| sup
0≤s≤t
‖u(n)(s)‖L2 .(3.20)
Now we consider the case |n|γν 12 ≤ 1. In this case, by the results (1) and (2) in Proposition
3.1, we have known that
‖u(n)(t)‖L2(Ω) ≤ C(1 + |n|2(1−γ))e
|n|γ t
δ ‖f‖L2(Ω),
which combined with (3.20) deduces that
‖u(n)(t)‖L2xL∞y ≤ C‖f‖L2xL∞y + Cν−
1
4 t
3
4 (|n|+ |n|3−2γ)e |n|
γt
δ ‖f‖L2(Ω)(3.21)
In a similar way, we have that for 1 ≤ |n|γν 12 ≤ δ−10 ν−
1
4 ,
‖u(n)(t)‖L2xL∞y ≤ C‖f‖L2xL∞y + Cν−
1
4 t
3
4 |n|2−γe |n|
γt
δ ‖f‖L2(Ω),(3.22)
and for |n| ≥ δ−10 ν−
3
4 ,
‖u(n)(t)‖L2xL∞y ≤ C‖f‖L2xL∞y + Cν−
1
4 t
3
4 |n|e− 14 νn2t‖f‖L2(Ω).(3.23)
By the standard interpolation and Proposition 3.1, we obtain that for any |n|γν 12 ≥ 1 and
|n| ≤ δ−10 ν−
3
4
‖u(n)‖L2xL∞y ≤‖u(n)‖
1
2
L2x,y
‖∂yu(n)‖
1
2
L2x,y
≤C |n|
(1−γ)/2
ν
1
4 t
1
4
e
|n|γ t
2δ ‖f‖L2x,y + Cν−
1
4 |n| 32− 54γe |n|
γt
δ ‖f‖L2x,y .
We also obtain that for any |n| ≥ δ−10 ν−
3
4
‖u(n)‖L2xL∞y ≤‖u(n)‖
1
2
L2x,y
‖∂yu(n)‖
1
2
L2x,y
≤C 1
ν
1
4 t
1
4
(1 + |n| 12 t 12 )e− 14νn2t‖f‖L2x,y .
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Now we have proven this Proposition except : |n|γν 12 ≤ 1.
For the middle-range frequency, we prove a sharper estimates by introducing the following
weight function
ρ(Y ) =


|n| 32γ+ 12 ν 34
δ
3
2
Y, if 0 ≤ Y ≤ δ
3
2
|n| 32γ+ 12 ν 34
,
1, if Y ≥ δ
3
2
|n| 32γ+ 12 ν 34
.
(3.24)
In detail, we first recall that after rescaling, we have
v(n)(t,X, Y ) := (e−τLν,nfν)(X,Y ) = (e−tAν,n)f(x, y) = u(n)(t, x, y),
where (τ,X, Y ) = (t/
√
ν, x/
√
ν, y/
√
ν), fν(X,Y ) = f(ν
1
2X, ν
1
2Y ) and the operator Lν,n is
defined as in (2.3). Hence, we directly have
‖u(n)(t)‖L2xL∞y (Ω) = ν
1
4‖v(n)(τ)‖L2XL∞Y (Ων), ‖f‖L2xL2y(Ω) = ν
1
2 ‖fν‖L2XL2Y (Ων).(3.25)
On the other hand, we observe that by the interpolation
‖v(n)(τ)‖L2XL∞Y ≤C‖ρ
1
2ω(n)(τ)‖
1
2
L2X,Y
‖v(n)(τ)‖
1
2
L2X,Y
+ C‖(1− ρ 12 )ω(n)(τ)‖L2XL1Y
+ Cν
1
4 |n| 12 |‖v(n)(τ)‖L2X,Y ,
where ω(n) := curlX,Y v
(n). For the second term on the right hand side, we notice that by
taking h0 = (|n|γ−2/3/δ)− 32 and h1 := h0|n|3(γ−1)/2∥∥(1− ρ 12 )ω(n)∥∥
L2XL
1
Y
≤‖ω(n)‖L2XL1Y (h1,h2) + ‖ω
(n)‖L2XL1Y (0,h1)
≤∥∥ρ− 12∥∥
L2Y (h1,h0)
∥∥ρ 12ω(n)∥∥
L2X,Y
+ h
1
2
1 ‖ω(n)‖L2X,Y
≤C(1− γ) 12n1/2−3γ/4( log(n)) 12∥∥ρ 12ω(n)∥∥
L2X,Y
+Cn−
1
4 ‖ω(n)‖L2X,Y .
Hence, by the above two estimates, we get
‖v(n)(τ)‖L2XL∞Y ≤C‖ρ
1
2ω(n)(τ)‖
1
2
L2X,Y
‖v(n)(τ)‖
1
2
L2X,Y
+ C(1− γ) 12n1/2−3γ/4( log(n)) 12∥∥ρ 12ω(n)(τ)∥∥
L2X,Y
+ Cn−
1
4 ‖ω(n)(τ)‖L2X,Y + Cν
1
4 |n| 12 |‖v(n)(τ)‖L2X,Y .
(3.26)
Applying Proposition 3.1 and after scaling, we deduce that for δ−10 ≤ |n| ≤ δ−10 ν−3/4 and
|n|γν 12 < 1,
‖v(n)(τ)‖L2X,Y ≤ C|n|
2(1−γ)e
|n|γ
δ
ν
1
2 τ‖fν‖L2X,Y ,
‖ω(n)(τ)‖L2X,Y ≤ C
( 1
ν
1
4 τ
1
2
+ n2(1−γ)(|n|1/4 + |n| 12− 34 (1−γ))e |n|
γν
1
2 τ
δ
)
‖fν‖L2X,Y .
For 1 ≤ |n|γν 12 ≤ δ−10 ν−
1
4 ,
‖v(n)(τ)‖L2X,Y ≤ C|n|
1−γe
|n|γν
1
2 τ
δ ‖fν‖L2X,Y ,
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‖ω(n)(τ)‖L2 ≤ C
( 1
ν
1
4 τ
1
2
+ n(1−γ/2)e
|n|γν
1
2 τ
δ
)
‖fν‖L2X,Y .
Hence, in order to obtain the estimate of ‖v(n)(τ)‖L2XL∞Y , we are left with the control of
‖ρ 12ω(n)(τ)‖
1
2
L2X,Y
. For this purpose, we are back to the formula
v(n)(τ) = e−τLν,nfν =
1
2pii
∫
Γ
eτµ(µ+ Lν,n)
−1fνdµ,
where Γ is given in (3.10). According to this formula, (2.11), (2.13) and (2.17), we have that
for any δ−10 ≤ |n| ≤ δ−10 ν−
3
4 ,
‖ρ 12ω(n)(τ)‖L2 ≤ C
( 1
ν
1
4 τ
1
2
+ n(1−γ/2)e
|n|γν
1
2 τ
δ
)
‖fν‖L2X,Y ,(3.27)
by using a similar argument in the proof of derivative estimates in Proposition 3.1.
Collecting the above estimates, we obtain that for δ−10 ≤ |n| ≤ δ−10 ν−3/4 and |n|γν
1
2 < 1,
‖v(n)(τ)‖L2XL∞Y
≤ C|n|1−γe |n|
γν
1
2 τ
2δ
( 1
ν1/8τ1/4
+ |n| 12− γ4 e |n|
γν
1
2 τ
2δ
)‖fν‖L2X,Y
+C(1− γ) 12n1/2−3γ/4( log(n)) 12( 1
ν
1
4 τ
1
2
+ n(1−γ/2)e
|n|γν
1
2 τ
δ
)
‖fν‖L2X,Y
+Cn−
1
4
( 1
ν
1
4 τ
1
2
+ n2(1−γ)(|n|1/4 + |n| 12− 34 (1−γ))e |n|
γν
1
2 τ
δ
)
‖fν‖L2X,Y
+Cν
1
4 |n| 12 |n|2(1−γ)e |n|
γ
δ
ν
1
2 τ‖fν‖L2X,Y
≤ C((1− γ)|n| 34 (1−γ) + 1) 1
ν
1
4 |n| 14 τ 12
‖fν‖L2X,Y +C
|n|1−γ
ν
1
8 τ
1
4
e
|n|γν
1
2 τ
2δ ‖fν‖L2X,Y
+C((1− γ) log 12 (|n|) + 1)|n| 32− 54γe |n|
γν
1
2 τ
δ ‖fν‖L2X,Y .
Hence, by scaling back to the original variables and applying (3.25), we obtain that for
any |n|γν 12 ≤ 1
‖u(n)‖L2xL∞y
≤ C((1− γ)|n| 34 (1−γ) + 1) 1
ν
1
4 |n| 14 t 12
‖f‖L2x,y + C
|n|1−γ
ν
1
4 t
1
4
e
|n|γt
2δ ‖f‖L2x,y
+ Cν−
1
4 ((1 − γ) log 12 (|n|) + 1)|n| 32− 54γe |n|
γt
δ ‖f‖L2x,y .
This completes the proof. 
4. Nonlinear stability in Gevrey class
In this section, we prove the nonlinear stability. By the Duhamel formula, the solution
u(t) of the system (1.6) with initial data a is given by
u(t) = e−tAνa−
∫ t
0
e−tAν(t−s)P(u · ∇u)ds, t > 0.(4.1)
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With respect to each Fourier mode n of variable x we know that the solution u(t) can be
represented as
Pnu(t) = e−tAν,nPna−
∫ t
0
e−(t−s)Aν,nPnP(u · ∇u)(s)ds.(4.2)
Since we have already obtain the estimates of the semigroup e−tAν,n , our next task is to obtain
nonlinear estimates using the results in Proposition (3.1) and (3.2).
Before we start our proof, we recall some function spaces which we shall work on. For
γ ∈ [0, 1], d ≥ 0 and K > 0, the Banach space Xd,γ,K is given by
Xd,γ,K =
{
f ∈ L2σ(Ω)|‖f‖Xd,γ,K = sup
n∈Z
(1 + |n|d)eK|n|γ‖Pnf‖L2(Ω) <∞
}
,
and the space Yd,γ,K is defined as
Yd,γ,K =
{
f ∈ L2σ(Ω)|‖f‖Yd,γ,K = sup
n∈Z
(1 + |n|d)eK|n|γ‖Pnf‖L2xL∞y (Ω) <∞
}
.
Proof of Theorem 1.1. Let γ ∈ [23 , 1) and u(t) be the solution to the system (1.6) with initial
data a. Set
q := d− 7
4
(1− γ) ∈ (1, d), K(t) := K − 2δ−1t.(4.3)
We would like to establish a priori estimate of u(t) in the space
Zγ,K,T ′ :=
{
f ∈ (C([0, T ′];L2σ(Ω))|‖f‖Zγ,K,T ′ := sup
0<t≤T ′
(‖f(t)‖Xq,γ,K(t)
+ ν
1
4‖f(t)‖Yq,γ,K(t) + (νt)
1
2 ‖∇f(t)‖Xq,γ,K(t)
)
< +∞}.(4.4)
For each n ∈ Z, we have already known that
Pnu(t) = e−tAν,nPna−
∫ t
0
e−(t−s)Aν,nPnP(u · ∇u)(s)ds.(4.5)
We first show a basic estimate for nonlinear term PnP(u·∇u), which will be used frequently
later. We notice that
‖PnP(u · ∇u)‖L2(Ω) ≤ ‖Pn(u1∂xu)‖L2(Ω) + ‖Pn(u2∂yu)‖L2(Ω)
≤
∥∥∑
j∈Z
(e−ijxPju1) · (e−i(n−j)x∂xPn−ju)
∥∥
L2y(R+)
+
∥∥∑
j∈Z
(e−ijxPju2) · (e−i(n−j)x∂yPn−ju)
∥∥
L2y(R+)
.
From Gagliardo-Nirenberg inequality and divergence free condition, we obtain∥∥∑
j∈Z
(e−ijxPju1) · (e−i(n−j)x∂xPn−ju)
∥∥
L2y(R+)
≤ C
∑
j∈Z
‖Pju‖
1
2
L2(Ω)
‖∇Pju‖
1
2
L2(Ω)
|n− j| 12 ‖Pn−ju‖
1
2
L2(Ω)
‖∇Pn−ju‖
1
2
L2(Ω)
,
and ∥∥∑
j∈Z
(e−ijxPju2) · (e−i(n−j)x∂yPn−ju)
∥∥
L2y(R+)
≤ C
∑
j∈Z
|j| 12‖Pju‖L2(Ω)‖∇Pn−ju‖L2(Ω).
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Therefore, for u ∈ Zγ,K,T ′, we have that for any 0 < t ≤ T ′,
‖PnP(u · ∇u)(t)‖L2(Ω) ≤ C(νt)−
1
2
e−K(t)|n|γ
1 + |n|q− 12
‖u‖2Zγ,K,T ′ ,(4.6)
provided that the fact |n|γ ≤ |j|γ + |n− j|γ and q > 1.
Now we are ready to show the estimates of Pnu(t). We split our proof into three situations:
|n|γν 12 < 1, 1 ≤ |n|γν 12 ≤ δ−γ0 ν−
3
4
γ+ 1
2 and |n| ≥ δ−10 ν−
3
4 .
Case 1. |n|γν 12 < 1. In this case, we have from Proposition 3.1 that
‖Pnu(t)‖L2(Ω) ≤C(1 + |n|2(1−γ))e
|n|γ t
δ ‖Pna‖L2(Ω)
+ C(1 + |n|2(1−γ))
∫ t
0
e
|n|γ (t−s)
δ ‖PnP(u · ∇u)(s)‖L2(Ω)ds
≤C(1 + |n|2(1−γ))e |n|
γ t
δ ‖Pna‖L2(Ω)
+ C(1 + |n|2(1−γ))
∫ t
0
e
|n|γ (t−s)
δ (νs)−
1
2
e−K(s)|n|γ
1 + |n|q− 12
ds‖u‖2Zγ,K,T ′ .
On the other hand, we notice that∫ t
0
e
|n|γ (t−s)
δ e−K(s)|n|
γ
s−
1
2ds = e−(K−δ
−1t)|n|γ
∫ t
0
e
−|n|γs
δ s−
1
2ds
≤ Ce−K(t)|n|γ min{δ 12 |n|− γ2 , t 12}.
(4.7)
Therefore, we obtain
‖Pnu(t)‖L2(Ω) ≤C
e−(K−δ
−1t)|n|γ
1 + |n|d−2(1−γ) ‖a‖Xd,γ,K
+
C(1 + |n| 12+2(1−γ))
ν
1
2 (1 + |n|q)
min{δ 12 |n|− γ2 , t 12 }‖u‖2Zγ,K,T ′ .
Hence if T ′ < δK2 , then for β0 =
3(1−γ)
2γ ,
sup
0<t≤T ′
sup
|n|γν 12<1
(1 + |n|q)eK(t)|n|γ‖Pnu(t)‖L2(Ω)
≤ C
(
‖a‖Xd,γ,K + ν−
1
2‖u‖2Zγ,K,T ′ sup
|n|γν 12<1
(1 + |n|) 12+2(1−γ)min{δ 12 |n|− γ2 , T ′ 12}
)
≤ C
(
‖a‖Xd,γ,K + ν−
1
2
−β0‖u‖2Zγ,K,T ′ sup
|n|γν 12<1
(1 + |n|) 12+2(1−γ)−2βγ min{δ 12 |n|− γ2 , T ′ 12 }
)
≤ C
(
‖a‖Xd,γ,K + ν−
1
2
−β0‖u‖2Zγ,K,T ′ sup
|n|γν 12<1
(1 + |n|) 12−(1−γ)min{δ 12 |n|− γ2 , T ′ 12}
)
.
We also notice that for the case T ′
1
2 ≤ δ 12 |n|− γ2 ,
sup
|n|γν 12<1
(1 + |n|) 12−(1−γ)min{δ 12 |n|− γ2 , T ′ 12 } ≤ (1 + |n|γ− 12 )T ′ 12 ≤ C(1 + T ′ 12γ−1)T ′ 12 ≤ CT ′ 12γ− 12 ,
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and for T ′
1
2 ≥ δ 12 |n|−γ/2,
sup
|n|γν 12<1
(1 + |n|) 12−(1−γ)min{δ 12 |n|− γ2 , T ′ 12 } ≤ Cδ 12 (|n|− 12 (1−γ) + |n|− γ2 ) ≤ C(T ′ 12γ− 12 + T ′ 12 )
≤ CT ′ 12γ− 12 .
Finally, we obtain that for T ′ < δK2 ,
sup
0<t≤T ′
sup
|n|γν 12<1
(1 + |n|q)eK(t)|n|γ‖Pnu(t)‖L2(Ω)
≤ C
(
‖a‖Xd,γ,K + ν−
1
2
−β0‖u‖2Zγ,K,T ′T
′ 1
2γ
(1−γ)).(4.8)
Now we turn to show the L2xL
∞
y estimates in this case. By Proposition 3.2, we have
‖Pnu(t)‖L2xL∞y (Ω) ≤C‖Pna‖L2xL∞y (Ω) + Cν−
1
4 t
3
4 |n|3−2γe |n|
γt
δ ‖Pna‖L2(Ω)
+
C
ν
1
4 |n| 14
((1 − γ)|n| 34 (1−γ) + 1)
∫ t
0
1
(t− s) 12
‖PnP(u · ∇u)(s)‖L2(Ω)ds
+
C|n|1−γ
ν
1
4
∫ t
0
(t− s)− 14 e |n|
γ (t−s)
2δ ‖PnP(u · ∇u)(s)‖L2(Ω)ds
+ Cν−
1
4 ((1 − γ) log 12 (|n|) + 1)|n| 32− 54γ
∫ t
0
e
|n|γ (t−s)
δ ‖PnP(u · ∇u)(s)‖L2(Ω)ds,
which along with (4.6) implies
‖Pnu(t)‖L2xL∞y (Ω) ≤C‖Pna‖L2xL∞y (Ω) + Cν−
1
4 t
3
4 |n|3−2γe |n|
γt
δ ‖a‖L2(Ω)
+
C((1− γ)|n| 34 (1−γ) + 1)
ν
3
4 |n| 14 (1 + |n|q− 12 )
‖u‖2Zγ,K,T ′
∫ t
0
(t− s)− 12 e−K(s)|n|γs− 12ds
+
C|n|1−γ
ν
3
4 (1 + |n|q− 12 )
‖u‖2Zγ,K,T ′
∫ t
0
(t− s)− 14 e |n|
γ (t−s)
2δ e−K(s)|n|
γ
s−
1
2ds
+
C((1− γ) log 12 (|n|) + 1)|n| 32− 54γ
ν
1
4 (1 + |n|q− 12 )
‖u‖2Zγ,K,T ′
∫ t
0
e
|n|γ (t−s)
δ e−K(s)|n|
γ
s−
1
2ds.
On the other hand, we notice that∫ t
0
(t− s)− 12 e−K(s)|n|γs− 12ds ≤ Ce−K(t)|n|γ min
{ 1
|n| 12γt 12
, t
1
4
}
,
and ∫ t
0
(t− s)− 14 e |n|
γ (t−s)
2δ e−K(s)|n|
γ
s−
1
2ds ≤ Ce−K(t)|n|γ min
{ 1
|n| 34γt 12
, t
3
8
}
.
Collecting (4.7) and the above two inequalities, we obtain
‖Pnu(t)‖L2xL∞y (Ω) ≤C‖Pna‖L2xL∞y (Ω) +Cν−
1
4 t
3
4 |n|3−2γe |n|
γ t
δ ‖Pna‖L2(Ω)
+
C((1− γ)|n| 34 (1−γ) + 1)
ν
3
4 |n| 14 (1 + |n|q− 12 )
e−K(t)|n|
γ
min
{ 1
|n| 12γt 12
, t
1
4
}
‖u‖2Zγ,K,T ′
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+
C|n|1−γ
ν
3
4 (1 + |n|q− 12 )
e−K(t)|n|
γ
min
{ 1
|n| 34γt 12
, t
3
8
}
‖u‖2Zγ,K,T ′
+
C((1− γ) log 12 (|n|) + 1)|n| 32− 54γ
ν
3
4 (1 + |n|q− 12 )
e−K(t)|n|
γ
min{δ 12 |n|− γ2 , t 12 }‖u‖2Zγ,K,T ′ .
Hence if T ′ < min{ δK3 , 1} and t ≤ 1, then
sup
0<t≤T ′
sup
|n|γν 12<1
ν
1
4 (1 + |n|q)eK(t)|n|γ‖Pnu(t)‖L2xL∞y (Ω) ≤ Cν
1
4 ‖a‖Yq,γ,K + C‖a‖Xq,γ,K
+ Cν−
1
2‖u‖2Zγ,K,T ′ sup
0<t≤T ′
sup
|n|γν 12<1
(1 + |n|) 14+ 34 (1−γ)min
{ 1
|n| 12γt 12
, t
1
4
}
:= I
+ Cν−
1
2‖u‖2Zγ,K,T ′ sup
0<t≤T ′
sup
|n|γν 12<1
(1 + |n|) 12+(1−γ)min
{ 1
|n| 34γt 12
, t
3
8
}
:= II
+ Cν−
1
2‖u‖2Zγ,K,T ′ sup
0<t≤T ′
sup
|n|γν 12<1
((1− γ) log 12 (|n|) + 1)|n| 34+ 54 (1−γ)min
{
δ
1
2 |n|− γ2 , t 12
}
:= III.
For I, we notice that for β1 =
(1−γ)
γ +
1
8γ and T
′ ≤ 1
I ≤ ν− 12−β1‖u‖2Zγ,K,T ′ sup
0<t≤T ′
sup
|n|γν 12<1
(1 + |n|) 14+ 34 (1−γ)−2γβ1 min
{ 1
|n| 12γt 12
, t
1
4
}
= ν−
1
2
−β1‖u‖2Zγ,K,T ′ sup
0<t≤T ′
sup
|n|γν 12<1
(1 + |n|)− 54 (1−γ)min
{ 1
|n| 12γt 12
, t
1
4
}
≤ ν− 12−β1‖u‖2Zγ,K,T ′ sup
0<t≤T ′
sup
|n|γν 12<1
min
{ 1
|n| 12γt 12
, t
1
4
}
.
(4.9)
On the other hand, we notice that for any fixed 0 ≤ t ≤ T ′, if t ≤ |n|− 23γ , then for any n 6= 0
min
{
(|n| 12γt 12 )−1, t 14
}
≤ t 14 , and if t ≥ |n|− 23γ , then for any n 6= 0, min
{
(|n| 12γt 12 )−1, t 14
}
≤
|n|− 12γt− 12 ≤ t 14 , which implies sup|n|γν 12<1min
{
(|n| 12γt 12 )−1, t 14
}
≤ T ′ 14 . Therefore, we obtain
I ≤ ν− 12−β1‖u‖2Zγ,K,T ′T
′ 1
4 .(4.10)
For II, in a similar way, we can obtain
II ≤ ν− 12−β1‖u‖2Zγ,K,T ′ sup
0<t≤T ′
sup
|n|γν 12<1
(1 + |n|) 12+(1−γ)−2γβ1 min
{ 1
|n| 34γt 12
, t
3
8
}
≤ ν− 12−β1‖u‖2Zγ,K,T ′ sup
0<t≤T ′
sup
|n|γν 12<1
(1 + |n|) 14−(1−γ)min
{ 1
|n| 34γt 12
, t
3
8
}
≤ ν− 12−β1‖u‖2Zγ,K,T ′T
′ 21
24γ
− 19
24 .
(4.11)
Again by a similar argument, we obtain the following bound of III
III ≤ ν− 12−β1‖u‖2Zγ,K,T ′T
′ 1
4γ
− 1
4 (1 + (1− γ) log(1 + T ′)).(4.12)
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By (4.10), (4.11) and (4.12), we finally obtain
sup
0<t≤T ′
sup
|n|γν 12<1
ν
1
4 (1 + |n|q)eK(t)|n|γ‖Pnu(t)‖L2xL∞y (Ω)
≤ Cν 14 ‖a‖Yq,γ,K +C‖a‖Xq,γ,K
+ Cν−
1
2
−β1‖u‖2Zγ,K,T ′ (T
′ 21
24γ
− 19
24 + T
′ 1
4γ
− 1
4 (1 + (1− γ) log(1 + T ′))).
(4.13)
Now we prove the derivative estimates in this case. From Proposition 3.1, we have
‖∇Pnu(t)‖L2(Ω) ≤
C
ν1/2
(
t−1/2 + |n| 12+ 54 (1−γ)e |n|
γ
δ
t
)
‖Pna‖L2
+
C
ν
1
2
∫ t
0
(
(t− s)− 12 + |n| 12+ 54 (1−γ)e |n|
γ
δ
(t−s))‖Pn(u · ∇u)(s)‖L2(Ω)ds,
which combined with (4.6) and the fact e
|n|γt
δ ≤ C( |n|γtδ )−
1
2 e
2|n|γ t
δ implies
‖∇Pnu(t)‖L2(Ω) ≤
C
(νt)
1
2
(
1 + |n| 74 (1−γ))‖Pna‖L2(Ω)
+
C
ν(1 + |n|q− 12 )
‖u‖2Zγ,K,T ′
∫ t
0
(
(t− s)− 12 + |n| 12+ 54 (1−γ)e |n|
γ
δ
(t−s))e−K(s)|n|γ
s
1
2
ds.
(4.14)
On the other hand, we notice that∫ t
0
(t− s)− 12 e
−K(s)|n|γ
s
1
2
ds ≤ Ce−K(t)|n|γ min{(|n|γt)− 12 , t 14},
and ∫ t
0
e
|n|γ
δ
(t−s) e
−K(s)|n|γ
s
1
2
ds ≤ Ce−K(t)|n|γ min{|n|γt− 12 , t 12}.
Hence, (4.14) becomes for T ′ < δK2
(νt)
1
2 ‖∇Pnu(t)‖L2(Ω)
≤ Ce
−K(t)|n|γ
(1 + |n|)d− 74 (1−γ)
‖a‖Xd,γ,δ−1 +
C(1 + |n|) 12 e−K(t)|n|γ
ν
1
2 (1 + |n|q)
min{|n|− γ2 , t 34 }‖u‖2Zγ,K,T ′
+
C(1 + |n|)1+ 54 (1−γ)e−K(t)|n|γ
ν(1 + |n|q) min{|n|
−γ , t}‖u‖2Zγ,K,T ′ .
Recall that q = d− 74 (1− γ) and β0 = 3(1−γ)2γ . Then we obtain
sup
0<t≤T ′
sup
|n|γν 12<1
(1 + |n|q)eK(t)|n|γ (νt) 12 ‖∇Pnu(t)‖L2(Ω)
≤ C‖a‖Xd,γ,K + Cν−
1
2
−β0‖u‖2Zγ,K,T ′ sup
|n|γν 12<1
(1 + |n|) 12−3(1−γ)min{|n|− γ2 , T ′ 34}
+ Cν−
1
2
−β0‖u‖2Zγ,K,T ′ sup
|n|γν 12<1
(1 + |n|)1− 74 (1−γ)min{|n|−γ , T ′}
≤ C‖a‖Xd,γ,K + Cν−
1
2
−β0‖u‖2Zγ,K,T ′
(
T ′
15
8γ
(1−γ) + T ′
3
4γ
(1−γ)).
(4.15)
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Case 2. 1 ≤ |n|γν 12 ≤ δ−γ0 ν−
3
4
γ+ 1
2 . The argument is similar to Case 1. According
to Proposition 3.1 and (4.6), we have that by a similar argument as in Case 1 and taking
β = 3(1−γ)2γ
sup
0<t≤T ′
sup
1≤|n|γν 12≤δ−γ0 ν−
3
4 γ+
1
2
(1 + |n|q)eK(t)|n|γ‖Pnu(t)‖L2(Ω)
≤ C‖a‖Xd,γ,K + Cν−
1
2 ‖u‖2Zγ,K,T ′ sup
1≤|n|γν 12≤δ−γ0 ν−
3
4γ+
1
2
(1 + |n|) 32−γ min{|n|− γ2 , T ′ 12 }
≤ C‖a‖Xd,γ,K + Cν−
1
2 ‖u‖2Zγ,K,T ′ sup
1≤|n|γν 12≤δ−γ0 ν−
3
4γ+
1
2
(1 + |n|) 32 (1−γ)
≤ C‖a‖Xd,γ,K + Cν−
1
2
− 9
8
(1−γ)‖u‖2Zγ,K,T ′ = C‖a‖Xd,γ,K + Cν
− 1
2
−βν(
3
2γ
− 9
8
)(1−γ)‖u‖2Zγ,K,T ′ .
(4.16)
For the L∞-estimate, we have that by Proposition 3.2,
‖Pnu(t)‖L2xL∞y (Ω) ≤C‖Pna‖L2xL∞y (Ω) + Cν−
1
4 t
3
4 |n|2−γe |n|
γt
δ ‖Pna‖L2(Ω)
+
C|n|1−γ/2
ν
3
4 (1 + |n|q)
e−K(t)|n|
γ
min
{ 1
|n| 34γt 12
, t
3
8
}
‖u‖2Zγ,K,T ′
+ C
(1 + |n|) 34+ 34 (1−γ)
ν
3
4 (1 + |n|q)
e−K(t)|n|
γ
min{|n|− γ2 , t 12 }‖u‖2Zγ,K,T ′ .
Therefore, for T ′ ≤ δK2 < 1 and β2 = 316 + 3(1−γ)2γ , we have
sup
0<t≤T ′
sup
1≤|n|γν 12≤δ−γ0 ν−
3
4 γ+
1
2
ν
1
4 (1 + |n|q)eK(t)|n|γ‖Pnu(t)‖L2xL∞y (Ω)
≤Cν 14 ‖a‖Yd,γ,K + C‖a‖Xd,γ,K
+ Cν−
1
2 ‖u‖2Zγ,K,T ′ sup
0<t≤T ′
sup
1≤|n|γν 12≤δ−γ0 ν−
3
4γ+
1
2
(1 + |n|) 12+ 12 (1−γ)min
{ 1
|n| 34γt 12
, t
3
8
}
+ Cν−
1
2 ‖u‖2Zγ,K,T ′ sup
0<t≤T ′
sup
1≤|n|γν 12≤δ−γ0 ν−
3
4γ+
1
2
(1 + |n|) 34+ 34 (1−γ)min{|n|− γ2 , t 12 }
≤Cν 14 ‖a‖Yd,γ,K + C‖a‖Xd,γ,K + C
(
ν−
1
2 (|n|+ 1) 528+ 2328 (1−γ) + ν− 12− 316− 1516 (1−γ))‖u‖2Zγ,K,T ′
≤Cν 14 ‖a‖Yd,γ,K + C‖a‖Xd,γ,K + C
(
ν−
1
2
− 3
4
( 5
28
+ 23
28
(1−γ)) + ν−
1
2
− 3
16
− 15
16
(1−γ))‖u‖2Zγ,K,T ′
≤Cν 14 ‖a‖Yd,γ,K + C‖a‖Xd,γ,K + Cν−
1
2
− 3
16
− 15
16
(1−γ)‖u‖2Zγ,K,T ′
≤Cν 14 ‖a‖Yd,γ,K + C‖a‖Xd,γ,K + Cν−
1
2
−β2ν(
3
2γ
− 15
16
)(1−γ)‖u‖2Zγ,K,T ′ .
(4.17)
Here we used 34 (
5
28 +
23
28 (1− γ)) ≤ 316 + 1516 (1− γ).
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For the derivative estimate, again by Proposition3.1 and (4.6), we obtain that for β3 =
2(1−γ)
γ
sup
0<t≤T ′
sup
1≤|n|γν 12≤δ−γ0 ν−
3
4 γ+
1
2
(νt)
1
2 (1 + |n|q)eK(t)|n|γ‖Pnu(t)‖L2(Ω)
≤C‖a‖Xd,γ,K + Cν−
1
2 ‖u‖2Zγ,K,T ′ sup
1≤|n|γν 12≤δ−γ0 ν−
3
4γ+
1
2
(1 + |n|) 12 min{|n|− γ2 , T ′ 12 }
+Cν−
1
2 ‖u‖2Zγ,K,T ′ sup
1≤|n|γν 12≤δ−γ0 ν−
3
4γ+
1
2
(1 + |n|)1+ 32 (1−γ)min{|n|−γ , T ′}
≤C‖a‖Xd,γ,K + Cν−
1
2
− 15
8
(1−γ)‖u‖2Zγ,K,T ′
≤C‖a‖Xd,γ,K + Cν−
1
2
−β3ν(
2
γ
− 15
8
)(1−γ)‖u‖2Zγ,K,T ′ .
(4.18)
Case 3. |n| > δ−10 ν−
3
4 . By Proposition 3.1 and (4.6), we first have
‖Pnu(t)‖L2(Ω) ≤ C‖Pna‖L2(Ω) +
C(1 + |n|) 12
ν
1
2 (1 + |n|q)
∫ t
0
e−
1
4
ν|n|2(t−s)e−K(s)|n|
γ
s−
1
2ds‖u‖Zγ,K,T ′ .
We claim that for all |n| > δ−10 ν−
3
4
Iν := (1 + |n|)
1
2
∫ t
0
e−
1
4
ν|n|2(t−s)e−K(s)|n|
γ
s−
1
2ds ≤ Ce
−K(t)|n|γ
ν
1
2
(1−γ) .(4.19)
In fact, when δ−10 ν
− 3
4 ≤ |n| ≤ ν−1, we have
Iν ≤ C|n|
1
2
∫ t
0
e−K(s)|n|
γ
s−
1
2ds ≤ C|n| 12 e−K(t)|n|γ |n|− γ2 ≤ Cν− 12 (1−γ)e−K(t)|n|γ ,
and when |n| ≥ ν−1, we have
Iν ≤ C
∫ t
0
ν−
1
4 (t− s)− 14 e−K(s)|n|γs− 12ds ≤ Cν− 14 |n|− γ4 e−K(t)|n|γ ≤ Cν− 12 (1−γ)e−K(t)|n|γ ,
which implies (4.19). Then we obtain that for β4 =
1−γ
γ
sup
0<t≤T ′
sup
|n|γν 12>δ−10 ν−
1
4
(1 + |n|q)eK(t)|n|γ‖Pnu(t)‖L2(Ω)
≤ C‖a‖Xd,γ,K + Cν−
1
2
− 1
2
(1−γ)‖u‖2Zγ,K,T ′
≤ C‖a‖Xd,γ,K + Cν−
1
2
−β4ν(
1
γ
− 1
2
)(1−γ)‖u‖2Zγ,K,T ′ .
(4.20)
For the L2xL
∞
y -estimate, we notice that from Proposition 3.2 and (4.6),
‖Pnu(t)‖L2xL∞y (Ω) ≤ C‖Pna‖L2xL∞y (Ω) + C|n|‖Pna‖L2(Ω)
+
C(1 + |n|) 12
ν
3
4 (1 + |n|q)
∫ t
0
1 + |n| 12 (t− s) 12
(t− s) 14
e−
1
4
ν|n|2(t−s)e−K(s)|n|
γ
s−
1
2ds‖u‖2Zγ,K,T ′ .
(4.21)
On the other hand, we notice that for all |n| > δ−10 ν−
3
4
IIν :=(1 + |n|)
1
2
∫ t
0
1 + |n| 12 (t− s) 12
(t− s) 14
e−
1
4
ν|n|2(t−s)e−K(s)|n|
γ
s−
1
2ds
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≤C
∫ t
0
( 1
ν
1
4 (t− s) 12
+
1
ν
1
2 (t− s) 14
)
e−K(s)|n|
γ
s−
1
2ds
≤Cν− 14 min{|n|− γ2 t− 12 , t 14}+ ν− 12 min{|n|− 3γ4 t− 12 , t 38}
≤Cν− 14n− γ6 + Cν− 12 |n|− 9γ28 ≤ Cν− 12+ 38γ ,
which implies that for T ′ ≤ δK2 < 1 and β5 = 14 + 1−γ2γ
sup
0<t≤T ′
sup
|n|>δ−10 ν−
3
4
ν
1
4 (1 + |n|q)eK(t)|n|γ‖Pnu(t)‖L2xL∞y (Ω)
≤ Cν 14 ‖a‖Yd,γ,K + C‖a‖Xd,γ,K + Cν−
1
2
− 1
2
− 3
8
γ‖u‖2Zγ,K,T ′
≤ Cν 14 ‖a‖Yd,γ,K + C‖a‖Xd,γ,K + Cν−
1
2
−β5ν(
1
2γ
− 3
8
)(1−γ)‖u‖2Zγ,K,T ′ .
(4.22)
For the derivative estimates of Pnu, we have
‖∇Pnu(t)‖L2(Ω)
≤ C
(νt)
1
2
(1 + |n|t)e− 14 νn2t‖Pna‖L2(Ω)
+
C(1 + |n| 12 )
ν(1 + |n|q)
∫ t
0
( 1
(t− s) 12
+ |n|(t− s) 12
)
e−νn
2(t−s)e−K(s)|n|
γ
s−
1
2ds‖u‖2Zγ,K,T ′ .
(4.23)
By a similar argument as in (4.19), we obtain
(1 + |n|) 12
∫ t
0
( 1
(t− s) 12
+ |n|(t− s) 12
)
e−νn
2(t−s)e−K(s)|n|
γ
s−
1
2ds
≤ Ce
−K(t)|n|γ
ν
3
2
(1−γ)t
1
2
,
(4.24)
which implies that for β0 =
3(1−γ)
2γ
(νt)
1
2 (1 + |n|q)eK(t)|n|γ‖Pnu(t)‖L2(Ω)
≤ C 1 + |n|t
1 + |n|d−q e
− 2|n|γ t
δ
− 1
4
νn2t‖a‖Xd,γ,K + Cν−
1
2
− 3
2
(1−γ)‖u‖2Zγ,K,T ′
≤ C 1 + |n|
1−γ
1 + |n|d−q ‖a‖Xd,γ,K + Cν
− 1
2
−β0ν(
3
2γ
− 3
2
)(1−γ)‖u‖2Zγ,K,T ′ .
Since d− q − 1 + γ > 0 due to the choice of q, we obtain
sup
0<t≤T ′
sup
|n|>δ−10 ν−
3
4
(νt)
1
2 (1 + |n|q)eK(t)|n|γ‖Pnu(t)‖L2(Ω)
≤ C 1 + |n|
1−γ
1 + |n|d−q ‖a‖Xd,γ,K + Cν
− 1
2
−β0ν(
3
2γ
− 3
2
)(1−γ)‖u‖2Zγ,K,T ′ .
(4.25)
Now we denote
β := max{β0, . . . , β4} = max
{2(1− γ)
γ
,
3
16
+
3(1 − γ)
2γ
,
1
4
+
1− γ
2γ
}
and
κ(T ′, ν) := max
{
T
′ 1
4γ
(1−γ)
(1 + (1− γ) log(1 + T ′)), ν 1−γ2γ }.
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We point out that κ(T ′, ν) can be taken small enough when T ′ and ν are sufficiently small.
Collecting (4.8), (4.13), (4.15), (4.16),(4.17), (4.18), (4.20), (4.22) and (4.25), we obtain
that for γ ∈ [23 , 1) and T ′ < δK3 < 1,
‖u‖Zγ,K,T ′ ≤ C
(
‖a‖Xd,γ,K + ν
1
4 ‖a‖Yd,γ,K + κ(T ′, ν)ν−
1
2
−β‖u‖2Zγ,K,T ′
)
.(4.26)
Now we take T ′ and ν small enough, then we can close the above estimates as long as
‖u‖Zγ,K,T ′ ≤ Cν
1
2
+β, which is consistent with the condition ‖a‖Xd,γ,K + ν
1
4 ‖a‖Yd,γ,K ≤ ν
1
2
+β.
Therefore, we obtain that for small enough T ′ and ν
‖u‖Zγ,K,T ′ ≤ C
(‖a‖Xd,γ,K + ν 14 ‖a‖Yd,γ,K ).(4.27)
Here T ′ is taken uniformly with respect to ν. The proof is completed. 
Appendix A. Hardy’s type inequality
Lemma A.1. If α ≥ M2, V ′′ ≤ 0, V ′ ≥ 0, f(Yλ) = 0 for Yλ ∈ [0,+∞], and |V ′(Y )| ≤
C|V (Y )| for some constant C, then it holds that∥∥∥∥ (∂Y V )fV − V (Yλ)
∥∥∥∥
L2
≤ C‖(∂Y f, f)‖L2 .
Specially, taking Yλ = 0, if f(0) = 0, then∥∥∥∥(∂Y V )fV
∥∥∥∥
L2
≤ C‖(∂Y f, f)‖L2 .
Taking Yλ = +∞, if f(+∞) = 0, then∥∥∥∥(∂Y V )fV − 1
∥∥∥∥
L2
≤ C‖(∂Y f, f)‖L2 .
Here the constant C may depend on M2.
Proof. Let I1 = [Yλ,+∞), I2 = [0,+∞) \ I1. If Y ∈ I1, i.e, Y ≥ Yλ, then
|V − V (Yλ)| =
∫ Y
Yλ
(∂Y V )(Z)dZ ≥
∫ Y
Yλ
(∂Y V )(Y )dZ = |Yλ − Y |∂Y V (Y ),
⇒
∣∣∣∣ ∂Y VV − V (λr)
∣∣∣∣ ≤ (Y − Yλ)−1, Y ∈ I1.
Then by Hardy’s inequality, we get∥∥∥∥ (∂Y V )fV − V (Yλ)
∥∥∥∥
L2(I1)
≤
∥∥∥∥ fY − Yλ
∥∥∥∥
L2(I1)
≤ 2‖∂Y f‖L2(I1).(A.1)
And for Y ∈ I2, i.e Y ≤ Yλ, we have
|f(Y )V ′(Y )|2 =
∣∣∣∣
∫ Yλ
Y
(
f ′(Z)V ′(Z) + f(Z)V ′′(Z)
)
dZ
∣∣∣∣
2
≤ C
(∫ Yλ
Y
∣∣(f ′(Z), f(Z))∣∣V ′(Z)dZ)2
≤ C
∫ Yλ
Y
V ′(Z)
(
V (Yλ)− V (Z)
)− 1
2dZ ×
∫ Yλ
Y
V ′(Z)
∣∣(f ′(Z), f(Z))∣∣2(V (Yλ)− V (Z)) 12dZ
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= C
∫ Yλ
Y
V ′(Z)
(
V (Yλ)− V (Y )
) 1
2
(
V (Yλ)− V (Z)
) 1
2
∣∣(f ′(Z), f(Z))∣∣2dZ,
and then∥∥∥∥ (∂Y V )fV − V (Yλ)
∥∥∥∥
2
L2(I2)
=
∫ Yλ
0
∣∣V ′(Y )f(Y )∣∣2(
V (Y )− V (Yλ)
)2dY
≤ C
∫ Yλ
0
∫ Yλ
Y
V ′(Z)
(
V (Yλ)− V (Y )
) 1
2
(
V (Yλ)− V (Z)
) 1
2
∣∣(f ′(Z), f(Z))∣∣2(
V (Y )− V (Yλ)
)2 dZdY
= C
∫ Yλ
0
∫ Yλ
Y
V ′(Z)
∣∣(f ′(Z), f(Z))|2(V (Yλ)− V (Z)) 12(
V (Yλ)− V (Y )
) 3
2
dZdY
= C
∫ Yλ
0
∫ Z
0
V ′(Z)
∣∣(f ′(Z), f(Z))|2(V (Yλ)− V (Z)) 12(
V (Yλ)− V (Y )
) 3
2
dY dZ
≤ C
∫ Yλ
0
∫ Z
0
V ′(Y )
∣∣(f ′(Z), f(Z))|2(V (Yλ)− V (Z)) 12(
V (Yλ)− V (Y )
) 3
2
dY dZ,
here we used the Fubini’s identity. Since∫ Z
0
V ′(Y )(
V (Yλ)− V (Y )
) 3
2
dY ≤ 2(V (Yλ)− V (Z))− 12 ,
we conclude∥∥∥∥ (∂Y V )fV − V (Yλ)
∥∥∥∥
2
L2(I2)
≤ C
∫ Yλ
0
∣∣(f ′(Z), f(Z))∣∣2dZ = C‖(∂Y f, f)‖2L2(I2),
hence, ∥∥∥∥ (∂Y V )fV − V (Yλ)
∥∥∥∥
2
L2
=
∥∥∥∥ (∂Y V )fV − V (Yλ)
∥∥∥∥
2
L2(I1)
+
∥∥∥∥ (∂Y V )fV − V (Yλ)
∥∥∥∥
2
L2(I2)
≤ C‖(∂Y f, f)‖2L2 .

Lemma A.2. If w ∈ L2(R+), and φ ∈ H2 satisfies
(∂2Y − α2)φ = w,
then it holds that
− ∂Y φ(Y ) =
∫ +∞
Y
w(Z)e−α(Z−Y )dZ.
Specially, we have
− ∂Y φ(0) =
∫ +∞
0
w(Y )e−αY dY.
Proof. Direct calculation gives∫ +∞
Y
w(Z)e−αZdZ =
∫ +∞
Y
(
(∂2Z − α2)φ(Z)
)
e−αZdZ
=
∫ +∞
Y
φ
(
(∂2Z − α2)e−αZ
)
dZ +
(
(∂Zφ)e
−αZ)∣∣+∞
Y
= −∂Y φ(Y )e−αY .
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
Lemma A.3. There exists a positive constant C > 0, such that ∀ z ∈ C, t > 0, it holds∫ t
0
|z − s| 12ds ≥ C−1|z| 12 t.
Proof. Let zr = Re(z), zi = Im(z). Let us first claim that∫ t
0
|zr − s|
1
2ds ≥ C−1|zr|
1
2 t.(A.2)
Once (A.2) holds, we have∫ t
0
|z − s| 12ds ≥ C−1( ∫ t
0
|zr − s|
1
2ds+
∫ t
0
|zi|
1
2ds
) ≥ C−1(|zr| 12 t+ |zi| 12 t) ≥ C−1|z| 12 t.
It remains to prove (A.2).
Case 1. zr ≤ 0. In this case, we have∫ t
0
|zr − s|
1
2ds ≥
∫ t
0
|zr|
1
2ds = |zr|
1
2 t.
Case 2. 0 ≤ zr ≤ t/2. In this case, we have∫ t
0
|zr − s|
1
2ds ≥
∫ t
t/2
|zr − s|
1
2ds =
∫ t
t/2
(s− zr)
1
2ds ≥
∫ t
t/2
(s − t/2) 12ds
=
2(t− t/2) 32
3
=
2(t/2)
3
2
3
≥ z
1
2
r t
3
=
|zr| 12 t
3
.
Case 3. zr ≥ t/2. In this case, we have∫ t
0
|zr − s|
1
2ds ≥
∫ t/4
0
|zr − s|
1
2ds =
∫ t/4
0
|zr − s|
1
2ds ≥
∫ t/4
0
(zr − t/4)
1
2ds
=
(zr − t/4) 12 t
4
≥ |zr/2|
1
2 t
4
,
here we used zr − t/4 ≥ zr/2 = |zr|/2.
Combining three cases, we conclude our result. 
Appendix B. Some estimates of Airy Function
Let Ai(y) be the Airy function, which is a nontrivial solution of f ′′ − yf = 0. We denote
A0(z) =
∫ ∞
eipi/6z
Ai(t)dt = eipi/6
∫ ∞
z
Ai(eipi/6t)dt.
The following lemma comes from [7].
Lemma B.1. There exists c > 0 and δ0 > 0 so that for Im(z) ≤ δ0,∣∣∣∣A′0(z)A0(z)
∣∣∣∣ . 1 + |z| 12 , ReA′0(z)A0(z) ≤ min(−1/3,−c(1 + |z|
1
2 )).(B.1)
Moreover, for Imz ≤ δ0, we have∣∣∣A′′0(z)
A0(z)
∣∣∣ ≤ C(1 + |z|).
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We denote A˜(Y ) := Ai(ei
pi
6 κ(Y + η))/Ai(ei
pi
6 κη) with κ > 0 and Imη < 0, and define Φ˜(Y )
as the solution of (∂2Y − α2)Φ˜ = A˜ and Φ˜(0) = 0.
Lemma B.2. Let κ > 0 and Imη < 0. Then we have
|A˜(Y )| ≤ Ce−cκ
(
1+|κη| 12
)
, ‖A˜‖L2 ≤ Cκ−
1
2
(
1 + |κη|)− 14 ,
‖Y A˜‖L2 ≤ Cκ−
3
2
(
1 + |κη|)− 34 , ‖Y 2A˜‖L2 ≤ Cκ−
5
2
(
1 + |κη|)− 54 ,
‖(∂Y Φ˜, αΦ˜)‖L2 ≤ Cκ−
3
2
(
1 + |κη|)− 34 .
Moreover, there holds
|∂Y Φ˜(Y )| ≤ Cκ−1
(
1 + |κη|)− 12 e−cκY
(
1+|κη| 12
)
,
‖Φ˜‖L2 + ‖Y ∂Y Φ˜‖L2 ≤ Cκ−
5
2
(
1 + |κη|)− 54 ,∥∥Y Φ˜∥∥
L2
+
∥∥Y 2∂Y Φ˜∥∥L2 ≤ Cκ− 72 (1 + |κη|)− 74 ,∥∥Y 2Φ˜∥∥
L2
+
∥∥Y 3∂Y Φ˜∥∥L2 ≤ Cκ− 92 (1 + |κη|)− 94 .
Proof. By Lemma B.1 and Lemma A.3, we have∣∣∣∣A0(t+B)A0(B)
∣∣∣∣ = ∣∣exp ( ln(A0(t+B))− ln(A0(B)))∣∣ =
∣∣∣∣∣exp
(∫ t
0
A′0
(
s+B
)
A0
(
s+B
)ds)
∣∣∣∣∣
≤ exp
(∫ t
0
Re
A′0
(
s+B
)
A0
(
s+B
)ds) ≤ exp(− ∫ t
0
max
(
1/3, c(1 + |s+B| 12 ))ds),
which along with Lemma A.3 implies∣∣∣∣A0(t+B)A0(B)
∣∣∣∣ ≤ exp(−max (t/3, c(1 + |B| 12 )t)) .(B.2)
Thanks to Re
A′0(z)
A0(z)
≤ min(−1/3,−c(1 + |z| 12 )) < 0, ∣∣∣∣ReA′0(z)A0(z)
∣∣∣∣ ≥ c(1 + |z| 12 ) and∣∣∣∣A0(z)A′0(z)
∣∣∣∣ =
∣∣∣∣A′0(z)A0(z)
∣∣∣∣
−1
≤
∣∣∣∣ReA′0(z)A0(z)
∣∣∣∣
−1
≤ c−1(1 + |z| 12 )−1.(B.3)
Now we are ready to show the estimates about A˜(Y ). Lemma B.1 gives
|A˜(Y )| =
∣∣∣∣∣A
′
0
(
κ(Y + η)
)
A′0(κη)
∣∣∣∣∣ =
∣∣∣∣A0(κη)A′0(κη
∣∣∣∣
∣∣∣∣∣A0
(
κ(Y + η)
)
A0(κη)
∣∣∣∣∣
∣∣∣∣∣A
′
0
(
κ(Y + η)
)
A0
(
κ(Y + η)
)
∣∣∣∣∣
≤ C(1 + |κη|)− 12 (1 + |κη|+ κY ) 12 e−cκY (1+|κη| 12 )
≤ Ce−cκY
(
1+|κη| 12
)
.
Then we find that
‖A˜‖L2 ≤ C
∥∥e−cκY (1+|κη| 12 )∥∥
L2
≤ Cκ− 12 (1 + |κη|)− 14 ,
‖Y A˜‖L2 ≤ C
∥∥Y e−cκY (1+|κη| 12 )∥∥
L2
≤ Cκ− 32 (1 + |κη|)− 34 ,
‖Y 2A˜‖L2 ≤ C
∥∥Y 2e−cκY (1+|κη| 12 )∥∥
L2
≤ Cκ− 52 (1 + |κη|)− 54 .
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Now we turn to deal with Φ˜(Y ). By duality argument and Hardy’s inequality, we obtain
‖(∂Y Φ˜, αΦ˜)‖2L2 =
∣∣〈A˜, Φ˜〉∣∣ ≤ ‖Y A˜‖L2∥∥Φ˜/Y ∥∥L2 ≤ 2‖Y A˜‖L2‖∂Y Φ˜‖L2 ,
which gives
‖(∂Y Φ˜, αΦ˜)‖L2 ≤ 2‖Y A˜‖L2 ≤ Cκ−
3
2
(
1 + |κη|)− 34 .
By Lemma A.2 and |A˜(Y )| ≤ Ce−cκ
(
1+|κη| 12
)
Y , we have∣∣∣−e−αY ∂Y Φ˜(Y )∣∣∣ =
∣∣∣∣
∫ +∞
Y
A˜(Z)e−αZdZ
∣∣∣∣ ≤
∫ +∞
Y
Ce−cκ
(
1+|κη| 12
)
Ze−αZdZ
≤ C(cκ(1 + |κη| 12 )+ α)−1e−cκ(1+|κη| 12 )Y−αY
≤ Cκ−1(1 + |κη| 12 )−1e−cκ(1+|κη| 12 )Y−αY .
Therefore, we obtain
|∂Y Φ˜(Y )| ≤ Cκ−1(1 + |κη|)−
1
2 e−c
(
1+|κη| 12
)
κY ,
which implies∥∥Y ∂Y Φ˜∥∥L2 ≤ Cκ−1(1 + |κη|)− 12∥∥Y e−c
(
1+|κη| 12
)
κY
∥∥
L2
≤ Cκ− 52 (1 + |κη|)− 54 ,∥∥Y 2∂Y Φ˜∥∥L2 ≤ Cκ−1(1 + |κη|)− 12∥∥Y 2e−c
(
1+|κη| 12
)
κY
∥∥
L2
≤ Cκ− 72 (1 + |κη|)− 74 ,∥∥Y 3∂Y Φ˜∥∥L2 ≤ Cκ−1(1 + |κη|)− 12∥∥Y 3e−c
(
1+|κη 12
)
κY
∥∥
L2
≤ Cκ− 92 (1 + |κη|)− 94 .
For β = {0, 1, 2}, we have
(2β + 1)‖Y βΦ˜‖2L2 =
〈|Φ˜|2, ∂Y (Y 2β+1)〉 = −〈∂Y (|Φ˜|2), Y 2β+1〉
= −2Re〈Y βΦ˜, Y β+1∂Y Φ˜〉 ≤ 2
∥∥Y βΦ˜∥∥
L2
∥∥Y β+1∂Y Φ˜∥∥L2 .
Then we obtain∥∥Y βΦ˜∥∥
L2
≤ 2
2β + 1
∥∥Y β+1∂Y Φ˜∥∥L2 ≤ Cκ− 5+2β2 (1 + |κη|)− 5+2β4 .

Lemma B.3. Let κ > 0 and Imη < 0. Then it holds that
|∂Y Φ˜(0)| ≥ C−1(1 + |κη|)−
1
2 (κ+ 3α)−1.
Proof. By Lemma A.2, we have
−∂Y Φ˜(0) =
∫ +∞
0
A˜(Y )e−αY dY =
∫ +∞
0
Ai
(
ei
pi
6 κ(Y + η)
)
Ai
(
ei
pi
6 κη
) e−αY dY
=
∫ +∞
0
A′0
(
κ(Y + η)
)
A′0(κη)
e−αY dY
= − A0(κη)
κA′0(κη)
−
∫ +∞
0
A0
(
κ(Y + η)
)
κA′0(κη)
∂Y
(
e−αY
)
dY,
which along with Lemma B.2 gives
κ|A′0(κη)||∂Y Φ˜(0)| ≥
∣∣A0(κη)∣∣ −
∫ +∞
0
∣∣A0(κ(Y + η))∣∣∣∣∂Y (e−αY )∣∣dY
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≥ ∣∣A0(κη)∣∣ −
∫ +∞
0
e−κY/3
∣∣A0(κη)∣∣∣∣∂Y (e−αY )∣∣dY
=
∣∣A0(κη)∣∣ + ∣∣A0(κη)∣∣
∫ +∞
0
e−κY/3∂Y
(
e−αY
)
dY
=
κ
3
∣∣A0(κη)∣∣
∫ +∞
0
e−κY/3−αY dY
=
∣∣A0(κη)∣∣ κ
κ+ 3α
,
which along with Lemma B.1 gives
|∂Y Φ˜(0)| ≥
∣∣A0(κη)∣∣
(κ+ 3α)|A′0(κη)|
≥ C−1(1 + |κη|)− 12 (κ+ 3α)−1.

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