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A LOCAL CONVERSE THEOREM FOR U(1, 1)
QING ZHANG
Abstract. In this paper, we define a γ-factor for generic representations of U(1, 1)×ResE/F (GL1)
and prove a local converse theorem for U(1, 1) using the γ-factor we defined. We also give a new
proof of the local converse theorem for GL2 using a γ-factor of GL2×GL2 type which was originally
defined by Jacquet in [J].
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Introduction
Let E/F be a quadratic extension of number fields and H = U(1, 1) be the quasi-split unitary
group of rank 2 defined for E/F . In §7 of [GRS], Gelbart, Rogawski and Soudry defined a global zeta
integral for U(1, 1) × ResE/F (GL1), proved that it is Eulerian and did the unramified calculation.
This global zeta integral is an analogue of the integral defined for Sp2n × GLn case considered by
Gelbart and Piatetski-Shapiro in [GPS] (the method C in [GPS]).
In this paper, we will show the existence of the local γ-factors for U(1, 1) × ResE/F (GL1) and
obtain a local converse theorem for U(1, 1) except when E/F is ramified and the residue characteristic
of F is 2. In the following, we describe our results in more details. For the local group H(Fv), there
are 2 cases to consider. At a non-split place v of F , we have H(Fv) = U(1, 1)(Fv), where U(1, 1) is
defined for the local extension Ew/Fv where w is the unique place of E above v. At a split place v
of F , we have H(Fv) = GL2(Fv). In this paper, we consider the two local cases separately.
We first consider the local U(1, 1) case. Assume that E/F is a quadratic extension of p-adic fields
and H = U(1, 1)(F ). We fix an additive character ψ of F , which is also viewed as a character of the
upper triangular unipotent subgroup N of H . We also fix an element κ ∈ F× − NmE/F (E
×) and
consider the character ψκ defined by ψκ(x) = ψ(κx). Let π be an infinite dimensional irreducible
smooth representation of H . Then H is either ψ-generic or ψκ-generic, see §1. Let χ be a character
E1, where E1 is the norm one subgroup of E, and µ be a character of E× such that µ|F× is the local
class field theory character associated with E/F , we then have an irreducible Weil representation
ωµ,ψ−1,χ of U(1, 1). Let η be a quasi-character of E
× and s ∈ C, we can consider the induced
representation IndHB (η| |
s−1/2), where B is the upper triangular Borel subgroup. We assume that
the product of the central character of π, ωµ,ψ−1,χ and Ind
H
B (η| |
s−1/2) is trivial, and we call our
given datum are compatible if it is the case. Suppose π is ψ-generic. Given W ∈ W(π, ψ), fs ∈
IndHB (ηs), φ ∈ S(E,χ), where S(E,χ) is the space of the Weil representation of ωµ,ψ−1,χ, see §1,
1
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then the local zeta integral of [GPS] is
Ψ(W,φ, fs) =
∫
ZN\H
W (g)(ωµ,ψ−1,χ(g)φ)(1)fs(g)dg,
where Z is the center of H .
The intertwining operator on the induced representations will give a γ-factor γ(s, π, ωµ,ψ−1,χ, η)
by a standard uniqueness property, see §2. Note that if π is both ψ- and ψκ-generic, there are two
γ-factors γ(s, π, ωµ,ψ−1 , η) and γ(s, π, ωµ,ψ−1κ ,χ, η). Our first result shows that they are essentially
the same:
Theorem 0.1 (Proposition 2.14). Let (π, V ) be an irreducible smooth representation of H which is
both ψ- and ψκ-generic. Then
γ(s, π, ωµ,ψ−1κ ,χ, η) = η(κ)|κ|
2s−1
F γ(s, π, ωµ,ψ−1,χ, η).
The main result of this paper is the following
Theorem 0.2 (Theorem 3.9, Local converse theorem and the stability of γ-factors for U(1, 1)).
Suppose that E/F is unramified, or E/F is ramified but the residue characteristic is not 2. Let π, π′
be two irreducible smooth ψ-generic representations of U(1, 1)(F ) with the same central character.
(1) If γ(s, π, ωµ,ψ−1,χ, η) = γ(s, π
′, ωµ,ψ−1,χ, η) for all compatible quasi-characters η of E
× and
characters µ of E1, then π ∼= π′.
(2) If η is highly ramified, then γ(s, π, ωµ,ψ−1,χ, η) = γ(s, π
′, ωµ,ψ−1,χ, η).
In [Ba1] and [Ba2], E.M Baruch proved the local converse theorem for GSp4 and U(2, 1) using
Howe vectors. Our proof of the above theorem follows Baruch’s method closely. In particular,
our main tool is also Howe vectors. The main difference is that we need to deal with the Weil
representation.
Next, we consider the GL2 case, which should be viewed as the local theory of the global U(1, 1)
integral at the split places as we mentioned before. In this case, the Weil representation is ωψ−1,χ
(µ is trivial in this case) is the induced representation IndHB (1⊗ χ). It turns out that the local zeta
integral of [GRS] is in fact the local zeta integral for the representation π × Ind(1 ⊗ χ) ⊗ η which
was originally defined by Jacquet in [J]. The analogue of Theorem 0.2 is also true:
Theorem 0.3 (Theorem 5.11, Local converse theorem and the stability of γ-factors for GL2). Let
π, π′ be two irreducible smooth ψ-generic representations of GL2(F ) with the same central character.
(1) If γ(s, π, ωψ−1,χ, η) = γ(s, π
′, ωψ−1,χ, η) for all compatible quasi-characters η of F
× × F×,
then π ∼= π′.
(2) If η is highly ramified, then γ(s, π, ωµ,ψ−1,χ, η) = γ(s, π
′, ωµ,ψ−1,χ, η).
In [J], Jacquet showed the multiplicativity of the γ-factors: γ(s, π, ωψ−1,χ, η) = γ(s, π, χη)γ(s, π, η).
From this and Part (1) of Theorem 0.3, we get the classical local converse theorem for GL2 which
was originally proved by Jacquet-Langlands, [JL].
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Notations
Let F be a local field, and E/F be a quadratic extension. For x ∈ E, let x → x¯ be the unique
nontrivial action in Gal(E/F ). Let ǫE/F : F
× → {±1} be the class field theory character of E/F .
Let E1 = {x ∈ E : xx¯ = 1}. Let (W, 〈 , 〉) be the skew Hermitian vector space of dimension 2 with
〈w1, w2〉 = w1J1
tw¯2,
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where wi ∈W is viewed as a row vector and J1 =
(
1
−1
)
. Let H = U(1, 1) be the isometry group
of W , i.e.,
H = {g ∈ GLE(W )|〈w1g, w2g〉 = 〈w1, w2〉, ∀w1, w2 ∈W} =
{
g ∈ GL2(E)| gs
tg¯ = s
}
.
Let B be the upper triangular subgroup of H , then B = TN with
T =
{
t(a) :=
(
a
a¯−1
)
: a ∈ E×
}
, N =
{
n(b) :=
(
1 b
1
)
, b ∈ F
}
.
Let Z =
{
t(a) : a ∈ E1
}
be the center of H and R = ZN . We denote N¯ (resp. B¯) the lower
triangular unipotent subgroup (resp. lower triangular subgroup) of U(1, 1). For x ∈ F , we denote
n¯(x) =
(
1
x 1
)
∈ N¯.
1. Weil representations of U(1, 1)
1.1. An exact sequence. Let ψ be a nontrivial additive character of F which is viewed as a
character of N by the natural isomorphism N ∼= F . Fix an element κ ∈ F× − Nm(E×). Let
(π, V ) be an infinite dimensional representation of B. As a representation of N , (π, V ) is smooth.
As a smooth module over N , we have S(N).V = V , see 2.5 of [BZ1], where S(N) is the space of
Bruhat-Schwartz functions on N . Here we also view S(N) the Hecke algebra on N . By Fourier
inversion formula, we have an isomorphism S(N) ∼= S(Nˆ ), where Nˆ is the dual group of N . Under
this isomorphism, we have S(Nˆ).V = V . Thus there is a sheaf V on Nˆ such that Vc = V , see 1.14
of [BZ1]. Consider the action of B on Nˆ as follows: for ψ ∈ Nˆ , and b ∈ B, define
b.ψ(n) = ψ(b−1nb).
This gives an action of B on V . The action of B on Nˆ has 3 orbits, {0}, Nˆ1 = {b.ψ : b ∈ B} and
Nˆ2 = {b.ψκ : b ∈ B}. Note that Nˆ1 ∪ Nˆ2 is open in Nˆ . The stabilizer of ψ is R. By 2.23 and 5.10
of [BZ1], we have
V(Nˆ1) = ind
B
R(VN,ψ), and V(Nˆ2) = ind
B
R(VN,ψκ),
where indBR denote the non-normalized compact induction. Now the exact sequence
0→ V(Nˆ1)⊕ V(Nˆ2)→ V(Nˆ)→ V({0})→ 0,
see 1.16 of [BZ1], can be identified with
(1.1) 0→ indBR(VN,ψ)⊕ ind
B
R(VN,ψκ)→ V → VN → 0.
We call (π, V ) is ψ (resp. ψκ)-generic if VN,ψ (resp. VN,ψκ) is nonzero. If VN,ψ 6= 0, then a nonzero
element
λ ∈ HomN (V, ψ) = Hom(VN,ψ,C)
is called a ψ-th Whittaker functional of (π, V ).
Proposition 1.1. Let (π, V ) be an irreducible smooth admissible representation of H = U(1, 1)(F ).
Then we have
(1) if VN,ψ 6= 0, then VN,ψaa¯ 6= 0 for any a ∈ E
×;
(2) if VN,ψ = VN,ψκ = 0, then V has finite dimension;
(3) we have dimVN,ψ ≤ 1 and dimVN,ψκ ≤ 1; if dimVN,ψ = 1, then ind
B
R(VN,ψ) is an irreducible
representation of B. Moreover, indBR(VN,ψ) is not equivalent to ind
B
R(VN,ψκ) if at least one
of them is nonzero.
Proof. (1) If λ ∈ HomN (V, ψ), it is easy to check that λ ◦ π(t(a)) ∈ HomN (V, ψaa¯).
(2) The assertion follows from the exact sequence (1.1).
(3) The first part is the uniqueness of the Whittaker model and is well-known. Suppose that
dimVN,ψ = 1. The proof of the fact that ind
B
R(VN,ψ) is irreducible is similar to the proof of
the corresponding statement in the GLn case, see 5.13 of [BZ1]. We give a sketch here. Let V
′
1
be a nonzero B submodule of V ′ := indBR(VN,ψ). It is not hard to check that (V
′
1)N = 0 and
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(V ′1)N,ψκ = 0 by Jacquet-Langlands Lemma, 2.33 of [BZ1]. Thus by the exact sequence (1.1), we
have V ′1 = ind
B
R((V
′
1 )N,ψ). In particular, we have (V
′
1)N,ψ 6= 0. On the other hand, if we take V
′
1 = V1
in the above argument, we obtained V ′ = indBR(V
′
N,ψ). Since ind
B
R(VN,ψ) = V
′ = indBR(V
′
N,ψ) and
VN,ψ has dimension one, we conclude dim V
′
N,ψ = 1. By the exactness of Jacquet functors we have
0 6= (V ′1)N,ψ →֒ (V
′)N,ψ. Thus (V
′
1)N,ψ = (V
′)N,ψ, and V
′
1 = ind
B
R((V
′
1 )N,ψ) = ind
B
R((V
′)N,ψ) = V
′.
This shows that the only nonzero B-submodule of V ′ is V ′ itself, and thus V ′ is an irreducible
B-module.
Suppose that both of VN,ψ and VN,ψκ are nonzero. As we mentioned before, one can check that
(indBR(VN,ψ))N,ψκ = 0 but (ind
B
R(VN,ψκ))N,ψκ 6= 0, thus ind
B
R(VN,ψ) is not equivalent to ind
B
R(VN,ψκ).
This completes the proof. 
If (π, V ) is a representation of U(1, 1) such that exactly one of VN,ψ and VN,ψκ is nonzero, we call
π is exceptional.
We will show that the Weil representations provide examples of exceptional representations.
1.2. Weil representations. Let V be a Hermitian space of dimension 1. We have the dual pair
U(V ) × U(W ), recall that U(W ) = U(1, 1). For a character µ of E× with µ|F× = ǫE/F , we have
a splitting sµ : U(V ) × U(W ) → Mp(V ⊗W ), see [HKS] for example. For a nontrivial additive
character ψ of F , we then have a Weil representation ωV,ψ,µ of U(V )×U(W ) on S(V ) = S(E). We
have the following formulas
ω(g, 1)φ(x) = φ(g−1x), g ∈ U(V ),(1.2)
ω(1, t(a))φ(x) = µ(a)|a|1/2φ(xa)(1.3)
ω(1, n(b))φ(x) = ψ((bx, x)V )φ(x)(1.4)
ω(1, w)φ(x) = γψ
∫
V
ψ(−trE/F (x, y)V )φ(y)dy,(1.5)
where in the last formula,
w =
(
1
−1
)
is the unique nontrivial Weyl group element of U(1, 1), γψ is the Weil index, and dy is the measure
on V which is self-dual for the Fourier transform defined by Eq.(1.5).
Proposition 1.2. (1) For a ∈ Nm(E×), we have ωV,ψa,µ
∼= ωV,ψ,µ.
(2) As a representation of U(W ) = U(1, 1), the restriction of the representation ωV,µ,ψ to Z ∼=
E1 is fully reducible. For a character χ of Z ∼= E1, let ωV,µ,ψ,χ be the representation of
U(1, 1) on the χ-eigenspace S(E,χ) in (ωV,µ,ψ,S(E)), then ωV,µ,ψ,χ is irreducible. Moreover,
ωV,µ,ψ,χ is supercuspidal if χ is nontrivial, and ωV,µ,ψ,1 is a direct summand of Ind
H
B (µ),
where 1 means the trivial character of E1, and IndHB (µ) is the normalized induction.
This is a special case of the general theorem of Kudla in the symplectic case and then Moeglin-
Vigneras-Waldspurger. See p.69 of [MVW], or Proposition 2.5.1 of [GR].
For a ∈ F×, let Va be the 1-dimensional Hermitian space with Va = E, and the Hermitian
structure Qa(x, y) = axy¯. We will write ωa,µ,ψ (resp. ωa,µ,ψ,χ) for ωVa,µ,ψ (resp. ωVa,µ,ψ,χ) and
ωµ,ψ (resp. ωµ,ψ,χ) for ω1,µ,ψ (resp. ω1,µ,ψ,χ).
Proposition 1.3. We fix a κ ∈ F× −Nm(E×).
(1) For a ∈ F×, we have ωa,µ,ψ,χ ∼= ωµ,ψa,χ.
(2) The representation ωµ,ψ,χ is ψ-generic but not ψκ-generic. Similarly, ωµ,ψκ,χ is ψκ-generic
but not ψ-generic. Thus ωµ,ψa,χ is an exceptional representation of U(1, 1) for all a ∈ F
×.
Proof. (1) In fact, the identity map S(E,χ) → S(E,χ) defines an isomorphism ωa,µ,ψ,χ ∼= ωµ,ψa,χ,
see Corollary 6.1 of [K], page 40.
(2) This is in fact proved in [KS]. We also include a proof here. Denote (π, V ) the representation
(ωµ,χ,ψ,S(E,χ)) temporarily. We claim that V = V (N,ψκ), i.e., VN,ψκ = 0. Given φ ∈ V = S(E,χ),
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by Jacquet-Langlands’ Lemma, 2.33 of [BZ1], we have φ ∈ V (N,ψκ) if and only if there is an open
compact subgroup N ′ ⊂ N such that∫
N ′
ψ−1κ (n)π(n)φdn = 0,
or for all x ∈ Supp(φ),
(1.6)
∫
N ′
ψ(n(xx¯ − κ))dn ≡ 0.
Since Supp(φ) is compact and κ /∈ Nm(E×), we can find an open compact subgroup N ′ such that
ψ(n(xx¯− κ)) is a nontrivial character on N ′ for all x ∈ Supp(φ). Then for this N ′, (1.6) holds, i.e.,
φ ∈ V (N,ψκ). Thus VN,ψκ = 0 and ωµ,ψ,χ is not ψκ-generic. It is clear that ωµ,χ,ψ is ψ-generic. 
Lemma 1.4. Define a linear functional λµ,ψ,χ : S(E,χ)→ C by
λµ,ψ,χ(φ) = φ(1).
Then λµ,ψ,χ is a nonzero Whittaker functional of ωµ,ψ,χ.
Proof. For n(x) ∈ N , we have
λµ,ψ,χ(ω(n(x))φ) = ω(n(x))φ(1) = ψ(x)φ(1).
Thus λµ,ψ,χ is a Whittaker functional. It is clear that λµ,ψ,χ is nonzero. 
If χ = 1 is the trivial character of E1, we have ωµ,ψ,1 ⊂ Ind
H
B (µ). Kudla and Sweet analyzed the
embedding in [KS]. In the U(1, 1) case, the main result of [KS] is the following
Theorem 1.5 (Kudla-Sweet). Let µ be a character of E×, and s ∈ C. We normalize (s, µ) as in
page 255 of [KS]. Let I(s, µ) = IndHB (µ| |
s). Then
(1) If µ|F× 6= 1, and µ|F× 6= ǫE/F . Then I(s, µ) is irreducible.
(2) If µ|F× = 1, then I(s, µ) is irreducible except when s = ±
1
2 . If s = ±
1
2 , I(s, µ) has length 2,
and one irreducible component is has dimension 1.
(3) If µ|F× = ǫE/F , then I(s, µ) is irreducible except when s = 0. If s = 0, we have
I(0, µ) = ωµ,ψ,1 ⊕ ωµ,ψκ,1.
2. Local zeta integrals for U(1, 1)
2.1. The Local Zeta Integral. Let ψ be a fixed nontrivial additive character on F . Let (π, V ) be
a ψ-generic irreducible smooth representation of H = U(1, 1)(F ) and let ωπ be the central character
of π. Let µ be a character of E× such that µ|F× = ǫE/F . For a character χ of E
1, we can consider
the Weil representation ωµ,ψ−1,χ of H = U(1, 1). For a character η of E
×, s ∈ C, let η| |s−1/2 be
the character of B defined by
η| |s−1/2(nt(a)) = η(a)|a|
s−1/2
E , a ∈ E
×, n ∈ N.
Let IndHB (η| |
s−1/2) be the normalized induced representation of H , which consists smooth functions
on H such that
f(bh) = η| |s(b)f(h), b ∈ B, h ∈ H.
We assume that our datum π, µ, χ, and η satisfy the condition
(2.1) ωπ · µχ · η|E1 = 1.
For W ∈ W(π, ψ), φ ∈ S(E,χ), fs ∈ Ind
H
B (η| |
s−1/2), we consider the local zeta integral
Ψ(W,φ, fs, ωµ,ψ−1,χ) =
∫
R\H
W (h)(ωµ,ψ−1,χ(h)φ)(1)fs(h)dh.
There is a projection S(E) → S(E,χ) defined by φ 7→ φχ, where
φχ(a) =
∫
E1
χ−1(u)φ(ua)du.
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If we start from an element φ ∈ S(E), and consider Ψ′(W,φ, fs) := Ψ(W,φχ, fs), then
Ψ′(W,φ, fs, ωµ,ψ−1,χ) =
∫
N\H
W (h)(ωµ,ψ−1(h)φ)(1)fs(h)dh.
Remark: (1) The term ωµ,ψ−1,χ(h)φ(1) is the Whittaker function of the Weil representation asso-
ciated with the vector φ.
(2) The integral Ψ′(W,φ, fs, ωµ,ψ−1,χ) is the local zeta integral in §7 of [GRS].
(3) In the notation Ψ(W,φ, fs, ωµ,ψ−1,χ), we add ωµ,ψ−1,χ to emphasize that the integral is defined
in a way depending on the Weil representation ωµ,ψ−1,χ. If the Weil representation ωµ,ψ−1,χ is clear
from the context, we will write Ψ(W,φ, fs, ωµ,ψ−1,χ) as Ψ(W,φ, fs) for simplicity.
Lemma 2.1. The integral Ψ(W,φ, fs) is absolutely convergent for Re(s) >> 0, and defines a rational
function of q−sE . Moreover, each Ψ(W,φ, fs) can be written with a common denominator determined
by π, ωµ,ψ−1,χ and η.
Proof. This follows from a gauge estimate of the Whittaker function W . The proof is similar to the
proof of the well-known GLn case which can be found in [JPSS] or [C] for example. We omit the
details. 
2.2. The normalized local zeta integral and the local L-factor. We follow [Ba1] to give a
parametrization of the induced representation of IndHB (η| |
s−1/2) using the Bruhat-Schwartz function
space S(F 2). Let ψ′ be another fixed additive character of F which can be the same or different
with ψ. For Φ ∈ S(F 2), we define the Fourier transform with respect to ψ′ by:
Φˆ(x, y) =
∫
Φ(u, v)ψ′(yu− xv)dudv.
Let g ∈ GL(2, F ). Set (gΦ)(x, y) = Φ((x, y)g). Then
(gΦ)̂ = | det g|−1F g
′Φˆ,
where g′ = diag(det(g)−1, det(g)−1)g. For s ∈ C, g ∈ GL(2, F ),Φ ∈ S(F 2) and a character η of E×,
we consider
z(s, g,Φ, η) =
∫
F×
(gΦ)(0, r)η(r)|r|sEdr.
The above integral is absolutely convergent for Re(s) >> 0 and defines a meromorphic function on
C.
Note that SL2(F ) is a subgroup of H . The determinant map det : H → E
1 induces an exact
sequence
1→ SL2(F )→ H → E
1 → 1,
i.e., SL2 = SU(1, 1).
By Hilbert’s Theorem 90, for h ∈ H , we can find a ∈ E× such that h = t(a)g for some g ∈ SL2(F ).
The decomposition h = t(a)g is not unique. We define
(2.2) f(s, h,Φ, η) = η(a)|a|sz(s, gΦ, η).
By Lemma 2.5 of [Ba1], the definition of f is independent of choice of the decomposition of h. It
is clear that f ∈ IndHB (η| |
s−1/2). By Lemma 4.2 of [Ba1], there exists s0 ∈ R such that for every s
with Re(s) > s0 and f ∈ Ind
H
B (η| |
s−1/2), there exists Φ ∈ S(F 2) such that
f(s, h,Φ, η) = f(h).
We assume π, µ, χ and η satisfy the condition (2.1). We define
(2.3) Ψ(s,W, φ,Φ, η, ωµ,ψ−1,χ) =
∫
R\H
W (h)(ωµ,ψ−1,χ(h)φ)(1)f(s, h,Φ, η)dh.
Remark: Again, if the Weil representation ωµ,ψ−1,χ is clear from the context, we will omit that
from the notation and just write Ψ(s,W, φ,Φ, η).
By Lemma 2.1, for Re(s) >> 0, the local zeta integral Ψ(s,W, φ,Φ, η) is absolutely convergent
and defines a rational function of q−sE .
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Let I(s, π, ωµ,ψ−1,χ, η) be the subspace of C(q
−s
E ) spanned by Ψ(s,W, φ,Φ, η, ωµ,ψ−1aa¯ ,χ) for W ∈
W(π, ψaa¯), φ ∈ S(E,χ),, a ∈ E
×, Φ ∈ S(F 2). Note that if π is ψ-generic, then it is also ψaa¯-generic
for all a ∈ E×.
Proposition 2.2. The space I(s, π, ωµ,ψ−1,χ, η) is a C[q
s
E , q
−s
E ]-fractional ideal. There is a unique
generator L(s, π, ωµ,ψ−1,χ, η) of I(s, π, ωµ,ψ−1,χ, η) of the form P (q
−s
E )
−1 for P (X) ∈ C[X ] and
P (1) = 1.
Proof. For φ ∈ S(E,χ), a ∈ E×, define φa(x) = φ(ax). One can check that φ 7→ φa defines an
isomorphism ωµ,ψ−1,χ ∼= ωµ,ψ−1aa¯ ,χ. In particular, we have (ωµ,ψ
−1,χ(h)φ)a(x) = (ωµ,ψ−1aa¯ ,χ(h)φa)(x).
Let W ∈ W(π, ψ) and a ∈ E× , we define Wa(h) = W (t(a)h). Then Wa ∈ W(π, ψaa¯). Take
φ ∈ S(E,χ), we have
Ψ(s,Wa, φa,Φ, η, ωµ,ψ−1aa¯ ,χ
)
=
∫
R\H
W (t(a)h)ωµ,ψ−1aa¯ ,χ(h)φa(1)f(s, h,Φ, η)dh
=
∫
R\H
W (t(a)h)ωµ,ψ−1,χ(h)φ(a)f(s, h,Φ, η)dh
= µ(a)−1|a|−1/2
∫
R\H
W (t(a)h)ωµ,ψ−1,χ(t(a)h)φ(1)f(s, h,Φ, η)dh
= µ(a)−1|a|−1/2
∫
R\H
W (h)ωµ,ψ−1,χ(h)f(s, t(a)
−1h,Φ, η)dh
= µ(a)−1η(a)−1|a|
−s−1/2
E Ψ(s,W, φ,Φ, η, ωµ,ψ−1,χ).
If we take a to be a prime element of E, then |a|E = q
−1
E . Thus I(s, π, ωµ,ψ−1,χ, η) is closed under
multiplication by qsE . Since Ψ(s,W, θ,Φ, η) has bounded denominators, it is a C[q
−s
E , q
s
E ]-factional
ideal. Since C[qsE , q
−s
E ] is a principal ideal domain, it has a generator. To show the generator has
the given form, it suffices to show that we can find W,φ,Φ such that
Ψ(s,W, φ,Φ, η) = 1.
This will be proved in next section using Howe vectors, see the proof of Theorem 3.9 and Remark
3.10. 
The next Lemma says that, when E/F is unramified, to obtain the whole ideal I(s, π, ωµ,ψ−1,χ, η),
we do not have to vary a ∈ E×.
Lemma 2.3. Suppose E/F is unramified. Let I ′(s, π, ωµ,ψ−1,χ, η) be the space spanned by Ψ(s,W, φ,Φ, η)
for W ∈ W(π, ψ), φ ∈ S(E,χ), and Φ ∈ S(F 2). Then I ′(s, π, ωµ,ψ−1,χ, η) is a fractional ideal and
I ′(s, π, ωµ,ψ−1,χ, η) = I(s, π, ωµ,ψ−1,χ, η).
Proof. Let a ∈ F×, consider
Φa(x) = Φ(ax), x ∈ F
2.
Notice that f(s, h,Φa, η) = η
−1(a)|a|−sE f(s, h,Φ, η). Thus
Ψ(s,W, φ,Φa, η) = η
−1(a)|a|−sE Ψ(s,W, φ,Φ, η).
Since E/F is unramified, we can take a to be a prime element of E and a ∈ F , then |a|E = q
−1
E .
Thus I ′ is a fractional ideal. From the calculation in the proof of Proposition 2.2, we have
Ψ(s,Wa, φa,Φ, η, ωµ,ψ−1aa¯ ,χ
) = µ−1(a)|a|−1/2Ψ(s,W, φ,Φa, η, ωµ,ψ−1,χ).
Thus I = I ′. 
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2.3. The Local Functional Equation. Consider the intertwining operator
M(s) : IndHB (η| |
s−1/2)→ IndHB (η
∗| |1/2−s)
(M(s)fs)(h) =
∫
N
fs(wnh)dn,
with w =
(
1
−1
)
. It is well-known that this operator is well-defined for Re(s) >> 0 and can be
meromorphically continued to all s ∈ C.
By Lemma 14.7.1 of [J], there is a meromorphic function c0(s) such that
(M(s)f(s, ·,Φ, η))(h) = c0(s)f(1− s, h, Φˆ, η
∗),
where Φˆ is the Fourier transform defined by ψ′ and we omit ψ′ from the notation.
Corollary 2.4. For Re(s) > 0, there are unique H-invariant trilinear forms βs and β
′
s onW(π, ψ)×
ωµ,ψ−1,χ × Ind
H
B (η| |
s−1/2) such that if f is the function defined by f(h) = f(s, h,Φ, η), then
βs(W,φ, f) = Ψ(s,W, φ,Φ, η),
and
β′s(W,φ, f) = Ψ(1− s,W, φ, Φˆ, η
∗).
Let Ts be the space of H-invariant trilinear forms on W(π, ψ)× S(E,χ) × Ind
H
B (η| |
s−1/2).
Proposition 2.5. Except for a finite number of values of q−sE , we have
dim Ts = 1.
This proposition can be viewed as a special case of the uniqueness of the Fourier-Jacobi model,
which was proved by Binyong Sun in [Su]. We also include a proof here based on the method Jacquet
used in [J].
To prove Proposition 2.5, we need the following
Lemma 2.6. Let (π, Vπ) be an irreducible representation of H, (σ, Vσ) be an irreducible exceptional
representation of H, ν be a quasi-character of E×. Then except a finite number of values of qsE ,
there is at most one bilinear form Bs : Vπ × Vσ → C such that
(2.4) Bs(π(b)v, σ(b)v
′) = νs(b)Bs(v, v
′), ∀b ∈ B,
where for b = t(a)n(x) ∈ B, νs is defined by νs(b) = ν(a)|a|
s
E .
Proof. We suppose that σ is ψ-generic. Let Bs and B
′
s be two nonzero bilinear forms Vπ × Vσ → C
satisfying (2.4). By Proposition 1.1, Vπ(N) = ind
B
R((Vπ)N,ψ) ⊕ ind
B
R((Vπ)N,ψκ) is a sum of two
non-equivalent irreducible B-modules (one of them might be zero), Vσ(N) = ind
B
R((Vσ)N,ψ) is an
irreducible B-module. Thus there is a constant c(s) such that B′s|Vpi(N)×Vσ(N) = c(s)Bs|Vpi(N)×Vσ(N).
For v ∈ Vπ , n ∈ N, v
′ ∈ Vσ(N), since νs(n) = 1, we have
Bs(v, v
′ − σ(n−1)v′) = Bs(v, v
′)− Bs(π(n)v, v
′) = Bs(v − π(n)v, v
′).
Similarly
B′s(v, v
′ − σ(n−1)v′) = B′s(v − π(n)v, v
′).
Since v − π(n)v ∈ Vπ(N), v
′ ∈ Vσ(N), we have
(2.5) B′s(v, v
′ − σ(n−1)v′) = B′s(v − π(n)v, v
′) = c(s)Bs(v − π(n)v, v
′) = c(s)Bs(v, v
′ − σ(n−1)v′).
Since V Nσ = {0}, we can find v
′ ∈ Vσ(N), n ∈ N such that v
′ − σ(n−1v′) 6= 0. Since Vσ(N) is
irreducible, we get
(2.6) B′s|Vpi×Vσ(N) = c(s)Bs|Vpi×Vσ(N)
by (2.5).
For v ∈ Vπ , n ∈ N, v
′ ∈ Vσ, similar to (2.5), we have
B′s(v − π(n)v, v
′) = B′s(v, v
′ − σ(n−1)v′) = c(s)Bs(v, v
′ − σ(n−1)v′) = c(s)Bs(v − π(n)v, v
′),
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since v′ − σ(n−1)v′ ∈ Vσ(N) and by (2.6). Since Vπ(N) is spanned by v − π(n)v for v ∈ Vπ, n ∈ N ,
we get
(2.7) B′s|Vpi(N)×Vσ = c(s)Bs|Vpi(N)×Vσ .
By (2.6), (2.7), the bilinear form Cs = B
′
s − c(s)Bs is zero on Vπ × Vσ(N) and Vπ(N) × Vσ, thus
defines a linear form (Vπ)N ⊗ (Vσ)N → C such that
(2.8) Cs(π(b)v ⊗ σ(b)v
′) = νs(b)Cs(v ⊗ v
′).
Denote W the B-space (Vπ)N ⊗ (Vσ)N temporally. Then (2.8) implies that if CS is nonzero, then W
has a 1-dimensional quotient (νs,C). On the other hand, the space W has finite dimension, in fact
has at most dimension 2. Thus it has finite number 1-dimensional quotient χi. Thus if νs 6= χi, we
have Cs = 0, i.e., except for a finite number of values of q
s
E , Cs is identically zero, i.e.,
B′s ≡ c(s)Bs.

Proof of Proposition 2.5. In the following proof, we use IndHB (η| |
s) to denote the non-normalized
induction so that the Frobenius reciprocity has a simpler form. By Frobenius reciprocity, we have
Ts =HomH(π ⊗ ωµ,ψ−1,χ, Ind
H
B (η
−1| |1−s))
=HomB(π ⊗ ωµ,ψ−1,χ, η
−1| |1−s)
=HomB(π ⊗ η| |
s−1|B, ω˜µ,ψ−1,χ|B).
Note that ωµ,ψ−1,χ is exceptional, thus by Lemma 2.6, we have
dim Ts ≤ 1.
As noted in the proof of Proposition 2.2, in next section, we will show that there exists W ∈
W(π, ψ−1), φ ∈ S(E,χ) and Φ ∈ S(F 2) such that
Ψ(s,W, φ,Φ, η) = 1,
except a finite number value of qsE after meromorphic continuation. Thus dim Ts = 1. 
As a corollary of Corollary 2.4 and Proposition 2.5, we have
Corollary 2.7. There exists a meromorphic function γ(s, π, ωµ,ψ−1,χ, η, ψ
′) such that
Ψ(1− s,W, θ, Φˆ, η∗) = γ(s, π, ωµ,ψ−1,χ, η, ψ
′)Ψ(s,W, φ,Φ, η)
Note that in the notation, ψ is used to define the Weil representation ωµ,ψ−1,χ and ψ
′ is used to
define the Fourier transform Φˆ.
We also define the ǫ-factor
ǫ(s, π, ωµ,ψ−1,χ, η, ψ
′) = γ(s, π, ωµ,ψ−1,χ, η, ψ
′)
L(s, π, ωµ,ψ−1,χ, η)
L(1− s, π, ωµ,ψ−1,χ, η∗)
.
2.4. Dependence on ψ. In the definition, the γ-factor dependa on choices of ψ and ψ′. In this
section, we shall consider the (in)dependence on ψ and ψ′.
Lemma 2.8. For a ∈ E×, b ∈ F×, we have
L(s, π, ωµ,ψ−1aa¯ ,χ, η) = L(s, π, ωµ,ψ
−1,χ, η),
γ(s, π, ωµ,ψ−1aa¯ ,χ, η, ψ
′) = η(aa¯)|aa¯|2s−1F γ(s, π, ωµ,ψ−1,χ, η, ψ
′),
and
γ(s, π, ωµ,ψ−1,χ, η, ψ
′
b) = η(b)|b|
s−1
E γ(s, π, ωµ,ψ−1,χ, η, ψ
′).
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Proof. By definition, it is clear that I(s, π, ωµ,ψ−1aa¯ ,χ, η) = I(s, π, ωµ,ψ
−1,χ, η), and thus
L(s, π, ωµ,ψ−1aa¯ ,χ, η) = L(s, π, ωµ,ψ
−1,χ, η).
Let W ∈ W(π, ψ), φ ∈ S(E,χ), as in the proof of Proposition 2.2, we have Wa ∈ W(π, ψaa¯), φa ∈
S(E,χ), and
Ψ(s,Wa, φa,Φ, η, ωµ,ψ−1aa¯ ,χ) = µ(a)
−1η(a)−1|a|
−s−1/2
E Ψ(s,W, θ, η, ωµ,ψ−1,χ).
Similarly, we have
Ψ(1− s,Wa, φa, Φˆ, η
∗, ωµ,ψ−1aa¯ ,χ) = µ(a)
−1η(a¯)|a|
s−3/2
E Ψ(1− s,W, θ, Φˆ, η
∗, ωµ,ψ−1,χ).
Thus
γ(s, π, ωµ,ψ−1aa¯ ,χ, η, ψ
′) = η(aa¯)|a|2s−1E γ(s, π, ωµ,ψ−1,χ, η, ψ
′).
Denote the Fourier transform of Φ with respect to ψ′b by Φˆb, i.e.,
Φˆb(x, y) =
∫
F 2
Φ(u, v)ψ′b(yu− xv)dudv.
Then Φˆb(x, y) = Φˆ(bx, by). Thus we have
f(1− s, h, Φˆb, η
∗) = η(b)|b|s−1E f(1− s, h, Φˆ, η
∗).
By the functional equation, we get
γ(s, π, ωµ,ψ−1,χ, η, ψ
′
b) = η(b)|b|
s−1
E γ(s, π, ωµ,ψ−1,χ, η, ψ
′).

Remark: Since the dependence of the γ-factor on ψ′ is very simple, we usually take ψ′ = ψ and
drop it from the notation.
Lemma 2.8 shows that the dependence of the γ-factor on ψb for b ∈ NmE/F (E
×) is also simple.
Next, we need to consider the relation between γ(s, π, ωµ,ψ−1,χ, η) and γ(s, π, ωµ,ψ−1κ ,χ, η) for κ ∈
F× −NmE/F (E
×) if bote γ-factors are defined.
For any κ ∈ F×, we denote α(κ) = diag(κ, 1) ∈ GL2(F ). We can check if h =
(
a b
c d
)
∈ H , then
hκ := α(κ)hα(κ)−1 =
(
a κb
κ−1c d
)
∈ H.
We have (h1h2)
κ = hκ1h
κ
2 . We now fix κ ∈ F
× −NmE/F (E
×).
For an irreducible smooth representation (π, V ) of H , let (πκ, V κ) be the representation of H
defined by
V κ = V, and πκ(h) = π(hκ).
Lemma 2.9. As a vector space, we have
(V κ)N,ψκ = VN,ψ.
In particular, W(π, ψ) 6= 0 if and only if W(πκ, ψκ) 6= 0.
Proof. Consider the space
V κ(N,ψκ) = 〈π
κ(n)v − ψκ(n)v|n ∈ N, v ∈ V 〉.
Since πκ(n)v − ψκ(n)v = π(n
κ)v − ψ(nκ)v, we have V κ(N,ψκ) = V (N,ψ), and thus V
κ
N,ψκ
=
VN,ψ. 
Lemma 2.10. We have
(ωµ,ψ−1,χ)
κ ∼= ωµ,ψ−1κ ,χ.
Proof. We can check the identity map
(ωµ,ψ−1κ ,χ,S(E,χ)) → ((ωµ,ψ−1,χ)
κ,S(E,χ))
defines an isomorphism. 
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We define an involution h 7→ hδ on H by(
a b
c d
)δ
=
(
a¯ −b¯
−c¯ d¯
)
.
This is the so-called MVW-involution. For MVW-involution for more general unitary groups, see
[MVW], p91 or [KS], p270. For a smooth irreducible admissible representation π of H , it is known
that π˜ ∼= πδ, where πδ(h) = π(hδ).
Let w =
(
1
−1
)
. Let hα = w−1hδw, and let πα(h) = π(hα). Then πα ∼= π˜. Explicitly, we have(
a b
c d
)α
=
(
d¯ c¯
b¯ a¯
)
.
Recall that we use N¯ to denote lower triangular unipotent subgroup of H = U(1, 1) and for x ∈ F ,
we denote
n¯(x) =
(
1
x 1
)
.
Corollary 2.11. We have
HomN (π, ψ) 6= 0 if and only if HomN¯ (π˜, ψ) 6= 0.
Proof. For n(b) ∈ N with b ∈ F , we have n(b)α = n¯(b). Thus HomN (π, ψ) = HomN¯ (π
α, ψ). The
assertion follows from the fact that π˜ ∼= πα. 
The proof of the following theorem uses the Gelfand-Kazhdan’s method, and is inspired by the
proof of Theorem 4.4.2. of [Bu], the uniqueness of Whittaker functional for GL2.
Theorem 2.12. Let (π, V ) be an irreducible admissible representation of U(1, 1) such thatW(π, ψ) 6=
0 and W(π, ψκ) 6= 0, then
π ∼= πκ.
Proof. The condition means thatW(π, ψ′) 6= 0 for every nontrivial additive character ψ′ of F , which
is equivalent to W(π˜, ψ′) 6= 0 for every nontrivial additive character ψ′ of F by the isomorphism
π˜ ∼= πδ. Since each irreducible admissible representation π is a contragradient of another irreducible
admissible representation, it suffices to show that
π˜ ∼= (π˜)κ ∼= (πα)κ.
Let hβ = (hκ)α, and πβ(h) = π(hβ). Then πβ = (πα)κ. Thus it suffices to show that π˜ ∼= πβ .
Define hθ = (h−1)β = (hβ)−1. Explicitly, we have(
a b
c d
)θ
=
(
a −κ−1c
−κb d
)
.
We have (h1h2)
θ = hθ2h
θ
1 and (h
θ)θ = h. Moreover, we have Nθ = N¯ and N¯θ = N .
The assumption implies that HomN (π˜, ψ) 6= 0 and HomN (π˜, ψκ) 6= 0. We fix a nonzero element
µ ∈ HomN (π˜, ψκ). By Corollary 2.11, the condition HomN(π˜, ψ) 6= 0 is equivalent HomN¯ (π, ψ) 6= 0.
We fix a nonzero element λ ∈ HomN¯ (π, ψ).
The dual map µ∗ of µ : V˜ → C defines a map µ∗ : C→ V˜ ∗. The smoothness of µ shows that the
image of µ∗ is contained in ˜˜V ∼= V . We define a distribution T on S(H) by
T (f) = λ ◦ π(f) ◦ µ∗ ∈ End(C) ∼= C.
Let r be the right translation and l be the left translation action on S(H), i.e., r(h0)f(h) =
f(hh0), l(h0)f(h) = f(h
−1
0 h). Consider the action ρ of N¯ ×N on S(H) defined by
ρn¯1,n2f(h) = (l(n¯1)r(n2)f)(h) = f(n¯
−1
1 hn2), n¯1 ∈ N¯, n2 ∈ N.
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For all n¯1 ∈ N¯ , n2 ∈ N , we have
T (ρn¯1,n2f) = λ ◦
∫
H
f(n¯−11 hn2)π(h)dh ◦ µ
∗
= λ ◦
∫
H
f(h)π(n¯1) ◦ π(h) ◦ π(n
−1
2 )dh ◦ µ
∗
= λ ◦ π(n¯1) ◦ π(f) ◦ π(n
−1
2 ) ◦ µ
∗.
Since λ ◦ π(n¯1) = ψ(n¯1)λ and π(n
−1
2 ) ◦ µ
∗ = ψκ(n2)µ
∗, we get
(2.9) T (ρn¯1,n2f) = ψ(n¯1)ψκ(n2)T (f), ∀n¯1 ∈ N¯ , n2 ∈ N.
We claim that
(∗) T (f) = T (fθ), for all f ∈ S(H),
where fθ(h) = f(hθ). Let A be the torus of H temporarily. By the exact sequence
0→ S(N¯AN)→ S(H)→ S(N¯wAN)→ 0,
to prove Claim (∗), it suffices to consider f ∈ S(N¯AN) and f ∈ S(N¯wAN) separately.
We first assume that f ∈ S(N¯AN). We define a function Gf ∈ S(A) by
(2.10) Gf (a) =
∫
F×F
f(n¯(−x1)an(x2))ψ
−1(x1)ψ
−1
κ (x2)dx1dx2.
The assignment f 7→ Gf defines a surjection S(N¯AN)→ S(A). We define a distribution τ on S(A)
by
τ(G) = T (f)
if G = Gf for some f ∈ S(N¯AN). To show that τ is well-defined, we need to check that if Gf = 0
then T (f) = 0. By (2.9), we have T (f) = ψ−1(n1)ψ
−1
κ (n2)T (ρn¯1,n2f) for any n¯1 ∈ N¯ , n2 ∈ N , thus
for any compact subsets C1, C2 ⊂ F , we have
T (f) =
1
Vol(C1 × C2)
∫
C1×C2
ψ−1(x1)ψ
−1
κ (x2)T (ρn¯(x1),n(x2)f)dx1dx2 =
1
Vol(C1 × C2)
T (f ′),
where f ′ ∈ S(N¯AN) is defined by
f ′(h) =
∫
C1×C2
ψ−1(n1)ψ
−1
κ (n2)f(n¯(−x1)hn(x2))dx1dx2.
If C1, C2 are large enough, we have f
′(a) = Gf (a) = 0, ∀a ∈ A by assumption. Thus f
′ = 0 and
T (f) = 0. Then τ is well-defined. To show T (f) = T (fθ) it suffices to show that Gf = Gfθ . We
have
Gfθ (a) =
∫
F×F
fθ(n¯(−x1)an(x2))ψ
−1(x1)ψ
−1
κ (x2)dx1dx2
=
∫
F×F
f(n(x2)
θaθn¯(−x1)
θ)ψ−1(x1)ψ
−1
κ (x2)dx1dx2
=
∫
F×F
f(n¯(−κx2)a
θn¯(κ−1x1))ψ
−1(x1)ψ
−1
κ (x2)dx1dx2
Let x′1 = κx2 and x
′
2 = κ
−1x1, we see that dx1dx2 = dx
′
1dx
′
2, and the last expression of the above
integral becomes ∫
F×F
f(n¯(−x′1)a
θn¯(x′2))ψ
−1
κ (x
′
2)ψ
−1(x′1)dx
′
1dx
′
2 = Ff (a
θ).
Thus we get
Gfθ (a) = Gf (a
θ).
Since for a ∈ A, we have a = aθ, we get Gf = Gfθ . This completes the proof of T (f) = T (f
θ) when
f ∈ S(N¯AN).
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Next we consider the case f ∈ S(N¯wAN) = S(wB), where B is the Borel subgroup of H .
Similarly as above, we have a surjection map S(N¯wAN) 7→ S(wA), f 7→ Gf , where Gf is defined
by
Gf (wa) =
∫
N
ψ−1κ (n)f(wan)dn.
We can define a distribution τ on S(wA) by τ(G) = T (f) if G = Gf for some f ∈ S(N¯wAN).
Since T (r(n)f) = ψ(n)T (f), a similar argument as above will show that τ is well-defined. We claim
that τ ≡ 0 on S(wA).
Since T (l(n¯)f) = ψ(n¯)T (f), we get Gl(n¯)f−ψ(n¯)Gf ∈ Ker(τ) for any n¯ ∈ N¯ . For f ∈ S(N¯wAN),
and n¯ ∈ N¯ , we define Φf,n¯ = Gl(n¯)f − ψ(n¯)Gf . We have
Φf,n¯(wa) =
∫
N
ψ−1κ (n
′)f(n¯−1wan′)dn′ − ψ(n¯)Gf (wa)
=
∫
N
ψ−1κ (n
′)f(wa(wa)−1n¯−1wan′)dn′ − ψ(n¯)Gf (wa)
= (ψκ((wa)
−1n¯−1wa)− ψ(n¯))Gf (wa).
We suppose that
wa =
(
b
−b¯−1
)
, b ∈ E×, n¯ =
(
1
x 1
)
,
then
(wa)−1n¯−1wa =
(
1 bb¯x
1
)
.
Thus
(ψκ((wa)
−1n¯−1wa)− ψ(n¯)) = ψ(κbb¯x) − ψ(x).
Since κ /∈ Nm(E×), we have κbb¯ 6= 1. Since ψ is continuous, for a small open compact neighborhood
D of wa, we can find an n¯ = n¯(x) such that (ψκ((wa)
−1n¯−1wa) − ψ(n¯)) is a nonzero constant cD,
for all wa ∈ D. Let fD ∈ S(N¯wAN) such that GfD is the characteristic function of D, then we have
Φf,n¯|D = cDGfD .
The space S(wA) is spanned by GfD , and thus can be spanned by Φf,n¯|D. This shows that S(wA) ⊂
Ker(τ), i.e., T (f) = τ(Gf ) = 0 for all f ∈ S(N¯wAN). A similar consideration will show that
T (fθ) = 0. Thus T (f) = T (fθ) for f ∈ S(wB).
This finishes the proof of the claim (∗).
We define a bilinear form B on S(H) by
B(f ∗ φ) = T (f ∗ φˇ),
where φˇ(h) = φ(h−1), and ∗ means convolution. By Claim (∗), we get
(2.11) B(f, φ) = T (f ∗ φˇ) = T ((f ∗ φˇ)θ) = T (φˇθ ∗ fθ) = B(φβ , fβ).
Define a map
λ : S(H)→ π˜
f 7→ λf
where λf ∈ V˜ is defined by λf (v) = λ(π(f)v). Let J(λ) be the kernel of the map λ, i.e., J(λ) =
{f ∈ S(H) : λf = 0}
Similarly, we define µ : S(H)→ ˜˜π ∼= π by µf (v˜) = µ(π˜(f)v) and J(µ) to be the kernel of µ.
It is easy to see that
J(λ) = {f ∈ S(H)|B(f, φ) = 0, ∀φ ∈ S(H)} ,
and
J(µ) = {φ ∈ S(H)|B(f, φ) = 0, ∀f ∈ S(H)} ,
By (2.11), we have
J(λ) =
{
f ∈ S(H)|B(φβ , fβ) = 0, ∀φ ∈ S(H)
}
= J(µ)β .
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Let (r,S(H)) be the right translation action of H on S(H), then λ : (r,S(H)) → π˜ is an
intertwining surjection with kernel J(λ). Let (rβ ,S(H)) be the representation of H on S(H)
defined by rβ(h)f = r(hβ)f . Then the map µ : S(H) → π defines an intertwining surjection
µ : (rβ ,S(H))→ πβ , with kernel J(µ).
The assignment f 7→ fβ defines an isomorphism (r,S(H)) → (rβ ,S(H)). Since J(µ) = J(λ)β ,
we have the following commutative diagram
0 // J(λ)

// S(H)
λ
//

π˜
β

✤
✤
✤
// 0
0 // J(µ) // S(H)
µ
// πβ // 0
and thus we get an isomorphism π˜ → πβ . This completes the proof. 
Corollary 2.13. Let π be an irreducible smooth representation of H which is both ψ- and ψκ-generic.
For any W ∈ W(π, ψ), define a function Wκ on H by Wκ(h) = W (hκ). Then Wκ ∈ W(π, ψκ).
Moreover, the assignment W 7→Wκ defines a bijection from W(π, ψ) to W(π, ψκ).
Proof. By the above theorem, we have an isomorphism κ : (π, V ) → (πκ, V ). Since the map κ is
intertwining, we have
(2.12) (π(h)v)κ = πκ(h)vκ, h ∈ H, v ∈ V.
Let λ ∈ HomN (π, ψ) be a nonzero element. We define λ
κ by λκ(v) = λ(vκ). For n ∈ N , by Eq.(2.12)
we have
λκ(π(n)v) = λ((π(n)v)κ) = λ(πκ(n)vκ) = λ(π(nκ)vκ) = ψκ(n)λ(v
κ) = ψκ(n)λ
κ(v),
thus λκ ∈ HomN (π, ψκ).
Since κ is an isomorphism, for eachW ∈ W(π, ψ), we can take v ∈ V such thatW (h) = λ(π(h)vκ).
Then
Wκ(h) = λ(π(hκ)vκ) = λ((π(h)v)κ) = λκ(π(h)v).
Thus Wκ ∈ W(π, ψκ). The “moreover” part follows from the fact that
κ is an isomorphism. 
Proposition 2.14. Let (π, V ) be an irreducible admissible representation of H such thatW(π, ψ−1) 6=
0 and W(π, ψ−1κ ) 6= 0. The notations µ, χ, ψ, η are as usual. Let κ be an element of F
×−Nm(E×).
Then
L(s, π, ωµ,χ,ψκ , η) = L(s, π, ωµ,χ,ψ, η)
and
γ(s, π, ωµ,χ,ψκ , η, ψ
′) = η(κ)|κ|2s−1F γ(s, π, ωµ,χ,ψ, η, ψ
′).
Proof. We fix an isomorphism φ 7→ φκ of (ωµ,ψ−1,χ)
κ → ωµ,ψ−1κ ,χ. Then we have
ωµ,ψ−1,χ(h
κ)φ = ωµ,ψ−1κ ,χ(h)φ
κ.
For W ∈ W(π, ψ), by Corollary 2.13, we have Wκ ∈ W(π, ψκ). For Φ ∈ S(F
2), and Re(s) >> 0,
we have
Ψ(s,Wκ, φκ,Φ, η, ωµ,ψ−1κ ,χ)
=
∫
R\H
Wκ(h)(ωµ,ψ−1κ ,χ(h)φ
κ)(1)f(s, h,Φ)dh
=
∫
R\H
W (hκ)(ωµ,ψ−1,χ(h
κ)φ)(1)f(s, h,Φ)dh
=
∫
R\H
W (h)(ωµ,ψ−1,χ(h)φ)(1)f(s, h
κ−1 ,Φ)dh.
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Write h = t(a)g with g ∈ SL2(F ), we have h
κ−1 = t(a)gκ
−1
. Denote Φκ := diag(κ, 1)Φ. Then
f(s, hκ
−1
,Φ)
= η(a)|a|s
∫
F×
[
(
diag(κ−1, 1)gdiag(κ, 1)
)
Φ](0, r)η(r)|r|sEd
∗r
= η(a)|a|s
∫
F×
[(gdiag(κ, 1))Φ](0, r)η(r)|r|sEd
∗r
= f(s, h,Φκ).
Thus
(2.13) Ψ(s,Wκ, φκ,Φ, η, ωµ,ψ−1κ ,χ) = Ψ(s,W, θ,Φ
κ, η, ωµ,ψ−1,χ).
By Corollary 2.13 and the fact that φ 7→ φκ is an isomorphism, I(s, π, ωµ,ψ−1κ ,χ, η) is generated by
Ψ(s,Wκ, φκ,Φ, η, ωµ,ψ−1κaa¯,χ
), for W ∈ W(π, ψaa¯), φ ∈ S(E,χ), a ∈ E
×, Φ ∈ S(F 2). Since Φ 7→ Φκ is
an isomorphism, by Eq.(2.13), we have I(s, π, ωµ,ψ−1κ ,χ, η) = I(s, π, ωµ,ψ−1,χ, η). Consequently, we
get
L(s, π, ωµ,ψ−1κ ,χ, η) = L(s, π, ωµ,ψ−1,χ, η).
Since Φ̂κ = |κ|−1F diag(κ
−1, κ−1)Φˆκ, we get
f(1− s, h, Φ̂κ, η∗) = η(κ)−1|κ|1−2sF f(1− s, h, Φˆ
κ, η∗).
From the functional equation, we have
γ(s, π, ωµ,ψ−1κ ,χ, η) = η(κ)|κ|
2s−1
F γ(s, π, ωµ,ψ−1,χ, η).
This finishes the proof. 
We can combine Lemma 2.8 and Proposition 2.14 together to get
Corollary 2.15. For a ∈ F×, suppose that both L(s, π, ωµ,ψ−1,χ, η) and L(s, π, ωµ,ψ−1a ,χ) are defined,
then we have
L(s, π, ωµ,ψ−1a ,χ, η) = L(s, π, ωµ,ψ−1,χ, η)
and
γ(s, π, ωµ,ψ−1a ,χ, η) = η(a)|a|
2s−1
F γ(s, π, ωµ,ψ−1,χ, η).
2.5. Unramified caculation. The unramified calculation is done in [GRS] and we include their
result here for completeness.
Let E/F be unramified, ψ be an additive character with conductor OF . Let p be a prime element
of F . Let (π, V ) be an irreducible unramified representation of H such that W(π, ψ) 6= 0. We can
assume that π is an irreducible unramified component of IndHB (ν) for an unramified quasi-character
ν of E×. Let W be the Whittaker function associated with the spherical vector, normalized by the
condition W (k) = 1 for k ∈ K. The explicit Casselman-Shalika formula reads:
W (t(a)) = 0, |a|E > 1,
and
Wπ(t(p
n)) = |pn|F
ν(p)n − ν(p)−n−1
1− ν(p)−1
, n ≥ 0,
where p is a prime element in E.
Let µ be the unique unramified character of E× such that µ|F× = ǫE/F . Note that µ(p) = −1.
Let σ = ωµ,ψ−1,1. Then σ is a component of Ind
H
B (µ). If we take φ to be the characteristic function
of OE and let Wσ(h) = (ωµ,ψ−1,1(h)φ)(e). Then a direct calculation or an application of the above
Casselman-Shalika formula show that
Wσ(t(a)) = 0, |a| > 1
and
Wσ(t(p
n)) = (−1)n|p|nF
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Let η be an unramified character of E×. Then the condition ωπωση|E1 = νµη|E1 = 1 is auto-
matic. Let Φ ∈ S(F 2) be the characteristic function of OF ⊕OF , let f(s, h,Φ, η) be the element in
IndHB (η| |
s−1/2) as before.
Write H = BK. For h = um(a)k, we have dh = |a|−1E dudadk. We have
Ψ(s,Wπ,Wσ,Φ, η)
=
∫
K
∫
E1\E×
Wπ(t(a)k)Wσ(t(a)k)f(t(a)k)|a|
−1dadk
=
∫
E1\E×
Wπ(t(a))Wσ(t(a))η(a)|a|
s−1f(1)da
=
f(s, 1,Φ, η)
1− ν(p)−1
Vol(E1 \ O×E )
∑
n≥0
(−ην(p))nq−nsE −
∑
n≥0
ν(p)−1(−ην−1(p))nq−nsE

= Vol(E1 \ O×E)
f(s, 1,Φ, η)
1 − ν(p)−1
(
1
1− µην(p)q−sE
−
ν(p)−1
1− µην−1(p)q−sE
)
= Vol(E1 \ O×E)
f(s, 1,Φ, η)
1 − ν(p)−1
(1− ν(p)−1)(1 − η(p)q−sE )
(1− µην(p)q−sE )(1− µην
−1(p)q−sE )
= Vol(E1 \ O×E)f(s, 1,Φ, η)LE(s, η)
−1LE(s, µην)LE(s, µην
−1).
By definition, we have
f(s, 1,Φ, η) =
∫
F×
Φ(0, a)|a|sEη(a)d
×a
=
∑
n≥0
|p|nsE η(a)
nVol(O×F )
= Vol(O×F )LE(s, η).
Thus, we have
Ψ(s,Wπ, φ,Φ, η) = cLE(s, µην)LE(s, µην
−1),
where c is a nonzero constant which depends on the measure.
Proposition 2.16. Let the notations be as above, we have
L(s, π, ωµ,ψ−1,1, η) = LE(s, µην)LE(s, µην
−1),
and
ǫ(s, π, ωµ,ψ−1,1, η) = 1.
3. A local converse theorem for U(1, 1)
In this section, we will slightly modify Baruch’s method, see [Ba1] and [Ba2], to give a proof of the
local converse theorem for U(1, 1), when E/F is unramified or E/F is ramified but the characteristic
of the residue field is not 2, using the γ-factors γ(s, π, ωµ,ψ−1,χ, η) we defined in the last section.
For the field extension E/F , there is an associated integer i = iE/F defined as follows. If E/F is
unramified, then iE/F = 0. For E/F ramified, take an element x ∈ OE such that OE = OF [x], and
define i = vE(x¯− x), where vE is the valuation of E. The integer i is the smallest integer such that
the ramification group Gi is trivial, see Chapter IV, §1 of [Se]. It is known that i 6= 1 if and only if
the residue field OF /PF has characteristic 2, see Chapter IV, §2 of [Se].
3.1. Howe vectors. The Howe vectors for the groups GLn, GSp4 and U(2, 1) are defined in Baruch’s
thesis [Ba2], and the Howe vectors for U(2, 1) can also be found in [Ba1]. The U(1, 1) version we
will use can be defined similarly.
Let pE be a prime element of E, OE (resp. OF ) be the integer ring of E (resp. F ), and PE (resp.
PF ) be the maximal ideal of E (resp. F ). Let qF = #(OF /PF ) and qE = #(OE/PE).
Thus, if E/F is unramified, we can take pE = pF and we have qE = q
2
F and PF = PE ∩ OF . If
E/F is ramified, we have pF = p
2
Eu for some u ∈ O
×
E , qE = qF and PF = P
2
E ∩OF .
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Let ψ be an unramified additive character of F and let ψE be the additive character of E defined
by ψE = ψ ◦ (
1
2 trE/F ). Thus for x ∈ F ⊂ E, we have ψE(x) = ψ(x).
For a positive integer m, let Km = (1 + Mat2×2(P
m
E )) ∩ U(1, 1) if E/F is unramified, and
Km = (1 +Mat2×2(P
2m
E )) ∩ U(1, 1). We can write Km = (1 +Mat2×2((PFOE)
m)) uniformly. Set
dm =
(
p−mF
pmF
)
.
Let Jm = dmKmd
−1
m . For k = (kil) ∈ K, we have
(3.1) j := dmkd
−1
m =
(
k11 p
−2m
F k12
p¯2mF k21 k22
)
.
Thus
Jm =
(
1 + PmE P
−m
E
P3mE 1 + P
m
E
)
∩U(1, 1), if E/F is unramified,
and
Jm =
(
1 + P2mE P
−2m
E
P6mE 1 + P
2m
E
)
∩ U(1, 1), if E/F is ramified.
For a subgroup A of H = U(1, 1), denote Am = A ∩ Jm. Note that, in any case, we have
Nm =
(
1 P−mF
1
)
.
Let τm be the character of Km defined by
τm(k) = ψE(p
−2m
F k1,2), k = (ki,l) ∈ Km.
By our assumption on ψE , it is easy to see that τm is indeed a character on Km. Define a character
ψm on Jm by
ψm(j) = τm(d
−1
m jdm), j ∈ Jm.
We have ψm(j) = ψE(j1,2) for j = (ji,l) ∈ Jm. Thus ψm and ψ agree on Nm.
Let (π, V ) be a ψ-generic representation. We fix a Whittaker functional. Let v ∈ V be such that
Wv(1) = 1. For m ≥ 1, as [Ba1] and [Ba2], we define
(3.2) vm =
1
Vol(Nm)
∫
Nm
ψ(n)−1π(n)vdn.
Let L ≥ 1 be an integer such that v is fixed by KL.
Lemma 3.1. We have
(1) Wvm(1) = 1.
(2) If m ≥ L, π(j)vm = ψm(j)vm for all j ∈ Jm.
(3) If k ≤ m, then
vm =
1
Vol(Nm)
∫
Nm
ψ(n)−1π(n)vkdn.
Proof. The proof is the same as in the U(2, 1) case, see Lemma 5.2 of [Ba1]. We give some details
of the proof of (2) here. Let
v˜m =
1
vol(Jm)
∫
Jm
ψm(j)
−1π(j)vdj.
We have the Iwahori decomposition Jm = Nm · B¯m with unique expressions, where B¯m = B¯ ∩ Jm.
For j = nb¯, then dj = db¯dn. Note that B¯m ⊂ Km ⊂ KL for m ≥ L, and thus v is fixed by B¯m. Then
v˜m =
1
vol(Nm)
1
vol(B¯m)
∫
Nm
∫
B¯m
ψm(nb¯)
−1π(nb¯)vdb¯dn
=
1
vol(Nm)
∫
Nm
ψm(n)π(n)vdn
= v˜m.
It is clear that π(j)v˜m = ψm(j)v˜m. The assertion follows. 
18 QING ZHANG
The vectors {vm}m≥L are called Howe vectors.
Let w =
(
1
−1
)
be the unique nontrivial Weyl element of U(1, 1).
Lemma 3.2. For m ≥ L, let vm be Howe vectors defined as above, and let Wvm be the Whittaker
functions associated to vm. Then
(1) Wvm(t(a)) 6= 0 implies aa¯ ∈ 1 + P
m
F .
(2) Wvm(t(a)w) 6= 0 implies aa¯ ∈ P
−3m
F .
Proof. (1) For x ∈ P−mF , we have n(x) ∈ Nm. On the other hand, we have
t(a)n(x) = n(aa¯x)t(a).
By Lemma 3.1, we have
ψm(n(x))Wvm (t(a)) = ψ(aa¯x)Wvm (t(a)).
Since ψm(n(x)) = ψ(x), if Wvm(t(a)) 6= 0, we have (1 − aa¯)x ∈ Ker(ψ) for any x ∈ P
−m
F . Thus
aa¯ ∈ 1 + PmF .
(2) For x ∈ P3mF , we have n¯(−x) ∈ N¯m := N¯ ∩ Jm. From the relation
t(a)wn¯(−x) = n(aa¯x)t(a)w,
we have
Wvm(t(a)w) = ψ(aa¯x)Wvm(t(a)w).
Thus Wvm(t(a)w) 6= 0 implies ψ(aa¯x) = 1 for all x ∈ P
3m
F , i.e., aa¯ ∈ P
−3m
F . 
Denote the central character of π by ωπ.
Lemma 3.3. (1) Suppose that E/F is unramified. For a ∈ E×, NmE/F (a) = aa¯ ∈ 1 + P
m
F if
and only if a ∈ E1(1 + PmE ). Thus, for m ≥ L
Wvm(t(a)) =
{
ωπ(z), if a = zu, for z ∈ E
1, u ∈ 1 + PmE ,
0, otherwise.
(2) Suppose that E/F is ramified and m ≥ iE/F . For a ∈ E
×, NmE/F (a) = aa¯ ∈ 1 + P
m
F if
and only if a ∈ E1(1 + P
2m−iE/F+1
E ). Thus, if the residue characteristic is not 2, then for
m ≥ L ≥ iE/F = 1, we have
Wvm(t(a)) =
{
ωπ(z), if a = zu, for z ∈ E
1, u ∈ 1 + P2mE ,
0, otherwise.
Proof. We first assume that E/F is unramified, it is known that NmE/F (1 + P
m
E ) = 1 + P
m
F , see
[Se] Chapter V §2, for example. It is clear that Nm(a) ∈ 1 + PmF for a ∈ E
1(1 +PmE ). On the other
hand, if aa¯ ∈ 1 + PmF , we can find b ∈ 1 + P
m
E such that aa¯ = NmE/F (b) = bb¯. Thus b/a ∈ E
1 and
a = b · (b/a) ∈ E1(1 + PmE ). If a /∈ E
1(1 + PmE ), then aa¯ /∈ 1 + P
m
F , and thus Wvm(t(a)) = 0 by
Lemma 3.2. If a ∈ E1(1 + PmE ), we write a = zu. Then t(z) is in the center of H and t(u) ∈ Jm by
the definition of Jm. By Lemma 3.1 (2), we get
Wvm(t(a)) = ωπ(z)Wvm(t(u)) = ωπ(z).
If E/F is ramified, then it is known that, for m ≥ iE/F , we have NmE/F (1 + P
2m−iE/F+1
E ) =
1+PmF , see Corollary 3 of §3, Chapter V of [Se]. The same argument as above shows that aa¯ ∈ 1+P
m
F
if and only if a ∈ E1(1+P
2m−iE/F+1
E ). Now we assume the residue characteristic is not 2, and hence
iE/F = 1. Thus aa¯ ∈ 1+P
m
F if and only if a ∈ E
1(1+P2mE ). If a /∈ E
1(1+P2mE ), then aa¯ /∈ 1+P
m
F ,
and thus Wvm(t(a)) = 0 by Lemma 3.2 (2). If a ∈ E
1(1 + P2mE ), write a = zu for z ∈ E
1 and
u ∈ 1 + P2mE . By the definition of Jm, we have t(u) ∈ Jm. Thus we get
Wvm(t(a)) = ωπ(z)Wvm(t(u)) = ωπ(z),
by Lemma 3.1 (2) again. 
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In the following of this section, we will assume that E/F is unramified, or E/F is ramified,
but the residue characteristic is not 2. We fix two irreducible smooth ψ-generic representations
(π, Vπ) and (π
′, Vπ′) of U(1, 1) with the same central character. Fix v ∈ Vπ and v
′ ∈ Vπ′ with
Wv(1) = 1 =Wv′(1) and positive integers m, we can define Howe vectors vm and v
′
m. Let L ≥ 1 be
an integer such that v and v′ are fixed by KL under the action of π and π
′ respectively.
Proposition 3.4. Let n0 ∈ N . Then
(1) Wvm(g) =Wv′m(g) for all g ∈ B,m ≥ L;
(2) If n0 ∈ Nm, then Wvm(twn0) = ψ(n0)Wvm(tw) for all t ∈ T,m ≥ L;
(3) If n0 /∈ Nm, then Wvm(twn0) =Wv′m(twn0) for all t ∈ T , m ≥ 3L.
Proof. (1) Since B = NT , it suffices to show that Wvm(t) = Wv′m(t) for all t ∈ T . Write t = t(a)
with a ∈ E×. This follows from Lemma 3.3 directly.
(2) For n0 ∈ Nm, we have π(n)vm = ψ(n0)vm by Lemma 3.1. The assertion is clear.
(3) By Lemma 3.1 (3), we have
(3.3) Wvm(twn0) = Vol(Nm)
−1
∫
Nm
WvL(twn0n)ψ
−1(n)dn.
We have a similar relation for Wv′m . Thus it suffices to show WvL(twn0n) = Wv′L(twn0n) for all
n ∈ Nm. Let n ∈ Nm and n
′ = n0n. Since n0 /∈ Nm, n ∈ Nm, we get n
′ /∈ Nm.
Suppose n′ = n(x). Then n′ /∈ Nm is equivalent to x /∈ P
−m
F or x
−1 ∈ PmF . We have(
1
−1
)(
1 x
1
)
=
(
−x−1 1
−x
)(
1
x−1 1
)
Let b =
(
−x−1 1
−x
)
, j =
(
1
x−1 1
)
. Then b ∈ B. Since m ≥ 3L, we have x−1 ∈ PmF ⊂ P
3L
F , i.e.,
j ∈ JL. Thus by Lemma 3.1, we get
WvL(twn
′) =WvL(tbj) =WvL(tb).
Since tb ∈ B, we have WvL(tb) = Wv′L(tb) by Part (1). Thus WvL(twn
′) = Wv′L(twn
′). This
completes the proof. 
3.2. Howe vectors for Weil representations. Let χ be a character of E1, we define deg(χ) to
be the smallest integer i such that χ|E1∩(1+PiE) = 1, i.e., the integer i such that χ|E1∩(1+PiE) = 1 but
χ|E1∩(1+Pi−1E )
6= 1. If χ = χ0 is the trivial character, we define deg(χ0) = 0. Let χ be a character of
E1, a ∈ E×, we consider the integral
(3.4) Fχ(a) =
∫
E1
ψ(trE/F (au))χ(u)du.
Note that as a character on E, ψ(trE/F (·)) is unramified if E/F , and has conductor D
−1
E/F if E/F
is ramified. In any case, ψ(trE/F (·)) is trivial on OE .
Lemma 3.5. Let χ0 be the trivial character of E
1, and a ∈ E× with |a| ≤ qnE. If n ≤ 0, then
Fχ0 (a) 6= 0.
Proof. If n ≤ 0, we get a ∈ OE , thus ψ(trE/F (au)) = 1 for all u ∈ E
1. Then
Fχ0 (a) =
∫
E1
ψ(trE/F (au))du = vol(E
1) 6= 0.

Lemma 3.6. Suppose that a ∈ E× with |a|E = q
n
E, and χ is a character of E
1 with h = deg(χ) ≥ 1.
(1) If h > max{n, 1}, we have Fχ(a) = 0.
(2) If n > 0, there is a character χ of E1 with deg(χ) ≤ n such that Fχ(a) 6= 0.
20 QING ZHANG
Proof. (1) We first suppose that n ≤ 0, then ψ(trE/F (au)) = 1 for all u ∈ E
1 and thus Fχ(a) =∫
E1
χ(u)du = 0 since χ is nontrivial on E1. Next, we assume that 1 ≤ n ≤ deg(χ). We have
Fχ(a) =
∑
u0∈E1/(E1∩(1+PnE))
∫
u1∈E1∩(1+PnE)
ψ(trE/F (au0u1))χ(u0u1)du1.
For u0 ∈ E
1, u1 ∈ E
1 ∩ (1 + PnE), we have au0u1 − au0 = au0(u1 − 1) ∈ OE , since a ∈ P
−n
E . Thus
ψ(trE/F (au0u1)) = ψ(trE/F (au0)). Hence
Fχ(a) =
∑
u0∈E1/(E1∩(1+PnE))
ψ(trE/F (au0))χ(u0)
∫
E1∩(1+PnE)
χ(u1)du1.
Since deg(χ) > n, χ|E1∩(1+PnE) 6= 1, we get
∫
E1∩(1+PnE)
χ(u1)du1 = 0. Thus Fχ(a) = 0.
(2) Consider the function u 7→ ψ(trE/F (au)) on E
1. Since this function is nonzero, there must
be a character χ of E1 such that its χ-th Fourier coefficient
Fχ(a) =
∫
E1
ψ(trE/F (au))χ(u)du
is nonzero. By (1), such a character χ must satisfy deg(χ) ≤ n. 
We will consider the Howe vectors for the representation (ωµ,ψ−1,χ,S(E,χ)) for a character µ of
E× such that µ|F× = ǫE/F , and a character χ of E
1. If E/F is unramified and m is an integer such
that m ≥ deg(χ), we define φm,χ by supp(φm,χ) = E1(1 + PmE ), and
φm,χ(zu) = χ(z), z ∈ E1, u ∈ 1 + PmE .
Note that φm,χ is well-defined since χE1∩(1+PmE ) = 1.
If E/F is ramified with the residue characteristic not 2, for an integer m with 2m ≥ deg(χ), we
define φm,χ ∈ S(E,χ) by supp(φm,χ) = E1(1 + P2mE ), and
φm,χ(zu) = χ(z), z ∈ E1, u ∈ 1 + P2mE .
Note that φm,χ is well-defined since χE1∩(1+P2mE ) = 1.
Let DE/F = P
d
E be the different of E/F , for some d ≥ 0.
Proposition 3.7. Let m be an integer such that m ≥ d.
(1) For n ∈ Nm, we have
ωµ,ψ−1,χ(n)φ
m,χ = ψ−1(n)φm,χ.
(2) For n¯ ∈ N¯m = N¯ ∩ Jm, we have
ωµ,ψ−1,χ(n¯)φ
m,χ = φm,χ.
Proof. (1) For n = n(b) ∈ Nm, we have
ωµ,ψ−1,χ(n(b))φ
m,χ(x) = ψ−1(bxx¯))φm,χ(x).
For x ∈ supp(φm,χ), we have xx¯ ∈ 1 + PmF in either case by Lemma 3.3. For n(b) ∈ Nm, we have
b ∈ P−mF , and thus bxx¯− b ∈ OF . Since ψ is unramified, we get ψ
−1(bxx¯) = ψ−1(b). Thus
ωµ,ψ−1,χ(n(b))φ
m,χ = ψ−1(b)φm,χ.
(2) For simplicity, we will write ω for ωµ,ψ−1,χ. For n¯ ∈ N¯m, we can write n¯ = w
−1n(b)w with
b ∈ P3mF . Let φ
′ = ω(w)φm,χ. We have
φ′(x) = γψ−1
∫
E
φm,χ(y)ψ−1(tr(x¯y))dy.
It is clear that suppφ′ ⊂ P−mE in the unramified case and suppφ
′ ⊂ P−2m−dE in the ramified case.
For x ∈ suppφ′, we have bxx¯ ∈ OF in either case since m ≥ d. Thus
ω(n(b))φ′(x) = ψ(bxx¯)φ′(x) = φ′(x),
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i.e., ω(n(b)) fixes φ′. Then
ω(n¯)φm,χ = ω(w−1)ω(n(b))ω(w)φm,χ
= ω(w−1)ω(n(b))φ′ = ω(w−1)φ′ = ω(w−1)ω(w)φm,χ = φm,χ.
This completes the proof. 
Proposition 3.8. Given a positive integer m.
(1) Suppose that E/F is unramified. Then for a ∈ P−mE , we have
(ωµ,ψ−1,χ(t(a)w)φ
m,χ)(1) = µ(a)|a|1/2γψ−1vol(1 + P
m
E )vol(E
1 ∩ (1 + PmE ))Fχ(a¯),
where γψ−1 is the Weil index, and Fχ(a¯) =
∫
E1
χ(z)ψ(tr(a¯z))dz, which is defined in Eq.(3.4).
(2) Suppose that E/F is ramified. Then for a ∈ P−2mE , we have
(ωµ,ψ−1,χ(t(a)w)φ
m,χ)(1) = µ(a)|a|1/2γψ−1vol(1 + P
2m
E )vol(E
1 ∩ (1 + P2mE ))Fχ(a¯),
where γψ−1 is the Weil index, and Fχ(a¯) =
∫
E1 χ(z)ψ(tr(a¯z))dz, which is defined in Eq.(3.4).
Proof. We only consider the unramified case. The ramified case can be done similarly.
We have
ω(t(a)w)φm,χ(1)
= µ(a)|a|1/2ω(w)φm,χ(a)
= µ(a)|a|1/2γψ−1
∫
E
φm,χ(y)ψ−1(−tr(a¯y))dy
= µ(a)|a|1/2γψ−1
∫
(E1∩(1+PmE ))\(1+P
m
E )
∫
E1
χ(z)ψ(tr(a¯zu))dzdu,
Since a ∈ P−mE , for z ∈ E
1, u ∈ 1 + PmE , we have a¯zu− a¯z ∈ OE . Thus
ω(t(a)w)φm,χ(1)
= µ(a)|a|1/2γψ−1vol(1 + P
m
E )vol(E
1 ∩ (1 + PmE ))
−1
∫
E1
χ(z)ψ(tr(a¯z))dz
= µ(a)|a|1/2γψ−1vol(1 + P
m
E )vol(E
1 ∩ (1 + PmE ))
−1Fχ(a¯),
where Fχ(a¯) =
∫
E1 χ(z)ψ
−1(tr(a¯z))dz. This completes the proof of (1). 
3.3. A local converse theorem. The following functions and computations are done by Baruch,
see page 335 of [Ba1].
For a set A ⊂ F , let ΥA the characteristic function of A. Let
Φi,l(x, y) = ΥP iF (x)Υ1+P lF (y).
Then
Φˆi,l(x, y) = q
−i−l
F ψ(−x)ΥP−lF
(x)ΥP−iF
(y).
For x ∈ F , recall we denote
n(x) =
(
1 x
1
)
,
and
n¯(x) :=
(
1
x 1
)
.
Let η be a quasi-character of E×, and l = l(η) = deg(η) be the conductor of η, i.e., η(1 + P ℓE) = 1
but η(1 + P l−1E ) 6= 1. We have
(3.5) f(n¯(x),Φi,l, η, s) =
{
q−lF if |x|F ≤ q
−i
F ,
0 otherwise;
and
(3.6) f(wn(x), Φˆi,l, η
∗, 1− s) =
{
q−l−iF
∫
|y|F≤qlF
ψF (y)η
−1(y)|y|1−sd∗y if |x|F ≤ q
i−l
F ,
q−l−iF
∫
|y|F≤qiF |x|F
ψF (y)η
−1(y)|y|1−sd∗y, if |x|F > q
i−l
F .
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where the equality in (3.6) is in the sense of continuation. Let
c(s, η, ψ) =
∫
|y|≤q
l(η)
F
η−1(y)ψF (y)|y|
sd∗y,
which has no zeros or poles except for a finite number of q−sF , see [Ba1] and the references given
there.
Theorem 3.9. Let E/F be a quadratic extension of p-adic fields and H = U(1, 1)(F ). We exclude
the case when E/F is ramified and the residue characteristic is 2. Let ψ be an additive unramified
character of F and µ of a character of E× such that µ|F× = ǫE/F . Let π, π
′ be two ψ-generic
irreducible representations of H with the same central character.
(1) If γ(s, π, ωµ,ψ−1,χ, η) = γ(s, π
′, ωµ,ψ−1,χ, η) for all characters χ of E
1, and all quasi-characters
η with
ωπ · µχ · η|E1 = 1,
where ωπ is the central character of π, then π is isomorphic to π
′.
(2) For a character χ of E1, there exists an integer l0 = l0(π, π
′, µ, χ) such that for any quasi-
character η of E× which satisfies
ωπ · µχ · η|E1 = 1,
and l(η) > l(η0), then γ(s, π, ωµ,ψ−1,χ, η) = γ(s, π
′, ωµ,ψ−1,χ, η).
Proof. In the following, we assume that E/F is unramified. The ramified case can be dealt with
similarly. Write ωµ,ψ−1,χ as ω for simplicity.
We fix vectors v ∈ V, v′ ∈ V ′ such that Wv(1) = 1 =Wv′(1). Let L1 be an even integer such that
v, v′ are fixed by KL1 . Let L = 3L1, C = 3L/2, η be a quasi-character of E
× with l = deg(η), χ
be a character of E1 and m be an integer such that m ≥ max {C, deg(µ), l = deg(η), deg(χ)}. Since
deg(χ) ≤ m, we can consider the function φm,χ ∈ S(E,χ) defined in §3.2, i.e., φm,χ(zu) = χ(z) for
z ∈ E1 and u ∈ 1 + PmE , and zero otherwise. Let i be an integer such that i ≥ 3m > m+ l, we then
have a function Φi,l ∈ S(F
2).
We now compute the integral
Ψ(s,Wvm , φ
m,χ,Φi,l, η) =
∫
R\H
Wvm(h)ω(h)φ
m,χ(1)f(s, h,Φi,l, η)dh.
We will take the integral Ψ(s,Wvm , φ
m,χ,Φi,l) on the open dense set N \ NTN¯ of N \ H . For
h = n(y)t(a)n¯(x) ∈ NTN¯ , the Haar measure can be taken as dh = |a|−1E dyd
∗adx. Thus by Eq.(3.5),
we get
Ψ(s,Wvm , φ
m,χ,Φi,l, η)
=
∫
E1\E×
∫
F
Wvm(t(a)n¯(x))(ω(t(a)n¯(x))φ
m,χ)(1)η(a)|a|s−1f(s, n¯(x),Φi,l, η)dxd
∗a
= q−lF
∫
E1\E×
∫
|x|F≤q
−i
F
Wvm(t(a)n¯(x))(ω(t(a)n¯(x))φ
m,χ)(1)η(a)|a|s−1dxd∗a.
Since i ≥ 3m, |x|F ≤ q
−i
F implies that n¯(x) ∈ Jm. Thus by Lemma 3.1 and Proposition 3.7, we
have
Wvm(t(a)n¯(x)) =Wvm(t(a)), ω(t(a)n¯(x))φ
m,χ = ω(t(a))φm,χ.
On the other hand, by the definition of φm,χ, we have
ω(t(a))φm,χ(1) = µ(a)|a|1/2φm,χ(a) =
{
µ(zu)χ(z), if a = zu, for z ∈ E1, u ∈ 1 + PmE ,
0, otherwise
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Combining these facts and Lemmas 3.3, we get
Ψ(s,Wvm , φ
m,χ,Φi,l)
= q−l−iF
∫
E1\E×
Wvm(t(a))(ω(t(a))φ
m,χ)(1)η(a)|a|s−1d∗a
= q−l−iF
∫
E1\E1(1+PmE )
Wvm(t(a))(ω(t(a))φ
m,χ)(1)η(a)d∗a
= q−l−iF
∫
E1∩(1+PmE )\(1+P
m
E )
Wvm(t(a))ω(t(a))φ
m,χ(1)η(a)d∗a
= q−l−iF
∫
E1∩(1+PmE )\(1+P
m
E )
µ(a)η(a)d∗a.
Since m ≥ deg(µη), we have
Ψ(s,Wvm , φ
m,χ,Φi,l)(3.7)
= q−l−iF
∫
E1∩(1+PmE )\(1+P
m
E )
µ(a)η(a)d∗a
= q−l−iF vol(1 + P
m
E )vol(E
1 ∩ (1 + PmE ))
−1,
which is a nonzero constant. Note that this finishes the proof of Proposition 2.2 when E/F is
unramified.
The same calculation works for Ψ(s,Wv′m , φ
m,χ,Φi,l). Thus, we get
(3.8) Ψ(s,Wv′m , φ
m,χ,Φi,l, η) = Ψ(s,Wvm , φ
m,χ,Φi,l) = q
−l−i
F vol(1 + P
m
E )vol(E
1 ∩ (1 + PmE ))
−1,
for i ≥ 3m,m ≥ max {C, deg(µ), l = deg(η), deg(χ)} .
LetW =Wvm orWv′m . We compute the integral Ψ(1−s,W, φ
m,χ, Φˆi,l) on the dense setN\NTwN
of N \H . Since i ≥ m+ l, then |x|F ≤ q
m
E implies that |x|F ≤ q
i−l
F . Then by Eq.(3.6), we have
Ψ(1− s,W, φm,χ, Φˆi,l)
=
∫
E1\E×
∫
F
W (t(a)wn(x))(ω(t(a)wn(x))φm,χ)(1)fs(t(a)wn(x), Φˆi,l , η
∗)
= q−l−iF c(1− s, η, ψ)
∫
E1\E×
∫
|x|≤qmF
W (t(a)wn(x))ω(t(a)wn(x))φm,χ(1)η∗(a)|a|−sdxd∗a(3.9)
+
∫
E1\E×
∫
|x|F>qmF
W (t(a)wn(x))ω(t(a)wn(x))φm,χ(1)f(1− s, t(a)wn(x), Φˆi,l)dxd
∗a(3.10)
By Proposition 3.4, we haveWvm(t(a)wn(x)) =Wv′m(t(a)wn(x)) for |x| > q
m
F . Thus the expressions
(3.10) for W =Wvm and W =Wv′m are the same.
For |x|F ≤ q
m
F , we have n(x) ∈ Nm. By Lemma 3.2 and Proposition 3.7, we have
Wvm(t(a)wn(x)) = ψ(x)Wvm (t(a)w), and ω(t(a)wn(x))φ
m,χ(1) = ψ−1(x)ω(t(a)w)φm,χ(1).
Thus the expression (3.9) can be simplified to
q−l−i+mF c(1− s, η, ψ)
∫
E1\E×
W (t(a)w)ω(t(a)w)φm,χ(1)η∗(a)|a|−sd∗a.
By the above discussion, we get
Ψ(s,Wvm , φ
m,χ, Φˆi,l)−Ψ(s,Wv′m , φ
m,χ, Φˆi,l)(3.11)
=q−l−i+mF c(1 − s, η
∗, ψ)
∫
E1\E×
(Wvm(t(a)w) −Wv′m(t(a)w))ω(t(a)w)φ
m,χ(1)η∗(a)|a|−sd∗a.
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By the local functional equation, Eq.(3.8) and (3.11), we get
dm(s, η, ψ)(γ(s, π, ωµ,ψ−1,χ, η)− γ(s, π
′, ωµ,ψ−1,χ, η))(3.12)
=
∫
E1\E×
(Wvm(t(a)w) −Wv′m(t(a)w))ω(t(a)w)φ
m,χ(1)η∗(a)|a|−sd∗a,
where dm(s, η, ψ) = q
−m
F c(1 − s, η, ψ)
−1vol(1 + PmE )vol(E
1 ∩ (1 + PmE ))
−1. Since m ≥ C ≥ L, then
by Lemma 3.1 (3), we have
Wvm(t(a)w) −Wv′m(t(a)w) =
1
vol(Nm)
∫
Nm
ψ−1(n)(WvL (t(a)wn) −Wv′L(t(a)wn))dn.
By Proposition 3.4, if n ∈ Nm −NL, we have WvL(t(a)wn) =Wv′L(t(a)wn). Thus
Wvm(t(a)w) −Wv′m(t(a)w)(3.13)
=
1
vol(Nm)
∫
Nm
ψ−1(n)(WvL(t(a)wn) −Wv′L(t(a)wn))dn
=
1
vol(Nm)
∫
NL
ψ−1(n)(WvL (t(a)wn) −Wv′L(t(a)wn))dn
=
vol(NL)
vol(Nm)
(WvL(t(a)w) −Wv′L(t(a)w)).
If we combine Eq.(3.16) and Eq.(3.13), we get
dm,L(s, η, ψ)(γ(s, π, ωµ,ψ−1,χ, η)− γ(s, π
′, ωµ,ψ−1,χ, η))(3.14)
=
∫
E1\E×
(WvL(t(a)w) −Wv′L(t(a)w))ω(t(a)w)φ
m,χ(1)η∗(a)|a|−sd∗a,
with dm,L(s, η, ψ) = c(s, η, ψ)
−1vol(NL)
−1, for m ≥ max {C, deg(µ), l = deg(η), deg(χ)}.
By Lemma 3.2 (2), we have
supp(WvL(t(a)w) −Wv′L(t(a)w) ⊂ P
−C
E .
By Proposition 3.8, for a ∈ P−CE ⊂ P
−m
E , (note that m ≥ C by assumption), we have
ω(t(a)w)φm,χ(1) = µ(a)|a|1/2vol(1 + PmE )vol(E
1 ∩ (1 + PmE ))
−1γψ−1Fχ(a¯).
Thus Eq.(3.14) can be written as
DL(s, η, ψ)(γ(s, π, ωµ,ψ−1,χ, η)− γ(s, π
′, ωµ,ψ−1,χ, η))(3.15)
=
∫
E1\E×
(WvL(t(a)w) −Wv′L(t(a)w))µ(a)η
∗(a)|a|−s+1/2Fχ(a¯)d
∗a,
where DL(s, η, ψ) = c(s, η, ψ)
−1vol(NL)
−1γ−1ψ−1 . Note that Eq.(3.15) is independent of m, and thus
it is true for all choices of compatible χ, η.
Now we can prove our theorem.
To prove (1), we will show that WvL(h) = Wv′L(h) for all h ∈ H = U(1, 1)(F ). By Proposition
3.4, it suffices to show that WvL(t(a)w) =Wv′L(t(a)w) for all a ∈ E
×. By Lemma 3.2 (2), it suffices
to show that
WvL(t(a)w) −Wv′L(t(a)w) = 0, ∀a ∈ E
×, with |a|E ≤ q
C
E .
By assumption of (1) and Eq.(3.15), we have∫
E1\E×
(WvL(t(a)w) −Wv′L(t(a)w))Fχ(a¯)µ(a)η
∗(a)|a|−s+1/2d∗a = 0,
for all compatible χ, η. For a fixed χ, if we vary η, then by inverse Mellin transform on the group
E1 \ E×, we get
(WvL(t(a)w) −Wv′L(t(a)w))Fχ(a¯) = 0, ∀χ.
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By Lemma 3.5 and Lemma 3.6, for each a ∈ P−CE , we can find a character χ of E
1 with deg(χ) ≤ C
such that Fχ(a¯) 6= 0. Thus we get
(3.16) WvL(t(a)w) =Wv′L(t(a)w), ∀a ∈ P
−C
E .
This completes the proof of (1).
Now we prove (2). Let l0 = l0(π, π
′, µ, χ) be an integer such that l0 > deg(µ), l0 > C = 3L/2 and
(3.17) WvL(t(a0a)w) =WvL(t(a)w),Wv′L (t(a0a)w) =Wv′L(t(a)w), ∀a0 ∈ 1 + P
l0
E .
Such l0 exists since the above functions on a are continuous. In fact, if l0 > L, the condition
Eq.(3.17) holds. By definition of Fχ, from l0 > C, we can check that
(3.18) Fχ(a¯0a¯) = Fχ(a¯), ∀a0 ∈ 1 + P
l0
E and a ∈ P
−C
E .
Note that l0 is in fact independent of χ. If l(η) > l0, from our choice of l0, the right side of
Eq.(3.15) vanishes. Since DL(s, η, ψ) has no zeros or poles outside of a finite number of q
−s
E , we get
γ(s, π, ωµ,ψ−1,χ, η) = γ(s, π
′, ωµ,ψ−1,χ, η).
This completes the proof of (2). 
Remark 3.10. In the above proof, we omit the details when E/F is ramified. In the ramified case,
the analogue of Eq.(3.7) is
Ψ(s,Wvm , φ
m,χ,Φi,l) = q
−i−l
F vol(1 + P
2m
E )vol(E
1 ∩ (1 + P2mE ))
−1.
It is easy to see that in calculation to derive this formula, we do not have to require that the residue
characteristic is not 2. Thus Proposition 2.2 is fully proved.
4. Local Zeta integrals for GL(2, F )
In this section, we assumeF is a p-adic local field, and let H = GL(2, F ). We will use the following
notations. Let B be the upper triangular subgroup of H . Let B = TN , with T the torus and N
the unipotent subgroup. Let B¯ (resp. N¯) be the opposite of B (resp. N). Let Z be the center of H
and R = ZN . For x ∈ F , let
n(x) =
(
1 x
1
)
∈ N, n¯(x) =
(
1
x 1
)
∈ N¯ .
For a, b ∈ F×, let t(a, b) = diag(a, b). For a ∈ F×, let t(a) = m(a, 1). Let w =
(
1
−1
)
.
4.1. Weil representation of GLn(F ). This section follows from [GR]. Let X = F
n be an n-
dimensional vector space over F with a fixed choice of basis, and let W = X ⊕X∗, where X∗ is the
dual space of X . We also identify X and X∗ with Fn and denote the standard paring between Fn
by 〈 , 〉, where 〈v, w〉 =
∑
vjwj for v = (vj) and w = (wj). Let A((v, v
∗), (w,w∗)) = 〈v, w∗〉−〈v∗, w〉
be the symplectic form on W . The group G = GLn(F ) can be identified with the stabilizer of X
and X∗ in Sp(W ). The (Schrodinger model of the) Weil representation ωψ of Mp(W ) is realized on
S(X) = S(Fn). The subgroup G ⊂ Sp(W ) has a lifting to Mp(W ) which is uniquely determined by
the following formula:
ωψ(g)f(x) = | det(g)|
1/2f(tgx), g ∈ G, x ∈ Fn.
We call the representation given by this formulae the standard oscillator representation of GLn(F ).
Any other oscillator representations differ from it by a twist. Let P be the parabolic subgroup with
the last row (0, 0, . . . , 0, ∗) and Pn be the subgroup of P with the last row (0, 0, . . . , 0, 1). Then there
is an isomorphism
(ωψ, S(F
n))→ indGPn(|det|
1/2)
f 7→ ϕf ,
where ϕf (g) = | det(g)|
1/2f(tgen) = (ω(g)f)(en), with en = (0, 0, . . . , 0, 1)
t. Let Z be the center of
GLn(F ) and χ be a character of Z, let ωψ,χ be the largest quotient of ωψ on which Z acts via χ. To
determine ωψ,χ, we define
ϕχ(g) =
∫
Z
χ−1(z)ϕ(zg)dz
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for ϕ ∈ indGPn(| det |
1/2). Then (r(z)ϕ)χ(g) = χ(z)ϕχ(g), for z ∈ Z, where r is the right translation.
The Levi subgroup M of P is isomorphic to GL(n− 1)×GL(1). Let 1⊗χ be the character of M
whose restriction to GL(n−1) is trivial and restriction to GL(1) is χ. For h ∈ GL(n−1), a ∈ GL(1),
let p = diag(h, a) ∈ P , we have
ϕχ(pg) = | det(h)|
1/2|a|−(n−1)/2χ(a)ϕχ(g) = (1⊗ χ)δ
1/2
P (p)ϕχ(g),
i.e., ϕχ ∈ Ind
G
P (1 ⊗ χ), where Ind denotes the normalized induced representation.
Proposition 4.1. There is an isomorphism ωψ,χ ∼= Ind
G
P (1 ⊗ χ), and the map f 7→ ϕf 7→ (ϕf )χ
defines the projection (ωψ,S(F
n)) ∼= (r, indGPn(| det |
1/2))→ (ωψ,χ ∼= Ind
G
P (1 ⊗ χ)).
Corollary 4.2. Suppose that n = 2. If χ 6= | |±1, then ω(ψ, χ) is irreducible.
This is well-known, see [BZ2] for example.
4.2. A different model of the Weil representation for GL(2). In this section, we consider a
different model of the Weil representation for GL2, which will give us the familiar Weil representation
formulas.
Let X = F 2 and let e1, e2 be the standard basis of X , let e
∗
1, e
∗
2 be the corresponding dual basis.
Let Y = Fe1 ⊕ Fe
∗
2 and Y
∗ = Fe∗1 ⊕ Fe2. Then W = Y ⊕ Y
∗ is a complete polarization of W .
There is an isomorphism
I : S(X)→ S(Y )
defined by the partial Fourier transform
I(f)(xe1 + ye
∗
2) =
∫
F
ψ−1(yz)f(xe1 + ze2)dz.
From the isomorphism, the Weil representation (ωψ,S(X)) can be realized on S(Y ), which is also
denoted by ωψ by ambiguity notation.
For φ = I(f) ∈ S(Y ) = S(F 2), we can check that the following formulas hold:
(ω(n(b))φ)(x, y) = ψ(bxy)φ(x, y), b ∈ F,(4.1)
(ω(t(a1, a2))φ)(x, y) = |a1a
−1
2 |
1/2φ(a1x, a
−1
2 y), a1, a2 ∈ F
×,(4.2)
(ω(w)φ)(x, y) =
∫
F×F
ψ(xv − yu)φ(u, v)dudv.(4.3)
For a quasi-character χ of F×, we define
(4.4) φχ(x, y) =
∫
F×
χ−1(a)φ(ax, a−1y)da.
Then (ω(z)φ)χ = χ(z)φχ, for z ∈ Z ∼= F
×. The projection map ωψ → ωψ,χ can be identified with
(ω,S(Y ))→ IndHB (1 ⊗ χ)
φ 7→ (ω(h)φ)χ(0, 1).
Lemma 4.3. Let f ∈ IndHB (1 ⊗ χ) be the function defined by f(h) = (ω(h)φ)χ(0, 1), for some
φ ∈ S(Y ) = S(F 2). We define λ(f) = φχ(1, 1). Then λ is well-defined and defines a nontrivial
Whittaker functional on ωψ,χ.
Proof. The kernel of the map ωψ → ωψ,χ consists functions of the form ω(z)φ − χ(z)φ, z ∈ Z, φ ∈
S(Y ). To show λ is well-defined, it suffices to show that λ vanishes on the kernel, i.e.,
(ω(z)φ)χ(1, 1) = (χ(z)φ)χ(1, 1).
This is clear. For n = n(b) ∈ N , one preimage of r(n)f is ω(n)φ. Thus
λ(r(n)f) = (ω(n)φ)χ(1, 1) = ψ(b)φχ(1, 1),
by Eq.(4.1) and Eq.(4.4). This shows that λ is a Whittaker functional. 
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4.3. The Local Zeta Integral. Recall that T is the diagonal subgroup of H = GL2(F ) and
we have T ∼= F× × F×. A quasi-character η of T consists a pair of characters (η1, η2) of F
×:
η(t(a, b)) = η1(a)η2(b). Let || || be the character of T defined by
||t(a, b)|| = |ab−1|F .
Let η = (η1, η2) be a quasi-character of T . We consider the induced representation Ind
H
B (η| |
s−1/2)
of H .
Let (π, V ) be an infinite-dimensional irreducible admissible representation of GL2(F ) with central
character π, let η = (η1, η2) be a quasi-character of T and χ be quasi-characters of F
×. We require
that
ωπ · χ · η1η2 = 1.
For W ∈ W(π, ψ), θ ∈ W(ω(ψ−1, χ), ψ−1), and fs ∈ Ind
H
B (η| |
s−1/2), similar to the U(1, 1) case,
we consider the following local zeta integra
Ψ(W, θ, fs) =
∫
R\H
W (h)θ(h)fs(h)dh.
Remark: This is the local zeta integral at the split place of the global zeta integral for U(1, 1) defined
in [GRS], which is also a special case of the Rankin-Selberg type local zeta integral of GL2 × GL2
as defined by Jacquet in [J]. For the Rankin-Selberg integral for general GLn ×GLm, see [JPSS].
For Φ ∈ S(F 2), we define
(4.5) f(h, s,Φ, η) = η1(det(h))| det(h)|
s
F
∫
F×
Φ((0, r)h)η1(r)η
−1
2 (r)|r|
2s
F d
∗r.
The integral in the definition of f(s, h,Φ, η) converges for Re(s) large enough and defines a mero-
morphic function of s. It is easy to check that f(s, ·,Φ, h) ∈ IndHB (η| |
s−1/2). For Re(s) large enough,
every element in IndHB (η| |
s−1/2) is of the form f(h, s,Φ, η) for some Φ ∈ S(F 2), see [JL] for example.
We denote
Ψ(s,W, θ,Φ, η1) = Ψ(s,W, θ, f( , s,Φ, η)).
The above notation makes sense because η2, and hence η is uniquely determined by the other
parameters. It is standard to show that Ψ(s,W, θ,Φ, η1) converges absolutely for Re(s) >> 0 and
defines a meromorphic function of s, see [J].
Plugin the definition of f(h, s,Φ, η), it is easy to see that
Ψ(s,W, θ,Φ, η1) =
∫
N\H
W (h)θ(h)η1(det(h))| det(h)|
sΦ((0, 1)h)dh.
Note that in this expression, η2 is hidden.
Next, we suppose that the Whittaker function θ ∈ W(ωψ−1,χ, ψ
−1) is associated with φ ∈ S(F 2),
i.e., we fix a nonzero λ ∈ HomN (ωψ−1,χ, ψ
−1), then θ(h) = λ(ω(h)φ). By Lemma 4.3, we have
(4.6) θ(h) =
∫
F×
χ−1(a)(ω(h)φ)(a, a−1)d∗a =
∫
Z
χ−1(z)(ω(zh)φ)(1, 1)dz.
We will use this expression later.
4.4. The local γ-factor and local functional equation. We recall the local functional equation
of the Rankin-Selberg zeta integral for GL2, see [J], Theorem 14.7.
For an irreducible smooth representation π of GL2(F ), we have an isomorphism π˜ ∼= π ⊗ ω
−1
π .
For W ∈ W(π, ψ), if we define
W˜ (h) =W (h)ω−1π (det(h)),
then W˜ ∈ W(π˜, ψ). For Φ ∈ S(F 2), we define the Fourier transform Φˆ by
Φˆ(x, y) =
∫
Φ(u, v)ψ(uy − vx)dudv.
Theorem 4.4 (Jacquet, Theorem 14.7 of [J]). There is a meromorphic function γ(s, π, ωψ−1,χ, η1)
such that
Ψ(1− s, W˜ , θ˜, Φˆ, η−11 ) = γ(s, π, ωψ−1,χ, η1)Ψ(s,W, θ,Φ, η1).
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It is clear that Ψ(1− s, W˜ , θ˜, Φˆ, η−11 ) = Ψ(1− s,W, θ, Φˆ, η2), where η2 = ω
−1
π ω
−1
θ η
−1
1 .
Theorem 4.5 (Jacquet, Theorem 15.1 of [J], Multiplicativity of γ-factors). If χ 6= | |±1 so that
ωψ,χ ∼= Ind
H
B (1⊗ χ) is irreducible, then
γ(s, π, ωψ−1,χ, η) = γ(s, π, η1)γ(s, π, χη1),
where γ(s, π, η1) = γ(s, π ⊗ η1) is the γ-factor of π ⊗ η1 defined in [JL].
5. A new proof of the local converse theorem for GL(2)
5.1. Howe vector for GL(2,F). In this section, we consider the Howe vectors for representations
of GL2(F ). The theory is parallel to §3.1. We omit some details, which can be found in [Ba2].
Let p = pF be a prime element of F . Let P = pFOF be the maximal ideal of F . Let ψ be an
additive character on F such that ψ(OF ) = 1 and ψ(p
−1O) 6= 1.
Let Km ⊂ GL2(F ) be a congruence subgroup defined by 1 +M2(P
m). Set
dm =
(
p−m
pm
)
.
Let Jm = dmKmd
−1
m . Explictly,
Jm =
(
1 + Pm P−m
P 3m 1 + Pm
)
∩H.
Let τm be the character of Km defined by
τm(k) = ψ(p
−2mk1,2), k = (ki,l) ∈ Km.
By our assumption on ψ, it is easy to see that τm is indeed a character on Km. Define ψm on Jm by
ψm(j) = τm(d
−1
m jdm), j ∈ Jm.
One can check that ψm and ψ agree on Nm := Jm ∩N .
Let (π, V ) be a ψ generic representation. We fix a Whittaker functional. Let v ∈ V be such that
Wv(1) = 1. Let Nm = Jm ∩N . For m ≥ 1, define
vm =
1
Vol(Nm)
∫
Nm
ψ(n)−1π(n)vdn.
Let L be an integer such that v is fixed by KL.
Lemma 5.1. We have
(1) Wvm(1) = 1.
(2) If m ≥ L, π(j)vm = ψm(j)vm for all j ∈ Jm.
(3) If k ≤ m, then
vm =
1
Vol(Nm)
∫
Nm
ψ(n)−1π(n)vkdn.
The vectors vm are called Howe vectors.
Let w =
(
1
−1
)
be the nontrivial Weyl element of H . Recall that we use t(a) to denote the
element diag(a, 1) for a ∈ F×.
Lemma 5.2. Let vm,m ≥ L, be Howe vectors defined as above, and let Wvm be the Whittaker
functions associated to vm. Then
(1) Wvm(t(a)) 6= 0 implies a ∈ 1 + P
m
F .
(2) Wvm(t(a)w) 6= 0 implies a ∈ P
−3m
F .
Proof. (1) For x ∈ P−mF , we have n(x) ∈ Nm. From Lemma 5.1 and the relation
t(a)n(x) = n(ax)t(a),
we get
ψm(x)Wvm (m(a)) = ψ(ax)Wvm (m(a)).
If Wvm(m(a)) 6= 0, we have (1 − a)x ∈ Ker(ψ) for any x ∈ P
−m. Thus a ∈ 1 + Pm.
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(2) For x ∈ P3mF , we have n¯(−x) ∈ N¯m := Jm ∩ N¯ . It is easy to check the relation
t(a)wn¯(−x) = n(ax)t(a)w.
By Lemma 5.1, we have
Wvm(t(a)w) = ψ(ax)Wvm (t(a)w).
Thus Wvm(m(a)w) 6= 0 implies ψ(ax) = 1 for all x ∈ P
3m
F , i.e., a ∈ P
−3m
F . 
Proposition 5.3. Let (π, V ) and (π′, V ′) be two ψ-generic representation of H with the same central
character. Choose v ∈ V, v′ ∈ V ′ so that Wv(1) = 1 =Wv′ (1) and define vm ∈ V, v
′
m ∈ V
′ as above.
Let L be an integer such that v, v′ are fixed by KL. Let m ≥ 3L and n0 ∈ N . Then
(1) Wvm(t(a)) = 1 =Wv′m(t(a)) for all a ∈ 1 + P
m.
(2) Wvm(b) =Wv′m(b) for all b ∈ B.
(3) If n0 ∈ Nm, then Wvm(twn0) = ψ(n0)Wvm(tw) for all t ∈ T =M .
(4) If n0 /∈ Nm, then Wvm(twn0) =Wv′m(twn0) for all t ∈ T .
Proof. (1) For a ∈ 1 + Pm, we have t(a) ∈ Jm. Thus Wvm(t(a)) = ψm(t(a))Wvm(1) = 1.
(2) Since B = NT , it suffices to check thatWvm(t) =Wv′m(t) for all t ∈ T . From (1) and the above
lemma, we have Wvm(t(a)) =Wv′m(t(a)) for all a ∈ F
×. For t = diag(a, b) = diag(ab−1, 1)diag(b, b),
thus
Wvm(t) = ωπ(b)Wvm(ab
−1) = ωπ′(b)Wv′m(t(ab
−1)) =Wv′m(t).
(3) For n0 ∈ Nm, we have π(n)vm = ψ(n0)vm. The assertion is clear.
(4) We have
Wvm(twn0) = Vol(Nm)
−1
∫
Nm
WvL(twn0n)ψ
−1(n)dn.
Let n′ = n0n. Since n0 /∈ Nm, n ∈ Nm, we get n
′ /∈ Nm.
Suppose n′ = n(x). Then n /∈ Nm is equivalent to x /∈ P
−m. In particular, x 6= 0. We have(
1
−1
)(
1 x
1
)
=
(
−x−1 1
−x
)(
1
x−1 1
)
Let b =
(
−x−1 1
−x
)
, j =
(
1
x−1 1
)
. Then b ∈ B0, j ∈ JL by assumption. Thus
WvL(twn
′) =WvL(tbj) =WvL(tb).
By (1), we have WvL(tb) =Wv′L(tb). Now it is clear that Wvm(twn0) =Wv′m(twn0). 
5.2. Howe vectors for Weil representations. We first quote two lemmas on Fourier analysis on
p-adic fields. Before that, we recall some notations. Let χ be a character of F×. If χ is unramified,
we denote deg(χ) = 0. If χ us ramified, we denote deg(χ) the integer m such that χ|1+Pm = 1 but
χ|1+Pm−1 6= 1. Recall that we fixed an unramified additive character ψ of F . In the integrals of the
following lemmas, we use the standard Haar measure, i.e., we fix a Haar measure dx on F such that
Vol(OF , dx) = 1, and we denote d
∗x = dx|x| the multiplicative Haar measure on F
×. Note that we
have Vol(O×F , d
∗x) = 1− q−1F and vol(1 + P
m
F , d
∗x) = q−mF .
Lemma 5.4. (1) We have∫
O×F
ψ(pku)d∗u =

1− q−1F = Vol(O
×
F , d
∗u) := c0, k ≥ 0
q−1F (
∑
a∈O×/(1+PF )
ψ(p−1a)) = −q−1F := c1, k = −1,
0, k ≤ −2.
(2) Let χ be a ramified character of F× of degree h, h ≥ 1. Then∫
O×F
χ(u)ψ(pku)d∗u =
{
0 k 6= −h
6= 0, k = −h.
Proof. (1) is easy and can be found in Page 21 of [Ta]. (2) is Lemma 5.1 of [Ta], Page 49. 
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Let k be a positive integer, χ be a character of F× and a ∈ F×, we consider the following integral
Fχ(k, a) =
∫
|x|=qk
ψ(x + ax−1)χ(x)d∗x.
Lemma 5.5. Suppose that |a| = qnF with 1 ≤ k < n.
(1) If χ is unramified, then Fχ(k, a) 6= 0 if and only if n is even and k = n/2.
(2) If χ is ramified of degree h ≥ 1, Fχ(k, a) 6= 0 if and only if one of the following holds:
(a) n is even, n ≥ 2h and k = n/2,
(b) n is even, h < n < 2h and k = n/2, k = h or k = n− h,
(c) n is odd, h < n < 2h and k = h or k = n− h.
Proof. This is Lemma 5.23 of [Ta], page 67. 
For a positive integer m, we consider the function φm ∈ S(F 2) defined by
φm(x, y) = Υ1+Pm(x) ·Υ1+PmF (y),
where for a subset A ⊂ F , ΥA(x) denote the characteristic function of A.
Proposition 5.6. (1) For n ∈ Nm, we have
ωψ−1(n)φ
m = ψ−1(n)φm.
(2) For n¯ ∈ N¯m = N¯ ∩ Jm, we have
ωψ−1(n¯)φ
m,χ = φm,χ.
Proof. (1) For n = n(b) ∈ Nm, we have
ωψ−1(n(b))φ
m(x, y) = ψ−1(bxy))φm(x, y).
For (x, y) ∈ supp(φm,χ), i.e., x, y ∈ 1 + PmF and n(b) ∈ Nm, i.e., b ∈ P
−m
F , we have bxy − b ∈ OF .
Since ψ is unramified, we get ψ−1(bxy) = ψ(b). Thus
ωψ−1(n(b))φ
m = ψ−1(b)φm.
(2) For n¯ ∈ N¯m, we can write n¯ = w
−1n(b)w with b ∈ P3mF . Let φ
′ = ω(w)φm. We have
φ′(x, y) =
∫
F 2
φ(u, v)ψ−1(xv − yu)dudv
=
∫
1+PmF
ψ−1(xv)dv
∫
1+Pm
ψ(yu)du
= ψ−1(x)ΥP−mF
(x) · ψ(y)ΥP−mF
(y).
For (x, y) ∈ suppφ′ = P−mF × P
−m
F , we have bxy ∈ OF , and thus
ω(n(b))φ′(x, y) = ψ−1(bxy)φ′(x) = φ′(x, y),
i.e., ω(n(b)) fixes φ′. Then
ω(n¯)φm = ω(w−1)ω(n(b))ω(w)φm
= ω(w−1)ω(n(b))φ′ = ω(w−1)φ′ = ω(w−1)ω(w)φm = φm.
This completes the proof. 
Recall that, for a character χ of F×, we have a projection map ωψ−1 → ωψ−1,χ, defined by
φ 7→ φχ. The following corollary follows from Proposition 5.6 directly.
Corollary 5.7. (1) For n ∈ Nm, we have
ωψ−1,χ(n)φ
m
χ = ψ
−1(n)φmχ .
(2) For n¯ ∈ N¯m = N¯ ∩ Jm, we have
ωψ−1,χ(n¯)φ
m
χ = φ
m
χ .
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By Lemma 4.3, the Whittaker function θm,χ associated with φmχ for the representation ωψ−1,χ is
(5.1) θm,χ(h) = (ωψ−1(h)φ
m)χ(1, 1) =
∫
F×
χ−1(u)(ωψ−1(h)φ
m)(u, u−1)d∗u.
Proposition 5.8. Given positive integers N,m, with m ≥ N . Then there exist a finite number of
characters {χi} of F
× satisfying the following conditions:
(1) χi 6= | |
±1,
(2) deg(χi) ≤ N , and
(3) for all a ∈ F× with |a| ≤ qNF , there exists a character χi such that
θm,χi(t(a)w) 6= 0.
Recall that w =
(
1
−1
)
. This proposition is the key to prove the local converse theorem.
Proof. By the Whittaker function formula of Weil representation, Eq.(4.6) or Eq.(5.1), and the Weil
representation formulas, Eq.(4.2) and Eq.(4.3), we have
θm,χ(t(a)w)
=
∫
F×
χ−1(u)(ωψ−1(t(a)w)φ
m)(u, u−1)d∗u
= |a|1/2
∫
F×
χ−1(u)ω(w)φm(au, u−1)d∗u
= |a|1/2
∫
F×
χ−1(u)
∫
F×F
ψ−1(auy − u−1x)φm(x, y)dxdyd∗u
= |a|1/2
∫
F×
χ−1(u)
(∫
1+PmF
ψ−1(−u−1x)dx
∫
1+PmF
ψ−1(auy)dy
)
d∗u.
It is easy to see that the inner integral∫
1+PmF
ψ−1(−u−1x)dx
∫
1+PmF
ψ−1(auy)dy
is ψ(u−1 − ua) if u ∈ a−1P−m, and u−1 ∈ P−m and zero otherwise. Suppose that |a| = qn, with
n ≤ N . We then have
θm,χ(t(a)w) = q
n/2
F
∫
q−m≤|u|≤qm−n
χ−1(u)ψ(u−1 − au)d∗u
Note that 2m ≥ N ≥ n, thus the domain {u ∈ F×|q−m ≤ |u| ≤ qm−n} is nonempty. We first assume
that n ≤ 0, i.e., |a| ≤ 1. Let χ0 be an unramified character. By Lemma 5.4, we have
q
−n/2
F θ
m,χ0(t(a)w) =
∫
q−m≤|u|≤1
χ−10 (u)ψ(u
−1)du+
∫
1<|u|≤qm−n
χ−10 (u)ψ(−ua)d
∗u
=
0∑
k=−m
χ0(p
k)
∫
O×F
ψ(pku−10 )d
∗u0 +
m−n∑
k=1
χ0(p
k)
∫
O×F
ψ(−p−k−nu0)d
∗u0
= χ0(p
−1)c1 + c0 + χ0(p
1−n)c1 +
−n∑
k=1
χ0(p
k)c0,
where the sum
∑−n
k=1 χ0(p
k) should be interpreted as 0 if n = 0. Since the character χ0 is determined
by χ0(p), it is easy to choose χ0(p) and hence χ0 which might depend on |a| such that χ0 6= | |
±1
and
θm,χ0(t(a)w) 6= 0, for |a| ≤ 1.
For example, one can take χ0 to be the trivial character if qF 6= 2, 3. If qF = 2 and n 6= −1, or
qF = 3, n 6= 0, one can still take χ0 to be the trivial character. If qF = 2 and n = −1 or qF = 3
and n = 0, one can take χ0 = | |
−2. From this discussion, we know that at most two characters will
work for all a with |a| ≤ 1.
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Now suppose that n ≥ 1. We have
|a|−1/2θχφm(t(a)w)(5.2)
=
∫
q−m≤|u|≤q−n
χ−1(u)ψ(u−1)d∗u(5.3)
+
∫
q−n<|u|<1
χ−1(u)ψ(u−1 − au)d∗u(5.4)
+
∫
1≤|u|≤qm−n
χ−1(u)ψ(−au)d∗u.(5.5)
If n = 1, the term Eq.(5.4) is zero. Let χ = χ0 be an unramified character, by Lemma 5.4, the term
Eq.(5.3) becomes χ0(p)c1, and the term Eq. (5.5) becomes c1. Thus
q
−1/2
F θ
m,χ(t(a)w) = (χ0(p) + 1)c1, if |a| = qF .
Thus we can choose a single χ0 6= | |
±1 such that
θm,χ0(t(a)w) 6= 0, ∀a with |a| = qF .
Next we consider the case n ≥ 2 and n is even. We still take an unramified character χ0 6= | |
±1.
Then by Lemma 5.4, the term Eq.(5.3) and the term Eq.(5.5) vanish. By Lemma 5.5 and Eq.(5.2),
we have
q
−n/2
F θ
m,χ(t(a)w)
=
∫
q−n<|u|<1
χ−10 (u)ψ(u
−1 − au)d∗u
=
n−1∑
k=1
∫
|u|=qk
χ0(u)ψ(u −
a
u
)d∗u
=
n−1∑
k=1
Fχ0(k,−a)
= Fχ0(n/2,−a) 6= 0.
Next we suppose that |a| = qn with n odd and n ≥ 3. Let χ be a ramified character of degree n.
By Lemma 5.5, the term Eq.(5.4) vanishes. In fact, we have∫
q−n<|u|<1
χ−1(u)ψ(u−1 − au)d∗u
=
n−1∑
k=1
∫
|u|=qk
χ(u)ψ(u−
a
u
)d∗u
=
n−1∑
k=1
Fχ(k,−a).
By Lemma 5.5, each term Fχ(k,−a) vanishes. By Lemma 5.4, the term Eq.(5.3) is
−n∑
k=−m
χ(p)k
∫
O×F
χ(u0)ψ(p
ku0)d
∗u0
=χ(p)−n
∫
O×F
χ(u0)ψ(p
−nu0)d
∗u0 6= 0.
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If we suppose a = p−na0 with a0 ∈ O
×
F , then the term Eq (5.5) is
m−n∑
k=0
χ(p)k
∫
O×F
χ−1(u0)ψ(−a0u0p
−k−n)d∗u0
=
m−n∑
k=0
χ(p)kχ(a0)
∫
O×F
χ−1(u0)ψ(−p
−k−nu0)d
∗u0
=χ(−a0)
∫
O×F
χ−1(u0)ψ(p
−nu0)d
∗u0.
Thus we have
q
−n/2
F θ
m,χ(t(a)w) = χ−1(pn)
∫
O×F
χ(u)ψ(p−nu)d∗u+ χ(−a0)
∫
O×F
χ−1(u)ψ(p−nu)d∗u.(5.6)
For a character χ of degree n, write c(χ) =
∫
O×F
χ(u)ψ(p−nu)d∗u 6= 0 temporarily, then Eq.(5.6) can
be written as
(5.7) q
−n/2
F θ
m,χ(t(a)w) = χ(p)−nc(χ) + χ(−a0)c(χ
−1).
We claim that, for n ≥ 2 with n odd, we can find a character χ such that θm,χ(t(a)w) 6= 0.
In fact, if exists a character χ0 of degree n such that θ
m,χ0(t(a)w) = 0, which is equivalent to
χ0(−a0)c(χ
−1
0 ) = −χ0(p)
−nc(χ0) by Eq.(5.7). Let χs be the character of F
× defined by χ0| |
s. Note
that deg(χs) = n, χs(−a0) = χ0(a0) and c(χs) = c(χ0). Then
q
−n/2
F θ
m,χs(t(a)w) = qnsF χ
−1
0 (p
n)c(χ0) + χ0(−a0)c(χ
−1
0 )
= (qns − 1)χ−10 (p
n)c(χ0).
If s 6= 0, i.e., qns 6= 1, then
θm,χs(t(a)w) 6= 0.
This shows that for any a with a ∈ P−NF , we can find a character χ such that θ
m,χ(t(a)w) 6= 0.
We also need to prove the “finiteness” part. By the above discussion, it suffices to show that for
each odd n with n ≥ 2, there exists a finite number of characters {χi,n} such that for each a with
|a| = qnF , we can find a character χi,n such that θ
m,χi,n(t(a)w) 6= 0.
In fact, for a character χ of degree n, since it is trivial on 1+Pn, for any u ∈ a0(1+P
n), Eq.(5.6)
shows that
θm,χ(t(p−nu)w) = θm,χ(t(p−na0)w).
This means that if a character χ works for p−na0, then it works for p
−nu for all u ∈ a0(1 + P
n).
Since O×F /(1 + P
n) is finite, the assertion follows. 
Corollary 5.9. Given positive integers m,N with m ≥ N . For any character χ of F×, there is an
integer d = d(N,χ) such that
θm,χ(t(a0a)w) = θ
m,χ(t(a)w), ∀a0 ∈ 1 + P
d
F , a ∈ P
−N
F .
In fact, we can take d = max {deg(χ), N}.
Proof. The function θm,χ(t(a)w) with variable a is continuous, thus there is an integer d such that
θm,χ(t(a0a)w) = θ
m,χ(t(a)w) for all a ∈ 1 + PdF . We want to show that such an integer d can be
chosen independent of m.
From the proof of Proposition 5.8, the term |a|−1/2θm,χ(t(a)w) have the expression Eq.(5.2). If
n ≤ 0, i.e., q−n ≥ 1, we should view the term Eq.(5.4) as zero. Denote the term Eq.(5.3) (resp.
Eq.(5.4), Eq.(5.5)) by G1(a) (resp. G2(a), G3(a)). The term G1(a) only depends on |a|, and thus
G1(a0a) = G1(a) for all a0 ∈ O
×
F . For u with q
−n
F < |u| < 1, we have p
Nau ∈ OF . From this, one
can check that G2(a0a) = G2(a) for all a0 ∈ 1 + P
N
F easily.
We have
G3(a) =
∫
1≤|u|≤qm−n
χ−1(u)ψ(−au)d∗u.
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Thus for a0 ∈ O
×
F , by changing variable, we have
G3(a0a) =
∫
1≤|u|≤qm−n
χ−1(u)ψ(−a0au)d
∗u
= χ(a0)
∫
1≤|u|≤qm−n
χ−1(u)ψ(−au)d∗u
= χ(a0)G3(a).
Thus we have G3(a0a) = G3(a) for a ∈ 1 + P
deg(χ)
F . 
5.3. A new proof of the local converse theorem for GL2. Recall the local converse theorem
for GL2:
Theorem 5.10 (Corollary 2.19 of [JL]). Let π, π′ be two infinite dimensional irreducible smooth
representation of GL2(F ) with the same central character. If γ(s, π, η) = γ(s, π
′, η) for all quasi-
characters η of F×, then π ∼= π′.
We are going to give a new proof of this theorem. In fact, we will prove the following
Theorem 5.11. Let π, π′ be two ψ-generic irreducible smooth infinite dimensional representations
of GL2(F ) with the same central character ωπ = ωπ′ .
(1) If γ(s, π, ωψ−1,χ, η1) = γ(s, π
′, ωψ−1,χ, η1) for all quasi-characters χ, η1, of F
× with χ 6= | |±1,
then π is isomorphic to π′.
(2) For a fixed quasi-character χ of F×, there is an integer l0 = l0(π, π
′, χ) such that for all
quasi-characters η1, of F
× with deg(η1) > l0, we have
γ(s, π, ωψ−1,χ, η) = γ(s, π
′, ωψ−1,χ, η).
Remark 5.12. (1) Note that, the condition of (1) of Theorem 5.11 is weaker than that of Theorem
5.10 by the multiplicativity theorem of γ-factors, Theorem 4.5. Thus it is clear that part (1) of
Theorem 5.11 implies Theorem 5.10.
(2) The conclusion of Part (2) of Theorem 5.11 is weaker than the stability of gamma factors for
GL2.
Before the proof, we recall that in §3.3, we defined a function Φi,l ∈ S(F
2). We need to compute
f(s, h,Φi,l, η) in our case. The function f(s, h,Φi,l, η) in the GL2-case is defined in §4, Eq.(4.5). For
quasi-characters χ, η1 of F
×, we define η2 = ω
−1
π χ
−1η−11 . Let l = deg(η1η
−1
2 ) = deg(η
2
1 · ωπ · χ),
η = (η1, η2) and η
∗ = (η2, η1). It is easy to see that
(5.8) f(n¯(x), Φˆi,l, η, s) =
{
q−lF if |x|F ≤ q
−i
F ,
0, otherwise
and
(5.9) f(wn(x), Φˆi,l, η
∗, 1− s) = q−l−iF c(s, η, ψ), if |x|F ≤ q
i−l
F ,
where c(s, η, ψ) =
∫
|y|F≤qlF
ψF (y)η
−1
1 η2(y)|y|
1−sd∗y, which has no zeros or poles except for a finite
number of q−sF .
Proof of Theorem 5.11. The proof is almost identical to the proof of Theorem 3.9.
We fix vectors v ∈ Vπ, v
′ ∈ Vπ′ such that Wv(1) = 1 = Wv′(1). Let L1 be an even integer such
that v, v′ are fixed by KL1. Let L = 3L1 and let m be an integer such that L ≤ m. Recall that we
have defined φm ∈ S(F 2), the space of ωψ−1 in §5.2. Let χ be a character of F
× with deg(χ) ≤ m,
recall that θm,χ is the Whittaker function associated with φmχ ∈ ωψ−1,χ, see Eq.(5.1).
For a quasi-character η1 of F
×, we take η2 such that ωπ · χ · η1η2 = 1. Let l = deg(η1η
−1
2 ). We
consider the integral
Ψ(s,Wvm , θ
m,χ,Φi,l, η) =
∫
R\H
Wvm(h)θ
m,χ(h)f(s, h,Φi,l, η)dh.
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We will take the integral Ψ(s,Wvm , θ
m,χ,Φi,l) on the open dense set R \ NTN¯ of R \ H . For
h = n(y)t(a, b)n¯(x) ∈ NTN¯ , the Haar measure will be dh = |a/b|−1F dyd
∗adx. Thus by Eq.(5.8), we
get
Ψ(s,Wvm , θ
m,χ,Φi,l, η)
=
∫
F×
∫
F
Wvm(t(a)n¯(x))θ
m,χ(t(a)n¯(x))η1(a)|a|
s−1f(s, n¯(x),Φi,l, η)dxd
∗a
= q−lF
∫
F×
∫
|x|F≤q
−i
F
Wvm(t(a)n¯(x))θ
m,χ(t(a)n¯(x))η1(a)|a|
s−1dxd∗a.
Let i ≥ 3m, then |x|F ≤ q
−i
F implies that n¯(x) ∈ Jm. Thus by Lemma 5.1 and Proposition 5.6,
we have
Wvm(t(a)n¯(x)) =Wvm(t(a)), θ
m,χ(t(a)n¯(x)) = θm,χ(t(a)) for |x|F ≤ q
−i
F .
Combining these facts and Lemmas 5.1, 5.2, we get
Ψ(s,Wvm , θ
m,χ,Φi,l)
= q−l−iF
∫
F×
Wvm(t(a))θ
m,χ(t(a))η1(a)|a|
s−1d∗a
= q−l−iF
∫
1+PmF
Wvm(t(a))θ
m,χ(t(a)η1(a)d
∗a
= q−l−iF
∫
1+PmF
θm,χ(t(a))η1(a)d
∗a.
By definition of θm,χ, see Eq.(5.1), for a ∈ 1 + PmE , we have
θm,χ(t(a))
=
∫
F×
χ−1(u)(ωψ−1(t(a))φ
m)(u, u−1)d∗u
=
∫
F×
χ−1(u)|a|1/2φm(au, u−1)d∗u
=
∫
1+PmF
χ−1(u)d∗u
= vol(1 + PmF , d
∗u),
where in the last step we used the fact that deg(χ) ≤ m. Thus if m ≥ l(η1), we have
Ψ(s,Wvm , θ
m,χ,Φi,l)
= q−l−iF vol(1 + P
m
F , d
∗a)
∫
1+PmF
η1(a)d
∗a
= q−l−iF vol(1 + P
m
F , d
∗a)2.(5.10)
The same calculation works for Ψ(s,Wv′m , θ
m,χ,Φi,l). In particular, we get
(5.11) Ψ(s,Wv′m , φ
m,χ,Φi,l, η) = Ψ(s,Wvm , φ
m,χ,Φi,l) = q
−l−i
F vol(1 + P
m
F , d
∗a)2,
for i ≥ 3m,m ≥ max {L, l(η1), deg(χ)}.
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LetW =Wvm orWv′m . We compute the integral Ψ(1−s,W, φ
m,χ, Φˆi,l) on the dense setN\NTwN
of N \H . Let i ≥ m+ l, then |x|F ≤ q
m
E implies that |x|F ≤ q
i−l
F . Then by Eq.(5.9), we have
Ψ(1− s,W, φm,χ, Φˆi,l)
=
∫
F×
∫
F
W (t(a)wn(x))θm,χ(t(a)wn(x))fs(t(a)wn(x), Φˆi,l, η
∗)
= q−l−iF c(1− s, η, ψ)
∫
F×
∫
|x|≤qmF
W (t(a)wn(x))θm,χ(t(a)wn(x))η2(a)|a|
−sdxd∗a(5.12)
+
∫
F×
∫
|x|F>qmF
W (t(a)wn(x))θm,χ(t(a)wn(x))f(1 − s, t(a)wn(x), Φˆi,l)dxd
∗a(5.13)
By Proposition 5.3, we haveWvm(t(a)wn(x)) =Wv′m(t(a)wn(x)) for |x| > q
m
F . Thus the expressions
(5.13) for W =Wvm and W =Wv′m are the same.
For |x|F ≤ q
m
F , we have n(x) ∈ Nm. By Lemma 5.1 and Proposition 5.6, we have
Wvm(t(a)wn(x)) = ψ(x)Wvm (t(a)w), and θ
m,χ(t(a)wn(x)) = ψ−1(x)ωm,χ.
Thus the expression (5.12) can be simplified to
(5.14) q−l−i+mF c(1− s, η, ψ)
∫
F×
W (t(a)w)θm,χ(t(a)w)η2(a)|a|
−sd∗a.
Thus we get
Ψ(1− s,Wvm , φ
m,χ, Φˆi,l)−Ψ(1− s,Wv′m , φ
m,χ, Φˆi,l)(5.15)
=q−l−i+mF c(1− s, η
∗, ψ)
∫
F×
(Wvm(t(a)w) −Wv′m(t(a)w))θ
m,χ(t(a)w)η2(a)|a|
−sd∗a
By Eq.(5.11), Eq.(5.15) and the local functional equation, we get
dm(s, η, ψ)(γ(s, π, ωψ−1,χ, η)− γ(s, π
′, ωψ−1 , η))(5.16)
=
∫
F×
(Wvm(t(a)w) −Wv′m(t(a)w))θ
m,χ(t(a)w)η2(a)|a|
−sd∗a
for m ≥ max {L, l(η1)}, where dm(s, η, ψ) = vol(1 + P
m
F , d
∗a)2q−mF c(1 − s, η, ψ)
−1. By Proposition
5.3, for n ∈ Nm −NL, we have WvL(t(a)wn) =Wv′L(t(a)wn). Thus by Lemma (5.1), we have
Wvm(t(a)w) −Wv′m(t(a)w)(5.17)
=
1
vol(Nm)
∫
Nm
ψ−1(n)(WvL(t(a)wn) −Wv′L(t(a)wn))dn
=
1
vol(Nm)
∫
NL
ψ−1(n)(WvL (t(a)wn) −Wv′L(t(a)wn))dn
=
vol(NL)
vol(Nm)
(WvL(t(a)w) −Wv′L(t(a)w)).
If we combine Eq.(5.16) and Eq.(5.17), we get
dm,L(s, η, ψ)(γ(s, π, ωψ−1,χ, η)− γ(s, π
′, ωψ−1,χ, η))(5.18)
=
∫
F×
(WvL(t(a)w) −Wv′L(t(a)w))θ
m,χ(t(a)w)ω−1π χ
−1η−11 (a)|a|
−sd∗a,
with dm,L(s, η, ψ) = dm(s, η, ψ)vol(Nm)vol(NL)
−1, for m ≥ max {L, l(η1)}.
Now we are ready to prove our theorem. To prove (1), it suffices to show that WvL(h) =Wv′L(h)
for all h ∈ H = GL2(F ). By Proposition 5.3, it suffices to show that WvL(t(a)w) =Wv′L(t(a)w) for
all a ∈ E×. Let C = 3L/2 > L. By Lemma 5.2, we have
WvL(t(a)w) =Wv′L(t(a)w) = 0, if a /∈ P
−C
F .
Thus it suffices to show that
WvL(t(a)w) −Wv′L(t(a)w) = 0, ∀a ∈ E
×, with |a|F ≤ q
C
F .
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By our assumption on γ-factors and Eq.(5.18), we have∫
F×
(WvL(t(a)w) −Wv′L(t(a)))θ
m,χ(t(a)w)η2(a)|a|
−sd∗a = 0.
By the inverse Mellin transform, we get
(WvL(t(a)w) −Wv′L(t(a)w))θ
m,χ(t(a)w), ∀a ∈ F×.
We take m ≥ max {C, l(η1), deg(χ)}, then by Proposition 5.8, for each a ∈ P
−C
F , there exists a
character χ 6= | |±1 with deg(χ) ≤ C such that θm,χ(t(a)w) 6= 0. Thus we get
WvL(t(a)w) =Wv′L(t(a)w, ∀a ∈ P
−C
F .
This completes the proof of (1).
To prove (2), we take an integer l1 such that
WvL(t(a0a)w) =WvL(t(a0a)w), and Wv′L(t(a0a)w) =Wv′L(t(a0a)w),
for all a0 ∈ 1 + P
l1
F . Note that l1 only depends on π, π
′. By Corollary (5.9), for m ≥ C, we have
θm,χ(t(a0a)w) = θ
m,χ(t(a)w), ∀a0 ∈ 1 + P
deg(χ)+C .
Let l0 = max {deg(χ) + C, l1, deg(ωπ), deg(χ)}. Note that l1, L, C = 3L/2 are only depend on π, π
′,
thus l0 only depends on π, π
′, χ. Then it is clear that for deg(η1) > l0, the right side of Eq.(5.18)
vanishes. Since dm,L(s, η, ψ) does not have zeros or poles other than finite number of q
−s
F , we get
γ(s, π, ωψ−1,χ, η1) = γ(s, π
′, ωψ−1,χ, η1), if deg(η1) > l0.
This completes the proof of (2). 
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