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Abstract
We study dynamics of opinion formation in a network of coupled agents. As the network
evolves to a steady state, opinions of agents within the same community converge faster than
those of other agents. This framework allows us to study how network topology and network
flow, which mediates the transfer of opinions between agents, both affect the formation of
communities. In traditional models of opinion dynamics, agents are coupled via conservative
flows, which result in one-to-one opinion transfer. However, social interactions are often non-
conservative, resulting in one-to-many transfer of opinions. We study opinion formation in
networks using one-to-one and one-to-many interactions and show that they lead to different
community structure within the same network.
1 Introduction
Networks often have complex structure that can be mapped onto communities in social networks
or functional modules in biological networks [21, 22]. A community is generally understood to be a
group of nodes that are better connected to, more similar to, or interact more frequently with, each
other than with other nodes. Social scientists, mathematicians, physicists and computer scientists
have developed an arsenal of methods for finding communities in networks. These methods include
clustering algorithms based on node similarity [11], spectral clustering [32], and graph partitioning
methods based on conductance [9, 28], normalized cut [25], and modularity [10]. What these methods
have in common is that they examine network topology, or connections between nodes, to identify
interesting structures.
Community structure of complex networks, however, is the product of both their topology and
function, which is determined by the dynamic processes taking place on the network. These pro-
cesses, or flows, mediate the interactions between nodes and determine the phenomena taking place
on the network, whether diffusion and other types of transport in biological networks, or the spread
of information or disease in social networks. The relationship between network structure, topology
and dynamics is complex and multi-faceted. Researchers have shown that topology and structure
affect the evolution of macroscopic phenomena taking place on a network, such as synchroniza-
tion [30, 3, 19], the spread of epidemics [24] and rumors [18]. The impact of structure is even greater
when topology itself changes over time [13]. A growing body of work examines the impact of dy-
namic interactions, or flows, on the measurement of network structure, including identification of
central nodes [5, 15] and communities [23] in the network. Our study of adds to this research by
contrasting community structures induced by two different types of flow on the same network.
In this paper we study network community structure and its dependence on both network topol-
ogy and flows, using models of opinion dynamics. Such models have been used to explain how a
social system can reach global consensus via local interactions. One class of models considers a
network of coupled nodes, or agents, where each agent holds a real-valued opinion and affects the
opinions of its neighbors by interacting with them [7, 19]. In the long run, the network reaches a
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consensus state, with all agents holding the same opinion [20]. However, strongly coupled agents
— those that interact more frequently or with greater intensity — will converge in opinion faster.
As a result, communities of agents holding similar opinions will emerge and coalesce enroute to the
global consensus state [19].
In existing models of opinion dynamics, agents transfer opinions to their neighbors via one-to-
one, or conservative, interactions. Other examples of conservative interactions include used-goods
and money exchange, in which an agent selects just one of its neighbors for a transaction. Such
interactions are usually modeled as a random walk, whose dynamics is described by the Laplacian
or one of its variants. However, one-to-one interactions are not appropriate for describing other
types social interactions, including those that lead to the spread of a disease and information. Such
interactions are often one-to-many, or what we refer to as non-conservative. In a simple epidemic,
for example, an agent attempts to infect every neighbor, rather than pick a single neighbor to infect.
Recently Lerman and Ghosh [16] introduced the replicator operator to describe the dynamics of
agents coupled via non-conservative interactions. In Section 3 we use the replicator in a model of
opinion dynamics and contrast its properties to those of the Laplacian.
As agents interact, either via conservative (one-to-one) or non-conservative (one-to-many) inter-
actions, communities of agents holding similar opinions emerge in a complex network. In Section 4
we define a function that measures the similarity of opinions of a pair of nodes or agents. We use
this function to partition the network into communities of similar agents. In Section 5 we use the
two interaction models to explore the community structure of real-world social networks of Facebook
and Digg. We show that the non-conservative model identifies a different community structure than
one that emerges from conservative interactions. While both models reveal a layered “core and
whiskers” [17] organization in the networks — with a giant core and multiple small communities
(whiskers) weakly connected to the core in each layer — the composition of the cores found by
the two models is substantially different. Moreover, the two models group into small communities
subsets of nodes with different properties.
Our work highlights the fact that network structure, topology and dynamics are tightly inter-
connected. In order to identify meaningful structure, in addition to topology, community detection
algorithms have to take into account the nature of interactions between network nodes.
2 Related Work
Community detection is an extremely active research area, with a variety of methods proposed,
including those based on similarity clustering [11], spectral clustering [32] and graph partitioning
methods that identify which edges to cut so as to minimize conductance [9, 28] or normalized
cut [25], or maximize modularity [12, 10]. These methods have been used to reveal the structure of
complex networks. Leskovec et al. [17] found ‘core and whiskers’ structure of real-world networks
using conductance minimization and argued that this method cannot reveal any further structure in
the giant core. Song [27] claimed that there exist self-repeating patterns in complex networks at all
length scales. Our results corroborate these claims and show a repeating ‘core and whiskers’ pattern
in online social networks at many different length scales.
This paper studies the impact of dynamic interactions, or flows, on a network’s community
structure using models of opinion dynamics. Such models attempt to explain the evolution of
opinions in a network of coupled agents who can affect the opinion of their neighbors through local
interactions. While a variety of approaches exist (for a review, please see [7]), we focus on models
that describe real-valued, rather than discrete, opinions. In one such model [20, 19], agents attempt
to align their opinions with those of their neighbors. Over time, groups of agents with similar
opinions will emerge, and eventually coalesce as the network as a whole reaches a global consensus
in which all agents hold the same opinion. These groups reveal the underlying community structure
in the network. This model of opinion dynamics is equivalent to distributed synchronization, a
well-studied physical phenomenon [29]. Synchronization was first observed in the 17th century
when clocks hung on the same wall synchronized the swing of their pendulums. Another famous
example occurs in a population of fireflies who have characteristic light flashing patterns to help
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males and females recognize each other. Some firefly species appear to synchronize their flashing
patterns with their neighbors, leading them to flash in unison. The Kuramoto model offers a simple
mathematical description of synchronization in this and other physical and biological systems [14].
The model considers a network of coupled oscillators, in which the phase (which could be taken
as the opinion) of each node is affected by the difference between its phase and the phases of
neighbors. While the network as a whole eventually reaches a fully synchronized (or consensus)
state in which the phases of all nodes are the same, it does so in stages, with nodes belonging to
the same community synchronizing faster than nodes belonging to different communities [2, 1]. The
conservative interaction model described in this paper is a linear version of the Kuramoto model.
Several researchers have explicitly studied how flows impact the measurement of network struc-
ture. Borgatti [5] proposed that node’s centrality reflects its participation in the flow taking place
on the network, with different flows leading to different notions of centrality. However, he did not
directly address the relationship between flows and network’s community structure, though accord-
ing to his arguments centrality is tied to group cohesiveness in networks [6]. Lambiotte et al. [15]
proposed an integrated representation of the structure and dynamics of a network by embedding
dynamic flows into edge weights of the adjacency matrix. While their framework is general and
flexible enough to model the flows studied in this paper, they did not use it to find and compare
community structure identified by different flows. Rosvall et al. [23] showed that introducing mem-
ory into a random walk in order to avoid nodes the walker has visited in the past, induces a different
community structure on a network than an ordinary random walk. This paper builds on these works
by demonstrating that details of the microscopic dynamics governing flows affect the composition
of cohesive groups, or communities, discovered within real-world social networks.
3 Network Flows and Interaction Models
We consider a network of N active nodes (e.g., agents or actors). The state or opinion of node i at
time t is described by a variable θi(t), which can change due to interactions with neighbors. As a
result, the collective state of the network as a whole will also evolve over time. We represent the
network as a weighted, undirected graph with a weight matrix W , with W [i, j] = wij representing
the weight of an edge, or coupling strength, between nodes i and j. If i and j are not connected, then
W [i, j] = 0. Another useful quantity is the degree matrix D, a diagonal matrix with D[i, i] =
∑
j wij
and D[i, j] = 0 for i 6= j.
We focus on a class of models in which θi = θi(t) is real-valued, and changes due to interactions
with others. A variety of rules to update θi(t + 1) were previously explored [7]. In one model,
which has been shown to lead to a global consensus [19], agents interact via one-to-one interactions.
Many types of social interactions fall in this category. As an example, consider a network of agents
exchanging books. When one agent decides to give a book to another, she chooses one of her
neighbors and sends her the book. Money exchange and Web surfing are other examples of one-
to-one interactions. We refer to such interactions as conservative, since they obey the principle of
detailed balance. During book exchange, for example, one agent’s loss of a book is offset by another
one’s gain.
Conservative interactions, however, cannot describe many other social interactions, including
those that lead to the spread of disease or information. Such interactions are often one-to-many:
rather than picking one neighbor to infect, a sick individual will attempt to infect all neighbors. Since
they do not obey detailed balance, we call such interactions non-conservative. Below we present a
model of opinion dynamics based on non-conservative interactions and study its properties.
3.1 Conservative Interaction Model
In a simple model of opinion dynamics [19], the degree to which the opinion of a neighbor j impacts
the opinion of node i depends on the strength of their interaction, which is proportional to the edge
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weight wij , and difference of opinions.
1 The opinion of node i then evolves according to:
dθi
dt
=
∑
j
wij(θj − θi) (1)
= −diθi +
∑
j
wijθj
Here di =
∑
j wij is the (weighted) degree of node i. Equation 1 reveals the conservative nature
of interactions. The change in opinion of node i depends on the balance between the amount of
opinion transferred to neighbors at time t (term −diθi) and the amount received from them at that
time (term
∑
j wijθj).
We can rewrite Eq. 1 in matrix form as:
dθ
dt
= −Lθ, (2)
where θ is the vector of opinions, and L = D −W is the graph Laplacian matrix. Note that this
model is identical to the linearized version of the Kuramoto model of synchronization [1].
3.2 Non-conservative Interaction Model
Interactions need not always be conservative. Imagine, instead, that an agent broadcasts its opinion
to all its neighbors, for example, through mass advertising, or posting it publicly on a social media
site. In this non-conservative process opinions are replicated on each successful transmission. We
define non-conservative interactions as follows. As before, each agent i receives information from its
neighbors (
∑
j wijθj), but it does not transfer any to its neighbors and only loses it through a decay
process at a rate α. In this case, agent’s opinion changes according to:
dθi
dt
= −αθi +
∑
j
wijθj (3)
Dynamics of the network can be written in matrix form as:
dθ
dt
= −(αI −W )θ, (4)
where matrix I is the identity matrix.
The model above uses the replicator operator R = (αI −W ), the non-conservative counterpart
of the graph Laplacian matrix [16]. This operator governs the opinion dynamics of a network of
agents coupled via non-conservative interactions. In spite of non-conservation, a steady state exists
in which opinions no longer change.
3.3 Steady State
The solution to the conservative (Eq. 2) and non-conservative (Eq. 4) opinion dynamics models is
given by:
θ(t) = θ0e
−L(W )t (5)
where L(W ) is the graph Laplacian L for the conservative model or the replicator R for the non-
conservative model, and the initial value of each agent’s opinion is θ0 = θ(t = 0). We assume
that matrix L(W ) is diagonalizable and can be written as an eigenvalue decomposition L(W ) =
1The specific model considered in [19] exponentially attenuated the impact of js opinion when it was very different
from is opinion. We consider the linear version of this model, since can be mapped to the linearized Kuramoto model,
and more easily compared to non-conservative model described later in this paper.
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∑N
i=1 X [., i]λiX−1[i, .], where the ith column of X is the ith eigenvector of L(W ) with eigenvalue
λi. Eq. 5 can be written as:
θ(t) = θ0e
−Lt =
N∑
i=1
X [., i]e−λitX−1[i, .]θ0
=
N∑
i=1
X [., i]e−λitci (6)
Here ci = X−1[i, .]θ0 is a constant.
A non-trivial steady state θ(t→∞) 6= 0 exists when the smallest eigenvalue of L(W ) is 0, i.e.,
λ1 = 0. Under this condition, Eq. 6 as t→∞ reduces to θs = X [., 1]c1, with constant c1.
In the conservative model, the smallest eigenvalue of L is zero in a connected network and the
remaining eigenvalues are positive. Using Eq. 6, it is possible to show that a non-trivial steady state
θ(t→∞) 6= 0 exists in which θi = θj ∀i, j [1]. In other words, agents reach a consensus.
The steady state for a non-conservative model only exists for α = λmax, where λmax is the largest
eigenvalue of W . In this case θ(t→∞) = θs is proportional to the eigenvector of W corresponding
to λmax, also known as eigenvector centrality [4]. This implies that the network becomes fragmented,
with nodes holding different opinions and not yielding to the influence of others. For α > λmax the
steady state has a trivial solution θsi → 0, ∀i. Conversely, for α < λmax, the largest eigenvector is
negative and values of θi diverge in the long term.
3.4 Spectral Properties
The spectrum of the dynamical operator gives information about the temporal and topological scales
of opinion dynamics. In conservative opinion dynamics, the rate at which the system asymptoti-
cally relaxes to the consensus steady state is determined by the smallest positive eigenvalue of the
Laplacian matrix L. Thus, the time to reach full consensus is inversely proportional to the smallest
positive eigenvalue of L, and the gaps between its consecutive eigenvalues are related to the relative
difference in synchronization times of opinions of agents in different components [2, 1].
The convergence time of the non-conservative interaction model depends on the smallest pos-
itive eigenvalue of R = λmaxI −W , where λmax is the largest eigenvalue of W . Moreover, the
spectrum of R gives insights into the community structure of the network. When the network has
C disjoint communities, the weight matrix W has C eigenvalues that are significantly greater than
the remaining N − C eigenvalues [8]. Since the eigenvalue spectrum of R = λmaxI −W is related
to the spectrum of W , in a network with C disjoint communities, R has one null eigenvalue and
C − 1 eigenvalues that are much closer to zero than the remaining N − C eigenvalues.
The relationship between the eigenvalue spectrum of the dynamical operator and topological
scales of the network forms the basis for spectral partitioning. Traditional spectral partitioning
methods divide the network into communities based on the values of the eigenvectors of the graph
Laplacian (or its normalized version) [32, 9]. Similarly, a network can be partitioned into communi-
ties based on epidemic-like processes using the replicator operator [26].
4 Network Flows and Community Structure
While spectral analysis can illuminate aspects of network structure and partition the network into
communities, simulating opinion dynamics on a network offers a more computationally efficient
method to discover its community structure. As demonstrated by Arenas et al. [2], nodes’ opinions
in a conservative model converge in stages, with smaller units synchronizing their opinions before
larger units, etc., until the entire network reaches a consensus. These stages reveal the hierarchical
community structure of the network. In this section we define a similarity function for interacting
nodes and describe an algorithm for clustering them into communities.
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4.1 Similarity Measure
We quantify the similarity of opinions of agents i and j at time t using a function sij(t):
sij(t) = cos
(
θi(t)− θ
s
i
θsj
θj(t)
)
, (7)
where θsi (θ
s
j ) is the opinion node i (j) holds in the steady state. The cosine function returns a value
between one and zero, depending on the value of its argument. As nodes synchronize their opinions,
their similarity grows. Nodes are maximally similar (sij(t) = 1) in the steady state, when θi = θ
s
i
and θj = θ
s
j . In this situation, the argument of the cosine function is zero, and its value is one.
The rationale for this particular form of the similarity function is that when nodes reach the
steady state, further interactions should not change their opinions. The same similarity function
also applies to the conservative case. In this case all nodes have the same value in the steady state;
therefore, Eq. 7 reduces to the order parameter sij = cos(θi(t)− θj(t)) used by Arenas et al. [2].
4.2 Multi-Scale Community Detection
We simulate dynamics by letting the network evolve according to the rules of the interaction model
from some initial configuration. Generally, we choose random values of θ as the initial configuration.
At any time t < ts, we can find the structure of the evolving network by clustering nodes using the
similarity function sij(t). We run each simulation multiple times and average the results.
Algorithm 1 Find communities after t iterations at similarity threshold µ
Input
Y : number of simulations of the interaction model I
t: number of iterations after which a network’s evolving structure is analyzed
θ¯i(t) = (θi(t)[1], θi(t)[2], · · · , θi(t)[Y ]): values of θi(t) from all simulations.
µ =similarity threshold
e(i, j)=edge between nodes i and j
Output
Communities {C} such that ∀i ∈ V maxj∈C(sij(t)) ≥ (1− µ) in the interaction model I.
Initialize
S = E
Assign each node i to a separate community Ci ∈ C.
repeat
for each e(i, j) ∈ E do
sij(t) =
1
Y
∑Y
y=1 cos
(
θi(t)
[y] − ( θsiθsj )[y]θj(t)[y])
S = S − {e(i, j)}
if sij(t) ≥ (1− µ) then
Merge Ci and Cj
end if
end for
until S = φ
We can use the similarity function within any clustering procedure, e.g., a hierarchical agglomera-
tive clustering algorithm. However, many such algorithms are not computationally efficient and can-
not be used on large real-world networks. To deal with this problem, we use a simple coarse-graining
algorithms that clusters nodes if their similarity is above some threshold. Algorithm 1 describes the
clustering procedure that takes similarity threshold µ as input, and at time t finds all communities in
the network, such that if i ∈ Ci, maxj∈Ci(sij(t)) is more than or equal to 1−µ. Since by construction,
in Algorithm 1, for every i ∈ Ci, there exists a j ∈ Ci , 1−µ ≤ sij(t) ≤ maxj∈Ci(sij(t)), therefore in
all communities output by this algorithm, for all nodes i ∈ Ci, similarity maxj∈Ci(sij(t)) ≥ (1− µ).
This algorithm has linear runtime, O(|E|), where |E| is the number of edges. By changing µ, we
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can change the number and size of clusters. As µ increases, a cluster fragments into sub-clusters
and thus a hierarchical arrangement of the clusters can be found. The set of communities output
by Algorithm 1 after t iterations of the simulation, for a given µ is unique and independent of the
order in which edges e(i, j) ∈ E are considered.
The decentralized nature of the interaction models allows each node i to compute θi locally
interacting with at most di of its neighbors, which helps us to parallelize the computation process
making it fast and scalable. Due to the linear nature of the interaction models considered, opinion
dynamics model can be rewritten as
∑N
k=1 dθ(k)/dt = −L(W )θ(k)|θ¯0(k) where θ¯0(k)[k] = θ0[k] and
is θ¯0(k)[j] = 0 ∀ j 6= k, θ0 being the initial starting vector in Eq. 5. Each of the N terms of this
model can be calculated independently increasing parallelizability further.
5 Community Structure of Complex Networks
We study the structure of real-world networks of social media sites Digg and Facebook by simulating
opinion dynamics on their social graphs. We let opinions evolve from a random initial configura-
tion, in which the values of θi are drawn from a uniform random distribution [−pi, pi]. We identify
as communities groups of nodes (users) holding similar opinions in the simulation. We contrast
communities discovered by the conservative (Eq. 2) interaction model with those discovered by the
non-conservative (Eq. 4) model by examining features of users within communities. We ran Y = 100
simulations of each interaction model with different initial configurations and use these as input to
the structure detection algorithm described in the previous section. For community analysis of
synthetic and benchmark networks using this method, please see [16].
5.1 Digg Mutual Follower Network
Digg (http://digg.com) is a social news aggregator with over 3 million registered users. Users submit
links to news stories and recommend them to other users by voting on, or digging, them. Digg also
allows users to follow other users to see the new stories they have recently submitted or voted for.
We extracted data about all users who voted on stories featured on Digg’s front page in June 2009.
Our data also includes the follower graph of the voters.2 From this data, we reconstructed undirected
mutual follower network in which an edge between a and b means that user a follows user b and b
follows a. This network comprises of around 40K nodes and more than 360K edges. There are 4,811
disconnected components, with the largest component containing 27K nodes and 352K edges. The
second largest component has 22 nodes. Since the inherent richness of structure of this network is
largely captured by the giant component, we study this component in detail.
Using the Jacobi-Davidson Algorithm for calculating eigenvalues of a graph, we compute more
than 6K of the smallest eigenvalues of the Replicator and Laplacian operators and rank them in
descending order (Fig. 1(a)). The two spectra are dramatically different. The smallest positive
eigenvalue of L is much smaller than that of R. This indicates that the non-conservative interaction
model reaches the steady state much faster than the conservative model.
5.1.1 Multi-scale Structure of Digg
We use Algorithm 1 to cluster nodes at different resolution scales, specified by similarity threshold
µ. Both interaction models identify an intricate multi-scale organization of the network, though
the overall structure may change over time. Specifically, both models find a multi-layer ‘core and
whiskers’ structure [17] in the network, with one giant community (core) and many small com-
munities (whiskers) loosely connected to the core. Upon changing the resolution scale (similarity
threshold), the core breaks up into another core and many whiskers. Thus, the community structure
of Digg resembles an onion, with multiple layers of whiskers. Figure 1(b) shows sizes of cores at
different resolution scales found by the two interaction models at time t = 100. For each model, we
chose the threshold parameters µ that give comparable size cores. In the non-conservative model,
2http://www.isi.edu/∼lerman/downloads/digg2009.html
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(a) (b)
Figure 1: (a) Top 6000 eigenvalues of the Replicator and Laplacian operators of the Digg friendship
network. (b) Number of nodes nodes comprising the core found by the interaction models at different
resolution scales.
all thresholds above µ = 0.0004 (resolution scale 7) produce a single component with 27K nodes.
At a finer resolution (decreasing µ), we find another large core, whose size is reported in Fig. 1(b),
and many small communities. This trend continues, until µ = 0.000008 (resolution scale 1), when
the core decomposes into several small communities.
While the onion-like organization discovered by both models is similar, its composition is very
different. Figure 1(b) reports the overlap of membership of comparable-size cores found by the two
models. For example, the size of the giant component discovered by non-conservative interaction
model for µ = 0.00018 is comparable to the size of the core discovered by the conservative interaction
model for µ = 0.2; however, they share only about 80% of the nodes. Core overlap decreases to about
40% at µ = 0.00014 for non-conservative interaction model (µ = 0.008 for conservative model), and
keeps on decreasing as we fine-tune the resolution scale. Finally, the cores found at µ = 0.00008 for
non-conservative and µ = 0.0001 for conservative models (resolution scale 1) do not have any nodes
in common.
5.1.2 Properties of Small Communities
We now focus on small communities (whiskers) isolated from the core at different resolution scales.
A whisker is a community of at least size three. Figure 2(a) shows the number of small communi-
ties resolved by the two interaction models at different scales. Non-conservative interaction model
assigned 3,712 distinct users to such communities (when summed over all resolution scales in Fig-
ure 2(a)). In contrast, the conservative interaction model assigned just 449 distinct users to small
communities. The rest of the users fragmented into isolated pairs or singletons.
Besides their size and number, how do the nodes assigned to small communities by each interac-
tion model differ? We measure similarity of two Digg users by the number of stories for which they
both voted, i.e., co-votes. Then, averaging over co-votes of all connected pairs of community mem-
bers, we obtain a measure of community “cohesiveness.” As seen in Figure 2(b), average number
of co-votes increases at finer resolution scales, producing more cohesive communities in the center
of the ‘onion’. Members of the innermost communities (resolution scale 1), are much more similar
according to the average number of co-votes than members of the outer communities (resolution
scales 5, 6). Except at resolution scale 1, the average cohesiveness of communities found by the non-
conservative model is higher than that found by the conservative model. The difference at resolution
scale 1 is driven by the two outliers in the conservative model. The first of these is a community of
26 users, with more than 300 co-votes on average, and the other is a community of nine with more
than 600 co-votes. In addition to co-voting on an extraordinary number of stories (600 is nearly
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(a) (b)
Figure 2: Properties of small communities found in the Digg mutual follower graph at t = 100 by
the two interaction models. (a) Number of small communities at different resolutions specified by
the similarity threshold parameter. The smallest resolution scale corresponds to smallest value of
similarity threshold. (b) Average number of co-votes made by community members.
20% of all stories in our data set), these users are also highly interlinked. The first group forms a
13-core (a cluster in which each node is linked to at least 13 other nodes), and the second group
forms a 4-core. These users also share many friends. While we cannot say whether these groups
represent the often-rumored voting blocs on Digg, their activity does appear to be anomalous. To
summarize, non-conservative model finds many more small communities that are more cohesive than
the conservative model, though the latter seems to pick out anomalous groups of users.
5.2 Facebook Social Network
We also analyzed a data set containing a snapshot of the Facebook networks as of September
2005 [31]. Each user in this data set has four descriptive features: status (e.g., student, faculty,
staff, and so on), major, dorm or house, and graduation year. We use these features to measure
similarity of members of the discovered communities. While this data set contains more than 100
colleges and universities, we present here the analysis of the network for American University, which
comprises of 6,386 nodes and more than 200K edges.
5.2.1 Multi-scale Structure of Facebook
We use Algorithm 1 to cluster nodes at different resolution scales specified by the similarity threshold
µ. As with Digg, we find a multi-scale organization in the structures discovered by conservative and
non-conservative interaction models. At each resolution scale, we find a giant core and many small
communities. As with Digg, there is little overlap in membership between cores found by the two
interaction models at finer resolutions (Fig. 3(a)).
As on Digg, many nodes participate in small, clique-like communities. Figure 3(b) shows the
number of communities discovered at each resolution scale by conservative and non-conservative
models. While 1,320 nodes contribute to the formation of such communities in the non-conservative
model, only 32 nodes participate in such communities in the conservative interaction model (summed
over resolution scales 1 to 7 in Figure 3 (b)). The remaining users are fragmented into isolated pairs
or singletons. As in the Digg network, non-conservative model found many more communities than
the conservative model.
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(a) (b)
Figure 3: Distribution of communities in the Facebook network for American University at t = 100.
(a) Number of nodes nodes comprising the core found by the interaction models at different resolution
scales. (b) Number of small communities at different resolutions. The smallest resolution corresponds
to highest similarity between individuals.
5.2.2 Properties of Small Communities
How do the small communities discovered at different resolution scales by the two models in the
Facebook network differ? We look at four features of users in the data set — major, dorm, year and
category of individual — and calculate the prevalence of feature values among community members.
The community is characterized by the prevalence of the most popular feature among its members,
or its cohesiveness with respect to that feature. For example, when using the dorm feature to
characterize the community, dorm cohesiveness is the largest fraction of community members that
belong to the same dorm.
Figure 4 shows the cohesiveness of communities found by the two models at different resolution
scales with respect to these features. The prevalence of the dominant feature increases at smaller
scales (tighter similarity threshold), irrespective of the feature under consideration. However, the
characteristics of the community structure discovered by conservative and non-conservative interac-
tion models vary significantly. At finer resolution scales, non-conservative model finds communities
of individuals who are more likely to have the same major and belong to the same dorm. Conser-
vative model, on the other hand, is more likely to put into the same community individuals who
belong to the student category and are in the same year. These results suggest a possibility that
students who belong to the same year may have more face to face (conservative) interactions, while
students who have the same major or live in a dorm, may meet in study groups, or organized events
and in the cafeteria, increasing chances for one-to-many (non-conservative) interactions.
In summary, regardless of the interaction process, we observe a roughly scale invariant organiza-
tion in the real-world social networks. At almost every resolution scale, we find a large component
and many small components or communities. Thus, Digg and Facebook’s structure resembles an
onion. Peeling each layer reveals another, almost self-similar structure with a core and many smaller
communities. However, the exact composition of communities depends on the specifics of the inter-
action process.
6 Conclusion
Our work highlights the importance of network flows in the analysis of network structure and provides
a framework for understanding how topology and dynamic flows jointly contribute to community
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(c) (d)
Figure 4: Properties of small communities found in the Facebook network of American University at
t = 100 by the two interaction models. Each plot shows at different resolution scales the probability
of occurrence of the most frequent value of features (a) major, (b) dorm, (c) year, (d) category of
individual.
detection. We investigated the interplay between structure and dynamics using models of opinion
dynamics. As nodes within a network interact, their initially disparate opinions become more similar,
with strongly coupled nodes within the same community synchronizing their opinions faster than
other nodes. This observation allows us to use dynamics of opinion formation as a basis for finding
communities in networks. We also proposed a class of opinion dynamics models based on non-
conservative interactions and analyzed their properties, such as conditions for which a steady state
exists.
Our study of the community structure of large-scale online social networks revealed a complex
‘onion’-like organization. Peeling each level of hierarchy gives a core and many small components,
regardless of the interaction model. However, different interactions lead to different views of this
multi-scale organization, with conservative and non-conservative models uncovering communities
that differ in size, composition, and properties of nodes. Conservative and non-conservative processes
represent just two types of flows in networks. It would be interesting to discover and mathematically
characterize other types of network flow and determine their impact on community structure.
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