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Abstract
The structure of the Heisenberg evolution of operators plays a key role in explaining diverse pro-
cesses in quantum many-body systems. In this paper, we discuss a new universal feature of operator
evolution: an operator can develop a void during its evolution, where its nontrivial parts become
separated by a region of identity operators. Such processes are present in both integrable and
chaotic systems, and are required by unitarity. We show that void formation has important impli-
cations for unitarity of entanglement growth and generation of mutual information and multipartite
entanglement. We study explicitly the probability distributions of void formation in a number of
unitary circuit models, and conjecture that in a quantum chaotic system the distribution is given
by the one we find in random unitary circuits, which we refer to as the random void distribution.
We also show that random unitary circuits lead to the same pattern of entanglement growth for
multiple intervals as in (1 + 1)-dimensional holographic CFTs after a global quench, which can be
used to argue that the random void distribution leads to maximal entanglement growth.
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I. INTRODUCTION
The Heisenberg evolution of operators in a quantum many-body system is in general ex-
tremely complicated. But during the last decade, remarkable universalities have been found,
such as ballistic growth of operators [1] and growth of operator entanglement [2–5]. Such
universal properties have played an important role in diverse problems like scrambling of
quantum information, quantum many-body chaos, and entanglement growth during ther-
malization (see e.g. [6, 7]).
In this paper, we discuss another universal feature of operator evolution: an operator can
develop a void during its evolution. More explicitly, considering a spatial region A within
the “lightcone” of an initial operator O, we can decompose its time evolution O(t) as
O(t) = O1(t) +O2(t), O1(t) = O˜A¯ ⊗ 1A (1.1)
where 1A denotes the identity operator in A, O˜A¯ is some operator in A¯ (the complement
of A)1, and O2(t) is an operator whose projection onto A is orthogonal to 1A. Here we
assume that the system has a finite-dimensional Hilbert space and tensor product structure
associated with spatial regions. See Fig. 1 for an illustration. Given the space of all operators
is a Hilbert space, we can also associate a weight or “probability” for O(t) to develop a void
in region A
P
(A)
O (t) =
Tr
(
O†1(t)O1(t)
)
Tr (O†(t)O(t)) . (1.2)
Below we will refer to the presence of O1(t) in O(t) as void formation. Void formation is
present in both integrable and chaotic systems, and is required by unitarity. We will show
that it has important implications for unitarity of entanglement growth. For example, evolv-
ing from an initial product state, it is the contribution fromO1(t) that ensures SA(t) = SA¯(t),
where SA is the entanglement entropy for region A. Further, we will show that void forma-
tion is responsible for generating mutual information and multipartite entanglement among
1 In the more detailed definition of a void that we give in section II, we will only include the part of O˜A¯
which is orthogonal to the identity operator when projected onto any disconnected region of A¯.
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disjoint regions during the evolution of a system, as we illustrate using a cartoon picture in
Fig. 2. We will also derive a number of general constraints on probability distributions of
void formation from unitarity, which are applicable to both chaotic and integrable systems.!
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FIG. 1. An operator O in a many-body system can develop a “void” under time evolution, where
nontrivial parts of O1(t) (introduced in (1.1)) are separated by a region of identity operators. In
the example shown above in one spatial dimension, the operator has nontrivial single-site operators
at blue sites, and the identity at white sites.
When a single operator has some probability of evolving to an operator with disconnected parts 
in A_1, A_2, and A_3, forming a void within its lightcone, it contributes to multipartite 
entanglement between the three disjoint regions.
!" !#
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FIG. 2. In more than one spatial dimension, void formation can either break up a single oper-
ator into disconnected parts, as in (a), or form a hole in an operator, as in (b). In the figure,
shaded regions indicate where the operator has nontrivial support. A process like (a) contributes
to multipartite entanglement between the three disjoint regions A1, A2, and A3.
To develop intuition for probability distributions of void formation, we study three types
of unitary circuit models in one spatial dimension: (i) the random unitary model of [8–10],
4
which can be considered a minimal model for quantum chaotic systems; (ii) a “free propagat-
ing” model [11] in which entanglement can only be spread, but not created, which may thus
be considered a proxy for free theories; (iii) a circuit built from perfect tensors [12], which
may be considered a model for interacting integrable systems. In the free-propagating and
perfect tensor models, patterns of void formation depend sensitively on the initial operator.
In particular, in the perfect tensor circuit model, void formation exhibits a fractal structure.
In the random unitary circuit, we find at sufficiently late times
P
(A)
O =
1
d2A
= e−2S
(A)
eq (1.3)
where dA is the dimension of local Hilbert space in region A. After the second equality, we
have written the expression in a form which is generalizable to continuum systems, with S
(A)
eq
the equilibrium entropy of A. It is natural to conjecture that (1.3), to which we will refer
as the random void distribution from now on, holds for generic operators in general chaotic
systems at sufficiently late times. While (1.3) is very small for a macroscopic region A, for
certain processes the number of contributing operators can be exponentially large, leading
to significant physical effects.
As an illustration, we show that together with the assumption of sharp light-cone growth
of operators, the random void distribution (1.3) fully determines the second Renyi entropy
of an arbitrary number of disjoint intervals in random unitary circuits in the limit of large
one-site Hilbert space dimension. Furthermore, surprisingly, the resulting expression coin-
cides exactly with the von Neumann entropy after a global quench in (1 + 1)-dimensional
holographic systems. On the one hand, this indicates that the random void distribution (1.3)
may underlie operator evolution in holographic systems. On the other hand, in the light of
the fact that the holographic expression maximizes the evolution of entanglement entropy
in all (1 + 1)-dimensional systems [11], we are led to conclude that together with sharp
light-cone growth, the random void distribution maximizes entanglement growth.
The plan of this paper is as follows. In Sec. II, after describing in detail our general
set-up, we discuss implications of void formation for unitarity of entanglement growth and
generation of mutual information and multi-partite entanglement, as well as constraints on
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void formation from requiring unitarity. In Sec. III, we discuss the random circuit model,
derive the random void distribution (1.3), and discuss its implications. In Sec. IV, we discuss
void formation in the free propagation and perfect tensor models. We conclude in Sec. V
with future directions. We have included a number of Appendices for technical details.
II. VOID FORMATION AND IMPLICATIONS
In this section, we first describe our general setup, and then derive some simple constraints
from unitarity on void formation during Heisenberg evolution.
A. Setup
For convenience, we will consider a one-dimensional lattice system with a finite-dimensional
Hilbert space at each site. The discussion generalizes immediately to higher dimensions. We
comment on generalizations to systems with an infinite local Hilbert space in the discussion
section, Sec. V.
The Hilbert space at a site i will be denoted as Hi, and is taken to have dimension q.
The full Hilbert space is H = ⊗Hi, and has dimension qL, where L→∞ is the system size.
Operators at a single site form a Hilbert space of dimension q2, which will be denoted as Gi.
Operators of the full system form a Hilbert space G = ⊗iGi of dimension q2L. We will use
Oia, a = 0, 1, · · · q2 − 1, to denote an orthonormal basis of Gi which is normalized as
tr((Oia)
†Oib) = qδab, O
i
0 = 1i (2.1)
where 1i is the identity operator of Hi, and there is no summation over i in the above
equation. Orthogonality with Oi0 implies O
i
a, a = 1, · · · q2− 1, are all traceless. A convenient
choice of basis which we will use throughout the paper is
Oa = X
s1Zs2 , s1, s2 = 0, 1, · · · q − 1 (2.2)
where X and Z are respectively the shift and clock matrices2. An orthonormal basis for G,
2 Explicitly, Z =
∑q−1
k=0 e
2piik/q |k〉 〈k| and X = ∑q−1k=0 |k + 1〉 〈k|, where addition is defined mod q.
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which will be denoted as Oα, α = 0, 1, · · · q2L − 1, can be obtained from tensor products of
{Oia}. These basis operators satisfy
TrO†αOβ = δαβ qL . (2.3)
O0 is the identity operator for the full Hilbert space H, and all other Oα’s are traceless.
Under time evolution,
Oα(t) = U †(t)OαU(t) =
∑
β
cβα(t)Oβ (2.4)
where U(t) denotes the evolution operator. From unitarity of U(t),∑
β
|cβα(t)|2 = 1 . (2.5)
We can interpret |cβα(t)|2 as the probability of operator Oα evolving to Oβ. Systems with a
local Hamiltonian have an effective light-cone speed vc for how fast an operator can grow
with time [13], so that |cβα(t)|2 ≈ 0 for Oβ not contained within the light-cone of Oα.
For the purpose of not obscuring the conceptual picture with technicalities, throughout
this paper, we will consider a particularly simple form of operator evolution in which the
end points of an operator of interest move at the light-cone speed vc in opposite directions
3.
We will refer to this assumption as sharp light-cone growth. See Fig. 3. From now on we
will set vc = 1. Causality imposed by the light-cone structure will play a key role in the
subsequent discussion. Throughout the paper, if not mentioned explicitly, we will always
consider q large and ignore subleading 1/q corrections. The qualitative picture does not
change in more general situations, but the story becomes technically more complex, and will
be treated elsewhere.
The statement about light-cone growth does not say anything about the internal structure
of an operator under time evolution. A basic question addressed in this paper is: can
3 Examples include the random unitary circuits in the large q limit [8, 9], Cllifford circuit models to be
discussed in Sec. IV, and (1 + 1)-dimensional CFTs in the large central charge limit [14]. This was also
used as a toy model in [7, 15].
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FIG. 3. Under time-evolution, the end points of an operator Oα move at the light-cone speed vc = 1
in opposite directions. The initial operator with endpoints at xl and xr can become a superposition
of many final operators at time t, each of which have endpoints xl − t and xr + t.
the operator develop a void in some region between its endpoints, and if so, what are the
implications of this process? We say an operator has a void in some region A (which can
have disconnected components) if it is a superposition of operators the form O˜ ⊗ 1A, where
1A denotes the identity operator in A and O˜ is some operator which has nontrivial support in
all disconnected parts of A¯ (the complement of A). Then the probability for a basis operator
Oα to develop a void in region A at time t is
P
(A)
Oα (t) =
∑
β with void in A
|cβα(t)|2 . (2.6)
A main goal of this paper is to explore the role of void formation in the entanglement
structure of a system. A good observable for this purpose is the evolution of the second
Renyi entropy, which can be expressed in terms of operator growth [7–9, 15]. Suppose at
t = 0, the system is described by a homogeneous pure product state, ρ0 = ⊗iρi, where i
runs over all sites of the system and ρi is a pure state which is the same for all sites. It is
convenient to choose a basis so that
ρi =
1
q
(
1i + Zi + Z
2
i + · · ·+ Zq−1i
)
(2.7)
with Zi the clock matrix at site i, and thus
ρ0 =
1
qL
∑
α∈I
Oα (2.8)
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where I denotes the set of operators which can be built from powers of Zi’s. Note that the
space I is qL-dimensional, in contrast to the q2L-dimensional full space of operators.
Under time-evolution, the reduced density matrix for some region A is given by4
ρA(t) = TrA¯ρ(t) =
1
qL
∑
α∈I
TrA¯Oα(t) =
1
q|A|
∑
α∈I
∑
β∈A
cβα(t)Oβ (2.9)
where we have used (2.4), and the fact that due to tracelessness of all nontrivial basis
operators, only operators of the form Oβ ⊗ 1A¯ with Oβ an operator in region A (denoted by
β ∈ A) contribute to TrA¯Oα(t). |A| denotes the size of region A. The second Renyi entropy
for A can then be written as
e−S
(A)
2 (t) = TrAρ
2
A(t) =
1
q|A|
∑
α1,α2∈I
∑
β∈A
cβα1(t)c
β∗
α2
(t) . (2.10)
We will now make a further simplification by ignoring the off-diagonal terms (i.e. terms
with α1 6= α2) in (2.10). For chaotic systems, one expects the phases of cβα to be random,
so that the off-diagonal terms are suppressed by order O(q−|A|) compared with diagonal
terms [15]. For integrable systems one cannot make this argument. Nevertheless, there are
often situations where the off-diagonal terms vanish identically. This is the case for all the
explicit examples we discuss in Sec. III and Sec. IV. We then find
e−S
(A)
2 (t) =
1
q|A|
NA(t), NA(t) ≡
∑
α∈I
∑
β∈A
|cβα(t)|2, S(A)2 = |A| log q − logNA(t) . (2.11)
NA(t) has a simple physical interpretation: it is the expected number of operators in the set
I contained within region A at time t. Note that NA ≥ 1, as Oα = 1 always contributes 1 to
the above sum. For our later discussion, it is convenient to introduce a function N(A,B; t),
defined as the expected number of initial operators in I from some regionB that are contained
in A at time t, i.e.
N(A,B; t) ≡
∑
α∈I∩B
∑
β∈A
|cβα(t)|2, (2.12)
4 For notational convenience we will take states of the system to evolve by U†.
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and a void formation function G(A,B; t), defined as the expected number of initial operators
in I from some region B that develop a void in A at time t, i.e.,
G(A,B; t) ≡
∑
α∈I∩B
∑
β with void in A
|cβα(t)|2 =
∑
α∈I∩B
P
(A)
Oα (t) . (2.13)
G(A,B; t) is closely related to N(A¯, B; t), but in G(A,B; t) the final operators must be
supported on all disconnected parts of A¯. Again by definition, N(A,B; t), G(A,B; t) ≥ 1, as
we always have a contribution of 1 from the identity operator.
Throughout the paper, we will denote the union of two regions A1 ∪ A2 simply as A1A2.
B. Upper bound on average probability for void formation
To give some intuition for the motivation behind (1.3), we first discuss the average prob-
ability for an operator to become trivial in a given region.
Consider a Hilbert space G of dimension d and a subspace G ′ ⊂ G of dimension d′, with
P the projector onto G ′. For a vector |ψ〉 ∈ G, the probability that it transitions into a state
in G ′ under a unitary transformation is given by
p = Tr
(
PU |ψ〉 〈ψ|U †) . (2.14)
The average probability p¯, obtained by averaging |ψ〉 over all unit vectors in G with the
unitarily invariant Haar measure, is then
p¯ =
1
d
TrP =
d′
d
. (2.15)
We take G to be the Hilbert space of all operators with dimension d = q2L, and G ′ to be
the set of operators which are the identity in region A, which is a subspace of dimension
d′ = q2(L−|A|). We thus conclude that the average probability for an operator to be trivial in
region A is
p¯ = q−2|A| =
1
d2A
. (2.16)
Apart from the assumption that U is unitary, (2.16) is independent of U and does not depend
on the region A other than through its size. Note that (2.16) gives the probability for an
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operator to be trivial in A, which is larger than the probability for developing a void in A,
as it also includes final operators which are trivial in some disconnected parts of A¯.
Note that if we do not average |ψ〉 but instead take U to be a random unitary matrix
with the Haar distribution, we find the same answer. This is the motivation for the name
“random void distribution” for (1.3).
C. Unitarity of entanglement growth for one interval
We now present a simple argument which shows that void formation plays a crucial role in
ensuring that the entanglement growth of a system after a global quench is compatible with
unitarity. The argument can be used to derive a constraint on void formation by requiring
unitarity.
To find the second Renyi entropy (2.11) for some finite interval A, we need to find the
expected number of operators in I which fall into A as a function of time. The sharp light-
cone growth of operators depicted in Fig. 3 makes the counting very simple [7, 15]. Let us
denote the intersection of the past domain of dependence of region A with the t = 0 slice as
D(A). It then follows from the light-cone structure that all operators in D(A) are contained
within region A at time t, while an operator with a nontrivial part outside D(A) at t = 0
will evolve into operators with nontrivial parts outside A. See Fig. 4. Thus only the initial
operators in D(A) contribute to NA(t), and each of them contributes a probability 1. NA(t)
is then given by the number of basis operators in the set I ∩D(A), which leads to
NA(t) =
q
|D(A)| = q|A|−2t t < |A|
2
1 t > |A|
2
=⇒ S(A)2 (t) =
2seqt t <
|A|
2
seq|A| t > |A|2
, seq ≡ log q .
(2.17)
Physically, under evolution, initial basis operators localized in A move out at the lightcone
speed in both directions. When an operator develops a nontrivial part outside A, it ceases to
contribute to NA(t) and increases the entropy of A. At time t, the only operators remaining
inside A are those which are initially localized in D(A). When t > |A|
2
, D(A) is empty, with
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all nontrivial operators having evolved outside A. The only contribution to NA(t) is from
the identity, and the entropy saturates. One can in fact show that with the sharp light-cone
growth, all the Renyi and von Neumann entropies for a single interval A are also given
by (2.17), and ρA is unitarily equivalent to a reduced density matrix in which the region
A−D(A) is maximally entangled with A¯ while D(A) remains pure, as in the picture of the
“entanglement tsunami” [16].
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FIG. 4. Left: t < |A|/2. Right: t > |A|/2. D(A) is the intersection of the past domain dependence
of A with the t = 0 slice, which becomes empty for t > |A|/2. J(A) is the region at t = 0
which is causally connected with A. At t < |A|/2, every operator in J(A) has zero probability of
transitioning to a final operator contained in A¯ = B1B2. At t ≥ |A|/2, an operator in J(A) can
transition to an operator contained in A¯ if it develops a void in A.
This discussion provides a simple explanation for the linear growth of entanglement en-
tropy and its saturation, and shows that such behavior has its physical origin in ballistic
operator growth, regardless of whether the system is chaotic or integrable.5 But at this
stage, there is an apparent violation of unitarity. Applying the above discussion to S
(A¯)
2 (t),
we obtain the same behavior as (2.17) with |A| replaced by |A¯| = L − |A| → ∞, which is
inconsistent with S
(A)
2 (t) = S
(A¯)
2 (t) for t ≥ |A|/2. That is, instead of growing indefinitely,
under unitary evolution S
(A¯)
2 (t) must also saturate at seq|A| for t > |A|/2.
The way out is as follows. Let us denote the region at t = 0 which is in causal contact
5 We will see some explicit examples for integrable systems in Sec. IV.
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with A as J(A) (see Fig. 4), and consider an initial operator of the form OJ(A) ⊗ OD(A¯)
with OJ(A) a nontrivial operator in J(A). In the discussion above, such an operator was
assumed to have no contribution to NA¯(t), as naively its time evolution will be nontrivial in
A. But this is incorrect; such operators can contribute to NA¯(t) if OJ(A) develops a void in A.
Moreover, due to causality, the behavior of OJ(A) in region A under time evolution–including
the probability of developing a void–should be independent of OD(A¯). This means that NA¯(t)
can be written in a factorized form
NA¯(t) = q
|A¯|−2tN(A¯, J(A); t), (2.18)
where the factor q|A¯|−2t is the number of basis operators in I ∩ D(A¯), and the function N
was introduced in (2.12). When A is a single interval, it is clear from causality that
N(A¯, J(A); t) = G(A, J(A); t) (2.19)
where as defined in (2.13), G(A, J(A); t) is defined as the expected number of initial basis
operators in J(A) that develop a void in A. For S
(A)
2 = S
(A¯)
2 , we need
G(A, J(A); t) =
1 t <
|A|
2
q2t−|A| t > |A|
2
. (2.20)
The second line of (2.20) has the simple interpretation that the average probability of the
q|J(A)| = q|A|+2t basis operators in J(A) ∩ I to develop a void in A is q−2|A|. Also note
that q2t−|A| = q|X|, where the region X is as shown in Fig. 4. For an operator to develop
a void in A, from causality it must be supported in region X. Note that while there are
some similarities, equation (2.20) is different in nature from (2.16). Equation (2.16) is a
purely kinematic statement, while (2.20) contains the dynamical input of the sharp light-
cone growth and refers to an average over a more restricted set of initial operators.
Now consider the following “Renyi mutual information” between regions B1 and B2 in
Fig. 4:
I2(B1, B2) ≡ S(B1)2 + S(B1)2 − S(A¯)2 , A¯ = B1B2 . (2.21)
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From (2.18) and (2.19), we find that this quantity is fully controlled by the expected number
of operators developing a void
I2(B1, B2) = logG(A, J(A); t) =
0 t <
|A|
2
seq(2t− |A|) t > |A|2
. (2.22)
This result is intuitively appealing: when an operator develops a void in an interval A, it
leads to mutual information between regions separated by A.
We stress that (2.20), and accordingly (2.22), are constrained by unitarity and should
apply to any system, integrable or chaotic, which has sharp light-cone growth for the initial
set of operators. We will see that (2.20) is indeed satisfied in various exactly solvable unitary
circuit models in Sec. III and Sec. IV.
D. Mutual information and multi-partite entanglement
Here we explore further implications of void formation, as well as general constraints on
this process, by examining the Renyi entropy for two and more disjoint intervals. Extend-
ing (2.22), we first show that the mutual information between two disjoint finite intervals is
determined by the void formation function G(B, B˜; t) for some appropriate regions B and
B˜. In a certain region of the parameter space, the corresponding mutual information is
universal, determined by (2.20) from unitarity. We also derive new constraints on void for-
mation from unitarity of entanglement growth for two intervals. For more disjoint intervals,
we see that void formation in operator growth leads to multi-partite entanglement, and void
formation functions provide new measures for characterizing multi-partite entanglement.
Consider S2 for a region A = A1A2 separated by an interval R. Without loss of generality,
we can take |A1| ≤ |A2|. For t < |R|/2, from causality, NA(t) of (2.11) factorizes into a
product of the functions for A1 and A2
NA(t) = NA1(t)NA2(t), S
(A)
2 (t) = S
(A1)
2 (t) + S
(A2)
2 (t), t <
|R|
2
(2.23)
where NA1(t) denotes the contribution from initial operators in the region D(A1) and is given
by (2.17). For t > |R|
2
, initial operators in the region K(R) = J(R)∩D(A1RA2) (see Fig. 5)
14
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FIG. 5. Different situations for two intervals. Different horizontal lines correspond to t = 0 slices
for (a) t < |R|/2; (b) t > |l1|/2; (c) t > |l2|/2. Here we take |R| < |A1| and thus l1 = |A1| and
l2 = |A2|.
can now potentially form a void in region R and thus contribute to NA(t)
NA(t) = NA1(t)NA2(t)G(R,K(R); t), (2.24)
which gives
I2(A1, A2; t) = logG(R,K(R); t) . (2.25)
For further discussion, it is convenient to introduce the following notation:
l1 ≡ max(|A1|, |R|), l2 ≡ max(|A2|, |R|), K(A1) ≡ J(A1) ∩D(B1A1R) . (2.26)
Note that when t < |R|/2, we have the factorized form (2.23) in any theory with sharp
light-cone growth. For |A1|/2 > t > |R|/2 (which can happen for |A1| > |R|), we have
K(R) = J(R), and from (2.20)
I2(A1, A2) = seq(2t− |R|) . (2.27)
For t > |A|+|R|
2
, K(R) becomes an empty set, and thus G(R,K(R); t) = 1. So for t < l1/2 and
for t > |A|+|R|
2
, G(R,K(R); t) and I2(A1, A2) have a universal form in all systems with sharp
light-cone growth6. For |A|+|R|
2
> t > l1/2, K(R) ⊂ J(R), the behavior of G(R,K(R); t)
6 In the discussion of [17] of Renyi entropies for two-dimensional conformal field theories (CFTs), these are
indeed the regimes which are universal for all CFTs.
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becomes system-dependent, and so does I2(A1, A2). Now consider the entropy for the region
A¯ = B1RB2, for which
NA¯(t) = NB1(t)NB2(t)N(A¯, J(A1RA2); t) . (2.28)
Similar to the discussion immediately above, for t ≤ l1/2, the constraint (2.20) is enough to
ensure S
(A)
2 = S
(A¯)
2 , but for t > l1/2 new constraints arise. We find (see also Fig. 5)
l1
2
< t ≤ l2
2
: G(R,K(R); t) = q|A1|−|R|G(A1, K(A1); t) (2.29)
t > l2
2
: G(R,K(R); t) = q|A|−|R|−2tN(A¯, J(A1RA2); t), (2.30)
For t > |A|+|R|
2
, with G(R,K(R); t) = 1, we must have
N(A¯, J(A1RA2); t) = q
2t+|R|−|A|, t >
|A|+ |R|
2
. (2.31)
If we take A2 to be the entire semi-infinite region to the right of R, then both regions
K(A1) and K(R) appearing in (2.29) and (2.30) depend only on A1 and R, and l2/2→∞,
so (2.29) holds for all t > l1/2. We can thus deduce from (2.29) a general constraint on the
void formation functions for any two adjacent finite intervals A and B in an infinite system,
q|A|G(A,Kl(A,B); t) = q|B|G(B,Kr(A,B); t), t > max(|A|/2, |B|/2) (2.32)
where
Kl(A,B) = J(A) ∩D(L1AB), Kr(A,B) = J(B) ∩D(ABL2) (2.33)
where L1, L2 are the semi-infinite regions to the left of A and to the right of B respectively.
The different regions appearing in (2.32) are shown in Fig. 6.
The above discussion can be generalized to express the second Renyi entropy for any
number of intervals in terms of appropriate void formation functions. On the one hand,
by requiring S
(A)
2 (t) = S
(A¯)
2 (t) for A consisting of an arbitrary number of intervals, one can
obtain further constraints on the void formation functions. On the other hand, with the full
knowledge of the void formation functions, one should be able to deduce the expression for
S
(A)
2 for any A. We will see an explicit example of this in Sec. III C.
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FIG. 6. Regions Kl(A,B) and Kr(A,B) of (2.32) at a time t < (|A| + |B|)/2 in (a), and t >
(|A|+ |B|)/2 in (b). The condition (2.32) holds at all times t > max(|A|/2, |B|/2).
Now consider a region consisting of n disjoint intervals A = A1 · · ·An separated by inter-
vals R1, · · ·Rn−1, as in Fig. 7. Then the void formation function G(A,Q; t) gives a contri-
bution to the entropy of the region A¯ = R0R1 · · ·Rn, but does not contribute to the entropy
of any region consisting of a proper subset of {R0, · · · , Rn}. Thus void formation in A leads
to multi-partite entanglement among all disconnected regions in A, which can be captured
by the quantity G(A,Q; t).
!" #$
%& = 0
& !)!$ #)…
FIG. 7. When initial operators in Q develop a void in A = A1 · · ·An, this leads to multiple-partite
entanglement among regions R0, R1, · · ·Rn. Here Q is J(A1R1 · · ·Rn−1An).
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III. RANDOM VOID DISTRIBUTION AND ENTANGLEMENT GROWTH
In this section, we consider the probability distribution of void formation for a generic
operator in the random unitary circuit model in the large q limit. We show that it is given
by the random void distribution (1.3). We then show that by assuming the random void
distribution for all initial operators, we can correctly obtain the full expression for S
(A)
2
in the random circuit model for A consisting of an arbitrary number of disjoint intervals.
Surprisingly, the resulting expression is found to coincide with the von Neumann entropy
for holographic systems. In the next section, we will contrast the random void distribution
with the void formation properties of two Clifford circuit models (which may be seen as
non-chaotic systems).
A. Random unitary circuits
We first describe briefly the setup of the random unitary circuit discussed in [8–10], and
its main properties. Consider a time-evolution of the system as in Fig. 8, where the evolution
operator U(t) can be written as
U(t) = UtUt−1 · · ·U0, (3.1)
U0 = · · · ⊗ U0,10 ⊗ U2,30 ⊗ · · · , U1 = · · · ⊗ U−1,01 ⊗ U1,21 ⊗ · · · . (3.2)
Here we take discrete time steps, with Un corresponding to the evolution operator at the
n-th step. U i,i+1n is a q
2× q2 unitary matrix that acts on two neighboring sites i and i+ 1 at
n-th step, and each such matrix is averaged over the Haar measure independently. We will
consider the limit of large q.
The random unitary circuit can be seen as a discretized model for chaotic quantum
systems. It is manifestly unitary and local, but replaces the local interactions between
neighboring spins in a realistic Hamiltonian system by random ones. It provides a powerful
playground for studying chaotic systems, as many observables such as entanglement entropy,
OTOCs, and operator spreading coefficients are analytically calculable, and the resulting
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FIG. 8. Unitary circuit for the time-evolution operator U(t) (3.1)–(3.2) for t = 5. The black circles
represent unitary matrices U i,i+1t acting on two adjacent sites i and i + 1. In the random circuit
model, U i,i+1t for each i and t is independently drawn from the Haar ensemble of q
2 × q2 unitary
matrices. Here in the first step of the time-evolution, we couple sites 0 and 1, 2 and 3, and so on,
and in the second step we couple -1 and 0, 1 and 2, and so on. We explicitly show lattice sites of
the system at t = 0 and t = 1 with the orange circles.
behavior has been found to be consistent with numerical results of realistic chaotic spin-
chain systems [8, 9, 18–20].
Here are some features of the random circuit model in the large q limit which are relevant
for our discussion [8–10]:
1. For a basis operator Oα (introduced above (2.3)) with right and left endpoints given
by xr and xl respectively, one finds∑
β with left endpoint
xl−t, right endpoint xr+t
∣∣∣cβα(t)∣∣∣2 = 1 +O(1/q) (3.3)
which implies that the end points of any operator O move under time evolution in
opposite directions with light cone speed 1 as in Fig. 3. Here and below, an overline
denotes an average over the random unitaries.
2. The calculation of the second Renyi entropy S
(A)
2 for a region A can be reduced to
computing the partition function of a classical Ising model on a triangular lattice. For
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A consisting of a single interval, it has the form (2.17), consistent with the general
argument presented earlier.
3. In the large q limit,
e−S
(A)
2 = e−S
(A)
2 =
1
q|A|
NA(t) (3.4)
where NA(t) was defined in (2.11). Here the off-diagonal terms in (2.10) automatically
vanish due to random averages. Furthermore, one has
S
(A)
2 = S
(A)
n = S(A), ∀n > 2, n ∈ N (3.5)
where S(A) denotes the von Neumann entropy. So our discussion below about S2 can
also be understood as being relevant for the von Neumann entropy.
B. Random void distribution
We now look at the probability distribution for a generic operator O to develop a void in
some designated region A in the random circuit model at large q.
We can expand O in terms of basis operators as
O =
∑
α
aαOα, O(t) =
∑
α
∑
β
aαc
β
α(t)Oβ,
∑
α
|aα|2 = 1. (3.6)
Then under time evolution, the probability for O to have a void in A is
P
(A)
O (t) =
∑
βwith void in A
∑
α1,α2
aα1a
∗
α2
cβα1(t)c
∗β
α2(t) =
∑
α
|aα|2P (A)Oα (t) (3.7)
where P
(A)
Oα was introduced in (2.6), and in the second equality the off-diagonal terms drop
out due to the random average. In (3.7) by “β with void in A” we mean Oβ should be
trivial in A and have support in each disconnected part of A¯. For instance, in the case of
A = A1A2 · · ·An in Fig. 7, Oβ should be the identity in A while being nontrivial in each
of Ri’s. From now on, for notational simplicity we will suppress the explicit overline for
averages.
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P
(A)
Oα (t) can be expressed as the partition function of a classical Ising model on a triangular
lattice with boundary conditions specified by Oα and A. We present the details of the
calculation in Appendix A 2. For any operator Oα which does not have an initial void, the
final result is the random void distribution (RVD) already mentioned in the Introduction
section
P
(A)
Oα (t) =
e
−2seq|A| = 1
d2A
t ≥ max
(
|Ai|
2
, ∀i
)
, A ∈ J+(Oα)
0 otherwise
(3.8)
where we have taken A = A1A2 · · ·An with |A| = |A1| + · · · + |An|, J+(Oα) denotes the
region at time t which is causally connected to Oα, and seq = log q. See Fig. 9. That to
have a nonzero result we must have A ∈ J+(Oα) follows simply from causality. If any of the
Ai are not in J
+(Oα), clearly Oα cannot evolve into an operator which is nontrivial in all
disconnected parts of A¯.
Operators with initial voids can in general evolve to final operators that have support in
all disconnected parts of A¯ by two distinct kinds of processes. We can have processes where
at some intermediate stage, the operator evolves to an operator without a void (if the initial
voids are denoted by G1, ..., Gm, such processes are allowed by causality only at t > |Gi|/2
for all i), which then splits to form a void in A. Another kind of process is one where different
disconnected parts of the initial operator evolve to different disconnected parts of A without
interacting with one another. Depending on the sizes and locations of the Gi, either of these
types of processes can give the dominant contribution to P
(A)
Oα (t) in the large q limit. When
the leading contribution is given by the former process, which can physically be seen as one
of genuine “void formation,” we still have (3.8). When one of the latter types of processes is
dominant, P
(A)
Oα (t) is enhanced compared to (3.8). Nevertheless, for a generic operator (3.6),
the part of the operator corresponding to Oα with an initial void is suppressed due to a much
smaller phase space. One can show that the enhancement from disconnected processes never
overcomes the suppression. See Appendix A 2. Given that (3.8) is independent of Oα other
than through the causality constraint A ∈ J+(Oα), a generic operator O also satisfies (3.8).
Note that if we assumed that for a given initial operator, the probability of having any
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FIG. 9. Regions J+(Oα) and A1, A2, ..., An. In the random void distribution, the probability of
forming a void in A ≡ A1A2...An depends only on the lengths |A1|, ..., |An|.
of the q2 basis operators at any site between the endpoints of the operator at time t is the
same, then the probability q−2|A| would immediately follow: having a void in A corresponds
to fixing the operators at |A| sites in the final operator to be one of q2 options, while allowing
the remaining operators to take any value. A similar ergodicity assumption was used in the
operator growth model introduced in [7]. Equation (3.8) also applies to the random circuit
model at a finite q in the regime that region A and t are large (so that q|A|, qt are large), as
we will discuss elsewhere.
From (3.8) one can obtain the void formation function (2.13) for any regions A and B.
In the simplest case with A consisting of a single interval lying within the future light cone
of a region B, we have
GRVD(A,B; t) =
1 |B| ≤ 2|A| or t ≤
|A|
2
eseq(|B|−2|A|) |B| > 2|A| and t > |A|
2
. (3.9)
We can check that the above expression satisfies the unitarity constraint (2.20) by taking
B = J(A), so that |B| = |A| + 2t. We can similarly check that it satisfies the constraints
(2.29) and (2.30).
For the Renyi entropy of two intervals (2.24)–(2.25), we need G(R,K(R); t) with K(R) =
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J(R) ∩ D(A1RA2), whose behavior depends on the relative sizes of |A1|, |A2| and R. For
example, for |R| < |A1| we find that
G(R,K(R); t) =

1 t ≤ |R|
2
or t > |A1+|A2|−|R|
2
q2t−|R| |A1|
2
≥ t ≥ |R|
2
q|A1|−|R| |A2|
2
≥ t ≥ |A1|
2
q|A1|+|A2|−2t−|R| |A1+|A2|−|R|
2
≥ t ≥ |A2|
2
, (3.10)
which upon using (2.24) leads to
S
(A)
2 (t) = seq

4t t ≤ |R|
2
|R|+ 2t |A1+|A2|−|R|
2
≥ t ≥ |R|
2
|A1|+ |A2| t > |A1+|A2|−|R|2
. (3.11)
For |A1| < |R| we find that
G(R,K(R); t) = 1, =⇒ S(A)2 (t) = S(A1)2 (t) + S(A2)2 (t) . (3.12)
The mutual information between A1 and A2 is thus nonzero only for the case |R| < |A1|.
One can also obtain S
(A1A2)
2 using the partition function method of Appendix A 3, and one
finds agreement with (3.11)–(3.12).
An alert reader may notice that the expressions (3.11)–(3.12) coincide with the expressions
for the evolution of entanglement entropy after a global quench in holographic systems [21,
22]. We will see below that this is not an accident; the results agree for any number of
intervals.
To conclude this subsection, we note that if there exists some B for which G(A,B; t) does
not have the value in (3.9) for some A in the light-cone of B, then we can always construct
intervals A1 and A2 for which S
(A1A2)
2 (t) deviates from (3.11)–(3.12). See Fig. 10. Thus
S
(A1A2)
2 (t) agrees with the holographic result for all t and all A1, A2 if and only if (3.9) is
satisfied.
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FIG. 10. For any B in J(R) such that R is in the light-cone of B, we can construct A1, A2 such that
K(R) ≡ D(A1RA2) ∩ J(R) = B. Then if G(R,B, t) does not agree with (3.9), then using (2.24),
we see that the resulting S
(A1A2)
2 (t) will deviate from (3.11)–(3.12), and thus from the holographic
expression.
C. Random void distribution and maximal entanglement growth
Consider a region A = A1 · · ·An consisting of n intervals A1 = [l1, r1], · · · , An = [ln, rn],
separated by intervals R1, ..., Rn−1, as in Fig. 7. The entanglement entropy S
(A)
2 can be
calculated using the partition function method, and is discussed in detail in Appendix A 3.
The result can be written as
S
(A)
2 (t) = seq min{γ}(t)
[
nγt+
∑
{li,rj}∈γ
|li − rj|
]
(3.13)
where the set {γ}(t) and nγ are defined as follows. Call any pair of left and right end-
points {li, rj} from the set of all endpoints {l1, r1, ..., ln, rn} a connectable pair at time t if
t > |li − rj|/2. We can then group together the elements of {l1, r1, ..., ln, rn} into different
configurations such that every element is either unconnected to any other point, or part of
one connected pair. Only connectable pairs can be connected. {γ}(t) is the set of all such
configurations γ at time t, and nγ is the number of unconnected points in the configuration γ.
Each connected pair {li, rj} in a configuration γ contributes |li−rj|, while each unconnected
point contributes t, so that we get (3.13).
Extending our discussion in section III B for two intervals, one can show that the same
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expression (3.13) follows by using only the following elements: (i) sharp light-cone growth;
(ii) the random void distribution (3.8) for all initial operators; (iii) large q. The derivation
is given in Appendix B.
The expression (3.13) can also be shown to be equivalent to the expression of entangle-
ment entropy (in a scaling regime) for holographic systems after a quench. Holographic
systems are a certain class of strongly coupled (1 + 1)-dimensional conformal field theo-
ries (CFT) which have a gravity dual. In the large central charge limit, their entangle-
ment entropy can be calculated using classical gravity. More explicitly, in the regime with
t, |A1|, · · · , |An|, |R1|, · · · , |Rn−1| large while |Ai|/t, |Ri|/t are fixed, the holographic entan-
glement entropy after a global quench has the following form (see e.g. [11])
Shol(t) = min
σ
[ n∑
i=1
Sinterval(t, |li − rσ(i)|)
]
(3.14)
where
Sinterval(t, R) =
2seqt t <
R
2
seqR t ≥ R2
(3.15)
and σ are permutations of {1, ..., n}, and seq is the equilibrium entropy density. The contri-
bution we get from a permutation σ at time t on the right-hand side of (3.14) is equal to
the contribution we get on the RHS of (3.13) from a configuration γ(σ) where we first pair
each li with rσ(i), and then connect li and rσ(i) if they are connectable. The set of γ(σ) for
all σ at time t is a subset of {γ}(t) defined below (3.13). We can obtain the full set {γ}(t)
if for each choice of σ, in addition to γ(σ), we include configurations where any number of
the connectable pairs of the type {li, rσ(i)} are not connected. But disconnecting a pair of
connected points in a configuration while leaving other points unchanged always increases
the contribution from that configuration in (3.13), so any element in {γ}(t) which cannot be
obtained as γ(σ) for any σ at time t gives a larger contribution than some γ(σ). Thus, the
minimum value in (3.13) is the same as the minimum in (3.14).
We can check that a minimal configuration in (3.13) only involves connections between
adjacent endpoints. So we get the same result if we restrict the definition of connectable
points below (3.13) to adjacent endpoints li and rj such that t > |li − rj|/2.
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As the number of intervals increases, equation (3.14) (or equivalently (3.13)) gives rise
to intricate patterns of time-dependence when the relative sizes of the intervals |Ai| and
their separations |Ri| are varied. It is remarkable that these patterns can be reproduced
by the extremely simple underlying rules of sharp light-cone growth and the random void
distribution. We note, however, that while for the random unitary circuits, S2 coincides
with the von Neumann entropy in the large q limit, this is no indication that this is true
for holographic systems in the large c limit.7 So the entanglement spectrum of holographic
systems cannot be fully approximated by random unitary circuits, and while it is natural to
expect that the random void distribution should play some role in holographic systems, it
cannot be the full story.
In [11], it was shown using the strong subadditivity condition that the holographic expres-
sion (3.14) in fact maximizes the entanglement growth for an arbitrary number of intervals
among all (1 + 1)-dimensional systems with a strict light cone. Thus we find that the ran-
dom void distribution (3.8) together with sharp light-cone growth maximizes entanglement
growth (recall that S2 is upper-bounded by the von Neumann entropy). In the two-interval
case, this statement implies that any system with S2(t) not equal to the holographic result
must have S2(t) smaller than (3.11) and (3.12). Using (2.24), this implies that
G(A,B; t) ≥ GRVD(A,B; t) (3.16)
where GRVD(A,B; t) is the random void distribution (RVD) expression (3.9).
IV. VOID FORMATION IN TWO CLIFFORD CIRCUIT MODELS
As contrasts to the random void distribution, we now consider the void formation structure
of two other examples of unitary circuits: (i) a free propagating model in which entanglement
can only be spread, but not created, which may thus be considered a proxy for free theories;
7 S2 for a different configuration (two offset intervals in a thermal field double state) was calculated in [17]
in a holographic system, and found to be different from the von Neumann entropy. S2 in this setup can
be calculated for random unitary circuits and is found to agree with the von Neumann entropy, but not
with S2 of holographic systems.
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(ii) a circuit built from perfect tensors, which may be considered a model for interacting
integrable systems, as while it can generate entanglement in certain initial product states,
like all Clifford circuits it does not lead to growth of operator entanglement, and also does
not have the form of the out-of-time-ordered correlator (OTOC) expected in chaotic systems
[8, 9]. Both models are special examples of Clifford circuits [23–25], a class of unitary circuits
where under time evolution, a basis operator Oα transitions to another basis operator.
More explicitly, consider a unitary circuit defined by (3.1)–(3.2) and Fig. 8, where now
each U i,i+1t = U˜ , and U˜ is a (fixed) unitary matrix that evolves each basis operator in Gi⊗Gi+1
to some basis operator. Under this time-evolution, for a given Oα, c βα (t) = 1 for a single β,
and c β
′
α (t) = 0 for all β
′ 6= β. Since the evolution is unitary, there is a one-to-one mapping
from initial operators Oα to final operators Oβ.
To study entanglement growth, now instead of generic homogeneous pure product states,
we have to consider a more restricted set, as these Clifford circuit models do not generate
entanglement in an arbitrary initial pure product state. Furthermore, initial basis operators
in the entire system can in general both grow and decrease in size under the action of the
circuit U . The set of initial states we look at are again of the form
ρ0 =
1
qL
∑
a∈I
Oα (4.1)
where the set I consists of qL basis operators, which are in general no longer just tensor
products of powers of Zi. In each of the models, we will choose ρ0 such that the end points
of all basis operators in the associated I move outwards with v = 1 under time-evolution.
As before, the entanglement growth can be obtained from (2.9)–(2.13). Note that for
Clifford circuits the off-diagonal terms in (2.10) vanish identically due to the one-to-one
mapping between initial and final basis operators. The sharp light-cone growth of operators
in I again implies that S
(A)
2 (t) is given by (2.17) for a single interval.
In Clifford circuits, we cannot have a void distribution like in (3.8) for individual initial
operators Oα, as the probability of going to any final operator is either 0 or 1. Thus the func-
tions NA(t), N(A,B; t) and G(A,B; t) defined in (2.11)–(2.13) are now the numbers (rather
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than the expectation values of the numbers) of initial operators in I satisfying a given prop-
erty. It is instructive to contrast void formation functions G(A,B; t) in these models with
those from the random void distribution, and see how they lead to different entanglement
growth.
Before discussing the models explicitly, here we summarize some common features, which
are also shared by random unitary circuits in the large q limit:
1. While their void formation structure is very different from the random void distribu-
tion, we will see the corresponding void formation functions nevertheless satisfy the
unitarity constraints (2.20) and (2.29)–(2.31).
2. The unitarity constraint (2.20) is satisfied in the following way. At t > |A|/2, take any
of the q2t−|A| basis operators in I ∩X(A), say O˜, where X(A) is the region of length
2t−|A| in the center of J(A) (shown in Fig. 4). Defining I˜ as the set of all initial basis
operators in I ∩ J(A) which are equal to O˜ in X(A), one finds that∑
α∈I˜, β trivial in A
|c βα (t)|2 = 1 . (4.2)
In the Clifford circuits, we can interpret this as the fact that any choice of initial
operator within the region X(A) is consistent with evolving to a final operator which
is equal to the identity in A. Since the total number of operators in I ∩X(A) is equal
to q2t−|A| = G(A, J(A); t), this also means that when we fix the part of the initial
operator within X(A), the initial operator in the entire region J(A) which can evolve
to the identity is fully determined.
It is tempting to speculate that given sharp light-cone growth, equation (4.2) is true
in all unitary systems.
A. Free propagation model
In this model, the two-site unitary matrices in the circuit are given by [11]
U˜a1a2,b1b2 = δa1b2δa2b1 (4.3)
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which is a discrete version of the quasiparticle models for entanglement growth proposed
in [26]. U˜ takes a product state to a product state at all times, but can spread the entan-
glement to large distances if we consider an initial state
|ψ0〉 = ...⊗ ( 1√
q
q−1∑
n=0
|n〉0 ⊗ |n〉1)⊗ (
1√
q
q−1∑
n′=0
|n′〉2 ⊗ |n′〉3)... (4.4)
which has short-range entanglement between adjacent pairs of sites.
The evolution of basis operators8 in this model has a simple form: the basis operators at
different sites evolve independently from each other, and all operators that are initially at
an even (odd) site move to the right (left) at speed 1, so that at an odd time t, for an initial
operator O ≡ ⊗iOi,
O(t) = ⊗i=evenOi+t ⊗i=odd Oi−t (4.5)
The density matrix for (4.4) is of the form (4.1), with I the set of operators which can have
any basis operator Oi at an even site i, but at site i + 1 have some fixed O˜i+1 determined
by Oi. For example, if Oi = X
mZn, then O˜i+1 = X
mZq−n. The time evolution of basis
operators in I can be readily obtained from (4.5), see Fig. 11 for an illustration.
In Fig. 12, we see that all initial operators from sites in X(A) propagate to A¯ at time t,
while operators on sites in the region J(A) − X(A) propagate to A. An operator Oα in I
becomes trivial in A if and only if it is of the form Oα = O˜X(A) ⊗ 1J(A)−X(A), where O˜X(A)
can be any operator in I ∩X(A). Thus the statements (2.20) and (4.2) are both true in this
model.
Now look at the form of G(A,B; t). Since any initial operator in J(A) ∩ I that becomes
trivial in A must be contained within X(A), the number of basis operators in I contained
in a subset B of J(A) that develop a void in A is given by
Gfree(A,B; t) = q
|B∩X(A)| . (4.6)
8 We use the following conventions to avoid complications due to lattice effects which are not relevant in the
continuum limit. All spatial regions we consider have their left endpoint at an even site and their right
endpoint at an odd site. We always consider times at which an odd number of layers of unitaries have
been applied.
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FIG. 11. Growth of an operator Oα in I. Any operator in I has its left endpoint at an even site xl
and its right endpoint at an odd site xr. The evolution of operators follows (4.5) with operators at
even (odd) sites moving right (left), which are shown respectively using red and green. At time t,
the left and right endpoints are at xl − (t − 1) and xr + (t − 1) respectively (for sufficiently large
times we have t − 1 ≈ t). The resulting operator has a central void of length 2t − Li, where Li
is the length of the initial operator, as well as other voids of length 1. The number of sites with
non-trivial operators remains fixed as a function of time.
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FIG. 12. All operators from the region X(A) propagate to A¯. Any operator non-trivial in
J(A)−X(A) has a part that propagates to A.
Note that this is very different from the form (3.9) from the random void distribution. In
particular, while (3.9) depends only on the length of B and not on its position in J(A),
(4.6) is sensitively dependent on the position of B in J(A). Moreover, equation (4.6) can
be greater than 1 when |B| < 2|A|, if B has some overlap with X(A). When applied to
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the entanglement entropy for two intervals using (2.24), such behavior can lead to S
(A)
2 (t)
behaving non-monotonically in time9, whereas (3.11)–(3.12) are non-decreasing.
One can also see that, as anticipated from (3.16), the expression (4.6) is always greater
than (3.9)
Gfree(A,B; t) ≥ GRVD(A,B; t), ∀A,B . (4.7)
Equation (4.7) is equivalent to |B ∩ X(A)| ≥ |B| − 2|A|, which is always true as |B| −
|B ∩ X(A)| ≤ J(A) − X(A) = 2|A| (see Fig. 12). It can also be checked the constraints
(2.29)–(2.31) obtained from unitarity are satisfied in this model.
B. Perfect tensor model
In this model, which was previously considered in [12], the Hilbert space at each site has
dimension 3 (q below should be understood as being 3), with a basis {|0〉 , |1〉 , |2〉}, and U˜ †
acts on the Hilbert space as:
U˜ † |i〉 ⊗ |j〉 = |−i− j〉 ⊗ |j − i〉 , (4.8)
with addition defined modulo 3. U˜ is a perfect tensor, that is, any balanced bipartition of
its indices into inputs and outputs gives a unitary transformation. The perfect tensor model
does not generate entanglement in every initial pure product state: for example, states
... |0〉 ⊗ |0〉 ... and ... |ψ3〉 ⊗ |ψ3〉 ... remain invariant under the action of U . We will consider
an initial state of the form
|ψ〉 = ...⊗ |ψ3〉0 ⊗ |0〉1 ⊗ |ψ3〉2 ⊗ |0〉3 ... (4.9)
where |ψ3〉 ≡ 1√3
∑2
k=0 |k〉, for which I is the set of basis operators with powers of X on even
sites and powers of Z on odd sites.
From (4.8) one finds that acting on operators in the basis (2.2), U˜ sends any basis operator
on two sites to another basis operator,
U˜ †(b1 ⊗ b2)U˜ = b′1 ⊗ b′2, (4.10)
9 which was well known in the context of the quasiparticle model [21, 22, 27]
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and has the following properties:
1. It takes any operator with a power of X on site i and a power of Z on site i+ 1 to an
operator which is non-trivial on both i and i+ 1.
2. It takes any basis operator non-trivial on a single site to a basis operator non-trivial
on both sites.
3. If we know any two of b1, b2, b
′
1, b
′
2, the other two are fully determined.
4. For b1 ⊗ b2 of the form Xm ⊗ Zn, the set of b′1 runs over all one-site basis operators
and if we fix b′1, then b
′
2, b1 and b2 are uniquely determined (and similarly if we fix b
′
2,
b′1, b1 and b2 are uniquely determined).
From items (1) and (2), we see that all operators in I grow outwards with speed 1, as
illustrated in Fig. 13. Thus we have the same form of S
(A)
2 (t) for a single interval A as we
found in the random circuit and free propagation models with the initial states we considered
there. Note that (4.9) is a product state, so unlike the free propagation model, the perfect
tensor model can generate entanglement in an initial pure product state.
From items (3) and (4), one can show that for any basis operator Oα = PX(A) ⊗
QJ(A)−X(A) ∈ J(A) ∩ I, for Oα(t) to be 1 in the region A, PX(A) can be any operator in
I ∩X(A), and if we fix PX(A), then QJ(A)−X is uniquely fixed. The basic idea is illustrated in
Fig. 14. This implies (4.2), and also implies (2.20) as G(A, J(A), t) is equal to the number
of basis operators in I ∩X(A), which is q2t−|A|. Note that an initial operator that becomes
trivial in A at time t will in general be non-trivial in the region J(A)−X(A), unlike in the
free propagation model.
Further differences from the free propagation model can be seen by looking at the time-
evolution of single initial operators in Fig. 15. The void formation in this model has a fractal
structure, similar to the fractal Clifford circuits discussed in [24, 25].10 The number of non-
10 In [25], all Clifford circuits for q = 2 are classified into three types: periodic, glider and fractal. The latter
two types cannot leave any pure translation-invariant stabilizer state invariant. In the perfect tensor model
here with q = 3, the operator evolution has a structure similar to fractal Clifford circuits, but as mentioned
earlier this model leaves some pure translation-invariant stabilizer states such as |0〉 ⊗ ...⊗ |0〉 invariant.
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FIG. 13. Sharp light-cone growth of operators in the perfect tensor model. The unitary U˜ at point
P in the circuit acts on operators at i− 1, i, and gives some operator which is nontrivial on both
i−1 and i. In the figure, X∗, Z∗ refer to any powers of X and Z, and B to any non-trivial operator.
U˜ at Q acts on an operator which is non-trivial on site i and trivial on site i+1, giving an operator
which is non-trivial on both i and i+ 1. By repeatedly using the fact that operators nontrivial on
a single site evolve to operators non-trivial on two sites, we see that the right endpoint moves to
i+ (t− 1) at time t.
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FIG. 14. From causality the operators in the past domain dependence of A and future domain
dependence of X(A) are fixed by operators in A and X(A) respectively. From the two “Cauchy
surfaces”, shown in red and purple, which bound the regions of determined operators, by repeatedly
using items (3) and (4) one can uniquely determine the all other operators in the portion of the
circuits between the green lines, including the remaining parts of the initial operator in J(A).
trivial operators in J+(Oα) grows unboundedly with time, in contrast to the situation in the
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free propagation model shown in Fig. 11.
FIG. 15. In the top figure, we show the time-evolution of an initial operator from I which is non-
trivial on one site in the perfect tensor model. In the bottom figure, we show the time-evolution of
an operator non-trivial on 40 sites. Time increases in the upward direction, and the time-evolved
operator has non-trivial support on black sites, and the identity operator on white sites. It is
evident from the examples that for fixed time, fewer voids are formed in the case where the initial
operator is bigger.
We do not have a closed form for the void formation function G(A,B; t) for a general
region B, but one can readily check in examples that (3.16) is satisfied. See Fig. 16. We
do not have a general derivation of the constraints (2.29)-(2.31) in this model, but we have
checked in a number of examples that they are obeyed.
34
10 20 30 40
t
2
4
6
8
logq (G (A, B; t))B = [40, 47], A = 2
10 20 30 40
t
-1.0
-0.5
0.5
1.0
logq (G (A, B; t))B = [40, 47], A = 8
FIG. 16. We consider a system with L = 80, and sites labelled from x = 0 to x = 79. We fix the
region B = [40, 47], and look at G(A,B; t) for different choices of A. We consider intervals with
|A| = 2 < |B|/2 on the left, and |A| = 8 > |B|/2 on the right, and in both cases we sample over
a large number of intervals A and show logq(G(A,B; t)) as a function of time in a single plot with
the blue data points. The value expected from the random void distribution (3.9) is 4 in the first
case, and 0 in the second case. We see clearly that G(A,B; t) ≥ GRVD(A,B; t), and there are cases
where G(A,B; t) > GRVD(A,B; t).
V. CONCLUSIONS AND DISCUSSION
In this paper, we examined the implications of void formation in operator evolution for
entanglement growth, and showed that it plays an important role in maintaining unitarity of
entanglement growth and generation of mutual information and multi-partite entanglement.
We showed that the void formation probability for generic operators in random unitarity
circuits is given by the random void distribution (3.8). We also showed that the intricate
time-dependence of holographic entanglement entropies for an arbitrary number of intervals
after a global quench can be understood as a consequence of the very simple rules of sharp
light-cone growth and the random void distribution.
Furthermore, we found sharp differences between the void formation properties of ran-
dom unitary circuits and the non-chaotic circuit models we studied, which suggests that
void formation can be used to characterize differences in the operator evolution of chaotic
and integrable systems which are not captured by the movement of the operator endpoints
35
alone [28]. It is also an interesting question whether void distribution can be used to dis-
tinguish between different classes of chaotic systems. For example, it is conceivable that the
random void distribution may only apply to highly chaotic systems.
In our discussion, for simplicity of presentation we have restricted to systems with sharp
light-cone growth in the evolution of operators. In general systems, the fronts of operator
growth should follow a distribution. For example, in random unitary circuits at finite q,
the evolution of an operator exhibits a diffusive front around a butterfly velocity vB which
is smaller than the lightcone velocity vc [8, 9]. Our discussion, including the random void
distribution, can be generalized to these situations, although the story is technically more
complicated and will be presented elsewhere.
In our discussion we have focused on the second Renyi entropy, which can be conveniently
expressed in terms of the expected number of operators that develop a void in a certain
region. It would be interesting to explore the implications of void formation in operator
growth for higher Renyi and von Neumann entropies11, as well as whether the unitarity of
these quantities imposes further constraints on void formation. It is possible these quantities
will involve other aspects of void formation, and not just the squared absolute values of the
operator-spreading coefficients.
While we have restricted to one spatial dimension, our discussion can be immediately
generalized to higher dimensions. In one dimension, a process of void formation separates
both the original operator and the full space into disconnected parts. Thus it simultaneously
creates “holes” in an operator and breaks it into disjoint pieces. This is not true in higher
dimensions, where “hole formation” in an operator and breaking an operator apart are
distinct void formation processes, as discussed in Fig. 2. In particular, it is the latter type
of process which contributes to mutual information and multi-partite entanglement among
disjoint regions. It is also a natural question whether the “hole formation” and “breaking
apart” could follow different probability distributions in higher dimensions.
In this paper, we defined a void as a region of identity operators among regions of non-
11 although in some cases, like random unitary circuits in the large q limit, all the entropies are the same.
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trivial support of an operator. This definition is only appropriate for a lattice system with
a finite one-site Hilbert space at infinite temperature. For finite temperature or continuum
systems, a mathematically rigorous definition is tricky. Operationally, one can define a void
as the part of an operator which is given by the equilibrium density operator.
It would be interesting to explore the implications of void formation for other observables
to see how it affects their behavior in integrable and chaotic systems, and also to see if the
non-unitarity in the absence of void formation manifests itself in other observables. For
example, one can show that in some simple models without void formation, the out-of-time-
ordered correlation functions (OTOCs) will also violate unitarity, although the violation
appears less dramatic than that in the entanglement entropy. We will leave the exploration
of this question for elsewhere.
It is important to see whether one can find other measures to characterize void formation
besides than the probability functions we discussed in this paper. For example, how does
one characterize the fractal structure of Fig. 15? A related question is whether such fractal
structure is generic among interacting integrable systems.
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Appendix A: Derivations in the random unitary circuits
In this Appendix, we first briefly review the partition function method introduced in [8–
10] for calculating various observables in random unitary circuits, and then use it to derive
the random void distribution (3.8) and the time evolution of entanglement entropy.
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1. Mapping to a classical Ising partition function
Consider the operator spreading coefficient |c βα (t)|2 introduced in (2.4), which can be
written as a matrix element on four copies of the Hilbert space:
|c βα (t)|2 =
∣∣∣∣ 1qLTr(O†βU †OαU)
∣∣∣∣2
=
1
q2L
(Oα)b1a1(O†α)d1c1Ua1a2U∗b1b2Uc1c2U∗d1d2(O†β)a1b1(Oβ)c1d2
= 〈Oα↑| (U ⊗ U∗ ⊗ U ⊗ U∗) |Oβ↑〉 .
(A1)
In the last line we have introduced, for any operator O in the system, “up” and “down” spin
states on four copies of H,
〈abcd | O↑〉 = O
†
abOcd
Tr[OO†] , 〈abcd | O↓〉 =
O†adOcb
Tr[OO†] . (A2)
In the case where O = 1, we use the notation |↑〉 = |1↑〉 , |↓〉 = |1↓〉.
The time evolution operator U for the entire system is a tensor product of random unitaries
from the Haar ensemble applied at each time on pairs of sites, as shown in (3.1)–(3.2) and
Fig. 8. As explained in [8–10], after averaging over local unitaries with the Haar measure,
one can express (A1) as a partition function of classical Ising spins on a triangular lattice,
as shown in Fig. 17, with the following specifications:
1. The top layer of the lattice corresponds to time t and the bottom layer to t = 0. They
are determined respectively by |Oβ↑〉 and |Oα↑〉. If Oα = ⊗iOi, then the spins on
the lower boundary are given by Oi↑ at site i. Oβ similarly fixes the spins on the top
boundary.
2. One can see that the interactions along the boundaries are the same for all nontrivial
operators, so we can represent any nontrivial operator on the boundaries as B↑. The
rules along the bottom and top boundaries are shown in Fig. 18 and 19.
3. Lattice points in the bulk of the lattice correspond to locations of local unitaries in
Fig. 8, and on each lattice point lies a spin taking value ↑ or ↓. The interactions among
spins in the bulk are specified by the rules of Fig. 20.
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FIG. 17. We show the lattice for the partition function corresponding to (A1) for a particular
choice of Oα and Oβ, both without voids, and t = 5. The boundary conditions, and the spins in
the bulk fixed by the boundary conditions through the rules in Fig. 18, are shown explicitly. The
remaining spins can be either up or down.
4. The partition function is obtained by summing over all possible configurations of bulk
spins, and the weight of a given configuration in the partition function is obtained by
multiplying the contributions from each interaction vertices in the bulk and along the
boundaries.
↑
↑ ↑ = 1
↓
↑ ↑
= 1𝑞&
↑
𝑩↑ 𝑩↑
= 0 ↓
𝑩↑ 𝑩↑
= 1𝑞&
FIG. 18. Rules for interactions along the bottom boundary.
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FIG. 19. Rules for interactions along the top boundary.
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FIG. 20. Interactions among the bulk spins, with s, s′ taking values in ↑, ↓. These rules will also
apply to the interactions along the top boundary for observables in Appendix A 2 and A 3.
2. Derivation of the random void distribution
Now let us consider the probability P
(A)
Oα (t) =
∑
β with void A |c βα (t)|2 for a basis operator
Oα to develop a void in region A = A1 · · ·An in random unitary circuits in the large q limit.
We will take A to be in the future light cone of Oα, as otherwise P (A)Oα (t) is automatically
zero.
To find P
(A)
Oα (t), it is convenient to consider a slightly different quantity
Q(A¯)α (t) =
∑
β∈A¯
|c βα (t)|2 ≥ P (A)Oα (t) (A3)
which also includes possible contributions from processes in which Oα evolves to operators
trivial in some disconnected parts of A¯. Such contributions are not in P
(A)
Oα (t). Summing (A1)
over all Oβ which have the identity in A we find
Q(A¯)α (t) = q
|A¯| 〈Oα↑| (U ⊗ U∗ ⊗ U ⊗ U∗) |↑〉A |↓〉A¯ (A4)
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where |↓A¯〉 = ⊗i∈A¯ |↓〉i and we have used the fact that
|↓〉i =
1
q
q2−1∑
a=0
|Oia↑〉 (A5)
where the sum over a runs over the complete set of basis operators at site i. Now (A4) can
be calculated with a partition function with boundary conditions as shown in Fig. 21, with
the interactions on the top boundary given by Fig. 20.
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FIG. 21. We show the lattice for the partition function corresponding to (A4) for a case with A
consisting of three intervals and t = 7. The boundary conditions, and the spins in the bulk fixed
by the boundary conditions through the rules in Fig. 20 and Fig. 18, are shown explicitly. The
remaining spins can be either up or down, but in the large q limit we need to consider a relatively
small number of configurations.
We first consider a basis operator Oα with no initial voids. In the situation where there
exists some Ai for which t < |Ai|/2, the rules in Fig. 20 fix all spins in the past domain of
dependence of each Ai to be ↑ in any configuration in the partition function, while the rules
in Fig. 18 fix the spins attached to Oα on the lower boundary to be ↓. So we get a set of
interactions like the circled interactions in Fig. 22 along the bottom boundary, and hence
the contribution from any configuration to (A4) is zero, and thus P
(A)
Oα (t) = 0.
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FIG. 22. A case with t < |Ai|/2 for some Ai. Any configuration in the partition function at such
times contributes 0 due to the circled interactions.
We now consider the situation t > |Ai|/2 for all i. From the rules of Fig. 20 and Fig. 18,
in the large q limit, the computation of the partition function corresponding to (A4) reduces
to finding domain walls between up and down spins: for each triangle in the lattice that a
domain wall passes through, we get a factor of 1
q
. Starting from the top boundary, a domain
wall can either reach the lower boundary or combine with another one to enclose intervals
on the top boundary. A domain wall which reaches the lower boundary contributes a factor
of q−t, and the shortest domain wall which encloses an interval of length l contributes q−l
(which gives the leading contribution in the large q limit).12
One possible configuration contributing to (A4) is shown in Fig. 23, with the domain
walls between the up and down spins enclosing each of the Ai. Since all spins on the lower
most bulk layer are ↓ in this configuration, we get a factor of q−L from the bottom boundary.
The domain walls give a factor of q−(|A1|+...+|An|). Combing these factors with the prefactor
q|A¯| = qL−(|A1|+...+|An|) in (A4), we find the total contribution from this configuration is
q−2(|A1|+...+|An|). There are other possible domain wall configurations contributing to (A4),
but all these other configurations correspond to the final operators in (A3) being trivial in
some disconnected parts of A¯. An example is given in Fig. 24. Thus only the configuration
12 At finite q, it is not sufficient to simply know the length of a domain wall, as a combinatorial factor needs
to be included in each configuration to count different possible paths of a given length. But in the large q
limit, we can ignore this q-independent combinatorial factor.
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of Fig. 23 contributes to P
(A)
Oα (t), and we conclude that
P
(A)
Oα (t) = q
−2(|A1|+...+|An|) . (A6)
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FIG. 23. The configuration contributing to P
(A)
Oα (t). In this plot to highlight the domain wall
structure, we suppress the lattice in the bulk, only showing the domain walls between up and down
spins, which are represented by the black lines.
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FIG. 24. A domain wall configuration that contributes to (A4), but not to P
(A)
Oα (t). It describes
processes in which Oα evolves to operators trivial in the region to the left of A1.
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If Oα has an initial void, then the domain wall configuration shown in Fig. 23 still exists,
and evaluates to the same value. However, in this case, we also have the possibility that an
initial void may evolve into a final void while the disconnected parts of the initial operator
evolve independently. Such processes correspond to a new configuration in the partition
function for P
(A)
Oα (t), shown in Fig. 25. Clearly when either |A| or |G| is larger than 2t, this
is the only process which can contribute to P
(A)
Oα (t). When |G| < 2t and |A| < 2t, in general
both possibilities exist and compete. The domain wall configuration of Fig. 23 gives the
probability that the initial void closes and opens up a new void, and we have the same value
as (A6). The configuration of Fig. 25 gives a contribution q−|A|+|G|−2t = q−2|A|q|A|+|G|−2t
which dominates when |G| > 2t − |A|. Note that for a generic operator (3.6), for Oα with
initial void G, we have |aα|2 ∼ q−2|G| and thus the overall contribution from such operators
is q−|A|−|G|−2t which is subdominant compared with q−2|A| for |A| < 2t.
To conclude this discussion, let us note that one can find the probability for an operator
of size li to evolve into an operator of size lf (assuming it is allowed by causality, and both
operators do not have voids) in the large q limit. This probability is independent of the
initial and final operators, and is given by
pif (t) = q
−li−lf−2t . (A7)
From here one finds that the probability going to all final operators with length lf = li + 2t
allowed by causality is q−li−lf−2tq2lf = qlf−li−2t = 1, which leads to the sharp light-cone
growth noted in (3.3).
3. Derivation of the time-evolution of S2 in random unitary circuits with large q
Now let us consider the evaluation of S
(A)
2 , which is given by (2.11), which we copy here
for convenience
e−S
(A)
2 (t) =
1
q|A|
∑
α∈I
∑
β∈A
|cβα(t)|2 . (A8)
44
B!
B"
FIG. 25. A domain wall configuration that contributes to P
(A)
Oα (t) in the case where the initial
operator Oα has a single void in region G, and A is a single interval. This configuration describes
processes in which the disconnected parts of Oα evolve independently to left and right of A. This
contribution evaluates to q−|A|+|G|−2t, and is bigger than the contribution from Fig. 23 for t <
(|G|+ |A|)/2.
Using (A1) and summing over all Oβ which are the identity in A¯ and all Oα in I, we find
e−S
(A)
2 (t) = qL〈ρ0↑|U ⊗ U∗ ⊗ U ⊗ U∗|↓A ⊗ ↑A¯〉 . (A9)
In obtaining (A9) we again used the fact that on summing over all operators in A, we obtain
|↓A〉 by using (A5). Also recall that ρ0 = ⊗
∏
i ρi with each ρi given by (2.7). Note that the
boundary conditions at top boundary are reversed compared with (A4). In the large q limit,
one has e−S
(A)
2 (t) = e−S
(A)
2 (t) and all Sn are the same [10], thus the (minus) logarithm of the
partition function corresponding to (A9) gives S
(A)
2 (t) and other entanglement entropies.
The structure of the lattice is the same as in Fig. 21, but along the top boundary, we have
↑ spins in A¯ and ↓ spins in A. On the lower boundary, we have ρi↑ at each site. As in last
subsection, the evaluation of (A9) boils down to summing over domain wall configurations.
From the fact that each ρi is a projector onto a single state in the one-site Hilbert space, we
get a factor of 1
q
from each site on the lower boundary, irrespective of whether the lowermost
bulk layer has an ↑ or ↓ spin at that site.13 Thus irrespective of where the domain walls
13 If ρi = |ψ〉 〈ψ|, then 〈abcd|ρi↑〉 = ψaψ∗bψcψ∗d, so 〈↑ |ρi↑〉 = 〈↓ |ρi↑〉 = 1q |ψ|2|ψ|2 = 1/q.
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end, we get a factor of 1
qL
from the lower boundary, cancelling with the prefactor qL in (A9).
Effectively the bottom boundary does not play any role.
Now consider a region A = A1 · · ·An consisting of n intervals A1 = [l1, r1], ..., An =
[ln, rn], separated by intervals R1, ..., Rn−1. Due to the boundary conditions, in each non-
zero configuration in the partition function, we have 2n starting points of domain walls on
the top boundary, from each of the li and ri. As discussed in last subsection, in the large
q limit, we only need to specify whether each domain wall starting on the top boundary
reaches the bottom boundary, in which case we get a factor of q−t, or joins with another
domain wall to enclose an interval of length l, in which case we get a factor of q−l. The latter
possibility only exists for t > l/2.
Due to the boundary conditions, in order to separate regions of opposite spins, domain
walls starting from some left-endpoint li can only join with domain walls starting from some
right-endpoint rj, and from the rules of Fig. 20, domain walls cannot intersect. Let us call
a pair of adjacent endpoints li and rj an “allowed pair” at time t if |li − rj|/2 ≤ t. It
is convenient to define a set {γ}(t) of possible domain wall configurations. An element γ
of the set contains some number of “allowed pairs” {li, rj} and some number of unpaired
points, such that each endpoint appears exactly once. Paired points correspond to domain
walls enclosing the region between them, while unpaired points correspond to domain walls
reaching the bottom boundary. See Fig. 26 for an example. The contribution from a γ-
configuration evaluates to (1
q
)fγ , where
fγ = nγt+
∑
{li,rj}∈γ
| li − rj | , (A10)
and nγ is the number of unpaired points in γ. In the large q limit, the configuration with
minimal f(γ) dominates.14 We thus find
S
(A)
2 (t) = seq min
γ
fγ, seq = log q . (A11)
14 In the large q limit we can also ignore any q-independent prefactor, as it contributes an O(1) term to S
(A)
2
after taking the logarithm.
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FIG. 26. Example of a configuration contributing to the partition function for (A9). The set γ
corresponding to this configuration is {l1, r3, {l2, r1}, {l3, r2}}.
Appendix B: Entanglement entropy from the random void distribution
Here we prove that (3.13) follows using only the following rules: (i) sharp light-cone
growth, (ii) the random void distribution (3.8), (iii) large q, for A consisting of an arbitrary
number of disjoint intervals. Considering (2.11), we can write NA(t) more explicitly as
NA(t) = N(A,D(Q); t), Q = A1R1 · · ·Rn−1An (B1)
Before presenting the proof, let us first note the two key elements which are heavily used:
1. At any given time t, if there exists some |Ri| > 2t, the two parts of A separated by
interval Ri can be independently considered. See Fig. 27 for an example, where we
have a factorized form
N(A,D(Q); t) = N(M1, D(Q1); t)N(M2, D(Q2); t) . (B2)
2. Consider one of the factorized parts, in which 2t is greater than all Ri in that part,
for example, Q1 in Fig. 27. There are possible multiple competing contributions to
N(A1A2, D(Q1); t), which are exhibited in Fig. 28. One contribution comes from oper-
ators which are nontrivial at all sites of D(Q1), see Fig. 28(b), which from (3.8) gives
NA(connected)(t) = MD(Q1)(t)q
−2|R1| = q|A1|+|A2|−|R1|−2t (B3)
where MD(Q1)(t) = q
|D(Q1)| = q|A1|+|A2|+|R1|−2t is the number of initial basis operators
in D(Q1). There is also a disconnected contribution from Fig. 28(a), where nontrivial
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operators in D(A1) and D(A2) separated by an initial void evolve independently to
region A1 and A2 respectively. Note that one may also consider initial operators with
a void like in Fig. 28(c), where the non-trivial parts of the operator are not contained
within D(A1) and D(A2). Assuming sharp light-cone growth, such an operator cannot
give a disconnected contribution in which O1,O2 evolve independently to A1 and A2.
However, such an operator can give a connected contribution, which corresponds to
situations where the initial void closes and then opens an new void. This contribution
is suppressed compared to (B3), as the phase space for initial operators with a void
is suppressed, while the probability for an individual operator to develop a void is the
same.
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FIG. 27. R2 separates A into two parts with M1 = A1A2 and M2 = A3A4, which can be indepen-
dently considered. The initial operator must have identity in region D(R2) in order to contribute
to (B1), and thus the contributions from two sides of region D(R2) factorize.
We will prove (3.13) by induction. For two intervals, n = 2, we already showed this explic-
itly in Sec. III B (the discussion leading to (3.11)–(3.12)). Here we give another derivation
which connects more directly to the form (3.13). From item 1 above, for t < |R|/2,
N(A,D(Q), t) = NA1(t)NA2(t) → S(A)2 = S(A1)2 + S(A2)2 . (B4)
For t > |R|/2, from item 2 we have two competing contributions: the connected one, which
is given by (B3), and the disconnected one, given by (B4). Comparing (B3) and (B4) in the
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FIG. 28. Possible contributions to N(A1A2, D(Q1); t) of Fig. 27. In the figure, red shaded regions
have non-trivial operators at all sites, while the unshaded part of the initial operator is trivial.
large q limit leads to the two-interval result from (3.13), with the connected contribution (B3)
corresponding to having the pair (r1, l2) in the endpoint configuration γ.
Assuming we have (3.13) up to n = k intervals, let us now consider n = k + 1.
Let us denote the collection of Ri’s which are greater than 2t by Rbig. Such Ri’s generate
a partition P(t) of A into m parts (where m can range from 1 to n depending on the time),
M1, ...,Mm. For the reason stated in Fig. 27 and item 1 above, the contribution from each
Mi factorizes, and we thus have
S
(A)
2 (t) =
m∑
j=1
S
(Mj)
2 (t) . (B5)
The same thing happens to (3.13): if there exists a |Ri| > 2t, then the two parts of A
separated by interval Ri can be independently minimized as there are no allowed pairing
between end points on the left of Ri and those on the right of Ri. Thus equation (B5) also
applies to (3.13), and each term in the sum of (B5) is given by (3.13) from our assumption
regarding n ≤ k.
We increase t until t = r/2 when the set Rbig becomes empty, where r is size of the
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largest Ri, which we call Rmax. Slightly before reaching t = r/2, from the random void
distribution (3.8) initial operators cannot develop a void in region Rmax, which in the lan-
guage of (3.13) corresponds to the fact that the two end points of Rmax cannot be paired
with each other. Now when t > r/2, from the random void distribution (3.8), there are new
contributions coming from initial operators developing a void in region Rmax, which compete
with previously existing ones. Note the new contributions include the connected one for the
full region D(Q), but also disconnected ones. See Fig. 29 for two examples. These new con-
tributions are in one-to-one correspondence with new γ-configurations in (3.13) which come
from pairing the two end points of Rmax. One can also readily check that their respective
contributions agree. Thus concludes the proof.
In the above proof, we assumed the random void distribution for all initial operators,
an assumption that is not precisely true in random unitary circuits in the large q limit due
to the subtlety noted at the end of Appendix A 2. Yet we found by the partition function
calculation of Appendix A 3 that equation (3.13) is true in random unitary circuits in the
large q limit, indicating that the cases where P
(A)
Oα (t) for initial operators with voids is not
given by the random void distribution can be ignored in the calculation of S2. For instance,
this means that in Fig. 28(c), the cases in random unitary circuits where the disconnected
contribution (due to independent evolution of O1 and O2 respectively into A1 and A2) is
dominant can be ignored. Indeed, on using (A7) and counting the number of relevant initial
and final operators, we can check that the collective disconnected contribution from all initial
operators like in Fig. 28(c) is the same as that from Fig. 28(a), changing S2 at most by a
q-independent O(1) term which can be neglected in the large q limit.
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FIG. 29. Two sets of initial operators contributing to (2.11), and the corresponding endpoint
configurations γ. In (a), initial operators nontrivial everywhere in D(Q) develop a void in R ≡
R1 · · ·Rn−1, contributing q|Q|−2tq−2|R| = q|A|+|R|−2tq−2|R| = q|A|−|R|−2t to NA(t), leading to a pos-
sible contribution S
(A)
2 (t) = seq(|R|+ 2t). We get the same contribution from γ shown in (i), where
l1 and rn are the only unpaired points, and all rm for m < n are paired with lm+1. In (b), initial op-
erators nontrivial everywhere in each D(Pi) go into Pi, forming voids in the Rj ’s contained within
the Pi’s. This contributes q
|P1|−2tq−2(|R1|+...+|Ri−2|)q|P2|−2tq−2|Rmax|q|P3|−2tq−2(|Ri+2|+...+|Rn−1|) to
NA(t), leading to a possible contribution S
(A)
2 (t) = seq(|R|− |Ri−1|− |Ri+1|+ 6t). We get the same
contribution from γ shown in (ii), where l1, ri−1, li, ri+1, li+2, and rn are the only unpaired points,
and all rm for m 6= i− 1, i+ 1, n are paired with lm+1.
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