Abstract. This paper is concerned with linear determinacy in monostable reactiondiffusion-convection equations and co-operative systems. We present sufficient conditions for minimal travelling-wave speeds (equivalent to spreading speeds) to equal values obtained from linearisations of the travelling-wave problem about the unstable equilibrium. These conditions involve both reaction and convection terms. We present separate conditions for non-increasing and non-decreasing travelling waves, called 'right' and 'left' conditions respectively, because of the asymmetry in propagation caused by the convection terms. We also give a necessary condition on the reaction term for the existence of convection terms such that both the right and left conditions can be satisfied simultaneously. Examples show that our sufficient conditions for linear determinacy are not necessary and compare these conditions in the scalar case with alternative conditions observed in Malaguti-Marcelli [15] and . We also illustrate, for both an equation and a system, the existence of reaction and (non-trivial) convection terms for which the right and left linear determinacy conditions are simultaneously satisfied. An example is given of an equation which is right but not left linearly determinate.
Introduction
The reaction-diffusion equation u t = d u xx + f (u) is well-known as a simple model of phenomena in, for instance, population growth, chemical reaction, flame propagation, etc.
For the classical Fisher case [6] , f (u) = r u(1 − u), Kolmogorov, Petrowskii and Piscounov [10] showed that there exist non-increasing travelling fronts, joining the equilibria 1 and 0, for all speeds c ≥ 2 d r . In many applications, however, there is convective motion in addition to diffusion and reaction, which can have a major impact on the behaviour of solutions. An example of such convection terms arises in a simple one-dimensional model of the motion of chemotactic cells, based on a model of Keller and Segel [9] . This model is presented in Benguria, Depassier and Mendez [2] , where ρ denotes the density of bacteria chemotactic to a single chemical element of concentration s, the density evolves according to ρ t = [Dρ x − ρχs x ] x + f (ρ), D is a diffusion constant and χ is the chemotactic sensitivity. For travelling front solutions, s = s(x −c t ), ρ = ρ(x −c t ), we have s t = −c s x , s x = K ρ/c, and the problem then reduces to a single differential equation for ρ, namely
Motivated by such models, we first consider a reaction-diffusion-convection equation of form
with a monostable reaction term f (u) in which 0 is an unstable equilibrium, there is a stable equilibrium β > 0, and there are no equilibria of f between 0 and β. When h ′ (u) ≡ 0, Hadeler and Rothe [8] showed that there exist non-increasing travelling fronts u(x, t ) = w (x − c t ) with w (−∞) = β, w (+∞) = 0, 0 ≤ w ≤ β for (1.1) of all speeds c ≥ c 0 , and gave a variational formula for the minimal travelling wave speed c 0 . Here we begin by presenting a straightforward generalisation of this formula to the reaction-diffusion-convection equation (1.1) . This minimal speed c 0 is bounded below by a critical parameterc ∈ R, which we refer to as the 'linear value'.
This linear value is obtained from the linearisation of the travelling-wave equation for (1.1) about the unstable equilibria 0. We present a sufficient condition to guarantee that the minimal wave speed c 0 equals the linear valuec = h ′ (0) + 2 f ′ (0), extending [8, Corollary 9 ] to now involve both the functions f and h. This condition is
for all u ∈ (0, 1), (1.2) which generalises the classical Hadeler-Rothe condition,
for all u ∈ (0, 1), (1.3) that applies when h ′ (u) ≡ 0. Example 2.4 shows that (1.2) is sufficient but not necessary for linear determinacy. Benguria, Depassier and Mendez [3] give an alternative condition to ensure that c 0 =c which again involves both functions f and h and is based on an alternative variational expression from which the minimal travelling wave speed can be estimated. We
give examples to show that for a given reaction function f , it is possible for the condition in [3] to be satisfied when our condition ( Note that for (1.1) with h ′ (u) ≡ 0, there is, of course, reflection symmetry, and hence corresponding to a non-increasing travelling-front solution w (x − c t ), there is a non-decreasing travelling frontŵ(x + c t ) withŵ(+∞) = β,ŵ(−∞) = 0, 0 ≤ŵ ≤ β and w (ξ) =ŵ(−ξ). On the other hand, it is clear that the presence of the term h ′ (u)u x will affect propagation speeds and, in particular, will break this symmetry between non-increasing and non-decreasing fronts that exists when h ′ (u) ≡ 0.
For (1.1), if we have c 0 =c, then we say that the problem is right linearly determinate.
In the following, we will write c For further background and results on linear determinacy, that focusses mainly on problems without convection, see, for instance, [8] , [21] , and also [4] , [12] , [13] .
We then turn to study a co-operative system of two equations of the form
with a reaction term f (u) that satisfies ∂ f i ∂u j ≥ 0 for all i = j . For precise assumptions on the equilibria f , see hypotheses s 2 and s 6 in section 3. We consider a non-increasing travelling wave solution w (x, t ) = w (x −c t ) that connects equilibria of f and converges to a co-existence equilibrium β, with both components positive, at −∞, and to either the equilibrium 0, or an equilibrium other than 0, at +∞. Note that the diagonal form h 
where ζ r (μ r ) is a certain strictly positive eigenvector of the coefficient matrix C r (µ), defined in (3.3) below, andμ r is the value of µ > 0 at which the infimum in definition (3.6) is attained.
This coefficient matrix C r (µ) is obtained from the linearisation of the travelling-wave problem for the system (1.4) about the unstable equilibria 0 at +∞. We refer to this condition as the right combined condition since it involves a combination of the functions f and h. Clearly 
where ζ l (μ l ) is a certain strictly positive eigenvector of the coefficient matrix C l (µ), defined in (3.5) below, which is obtained from the linearisation of the travelling wave problem for (1.4) about 0 at −∞, andμ l is the value of µ > 0 at which the infimum in definition (3.7) is attained, see Theorems 3.8, 3.9. Finally, we present a sufficient and necessary condition on f for the existence of a continuously differentiable function h such that (1.5) and (1.6) can be satisfied.
We conclude by presenting examples to illustrate that for certain given functions f : R → R and f : R 2 → R 2 , we can find functions h so that both the right and left combined conditions (1.5) and (1.6) are satisfied.
A formula for the minimal travelling wave speed of a reaction-diffusion-convection equation
Consider a reaction-diffusion-convection equation
where u : R × [0, ∞) → R and the functions f and h satisfy the hypotheses
A travelling front is a solution u of (2.1) such that u(x, t ) = w (x − c t ), where w is here taken to be a non-increasing function such that
and the speed c ∈ R is a constant. Clearly w and c satisfy the ordinary differential equation
It is shown in Hadeler and Rothe [8] 
where the set Λ is defined by
and ψ(w ) > 0 for w ∈ (0, 1) . (2.
3)
The following proposition generalises this result to the equation (2. 
and Λ is as defined in (2.3).
The variational formula (2.4) clearly yields upper bounds for c 0 r using specific choices of test functions ψ ∈ Λ. In particular, if we define
then as in the proof of [8, Corollary 9] , and noted also by Malaguti and Marcelli [15] , min-
Moreover, the value of the minimal speed c 0 r is bounded below by a critical parameterc r ∈ R known as the "linear value", which can be defined by the property that the travelling-wave problem linearised about the unstable equilibrium 0 has a real negative eigenvalue if and only if c ≥c r . Such an eigenvalue λ satisfies the equation
Sincec r is the smallest speed for which such an eigenvalue exists, we havec 6) and thusc
This estimate clearly yields a set of sufficient conditions, generalising [8, Corollary 9 ] to the case of (2.1) with h = 0, that guarantee that the linear valuec r equals the minimal wave speed
The following proposition gives an alternative sufficient condition (2.9) that again ensures c r = c 0 r . Note that if (2.8) holds then (2.9) is satisfied, whereas we will show in Example 2.6 that (2.9) can hold when even (2.7) does not hold.
Proposition 2.2. A sufficient condition to guarantee that the linear valuec
Proof. Define a continuous function y :
Then Proposition 2.1, using the function ψ(w ) := f ′ (0)w in (2.4), and (2.9) together imply 10) and hence c
Note that for each k > 0, we can consider the continuous function
clearly yields an analogue of (2.10)
with y replaced by y k . Therefore, in some sense, the best estimate of this type will be obtained
k with respect to k, and this minimum is attained at k = f ′ (0).
In fact, when k = f ′ (0), the value y k (0) is exactly the linear value, whereas if k = f ′ (0), the estimate c 0 r ≤ y k (0) does not imply linear determinacy.
In particular, (2.9) holds if the condition (2.11) in the following lemma is satisfied, since this
is non-increasing on (0, 1).
Lemma 2.3. A sufficient condition to guarantee that the linear valuec
The following example, which is a generalisation of [8, Theorem 11] to include convective effects, illustrates that there exist functions f and h for which the sufficient condition (2.9) is not satisfied, but the minimal travelling speed is nevertheless linearly determinate. So (2.9) is sufficient, but not necessary, for linear determinacy.
Example 2.4. Consider the equation 12) where β = 2( γ − γ) and 0 < γ < 1. Then h ′ (u) = βu and f (u) = γu(1 − u)(1 + 2γu), so e 1 − e 3 are clearly satisfied. Thenc r = 2 γ, and condition (2.9) says that for all u ∈ (0, 1), 
This condition is derived using a different variational characterisation of c 0 r , for which we refer to [3] for details. Note that our convection term h ′ (u) is replaced in [3] by µφ(u), where φ is a C 1 -function such that, for simplicity, it is assumed that φ(0) = 0, but this restriction on φ (0) clearly only affects the numerical value ofc r , not the condition (2.14), and can be removed.
Note that, in fact, another proof of Proposition 2.2 can be obtained using the variational characterisation in [3] ; see the discussion below inequality (14) in [3] ,
The following examples compare our condition (2.9) with (2.14), (2.7) and (2.8), and in particular, illustrate that functions f and h can be found satisfying (2.14) but not (2.9), and, vice versa, that there exist functions which satisfy (2.9) but not (2.14).
Then f satisfies the properties e 1 − e 3 , and for this function f , condition (2.11) says that
which holds if and only if δ ≤ 1. On the other hand, condition (2.14) is satisfied whenever δ = h ′′ (u) < 2 for all u ∈ (0, 1). Hence if δ ∈ (1, 2), then (2.14) is satisfied but (2.11) is not, and moreover, it is easy to check that our weaker condition (2.9) is also not satisfied for such δ.
The next example shows that f and h can be found which satisfy condition (2.9) but not (2.14).
, where δ > 0. Then f satisfies the properties e 1 − e 3 , and for this function f , condition (2.11) says that
whereas condition (2.14) will be satisfied if
Thus for condition (2.11) to be satisfied but (2.14) is not, we need that for some u ∈ (0, 1),
So in particular, if we choose δ = , then (2.15) holds for u ∈ (0, 1 8 ), and (2.11) holds if
whereas (2.14) does not hold if 
Hence for these functions f and h, our condition (2.9) holds but condition (2.14) does not.
Note that the Malaguti-Marcelli alternative condition (2.7) also does not hold for this choice of f and h, and whenever δ < 1, the function f does not satisfy the classical condition (1.3).
Our final example in this section illustrates that, for certain reaction and convection terms f and h, the equation ( Example 2.7. When a > 2, the convection-less equation
is not linearly determinate [8, Theorem 11] . However, if f (u) = u(1−u)(1+au), condition (2.9)
holds if the convection term is h ′ (u) = u(1 − a). Thus
is right linearly determinate. Now note that for a non-decreasing non-negative initial condition u 0 of (2.18), the solution u of (2.18) is non-negative and satisfies u x ≥ 0 (see, for instance,
. Then since h ′ (u) ≤ 0 for u ≥ 0, and u x ≥ 0, we have with a non-decreasing non-negative initial condition u 0 is greater than or equal to the solution u of (2.18) with the same initial condition u 0 . Therefore the left spreading speed c * l of (2.19) will be less than or equal the left spreading speed c l of (2.18), which is strictly less that 
Sufficient conditions for linear determinacy for reaction-diffusion-convection systems
Consider a system of reaction-diffusion-convection equations of the form
where d 2 > 0, the reaction term f = ( f 1 (u 1 , u 2 ), f 2 (u 1 , u 2 )) satisfies the co-operative assumption ∂ f i ∂u j (u) ≥ 0, i = j , the convection function h has the 'diagonal' form h = (h 1 (u 1 ), h 2 (u 2 )),
u is bounded, continuous, u t , u x , u xx exist and are continuous on R × (0, T ]}, and for (x, t ) ∈ R × (0, T ] and u ∈ Γ T , define
). The following theorem is a useful tool for system (3.1). Note that, of course, a reactiondiffusion-convection system does not, in general, possess a comparison principle, but the diagonal structure of h ′ (u) and the co-operative assumption on f together ensure that such a principle does hold here. 
Theorem 3.1 (Comparison principle). Let the function f satisfy
Proof. This follows from an application of [19, Theorem 5.3] , as also noted in [5] .
Recall that a matrix is said to be reducible if it can be put into lower block triangular form by reordering the coordinates and, if this cannot be done, the matrix is said to be irreducible.
If all the diagonal blocks in the lower block triangular form of a reducible matrix are irreducible, this is said to be in Frobenius form. The statement of Perron-Frobenius theorem is the following. The following is a useful corollary for an irreducible matrix with non-negative off-diagonal entries.
Corollary 3.3. Given any irreducible matrix with off-diagonal entries non-negative, there exists a unique real eigenvalue, called the principal eigenvalue, with a corresponding strictly positive principal eigenvector. In addition, the real parts of all other eigenvalues are strictly less than the principal eigenvalue.
Proof. Let M be an irreducible matrix with non-negative off-diagonal entries. Then there exists ε > 0 such that M + εI is a non-zero irreducible matrix with non-negative entries. By Moreover, if µ is an eigenvalue of M + εI other than λ, then |µ| < λ, so if ν is an eigenvalue of the matrix M other than λ − ε, then |ν + ε| < λ, which implies that Re(ν) < λ − ε.
each k ∈ {1, 2, . . . , n}, and for a vector ν ∈ R n , we say that
For ease of exposition, we discuss a system of two equations here, and note that similar results hold for a system of n equations, as will be discussed in [1] .
We assume in the following that the functions f : R 2 → R 2 and h : R 2 → R 2 in system (3.1) satisfy the hypotheses (i) Property s 1 says that the system is co-operative, and is thus order-preserving, by the comparison principle Theorem 3.1.
(ii) Property s 6 implies that f ′ (0) has one of two forms. In the first case, f Note that in all of our examples below, we focus on this second case, which is motivated by models of interaction of separate species and for which calculations are relatively tractable.
(iii) We present s 6 in a form that clearly extends to the case when the system (3.1) is replaced by a similar system of n equations that satisfy Hypotheses s 1 − s 5 , when there might be more than two diagonal blocks in f ′ (0). See, for example, [21] , [1] . In this general case, The linearisation of the system (3.1) at 0 gives
Applying the method of separation of variables then shows that the solution of the system (3.2) with initial condition e −µx α, where µ ∈ R and α ∈ R 2 are constant, has the form e −µx η(t ),
where the vector-valued function η is a solution of the system η t = C r (µ)η with η(0) = α, where
which has non-negative off-diagonal entries, by property s 1 .
In order to consider non-decreasing travelling fronts as well as non-increasing travelling fronts, it is useful to remark next that if we defineû(x, t ) = u(−x, t ) where u is a solution of system (3.1), thenû is a solution of the system
for which the related coefficient matrix is The following lemma gives a sufficient condition forμ r , defined to be the value of µ > 0 at which the infimum in the definition ofc r is attained, to equalμ l , the value at which the infimum in the definition ofc
is attained, where γ l σ is the principal eigenvalue of the σth block of C l (µ). Here and in the following, we denote by ζ r (μ r ) an eigenvector of C r (µ) corresponding to the eigenvalue γ 
Proof. Part (i) is immediate from the definitions ofc
. Then corresponding to the eigenvalue γ
whereas for the eigenvector ζ l (μ l ) = 1α 2 T corresponding to the eigenvalue γ l 1 (μ l ), we havê
In the previous section we have a single equation, and have only two equilibria 0 and β, whereas in this section, we have a system with two equations and, by hypothesis s 2 , may have equilibria in addition to 0 and β if they have at least one component zero. For a system with only two equilibria 0, β with β > 0 and f ′ (0) an irreducible matrix, Lui [14] gave sufficient conditions for spreading speeds to equal linear values. These results were generalised by [21] to systems where the Frobenius form may have multiple diagonal blocks and there may be more equilibria other than 0 and β in [0, β] provided any additional equilibrium ν has ν k = 0 for at least one k ∈ {1, 2, . . . , n}.
The following theorem concerns the existence of a value c 0 r ∈ R which can be characterised as a minimum travelling wave speed of system (3.1) in a certain sense. This result, which generalises Proposition 2. In fact, it can be shown, similarly to [11] , that c 0 r is actually the slowest spreading speed for the system (3.1) with non-increasing initial data u(0, x) = u 0 (x) such that u 0 (−∞) = β, u 0 (+∞) = 0, in the sense of slowest spreading speed defined in [11, (2.4 Assume thatμ r is finite,
and Note that when f ′ (0) is irreducible, condition (3.8) is simply considered to be satisfied trivially.
For non-decreasing travelling-front solutions of system (3.1), the analogues of Theorems 3.6 and 3.7 are the following. Thus we have shown that for this choice of f : R 2 → R 2 , if 0 ≤ |a − b| ≤ 5, a sufficient condition to be able to find a function h = (h 1 , h 2 ) so that both combined conditions (3.13), 
