We consider the planar limit of Chern-Simons theories coupled to a scalar φ in the fundamental representation of a U (N ) k gauge group, at both the regular and Wilson-Fisher conformal points. These theories have one single-trace scalar operator J 0 =φφ. We calculate its connected planar n-point functions, when all the external momenta are collinear. More specifically, we derive an algebraic recurrence relation that expresses each such n-point function in terms of lower-point ones. As an application, we study the four-point function, which was recently shown to be completely fixed up to three truncated solutions to the conformal bootstrap. We show that those truncated solutions do not contribute in our bosonic Chern-Simons theories. The result matches a recent calculation of the four-point function in Chern-Simons theories coupled to a fermion, providing a new test of 3d bosonization duality.
Introduction
U (N ) k Chern-Simons (CS) theories coupled to a single scalar or fermion in the fundamental representation have a very simple planar limit (N, k → ∞ with fixed λ = N/k). In particular, they flow to non-trivial infrared fixed-points, which were shown in [1, 2] to have a higher-spin symmetry at large N . This symmetry is generated by an infinite tower of single-trace currents J s (s = 1, 2, . . .) of approximately minimal twist τ s = ∆ − s = 1 + O(1/N ). Abstract large N conformal field theories (CFTs) with such a spectrum of single-trace currents were classified in [3] , and are distinguished by the dimension ∆ 0 of their single-trace scalar operator J 0 .
They are given by 1 • Regular-Boson/Critical-Fermion: these CFTs have ∆ 0 = 1 + O(1/N ) and an interaction λ 6 J 3 0 /N 2 , which is exactly marginal in the planar limit. They can be realized in the U (N ) k scalar theory by tuning its renormalized mass and quartic coupling to zero in the infrared, or by reaching the Gross-Neveu fixed-point in the fermion theory.
• Critical-Boson/Regular-Fermion: these CFTs have ∆ 0 = 2+O(1/N ). They can be realized by flowing to a Wilson-Fisher infrared fixed point in the scalar theory, or in the fermionic theory by tuning the renormalized fermion mass to zero in the infrared.
The (slightly-broken) higher-spin symmetry is very powerful, leading to constraints that fix the planar three-point functions of all the single-trace operators of the above CFTs in closed form [3] . The analysis of [3] depends only on the single-trace spectrum, which is identical in the bosonic and femrionic CFTs in each of the cases listed above. It follows that the bosonic and fermoinic CFTs in each of those cases also have identical three-point functions,
for some mapping of their parameters (N , λ, and λ 6 in the regular-boson/critical-fermion case). The duality map was then found in [4, 5] through explicit field theory computations to all orders in λ. This is the well known example of large N 3d bosonization duality.
The success of [3] suggests that the higher-spin symmetry would also enable fixing all the planar n ≥ 4-point correlators, in terms of the same parameters used to determine the three-point functions. Such a result would prove the 3d bosonization duality at large N . Nevertheless, achieving this goal using the current methods appears to be difficult.
In particular, it is not yet known how to calculate any n ≥ 4-point function using the approximate higher-spin symmetry constraints, nor is it known whether they are sufficient in order to uniquely fix those correlators.
Recently, [6, 7] used different principles, such as crossing symmetry and boundedness of correlators in the Regge limit, to constrain the planar four-point function J 0 J 0 J 0 J 0 .
It was found to be completely fixed up to three crossing-invariant terms that only involve exchanges of operators with spins ≤ 2 in the J 0 × J 0 OPE; such truncated solutions to crossing were first constructed in [8] , and correspond to contact interactions in an AdS 4 gravity dual. Furthermore, in the fermionic theories, [6, 9] calculated the scalar four-point function explicitly, by summing over all planar diagrams in a special kinematic regime in which two of the external momenta are set to zero. 2 The explicit results show that none of the truncated solutions contribute and fixes the four-point function in the fermionic CS theories entirely. In this paper we will preform a similar explicit computation in the bosonic theories, finding an agreement with the results of [6] ; this provides a new test of 3d bosonization.
In fact, we will obtain a much stronger result for the bosonic theories, and fix all planar n-point functions of J 0 (q i ) analytically when all the momenta q i are collinear (but otherwise general).
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As in previous work [2, 4, 5] , our strategy is to sum the perturbative series in lightcone gauge. First, in Section 2 we argue that in this gauge, when λ 6 = −8π 2 λ 2 in the regular-boson theory, only rainbow Feynman diagrams contribute to J 0 correlators in the collinear momentum frame. 4 In Section 3, the sum over those rainbow diagrams is expressed through Dyson-Schwinger equations for certain 1PI vertices, from which the correlators in the regular-boson theory can be extracted. It is then shown that these equations are solved by an algebraic recurrence relation that expresses an n-point function in terms of lower-point ones. This recurrence relation is our final result, and it is summarized in Section 4. The generalization to arbitrary values of λ 6 is straightforward, as its contribution to a planar npoint function is also determined by products of lower-point functions in momentum space.
Finally, the results for the critical-boson theory can be obtained by a Legendre transform, which is, again, a simple algebraic operation in momentum space. As examples, in Section 4 we extract the n ≤ 4-point functions using the recurrence relation. The resulting n ≤ 3-point functions agree with the known expressions derived by [4] , and the four-point function matches the one derived in [6] in the fermionic theories, through the 3d bosonization map.
Let us now briefly discuss some possible future applications of our results. The correlators that we computed may shed light on the space of fixed-points of the regular-boson/critical-fermion theories at large N . Specifically, at order 1/N , these theories have a non-trivial beta-function β λ 6 that was shown in [10] to lead to either one or three fixed-points. The values of the planar n ≤ 5-point functions of J 0 and its 1/N anomalous dimension γ 0 , are required to determine which of those scenarios is realized. Now that we have fixed the relevant correlators, it would be interesting to understand the constraints on (the yet unknown) γ 0 in each of the scenarios.
Another possible application is related to Vasiliev higher-spin gravity in AdS 4 [11] , which was conjectured in [2, [12] [13] [14] [15] to be holographically dual to our theories. The formulation of the bulk theory seems to allow for an infinite number of parity violating couplings, all consistent with the higher-spin symmetry. However, only the first of those was related to the 't Hooft coupling λ of the dual CS-matter CFTs [15] . Of course, these CFTs have no extra parameters, so the possibility of turning on additional independent couplings in Vasiliev theory is puzzling. It is believed that those additional bulk interactions could only contribute to five-point functions and higher, and our results could therefore shed light on their interpretation. 5 To have a full picture, however, would also require calculating the same higher-point functions in Vasiliev theory, which would be quite a formidable task.
Finally, the main future challenge that motivated this work is to construct a complete solution of CS-vector models in the planar limit, at least at the level of correlators. Our results show that it is indeed possible to fix an infinite family of such correlators for collinear external momenta. It would be interesting to generalize our approach to correlators of the currents J s , and also to ones in the fermionic theories. Ultimately, however, obtaining a full solution of large N CS-vector models would probably require non-Lagrangian CFT methods, such as higher-spin symmetry, crossing, and boundedness in the Regge limit. One insight that can be drawn from our result is that, somewhat surprisingly, the scalar correlators have no logarithmic dependence on the collinear momenta. We expect that this remains true for general momenta. For example, the four-point function is now known exactly and is rational in momentum space, even though it generally contains logarithms in position space in the regular-boson CFT. 6 This suggests that the higher-spin symmetry constraints might simplify drastically in momentum space (as also emphasized in [6] ). Indeed, while in position space these constraints are integro-differential equations in the correlators, they become algebraic in momentum space, which could explain the absence of logarithms. It would be fascinating to study those constraints in momentum space in detail.
5 See also [16] for a discussion of singularities caused by the extra parity-violating bulk couplings. 6 These logarithms correspond to anomalous dimensions of double-trace operators due to the single-trace exchange J 0 × J 0 ∼ J 0 , that can appear with an arbitrary coefficient in the regular-boson CFT [7] .
Bosonic Chern-Simons Vector Models
Let us start with a brief review of bosonic CS vector models; for more details, the reader is referred to [4] . The Euclidean action for the U (N ) k regular-boson theory is
where we implicitly assume a renormalization scheme that fixes the mass and quartic scalar couplings to zero. We will be interested in connected planar correlators of J 0 =φφ, whose
As is well known, planar correlators of the critical-boson theory can be obtained from (2.2) by making σ dynamical. In particular, the generating functional W CB [ζ] of connected planar correlators of σ in the critical model is given by a Legendre transform:
In a canonical normalization, both W RB and W CB are proportional to N . Therefore, when N is large, W RB (W CB ) can be interpreted as the generator of 1PI scalar correlators of the critical (regular) model. In the planar limit the two models are therefore simply related, and we will mostly focus on the regular-boson theory until Section 4.
As in [2, 4] , we work in light-cone gauge A − = 0 in which the A 3 interaction in (2.1)
vanishes. 8 Moreover, in this gauge the propagators of A µ and φ are tree-level exact up to 1/N corrections, and are given by
Our conventions are the same as in [4] . The covariant derivative is D µ = ∂ µ + A µ , where the gauge field
The light-cone plane is taken to be the x 1 -x 2 plane. In particular, a momentum vector k = (k
in the light-cone frame is defined as k
where a, b = 1, . . . , N 2 are U (N ) adjoint indices, while i, j = 1, . . . , N label its fundamental irrep.
Reduction to Rainbow Diagrams
In light-cone gauge, the perturbative expansion of J 0 correlators simplifies if one ignores the contributions of the λ 6 and the seagull (φA µ A µ φ) interactions. In particular, it becomes a sum over rainbow Feynman diagrams. In this section, we will see that those interactions can be easily accounted for a posteriori, after calculating the correlator by first ignoring their contributions.
Contributions of λ 6
The contribution of the λ 6 interaction to scalar correlators is very simple in the planar limit.
First, recall that λ 6 is not a parameter of the critical-boson CFT, because the J 3 0 interaction is irrelevant in that theory. More technically, for the critical theory, (2.2) and (2.3) imply that
because the path-integral over σ imposes ζ = J 0 . It follows that λ 6 may only contributes to contact-terms in correlators of σ in the critical theory.
To understand the contributions in the regular theory, recall that the 1PI action of the regular-boson is
The functional W
CB , defined in (2.7), generates the 1PI scalar correlators in the regularboson theory at λ 6 = 0, as can be seen by plugging (2.7) on the LHS of (2.6). The connected planar correlators of J 0 in the regular theory, are given by tree-level diagrams of ζ that are constructed using the vertices in S 1PI RB [ζ] . The important point is that at tree-level (equivalently, large N ), each additional insertion of the cubic λ 6 interaction increases the number of external legs by at least 1. Therefore, the contribution of λ 6 to a tree-level n-point function of ζ in the theory (2.7), only involves vertices in S
1PI
RB that are at most O(ζ n−1 ). These contributions are simply products of m < npoint functions in momentum space. We conclude that the λ 6 -dependent piece of the n-point function is simply constructible from the m < n-point functions.
In Section 3.1, our strategy will be to find a recurrence relation that fixes each n-point function at a particular value of λ 6 from the full lower-point ones. There is then no real loss of generality in fixing λ 6 , because, as we have just argued, the full dependence on it is anyway accounted for by lower-point correlators.
Eliminating the Seagull Interaction
Above, we argued that the dependence of planar correlators of J 0 on λ 6 is easily accounted for. Now, let us argue that, for special kinematics, the contributions of the seagull vertex are equivalent to turning on a non-zero λ 6 . Specifically, we will prove that
The notation on the RHS of (2.8) means that the correlator there is calculated with the action
with A − = 0.
In light-cone gauge, the component A + of the gauge field appears linearly in the action (2.1). It can therefore be integrated out, resulting in some non-local action for the scalars (see [17] ). That action contains a sextic coupling, which can be written in momentum space as
where χ(P, k) ≡φ(
+ k), and
The λ-dependent term in (2.12) arises from the seagull vertex.
In planar diagrams of J 0 , each of the bi-local fields χ(P i , k i ) in (2.11) is connected to a distinct scalar loop. Momentum conservation then implies that the P i is always constrained to be a linear combination of the external momenta (note that J 0 (P ) =
It follows that if all external momenta are collinear, i.e., q ± i = 0, then we can also set P ± i = 0 in the coefficient C 2 (P 1 , P 2 , k 1 , k 2 , k 3 ) of the interaction (2.11):
where on the last step we symmetrized under permutations of (P i , k i ). Remarkably, in the planar limit and collinear frame, the non-local sextic interaction (2.11) arising from the seagull term is equivalent to the local J 3 0 (x) interaction (2.13)! Moreover, δS 6 | λ 6 =−8π 2 λ 2 = 0, which proves (2.8). 9 The fact that the seagull interaction is equivalent to λ 6 under those circumstances can be seen in the explicit computations of [4] .
Recurrence Relation for Scalar Correlators
In this section we will derive our main result for scalar correlators. Our strategy will be to consider first the non-gauge invariant 1PI correlation functions
The V n are n-point 1PI vertices, which can be used as building blocks for the gauge invariant correlators of J 0 . We work in light-cone gauge and in the frame q ± i = 0, but k in (3.1) can be general. Moreover, as indicated in (3.1), the V n will be determined for λ 6 = −8π 2 λ 2 , which, as argued in the previous section, is equivalent to summing the perturbative expansion with 9 In the above derivation we assumed there are no insertions of A + in the path-integral when integrating it out. This is the case for J 0 correlators. When single-trace currents J +µ2···µs with a component in the + direction are inserted, one has to be more careful. the simplified action (2.9).
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Under these conditions, V 1 was found in [4] and is given by
where k
, Λ is a sharp UV cutoff on the momentum in the radial direction of the light-cone plane. In this section, Λ will be kept finite for completeness, even though the scalar correlators we are ultimately interested in have no UV divergences in our scheme. Note also that J 0 (−q)φ i (−k)φ j is independent of the sextic coupling, so (3.2) is actually valid for any value of λ 6 .
In what follows we will derive a recurrence relation for the V n defined in (3.1), which fixes them in terms of the known V 1 given in (3.2). We will then show that the gauge-invariant correlators of J 0 can be very simply inferred from the 1PI vertices (3.1).
1PI-Vertices
The perturbative expansion of V n in (3.1) can be organized efficiently with the aid of DysonSchwinger (DS) equations. To construct those equations, we need to set up some notation.
Let P(n) ≡ P ({q 1 , . . . , q n }) be the set of all ordered partitions of {q 1 , . . . , q n }. 12 For example,
It is convenient to treat such partitions as arrays and use index notation. For example, p i denotes the i-th set within p, and p ij the j-th element of the i-th set. For p ∈ P(n) we definē
where |X| is the number of elements of the set X. For example, if p = {{q 1 , q 2 } , {q 3 }} ∈ P(3), then
10 This was proven in Section 2 for gauge-invariant correlators of J 0 , but it is easy to see that the same argument holds for the 1PI vertices (3.1).
11 Throughout the paper, we use q to denote the third component q 3 of an external momentum vector q. If not indicated otherwise, the external momenta always point in the 3-direction, so there should be no confusion.
12 By ordered partitions we mean all the ways to place brackets on the ordered sequence {q 1 , . . . , q n } such that no bracket is contained in another; i.e., the brackets have the form (X)(Y ) · · · , but not (X(Y )Z) · · · . This is a subset of what is usually referred to as non-crossing partitions. In what follows these definitions will be used extensively, and the letter p will always be reserved to denote such partitions, which depend on the external momenta q i .
Let us now construct the DS equations. We first implicitly only consider contributions to V n from planar diagrams in which the J 0 (−q i ) insertions in (3.1) are ordered as (q 1 , . . . , q n ) along the (single) scalar line. At the end one has to sum over permutations of q i to obtain the full answer. Up to those permutations, the DS equations for the vertices (3.1) can be written as The first important observation is that the RHS of (3.3) is independent of k 3 , and therefore, so is V n ({q 1 , . . . , q n }; k) on the LHS. Furthermore, because our gauge preserves rotational invariance in the light-cone plane, V n can only depend on k
It follows that when all the q i (and thereforep i ) point in the 3-direction, the only dependence on the polar angle in the light-cone -plane is through the
factor in the integrand on the RHS of (3.3). Integrating over this angular variable results in
where Θ is the Heaviside step function.
By taking a derivative with respect to k s in (3.4), one obtains the differential DS equation
The RHS of this expression contains terms that are of the same form as ones which already appear in DS equations of V m<n . For instance, isolating the contribution of the single partition of length 1 gives
The RHS of (3.6) is of the same form as the one in the DS equation of V 1 , if we identify
More generally, the structure of (3.5) suggests that V n could be expressed in terms of lowerpoint vertices. After some experimentation with low n's one is led to the following ansatz,
where P (n) = P(n) − {{q 1 }, . . . , {q n }}, is the set of ordered partitions of length < n, and the coefficients a n and b n are some functions of the q i (and independent of k s ).
Let us now discuss how to determine the coefficients in (3.7). The a i are determined by the differential equation recursively. To see this we plug the ansatz (3.7) into (3.5) and equate the terms proportional to
Plugging in V 1 , which was defined in (3.2), leads to a n ({q 1 , . . . , q n })
The integrals appearing in (3.9) can be solved using contour integration:
wherep ij ≡p i −p j , andp 0 ≡ 0. Plugging (3.10) into (3.9), one can determine a n recursively, resulting in
Note that a 1 = 1.
The coefficients b n in (3.7) are determined from the integral equation (3.4) in the following way. Plugging the differential DS equation (3.5) into the integral one (3.4) we obtain the relation
Assuming by induction that (3.12) is satisfied by V i<n , and plugging this condition in the recurrence relation (3.7), leads to
Note that b 1 = −a 1 = −1. In Appendix A we will prove that (3.7) indeed solves the DS equation (3.3), with a n and b n given in (3.11) and (3.13), respectively. vertex, and the 1PI vertices V 1,2 , up to permutations
Gauge-Invariant Correlators
Let us now discuss how the connected planar n-point function
conn.
can be extracted from the 1PI vertices (3.1). Consider first the contributions G 
conn.−amp.−ord.
The V (c) n can be written in terms of the 1PI vertices as
The correlator G (n) ord. is obtained from V (c) n−1 by closing the scalar line on a new J 0 insertion (see Figure 2 for an example). This gives
where on the second equality we preformed the trivial integral over the angular direction in the light-cone k-plane. Comparing (3.17) to (3.5) we find 1 ({q 1 , . . . , q n−1 }; Λ) − V n−1 ({q 1 , . . . , q n−1 }; 0)) .
(3.18)
Finally, using (3.12) we arrive at the following simple solution, for the correlators of J 0 in terms of the 1PI vertices:
The full correlator (3.14) is obtained by summing over permutations:
Until now we have fixed the sextic scalar coupling to λ 6 = −8π 2 λ 2 . To get the final answer we have to add the contributions from more general values of λ 6 . As discussed in Section 2, this can also be done recursively, as will be seen in examples bellow.
Examples
In this section we will use our recurrence relation (3.7) to derive the planar n ≤ 4-point functions of J 0 in the regular and critical bosonic CS theories. Let us first summarize our prescription. Up to permutations of the external momenta, the 1PI vertices are given by the recurrence relation
where
The initial condition for the recurrence relation (4.1) is provided by the 1-point vertex (3.2),
−2iλ arctan(2 ks q ) 1 + e −πiλ sgn(q) .
( 4.4) Equations (4.3) and (4.4) were obtained by taking Λ → ∞ in (3.13) and (3.2). There is no obstruction to remove the cutoff in our calculations.
With the above definitions, the connected n-point functions of J 0 at λ 6 = −8π 2 λ 2 are
given by
To get the full answer for any λ 6 , let G
6 denote the full λ 6 -dependent contributions to the n-point function. Then
As discussed above,
is determined from the G (i) with i < n. Let us now proceed with a few examples.
Two-Point
In the two-point function, there are no contributions from λ 6 . We find which is indeed the answer derived in [4] . The result in the critical theory, obtained by a Legendre transform of (4.8), is simply minus the inverse of (4.8).
Three-Point
For the three-point function there is an O(λ 6 ) contribution (see Figure 3) . It can be expressed as a product of the two-point functions, which were already determined in (4.8):
Moreover, using our recurrence relation we find
The correlator for general values of λ 6 can be obtained by plugging (4.9) and (4.10) into (4.7), resulting in
The result (4.11) is precisely the three-point function found in [4] . The Legendre transform of (4.11) is a pure contact-term, so the three-point function in the critical-boson theory vanishes at separated points. 
Four-Point
The four-point function can be simply expressed using the one of the free scalar theory, which, in turn, can be written in terms of the massless box integral
.
(4.12)
Note that (4.12) is true for general momenta q i , and not just in the collinear frame. For a single free complex scalar we have
In the regular-boson CS theory, the four-point function has O(λ 6 ) and O(λ 2 6 ) contributions (see Figure 4) . These contributions can be written as products of the two-point and threepoint functions that we have already determined in (4.8) and (4.11), and are given by
14)
The result of the recurrence relation can be written in terms of the free scalar four-point 14 See [18] for a recent calculation of the integral (4.12).
function (4.13) as G (4) 
Plugging (4.14) and (4.15) into (4.7), the full four-point function in the regular theory is found to be
Let us now analyze (4.16). One consistency check is that in the λ → 0 limit, (4.16) correctly reproduces the answer for N complex scalars with a (φφ) 3 interaction. Moreover, normalizing J 0 such that its two-point function matches the free scalar one, we find that the λ-dependent pre-factor of the first term on the RHS of (4.16) becomes
Above, c T is the coefficient of the two-point function of the stress tensor, which was determined in [4] . As argued in [6, 7] , this is the expected λ-dependence of the free field theory term in (4.16).
The last two terms in (4.16) correspond to tree-level four-point Witten diagrams in AdS 4
constructed with a Φ 3 interaction, where Φ is the bulk field dual to J 0 . 15 These two terms cancel upon setting
This is as expected. Indeed, from the analysis [3] of Maldacena and Zhiboedov we have (below, s = 0 and · bos. is the correlator of a free real scalar): . The normalized three-point functions
are given by
bos. ,
bos. . for s ≥ 0 differ from the free theory result by the same overall constantÑ −1/2 . In that case, the four-point function in the regular-boson theory was shown in [6, 7] to be proportional to the free theory answer, up to a possible addition of three independent truncated solutions to crossing [8] . The relation betweenã 3 and λ 6 can be found from the known three-point function (4.11), and is given bỹ
(4.23)
In particular, we haveã 3 = (1 +λ 2 )( 1 +λ 2 − 1) precisely when λ 6 is given by (4.18) .
This proves that the truncated solutions do not contribute in the regular-boson theory, in agreement with the results of [6] for the critical-fermion CFT.
Finally, it is easy to see that the Legendre transform of (4.16) turns G
6 into contactterms. The remaining non-trivial piece is proportional to the four-point function ofψψ in the theory of a free fermion. Again, this is in complete agreement with the results of [6] in the regular-fermion CS vector models, as expected from 3d bosonization duality. 
A Proof of the Recurrence Relation
Let us now show that the recurrence relation (3.7) solves the differential DS equation (3.5) .
Taking a derivative of (3.7) gives
The identity we want to prove is obtained by plugging the differential DS equation (3.5) on both sides of (A.1):
where I(p) is a function of k s and the external momenta defined in (3.10).
As written, the equality (A.2) appears to be highly non-trivial. Our strategy will be to plug the recurrence relation on the LHS of (A.2) in a particular way, which makes this equality manifest. First, we decompose each monomial i V |p i | on the LHS of (A.2) according to the rule
After applying this decomposition, we plug in the recurrence relation (3.7) once in all the (x i − y i ) terms. The terms
3) were already used in Section 3.1 to solve for the coefficients a n , such that their sum matches a n ({q 1 , . . .
what is left to prove is
The notation on the LHS of (A.4) means we decompose the V |p i | -monomials there according to (A.3) omitting the y 1 · · · y k terms, and plug in the recurrence relations in the "x i − y i " terms.
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We claim that (A.4) is manifestly satisfied. First, it is not difficult to see that the number of monomials in the vertex functions is the same on both sides. To see this we need
The identity (A.3) is obtained by expanding
18 Note that the sum over P(n) on the LHS of (A.2), was replaced by one over P (n) on the LHS of (A.4). This is because the single partition {{q 1 }, . . . , {q n }} of length n decomposes as
from which it follows that p∈P(n)
The number of monomials on the RHS of (A. where we used the fact that |p| = |p|. Now let us consider the LHS of (A.4). For each p ∈ P(n) we decompose What is left is to find a one-to-one map between the monomials on both sides of (A.4).
Specifically, for each p ∈ P (n) there are |P(p)| monomials on the RHS of (A.4), and we will construct a sequence of maps between them and monomials on the LHS, (RHS monomials) p∈P (n) → P(p) The mappings in (A.9) are defined as follows:
1. The first map simply associates each monomial in the sum over p ∈ P(p) on the RHS of (A.4) with p . To summarize, for each (p,p (n) ) we choose a unique term on the LHS of (A.4), given by
We have thus constructed a one-to-one map (A.9) between V k -monomials on both sides of (A.4). Re-instating all the factors the map is given by
(A.14)
The LHS of (A.14) is in one-to-one correspondence with p ∈ P(n) and p ∈ P(p), while the RHS corresponds top = g p (p ) andp (n) = {∪ jp1j , ∪ jp2j , . . .} (g p was defined bellow (A.9)).
Following the definitions, it is straightforward to see that both sides of (A.14) are equal.
The minus signs work out:
(−1) 15) where in the first equality we used the fact that |p (n) | = |p|, and in the second equality we used |p| i=1 |p i | = |p| , ∀p ∈ P(p). Both properties follow directly from the definitions. For example the latter follows from the fact thatp ∈ P(p) ⇒ p = ∪ ipi = ∪ i,j {p ij }, which also implies that
Finally, it is easy to see from the definitions thatp i = p i , |p i | = |p i | and |p (n) | = |p| = |p | so (see also (3.10))
This completes the proof of (A.4).
