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Résumé
Cette thèse développe une stratégie multi-échelle pour représenter le comportement
mécanique des armatures et des câbles de précontrainte dans une structure en béton armé.
Cette stratégie est déclinée en plusieurs étapes, permettant d'intégrer progressivement de
nouveaux phénomènes physiques dans la modélisation. Le premier modèle asymptotique
développé permet de représenter le comportement élastique eﬀectif d'hétérogénéités pé-
riodiquement réparties sur une surface. Il combine un comportement d'interface élastique
et un comportement de membrane. Un second modèle asymptotique s'intéresse ensuite
au comportement de ﬁbres rigides réparties sur une surface, et susceptibles de glisser par
rapport au volume environnant. Ces modèles présentent l'avantage d'induire moins de
concentrations de contraintes que les modèles de barres utilisés classiquement. Ils sont
implantés dans le code éléments ﬁnis Code_Aster , et validés par rapport à des simula-
tions tridimensionnelles de référence. Leur interaction avec une ﬁssure présente dans le
béton est étudiée. Enﬁn, cette stratégie permet de modéliser des essais expérimentaux
réalisés sur une portion d'enceinte de conﬁnement à l'échelle 1.
Mots-clés : Analyse asymptotique, séparation d'échelle, liaison acier-béton, enceinte de
conﬁnement
Abstract
This thesis develops a multi-scale strategy to describe the mechanical behaviour of
steel reinforcements and prestressing tendons in a reinforced concrete structure. This
strategy is declined in several steps, which allow gradual integration of new physical
phenomena. The ﬁrst asymptotic model represents the eﬀective elastic behaviour of
heterogeneities periodically distributed on a surface. It combines an elastic interface
behaviour and a membrane behaviour. A second asymptotic model then focuses on the
behaviour of rigid ﬁbers distributed on a surface, which may slide with respect to the
surrounding volume. These models induce less stress concentrations than the usual truss
models. They are implemented in the ﬁnite element code Code_Aster , and validated with
respect to reference three-dimensional simulations. Their interaction with a macroscopic
crack is studied. Finally, this strategy allows the modeling of experimental tests carried
out on a portion of a containment building in real scale.
Keywords: Asymptotic analysis, scale separation, steel-concrete bond, containment
building
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Introduction
Dans le cadre de son activité de production d'électricité, EDF doit justiﬁer auprès
de l'État de la sûreté de ses moyens de production. Cette justiﬁcation doit être appor-
tée non seulement au moment de la construction des ouvrages, mais également tout au
long de leur vie. Les infrastructures majeures telles que les barrages hydro-électriques
et les centrales nucléaires font ainsi l'objet d'un suivi régulier, qui comporte deux as-
pects. Tout d'abord, les ouvrages sont auscultés périodiquement aﬁn de contrôler leur
vieillissement. Lorsque des anomalies sont observées, l'exploitant est tenu, soit de justi-
ﬁer de la sûreté de l'installation, soit de mettre en ÷uvre des mesures correctives pour
remédier à ces anomalies. Par ailleurs, le suivi des ouvrages nécessite de réévaluer pério-
diquement leur dimensionnement. Ces réévaluations incluent d'une part l'évolution des
connaissances scientiﬁques et techniques depuis leur construction, et d'autre part l'évolu-
tion des normes de sûreté. Ainsi, suite à l'accident nucléaire de Fukushima en mars 2011,
l'Autorité de Sûreté Nucléaire (ASN) a demandé à EDF de procéder à des Évaluations
Complémentaires de Sûreté (ECS). Ces évaluations visent d'une part à contrôler le bon
dimensionnement des centrales, et d'autre part à évaluer l'ampleur des marges existant
vis-à-vis de possibles dépassements des critères de sûreté. Elles ont permis d'identiﬁer un
certain nombre de modiﬁcations permettant d'améliorer le niveau de sûreté des installa-
tions.
Les enceintes de conﬁnement constituent un élément important de la sûreté des cen-
trales nucléaires. Ces enceintes sont des coques en béton armé précontraint de plusieurs
dizaines de mètres de hauteur, qui remplissent la fonction d'étanchéité de l'installation.
Elles sont placées autour du circuit primaire, et sont conçues pour résister à une pression
interne de 5 à 6 bars absolus. Le rôle des enceintes est de conﬁner les produits radioac-
tifs en dernier ressort, si les barrières que constituent la gaine des crayons combustibles
et l'enveloppe du circuit primaire sont rompues. Le critère de sûreté d'une enceinte de
conﬁnement impose que, en cas d'accident de type APRP (Accident par Perte de Ré-
frigérant Primaire), moins de 1,5 % de la masse de gaz contenue dans l'enceinte fuie en
une journée. On vériﬁe en pratique lors des arrêts décennaux des réacteurs que le débit
de fuite ne dépasse pas 1,125 % de la masse de gaz contenue. Or après 20 à 30 ans de
fonctionnement, le débit de fuite de certaines enceintes se rapproche de ce critère. Des
travaux de grande ampleur doivent alors être mis en ÷uvre pour améliorer l'étanchéité de
ces enceintes. La compréhension et la prévision du débit de fuite des enceintes constituent
donc un enjeu majeur pour EDF.
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La modélisation du débit de fuite d'une enceinte de conﬁnement est un problème
complexe, qui met en jeu de nombreux phénomènes. Cette fuite est liée d'une part à
la porosité du béton, et d'autre part à l'apparition de ﬁssures au sein de la structure.
Ces deux types de fuite peuvent évoluer plus ou moins bien en fonction du vieillissement
du béton et des essais décennaux réalisés sur les enceintes. On s'intéresse ici en parti-
culier au débit de fuite transitant par les ﬁssures, qui est essentiellement gouverné par
leur ouverture. Les facteurs inﬂuant sur cette ouverture sont les contraintes mécaniques
appliquées sur la structure, le retrait et le ﬂuage du béton, ainsi que l'interaction des
armatures et des câbles de précontrainte avec le béton. Ces derniers sont susceptibles de
limiter le débit de fuite en reliant les lèvres des ﬁssures, et constituent donc un élément
important de l'étanchéité des enceintes. Cet eﬀet dépend d'une part du comportement
des armatures et des câbles de précontrainte, et d'autre part du comportement de la
liaison acier-béton.
L'une des diﬃcultés de la modélisation des structures en béton armé réside dans le
choix d'une échelle de description adéquate. Si cette échelle est trop ﬁne, la simulation est
très coûteuse en temps de calcul, et n'est pas adaptée à une utilisation dans un contexte
industriel. Si cette échelle est trop grossière, la simulation ne permet pas d'avoir accès à
des informations locales, telles que des ouvertures de ﬁssures, et ne répond donc pas aux
besoins. Une enceinte de conﬁnement mesure 1,2 m d'épaisseur. Les barres d'armature
présentes dans la structure ont un diamètre de 2 cm, et un espacement de 20 cm, tandis
que les câbles de précontrainte présentent un diamètre de 8 cm, et un espacement de
40 cm. L'échelle qui semble la plus adéquate pour décrire l'ouverture des ﬁssures est
donc de l'ordre de 5 à 10 cm. À cette échelle, on ne peut pas représenter les barres
d'armature et les câbles de précontrainte de façon tridimensionnelle. On doit donc avoir
recours à des modèles simpliﬁés.
Les modèles utilisés classiquement dans la littérature pour modéliser les barres d'ar-
mature et les câbles de précontrainte sont des modèles linéiques, présentant un compor-
tement de barre ou de poutre. Ces modèles ne sont pas complètement satisfaisants, car
ils posent des problèmes d'ordre mathématique et d'ordre numérique. Sur le plan mathé-
matique, leur interaction avec le volume environnant n'a pas de sens variationnel, ce qui
se traduit par une légère dépendance au maillage des résultats. Sur le plan numérique,
ces modèles induisent des concentrations de contraintes parasites dans le volume, qui
tendent à endommager très rapidement le béton environnant.
On se propose dans cette thèse de construire de nouveaux modèles permettant de
représenter les armatures et les câbles de précontrainte dans les structures en béton
armé. Ces modèles sont développés en utilisant une méthode d'analyse asymptotique,
qui consiste à étudier le comportement asymptotique de modèles dans la limite de cer-
tains paramètres. Cette méthode est utilisée classiquement en mécanique des ﬂuides
pour l'étude des couches limite, et en mécanique des structures pour l'homogénéisation
du comportement de matériaux microstructurés. On intègre dans cette étude une pos-
sible dégradation de la liaison acier-béton, ainsi que l'interaction des armatures et des
câbles de précontrainte avec les ﬁssures présentes dans la structure. Ceci nous permet
de développer une stratégie de modélisation du comportement mécanique et de l'étan-
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chéité d'une structure industrielle de grande taille, telle qu'une enceinte de conﬁnement
de centrale nucléaire. Ces travaux sont présentés de la façon suivante.
Dans le premier chapitre, on présente le contexte industriel et scientiﬁque de ce travail.
On explique le principe de fonctionnement d'une centrale nucléaire, ainsi que les diﬀérents
dispositifs de sûreté de ces installations. On décrit en particulier le rôle de l'enceinte de
conﬁnement du réacteur. Ensuite, on présente les diﬀérentes approches proposées dans la
littérature pour modéliser le comportement des structures en béton armé. Ceci comprend
d'une part la modélisation du béton, et d'autre part la modélisation des armatures et des
câbles de précontrainte au sein de la structure. On souligne les avantages et les limites
des diﬀérentes approches.
Dans le second chapitre, on construit un premier modèle asymptotique général. Ce
modèle est basé sur l'hypothèse que des hétérogénéités  telles que des barres d'acier 
sont réparties de façon dense sur une surface au sein de la structure. Le modèle asymp-
totique développé combine un comportement d'interface élastique et un comportement
de membrane. Le comportement de cette interface est encadré à l'aide d'arguments va-
riationnels classiques. On démontre que ce modèle est généralement instable, ce qui rend
son utilisation délicate en pratique. Enﬁn, le caractère général de ce modèle est illustré
par son application à divers exemples. On montre en particulier que, dans le cas de barres
d'armature, on peut le réduire à un comportement de membrane anisotrope qui s'avère
stable.
Dans le troisième chapitre, on développe un second modèle limite en se basant sur
des hypothèses diﬀérentes. On suppose que les hétérogénéités sont des ﬁbres très rigides,
réparties de façon dense sur une surface, et susceptibles de glisser par rapport au volume
environnant. Ce modèle est plus spéciﬁquement adapté à la modélisation des armatures
et des câbles de précontrainte dans une structure de génie civil. Le modèle limite ob-
tenu combine un comportement de membrane à rigidité uniaxiale, et une loi cohésive
reliant cette membrane au volume environnant. Il est appelé modèle de grille avec dé-
cohésion. Pour utiliser ce modèle, on propose une loi d'adhérence acier-béton simple et
réaliste, permettant de modéliser la décohésion des armatures et des câbles de précon-
trainte par rapport au béton. Cette loi d'adhérence est validée par des comparaisons avec
des essais d'arrachement issus de la littérature. Le modèle de grille avec décohésion et
le modèle de membrane anisotrope sont ensuite implantés dans le code éléments ﬁnis
Code_Aster . Cette mise en ÷uvre est réalisée de façon modulaire, avec d'une part des
éléments de membrane anisotrope, et d'autre part des éléments d'interface à formulation
mixte. Enﬁn, on valide ces modèles asymptotiques en les comparant à des simulations
tridimensionnelles de référence.
Dans le dernier chapitre, on propose une stratégie de modélisation permettant d'ap-
préhender l'étanchéité d'une enceinte de conﬁnement avec un coût de calcul limité. On
propose tout d'abord un outil de calcul de débit de fuite à travers une ﬁssure, basé sur
le proﬁl laminaire de Hagen-Poiseuille. Ce modèle est implanté dans le code éléments
ﬁnis Code_Aster par le biais d'une analogie thermique, et validé par comparaison avec
le code de calcul industriel Écrevisse, dédié à cette problématique dans un cadre géo-
métrique plus restrictif. On modélise ensuite le comportement mécanique d'une ﬁssure
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traversante dans une enceinte de conﬁnement à l'aide du modèle de grille avec décohésion
développé précédemment. On montre que les câbles de précontrainte et la qualité de la
liaison acier-béton ont une inﬂuence non négligeable sur l'ouverture de la ﬁssure, ainsi
que sur le débit de fuite. On montre également que le modèle de grille avec décohésion
permet d'estimer l'ouverture des ﬁssures de façon précise avec un coût de calcul limité.
Enﬁn, on modélise l'essai expérimental PACE 1450, consistant à soumettre une portion
représentative d'enceinte de conﬁnement à une forte pression interne. On montre que
l'on est capable de prédire de façon raisonnable l'ouverture des ﬁssures dans le béton.
En revanche, la modélisation du débit de fuite est encore trop sommaire pour donner des
résultats satisfaisants.
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Unités et Notations
Les grandeurs physiques sont exprimées dans les unités du système international. La
principale exception concerne la pression, qui sera parfois exprimée de façon absolue en
bars. Rappelons que 1 bar = 105 Pa.
On utilise les notations suivantes. Les vecteurs et la plupart des tenseurs du second
ordre sont notés en caractères gras (comme u, σ, ε). Les tenseurs d'ordre trois ou quatre,
et certains tenseurs d'ordre 2, sont notés en lettres majuscules sans sérif (comme A, B,
C et D). Leurs composantes sont écrites en caractères ordinaires (comme vi, εij , Aijkl
pour les composantes de v, ε et A). Les simple et double contractions d'indices sont
désignées par des points, et on utilise la convention de sommation implicite des indices
répétés. Par exemple, u·v correspond à uivi, σ :ε correspond à σijεij , A :ε correspond au
tenseur du second ordre dont les composantes ij s'écrivent Aijklεkl et ε˜ :A :ε correspond
à Aijklε˜ijεkl.
Pour un champ f susceptible d'être discontinu à la traversée d'un plan Γ, de vecteur
normal e1, on note f + (x′) et f − (x′) (ou f |
± (x′) pour éviter de possibles confusions)
les limites de f , lorsqu'elles sont bien déﬁnies, au point x′ de Γ de chaque côté de Γ.
f + (x′) = lim
x→x′
(x−x′)·e1>0
f(x) f − (x′) = lim
x→x′
(x−x′)·e1<0
f(x)
On introduit également le saut [[f ]] et la moyenne f de f sur Γ.
[[f ]] = f + − f − f =
1
2
(
f + + f −
)
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Chapitre 1
Contextes industriel et scientiﬁque
1.1 La sûreté des centrales nucléaires
1.1.1 La production électro-nucléaire en France
Les centrales nucléaires jouent un rôle important dans le production d'électricité en
France. D'après les statistiques du commissariat général au développement durable [4],
75 % de la production d'énergie électrique en France est assurée par les centrales nu-
cléaires. Ceci résulte d'une politique d'indépendance énergétique initiée après la seconde
guerre mondiale, et conﬁrmée suite aux chocs pétroliers de 1973 et 1979.
Les premiers réacteurs nucléaires civils construits en France sont développés par EDF
et le CEA au lendemain de la seconde guerre mondiale. Ces réacteurs sont appelés réac-
teurs UNGG, pour Uranium Naturel-Graphite-Gaz. Neuf réacteurs sont ainsi construits
entre les années 50 et 70. En 1969, suite à un accident à la centrale nucléaire de Saint-
Laurent, le choix est fait d'abandonner cette ﬁlière, et d'adopter la technologie des réac-
teurs à eau pressurisée (REP) développée par l'entreprise américaine Westinghouse.
La construction du premier réacteur à eau pressurisée débute en 1971 sur le site de
Fessenheim. En tout, 58 réacteurs de ce type seront construits en France entre 1971 et
1999, ce qui représente la construction de plus de deux réacteurs par an en moyenne.
Ce cycle de construction prend ﬁn à la ﬁn des années 90. En 2007, la construction
d'un réacteur à eau pressurisée de troisième génération, appelé EPR, pour European
Pressurized Reactor, est lancée sur le site de Flamanville. Son raccordement au réseau
est prévu en 2016.
Parmi les 58 réacteurs nucléaires de puissance fonctionnant en France, on distingue
plusieurs conceptions diﬀérentes, appelées paliers. Les premiers réacteurs appartiennent
aux paliers CP0 et CPY. Ils sont 34 en France, répartis sur 9 sites, et développent chacun
900 MW de puissance électrique. D'autres réacteurs de plus forte puissance, appartenant
aux paliers P4 et P'4, sont construits par la suite. Il existe 20 réacteurs de ce type,
répartis sur 8 sites, qui produisent chacun 1300 MW de puissance électrique. Enﬁn, 4
réacteurs du palier N4, répartis sur 2 sites, développent 1450 MW de puissance électrique.
La répartition géographique des réacteurs nucléaires est présentée sur la Figure 1.1. On
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rappelle dans le tableau suivant les diﬀérents paliers, leur puissance électrique, le nombre
de réacteurs correspondant et leur période de construction.
Paliers Puissance (MWe) Nb. de réacteurs Période de construction
CP0 et CPY 900 34 19711987
P4 et P'4 1300 20 19771993
N4 1450 4 19841999
EPR 1600 1 2007
1.1.2 Principe de fonctionnement d'un réacteur à eau pressurisée
Il existe plusieurs technologies de réacteurs nucléaires, qui se distinguent par l'utilisa-
tion de diﬀérents types de caloporteur et de modérateur. Le caloporteur est le ﬂuide qui
évacue la puissance dégagée par les réactions nucléaires. Il peut s'agir par exemple d'eau
légère, d'eau bouillante, de gaz ou de sodium. Le modérateur ralentit les neutrons pro-
duits par les réactions de ﬁssion, et facilite ainsi le déclenchement de nouvelles réactions
de ﬁssion. Selon les réacteurs, le modérateur peut être de l'eau légère, de l'eau lourde ou
du graphite. Précisons qu'il existe également des réacteurs dits à neutrons rapides, qui
se distinguent des autres réacteurs par l'absence de modérateur.
On présente ici la technologie des réacteurs à eau pressurisée, qui constitue l'ensemble
du parc électro-nucléaire en fonctionnement en France. Ces réacteurs utilisent de l'eau
légère à la fois comme caloporteur et comme modérateur. Le schéma de fonctionnement
d'un réacteur à eau pressurisée est présenté sur la Figure 1.2. Il se compose d'un c÷ur,
d'un circuit primaire, d'un circuit secondaire, d'un alternateur et d'un circuit de refroi-
dissement tertiaire. Ces diﬀérents éléments permettent de transformer successivement
l'énergie des noyaux atomiques en énergie thermique, puis en énergie mécanique, et enﬁn
en énergie électrique.
Le c÷ur du réacteur est le lieu où se produisent les réactions nucléaires. Ce c÷ur est
placé dans une cuve en acier, et comporte plusieurs centaines de crayons combustibles.
Ces crayons font 1 cm de diamètre et plusieurs mètres de long. Ils se composent de gaines
en alliage de zirconium, dans lesquelles sont placées les pastilles de combustible nucléaire.
Les réactions de désintégration des matières ﬁssiles se produisent dans ces crayons. Elles
dégagent une forte chaleur, qui est absorbée par l'eau circulant entre les crayons.
Le circuit primaire sert essentiellement à extraire cette énergie thermique du c÷ur du
réacteur. Il est rempli d'eau liquide, pressurisée à 155 bar, et dont la température varie
entre 280 et 330C. La forte pression permet à l'eau de rester liquide à cette température.
Le circuit primaire se compose de la cuve principale du réacteur, de 3 ou 4 générateurs de
vapeur, de 3 ou 4 pompes et d'un pressuriseur. Le nombre de pompes et de générateurs
de vapeur dépend de la puissance du réacteur. L'eau du circuit primaire s'échauﬀe dans le
c÷ur du réacteur et se refroidit dans les générateurs de vapeur. Les pompes font circuler
l'eau dans le circuit primaire, avec un débit variant entre 10 et 20 m3/s selon la puissance
du réacteur. La pression de l'eau dans le circuit est réglée par le pressuriseur.
Le circuit secondaire permet de transformer l'énergie thermique fournie par le circuit
primaire en énergie mécanique. Il se compose de plusieurs générateurs de vapeur, de
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Figure 1.1  Localisation des 58 réacteurs nucléaires en fonctionnement en France, et
de l'EPR de Flamanville en construction.
Figure 1.2  Principe de fonctionnement d'une centrale nucléaire.
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plusieurs turbines, de condenseurs et de pompes. Dans ce circuit, l'eau subit un cycle
thermodynamique en quatre temps. (1) L'eau du circuit secondaire absorbe la chaleur du
circuit primaire dans les générateurs de vapeur, et se vaporise. La pression à la sortie des
générateurs de vapeur est de 55 bars. (2) Cette vapeur d'eau sous pression est injectée
dans les turbines, qui produisent de l'énergie mécanique. (3) À la sortie des turbines,
la vapeur est condensée au contact du circuit de refroidissement tertiaire. (4) Enﬁn,
l'eau liquide est réinjectée dans les générateurs de vapeur par les pompes pour suivre un
nouveau cycle.
La turbine à vapeur est reliée par un arbre à un alternateur, qui transforme l'énergie
mécanique en énergie électrique. Cette énergie électrique est ensuite injectée dans le
réseau de transport d'électricité pour être distribuée aux consommateurs.
Le circuit de refroidissement tertiaire permet d'évacuer la chaleur résiduelle du circuit
secondaire. Il relie les condenseurs de ce circuit à une source froide externe. Cette source
est constituée d'eau disponible naturellement dans l'environnement, telles qu'une rivière
ou la mer, complétées au besoin par une tour aéroréfrigérante. Dans ce dernier cas, le
refroidissement est obtenu par vaporisation d'eau au sein de la tour.
1.1.3 Principes de sûreté
La sûreté d'un réacteur nucléaire repose sur trois éléments, qui doivent être maîtrisés
en toutes circonstances. Ces trois fonctions de sûreté sont les suivantes : la réactivité
du c÷ur doit être contrôlée, le combustible doit être refroidi, et les produits de ﬁssion
doivent rester conﬁnés. Lorsque ces trois conditions sont remplies, le réacteur est sûr.
Ces fonctions doivent donc être assurées non seulement en situation de fonctionnement
normal, mais également en cas d'évènement accidentel.
Pour assurer ces diﬀérentes fonctions dans toutes les situations, on a recours à la
notion de défense en profondeur. Cette stratégie consiste à combiner plusieurs niveaux
de protection indépendants, chacun étant capable d'assurer les trois fonctions de sûreté.
On distingue trois niveaux de protection successifs. En régime de fonctionnement normal,
les fonctions de sûreté sont assurées par les dispositifs habituels. La réactivité du c÷ur
est contrôlée par l'opérateur, le combustible est refroidi par l'eau circulant dans le circuit
primaire, et les produits de ﬁssion sont conﬁnés dans les gaines des crayons combustibles.
Si un évènement imprévu intervient, et que l'un des dispositifs habituels échoue, le réac-
teur est en situation d'incident. Dans ce cas, des systèmes dits de protection suppléent
aux dispositifs habituels, aﬁn d'assurer la sûreté du réacteur. Si ces systèmes de protec-
tion sont eux-même mis en défaut, le réacteur est en situation d'accident. Des systèmes
dits de sauvegarde prennent alors le relais, et permettent d'assurer les trois fonctions de
sûreté. Un évènement imprévu ne peut ainsi avoir de conséquences que si les trois lignes
de défense sont mises en défaut.
1.1.4 Le rôle de l'enceinte de conﬁnement
Les produits radioactifs stockés dans le c÷ur du réacteur sont des produits toxiques,
qui peuvent avoir de graves conséquence sur l'homme et l'environnement. Le conﬁne-
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Figure 1.3  Enceinte de conﬁnement d'un EPR de Taishan lors de la mise en place du
dôme.
Figure 1.4  Enceinte de conﬁnement de l'EPR en construction sur le site de Flamanville.
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Figure 1.5  Vue de la double enceinte de l'EPR de Flamanville en construction.
ment des matières radioactives constitue donc un élément essentiel de la sûreté d'un
réacteur. Pour assurer ce conﬁnement, le réacteur compte trois barrières de conﬁnement
étanches. Les pastilles combustibles sont tout d'abord placées dans des gaines étanches
en alliage de zirconium, qui empêchent la libération de produits radioactifs dans le cir-
cuit primaire. Ensuite, le circuit primaire dans son ensemble est un circuit étanche, qui
peut retenir les produits radioactifs. Enﬁn, l'ensemble du circuit primaire est placé dans
une enceinte étanche en béton, qui peut résister à une forte pression interne. Ainsi, les
produits radioactifs ne peuvent être libérés dans l'environnement que si les trois barrières
de conﬁnement sont rompues.
Les 58 réacteurs nucléaires civils en exploitation en France comportent donc tous une
enceinte de conﬁnement. Le principe de conception de ces enceintes a évolué progressi-
vement depuis les années 70. Les premiers réacteurs des paliers CP0 et CPY possèdent
une enceinte de conﬁnement simple, constituée de béton armé précontraint. Sur la face
interne de l'enceinte est placé un liner métallique de 6 mm d'épaisseur. Le béton armé
assure la résistance mécanique de la structure, tandis que le liner assure son étanchéité.
Cette conception a évolué avec les réacteurs des paliers P4, P'4 et N4. Ces réacteurs
possèdent une double enceinte de conﬁnement. L'enceinte interne est constituée de béton
armé précontraint, et l'enceinte externe de béton armé. Le rôle de la première enceinte est
d'assurer le conﬁnement des produits de ﬁssion, tandis que la seconde protège le réacteur
d'éventuelles agressions externes. Pour améliorer l'étanchéité de cette double enceinte,
un dispositif de récupération des fuites est placé dans l'espace entre-enceintes. En re-
vanche, ces enceintes ne comportent pas de liner métallique. Pour l'EPR actuellement en
construction, le choix a été fait de combiner le principe d'une double enceinte avec un
liner métallique. L'enceinte interne est ainsi recouverte d'un liner métallique sur sa face
interne, aﬁn d'améliorer son étanchéité.
Lors de la conception d'un réacteur nucléaire, un certain nombre d'accidents particu-
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lièrement pénalisants sont étudiés. L'exploitant du réacteur doit pouvoir justiﬁer auprès
de l'autorité de sûreté de la résistance du réacteur vis-à-vis de tous ces accidents. L'ac-
cident le plus pénalisant pour l'enceinte de conﬁnement est la rupture d'un élément du
circuit primaire. Cet accident est appelé APRP, pour Accident par Perte du Réfrigérant
Primaire. Dans les conditions normales de fonctionnement, le circuit primaire est sous
pression à 155 bar et près de 300 C. Si le circuit perd son étanchéité, la pression re-
descend à 1 bar, et l'eau du circuit primaire se met à bouillir instantanément. Une forte
quantité de vapeur d'eau est alors dégagée, qui doit rester conﬁnée dans l'enceinte. En
parallèle, des dispositifs de sauvegarde assurent les autres fonctions de sûreté : les barres
de contrôle du c÷ur sont automatiquement abaissées pour stopper le réacteur, et des
circuits d'injection de sûreté (RIS) injectent de l'eau liquide dans le c÷ur du réacteur
pour le refroidir. Des circuits d'aspersion de l'enceinte (EAS) permettent également de
refroidir l'enceinte dans son ensemble, et de diminuer la pression de vapeur conﬁnée.
Pour les paliers P4, P'4 et N4, le Décret d'Autorisation de Création (DAC) des
réacteurs impose que, lorsque l'enceinte interne est soumise à une pression de 5,3 bar, la
fuite de gaz dans l'espace entre-enceintes n'excède pas 1,5 % de la masse de gaz contenue
par jour. Le débit de fuite de l'enceinte est mesuré avant sa mise en service, puis tous
les dix ans, lors des essais décennaux. Pour tenir compte d'une éventuelle dégradation de
l'étanchéité de l'enceinte entre deux visites décennales, le critère d'étanchéité à respecter
est ramené à 75 % du critère oﬃciel, soit 1,125 % de la masse de gaz contenu. Par ailleurs,
les essais décennaux sont réalisés avec de l'air sec à 20 C, tandis que le gaz conﬁné
en situation d'accident APRP est un mélange air-vapeur chauﬀé à près de 200C. On
considère cependant que le taux de fuite en accident APRP est inférieur au taux de fuite
mesuré lors des essais décennaux. En eﬀet, la vapeur dégagée dans l'enceinte en situation
d'accident se condense partiellement en traversant le mur de l'enceinte, ce qui diminue
le débit de fuite. La critère d'étanchéité vériﬁé lors des essais décennaux par l'ASN est
donc que le débit de fuite mesuré pendant 24 h n'excède pas 1,125 % de la masse de gaz
contenue en air sec.
En pratique cependant, le débit de fuite mesuré sur certaines enceintes se rapproche
du critère d'étanchéité. Ceci constitue un sujet de préoccupation majeur pour EDF, car
l'enceinte de conﬁnement d'un réacteur ne peut pas être remplacée. Il est donc nécessaire
de procéder à des travaux de réparation de grande ampleur sur les enceintes. Ces travaux
consistent par exemple à recouvrir la surface interne de l'enceinte par des matériaux
polymères étanches, qui limitent le débit de fuite à travers la paroi. Ceci représente une
charge très importante, car au delà du simple coût de mise en ÷uvre, les travaux de ré-
paration peuvent entraîner l'indisponibilité d'une unité de production pendant plusieurs
mois. La compréhension de ces phénomènes de fuite constitue donc un enjeu majeur pour
EDF. Deux questions en particulier sont de première importance. Tout d'abord, peut-on
prédire l'évolution de l'étanchéité d'une enceinte à long terme ? Ceci permettrait prévoir
les travaux de réparation à l'avance, et donc de limiter l'indisponibilité des unités de
production. De la même façon, peut-on prédire par la simulation l'eﬃcacité des diﬀérents
revêtements envisageables ? Ceci permettrait d'opter pour les revêtements les plus eﬃ-
caces et les plus pérennes, et donc de limiter l'impact des travaux sur le fonctionnement
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des réacteurs.
Le débit de fuite à travers une structure en béton armé est cependant un phénomène
diﬃcile à appréhender, pour plusieurs raisons que l'on expose ici. Tout d'abord, le béton
est un matériau hétérogène au comportement complexe. Il présente des phénomènes de
retrait au jeune âge, d'endommagement, et de ﬂuage à long terme. La simple modélisation
du béton est donc délicate. De plus, la structure comprend des armatures et des câbles
de précontrainte, qui constituent autant d'hétérogénéités au sein du béton, et qui ont
une grande inﬂuence sur son comportement mécanique et sur son étanchéité. Enﬁn, le
chemin de fuite d'un gaz à travers une telle structure est diﬃcile à décrire : il peut
suivre le trajet tortueux d'une ﬁssure, passer par les micro-porosités du béton ou se
propager le long d'une barre d'acier. Tous ces phénomènes rendent délicate la prédiction
de l'étanchéité des enceintes à long terme.
1.2 La modélisation des structures en béton armé
1.2.1 L'invention du béton armé moderne
L'invention du ciment moderne par Louis Vicat en 1818 ouvre la voie à une très large
utilisation du béton dans la construction. Le béton est fabriqué à partir de ciment, de
sables, de graviers et d'eau. Il présente ainsi le double avantage d'être composé de maté-
riaux disponibles en abondance, et de pouvoir être mis en forme librement. Il est utilisé
au XIXe siècle pour fabriquer des pierres factices moulées employées dans la construction.
Le béton présente cependant un défaut majeur : il résiste mal à la traction.
Pour compenser cette faible résistance du béton en traction, plusieurs entrepreneurs
tentent d'incorporer des barres d'acier au béton à partir des années 1870. Cette tech-
nologie devient mature à partir des années 1890, avec l'invention de méthodes de calcul
rationnelles de la tenue mécanique des structures en béton armé. L'utilisation de ce ma-
tériau se développe alors progressivement, et le premier règlement français de calcul du
béton armé est publié en 1906. À partir des années 20, le béton armé prend une place
prédominante dans la construction, qu'il conserve encore aujourd'hui.
Pour concevoir des ouvrages plus audacieux, Freyssinet développe à partir des an-
nées 20 la technologie du béton précontraint, consistant à tendre des barres d'acier au
c÷ur de la structure pour exercer un eﬀort de compression sur le béton. Cet eﬀort de com-
pression évite l'apparition de ﬁssures de traction dans le béton, et permet de développer
des ouvrages de plus grande taille.
1.2.2 La modélisation du béton
La modélisation d'une structure en béton armé nécessite de modéliser d'une part le
comportement du béton, et d'autre part le comportement des armatures et des câbles de
précontrainte au sein de la structure. On présente tout d'abord les principales approches
proposées dans la littérature pour modéliser l'endommagement du béton.
Le béton est un matériau qui s'endommage facilement en traction, et plus diﬃcilement
en compression. Cet endommagement se traduit par l'apparition de ﬁssures au sein du
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matériau, qui dégradent sa rigidité et créent des déformations irréversibles. Les modèles
de comportement du béton tentent de modéliser de la façon la plus ﬁdèle possible cette
dégradation du comportement mécanique du béton. Une première approche consiste à
modéliser l'endommagement du béton par le biais d'un comportement volumique adou-
cissant. Les ﬁssures sont alors modélisées par une concentration de l'endommagement
dans certaines zones. Il est cependant démontré qu'une modélisation locale d'un com-
portement adoucissant pose des problèmes de dépendance au maillage : comme l'énergie
est dissipée au sein d'éléments volumiques, plus on diminue la taille des éléments, plus
l'énergie dissipée est faible. Cette diﬃculté a été soulignée par de nombreux auteurs,
parmi lesquels Baºant et al. [17] et Benallal et al. [18]. Dans la limite d'éléments de taille
inﬁnitésimale, on peut donc rompre une structure sans dépenser d'énergie, ce qui n'a
pas de sens physique. Ceci est à l'origine du développement de diﬀérents modèles non-
locaux, qui empêchent la localisation de l'endommagement dans des domaines de trop
petite taille. Cette non-localité peut être imposée de façon explicite, en moyennant loca-
lement certaines quantités physiques, ou de façon implicite, en introduisant dans l'énergie
un terme pénalisant la concentration de l'endommagement. Le principal défaut de ces
approches est qu'elles nécessitent un maillage relativement ﬁn pour décrire convenable-
ment les bandes de localisation de l'endommagement. Ces modèles sont utilisés par de
nombreux auteurs, parmi lesquels on peut citer Pijaudier-Cabot et Baºant [29], Peerlings
et al. [28], Comi [19], Dufour et al. [20] et Lorentz et Godard [26].
Une seconde approche consiste à modéliser l'apparition des ﬁssures avec un modèle de
zone cohésive, qui relie le saut de déplacement à travers la ﬁssure à une force d'adhésion
entre les lèvres. Le point délicat de cette approche est qu'il est diﬃcile de représenter
dans le modèle toutes les trajectoires de ﬁssures possibles. Face à cette diﬃculté, deux
solutions sont possibles. On peut soit postuler a priori le trajet des ﬁssures, qui peut
être évident dans certains cas, soit adapter le modèle en fonction de leur propagation.
La première approche est de loin la plus simple, mais elle ne permet pas de prédire le
trajet des ﬁssures. La seconde méthode est plus séduisante, mais également plus délicate à
mettre en ÷uvre. L'adaptation du modèle peut être réalisée soit en modiﬁant le maillage
au cours de la propagation de ﬁssure, comme proposé par Ingraﬀea et Saouma [22], soit
en utilisant la méthode XFEM pour introduire une cinématique d'ouverture de ﬁssure
dans un maillage donné. Ces deux approches font actuellement l'objet de nombreuses
recherches, visant à les rendre à la fois robustes et performantes pour des simulations de
ﬁssures tridimensionnelles. Elles ne sont donc pas encore complètement adaptées à une
utilisation dans un contexte industriel.
Enﬁn, il existe une approche hybride, consistant à modéliser des ﬁssures indépen-
damment dans chaque élément ﬁni. Plusieurs modèles entrent dans ce cadre, tels que
les modèles de type smeared crack, ainsi que les modèles basés sur des éléments à dis-
continuité intégrée, appelés E-FEM. On peut interpréter ce type d'approche comme un
modèle d'endommagement local orthotrope dont le comportement dépend de la taille de
maille, ou comme un modèle d'interface cohésive sans connexité des ﬁssures. Comparés
aux modèles d'endommagement non-locaux, ces modèles représentent la ﬁssuration de
façon localisée. Il est donc plus facile d'en déduire un trajet de ﬁssuration et une ou-
19
verture de ﬁssure. A contrario, l'indépendance de ces modèles à la taille de maille n'est
qu'approximative. Cette approche est développée en particulier par Rabczuk et al. [30],
Jendele et ervenka [24] et Oliver et al. [27].
1.2.3 La modélisation des armatures et des câbles de précontrainte
Les structures de génie civil comprennent souvent un grand nombre de renforts, per-
mettant de pallier la faible résistance du béton à la traction. Parmi ces renforts, on
compte des barres d'armature passives, et éventuellement des câbles de précontrainte.
Les barres d'armature sont des barres cylindriques en acier, de quelques centimètres de
diamètre. La surface de ces barres présente généralement de nombreuses nervures, per-
mettant d'améliorer leur adhérence au béton environnant. On parle alors d'armatures à
haute adhérence (HA). Les câbles de précontrainte sont des câbles en acier de plusieurs
centimètres de diamètre. Ils sont placés dans des gaines au sein de la structure, aﬁn d'être
tendus après la prise du béton. Les gaines sont ensuite injectées soit à la graisse, soit
au coulis de ciment. La géométrie de ces composants est donc relativement compliquée,
et leur modélisation à l'échelle d'une structure complète est délicate. On présente ici les
principaux modèles utilisés dans la littérature pour les représenter.
Une première solution est de modéliser les armatures et les câbles de précontrainte
en trois dimensions, en simpliﬁant légèrement leur géométrie. On représente ainsi géné-
ralement les barres et les câbles par des cylindres lisses, en négligeant les nervures des
barres et les gaines des câbles. Cette échelle de description particulièrement ﬁne permet
d'avoir accès aux champs de contraintes et de déplacement au voisinage des barres et des
câbles. Cependant, les structures de taille usuelle comprennent généralement plusieurs
dizaines de barres d'armatures. Comme les barres sont à section cylindrique, il faut un
grand nombre d'éléments ﬁnis pour décrire leur géométrie, et cette approche aboutit à
un coût de calcul prohibitif. Cette modélisation doit donc être réservée à des modélisa-
tions de petite taille, comprenant un nombre limité de barres d'armature et de câbles de
précontrainte.
Une autre solution consiste à modéliser les barres et les câbles par des éléments
linéiques. Leur comportement est alors modélisé par un modèle de barre ou de poutre. Le
modèle de barre est caractérisé par une simple rigidité d'élongation, et l'énergie mécanique
de la barre s'écrit :
Ebarre =
1
2
∫
ℓ
πd2
4
EA ε
2
L dℓ
Dans cette relation, d est le diamètre de la barre d'acier, EA le module d'Young de
l'acier, et εL la déformation longitudinale de la barre. Cette énergie correspond à l'éner-
gie mécanique d'une barre en traction simple. Le modèle de poutre est très similaire,
et ajoute à l'énergie de traction une énergie de ﬂexion de la barre. Ces modèles sont
largement utilisés dans la littérature pour modéliser le comportement de structures de
génie civil en 2D et en 3D. On peut citer par exemple les travaux de Rabczuk et al. [30],
Jendele et ervenka [25], Jason et al. [23] et Ibrahimbegovic et al. [21]. Dans certains
cas, les éléments barre sont liés au béton par une loi d'interface spéciﬁque, modélisant
une éventuelle dégradation de la liaison acier-béton.
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Cette modélisation est séduisante, car elle correspond bien à l'idée que l'on se fait de
la géométrie d'une barre d'armature ou d'un câble de précontrainte. Pour les modélisa-
tions bidimensionnelles, le modèle de barre donne des résultats satisfaisants. En revanche,
en trois dimensions, il pose des problèmes sur le plan mathématique et sur le plan nu-
mérique. Sur le plan mathématique, l'interaction entre un élément ﬁlaire et un volume
tridimensionnel n'a pas de sens variationnel. Ceci est dû à la structure de l'espace de So-
bolev H1 : dans cet espace, la valeur du champ de déplacement le long d'une ligne n'est
pas déﬁnie. Ceci se traduit numériquement par une certaine dépendance des résultats à
la ﬁnesse du maillage, soulignée par Lorentz [10]. De plus, ces modèles linéiques induisent
des concentrations de contraintes parasites dans le volume environnant. Lorsque le com-
portement du béton est modélisé par un modèle d'endommagement, le volume proche
des éléments linéiques est endommagé très facilement, et l'acier perd son adhérence au
béton. Ce problème de concentration des contraintes est souligné en particulier par Ja-
son et al. [23]. Les modèles de barre et de poutre ne sont donc pas si bien adaptés à
la modélisation de structures tridimensionnelles, en particulier lorsqu'on s'intéresse aux
champs de déformation et de contraintes à l'échelle locale.
Enﬁn, il existe une modélisation moins détaillée, dans laquelle les armatures sont re-
présentées par un comportement homogénéisé sur une surface. On considère un ensemble
de barres d'acier de même diamètre, régulièrement réparties sur un plan. L'énergie mé-
canique de ces barres au sein de la structure est calculée de la façon suivante :
Egrille =
1
2
∫
S
πd2
4 e
EA ε
2
L dS
Dans cette relation, d est le diamètre des barres d'acier, e leur espacement, EA le module
d'Young de l'acier, et εL la déformation longitudinale des barres. L'ensemble de ces
armatures est donc modélisé par un comportement de membrane anisotrope, qui ne
présente de rigidité que dans la direction des barres. Contrairement au modèle de barre
évoqué précédemment, ce modèle est bien posé sur le plan mathématique, et pose moins
de diﬃcultés numériques. Cette modélisation est utilisée en particulier par Jendele et
ervenka sous le nom d'armatures réparties (smeared reinforcements) [25]. Dans la suite,
ce modèle sera appelé modèle de grille
1.3 Problématique de la thèse
On se propose de développer dans cette thèse une stratégie permettant de représenter
le comportement mécanique des armatures et des câbles de précontrainte dans une struc-
ture en béton armé. Cette stratégie est déclinée en plusieurs étapes, permettant d'intégrer
progressivement de nouveaux phénomènes physiques dans la modélisation. On s'intéresse
tout d'abord au comportement élastique de ces composants, avant de prendre en compte
leur glissement par rapport au béton, puis d'étudier leur interaction avec des ﬁssures
macroscopiques présentes dans la structure. L'objectif ﬁnal de ces développements est
la modélisation du comportement mécanique et de l'étanchéité d'une structure en béton
armé précontraint, telle qu'une enceinte de conﬁnement de centrale nucléaire.
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Dans le second chapitre, on s'intéresse au comportement mécanique élastique des
barres d'armature dans une structure en béton. On développe un modèle asymptotique
permettant de représenter leur comportement par un modèle homogénéisé sur une surface.
Ce modèle est basé sur des hypothèses géométriques peu contraignantes, qui lui confèrent
un caractère très général. En revanche, ce modèle n'est valable que dans un cadre de
comportement élastique.
Dans le troisième chapitre, on développe un second modèle asymptotique plus spé-
ciﬁquement adapté à la représentation des armatures et des câbles de précontrainte. Ce
modèle prend en compte la tension des câbles, ainsi qu'une possible dégradation de la
liaison acier-béton. Il intègre donc une physique plus riche que le modèle précédent, et
permet d'envisager la modélisation du comportement de structures de génie civil réelles.
Enﬁn, on montre dans le quatrième chapitre que ce modèle est compatible avec la
modélisation d'autres phénomènes, tels que la ﬁssuration du béton et les écoulements
de ﬂuide dans les ﬁssures. Il s'avère donc tout à fait adapté à une utilisation dans un
contexte industriel. Cette stratégie de modélisation est ﬁnalement utilisée pour modéliser
le comportement mécanique et l'étanchéité d'une portion d'enceinte de conﬁnement à
l'échelle 1.
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Chapitre 2
Modèle asymptotique général pour
des hétérogénéités localisées sur une
surface
2.1 Contexte de l'étude
2.1.1 Principes de l'analyse asymptotique
La physique, comprise dans son sens le plus général, vise à construire des modèles ma-
thématiques, qui représentent le mieux possible le monde qui nous entoure. Ces modèles
mathématiques comprennent dans leur formulation un certain nombre de paramètres,
qui peuvent être de diﬀérents types : ceux peuvent être par exemple des paramètres phy-
siques, liés au comportement du modèle, des paramètres géométriques, liés à la forme
de l'objet étudié, voire des paramètres numériques, liés à une certaine discrétisation du
modèle. De la même façon que l'on étudie le comportement limite de fonctions en certains
points, on peut s'intéresser à la forme que prennent les modèles dans la limite de certains
paramètres. L'étude de tels problèmes porte le nom d'analyse asymptotique.
Ce type de problème apparaît dans de nombreux domaines scientiﬁques, souvent sans
rapport direct. On peut en citer quelques exemples. Un champ d'application embléma-
tique de l'analyse asymptotique est l'étude des couches limite en mécanique des ﬂuides
[47]. On peut expliquer grossièrement le principe de la façon suivante : les écoulements de
ﬂuide sont caractérisés par une compétition entre deux phénomènes, que sont la viscosité
du ﬂuide et son inertie. Selon la dimension de l'écoulement, les propriétés physiques et
la vitesse du ﬂuide, l'un ou l'autre de ces phénomènes peut devenir prédominant, ce qui
donne lieu à des écoulements de nature très diﬀérente. Lorsque l'inertie du ﬂuide domine,
l'écoulement est de type turbulent, tandis que lorsque la viscosité domine, l'écoulement
est laminaire. En pratique, à l'échelle humaine, les écoulements sont généralement tur-
bulents, et la viscosité du ﬂuide est globalement négligeable. Pourtant, à proximité des
parois de l'écoulement, le gradient de vitesse dans le ﬂuide est très important : on ne
peut alors plus négliger la viscosité du ﬂuide. Pour décrire ce type d'écoulement, on doit
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donc faire appel à deux modèles distincts. Un premier modèle, qui néglige la viscosité
du ﬂuide, permet de décrire l'essentiel de l'écoulement, hors du voisinage des parois. Le
second modèle en revanche prend en compte la viscosité du ﬂuide, et permet de décrire
l'écoulement au voisinage des parois, dans une zone qu'on appelle couche limite. Le mo-
dèle complet est alors obtenu en reliant les deux modèles, par le biais de la méthode
des développements asymptotiques raccordés. Sur le plan théorique, on peut considérer
chacun de ces deux modèles comme une limite du modèle réel dans un certain domaine.
L'analyse asymptotique apparaît aussi dans l'étude des schémas numériques pour la
simulation. Un problème étudié par de nombreux auteurs consiste ainsi à démontrer qu'un
modèle discrétisé, lorsqu'on fait tendre le pas de discrétisation vers zéro, converge vers le
modèle continu [5]. On peut citer par exemple les schémas numériques d'intégration en
temps, ou les méthodes de discrétisation en espace, telles que la méthode des éléments
ﬁnis et la méthode des diﬀérences ﬁnies. En étudiant la vitesse de convergence des modèles
discrétisés vers le modèle continu, on peut alors identiﬁer le schéma numérique le plus
performant.
Enﬁn, on peut citer comme dernier exemple les modèles de poutre et de plaque en
mécanique de structures. Très souvent, les structures que l'on cherche à modéliser sont
très élancées dans une ou plusieurs directions. Il peut s'agir de poteaux, de colonnes, de
murs, ou de voûtes. La modélisation de telles structures en 3D nécessite souvent de gros
moyens de calcul, peu cohérents avec le comportement très simple de ces structures. Dès
les débuts de la mécanique des structures, les ingénieurs ont donc élaboré des modèles
simpliﬁés, qui permettent de représenter le comportement de telles structures de façon
simpliﬁée. Ces modèles peuvent être construits soit de façon empirique, en se basant sur
l'intuition de l'ingénieur, soit avec l'aide de l'analyse asymptotique. On procède alors de la
manière suivante : on se donne comme paramètre l'épaisseur de la structure considérée, et
on étudie l'évolution du comportement mécanique de cette structure lorsque son épaisseur
tend vers zéro. Ce comportement limite constitue en général une bonne approximation
du comportement réel de la structure.
L'analyse asymptotique constitue ainsi un outil très utile dans le développement et
l'étude des modèles numériques. Cependant, cette approche n'est pas exempte de tout
reproche. Tout d'abord, on doit insister sur le fait que les modèles limite obtenus par ana-
lyse asymptotique dépendent largement du choix de paramètres fait par le modélisateur.
Ainsi, selon les paramètres que l'on fait varier, le modèle limite obtenu peut changer du
tout au tout. Il ne faut donc pas minorer l'importance du choix des paramètres considérés
pour l'analyse asymptotique. De plus, on ne contrôle pas a priori l'erreur que l'on fait en
utilisant un modèle limite au lieu du modèle complet. Un modèle limite peut se révéler
absolument non pertinent en pratique, car très éloigné du modèle complet. Au delà de la
simple construction de modèles limite, il est donc très important de valider ces modèles
simpliﬁés par des comparaisons avec un modèle complet. Enﬁn, un modèle limite obtenu
par analyse asymptotique n'est pas toujours bien posé, même si le modèle initial était
bien formulé. Plus précisément, rien n'assure que l'on conserve l'existence et l'unicité de
la solution du modèle. Il est donc très important de vériﬁer que le modèle limite obtenu
reste bien posé.
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Figure 2.1  Schéma de ferraillage d'une paroi d'enceinte de conﬁnement de centrale
nucléaire. Les armatures sont représentées en vert, les câbles de précontrainte en jaune
et les épingles qui maintiennent les armatures en rouge.
L'analyse asymptotique ne constitue donc pas une méthode infaillible. Il faut davan-
tage la voir comme une méthode de construction et de justiﬁcation de modèles simpliﬁés.
Il est nécessaire de garder un regard critique sur les modèles limite construits de cette
manière, en étudiant leur stabilité, et en les validant par rapport à des simulations plus
détaillées, voire par rapport à des expériences. Ces limites de l'analyse asymptotique
seront illustrées par diﬀérents exemples étudiés dans le cadre de cette thèse.
2.1.2 Description du problème considéré
On cherche donc à construire un modèle limite pertinent, capable de représenter le
comportement mécanique des barres d'armatures et des câbles de précontrainte dans une
structure de génie civil de grande taille. Pour ﬁxer les idées, on considère une enceinte
de conﬁnement de centrale nucléaire à double paroi. La hauteur et le diamètre d'une
telle structure sont de l'ordre de 50 mètres, et l'épaisseur des deux parois de l'ordre
de 1,2 mètres. L'enceinte externe est constituée de béton armé, tandis que l'enceinte
interne est faite de béton armé précontraint. La structure du mur de l'enceinte interne
est montrée sur la Figure 2.1. Elle comporte deux nappes d'armatures, situées à une
dizaine de centimètres des faces interne et externe de l'enceinte, ainsi que des câbles de
précontrainte horizontaux et verticaux au c÷ur du mur. Tous ces éléments sont maintenus
en place lors du coulage du béton par un système d'épingles, qui sont des barres d'acier
de faible diamètre.
Les armatures sont organisées selon un motif orthogonal, avec des barres horizon-
tales et verticales. Ces barres sont en acier, font 2 cm de diamètre et sont espacées de
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20 cm. Elles ont pour rôle de contrôler une éventuelle ﬁssuration apparaissant sur les
faces interne et externe de la paroi. Les câbles de précontrainte sont également organisés
selon un motif orthogonal, avec des câbles verticaux rectilignes, et des câbles horizon-
taux qui font le tour de l'enceinte. Les câbles de précontrainte sont des câbles en acier
tressé de 8,4 cm de diamètre. Ils sont placés dans des gaines en acier d'une quinzaine
de centimètres de diamètre, et de 0,5 à 2 mm d'épaisseur. Lorsque le béton est coulé,
les gaines en acier préservent des vides dans le béton, qui permettent d'introduire les
câbles de précontrainte. Ceux-ci sont mis en tension après quelques semaines, une fois
que le béton a durci. Les gaines sont ensuite injectées au coulis de ciment 1. Ce coulis
protège les câbles de la corrosion, et évite la présence de vides dans le béton, qui seraient
néfastes pour l'étanchéité de la structure. L'objectif des câbles de précontrainte est de
mettre le béton en compression, aﬁn de limiter l'ouverture d'éventuelles ﬁssures dans le
béton. Lors de la conception de l'enceinte, le nombre et la tension des câbles est dimen-
sionnée pour que, même en cas d'accident de type APRP, le béton ne se retrouve jamais
en tension. Ainsi, même si des ﬁssures apparaissent lors de la construction de l'enceinte,
elles doivent être refermées par la précontrainte. Les câbles horizontaux permettent de
créer une contrainte de compression orthoradiale dans le fût de l'enceinte. Ils sont situés
au milieu de la paroi en béton, et sont répartis verticalement tous les 40 cm. Les câbles
verticaux permettent de créer une contrainte de compression verticale sur le béton. Pour
ne pas entrer en contact avec les câbles horizontaux, ils sont situés plus proches de la
face interne de la paroi, et sont répartis approximativement tous les mètres. Le schéma
de construction du dôme supérieur est similaire, mais un peu plus compliqué en raison
de sa double courbure.
Pour construire des modèles limite pertinent, il nous faut tout d'abord identiﬁer les
principaux paramètres associés au comportement mécanique des armatures et des câbles
de précontrainte. À ce stade, on identiﬁe grossièrement les barres d'armature et les câbles
de précontrainte à des barres cylindriques, réparties dans le volume de la structure (voir
Figure 2.2). Le comportement mécanique de ces composants est déﬁni par un grand
nombre de paramètres, que sont par exemple le diamètre des barres d'armature, le coef-
ﬁcient de Poisson de l'acier, la rugosité de surface des barres, l'épaisseur de l'enrobage de
béton, etc. Parmi tous ces paramètres, on en retient essentiellement trois, qui semblent les
plus importants. Ces paramètres sont le diamètre d des barres, leur espacement relatif e
et le module d'Young EA de l'acier. Les autres paramètres sont considérés a priori moins
inﬂuents sur le comportement mécanique des armatures et des câbles de précontrainte.
Pour pouvoir raisonner en termes d'ordres de grandeur, il est préférable d'adimensionner
ces paramètres. On introduit donc l'épaisseur L de la paroi en béton armé, et le module
d'Young EB du béton. On peut alors former les rapports adimensionnels suivants :
d
e
e
L
EB
EA
Ces rapports sont respectivement le diamètre des barres rapporté à leur espacement,
l'espacement des barres rapporté à la taille de la structure, et le module d'Young du
1. Le coulis de ciment est composé de ciment, d'eau et d'éventuels adjuvants. Sa viscosité est ajustée
de sorte à faciliter son injection dans les gaines.
26



Figure 2.2  Paramètres géométriques considérés pour l'analyse asymptotique. d est le
diamètre des barres d'acier, e leur espacement, et L l'épaisseur du mur en béton armé.
béton rapporté au module d'Young de l'acier. Ces rapports sont déﬁnis de telle manière
qu'ils sont tous plus ou moins petits devant 1. Par exemple, si l'on considère les barres
d'armature présentes dans la paroi d'une enceinte de conﬁnement, ces rapports prennent
les valeurs approximatives suivantes :
d
e
≈
1
10
e
L
≈
1
6
EB
EA
≈
1
7
De même, si l'on considère les câbles de précontrainte horizontaux, on a :
d
e
≈
1
5
e
L
≈
1
3
EB
EA
≈
1
7
Tous ces paramètres sont à l'évidence petits devant 1, sans être réellement négli-
geables. On peut donc se demander comment évoluerait le comportement mécanique
des barres d'acier si l'on faisait tendre l'un ou l'autre de ces paramètres vers zéro. À
ce stade, la variété des choix possibles est très grande : on peut faire varier un seul de
ces paramètres, ou plusieurs à la fois. On peut représenter ce choix par des trajectoires
dans l'espace des paramètres (voir Figure 2.3). Dans cet espace abstrait, le modèle réel
constitue un point dont les coordonnées sont déﬁnies par la valeur réelle des paramètres.
À chaque hypothèse de variation des paramètres correspond une trajectoire dans cet es-
pace, qui aboutit à un modèle limite spéciﬁque. Parmi ces modèles limite, très peu sont
réellement pertinents. On se contentera donc de faire une étude qualitative des diﬀé-
rentes alternatives possibles, aﬁn de juger de leur pertinence respective. Ceci permettra
de justiﬁer les choix faits dans le cadre de cette thèse.
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Figure 2.3  Représentation de diﬀérentes trajectoires possibles dans l'espace des para-
mètres
(
e
L ,
EB
EA
)
. Chacune de ces trajectoires aboutit à un modèle limite diﬀérent.
Considérons tout d'abord chacun de ces paramètres indépendamment, en commen-
çant par le paramètre d/e, qui est le rapport entre le diamètre des barres et leur espa-
cement. Supposons que l'on fasse tendre ce paramètre vers zéro, en gardant les autres
paramètres constants. Dans cette limite, les barres d'acier deviennent semblables à des
ﬁls, de diamètre négligeable. Comme le module d'Young de l'acier ne varie pas, la ri-
gidité des barres devient négligeable. On peut donc s'attendre à ce que, dans la limite
d/e→ 0, les barres d'acier n'aient plus d'inﬂuence sur le comportement de la structure.
Le modèle limite correspondant est donc très simple : il s'agit du modèle initial, où les
barres d'acier ont disparu, remplacées par du béton. En régime élastique, ce modèle n'est
pas très éloigné de la réalité, car les armatures d'une structure en béton armé inﬂuent
très peu sur le comportement de la structure. Bien que l'acier soit sept fois plus rigide
que le béton, il ne constitue au mieux que quelques pour cent du volume de la structure.
Il ne représente donc pas plus de 20 % de sa rigidité d'ensemble, ce qui n'est pas très
important. En revanche, en régime non-linéaire, les armatures jouent un rôle mécanique
crucial en limitant l'ouverture des ﬁssures. Il n'est donc pas très raisonnable de négliger
leur inﬂuence sur le comportement de la structure.
Une autre possibilité est de faire tendre le rapport EB/EA vers zéro, c'est-à-dire
de considérer que la rigidité de l'armature est très grande devant celle du béton. Dans
cette limite, les barres d'armatures constituent des inclusions rigides à l'intérieur de la
structure. En particulier, aucun allongement des barres d'armature n'est permis, ce qui
contraint très fortement les déformations de la structure. Le modèle limite correspond
donc à une structure élastique, à l'intérieur de laquelle se trouvent des inclusions rigides.
Selon les théorèmes classiques de l'élasticité, le problème mécanique d'équilibre d'une telle
structure est un problème bien posé, qui admet une unique solution. Cependant, d'après
les arguments développés précédemment, ce modèle n'est pas du tout représentatif du
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comportement réel d'une structure en béton armé. En eﬀet, la rigidité d'une structure
réelle dans un régime élastique est essentiellement due à la rigidité du béton, et non aux
barres d'armatures. Ce modèle limite n'est donc pas pertinent par rapport à la réalité.
Enﬁn, on peut faire tendre le rapport e/L vers zéro. Dans ce cas, l'espacement inter-
armatures et le diamètre propre des armatures tendent tous deux vers 0, tandis que
leur module d'Young reste constant. Géométriquement, les armatures forment alors une
nappe dense de barres de petite taille à l'échelle de la structure. Il est plus diﬃcile de
prédire quel peut être le comportement limite d'un tel système. Ce problème fera l'objet
d'une analyse asymptotique complète, menée dans ce chapitre. Nous verrons que, dans
la limite e/L → 0, les armatures n'ont pas d'inﬂuence sur le comportement de la struc-
ture. On retrouve ici le même résultat que dans la limite d/e→ 0. Cependant, il nous a
paru intéressant de pousser l'analyse asymptotique au-delà du simple modèle limite, en
cherchant à identiﬁer l'inﬂuence dominante des barres sur la structure. Nous démontre-
rons donc dans ce chapitre que cette inﬂuence est proportionnelle au ratio e/L, et que
l'on peut construire un modèle eﬀectif du comportement des barres d'acier. Ce modèle
combine un comportement de membrane et un comportement d'interface élastique. Le
principal intérêt de ce modèle est qu'il permet de décrire le comportement eﬀectif de tous
types d'hétérogénéités périodiquement réparties sur une surface.
Dans les trois cas précédents, nous avons fait varier les paramètres indépendamment
les uns des autres. Mais on peut également envisager de les faire évoluer simultanément.
La variété des modèles limite que l'on peut construire est alors très grande, et il est
nécessaire de faire le tri parmi ceux-ci. Nous avons vu dans le chapitre précédent que
les modélisations ﬁlaires sont source de dépendance au maillage, et de concentrations de
contraintes. On choisit donc de ne pas faire tendre le paramètre d/e vers zéro. Il nous
reste donc deux paramètres, que sont le rapport de l'espacement des barres sur la taille
de la structure e/L, et le rapport de rigidités EB/EA. Pour nous aider à choisir le passage
à la limite le plus pertinent, on peut faire une estimation de la rigidité des barres d'acier
dans la structure. Si l'on note Nbarres le nombre de barres, la rigidité de l'ensemble des
barres d'acier est de l'ordre de :
Rbarres = Nbarres
EAπd
2
4
On peut reformuler cette relation en termes de nos trois paramètres, et l'on obtient :
Rbarres ∝
e
L
(
d
e
)2(EB
EA
)−1
Si l'on veut que notre modèle limite soit pertinent, il est préférable que la rigidité de l'en-
semble des barres d'armature reste inchangée dans le passage à la limite. Si l'on conserve
le paramètre d/e inchangé, il faut donc que les paramètres e/L et EB/EA restent pro-
portionnels lors du passage à la limite. On choisit donc de faire tendre vers zéro EB/EA
et e/L proportionnellement. La construction du modèle limite correspondant n'est pas
évidente, et fera l'objet du prochain chapitre. Ce passage à la limite est relativement inté-
ressant pour deux raisons : tout d'abord, il permet de prendre en compte une éventuelle
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décohésion des barres d'acier par rapport au béton, qui est un phénomène important
du comportement des structures en béton armé. De plus, les paramètres de ce modèle
limite peuvent être calculés de façon entièrement analytique, ce qui facilite beaucoup sa
mise en ÷uvre dans un contexte industriel. Le modèle limite obtenu combine un modèle
de membrane anisotrope et un modèle d'interface cohésive. Le comportement de mem-
brane modélise la rigidité des barres d'acier, tandis que le modèle d'interface cohésive
modélise un possible glissement des barres d'acier par rapport au béton. La construction,
l'implantation et la validation de ce modèle sont présentées dans le Chapitre 3.
2.1.3 Travaux sur le comportement d'une couche mince homogène
Comportement d'une couche très isolante ou très souple
Les premiers travaux d'analyse asymptotique portant sur le comportement de couches
minces au sein d'un milieu continu sont réalisés à partir des années 70. En 1970, Sanchez-
Palencia étudie le comportement thermique limite d'une couche mince homogène de
faible conductivité [65]. Il démontre que, si la conductivité du matériau composant la
couche mince est proportionnelle à l'épaisseur de cette couche, alors, dans la limite d'une
couche d'épaisseur nulle, les conditions de transmission à travers cette couche sont de
type Robin : le champ de température est discontinu à travers la couche, tandis que le ﬂux
thermique traversant la couche reste continu, et proportionnel au saut de température. La
couche constitue donc une sorte d'isolant thermique au sein du milieu continu. Notons ℓ
l'épaisseur de la couche, et λT (ℓ) le coeﬃcient de conductivité thermique dans la couche
(voir Figure 2.4). Comme la conductivité de la couche est proportionnelle à son épaisseur,
on peut réécrire ce dernier coeﬃcient sous la forme λT (ℓ) = ℓ λrT . Si l'on note T le champ
de température dans le matériau, q le ﬂux thermique, et n la normale à la couche mince,
les conditions de transmission deviennent dans la limite ℓ→ 0 :
[[q]]·n = 0 q ·n = −λrT [[T ]]
La première relation impose la conservation du ﬂux de chaleur traversant l'interface, et
la seconde constitue la loi de conduction thermique à travers l'interface.
À partir des années 90, ces résultats ont été adaptés à l'élasticité par Klarbring [57],
Licht et Michaille [61], Geymonat et al. [53] et Benveniste et Miloh [36]. Ces auteurs se
sont intéressés au comportement asymptotique d'une couche mince élastique très souple,
c'est-à-dire dont la rigidité est proportionnelle à son épaisseur. Dans ce contexte, on
note u le champ de déplacement dans le matériau, σ le champ de contraintes, ℓ l'épais-
seur de la couche de matériau souple et (λ, µ) les coeﬃcients de Lamé caractérisant le
comportement mécanique de cette couche. Si l'on suppose que ces paramètres évoluent
proportionnellement à l'épaisseur ℓ de la couche, ils se mettent sous la forme :
λ(ℓ) = ℓ λr µ(ℓ) = ℓ µr
Dans la limite ℓ→ 0, on démontre que les conditions de transmission à travers la couche
sont de type Robin, c'est-à-dire que la couche se comporte comme une interface élastique.
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Figure 2.4  Problème classique du comportement d'une couche mince homogène Γ,
d'épaisseur ℓ et de normale n.
Les contraintes sont continues à travers l'interface, tandis que le champ de déplacement
est discontinu. Le saut de déplacement est alors proportionnel à la contrainte appliquée
sur l'interface. Plus précisément, le comportement de l'interface obéit aux équations
suivantes :
[[σ]]·n = 0
n·σ ·n = (λr + 2µr)[[u]]·n
n·σ ·t = µr[[u]]·t ∀t ⊥ n
La première relation s'interprète comme une condition d'équilibre de l'interface, et les
deux dernières comme des relations de comportement. La seconde relation caractérise
le comportement de l'interface dans des sollicitations de traction, et la troisième son
comportement dans des sollicitations de cisaillement. On remarque que la rigidité de
l'interface dans ces deux modes de sollicitation n'est pas identique, en raison d'un eﬀet
de Poisson dans la couche mince. Notons également que ce modèle peut être assimilé
à une densité uniforme de ressorts à l'interface. En termes mathématiques, Geymonat
et al. [53] ont démontré que, dans la limite ℓ → 0, la solution du problème mécanique
réel converge, au sens faible comme au sens fort, vers la solution du problème limite.
Comportement d'une couche très conductrice ou très rigide
Par ailleurs, à partir du milieu des années 70, Huy et Sanchez-Palencia d'une part
[55], et Simonenko d'autre part [68, 69, 70], se sont intéressés indépendamment au com-
portement thermique asymptotique d'une couche mince de conductivité élevée. Cette
analyse est fondée sur l'hypothèse que la conductivité de la couche est inversement pro-
portionnelle à son épaisseur, et peut donc s'écrire λT (ℓ) = ℓ−1 λrT . Sous ces hypothèses,
dans la limite ℓ→ 0, les conditions de transmission à l'interface sont de type Ventcel (cf.
[59, 72]) : la température est continue à la traversée de l'interface, tandis que le ﬂux de
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chaleur est discontinu. Cette discontinuité du ﬂux de chaleur est due à l'existence d'un
ﬂux de chaleur transitant dans l'interface. Ce ﬂux de chaleur d'interface qΓ est propor-
tionnel au gradient de température le long de l'interface. Le comportement de l'interface
s'écrit alors :
[[T ]] = 0
[[q]]·n = −divΓ(q
Γ)
qΓ = −λrTgradΓ(T )
La première relation s'interprète comme une condition d'admissibilité cinématique, la
seconde comme une condition de conservation du ﬂux de chaleur, et la dernière comme
la relation de comportement de la couche mince. Les opérateurs diﬀérentiels divΓ et
gradΓ sont respectivement la divergence d'un ﬂux transitant dans la couche mince, et le
gradient d'une quantité déﬁnie sur la couche mince. Leur déﬁnition sera précisée dans la
suite des développements.
Ces résultats ont été adaptés à l'élasticité par Caillerie [44], Ciarlet [46], puis Bessoud
et al. [37, 38, 39] et Benveniste et Miloh [36]. Ces auteurs se sont intéressés au compor-
tement asymptotique d'une couche mince élastique de grande rigidité. On reprend donc
l'exemple mécanique précédent d'une couche homogène d'épaisseur ℓ, et on fait l'hypo-
thèse que les coeﬃcients de Lamé (λ, µ) dans la couche sont inversement proportionnels
à son épaisseur. Ils peuvent donc se mettre sous la forme suivante :
λ(ℓ) = ℓ−1 λr µ(ℓ) = ℓ−1 µr
On démontre alors que les conditions de transmission à travers l'interface Γ sont toujours
de type Ventcel : le champ de déplacement est continu à travers l'interface, tandis que le
champ de contrainte est discontinu. Cette discontinuité du champ de contraintes est due à
des contraintes membranaires transitant dans l'interface, qui sont elles-même proportion-
nelles aux déformations membranaires de l'interface. Si l'on note σΓ les contraintes mem-
branaires existant dans l'interface, le comportement asymptotique de la couche mince
rigide s'écrit sous la forme suivante :
[[u]] = 0
[[σ]]·n = −divΓ(σ
Γ)
σΓ =
2λrµr
λr + 2µr
divΓ(u
0)1Γ + 2µ
rεΓ(u
0)
La première relation constitue une condition d'admissibilité cinématique, la seconde une
condition d'équilibre entre les eﬀorts appliqués sur l'interface et les eﬀorts transitant
dans l'interface, tandis que la dernière constitue la relation de comportement élastique
de l'interface. Cette dernière relation fait intervenir les opérateurs diﬀérentiels divΓ et εΓ,
qui sont respectivement la divergence d'un champ de vecteurs déﬁni sur la surface Γ, et
la déformation membranaire du même champ de vecteurs. Ces opérateurs ne font inter-
venir que les dérivées surfaciques du champ de vecteur, et le cas échéant la courbure de
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la surface. Leur déﬁnition sera précisée dans la suite des développements. Le tenseur 1Γ
est le tenseur d'ordre deux symétrique de projection sur la surface Γ. Sur le plan mé-
canique, ce comportement est tout à fait similaire au comportement mécanique d'une
membrane plongée au sein d'un milieu continu, dont le comportement est caractérisé par
les coeﬃcients de Lamé
(
2λrµr
λr+2µr , µ
r
)
.
Certains auteurs, tels Bessoud et al. [38, 39] et Benveniste et Miloh [36], se sont
également intéressés au comportement asymptotique d'une couche mince super -rigide,
c'est-à-dire dont la rigidité varie comme ℓ−3. Dans ce cas, dans la limite ℓ → 0, cette
couche se comporte comme une plaque (ou une coque) inextensible : le champ de dé-
placement est continu à travers l'interface, celle-ci présente une rigidité de ﬂexion et ses
déformations membranaires sont nulles. Ce modèle limite un peu particulier n'a de sens
que pour des matériaux à contraste de rigidité extrêmement important.
Comportement général d'une couche mince
Entre ces modèles limite de couches minces souple et rigide, on peut se demander quel
serait le comportement asymptotique d'une couche mince quelconque, dont la rigidité ne
dépendrait pas de son épaisseur. La première analyse asymptotique complète sur ce sujet
a été réalisée par Bövik dans les années 90 [43], qui s'est intéressé au comportement
asymptotique d'une couche élastique mince, isotrope et courbe. Un problème similaire a
été étudié par Abdelmoula et al. [31], qui démontrent que, dans la limite d'une couche
très mince, des singularités d'énergie inﬁnie peuvent apparaître sur les bords de la couche.
Enﬁn, Benveniste et Miloh [35] ont généralisé l'étude de ce problème à des comportements
anisotropes plus complexes sur des couches de géométrie courbe.
Les résultats obtenus par ces auteurs peuvent être résumés de la façon suivante. Dans
la limite ℓ→ 0, la couche mince disparaît : les champs de contrainte et de déplacements
deviennent continus à la traversée de l'interface, et tout se passe donc comme si la couche
n'existait pas. Pour identiﬁer le comportement eﬀectif de l'interface, il ne suﬃt donc pas
d'identiﬁer un simple modèle limite. Il faut eﬀectuer un développement asymptotique
complet de la réponse du modèle pour identiﬁer le comportement dominant de l'interface.
Il apparaît alors que l'inﬂuence de la couche mince sur le reste de la structure varie
linéairement avec son épaisseur. On dit que l'inﬂuence de l'interface est d'ordre 1. À cet
ordre, on démontre que les champs de déplacement et de contraintes sont discontinus à
la traversée de l'interface, et dépendent linéairement de la déformation du milieu continu
environnant. On peut alors construire un modèle eﬀectif du comportement de l'interface,
qui reproduit exactement son comportement jusqu'à l'ordre 1.
L'approche présentée Bövik, Benveniste et Miloh présente cependant quelques limites.
Tout d'abord, la forme présentée du comportement eﬀectif de l'interface est particulière-
ment complexe, ce qui ne facilite pas son analyse ni son implantation. De plus, la question
de la stabilité du modèle d'interface proposé ne semble pas abordée par les auteurs, bien
qu'il s'agisse là d'une question cruciale pour l'implantation numérique du modèle. Cette
question sera étudiée plus en détails dans la suite de ce chapitre.
33
 
 
Figure 2.5  Exemples de milieux contenant des hétérogénéités périodiquement réparties
sur une surface. (a) Couche mince homogène (b) Cavités sphériques (c) Microﬁssuration
périodique d'un matériau (d) Armatures en acier dans du béton
2.1.4 Travaux sur le comportement d'une surface d'hétérogénéités
L'analyse asymptotique du comportement eﬀectif d'hétérogénéités périodiquement
réparties sur une surface a fait l'objet de beaucoup moins de travaux. Nguetseng et
Sanchez-Palencia sont les premiers à s'intéresser à ce type de problème à partir des
années 80 [64, 67]. Ils étudient en particulier les eﬀets de concentration de contraintes
susceptibles de se produire au voisinage des hétérogénéités. Abdelmoula et al. étudient
par la suite le comportement eﬀectif d'un composite ﬁbré microﬁssuré, et proposent la
première analyse complète de ce type de défauts [32]. Ces travaux sont ensuite complétés
par Marigo et Pideri, qui étudient le comportement eﬀectif de microﬁssures réparties
sur une surface [62], puis par Geymonat et al., qui proposent une première implantation
numérique du modèle [52].
La principale diﬃculté de ce type d'étude réside dans la description des champs
mécaniques au voisinage des hétérogénéités. En eﬀet, pour pouvoir faire tendre la taille
des hétérogénéités vers zéro, il est nécessaire de séparer la description géométrique de
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ces hétérogénéités, à l'échelle locale, de celle de l'ensemble de la structure. On utilise
pour cela la méthode de séparation d'échelle, qui a été utilisée par Sanchez-Palencia [66],
Léné [60], Andrieux et al. [34], Suquet [71], Devries et al. [48], Briane [42] et Michel
et al. [63] à partir des années 80 pour étudier le comportement mécanique de matériaux
microstructurés tridimensionnels, ou de matériaux quasi-périodiques. En séparant une
échelle de description microscopique de l'échelle macroscopique, cette méthode permet
d'identiﬁer un comportement eﬀectif limite, qui caractérise le comportement mécanique
de ce type de matériaux aux grandes échelles. Dans le cas d'une surface d'hétérogénéités,
cette méthode permet de décrire les champs mécaniques au voisinage de cette surface,
tout en faisant tendre la taille des hétérogénéités vers zéro.
Cependant, à distance de cette surface, le matériau est homogène, et peut être décrit
par une seule échelle de coordonnées spatiales. Il est donc nécessaire d'établir des condi-
tions de raccord entre la surface hétérogène, et le volume homogène environnant. Ces
conditions de raccord sont établies en utilisant la méthode des développement asympto-
tiques raccordés, qui a été introduite pour la première fois par Nguetseng et Sanchez-
Palencia dans ce contexte [64, 67]. Ces auteurs ont démontré qu'on observe entre ces
deux régions des eﬀets de couche limite, équivalents à ceux étudiés par Dumontet dans
les matériaux composites [49], et par Ladevèze, puis Bilteryst et Marigo sur le bord des
structures ﬁnes et élancées [58, 40].
En utilisant ce type de description, Abdelmoula et al., puis Marigo et Pideri dé-
montrent que l'inﬂuence des hétérogénéités sur l'ensemble de la structure est proportion-
nelle à leur taille [32, 62]. Cette inﬂuence se caractérise par une discontinuité des champs
de déplacement et de contraintes à travers la surface d'hétérogénéités. Ces discontinui-
tés varient linéairement en fonction de la déformation du milieu continu environnant, et
peuvent être déterminées en résolvant des problèmes mécaniques élémentaires à l'échelle
d'un motif périodique d'hétérogénéités. Le point délicat de ces approches est qu'elles
obligent à résoudre successivement deux problèmes mécaniques à l'échelle de la struc-
ture : un premier problème homogène, où l'on néglige la présence des hétérogénéités,
puis un second qui permet de prendre en compte l'inﬂuence de ces hétérogénéités au pre-
mier ordre. Ceci complique signiﬁcativement la mise en ÷uvre des calculs numériques.
2.1.5 Démarche proposée dans ce chapitre
On se propose donc d'améliorer cette approche en construisant un modèle d'interface
eﬀective. Ce modèle permet de résoudre un problème mécanique à l'échelle de la structure
en une seule fois. Ce modèle eﬀectif reproduit correctement le comportement mécanique
de la surface d'hétérogénéités jusqu'à l'ordre 1. Il est donc aussi précis que l'approche
par résolution itérative. De plus, il est basé sur une formulation énergétique, ce qui
facilite son analyse, ainsi que son implantation dans un code de calcul éléments ﬁnis. Ce
modèle combine deux comportements relativement classiques : un comportement de type
membrane, qui induit un saut de contrainte à l'interface, et un comportement d'interface
élastique, qui induit un saut de déplacement. La principale diﬃculté posée par ce modèle
est qu'il n'est généralement pas stable : on démontre que l'un des deux comportements est
généralement instable, ce qui pose des problèmes en termes d'implantation numérique.
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Ce modèle est développé de la façon suivante. Dans la deuxième section, on détaille la
formulation du problème mécanique, on explique le principe de la méthode de séparation
d'échelles et on reconstruit les équations de la mécanique pour notre problème à deux
échelles. Dans la troisième section, on résout itérativement ces diﬀérentes équations, et
l'on montre que l'inﬂuence des hétérogénéités est proportionnelle à leur taille. Dans la
quatrième section, on analyse les problèmes microscopiques qui caractérisent le compor-
tement eﬀectif des hétérogénéités, et on construit une énergie eﬀective d'interface. On
propose un encadrement de cette énergie d'interface, et on démontre qu'elle n'est géné-
ralement pas déﬁnie positive. Puis on construit un problème couplé, exact à l'ordre 1,
qui décrit l'interaction entre le volume homogène et les hétérogénéités. Enﬁn, la dernière
section permet d'appliquer le modèle proposé à diﬀérents exemples. On applique cette
approche au cas plus simple d'une couche homogène, et on établit ainsi la cohérence de
notre modèle eﬀectif avec les modèles d'interfaces dites souple et rigide proposés dans la
littérature. On applique également notre méthode à des hétérogénéités plus complexes,
telles que des ﬁssures, des inclusions élastiques et des barres cylindriques. On démontre
ainsi que l'on peut représenter le comportement eﬀectif de barres d'armature dans une
structure en béton armé par un simple modèle de membrane.
2.2 La séparation d'échelles
2.2.1 Le problème étudié
Considérons un corps tridimensionnel, donc la conﬁguration de référence est Ω ⊂ R3.
Le comportement du matériau est linéaire élastique, caractérisé par le tenseur de rigidité
A(x) et par la masse volumique ρ(x), x ∈ Ω étant le vecteur position. À l'exception du
voisinage de la surface Γ, située dans le plan x1 = 0, le corps est homogène, avec un
tenseur de rigidité A = Am et une densité ρ = ρm. Ce matériau est appelé la matrice.
À proximité du plan Γ, le corps contient des hétérogénéités qui forment un réseau pé-
riodique, caractérisé par les vecteurs a et b. Les champs de paramètres matériaux A et
ρ sont donc a- et b-périodiques au voisinage de Γ. Les hétérogénéités peuvent être de
diﬀérents types : il peut s'agir d'inclusions élastiques, d'inclusions ridides, voire de vides
dans le matériau, comme des cavités ou des ﬁssures. Tous ces types d'hétérogénéités pré-
sentent au ﬁnal un comportement homogénéisé très similaire. Cependant, pour simpliﬁer
la présentation, nous nous intéresserons essentiellement au cas où le comportement élas-
tique du matériau est régulier, c'est-à-dire que le tenseur de rigidité A ne présente pas
de valeurs propres nulles ou inﬁnies. Ceci exclut en particulier l'étude du comportement
d'éventuels vides dans le matériau, d'inclusions parfaitement rigides ou de matériaux in-
compressibles. Notons que l'étude des ﬁssures et des cavités est plus largement détaillée
dans l'article de Marigo et Pideri [62].
L'épaisseur de la couche hétérogène est notée ℓ. Les vecteurs de périodicité a et b et
l'épaisseur de la couche ℓ sont supposés être bien plus petits que la structure dans son
ensemble. La frontière ∂Ω du corps est séparée en deux parties ∂FΩ et ∂uΩ. Une densité
de forces de surface F est appliquée sur ∂FΩ, tandis qu'un champ de déplacement ud est
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Figure 2.6  Le problème élastique linéaire standard, avec forces et déplacements im-
posés. Les hétérogénéités sont situées à proximité du plan Γ, et sont disposées selon un
réseau périodique, caractérisé par les vecteurs a et b.
imposé sur ∂uΩ (voir Figure 2.6). Le corps est également soumis à une gravité uniforme g.
Dans ce cadre, l'équilibre du corps est gouverné par le système d'équations suivant :
σ = A :ε(u) dans Ω
div(σ) + ρg = 0 dans Ω
σ ·n = F sur ∂FΩ
u = ud sur ∂uΩ
(2.1)
Ces équations correspondent respectivement à la relation de comportement, à l'équation
d'équilibre et aux conditions limite en contrainte et en déplacement. Ce problème est un
problème élasto-statique linéaire classique, et nous savons par des théorèmes classiques
que, pourvu que les données F et ud soient suﬃsamment régulières, il admet une unique
solution d'énergie ﬁnie. De plus, le champ de déplacement solution est l'unique minimum
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de la fonctionnelle énergie potentielle
P(u) =
1
2
∫
Ω
ε(u) :A :ε(u) dΩ−
∫
Ω
ρg ·u dΩ−
∫
∂FΩ
F ·u dS,
sur l'ensemble des champs de déplacement cinématiquement admissibles
C =
{
w
∣∣∣ w ∈ H1(Ω)3, w = ud sur ∂uΩ} .
2.2.2 Séparation des échelles de longueur
L'objectif de la séparation d'échelle est d'identiﬁer un comportement eﬀectif pour
une microstructure donnée. Cette microstructure est supposée périodique, ou quasi-
périodique, et l'idée est de construire le comportement limite de ce matériau lorsque
la taille de la microstructure tend vers zéro. Dans cet objectif, il est nécessaire de donner
une déﬁnition claire de la microstructure. On introduit donc les paramètres de longueur
suivants : la taille de la structure complète est notée H, tandis que la taille d'un motif
périodique est notée h. Comme notre modèle décrit une grande variété d'hétérogénéités,
il est diﬃcile de donner une déﬁnition générale de ces paramètres, mais en pratique, H
est la plus petite dimension de la structure complète, tandis que h est la plus grande
dimension d'un motif d'hétérogénéité, c'est-à-dire le maximum de ℓ, ||a|| et ||b||. Dans
toute la suite, le rapport entre ces deux échelles est noté η = h/H, qui est donc un petit
paramètre sans dimension.
Un point clé dans la séparation d'échelle est de séparer proprement la description de
la microstructure de celle de la structure complète. Cette séparation peut être introduite
de la façon suivante. Le volume Ω peut être séparé en deux parties : le domaine extérieur
homogène, éloigné de la surface Γ, et le domaine intérieur, au voisinage de la surface Γ.
Le domaine extérieur (qui sera au ﬁnal identiﬁé à Ω \ Γ) est homogène, et peut donc
être décrit classiquement par un unique système de coordonnées macroscopique. Inver-
sement, le domaine intérieur hétérogène doit être décrit par un système de coordonnées
à deux échelles, pour pouvoir décrire les hétérogénéités. Dans cette région, comme la
microstructure est périodique, la position d'un point peut être déﬁnie par deux données
indépendantes : la position du motif périodique auquel le point appartient, et sa position
relative dans le motif. La première donnée est notée xi, et décrit le centre géométrique du
motif. C'est un vecteur, qui prend des valeurs discrètes, et vériﬁe par déﬁnition xi ∈ Γ.
On peut voir ce vecteur comme la position macroscopique du point (voir Figure 2.7).
Si la position réelle du point physique est donnée par le vecteur position X, la diﬀé-
rence X −xi est un petit vecteur, décrivant la position relative du point à l'intérieur du
motif périodique. En introduisant le rapport d'échelles η, on déﬁnit la position du point
dans le motif périodique par :
y =
1
η
(X − xi) (2.2)
Par déﬁnition, y ∈ R×Y, avec Y la section transverse du motif périodique. Ce volume est
appelé la cellule périodique, et sera notée Y par la suite. Notons que la cellule périodique
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Figure 2.7  Séparation des coordonnées dites macroscopiques et microscopiques. Les
coordonnées macroscopiques xi décrivent le centre du motif périodique, et les coordonnées
microscopiques ηy décrivent la position relative du point dans la cellule périodique.
n'est pas bornée dans la direction transverse. Le vecteur y ∈ Y prend des valeurs conti-
nues, et détermine la position relative du point dans la cellule élémentaire. Comme la
microstructure est périodique, cette position relative est déﬁnie modulo les deux vecteurs
a/η et b/η, et nous avons :
y +
1
η
(na+mb) ≡ y ∀(n,m) ∈ Z2
Cette relation signiﬁe que les champs physiques doivent être a/η- et b/η-périodiques par
rapport à la variable y. Les champs respectant cette propriété de périodicité seront dits
y′-périodiques dans la suite.
La position réelle X d'un point à proximité de l'interface est donnée par le couple
(xi,y) ∈ Γ × Y, xi prenant des valeurs discrètes et y prenant des valeurs continues
périodiques. Notons que xi et y sont tous les deux de l'ordre de H, ce qui simpliﬁera les
développements par la suite. Lorsque η tend vers zéro, la microstructure devient très ﬁne,
et les valeurs prises par xi deviennent dense dans l'ensemble continu Γ. Ceci justiﬁe que
l'on considère xi comme un paramètre continu, noté x′ dans la suite des développements.
Avec cette approximation, la position d'un point est déﬁnie par deux paramètres continus
indépendants, ce qui peut s'écrire :
X(x′,y) = x′ + ηy (2.3)
Notons que, lorsque la microstructure n'est pas périodique, il est bien plus diﬃcile de
déﬁnir rigoureusement les échelles microscopiques et macroscopiques. Pourtant, on ne
voit pas ce qui empêcherait de déﬁnir un comportement eﬀectif aux grandes échelles.
Il s'agit là d'un point diﬃcile de la théorie de l'homogénéisation, qui a été étudié par
plusieurs auteurs [42, 45].
Par la suite, nous utiliserons les deux systèmes de coordonnées, suivant le domaine
auquel on s'intéresse :
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Ω \ Γ
y1
y2
y3
Y
Figure 2.8  Le problème original est séparé en un problème microscopique et un pro-
blème macroscopique. À l'échelle macroscopique, les hétérogénéités se réduisent à une
simple interface, tandis qu'à l'échelle microscopique, les hétérogénéités forment un ré-
seau inﬁni périodique. La cellule périodique Y est bornée dans les directions y2 et y3,
mais inﬁnie dans la direction y1.
1. À l'échelle macroscopique, un point du domaine extérieur Ω \ Γ est déﬁni par les
coordonnées macroscopiques cartésiennes x = (x1, x2, x3), avec la base orthonor-
male associée (e1, e2, e3). La coordonnée x1 décrit la distance (signée) d'un point
au plan Γ, tandis que les deux autres coordonnées décrivent le plan tangent. Notons
que e2 et e3 ne sont pas nécessairement alignés avec a et b. Un point (0, x2, x3) de
Γ sera identiﬁé à x′ = (x2, x3).
2. À l'échelle microscopique, un point du domaine intérieur Γ×Y est caractérisé par
les coordonnées macroscopiques x′ = (x2, x3) et les coordonnées microscopiques
y = (y1, y2, y3), qui sont déduites des coordonnées macroscopiques à proximité de
l'interface via la relation (2.2). Les coordonnées périodiques y′ = (y2, y3) décrivent
la position relative d'un point dans le plan tangent, tandis que y1 décrit la distance
d'un point au plan moyen Γ.
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2.2.3 La décomposition des champs
Décomposition des champs physiques
Les champs de déplacement et de contrainte solutions de (2.1) dépendent du para-
mètre η, et seront donc notés uη et ση dans la suite. En suivant la méthode de séparation
d'échelle, les champs physiques sont décomposés en séries entières du paramètre η. On
distingue deux types de décompositions, suivant que l'on considère les champs physiques
dans le domaine intérieur ou dans le domaine extérieur. On suppose donc que les champs
peuvent se décomposer de la façon suivante :
Décomposition dans le domaine extérieur
uη(x) = u0(x) + ηu1(x) + η2u2(x) + . . . (2.4)
ση(x) = σ0(x) + ησ1(x) + η2σ2(x) + . . . (2.5)
Notons que les champs ui et σi sont déﬁnis dans tout le domaine extérieur Ω\Γ, bien que
ces développements ne soient pas une bonne approximation des champs réels au voisinage
de Γ.
Décomposition dans le domaine intérieur
uη(X) = v0(x′,y) + ηv1(x′,y) + η2v2(x′,y) + . . . (2.6)
ση(X) = τ 0(x′,y) + ητ 1(x′,y) + η2τ 2(x′,y) + . . . (2.7)
Les champs vi et τ i sont déﬁnis sur le domaine intérieur Γ× Y, et sont y′-périodiques.
On peut démontrer que 2 le premier ordre non nul dans ces diﬀérents développements
est toujours l'ordre 0. Les termes indicés par 0 correspondent à la limite des champs
lorsque le paramètre η tend vers zéro ; les termes indicés par 1 correspondent quant à
eux à la composante des champs physiques dont l'amplitude varie linéairement avec le
paramètre η, et ainsi de suite. Ces développements peuvent donc se comprendre comme
une sorte de développement de Taylor du comportement du modèle en fonction du pa-
ramètre η. Comme η est un petit paramètre, on peut s'attendre à ce que la contribution
des termes d'ordre élevé sur le comportement global de la structure soit négligeable. On
peut donc chercher à identiﬁer un comportement eﬀectif des hétérogénéités en étudiant
la forme des premiers termes du développement. Dans le cadre de cette étude, on s'inté-
ressera essentiellement à l'ordre 1, car l'inﬂuence des hétérogénéités sur le comportement
de la structure s'avèrera proportionnelle à η dans la limite η → 0. Notons cependant que,
à l'instar des séries de Taylor, on ne sait pas démontrer a priori que ces séries convergent.
On restera donc prudent dans l'utilisation de telles sommes inﬁnies, en précisant que leur
écriture reste avant tout formelle.
2. On peut vériﬁer que les termes d'ordres négatifs sont nuls. Inversemement, si les séries ne com-
mencent qu'à l'ordre 1, les conditions limites ne peuvent pas être vériﬁées.
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Décomposition des équations
Après avoir décomposé les champs physiques en séries entières du paramètre η, il reste
à établir les équations de la mécanique auxquelles satisfont les diﬀérents termes de ces
développements. Introduisons donc les deux types de développements dans le problème
élastique (2.1). Pour les développements intérieurs, il est nécessaire de reformuler les
opérateurs diﬀérentiels en termes des coordonnées macroscopiques et microscopiques. En
utilisant la relation (2.3), on peut reformuler l'opérateur gradient de la façon suivante :
∂(·)
∂X
→
∂(·)
∂x′
+
1
η
∂(·)
∂y
Cette règle est très générale, et peut être appliquée à tous les opérateurs diﬀérentiels du
premier ordre. Par exemple, si ε est la partie symétrique du gradient, on obtient
ε(·) → εx′(·) +
1
η
εy(·),
où εx′ et εy sont respectivement les parties symétriques du gradient par rapport aux
coordonnées macroscopiques et microscopiques. En termes de composantes, εy s'écrit
classiquement
εy(v) =
(
∂vi
∂yj
+
∂vj
∂yi
)
ei ⊗s ej ,
où les indices latins varient de 1 à 3, et ei ⊗s ej est le produit dyadique symétrisé
ei ⊗s ej =
1
2(ei ⊗ ej + ej ⊗ ei). En revanche, εx′ s'écrit :
εx′(v) =
(
∂vα
∂xβ
+
∂vβ
∂xα
)
eα ⊗s eβ +
∂v1
∂xα
e1 ⊗s eα
On reconnait dans les premiers termes de cette équation la déformation membranaire de
Γ, qui aura une grande inﬂuence sur le comportement mécanique des hétérogénéités. On
introduit donc le tenseur des déformations membranaires
εΓ(v) =
(
∂vα
∂xβ
+
∂vβ
∂xα
)
eα ⊗s eβ , (2.8)
de sorte que
εx′(v) = εΓ(v) +
∂v1
∂xα
e1 ⊗s eα. (2.9)
L'opérateur divergence peut être réécrit de la même façon :
div(·) → divx′(·) +
1
η
divy(·)
L'opérateur divy s'écrit classiquement en composantes
divyτ =
∂τij
∂xj
ei,
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tandis que divx′ s'écrit
divx′τ =
∂τiα
∂xα
ei =
∂τβα
∂xα
eβ +
∂τ1α
∂xα
e1.
On reconnaît dans le premier terme de cette somme la divergence d'un ﬂux d'interface.
On introduit donc l'opérateur
divΓτ =
∂τβα
∂xα
eβ , (2.10)
de sorte que divx′ s'écrit
divx′τ = divΓτ +
∂τ1α
∂xα
e1. (2.11)
Ainsi, dans le domaine intérieur, l'équation d'équilibre et la relation de comportement
s'écrivent formellement :

+∞∑
i=0
(
ηidivx′(τ
i) + ηi−1divy(τ
i)
)
+ ρg = 0
+∞∑
i=0
ηiτ i =
+∞∑
i=0
A :
(
ηiεx′(v
i) + ηi−1εy(v
i)
) dans Γ× Y (2.12)
Pour les développements extérieurs, comme seules les coordonnées macroscopiques x
interviennent, l'équilibre et la relation de comportement s'écrivent simplement :

+∞∑
i=0
ηidiv(σi) + ρmg = 0
+∞∑
i=0
ηiσi =
+∞∑
i=0
ηiAm :ε(ui)
dans Ω \ Γ (2.13)
En identiﬁant les puissances de η, on obtient une suite d'équations qui sont détaillées
dans les tableaux suivants.
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Équations d'équilibre
Ordre Domaine extérieur Ω \ Γ Domaine intérieur Γ× Y
−1 aucune divy(τ 0) = 0
0 div(σ0) + ρmg = 0 divx′(τ
0) + divy(τ
1) + ρg = 0
i ≥ 1 div(σi) = 0 divx′(τ
i) + divy(τ
i+1) = 0
Relations de comportement
Ordre Domaine extérieur Ω \ Γ Domaine intérieur Γ× Y
−1 aucune A :εy(v0) = 0
i ≥ 0 σi = Am :ε(ui) τ i = A :εx′(v
i) + A :εy(v
i+1)
De même, les conditions limite se décomposent de la façon suivante.
Conditions limite
Ordre Conditions de Dirichlet Conditions de Neumann
0 u0 = ud σ0 ·n = F
i ≥ 1 ui = 0 σi ·n = 0
Remarque 1. On omet volontairement les conditions limite qui s'appliquent sur le do-
maine intérieur, c'est-à-dire sur ∂Γ ∩ ∂uΩ et ∂Γ ∩ ∂FΩ. Ces conditions limite n'ont pas
d'inﬂuence à l'ordre 1 pourvu que les forces extérieures F et les déplacements imposés ud
soient suﬃsamment lisses dans ces régions. L'identiﬁcation de l'inﬂuence de ces condi-
tions limite nécessiterait une séparation d'échelle supplémentaire entre les hétérogénéités
réparties sur Γ, et celles situées sur le bord de cette surface.
Conditions de raccord
Nous devons maintenant établir des conditions de raccord entre les développements
intérieurs et extérieurs. Pour cela, on s'appuie sur le fait que ces développements sont tous
deux valables dans des régions intermédiaires. En eﬀet, les champs ui et σi du domaine
extérieur constituent une bonne approximation des champs physiques tant que l'on ne
s'approche pas trop des hétérogénéités, c'est-à-dire tant que |x1| ≫ h. Inversement, les
champs vi et τ i du domaine intérieur constituent une approximation pertinente des
champs physiques à proximité des hétérogénéités, lorsque |x1| ≪ H. Ces développements
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sont donc tous deux valables dans des régions intermédiaires, situées de part et d'autre
de la surface Γ, et caractérisées par la double contrainte h≪ |x1| ≪ H.
Dans le domaine extérieur, en introduisant le paramètre η = h/H, on peut réécrire
cette contrainte sous la forme ηH ≪ |x1| ≪ H. Pour ﬁxer les idées, on peut choisir
par exemple x1 ≈ ±√ηH, de sorte que les inégalités sont vériﬁées dès que η ≪ 1.
Réciproquement, dans le domaine intérieur, comme x1 = ηy1, les régions intermédiaires
sont caractérisées par H ≪ |y1| ≪ H/η, et l'on choisit de prendre y1 ≈ ±H/√η. Ainsi,
lorsque η → 0, on a simultanément x1 → 0± et y1 → ±∞. En d'autres termes, les champs
du domaine extérieur au voisinage de Γ sont raccordés avec les champs du domaine
intérieur à l'inﬁni.
Pour établir les conditions de raccord, on introduit le développement de Taylor des
champs du domaine extérieur à proximité de Γ :
ui(x) = ui±(x′) + x1
∂ui
∂x1
∣∣∣∣± (x′) + x212 ∂2ui∂x21
∣∣∣∣± (x′) +O(x31)
σi(x) = σi±(x′) + x1
∂σi
∂x1
∣∣∣∣± (x′) + x212 ∂2σi∂x21
∣∣∣∣± (x′) +O(x31)
Puisque nous avons x1 = ηy1, on peut réécrire les développements précédents sous la
forme :
ui(ηy1,x
′) = ui±(x′) + ηy1
∂ui
∂x1
∣∣∣∣± (x′) + η2 y212 ∂2ui∂x21
∣∣∣∣± (x′) +O(η3y31) (2.14)
σi(ηy1,x
′) = σi±(x′) + ηy1
∂σi
∂x1
∣∣∣∣± (x′) + η2 y212 ∂2σi∂x21
∣∣∣∣± (x′) +O(η3y31) (2.15)
Dans les régions intermédiaires, les développements intérieurs et extérieurs sont tous
deux valables, donc les sommes inﬁnies (2.4) et (2.6) sont égales. En utilisant la relation
(2.14), on obtient dans la limite η → 0 (les arguments sont temporairement omis) :
v0 + ηv1 + η2v2 +O(η3) = u0± + η
(
u1± + y1
∂u0
∂x1
∣∣∣∣±
)
+ η2
(
u2± + y1
∂u1
∂x1
∣∣∣∣± + y212 ∂2u0∂x21
∣∣∣∣±
)
+O(η3y31)
Comme on a choisi y1 ≈ ±H/√η, lorsque η → 0, on a simultanément y1 → ±∞. En
identiﬁant dans l'égalité précédente les trois premières puissances de η, on obtient donc :
u0
±
(x′) = lim
y1→±∞
v0(x′,y)
u1
±
(x′) = lim
y1→±∞
(
v1(x′,y)− y1 ∂u
0
∂x1
∣∣∣∣± (x′)
)
u2
±
(x′) = lim
y1→±∞
(
v2(x′,y)− y1 ∂u
1
∂x1
∣∣∣∣± (x′)− y212 ∂2u0∂x21
∣∣∣∣± (x′)
)
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En introduisant les développements (2.5), (2.7) et (2.15), on obtient de même :
σ0
±
(x′) = lim
y1→±∞
τ 0(x′,y)
σ1
±
(x′) = lim
y1→±∞
(
τ 1(x′,y)− y1 ∂σ
0
∂x1
∣∣∣∣± (x′)
)
σ2
±
(x′) = lim
y1→±∞
(
τ 2(x′,y)− y1 ∂σ
1
∂x1
∣∣∣∣± (x′)− y212 ∂2σ0∂x21
∣∣∣∣± (x′)
)
Dans les identités précédentes, les membres de gauche dépendent de x′, tandis que ceux
de droite dépendent de x′ et y′. Pour que les conditions de raccord soient identiquement
respectées, les champs vi et τ i ne doivent donc pas dépendre de y′ dans les régions inter-
médiaires. On pourra vériﬁer dans la suite des développements que cette contrainte est
respectée (cf. Section 2.3.3). Notons également que les termes d'ordre élevé sont couplés
avec tous les ordres précédents, ce qui rend les conditions de raccord très vite complexes.
Cependant, dans la suite des développements, on s'intéressera essentiellement aux deux
premiers ordres, qui suﬃsent à caractériser un comportement eﬀectif des hétérogénéités.
2.3 Résolution itérative des problèmes intérieurs et exté-
rieurs
Nous avons donc établi les équations d'équilibre et les relations de comportement dans
les domaines intérieurs et extérieurs, ainsi que les conditions de raccord entre les deux
domaines. En utilisant ces équations, on peut résoudre le problème complet de façon ité-
rative, en commençant par l'ordre 0, et en étudiant alternativement le problème intérieur
à proximité des hétérogénéités, et le problème extérieur à l'échelle de la structure.
2.3.1 Le problème intérieur d'ordre 0
Au sein d'un motif d'hétérogénéité, la relation de comportement d'ordre −1 peut
s'écrire A : εy(v0) = 0. Comme la rigidité du matériau est déﬁnie positive, elle est
inversible, et l'on a donc εy(v0) = 0. Cette relation signiﬁe que v0 est un mouvement de
corps rigide à l'échelle d'une cellule périodique. Comme v0 est y′-périodique, v0 ne peut
être qu'une translation uniforme à l'échelle de la cellule, et ne dépend donc pas de y.
La valeur de cette translation dépend en revanche de x′, et reste inconnue à cette étape.
Elle sera déterminée par le problème extérieur d'ordre 0.
2.3.2 Le problème extérieur d'ordre 0
En utilisant le résultat précédent, on peut à présent résoudre le problème extérieur
d'ordre 0. Dans le domaine extérieur, la relation de comportement et l'équation d'équilibre
d'ordre 0 s'écrivent respectivement σ0 = Am :ε(u0) et div(σ0)+ρmg = 0, tandis que les
conditions limite d'ordre 0 s'écrivent σ0 ·n = F sur ∂FΩ, et u0 = ud sur ∂uΩ.
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Nous devons à présent identiﬁer une possible inﬂuence des hétérogénéités sur le pro-
blème extérieur d'ordre 0. Cette inﬂuence peut se traduire par des sauts de déplacement
ou de contraintes à travers l'interface Γ. Pour identiﬁer ces éventuels sauts, on utilise les
conditions de raccord établies entre les problèmes intérieurs et extérieurs. Ces conditions
de raccord pour le déplacement s'écrivent à l'ordre 0
u0±(x′) = lim
y1→±∞
v0(x′,y),
et comme v0 est une simple translation uniforme à l'échelle de la cellule, on obtient
v0(x′) = u0+(x′) = u0−(x′) sur Γ.
Ainsi, les déplacements d'ordre 0 sont continus à la traversée de l'interface Γ :
[[u0]] = 0 sur Γ
Déterminons à présent le saut de contrainte. Les conditions de raccord d'ordre 0
s'écrivent :
σ0±(x′) = lim
y1→±∞
τ 0(x′,y)
L'équation d'équilibre s'écrit à l'ordre −1, divy(τ 0) = 0. En intégrant la divergence du
champ de contrainte sur la section transverse Y, on obtient avec le théorème d'Ostro-
gradsky : ∫
Y
divy(τ
0) dy′ =
∫
Y
(
∂τ 0
∂y1
·e1 + ∂τ
0
∂yα
·eα
)
dy′
=
∂
∂y1
∫
Y
τ 0 ·e1 dy′ +
∫
∂Y
τ 0 ·n dℓ
Dans la relation précédente, n est la normale sortante au bord de la section transverse
Y. En utilisant les conditions de périodicité sur τ 0 et l'équation d'équilibre, on obtient :
∂
∂y1
∫
Y
τ 0(x′,y)·e1 dy′ = 0
Enﬁn, en introduisant la notation
〈f〉Y (x′, y1) =
1
mesure(Y)
∫
Y
f(x′,y) dy′, (2.16)
l'équation précédente s'écrit
∂
∂y1
〈
τ 0 ·e1
〉
Y
= 0.
Ceci signiﬁe que la contrainte moyenne
〈
τ 0 ·e1
〉
Y
est indépendante de y1 (mais dépend
de x′). Notons bien que ceci n'est vrai qu'en moyenne, car τ 0 n'est pas uniforme au
sein d'un motif périodique, comme on le verra par la suite. En particulier, ce résultat
47
signiﬁe que la moyenne des contraintes dans les limites y1 → ±∞ sont les mêmes. Par
conséquent, les conditions de raccord s'écrivent :
σ0+(x′)·e1 = σ0−(x′)·e1 =
〈
τ 0 ·e1
〉
Y
(x′)
On en déduit que la contrainte d'ordre 0 est continue à la traversée de l'interface :
[[σ0]]·e1 = 0 sur Γ
Nous avons démontré que les hétérogénéités n'introduisent ni saut de déplacement ni
saut de contrainte à travers l'interface. Pour être complet, il faudrait démontrer également
que les hétérogénéités n'introduisent pas d'eﬀets de bord, tels que des forces linéiques
sur le bord ∂Γ de la surface. Ceci demanderait d'étudier le comportement mécanique
des hétérogénéités qui se trouvent au voisinage de ∂Γ, ce qui alourdirait beaucoup la
démonstration. On admet donc que les hétérogénéités n'introduisent pas non plus d'eﬀets
de bord à l'ordre 0.
Ainsi, la surface où se trouvent les hétérogénéités se comporte à l'ordre 0 comme
une interface parfaite : elle assure la continuité de la contrainte normale σ0 ·e1 et du
déplacement u0 à travers l'interface. La structure se comporte donc comme si elle était
entièrement homogène, et le système d'équations régissant son comportement à l'ordre 0
peut s'écrire : 
σ0 = Am :ε(u0) dans Ω
div(σ0) + ρ∗g = 0 dans Ω
σ0 ·n = F sur ∂FΩ
u0 = ud sur ∂uΩ
(2.17)
En conclusion, les hétérogénéités n'ont pas d'inﬂuence sur la structure à l'ordre 0. Ce
résultat a été précédemment établi par plusieurs travaux, et peut être compris de la
façon suivante : lorsque l'épaisseur de la couche hétérogène contenant les hétérogénéités
tend vers 0, sa rigidité propre devient négligeable. Ainsi, on devine que l'inﬂuence de
cette couche hétérogène devrait être proportionnelle à son épaisseur. Il faut donc pousser
notre analyse jusqu'à l'ordre 1 pour identiﬁer le comportement eﬀectif de la surface.
Cependant, on doit insister sur le fait que ce résultat est une conséquence directe
des hypothèses que nous avons faites sur le comportement du matériau. Nous avons
supposé que la rigidité des hétérogénéités ne dépend pas de leur taille. Bien que cette
hypothèse soit assez naturelle, on pourrait la remettre en question. Dans des travaux
précédents concernant l'étude d'une couche mince homogène, plusieurs auteurs ont fait
l'hypothèse que le comportement des hétérogénéités dépend de η. En particulier, si la
rigidité du matériau est proportionnelle à η ou η−1  c'est-à-dire si la couche est très
souple, ou très rigide, comparé au volume environnant  la couche a une inﬂuence sur
le comportement de la structure à l'ordre 0. Dans le dernier cas, la couche se comporte
comme une membrane, tandis que dans le premier cas, elle se comporte comme une
interface élastique. Ces modèles sont très intéressants, car ils sont très simples à implanter,
mais il ne sont pas adaptés à la description d'hétérogénéités plus complexes. Nous verrons
dans la dernière section que notre modèle couvre davantage d'applications, tout en restant
cohérent avec ces modèles.
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2.3.3 Le problème intérieur d'ordre 1
Formulation du problème
Nous avons vu précédemment que le champ de déplacement intérieur v0 est une
simple translation à l'échelle de la microstructure. Pour caractériser plus précisément
le comportement des hétérogénéités, il est donc nécessaire d'étudier le terme suivant
dans le développement asymptotique. Dans le domaine intérieur, l'équation d'équilibre
d'ordre −1 s'écrit divy(τ 0) = 0, tandis que la relation de comportement d'ordre 0 s'écrit
τ 0 = A : (εx′(v
0) + εy(v
1)). Comme v0(x′) = u0(0,x′) sur Γ, cette dernière devient :
τ 0 = A : (εx′(u
0) + εy(v
1)) (2.18)
Les champs intérieurs v1 et τ 0 sont reliés aux champs extérieurs u0 et σ0 via les condi-
tions de raccord :
u1±(x′) = lim
y1→±∞
(
v1(x′,y)− y1 ∂u
0
∂x1
∣∣∣∣± (x′)
)
σ0±(x′) = lim
y1→±∞
τ 0(x′,y)
Nous avons établi dans la section précédente que la surface Γ présente un comportement
d'interface parfaite à l'ordre 0. Comme les forces de volume et le comportement élastique
de la matrice sont réguliers (car uniformes) au voisinage de cette surface, la solution
du problème extérieur d'ordre 0 (2.17) est régulière. En particulier, le gradient de la
transformation ∂u0/∂x est continu à la traversée de Γ. On peut donc identiﬁer les limites
du gradient de cette transformation à gauche et à droite de Γ, en écrivant
∂u0
∂x1
∣∣∣∣+ (x′) = ∂u0∂x1
∣∣∣∣− (x′) = ∂u0∂x1 (0,x′),
de sorte que la condition de raccord en déplacement devient
u1±(x′) = lim
y1→±∞
(
v1(x′,y)− y1∂u
0
∂x1
(0,x′)
)
.
De même, la contrainte σ0± est continue à la traversée de Γ :
σ0+(x′) = σ0−(x′) = σ0(0,x′)
La condition de raccord en contrainte peut donc s'écrire :
σ0(0,x′) = lim
y1→±∞
τ 0(x′,y)
Le problème d'équilibre intérieur à l'ordre 1 peut donc s'écrire de la façon suivante :
τ 0 = A : (εx′(u
0) + εy(v
1)) dans Γ× Y
divy(τ
0) = 0 dans Γ× Y
lim
y1→±∞
τ 0 ·e1 = σ0 ·e1
v1 et τ 0 sont y′−pe´riodiques
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Notons que l'on n'utilise qu'une partie des conditions de raccord dans la formulation de
ce problème. On verra dans la suite des développements que les autres conditions sont
vériﬁées automatiquement. Les paramètres de chargement de ce problème sont la prédé-
formation εx′(u0), et la contrainte exercée aux bords du domaine σ0·e1. Ces chargements
sont prédéterminés par la résolution du problème extérieur d'ordre 0 (2.17).
On choisit de reformuler ce problème, en eﬀectuant le changement de variable suivant :
v˚1(x′,y) = v1(x′,y) + y1
∂u01
∂xα
(0,x′) eα
À l'instar de v1, ce champ de déplacement est bien y′-périodique. On peut réexprimer la
relation de comportement en fonction de ce nouveau champ :
τ 0 = A : (εx′(u
0) + εy(v
1))
= A : (εx′(u
0)− ∂u
0
1
∂xα
(x′)eα ⊗s e1 + εy (˚v1))
= A : (εΓ(u
0) + εy (˚v
1))
Le tenseur εΓ(u0) est le tenseur des déformations membranaires de l'interface, introduit
dans (2.9).
Les conditions de raccord en contrainte sont inchangées. En revanche, les conditions
de raccord en déplacement deviennent :
u1± = lim
y1→±∞
(
v˚1 − y1 ∂u
0
1
∂xα
(0,x′)eα − y1∂u
0
∂x1
(0,x′)
)
= lim
y1→±∞
(˚
v1 − y1ε11(u0)e1 − 2y1ε1α(u0)eα
)
(2.19)
Ces conditions de raccord ne font intervenir que la déformation du milieu environnant. Le
changement de variable a donc permis d'éliminer la rotation de corps rigide de l'interface,
qui n'a pas d'inﬂuence sur le comportement mécanique des hétérogénéités. Le champ de
déplacement v˚1 s'interprète donc comme un champ de déplacement pivoté à l'échelle de
la cellule élémentaire.
Le problème mécanique d'ordre 1 dans le domaine intérieur s'écrit alors :
τ 0 = A : (εΓ(u
0) + εy (˚v
1)) dans Γ× Y
divy(τ
0) = 0 dans Γ× Y
lim
y1→±∞
τ 0 ·e1 = σ0 ·e1
v˚1 et τ 0 sont y′−pe´riodiques
(2.20)
Ce problème est un problème élastique posé sur le domaine inﬁni Γ × Y. Ce type
de problème a déjà été étudié par Sanchez-Palencia et Dumontet [49, 67]. Il admet une
solution unique pour τ 0, et unique à une translation près pour v˚1, cette translation étant
une fonction indéterminée de x′. En raison de la périodicité des champs vis-à-vis de y′,
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et de l'homogénéité du comportement de la cellule lorsque |y1| → ∞, la contrainte τ 0
dans la cellule converge de façon exponentielle vers σ0 lorsque y1 tend vers ±∞. Les
conditions limite pour la contrainte sont donc entièrement respectées.
On peut de même démontrer que les conditions de raccord en déplacement (2.19)
sont bien posées. Pour cela, intéressons-nous à la forme du champ de déplacement :
vˆ(x′,y) = v˚1(x′,y)− y1ε11(u0)(x′)e1 − 2y1ε1α(u0)(x′)eα (2.21)
Si l'on calcule la déformation de ce champ de déplacement par rapport à la variable y,
on obtient
εy(vˆ) = εy (˚v
1)− ε11(u0)e1 ⊗s e1 − 2ε1α(u0)eα ⊗s e1,
où l'on omet la dépendance spatiale des champs. En passant à la limite y1 → ±∞, on
obtient :
lim
y1→±∞
εy(vˆ) = lim
y1→±∞
(
εy (˚v
1)
)
− ε11(u0)e1 ⊗s e1 − 2ε1α(u0)eα ⊗s e1
Or la relation de comportement du problème intérieur d'ordre 1 (2.20) peut s'écrire
εy (˚v
1) = A−1 :τ 0 − εΓ(u0). Comme on a limy1→±∞ τ 0 = σ0, on en déduit :
lim
y1→±∞
εy(vˆ) = ε(u
0)− εΓ(u0)− ε11(u0)e1 ⊗s e1 − 2ε1α(u0)eα ⊗s e1
= 0
Le champ de déplacement vˆ converge donc exponentiellement vers deux mouvements de
corps rigide distincts lorsque y1 tend vers ±∞. En raison des conditions de périodicité, ces
mouvements de corps rigide ne peuvent être que de simples translations, qui ne dépendent
que de x′. Ainsi, la limite qui apparaît dans les conditions de raccord (2.19) est bien ﬁnie,
et ne dépend pas de y′. Ces conditions de raccord sont donc bien posées, et seront utilisées
dans la formulation du problème extérieur d'ordre 1. Notons cependant que, comme les
champs de déplacement solution de (2.20) ne sont uniques qu'à une translation près,
seule la diﬀérence entre ces deux translations est bien déﬁnie. Comme pour le problème
intérieur d'ordre 0, la valeur exacte de ces translations sera déterminée par le problème
extérieur d'ordre 1.
Remarque 2. Dans le cas où la cellule élémentaire est homogène, la solution du problème
intérieur à l'ordre 1 est triviale. On peut vériﬁer en eﬀet que le champ de déplacement
v˚1(x′,y) = y1ε11(u
0)(x′)e1 + 2y1ε1α(u
0)(x′)eα, (2.22)
constitue l'unique solution (à une translation près) du système d'équations (2.20). D'après
la relation de comportement du système (2.20), le champ de contrainte dans la cellule
élémentaire est homogène, et égal à σ0.
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Les problèmes élémentaires
Les paramètres de chargement de ce problème intérieur sont donc εΓ(u0) et σ0·e1, qui
sont respectivement la déformation membranaire de l'interface, et la contrainte exercée
sur l'interface à l'ordre 0. Chacun de ces paramètres de chargement compte trois compo-
santes indépendantes. On compte donc au total six modes de chargement indépendants
de la cellule élémentaire. Comme ce problème est linéaire, le principe de superposition
est valable. Il suﬃt donc de résoudre six problèmes élémentaires posés sur la cellule
élémentaire Y pour connaître son comportement quel que soit le chargement extérieur.
Considérons tout d'abord les problèmes élémentaires associés aux forces exercées sur
l'interface. On note V i et T i les champs de déplacement et de contrainte solution du
ie`me problème élémentaire, qui s'écrit :
T i = A :εy(V
i) dans Y
divy(T
i) = 0 dans Y
lim
y1→±∞
T i ·e1 = δi
V i et T i sont y′−pe´riodiques
(2.23)
Dans ces équations, δi est le symbole de kronecker usuel, qui s'écrit en composantes
δij , et qui vaut 1 si et seulement si i = j. De même, on note W
αβ et Sαβ les champs
de déplacement et de contrainte solution du problème élémentaire (αβ), associé aux
déformations membranaires de la surface Γ, qui s'écrit :
Sαβ = A : (Iαβ + εy(W
αβ)) dans Y
divy(S
αβ) = 0 dans Y
lim
y1→±∞
Sαβ ·e1 = 0
W αβ et Sαβ sont y′−pe´riodiques
(2.24)
Dans ce système, Iαβ est le tenseur du second ordre déﬁni par Iαβ = δα ⊗s δβ . Par
symétrie du tenseur Iαβ , les problèmes (αβ) et (βα) sont identiques, et il existe donc
bien trois problèmes élémentaires indépendants associés aux déformations membranaires
de l'interface.
Chacun des six problèmes élémentaires admet une solution unique pour le champ
de déplacement, à une translation uniforme près. Pour bloquer cette translation, on
peut imposer une contrainte arbitraire sur le déplacement d'ensemble. En utilisant les
conditions de raccord du champ de déplacement (2.19), on peut imposer par exemple que
la moyenne des limites en ±∞ soit nulle. Ceci revient à imposer simplement :
lim
y1→∞
(
V i(y1,y
′) + V i(−y1,y′)
)
= 0
lim
y1→∞
(
W αβ(y1,y
′) +W αβ(−y1,y′)
)
= 0
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En utilisant ces solutions élémentaires, la solution générale du problème intérieur
d'ordre 1 peut s'écrire
v˚1(x′,y) = V i(y)σ01i(0,x
′) +W αβ(y)εαβ(u
0)(0,x′) + vˇ1(x′), (2.25)
τ 0(x′,y) = T i(y)σ01i(0,x
′) + Sαβ(y)εαβ(u
0)(0,x′), (2.26)
où la convention de sommation implicite est utilisée. Dans (2.25), vˇ1(x′) représente la
translation qui reste inconnue à cette étape, et qui sera déterminée par le problème
extérieur d'ordre 1.
Les grandeurs caractéristiques
On introduit à présent quelques grandeurs caractéristiques du comportement mé-
canique du problème intérieur, qui s'avèreront pertinentes dans la suite des développe-
ments. Intéressons-nous tout d'abord aux conditions de raccord en déplacement (2.19),
qui s'écrivent :
u1± = lim
y1→±∞
(˚
v1 − y1ε11(u0)e1 − 2y1ε1α(u0)eα
)
Dans le problème extérieur d'ordre 1, le saut du champ de déplacement u1 à travers la
surface Γ joue un rôle important. On introduit donc la grandeur d(˚v1) = [[u1]]/H, qui
s'écrit :
Hd(˚v1) = lim
y1→+∞
(˚
v1 − y1ε11(u0)e1 − 2y1ε1α(u0)eα
)
− lim
y1→−∞
(˚
v1 − y1ε11(u0)e1 − 2y1ε1α(u0)eα
)
(2.27)
La longueur H est ici introduite pour que d soit un vecteur sans dimension.
Cette déﬁnition de d fait intervenir des déformations non membranaires du problème
d'ordre 0. On peut donc chercher à réexprimer cette relation en termes de εΓ(u0) et σ0·e1.
La relation de comportement dans le domaine extérieur à l'ordre 0 s'écrit σ0 = Am :ε(u0),
d'où (
σ011
σ0α1
)
=
(
A∗1111 A
∗
11β1
A∗α111 A
∗
α1β1
)(
ε11(u
0)
2εβ1(u
0)
)
+
(
A∗11γδ εγδ(u
0)
A∗α1γδ εγδ(u
0)
)
.
Si l'on introduit le tenseur symétrique du second ordre Cm, inverse du tenseur e1·Am·e1,
on peut inverser la relation précédente pour obtenir :(
ε11(u
0)
2εδ1(u
0)
)
=
(
Cm11 C
m
1γ
Cmδ1 C
m
δγ
)(
σ011 −A∗11αβ εαβ(u0)
σ0γ1 −A∗γ1αβ εαβ(u0)
)
Le second terme s'écrit en notation condensée Cm ·(σ0 − Am :εΓ(u0))·e1. On peut donc
réécrire (2.27) sous la forme :
Hd(˚v1) = lim
y1→+∞
(˚
v1 − y1 Cm ·(σ0 − Am :εΓ(u0))·e1
)
− lim
y1→−∞
(˚
v1 − y1 Cm ·(σ0 − Am :εΓ(u0))·e1
)
(2.28)
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Par linéarité de d, on a immédiatement
d(˚v1) = d(V i)σ01i + d(W
αβ)εαβ(u
0), (2.29)
avec
Hd(V i) = lim
y1→+∞
(
V i(y1,y
′)− V i(−y1,y′)− 2y1 Cm ·δi
)
,
Hd(W αβ) = lim
y1→+∞
(
W αβ(y1,y
′)−W αβ(−y1,y′) + 2y1 Cm ·(Am :Iαβ)·e1
)
.
On peut noter ici que d ne dépend pas d'une éventuelle translation de la cellule de base.
Cette grandeur caractéristique de la cellule élémentaire est donc entièrement déterminée
par la résolution des problèmes élémentaires au sein de la cellule périodique.
Une autre grandeur caractéristique pertinente du comportement de la cellule élémen-
taire est la moyenne de τ 0 − σ0 sur la cellule de base. On introduit donc la notation
〈f〉
Y
=
1
Hmesure(Y)
∫
Y
f(y) dy, (2.30)
où la longueur caractéristique H de la structure est introduite de sorte que 〈f〉
Y
a la
même dimension physique que f . Notons également que 〈f〉
Y
est bien déﬁnie lorsque f
décroît exponentiellement vers zéro avec |y1|. On déﬁnit donc
σΓ(τ 0) =
〈
τ 0 − σ0〉
Y
. (2.31)
Comme τ 0 converge exponentiellement vers σ0 lorsque |y1| → ∞, la relation précédente
est bien déﬁnie. Le tenseur σΓ présente a priori six composantes indépendantes, mais
on peut montrer que seules les composantes de membrane sont non nulles. En eﬀet,
en intégrant l'équation d'équilibre divyτ 0 = 0 sur Y, et en utilisant la périodicité des
champs τ 0 en y′, on obtient
∂
∂y1
〈
τ 0 ·e1
〉
Y
= 0.
Comme τ 0 tend vers σ0 à l'inﬁni, on en déduit〈
τ 0 ·e1
〉
Y
(y1) = σ
0 ·e1, ∀y1 ∈ R.
En intégrant par rapport à y1, on obtient le résultat escompté.
σΓ(τ 0)·e1 =
〈
τ 0 − σ0〉
Y
·e1 = 0 (2.32)
Ainsi, seules les composantes σΓαβ du tenseur σ
Γ sont non nulles. Le tenseur σΓ s'inter-
prète donc comme une contrainte de membrane, qui transite dans l'interface homogénéi-
sée. Ceci apparaîtra plus clairement dans le problème extérieur d'ordre 1 détaillé dans la
section suivante.
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Exprimons à présent σ0 en fonction de σ0 ·e1 et εΓ(u0). Le lien est évident pour les
composantes (1i). Pour les composantes membranaires (αβ) en revanche, on utilise la
relation de comportement
εγδ(u
0) = Smγδαβσ
0
αβ + S
m
γδ11σ
0
11 + 2S
m
γδ1θσ
0
1θ,
avec Sm le tenseur de souplesse d'ordre 4 inverse de Am. On peut alors inverser cette
relation en
σ0αβ = K
m
αβγδ
(
εγδ(u
0)− Smγδ11σ011 − 2Smγδ1θσ01θ
)
,
où Km est un tenseur d'ordre 4, de composantes Kmαβγδ, inverse du tenseur d'ordre 4
dont les composantes sont Smαβγδ. En introduisant la relation précédente dans (2.31), on
montre alors que, pour les problèmes élémentaires :
σΓ(T 1) =
〈
T 1 − δ1 ⊗s δ1 + Km :Sm : (δ1 ⊗s δ1)
〉
Y
σΓ(T α) =
〈
T α − 2 δ1 ⊗s δα + 2Km :Sm : (δ1 ⊗s δα)
〉
Y
σΓ(Sαβ) =
〈
Sαβ − Km :Iαβ
〉
Y
Comme σΓ(τ 0) est une fonction linéaire de son argument, on en déduit dans le cas général
σΓ(τ 0) = σΓ(T i)σ01i + σ
Γ(Sαβ)εαβ , (2.33)
où l'on utilise la convention de sommation implicite.
Remarque 3. Dans le cas où la cellule élémentaire est homogène, on peut calculer ana-
lytiquement le saut de déplacement et la contrainte membranaire. En utilisant le champ
de déplacement (2.22) calculé pour la cellule homogène, et les conditions de raccord en
déplacement (2.19), on démontre facilement que d(˚v1) = 0. De même comme le champ
de contrainte est homogène et égal à σ0 dans la cellule élémentaire, d'après la déﬁnition
(2.31), on a directement σΓ(τ 0) = 0.
2.3.4 Le problème extérieur d'ordre 1
Les hétéronénéités n'apparaissent donc pas dans le comportement de la structure
à l'ordre 0, mais elles ont une inﬂuence à l'ordre 1. L'objectif de cette section est de
construire ce problème, et d'étudier l'inﬂuence des hétérogénéités sur la solution.
À l'ordre 1, la relation de comportement s'écrit σ1 = Am :ε(u1) et l'équation d'équi-
libre div(σ1) = 0, ces deux relations étant valables dans Ω \ Γ. Les conditions limite
s'écrivent σ1 ·n = 0 sur ∂FΩ et u1 = 0 sur ∂uΩ. Pour compléter le système d'équations,
il nous faut donc identiﬁer de possibles conditions de saut à travers Γ. Comme pour le
problème d'ordre 0, on utilise les conditions de raccord entre les problèmes intérieur et
extérieur. À l'ordre 1, par déﬁnition de d, le saut de déplacement est donné par :
[[u1]](x′) = Hd(˚v)(x′) (2.34)
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D'autre part, la condition de raccord en contraintes s'écrit :
σ1± = lim
y1→±∞
(
τ 1 − y1 ∂σ
0
∂x1
∣∣∣∣±
)
En raison des propriétés de régularité du problème extérieur d'ordre 0 (2.17), la quantité
∂σ0/∂x1 est continue à travers l'interface Γ. On peut donc identiﬁer les limites à gauche
et à droite de la surface :
∂σ0
∂x1
∣∣∣∣+ (x′) = ∂σ0∂x1
∣∣∣∣+ (x′) = ∂σ0∂x1 (0,x′)
Le saut de contrainte est donc donné par
[[σ1]](x′) = lim
y1→∞
(
τ 1(x′, y1,y
′)− τ 1(x′,−y1,y′)− 2y1∂σ
0
∂x1
(0,x′)
)
,
et, en moyennant sur la section transverse Y de la cellule Y, on obtient
[[σ1]](x′)·e1 = lim
y1→∞
(〈
τ 1
〉
Y
(x′, y1)−
〈
τ 1
〉
Y
(x′,−y1)− 2y1∂σ
0
∂x1
(0,x′)
)
·e1. (2.35)
En utilisant l'équation d'équilibre d'ordre 0
divx′(τ
0) + divy(τ
1) + ρg = 0,
en intégrant sur le volume [−y1, y1]×Y de la cellule Y et en utilisant le théorème d'Os-
trogradsky, on obtient( 〈
τ 1
〉
Y
(x′, y1)−
〈
τ 1
〉
Y
(x′,−y1)
)
· e1
+
∫ y1
−y1
( 〈
divx′(τ
0)
〉
Y
(x′, y1) + 〈ρ〉Y (y1)g
)
dy1 = 0, (2.36)
où l'on utilise la condition de périodicité de τ 1. En combinant (2.35) et (2.36), on obtient
(les arguments des fonctions sont temporairement omis)
[[σ1]]·e1 + lim
y1→∞
∫ y1
−y1
〈
divx′(τ
0) + ρg +
∂σ0
∂x1
·e1
〉
Y
dy1 = 0. (2.37)
Par déﬁnition de divx′ , on a :
divx′(σ
0) +
∂σ0
∂x1
·e1 = div(σ0)
Avec l'équation d'équilibre d'ordre 0, div(σ0) + ρmg = 0, on obtient :
∂σ0
∂x1
·e1 = −divx′(σ0)− ρmg
56
En introduisant cette relation dans (2.37), on obtient :
[[σ1]](x′)·e1 +H divx′
〈
τ 0 − σ0〉
Y
(x′) +H 〈ρ− ρm〉
Y
g = 0
Enﬁn, en utilisant (2.11), (2.31) et (2.32), la relation précédente s'écrit :
[[σ1]](x′)·e1 +H divΓσΓ(τ 0)(x′) +H 〈ρ− ρm〉Y g = 0 (2.38)
Remarque 4. Cette équation peut s'interpréter comme une équation d'équilibre de la
surface Γ, considérée comme une membrane : HσΓ(τ 0) est le tenseur des contraintes
membranaires, H 〈ρ− ρm〉
Y
g est le poids de la membrane et [[σ1]]·e1 est la résultante des
forces appliquées par le volume environnant sur la surface.
Pour compléter l'étude de ce problème, il faudrait identiﬁer les eﬀets de bord qui
sont susceptibles d'apparaître sur le bord ∂Γ de la surface d'hétérogénéités. Pour ce
faire, il faudrait étudier en détails le comportement des hétérogénéités qui se situent sur
ce bord. On pourrait ainsi démontrer que les contraintes membranaires transitant dans
l'interface exercent une densité linéique de force sur le bord ∂Γ. Pour éviter d'étudier ce
type d'eﬀets, on supposera dans la suite des développements que ∂Γ ⊂ ∂uΩ. Les eﬀorts
linéiques qui apparaissent sur le bord de Γ sont ainsi repris par le bâti, et n'inﬂuent pas
sur le comportement de la structure.
Le système complet d'équations pour le problème extérieur d'ordre 1 est donc :
σ1 = Am :ε(u1) in Ω \ Γ
div(σ1) = 0 in Ω \ Γ
σ1 ·n = 0 sur ∂FΩ
u1 = 0 sur ∂uΩ
[[u1]] = Hd(˚v1) sur Γ
[[σ1]]·e1 +H divΓσΓ(τ 0) +H 〈ρ− ρm〉Y g = 0 sur Γ
(2.39)
Les champs d(˚v1) et σΓ(τ 0) qui interviennent dans les conditions de saut sont déterminés
par (2.27) et (2.31). On constate que l'inﬂuence des hétérogénéités se traduit par un saut
de déplacement d et une contrainte membranaire σΓ. En vertu de (2.29) et (2.33), tous
deux mettent en jeu la déformation membranaire de la surface εΓ(u0), la contrainte
exercée sur la surface σ0 · e1, et les solutions (V i,T i) et (W αβ ,Sαβ) des six problèmes
élémentaires posés sur la cellule périodique Y.
Remarque 5. Ce problème d'ordre 1 n'admet généralement pas de solution d'énergie
ﬁnie. En eﬀet, les conditions de saut à travers Γ créent plusieurs types de singularités
au bord de la surface Γ. D'une part, le ﬂux des contraintes membranaires qui débouche
sur le bord ∂Γ induit une densité linéique de forces qui s'exerce sur le domaine extérieur.
D'autre part, le saut de déplacement n'est généralement pas nul au bord ∂Γ, ce qui est
contradictoire avec la notion de milieu continu. Ces deux types d'eﬀets créent des singula-
rités d'énergie inﬁnie au bord de Γ. Ces eﬀets de bords singuliers, qui sortent du cadre de
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la présente étude, ont été étudiés dans [32] en deux dimensions. On se focalisera dans la
suite sur les problèmes élémentaires (2.23) et (2.24) et sur les conditions de saut (2.34)
et (2.38).
Remarque 6. Lorsque le volume est entièrement homogène, c'est-à-dire lorsque A = Am
et ρ = ρm partout, nous avons démontré dans la remarque 3 que le saut de déplacement
et la contrainte membranaire sont nuls. Ainsi, la solution du problème d'ordre 1 est
simplement u1 = σ1 = 0. De même, on pourrait démontrer que tous les termes suivants
des développements asymptotiques disparaissent. Dans ce cas, u0 et σ0 sont les solutions
exactes du problème réel.
2.4 Comportement eﬀectif de l'interface
Dans cette section, on étudie en détails les conditions de transmission à l'interface,
et l'on propose une interprétation du comportement eﬀectif des hétérogénéités en termes
d'une énergie de surface.
2.4.1 Propriétés des conditions de transmission
Nous avons démontré dans les sections précédentes que la surface d'hétérogénéités
introduit à l'ordre 1 un saut de déplacement à travers la surface Γ, ainsi qu'un saut
de contrainte lié à l'existence d'une contrainte membranaire transitant dans la surface.
Ce saut de déplacement et cette contrainte membranaire sont liés à la déformation de
membrane εΓ(u0) de la surface, ainsi qu'à l'eﬀort σ0·e1 exercé sur la surface à l'ordre 0.
Les relations correspondantes (2.29) et (2.33) s'écrivent ainsi en composantes
di(˚v
1) = di(V
j)σ01j + di(W
γδ)εγδ(u
0), (2.40)
σΓαβ(τ
0) = σΓαβ(T
i)σ01i + σ
Γ
αβ(S
γδ)εγδ(u
0), (2.41)
où l'on utilise la convention de sommation implicite, où les indices latins varient de 1
à 3 et les indices grecs de 2 à 3. On peut réécrire ces relations de façon condensée en
introduisant 4 tenseurs :
d(˚v1) = L·σ0 ·e1 +M :εΓ(u0) (2.42)
σΓ(τ 0) = P·σ0 ·e1 + N :εΓ(u0) (2.43)
Les tenseurs L, M, P et N sont respectivement d'ordre 2, 3, 3 et 4. Ils sont déﬁnis en
composantes par :
Lij = di(V
j) Miαβ = di(W
αβ) (2.44)
Pαβi = σ
Γ
αβ(T
i) Nαβγδ = σ
Γ
αβ(S
γδ) (2.45)
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Les tenseurs M et P sont sans dimension, N a la dimension d'une contrainte et L la
dimension de l'inverse d'une contrainte. En raison des symétries des tenseurs σΓ(τ 0) et
εΓ(u
0), ces tenseurs présentent un certain nombre de symétries dites mineures :
Miαβ =Miβα Pαβi = Pβαi
Nαβγδ = Nβαγδ = Nαβδγ
En raison de ces symétries mineures, les tenseurs L, M, P et N présentent chacun a priori
9 composantes indépendantes, ce qui représente au total 36 coeﬃcients indépendants.
On se propose à présent d'introduire la fonctionnelle suivante :
E(τ 0, τ˜ 0) = 1
2
〈
τ 0(y) :S(y) : τ˜ 0(y)− σ0 :Sm : σ˜0〉
Y
(2.46)
Tous les champs dépendent ici implicitement de la variable x′, et S et Sm sont les tenseurs
de souplesse d'ordre 4, inverses des tenseurs de rigidité A et Am. De plus, τ 0 (resp.
τ˜ 0) est le champ de contrainte dans la cellule périodique lorsque la contrainte dans le
domaine extérieur, au voisinage de l'interface, est égale à σ0 (resp. σ˜0). Notons que
l'intégrale sur la cellule périodique inﬁnie Y est ici bien déﬁnie, car τ 0 et τ˜ 0 convergent
exponentiellement respectivement vers σ0 et σ˜0 lorsque y1 tend vers ±∞, et S = Sm dès
que l'on se trouve hors du domaine hétérogène.
Cette fonctionnelle peut s'interpréter comme l'énergie microscopique de la surface
d'hétérogénéités : le premier terme τ 0 :S : τ˜ 0 correspond à l'énergie mécanique microsco-
pique du domaine intérieur, à laquelle on soustrait l'énergie mécanique σ0 :Sm : σ˜0 portée
par le domaine extérieur. On peut également déﬁnir cette fonctionnelle du point de vue
du domaine extérieur, avec la proposition suivante.
Proposition 1. Soient v˚1 et τ 0 (resp. ˜˚v
1
et τ˜ 0) les champs de déplacement et de
contraintes créés dans la cellule élémentaires par une contrainte d'interface σ0 ·e1 et
une déformation membranaire εΓ(u0) (resp. σ˜0 ·e1 et εΓ(u˜0)). La fonctionnelle E s'ex-
prime alors en fonction du saut de déplacement et de la contrainte membranaire de la
façon suivante :
E(τ 0, τ˜ 0) = 1
2
(
d(˚v1)·σ˜0 ·e1 + εΓ(u0) :σΓ(τ˜ 0)
)
(2.47)
On peut faire quelques commentaires sur ce résultat avant de le démontrer. Le premier
terme de la somme correspond au travail des forces qui s'exercent sur l'interface lors de
l'apparition d'un saut de déplacement, tandis que le second terme correspond au travail
des contraintes membranaires lors d'une déformation de l'interface. La fonctionnelle E
peut donc s'interpréter du point de vue du domaine extérieur comme l'énergie mécanique
cédée à la surface d'hétérogénéités.
Démonstration. Démontrons donc ce résultat à partir de la déﬁnition (2.46) de la fonc-
tionnelle E . En utilisant les relations de comportement d'ordre 0 dans le domaine intérieur
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τ 0 = A :
(
εΓ(u
0) + εy (˚v
1)
)
, et dans le domaine extérieur σ0 = Am :ε(u0), cette relation
peut se mettre sous la forme :
2 E(τ 0, τ˜ 0) = 〈(εΓ(u0) + εy (˚v1)) : τ˜ 0 − ε(u0) : σ˜0〉Y
Par déﬁnition de εΓ(u0) (2.8), on a :
ε(u0) = εΓ(u
0) + ε11(u
0)e1 ⊗s e1 + 2 ε1α(u0)e1 ⊗s eα
En introduisant cette relation dans l'équation précédente, on obtient :
2 E(τ 0, τ˜ 0) = 〈εΓ(u0) :(τ˜ 0 − σ˜0)〉Y
+
〈
εy (˚v
1) :
(
τ˜ 0 − σ˜0)〉
Y
(2.48)
+
〈(
εy (˚v
1)− ε11(u0)e1 ⊗s e1 − 2 ε1α(u0)e1 ⊗s eα
)
: σ˜0
〉
Y
Comme εΓ(u0) est homogène au sein de la cellule périodique, d'après la déﬁnition (2.31),
le premier terme de cette somme s'écrit simplement εΓ(u0) :σΓ(τ˜ 0). Le second terme de
la somme peut être intégré par parties :∫
Y
εy (˚v
1) :
(
τ˜ 0 − σ˜0) dy = ∫
∂Y
v˚1 ·(τ˜ 0 − σ˜0)·n dS
−
∫
Y
v˚1 ·divy
(
τ˜ 0 − σ˜0) dy
En vertu des conditions de périodicité, et de la convergence exponentielle de τ˜ 0 vers
σ˜0 lorsque y1 tend vers ±∞, le premier terme est nul. De plus, d'après la condition
d'équilibre d'ordre −1 dans le domaine intérieur divyτ˜ 0 = 0, le second terme est nul
également. Le second terme de (2.48) est donc identiquement nul. Enﬁn, le dernier terme
de (2.48) se met sous la forme
〈
εy(vˆ
1) : σ˜0
〉
Y
, où vˆ1 est déﬁnie par :
vˆ(x′,y) = v˚1(x′,y)− y1ε11(u0)(x′)e1 − 2y1ε1α(u0)(x′)eα
Comme σ˜0 est homogène au sein de la cellule périodique, on peut intégrer ce dernier
terme exactement, d'où〈
εy(vˆ
1) : σ˜0
〉
Y
=
1
Hmesure(Y)
∫
∂Y
vˆ1 ·σ˜0 ·n dS
En vertu de la périodicité de vˆ1, comme σ˜0 est homogène dans la cellule, seules les faces
de Y situées en y1 = ±∞ contribuent à cette intégrale. Avec la déﬁnition (2.27) de d, on
obtient ﬁnalement :〈
εy(vˆ
1) : σ˜0
〉
Y
(x′) =
1
H
lim
y1→∞
(
vˆ1(x′, y1,y
′)− vˆ1(x′,−y1,y′)
)·σ˜0(x′)·e1
= d(˚v1)(x′)·σ˜0(x′)·e1
L'introduction de ce dernier résultat dans (2.48) conclut la démonstration.
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Finalement, on peut exprimer cette énergie d'interface en fonction des tenseurs L, M,
N et P, qui caractérisent le comportement eﬀectif des hétérogénéités. Avec les relations
(2.42), (2.43) et (2.47), on obtient simplement :
E(τ 0, τ˜ 0) = 1
2
(
(σ˜0 ·e1)·L·(σ0 ·e1) + (σ˜0 ·e1)·M :εΓ(u0)
+ εΓ(u
0) :P·(σ˜0 ·e1) + εΓ(u0) :N :εΓ(u˜0)
)
Or on sait que, par construction, la forme bilinéaire E est symétrique. Les tenseurs L, M,
N et P présentent donc un certain nombre de symétries supplémentaires. Ces symétries
sont dites majeures, car elles sont dues à l'existence d'une énergie mécanique élastique
sous-jacente au comportement eﬀectif de l'interface. En utilisant la relation précédente,
ces conditions de symétrie s'écrivent en termes de composantes :
Lij = Lji Pαβi = −Miαβ Nαβγδ = Nγδαβ (2.49)
Les tenseurs L et N présentent donc une symétrie supplémentaire, tandis que le tenseur
P est entièrement lié au tenseur M. On peut donc éliminer le tenseur P de nos équations.
Avec ces nouvelles symétries, le nombre de composantes indépendantes des tenseurs L,
M et N devient respectivement 6, 9 et 6. Le comportement eﬀectif des hétérogénéités
est ainsi entièrement caractérisé par 21 coeﬃcients indépendants dans le cas général.
Naturellement, ce nombre peut être largement réduit si les hétérogénéités présentent des
symétries à l'échelle locale. En tenant compte de ces symétries majeures, on peut réécrire
l'énergie d'interface sous la forme suivante :
E(τ 0, τ˜ 0) = 1
2
(
(σ0 ·e1)·L·(σ˜0 ·e1) + εΓ(u0) :N :εΓ(u˜0)
)
(2.50)
De même, on peut réécrire les relations (2.42) et (2.43) sous la forme :
d(˚v1) = L·(σ0 ·e1) +M :εΓ(u0) (2.51)
σΓ(τ 0) = −(σ0 ·e1)·M+ N :εΓ(u0) (2.52)
Remarque 7. Si la cellule périodique présente des symétries, le nombre de coeﬃcients
indépendants caractérisant le comportement eﬀectif de l'interface diminue beaucoup. Par
exemple, si les deux plans normaux aux vecteurs de base e2 et e3 sont des plans de
symétrie, le comportement de l'interface est caractérisé par seulement 9 coeﬃcients in-
dépendants. Si, de plus, les hétérogénéités sont laissées invariantes par une rotation de
π/2 autour de e1, le nombre de coeﬃcients indépendants est réduit à 6.
2.4.2 Encadrement du comportement de l'interface
Formulation énergétique du problème intérieur
On se propose à présent de construire un encadrement du comportement eﬀectif de
l'interface. On étudie pour cela le problème mécanique intérieur d'ordre 1 (2.20) dans
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une cellule élémentaire, et on le reformule en termes de minimisation d'une fonctionnelle
énergétique. On rappelle que ce problème intérieur s'écrit :
τ 0 = A : (εΓ(u
0) + εy (˚v
1)) dans Y
divy(τ
0) = 0 dans Y
lim
y1→±∞
τ 0 ·e1 = σ0 ·e1
v˚1 et τ 0 sont y′−pe´riodiques
Les champs v˚1 et τ 0 sont des champs de déplacement et de contrainte dans la cellule
élémentaire, qui sont généralement inhomogènes et dépendent donc de y. Le chargement
de ce problème mécanique intérieur est déterminé par ε(u0) et σ0, qui sont homogènes au
sein de la cellule, et qui sont liés par la relation de comportement σ0 = Am :ε(u0). Comme
la cellule est inﬁnie dans la direction e1, les champs de déplacement et de contrainte
solution du système précédent n'appartiennent pas nécessairement aux espaces H1(Y) et
L2(Y). De fait, comme évoqué dans la Section 2.3.3, les champs de déformation εy (˚v1)
et de contrainte τ 0 convergent exponentiellement vers une valeur ﬁnie lorsque y1 tend
vers ±∞, et ne sont donc pas de carré sommable. On introduit donc le changement de
variables suivant :
vˆ1(y) = v˚1(y)− y1ε11(u0)e1 − 2y1ε1α(u0)eα
τˆ 0(y) = τ 0(y)− σ0
D'après les résultats de la Section 2.3.3, le champ de contrainte τˆ 0 converge exponentiel-
lement vers 0 lorsque y1 tend vers ±∞. Il appartient donc à L2(Y). De même, le champ
de déformation εy(vˆ1) converge exponentiellement vers 0, et appartient donc à L2(Y).
On en déduit 3 que le champ de déplacement vˆ1 appartient à H1(Y)3. Comme évoqué
dans la Remarque 2, ces champs de déplacement et de contrainte sont nuls si la cellule
élémentaire est homogène. Ils s'interprètent donc comme des correcteurs des champs de
déplacement et de contrainte, liés à la présence d'hétérogénéités dans la cellule élémen-
taire. En utilisant ces nouveaux champs, on peut reformuler le problème intérieur de la
façon suivante : 
τˆ 0 = (A− Am) :ε(u0) + A :εy(vˆ1) dans Y
divy(τˆ
0) = 0 dans Y
lim
y1→±∞
τˆ 0 ·e1 = 0
vˆ1 et τˆ 0 sont y′−pe´riodiques
(2.53)
Ce problème mécanique intérieur est un problème élastique en milieu inﬁni avec précon-
trainte. Notons cependant que le terme de précontrainte (A − Am) : ε(u0) n'est non-nul
qu'au sein des hétérogénéités.
3. Il faut cependant noter que vˆ1 converge vers des valeurs ﬁnies en y1 = ±∞, et n'est donc que
localement de carré intégrable.
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On souhaite à présent reformuler ce problème sous une forme énergétique. On intro-
duit donc la fonctionnelle suivante :
L(vˆ1) = 1
2
〈(
εy (˚v
1) + εΓ(u
0)
)
:A :
(
εy (˚v
1) + εΓ(u
0)
)
− ε(u0) :Am :ε(u0)
〉
Y
−d(˚v1)·σ0 ·e1
(2.54)
On reconnait dans le premier terme l'énergie d'interface E déﬁnie dans la section pré-
cédente, et dans le second un travail échangé avec le volume entourant l'interface. En
utilisant la déﬁnition (2.27) de d(˚v1), cette fonctionnelle s'exprime de façon équivalente
en termes de vˆ1 :
L(vˆ1) = 1
2
〈(
εy(vˆ
1) + ε(u0)
)
:A :
(
εy(vˆ
1) + ε(u0)
)
− ε(u0) :Am :ε(u0)
〉
Y
−
(
lim
y1→+∞
vˆ1 − lim
y1→−∞
vˆ1
)
·σ0 ·e1
(2.55)
Le premier terme de cette fonctionnelle est ﬁni si et seulement si le champ de déplacement
vˆ1 appartient à l'espace de Sobolev H1(Y)3. Par ailleurs, on peut démontrer que si
vˆ1 ∈ H1(Y)3, alors vˆ1 converge vers une translation uniforme lorsque y1 tend vers ±∞.
Le second terme de la fonctionnelle est donc également ﬁni. L'espace de déﬁnition de
cette fonctionnelle est donc :
CY =
{
w
∣∣ w ∈ H1(Y)3, w est y′−pe´riodique}
On peut alors démontrer la proposition suivante.
Proposition 2. Soit ε(u0) et σ0 des tenseurs symétriques du second ordre, liés par
la relation de comportement σ0 = Am : ε(u0). Résoudre le système d'équations (2.53)
dans la cellule périodique Y revient à chercher le minimum de la fonctionnelle L(vˆ1) sur
l'espace CY. De plus, ce minimum est unique à une translation près.
Démonstration. Soit (vˆ1, τˆ 0) une solution du système (2.53). On cherche à démontrer
que L′(vˆ1)(w) = 0, quel que soit w ∈ CY, L′(vˆ1) étant la dérivée de Gâteaux de L en
vˆ1, c'est-à-dire la forme linéaire déﬁnie sur C par L′(vˆ1)(w) = ddhL(vˆ1 + hw)|h=0. On a
donc :
L′(vˆ1)(w) =
〈
εy(w) :A :
(
εy(vˆ
1) + ε(u0)
)〉
Y
−
(
lim
y1→+∞
w − lim
y1→−∞
w
)
·σ0 ·e1
∀w ∈ CY
En introduisant τ 0 = A : (εy(vˆ1) + ε(u0)), et en intégrant par parties le premier terme,
on obtient :
L′(vˆ1)(w) =
∫
∂Y
w ·τ 0 ·n dS−
(
lim
y1→+∞
w − lim
y1→−∞
w
)
·σ0 ·e1 −
∫
Y
w ·divyτ 0 dy
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En utilisant la périodicité des champs w et τ 0, et en introduisant le correcteur en
contrainte τˆ 0 = τ 0 − σ0, ceci s'écrit :
L′(vˆ1)(w) = lim
y1→+∞
w ·τˆ 0 ·e1 − lim
y1→−∞
w ·τˆ 0 ·e1 −
∫
Y
w ·divyτˆ 0 dy
En utilisant les équations d'équilibre du système (2.53), comme w est borné dans Y,
on obtient directement L′(vˆ1)(w) = 0. Toute solution du système d'équations (2.53) est
donc un point stationnaire de la fonctionnelle L. Réciproquement, on peut démontrer de
la même manière que tout point stationnaire de cette fonctionnelle est une solution du
système (2.53). Les deux problèmes sont donc équivalents. Enﬁn, cette fonctionnelle est
convexe de son argument, et même strictement convexe si l'on identiﬁe les champs de
déplacement identiques à une translation près. Comme cette fonctionnelle est coercive
sur son domaine de déﬁnition, et que ce domaine n'est pas vide, son minimum existe et
est unique.
Introduction d'une énergie complémentaire
Nous avons donc reformulé le problème mécanique sur la cellule élémentaire (2.53) en
termes d'une minimisation de la fonctionnelle énergétique L sur l'ensemble des champs
de déplacement cinématiquement admissibles. On souhaite à présent construire la formu-
lation duale, qui consiste à minimiser une fonctionnelle complémentaire sur l'ensemble
des champs de contrainte statiquement admissibles. Pour cela, on utilise la transformée
de Legendre-Fenchel, qui permet de reformuler une fonction en termes de la quantité
duale de son argument. Considérons par exemple l'énergie interne volumique ei déﬁnie
par :
ei(ε˜) =
1
2
(ε˜+ ε(u0)) :A : (ε˜+ ε(u0))
On peut alors déﬁnir une énergie duale e∗i par :
e∗i (τ˜ ) = sup
ε˜
(
τ˜ : ε˜− 1
2
(ε˜+ ε(u0)) :A : (ε˜+ ε(u0))
)
Comme ei est une fonction strictement convexe et coercive, la borne supérieure est at-
teinte en un unique point, qui est τ˜ = A : (ε˜+ ε(u0)). On obtient donc :
e∗i (τ˜ ) =
1
2
τ˜ :S : τ˜ − τ˜ :ε(u0)
Dans cette relation, S est le tenseur de souplesse, inverse du tenseur A. Notons que cette
énergie duale est également convexe. Comme l'énergie interne ei est convexe, on peut
l'exprimer via la transformée de Legendre-Fenchel inverse :
ei(ε˜) = sup
τ˜
(
τ˜ : ε˜− 1
2
τ˜ :S : τ˜ + τ˜ :ε(u0)
)
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Cette transformée nous permet de reformuler le problème du minimum de la fonc-
tionnelle L. En introduisant cette dernière relation dans (2.55), on obtient :
L(vˆ1) =
〈
sup
τ˜
(
τ˜ :
(
εy(vˆ
1) + ε(u0)
)− 1
2
τ˜ :S : τ˜
)
− 1
2
ε(u0) :Am :ε(u0)
〉
Y
−
(
lim
y1→+∞
vˆ1 − lim
y1→−∞
vˆ1
)
·σ0 ·e1
Au lieu de chercher la borne supérieure sur la contrainte τ˜ ponctuellement, on peut la
chercher sur tous les champs de contrainte τ˜ (y) appartenant à un espace qui reste à
préciser. On écrit donc formellement :
inf
vˆ
1∈CY
L(vˆ1) = inf
vˆ
1∈CY
sup
τ˜ (y)
〈
τ˜ :
(
εy(vˆ
1) + ε(u0)
)− 1
2
τ˜ :S : τ˜ − 1
2
ε(u0) :Am :ε(u0)
〉
Y
−
(
lim
y1→+∞
vˆ1 − lim
y1→−∞
vˆ1
)
·σ0 ·e1
Si l'on admet que l'on peut permuter la recherche des bornes inférieure et supérieure
(voir Ekeland et Témam [6]), on obtient :
inf
vˆ
1∈CY
L(vˆ1) = sup
τ˜ (y)
inf
vˆ
1∈CY
(〈
τ˜ :εy(vˆ
1)
〉
Y
−
(
lim
y1→+∞
vˆ1 − lim
y1→−∞
vˆ1
)
·σ0 ·e1
)
+
〈
τ˜ :ε(u0)− 1
2
τ˜ :S : τ˜ − 1
2
ε(u0) :Am :ε(u0)
〉
Y
(2.56)
Dans cette relation, les termes de la première ligne dépendent linéairement de vˆ1, tandis
que ceux de la seconde n'en dépendent pas. Par conséquent, par linéarité de CY, tous les
champs τ˜ (y) pour lesquels la première ligne n'est pas nulle correspondent à une borne
inférieure égale à −∞, et ne sont donc pas pertinents dans la recherche de la borne
supérieure. On s'intéresse donc uniquement aux champs de contrainte τ˜ qui vériﬁent :
0 =
〈
τ˜ :εy(vˆ
1)
〉
Y
−
(
lim
y1→+∞
vˆ1 − lim
y1→−∞
vˆ1
)
·σ0 ·e1 ∀vˆ ∈ CY
En intégrant par partie le premier terme, on obtient :
0 =
1
Hmesure(Y)
∫
∂Y
vˆ1 ·τ˜ ·n dS−
(
lim
y1→+∞
vˆ1 − lim
y1→−∞
vˆ1
)
·σ0 ·e1
− 1
Hmesure(Y)
∫
Y
vˆ1 ·divyτ˜ dy
Pour que cette somme soit nulle quel que soit le champ de déplacement vˆ dans CY, il faut
que les termes volumiques et surfaciques soient nuls indépendamment. On en déduit trois
conditions sur le champ de contraintes τ˜ . Tout d'abord, pour que l'intégrale volumique
soit nulle, on doit avoir divyτ˜ = 0 dans tout le volume. Par ailleurs, pour que l'intégrale
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de bord soit nulle, τ˜ doit être y′-périodique, et doit converger vers σ0·e1 lorsque y1 tend
vers ±∞. Sous ces trois conditions, la relation (2.56) s'écrit :
inf
vˆ
1∈CY
L(vˆ1) = sup
τ˜ (y)
〈
τ˜ :ε(u0)− 1
2
τ˜ :S : τ˜ − 1
2
ε(u0) :Am :ε(u0)
〉
Y
= − inf
τ˜ (y)
〈
1
2
τ˜ :S : τ˜ − 1
2
σ0 :Sm :σ0 − (τ˜ − σ0) :ε(u0)
〉
Y
Cette dernière relation est bien déﬁnie si et seulement si τ˜ −σ0 appartient à L2(Y). On
peut donc déﬁnir l'espace des champs de contraintes statiquement admissibles C∗
Y
par :
C∗
Y
=
{
τ
∣∣∣(τ − σ0) ∈ L2(Y)6, τij = τji, divyτ = 0, lim
y1→±∞
τ ·e1 = σ0 ·e1,
τ est y′−pe´riodique
}
On a alors
inf
vˆ
1∈CY
L(vˆ1) = − inf
τ˜∈C∗
Y
L∗(τ˜ ),
où L∗ est la fonctionnelle duale de L, déﬁnie sur C∗
Y
par :
L∗(τ˜ ) =
〈
1
2
τ˜ :S : τ˜ − 1
2
σ0 :Sm :σ0 − (τ˜ − σ0) :ε(u0)
〉
Y
Notons que comme τ˜ est en équilibre, on a
〈
τ˜ − σ0〉
Y
·e1 = 0, d'où :
L∗(τ˜ ) = 1
2
〈
τ˜ :S : τ˜ − σ0 :Sm :σ0〉
Y
− 〈τ˜ − σ0〉
Y
:εΓ(u
0) (2.57)
Cette relation s'interprète assez simplement. Le premier terme correspond à l'énergie
interne E de l'interface, déﬁnie dans la section précédente. Elle se compose de l'énergie
mécanique microscopique de la cellule, à laquelle on retranche l'énergie mécanique portée
par le volume de part et d'autre de l'interface. Notons que ces deux quantités sont inﬁnies,
mais que leur diﬀérence est ﬁnie. Le second terme quant à lui correspond à un travail,
dû au fait que l'on impose la déformation membranaire εΓ(u0) de l'interface.
On peut noter que la fonctionnelle L∗ est strictement convexe de son argument.
Comme elle est coercive, et déﬁnie sur un ensemble non vide, elle présente un unique
minimum, et on a :
τ 0 = argmin
τ˜∈C∗
Y
L∗(τ˜ )
Construction de l'encadrement
Nous avons donc reformulé le problème mécanique intérieur (2.53) en termes de mi-
nimisation d'une fonctionnelle L sur l'ensemble des champs de déplacement cinémati-
quement admissibles CY, et en terme de minimisation d'une fonctionnelle duale L∗ sur
66
l'ensemble des champs de contraintes statiquement admissibles C∗. Ces deux formulations
vont nous permettre de construire un encadrement du comportement de l'interface.
Intéressons-nous tout d'abord à la minimisation de la fonctionnelle primale L. Comme
le champ de déplacement réel vˆ1 est un minimiseur de L, et que le champ de déplacement
uniformément nul est un champ de déplacement admissible, on a :
L(vˆ1) ≤ L(0)
En utilisant la déﬁnition (2.54) de la fonctionnelle L et les expressions (2.50) et (2.51) de
l'énergie d'interface E et du saut de déplacement d, le premier terme de cette inégalité
s'écrit :
L(vˆ1) = 1
2
εΓ(u
0) :N :εΓ(u
0)− 1
2
(σ0 ·e1)·L·(σ0 ·e1)− (σ0 ·e1)·M :εΓ(u0)
D'autre part, en utilisant la relation (2.55), L(0) s'écrit :
L(0) = 1
2
ε(u0) :〈A− Am〉
Y
:ε(u0)
En reportant ces deux relations dans l'inégalité précédente, on obtient directement :
1
2
εΓ(u
0) :N :εΓ(u
0)− 1
2
(σ0 ·e1)·L·(σ0 ·e1)− (σ0 ·e1)·M :εΓ(u0)
≤ 1
2
ε(u0) :〈A− Am〉
Y
:ε(u0)
(2.58)
On peut procéder de même pour la fonctionnelle duale L∗. Dans ce cas, le champ
de contrainte réel τ 0 est l'unique minimiseur de L∗. Comme d'autre part le champ de
contrainte uniforme σ0 est un champ de contrainte admissible, on a :
L∗(τ 0) ≤ L∗(σ0)
En utilisant la déﬁnition (2.57) de la fonctionnelle L∗, et les expressions (2.50) et (2.52)
de l'énergie d'interface E et de la contrainte membranaire σΓ, le premier terme s'écrit :
L∗(τ 0) = 1
2
(σ0 ·e1)·L·(σ0 ·e1)− 1
2
εΓ(u
0) :N :εΓ(u
0) + (σ0 ·e1)·M :εΓ(u0)
D'autre part, en utilisant la même déﬁnition (2.57), L∗(σ0) s'écrit :
L∗(σ0) = 1
2
σ0 :〈S− Sm〉
Y
:σ0
En introduisant ces deux relations dans l'inégalité précédente, on obtient :
1
2
(σ0 ·e1)·L·(σ0 ·e1)− 1
2
εΓ(u
0) :N :εΓ(u
0) + (σ0 ·e1)·M :εΓ(u0)
≤ 1
2
σ0 :〈S− Sm〉
Y
:σ0
(2.59)
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Les inégalités (2.58) et (2.59) sont valables pour tous les types d'hétérogénéités, et
pour tout chargement extérieur (ε(u0),σ0) vériﬁant la relation de comportement σ0 =
Am : ε(u0). Sous leur forme générale, ces inégalités ne sont pas très explicites. Pour
leur donner plus de sens, on peut s'intéresser à la forme de ces inégalités dans certains
cas. Ainsi, si l'on considère une situation où εΓ(u0) = 0, les inégalités (2.58) et (2.59)
s'écrivent respectivement :
−(σ0 ·e1)·L·(σ0 ·e1) ≤ ε(u0) :〈A− Am〉Y :ε(u0)
(σ0 ·e1)·L·(σ0 ·e1) ≤ σ0 :〈S− Sm〉Y :σ0
On obtient ainsi un encadrement du tenseur L :
ε(u0) :〈Am − A〉
Y
:ε(u0) ≤ (σ0 ·e1)·L·(σ0 ·e1) ≤ σ0 :〈S− Sm〉Y :σ0 (2.60)
De même, si l'on considère le cas où σ0 ·e1 = 0, on obtient un encadrement du tenseur
N :
σ0 :〈Sm − S〉
Y
:σ0 ≤ εΓ(u0) :N :εΓ(u0) ≤ ε(u0) :〈A− Am〉Y :ε(u0) (2.61)
Remarque 8. Cet encadrement du comportement de l'interface est très semblable à celui
qui est obtenu classiquement en homogénéisation tridimensionnelle. On démontre en eﬀet
par le même type d'arguments que le comportement homogénéisé Ah d'une microstructure
tridimensionnelle est inférieur à l'estimateur dit de Voigt, qui est une moyenne de la
rigidité sur la cellule élémentaire, et supérieur à l'estimateur dit de Reuss, qui correspond
à la moyenne de la souplesse sur la cellule élémentaire :(〈
A
−1
〉)−1 ≤ Ah ≤ 〈A 〉
Interprétation de l'encadrement des tenseurs L et N
Ces inégalités présentent plusieurs intérêts. Tout d'abord, comme le comportement
eﬀectif des hétérogénéités est entièrement caractérisé par les tenseurs L, M et N, l'enca-
drement de ces tenseurs permet de borner l'inﬂuence de ces hétérogénéités sur le com-
portement global de la structure. Ainsi, si le comportement dans la cellule élémentaire
Y est homogène, les encadrements (2.60) et (2.61) impliquent que les tenseurs L et N
sont nuls : les hétérogénéités n'ont aucune inﬂuence sur le comportement de la structure.
Plus généralement, plus le comportement des hétérogénéités dans la cellule élémentaire
est proche du comportement de la matrice, plus les tenseurs L et N sont faibles, et donc
moins les hétérogénéités ont d'inﬂuence sur la structure.
De plus, ces inégalités permettent généralement de prédire le signe des tenseurs L et
N, et donc le caractère positif ou négatif de l'énergie d'interface. Supposons par exemple
que les hétérogénéités se composent de simples inclusions homogènes, de géométrie quel-
conque, et que les comportements élastiques de la matrice et de l'inclusion sont isotropes.
Supposons également que les coeﬃcients de Poisson de la matrice et de l'inclusion sont
identiques, et que le module d'Young de l'inclusion est supérieur à celui de la matrice.
Dans ce cas, le tenseur 〈A− Am〉
Y
est positif quelle que soit la géométrie de l'inclusion,
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tandis que le tenseur 〈S− Sm〉
Y
est négatif. En reportant ceci dans les inégalités (2.60)
et (2.61), on démontre que le tenseur N est positif, tandis que le tenseur L est négatif.
Inversement, si le module d'Young de l'inclusion est plus faible que celui de la matrice,
on démontre de même que le tenseur L est positif, tandis que le tenseur N est négatif.
En d'autres termes, il semble que l'énergie de l'interface ne puisse jamais être déﬁnie
positive, quels que soient la géométrie de l'inclusion et son comportement. Nous verrons
pourtant dans la suite des développements que le signe de ces tenseurs a une grande
importance dans la stabilité du comportement eﬀectif des hétérogénéités.
2.4.3 Le comportement eﬀectif des hétérogénéités à l'ordre 1
Dans la section 2.3, nous avons développé une résolution itérative du problème com-
plet, où nous résolvons alternativement les équations de la mécanique dans les domaines
intérieurs et extérieurs. En pratique, cette méthode peut être implantée de la façon sui-
vante :
1. On résout les six problèmes élémentaires (2.23) et (2.24) dans le domaine intérieur.
Ces problèmes sont résolus une fois pour toutes, et on en déduit les composantes
des tenseurs L, M et N.
2. On résout le problème extérieur d'ordre 0 (2.17), dans lequel les hétérogénéités
n'apparaissent pas. On obtient les champs u0 et σ0 dans le domaine extérieur.
3. On extrait de ce problème la contrainte appliquée à l'interface σ0(0,x′) ·e1, ainsi
que la déformation de l'interface εΓ(u0)(0,x′). En utilisant les relations (2.51) et
(2.52), on en déduit le saut de déplacement et la contrainte membranaire sur la
surface Γ, qui constitueront le chargement du problème extérieur d'ordre 1.
4. Enﬁn, on résout le problème extérieur d'ordre 1 (2.39), qui constitue la correction
des champs mécaniques dans le domaine extérieur, due à la présence des hétérogé-
néités.
Cette approche n'est pas vraiment satisfaisante pour plusieurs raisons. Premièrement,
cela signiﬁe qu'il faut résoudre deux fois un problème mécanique dans le domaine exté-
rieur, la solution du premier fournissant les données du second. De plus, le chargement
du problème extérieur d'ordre 1 (2.39) est lié à la divergence d'un ﬂux d'interface, qui
dépend lui-même de la déformation de la surface Γ. Les données du problème extérieur
d'ordre 1 font donc intervenir des dérivées surfaciques du second ordre, qui ne sont en
général pas bien représentées par les modélisations numériques classiques. Enﬁn, le pro-
blème extérieur d'ordre 1 présente des eﬀets de bords d'énergie inﬁnie, qui rendent la
simulation de ces problèmes délicate. Nous présentons donc ici une méthode qui permet
d'échapper à ces problèmes. Elle consiste à construire un unique problème mécanique sur
le domaine extérieur, qui est une combinaison des deux premiers problèmes mécaniques
extérieurs, et dont la solution Uη admet le même développement à l'ordre 1 en η que la
solution du problème réel uη. Ce nouveau problème, posé sur le domaine extérieur, peut
donc être vu comme un problème eﬀectif, exact à l'ordre 1. On démontre que ce problème
admet une formulation variationnelle, et que la solution Uη constitue le point station-
naire d'une fonctionnelle énergétique. Cette énergie est la somme de l'énergie potentielle
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usuelle, et d'une énergie de surface déﬁnie sur la surface Γ, qui traduit le comportement
mécanique eﬀectif des hétérogénéités.
Considérons donc le problème qui consiste à trouver le champ de déplacement U et
le champ de contrainte Σ solutions du système d'équations suivant :
Σ = Am :ε(U) dans Ω \ Γ
div(Σ) + ρmg = 0 dans Ω \ Γ
Σ·n = F sur ∂FΩ
U = ud sur ∂uΩ
[[U ]] = h
(
L·(Σ·e1) +M :εΓ(U)
)
sur Γ
[[Σ]]·e1 + hdivΓ
(−(Σ·e1)·M+ N :εΓ(U))+ h 〈ρ− ρm〉Y g = 0 sur Γ
(2.62)
Notons que les sauts de U et Σ ·e1 dépendent des valeurs moyennes de la contrainte
normale et des déformations de membrane de l'interface, c'est-à-dire de Σ·e1 et εΓ(U).
Ces quantités sont en eﬀet généralement discontinues au travers de l'interface. Comme
h = ηH, si l'on considère η comme un petit paramètre du modèle, la solution de (2.62)
dépend de ce petit paramètre. En explicitant cette dépendance sous la forme (Uη,Ση),
supposons que la solution puisse être développée en termes de puissances de η comme
suit :
Uη =
∞∑
i=0
ηiU i Ση =
∞∑
i=0
ηiΣi
En insérant ces développement dans le système d'équations ci-dessus, et en identiﬁant
les diﬀérentes puissances de η, on obtient immédiatement que le système d'équations à
l'ordre 0 est celui du problème extérieur (2.17) d'ordre 0. En particulier, on a [[U0]] = 0 et
[[Σ0]]·e1 = 0 sur Γ. Ceci signiﬁe queU0 = u0 etΣ0 = σ0. De la même manière, comme u0
et σ0·e1 sont continus à travers Γ, on a u0 = u0 et σ0·e1 = σ0·e1. Le système d'équations
à l'ordre 1 est donc celui du problème extérieur (2.39), (2.51) et (2.52) d'ordre 1. On a
ainsi U1 = u1 et Σ1 = σ1. Le couple (Uη,Ση) admet donc le même développement
jusqu'à l'ordre 1 en η que la solution (uη,ση) du problème réel (2.1). La solution de ce
problème eﬀectif constitue donc une estimation pertinente de la solution du problème
réel. Notons cependant que les termes d'ordre supérieur du développement sont a priori
diﬀérents. Le système d'équations (2.62) peut donc être interprété comme un problème
eﬀectif exact à l'ordre 1.
Au lieu de résoudre successivement des problèmes mécanique à l'ordre 0 et à l'ordre 1,
on peut donc se contenter de résoudre le problème eﬀectif (2.62). Les avantages de cette
formulation sont les suivants : (i) le problème mécanique porte sur un corps homogène,
séparé en deux par une surface à travers laquelle les champs physiques sont discontinus,
l'information relative à la nature des hétérogénéités étant portée par les conditions de
transmission à travers l'interface ; (ii) le problème peut être résolu en une unique étape ;
(iii) la solution de ce problème n'est pas singulière, et se trouve même plus régulière
que celle du problème réel, comme souligné dans la section suivante ; (iv) l'implantation
d'un tel problème dans un code éléments ﬁnis nécessite simplement le développement
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d'éléments d'interface adaptés ; (v) le dernier avantage de cette formulation est qu'elle
revient à chercher le point stationnaire d'une fonctionnelle énergétique, c'est-à-dire que le
problème (2.62) est de type variationnel. La principale diﬃculté est que cette fonctionnelle
énergétique est en général non convexe, car la positivité des tenseurs L et N n'est pas
garantie, comme démontré précédemment.
Remarque 9. Notons que l'introduction de U et Σ dans le système d'équations (2.62)
est assez arbitraire. Leur remplacement par (U+,Σ+) ou (U−,Σ−) dans (2.62) aboutit
tout de même à une solution exacte à l'ordre 1 en η. En d'autres termes, il n'y a pas
unicité du problème eﬀectif exact à l'ordre 1. Le principal intérêt de l'introduction de U
et Σ dans la formulation est qu'elle préserve une certaine de symétrie entre les deux faces
de la surface Γ.
Remarque 10. On pourrait démontrer que ce problème eﬀectif est inchangé lorsque
∂Γ 6⊂ ∂uΩ. En d'autres termes, et contrairement au problème extérieur d'ordre 1 (2.39),
ce problème eﬀectif ne présente pas d'eﬀets de bord singuliers : la membrane n'induit pas
de forces linéiques sur le bord ∂Γ de la surface d'hétérogénéités, et le saut de déplacement
au travers de Γ est également nul sur ce bord. La solution de ce problème eﬀectif apparaît
donc comme plus régulière que la solution du problème extérieur d'ordre 1, ce qui est une
propriété très intéressante.
Remarque 11. Cette formulation est similaire à d'autres problèmes eﬀectifs formulés
dans des contextes très diﬀérents. Dans le domaine de la simulation des écoulements vis-
queux, plusieurs auteurs se sont intéressés à la formulation de conditions limite eﬀectives
pour des frontières irrégulières, ce qui donne lieu à des problèmes très similaires [33, 56].
Dans le domaine de la simulation des ondes, des équations similaires apparaissent dans
la formulation de conditions limite absorbantes idéales [50, 54]. Ces conditions limites
artiﬁcielles permettent de modéliser le comportement de milieux inﬁnis pour un coût de
calcul modéré.
2.4.4 Formulation variationnelle du problème eﬀectif exact à l'ordre 1
On montre dans cette section que le problème (2.62) est de type variationnel, c'est-
à-dire que sa solution constitue le point stationnaire d'une fonctionnelle énergétique. On
cherche donc à identiﬁer une telle fonctionnelle, qui comprend une énergie déﬁnie sur la
surface Γ. La forme de cette formulation dépend du caractère inversible du tenseur L. On
étudie tout d'abord le cas général où L est inversible, avant de s'intéresser au cas d'un
tenseur L non-inversible.
Supposons donc que L est inversible, et déﬁnissons l'ensemble C des champs de dé-
placement cinématiquement admissibles par :
C =
{
w = (w1, w2, w3)
∣∣∣ w ∈ H1(Ω \ Γ)3, (w2, w3) ∈ H1(Γ)2, w = ud sur ∂uΩ}
(2.63)
H1(D) constitue l'espace de Sobolev des fonctions qui appartiennent à L2(D), et dont
la dérivée première au sens des distributions appartient également à L2(D). L'ensemble
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C est un espace aﬃne, dont l'espace linéaire associé, noté C0, est constitué des fonctions
de même régularité que C qui vériﬁent w = 0 sur ∂uΩ. Introduisons l'énergie potentielle
Peff comme la fonctionnelle déﬁnie sur C par :
Peff(w) =1
2
∫
Ω\Γ
ε(w) :Am :ε(w) dx−
∫
∂FΩ
F ·w dS
−
∫
Ω
ρ∗g ·w dx− h
∫
Γ
〈ρ− ρ∗〉
Y
g ·w dx′
+
h
2
∫
Γ
(
[[w]]
h
−M :εΓ(w)
)
·L−1 ·
(
[[w]]
h
−M :εΓ(w)
)
dx′
+
h
2
∫
Γ
εΓ(w) :N :εΓ(w) dx
′ (2.64)
Les hypothèses de régularité faites sur w sont nécessaires et suﬃsantes pour que Peff(w)
soit ﬁni. Démontrons tout d'abord que Peff(w) est ﬁni quel que soit w ∈ C. Comme
w ∈ H1(Ω \ Γ)3, l'énergie élastique du volume Ω \ Γ est bien ﬁnie. D'autre part, pour
que l'énergie élastique de la surface Γ soit ﬁnie, il suﬃt que [[w]] et εαβ(w) appartiennent
à L2(Γ). Comme w appartient à H1(Ω \ Γ)3, les traces w+ et w− associées à w de
chaque côté de la surface Γ appartiennent à H1/2(Γ). Ceci assure que [[w]] ∈ H1/2(Γ), et
comme on a H1/2(Γ) ⊂ L2(Γ), on a bien [[w]] ∈ L2(Γ). Par ailleurs, par déﬁnition de C,
on a (w2, w3) ∈ H1(Γ)2, et donc εαβ(w) ∈ L2(Γ). Peff(w) est donc bien ﬁni quel que soit
w ∈ C. Réciproquement, si w ne présente pas les régularités de C, Peff(w) n'est pas ﬁni.
Les trois premiers termes dans la déﬁnition de Peff sont les termes usuels de l'énergie
potentielle d'un corps homogène élastique, tandis que les deux derniers constituent la
contribution eﬀective des hétérogénéités. En particulier, le dernier terme correspond à
une énergie de surface élastique, et se compose de deux contributions : l'une est associée
à un comportement d'interface élastique, dont la rigidité serait L−1, et la seconde est
associée à un comportement élastique de membrane, dont la rigidité serait N. Ces deux
comportements sont couplés par le biais du tenseur M, qui est généralement non nul. La
particularité de cette formulation est que l'énergie de surface n'est pas nécessairement
coercive, car les signes des tenseurs L et N ne sont pas toujours positifs. Le signe de ces
tenseurs dépend en eﬀet de la rigidité relative des inclusions par rapport à la matrice.
Démontrons à présent le résultat fondamental suivant :
Proposition 3. Supposons que la frontière ∂Γ de Γ est incluse dans la partie de fron-
tière qui est encastrée, c'est-à-dire que ∂Γ ⊂ ∂uΩ, et supposons que le tenseur L est
inversible. Soit U un champ de déplacement cinématiquement admissible, et Σ le champ
des contraintes associé, c'est-à-dire U ∈ C et Σ = Am :ε(U). Alors, le couple (U ,Σ) est
solution du problème eﬀectif exact à l'ordre 1 (2.62) si et seulement si U rend stationnaire
la fonctionnelle énergie Peff sur C.
Démonstration. La démonstration restera formelle, les questions de régularité sortant
du domaine de notre étude. Soit (U ,Σ) une solution du problème (2.62), avec U ∈ C.
On cherche à démontrer que P ′eff(U)(w) = 0, quel que soit w ∈ C0, P ′eff(U) consti-
tuant la dérivée de Gâteaux de Peff en U , c'est-à-dire la forme linéaire déﬁnie sur C0
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par P ′eff(U)(w) = ddhPeff(U + hw)|h=0. On doit donc démontrer l'égalité variationnelle
suivante :
0 =
∫
Ω\Γ
Σ :ε(w) dx−
∫
∂FΩ
F ·w dS
−
∫
Ω
ρ∗g ·w dx− h
∫
Γ
〈ρ− ρ∗〉
Y
g ·w dx′
+ h
∫
Γ
(
[[U ]]
h
−M :εΓ(U)
)
·L−1 ·
(
[[w]]
h
−M :εΓ(w)
)
dx′
+ h
∫
Γ
εΓ(U) :N :εΓ(w) dx
′ ∀w ∈ C0 (2.65)
Soit w ∈ C0. En multipliant l'équation d'équilibre de (2.62) par w et en intégrant sur
Ω \ Γ, on obtient :
0 = −
∫
Ω\Γ
(divΣ+ ρ∗g)·w dx
En intégrant par partie, et en utilisant le fait que w = 0 sur ∂uΩ et que Σ·n = F sur
∂FΩ, on obtient :
0 =
∫
Ω\Γ
Σ :ε(w) dx−
∫
∂FΩ
F ·w dS−
∫
Ω
ρ∗g ·w dx+
∫
Γ
[[w ·Σ·e1]] dx′ (2.66)
Comme le saut d'un produit de champs s'écrit [[fg]] = [[f ]]g + f [[g]], l'intégrale sur Γ
devient : ∫
Γ
[[w ·Σ·e1]] dx′ =
∫
Γ
(
[[w]]·Σ·e1 +w ·[[Σ]]·e1
)
dx′
En vertu des conditions de saut de Σ dans (2.62), la seconde partie de l'intégrale devient :∫
Γ
w·[[Σ]]·e1 dx′ = −h
∫
Γ
divΓ
(−(Σ·e1)·M+ N :εΓ(U))·w dx′− h ∫
Γ
〈ρ− ρm〉
Y
g·w dx′
En intégrant par parties le terme divergence, en utilisant l'hypothèse w = 0 sur ∂uΩ et
les symétries de N, on obtient :∫
Γ
w·[[Σ]]·e1 dx′ = +h
∫
Γ
(−(Σ·e1)·M+ εΓ(U) :N) :εΓ(w) dx′ − h ∫
Γ
〈ρ− ρm〉
Y
g·w dx′
Ainsi, l'équation (2.66) devient :
0 =
∫
Ω\Γ
Σ :ε(w) dx−
∫
∂FΩ
F ·w dS−
∫
Ω
ρ∗g ·w dx− h
∫
Γ
〈ρ− ρ∗〉
Y
g ·w dx′
+ h
∫
Γ
(
(Σ·e1)·
(
[[w]]
h
−M :εΓ(w)
)
+ εΓ(U) :N :εΓ(w)
)
dx′ (2.67)
Comme L est supposé inversible, la condition de saut sur U de (2.62) se lit :
Σ·e1 = L−1 ·
(
[[U ]]
h
−M :εΓ(U)
)
(2.68)
73
L'insertion de (2.68) dans (2.67) donne (2.65), ce qui achève la démonstration de la
première implication. Par ailleurs, la démonstration de la réciproque, c'est-à-dire que si
(U ,Σ) vériﬁe (2.65), alors (U ,Σ) est solution de (2.62), ne présente pas de diﬃculté.
Remarque 12. L'hypothèse que ∂Γ ⊂ ∂uΩ joue un rôle important dans la démonstration
de la proposition précédente, car elle permet d'éliminer les termes de bord dans l'intégra-
tion par parties du terme divergence sur Γ. Dans le cas général, il faudrait démontrer que
cette densité linéique de forces apparaissant sur ∂Γ est bien nulle (cf. remarque 10).
Considérons à présent le cas où L n'est pas inversible. Soit Ker L et Im L le noyau et
l'image de l'opérateur L. Comme L est symétrique, la condition de saut de U dans (2.62)
implique que [[U ]] − hM : εΓ(U) doit appartenir à Im L, et doit donc être orthogonal à
Ker L. Cette condition constitue une relation cinématique qui doit être introduite dans
la déﬁnition de C. Ainsi, C est à présent déﬁni par :
C =
{
w
∣∣∣ w ∈ H1(Ω \ Γ)3, (w2, w3) ∈ H1(Γ)2, w = ud sur ∂uΩ,
[[w]]− hM :εΓ(w) ∈ Im L sur Γ
}
La restriction L˜ de L à l'espace orthogonal de Ker L est inversible, et la condition de saut
de U dans (2.62) peut s'écrire :
Σ·e1 = L˜−1 ·
(
[[U ]]
h
−M :εΓ(U)
)
Comme la démonstration de la proposition 3 reste valable jusqu'à (2.68), cette proposition
reste valable, pourvu que l'on remplace L−1 par L˜−1 dans la déﬁnition de Peff .
Remarque 13. Du point de vue mathématique, le fait que les tenseurs L et N puissent
être négatifs a des conséquences importantes : (i) ni l'existence, ni l'unicité du point sta-
tionnaire de Peff sur C n'est assurée ; (ii) un point stationnaire de Peff sur C ne constitue
pas nécessairement un minimum local de la fonctionnelle Peff , qui peut par ailleurs ne pas
admettre de minimum du tout. Cependant, une analyse mathématique réalisée récemment
par Bonnaillie-Noël et al. [41] dans un contexte simpliﬁé suggère que, bien que (2.62) soit
un problème de point selle, il admet généralement une unique solution, excepté pour un
ensemble dénombrable de paramètres du modèle. Il reste cependant à vériﬁer que ce ré-
sultat reste vrai dans notre contexte.
2.5 Applications du modèle
Nous avons construit un modèle d'interface homogénéisée, permettant d'identiﬁer et
de simuler le comportement mécanique eﬀectif d'hétérogénéités périodiquement réparties
sur une surface. Le point fort de ce modèle est qu'il permet de décrire le comportement
d'une très grande variété d'hétérogénéités. On se propose donc d'appliquer ce modèle à
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Figure 2.9  Comportement mécanique asymptotique d'une couche mince homogène
d'épaisseur h.
l'étude de diﬀérents exemples. On s'intéresse tout d'abord au cas très simple d'une couche
homogène d'épaisseur constante, pour lequel le comportement eﬀectif peut être calculé de
façon analytique. On confronte ainsi notre modèle eﬀectif à d'autres modèles étudiés pré-
cédemment dans la littérature. Ensuite, on étudie d'autres types d'hétérogénéités, pour
lesquels les problèmes élémentaires n'admettent pas de solution analytique. On étudie en
particulier le comportement d'un réseau de micro-ﬁssures, d'inclusions élastiques sphé-
riques, ainsi que de diﬀérents motifs d'armatures. Ces nombreux exemples permettent de
souligner le large champ d'applications de ce modèle.
Dans les exemples considérés ci-dessous, on suppose que les hétérogénéités sont consti-
tuées de simples inclusions élastiques homogènes. On suppose également que les compor-
tements élastiques de la matrice et de l'inclusion sont isotropes, de coeﬃcients de Lamé
respectifs (λm, µm), (λi, µi), ou, de façon équivalente, de modules d'Young et de coeﬃ-
cients de Poisson (Em, νm) et (E i, ν i). Ces coeﬃcients satisfont les inégalités usuelles :
3λm + 2µm > 0, µm > 0, Em > 0, −1 < νm < 1/2 pour la matrice, 3λi + 2µi ≥ 0, µi ≥ 0,
E i ≥ 0, −1 ≤ ν i ≤ 1/2 pour l'inclusion. Le cas limite E i = 0 correspond au cas où
l'hétérogénéité du matériau est due à des vides ou à des ﬁssures dans la matrice. Ce type
d'hétérogénéités n'a pas été pris en compte dans la construction de notre modèle eﬀectif.
On peut cependant démontrer qu'il aboutit au même type de comportement, sous réserve
que les ﬁssures ne séparent pas la matrice en deux parties disjointes (voir [62] pour plus
de détails). Dans toute cette section, le comportement eﬀectif des hétérogénéités sera
essentiellement dicté par la diﬀérence entre les comportements élastiques de la matrice et
de l'inclusion. La diﬀérence entre la valeur d'un coeﬃcient élastique dans une inclusion
et dans la matrice sera donc notée par un double crochet (par exemple [[µ]] = µi − µm).
2.5.1 Couche homogène d'épaisseur constante
Comportement eﬀectif exact à l'ordre 1
On s'intéresse ici au comportement d'une couche mince homogène, d'épaisseur cons-
tante h = ηH, qui a été largement étudié dans la littérature (voir Figure 2.9). Les vecteurs
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de périodicité (a, b) sont ici quelconques. On en déduit que les champs mécaniques doivent
être invariants des coordonnées (y2, y3). La cellule élémentaire peut donc être réduite à la
droite réelle R, l'inclusion se trouvant dans l'intervalle (−H/2,+H/2). Les champs dans
le domaine intérieur dépendent donc uniquement de la coordonnée y1, et l'on a :(
λ(y1), µ(y1)
)
=
{
(λm, µm) if |y1| > H/2
(λi, µi) if |y1| < H/2
Les solutions des 6 problèmes élémentaires (2.23) et (2.24) peuvent être calculées de
façon analytique. En particulier, dans le problème (2.23), l'équation d'équilibre s'écrit
∂T i ·e1/∂y1 = 0. Avec la condition de raccord en contrainte limy1→±∞ T i ·e1 = δi, on
obtient immédiatement T i·e1 = δi uniformément dans la cellule. Par ailleurs, comme les
champs ne dépendent que de la variable y1, on a :
εy(V
i) =
∂V i1
∂y1
e1 ⊗s e1 + ∂V
i
α
∂y1
eα ⊗s e1
Comme le comportement des matériaux est isotrope, la relation de comportement s'écrit
T i = λTr εy(V
i)1 + 2µεy(V
i), où 1 est le tenseur du second ordre de diagonale unité,
de composantes 1ij = δij . La relation de comportement s'écrit donc en termes de compo-
santes :
T i11 = (λ+ 2µ)
∂V i1
∂y1
= δi1
T i1α = µ
∂V iα
∂y1
= δiα
T iαβ = λ
∂V i1
∂y1
Notons que l'on omet ici la dépendance des champs à la variable y1. On démontre alors
facilement que :
T i(y1) = δ
i
1e1 ⊗s e1 + 2δiαeα ⊗s e1 +
{
λm
λm+2µm δ
i
1eα ⊗s eα si |y1| > H/2
λi
λi+2µi
δi1eα ⊗s eα si |y1| < H/2
Le champ de contrainte est donc homogène par morceaux. De même, la dérivée du champ
de déplacement par rapport à la variable y1 s'écrit de la façon suivante :
∂V i
∂y1
(y1) =

δi
1
λm+2µme1 +
δiα
µmeα si |y1| > H/2
δi
1
λi+2µi
e1 +
δiα
µi
eα si |y1| < H/2
Le champ de déplacement est donc linéaire par morceaux dans la cellule périodique. En
utilisant la déﬁnition (2.44) du tenseur L, et la déﬁnition (2.27) du saut de déplacement
d, on en déduit :
L =
[[
1
λ+ 2µ
]]
e1 ⊗ e1 +
[[
1
µ
]]
(e2 ⊗ e2 + e3 ⊗ e3) (2.69)
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De même, avec la déﬁnition (2.45) du tenseur P, la déﬁnition (2.31) de la contrainte
de membrane σΓ et la relation de symétrie majeure (2.49), on obtient l'expression du
tenseur M :
M = −
[[
ν
1− ν
]]
e1 ⊗ (e2 ⊗ e2 + e3 ⊗ e3) (2.70)
On peut résoudre de la même façon les problèmes élémentaires (2.24) associés aux dé-
formations membranaires de l'interface. On démontre alors que les contraintes dans la
cellule élémentaire sont :
Sαβγδ (y1) =
{
2µmλm
λm+2µm δ
α
β δ
γ
δ + 2µ
mIαβγδ si |y1| > H/2
2µiλi
λi+2µi
δαβ δ
γ
δ + 2µ
iIαβγδ si |y1| < H/2
Dans ces relations, Iαβγδ = 12
(
δαγ δ
β
δ + δ
α
δ δ
β
γ
)
est l'opérateur identité sur l'espace vectoriel
des tenseurs symétriques du second ordre. Encore une fois, les champs de contrainte Sαβ
sont constants par morceaux. En utilisant la déﬁnition (2.45) du tenseur N et la déﬁnition
(2.31) de la contrainte de membrane σΓ, on obtient :
Nαβγδ =
[[
2µλ
λ+ 2µ
]]
δαβδγδ + [[2µ]]Iαβγδ (2.71)
Nous avons donc calculé l'expression analytique des tenseurs L, M et N, qui caractérisent
le comportement eﬀectif de la couche homogène. Le tenseur L est généralement inversible,
sauf dans les cas particuliers où [[λ+2µ]] = 0 ou [[µ]] = 0. Dans le cas général, le signe de
L dépend du signe de ces coeﬃcients. Le tenseur de couplage M dépend uniquement des
coeﬃcients de Poisson des deux matériaux, et disparaît lorsque l'inclusion et la matrice
présentent le même coeﬃcient de Poisson. Le couplage entre le comportement de mem-
brane et le comportement d'interface élastique peut donc s'interpréter comme un eﬀet
de Poisson. En revanche, le signe de N n'est pas évident à ce stade. Notons également
que, dans le cas où l'inclusion présente le même comportement que la matrice, les trois
tenseurs L, M et N sont nuls, ce qui signiﬁe que le saut de déplacement et le saut de
contrainte à travers l'interface sont nuls.
Considérons à présent le cas particulier où la matrice et l'inclusion ont le même
coeﬃcient de Poisson, c'est-à-dire quand νm = ν i = ν ∈ (−1, 12). Dans ce cas, M = 0
tandis que les tenseurs L et N s'écrivent :
L =
(1 + ν)(1− 2ν)
1− ν
[[
1
E
]]
e1 ⊗ e1 + 2(1 + ν)
[[
1
E
]]
(e2 ⊗ e2 + e3 ⊗ e3)
Nαβγδ =
[[E]]
1 + ν
(
Iαβγδ +
ν
1− ν δαβδγδ
)
Dans ces expressions, L et N ont des signes opposés. Si [[E]] > 0, c'est-à-dire si l'inclusion
est plus rigide que la matrice, N est positif tandis que L est négatif. Inversement, si
l'inclusion est plus souple que la matrice, L devient positif tandis que N est négatif. On
retrouve ici le résultat démontré précédemment dans la Section 2.4.2, qui suggère que le
comportement eﬀectif de l'interface n'est généralement pas stable.
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Comportement limite d'une couche rigide
Il est également intéressant de démontrer que notre modèle est cohérent avec les autres
modèles décrits classiquement dans la littérature pour des interfaces rigides ou souples.
Cette démonstration ne peut qu'être formelle, dans la mesure où nous avons construit
notre modèle sur l'hypothèse que le comportement des matériaux ne dépendait pas de η.
Considérons tout d'abord le cas où l'inclusion est beaucoup plus rigide que la matrice,
c'est-à-dire lorsque E i ≫ Em. On peut alors introduire le rapport θ = Em/E i comme
un petit paramètre sans dimension. Si l'on introduit E i = θ−1Em dans (2.692.71), on
constate que les tenseurs L et M restent bornés lorsque θ → 0, tandis que N n'est pas
borné. La partie divergente de N s'écrit :
Nαβγδ = θ
−1 E
m
1 + ν i
Iαβγδ + θ
−1 E
mν i
(1 + ν i)(1− ν i)δαβδγδ +Oθ=0(θ
0)
En d'autres termes, la contrainte membranaire devient prédominante sur le saut de dé-
placement. Formellement, si θ est de l'ordre de η, la contrainte de membrane apparaît
à l'ordre 0 au lieu de l'ordre 1. De plus, la contrainte membranaire ne dépend que des
composantes membranaires de la déformation εΓ(U). Le saut de contraintes s'écrit alors :
[[σ0]] · e1 + hdivΓ
(
E i
1 + ν i
εΓ(u
0) +
E iν i
(1 + ν i)(1− ν i)divΓ(u
0)(e2 ⊗s e2 + e3 ⊗s e3)
)
= 0
Dans ce cas, on peut construire un modèle eﬀectif, exact à l'ordre 0 en η, où l'interface
se comporte comme une membrane. L'énergie eﬀective (2.64) s'écrit alors :
Peff(w) =1
2
∫
Ω\Γ
ε(w) :Am :ε(w) dx−
∫
∂FΩ
F ·w dS
−
∫
Ω
ρ∗g ·w dx− h
∫
Γ
〈ρ− ρ∗〉
Y
g ·w dx′
+
hE i
2(1 + ν i)
∫
Γ
(
εΓ(w) :εΓ(w) +
ν i
1− ν i (divx′w)
2
)
dx′
Les déplacements sont continus à travers Γ, et l'ensemble des champs cinématiquement
admissibles devient :
C =
{
w = (w1, w2, w3)
∣∣∣ w ∈ H1(Ω)3, (w2, w3) ∈ H1(Γ)2, w = ud sur ∂uΩ}
Ce modèle est cohérent avec le modèle dit rigide décrit dans la littérature [55, 36, 37],
où la condition de transmission à travers l'interface est de type Ventcel.
Comportement limite d'une couche souple
Inversement, on peut considérer le cas où l'inclusion est beaucoup plus souple que
la matrice. Ceci correspond au cas où θ → ∞. Suivant la démarche précédente, lorsque
θ →∞, M et N restent bornés, tandis que L n'est pas borné :
L =
θ(1 + ν i)(1− 2ν i)
Em(1− ν i) e1 ⊗ e1 +
2θ(1 + ν i)
Em
(e2 ⊗ e2 + e3 ⊗ e3) +Oθ→∞(θ0)
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En d'autres termes, le saut de déplacement devient prédominant sur la contrainte de
membrane. Formellement, si θ est de l'ordre de η−1, le saut de déplacement apparaît à
l'ordre 0 au lieu de l'ordre 1. Qui plus est, ce saut de déplacement ne dépend que des
forces appliquées sur l'interface Σ·e1. Le saut de déplacement s'écrit donc :
[[u0]] = h
(
σ011
λi + 2µi
e1 +
σ012
µi
e2 +
σ013
µi
e3
)
Dans ce cas, on peut construire un modèle eﬀectif, exact à l'ordre 0 en η, dans lequel
l'interface se comporte comme une interface élastique. Ainsi, l'énergie potentielle (2.64)
s'écrit :
Peff(w) =1
2
∫
Ω\Γ
ε(w) :Am :ε(w) dx−
∫
∂FΩ
F ·w dS
−
∫
Ω
ρ∗g ·w dx− h
∫
Γ
〈ρ− ρ∗〉
Y
g ·w dx′
+
1
2h
∫
Γ
(
(λi + 2µi)[[w1]]
2 + µi[[w2]]
2 + µi[[w3]]
2
)
dx′
Comme cette fonctionnelle ne dépend pas des déformations membranaires de l'interface,
l'espace des champs de déplacement cinématiquement admissibles devient :
C =
{
w = (w1, w2, w3)
∣∣∣ w ∈ H1(Ω \ Γ)3, w = ud sur ∂uΩ}
Ce modèle est cohérent avec le modèle dit souple décrit dans la littérature [36, 53], dans
lequel l'interface est remplacée par une densité uniforme de ressorts. Notons que dans
ces deux cas limites, la fonctionnelle retrouve son caractère déﬁni positif, que l'on avait
perdu dans le cas général.
2.5.2 Réseau orthogonal de ﬁssures circulaires coplanaires
L'intérêt principal de cette formulation ne réside pas dans l'étude de couches ho-
mogène : elle permet de décrire une bien plus grande variété d'hétérogénéités. On peut
s'intéresser par exemple au comportement d'un réseau de micro-ﬁssures circulaires. No-
tons que, dans la construction de notre modèle eﬀectif, nous avons explicitement exclu le
cas où la rigidité du matériau est localement nulle dans la cellule élémentaire. Cependant,
comme souligné dans une publication récente [62], l'étude de ce type d'hétérogénéités ne
pose pas de diﬃcultés, à condition que la matrice reste connectée à l'échelle de la cellule
périodique. À cette restriction près, ce type d'hétérogénéités présente le même compor-
tement eﬀectif.
Supposons que les micro-ﬁssures se situent dans le plan (e2, e3), et ont pour rayon
rh, h étant la distance entre deux ﬁssures voisines (voir Figure 2.10). Notre approche
est valable tant que les micro-ﬁssures ne séparent pas la structure en deux morceaux,
ce qui impose 0 ≤ r < 1/√2. Les vecteurs de périodicité à l'échelle de la structure sont
alors a = he2 et b = he3. À l'échelle microscopique, la cellule élémentaire est Y =
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Figure 2.10  Cas où les hétérogénéités sont constituées de micro-ﬁssures circulaires,
distribuées dans le plan y1 = 0 selon un réseau orthogonal. Les pointillés représentent les
plans de symétrie du motif périodique.
R×(−H/2, H/2)2, et contient une ﬁssure décrite par le disque D = {(0,y′) | ||y′|| < rH },
de vecteur normal unité e1 (voir Figure 2.10).
Les six problèmes élémentaires (2.23) et (2.24) doivent être légèrement modiﬁés en
raison de la présence de la ﬁssure. En particulier, les champs de déplacement V i et W αβ
sont susceptibles d'être discontinus à travers D, et l'on ajoute une contrainte de bord
libre T i·e1 = 0 et Sαβ·e1 = 0 sur les lèvres de la ﬁssure. Ainsi, les problèmes élémentaires
(2.23) liés à la contrainte d'interface σ0 ·e1 s'écrivent :
T i = A :εy(V
i) dans Y
divy(T
i) = 0 dans Y
T i ·e1 = 0 sur D
lim
y1→±∞
T i ·e1 = δi
V i et T i sont y′−pe´riodiques
(2.72)
Tandis que ceux liés à la déformation membranaire de l'interface εΓ(u0) (2.24) de-
viennent : 
Sαβ = A : (Iαβ + εy(W
αβ)) dans Y
divy(S
αβ) = 0 dans Y
Sαβ ·e1 = 0 sur D
lim
y1→±∞
Sαβ ·e1 = 0
W αβ et Sαβ sont y′−pe´riodiques
(2.73)
La solution de ce dernier système d'équations est triviale. En eﬀet, comme la ﬁssure
est parallèle au plan Γ, elle n'est pas aﬀectée par les déformations membranaires. On
peut donc vériﬁer que le champ de déplacement
W αβ(y) = − λ
m
λm + 2µm
δαβy1e1, (2.74)
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est solution du système d'équations (2.73). En introduisant ce champ de déplacement
dans la relation de comportement du système d'équations (2.73), on constate que Sαβ·e1 =
0 dans toute la cellule. Les conditions limite en contrainte sont donc respectées. Comme
d'autre part les champs de déplacement et de contrainte sont y′-périodiques, le champ
de déplacement (2.74) est l'unique solution du système (2.73), à une translation près. En
utilisant les déﬁnitions (2.44) et (2.45) des tenseurs M et N, on démontre que les tenseurs
M et N sont nuls. La surface Γ ne présente donc pas de rigidité de membrane.
En revanche, le tenseur L est généralement non nul, mais on peut démontrer qu'il
présente un certain nombre de symétries. En eﬀet, comme la cellule de base est laissée
invariante par les symétries par rapports aux plans (e1, e2) et (e1, e3), le tenseur L doit
présenter les mêmes invariances. On en déduit que tous les coeﬃcients hors diagonale du
tenseur L sont nulles. Comme, de plus, la cellule périodique est laissée invariante par une
rotation de π/2 autour de l'axe e1, on a également L22 = L33. Le comportement eﬀectif
des micro-ﬁssures est donc caractérisé par seulement deux coeﬃcients indépendants, que
sont L11 et L22 = L33. Comme de plus Em est le seul paramètre de rigidité du problème,
on peut écrire le tenseur L sous la forme suivante :
L =
st
Em
e1 ⊗ e1 + sc
Em
(e2 ⊗ e2 + e3 ⊗ e3)
Dans cette relation, st et sc sont des coeﬃcients sans dimension, qui dépendent unique-
ment du coeﬃcient de Poisson νm de la matrice, et du rapport r entre le rayon des ﬁssures
et leur distance mutuelle. On peut démontrer que st et sc sont des fonctions positives
croissantes de r, variant de 0 à +∞ lorsque r varie de 0 à 1/√2. Lorsque r = 1/√2,
la ﬁssure sépare la cellule élémentaire en deux parties, la matrice n'est plus connectée,
et notre modèle n'est plus valable : la surface d'hétérogénéités devient une surface libre.
Comme 〈ρ− ρ∗〉
Y
= 0, les conditions de saut dans (2.62) deviennent :
[[U ]] = h
st
Em
Σ11e1 + h
sc
Em
Σα1eα [[Σ]]·e1 = 0
Ces conditions de saut correspondent à une condition de transmission de type Robin,
où le saut de déplacement est proportionnel à la contrainte appliquée à l'interface. En
d'autres termes, ce réseau de micro-ﬁssures se comporte comme une densité surfacique de
ressorts, dont les rigidités normales et tangentielles sont respectivement égales à Em/sth
et Em/sch. Notons cependant que le comportement eﬀectif d'un réseau de micro-ﬁssures
ne se réduit pas toujours à un comportement d'interface élastique. D'autres exemples
étudiés dans [62], où l'on modiﬁe simplement l'orientation des ﬁssures, montrent que le
comportement eﬀectif est généralement plus compliqué.
Suivant les résultats précédents, le potentiel eﬀectif s'écrit ici :
Peff(v) =1
2
∫
Ω\Γ
ε(v) :Am :ε(v) dx+
1
2
∫
Γ
(
Em
sth
[[v1]]
2 +
Em
sch
[[vα]][[vα]]
)
dx′
−
∫
∂FΩ
F ·v dS−
∫
Ω
ρ∗g ·v dx
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En vertu de la positivité des coeﬃcients st et sc, cette fonctionnelle est strictement
convexe. De plus, comme M et N sont nuls, Peff ne fait pas intervenir les déformations de
membrane εΓ de Γ, et Peff(v) est ﬁni si et seulement si v appartient à H1(Ω \Γ)3. De ce
fait, l'ensemble des champs de déplacement cinématiquement admissibles est simplement :
C =
{
v
∣∣∣v ∈ H1(Ω \ Γ)3, v = ud sur ∂uΩ}
Comme Peff est coercif et (strictement) convexe sur C, il existe un unique champ de dé-
placement U qui rend stationnaire la fonctionnelle Peff sur C. De plus, U est le minimum
global de Peff sur C.
Le comportement eﬀectif des ﬁssures est caractérisé par les coeﬃcients sans dimension
(st, sc). À notre connaissance, il n'existe pas de solution analytique aux problèmes élé-
mentaires (2.72). Ces coeﬃcients doivent donc être calculés numériquement, en utilisant
par exemple la méthode des éléments ﬁnis. Cependant, avant de résoudre numérique-
ment les problèmes élémentaires (2.72), il est nécessaire de prendre quelques précautions.
Premièrement, la solution des problèmes élémentaires n'est unique qu'à une transla-
tion près. Pour obtenir une solution numérique, il est donc nécessaire de bloquer cette
translation. Ceci peut être réalisé simplement, en imposant le déplacement d'un unique
noeud du maillage éléments ﬁnis, qui peut être choisi arbitrairement. Par ailleurs, la
cellule élémentaire est inﬁnie dans la direction e1, tandis que la méthode des éléments
ﬁnis standard s'appuie sur des domaines bornés. Cependant, comme la dépendance des
champs aux variables y′ décroît exponentiellement lorsque y1 tend vers ±∞, la cellule
élémentaire peut être artiﬁciellement bornée dans cette direction sans grande inﬂuence
sur les résultats obtenus. Quelques essais numériques montrent que réduire la taille de la
cellule élémentaire dans la direction y1 à 6H, c'est-à-dire six fois la taille de l'inclusion,
est suﬃsant pour obtenir une très bonne approximation de la solution.
Nous avons donc calculé numériquement les valeurs des paramètres (st, sc), pour
plusieurs valeurs du rayon de la ﬁssure allant de 0 à 1/
√
2, et pour un coeﬃcient de
Poisson de 0,3. Les résultats sont présentés dans le tableau suivant.
r 0, 0 0, 1 0, 2 0, 3 0, 4 0, 5 0, 6
st 0, 0 0, 0042 0, 037 0, 134 0, 35 0, 96 2, 25
sc 0, 0 0, 0047 0, 043 0, 156 0, 41 1, 11 2, 52
On constate que st et sc restent très faibles tant que la ﬁssure est petite, mais qu'ils
évoluent très vite au voisinage de 1/
√
2 ≈ 0, 707. Ce comportement était attendu, car
lorsque r → 1/√2, le réseau de micro-ﬁssures périodiques se transforme en une unique
ﬁssure macroscopique, de souplesse inﬁnie.
Le comportement eﬀectif d'un réseau de ﬁssures coplanaires est donc très simple : il
se réduit à un comportement d'interface élastique, caractérisé par seulement deux coeﬃ-
cients indépendants. Ces coeﬃcients peuvent être identiﬁés numériquement, via des simu-
lations éléments ﬁnis à l'échelle d'un motif périodique. Notons cependant que ce modèle
ne tient pas compte d'éventuelles conditions de contact entre les lèvres des micro-ﬁssures.
Il n'est donc réellement valable que si les lèvres des ﬁssures sont écartées, ce qui est gé-
néralement le cas tant que l'on exerce une contrainte de traction perpendiculairement à
l'interface (c'est-à-dire Σ11 > 0).
82







Figure 2.11  Cas où les hétérogénéités sont des inclusions sphériques élastiques, distri-
buées dans le plan Γ selon un motif hexagonal.
Remarque 14. L'introduction d'une condition supplémentaire de contact entre les lèvres
des micro-ﬁssures induit une non-linéarité du problème intérieur d'ordre 1 (2.20). Or la
prise en compte de non-linéarités à l'échelle locale pose une grosse diﬃculté : si le pro-
blème mécanique dans le domaine intérieur n'est pas linéaire, le principe de superposition
n'est plus valable, on ne peut plus introduire les problèmes élémentaires, et la déﬁnition
même des tenseurs L, M et N n'a plus de sens. La détermination du comportement eﬀectif
des hétérogénéités se complique alors beaucoup.
2.5.3 Réseau hexagonal d'inclusions sphériques élastiques
On analyse ici un second exemple non trivial, où l'hétérogénéité est due à une distri-
bution périodique d'inclusions sphériques élastiques dans le plan (e2, e3). Ces inclusions
sphériques sont distribuées sur la surface Γ suivant un motif hexagonal (voir Figure 2.11).
Le rayon d'une inclusion est rh, avec h la distance entre deux inclusions. On suppose que
les inclusions élastiques sont disjointes, ce qui s'écrit 0 ≤ r < 1/2. Les vecteurs pério-
diques à l'échelle macroscopique sont donc a = h(
√
3e2 + e3)/2 et b = he3. À l'échelle
microscopique, on peut choisir pour Y un hexagone régulier, de centre 0. Ainsi, la cellule
élémentaire est Y = R×Y, et contient une inclusion élastique correspondant à la boule
D = {y | ||y|| < rH }.
Contrairement à l'exemple précédent des ﬁssures coplanaires, aucun des problèmes
élémentaires n'est trivial. En revanche, les symétries de la cellule périodique induisent
un certain nombre de symétries sur les tenseurs L, M et N. En particulier, la cellule
élémentaire est laissée invariante par les symétries par rapport aux plans (e1, e2) et
(e1, e3). Les tenseurs L, M et N doivent donc présenter les mêmes invariances. On en
déduit que L est un tenseur diagonal, que les seules composantes non nulles du tenseur
M sont M122 et M133, et que les composantes non nulles du tenseur N sont N2222, N2233,
N2323, N3333 et leurs composantes symétriques. Par ailleurs, la cellule élémentaire est
également invariante par rotation de π/3 autour de l'axe e1. On en déduit que L22 =
L33 et M122 = M133. De manière moins évidente, on démontre également que N2222 =
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N3333 = N2233 + 2N2323. Si l'on introduit les paramètres sans dimension λM et µM , tels
que N2233 = EmλM et N2323 = EmµM , on constate que N s'interprète comme une rigidité
isotrope de membrane, de coeﬃcients de Lamé EmλM et EmµM . Les tenseurs L, M et N
peuvent donc s'écrire sous la forme suivante :

L =
st
Em
e1 ⊗ e1 + sc
Em
(e2 ⊗ e2 + e3 ⊗ e3)
M = c e1 ⊗ (e2 ⊗ e2 + e3 ⊗ e3)
Nαβγδ = E
mλMδ
α
β δ
γ
δ + 2E
mµMIαβγδ
(2.75)
Les cinq paramètres st, sc, c, λM et µM sont des paramètres sans dimension, qui suﬃsent
à caractériser le comportement eﬀectif des inclusions sphériques. Ils dépendent du rayon
relatif r des inclusions, du rapport de rigidités θ = Em/E i, et des coeﬃcients de Poisson de
la matrice et de l'inclusion νm et ν i. Les paramètres st et sc caractérisent respectivement
la souplesse de l'interface dans des sollicitations de traction et de cisaillement, tandis
que les coeﬃcients λM et µM caractérisent la rigidité de membrane de l'interface. Le
coeﬃcient c est généralement non-nul, et traduit un couplage entre les déformations
membranaires, et le saut de déplacement au travers de l'interface. Ces coeﬃcients sont
calculés numériquement dans le cas où r = 3/8, en supposant que l'inclusion est dix fois
plus souple que la matrice, et que les coeﬃcients de Poisson de la matrice et de l'inclusion
sont tous deux égaux à 0,3. Les résultats sont présentés dans le tableau suivant.
Paramètre st sc c λM µM
Valeur 0, 44 1, 51 0, 043 −0, 11 −0, 13
La valeur de ces diﬀérents paramètres nous informe sur le comportement eﬀectif de ce type
d'hétérogénéités. On constate tout d'abord que les tenseurs L et N sont respectivement
positif et négatif. En termes d'énergie eﬀective de surface, l'énergie de membrane est donc
négative, tandis que l'énergie d'interface élastique est positive. Ceci est cohérent avec les
résultats obtenus dans l'étude d'une couche homogène d'épaisseur constante : lorsque les
hétérogénéités sont plus souples que la matrice, le comportement eﬀectif de membrane est
instable, tandis que le comportement eﬀectif d'interface élastique est stable. On constate
par ailleurs que les coeﬃcients de plus grande amplitude sont sc, puis st. L'eﬀet principal
de ces hétérogénéités est donc d'introduire une souplesse en cisaillement de l'interface Γ,
et dans une moindre mesure une souplesse en traction. Les coeﬃcients λM et µM sont plus
petits en valeur absolue. Le comportement eﬀectif de membrane des hétérogénéités a donc
moins d'inﬂuence sur le comportement de la structure. Enﬁn, bien que les coeﬃcients de
Poisson de la matrice et de l'inclusion soient identiques, le coeﬃcient c est faible, mais
non nul. Le couplage entre les comportements d'interface élastique et de membrane ne
se réduit donc pas toujours à un simple eﬀet de Poisson, mais peut être dû à des eﬀets
de structure à l'échelle microscopique.
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Figure 2.12  Réseau de barres cylindriques unidirectionnelles, de rayon rh et d'axe e2,
réparties périodiquement dans la direction e3 avec un pas h.
2.5.4 Réseaux d'armatures
Armatures unidirectionnelles
Pour en revenir au sujet qui nous intéresse, on peut s'intéresser au comportement
eﬀectif de barres d'armature dans une structure en béton. Étudions donc le comportement
d'un réseau de barres unidirectionnelles dans un volume homogène (voir Figure 2.12). Ces
barres sont des cylindres, de rayon rh et d'axe e2. Elles sont périodiquement distribuées
dans la direction e3, avec un espacement h. On suppose que ces barres sont disjointes,
ce qui s'écrit 0 ≤ r < 1/2. Les vecteurs périodiques à l'échelle macroscopique sont
donc a = αe2 et b = he3, avec α une constante arbitraire. À l'échelle microscopique,
les champs physiques sont donc indépendants de y2, et la cellule périodique peut être
réduite au domaine Y = R×(−H/2, H/2) dans le plan (e1, e3). L'armature est située
dans le domaine D = {(y1, y3) | ||y|| < rH }, de sorte que :
(
λ(y1, y3), µ(y1, y3)
)
=
{
(λm, µm) si y /∈ D
(λi, µi) si y ∈ D
Encore une fois, les plans (e1, e2) et (e1, e3) sont des plans de symétrie de la cellule
élémentaire. Comme dans les exemples précédents, on en déduit que le tenseur L est
diagonal, que les seules composantes non nulles du tenseur M sont M122 et M133, et
que les composantes non nulles du tenseur N sont N2222, N2233, N2323, N3333 et leurs
composantes symétriques. En revanche, la cellule périodique ne présente ici pas d'autres
invariances. Les tenseurs L, M et N peuvent donc se mettre sous la forme :
L =
si
Em
ei ⊗ ei
M = cα e1 ⊗ (eα ⊗ eα)
N = EmRαβ (eα ⊗ eα)⊗ (eβ ⊗ eβ) + 4EmG (e2 ⊗s e3)⊗ (e2 ⊗s e3)
Précisons ici que les indices répétés trois fois sont implicitement sommés, les indices grecs
variant de 1 à 2 et les indices latins de 1 à 3. La souplesse du comportement d'interface
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élastique est caractérisée par les trois paramètres (s1, s2, s3), le couplage entre le saut de
déplacement et les déformations membranaires est caractérisé par les deux paramètres
(c2, c3), et le comportement de membrane de l'interface est caractérisé par le tenseur
symétrique du second ordre R, ainsi que par le scalaire G. Ce dernier caractérise la rigidité
de cisaillement du comportement de membrane, tandis que le tenseur R caractérise les
rigidités uniaxiales dans les directions e2 et e3, ainsi qu'un couplage entre ces deux
directions. Le comportement homogénéisé du réseau de barres est donc caractérisé par
neuf coeﬃcients indépendants. Précisons ici que tous ces paramètres sont sans dimension,
et dépendent du rayon relatif des barres d'armature r, du rapport de rigidité θ = Em/E i,
ainsi que des coeﬃcients de Poisson νm et ν i.
Ces coeﬃcients sont calculés numériquement, on considérant que la matrice est un
béton courant, et que les barres sont constituées d'un acier standard. On se place donc
dans la situation où r = 1/20, Em = 30 GPa, νm = 0, 22, E i = 200 GPa et ν i = 0, 3. Les
résultats obtenus sont présentés dans le tableau suivant.
Paramètre s1 s2 s3 c2 c3
Valeur −0, 0085 −0, 028 −0, 022 −0, 0013 −0, 00052
R22 R33 R23 G
0, 045 0, 010 0, 0032 0, 0047
D'après le signe de ces coeﬃcients, on constate que le tenseur L est déﬁni négatif, tandis
que le tenseur N est déﬁni positif. Ceci est cohérent avec les résultats que nous avons
obtenu dans le cas d'une couche homogène : lorsque les inclusions sont plus rigides que
la matrice, le comportement d'interface élastique tend à être instable, tandis que le
comportement de membrane est stable. On observe également que ces coeﬃcients varient
en valeur absolue de 1 % à 5 %, et sont donc toujours petits devant 1. Ceci signiﬁe que,
dans un régime linéaire, les armatures en acier ont peu d'inﬂuence sur le comportement
des structures en béton armé. Ceci s'explique de la façon suivante : bien que les armatures
soient plus rigides que le béton, leur proportion volumique est également très faible. Leur
inﬂuence sur le comportement de la structure est donc limitée.
Réseau d'armatures orthogonales
En pratique, les armatures forment rarement un réseau de barres unidirectionnelles.
Dans les structures en béton armé, les armatures sont généralement disposées selon un
motif orthogonal, et forment ainsi un treillis de barres. On se propose donc d'étudier le
comportement mécanique eﬀectif de ce second motif de ferraillage. Les barres d'arma-
tures sont toujours des cylindres, de rayon rh. On distingue les barres horizontales, d'axe
e2, et les barres verticales, d'axe e3. Les barres verticales et horizontales sont distribuées
périodiquement suivant les directions e2 et e3, avec un même espacement h. Sur chantier,
les barres de ferraillage horizontales et verticales peuvent être soudées, ligaturées, ou sim-
plement mises en contact. Pour simpliﬁer notre étude, on suppose ici que les barres d'ar-
matures sont légèrement décalées d'une distance ±ph dans la direction e1, de sorte que
les barres d'armature verticales et horizontales ne rentrent pas en contact. On évite ainsi
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Figure 2.13  Réseau de barres cylindriques organisées selon un motif orthogonal.
l'apparition de singularités de contraintes localement. Pour que les armatures ne rentrent
pas en contact, on doit avoir 0 ≤ r < p et r < 1/2. Les vecteurs de périodicité à l'échelle
macroscopique sont simplement he2 et he3, et on peut choisir comme volume élémentaire
périodique le volume Y = R× (−H/2, H/2)2 (voir Figure 2.13). Les armatures horizon-
tales et verticales sont situées dans les domaines Dh =
{
y
∣∣ (y1 + pH)2 + y23 < r2H2}
et Dv =
{
y
∣∣ (y1 − pH)2 + y22 < r2H2}. Le comportement du matériau dans le volume
élémentaire périodique s'écrit donc :
(
λ(y), µ(y)
)
=
{
(λm, µm) si y /∈ Dh ∪ Dv
(λi, µi) si y ∈ Dh ∪ Dv
Comme dans l'exemple précédent, le motif périodique est laissé invariant par les symétries
par rapport aux plans (e1, e2) et (e1, e3). Les tenseur L, M et N peuvent donc se mettre
sous la forme :
L =
s′i
Em
ei ⊗ ei
M = c′α e1 ⊗ (eα ⊗ eα)
N = EmR′αβ (eα ⊗ eα)⊗ (eβ ⊗ eβ) + 4EmG′ (e2 ⊗s e3)⊗ (e2 ⊗s e3)
En plus de ces symétries, la cellule périodique est laissée invariante par une transfor-
mation un peu particulière, qui compose symétrie plane par rapport au plan (e2, e3), et
rotation de π/2 par rapport à l'axe e1. Les tenseurs L, M et N doivent donc être laissés
invariants par cette transformation. On en déduit s′2 = s
′
3, c
′
2 = c
′
3 et R
′
22 = R
′
33. Le com-
portement eﬀectif du réseau d'armatures orthogonales est donc caractérisé par seulement
six coeﬃcients indépendants, que sont s′1, s
′
α, c
′
α, R
′
αα, R
′
23 et G
′. Ces six coeﬃcients sont
sans dimension, et dépendent du rayon relatif r des armatures, de l'excentrement p, du
rapport de rigidités θ = Em/E i et des coeﬃcients de Poisson νm et ν i.
Ces coeﬃcients sont calculés numériquement, on considérant que l'acier et le béton
ont des comportements standards, soit pour le béton Em = 30 GPa et νm = 0, 22, et pour
l'acier E i = 200 GPa et ν i = 0, 3. Les paramètres géométriques choisis sont r = 0, 05
et p = 0, 06. Les valeurs obtenues pour les coeﬃcients sont présentées dans le tableau
suivant.
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Paramètre s′1 s
′
α c
′
α R
′
αα R
′
23 G
′
Valeur −0, 017 −0, 050 −0, 0018 0, 056 0, 0064 0, 0094
On retrouve un comportement très semblable à l'exemple précédent. On constate que les
tenseurs L et N sont respectivement négatif et positif, ce qui se traduit par un comporte-
ment d'interface élastique instable. On observe également que les valeurs des coeﬃcients
restent petites devant 1, ce qui traduit une inﬂuence des armatures sur le comportement
de la structure relativement faible. En comparant les valeurs des coeﬃcients calculées
pour cet exemple et le précédent, on observe également un phénomène intéressant. On
constate numériquement que :
s′1 ≈ 2s1 s′α ≈ s2 + s3 c′α ≈ c2 + c3
R′αα ≈ R22 +R33 R′23 ≈ 2R23 G′ ≈ 2G
En d'autres termes, le comportement du réseau d'armatures orthogonales est quasiment
identique à la superposition du comportement de deux réseaux rectilignes perpendicu-
laires. Ceci signiﬁe que l'interaction entre les réseaux d'armatures verticales et horizon-
tales est négligeable dans le comportement eﬀectif de la nappe d'armature. Ce résultat
n'était pas vraiment attendu, dans la mesure où les armatures verticales et horizontales
sont presque en contact.
Modèle simpliﬁé de membrane
On peut chercher à quantiﬁer plus précisément l'inﬂuence d'une nappe d'armature
sur le comportement d'une structure en béton armé. Intéressons-nous tout d'abord au
comportement d'interface élastique de la nappe d'armatures. Si l'on néglige le tenseur de
couplage M, le saut de déplacement dans le problème eﬀectif (2.62) est alors donné par :
[[U ]] = h L·(Σ·e1)
Si l'on considère l'exemple d'une nappe d'armatures orthogonales, la plus grande compo-
sante du tenseur L en valeur absolue est s′α/E
m. La souplesse de l'interface peut donc être
estimée à hs′α/E
m. Pour ﬁxer les idées, on suppose que la nappe d'armatures présente
un espacement h de 20 cm entre les barres d'acier. On en déduit que la nappe d'arma-
ture présente une souplesse du même ordre qu'une couche de béton d'une épaisseur de
hs′α, soit 1 cm. À l'échelle d'une enceinte de conﬁnement de 1,20 mètres d'épaisseur, ce
comportement d'interface élastique semble donc assez négligeable. De la mêm façon, on
peut quantiﬁer l'inﬂuence du comportement de membrane de la nappe d'armature. En
négligeant toujours le terme de couplage, ainsi que le poids propre des armatures, le saut
de contrainte dans le problème eﬀectif (2.62) s'écrit :
[[Σ]]·e1 + divΓ
(
hN :εΓ(U)
)
= 0
Dans cette relation, le tenseur hN s'interprète comme une rigidité de membrane. La plus
grande composante du tenseur N est EmRαα. La rigidité de membrane des armatures
est donc de l'ordre de hEmRαα, ce qui correspond approximativement à la rigidité d'une
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couche de béton d'une épaisseur de hRαα, soit 1 cm. Si l'on rapporte cette grandeur à
l'épaisseur d'une enceinte de conﬁnement, on peut de toute évidence négliger le compor-
tement des barres d'armature.
Dans une première approche, on pourrait donc se contenter de négliger l'inﬂuence
des barres d'armature sur le comportement de la structure. Ceci revient à considérer
que les tenseurs L, M et N sont nuls dans la formulation du problème eﬀectif (2.62),
qui devient alors identique au problème mécanique d'ordre 0 dans le domaine extérieur
(2.17). Cependant, en pratique, les armatures jouent un grand rôle dans le comportement
d'une telle structure, en limitant l'ouverture des ﬁssures qui peuvent apparaître dans le
béton. Pour modéliser ce type d'eﬀets, c'est le comportement de membrane qui est le
plus pertinent. On peut donc choisir de simpliﬁer notre problème eﬀectif, en identiﬁant
les tenseurs L et M à zéro, et en ne conservant que le tenseur N. On choisit également de
négliger le poids propre des armatures. Les conditions de transmission dans le problème
eﬀectif (2.62) s'écrivent alors :
[[U ]] = 0 [[Σ]]·e1 + divΓ (hN :εΓ(U)) = 0
Le saut de déplacement devient donc continu au travers de la nappe d'armature, tandis
que le saut de contrainte reste discontinu. Ce saut de contrainte est dû à la rigidité
de membrane de la nappe d'armatures. Ce comportement de membrane est caractérisé
par le tenseur de rigidité hN, dont les composantes ont été calculées précédemment. Les
champs de déplacement cinématiquement admissibles (2.63) pour ce problème sont donc
les suivants :
C =
{
w = (w1, w2, w3)
∣∣∣ w ∈ H1(Ω)3, (w2, w3) ∈ H1(Γ)2, w = ud sur ∂uΩ}
L'énergie potentielle eﬀective (2.64) de ce problème devient par conséquent :
Peff(w) = 1
2
∫
Ω\Γ
ε(w) :Am :ε(w) dx−
∫
∂FΩ
F ·w dS−
∫
Ω
ρ∗g ·w dx
+
h
2
∫
Γ
εΓ(w) :N :εΓ(w) dx
′
Cette formulation présente de multiples avantages. Tout d'abord, comme le tenseur N
est déﬁni positif, la fonctionnelle Peff est strictement convexe. Le point stationnaire de
cette fonctionnelle sur l'ensemble C des champs de déplacement cinématiquement admis-
sibles est donc unique, et constitue le minimum global de Peff sur C. Par ailleurs, cette
formulation s'appuie sur des éléments de membrane, qui sont simples à implanter, et
relativements courants dans les codes de calcul éléments ﬁnis. Notons cependant que le
comportement de la membrane est anisotrope, ce qui complique légèrement la formulation
du comportement.
2.6 Conclusions sur le modèle asymptotique général
Nous avons donc construit une approche asymptotique générale, qui permet de décrire
le comportement eﬀectif de tous types d'hétérogénéités périodiquement réparties sur une
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surface. De précédents travaux publiés dans la littérature ont démontré que la présence
de ce type d'hétérogénéités induit une correction d'ordre 1 sur les champs mécaniques
au sein de la structure. Cette correction est due à l'apparition de sauts du champ de
déplacement et du champ de contraintes au travers de l'interface, qui sont proportionnels
à la déformation de membrane de la surface, et à la contrainte appliquée sur l'interface.
Ce comportement eﬀectif peut être complètement identiﬁé en résolvant six problèmes
mécaniques élémentaires à l'échelle d'un motif périodique d'hétérogénéités. Une première
façon de modéliser ces hétérogénéités consiste donc à résoudre successivement deux pro-
blèmes mécaniques au niveau de la structure : la première fois avec un corps entièrement
homogène, et la seconde en prenant en compte les sauts de déplacement et de contraintes
induits par la présence des hétérogénéités. Cette approche, bien que robuste, n'est pas
très adaptée à une implantation dans un cadre industriel.
On propose ici de reformuler le comportement eﬀectif de la surface d'hétérogénéités
dans un cadre énergétique. Ceci permet de résoudre un unique problème mécanique ef-
fectif, dont la solution est identique à la solution du problème réel jusqu'à l'ordre 1 en η.
Dans ce cadre, le comportement eﬀectif des hétérogénéités se traduit par une énergie
de surface, qui combine une énergie d'interface élastique et une énergie de membrane.
Cette formulation énergétique simpliﬁe l'analyse du comportement de l'interface, ainsi
que son implantation dans un code de calcul éléments ﬁnis. On construit un encadrement
du comportement de cette interface, qui permet de démontrer que l'énergie de l'interface
n'est généralement pas déﬁnie positive. Ceci constitue le principal défaut de cette formu-
lation : en raison de ces mauvaises propriétés, on ne peut pas démontrer l'unicité de la
solution du problème mécanique, et l'on peut s'attendre à voir apparaître des instabilités
à proximité de la surface d'hétérogénéités.
Enﬁn, ce modèle est appliqué à diﬀérents exemples. On étudie le comportement d'une
couche mince homogène, et on démontre ainsi que notre modèle est cohérent avec les
modèles d'interfaces souple et rigide proposés dans la littérature. Pour illustrer le large
champ d'application de ce modèle, on étudie également le comportement de microﬁssures
localisées sur une surface, ainsi que de cavités sphériques élastiques. Enﬁn, pour revenir
à notre problème initial, on s'intéresse au comportement mécanique eﬀectif de plusieurs
motifs d'armatures, comprenant des armatures parallèles, et des armatures croisées. Pour
ce type d'hétérogénéités, le comportement de membrane s'avère stable, tandis que le com-
portement d'interface élastique est instable. On propose de restreindre le modèle eﬀectif
de comportement des armatures à un simple modèle de membrane, qui constitue le com-
portement le plus intéressant d'une nappe d'armatures. Ceci permet de reconstruire un
modèle d'interface stable, qui assure une certaine robustesse des simulations numériques.
Cette démarche peut être facilement étendue à d'autres problèmes très similaires. On
peut citer tout d'abord la question de la représentation des câbles de précontrainte, que
l'on a peu abordée dans ce chapitre. La particularité des câbles de précontrainte est qu'ils
sont mis en traction après durcissement du béton, de sorte que l'acier est pré-déformé
par rapport au béton environnant. L'analyse asymptotique du comportement mécanique
de ces câbles aboutit à un modèle très similaire : les câbles n'ont pas d'inﬂuence sur le
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comportement de la structure à l'ordre 0, et induisent à l'ordre 1 un saut de déplacement
et un saut de contraintes à travers la nappe de câbles. La principale diﬀérence appa-
raît dans la formulation du problème mécanique intérieur d'ordre 1 (2.20), et dans la
décomposition de ce problème intérieur en problèmes élémentaires (2.25) et (2.26) (voir
pages 50 et 53) : comme les câbles sont pré-déformés, les champs physiques dans la cellule
élémentaire sont des fonctions aﬃnes, et non linéaires, de la déformation membranaire
et de la contrainte appliquée à l'interface. De ce fait, le saut de déplacement (2.29) et
la contrainte membranaire (2.33) sont également des fonctions aﬃnes de la déformation
membranaire et de la contrainte d'interface. Ceci modiﬁe très peu la formulation éner-
gétique du comportement eﬀectif de l'interface, qui est simplement aﬀectée d'un terme
linéaire supplémentaire associé à cette pré-déformation. En particulier, la déﬁnition des
tenseurs L, M et N, ainsi que les questions de stabilité du comportement eﬀectif de l'in-
terface ne sont pas modiﬁées.
Cette approche peut également être étendue à d'autres phénomènes similaires, tels
que des phénomènes de diﬀusion thermique, d'électro-statique, de magnéto-statique ou de
propagations d'ondes. En eﬀet, tous ces phénomènes reposent sur des systèmes d'équa-
tions diﬀérentielles très similaires. La principale limite de cette approche concerne les
phénomènes de propagation d'ondes, pour lesquels la longueur d'onde des vibrations doit
être bien plus grande que la taille des hétérogénéités : en eﬀet, dans le cas contraire,
on est susceptible de voir apparaître des phénomènes de diﬀraction, qui ne peuvent être
modélisés par ce type de modèle eﬀectif.
Enﬁn, on peut étudier de la même façon le comportement asymptotique d'hétéro-
généités réparties sur le bord d'une structure, qu'il s'agisse d'une surface libre, d'un
encastrement, ou d'un joint entre deux matériaux diﬀérents. On peut démontrer que
les modèles eﬀectifs correspondants sont très similaires, et même souvent plus simples :
lorsque les hétérogénéités sont réparties sur un bord libre, leur comportement est équi-
valent à celui d'une membrane, tandis que lorsqu'elles forment un encastrement, leur
comportement équivaut à celui d'une interface élastique. Ces problèmes pourront faire
l'objet d'études ultérieures.
Plusieurs problèmes restent cependant ouverts. Tout d'abord, nous avons fait l'hypo-
thèse que la surface sur laquelle les hétérogénéités sont réparties est plane. Or en pratique,
les nappes d'armatures et les câbles de précontrainte sont souvent répartis sur des sur-
faces courbes. Il serait donc intéressant de voir si ce modèle eﬀectif reste valable lorsque
la surface des hétérogénéités présente une certaine courbure. A priori, si l'on fait l'hypo-
thèse que la courbure de cette surface ne varie pas avec la taille des hétérogénéités, on
peut penser que ce modèle eﬀectif reste exact jusqu'à l'ordre 1 en η. Il reste cependant à
le démontrer rigoureusement.
Par ailleurs, nous avons démontré que le comportement eﬀectif de l'interface est gé-
néralement instable. Ceci constitue une limitation importante du modèle, qui a plusieurs
conséquences. D'une part, la fonctionnelle énergétique du problème mécanique global
n'est généralement pas convexe, et l'existence et l'unicité d'un point stationnaire de cette
fonctionnelle ne sont pas assurées. D'autre part, ce comportement peut générer des in-
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Figure 2.14  Comportement eﬀectif d'une inclusion dans une barre unidimensionnelle.
(a) Géométrie réelle de l'inclusion. (b) Modèle eﬀectif identiﬁé. (c) Comparaison des
champs de déplacement dans la barre pour les deux modèles. Si l'inclusion est plus rigide
que le reste de la barre, le modèle eﬀectif d'interface présente une rigidité négative.
stabilités à proximité de la surface d'hétérogénéités, qui ne semblent pas avoir de sens
physique. Cette déﬁcience du modèle peut être expliquée assez simplement : si l'on étudie
le comportement mécanique d'une inclusion dans une barre unidimensionnelle (voir Fi-
gure 2.14), on constate que son comportement eﬀectif est instable dès que l'inclusion est
plus rigide que le reste de la barre. On peut penser que ces mauvaises propriétés sont dues
à la condensation du comportement eﬀectif de l'inclusion sur une interface d'épaisseur
nulle. Pour remédier à ce problème, on pourrait donc envisager de reformuler le compor-
tement eﬀectif des hétérogénéités sur une interface d'épaisseur ﬁnie. Ce problème pourra
faire l'objet de travaux ultérieurs.
Enﬁn, ce modèle repose sur l'hypothèse que le comportement des hétérogénéités et
de la matrice est élastique. Cette hypothèse est assez pénalisante, et souvent peu re-
présentative des applications réelles. Si l'on reprend l'exemple d'une structure en béton
armé, les phénomènes qui nous intéressent mettent en jeu la ﬁssuration du béton, la
décohésion des armatures, voire la plastiﬁcation de l'acier, qui sont autant de phéno-
mènes non-linéaires. Le modèle eﬀectif développé apparait ici peu adapté aux besoins
industriels. Une première amélioration de ce type de modèle pourrait consister en la
prise en compte de non-linéarités localisées au voisinage des hétérogénéités. On pourrait
par exemple s'inspirer des méthodes type FE2, qui consistent à résoudre numériquement
en parallèle un problème mécanique à l'échelle globale, et une multitude de problèmes
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mécaniques non-linéaires à l'échelle locale [51]. Le principal défaut de ces approches est
qu'elles sont généralement coûteuses en temps de calcul, et donc pas forcément adaptées
à une utilisation dans un contexte industriel.
93
94
Chapitre 3
Modèle asymptotique dédié aux
armatures et aux câbles de
précontrainte
Introduction
On se propose dans ce chapitre de développer un second modèle limite, plus spéciﬁ-
quement adapté à la description des armatures et des câbles de précontrainte dans une
structure en béton. L'objectif est que ce modèle soit aussi simple que possible, permette
de modéliser à la fois les barres d'armatures et les câbles de précontrainte, et permette de
prendre en compte un éventuel glissement des armatures et des câbles de précontrainte
par rapport au béton.
Ce chapitre est organisé de la façon suivante. Dans la première section, on présente
le cadre théorique de ce modèle. On s'intéresse au comportement de ﬁbres cylindriques
rigides, réparties sur une surface, et liées au volume environnant par une loi de glissement
spéciﬁque. On étudie la limite de ce modèle lorsque l'espacement des ﬁbres tend vers zéro,
et lorsque la rigidité des ﬁbres tend vers l'inﬁni. Le modèle limite obtenu combine un
comportement de membrane anisotrope, dit modèle de grille, et une loi de glissement
entre cette grille et le volume environnant.
Dans la seconde section, on se propose de construire un modèle d'interface acier-béton
pertinent. On décrit tout d'abord les phénomènes qui régissent le comportement de cette
liaison, ainsi qu'un certain nombre de travaux publiés dans la littérature sur ce sujet.
En s'inspirant de ces travaux, on propose un modèle d'interface relativement simple, qui
relie le saut de déplacement à une contrainte de cisaillement. Ce modèle est implanté, et
validé par des comparaisons avec des essais expérimentaux.
Dans la troisième section, on détaille l'implantation numérique de ces modèles dans
le code éléments ﬁnis Code_Aster . La rigidité membranaire des armatures et des câbles
de précontrainte est modélisée par de simples éléments de membrane, ce qui ne pose pas
de diﬃcultés particulières. Par ailleurs, la décohésion de l'acier par rapport au béton est
modélisée par une interface cohésive, reliant les éléments de membrane au volume envi-
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ronnant. Ce comportement est implanté par le biais d'éléments d'interface à formulation
mixte. On détaille les choix de discrétisation faits pour ces éléments.
Enﬁn, dans la dernière section, on cherche à valider les deux modèles asymptotiques
développés dans le cadre de cette thèse. On procède pour cela à des comparaisons avec
des simulations tridimensionnelles détaillées. On étudie en particulier deux problèmes
mécaniques, que sont la ﬂexion d'une plaque en béton armé dans un régime élastique,
ainsi qu'un essai d'extraction d'armatures hors d'une plaque en béton armé. On démontre
ainsi que ces modèles limite donnent des résultats très similaires aux simulations de
référence.
3.1 Construction du modèle
3.1.1 Le problème étudié
Description géométrique du problème
Pour construire ce modèle, on se place dans le cadre d'une géométrie simpliﬁée : on
étudie le comportement d'un corps Ω borné, séparé en deux par un plan Γ. Sur ce plan
sont réparties des ﬁbres cylindriques unidirectionnelles. L'espacement entre les ﬁbres est
noté e, le diamètre des ﬁbres d, et le volume de l'ensemble des ﬁbres F . Le reste du
volume Ω \ F est appelé génériquement la matrice. On déﬁnit un repère orthonormal
(e1, e2, e3), tel que e1 décrit la normale au plan Γ, et e2 correspond à l'orientation des
ﬁbres. Dans ce repère, le plan Γ est déﬁni par l'équation implicite x1 = 0. De même, le
domaine d'une ﬁbre inﬁnie est déﬁni par l'ensemble :
Fn =
{
x
∣∣∣∣x21 + (x3 − ne)2 ≤ d24
}
n ∈ Z
L'indice n décrit la position de la ﬁbre dans la direction e3. Ainsi, le domaine réel F des
ﬁbres peut s'écrire sous la forme suivante :
F =
⋃
i∈Z
Fi ∩ Ω
Les chargements appliqués sur le corps Ω sont les suivants. Le corps est soumis à une
gravité uniforme g, ainsi qu'à des forces et des déplacements imposés sur sa frontière. La
frontière ∂Ω du corps est ainsi partitionnée en deux parties ∂FΩ et ∂uΩ, sur lesquelles
sont respectivement imposés des forces extérieures F et des déplacements ud. On suppose
que ces champs sont suﬃsamment réguliers pour ne pas introduire de singularités. Par
ailleurs, la frontière ∂F du volume des ﬁbres est également partitionnée en trois parties
∂IF , ∂FF et ∂uF . Ces parties sont déﬁnies de la façon suivante :
∂IF = ∂F \ ∂Ω
∂FF = ∂F ∩ ∂FΩ
∂uF = ∂F ∩ ∂uΩ
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L'ensemble ∂IF constitue donc l'interface entre les ﬁbres et la matrice, ∂FF représente la
section des ﬁbres qui est soumise à une force imposée, et ∂uF la section des ﬁbres qui est
soumise à un déplacement imposé. Précisons que l'interface ∂IF est conventionnellement
orientée des ﬁbres vers la matrice, et que le vecteur n est donc un vecteur normal unitaire
extérieur aux ﬁbres.
Le champ de déplacement dans le volume Ω est noté u, et le champ de contrainte σ.
En raison d'un possible glissement des ﬁbres, le champ de déplacement est susceptible
d'être discontinu à l'interface ﬁbre-matrice. On utilise donc la notation suivante le long
de cette interface :
[[u]](x) = lim
x˜→x
x˜∈Ω\F
u(x˜)− lim
x˜→x
x˜∈F
u(x˜) ∀x ∈ ∂IF
Cette quantité représente le déplacement relatif de la matrice par rapport à la ﬁbre. En
revanche, pour des raisons d'équilibre, le vecteur contrainte σ ·n est continu au travers
de l'interface. Il correspond à l'eﬀort surfacique exercé par la matrice sur la ﬁbre.
Comportement des matériaux
On suppose que la matrice et les ﬁbres présentent un comportement homogène, li-
néaire élastique et isotrope. On note les coeﬃcients de Lamé de la matrice et des ﬁbres
respectivement (λm, µm) et (λf , µf), les tenseurs de rigidité respectifs Am et Af , et les
masses volumiques respectives ρm et ρf . Rappelons qu'un tenseur de rigidité A s'écrit en
termes des coeﬃcients de Lamé Aijkl = λ δijδ
k
l + µ (δ
i
kδ
j
l + δ
i
lδ
j
k), et que les coeﬃcients
de Lamé vériﬁent les inégalités usuelles 3λ + 2µ > 0 et µ > 0. Ces inégalités assurent
en particulier que le tenseur de rigidité A est déﬁni positif. La relation de comportement
dans la matrice s'écrit donc :
σ = Am :ε(u) dans Ω \ F
Pour modéliser une éventuelle précontrainte des câbles, on suppose que les ﬁbres sont
initialement en traction dans la direction e2, avec une déformation axiale εp. Par souci de
simplicité, on suppose que cette précontrainte est uniforme. La relation de comportement
du matériau qui compose les ﬁbres s'écrit donc :
σ = Af : (ε(u) + εpe2 ⊗ e2) dans F
On considère par ailleurs que l'interface ﬁbre-matrice présente un comportement non-
linéaire et irréversible, indépendant de la vitesse de chargement. L'état physique de l'in-
terface à un instant donné est déterminé par le saut de déplacement [[u]] à l'instant
courant, et par toute l'histoire de cette interface. Cette histoire est résumée sous la forme
d'un ensemble de variables internes, regroupées formellement dans un vecteur a ∈ Rn.
Le comportement mécanique de cette interface est caractérisé par une énergie mécanique
interne ψ, et par la puissance dissipée φ sur cette interface.
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L'énergie d'interface ψ caractérise l'énergie mécanique stockée à l'interface. Elle dé-
pend uniquement de l'état de l'interface, c'est-à-dire du saut de déplacement et des va-
riables internes. Elle prend ses valeurs dans R ∪ {+∞} : les états pour lesquels l'énergie
d'interface est inﬁnie ne sont pas physiquement admissibles, tandis que les autres coûtent
une énergie ψ([[u]],a). On introduit de ce fait l'espace Qψ des états physiquement admis-
sibles :
Qψ =
{
([[u]],a)
∣∣∣ψ([[u]],a) < +∞}
En particulier, on fait l'hypothèse que le comportement de l'interface interdit l'interpé-
nétration des ﬁbres et de la matrice. On a donc :
ψ([[u]],a) = +∞ ∀[[u]],a tels que [[u]]·n < 0
On suppose que cette énergie interne est semi-continue inférieure, continue dans le do-
maine des états admissibles Qψ, et convexe par rapport à chacun de ses deux arguments.
Cette dernière propriété s'écrit :{
ζ ψ([[u]],a) + (1− ζ)ψ([[u˜]],a) ≥ ψ(ζ [[u]] + (1− ζ) [[u˜]],a)
ζ ψ([[u]],a) + (1− ζ)ψ([[u]], a˜) ≥ ψ([[u]], ζ a+ (1− ζ) a˜) ∀[[u]], [[u˜]],a, a˜, ζ ∈ (0, 1)
De ce fait, le domaine Qψ est fermé, et convexe par rapport à [[u]] et a séparément.
On déﬁnit les sous-gradients de l'énergie interne ψ par rapport à [[u]] et a de la façon
suivante :
F rev ∈ ∂uψ([[u]],a) ⇐⇒ ψ([[u˜]],a)− ψ([[u]],a) ≥ F rev ·([[u˜]]− [[u]]) ∀[[u˜]] (3.1)
Arev ∈ ∂aψ([[u]],a) ⇐⇒ ψ([[u]], a˜)− ψ([[u]],a) ≥ Arev ·(a˜− a) ∀ a˜ (3.2)
Les quantités F rev et Arev sont les quantités duales de [[u]] et a, de sorte que l'on a au
cours d'une transformation :
dψ = F rev ·d[[u]] +Arev ·da
Ces forces thermodynamiques sont donc associées à une variation d'énergie interne dans
le matériau, a priori réversible. En vertu de la convexité de l'énergie interne par rapport à
chacun de ses arguments, les ensembles ∂uψ([[u]],a) et ∂aψ([[u]],a) ne sont jamais vides.
Notons également que, lorsque ψ est dérivable, F rev et Arev sont les dérivées partielles
de l'énergie interne.
On s'intéresse à présent à la dissipation d'énergie qui peut se produire à l'interface.
La puissance dissipée est notée φ. Elle dépend des ﬂux ([[u˙]], a˙), et éventuellement de
l'état courant ([[u]],a) ∈ Qψ. Cette puissance dissipée est à valeurs dans R+ ∪ {+∞} :
lorsque le ﬂux ([[u˙]], a˙) est physiquement admissible, la puissance dissipée est ﬁnie, tandis
que lorsque le ﬂux ([[u˙]], a˙) n'est pas admissible, la puissance dissipée φ vaut convention-
nellement +∞. On introduit également l'espace des ﬂux admissibles, qui dépend a priori
de l'état de l'interface :
Qφ([[u]],a) =
{
([[u˙]], a˙)
∣∣∣φ([[u˙]], a˙, [[u]],a) < +∞}
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On fait à présent l'hypothèse que le comportement du matériau est indépendant de la
vitesse de chargement. Pour ce type de matériau, l'énergie dissipée au cours d'un trajet
de chargement ne doit pas dépendre de la vitesse de chargement. On en déduit que la
puissance dissipée est une fonction positivement homogène de degré 1 par rapport à ses
deux premiers arguments :
φ(ζ [[u˙]], ζ a˙, [[u]],a) = ζ φ([[u˙]], a˙, [[u]],a) ∀ζ ∈ R+
La puissance dissipée prend donc la forme d'un cône dans l'espace des ﬂux ([[u˙]], a˙), et est
égale à zéro pour des ﬂux nuls. On fait également l'hypothèse que la puissance dissipée
est une fonction semi-continue inférieure, et continue dans l'espace des ﬂux et des états
admissibles Qφ × Qψ. On suppose également qu'elle est convexe de ses deux premiers
arguments, ce qui s'écrit :
ζ ψ([[u]],a) + (1− ζ)ψ([[u˜]], a˜) ≥ ψ(ζ [[u]] + (1− ζ) [[u˜]], ζ a+ (1− ζ) a˜)
∀[[u]], [[u˜]],a, a˜, ζ ∈ (0, 1)
Ceci a plusieurs conséquences. Tout d'abord, l'espace des ﬂux et des états admissibles
Qφ × Qψ est un domaine fermé. De plus, à état ﬁxé, l'espace des ﬂux admissibles
Qφ([[u]],a) est un domaine convexe. Enﬁn, on peut déﬁnir les sous-gradients de la puis-
sance dissipée par rapport aux ﬂux. On introduit donc les grandeurs F irr et Airr, duales
des ﬂux ([[u˙]], a˙) {
F irr ∈ ∂u˙φ([[u˙]], a˙, [[u]],a),
Airr ∈ ∂a˙φ([[u˙]], a˙, [[u]],a),
qui vériﬁent
φ([[˜˙u]], ˜˙a, [[u]],a)− φ([[u˙]], a˙, [[u]],a) ≥ F irr ·([[˜˙u]]− [[u˙]]) +Airr ·(˜˙a− a˙) ∀[[˜˙u]], ˜˙a. (3.3)
Les grandeurs F irr et Airr sont des forces thermodynamiques associées aux ﬂux [[u˙]] et
a˙, en ce sens que la puissance dissipée dans le matériau s'écrit :
φ = F irr ·[[u˙]] +Airr ·a˙
Ces forces sont dites irréversibles, car l'énergie dissipée dans le matériau ne peut être
récupérée.
Il reste à présent à établir les équations qui relient les forces thermodynamiques F rev,
F irr, Arev et Airr aux forces appliquées sur l'interface. On fait pour cela l'hypothèse
que, en situation d'équilibre, l'énergie complète du système doit être minimale. Cette
énergie comprend : l'énergie mécanique interne de l'interface, l'énergie dissipée au niveau
de l'interface et l'énergie cédée au volume environnant. On déﬁnit donc :
Peff([[u]],a, [[u˜]], a˜) = ψ([[u]] + [[u˜]],a+ a˜) + φ([[u˜]], a˜, [[u]],a)− [[u˜]]·σ ·n
Les quantités [[u]] et a désignent l'état courant de l'interface, et les quantités [[u˜]] et a˜
une variation virtuelle de cet état. Le premier terme désigne l'énergie mécanique interne
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Figure 3.1  La puissance dissipée φ (ou potentiel de dissipation) forme un cône dans
l'espace des ﬂux ([[u˙]], a˙). Les sous-gradients de ce potentiel sont les hyperplans tangents
à ce cône.
modiﬁée par cette variation d'état, le second désigne la dissipation associée à cette varia-
tion d'état, et le troisième l'énergie mécanique cédée au volume environnant. En raison
des propriétés de convexité de l'énergie interne ψ et de la dissipation φ, le potentiel ef-
fectif Peff est une fonction convexe de [[u˜]] et a˜ séparément. On cherche donc à minimiser
ce potentiel eﬀectif. L'état ([[u]],a) de l'interface est un état stable si et seulement si
([[u˜]], a˜) = (0,0) est un minimum local de Peff . On doit donc avoir :
∃ζ ∈ R+∗ Peff([[u]],a,0,0) = min
||[[u˜]]||≤ζ
||a˜||≤ζ
Peff([[u]],a, [[u˜]], a˜)
Une condition nécessaire  mais non suﬃsante  pour que ceci soit vrai est que les
sous-gradients de cette quantité par rapport à [[u˜]] et a˜ soient nuls. On en déduit :
∃

F rev ∈ ∂uψ([[u]],a)
Arev ∈ ∂aψ([[u]],a)
F irr ∈ ∂u˙φ([[u˙]], a˙, [[u]],a)
Airr ∈ ∂a˙φ([[u˙]], a˙, [[u]],a)
tels que
{
F rev + F irr = σ ·n
Arev +Airr = 0
(3.4)
Les deux relations du système de droite s'interprètent comme des conditions d'équilibre
thermodynamique du système. La première relation signiﬁe que les eﬀorts σ·n appliqués
sur l'interface sont équilibrés par des contraintes dites réversibles F rev ∈ ∂uψ, et des
contraintes irréversibles F irr ∈ ∂u˙φ. La notion de contraintes réversibles et irréversibles
repose sur le fait que les premières sont associées à une variation de l'énergie interne ψ,
tandis que les secondes ne traduisent qu'une dissipation d'énergie. La seconde relation
est une réécriture de la première pour les forces thermodynamiques. Comme il n'y a pas
d'action externe sur les processus internes, le premier membre de la relation est nul. Cette
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relation traduit donc un équilibre thermodynamique entre l'énergie mécanique stockée
dans le matériau, et la puissance dissipée par des processus microscopiques. On peut
également réécrire ces relations de façon plus formelle :{
σ ·n ∈ ∂uψ([[u]],a) + ∂u˙φ([[u˙]], a˙, [[u]],a)
0 ∈ ∂aψ([[u]],a) + ∂a˙φ([[u˙]], a˙, [[u]],a)
On reconnaît ici le formalisme classique des matériaux standard généralisés, avec φ
le potentiel de dissipation du matériau. Ce formalisme a été initialement proposé par
Moreau pour les comportements de frottement, de plasticité et de viscosité [11, 12]. Il est
ensuite repris par Halphen et Nguyen pour décrire les comportements de plasticité avec
écrouissage [8], puis par Frémond pour l'étude d'un comportement d'interface adhérente
[7]. L'étude de comportements d'interface plus compliqués, couplant adhérence et frot-
tement, a été réalisée par Raous [14], puis par Talon et Curnier plus récemment [15]. La
notion de matériau standard généralisé repose sur deux éléments. Tout d'abord, un maté-
riau est dit standard si son potentiel de dissipation φ ne dépend pas de l'état du matériau,
mais seulement des ﬂux. D'autre part, le formalisme est dit généralisé dans la mesure où
les potentiels ψ et φ ne sont pas nécessairement réguliers, ce qui oblige à introduire les
sous-gradients de ces potentiels (voire les gradients généralisés lorsque les potentiels ne
sont pas convexes, cf. Clarke [3]). Lorsque le potentiel de dissipation φ dépend de l'état du
matériau, on parle parfois de matériau quasi-standard généralisé. Ce formalisme permet
de modéliser une grande variété de phénomènes d'interface, comme des comportements
plastiques, associés à des glissements irréversibles, des comportements endommageables,
caractérisés par une perte de rigidité de l'interface, ou des comportements de friction.
Remarque 15. Dans la construction que nous avons faite de ce formalisme, nous avons
déﬁni le potentiel de dissipation comme la puissance dissipée dans le matériau. Préci-
sons que ceci n'est vrai que lorsque le comportement est indépendant de la vitesse de
chargement. Dans le cas général, la dissipation s'écrit seulement F irr ·[[u˙]] +Airr ·a˙.
Remarque 16. Les hypothèses que nous avons faites ne permettent pas de modéliser
un éventuel frottement de type Coulomb à l'interface, pour lequel la force d'adhérence
tangentielle dépend de la contrainte normale. En eﬀet, dans ce cas, la dissipation ne peut
être déﬁnie comme une fonction continue du seul saut de déplacement. Pour y remédier,
il faut considérer la dissipation comme une fonction de la contrainte normale n·σ ·n, ce
qui complique sensiblement l'étude du modèle limite.
Remarque 17. Le formalisme des matériaux standards généralisés repose sur une dis-
tinction précise entre l'énergie mécanique stockée, et l'énergie dissipée dans un matériau.
Cette distinction n'est pas forcément évidente pour le modélisateur. Une énergie méca-
nique bloquée dans le matériau peut ainsi être interprétée comme une énergie dissipée, ou
comme une énergie mécanique non restituable. On peut donner comme exemple les deux
formulations équivalentes suivantes :{
ψ(x) = k x
φ(x˙) = I(x˙ ≥ 0)
{
ψ(x) = 0
φ(x˙) = I(x˙ ≥ 0) + k x˙
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Dans ces relations, I est la fonction indicatrice, qui vaut zéro si son argument est vrai,
et l'inﬁni sinon. De ce fait, une même loi mécanique peut être formulée de plusieurs
manières dans le cadre des matériaux standards généralisés : il n'y a pas unicité de la
formulation.
Formulation du problème réel
Au ﬁnal, le problème mécanique étudié peut s'écrire de la façon suivante :
σ = Am :ε(u) dans Ω \ F
σ = Af : (ε(u) + εpe2 ⊗ e2) dans F
σ ·n ∈ ∂uψ([[u]],a) + ∂u˙φ([[u˙]], a˙, [[u]],a) sur ∂IF
0 ∈ ∂aψ([[u]],a) + ∂a˙φ([[u˙]], a˙, [[u]],a) sur ∂IF
div(σ) + ρmg = 0 dans Ω \ F
div(σ) + ρfg = 0 dans F
[[σ]]·n = 0 sur ∂IF
σ ·n = F sur ∂FΩ
u = ud sur ∂uΩ
(3.5)
Les quatre premières équations sont les relations de comportement de la matrice, des
ﬁbres, et de l'interface ﬁbre-matrice. Les trois relations suivantes sont les conditions
d'équilibre des forces dans la matrice, dans les ﬁbres, et à l'interface ﬁbre-matrice. Enﬁn,
les deux dernières relations déﬁnissent les conditions limite du problème. Le comporte-
ment de la structure dans son ensemble est généralement non-linéaire, irréversible, voire
adoucissant. Il n'est donc pas possible de démontrer en toute généralité l'existence, et
l'unicité de la solution du système (3.5). On restera donc prudent dans l'écriture de ce
problème, en supposant qu'il admet au moins localement un équilibre stable.
L'étude de ce problème nécessite de déﬁnir un état initial, et un historique de char-
gement dans l'intervalle (0, t). On supposera donc la structure est initialement saine,
c'est-à-dire que toutes les variables internes à l'interface ﬁbre-matrice sont initialement
nulles. De plus, on fait l'hypothèse que les chargements mécaniques F (x, t), ud(x, t)
et εp(t) sont des fonctions continues du temps. Dans la suite des développements, on
omettra la dépendance des champs à la variable t pour alléger les notations.
3.1.2 La séparation d'échelles
Choix des paramètres
La formulation de ce problème mécanique fait intervenir trois petits paramètres sans
dimension, que sont le rapport e/L entre l'espacement des ﬁbres et la taille de la structure,
le rapport e/d entre le diamètre des ﬁbres et leur espacement et le rapport Em/Ef entre
la rigidité de la matrice et la rigidité des ﬁbres. Suivant les arguments développés au
chapitre précédent (voir Section 2.1.2), on fait l'hypothèse que les ratios e/L et Em/Ef
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restent proportionnels, et tendent tous deux vers zéro. Dans cette limite, les ﬁbres sont de
plus en plus rigides, et forment une nappe dense sur la surface Γ. Ce choix de paramètres
constitue l'hypothèse fondamentale du modèle limite développé dans cette section.
On déﬁnit comme précédemment le petit paramètre sans dimension η comme le rap-
port e/L, et on suppose que le module d'Young des ﬁbres est inversement proportionnel
à ce petit paramètre. Comme les grandeurs λf , µf et Af sont toutes proportionnelles au
module d'Young, on introduit les notations suivantes :
Ef(η) = η−1Erf Af(η) = η−1Arf
λf(η) = η−1λrf µf(η) = η−1µrf
Les grandeurs Erf , Arf , λrf et µrf sont des grandeurs régularisées, qui ont la même di-
mension que les grandeurs physiques Ef , Af , λf et µf , mais ne dépendent pas du petit
paramètre η.
Comme la rigidité des ﬁbres est inversement proportionnelle au paramètre η, on peut
s'attendre à ce que les contraintes dans les ﬁbres varient comme η−1. Il est préférable que
cet état de contrainte soit cohérent avec les conditions limite imposées sur le bord de ces
ﬁbres. On suppose donc que les forces exercées sur le bord ∂FF des ﬁbres se décomposent
en deux parties : une partie régulière, qui ne dépend pas du paramètre η, et une partie
proportionnelle à η−1. L'eﬀort F η imposé sur le bord ∂FΩ se décompose donc de la façon
suivante :
F η =
{
F sur ∂FΩ \ ∂FF
η−1T d (e2 ·n) e2 + F sur ∂FF
(3.6)
Les solutions du système (3.5) dépendent du paramètre η. Pour souligner cette dé-
pendance, les champs de déplacement, de contraintes et de variables internes solutions
de ce système sont notés à partir de maintenant uη, ση et aη.
Séparation d'échelles
Pour passer à la limite η → 0, on reprend la méthode de séparation d'échelle dévelop-
pée au chapitre précédent (voir Section 2.2.2). On distingue un domaine intérieur, situé
à proximité de la surface Γ, du domaine extérieur, identiﬁé à Ω\Γ. Le domaine extérieur
est décrit par une seule échelle de longueur, via les coordonnées macroscopiques carté-
siennes x = (x1, x2, x3). A contrario, dans le domaine intérieur, on utilise un système de
coordonnées à deux échelles, qui permet de décrire la géométrie variable des ﬁbres. La
position d'un point donné est ainsi déﬁnie par sa position macroscopique x′ sur le plan
Γ, et par sa position relative y dans une cellule périodique élémentaire. Le lien entre la
position réelleX d'un point dans le domaine intérieur et ses coordonnées macroscopiques
et microscopiques est donné par la relation suivante :
X = x′ + ηy
Les champs du domaine intérieur dépendent donc seulement des variables (x′,y), où x′ ∈
Γ désigne les coordonnées macroscopiques, et y désigne les coordonnées microscopiques
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Figure 3.2  Cellule périodique bidimensionnelle Y, de hauteur e/η et centrée sur une
ﬁbre de diamètre d/η. Les conditions de périodicité sont indiquées par des pointillés.
à l'échelle d'un motif périodique. Comme les ﬁbres sont toutes orientées dans la même
direction, le motif des ﬁbres est invariant dans la direction e2. On peut donc restreindre
le motif périodique Y au domaine bidimensionnel R × (−L2 ,+L2 ) dans le plan (e1, e3)
(voir Figure 3.2). Dans ce domaine, le volume de la ﬁbre est déﬁni par l'ensemble :
FY =
{
y ∈ Y
∣∣∣∣||y|| ≤ d2eL
}
À l'échelle de la cellule périodique Y, l'interface ﬁbre-matrice correspond au bord ∂FY
de ce domaine.
Décomposition des champs
Suivant la méthode de séparation d'échelle, on décompose les champs physiques en sé-
ries entières du paramètre η. On distingue les développements asymptotiques des champs
de déplacement et de contrainte dans les domaines intérieur et extérieur. Dans le domaine
extérieur, les développements asymptotiques s'écrivent de la façon suivante :
uη(X) = u0(x) + ηu1(x) + η2u2(x) + . . . dans Ω \ Γ (3.7)
ση(X) = σ0(x) + ησ1(x) + η2σ2(x) + . . . dans Ω \ Γ (3.8)
En revanche, dans le domaine intérieur, nous avons fait l'hypothèse que la rigidité des
ﬁbres était inversement proportionnelle au paramètre η. On peut donc s'attendre à ce que
les contraintes dans les ﬁbres varient comme η−1 lorsque le paramètre η tend vers zéro.
On choisit donc de développer les champs de déplacement, de contraintes et de variables
internes dans le domaine intérieur de la façon suivante :
uη(X) = v0(x′,y) + ηv1(x′,y) + η2v2(x′,y) + . . . dans Y (3.9)
ση(X) = η−1τ−1(x′,y) + τ 0(x′,y) + ητ 1(x′,y) + . . . dans Y (3.10)
aη(X) = a0(x′,y) + ηa1(x′,y) + η2a2(x′,y) + . . . sur ∂FY (3.11)
On fait également l'hypothèse que le champ de contraintes τ−1 est nul dans la matrice.
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Décomposition des équations
Il nous faut à présent identiﬁer les équations vériﬁées par les diﬀérents termes de ces
développements. Ces équations dérivent des conditions d'équilibre, des relations de com-
portement de la matrice, des ﬁbres et de l'interface ﬁbre-matrice, et des conditions limite
sur le bord du domaine. Considérons tout d'abord les équations qui concernent le domaine
extérieur. Dans ce domaine, la condition d'équilibre s'écrit simplement div(ση)+ ρmg =
0, la relation de comportement ση = ε(uη), et les conditions limite uη = ud sur ∂uΩ et
ση ·n = F sur ∂FΩ. En substituant dans ces équations les développements (3.7-3.8), et
en identiﬁant les diﬀérentes puissances de η, on obtient le système d'équations suivant :
Équations du domaine extérieur
Ordre Équilibre Comportement CL sur ∂uΩ CL sur ∂FΩ
0 div(σ0) + ρmg = 0 σ0 = Am :ε(u0) u0 = ud σ0 ·n = F
i ≥ 1 div(σi) = 0 σi = Am :ε(ui) ui = 0 σi ·n = 0
Dans le domaine intérieur, suivant les résultats de la Section 2.2.3 du chapitre précé-
dent, l'équation d'équilibre s'écrit :
divx′(σ
η) +
1
η
divy(σ
η) + ρg = 0
Dans cette relation, les opérateurs divx′ et divy s'écrivent en composantes :
divx′(σ
η) =
∂σηiα
∂xα
ei divy(σ
η) =
∂σηij
∂yj
ei
Par ailleurs, l'équation d'équilibre de l'interface ﬁbre-matrice s'écrit [[ση]] ·n = 0. En
introduisant les développements (3.8) dans ces équations, et en identiﬁant les diﬀérentes
puissances de η, on obtient les conditions d'équilibre suivantes :
Conditions d'équilibre du domaine intérieur
Ordre Équilibre du volume Y \ ∂FY Équilibre de l'interface ∂FY
−2 divy(τ−1) = 0 aucune
−1 divx′(τ−1) + divy(τ 0) = 0 τ−1 ·n = 0
0 divx′(τ
0) + divy(τ
1) + ρg = 0 [[τ 0]]·n = 0
i ≥ 1 divx′(τ i) + divy(τ i+1) = 0 [[τ i]]·n = 0
Les conditions d'équilibre du volume sont valables dans la ﬁbre FY, et dans la matrice
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Y\FY. On rappelle que, dans la matrice, le champ de contrainte τ−1 est supposé nul. La
condition d'équilibre d'ordre −1 s'écrit donc divy(τ 0) = 0 dans la matrice, et la condition
d'ordre −2 est toujours vraie. Parallèlement, la condition d'équilibre de l'interface à
l'ordre −1 implique simplement τ−1 ·n = 0 sur le bord de la ﬁbre.
Les relations de comportement volumiques dans la ﬁbre et dans la matrice s'écrivent
respectivement :
ση = Am :
(
εx′(u
η) +
1
η
εy(u
η)
)
dans Γ× (Y \ FY)
ση = η−1Arf :
(
εx′(u
η) +
1
η
εy(u
η)
)
dans Γ×FY
Dans ces relations, les opérateurs εx′ et εy s'écrivent en composantes :
εx′(v) =
(
∂vα
∂xβ
+
∂vβ
∂xα
)
eα ⊗s eβ + ∂v1
∂xα
e1 ⊗s eα
εy(v) =
(
∂vi
∂yj
+
∂vj
∂yi
)
ei ⊗s ej
En introduisant les développements asymptotiques dans ces équations, et en identiﬁant
les diﬀérentes puissances de η, on obtient les relations de comportement suivantes :
Relations de comportement volumiques dans le domaine intérieur
Ordre Comportement de la ﬁbre FY Comportement de la matrice
−2 0 = Arf :εy(v0) aucune
−1 τ−1 = Arf :(εx′(v0) + εpe2 ⊗ e2 + εy(v1)) 0 = Am :εy(v0)
i ≥ 0 τ i = Arf :(εx′(vi+1) + εy(vi+2)) τ i = Am :(εx′(vi) + εy(vi+1))
Enﬁn, la relation de comportement de l'interface ﬁbre-matrice s'écrit :{
ση ·n ∈ ∂uψ([[uη]],aη) + ∂u˙φ([[u˙η]], a˙η, [[uη]],aη)
0 ∈ ∂aψ([[uη]],aη) + ∂a˙φ([[u˙η]], a˙η, [[uη]],aη)
On cherche à déterminer ce que devient ce comportement lorsque le paramètre η tend
vers zéro. Si l'on reprend les déﬁnitions des sous-gradients (3.1) et (3.2), la première
relation signiﬁe :
∃(F ηrev,F ηirr)

ση ·n = F ηrev + F ηirr
F ηrev ·([[u˜]]− [[uη]]) ≤ ψ([[u˜]],aη)− ψ([[uη]],aη) ∀[[u˜]]
F
η
irr ·([[˜˙u]]− [[u˙η]]) ≤ φ([[˜˙u]], a˙η, [[uη]],aη)− φ([[u˙η]], a˙η, [[uη]],aη) ∀[[˜˙u]]
Vériﬁons que ceci reste vrai lorsque η tend vers zéro, et que ([[u˙η]], a˙η, [[uη]],aη) tend vers
([[v˙0]], a˙0, [[v0]],a0). On sait que le domaine des ﬂux et des états admissibles Qφ × Qψ
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est fermé. On en déduit que la limite ([[v˙0]], a˙0, [[v0]],a0) est un état admissible. Or on
sait également que les potentiels ψ et φ sont continus dans l'espace Qφ×Qψ. Si l'on fait
l'hypothèse que les grandeurs F ηrev et F
η
irr convergent vers une certaine limite lorsque
le paramètre η tend vers zéro, on peut donc passer à la limite dans les inéquations
précédentes. On en déduit :
τ 0 ·n ∈ ∂uψ([[v0]],a0) + ∂u˙φ([[v˙0]], a˙0, [[v0]],a0)
Sous les mêmes conditions, on démontre que l'on peut passer à la limite dans la seconde
relation, et on obtient ﬁnalement :{
τ 0 ·n ∈ ∂uψ([[v0]],a0) + ∂u˙φ([[v˙0]], a˙0, [[v0]],a0)
0 ∈ ∂aψ([[v0]],a0) + ∂a˙φ([[v˙0]], a˙0, [[v0]],a0)
Pour compléter les équations précédentes, on a besoin de relier les champs mécaniques
du domaine intérieur à ceux du domaine extérieur. On utilise pour cela les conditions de
raccord établies au chapitre précédent, et qui restent toujours valables (cf. Section 2.2.3).
En particulier, les conditions de raccord en déplacement et en contraintes à l'ordre 0
s'écrivent :
u0
±
(x′) = lim
y1→±∞
v0(x′,y)
σ0
±
(x′) = lim
y1→±∞
τ 0(x′,y)
On rappelle que les champs u0± et σ0± constituent la limite des champs de déplacement
et de contrainte de part et d'autre de la surface Γ.
Nous avons reformulé toutes les équations qui régissent le comportement de notre
problème, dans le domaine intérieur comme dans le domaine extérieur. On peut à présent
procéder à la construction du modèle limite, en procédant en deux étapes. Tout d'abord,
on résout les équations mécaniques dans le domaine intérieur. On calcule le champ de
déplacement d'ordre 0, puis le champ de contrainte d'ordre −1 dans la ﬁbre, et enﬁn le
comportement de l'interface ﬁbre-matrice. Ensuite, on résout les équations mécaniques à
l'échelle de la structure. En particulier, on établit les conditions de transmission à travers
l'interface Γ, et on étudie l'inﬂuence des conditions limite au bord de Γ.
3.1.3 Résolution des problèmes intérieurs
Calcul du champ de déplacement d'ordre 0
On détermine tout d'abord la forme du champ de déplacement d'ordre 0 dans le
domaine intérieur. Les relations de comportement d'ordre −2 et −1 dans la ﬁbre et
dans la matrice s'écrivent Arf : εy(v0) = 0 et Am : εy(v0) = 0. Comme les tenseurs de
rigidité Arf et Am sont inversibles, on en déduit que εy(v0) = 0 dans la ﬁbre et dans
la matrice. Le champ de déplacement v0 prend donc la forme de deux mouvements de
corps rigide dans la ﬁbre et dans la matrice, qui sont a priori diﬀérents. Dans la matrice,
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la condition de périodicité par rapport à la coordonnée y3 empêche toute rotation. Le
champ de déplacement dans la matrice est donc une simple translation. Or les conditions
de raccord en déplacement s'écrivent à l'ordre 0 :
u0
±
(x′) = lim
y1→±∞
v0(x′,y)
On en déduit :
v0(x′,y) = u0
+
(x′) = u0
−
(x′) ∀(x′,y) ∈ Γ× (Y \ FY) (3.12)
Ce faisant, on démontre également que le champ de déplacement u0 dans le domaine
extérieur est continu à travers l'interface Γ.
Dans la ﬁbre, le champ de déplacement v0 prend la forme d'un déplacement de corps
rigide :
v0(x′,y) = uF (x′) + ω(x′)e2 ∧ y ∀(x′,y) ∈ Γ×FY (3.13)
Les deux fonctions uF (x′) et ω(x′) suﬃsent à décrire le champ de déplacement dans la
ﬁbre à l'échelle du motif périodique : uF (x′) décrit le déplacement de l'axe de la ﬁbre,
tandis que ω(x′) décrit la rotation propre de la ﬁbre autour de son axe. La forme de
ce champ de déplacement sera précisée dans la suite des développements en étudiant
l'interface ﬁbre-matrice.
Remarque 18. La rotation propre ω des ﬁbres correspond à une rotation de grande
amplitude. En eﬀet, si l'on réécrit le champ de déplacement (3.13) en fonction des vraies
coordonnées X, on a :
v0(x′,y) = uF (x′) +
1
η
ω(x′)e2 ∧ (X − x′)
La rotation réelle des ﬁbres est donc ω/η, et tend vers l'inﬁni lorsque η tend vers zéro.
Calcul du champ de contraintes dans la ﬁbre
On cherche à présent à déterminer la forme du champ de contrainte τ−1 dans la ﬁbre.
La condition d'équilibre volumique s'écrit divy(τ−1) = 0 dans la ﬁbre, et τ−1 ·n = 0 à
l'interface ﬁbre-matrice. De plus, la relation de comportement dans la ﬁbre s'écrit :
τ−1 = Arf :
(
εx′(v
0) + εpe2 ⊗ e2 + εy(v1)
)
En introduisant dans cette dernière relation le champ de déplacement (3.13), on obtient :
τ−1 = Arf :
(
εx′(u
F ) + gradΓ(ω)⊗s (e2 ∧ y) + εpe2 ⊗ e2 + εy(v1)
)
Précisons que l'opérateur gradΓ est le gradient d'une quantité scalaire sur la surface Γ,
et s'écrit en composantes :
gradΓ(f) =
∂f
∂xα
eα
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Figure 3.3  Système de coordonnées polaires associées à la géométrie cylindrique de la
ﬁbre. L'angle θ est compté positivement dans le sens indirect, de sorte que les vecteurs
(er, eθ, e2) forment un repère orthonormal direct.
Le problème mécanique intérieur dans les ﬁbres peut donc s'écrire :
τ−1 = Arf :
(
εx′(u
F ) + gradΓ(ω)⊗s (e2 ∧ y) + εpe2 ⊗ e2 + εy(v1)
)
divy(τ
−1) = 0 dans Γ×FY
τ−1 ·n = 0 sur Γ× ∂FY
(3.14)
Les données de ce problème sont le déplacement uF , la rotation propre ω et la prédéfor-
mation εp des ﬁbres. On cherche à déterminer en fonction de ces grandeurs le champ de
contraintes τ−1 et le champ de déplacement v1 dans les ﬁbres.
Pour simpliﬁer la formulation de ce problème, on opère un changement de variable.
On introduit donc le champ de déplacement v˚1, déﬁni par :
v1(x′,y) = v˚1(x′,y)− (y3)2 ∂ω
∂x3
(x′)e1
−
(
y1
∂uF1
∂x2
(x′) + y3
∂uF2
∂x3
(x′) + y3
∂uF3
∂x2
(x′)
)
e2
−
(
y3
∂uF3
∂x3
(x′) + y1
∂uF1
∂x3
(x′)− y1y3 ∂ω
∂x3
(x′)
)
e3
Précisons que la déﬁnition de v˚1 n'a pas de rapport avec celle utilisée au chapitre pré-
cédent. En substituant ce champ de déplacement dans la relation de comportement du
système (3.14), on obtient :
τ−1(x′,y) = Arf :
((
∂uF2
∂x2
(x′) + εp
)
e2 ⊗ e2 + ∂ω
∂x2
(x′)e2 ⊗s (e2 ∧ y) + εy (˚v1)
)
(3.15)
On introduit ici des coordonnées polaires (r, θ), et les vecteurs unitaires associés (er, eθ),
déﬁnis par :
y1 = r cos(θ) er = cos(θ)e1 − sin(θ)e3
y3 = −r sin(θ) eθ = − sin(θ)e1 − cos(θ)e3
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Le rayon r constitue la distance d'un point quelconque par rapport à l'axe de la ﬁbre, et θ
est l'angle polaire compté négativement dans le plan (e1, e3). Ainsi, le repère (er, eθ, e2)
est un repère orthonormal direct associé à la géométrie cylindrique de la ﬁbre (voir
Figure 3.3). En utilisant ce nouveau repère, la relation (3.15) s'écrit :
τ−1(x′,y) = Arf :
((
∂uF2
∂x2
(x′) + εp
)
e2 ⊗ e2 + r ∂ω
∂x2
(x′)e2 ⊗s eθ + εy (˚v1)
)
(3.16)
On reconnaît dans cette relation une déformation axiale, et une torsion des ﬁbres. On
peut donc chercher le champ de contraintes dans les ﬁbres sous la forme :
τ−1(x′,y) = T (x′)e2 ⊗ e2 + 2rγ(x′)e2 ⊗s eθ (3.17)
On peut vériﬁer que ce champ de contraintes vériﬁe les conditions d'équilibre du sys-
tème d'équations (3.14). En introduisant ce champ de contraintes dans la relation de
comportement (3.16), on obtient :
T (x′) = Erf
(
∂uF2
∂x2
(x′) + εp
)
(3.18)
γ(x′) = µrf
∂ω
∂x2
(x′) (3.19)
v˚1(x′,y) = −νfr
(
∂uF2
∂x2
(x′) + εp
)
er + vˇ
1(x′,y)
Ces champs de déplacement et de contrainte constituent donc l'unique solution du sys-
tème (3.14), à un mouvement de corps rigide des ﬁbres près, noté vˇ1. L'état de contrainte
dans les ﬁbres à l'ordre −1 combine une traction et une torsion. La traction des ﬁbres
est proportionnelle à leur déformation axiale, tandis que la torsion est proportionnelle au
gradient de la rotation propre. Le champ de déplacement étudié v˚1 dérive d'un simple
eﬀet de Poisson, à des mouvements de corps rigide près.
On introduit à présent deux quantités, que sont la contrainte moyenne à l'ordre −1
dans la cellule périodique σΓ, et le couple des eﬀorts de torsion dans la ﬁbre cΓ. Nous
verrons dans la suite des développements que la contrainte moyenne σΓ apparaît na-
turellement dans la formulation du problème macroscopique. On la déﬁnit de la façon
suivante :
σΓ(x′) =
1
L2
∫
FY
τ−1(x′,y) dy (3.20)
Le préfacteur 1/L2 donne à cette quantité la dimension d'une contrainte. En utilisant
la relation (3.17) on peut exprimer cette contrainte moyenne en fonction de la traction
T (x′) dans la ﬁbre :
σΓ(x′) =
πd2
4e2
T (x′)e2 ⊗ e2 (3.21)
Enﬁn, avec la relation (3.18), on peut exprimer cette contrainte en fonction de la défor-
mation axiale de la ﬁbre :
σΓ(x′) = κm
(
∂uF2
∂x2
(x′) + εp
)
e2 ⊗ e2 (3.22)
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Le paramètre κm est un coeﬃcient de rigidité, qui vaut :
κm =
πd2
4e2
Erf =
πd2
4eL
Ef
On déﬁnit également le couple cΓ de la façon suivante :
cΓ(x′) =
1
L2
∫
FY
y ∧ (τ−1(x′,y)·e2) dy
En reprenant la relation (3.17), on peut exprimer ce couple en fonction du cisaillement
dans la ﬁbre :
cΓ(x′) =
πd4L2
32e4
γ(x′) e2 (3.23)
Avec la relation (3.19), on peut également l'exprimer en fonction de la rotation propre
ω :
cΓ(x′) = κt
∂ω
∂x2
(x′) e2
Dans cette relation, le coeﬃcient de rigidité κt vaut :
κt =
πd4L2
32e4
µrf =
πd4L
32e3
µf
Comportement de l'interface ﬁbre-matrice
Pour compléter l'analyse du domaine intérieur, il reste à étudier le comportement de
l'interface ﬁbre-matrice. Le comportement de cette interface s'écrit à l'ordre 0 :{
τ 0 ·n ∈ ∂uψ([[v0]],a0) + ∂u˙φ([[v˙0]], a˙0, [[v0]],a0)
0 ∈ ∂aψ([[v0]],a0) + ∂a˙φ([[v˙0]], a˙0, [[v0]],a0)
(3.24)
On fait l'hypothèse que le comportement de l'interface interdit l'interpénétration des
ﬁbres et de la matrice. Si l'on considère le champ de déplacement d'ordre 0 dans la ﬁbre
(3.13) et dans la matrice (3.12), on a :
v0(x′,y) =
{
u0(0,x′) ∀(x′,y) ∈ Γ× (Y \ FY)
uF (x′) + rω(x′) eθ ∀(x′,y) ∈ Γ×FY
La condition de non-interpénétration s'écrit donc :(
u0(0,x′)− uF (x′))·er ≥ 0 ∀(x′,y) ∈ Γ× ∂FY
Comme le vecteur normal er décrit tout le plan (e1, e3), les ﬁbres ne peuvent glisser que
dans la direction e2. On introduit donc le glissement ξ des ﬁbres par rapport à la matrice
dans la direction e2, déﬁni par :
uF (x′) = u0(0,x′) + ξ(x′) e2
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Le champ de déplacement d'ordre 0 dans le domaine intérieur s'écrit donc :
v0(x′,y) =
{
u0(0,x′) ∀(x′,y) ∈ Γ× (Y \ FY)
u0(0,x′) + ξ(x′) e2 + rω(x
′) eθ ∀(x′,y) ∈ Γ×FY
(3.25)
Le saut de déplacement à l'interface ﬁbre matrice vaut donc :
[[v0]](x′,y) = −ξ(x′) e2 − d
2
ω(x′) eθ ∀(x′,y) ∈ Γ× ∂FY (3.26)
Ce saut de déplacement, exprimé dans la base locale de l'interface (er, eθ, e2), est indé-
pendant de la variable y. Comme le comportement de l'interface ne dépend que de ce
saut de déplacement, on en déduit que, au sein d'un motif périodique, tous les points
de l'interface ont vécu la même histoire de chargement. De ce fait, les variables internes
d'interface a0(x′,y) ne dépendent pas non plus de la variable y.
On s'intéresse à présent à l'équilibre mécanique des ﬁbres. La condition d'équilibre à
l'ordre −1 s'écrit divx′(τ−1) + divy(τ 0) = 0. D'après l'expression (3.17) de τ−1, on en
déduit :
∂T
∂x2
e2 + r
∂γ
∂x2
eθ + divy(τ
0) = 0 (3.27)
En intégrant sur la section FY d'une ﬁbre, et en utilisant le théorème d'Ostrogradsky, on
obtient :
πd2L2
4e2
∂T
∂x2
e2 +
∫
∂FY
τ 0 ·er dℓ = 0
On en déduit que la seule composante de τ 0·er qui est non nulle en moyenne sur le bord
de la ﬁbre est e2·τ 0·er. En introduisant la contrainte moyenne σΓ déﬁnie par (3.21), ceci
s'écrit aussi :
LdivΓ(σ
Γ) +
(
1
L
∫
∂FY
e2 ·τ 0 ·er dℓ
)
e2 = 0 (3.28)
L'opérateur diﬀérentiel divΓ constitue la divergence d'un ﬂux d'interface, et s'écrit en
composantes :
divΓ(τ ) =
∂τβα
∂xα
eβ
Par ailleurs, on peut étudier l'équilibre de la ﬁbre dans un mouvement virtuel de
rotation. En prenant le produit scalaire de la relation (3.27) avec le champ de déplacement
virtuel r eθ, et en intégrant sur la section transverse de la ﬁbre FY, on obtient :∫
FY
r2
∂γ
∂x2
dS +
∫
FY
r eθ ·divy(τ 0) dS = 0
En intégrant par parties cette relation, comme le champ de déplacement r eθ est un
mouvement de corps rigide, on obtient :
πd4L4
32e4
∂γ
∂x2
+
∫
∂FY
r eθ ·τ 0 ·er dℓ = 0
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En introduisant le couple cΓ déﬁni par (3.23), on obtient :
L divΓ(c
Γ) +
d
2L
∫
∂FY
eθ ·τ 0 ·er dℓ = 0 (3.29)
Dans cette relation, l'opérateur diﬀérentiel divΓ constitue toujours la divergence d'un
ﬂux d'interface, et s'écrit en composantes :
divΓ(c
Γ) =
∂cΓα
∂xα
Les relations (3.28) et (3.29) relient la contrainte membranaire σΓ et le couple trans-
mis par les ﬁbres cΓ à la contrainte d'interface τ 0·er. Pour compléter l'analyse du domaine
intérieur, on reformule le comportement de l'interface en fonction des nouveaux degrés
de liberté des ﬁbres ξ et ω. On introduit à cette ﬁn deux nouveaux potentiels Ψ et Φ,
déﬁnis par :
Ψ(ξ, ω,a0) =
πd
e
ψ
(
−ξ e2 − d
2
ω eθ,a
0
)
Φ(ξ˙, ω˙, a˙0, ξ, ω,a0) =
πd
e
φ
(
−ξ˙ e2 − d
2
ω˙ eθ, a˙
0,−ξ e2 − d
2
ω eθ,a
0
) (3.30)
Par déﬁnition, ces potentiels présentent les mêmes propriétés que ψ et φ : ils sont tous
deux semi-continus inférieurs, et continus sur l'espace des états et des ﬂux physiquement
admissibles. De plus, Ψ est convexe séparément par rapport au couple (ξ, ω), et par
rapport à a0, tandis que Φ est convexe par rapport aux ﬂux (ξ˙, ω˙, a˙0). On peut donc
déﬁnir les sous-gradients de ces potentiels par rapport à ces arguments. Les sous-gradients
du potentiel Ψ s'écrivent :
∂ξΨ(ξ, ω,a
0) ∂ωΨ(ξ, ω,a
0) ∂aΨ(ξ, ω,a
0)
De même, les sous-gradients du potentiel Φ sont notés :
∂ξ˙Φ(ξ˙, ω˙, a˙
0, ξ, ω,a0) ∂ω˙Φ(ξ˙, ω˙, a˙
0, ξ, ω,a0) ∂a˙Φ(ξ˙, ω˙, a˙
0, ξ, ω,a0)
Dans la condition d'équilibre en glissement (3.28), seule la composante e2 ·τ 0 ·er de la
contrainte d'interface intervient. En reprenant l'expression (3.24) du comportement de
l'interface, et l'expression (3.26) du saut de déplacement, on démontre que :
−e2 ·τ 0 ·er ∈ ∂[[v
0]]
∂ξ
·∂uψ([[v0]],a0) + ∂[[v˙
0]]
∂ξ˙
·∂u˙φ([[v˙0]], a˙0, [[v0]],a0)
En utilisant les déﬁnitions (3.30) et la formule de dérivation des fonctions composées, on
en déduit :
−e2 ·τ 0 ·er ∈ e
πd
∂ξΨ(ξ, ω,a
0) +
e
πd
∂ξ˙Φ(ξ˙, ω˙, a˙
0, ξ, ω,a0)
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Comme les grandeurs ξ, ω et a0 sont homogènes au sein de la cellule périodique, on
peut intégrer cette relation sur le bord ∂FY de la ﬁbre. En utilisant la relation (3.28), on
obtient la première équation de la relation de comportement homogénéisée :
LdivΓ(σ
Γ) ∈ ∂ξΨ(ξ, ω,a0) + ∂ξ˙Φ(ξ˙, ω˙, a˙0, ξ, ω,a0) (3.31)
On procède ensuite de même pour la condition d'équilibre en rotation (3.29). Dans cette
relation, c'est la composante eθ ·τ 0 ·er de la contrainte d'interface qui intervient. Avec
l'expression (3.26) du saut de déplacement, on reformule donc la première équation du
système (3.24) sous la forme :
−d
2
eθ ·τ 0 ·er ∈ ∂[[v
0]]
∂ω
·∂uψ([[v0]],a0) + ∂[[v˙
0]]
∂ω˙
·∂u˙φ([[v˙0]], a˙0, [[v0]],a0)
En réinjectant cette relation dans (3.29), et en utilisant la formule de dérivation des
fonctions composées, on obtient la seconde équation de la relation de comportement
homogénéisée :
L divΓ(c
Γ) ∈ ∂ωΨ(ξ, ω,a0) + ∂ω˙Φ(ξ˙, ω˙, a˙0, ξ, ω,a0) (3.32)
Enﬁn, on reformule la dernière relation du système (3.24) en fonction des nouveaux
potentiels Ψ et Φ sous la forme suivante :
0 ∈ ∂aΨ(ξ, ω,a0) + ∂a˙Φ(ξ˙, ω˙, a˙0, ξ, ω,a0) (3.33)
Au ﬁnal, si l'on rassemble les relations (3.31), (3.32) et (3.33), le comportement homo-
généisé de l'interface ﬁbre-matrice s'écrit :
LdivΓ(σ
Γ) ∈ ∂ξΨ(ξ, ω,a0) + ∂ξ˙Φ(ξ˙, ω˙, a˙0, ξ, ω,a0)
L divΓ(c
Γ) ∈ ∂ωΨ(ξ, ω,a0) + ∂ω˙Φ(ξ˙, ω˙, a˙0, ξ, ω,a0)
0 ∈ ∂aΨ(ξ, ω,a0) + ∂a˙Φ(ξ˙, ω˙, a˙0, ξ, ω,a0)
(3.34)
Ce système d'équations traduit un équilibre entre l'énergie Ψ stockée à l'interface, la
puissance Φ dissipée à l'interface et le travail fourni par le volume environnant. La pre-
mière relation s'interprète comme une condition d'équilibre dans un mouvement virtuel
de glissement des ﬁbres, la seconde dans un mouvement de rotation des ﬁbres, et la
dernière au cours d'une évolution des variables internes. Les potentiels Ψ et Φ consti-
tuent ainsi respectivement l'énergie interne et la puissance dissipée du modèle d'interface
homogénéisé.
3.1.4 Résolution du problème global
On peut à présent procéder à la résolution du problème global à l'ordre 0. À cet
ordre, la condition d'équilibre s'écrit div(σ0)+ ρmg = 0, et la relation de comportement
σ0 = Am : ε(u0). Les conditions limite s'écrivent u0 = ud sur ∂uΩ et σ0 ·n = F
sur ∂FΩ. Pour compléter le système d'équations, il reste à identiﬁer d'éventuels saut de
114
déplacement et de contraintes à travers la surface Γ, ainsi que l'eﬀet des conditions limite
sur le bord de la surface.
Nous avons démontré précédemment avec la relation (3.12) que le champ de déplace-
ment u0 est continu à travers la surface Γ. Établissons à présent la forme d'un éventuel
saut de contraintes à travers la surface Γ. On utilise pour cela les conditions de raccord
en contraintes à l'ordre 0 :
σ0
±
(x′) = lim
y1→±∞
τ 0(x′,y)
Le champ de contrainte τ 0 n'est pas homogène à l'échelle d'un motif élémentaire. Ce-
pendant, il obéit à la condition d'équilibre d'ordre −1 divy(τ 0) = 0 dans la matrice. En
intégrant cette relation sur la surface Y \ FY, on obtient :∫
Y\FY
divy(τ
0) dS = 0
En utilisant le théorème d'Ostrogradsky et la condition de périodicité en y3, la relation
précédente s'écrit :
L
(
lim
y1→+∞
τ 0 ·e1 − lim
y1→−∞
τ 0 ·e1
)
=
∫
∂FY
τ 0 ·n dℓ
En utilisant la relation (3.28) et les conditions de raccord en contrainte, on obtient
ﬁnalement :
[[σ0]]·e1 + LdivΓ(σΓ) = 0
La contrainte est donc discontinue au travers de l'interface Γ. Cette discontinuité est due
à l'existence de contraintes membranaires σΓ transitant dans l'interface. En revanche, on
peut remarquer que le couple cΓ transmis par les ﬁbres n'induit pas de saut de contraintes
à travers l'interface.
Pour compléter cette analyse du problème extérieur d'ordre 0, il reste à étudier les
eﬀets de bord susceptibles d'apparaître sur le bord ∂Γ de la surface Γ. Pour cela, on
distingue la partie du bord ∂uΓ qui est soumise à des déplacements imposés, de la partie
complémentaire ∂FΓ qui est soumise à des forces imposées. Les conditions limite en
déplacement dans le problème réel (3.5) s'écrivent :
uη(X) = ud(X) ∀X ∈ ∂uΩ
En reprenant la décomposition (3.9) du champ de déplacement dans le domaine inté-
rieur 1, et en passant à la limite η → 0, on obtient :
v0(x′,y) = ud(x′) ∀(x′,y) ∈ ∂uΓ× Y
1. Notons que la validité des développements intérieurs au bord du domaine est contestable, car des
eﬀets de couche limite peuvent apparaître sur ce bord. Ce résultat est donc sujet à caution.
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Or on a démontré que le champ de déplacement d'ordre 0 dans la domaine intérieur est
de la forme (3.25) :
v0(x′,y) =
{
u0(0,x′) ∀(x′,y) ∈ Γ× (Y \ FY)
u0(0,x′) + ξ(x′) e2 + rω(x
′) eθ ∀(x′,y) ∈ Γ×FY
On en déduit simplement :
u0(0,x′) = ud(x′)
ξ(x′) = 0
ω(x′) = 0
∀x′ ∈ ∂uΓ
Les conditions limite en déplacement sur le bord ∂uΓ de la surface interdisent donc le
glissement et la rotation des ﬁbres.
De même, on peut s'intéresser aux conditions limite susceptibles d'apparaître sur le
bord ∂FΓ. Les conditions limite en contraintes du problème réel (3.5) sont précisées dans
la relation (3.6). Elles s'écrivent :
ση ·n =
{
F sur ∂FΩ \ ∂FF
η−1T d (e2 ·n) e2 + F sur ∂FF
Par ailleurs, l'état de contrainte dans le domaine intérieur à l'ordre −1 est donné par la
relation (3.17), et s'écrit :
τ−1(x′,y) =
{
0 dans Γ× (Y \ FY)
T (x′)e2 ⊗ e2 + 2rγ(x′)e2 ⊗s eθ dans Γ×FY
Si l'on fait l'hypothèse que les développements du domaine intérieur restent valable sur
le bord de la structure, on peut rapprocher cette relation de la précédente. En identiﬁant
ces deux relations à l'ordre −1 en η, on obtient :{
T (x′) = T d(x′)
γ(x′) = 0
∀x′ ∈ ∂FΓ
En utilisant les relations (3.21) et (3.23), ceci s'écrit aussi :σΓ(x′) =
πd2
4e2
T d(x′) e2 ⊗ e2
cΓ(x′) = 0
∀x′ ∈ ∂FΓ
Les eﬀorts appliqués sur le bord de la structure induisent une contrainte membranaire
σΓ non nulle dans la nappe de ﬁbres. En revanche, ils n'exercent pas de couple de torsion
sur la section des ﬁbres. Le couple cΓ est donc nul sur le bord ∂FΓ. Précisons que ce
résultat n'est pas général, car il dépend de la forme (3.6) des eﬀorts extérieurs appliqués.
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En rassemblant toutes les équations établies jusqu'ici, le problème complet peut
s'écrire à l'ordre 0 :
Conditions d'équilibre{
div(σ0) + ρmg = 0 dans Ω \ Γ
[[σ0]]·e1 + LdivΓ(σΓ) = 0 sur Γ
(3.35)
Relations de comportement
σ0 = Am :ε(u0) dans Ω \ Γ
σΓ = κm
(
∂(u02 + ξ)
∂x2
+ εp
)
e2 ⊗ e2 sur Γ
cΓ = κt
∂ω
∂x2
(x′) e2 sur Γ
LdivΓ(σ
Γ) ∈ ∂ξΨ(ξ, ω,a0) + ∂ξ˙Φ(ξ˙, ω˙, a˙0, ξ, ω,a0) sur Γ
L divΓ(c
Γ) ∈ ∂ωΨ(ξ, ω,a0) + ∂ω˙Φ(ξ˙, ω˙, a˙0, ξ, ω,a0) sur Γ
0 ∈ ∂aΨ(ξ, ω,a0) + ∂a˙Φ(ξ˙, ω˙, a˙0, ξ, ω,a0) sur Γ
(3.36)
Conditions limite en déplacement
[[u0]] = 0 sur Γ
u0 = ud sur ∂uΩ
ξ = 0 sur ∂uΓ
ω = 0 sur ∂uΓ
(3.37)
Conditions limite en contraintes
σ0 ·n = F sur ∂FΩ
σΓ =
πd2
4e2
T de2 ⊗ e2 sur ∂FΓ
cΓ(x′) = 0 sur ∂FΓ
(3.38)
On rappelle que les potentiels Ψ et Φ sont déﬁnis analytiquement par :
Ψ(ξ, ω,a0) =
πd
e
ψ
(
−ξ e2 − d
2
ω eθ,a
0
)
Φ(ξ˙, ω˙, a˙0, ξ, ω,a0) =
πd
e
φ
(
−ξ˙ e2 − d
2
ω˙ eθ, a˙
0,−ξ e2 − d
2
ω eθ,a
0
) (3.39)
De même, les rigidités κm et κt sont déﬁnies par :
κm =
πd2
4eL
Ef κt =
πd4L
32e3
µf (3.40)
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Les inconnues de ce problème sont le champ de déplacement u0 dans la matrice, le
glissement ξ des ﬁbres, leur rotation propre ω et les variables internes a0 de l'interface
ﬁbre-matrice. Les grandeurs conjuguées de ces inconnues sont le champ de contraintes
σ dans la matrice, les contraintes σΓ transmises par les ﬁbres et le couple cΓ porté par
les ﬁbres. Les nombreuses équations de ce système s'interprètent assez simplement. Les
équations (3.35) correspondent respectivement à l'équilibre des forces dans la matrice, et
à travers la surface Γ. Le système (3.36) rassemble les relations de comportement de la
matrice, de la nappe de ﬁbres et de l'interface ﬁbre-matrice. Le comportement de la nappe
de ﬁbres est caractérisé par une rigidité κm d'élongation, et une rigidité κt de torsion
des ﬁbres. Par ailleurs, le comportement de l'interface est caractérisé par une énergie
interne Ψ, et un potentiel de dissipation Φ. Le système (3.37) rassemble les conditions
limite en déplacement. On précise ici que le saut de déplacement à travers la surface Γ est
nul. Par ailleurs, en plus des conditions limite usuelles sur le champ de déplacement, le
glissement et la rotation des ﬁbres sont interdits sur le bord ∂uΓ. Enﬁn, le système (3.38)
rassemble les conditions limite en contraintes. En plus des conditions limite usuelles sur
le bord ∂FΩ, les contraintes exercées sur la section des ﬁbres induisent une contrainte
membranaire dans la nappe de ﬁbres. En revanche, le couple exercé sur les ﬁbres au bord
du domaine est nul.
On peut remarquer que les conditions limite sur les bords ∂uΓ et ∂FΓ de la surface
n'induisent pas de rotation des ﬁbres. Ceci ne signiﬁe pas pour autant que la rotation des
ﬁbres est négligeable : si le comportement en glissement de l'interface ﬁbre-matrice est
anisotrope, il peut introduire un couplage entre le glissement ξ des ﬁbres et leur rotation
ω. Dans ce cas, un simple glissement des ﬁbres peut les faire pivoter.
Ce modèle présente plusieurs avantages. Tout d'abord, les paramètres Ψ, Φ, κm et
κt qui caractérisent le comportement de ce modèle peuvent être calculés analytiquement
via les relations (3.39) et (3.40). De ce point de vue, ce modèle est plus simple à mettre
en ÷uvre que le modèle asymptotique développé au chapitre précédent, qui nécessitait
de résoudre des problèmes élémentaires au sein d'une cellule périodique pour identiﬁer
le comportement eﬀectif des hétérogénéités. De plus, ce modèle permet de prendre en
compte une éventuelle non-linéarité du comportement de l'interface ﬁbre-matrice, qui
était supposée parfaitement adhérente dans le chapitre précédent.
La contrepartie de ces avantages est que ce modèle a une portée moindre que le
précédent : il n'est adapté qu'à la description du comportement mécanique de ﬁbres
rigides cylindriques réparties sur une surface, tandis que le modèle général permettait
d'étudier le comportement eﬀectif d'une grande variété d'hétérogénéités (cf. Section 2.5).
De plus, le modèle présenté ici n'est exact qu'à l'ordre 0 en η, tandis que le modèle
asymptotique général est exact à l'ordre 1. On peut donc s'attendre à ce qu'il soit moins
précis que le modèle général dans un régime élastique.
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3.1.5 Applications du modèle limite
Comportement de grille adhérente
On peut s'intéresser à présent à divers exemples d'application de ce modèle. Consi-
dérons tout d'abord la situation où les ﬁbres sont parfaitement adhérentes à la matrice.
Dans ce cas, l'énergie d'interface et le potentiel de dissipation s'écrivent :{
ψ([[u]]) = I([[u]] = 0)
φ([[u˙]]) = I([[u˙]] = 0)
On en déduit que le glissement ξ, la rotation ω et le couple cΓ des ﬁbres sont nuls. En
revanche, la contrainte σΓ n'est pas toujours nulle. Le modèle limite devient alors :
div(σ0) + ρmg = 0 dans Ω \ Γ
[[σ0]]·e1 + LdivΓ(σΓ) = 0 sur Γ
σ0 = Am :ε(u0) dans Ω \ Γ
σΓ = κm
(
∂u02
∂x2
+ εp
)
e2 ⊗ e2 sur Γ
[[u0]] = 0 sur Γ
u0 = ud sur ∂uΩ
σ0 ·n = F sur ∂FΩ
σΓ =
πd2
4e2
T de2 ⊗ e2 sur ∂FΓ
(3.41)
Le problème mécanique d'ordre 0 devient un simple problème élastique, où la surface Γ
se comporte comme une membrane anisotrope prédéformée. Cette membrane ne présente
de rigidité que dans la direction des ﬁbres, et cette rigidité s'exprime sous la forme
analytique suivante :
Lκm =
πd2
4e
Ef (3.42)
On reconnaît dans cette relation le rapport de la section des ﬁbres sur leur espace-
ment, multiplié par le module d'Young. Le comportement de la matrice n'a donc aucune
inﬂuence sur le comportement homogénéisé des ﬁbres. Ce modèle est appelé modèle de
grille, en raison de la rigidité uniaxiale des ﬁbres. Notons que l'on retrouve ici un compor-
tement d'interface identique au modèle grille_membrane existant dans Code_Aster.
On peut reformuler ce comportement dans un cadre énergétique. On introduit pour
cela la fonctionnelle suivante :
Peff(w) = 1
2
∫
Ω\Γ
ε(w) :Am :ε(w) dx+
L
2
∫
Γ
κm
(
∂w2
∂x2
+ εp
)2
dx′ −
∫
Ω
ρ∗g ·w dx
−
∫
∂FΩ
F ·w dS− L
∫
∂FΓ
πd2
4e2
T dw ·e2 dℓ
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On reconnaît dans cette fonctionnelle les énergies mécaniques de déformation de la ma-
trice et des ﬁbres, ainsi que le travail des forces extérieures sur ce système. Comme le
tenseur de rigidité de la matrice Am, et le paramètre de rigidité des ﬁbres κm sont déﬁnis
positifs, cette fonctionnelle est convexe. On déﬁnit également l'ensemble des champs de
déplacement cinématiquement admissibles :
C =
{
w = (w1, w2, w3)
∣∣∣ w ∈ H1(Ω)3, w2 ∈ H1(Γ), w = ud sur ∂uΩ}
Les hypothèses faites sur la régularité de ces champs de déplacement sont exactement
celles nécessaires pour que la fonctionnelle Peff soit bien déﬁnie. En utilisant des argu-
ments variationnels classiques, on peut démontrer que résoudre le problème (3.41) revient
à résoudre le problème de minimisation suivant :
u0 = argmin
w∈C
Peff(w)
On peut démontrer que la fonctionnelle Peff est coercive, et strictement convexe sur
l'espace C. On en déduit que le minimum de cette fonctionnelle existe, et est unique.
Remarque 19. De curieux eﬀets de bord peuvent se manifester sur le bord de la surface
soumis à des eﬀorts imposés ∂FΓ. Supposons par exemple que l'on modélise une nappe de
câbles de précontrainte au sein d'une structure, et que ces câbles débouchent sur un bord
à surface libre. Dans ce cas, d'après la dernière relation du système (3.41), la contrainte
transitant dans les câbles est nulle sur le bord de la structure. Pourtant, en pratique, les
câbles sont justement tendus à partir du bord de la structure par un dispositif d'ancrage.
Ce modèle ne permet donc pas de représenter ﬁnement les phénomènes mécaniques se
produisant à proximité des ancrages.
Comportement de grille avec décohésion
Dans le cas général, notre modèle intègre un possible glissement des ﬁbres par rapport
à la matrice, ainsi qu'une rotation propre des ﬁbres. Cette rotation peut être activée de
deux manières : soit par des conditions limite spéciﬁques sur le bord de la structure,
soit par une dissymétrie du comportement de l'interface ﬁbre-matrice, qui introduit un
couplage entre le glissement des ﬁbres et leur rotation. Cependant, on peut penser que
cette cinématique de torsion des ﬁbres a peu d'inﬂuence sur le comportement d'une
structure de génie civil, et il semble donc raisonnable de la négliger. Un premier argument
allant dans ce sens est que, parmi les sollicitations classiques de ce type de structure
(traction, ﬂexion, torsion, ﬁssuration, etc.), aucune n'induit directement de torsion sur
les barres d'armature et les câbles de précontrainte. A contrario, si l'on observe l'état de
surface de l'acier (voir Figure 3.4), on constate qu'il présente généralement des reliefs en
forme de vrille. Il est donc possible que ces reliefs induisent un couplage entre le glissement
et la rotation des ﬁbres. Ce couplage est cependant diﬃcile à estimer. Considérant que
la rotation propre des barres d'acier est très largement ignorée dans la littérature, on
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Figure 3.4  Illustration de l'état de surface d'une barre d'armature (haut) et d'un câble
en acier tressé (bas).
choisit de négliger ce comportement. Le problème limite devient le suivant :
div(σ0) + ρmg = 0 dans Ω \ Γ
[[σ0]]·e1 + LdivΓ(σΓ) = 0 sur Γ
σ0 = Am :ε(u0) dans Ω \ Γ
σΓ = κm
(
∂(u02 + ξ)
∂x2
+ εp
)
e2 ⊗ e2 sur Γ
LdivΓ(σ
Γ) ∈ ∂ξΨ(ξ,a0) + ∂ξ˙Φ(ξ˙, a˙0, ξ,a0) sur Γ
0 ∈ ∂aΨ(ξ,a0) + ∂a˙Φ(ξ˙, a˙0, ξ,a0) sur Γ
[[u0]] = 0 sur Γ
u0 = ud sur ∂uΩ
ξ = 0 sur ∂uΓ
σ0 ·n = F sur ∂FΩ
σΓ =
πd2
4e2
T de2 ⊗ e2 sur ∂FΓ
(3.43)
La rigidité κm des ﬁbres reste inchangée, et les potentiels Ψ et Φ sont déﬁnis par :
Ψ(ξ,a0) =
πd
e
ψ
(−ξ e2,a0)
Φ(ξ˙, a˙0, ξ,a0) =
πd
e
φ
(
−ξ˙ e2, a˙0,−ξ e2,a0
) (3.44)
Ce modèle est appelé modèle de grille avec décohésion. Il modélise à la fois le compor-
tement mécanique des ﬁbres, et leur possible glissement par rapport à la matrice. Ce
modèle semble le plus pertinent pour modéliser le comportement des armatures et des
câbles de précontrainte dans une structure en béton armé. Ce modèle sera donc implanté,
et validé dans la suite de ce chapitre.
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Comportement d'un treillis d'armatures
Dans la construction de ce modèle, nous avons supposé que les ﬁbres rigides étaient
réparties de façon parallèle sur la surface Γ. Or en pratique, dans les structures de gé-
nie civil, les barres d'armature sont organisées en treillis orthogonaux. On peut donc se
demander si le modèle de grille avec décohésion reste pertinent dans ce contexte. Ceci
dépend essentiellement de la manière dont les armatures qui se croisent sont liées. Consi-
dérons tout d'abord la situation où les armatures sont en simple contact, voire légèrement
espacées. Dans ce cas, si l'on revient à l'analyse des champs mécanique faite dans le do-
maine intérieur (cf. Section 3.1.3), chaque barre présente un mouvement propre de corps
rigide, et se trouve liée au béton environnant par la loi d'interface acier-béton standard.
Les barres d'acier n'interagissent donc pas, et coulissent chacune dans leur direction
propre. Le comportement du treillis d'armatures correspond donc à la surperposition de
deux modèles de grille avec décohésion. Ce modèle reste donc tout à fait pertinent.
En revanche, si les barres d'acier sont liées entre elles  soudées, ou ligaturées par
exemple  le comportement du treillis est compliqué par une loi d'adhésion spéciﬁque
entre les barres d'armature. Dans ce cas, le modèle de grille avec décohésion n'est plus
directement valable. L'étude asymptotique doit être adaptée pour prendre en compte
cette nouvelle interaction, et le modèle limite correspondant peut être sensiblement plus
compliqué.
Extensions du modèle
Plusieurs phénomènes ont été négligés dans la construction de ce modèle, qui pourront
faire l'objet de travaux ultérieurs. Tout d'abord, on a fait l'hypothèse que le comporte-
ment des ﬁbres reste toujours élastique. Or, dans le domaine du génie civil, lorsque les
sollicitations exercées sur une structure dépassent un certain seuil, les armatures en acier
sont susceptibles de plastiﬁer. Il serait donc utile d'intégrer ce phénomène dans la for-
mulation du modèle limite. Le point délicat est que la traction dans les ﬁbres tend vers
l'inﬁni lorsque le paramètre η tend vers zéro. De ce fait, si l'on suppose que les ﬁbres
présentent un comportement élasto-plastique, toutes les ﬁbres plastiﬁent dans la limite
η → 0. Pour aboutir à un modèle limite pertinent, il faut donc faire évoluer le domaine
de comportement élastique de ces ﬁbres en fonction du paramètre η, ce qui complique
un peu les développements.
Par ailleurs, on a fait tacitement l'hypothèse que la contrainte normale n·σ·n n'avait
pas d'inﬂuence sur le comportement de l'interface ﬁbre-matrice (cf. Remarque 16). Cette
inﬂuence est appelée eﬀet de conﬁnement dans la littérature, et n'est pas toujours négli-
geable : elle peut se traduire par une augmentation notable de la résistance de la liaison
acier-béton. La prise en compte de cet eﬀet de conﬁnement dans l'analyse asymptotique
est assez délicate, car il relie le saut de déplacement tangentiel à la contrainte normale
n·τ 0 ·n. Or cette contrainte normale ne peut pas être déterminée simplement lorsqu'on
étudie le comportement mécanique des ﬁbres dans le domaine intérieur (cf. Section 3.1.3).
La prise en compte de ce type d'eﬀet reste donc un problème ouvert.
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3.2 Modélisation de la liaison acier-béton
3.2.1 Phénoménologie de la liaison
Nous avons développé un modèle de grille avec décohésion, qui permet de modéliser le
comportement mécanique des armatures et des câbles de précontrainte dans une structure
en béton armé. Ce modèle intègre un possible glissement de l'acier par rapport au béton.
On se propose donc de développer une loi d'adhérence acier-béton réaliste, aﬁn de pouvoir
implanter ce modèle. Dans cette section, on présente la phénoménologie de cette liaison,
ainsi qu'un certain nombre de travaux publiés dans la littérature sur ce sujet. On propose
ensuite un modèle d'adhérence acier-béton à la fois simple et pertinent, représentatif du
comportement d'une telle interface. Ce modèle est validé par des comparaisons avec des
résultats expérimentaux.
Le modèle de grille avec décohésion permet de modéliser indiﬀéremment des arma-
tures ou des câbles de précontrainte. La loi d'adhérence acier-béton peut donc traduire
une interaction de type armature-béton, ou de type câble-béton. Étant donné la diﬀé-
rence d'état de surface entre une armature et un câble, illustrée sur la Figure 3.4, on peut
s'attendre à ce que le comportement de ces deux interfaces soit assez diﬀérent. Dans ce
chapitre, on se concentrera sur l'adhérence des armatures au béton, qui a fait l'objet de
nombreux travaux de recherche depuis les années 60. A contrario, la question de l'adhé-
rence des câbles est moins abordée dans la littérature, car elle a moins d'inﬂuence sur la
tenue mécanique des structures.
Le béton est un matériau qui tend à ﬁssurer assez facilement, en raison de sa forte
hétérogénéité et des phénomènes de retrait au jeune âge. Le principal rôle des armatures
dans une structure en béton est de limiter l'ouverture de ces ﬁssures. Pour que cet eﬀet
soit eﬃcace, il faut d'une part que l'armature présente une résistance mécanique suﬃ-
sante, et d'autre part que cette armature soit bien ancrée dans le béton. Le glissement
des armatures par rapport au béton est limité par l'usage d'armatures à haute adhérence
(HA), qui présentent de nombreuses nervures. Ces nervures sont autant de points d'an-
crage de l'armature dans le béton, et augmentent ainsi de façon importante la résistance
de la liaison acier-béton (voir Figure 3.5).
Le comportement mécanique de cette liaison a été étudié expérimentalement par de
nombreux auteurs. Les essais réalisés pour la caractériser sont de deux types : il s'agit
d'essais d'extraction d'armatures, ou de traction de tirants en béton armé. L'essai le
plus simple est l'essai d'extraction (dit pull-out test). Cet essai consiste à couler une
barre d'armature dans un bloc de béton, puis à extraire progressivement la barre d'acier
du béton (voir Figure 3.6). La courbe force-déplacement obtenue est directement liée
à l'adhérence de la liaison acier-béton. Ce type d'essai a été réalisé par de nombreux
auteurs. On peut citer les essais de Eligehausen et al. [82], La Borderie et Pijaudier-
Cabot [74], Daoud et al. [80], Bamonte et al. [73], Ouglova [85] et Butler et al. [75]. L'un
des enjeux de ces campagnes expérimentales est d'identiﬁer les paramètres inﬂuents sur
le comportement de la liaison acier-béton. Parmi ces paramètres, on compte la taille de
la barre d'acier, l'état de compression du béton (dit conﬁnement), le type d'agrégats
présents dans le béton, ainsi qu'une éventuelle corrosion de la barre d'acier. Notons que
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Figure 3.5  Eﬀet d'une armature haute adhérence sur l'ouverture d'une ﬁssure (d'après
Goto [83]).
Figure 3.6  Schéma de principe d'un essai d'extraction, et courbes force-glissement
correspondantes (d'après Eligehausen [82]).
Figure 3.7  Exemples de tirants ﬁssurés, et courbes contrainte-déformation correspon-
dantes (d'après Clément [76]).
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la résistance de l'interface acier-béton est elle-même assez aléatoire : un même essai
d'extraction répété plusieurs fois peut aboutir à des résultats variant de plus de 20 %.
Le second type d'essai usuel est la mise en traction de tirants. Ces tirants sont des
barres de béton d'une longueur de 1 à 3 mètres, pour une dizaine de centimètres d'épais-
seur (voir Figure 3.7). Ces tirants sont à section carrée ou cylindrique, et sont armés par
des barres d'acier dans le sens de la longueur. Lorsque la traction exercée sur le tirant
dépasse un certain seuil, des ﬁssures perpendiculaires apparaissent dans le béton. Au
niveau de ces ﬁssures, les armatures reprennent les eﬀorts de traction, et limitent ainsi
la perte de rigidité de la structure. Cet eﬀet est appelé rigidiﬁcation dans la littérature
(ou tension stiﬀening). Le comportement de la liaison acier-béton inﬂue ainsi beaucoup
sur l'ouverture et l'espacement des ﬁssures. Des essais de ce type ont été menés par Goto
[83], Clément [76] et Daoud [79].
Depuis les travaux de Goto [83] et Eligehausen et al. [82], la phénoménologie de la
liaison acier-béton est assez bien connue. L'interface acier-béton présente deux phases de
comportement (voir Figure 3.8) : une première phase durcissante, et une seconde adou-
cissante. Tant que le glissement de l'acier par rapport au béton n'est pas trop important,
le comportement de la liaison reste durcissant. Au niveau microscopique, des ﬁssures de
cisaillement sont initiées le long de la barre d'acier par les nervures, et se propagent à
45. Ces ﬁssures prennent ainsi la forme de cônes dans le béton. Si le glissement à l'inter-
face augmente au-delà d'un certain seuil, le béton mis en compression par les nervures
commence à céder. La contrainte de cisaillement à l'interface est alors maximale, et le
comportement de la liaison commence à s'adoucir. Par la suite, si le glissement augmente
encore, le béton au contact de l'acier est progressivement fragmenté. La liaison présente
alors une contrainte de cisaillement résiduelle, due au frottement entre l'acier et le béton
fragmenté.
3.2.2 Principaux modèles de la littérature
De nombreux modèles ont été publiés dans la littérature pour tenter de reproduire
ce comportement de la liaison acier-béton. Les premiers modèles développés à partir
des années 60 sont assez empiriques. Ils tentent simplement de reproduire les courbes
d'extraction observées expérimentalement. Dans cette catégorie, on peut citer les modèles
de Rehm [86], Tepfers [88] puis Eligehausen et al. [82]. Ce dernier modèle est un des plus
reconnus. Dans un régime de sollicitation monotone, il s'exprime de la façon suivante
(voir Figure 3.9) :
τ(ξ) =

τmax
(
ξ
ξ1
)α
si 0 ≤ ξ < ξ1
τmax si ξ1 ≤ ξ < ξ2
τmax − (τmax − τf) ξ−ξ2ξ3−ξ2 si ξ2 ≤ ξ < ξ3
τf si ξ3 ≤ ξ
Dans cette relation, τ est la contrainte de cisaillement à l'interface acier-béton, ξ est
le glissement relatif de l'acier par rapport au béton et ξ1, ξ2, ξ3, τmax, τf et α sont
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Figure 3.8  Étapes successives de la dégradation de la liaison acier-béton. (a) Tout
d'abord, les nervures initient des ﬁssures de cisaillement en forme de cônes dans le béton,
(b) puis le béton mis en compression par les nervures commence à céder, (c) et enﬁn, le
béton au contact de l'armature est fragmenté. (D'après Dominguez [81])
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Figure 3.9  Loi d'adhérence acier-béton proposée par Eligehausen dans un régime de
sollicitation monotone [82].
six paramètres qui caractérisent le comportement de l'interface. Ce modèle reproduit
plus ou moins la forme d'une courbe d'extraction expérimentale, et peut être identiﬁé
assez simplement en menant un simple essai d'extraction. D'autres modèles plus élaborés
ont également été proposés dans des régimes de sollicitation non monotone, que l'on ne
détaille pas ici.
Ces modèles présentent l'avantage d'être relativement simples, et de comporter un mi-
nimum de paramètres. A contrario, leur formulation diﬀère beaucoup des théories usuelles
de la mécanique des milieux continus. Plusieurs auteurs ont donc tenté de reformuler une
loi d'interface acier-béton en s'inspirant des formalismes de l'endommagement et de la
plasticité. Clément [76] propose ainsi dans les années 80 un comportement d'interface
s'inspirant du modèle de béton de Mazars [13], tandis que Cox [77, 78] propose dans
les années 90 une formulation dans un cadre de plasticité non associée. Plus récemment,
d'autre modèles d'interface couplant plasticité et endommagement ont été proposés par
Dominguez [81], puis Richard [87]. Ces modèles sont très riches, car ils permettent de
prendre en compte de nombreux phénomènes, tels l'eﬀet de conﬁnement, ou l'énergie
dissipée lors de sollicitations cycliques. A contrario, ces modèles comportent de nom-
breux paramètres, qui ne sont généralement pas liés à des quantités physiques simples.
L'utilisation de ces modèles est donc délicate en pratique. Notons que le seul modèle de
liaison acier-béton actuellement implanté dans Code_Aster a été développé dans le cadre
de la thèse de Dominguez [81]. Cette loi de comportement d'interface porte le nom de
joint_ba [84].
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3.2.3 Proposition d'un modèle empirique simple
On se propose de développer un modèle d'interface relativement simple, qui permette
de modéliser de façon raisonnable le comportement d'une liaison armature-béton. Cette
loi d'interface doit obéir à plusieurs contraintes : elle doit être formulée dans un cadre
thermodynamique, être caractérisée par un nombre limité de paramètres, et être facile à
implanter dans un code de calcul éléments ﬁnis. Nous avons vu dans la section précédente
que la cinématique la plus importante de cette interface est le glissement tangentiel de
l'acier par rapport au béton. La loi d'interface sera donc exprimée essentiellement en
fonction de ce glissement.
On suppose que le comportement de l'interface est caractérisé par une unique variable
interne, notée a. Cette variable interne correspond au glissement maximum de la liaison
sur toute son histoire. Elle est donc déﬁnie par :
a(t) = max
t˜≤t
|ξ(t˜)|
Par ailleurs, on suppose que la liaison acier-béton ne fait que dissiper de l'énergie. L'éner-
gie interne est donc nulle, sauf pour les états physiquement non admissibles, pour lesquels
elle est inﬁnie. Ces états non admissibles correspondent soit à une interpénétration des
surfaces, soit au cas où le glissement ξ excède la variable interne a. On déﬁnit donc :
ψ([[u]], a) = I([[u]]·n ≥ 0) + I(|ξ| ≤ a)
Dans cette relation, rappelons que ξ est le glissement des ﬁbres dans la direction e2, et
s'écrit donc :
ξ = −[[u]]·e2
Le comportement de l'interface acier-béton est déterminé par la puissance dissipée à
l'interface. On écrit cette puissance (ou potentiel de dissipation) sous la forme suivante :
φ(a˙, a) = τ(a) a˙+ I(a˙ ≥ 0)
Le premier terme exprime la puissance dissipée lorsque le glissement à l'interface aug-
mente, et le second traduit l'irréversibilité de la variable interne a. Le système complet
s'écrit donc sous la forme suivante :{
ψ([[u]], a) = I([[u]]·n ≥ 0) + I(|[[u]]·e2| ≤ a)
φ(a˙, a) = τ(a) a˙+ I(a˙ ≥ 0) (3.45)
On peut vériﬁer que ces potentiels obéissent aux hypothèses faites dans la section précé-
dente (cf. Section 3.1.1) : l'énergie interne ψ est l'indicatrice d'un domaine convexe pour
chaque variable. Elle est donc continue sur ce domaine, et convexe de chacun de ses ar-
guments. De même, le potentiel de dissipation φ est une fonction positivement homogène
de degré 1 par rapport au ﬂux a˙. Il est positif et continu par rapport à la variable interne
a si et seulement si la fonction τ(a) est positive et continue. Ce choix de potentiels vériﬁe
donc les hypothèses de la section précédente si et seulement si la fonction τ(a) est positive
128
et continue. De plus, on peut réexprimer le comportement de cette interface en fonction
des sous-gradients. On reprend pour cela la forme (3.4) du comportement de l'interface :
∃

F rev ∈ ∂uψ([[u]], a)
Arev ∈ ∂aψ([[u]], a)
Airr ∈ ∂a˙φ(a˙, a)
tels que
{
F rev = σ ·n
Arev +Airr = 0
Le comportement normal de l'interface s'écrit donc
n·σ ·n = n·F rev
où F rev ∈ ∂uψ([[u]], a). En distinguant selon le signe de [[u]]·n, on en déduit :{
n·σ ·n = 0 si [[u]]·n > 0
n·σ ·n ≤ 0 si [[u]]·n = 0
On reconnaît là une condition de contact unilatéral classique. De la même façon, on
obtient pour la composante tangentielle :
e2 ·σ ·n = e2 ·F rev
L'énergie interne ψ dépend de la diﬀérence |[[u]] ·e2| − a. En utilisant les déﬁnitions de
F rev et Arev, on en déduit :
|e2 ·F rev|+Arev = 0
On a donc |e2 ·σ ·n| = −Arev. Dans le cas où |[[u]]·e2| < a, on a Arev = 0. On en déduit
que la contrainte de cisaillement à l'interface est nulle. En revanche, si |[[u]]·e2| = a, cette
contrainte n'est pas nulle. Dans ce cas, la seconde relation de comportement de l'interface
s'écrit Arev +Airr = 0. On a donc :
|e2 ·σ ·n| = Airr
En distinguant selon le signe de a˙, on démontre au ﬁnal que :
|e2 ·σ ·n| = 0 si |[[u]]·e2| < a
|e2 ·σ ·n| ≤ τ(a) si |[[u]]·e2| = a et a˙ = 0
|e2 ·σ ·n| = τ(a) si |[[u]]·e2| = a et a˙ > 0
La forme générique d'une telle loi de comportement est montrée sur la Figure 3.10. Pour
une valeur de a donnée, la contrainte est nulle tant que le glissement est inférieur à a. Si
le glissement atteint ce seuil, la contrainte est bornée par τ(a). Ensuite, le glissement ne
peut continuer à croître que si la contrainte de cisaillement atteint la contrainte critique
τ(a). On peut qualiﬁer cette loi de loi d'adhésion à décharge verticale. En ce sens, elle
est similaire à la loi d'interface adhésive proposée par Talon et Curnier [15].
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Figure 3.10  Loi d'adhérence acier-béton considérée. Cette loi présente un comporte-
ment tout d'abord durcissant, puis adoucissant pour des glissements plus importants. La
décharge s'eﬀectue à contrainte nulle.
Il reste ﬁnalement à choisir la forme de la courbe τ(a). Notons que cette courbe n'est
pas nécessairement monotone, elle doit juste être positive et continue. On propose la loi
d'adhésion suivante, qui s'inspire du modèle de Eligehausen présenté précédemment :
τ(a) = τ0
(a/a0)
α
(1 + a/a0)
α+β
(3.46)
La forme de cette loi est présentée sur la Figure 3.10. Cette loi d'interface comporte
quatre paramètres, que sont a0, τ0, α et β. Les deux premiers paramètres permettent
de dimensionner la loi, tandis que les deux derniers ﬁxent la forme de la loi. Si les
paramètres α et β sont positifs, cette loi présente une phase durcissante, suivi d'une phase
adoucissante. Plus précisément, si l'on se place dans un régime de faibles glissements, avec
a≪ a0, on a :
τ(a) ∼ τ0
(
a
a0
)α
Le paramètre α détermine donc la forme de la loi pour de faibles glissements. Pour que
cette loi soit représentative du comportement réel d'une interface acier-béton, on choisira
0 < α < 1. Ceci assure que le cisaillement soit nul pour un glissement nul, et que la pente
initiale de la loi soit inﬁnie. Inversement, lorsque a≫ a0, la loi d'interface s'écrit :
τ(a) ∼ τ0
(
a
a0
)−β
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Le paramètre β dicte donc la forme de la loi lorsque le glissement devient grand. Il est
préférable de choisir ce paramètre positif, pour que la loi d'adhérence présente une phase
adoucissante.
La loi d'adhérence acier-béton est caractérisée par un point où le cisaillement à l'in-
terface est maximal. On note τm et am le cisaillement et le glissement correspondant à ce
maximum de résistance. Ces grandeurs s'expriment en termes des paramètres (a0, τ0, α, β)
sous la forme suivante : 
am = a0
α
β
τm = τ0
αα ββ
(α+ β)α+β
(3.47)
En pratique, ces grandeurs sont plus simples à déﬁnir pour l'utilisateur que a0 et τ0.
Les paramètres que l'on considère pour la loi d'adhérence sont donc (am, τm, α, β). En
réinjectant (3.47) dans (3.46), la loi d'adhérence s'exprime en fonction de ces nouveaux
paramètres :
τ(a) = τm (α+ β)
α+β (a/am)
α
(αa/am + β)
α+β
On montre sur les Figures 3.11 et 3.12 l'inﬂuence des paramètres α et β sur la forme
de la courbe, lorsque am et τm sont ﬁxés. On observe que le paramètre α inﬂue à la fois
sur les parties durcissante et adoucissante de la loi. Lorsque le paramètre α est proche de
zéro, le comportement de la loi est initialement très rigide, tandis que lorsqu'il est proche
de 1, la loi est beaucoup plus souple. Par ailleurs, le paramètre β inﬂue essentiellement
sur la partie adoucissante de la loi. Lorsqu'il est proche de zéro, la loi d'adhérence décroît
lentement après le pic, tandis que lorsque β est très grand, la loi décroît rapidement. Les
paramètres de cette loi ainsi que leur domaine de variation sont précisés dans le tableau
ci-dessous :
Paramètre Domaine Unité Nature du paramètre
am R
+∗ m Déplacement au pic
τm R
+∗ Pa Contrainte au pic
α ]0, 1[ rien Croissance initiale de la loi
β R+∗ rien Décroissance ﬁnale de la loi
On peut à présent proposer une méthode d'identiﬁcation des paramètres de la loi
d'adhérence proposée. On suppose que l'on connaît la forme expérimentale d'une loi
d'adhérence acier-béton. En identiﬁant le point de résistance maximale de cette loi, on
détermine les paramètres am et τm. Ensuite, il reste à identiﬁer les paramètres de forme
α et β. Comme α est le seul paramètre à inﬂuer sur la partie durcissante de la loi, on
peut l'identiﬁer indépendamment du paramètre β. Enﬁn, une fois les paramètres am, τm
et α connus, on identiﬁe le paramètre β sur la partie adoucissante de la loi d'adhérence.
Ainsi, les quatre paramètres de cette loi peuvent être déterminés à partir d'une courbe
expérimentale sans avoir recours à des méthodes de recalage complexes.
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Figure 3.11  Dépendance de la loi d'adhérence acier-béton au paramètre α. La position
du maximum (δm, τm) de la courbe est ﬁxée, et le paramètre β vaut 1.
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Figure 3.12  Dépendance de la loi d'adhérence acier-béton au paramètre β. La position
du maximum (δm, τm) de la courbe est ﬁxée, et le paramètre α vaut 0,5.
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Figure 3.13  Dimensions de l'essai d'extraction de Eligehausen et al. [82].
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Figure 3.14  Comparaison entre le modèle proposé (rouge) et les résultats expérimen-
taux de Eligehausen et al. [82] (noir). La moyenne des essais expérimentaux est indiquée
en trait noir continu, et leur dispersion en pointillés.
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3.2.4 Validation et recalage du modèle
On souhaite valider la pertinence de ce modèle en le comparant à des essais expé-
rimentaux d'extraction d'armatures. On s'intéresse pour cela à un essai de Eligehausen
[82], décrit par Cox et Herrmann [78] et Dominguez [81]. Cet essai est conçu pour étu-
dier le comportement de la liaison acier-béton dans une structure fortement armée. Les
dimensions de l'essai sont indiquées sur la Figure 3.13. La barre d'acier considérée est
une armature à haute adhérence, de diamètre 2,5 cm, et la taille du bloc de béton est
d'une trentaine de centimètres. La longueur d'ancrage de l'acier dans le béton est limitée
à 13 cm, ce qui permet d'extraire entièrement la barre d'acier sans qu'elle plastiﬁe. Une
force de traction est appliquée sur la section de la barre, et une force de compression
opposée est exercée sur le massif de béton.
La moyenne et la dispersion des résultats expérimentaux dans un régime de sollicita-
tion monotone est présentée sur la Figure 3.14. Le maximum de résistance de la liaison
est obtenu pour un glissement de 1,7 mm, et une contrainte de cisaillement de 14 MPa.
Connaissant ces valeurs, on peut estimer l'ordre de grandeur des déformations subies par
le béton et l'acier lors de cet essai. Les contraintes dans le béton sont maximales à proxi-
mité de la barre d'acier, où elles valent au plus 14 MPa. Le module d'Young du béton
étant de l'ordre de 30 GPa, on en déduit que les déformations du béton sont inférieures
à 5.10−4. Comme la dimension du specimen est de l'ordre de 30 cm, les déplacements
relatifs dans le béton sont inférieurs à 0,2 mm, et sont donc négligeables devant le glisse-
ment de la barre d'acier. De même, on démontre que les contraintes dans la barre d'acier
ne peuvent dépasser 300 MPa. Comme le module d'Young de l'acier est de l'ordre de
200 GPa, on en déduit que les déformations de la barre sont inférieures à 1, 5.10−3. La
longueur d'ancrage étant de 13 cm, les déplacements relatifs dans l'acier au niveau de la
liaison sont inférieurs à 0,2 mm. On peut donc considérer l'acier et le béton comme des
matériaux rigides dans le cadre de cet essai, et le glissement à l'interface est uniforme le
long de la barre.
La loi d'adhérence peut donc être identiﬁée directement à partir des courbes expé-
rimentales, en utilisant la méthode de recalage proposée précédemment. Les résultats
expérimentaux et le modèle recalé sont présentés sur la Figure 3.14. La valeur des para-
mètres recalés est précisée dans le tableau suivant :
Paramètre am τm α β
Valeur 1,74 mm 13,9 MPa 0,5 2,5
On constate que le modèle est superposé aux résultats expérimentaux dans la phase
durcissante. Dans la phase adoucissante, les courbes restent proches, mais diﬀèrent lé-
gèrement. En particulier, lorsque le glissement devient très important, le modèle décroît
plus rapidement que la courbe expérimentale. On remarque par ailleurs que le modèle
reste toujours dans la plage d'incertitude des résultats expérimentaux. L'erreur de mo-
dèle est donc inférieure aux incertitudes sur le comportement de la liaison. Le modèle
de liaison acier-béton est donc validé dans un régime de sollicitations monotones. La
question des sollicitations non monotones n'est pas abordée ici, et pourra faire l'objet
d'études ultérieures.
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3.3 Implantation numérique
3.3.1 Choix de modélisation
Nous avons à notre disposition deux modèles asymptotiques, permettant de représen-
ter le comportement mécanique des armatures et des câbles de précontrainte dans une
structure en béton armé. Le premier modèle, développé au Chapitre 2 (cf. Section 2.5.4),
permet de décrire le comportement élastique d'armatures répartis sur une surface. Ce mo-
dèle présente un simple comportement de membrane anisotrope, dont les caractéristiques
sont identiﬁées via des calculs mécaniques préalables sur une cellule périodique. On peut
penser que ce modèle est assez précis dans un régime élastique, tant que les barres restent
adhérentes au béton. En revanche, ce modèle ne permet pas de prendre en compte une
éventuelle dégradation de la liaison acier-béton. Le second modèle, développé au début
de ce chapitre (cf. Section 3.1), est plus complet. Il permet de décrire le comportement
mécanique eﬀectif des armatures et des câbles de précontrainte, ainsi qu'une éventuelle
dégradation de la liaison acier-béton. Ce modèle combine un comportement de grille avec
une loi d'interface cohésive, qui permet un glissement de l'acier par rapport au béton.
Contrairement au modèle de membrane anisotrope, les caractéristiques de ce modèle sont
calculées analytiquement. Ce modèle est donc beaucoup plus simple à mettre en ÷uvre.
Inversement, comme il n'est précis qu'à l'ordre 0 en η, on s'attend à ce qu'il soit moins
précis que le modèle de membrane anisotrope dans un régime élastique.
On souhaite implanter ces deux modèles dans le code éléments ﬁnis Code_Aster,
aﬁn de les valider numériquement et de les utiliser pour des simulations de structures
réelles. L'implantation du modèle de membrane ne pose pas de diﬃculté : elle peut être
réalisée en utilisant des éléments de membrane standards, qui sont présentés dans la
section suivante. En revanche, le modèle de grille avec décohésion peut être implanté
de plusieurs façons. On peut faire le choix, soit d'implanter séparément des éléments de
grille et des éléments d'interface grille-béton, soit d'implanter des éléments de grille avec
glissement.
La première approche peut être qualiﬁée de modulaire : les éléments de membrane et
d'interface membrane-béton sont conçus comme des modules, qui peuvent être implantés
et utilisés indépendamment. Cette approche permet de mutualiser l'usage de diﬀérents
types d'éléments, et donc de limiter la variété des éléments présents dans le code. De
plus, cela facilite la validation du code de calcul, en limitant le nombre de lignes de codes
à vériﬁer. A contrario, cette approche limite les possibilités d'optimisation.
La seconde approche nécessite d'implanter des éléments ﬁnis spéciﬁques du modèle
développé. Ceci permet d'optimiser l'implantation de ces éléments, et de limiter le nombre
des degrés de liberté. En revanche, cela alourdit d'autant la mise en ÷uvre dans le code
de calcul.
Suivant ces arguments, on choisit de privilégier l'approche modulaire, qui rend les
éléments développés relativement génériques, mais un peu moins performants. L'implan-
tation du modèle de grille avec décohésion est donc réalisée par le biais d'éléments de
membrane anisotrope, et d'éléments d'interface à formulation mixte. Les éléments de
membrane modélisent la rigidité des barres d'armature et des câbles de précontrainte,
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tandis que les éléments d'interface modélisent une possible décohésion de l'acier par rap-
port au béton.
3.3.2 Éléments de grille et de membrane
On présente ici l'implantation des éléments de membrane réalisée dans Code_Aster .
On se donne une surface Γ, supposée plane, ainsi qu'un comportement de membrane
anisotrope, déﬁni par le tenseur de rigidité N (voir Figure 3.15). Si l'on introduit la base
orthonormale (e1, e2, e3), telle que e1 décrit la normale au plan Γ, et (e2, e3) le plan
tangent, ce tenseur s'écrit en composantes :
N =
∑
αβγδ
Nαβγδ (eα ⊗ eβ)⊗ (eγ ⊗ eδ)
Les indices grecs varient comme précédemment entre 2 et 3. Pour éviter toute ambigüité,
on indique explicitement les sommes sur les indices dans cette section. Rappelons que
le tenseur N présente deux symétries mineures et une symétrie majeure, qui s'écrivent
respectivement :
Nαβγδ = Nβαγδ Nαβγδ = Nαβδγ
Nαβγδ = Nγδαβ
Dans le cas d'un modèle de membrane anisotrope, les coeﬃcients du tenseur N sont obte-
nus par résolution de problèmes mécaniques élémentaires au sein d'une cellule périodique.
En revanche, dans le cas d'un modèle de grille, le tenseur N s'exprime analytiquement.
Lorsque les barres d'acier sont disposées de façon parallèle, le tenseur N s'écrit :
N = κm (e2 ⊗ e2)⊗ (e2 ⊗ e2)
=
πd2
4eL
Ef (e2 ⊗ e2)⊗ (e2 ⊗ e2)
On rappelle que d, e, L et Ef sont respectivement le diamètre des barres d'acier, leur
espacement, la taille globale de la structure 2 et le module d'Young de l'acier.
L'implantation de l'élément de membrane nécessite de calculer l'énergie mécanique
stockée dans un élément ﬁni. Cette énergie mécanique élémentaire s'écrit :
Ee = 1
2
∫
e
εΓ(u) :N :εΓ(u) dx
′ (3.48)
On se donne un élément ﬁni de surface, linéaire ou quadratique. Il peut s'agir d'un triangle
à trois ou six n÷uds, ou d'un quadrangle à quatre ou huit n÷uds (voir Figure 3.16). La
position géométrique des n÷uds de l'élément est notée x′n, avec n le numéro du n÷ud.
La position d'un point au sein de l'élément est déterminée par ses coordonnées dans
l'espace de référence, notées z′. L'élément ﬁni est caractérisé par ses fonctions de formes,
2. Précisons que la taille globale de la structure n'intervient pas réellement dans la rigidité de la
membrane. Elle est introduite pour rendre le tenseur N homogène à une contrainte.
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Figure 3.15  Repères associés au comportement de la membrane anisotrope. Le repère
(e1, e2, e3) est un repère orthonormal, où e1 est orthogonal, et (e2, e3) sont tangents
au plan Γ. Les degrés de libertés des n÷uds sont déﬁnis dans un repère global distinct
(e˜1, e˜2, e˜3), qui n'est pas lié à la géométrie du plan Γ.
Figure 3.16  Choix de discrétisation pour les éléments de membrane. Les éléments im-
plantés sont les triangles et quadrangles linéaires et quadratiques. Les n÷uds des éléments
sont indiqués en bleu, et les points de Gauss en rouge.
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notées χn(z′), et déﬁnies dans l'espace de référence. Ces fonctions de forme valent 1 sur
le n÷ud n, et sont nulles sur tous les autres. Pour les éléments ﬁnis isoparamétriques, la
transformation géométrique de l'espace de référence vers l'espace réel s'écrit en termes
des fonctions de forme et de la position des n÷uds :
x′ =
∑
n
x′n χn(z
′)
Dans cette section, les indices latins n et m désignent le numéro d'un n÷ud, et varient
parmi l'ensemble des n÷uds de l'élément. On peut déﬁnir le jacobien de cette transfor-
mation, qui s'écrit :
J(z′) =
∂x′
∂z′
(z′) =
∑
n
x′n
∂χn
∂z′
(z′) (3.49)
Les degrés de liberté de l'élément ﬁni sont les déplacements des n÷uds, exprimés dans la
base globale (e˜1, e˜2, e˜3). Ces déplacements sont rassemblés dans une matrice U , déﬁnie
par :
Uin = e˜i ·u(x′n)
Cette matrice est de dimension 3×N , avec N le nombre de n÷uds de l'élément ﬁni. Le
champ de déplacement dans l'élément s'écrit en termes de ces degrés de liberté et des
fonctions de forme :
u(z′) =
∑
in
Uin χn(z
′) e˜i (3.50)
On peut à présent exprimer la déformation membranaire εΓ(u) en fonction des degrés
de liberté de l'élément. Cette déformation s'exprime en composantes :
εΓ(u) =
∂uα
∂xβ
eα ⊗s eβ
Or, d'après la relation (3.50), on a :
uα(x
′) = eα ·u(x′)
=
∑
in
Uin χn(z
′) eα ·e˜i
Si l'on note R la matrice de rotation du repère local (e1, e2, e3) vers le repère global
(e˜1, e˜2, e˜3), qui s'écrit en composantes Rij = ei ·e˜j , cette dernière relation s'écrit :
uα(x
′) =
∑
in
Rαi Uin χn(z
′) (3.51)
Par ailleurs, en utilisant le théorème de dérivation des fonctions composées, on a :
∂uα
∂xβ
=
∑
γ
∂uα
∂zγ
∂zγ
∂xβ
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En introduisant le jacobien déﬁni par (3.49), cette dernière relation s'écrit :
∂uα
∂xβ
=
∑
γ
∂uα
∂zγ
J−1γβ (3.52)
Avec les relations (3.51) et (3.52), on peut écrire la déformation membranaire sous la
forme suivante :
εΓ(u) =
∑
in
Rαi Uin
∂χn
∂zγ
J−1γβ eα ⊗s eβ
On introduit un tenseur B du quatrième ordre, déﬁni de la façon suivante :
Bαβin(z
′) =
∑
γ
Rαi
∂χn
∂zγ
(z′) J−1γβ (z
′)
À l'aide de ce tenseur, on peut exprimer la déformation membranaire sous la forme
suivante :
εΓ(u)(z
′) =
∑
in
Bαβin(z
′)Uin eα ⊗s eβ
En réintroduisant dans l'énergie mécanique (3.48), on obtient :
Ee = 1
2
∫
e
 ∑
ijnmαβγδ
UinBαβin(z
′)Nαβγδ Bγδjm(z
′)Ujm
 dx′
On peut écrire cette relation sous la forme condensée suivante :
Ee = 1
2
∫
e
U :BT(z′) :N :B(z′) :U dx′ (3.53)
En général, cette intégrale n'est pas calculable analytiquement. On utilise donc un
schéma d'intégration numérique, basé sur une famille de points de Gauss. On se donne
un ensemble de points de Gauss, d'absisse z′g, et de poids ρg. On réexprime tout d'abord
la relation précédente dans l'espace de référence :
Ee = 1
2
∫
e
U :BT(z′) :N :B(z′) :U det(J)(z′) dz′
Puis on applique le schéma d'intégration aux points de Gauss :
Ee = 1
2
∑
g
U :BT(z′g) :N :B(z
′
g) :U det(J)(z
′
g) ρg
Le choix de la famille de points de Gauss utilisée répond à une double contrainte : il
faut d'une part que l'erreur d'intégration soit inférieure à l'erreur de discrétisation liée
à la taille de l'élément, et d'autre part que l'énergie interne intégrée numériquement
soit déﬁnie positive. Les familles de points de Gauss adaptées aux diﬀérents éléments de
surface sont indiquées sur la Figure 3.16.
L'énergie interne est ainsi exprimée en fonction des degrés de liberté U de l'élément.
On peut ensuite calculer le vecteur des forces internes nodales sous la forme ∂Ee/∂U , et la
matrice tangente du comportement ∂2Ee/∂U2. Ceci conclut l'implantation des éléments
de membrane anisotrope.
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3.3.3 Éléments d'interface à formulation mixte
Formulation énergétique du comportement de l'interface
On décrit à présent l'implantation des éléments d'interface permettant de représen-
ter le glissement de l'acier par rapport au béton. Nous avons développé dans la Sec-
tion 3.2 une loi d'interface reproduisant le comportement d'une liaison acier-béton clas-
sique. Cette loi est formulée dans le cadre des matériaux quasi-standards généralisés, par
le biais d'une énergie interne ψ et d'un potentiel de dissipation φ. On rappelle que ces
potentiels s'écrivent :{
ψ([[u]], a) = I([[u]]·n ≥ 0) + I(|[[u]]·e2| ≤ a)
φ(a˙, a) = τ(a) a˙+ I(a˙ ≥ 0)
La forme de la loi d'adhérence acier-béton est déterminée par la courbe τ(a), que l'on
choisit sous la forme suivante :
τ(a) = τ0
(a/a0)
α
(1 + a/a0)
α+β
On a par ailleurs démontré dans la Section 3.1 que la loi d'adhérence homogénéisée entre
la grille d'armature et le béton dérive directement de la loi d'adhérence microscopique
entre l'acier et le béton. Cette loi d'adhérence eﬀective est caractérisée par une énergie
interne Ψ et un potentiel de dissipation Φ, qui s'écrivent :
Ψ(ξ, a) = I(|ξ| ≤ a)
Φ(a˙, a) =
πd
e
τ(a) a˙+ I(a˙ ≥ 0)
Ces potentiels sont exprimés en termes du glissement ξ des ﬁbres à l'instant courant, et
du glissement maximal atteint a. La fonction I est la fonction indicatrice, qui est nulle
lorsque son argument est vrai, et inﬁnie sinon. La forme de l'énergie interne impose que
le glissement courant reste toujours inférieur au glissement maximal atteint. Par ailleurs,
le potentiel de dissipation est composé de deux termes : le premier détermine la puissance
dissipée à l'interface, et le second impose l'irréversibilité du glissement maximal a.
La formulation de ce comportement d'interface n'est pas idéale, car le potentiel de
dissipation dépend de l'état courant du matériau. En termes d'implantation numérique,
il est préférable de reformuler ce comportement sous la forme équivalente suivante :{
Ψ(ξ, a) = I(|ξ| ≤ a) + Π(a)
Φ(a˙) = I(a˙ ≥ 0)
L'énergie Π(a) désigne une énergie mécanique stockée à l'interface grille-béton. Elle
s'écrit :
Π(a) =
πd
e
∫ a
0
τ(a˜) da˜
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Ainsi, l'énergie mécanique cédée à l'interface n'apparaît plus comme une énergie dissi-
pée, mais comme une énergie stockée irréversiblement. Ceci ne change cependant rien
au comportement mécanique de l'interface, qui reste strictement identique. L'intérêt de
cette formulation est qu'elle permet de formuler le problème mécanique global comme la
minimisation d'une énergie mécanique sous contrainte d'inégalités, plutôt que comme la
minimisation d'une énergie incrémentale. A contrario, cette formulation présente un dé-
faut notable : comme le comportement τ(a) est adoucissant, l'énergie interne Ψ n'est pas
convexe par rapport à la variable interne a. On ne peut donc pas déﬁnir les sous-gradients
de l'énergie interne.
Choix de la formulation
La loi d'interface considérée n'autorise le glissement des barres et des câbles de pré-
contrainte que dans la direction des ﬁbres. Cette loi d'interface présente donc une rigidité
inﬁnie dans les autres directions. Or une formulation d'interface standard, basée sur une
formulation en déplacements, ne peut pas reproduire ce type de comportement rigide. On
a donc le choix entre se contenter d'une rigidité ﬁnie, ou avoir recours à une formulation
mixte.
La première approche est une approche dite de pénalisation. Elle consiste à remplacer
la rigidité inﬁnie du comportement d'interface par une rigidité très grande. L'avantage de
cette approche est qu'elle permet une formulation du comportement d'interface relative-
ment simple. L'inconvénient est qu'elle fait intervenir un paramètre de pénalisation qui
doit être choisi judicieusement : il doit être suﬃsamment grand pour que le comportement
de l'interface soit quasi-rigide, mais pas trop pour que le conditionnement du problème
étudié reste acceptable. La détermination de ce paramètre est donc assez délicate.
Une seconde solution est d'avoir recours à une formulation mixte, qui fait intervenir
non seulement les sauts de déplacement à l'interface, mais également des multiplicateurs
de Lagrange. Ces degrés de liberté additionnels permettent d'imposer par dualisation le
comportement rigide de l'interface. A contrario, la principale diﬃculté de cette formu-
lation réside dans le choix de l'espace de discrétisation des multiplicateurs de Lagrange.
On reprend ici l'approche proposée par Lorentz [10], elle-même basée sur les travaux
théoriques de Fortin [10]. Cette formulation était initialement conçue pour une interface
reliant deux volumes ; on l'adapte ici à la description d'une interface entre une membrane
et un volume.
On considère donc le potentiel mécanique suivant :
Peff(u,uf , ξ, a) = 1
2
∫
Ω\Γ
ε(u) :Am :ε(u) dx︸ ︷︷ ︸
(1)
+
L
2
∫
Γ
κm
(
∂uf2
∂x2
)2
dx′︸ ︷︷ ︸
(2)
+
∫
Γ
Π(a) dx′︸ ︷︷ ︸
(3)
−W(u)︸ ︷︷ ︸
(4)
On reconnaît dans ce potentiel : (1) l'énergie mécanique stockée dans le volume Ω,
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(2) l'énergie mécanique associée à un comportement de grille sur la surface Γ, (3) l'éner-
gie mécanique stockée à l'interface entre la grille et le volume ainsi que (4) le travail des
eﬀorts extérieurs. La recherche d'une solution stable pour ce problème revient à chercher
un minimum local de cette fonctionnelle sous la triple contrainte :
uf = u+ ξ e2
|ξ| ≤ a
a˙ ≥ 0
(3.54)
On choisit de traiter la contrainte uf = u+ ξ e2 par dualisation. On introduit donc des
multiplicateurs de Lagrange, notés ζ, ainsi que le lagrangien suivant :
L(u,uf , ξ, a, ζ) = Peff(u,uf , ξ, a) +
∫
Γ
ζ ·(uf − u− ξ e2) dx′
Si l'espace des multiplicateurs de Lagrange est juste de la bonne taille, chercher un point
stationnaire du potentiel Peff sous la triple contrainte (3.54) revient à chercher un point
stationnaire du lagrangien L sous la double contrainte :{
|ξ| ≤ a
a˙ ≥ 0
Le choix de l'espace des multiplicateurs de Lagrange est délicat, car il dépend des condi-
tions limite imposées sur le bord de la surface Γ. On préfère donc choisir un espace de
multiplicateurs légèrement plus petit, et ajouter au lagrangien un terme de pénalisation.
On introduit donc le lagrangien augmenté suivant :
L(u,uf , ξ, a) = Peff(u,uf , ξ, a, ζ) +
∫
Γ
ζ ·(uf − u− ξ e2) dx′
+
k
2
∫
Γ
|uf − u− ξ e2|2 dx′ (3.55)
L'intérêt de cette formulation est le suivant : les multiplicateurs de Lagrange ζ assurent
que la relation uf = u+ ξ e2 est vériﬁée en moyenne, tandis que le terme de pénalisation
limite l'apparition d'oscillations autour de cette moyenne. Le paramètre de pénalisation
k est donc un paramètre numérique, qui doit être ﬁxé par l'utilisateur.
Implantation du modèle
Pour implanter ce modèle, on doit choisir l'espace de discrétisation des déplacements
u et uf , des multiplicateurs de Lagrange ζ, du glissement ξ et de la variable interne a. Les
éléments considérés sont le pentaèdre quadratique à 18 n÷uds, et l'hexaèdre quadratique
à 20 n÷uds (voir Figure 3.17). Ces éléments sont dits dégénérés, car les n÷uds des faces
supérieures et inférieures sont confondus géométriquement. Les n÷uds de l'une des faces
portent les degrés de liberté de déplacement u du volume, et ceux de l'autre face portent
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les degrés de liberté de déplacement uf de la grille. Ce choix assure la conformité du
champ de déplacement avec les éléments adjacents, qui sont des éléments de volume et
de surface quadratiques. Pour des raisons qui seront explicitées plus tard, le glissement ξ
et la variable interne a sont discrétisés sur une famille de points de Gauss. Il reste donc
à déterminer l'espace de discrétisation des multiplicateurs de Lagrange, et la famille de
points de Gauss adéquate.
Pour être bien posé, le problème de la stationnarité du lagrangien ne doit être ni sur-
contraint, ni sous-contraint. La première condition est appelée classiquement condition
inf-sup, ou condition LBB (Ladyzenskaya-Babu²ka-Brezzi). Elle s'écrit sous la forme
générique suivante :
∃α ∈ R+∗
∫
Γ
ζ ·u dx′ ≥ α
√∫
Γ
|u|2 dx′
∫
Γ
|ζ|2 dx′ ∀(u, ζ, h) ∈ Ch × R
L'espace Ch est l'espace des champs de déplacement u et des multiplicateurs de Lagrange
ζ discrétisés. Schématiquement, cette condition impose qu'il n'existe pas de champ dans
l'espace des multiplicateurs de Lagrange qui soit orthogonal à tout l'espace sur lequel
porte la contrainte.
Dans notre cas, la contrainte dualisée s'écrit :
uf = u+ ξ e2
Elle relie le saut de déplacement uf − u au glissement ξ. Le saut de déplacement est
discrétisé aux n÷uds. Il est donc continu sur l'ensemble du maillage, et quadratique sur
chaque élément ﬁni. Par ailleurs, le glissement ξ est discrétisé aux points de Gauss, c'est-
à-dire sur un nuage de points. Pour examiner la condition inf-sup, on se place dans un
cadre simpliﬁé : on suppose que le glissement ξ est ﬁxé en chaque point de Gauss par
la loi de comportement. La contrainte dualisée s'applique donc uniquement sur le saut
de déplacement uf − u, qui est dit P2-continu. D'après les travaux de Bathe et Brezzi
[2], trois espaces de multiplicateurs de Lagrange vériﬁent la condition inf-sup : il s'agit
des espaces P2-continu, P1-continu et P0-discontinu. En revanche, l'espace P1-discontinu
viole la condition inf-sup.
L'espace P2-continu n'est pas très satisfaisant, car il est aussi grand que l'espace des
sauts de déplacement. Dans ce cas, si l'on impose une condition limite d'encastrement sur
le bord de l'interface, les conditions d'encastrement sont redondantes avec les conditions
dualisées à l'interface. Ce choix n'est donc pas très robuste. Par ailleurs, d'après les tra-
vaux de Lorentz [10], l'espace P0-discontinu pose des problèmes d'implantation, et donne
des résultats moins bons que l'espace P1-continu. On choisit donc les multiplicateurs de
Lagrange dans l'espace des fonctions P1-continues. En pratique, les degrés de liberté des
multiplicateurs de Lagrange sont portés par les n÷uds milieux des arêtes dégénérées (voir
Figure 3.17).
Enﬁn, on doit choisir les familles de points de Gauss qui portent les degrés de liberté
de glissement, et sur lesquelle les intégrations numériques sont réalisées. Cette fois-ci, la
contrainte est que le problème de stationnarité du lagrangien ne soit pas sous-contraint.
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Ceci implique en particulier que le terme de pénalisation présent dans le lagrangien
augmenté (3.55) doit être coercif. Les plus petites familles de points de Gauss respectant
cette contrainte comprennent respectivement quatre et neuf points de Gauss pour le
pentaèdre et l'hexaèdre quadratiques. Notons que ces familles diﬀèrent de celles proposées
par Lorentz [10] pour des éléments d'interface liant deux volumes. En eﬀet, dans ce cas,
la rigidité du volume environnant suﬃt à assurer la coercivité de la formulation, ce qui
n'est pas le cas du modèle de grille.
On peut faire une dernière remarque sur ces choix de discrétisation. Le terme de
pénalisation du lagrangien augmenté (3.55) tend à minimiser l'écart entre le saut de
déplacement discrétisé aux n÷uds, et le glissement discrétisé aux points de Gauss. Or le
nombre de points de Gauss au sein de chaque élément est trop important pour que cet
écart puisse être réduit à zéro. Le paramètre de pénalisation k doit donc être choisi assez
grand pour rendre la formulation coercive, mais pas trop aﬁn d'introduire une certaine
souplesse dans la vériﬁcation de la contrainte uf = u + ξ e2 en chaque point de Gauss.
On précisera la valeur adéquate de ce paramètre dans le paragraphe suivant.
Résolution du problème à l'échelle locale
On a fait le choix de discrétiser le glissement ξ et la variable interne a aux points de
Gauss. Ceci permet d'éliminer ces degrés de liberté du problème global en les conden-
sant au sein de chaque élément. Dans ce paragraphe, on se propose donc de calculer le
glissement ξ et le glissement maximal a en fonction des autres paramètres u, uf et ζ.
Rendre stationnaire le lagrangien (3.55) par rapport à ξ et a revient à rendre stationnaire
la quantité
Π(a) + ζ ·(uf − u− ξ e2) + k
2
|uf − u− ξ e2|2,
par rapport à ξ et a en chaque point de Gauss, sous la double contrainte :{
|ξ| ≤ a
a˙ ≥ 0
En retirant les termes qui ne dépendent pas de ξ et a, la fonction f à rendre stationnaire
s'écrit aussi :
f(ξ, a) = Π(a)− ξ (ζ − k(uf − u))·e2 + k
2
ξ2
Pour simpliﬁer les écritures, on introduit le paramètre de chargement s, déﬁni par :
s(u,uf , ζ) = (ζ − k(uf − u))·e2
La fonction f s'écrit donc :
f(ξ, a) = Π(a)− s ξ + k
2
ξ2
On peut se placer dans la situation où ξ ≥ 0, quitte à inverser l'orientation du vecteur e2.
On peut distinguer diﬀérents cas, selon que l'on se trouve en phase de décharge ξ < a,
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Figure 3.17  Choix de discrétisation pour les éléments mixtes d'interface. Les éléments
implantés sont le pentaèdre et l'hexaèdre quadratiques dégénérés. Les n÷uds des faces
supérieures et inférieures portent les degrés de liberté de déplacement de la grille et du
volume environnant, les n÷uds milieux des arêtes dégénérées portent les multiplicateurs
de Lagrange, et le glissement est porté par une famille de points de Gauss sur la surface.
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Figure 3.18  Problème local résolu à l'échelle du point de Gauss. On détermine l'in-
tersection entre la courbe f ′(ξ) et la droite d'équation s− k ξ.
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de glissement bloqué ξ = a, ou de dissipation d'énergie a˙ > 0. En situation de décharge,
l'équation à résoudre est :
∂f
∂ξ
(ξ, a) = k ξ − s = 0
Lorsque le glissement est bloqué, on a tout simplement ξ = a. Enﬁn, lorsque l'interface
dissipe de l'énergie, on a a = ξ, et l'équation à résoudre est :
∂f
∂ξ
(ξ, ξ) +
∂f
∂a
(ξ, ξ) = 0
En introduisant la loi d'adhésion τ(a), qui vériﬁe
τ(a) =
dΠ
da
(a),
l'équation précédente se met sous la forme
τ(ξ) + k ξ − s = 0.
Dans tous les cas, résoudre la stationnarité de la fonction f(ξ, a) revient à chercher un
point d'intersection entre la droite d'équation s− k ξ et une courbe f ′(ξ), déﬁnie par :
f ′(ξ) =

0 si ξ < a
[0, τ(a)] si ξ = a
τ(ξ) si ξ > a
L'interprétation graphique de ce problème est présentée sur la Figure 3.18. On constate
que ce point d'intersection est unique si la droite d'équation s − k ξ décroît plus vite
que la courbe τ(ξ). Ceci impose que le paramètre de pénalisation k soit plus grand que
la plus grande pente négative de τ(ξ). En pratique, si am et τm sont le glissement et le
cisaillement au maximum de la courbe τ(a), on recommande de choisir k dans l'intervalle
suivant :
10
τm
am
≤ k ≤ 1000 τm
am
Précisons que les résultats numériques dépendent généralement très peu de ce paramètre.
En régime de décharge ou de glissement bloqué, l'intersection de la courbe f ′(ξ)
avec la droite s − k ξ peut être déterminée analytiquement. En revanche, en régime
dissipatif, ce problème doit être résolu numériquement à l'aide d'une méthode de Newton.
L'implantation de cette méthode ne pose pas de problème particulier, et l'algorithme de
Newton converge en quelques itérations. Au ﬁnal, le problème local permet de calculer
en chaque point de Gauss le glissement ξ et le glissement maximal a en fonction de
s = (ζ − k(uf − u))·e2.
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Résolution du problème global
Il reste à présent à écrire la condition de stationnarité du lagrangien (3.55) en fonction
des degrés de liberté globaux u, uf et ζ. Ces conditions s'écrivent respectivement :∫
Ω\Γ
ε(u˜) :Am :ε(u) dx−W(u˜)−
∫
Γ
u˜·ζ dx′ − k
∫
Γ
u˜·(uf − u− ξ(s) e2) dx′ = 0 ∀u˜
L
∫
Γ
κm
∂u˜f2
∂x2
∂uf2
∂x2
dx′ +
∫
Γ
u˜f ·ζ dx′ + k
∫
Γ
u˜f ·(uf − u− ξ(s) e2) dx′ = 0 ∀u˜f∫
Γ
ζ˜ ·(uf − u− ξ(s) e2) dx′ = 0 ∀ζ˜
Dans ces relations, le glissement ξ est une fonction non-linéaire du paramètre s, déﬁni
par s = (ζ − k(uf − u)) ·e2. Ce problème est un problème de point-selle non-linéaire,
qui peut être résolu classiquement par une méthode de Newton. Nous verrons dans les
exemples ci-après que cet algorithme de Newton global converge lui aussi en quelques
itérations.
3.4 Validation numérique des modèles limite
On souhaite à présent valider la pertinence des deux modèles asymptotiques propo-
sés. Dans cet objectif, on compare le comportement de ces modèles simpliﬁés avec des
modélisations tridimensionnelles détaillées. On considère deux tests de validation diﬀé-
rents, permettant de valider le comportement élastique des deux modèles simpliﬁés, ainsi
que la modélisation de la décohésion de l'interface acier-béton avec le modèle de grille.
Le premier essai concerne la ﬂexion élastique d'une plaque en béton armé, tandis que le
second correspond à l'extraction d'une nappe d'armatures.
3.4.1 Modélisation d'une plaque en ﬂexion
Le problème étudié
On s'intéresse tout d'abord au comportement en ﬂexion d'une plaque en béton armé.
La géométrie du problème étudié est indiquée sur la Figure 3.19. Cette plaque de béton a
une épaisseur de 16 cm, une longueur de 80 cm et une largeur supposée grande par rapport
aux autres dimensions. Elle comporte deux nappes d'armatures unidirectionnelles, situées
de part et d'autre de la plaque. Les barres d'armatures ont un diamètre de 20 mm. Elles
sont disposées à 6 cm de part et d'autre du plan moyen de la plaque, et espacées de 10 cm
dans le sens de la largeur. L'enrobage de béton autour des armatures est donc de 1 cm.
La plaque de béton armé est encastrée à une extrémité, et soumise à un eﬀort de ﬂexion
à l'autre, qui vaut 4 000 N.m/m. Cet eﬀort de ﬂexion est modélisé par un eﬀort normal
variant linéairement dans l'épaisseur de la plaque. Les comportements du béton et de
l'acier sont supposés élastiques, et l'interface acier-béton est parfaitement adhérente. Le
module d'Young du béton est de 30 GPa, pour un coeﬃcient de Poisson de 0,22, et le
module d'Young de l'acier de 200 GPa, pour un coeﬃcient de Poisson de 0,3.
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Figure 3.19  Sollicitation en ﬂexion d'une plaque en béton armé.
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Figure 3.20  Élément de plaque modélisé. (a) Représentation du motif périodique
simulé comprenant deux barres d'armatures. (b) Vue longitudinale de la plaque et eﬀorts
appliqués. (c) Section transverse de la plaque, avec conditions de périodicité. Le point de
référence pour le déplacement est le point A.
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Figure 3.21  Maillage de la plaque en ﬂexion pour la solution de référence avec (a) le
béton et (b) les barres d'acier modélisées en 3D. Le maillage comporte 290 000 n÷uds.
 
Figure 3.22  Maillage de la plaque en ﬂexion pour les modèles simpliﬁés avec (a) le bé-
ton et (b) les barres d'acier modélisées par des éléments de surface. Le maillage comporte
145 000 n÷uds.
Figure 3.23  Déformée de la solution de référence, ampliﬁée d'un facteur 1000. Les
couleurs indiquent le déplacement vertical.
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Modélisation et discrétisation du problème
Comme la plaque est très large, les champs mécaniques sont quasiment périodiques
dans cette direction. On ne modélise donc qu'un simple motif périodique de la plaque, qui
comprend deux barres d'acier (voir Figure 3.20). Ceci rend le coût de calcul d'une solution
de référence abordable pour ce problème. On compare quatre modélisations diﬀérentes.
Une première modélisation, dans laquelle les barres d'armature sont représentées en 3D,
fournit la solution de référence (voir Figure 3.21). Dans la seconde modélisation, on
néglige entièrement la rigidité des armatures. On modélise donc le comportement en
ﬂexion d'une plaque de béton non armé. Pour la troisième modélisation, on représente
les nappes d'armatures supérieure et inférieure par un modèle de grille adhérente, dont
la rigidité est calculée de façon analytique. Enﬁn, la dernière modélisation fait appel à
un modèle de membrane anisotrope. Le comportement de cette membrane est déterminé
par des calculs élémentaires à l'échelle d'une barre d'acier. Suivant les résultats de la
Section 2.5.4, cette rigidité s'écrit :
eN = eEBRαβ (eα ⊗ eα)⊗ (eβ ⊗ eβ) + 4eEBG (e2 ⊗s e3)⊗ (e2 ⊗s e3)
Les indices grecs sont implicitement sommés sur {2, 3}, e2 constitue la direction des
barres d'acier. De plus, e est l'espacement entre les barres d'acier, EB le module d'Young
du béton et les coeﬃcients Rαβ et G sont sans dimension. La valeur de ces coeﬃcients
est précisée dans le tableau ci-dessous.
Paramètre R22 R33 R23 G
Valeur 0, 182 0, 041 0, 013 0, 019
Le maillage utilisé pour le modèle de référence comporte 205 000 tétraèdres quadra-
tiques, et 290 000 n÷uds. De même, le maillage utilisé pour les trois modèles simpliﬁés
comporte 100 000 tétraèdres quadratiques, et 144 000 n÷uds. Les quatre problèmes à ré-
soudre sont donc des problèmes élastiques, comportant chacun entre 400 000 et 900 000
degrés de liberté. Pour résoudre ces problèmes, on utilise le solveur direct mumps, dis-
ponible dans Code_Aster.
Résultats obtenus et analyse
La déformée obtenue pour la solution de référence est présentée sur la Figure 3.23. La
grandeur physique que l'on compare entre les diﬀérentes modélisations est le déplacement
vertical en bout de plaque, au point A (voir Figure 3.20). Dans le tableau ci-dessous, on
présente le déplacement vertical obtenu pour les diverses modélisations, ainsi que l'écart
relatif des modélisations simpliﬁées à la solution de référence.
Modèle Déplacement vertical (µm) Écart relatif (%)
Modèle de référence -87,1
Modèle sans armatures -119,0 36,6
Modèle de grille -84,0 -3,6
Modèle de membrane -87,3 0,2
150
Les résultats sont tout à fait conformes à ce que l'on pouvait attendre. La modélisation
la plus simple, qui consiste à ne pas modéliser les armatures du tout, est très grossière.
L'erreur relative sur le déplacement vertical en bout de plaque dépasse 30 %, ce qui n'est
pas acceptable. Lorsque les armatures sont modélisées par un modèle de grille, l'erreur
sur le déplacement est inférieure à 5 %. Enﬁn, le modèle de membrane anisotrope donne
d'excellents résultats, le déplacement vertical étant correctement estimé à 0,2 % près.
Dans un régime de comportement élastique, le modèle de membrane est donc beaucoup
plus précis que le modèle de grille, l'erreur relative par rapport à la solution de référence
étant diminuée d'un facteur 10. Ce résultat était attendu, dans la mesure où la rigidité du
modèle de grille est calculée de façon analytique, tandis que celle du modèle de membrane
est déduite de calculs élémentaires à l'échelle d'une cellule périodique. Cependant, on note
que le modèle de grille ne donne pas de si mauvais résultats eu égard à sa simplicité.
Les modèles de grille et de membrane sont donc validés dans un régime de compor-
tement élastique. Le modèle de grille s'avère moins précis que le modèle de membrane,
mais il présente l'avantage d'être beaucoup plus simple à mettre en ÷uvre. Il est donc
mieux adapté à une utilisation dans un contexte d'ingénierie. Pour compléter la valida-
tion de ces modèles, il reste à valider le modèle de grille avec décohésion dans un régime
de comportement non-linéaire.
3.4.2 Modélisation d'une extraction d'armatures
Le problème étudié
Le second test de validation correspond à l'extraction d'une nappe d'armature hors
d'un massif de béton. On considère une plaque en béton de 20 cm d'épaisseur, au milieu
de laquelle se trouve une nappe d'armatures (voir Figure 3.24). La plaque fait 1 m de
long, et est supposée très large. La nappe d'armatures se compose de barres en acier
de 2 cm de diamètre, organisées selon un motif orthogonal, et espacées de 20 cm. Pour
simpliﬁer la simulation 3D du problème, on évite le contact entre les barres d'armatures
en les séparant de 4 mm dans le sens de l'épaisseur de la plaque. La plaque est maintenue
sur un bord. Sur le bord opposé, on applique un eﬀort de traction sur la section des
barres d'acier. L'eﬀort exercé augmente progressivement de 0 à 100 kN par barre d'acier.
Le béton et l'acier présentent un comportement linéaire élastique, tandis que la liaison
acier-béton est susceptible de se dégrader. Le module d'Young du béton est de 30 GPa,
pour un coeﬃcient de Poisson de 0,22, et le module d'Young de l'acier de 200 GPa, pour
un coeﬃcient de Poisson de 0,3. La liaison acier-béton se comporte suivant la loi proposée
dans la Section 3.2. On rappelle que, dans un régime de sollicitation monotone, cette loi
présente la forme suivante :
τ(ξ) = τ0
(ξ/a0)
α
(1 + ξ/a0)α+β
Les paramètres de cette loi sont δ0, τ0, α et β, ou de façon équivalente δm, τm, α et β,
où δm et τm sont le déplacement et le cisaillement au pic de résistance de la liaison. Les
valeurs des paramètres choisies pour ce test de validation sont indiquées dans le tableau
suivant :
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Figure 3.24  Extraction d'une nappe d'armatures hors d'une plaque en béton armé.
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Figure 3.25  Élément de plaque modélisé. (a) Représentation du motif périodique
simulé, comprenant une barre d'armature orientée dans la longueur, et 5 barres d'arma-
tures perpendiculaires. (b) Vue longitudinale de la plaque. (c) Section transverse de la
plaque, avec conditions de périodicité.
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Paramètre am τm α β
Valeur 1 mm 10 MPa 0, 7 1
Physiquement, les phénomènes auxquels on s'attend sont les suivants : les eﬀorts de
traction exercés sur les armatures sont redistribués dans l'ensemble de la plaque par le
biais de la liaison acier-béton. Tant que les eﬀorts exercés sur les armatures ne sont pas
très importants, les eﬀorts transmis par la liaison acier-béton restent modérés, et l'acier
reste adhérent au béton. Cependant, à mesure que l'on augmente l'eﬀort de traction, des
micro-ﬁssures apparaissent dans le béton au voisinage de l'acier, et le béton s'endommage
progressivement. On observe alors un glissement relatif de l'acier par rapport au béton,
qui peut atteindre 0,1 à 1 mm. Cette décohésion des armatures par rapport au béton
s'initie au bord de la plaque, et progresse à l'intérieur du béton à mesure que l'on aug-
mente l'eﬀort de traction. Notons que l'on exclut ici une possible ﬁssuration transverse
de la plaque de béton, ainsi qu'une éventuelle plastiﬁcation de l'acier susceptibles de se
produire pour de forts chargements.
Modélisation et discrétisation du problème
On a fait l'hypothèse que la plaque était très large. Comme le chargement de traction
est le même sur toutes les barres, on peut supposer que les champs mécaniques sont
périodiques dans cette direction. On ne modélise donc qu'une rangée d'armatures dans le
sens de la largeur, et l'on impose des conditions de périodicité sur le bord de l'élément de
plaque (voir Figure 3.25). Dans le sens de la longueur, on modélise 5 barres d'armature,
réparties tous les 20 cm. Une liaison glissière est imposée sur un bord. Sur le bord opposé,
on applique un eﬀort de traction sur la section de l'armature longitudinale.
Cet essai est modélisé de deux manières. Une première modélisation 3D fournit la
solution de référence pour ce problème. Dans cette modélisation, les barres d'acier sont
représentées en trois dimensions, et l'interface entre l'acier et le béton est modélisée par
des éléments d'interface à formulation mixte. Le maillage utilisé pour cette modélisa-
tion est montré sur la Figure 3.26. Il comporte 78 000 tétraèdres quadratiques, 6 000
pentaèdres quadratiques dégénérés à l'interface acier-béton, et 120 000 n÷uds au total.
La seconde modélisation est une modélisation simpliﬁée, dans laquelle les armatures
sont modélisées par un modèle de grille avec décohésion. On modélise ainsi la rigidité
mécanique des armatures dans les deux directions, ainsi que leur glissement dans le sens
de la longueur. La rigidité des armatures est modélisée par des éléments de grille, et
leur glissement par des éléments d'interface à formulation mixte, qui relient la grille au
volume de béton. Les paramètres de ce modèle sont identiﬁés analytiquement à l'aide des
formules (3.42) et (3.44) développées dans la Section 3.1. Le maillage utilisé pour cette
modélisation est montré sur la Figure 3.27. Il comporte 5 000 hexaèdres quadratiques, 500
hexaèdres quadratiques dégénérés à l'interface grille-béton, et 26 000 n÷uds. Le nombre
de degrés de liberté pour cette modélisation est donc diminué d'un facteur cinq par
rapport à la modélisation de référence.
Pour ces deux modélisations, le problème mécanique à résoudre consiste à minimiser
l'énergie mécanique du système sous contraintes. Le chargement sur les barres d'acier
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Figure 3.26  Maillage de l'élément de plaque pour la solution de référence, avec (a) le
béton, et (b) les barres d'acier modélisées en 3D. L'interface entre l'acier et le béton est
modélisée par des éléments d'interface dégénérés. Le maillage comporte 120 000 n÷uds.
 
Figure 3.27  Maillage de l'élément de plaque pour le modèle de grille avec décohésion,
avec (a) le béton, et (b) les barres d'armature modélisées par des éléments de grille.
L'interface entre la grille et le béton est modélisée par des éléments d'interface dégénérés.
Le maillage comporte 26 000 n÷uds.
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est augmenté progressivement de 0 à 100 kN en dix incréments. À chaque incrément,
l'énergie mécanique du système est minimisée par un algorithme de Newton. Le nombre
d'itérations de cet algorithme est toujours inférieur à cinq, ce qui est très satisfaisant.
Le temps de calcul total pour la solution de référence est de plus de trois heures, contre
vingt minutes pour la modélisation simpliﬁée. Le coût de calcul est ainsi diminué d'un
facteur dix avec le modèle simpliﬁé.
Résultats obtenus et analyse
On représente les déformées de la plaque de béton armé sur la Figure 3.28, et la
décohésion de l'acier par rapport au béton sur la Figure 3.29. On peut remarquer tout
d'abord que les déformées du modèle simpliﬁé et du modèle de référence sont très si-
milaires. La principale diﬀérence réside dans une légère courbure de la plaque avec le
modèle de référence, qui n'est pas reproduite avec le modèle de grille avec décohésion.
Ceci est dû au fait que la barre d'acier sur laquelle on applique la force de traction est
légèrement excentrée par rapport au plan moyen de la plaque. Cette force induit ainsi
un léger couple de torsion, qui explique la ﬂexion de la plaque. Comme cet excentrement
n'est pas pris en compte par le modèle de grille avec décohésion, la ﬂexion de la plaque
n'est pas reproduite. On peut penser cependant que cet eﬀet est assez négligeable. Par
ailleurs, on observe sur la Figure 3.29 que la décohésion de l'acier par rapport au béton
est très similaire pour les deux modèles. Cette décohésion se propage de quelques di-
zaines de centimètres à l'intérieur de la plaque. Cette décohésion ne peut pas se propager
beaucoup plus loin car, au-delà de 100 kN, la contrainte dans l'acier dépasse 300 MPa.
La barre d'acier plastiﬁe donc avant que la décohésion ne traverse toute la plaque.
En termes quantitatifs, on représente sur les Figures 3.30 et 3.31 la courbe force-
déplacement associée à l'eﬀort appliqué sur l'acier, ainsi que le glissement de l'armature
par rapport au béton. On remarque sur ces deux courbes que le modèle de référence et
le modèle de grille avec décohésion présentent un comportement extrêmement proche.
Les écarts observés sur ces deux courbes ne dépassent pas 5 %, ce qui est tout à fait
satisfaisant.
Le modèle de grille avec décohésion reproduit donc non seulement le comportement
global de la structure, mais également la répartition de la décohésion entre l'acier et le
béton à l'intérieur de la structure. Le comportement non-linéaire du modèle de grille avec
décohésion est donc validé.
3.5 Conclusions sur le modèle de grille avec décohésion
Dans ce chapitre, nous avons construit un modèle simpliﬁé, capable de représenter
la décohésion des armatures et des câbles de précontrainte dans une structure en béton
armé. Ce modèle est appelé modèle de grille avec décohésion. Il est développé en étudiant
le comportement asymptotique de ﬁbres rigides dans une structure. Une loi d'adhérence
acier-béton est ensuite développée, qui permet de prendre en compte ce phénomène dans
les modélisations. Cette loi d'adhérence est validée par des comparaisons avec des essais
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Figure 3.28  Déformée de la plaque de béton armé pour un chargement de 50 kN,
pour le modèle de référence et le modèle de grille avec décohésion. Les déformées sont
ampliﬁées d'un facteur 200, et les couleurs indiquent le déplacement longitudinal.
Figure 3.29  Représentation du glissement à l'interface acier-béton pour un chargement
de 50 kN, pour le modèle de référence et le modèle de grille avec décohésion.
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Figure 3.30  Courbe force-déplacement pour le modèle de référence et le modèle de
grille avec décohésion.
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Figure 3.31  Glissement de l'armature pour un chargement de 50 kN, pour le modèle
de référence et le modèle de grille avec décohésion.
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expérimentaux d'extraction d'armatures. Le modèle de grille avec décohésion est ensuite
implanté dans le code éléments ﬁnis Code_Aster sous une forme modulaire, avec d'une
part des éléments de membrane anisotrope, et d'autre part des éléments d'interface à
formulation mixte. Enﬁn, ce modèle simpliﬁé est validé par des comparaisons avec des
simulations ﬁnes tridimensionnelles, dans un régime élastique et dans un régime de dé-
cohésion. Dans un régime élastique, le modèle de membrane anisotrope développé au
chapitre précédent donne d'excellents résultats, tandis que le modèle de grille donne des
résultats acceptables. Dans un régime de décohésion, le modèle de grille donne de très
bons résultats, l'écart à la modélisation de référence étant inférieur à 5 %.
Le modèle de grille avec décohésion est donc construit par le biais d'une méthode
d'analyse asympotique, implanté dans le code éléments ﬁnis Code_Aster et validé par
rapport à des simulations de référence. Son principal avantage est que tous les coeﬃcients
intervenant dans son comportement peuvent être déterminés analytiquement, ce qui fa-
cilite beaucoup sa mise en ÷uvre dans un contexte industriel. En revanche, le modèle
développé ici ne prend pas en compte une éventuelle plastiﬁcation de l'acier, ainsi que
l'endommagement du béton.
La plastiﬁcation de l'acier pourrait être intégrée assez facilement dans la construction
de ce modèle. On peut démontrer qu'elle induit simplement une non-linéarité du com-
portement de la grille d'armature, qui n'interagit pas avec le comportement de la liaison
acier-béton. Notons que ce comportement de grille non-linéaire est déjà intégré dans le
code éléments ﬁnis Code_Aster . En revanche, la question de l'endommagement du béton
reste une question largement ouverte. En eﬀet, la dégradation de la liaison acier-béton
intègre pour partie ce comportement non-linéaire du béton, en autorisant un glissement
relatif de l'acier. Il est ainsi délicat de faire cohabiter deux modes de représentation de
l'endommagement du béton, une partie de cet endommagement étant condensée à l'in-
terface acier-béton, une autre étant représentée par un comportement volumique. Un
travail conséquent reste donc à réaliser sur ce point, sur le plan théorique et en termes
d'implantation numérique.
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Chapitre 4
Application à la modélisation des
enceintes de conﬁnement
Introduction
Dans ce chapitre, on utilise le modèle de grille avec décohésion développé au cha-
pitre précédent pour décrire le comportement mécanique d'une portion d'enceinte de
conﬁnement. L'objectif est d'estimer l'ouverture et le débit de fuite d'éventuelles ﬁssures
présentes au sein de ce type de structure. On développe une stratégie de modélisation,
consistant à modéliser de façon chaînée le comportement mécanique de la structure, puis
l'écoulement d'air dans les ﬁssures. Ceci permet d'envisager à terme la modélisation de
l'étanchéité d'une enceinte de conﬁnement complète.
Dans la première section, on développe un outil permettant d'estimer le débit de fuite
en air à travers les ﬁssures. On précise tout d'abord la phénoménologie des fuites observées
sur les enceintes de conﬁnement, ainsi que les ordres de grandeur de ce phénomène.
On fait ensuite un rapide tour d'horizon des modèles existant dans la littérature pour
modéliser ce type de phénomène. En s'inspirant de ces modèles, on développe un outil
de calcul de débit de fuite très simple. Cet outil permet, à partir d'un proﬁl d'ouverture
de ﬁssure, de calculer le débit de fuite traversant cette ﬁssure. Cet outil est validé par
des comparaisons avec le code industriel de simulation Écrevisse, qui est conçu pour
des ﬁssures de géométrie plus simple.
Dans la seconde section, on s'intéresse au comportement mécanique d'une ﬁssure
traversant une enceinte de conﬁnement. Le modèle de grille avec décohésion nous permet
de modéliser ce problème de façon relativement simple, avec un coût de calcul modéré.
On calcule l'ouverture de cette ﬁssure, ainsi que le débit de fuite correspondant, en
fonction de la pression interne de l'enceinte. On montre que la loi d'adhérence entre les
câbles de précontrainte et le béton a une inﬂuence signiﬁcative sur le débit de fuite de
la ﬁssure. On compare également une modélisation tridimensionnelle des câbles avec une
modélisation de grille avec décohésion. On démontre que le modèle de grille fournit des
résultats extrêmement proches du modèle tridimensionnel, tant en termes d'ouverture de
ﬁssure qu'en termes de débit de fuite. Ce modèle simpliﬁé est donc tout à fait pertinent
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pour estimer l'étanchéité d'une enceinte de conﬁnement.
Dans la troisième section, on s'intéresse à une campagne expérimentale de grande
ampleur ﬁnancée par EDF R&D auprès de l'institut technologique de Karlsruhe (KIT).
Cette campagne vise à étudier le comportement mécanique et l'étanchéité d'une partie
courante d'enceinte (dite PACE) à l'échelle 1. On modélise cet essai expérimental de façon
simpliﬁée : les armatures et les câbles de précontrainte sont modélisés par le modèle de
grille avec décohésion, tandis que les ﬁssures dans le béton sont modélisées à l'aide de
ﬁssures cohésives. On démontre que cette modélisation simpliﬁée donne des résultats
comparables à l'expérience, sans nécessiter le recalage des paramètres du modèle. Les
coûts de calcul de ces simulations restent de plus très modérés.
4.1 Modélisation du débit de fuite
4.1.1 Approches proposées dans la littérature
On peut distinguer deux types d'écoulements de ﬂuide au sein d'un matériau solide,
selon l'échelle à laquelle on décrit le matériau. Il existe tout d'abord des écoulements
diﬀus, caractérisés par un ﬂux plus ou moins homogène au sein du matériau. Ces écou-
lements diﬀus peuvent être liés à une porosité intrinsèque du matériau, ou à une micro-
ﬁssuration due à un endommagement partiel de la microstructure. Il existe par ailleurs
des écoulements localisés, transitant par des ﬁssures macroscopiques au sein du matériau.
Ces écoulements sont au contraire fortement hétérogènes, car concentrés dans les ﬁssures.
Les deux types d'écoulements coexistent dans le béton : le ciment est un matériau
poreux, dans lequel les ﬂuides peuvent s'écouler naturellement, mais également fragile,
et susceptible de se ﬁssurer. Tant que le béton n'est que faiblement endommagé, les
écoulements de ﬂuide se font via le réseau poreux, et le cas échéant par le réseau de micro-
ﬁssures induit par l'endommagement. Dans ce cas, la perméabilité du béton reste faible.
En revanche, lorsque des ﬁssures macroscopiques apparaissent au sein de la structure,
l'écoulement de ﬂuide dans ces ﬁssures devient prédominant, et le taux de fuite augmente
de plusieurs ordres de grandeur. La répartition des écoulements dans la structure est alors
essentiellement déterminée par la topologie des ﬁssures la traversant.
Les méthodes utilisées dans la littérature pour modéliser les écoulements de ﬂuide
dans le béton privilégient l'un ou l'autre de ces phénomènes : certaines utilisent une
représentation moyennée des écoulements, liée à une perméabilité volumique du béton,
tandis que d'autres s'appuient sur une représentation discrétisée des écoulements, via des
réseaux de ﬁssures. La première approche s'appuie sur le cadre général des comportements
thermo-hydro-mécaniques des milieux poreux. On peut citer par exemple les travaux de
Jason et al. [94, 95], et de Meschke et Grasberger [96, 92]. L'approche proposée par Jason
consiste à résoudre de façon chaînée le comportement mécanique de la structure, puis
l'écoulement des ﬂuides au sein du béton. Le comportement du béton est modélisé par
un comportement élasto-plastique endommageable, et par une perméabilité qui dépend
de l'hydratation et de l'endommagement du béton. Un premier calcul mécanique permet
de déterminer la dégradation du béton sous l'eﬀet de sollicitations extérieures. Ensuite,
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un calcul d'écoulement de ﬂuide dans la structure est réalisé, qui permet d'estimer son
étanchéité. Les auteurs soulignent que cette approche est principalement adaptée à la des-
cription de faibles niveaux d'endommagement, son extrapolation à de vraies ﬁssures étant
délicate. De façon similaire, Meschke et Grasberger [96, 92] proposent un modèle formulé
dans le cadre des comportements thermo-hydro-mécaniques couplés, décrit par Coussy
[91]. Le comportement mécanique du béton est modélisé par un modèle de type smeared
crack, présentant un comportement élasto-plastique endommageable. La perméabilité du
matériau est déﬁnie comme la somme d'une perméabilité intrinsèque, liée à la porosité
du béton, et d'une perméabilité anisotrope induite par les ﬁssures. Cette perméabilité
anisotrope est évaluée par un modèle de type Poiseuille au sein de chaque élément, et
n'autorise d'écoulement que dans la direction de la ﬁssure. Les exemples d'applications
proposés concernent la modélisation du retrait du béton au jeune âge. En conclusion, ces
approches continues permettent de modéliser de façon réaliste la perméabilité du béton
aux faibles niveaux d'endommagement. En revanche, il n'est pas certain qu'elles puissent
être extrapolées à la modélisation d'écoulements dans de vraies ﬁssures macroscopiques.
Inversement, on peut choisir de modéliser uniquement les écoulements apparaissant
dans les ﬁssures macroscopiques du béton. Cette démarche est adaptée à la modélisa-
tion de bétons fortement endommagés, pour lesquels le débit de fuite transitant par le
réseau poreux du béton est négligeable devant celui transitant par les ﬁssures. Ce type
d'approche nécessite de connaître le réseau des ﬁssures dans le béton, ainsi que la loi
d'écoulement du ﬂuide dans ces ﬁssures. Celle-ci relie le débit de l'écoulement au gra-
dient de pression et à l'ouverture de la ﬁssure. Le modèle d'écoulement le plus simple est
le modèle de Hagen-Poiseuille, proposé indépendamment par Poiseuille et Hagen dans
les années 1840. Il est valable lorsque l'écoulement de ﬂuide est laminaire, et lorsque
les bords de la ﬁssure sont lisses. Cette loi d'écoulement s'écrit pour un gaz parfait en
écoulement isotherme :
Dm = α ℓf w
3 p
2
int − p2ext
L
avec α =
M
24µTR
Dans cette relation, Dm est le débit massique en kg/s, w est l'ouverture de la ﬁssure, pint
et pext sont les pressions absolues de part et d'autre du bloc de béton, L est l'épaisseur
du bloc de béton, et ℓf est la largeur de la ﬁssure. Le coeﬃcient α est une caractéristique
du ﬂuide, qui fait intervenir la masse molaire M du ﬂuide, la viscosité dynamique µ, sa
température T et la constante des gaz parfaits R. Cette loi présente l'avantage d'être
relativement simple, et très largement reconnue. Cependant, le débit observé expérimen-
talement est en général nettement inférieur aux prédictions du modèle de Poiseuille. Ceci
peut être dû soit à la rugosité des bords de la ﬁssure, soit à des phénomènes de turbu-
lence aux petites échelles. D'autres lois ont donc été proposées à partir des années 80 par
Rizkalla et al. [100], Suzuki et al. [105] et Greiner et Ramm [93]. Ces lois sont purement
empiriques. Elles comprennent de nombreux paramètres, qui sont identiﬁés sur un en-
semble d'essais expérimentaux. Le principal avantage de ces lois est qu'elles sont souvent
plus précises que le modèle de Poiseuille. Inversement, comme toutes les lois empiriques,
leur domaine de validité en termes d'ouverture de ﬁssure et de gradient de pression est
limité. De plus, on peut s'attendre à ce que ces lois dépendent de la formulation du béton,
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qui inﬂue sur la rugosité des bords de la ﬁssure. Il convient donc d'être assez prudent
dans l'utilisation de ces modèles.
Plus récemment, Riva et al. [99] et Wang et Hutchinson [106] ont eﬀectué une com-
paraison de ces diﬀérents modèles avec des essais expérimentaux. Les essais considérés
par Riva sont des essais de traction d'une dalle en béton armé, tandis que Wang et Hut-
chinson considèrent un essai de cisaillement. La démarche adoptée par les auteurs est la
suivante : les essais sont modélisés de façon très simpliﬁée, avec quelques éléments ﬁnis
de béton armé. Les ﬁssures n'étant pas représentées explicitement, leur ouverture n'est
pas directement accessible. Les auteurs introduisent donc arbitrairement un espacement
de ﬁssure, lié soit à l'espacement des barres d'armature (Riva et al.), soit à la taille des
éléments ﬁnis (Wang et Hutchinson). En multipliant cet espacement de ﬁssures par les
déformations anélastiques du béton, les auteurs obtiennent une ouverture équivalente
des ﬁssures. Le débit de fuite est ﬁnalement calculé en additionnant la contribution de
chacune de ces ﬁssures, avec les diﬀérentes lois d'écoulement. Les auteurs concluent que
le modèle de Poiseuille surestime beaucoup le débit de fuite, d'un facteur dix environ. Les
modèles de Rizkalla et Suzuki donnent de bons résultats, tandis que le modèle de Greiner
et Ramm surestime légèrement les résultats. On peut contester cependant le choix fait
d'estimer l'ouverture des ﬁssures à partir de la simulation. Il aurait été plus judicieux
de s'appuyer sur les ouvertures de ﬁssures mesurées expérimentalement, moins sujettes à
caution. Comme le débit de fuite varie au cube de l'ouverture de ﬁssure, on peut penser
que ceci a une grande inﬂuence sur les résultats obtenus.
Dans le cadre d'essais expérimentaux menés à l'institut technologique de Karlsruhe,
d'autres auteurs se sont intéressés à la modélisation de ﬁssures traversant une portion
d'enceinte de conﬁnement de centrale nucléaire en vraie grandeur. On peut citer par
exemple les travaux de Simon et al. [104] et Niklasch et Herrmann [98]. L'essai considéré
correspond à la mise en traction d'un bloc de béton armé de 3 mètres de long et 1,2
mètres d'épaisseur. Ce bloc est mis en traction jusqu'à l'apparition de plusieurs ﬁssures
traversantes (voir Figure 4.1). Ensuite, une pression est appliquée sur la face supérieure
du bloc, et le débit de fuite est mesuré de façon globale. Les données mesurées sur cet
essai sont l'ouverture des ﬁssures observée en paroi, ainsi que le débit de fuite global. Le
gaz injecté est un mélange air-vapeur à 140C. Les modélisations mises en ÷uvre par les
auteurs sont assez proches. La structure est modélisée en deux dimensions, et comprend
le volume de béton et des barres d'acier. Le béton est modélisé par un comportement
élastique dans les travaux de Simon et al., et endommageable dans les travaux de Nik-
lasch et Herrmann. Les armatures sont modélisées par des éléments barre, qui sont reliés
au béton par des éléments d'interface. Les ﬁssures sont supposées préexistantes, et sont
modélisées par des conditions de contact. Enﬁn, l'écoulement modélisé dans les ﬁssures
est laminaire diphasique. Il se compose d'un mélange gazeux air-vapeur, et d'une fraction
d'eau condensée à l'intérieur de la structure. Les auteurs s'accordent sur la diﬃculté de
reproduire à l'aveugle les résultats expérimentaux en termes d'ouverture de ﬁssure et de
débit de fuite. Les paramètres de chargement ainsi que la loi d'écoulement sont donc ajus-
tés pour s'approcher des résultats expérimentaux. Une fois ce recalage eﬀectué, l'accord
entre l'expérience et les simulations est assez bon (voir Figures 4.2 et 4.3). Ces travaux de
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Figure 4.1  Schéma de la dalle de Karlsruhe. La dalle de béton armé est mise en
traction horizontalement, et soumise à une pression sur sa face supérieure.
Figure 4.2  Déformée de la dalle de Karlsruhe d'après les travaux de Simon et al. [104]
Figure 4.3  Déformée de la dalle de Karlsruhe d'après les travaux de Niklasch et
Herrmann [98].
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recherche suggèrent qu'il est possible de modéliser de façon relativement simple le débit
de fuite d'une structure en béton. Dans la suite de ce chapitre, nous présenterons deux
modélisations tridimensionnelles similaires pour des structures en béton précontraint.
Notons que des travaux de recherche assez proches ont été réalisés dans le domaine
des géomatériaux, pour simuler le phénomène de fracturation hydraulique des roches.
Ce phénomène désigne la propagation d'une ﬁssure sous l'eﬀet d'une forte pression de
ﬂuide injecté dans la ﬁssure. Ce phénomène peut être intéressant, lorsqu'on souhaite par
exemple augmenter le rendement d'un puit de forage, ou très néfaste, lorsqu'il aboutit à
la déstabilisation d'un barrage hydraulique. On peut citer dans ce domaine les travaux
de Boone et Ingraﬀea [90], Ng et Small [97], Selvadurai et Nguyen [103], Alfano et al.
[89], et Segura et Carol [101, 102].
4.1.2 Proposition d'un modèle simpliﬁé
Caractérisation de l'écoulement
Pour comprendre la physique des écoulements qui ont lieu dans les ﬁssures, on se
propose de faire tout d'abord une simple estimation d'ordres de grandeur. On souhaite
déterminer en particulier si l'écoulement dans les ﬁssures est laminaire ou turbulent,
ainsi que le nombre de Mach de l'écoulement. Le critère de sûreté d'une enceinte de
conﬁnement impose que, lorsque l'enceinte est soumise à une pression interne de 5,3 bars
en air sec, moins de 1,125 % de la masse de gaz contenu fuie en une journée. Le diamètre
d'une enceinte de conﬁnement est de l'ordre de 44 mètres, et sa hauteur de l'ordre de
60 mètres. On peut estimer son volume à 90 000 m3. La fuite d'air maximale tolérée est
donc de 1000 m3 d'air à 5 bars sur 24 heures, soit 80 g/s.
Pour ﬁxer les ordres de grandeur, on fait l'hypothèse que cette fuite est due à une
unique ﬁssure macroscopique dans l'enceinte. Cette ﬁssure présente une ouverture w
homogène, et une largeur ℓf (voir Figure 4.4). On fait l'hypothèse que l'écoulement d'air
dans cette ﬁssure peut être décrit par un modèle de Poiseuille. Le débit de fuite en masse
Dm de l'enceinte s'écrit donc :
Dm = α ℓf w
3 p
2
int − p2ext
L
avec α =
M
24µTR
≈ 2, 3.10−2 S.I. (4.1)
On rappelle que L, ℓf et w sont l'épaisseur du mur de l'enceinte, la largeur et l'ouverture
de la ﬁssure. pint et pext sont les pressions à l'intérieur et à l'extérieur de l'enceinte, et
M , µ, T et R sont la masse molaire de l'air, son coeﬃcient de viscosité dynamique, sa
température et la constante des gaz parfaits. Le proﬁl de vitesse dans la ﬁssure est donné
par la relation suivante :
V (z) =
6Dm
ρ ℓf w3
(w
2
+ z
)(w
2
− z
)
On souhaite vériﬁer que l'écoulement dans la ﬁssure est bien laminaire. Pour cela, on
doit vériﬁer que le nombre de Reynolds de cet écoulement est inférieur à 1000. On peut
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estimer le nombre de Reynolds de la façon suivante :
Re = Dm
µ ℓf
En utilisant cette relation, la condition Re ≤ 1000 s'écrit :
ℓf ≥ Dm
1000µ
La viscosité de l'air à température ambiante est de l'ordre de 2.10−5 Pa.s. Si l'on fait
l'hypothèse que le débit massiqueDm est égal au débit maximum admissible de l'enceinte,
on obtient ℓf ≥ 3 m. On peut penser que cette inégalité est vériﬁée en pratique, car les
fuites d'une enceinte sont dues à de nombreuses ﬁssures réparties dans plusieurs zones.
On fera donc l'hypothèse dans la suite des développements que l'écoulement d'air dans
les ﬁssures est laminaire.
On cherche à présent à estimer le nombre de Mach de cet écoulement. D'après le
modèle de Poiseuille, la vitesse du ﬂuide au centre de la ﬁssure s'écrit :
V (0) =
3Dm
2 ρ ℓf w
(4.2)
Cette vitesse est maximale lorsque la densité du ﬂuide est minimale, c'est-à-dire lorsque
ρ = ρext au débouché de la ﬁssure. Pour estimer cette vitesse, il nous faut estimer
l'ouverture de la ﬁssure. On réécrit donc la relation (4.1) sous la forme suivante :
w = 3
√
DmL
α ℓf (p
2
int − p2ext)
On suppose toujours que le débit Dm est maximal, et on fait l'hypothèse que ℓf est de
l'ordre de 10 mètres. On obtient alors w ≈ 120 µm. En réintroduisant dans la relation
(4.2), on obtient :
V ≤ 80 m/s
Comme la vitesse des ondes sonores à la pression atmosphérique est de l'ordre de 330 m/s,
le nombre de Mach de cet écoulement est inférieur à 0,25. L'écoulement d'air dans les
ﬁssures reste donc subsonique.
Un modèle de Poiseuille compressible
On se propose de développer un outil de calcul de débit de fuite relativement simple,
en se basant sur les ordres de grandeur décrits précédemment. On se donne une ﬁssure,
assimilée à une surface régulière Γ ⊂ R3. Les points de cette surface sont notés x′ ∈ Γ, et
l'ouverture de la ﬁssure est notée w(x′). On suppose que cette ouverture est très petite
devant les dimensions de la surface Γ. Le bord de la surface est partitionné en trois parties
∂intΓ, ∂extΓ et ∂0Γ (voir Figure 4.5). ∂intΓ désigne le bord de la ﬁssure qui débouche sur
l'intérieur de l'enceinte, ∂extΓ celui qui débouche sur l'extérieur de l'enceinte, et ∂0Γ le
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Figure 4.4  Représentation d'une ﬁssure de largeur ℓf , traversant le mur d'une enceinte
de conﬁnement d'épaisseur L.
  


Figure 4.5  La ﬁssure modélisée est assimilée à une surface Γ. Les débouchés de la
ﬁssure sur les faces interne et externe sont notés ∂intΓ et ∂extΓ, et le front de ﬁssure est
noté ∂0Γ.
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front de ﬁssure. On note qm(x
′) le ﬂux de masse dans la ﬁssure, exprimé en kg.m−1.s−1,
et p(x′) la pression de l'écoulement en tout point de la ﬁssure.
On fait l'hypothèse que l'écoulement de ﬂuide dans la ﬁssure est isotherme, ce qui
est justiﬁé tant que la capacité thermique de l'air est négligeable devant celle du béton.
Sous cette hypothèse, l'écoulement de ﬂuide est gouverné par trois équations, que sont
l'équation de conservation de la masse, l'équation d'état qui relie la densité du ﬂuide à sa
pression, et une loi de perte de charge qui relie le gradient de pression au débit massique
de ﬂuide. L'équation de conservation de la masse s'écrit simplement :
divΓ(qm) = 0
Dans cette relation, l'opérateur divΓ désigne la divergence du ﬂux sur la surface Γ. On
suppose également que le ﬂuide se comporte comme un gaz parfait. Il obéit donc à
l'équation d'état suivante :
p =
ρRT
M
(4.3)
Enﬁn, on fait l'hypothèse que l'écoulement dans les ﬁssures est de type Hagen-Poiseuille,
c'est-à-dire parabolique dans l'épaisseur de la ﬁssure (voir Figure 4.6). On néglige donc
dans un premier temps la rugosité des lèvres de la ﬁssure. La relation entre le ﬂux de
masse et la pression s'écrit alors :
qm = −
ρw3
12µ
gradΓ(p)
Le terme gradΓ désigne le gradient de la pression le long de la surface Γ. En introduisant
la relation d'état (4.3) dans la relation précédente, on obtient
qm = −αw3 gradΓ(p2),
où le coeﬃcient α est une constante caractéristique de l'écoulement, déﬁnie par
α =
M
24µTR
.
Pour compléter le système d'équations, il reste à déﬁnir les conditions limite de l'écou-
lement. On suppose qu'il n'existe pas de perte de charge localisée aux débouchés de la
ﬁssure. La pression est donc ﬁxée respectivement à pint et pext sur les faces interne et
externe de l'enceinte. Par ailleurs, au niveau du front de ﬁssure, le débit de masse doit
être tangent au front. Cette condition s'écrit qm ·n = 0.
L'écoulement de ﬂuide dans la ﬁssure obéit donc au système d'équations suivant :
qm = −αw3 gradΓ(p2) sur Γ
divΓ(qm) = 0 sur Γ
p = pint sur ∂intΓ
p = pext sur ∂extΓ
qm ·n = 0 sur ∂0Γ
(4.4)
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Figure 4.6  Proﬁl de vitesse pour un écoulement laminaire de Hagen-Poiseuille.
On reconnaît dans ce système une équation de Poisson classique sur la variable p2, avec
des conditions aux limites mixtes de Neumann et Dirichlet.
Ce modèle est un modèle très simpliﬁé, qui néglige la rugosité des lèvres de la ﬁssure,
ainsi que d'éventuels phénomènes de turbulence. La non-planéité des lèvres de la ﬁssure
se traduit par une augmentation du chemin parcouru par le ﬂuide, ainsi que par une
diminution de l'ouverture eﬀective. Elle tend donc à réduire le débit de fuite de la ﬁssure.
De même, les phénomènes de turbulence induisent une source de dissipation supplémen-
taire, qui augmente les pertes de charge. Ils diminuent donc également le débit de fuite.
On peut ainsi s'attendre à ce que le modèle proposé soit conservatif.
Dans la littérature, il est proposé d'introduire dans la formule de Poiseuille un co-
eﬃcient de tortuosité, qui traduit un chemin supplémentaire parcouru par le ﬂuide en
raison de la tortuosité de la ﬁssure. La loi d'écoulement s'écrit alors :
qm = −ακw3 gradΓ(p2)
Le paramètre κ est un paramètre dit de tortuosité, qui vériﬁe :
0 < κ ≤ 1
Ce paramètre est généralement ajusté empiriquement pour reproduire le débit de fuite
mesuré expérimentalement. D'après Niklasch et Herrmann [98], ce paramètre varie géné-
ralement entre 0,05 et 0,4. En d'autres termes, on peut s'attendre à ce que le modèle de
Hagen-Poiseuille, déﬁni par le système (4.4), surestime le débit de fuite d'un facteur 2 à
20.
4.1.3 Implantation et validation
Formulation d'un problème thermique équivalent
On suppose que la pression de ﬂuide sur les lèvres de la ﬁssure a peu d'inﬂuence
sur le comportement mécanique de la structure. Le problème mécanique et le problème
d'écoulement peuvent donc être résolus de façon chaînée : le comportement mécanique
de la structure est modélisé en supposant que la pression de ﬂuide dans la ﬁssure est
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nulle, puis le problème de l'écoulement du ﬂuide est résolu en considérant l'ouverture
de la ﬁssure comme une donnée. Le système d'équations (4.4) peut donc être résolu
indépendamment du problème mécanique.
Ce système d'équations s'interprète comme une équation de Poisson inhomogène sur
la variable p2. Pour le résoudre, on établit une équivalence entre ce problème d'écoulement
de ﬂuide et un problème de thermique. On introduit donc le système d'équations suivant :
qT = −λT gradΓ(T ) sur Γ
divΓ(qT ) = 0 sur Γ
T = Tint sur ∂intΓ
T = Text sur ∂extΓ
qT ·n = 0 sur ∂0Γ
(4.5)
Ce système d'équations correspond à un problème de diﬀusion thermique stationnaire sur
la surface Γ. La première équation constitue une loi de Fourier, la seconde la condition
de conservation de l'énergie, et les trois dernières des conditions aux limites. On constate
que ce système est équivalent au système d'équations (4.4). La température correspond
au carré de la pression, et le ﬂux thermique correspond au ﬂux de masse dans la ﬁssure.
L'équivalence entre les autres grandeurs est précisée dans le tableau ci-dessous :
Grandeurs physiques de l'écoulement p2 qm αw
3 p2int p
2
ext
Grandeurs thermiques équivalentes T qT λT Tint Text
Cette équivalence nous permet d'utiliser une modélisation thermique de Code_Aster
pour modéliser l'écoulement de ﬂuide dans la ﬁssure. On utilise pour cela le modèle de
coque thermique, qui modélise les phénomènes de diﬀusion thermique dans les structures
minces [16]. La démarche adoptée est la suivante : l'ouverture w de la ﬁssure est obtenue
à partir du calcul mécanique. On déduit de cette ouverture la conductivité thermique
équivalente λT = αw3 en tout point de la surface Γ. On résout ensuite le problème
thermique équivalent (4.5) par la méthode des éléments ﬁnis. Enﬁn, le débit de fuite de
la ﬁssure est estimé en calculant l'intégrale du ﬂux massique au bord de la ﬁssure.
Validation numérique du modèle
Pour conclure, on souhaite valider notre outil de calcul de débit de fuite, ainsi que son
implantation dans Code_Aster. Pour cela, on s'appuie sur le code de calcul Écrevisse,
qui est un code industriel développé par EDF R&D. Cet outil a été conçu initialement
pour calculer le débit de fuite de ﬁssures dans des tuyauteries métalliques. Il permet de
modéliser des écoulements monophasiques et diphasiques, dans des régimes d'écoulement
laminaire et turbulent. Il est donc assez riche sur le plan de la physique. En revanche,
les géométries de ﬁssure considérées par Écrevisse sont plus simples : l'écoulement
est modélisé comme un phénomène unidimensionnel, et la section de la ﬁssure peut
être soit rectangulaire, soit elliptique. Le modèle de Hagen-Poiseuille utilisé dans notre
approche est donc plus pauvre sur le plan de la physique, mais plus riche sur le plan de
la représentation géométrique de la ﬁssure. Pour comparer ces outils, on se place dans
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Figure 4.7  Cas-tests de validation de la modélisation de l'écoulement. Les ﬁssures
considérées sont une ﬁssure de proﬁl elliptique constant (gauche), et une ﬁssure de proﬁl
rectangulaire variable (droite). Les illustrations montrent la pression de ﬂuide dans la
ﬁssure (milieu) et le débit massique (bas).
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le domaine de validité commun des deux outils : on considère deux ﬁssures de géométrie
très simple, dans un régime d'écoulement laminaire monophasique.
La première ﬁssure considérée présente un proﬁl elliptique constant (voir Figure 4.7).
Le grand diamètre de l'ellipse fait 1 m, le petit diamètre 50 µm, et la longueur de la
ﬁssure est de 1 m. La seconde ﬁssure présente un proﬁl rectangulaire non constant. Son
ouverture varie linéairement de 100 à 50 µm, et sa largeur de 1 à 0,5 m. Les pressions
imposées sur les faces interne et externe valent respectivement 5 et 1 bars, et le ﬂuide
considéré est de l'air à 20C.
On détermine tout d'abord le débit de fuite de ces deux ﬁssures avec le code de
calcul Écrevisse. La géométrie des ﬁssures est renseignée via un tableau de valeurs,
interpolées automatiquement par le logiciel. On précise les pressions interne et externe
imposées, ainsi que les propriétés du ﬂuide injecté. Les débits de fuite estimés par le code
de calcul Écrevisse sont indiqués dans le tableau ci-après.
On évalue ensuite ce même débit de fuite avec le modèle de Hagen-Poiseuille implanté
dans Code_Aster. Pour réaliser les calculs par éléments ﬁnis, les ﬁssures sont maillées par
un maillage réglé, comportant 40 000 quadrangles linéaires. La conductivité équivalente
du matériau est calculée par la formule indiquée précédemment, et le problème thermique
est résolu numériquement. Le débit de fuite de la ﬁssure est obtenu en calculant l'intégrale
du ﬂux massique au débouché de la ﬁssure. Les résultats correspondants sont indiqués
ci-dessous.
Proﬁl de ﬁssure Outil dédié (g/s) Écrevisse (g/s) Écart relatif (%)
Fissure elliptique 0,485 0,479 1,2
Fissure rectangulaire 1,40 1,37 1,9
Les résultats obtenus sont tout à fait satisfaisants : l'écart entre les débits de fuite
estimés ne dépasse pas 2 %. On peut attribuer cet écart à une erreur de discrétisation,
due à l'une ou l'autre modélisation. L'implantation du modèle de Hagen-Poiseuille com-
pressible dans Code_Aster est donc validée.
4.2 Modélisation d'une ﬁssure traversante
4.2.1 Le problème étudié
Le premier exemple d'application de ces modèles concerne la modélisation d'une ﬁs-
sure traversante dans une enceinte de conﬁnement de centrale nucléaire. Le problème
étudié est montré sur la Figure 4.8. On suppose qu'il existe une ﬁssure verticale à mi-
hauteur de l'enceinte, traversant la structure de part en part. Cette ﬁssure est intersectée
par les armatures et les câbles de précontrainte présents dans la structure. Lorsque la
pression à l'intérieur de l'enceinte est normale, cette ﬁssure est refermée par la précon-
trainte. En revanche, si la pression dans l'enceinte augmente de façon trop importante,
la précontrainte ne suﬃt plus à mettre le béton en compression, et la ﬁssure est suscep-
tible de s'ouvrir. On souhaite modéliser ce phénomène de façon relativement simple, en
s'appuyant sur une représentation simpliﬁée des armatures et des câbles de précontrainte.
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Figure 4.8  Modélisation d'une ﬁssure traversante dans une enceinte de conﬁnement.
Seuls les câbles de précontrainte horizontaux sont représentés.
L'enceinte de conﬁnement présente une épaisseur de 1,2 mètres. Elle comporte deux
nappes d'armatures, situées à 10 cm des faces interne et externe du béton. Ces armatures
présentent un diamètre de 2 cm, un espacement de 20 cm, et sont organisées selon un
motif orthogonal. L'enceinte est mise en précontrainte par des câbles de précontrainte
horizontaux et verticaux. Ces câbles présentent un diamètre de 8,4 cm, et sont placés
dans des gaines injectées au coulis de ciment. Les câbles horizontaux sont situés au
milieu du béton, et sont espacés verticalement de 40 cm. Les câbles verticaux sont situés
à 25 cm de la face interne du béton, et sont espacés horizontalement de 1 mètre. Ces
câbles induisent une précontrainte horizontale de l'ordre de 12 MPa, et une précontrainte
verticale de l'ordre de 8 MPa.
La ﬁssure hypothétique considérée fait 2,4 mètres de haut. Elle est supposée initia-
lement ouverte, ce qui signiﬁe que les lèvres de la ﬁssure sont en simple contact. Cette
ﬁssure est intersectée par les câbles de précontrainte horizontaux, et par les grilles d'ar-
mature situées sur les faces interne et externe de l'enceinte. En revanche, les câbles de
précontrainte verticaux ne jouent pas de rôle particulier dans ce problème, en dehors de
la précontrainte verticale qu'ils induisent.
4.2.2 Modélisation et discrétisation du problème
Symétries du problème
Pour simpliﬁer la modélisation de ce problème, on ne considère qu'une portion de
l'enceinte de conﬁnement, haute de 4 m, large de 6 m, et centrée sur la ﬁssure traver-
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Figure 4.9  (a) Représentation 3D de la ﬁssure traversant l'enceinte de conﬁnement.
Cette ﬁssure croise les câbles de précontrainte horizontaux, et les grilles d'armatures (non
représentées). (b) Vue déroulée intérieure de la partie d'enceinte modélisée. La ﬁssure se
situe sur un plan de symétrie. (c) Coupe horizontale du volume modélisé, contenant les
barres d'armature (noires) et les câbles de précontrainte (marron).
173
Figure 4.10  Maillage complet de la portion d'enceinte de conﬁnement. Les câbles de
précontrainte horizontaux sont modélisés en 3D, les nappes d'armatures par des éléments
de grille avec décohésion, et la ﬁssure par des éléments d'interface. Le maillage comporte
52 000 éléments volumiques quadratiques, et 85 000 n÷uds.
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sante (voir Figure 4.8). Cette portion d'enceinte présente deux symétries, horizontale et
verticale. Si le comportement des diﬀérents matériaux reste durcissant, on peut s'attendre
à ce que la déformée de la portion d'enceinte reste symétrique. On choisit donc de ne
modéliser qu'un quart de la structure, comme illustré sur la Figure 4.9.
Propriétés des matériaux
Le béton composant la structure est supposé présenter un comportement linéaire
élastique, caractérisé par un module d'Young de 30 GPa, et un coeﬃcient de Poisson
de 0,22. La ﬁssure traversante est modélisée par une loi de contact sans frottement.
Les nappes d'armature sur les faces interne et externe sont modélisées par le modèle
de grille avec décohésion, mais seul le glissement des armatures dans le sens horizontal
est modélisé. Le module d'Young de l'acier est de 200 GPa, et les paramètres de la loi
d'interface armature-béton sont présentés dans le tableau ci-dessous.
Paramètre am τm α β
Valeur 1 mm 10 MPa 0,5 1
Ces paramètres sont représentatifs d'une loi d'interface armature-béton réelle. On choisit
par ailleurs de modéliser les câbles de précontrainte horizontaux en trois dimensions. Le
module d'Young de ces câbles est de 200 GPa, et le coeﬃcient de Poisson de 0,3. En
revanche, on néglige le comportement mécanique des gaines des câbles de précontrainte,
ainsi que celui du coulis de ciment. Ces constituants sont donc assimilés à du béton.
La loi d'adhérence entre les câbles de précontrainte et le béton est supposée similaire
à une loi d'adhérence armature-béton. Il existe cependant une forte incertitude sur les
paramètres de cette loi. On choisit les mêmes paramètres que pour la loi d'adhérence
armature-béton, sauf pour la contrainte au pic τm, que l'on fait varier parmi 1, 7 et
50 MPa. Les paramètres de la loi d'adhérence câble-béton sont donc les suivants :
Paramètre am τm α β
Valeur 1 mm 1/7/50 MPa 0,5 1
Notons que l'on ne modélise pas explicitement les câbles de précontrainte verticaux.
Conditions limite et chargements
Les conditions limite appliquées sont les suivantes (voir Figure 4.9). On impose des
déplacements normaux nuls sur les deux faces latérales, ainsi que sur la face inférieure de
la portion d'enceinte. La portion d'enceinte est également soumise à trois chargements,
que sont la pression interne, la précontrainte horizontale et la précontrainte verticale. La
précontrainte horizontale est modélisée par une prédéformation des câbles horizontaux
(mot-clé epsi_init), et la précontrainte verticale est modélisée de façon globale par une
pression uniforme sur la face supérieure de la portion d'enceinte. La pression interne de
l'enceinte a deux eﬀets : elle induit une contrainte de compression sur la face interne,
ainsi qu'un eﬀet de fond 1 sur la face supérieure de la portion d'enceinte. Le chargement
1. L'eﬀet de fond traduit l'eﬀet de la pression sur le dôme supérieur de l'enceinte, qui est équilibré
par une contrainte de traction verticale dans le fût de l'enceinte.
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appliqué sur la face supérieure correspond donc à la somme de la précontrainte verticale
et de l'eﬀet de fond de la pression. La densité d'eﬀorts appliquée sur la face supérieure
est donc calculée par la formule suivante :
Fz =
Rint
2e
(pint − pext)− σpv
Dans cette relation, Rint et e sont respectivement le rayon interne de l'enceinte et l'épais-
seur du mur, tandis que pint−pext et σpv sont la pression relative interne et la précontrainte
verticale. Notons que l'on néglige ici l'eﬀet du poids propre de l'enceinte. Les chargements
appliqués sur la portion d'enceinte évoluent de la façon suivante. La structure est tout
d'abord mise en précontrainte. Ensuite, on augmente progressivement la pression à l'in-
térieur de l'enceinte, jusqu'à atteindre la valeur de 10 bars. Précisons que ce scénario de
chargement excède la pression de dimensionnement de l'enceinte, qui est de l'ordre de 5
bars.
Maillage de la structure et discrétisation en temps
Le maillage utilisé pour cette modélisation est montré sur la Figure 4.10. Il com-
prend 52 000 éléments volumiques quadratiques, et 85 000 n÷uds. Parmi ces éléments, on
compte 48 500 éléments volumiques, et 3 500 éléments d'interface dégénérés modélisant
le comportement des diﬀérentes interfaces. Le problème mécanique discrétisé comporte
au total 260 000 degrés de liberté. Le problème mécanique non-linéaire d'évolution de la
structure est discrétisé en 30 pas de temps. À chaque pas de temps, le problème méca-
nique discrétisé est résolu par la méthode de Newton. Cet algorithme converge à chaque
pas de temps en moins de 10 itérations, ce qui est très satisfaisant. Le temps de calcul
cumulé varie de 30 minutes à 4 heures selon les propriétés de la liaison câble-béton et le
nombre de pas de temps.
4.2.3 Résultats et analyse
On présente sur la Figure 4.11 les déformées de la portion d'enceinte pour une pression
interne de 8,5 bars, et pour trois valeurs de la contrainte maximale d'adhérence entre
les câbles de précontrainte et le béton, de 1, 7 et 50 MPa. On constate que la ﬁssure
traversante est ouverte, et pontée par les armatures et les câbles de précontrainte présents
dans la structure. Comme on pouvait s'y attendre, plus l'adhérence entre les câbles et le
béton est grande, moins la ﬁssure est ouverte
On représente sur la Figure 4.12 l'évolution de l'ouverture au centre de la ﬁssure en
fonction de la pression interne, selon la loi d'adhérence câble-béton. Tant que la pression
interne est inférieure à 7,7 bars, la ﬁssure est entièrement refermée par la précontrainte.
On en déduit que, tant que la pression interne est inférieure à la pression de dimension-
nement de 5,3 bars, la ﬁssure ne peut pas s'ouvrir. Ensuite, si la pression à l'intérieur
de l'enceinte excède 7,7 bars, la ﬁssure traversante s'ouvre graduellement. Si la pression
interne atteint 8,5 bars, l'ouverture de la ﬁssure est de l'ordre de 100 à 200 µm. Au maxi-
mum, lorsque la pression interne est de 10 bars, l'ouverture de la ﬁssure atteint 500 µm.
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Figure 4.11  Déformées de la portion d'enceinte modélisée ampliﬁées d'un facteur
1000, pour une pression interne de 8,5 bars, et pour diﬀérents comportements de la
liaison câble-béton. La contrainte d'adhérence au pic de cette liaison est respectivement
de (a) 50 MPa, (b) 7 MPa et (c) 1 MPa. Les couleurs indiquent le déplacement dans le
sens orthoradial en mètres.
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Figure 4.12  Ouverture au centre de la ﬁssure en fonction de la pression interne, pour
diﬀérentes hypothèses du comportement de la liaison câble-béton.
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Figure 4.13  Débit de fuite de la ﬁssure en fonction de la pression interne, pour diﬀé-
rentes hypothèses du comportement de la liaison câble-béton.
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Comme évoqué précédemment, plus l'adhérence entre les câbles et le béton est forte,
moins l'ouverture de la ﬁssure est grande. Entre les deux scénarii extrêmes τm = 1 MPa
et τm = 50 MPa, l'ouverture de la ﬁssure varie dans un rapport 1 à 2. Le rôle des câbles
de précontrainte et de la liaison acier-béton dans l'ouverture des ﬁssures n'est donc pas
négligeable.
On représente également sur la Figure 4.13 le débit de fuite de la ﬁssure, en fonction
de la pression interne et de l'adhérence câble-béton. Ce débit de fuite est calculé suivant
le modèle de Hagen-Poiseuille compressible présenté dans la section précédente. Tant que
la pression interne est inférieure à 7,8 bars, le débit de fuite est négligeable. En revanche,
lorsque la pression dépasse ce seuil, il augmente de façon importante. On remarque éga-
lement que le débit dépend beaucoup de l'adhérence entre les câbles de précontrainte et
le béton. Entre les deux hypothèses d'une contrainte au pic de 1 MPa et 50 MPa, le débit
de fuite varie d'un facteur 4.
L'augmentation rapide du débit de fuite à partir d'un certain seuil en pression s'ex-
plique simplement. Tant que la ﬁssure est refermée par la précontrainte induite par les
câbles, on s'attend à ce que le débit de fuite soit nul. Ensuite, si la pression interne dé-
passe un certain seuil, la précontrainte ne suﬃt plus à mettre le béton en compression,
et la ﬁssure peut commencer à s'ouvrir. Dans cette situation, le débit de fuite dépend
à la fois de l'ouverture de la ﬁssure, et des pressions appliquées sur les faces interne et
externe de l'enceinte. Le modèle de Hagen-Poiseuille prédit que le débit de fuite varie
comme le carré de la pression interne, et comme le cube de l'ouverture de ﬁssure. Ceci
explique que le débit de fuite augmente très rapidement lorsque la pression interne dé-
passe la pression seuil. Notons cependant que, lorsque le débit de fuite dépasse 100 g/s,
ce qui se produit pour une pression de 8,5 bars lorsque l'adhérence des câbles au béton
est faible, l'écoulement de ﬂuide dans la ﬁssure n'est plus vraiment laminaire. Dans ce
cas, le modèle de Hagen-Poiseuille surestime probablement beaucoup le débit de fuite.
4.2.4 Inﬂuence de la modélisation des câbles
On se propose de confronter à cette modélisation une approche plus simple, dans
laquelle les câbles de précontrainte horizontaux sont modélisés par le modèle de grille
avec décohésion développé au chapitre précédent. Cette approche simpliﬁe beaucoup la
mise en données du problème, car la géométrie des câbles est réduite à une simple surface.
Le nombre de mailles est réduit à 37 000, le nombre de n÷uds à 48 000, et le nombre de
degrés de liberté du problème mécanique discrétisé à 140 000. De ce fait, le coût de calcul
de la simulation complète est à peu près divisé par 2. Pour simpliﬁer les comparaisons,
on étudie une seule conﬁguration de la loi d'adhérence câble-béton, correspondant à une
contrainte d'adhérence maximale de 7 MPa.
On présente sur la Figure 4.14 la comparaison des déformées de la structure pour les
deux modélisations. On constate que ces déformées sont extrêmement proches, bien que
la représentation des câbles de précontrainte soit très simpliﬁée avec le modèle de grille.
On compare également sur les Figures 4.15 et 4.16 l'ouverture au centre de la ﬁssure en
fonction de la pression interne, ainsi que le débit de fuite total. On observe que l'ouverture
de la ﬁssure est similaire, avec un écart relatif inférieur à 10 %. L'estimation du débit de
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Figure 4.14  Déformées de la portion d'enceinte ampliﬁées d'un facteur 1000 pour
une pression interne de 8,5 bars. Comparaison entre (a) une représentation tridimension-
nelle des câbles de précontrainte, et (b) leur représentation par le modèle de grille avec
décohésion. Les couleurs indiquent le déplacement dans le sens orthoradial en mètres.
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Figure 4.15  Ouverture au centre de la ﬁssure en fonction de la pression interne, selon
la modélisation adoptée pour les câbles de précontrainte.
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Figure 4.16  Débit de fuite de la ﬁssure en fonction de la pression interne, selon la
modélisation adoptée pour les câbles de précontrainte.
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fuite est encore meilleure, avec un écart entre les deux modélisations inférieur à 3 %.
On constate ainsi que l'estimation du débit de fuite global est bien meilleure que
l'estimation de l'ouverture de ﬁssure. Ceci peut surprendre, dans la mesure où le débit
de l'écoulement est proportionnel au cube de l'ouverture de ﬁssure, et devrait donc être
très sensible à cette dernière. Cet eﬀet est cependant compensé par le fait que le débit
de fuite de la ﬁssure est une grandeur globale, tandis que l'ouverture de ﬁssure est une
grandeur locale. Le débit de l'écoulement modélisé en un point est donc peu précis, mais,
en moyenne, on retrouve une bonne estimation du débit de la ﬁssure.
Le modèle de grille avec décohésion permet ainsi de modéliser de façon simple les
armatures et les câbles de précontrainte dans une structure de béton armé. Ce modèle
s'avère précis, même lorsque le nombre de barres d'armature ou de câbles de précontrainte
modélisés est faible. Dans l'exemple proposé ici, le modèle de grille donne d'excellents
résultats, bien que la ﬁssure modélisée croise seulement six câbles de précontrainte (en
comptant la symétrie verticale). On remarque que ce modèle permet d'avoir accès de façon
précise à des grandeurs mécaniques globales, et de façon approximative à des grandeurs
locales. Pour compléter cette analyse, il serait utile de confronter ce modèle à de vrais
résultats expérimentaux. Ceci sera réalisé dans la prochaine section.
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4.3 Modélisation des essais de Karlsruhe
4.3.1 Le programme expérimental
Un programme expérimental ambitieux a été lancé par EDF en 2006, visant à mener
des essais mécaniques en vraie grandeur sur un élément représentatif d'une enceinte de
conﬁnement réelle. L'élément de structure considéré est appelé PACE 1450, pour PArtie
Courante d'Enceinte du palier 1450 MWe. L'essai expérimental vise à reproduire les
conditions d'une montée en pression d'une enceinte de conﬁnement. Ce programme est
ﬁnancé par EDF, et réalisé par l'institut technologique de Karlsruhe 2 en Allemagne [9].
Le principe de l'essai expérimental est présenté sur la Figure 4.17. L'élément d'en-
ceinte considéré mesure 2,4 m de large, 1,8 m de haut et 1,2 m d'épaisseur. Il présente
le même schéma de ferraillage qu'une enceinte de conﬁnement réelle. Cet élément d'en-
ceinte est placé en position basculée sur un support en berceau, de sorte que la face
supérieure de la maquette expérimentale correspond à la face interne de l'enceinte de
conﬁnement. Deux oreilles métalliques sont ﬁxées de part et d'autre de la maquette, aﬁn
de transmettre des eﬀorts de traction. Une pression est appliquée sur la face supérieure
du béton, tandis que les oreilles sont écartées par des vérins. Ceci permet de reproduire
les conditions de chargement de l'enceinte réelle.
L'élément d'enceinte comporte deux nappes d'armatures sur les faces interne et ex-
terne (voir Figure 4.18). D'autres barres d'acier sont disposées à proximité des oreilles,
aﬁn de faciliter les transmissions d'eﬀorts entre les oreilles et le béton. La maquette com-
porte également un câble de précontrainte vertical, et quatre câbles horizontaux. Pour
des raisons de mise en ÷uvre, le câble vertical n'est pas tendu. Il est simplement placé
dans sa gaine, et injecté au coulis de ciment. Par ailleurs, les câbles horizontaux sont
tendus, mais ne sont pas injectés au coulis de ciment, aﬁn de pouvoir faire évoluer la
précontrainte au cours des essais. Ces câbles sont mis en tension au niveau des deux
oreilles par des vérins. Le dispositif expérimental est montré sur les Figures 4.19 et 4.20.
Le programme expérimental s'est déroulé de la façon suivante. La maquette est
construite en juillet 2007. Un premier essai expérimental est mené en octobre 2007 pour
valider la conception et l'instrumentation de la maquette. Il est suivi de trois essais de
novembre 2007 à février 2008, appelés RUN 1, 2 et 3. Lors de ces essais, la pression appli-
quée ne dépasse pas la pression de dimensionnement de l'enceinte, qui vaut 5,3 bars. La
diﬀérence entre ces trois essais est la précontrainte des câbles horizontaux, qui est dimi-
nuée progressivement de 100 % à 80 %, puis 60 %. Ces pertes de précontrainte permettent
de reproduire l'eﬀet des déformations diﬀérées du béton sur plusieurs dizaines d'années.
Lors de ces essais, très peu de ﬁssures sont apparues à la surface de la maquette.
Ensuite, il a été décidé d'aller plus loin dans le chargement de la maquette, et de
dépasser la pression de dimensionnement. Lors du RUN 4, en octobre 2008, la maquette
est soumise à une pression de 6 bars. Plusieurs ﬁssures apparaissent lors de cet essai, et
le débit de fuite augmente dans de fortes proportions. À la suite de cet essai, un relevé de
ﬁssuration est eﬀectué, qui montre quatre ﬁssures réparties sur la moitié de la maquette
2. Karlsruhe Institut für Technologie, KIT.
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Figure 4.17  Principe de l'essai PACE 1450. Le bloc de béton représentatif de l'enceinte
(gris) est soumis à une pression sur sa face supérieure, et mis en traction par des oreilles
métalliques (jaunes) et des vérins (bleus).
Figure 4.18  Schéma de ferraillage de la structure PACE. Des armatures, représentées
en bleu, sont placées sur les faces interne et externe. Les autres barres d'acier servent à
transférer les eﬀorts entre les oreilles et le béton. Les gaines des câbles de précontrainte
sont indiquées en pointillés.
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Figure 4.19  La maquette PACE 1450 dans les conditions de l'essai. On distingue au
premier plan une oreille métallique, et les quatre câbles de précontrainte horizontaux. Au
second plan se trouve la chambre de mise en pression, sous laquelle se trouve l'élément
de structure.
Figure 4.20  L'élément de structure PACE 1450 lors de sa mise en place sur son support
en berceau. On distingue les gaines des quatre câbles de précontrainte horizontaux, ainsi
que les barres d'acier servant à transmettre les eﬀorts entre les oreilles et le béton.
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Figure 4.21  Relevé de ﬁssuration sur la face inférieure de la dalle avant le RUN 6. Les
capteurs d'ouverture de ﬁssure sont indiqués en jaune.
Figure 4.22  Évolution de la pression appliquée et du débit de fuite lors du RUN 6.
Figure 4.23  Évolution du débit de fuite et de l'ouverture des ﬁssures lors du RUN 6.
186
(voir Figure 4.21).
Deux essais expérimentaux supplémentaires sont eﬀectués en mai 2009 et mars 2010,
aﬁn de quantiﬁer plus précisément le débit de fuite à travers la portion d'enceinte. Un
dispositif de collecte des fuites d'air est placé sous la maquette, permettant de mesurer
le débit de fuite. Le scénario de chargement en pression, le débit de fuite et l'ouverture
des ﬁssures au cours du RUN 6 sont montrés sur les Figures 4.22 et 4.23. La pression est
augmentée progressivement de 1 à 6 bars par paliers, puis diminue de la même façon.
On observe qu'en surface les ﬁssures commencent à s'ouvrir dès 4 bars de pression.
L'ouverture croît ensuite régulièrement, jusqu'à atteindre 400 à 600 µm pour une pression
de 6 bars. Parallèlement, le débit de fuite croît à partir de 5,3 bars. Il atteint au maximum
120 kg/h, soit 32 g/s pour une pression de 6 bars. On peut remarquer que, à pression
égale, l'ouverture des ﬁssures n'est pas identique lors de la montée en pression et lors de
la décharge. Le même phénomène peut être observé sur le débit de fuite. Il existe donc
un phénomène d'hystérésis dans l'ouverture des ﬁssures, qui limite leur refermeture lors
de la décharge. L'ensemble des essais expérimentaux est rappelé dans le tableau suivant :
Essai Date Pression maximale (bars) Niveau de précontrainte
Mise en place 18/07/2007
RUN 0 19/10/2007 1,4 25 %
RUN 1 16/11/2007 5,3 100 %
RUN 2 14/12/2007 5,3 80 %
RUN 3 15/02/2008 5,3 60 %
RUN 4 31/10/2008 6,0 60 %
RUN 5 15/05/2009 6,0 60 %
RUN 6 01/03/2010 6,0 60 %
4.3.2 Modélisation et discrétisation
Géométrie et conditions limite
On se propose de modéliser cet essai expérimental de façon relativement simple à
l'aide des modèles développés dans le cadre de cette thèse. On choisit de ne modéliser
que la portion centrale de la maquette, sur laquelle la pression est appliquée, et sous
laquelle le débit de fuite est collecté. Cette portion mesure 2,4 m dans le sens de la
longueur, 1,4 m dans le sens de la largeur, et présente une épaisseur de 1,2 m (voir
Figure 4.24). On fait l'hypothèse que le dispositif expérimental permet de reproduire
exactement le chargement d'une enceinte de conﬁnement réelle. Les conditions limite
appliquées à la portion d'enceinte sont donc les suivantes. Les déplacements normaux
sont supposés nuls sur les deux faces latérales. Une pression est appliquée sur la face
supérieure, correspondant à la pression interne de l'enceinte. Enﬁn, une pression de 1 MPa
est appliquée sur les deux autres faces latérales.
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Figure 4.24  Schéma de la portion de PACE modélisée. (a) Représentation tridimen-
sionnelle des armatures (brun) et des gaines des câbles de précontrainte (gris). (b) Vue
transverse de la maquette, avec les conditions limite appliquées. (c) Vue du dessus de la
maquette, avec les conditions limite appliquées.
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Propriétés des matériaux
Le béton est supposé présenter un comportement linéaire élastique, caractérisé par un
module d'Young de 26 GPa, et un coeﬃcient de Poisson de 0,22. Les nappes d'armatures
sur les faces interne et externe, ainsi que les quatre câbles de précontrainte horizontaux,
sont modélisés par le modèle de grille avec décohésion. L'acier des barres d'armature
présente un module d'Young de 200 GPa, et la liaison entre les armatures et le béton
est modélisée par la loi d'adhérence développée au chapitre précédent. Les paramètres
de cette loi sont précisés dans le tableau ci-dessous :
Paramètre am τm α β
Valeur 1 mm 10 MPa 0,5 1
Ces paramètres sont représentatifs d'une loi d'adhérence acier-béton réelle. L'acier des
câbles de précontrainte présente également un module d'Young de 200 GPa. Comme
les câbles de précontrainte horizontaux ne sont pas injectés au coulis de ciment, on fait
l'hypothèse qu'ils coulissent parfaitement dans leur gaine. La loi d'adhérence entre la grille
et le volume de béton est donc une loi de glissement sans frottement. Par ailleurs, le câble
de précontrainte vertical est seul au centre de la maquette. On choisit de le modéliser en
trois dimensions avec sa gaine. Pour simpliﬁer le maillage de la structure, on homogénéise
grossièrement le comportement du câble, du coulis de ciment et de la gaine en un seul
matériau homogène. Le module d'Young de ce matériau composite est approximé par
la moyenne harmonique des diﬀérents constituants, à raison de leur volume. Ce module
d'Young homogénéisé vaut 44 GPa, et le coeﬃcient de Poisson est ﬁxé à 0,3.
Les ﬁssures susceptibles d'apparaître dans le béton sont modélisées par une loi d'in-
terface cohésive. On doit donc postuler a priori la position de ces ﬁssures. On choisit de
placer cinq ﬁssures traversantes régulièrement réparties sur la maquette, et espacées de
40 cm. Le nombre de ces ﬁssures correspond plus ou moins au nombre de ﬁssures ob-
servées expérimentalement, mais leur répartition est assez diﬀérente (voir Figure 4.21).
La ﬁssure centrale intersecte la gaine du câble de précontrainte vertical. On suppose que
cette gaine constitue une inclusion rigide dans le béton, et l'adhérence entre cette gaine
et le béton est modélisée par une loi d'adhésion spéciﬁque.
La loi d'interface modélisant le comportement des ﬁssures dans le béton, ainsi que
l'adhérence entre la gaine et le béton est une loi proposée par Talon-Curnier [15], et
implantée dans Code_Aster [10]. Cette loi d'interface combine une condition de contact
unilatéral et une loi d'adhésion. Dans un régime de sollicitation monotone, la loi d'adhé-
sion s'écrit sous la forme suivante (voir Figure 4.25) :
τ(a) =
{
τc
(
1− aδc
)
si 0 ≤ a ≤ δc
0 si δc < a
a est le saut de déplacement maximal atteint, et τ la contrainte exercée entre les lèvres de
la ﬁssure. Les paramètres τc et δc sont respectivement la contrainte critique à l'interface,
le saut de déplacement à partir duquel l'adhésion entre les lèvres de la ﬁssure est nulle.
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Figure 4.25  Loi d'interface de Talon-Curnier, modélisant l'adhérence entre les lèvres
d'une ﬁssure. La décharge se fait à contrainte nulle.
Figure 4.26  Maillage de la maquette PACE. Les nappes d'armatures et les câbles de
précontrainte horizontaux sont modélisés par des éléments de grille avec décohésion. Le
câble et la gaine verticale sont modélisés en trois dimensions. Cinq ﬁssures traversantes,
dont l'une intersecte le câble de précontrainte vertical, sont maillées par des éléments
d'interface. Le maillage comporte 54 000 éléments volumiques quadratiques, et 84 000
n÷uds.
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On peut relier ces paramètres à l'énergie de ﬁssuration Gc par la relation suivante :
Gc =
τc δc
2
Par ailleurs, dans un régime de décharge, la contrainte entre les lèvres de la ﬁssure est
nulle (voir Figure 4.25). Pour les ﬁssures dans le béton, on choisit une contrainte critique
de 3 MPa, et une énergie de ﬁssuration de 100 J/m2. Le saut de déplacement critique
est donc de 66, 6 µm. Par ailleurs, on peut penser que l'adhérence entre le béton et la
gaine d'un câble de précontrainte est plus faible. On choisit donc une contrainte critique
de 1 MPa, et une énergie de ﬁssuration de 33 J/m2 pour la loi d'interface entre la gaine
et le béton.
Maillage de la structure et méthode de résolution
Le maillage utilisé pour cette modélisation est présenté sur la Figure 4.26. Il comporte
54 000 éléments volumiques quadratiques, dont 7 000 éléments d'interface dégénérés, et
84 000 n÷uds. Le nombre total de degrés de liberté du problème discrétisé est de 255 000.
À chaque pas de temps, le problème mécanique non-linéaire est résolu par la méthode de
Newton. En raison des conditions de contact, et d'instabilités mécaniques apparaissant
au cours du calcul, l'algorithme ne converge pas toujours. On utilise donc une méthode de
recherche linéaire, qui stabilise la convergence de l'algorithme de Newton [1]. En l'absence
d'instabilités, l'algorithme converge en moins de dix itérations à chaque pas de temps.
En cas d'instabilité au cours d'un pas de temps, la convergence est beaucoup plus lente,
et peut nécessiter quelques centaines d'itérations.
La simulation complète de ce problème, comprenant la mise en précontrainte, la
ﬁssuration de la maquette et la modélisation du RUN 6, prend une vingtaine d'heures.
Ce temps de calcul est relativement long, mais reste compatible avec une utilisation
dans un contexte industriel. Une méthode alternative à la recherche linéaire est en cours
de développement, qui pourrait permettre d'accélérer la convergence de l'algorithme de
Newton en présence d'instabilités. Ceci permettrait de réduire le temps de calcul de ce
type de simulation à quelques heures.
4.3.3 Résultats de la simulation et analyse
Le déroulement de l'essai est modélisé de la façon suivante. La structure est tout
d'abord mise en précontrainte à 60 %. Les câbles de précontrainte horizontaux sont donc
mis en traction pour induire un eﬀort de compression de 7 MPa dans le béton. Un eﬀort
de compression est également appliqué sur les faces latérales, qui induit une contrainte
de 1 MPa dans le sens transverse. Aucun phénomène particulier ne se produit lors de
cette mise en précontrainte.
Ensuite, on simule le RUN 4, qui consiste à augmenter la pression interne jusqu'à ob-
tenir l'apparition d'une ﬁssure traversante. Les déformées correspondantes sont montrées
sur la Figure 4.27. Jusqu'à une pression de 6,79 bars, aucune ﬁssure traversante n'ap-
paraît. On remarque seulement l'amorçage d'une ﬁssure au niveau de la gaine du câble
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Figure 4.27  Déformées de la structure avant et après la ﬁssuration brutale de la
maquette. (a) Déformée correspondant à une pression interne de 6,79 bars, ampliﬁée
500 fois, et (b) déformée correspondant à une pression interne de 6,8 bars, ampliﬁée
50 fois. Les couleurs indiquent le déplacement horizontal.
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de précontrainte vertical. Lorsque la pression appliquée atteint 6,8 bars, les trois ﬁssures
centrales s'ouvrent brutalement. La maquette est donc scindée en quatre morceaux, qui
sont liés par les armatures et les câbles de précontrainte horizontaux.
Si l'on compare ce résultat avec le comportement de la maquette lors du RUN 4,
on constate que l'on surestime le seuil de pression de 0,8 bars. Plusieurs phénomènes
peuvent expliquer cet écart. Il est possible que la résistance du béton à la traction soit
surestimée, ou que les conditions limite soit mal modélisées. On peut également envisager
que la structure réelle ait été fragilisée par le retrait du béton au jeune âge, qui n'est
pas pris en compte dans la simulation. Ce retrait peut initier la propagation d'un certain
nombre de ﬁssures aux bords de la structure, et diminuer ainsi sa résistance mécanique.
Au vu de la simplicité du modèle, un écart de 0,8 bars sur la pression seuil n'est donc
pas très surprenant.
La simulation prédit l'apparition de trois ﬁssures traversantes au centre de la ma-
quette. Ce résultat est relativement cohérent avec le proﬁl de ﬁssuration observé expé-
rimentalement, qui montre plusieurs ﬁssures de grande taille (voir Figure 4.21). On re-
marque cependant que le proﬁl de ﬁssuration simulé est symétrique, tandis que le proﬁl
expérimental est dissymétrique. Les raisons de cette dissymétrie ne sont pas très claires.
Notons également que l'apparition des ﬁssures est un phénomène instable, tandis que le
modèle utilisé pour la simulation est un modèle quasi-statique. Ceci a deux conséquences.
D'une part on néglige les phénomènes d'inertie qui peuvent inﬂuer sur la propagation des
ﬁssures, et d'autre part la solution du problème étudié n'est ni unique, ni continue en
temps. Ceci se traduit numériquement par un grand nombre d'itérations de Newton, de
l'ordre de 430 dans ce cas précis. On doit donc rester assez prudent dans l'interprétation
de ce proﬁl de ﬁssuration.
À partir de cet état de ﬁssuration initial, on se propose de modéliser le RUN 6, avec
une montée en pression progressive par paliers de 1 à 6 bars, et la décharge consécutive.
Lors de cette simulation, la pression reste toujours inférieure à la pression de 6,8 bars at-
teinte précédemment. Les seules ﬁssures susceptibles de s'ouvrir sont donc les trois ﬁssures
traversantes au centre de la maquette. On présente sur la Figure 4.28 une comparaison
entre les ouvertures de ﬁssures simulées, et les ouvertures mesurées expérimentalement.
Parmi les points positifs, l'ouverture des ﬁssures prédite pour une pression de 6 bars est
du bon ordre de grandeur : elle est de l'ordre de 300 µm, à comparer aux 350 à 650 µm
mesurés expérimentalement. Le modèle proposé est donc en mesure de reproduire quali-
tativement le comportement de la maquette réelle. Cependant, on note deux diﬀérences
importantes entre la modélisation et les essais. Premièrement, la simulation sous-estime
l'ouverture des ﬁssures mesurée en surface. Ceci peut être dû au retrait du béton au jeune
âge, qui induit des eﬀorts de traction aux bords de la structure. Ce phénomène n'est pas
pris en compte dans le modèle, et peut expliquer la plus grande ouverture des ﬁssures.
D'autre part, à pression égale, l'ouverture des ﬁssures mesurée n'est pas identique à la
montée en pression et à la décharge. Cet écart peut s'expliquer par une certaine rugosité
des lèvres des ﬁssures limitant leur refermeture, ou par un frottement des armatures et
des câbles de précontrainte par rapport au béton. Ces phénomènes ne sont pas pris en
compte dans notre modèle, mais pourraient être intégrés facilement.
193
0 5000 10000 15000 20000
Temps (s)
0
100
200
300
400
500
600
700
O
uv
er
tu
re
 d
es
 fi
ss
ur
es
 (m
icr
on
s) C11
C15
C21
F3
F4
F2
Figure 4.28  Ouverture des ﬁssures en surface en fonction de la pression interne. On
compare les ouvertures mesurées par les capteurs (noir), aux ouvertures simulées (rouge).
La position des capteurs expérimentaux est précisée sur la Figure 4.21.
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Figure 4.29  (a) Flux de masse et (b) pression dans les ﬁssures, pour une pression
interne de 6 bars.
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Le débit de fuite de la maquette lors du RUN 6 est également simulé. On montre
sur la Figure 4.29 le ﬂux de masse et la pression dans les ﬁssures calculés par le modèle
de Hagen-Poiseuille. Parmi les trois ﬁssures ouvertes, on constate que seules les deux
ﬁssures latérales fuient. On observant la pression dans les ﬁssures, on constate que la
gaine du câble vertical fait oﬃce de bouchon dans la ﬁssure centrale. Il est cependant
diﬃcile de savoir si cet eﬀet est réaliste, ou s'il est dû à une modélisation trop pauvre de
l'écoulement au contact de la gaine. Remarquons également que le débit de fuite simulé
atteint 0, 3 kg/m/s, ce qui dépasse beaucoup le seuil d'un écoulement laminaire, que l'on
peut estimer à 0, 02 kg/m/s. Le résultat de cette simulation doit donc être pris avec
précaution. On montre dans le tableau suivant une comparaison entre le débit de fuite
simulé, et le débit de fuite mesuré expérimentalement lors du RUN 6.
Pression interne (bars) 1 4 4,9 5,3 6 5,3 4,9 4 1
Débit mesuré (g/s) 0 0 0 3,3 32,5 21,9 5,83 0 0
Débit simulé (g/s) 0 0 0 0 804 0 0 0 0
L'écart entre la simulation et l'expérience est relativement important. La simulation pré-
dit un débit de fuite nul pour tous les paliers de pression, sauf pour le palier à 6 bars,
pour lequel le débit de fuite est extrêmement grand. Le débit de fuite mesuré expérimen-
talement varie de façon plus régulière. Pour le palier de pression à 6 bars, la simulation
diﬀère des mesures d'un facteur 30, ce qui constitue un écart important. Ceci est proba-
blement dû à la trop grande simplicité du modèle d'écoulement, et aux insuﬃsances du
modèle mécanique soulignées précédemment.
4.4 Conclusions sur la stratégie de modélisation
Nous avons développé dans ce chapitre une stratégie de modélisation permettant
d'étudier le comportement mécanique et la perméabilité d'une structure en béton armé
précontraint de grande taille. Cette stratégie s'appuie essentiellement sur trois éléments,
que sont le modèle de grille avec décohésion, un modèle d'adhérence acier-béton relative-
ment simple et un modèle d'écoulement de ﬂuide basé sur le proﬁl laminaire de Hagen-
Poiseuille. Le modèle de grille avec décohésion joue un rôle central dans cette stratégie,
car il permet de simpliﬁer la représentation des armatures et des câbles de précontrainte
dans la structure. Le coût de calcul de ce type de simulation devient ainsi tout à fait
abordable. Les diﬀérents éléments de cette stratégie ont été validés d'une part par des
comparaisons numériques, et d'autre part par la modélisation d'essais expérimentaux.
En particulier, cette stratégie est utilisée pour modéliser l'essai PACE 1450, consistant
à étudier l'étanchéité d'une portion d'enceinte de conﬁnement de centrale nucléaire. On
démontre ainsi que la stratégie proposée fournit des résultats intéressants en termes d'ou-
verture de ﬁssures et de débit de fuite. L'analyse des résultats de cette simulation permet
également d'identiﬁer certaines insuﬃsances de la modélisation, qui pourront faire l'objet
de travaux ultérieurs. On présente ici les perspectives de ce travail.
Sur le plan de la mécanique, on a pu constater que le modèle proposé ne permet pas de
reproduire tous les aspects du comportement mécanique de la maquette. En particulier,
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le modèle surestime la pression à laquelle la maquette se ﬁssure, il sous-estime l'ouverture
des ﬁssures et ne reproduit pas la dissymétrie du comportement de la maquette entre
la charge et la décharge. Ces diﬀérents aspects peuvent être expliqués par le retrait du
béton au jeune âge, par une refermeture incomplète des ﬁssures en compression ou par
un frottement au niveau de la liaison acier-béton. Il serait donc intéressant d'intégrer
ces diﬀérents phénomènes dans la modélisation, aﬁn de comprendre leur inﬂuence sur le
comportement de la maquette. Ceci permettrait probablement de réduire l'écart entre la
simulation et les résultats expérimentaux.
Pour modéliser les écoulements de ﬂuide, nous nous sommes basés sur le modèle de
Hagen-Poiseuille compressible, qui présente l'avantage d'être très simple sur le plan de
la physique, et d'être largement reconnu dans la communauté. De nombreux auteurs
soulignent cependant son conservatisme pour la modélisation des écoulements dans les
structures en béton. Il serait donc intéressant de le comparer à des modèles d'écoulement
empiriques proposés par de nombreux auteurs, tels Rizkalla [100], Suzuki [105] et Greiner
et Ramm [93]. La diﬃculté de ce travail réside dans l'identiﬁcation d'un proﬁl d'ouverture
de ﬁssure réel, diﬃcile à déterminer expérimentalement.
Sur le plan numérique, l'algorithme de Newton avec recherche linéaire est très per-
formant en l'absence d'instabilités mécaniques. En revanche, en présence d'instabilité, le
nombre d'itérations de l'algorithme augmente très fortement et le coût de calcul devient
important. Il serait intéressant de développer un algorithme plus ﬁable, qui présente
les mêmes propriétés de convergence quadratique que l'algorithme de Newton, mais soit
également plus robuste en situation d'instabilité. Un algorithme basé sur une notion de
domaine de conﬁance est actuellement en cours de développement, qui pourra peut-être
remédier à ce problème.
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Conclusion
Nous avons proposé dans cette thèse une étude asymptotique complète du compor-
tement mécanique des armatures et des câbles de précontrainte dans une structure en
béton armé. Deux modèles sont construits, permettant de représenter les armatures et
les câbles par un comportement homogénéisé sur une surface. Ces modèles présentent
l'avantage d'être bien posés sur le plan mathématique, et d'induire moins de concentra-
tions de contraintes que les modèles de barres utilisés classiquement. Ces modèles sont
implantés dans le code éléments ﬁnis Code_Aster , et validés par rapport à des simula-
tions tridimensionnelles de référence. Enﬁn, ces modèles sont utilisés pour modéliser le
comportement mécanique d'une partie courante d'enceinte de conﬁnement de centrale
nuclaire.
Le premier modèle, développé dans le second chapitre, est un modèle asymptotique
général. Il permet de décrire le comportement eﬀectif de tous types d'hétérogénéités pé-
riodiquement réparties sur une surface. Ce modèle est formulé dans un cadre énergétique ;
il combine un comportement d'interface élastique et un comportement de membrane. On
construit un encadrement du comportement de cette interface, similaire aux bornes de
Voigt et Reuss en homogénéisation tridimensionnelle. On démontre que ce modèle est gé-
néralement instable, ce qui constitue un frein important à son utilisation dans un contexte
industriel. Enﬁn, ce modèle est appliqué à plusieurs exemples, qui soulignent son large
champ d'application. Dans le cas des armatures, on démontre que l'on peut restreindre
ce modèle à un simple comportement de membrane anisotrope.
Un second modèle plus pragmatique est développé dans le troisième chapitre. Ce
modèle permet de décrire le comportement mécanique de ﬁbres rigides réparties sur une
surface, et susceptibles de glisser par rapport au volume environnant. Dans la limite de
ﬁbres très rigides de petite taille, on démontre que ce modèle tend vers un modèle li-
mite dit de grille avec décohésion. Ce modèle combine un comportement de membrane
à rigidité uniaxiale, et une loi cohésive reliant cette membrane au volume environnant.
On développe ensuite une loi d'adhérence acier-béton relativement simple, qui permet
de prendre en compte un éventuel glissement des armatures et des câbles de précon-
trainte par rapport au béton. Cette loi d'adhérence est validée par des comparaisons
avec des essais expérimentaux. Les modèles de grille avec décohésion et de membrane
anisotrope sont implantés dans le code éléments ﬁnis Code_Aster . Cette implantation
est réalisée sous une forme modulaire, avec d'une part des éléments de membrane ani-
sotrope classiques, et d'autre part des éléments d'interface permettant de modéliser un
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possible glissement de la grille par rapport au volume environnant. Enﬁn, le modèle de
membrane anisotrope et le modèle de grille sont validés par des comparaisons avec des
simulations tridimensionnelles de référence. On démontre qu'ils donnent des résultats
très satisfaisants pour un coût de calcul limité.
Le quatrième chapitre permet d'appliquer le modèle de grille à l'évaluation de l'étan-
chéité d'une enceinte de conﬁnement. On développe tout d'abord un modèle d'écoulement
d'air dans les ﬁssures. Ce modèle très simple est basé sur le proﬁl d'écoulement laminaire
de Hagen-Poiseuille. On modélise ensuite une ﬁssure traversante verticale dans une en-
ceinte de conﬁnement. Le modèle de grille avec décohésion permet de représenter de façon
simple le comportement des armatures et des câbles de précontrainte dans le béton. On
démontre que l'adhérence des câbles de précontrainte a une inﬂuence signiﬁcative sur le
débit de fuite de la ﬁssure. On compare également une modélisation tridimensionnelle
des câbles de précontrainte avec une modélisation de type grille, et l'on démontre que
ce dernier donne des résultats satisfaisants en termes d'ouverture de ﬁssure et de débit
de fuite. Enﬁn, on utilise les outils développés dans le cadre de cette thèse pour modé-
liser un essai expérimental, consistant à étudier l'étanchéité d'une portion d'enceinte de
conﬁnement à l'échelle 1. Le modèle de grille avec décohésion nous permet de prédire
correctement l'ordre de grandeur des ouvertures de ﬁssures. En revanche, la modélisation
du débit de fuite de la maquette demande à être améliorée.
Les perspectives de cette thèse sont nombreuses. En reprenant l'ordre des principaux
chapitres, on évoque ici un certain nombre de questions ouvertes qui pourront faire l'objet
de travaux ultérieurs. Considérons tout d'abord le modèle asymptotique général déve-
loppé dans le second chapitre. Ce modèle est assez séduisant, car il permet de décrire le
comportement eﬀectif de tous types d'hétérogénéités périodiquement réparties sur une
surface. Malheureusement, ce modèle est généralement instable, ce qui rend son utilisa-
tion délicate en pratique. On peut penser que cette instabilité est due à la formulation
du comportement homogénéisé sous la forme d'un comportement d'interface d'épaisseur
nulle. On pourrait donc essayer de reformuler ce modèle asymptotique sous la forme d'un
comportement de couche homogénéisée. Les premiers développements eﬀectués en ce sens
sont assez encourageants.
Le modèle de grille avec décohésion est un modèle beaucoup plus pragmatique, adapté
à une utilisation dans un contexte industriel. Ce modèle pourrait être enrichi de deux
manières. Tout d'abord, il ne prend pas en compte un éventuel comportement plastique
des ﬁbres. Ce phénomène pourrait être introduit assez simplement, car le comportement
mécanique des ﬁbres est localement indépendant de celui de la matrice. Par ailleurs, ce
modèle ne prend pas en compte une possible inﬂuence du conﬁnement sur le comporte-
ment de la liaison ﬁbre-matrice. En particulier, un frottement de type Coulomb entre les
ﬁbres et la matrice ne peut pas être modélisé. Il serait intéressant d'essayer d'introduire
ce type de comportement dans l'analyse asymptotique, aﬁn de découvrir le modèle limite
correspondant.
Le modèle de liaison acier-béton proposé dans le troisième chapitre est relativement
simple, ce qui constitue un atout important pour son utilisation dans un contexte indus-
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triel. Il présente cependant un comportement peu réaliste lors de sollicitations cycliques,
qui peuvent se produire lors de séismes, ou plus simplement lorsque plusieurs essais
décennaux sont réalisés successivement sur une enceinte. La formulation de ce modèle
pourrait donc être améliorée en étudiant la phénoménologie de la liaison acier-béton lors
de sollicitations non monotones. Ceci permettrait de construire un modèle de liaison au
domaine de validité plus large.
Le modèle de Hagen-Poiseuille utilisé pour calculer le débit de fuite à travers les
ﬁssures du béton est largement conservatif. Il pourrait être amélioré en s'inspirant des
travaux de plusieurs auteurs, qui ont proposé des formules empiriques de débit de fuite
à travers les ﬁssures du béton. Ces formules comprennent cependant de nombreux para-
mètres déterminés empiriquement, et il n'est pas certain qu'elles restent valable dans un
autre contexte. Il serait donc intéressant de mener des comparaisons détaillées entre ces
diﬀérents modèles, aﬁn d'implanter le plus pertinent dans Code_Aster.
Par ailleurs, la simulation numérique de l'essai PACE 1450 n'est pas encore complè-
tement satisfaisante sur le plan de la physique, car le comportement de la maquette n'est
reproduit que partiellement. En particulier, la maquette ne se ﬁssure pas au bon niveau
de sollicitation, et l'ouverture des ﬁssures est sous-estimée. Il est possible que ces écarts
soient dûs au retrait du béton au jeune âge, ou à la refermeture incomplète des ﬁssures
en compression. On pourrait donc compléter la modélisation de cet essai en prenant en
compte ces diﬀérents phénomènes.
Enﬁn, la ﬁssuration du béton est modélisée dans cette thèse avec un modèle de zone
cohésive. Le principal défaut de cette approche est qu'elle oblige à postuler a priori la
position des ﬁssures dans le béton. On pourrait donc envisager de combiner le modèle de
grille avec décohésion avec un modèle d'endommagement volumique du béton. Comme
le modèle de grille induit moins de concentrations de contraintes que les éléments ﬁlaires,
on peut espérer qu'il pose moins de diﬃcultés dans les simulations numériques.
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