A general framework is proposed for pricing both continuously and discretely monitored Asian options under onedimensional Markov processes. For each type (continuously monitored or discretely monitored), we derive the double transform of the Asian option price in terms of the unique bounded solution to a related functional equation. In the special case of continuous-time Markov chain (CTMC), the functional equation reduces to a linear system that can be solved analytically via matrix inversion. Thus the Asian option prices under a one-dimensional Markov process can be obtained by first constructing a CTMC to approximate the targeted Markov process model, and then computing the Asian option prices under the approximate CTMC by numerically inverting the double transforms. Numerical experiments indicate that our pricing method is accurate and fast under popular Markov process models, including the CIR model, the CEV model, Merton's jump diffusion model, the double-exponential jump diffusion model, the variance gamma model, and the CGMY model.
Introduction
Asian options, whose payoffs are contingent on the arithmetic average of the underlying asset prices over a prespecified period, are among the most popular path-dependent options that are actively traded in the financial markets. The average of the underlying asset prices can be computed either discretely, for which the average is taken over the asset prices at discrete monitoring time points, or continuously, for which the average is calculated via the integration of asset prices over the monitoring time period. The valuation of Asian options is challenging since the arithmetic average usually does not have a simple distribution. There is a vast literature on the pricing of Asian options under the Black-Scholes model (BSM); we refer to Fu et al. (1999) and Linetsky (2004) for detailed literature reviews.
Results on the valuation of Asian options beyond the Black-Scholes framework are less extensive. Table 1 summarizes some papers on the pricing of either discretely or continuously monitored Asian options under certain special one-dimensional Markov processes, which are closely related to the study of our paper.
It can be seen that the existing literature is usually focused on one type of Asian option (discrete or continuous) and on particular Markov processes. By contrast, our paper provides a unified framework for pricing both continuously and discretely monitored Asian options under general one-dimensional Markov process models. Recently, Novikov and Kordzakhia (2014) propose a unified approach to deriving upper and lower bounds for Asian-type options, including discretely and continuously monitored Asian options and options on volume-weighted average price, under general semimartingale models. Fusai and Kyriakou (2014) develop a unified method to obtain very accurate bounds for both discretely and continuously monitored Asian option prices under a wide range of models, including exponential Lévy models, stochastic volatility models, and the constant elasticity of variance (CEV) model. In comparison, our paper is focused on deriving the prices rather than the bounds, and our method is completely different from theirs.
The contribution of this paper is threefold. 1. Under general one-dimensional Markov processes, we derive the double transforms of the Asian option prices, either discretely or continuously monitored, in terms of the unique bounded solutions to related functional equations; see § §2 and 3.
2. In the special case of continuous-time Markov chain (CTMC), we show that the functional equations reduce to linear systems that can be solved analytically via matrix inverses, thanks to the Lévy-Desplanques theorem (see, e.g., Horn and Johnson 1985, Corollary 5.6.17 ); see §4.
3. By first constructing a CTMC to approximate the targeted Markov process via the elegant technique in Mijatović and Pistorius (2013) and then numerically inverting the double transforms related to the constructed CTMC, we can compute the Asian option prices under general one-dimensional Markov process models. Numerical results demonstrate that our method is accurate and fast under popular Markov process models, including the CIR model, the CEV model, Merton's jump diffusion model (MJD), the double-exponential jump diffusion model (DEJD), the variance gamma model (VG), and the Carr-German-Madan-Yor (CGMY) model; see §5.
Pricing Asian options under a CTMC is quite different from pricing other path-dependent options. For example, to price barrier options, one needs to study the first passage times under a CTMC, which have analytical solutions via a matrix obtained by deleting some rows and columns in the transition rate matrix of the CTMC (see Mijatović and Pistorius 2013) . Unfortunately, it is not easy to find such simple matrix operations for Asian options. We overcome this difficulty by working on the double transform of the continuously monitored (respectively, discretely monitored) Asian option price with respect to the strike price and the maturity (respectively, the number of monitoring time points), in the spirit of Fu et al. (1999) . Then we show that the double transforms are the unique bounded solutions to related functional equations, which can be solved analytically in the case of CTMCs, using the strictly diagonally dominant matrix and the Lévy-Desplanques theorem.
The remainder of this paper is organized as follows. Some preliminary results regarding the double transforms of Asian option prices are given in §2. In §3 we derive the double transforms for Asian option prices under general one-dimensional Markov processes in terms of the unique bounded solutions to related functional equations. Then we apply the general results to the CTMC in §4 and solve the related functional equations explicitly. We summarize our pricing method in two steps and provide numerical results in §5. Error analysis of our pricing method is conducted in §6. For error analysis related to Asian option pricing, we refer to, e.g., Zhang and Oosterlee (2013) about a Fourier cosine expansion method for Asian option pricing under exponential Lévy models.
Preliminary Results
For simplicity, we consider only Asian call options, while the put options can be dealt with similarly. Throughout this paper, we shall work under the risk-neutral probability space
. This implies that for t 0, Ɛ x S t = xe r−d t , where r is the risk-free rate, d is the dividend rate, and Ɛ x · denotes the expectation taken under the risk-neutral measure given the initial price S 0 = x. The price of a continuously monitored Asian call option at time 0 is given by
where T is the maturity and K the strike price. Similarly, the price of a discretely monitored Asian call option at time 0 is given by
where is the length of the monitoring time interval and the n+1 monitoring dates are assumed to be equally spaced with n = T . For convenience, define
Note that V c T K x = e −rT /T v c T TK x and
Then the pricing problems of Asian options reduce to the computation of v c t k x and v d n k x .
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Operations Research 63(3), pp. 540-554, © 2015 INFORMS and k and v d n k x with respect to n and k. Fu et al. (1999) use the same transform in the pricing of continuously monitored Asian options under the BSM. Here we extend it to general Markov processes for both continuously and discretely monitored Asian options. 
(ii) (Continuously Monitored Asian Options) Let L c
x be the double-Laplace transform of v c t k x with respect to t and k, i.e., L c x = + 0
Then for any complex and such that Re > max r − d 0 and Re > 0, we have
Proof. (i) First, the function l z x is well defined for any z < 1 and Re > 0 because l z x n=0 z n < . By Fubini's theorem,
Note that under the risk-neutral measure,
Then it follows that for any complex z and such that z < e − r−d
and Re > 0,
(ii) The proof is similar to that for (i) and is thus omitted.
Functional Equations for Markov Processes
According to Proposition 1, to derive the double transforms of discretely and continuously monitored Asian option prices, it suffices to compute the functions l z x and m x . In this section, we will show that for onedimensional time-homogeneous Markov processes, the two functions l z x and m x are the unique bounded solutions to certain functional equations.
Suppose S t t 0 is a nonnegative one-dimensional time-homogeneous Markov process. For continuously monitored Asian options, we require S t to have the infinitesimal generator G (the existence of infinitesimal generator can be ensured by the Feller property; see, e.g., Ethier and Kurtz 2005, Chap. 4) . Infinitesimal generators of some popular models are listed in Table 2 .
Theorem 1 (Functional Equations: Uniqueness and Stochastic Representations). (i) (Discretely Monitored Asian Options) Given > 0, for any z and such that z < 1 and Re > 0, if there exists a function f x that solves the functional equation
and is bounded, i.e., sup x∈ 0 f x C < for some constant C > 0, then we must have f x = l z x , where l z x is defined in (2). (ii) (Continuously Monitored Asian Options) Furthermore, assume that S t t 0 has right-continuousand-left-limit paths and the infinitesimal generator G, and Ɛ x S 1+ t < for some > 0. For any and such that Re > 0 and Re > 0, if there exists a function f x that solves the functional equation
and is bounded, i.e., sup x∈ 0 f x C < for some constant C > 0, then we must have f x = m x , where m x is defined in (3).
Proof. See Appendix A.
Analytical Solutions to the Functional Equations Under Continuous-Time Markov Chains
It turns out that the two functional Equations (4) and (5) in Theorem 1 can be solved analytically for a special family of Markov processes, i.e., the CTMCs. Consider a nonnegative CTMC S t t 0 with finite state space x 1 x N , whose transition probability matrix P t = p ij t N ×N and transition rate matrix G = q ij N ×N are defined as p ij t = S t+u = x j S u = x i and q ij = p ij 0 1 i j N t u 0 Downloaded from informs.org by [137.132.123 .69] on 02 July 2015, at 02:16 . For personal use only, all rights reserved. Table 2 .
The infinitesimal generators of some popular models. 
then we have f = l z x = l z x 1 l z x N T , where l z x is defined in (2) for the CTMC S t .
(ii) (Continuously Monitored Asian Options) For any and such that Re > 0 and Re > 0, if there exists an N × 1 vector f that solves the linear system
x is defined in (3) for the CTMC S t .
A square matrix A = a ij N ×N with complex entries is said to be strictly diagonally dominant, if
The Lévy-Desplanques theorem (see, e.g., Horn and Johnson 1985, Corollary 5.6.17) states that if A is strictly diagonally dominant, then it is invertible. Applying the Lévy-Desplanques theorem, we can solve (6) and (7) by inverting the matrices. 
Proof. The two matrices e D − zP and D + I − G are both strictly diagonally dominant because for all j = 1 N , we have
Therefore, both of them are invertible thanks to the Lévy-Desplanques theorem. Hence the solutions to (6) and (7) are f = e D − zP −1 · 1 and f = D + I − G −1 1, respectively. By Corollary 1, we complete the proof immediately.
Pricing Asian Options by CTMC-Approximation
According to Proposition 1 and Theorem 2, if we can construct a CTMC properly to approximate a general onedimensional time-homogeneous Markov process, then the Downloaded from informs.org by [137.132.123 .69] on 02 July 2015, at 02:16 . For personal use only, all rights reserved.
Operations Research 63(3), pp. 540-554, © 2015 INFORMS double transform inversion-based analytical solutions to Asian option prices under this constructed CTMC can serve as approximations for Asian option prices under the original Markov process model. Mijatović and Pistorius (2013) develop an elegant technique to construct a sequence of CTMCs that weakly converge to a one-dimensional Markov process with generator G given by
Here for any x 0, x dy is a Lévy measure such that 
where i 0 = −1, i N = + , and i j is any number between x j /x i − 1 and = Exp G will be used to calculate l z x and m x in Theorem 2, where Exp · denotes the matrix exponential. Notice that when the original Markov process is a diffusion, G ≡ G D is simply a tridiagonal matrix. In our numerical implementation, we choose x 1 = 10 −3 S 0 and x N = 4S 0 , and generate other states
x 2 x N −1 based on the procedure in Mijatović and Pistorius (2013) . More specifically, we set
Intuitively, these N states are nonuniformly distributed over x 1 x N and are placed more densely around S 0 .
Since the Asian option payoffs are continuous with respect to the sample paths (see, e.g., Prigent 2003, §1.2.2), we can show that the Asian option prices under the constructed CTMC converge to the prices under the targeted Markov process models, thanks to the continuous mapping theorem and the dominated convergence theorem.
In summary, our pricing algorithm consists of two steps:
Step 1. Construct a CTMC to approximate the targeted Markov process model via the technique in Mijatović and Pistorius (2013) .
Step 2. Invert the analytical double transforms of Asian option prices under the approximate CTMC numerically to obtain the approximations for Asian option prices under the original Markov process model. For the numerical inversion of the double transforms, we use the algorithms in Choudhury et al. (1994) ; the details are given in Appendix B.
In the following subsections, numerical results will be provided to illustrate the performance of our method under different models, including the CIR model, the CEV model, the DEJD model, the MJD model, the VG model, and the CGMY model. These models are selected as representatives for different types of Markov process models, namely, diffusion models (CIR and CEV), jump diffusion models (DEJD and MJD), and pure jump models (VG and CGMY). Our method appears to be accurate and fast under these models. All the computations are conducted using MAT-LAB 7 on a desktop with an Intel Core i7 3.40 GHZ processor. Table 3 provides numerical prices (denoted by "CTMC") for both discretely and continuously monitored Asian option prices under the CIR model obtained via our method. The parameter settings are the same as in for the commodity market, and the results obtained from their analytical solution are used as benchmarks (denoted by "Fusai et al."). As shown in Table 3 , our method is highly accurate for both discretely monitored Asian options with different monitoring frequencies (n = 12, 25, 50, 100 and 250) and continuously monitored Asian options (n = + ). The average (respectively, the maximum) absolute error is approximately 0 00020 (respectively, 0.00095) and the average (respectively, the maximum) relative error is approximately 0.11% (respectively, 0.44%). Besides, we report that the CPU times to generate one numerical price via our method are about 0.2, 0.4, 0.7, 1.5, and 3.7 seconds for n = 12, 25, 50, 100, and 250, respectively, and about 0.12 seconds for continuously monitored Asian options (i.e., n = + The CPU times to generate one numerical price via our method are about 0.2, 0.4, 0.7, 1.5, and 3.7 seconds for n = 12, 25, 50, 100, and 250, respectively, and about 0.12 seconds for n = + , i.e., for continuously monitored Asian options. Table 4 provides our numerical results for daily monitored (n = 250) Asian option prices as well as the benchmark prices (denoted by "Cai et al.") that are taken from Cai et al. (2014) and obtained from asymptotic expansion. It can be seen that our method is very accurate with average (respectively, maximum) absolute error 0.00798 (respectively, 0.01489) and average (respectively, maximum) relative error 0.19% (respectively, 0.48%). Besides, it takes around 3.6 seconds to generate one price via our method. For continuously monitored Asian options, we construct benchmarks using Monte Carlo simulation with 1,000,000 sample paths and 10,000 time steps. From part (II) of Table 4 we can see that our method is also very accurate with average (respectively, maximum) absolute error 0.00906 (respectively, 0.01667) and average (respectively, maximum) relative error 0.17% (respectively, 0.48%). Besides, it takes around 0.12 seconds to generate one price via our method. Notes. Part (I) compares our numerical prices via CTMC approximation (N = 50) with those obtained via the recursive algorithm in Fusai and Meucci (2008) for discretely monitored Asian options under the DEJD model. The unvarying parameters are the same as in Fusai and Meucci (2008) , i.e., r = 0 0367, d = 0, S 0 = 100, T = 1, = 0 120381, p = 0 2071, = 9 65997, = 3 13868, and = 0 330966. It takes about 0.2, 0.7, and 3.6 seconds to generate one price via our method for n = 12, 50, and 250, respectively. Part (II) compares our numerical prices via CTMC approximation (N = 100) with the double-Laplace inversion results in Cai and Kou (2012) for continuously monitored Asian options under the DEJD model. The unvarying parameters are r = 0 09, d = 0, S 0 = 100, T = 1, p = 0 6, = = 25, and = 5. It takes about 1.1 seconds to obtain one price via our method.
The CIR Model

The CEV Model
The Double-Exponential Jump Diffusion Model
Part (I) in Table 5 shows the comparison of discretely monitored Asian option prices obtained via our method (denoted by "CTMC") and those obtained by the recursive algorithm in Fusai and Meucci (2008) under the DEJD model (see Kou 2002) . We can see that our method is quite accurate for different monitoring frequencies (n = 12, 50, and 250) because the average (respectively, the maximum) absolute error is around 0.00325 (respectively, 0.00458) and the average (respectively, maximum) relative error is around 0.09% (respectively, 0.15%). Besides, it takes about 0.2, 0.7, and 3.6 seconds to generate one price via our method for n = 12, 50, and 250, respectively. For continuously monitored Asian options, we compare our numerical results with those obtained via transform-based analytical solution in Cai and Kou (2012) ; see part (II) in Table 5 . It can be seen that the average (respectively, the maximum) absolute error is around 0.00736 (respectively, 0.01960) and the average (respectively, maximum) relative error is around 0.14% (respectively, 1.53%). Besides, it takes about 1.1 seconds to obtain one price via our method.
Merton's Jump Diffusion Model
In Table 6 , we compare in part (I) the numerical results of discretely monitored Asian option prices obtained via our method with those obtained via the recursive method in Fusai and Meucci (2008) , and we compare in part (II) our numerical results for continuously monitored Asian option prices with Monte Carlo simulation estimates under the MJD model (see Merton 1976) . It can be seen that our method is quite accurate in both cases. Indeed, in the discrete monitoring case, the average (respectively, maximum) absolute error is around 0.00417 (respectively, 0.00592) and the average (respectively, maximum) relative error is around 0.12% (respectively, 0.21%). In the continuous monitoring case, the average (respectively, maximum) absolute error is around 0.00235 (respectively, 0.00822) and the average (respectively, maximum) relative error is around 0.27% (respectively, 0.76%). In addition, the CPU Notes. Part (I) compares our numerical prices via CTMC approximation (N = 50) with those obtained via the recursive algorithm in Fusai and Meucci (2008) for discretely monitored Asian options under the MJD model. It takes about 0.2, 0.7, and 3.6 seconds to generate one price via our method for n = 12, 50, and 250, respectively. Part (II) compares our numerical prices via CTMC approximation (N = 50) with Monte Carlo simulation estimates (denoted by "MC value." The sample size is 1 000 000 and the number of time steps is 10 000) for continuously monitored Asian options under the MJD model. It takes about 0.3 seconds to obtain one price via our method. For both parts, the unvarying parameters are the same as in Fusai and Meucci (2008) Note. These parameter settings are obtained from calibration for S&P 500 on June 30, 1999 by Hirsa and Madan (2004) .
times for producing one numerical result via our method are 0.2 seconds for n = 12, 0.7 seconds for n = 50, 3.6 seconds for n = 250, and 0.3 seconds for continuously monitored Asian options.
The Variance Gamma Model
In this subsection, we consider the VG model, a pure jump model, under the four cases of parameter settings calibrated for S&P 500 on June 30, 1999 by Hirsa and Madan (2004) except T = 1 (see Table 7 ). Table 8 provides the numerical results for both discretely and continuously monitored Asian options obtained via our method as well as the benchmark prices computed by Monte Carlo simulation. We can see that the average (respectively, maximum) absolute error is around 0.0099 (respectively, 0.0187) and the average (respectively, maximum) relative error is around 0.17% (respectively, 0.30%). Besides, the CPU times for producing one numerical result via our method are 0.2 seconds for Notes. Pricing Asian options under the VG model via CTMC approximation (N = 50). The columns "MC value" and "Std. err." denote the Monte Carlo simulation estimates and associated standard errors obtained by simulating 1 000 000 sample paths and using 10,000 time steps for continuous monitoring cases. The four cases of parameter settings are taken from Table 1 of Hirsa and Madan (2004) except T = 1 (see Table 7 in this paper) and obtained from calibration of S&P 500 on June 30, 1999. The CPU times for producing one numerical result via our method are 0.2 seconds for n = 12, 0.8 seconds for n = 50, 3.8 seconds for n = 250, and 0.3 seconds for continuously monitored Asian options (i.e., n = + ). Notes. Part (I) compares our numerical prices via CTMC approximation (N = 50) with those obtained via the recursive algorithm in Fusai and Meucci (2008) for discretely monitored Asian options under the CGMY model. It takes about 0.2, 0.8, and 3.6 seconds to generate one price via our method for n = 12, 50, and 250, respectively. Part (II) compares our numerical prices via CTMC approximation (N = 50) with Monte Carlo simulation estimates (denoted by "MC value." The sample size is 1 000 000 and the number of time steps is 10 000) for continuously monitored Asian options under the CGMY model. It takes about 0.3 seconds to obtain one price via our method. For both parts, the unvarying parameters are the same as in Fusai and Meucci (2008) and obtained from calibration, i.e., r = 0 0367, d = 0, S 0 = 100, T = 1, C = 0 0244, G = 0 0765, M = 7 5515, and Y = 1 2945. n = 12, 0.8 seconds for n = 50, 3.8 seconds for n = 250, and 0.3 seconds for continuously monitored Asian options.
The CGMY Model
In this subsection, we consider another pure jump model, the CGMY model (see Carr et al. 2002) . In Table 9 , we compare in part (I) the numerical results of discretely monitored Asian option prices obtained via our method with those obtained via the recursive method in Fusai and Meucci (2008) , and we compare in part (II) our numerical results for continuously monitored Asian option prices with those generated by the Monte Carlo simulation method of Madan and Yor (2008) . It can be seen that our method is quite accurate in both cases. In the discrete monitoring case, the average (respectively, maximum) absolute error is around 0.00573 (respectively, 0.00941) and the average (respectively, maximum) relative error is around 0.28% (respectively, 0.64%). In the continuous monitoring case, the average (respectively, maximum) absolute error is around 0.00388 (respectively, 0.00846) and the average (respectively, maximum) relative error is around 0.13% (respectively, 0.21%). In addition, the CPU times for producing one numerical result via our method are 0.2 seconds for n = 12, 0.8 seconds for n = 50, 3.6 seconds for n = 250, and 0.3 seconds for continuously monitored Asian options.
Computing the Greeks
Our method can also be applied to compute the sensitivities of the option prices approximately. Below we take the delta as an example. To approximate the delta S 0 of either continuously or discretely monitored Asian option price for an initial stock price S 0 , we first use our CTMC approximation method to obtain the Asian option prices V S 0 + and V S 0 − with the initial stock price equal to S 0 + and S 0 − , respectively (here is a small number). Then S 0 can be approximated by Table 10 gives the numerical results for the delta (denoted by "CTMC") under the CEV model obtained by our method. The parameter settings are the same as in Table 4 , and the benchmarks are constructed using the finite difference approximation of Monte Carlo simulation estimates. It can be seen that our results are very accurate. For the daily monitored (n = 250) Asian options, part (I) in Table 10 shows that our numerical results of delta have average (respectively, maximum) absolute error 0.00092 (respectively, 0.00170) and average (respectively, maximum) relative error 0.33% (respectively, 1.15%). Besides, it takes around 7.1 seconds to generate one numerical result of delta via our method. For continuously monitored Asian options, as shown in part (II) of Table 10 , the average (respectively, maximum) absolute error is 0.00086 (respectively, 0.00149), and the average (respectively, maximum) relative error is 0.27% (respectively, 0.96%). It takes around 0.2 seconds to generate one numerical result of delta via our method. For a detailed study for computing greeks of Asian options under exponential Lévy models, we refer to the paper by Ballotta et al. (2014) .
Pricing of Floating Strike Asian Options
In the previous sections, we focus our discussions on the Asian options with fixed strike prices. There also exist floating strike Asian options. For instance, the price of a continuously monitored floating strike Asian put option at time 0 is given bỹ
and the price of a discretely monitored floating strike Asian put option at time 0 is given bỹ
where is a positive constant. Downloaded from informs.org by [137.132.123 .69] on 02 July 2015, at 02:16 . For personal use only, all rights reserved. Table 10 .
Computing deltas for discretely and continuously monitored Asian options under the CEV model. −dy . In other words, S * t t 0 follows another exponential Lévy model with risk free rate d, dividend rate r, and Lévy measure * . Then the price of an (either discretely or continuously monitored) Asian put (respectively, call) option with floating strike and multiplier under S t t 0 is equal to the price of an Asian call (respectively, put) option with fixed strike S 0 under S * t t 0 . As a consequence, this correspondence enables us to price the floating strike Asian options under an exponential Lévy model S t t 0 by pricing the corresponding fixed strike Asian options under the closely related exponential Lévy model S * t t 0 via our CTMC approximation method. Table 11 provides some numerical results for pricing Asian options with floating strike under Merton's jump diffusion model. We can see that the average (respectively, maximum) absolute error is around 0.0062 (respectively, 0.0114), and the average (respectively, maximum) relative error is around 0.19% (respectively, 0.35%). Besides, the CPU times for producing one numerical result Notes. Pricing Asian put options with floating strikes ( = 1) under Merton's jump diffusion model via our CTMC approximation with N = 50. The parameters are the same as in Table 6 . The columns "MC value" are generated by Monte Carlo simulation, for which the sample size is 1,000,000 and the number of time steps for the continuously monitored Asian option is 10,000. The CPU times to generate one numerical price via our method are about 0.2, 0.7, and 3.8 seconds for n = 12, 50, and
Operations Research 63(3), pp. 540-554, © 2015 INFORMS via our method are 0.2, 0.7, and 3.8 seconds for n = 12, 50 and 250, respectively, and 0 3 seconds for continuously monitored Asian options. Under general Markov processes, there may exist no such simple relationship between floating strike and fixed strike Asian option prices, and the problem of using CTMC approximation to price floating strike Asian options remains an interesting research topic.
Error Analysis for Our Pricing Method
This section is devoted to the analysis on the errors associated with our pricing method, including the CTMC approximation error in Step 1 and the transform inversion error in
Step 2.
The Transform Inversion Error in Step 2
According to Choudhury et al. (1994) , the numerical inversion of double transforms in Step 2 may incur two types of errors: the discretization error and the truncation error. For simplicity, we assume r = d in the following analysis. For the discretely monitored Asian options, the discretization error for the double inversion (B2) is given by + and → 0. Therefore the discretization error can be controlled by properly specifying inversion parameters A and . For the numerical examples in this paper, we choose A = 20 and such that e −A = 2n . It follows from (8) that this setting is able to bound the discretization errors of the option prices by 10 −6 . Similarly, for the continuously monitored Asian options, the discretization error for the double inversion (B1) is given by 
It follows that Error c = O e −A 1 + O e −A 2 as A 1 → + and A 2 → + . Namely, the discretization error has an exponential decay as A 1 and A 2 go to + . In our implementation, we set A 1 = A 2 = 20 based on (9) such that the discretization error is no greater than 10 −6 . The truncation errors are related to the parameters m 1 and m 2 used in the Euler transformation E m 1 m 2 in (B3), which is applied to accelerate the convergence of the partial sums to the corresponding infinite series in (B1) and (B2). As suggested by Abate and Whitt (1992) , the truncation errors can be estimated by E m 1 m 2 − E m 1 − 1 m 2 and E m 1 m 2 + 1 − E m 1 m 2 . Figure 1 plots the estimated truncation errors with respect to different choices of m 1 (with the fixed m 2 = 15) under the CEV model, Merton's jump diffusion model, and the VG model and for different monitoring frequencies, n = 12, 50, 250, and + (continuously monitored). As we can see, the estimated truncation errors decay very fast as m 1 increases. For instance, when m 1 30, all the errors are less than 10 −6 except the continuously monitored Asian option under the VG model. In the latter case, the error is less than 10 −5 that is still sufficiently small in practice. This might be due to the power decay of the moment generating function of the VG process. Nonetheless, this effect seems not significant in the discretely monitored cases under the VG model for commonly used discretely monitoring frequencies such as n = 12, 50, and 250.
The CTMC Approximation Error in Step 1
In Step 1, we approximate the targeted Markov process model with a CTMC. With the inversion errors in
Step 2 controlled at a low level, the approximation error in
Step 1 decreases as the number of states for the approximate CTMC increases. Table 6 ; the parameters for the VG model are the same as in Table 8 (case no. 2).
represents the price computed by CTMC approximation with N states and N * is a fixed large natural number. Here we set N * = 1 000. It can be seen from Figure 2 that for the discretely monitored Asian options, the logarithms of Figure 2 .
(Color online) The decay of the CTMC approximation errors for pricing Asian options. Table 6 . Right: The VG model with the same parameters as in options, the slopes of the decay lines in Figure 2 vary from −1 6 to −2 8, which suggests that the decay of the absolute pricing errors of our method appears to be at the speed of 1/N 1 6 to 1/N 2 8 . This is similar to the observation by Mijatović and Pistorius (2013) in the CTMC pricing of continuously monitored double barrier options, where they find that the absolute pricing error is approximately proportional to 1/N 1 2 to 1/N 2 under different models.
