This paper considers the nonlinear H 1 control problem for systems subject to delayed measurements. Necessary and sucient conditions for the solvability of the problem are presented. A key point of our approach is the extension of the information state concept. In particular, the information state is no longer the \worst case cost to come" function. We also present the certainty equivalence principle for such systems, and draw an analogy with the solution to the linear case. The paper ends with an example.
Introduction
In recent years, nonlinear H 1 control has received a great deal of attention as a potentially viable methodology for designing controllers for nonlinear systems [5] , [6] , [9] , [8] , [11] . Although, a lot of work remains to be done, in particular on the computational aspects, the pieces are slowly falling into place. What has been conspicuously absent is a general framework for dealing with systems with delays. In this paper, we consider the case of systems with measurement delays. Such systems are widespread in the chemical process, and semiconductor industries, where either one takes samples to a laboratory for o-line measurements, or the sensors have a nite data processing delay. A t ypical class of such sensors are those responsible for composition measurements.
In a recent paper, [9] , it was shown that the standard nonlinear H 1 control problem is solvable provided one solves a lter equation, a dynamic programming equation, and satises a coupling condition. These results have a n interpretation similar to the linear case, where one solves a pair of Riccati equations, and satises a coupling condition [3] . Furthermore, in the linear case with delayed measurements, one needs to solve [2] a control Riccati equation, a lter Riccati equation, satisfy the coupling condition, and an additional open loop Riccati equation whose initial conditions are determined by the solution of the control Riccati equation. This derivation involves certainty equivalence, which does not hold in the general nonlinear case. Hence, we w ould like to see whether one can draw a n y analogies between the solutions to the linear and nonlinear cases. Our approach is based on identifying an appropriate information state for the delayed measurement problem. Such an approach leads to separation between estimation and control. In addition one obtains both necessary and sucient conditions for solvability. However, the controller so obtained maybe innite dimensional in general, although, for the delay free case, there exist certain systems for which the controller is nite dimensional (for example bilinear systems [10] ). In fact, as we shall see, if the delay free system has a nite dimensional controller, then the controller for the system subject to a nite measurement delay is also nite dimensional.
We begin in Section 2 b y stating the problem and introduce some notation. In Section 3, we derive the information state for the problem at hand. The solution to the problem in terms of both necessary and sucient conditions is presented in Section 4. Section 5 discusses the certainty equivalence principle, and an analogy is drawn with the solution to the linear case presented in [2] . We then present an example.
For purposes of brevity, w e will concentrate on the discrete time, nite horizon case. The results can be extended to the innite horizon case by i n v oking stationarity of the control dynamic programming equation, and by making a detectability assumption. We can also apply the ideas presented here to the continuous time case.
Statement of the Problem
The system under consideration is 8 < :
x k+1 = f(x k ; u k ; w k ) y k +1 = g(x k ; u k ; w k ) z k +1 = h(x k ; u k ; w k ) : (1) Here, x k 2 R n are the states, y k 2 R t are the measurements. u k 2 U R m are the control inputs, and z k 2 R q are the regulated outputs. It is assumed that the origin is an equilibrium point for the system , i.e. f(0; 0; 0) = 0, g(0; 0; 0) = 0, and h(0; 0; 0 ) = 0 . Also, we assume that U is compact. Furthermore, the delay 0 is assumed to be xed. It is clear that if k , then no measurements y k are available. In general, one may h a v e v ariable amounts of delay, in which case, one xes to correspond to the largest possible (worst case) delay.
We denote the space of output feedback policies as O. 
The robust control problem can now be expressed as,
The Information State 
where 2 ( p k ) i denotes the ith element o f 2 ( p k ), assuming that the indexing starts from 0. In particular, if Remark: Note that the information state is no longer the cost to come, as it was in the case of no measurement delay [9] . However, in case we have = 0 , the two definitions coincide. Furthermore, note that we could have taken the supremum in equation (6) We n o w state the necessary and sucient conditions for the solvability of the nite time robust control problem. 
Certainty Equivalence
In practice, solving the problem is computationally hard. The reason for this is the innite dimensional dynamic programming equation (8) . There is a tremendous reduction in complexity if one uses the certainty equivalence controller. However, certainty equivalence controllers are in general non-optimal [7] . Identifying J( p k ) as the \past stress", and V k as the \future stress", where V k is the upper value function of the state feedback dynamic game obtained via V k (x) = inf u2U sup w2R r fjh(x; u; w)j Then, we estimatê
and use u k ( p k ) = u F ( x k ) as the control value. The condition for certainty equivalence to hold stated in [7] can be extended to the delayed measurement case as well, and can be stated as Note that we could have expressed the RHS of (10) 
Remark: Equation (11) is analogous to the third Riccati equation encountered in the linear case, whose initial conditions depend on the solution to the state feedback Riccati equation [2] . In fact, it is simply equation (9) with a dierent initial condition.
Example
We now present a n example to illustrate the advantages of delay compensation. The example is based on a simple system presented in [4] , and is described by Here, y is the measured reactant concentration, x is the true reactant concentration, t is the dimensionless time, u is the feed reactant concentration, K 1 and K 2 are kinetic constants, is a constant, w is the disturbance in the input concentration, and v is the sensor noise. In [4] The response of the system with no delay ( = 0), and a delay o f 0 : 2 (corresponding to a delay of 10 samples ( = 10)), to a sinusoidal disturbance with magnitude 0:05, and frequency 0:2 rad/time in the feed concentration (w) is illustrated in Figure 1 . One observes that the performance of the system with delay deteriorates. However, stability i s still maintained. On the other hand, if no compensation (i.e. we incorrectly assume = 0) were employed the system goes unstable, and oscillates as shown in Figure 2 .
In fact, even a delay o f 0 : 02 (corresponding to one sample) results in instability.
Conclusion
This paper establishes a general framework for solving the nonlinear H 1 control problem for systems subject to measurement delays. In particular, our approach yields both necessary and sucient conditions for the solution to exist. The information state employed to solve the problem is no longer the \cost to come" function. The conditions for solvability require solutions to two dynamic programming equations, a lter equation for the information state, and satisfaction of a coupling condition. We also discussed the certainty equivalence principle for such systems and draw parallels with the solution for linear systems. An example was presented to illustrate the ideas. One of the most pressing issues is regarding good approximations (in particular, nite dimensional approximations to the information state), and computationally ecient solutions to the nonlinear H 1 problem. This is currently being worked upon. 
