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DIVISORS ON PROJECTIVE HIBI VARIETIES
TOBIAS FRIEDL
Abstract. We compute the divisor class group and the Picard group of projective varieties with
Hibi rings as homogeneous coordinate rings. These varieties are precisely the toric varieties associ-
ated to order polytopes. We use tools from the theory of toric varieties to get a description of the
two groups which only depends on combinatorial properties of the underlying poset.
1. introduction
Let (P,≤) be a finite partially ordered set (poset). A subset I ⊆ P is called an order ideal if it is
down-closed, i.e. p ∈ I and q ≤ p implies q ∈ I. Denote by I(P) the set of all order ideals of P. The
poset (I(P),⊆) is a distributive lattice with join I ∨J = I ∪J and meet I ∧J = I ∩J for I, J ∈ I(P).
Hibi rings [Hi87] are graded algebras with straightening laws associated to finite posets. More pre-
cisely, for a poset P = {p1, . . . , pn} the Hibi ring C[P] is the subalgebra of C[x1, ..., xn, t] generated
by the set of monomials {t∏pi∈I xi ∶ I ∈ I(P)}. Hibi rings are normal Cohen-Macaulay domains
and we have C[P] ≅ C[yI ∶ I ∈ I(P)]/II(P), where II(P) is the ideal generated by the so-called Hibi
relations yIyJ − yI∧JyI∨J for all I, J ∈ I(P) (see [Hi87]).
Since the Hibi relations are homogeneous there is a natural grading on C[P] coming from the
standard grading on C[yI ∶ I ∈ I(P)]. In the following our central object of sudy are the projective
varieties XP with the graded ring C[P] as its homogeneous coordinate ring, which we will call
(projective) Hibi varieties. Hibi varieties appear for example as flat degenerations of Grassmannians
and flag varieties ([MS05],[EH12]). Moreover, they generalize several well-studied classes of varieties,
such as certain determinantal and ladder determinantal varieties ([BC03],[Co95]).
Hibi varieties are toric varieties, hence geometric questions can be reduced to discrete-geometric
questions about polytopes and fans. In the case of Hibi varieties one can hope to go even one step
further and describe the geometry of XP in terms of the combinatorics of P. A first step was done
by Wagner in [Wa96], where the orbits of the torus action and the singular locus of XP are described
in terms of properties of P.
In the present paper we compute the divisor class group and the Picard group of Hibi varieties.
In Section 2 we describe the polytope of XP . This was already used without proof in [Wa96]. In
Section 3 we use general results on toric varieties to compute the divisor class group of XP . Finally,
in Section 4 we use the description of the divisor class group to compute the Picard group of XP .
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2. Hibi Varieties and Order Polytopes
Let P be a finite poset. The projective variety XP = Proj(C[P]) is called the (projective) Hibi
variety associated to P. Hibi varieties appear in various contexts and generalize some well-studied
classes of varieties, as the following examples show.
Example 1. Let Pn denote the chain consisting of n elements. The Hibi variety XPn is the complex
projective space Pn. More generally, if P is the disjoint union of chains Pn1 , . . . ,Pnl the associated
Hibi variety XP is the Segre embedding of Pn1 ×⋯ × Pnl .
Example 2. For 1 ≤ d ≤ n there exists a flat degeneration taking the Grassmannian Gd,n of d-
dimensional subspaces of an n-dimensional complex vector space to the Hibi variety XPd×Pn−d . For
details see [EH12], [Fr13] or [St96]. More generally, also flag varieties degenerate to Hibi varieties
(see [MS05]).
Example 3. Projective determinantal varieties are determined by the vanishing of all minors of
a fixed size of a matrix of indeterminates. In the case of 2-minors of an (n ×m)-matrix A the
determinantal variety is the Hibi variety associated to Pn−1 ⊍ Pm−1. Indeed, the lattice I(Pn−1 ⊍Pm−1) is isomorphic to Pn ×Pm and Hibi relations in Pn ×Pm correspond precisely to the 2-minors
of A.
Example 4. Ladder determiantal varieties are a generalisation of determinantal varieties, where
instead of matrices so-called ladders of indeterminates are considered (see e.g. [Co95]). In the case
of 2-minors, these are again Hibi varieties.
In the following we will describe the polytope associated to the toric variety XP . For a poset P a
subset J ⊆ P is called an order filter if it is up-closed, i.e. if b ≥ a and a ∈ J implies b ∈ J . Note that
J is an order filter if and only if its complement P/J is an order ideal. The set J (P) of all order
filters is a distributive lattice with union and intersection as join and meet operation, respectively.
We have J (P) ≅ I(Pop), where Pop is the opposite poset of P, the poset with the same underlying
set as P but with the order reversed.
For a subset S ⊂ P we denote by aS ∈ RP the characteristic vector of S, i.e. ap = 1 if p ∈ S and ap = 0
otherwise. The convex hull of the set {aJ ∶ J ∈ J (P)} is called the order polytope of P and denoted
by O(P). It can be shown that O(P) consists of all order-preserving functions f ∶ P → [0,1] ⊆ R
(see [St86]). There is the following close connection between Hibi varieties and order polytopes.
Proposition 5. The Hibi variety XP is isomorphic to the projective toric variety associated to the
order polytope O(Pop).
Proof. We will only sketch the proof, using results and notation from [CLS11]. As in Chapter 1 and
2 of [CLS11] for a finite set of lattice points A = {a1, . . . ,am} ⊆ Zk we denote by YA the associated
affine toric variety defined to be the Zariski closure of the image of the map
ΦA ∶ (C∗)k → Cm, t↦ (ta1 , ..., tam).
Moreover, let XA be the Zariski closure of the image of pi ○ ΦA, where pi ∶ (C∗)m → Pm−1 denotes
the canonical projection.
The order polytope O(Pop) is normal, since it has a unimodular triangulation ([St86]). Using that
the integral points of O(Pop) are precisely its vertices, it now follows that the associated toric variety
is isomorphic to XA, where A = {aI ∶ I ∈ I(P)} ⊆ ZP and aI denotes the characteristic vector of
the ideal I. For the set A′ = {(1,aI) ∶ I ∈ I(P)} ⊆ Z∣P ∣+1 of lattice points of the homogenization
of O(Pop) we clearly have XA = XA′ . On the other hand, A′ forms a set of generators of the
affine semigroup of the Hibi ring C[P]. Hence if follows from Proposition 2.1.4 in [CLS11] and the
quotient description of C[P] that XA′ ≅XP . 
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Since O(Pop) is full-dimensional and Hibi rings are normal (see [Hi87]), we have the following
immediate corollary.
Corollary 6. XP is a projectively normal toric variety of dimension ∣P ∣.
3. Divisor Class Group
A relation p < q with p, q ∈ P is called a covering relation if there is no r ∈ P with p < r < q. We
write C(P) for the set of covering relations in P. The Hasse diagram of P is the directed graph on
the elements of P with an edge from p to q if and only if p < q ∈ C(P).
For a finite poset P denote by Pˆ the poset obtained from P by attaching a minimal element 0ˆ and
a maximal element 1ˆ. For a covering relation p < q ∈ C(Pˆ) define up<q ∈ ZP by
(1) up<q = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ep if q = 1ˆ−eq if p = 0ˆ
ep − eq otherwise,
where ep is the standard basis vector corresponding to an element p ∈ P. Note that these vectors are
precisely the facet normals of the order polytope O(Pop) (see [St86]). For each such facet normal
we can associate a torus-invariant divisor Dp<q on XP . Moreover, the set {Dp<q ∶ p < q ∈ C(Pˆ)} of all
such divisors forms a basis of DivT (XP), the group of torus-invariant divisors on XP (see [CLS11],
Chapter 4).
Remark 7. The facet of O(Pop) with normal vector up<q is linear equivalent to the order polytopeO((P˜)op), where P˜ is the poset obtained by first contracting the edge p < q in the Hasse diagram ofPˆ and then removing 0ˆ and 1ˆ (see [St86]). Therefore it follows from [CLS11, Prop. 3.2.9] that Dp<q
is isomorphic to the Hibi variety XP˜ . More explicitly, we have Dp<q =XP∩V (xI ∶ ∣(I∪{0ˆ})∩{p, q}∣ =
1) ⊆ P∣I(P)∣−1.
Let Cl(XP) denote the divisor class group of XP . The main result of this section is the following.
Theorem 8. Let P be a finite poset with n elements and XP the associated projective Hibi variety.
Then we have
Cl(XP) ≅ Z∣C(Pˆ)∣−n.
Proof. We have the well-known exact sequence (see e.g. [CLS11, Thm. 4.1.3])
0Ð→ ZP φÐ→ DivT (XP)Ð→ Cl(XP)Ð→ 0
where the second map sends a divisor D to its divisor class [D] and φ is defined by
φ(m) = ∑
p<q∈C(Pˆ) ⟨m,up<q⟩Dp<q.
More explicitly, we have
(2) φ(ep) = ∑
p<q∈C(Pˆ)Dp<q − ∑r<p∈C(Pˆ)Dr<p.
To prove the theorem we will define a map ψ ∶ DivT (XP)→ Z∣C(Pˆ)∣−n such that the sequence
0Ð→ Z∣P ∣ φÐ→ DivT (XP) ψÐ→ Z∣C(Pˆ)∣−n Ð→ 0
is exact. From this it follows that Cl(XP) ≅ Z∣C(Pˆ)∣−n.
To define ψ we do the following. For every p ∈ P we choose an element rp ∈ P ∪ {0ˆ} such that rp < p
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is a covering relation. Let T be the connected subgraph of the Hasse diagram of P ∪ {0ˆ} whose
edges are the covering relations rp < p for all p ∈ P. Since T has n edges we can define a basis of
Z∣C(Pˆ)∣−n of the form {ep<q ∶ p < q ∈ C(Pˆ)/T}. Now define ψ(Dp<q) = ep<q for p < q ∈ C(Pˆ)/T . We
want to define the image of all other divisors in a way such that im(φ) ⊆ ker(ψ). From (2) we get
that for p < q ∈ C(Pˆ) we must have
(3) ψ(Dp<q) = ∑
q<r∈C(Pˆ)ψ(Dq<r) − ∑p′<q∈C(Pˆ)∶p′≠pψ(Dp′<q).
If q is a leaf of T equation (3) uniquely defines ψ(Dp<q). But in fact, as we see by inductively
removing leaves, the condition in (3) already determines the value of ψ on all edges of T .
It remains to show that ker(ψ) ⊆ im(φ). Let D = ∑
p<q∈C(Pˆ)αp<qDp<q be a divisor in ker(ψ). We claim
that it suffices to find m ∈ ZP such that for D′ = D + φ(m) = ∑
p<q∈C(Pˆ)α′p<qDp<q we have α′p<q = 0
whenever p < q ∈ T . Indeed, by the first part of the proof, D′ must lie in ker(ψ). But since α′p<q = 0
for all p < q ∈ T this implies D′ = 0 and therefore D = −φ(m) ∈ im(φ).
Any such m has to satisfy
0 = α′rp<p = ⎧⎪⎪⎨⎪⎪⎩αrp<p −mp if rp = 0ˆ andαrp<p +mrp −mp otherwise.
Hence we define m = (mp)p∈P inductively by
mp = ⎧⎪⎪⎨⎪⎪⎩α0ˆ<p for p minimal element of P andαrp<p +mrp otherwise.
It is easy to see that this m has the desired properties. 
From the proof of Theorem 8 we immediately get the following description of generators of Cl(XP).
Corollary 9. Let T be an arborescence in the Hasse diagram of P ∪ {0ˆ}, i.e. a subgraph which for
every p ∈ P contains a unique directed path from 0ˆ to p. Then the divisor class group Cl(XP) is the
free abelian group generated by the divisor classes {[Dp<q] ∶ p < q ∈ C(Pˆ)/T}.
Remark 10. The above proof is similar to the one in [HHN92], where the divisor class group of
affine Hibi varietes is computed.
4. Picard Group
Let Pic(XP) denote the Picard group of XP . The main result of this section is the following.
Theorem 11. We have Pic(XP) ≅ Zl where l denotes the number of connected components of the
Hasse diagram of P.
The Picard group Pic(XP) is isomorphic to the subgroup of Cl(XP) which consists of divisor classes
of locally principal divisors. Hence, we want to understand when a divisor Dp<q is locally principal.
For an ideal I ∈ I(P) let CI(Pˆ) = {p < q ∈ C(Pˆ) ∶ ∣{p, q} ∩ (I ∪ {0ˆ})∣ ≠ 1}. Note that CI(Pˆ)
corresponds to the set of all facets of O(Pop) which contain the vertex aI . Recall the description of
the facet normals given in equation (1). With this notation we have the following criterion, which
is a consequence of Thm. 4.2.8. in [CLS11].
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Lemma 12. Let D = ∑
p<q∈C(Pˆ)αp<qDp<q. Then D is locally principal if and only if for every I ∈ I(P)
there is m ∈ ZP such that ⟨m,up<q⟩ = αp<q for all p < q ∈ CI(Pˆ).
We will now use this to prove the main theorem.
Proof of Theorem 11. We want to describe the subgroup of Cl(XP) which consists of divisor classes
of locally principal divisors. Let [D] be a divisor class such that D is locally principal. By Corollary
9 we may assume that D is of the form
D = ∑
p<q∈C(Pˆ)/T αp<qDp<q.
We will first apply Lemma 12 for the ideals P and ∅ to get some conditions on the coefficients αp<q.
Then we will show that these conditions are in fact sufficient.
Let I = P ∈ I(P). Then CI(Pˆ) = {p < q ∈ C(Pˆ) ∶ q ≠ 1ˆ}. We claim that for all p < q ∈ CI(Pˆ) we must
have αp<q = 0. First note that for any chain 0ˆ < p1 < ⋯ < pk < q in the Hasse diagram of Pˆ we have
by the above lemma
α0ˆ<p1 + ∑
1≤i≤k−1αpi<pi+1 + αpk<q = −mq = 0,
where the last equality follows from choosing a chain in T . Now consider a chain of the form
0ˆ < p′1 < ⋯ < p′l < p < q such that 0ˆ < p′1 < ⋯ < p′l < p lies in T . This yields αp<q = 0.
So far we have shown that D must be of the form D = ∑p∈M αp<1ˆDp<1ˆ, where M denotes the set of
maximal elements of P. Now choose I = ∅ ∈ I(P). We have CI(Pˆ) = {p < q ∈ C(Pˆ) ∶ p ≠ 0ˆ}. We
claim that if p1, p2 ∈M are in the same connected component of P then we must have αp1<1ˆ = αp2<1ˆ.
We call p1, p2 ∈ M adjacent if there exists a q ∈ P such that q < p1 and q < p2. Since P is finite
it suffices to prove the claim for adjacent p1, p2. Let q ∈ P such that q < p1, p2. As above we get
0 = mq −mp1 = mq −mp2 , which in particular implies mp1 = mp2 . But mpi = αpi<1ˆ by Lemma 12,
which proves the claim.
Let C(P) be the set of connected components of P. We have shown that D must be of the form
D = ∑
C∈C(P)αCDC where DC = ∑p∈M∩CDp<1ˆ.
The only thing left to show is that every such D is locally principal by again using Lemma 12. Let
I ∈ I(P). Define m = (mp)p∈P as follows. For all p ∈ I set mp = 0. For all p ∈ P/I, let C be the
connected component that p lies in and set mp = αC . It is easy to check that m has all the desired
properties.

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