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 The thermal wave reflection coefficient can be estimated directly from observed data.
 The reliability of defect depth measurement is improved.
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Thermography is a promising method for detecting subsurface defects, but accurate measurement of
defect depth is still a big challenge because thermographic signals are typically corrupted by imaging
noise and affected by 3D heat conduction. Existing methods based on numerical models are susceptible
to signal noise and methods based on analytical models require rigorous assumptions that usually cannot
be satisfied in practical applications. This paper presents a new method to improve the measurement
accuracy of subsurface defect depth through determining the thermal wave reflection coefficient directly
from observed data that is usually assumed to be pre-known. This target is achieved through introducing
a new heat transfer model that includes multiple physical parameters to better describe the observed
thermal behaviour in pulsed thermographic inspection. Numerical simulations are used to evaluate the
performance of the proposed method against four selected state-of-the-art methods. Results show that
the accuracy of depth measurement has been improved up to 10% when noise level is high and thermal
wave reflection coefficients is low. The feasibility of the proposed method in real data is also validated
through a case study on characterising flat-bottom holes in carbon fibre reinforced polymer (CFRP) lam-
inates which has a wide application in various sectors of industry.
 2017 The Authors. Published by Elsevier B.V. This is an open access articleunder the CCBY license (http://
creativecommons.org/licenses/by/4.0/).1. Introduction
Nowadays, non-destructive testing (NDT) is playing a more and
more important role to inspect defects/damages of various indus-
trial components. As a highly efficient and powerful NDT tech-
nique, Pulsed Thermography is contact free and offers a rapid
inspection while covering a large area within a short time frame
and thus readily adaptable to in-situ monitoring applications. This
technology has been successfully applied to a wide range of areas
such as civil engineering [1–3], medicine and biology as well as
agriculture [4–9], aerospace [10–15], automotive [16–18] and the
manufacturing [19–21] industries.Quantitative characterisation of defects by extracting shape,
size and depth, and estimation of thermal properties have been
proven to be effective in Pulsed Thermography [22–30]. Consider-
able methods have been developed on defect detection and defect
depth evaluation. The relationship between the decay of tempera-
ture on the inspected surface and time is a widely-used tool to
measure defect depth and most of methods are based on frequency
domain [31–33] or time domain [34,35]. Many depth measure-
ment methods require a reference point that defines the pre-
known sound areas, such as peak contrast time method (PCT)
[36,37] and peak slope time method (PST) [35,38]. PCT measures
the peak time of the temperature contrast between the considered
point and the reference point, and PST detects the peak time of the
first derivative of temperature contrast. Both PCT and PST are
approximately proportional to the square of the defect depth,
whereas the proportionality coefficient of the PCT method depends
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PST method does not depend on the size of the defect [39]. In gen-
eral, the reference point is manually chosen from the sound area.
Some researchers attempted to obtain the reference point auto-
matically such as Ringermacher et al. [40] and Pilla et al. [41].
The methods without a reference point include logarithm second
derivative method (LSD) [42], absolute peak slope time method
(APST) [43], lease-squares fitting method (LSF) [44] and nonlinear
system identification method (NSI) [45]. In LSD, the temperature
decay curve is converted to the logarithm domain, and a polyno-
mial model is then used to fit the curve to reduce temporal noise
and save storage space, where the fitting method is called as ther-
mal signal reconstruction (TSR) [42]. The peak of the second
derivative of TSR fitting is then used to estimate the defect depth.
The APST method multiplies the square root of its time to temper-
ature decay curve and then computes the peak-time of the first
derivative of the modified curve, which is used to estimate the
defect depth. Similar with APST, the NSI method fits the modified
temperature curve using a polynomial model but the difference
is that the model order is chosen automatically for each pixel to
produce more reliable depth measurement. These methods, includ-
ing other recently developed fitting methods of thermal data, such
as least-square fitting [46] and partial least squares regression [47],
can be categorised as parametric methods where the characteristic
time for depth estimation is calculated from the fitted model rather
than the raw data. A limitation of all these methods is that they are
susceptible to noise, typically large in thermography data because
the fitted models are data-driven without considering the underly-
ing physics-based models. The LSF method uses a curve fitting
technique to fit the temperature decay curve based on a theoretical
heat transfer model to determine the defect depth directly. This
method is less susceptible to noise but it presumes that the ther-
mal wave reflection coefficient (R) is 1, which is not true for most
real situations [39]. Such an assumption can affect the accuracy of
the estimated parameters of the heat transfer model using optimi-
sation techniques. It is therefore crucial to estimate the value of R
before detecting defect depth or simultaneously. Moreover, the
value of R can be used to investigate thermal effusivity of the
defect, which has the potential to help quantify the volume of
defect or identify the material of defect (e.g., air, water or oil).
Established upon the LSF method, this paper introduces a mod-
ified heat transfer model with its fitting method aiming to not only
further improve the accuracy of depth measurement but also esti-
mate the thermal wave reflection coefficient from data directly,
which has never been achieved before. The proposed method is
then validated through analysing numerical simulation data and
experimental data on carbon fibre reinforced plastic (CFRP) com-
posites. This paper is organised as follows. The proposed method
with related theory background is presented in Section 2. The
results and discussions of the numerical simulations and the
experimental example are presented in Section 3 while the conclu-
sions are given in Section 4.2. Methods
2.1. Principle of active thermography
In the pulsed thermographic inspection, a typical experimental
setup of which is illustrated in Fig. 1(a), a short and high energy
light pulse is projected onto the sample surface through one or
two flash lamps. Heat conduction then takes place from the heated
surface to the interior of the sample, leading to a continuous
decrease of the surface temperature [26] (see Fig. 1(b)). An infrared
camera controlled by a PC captures the time-dependent response
of the sample surface temperature. If the sample is defect-free,the time when the temperature deviation occurs can be used to
estimate the thickness (if thermal diffusivity is known) or thermal
diffusivity of local materials (if the thickness is known). For exam-
ple, as shown in Fig. 1(b), if the thermal diffusivity is known, the
thickness of the point 1 and 2 on the inspected surface can be esti-
mated based on the time of temperature deviation, t1 and t2
respectively. This approach can be extended to measure defect
depth by considering the first time of temperature deviation. The
surface temperature due to the back-wall at depth L for a homoge-
neous plate is given by [48]
Tð0; tÞ ¼ Qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
pqckt
p 1þ 2X1
n¼1
Rn exp n
2L2
at
 !" #
ð1Þ
where Tð0; tÞ is the temperature variation of the surface at time t, Q
is the pulse energy, q is the material density, c is the heat capacity, k
is the thermal conductivity of the material, R is the thermal reflec-
tion coefficient of the interface with air, and a is the thermal
diffusivity.
2.2. The New Least-Squares Fitting method (NLSF)
Sun [44] introduced a least-square fitting (LSF) method for the
pulsed thermography using a speculative heat transfer model. This
theoretical model is roughly applicable for the time period
0 < t < tb, expressed as
TðtÞ  Bﬃﬃ
t
p 1þ 2
X1
n¼1
exp n
2L2
at
 !" #
 st ð2Þ
where L is the uniform thickness of the sample or the measured
defect depth of the sample, a is thermal diffusivity, t is time of
the measurement and B is a numerical value. As illustrated in
Fig. 2, TA represents the temperature decrease before 3D heat con-
duction. The slope s is established by linear fitting of the tempera-
ture decrease in the time period ta < t < tb, expressed as T1,
where heat transfer takes place through and around the defect. Note
s is typically small and zero for a defect-free plate of uniform thick-
ness. The time instants ta and tb were optimised and selected as
ta ¼ L
2
2a
; tb ¼ 3ta ð3Þ
The least square fitting method is then used to estimate the
other two unknown parameters B and L
2
a .
One limitation of this method is that the value of R in Eq. (1) is
assumed to be 1, which is true when the thickness of defect (e.g. air
gap) is infinite. However, for most of real applications (e.g. detect-
ing delamination of composite), the thickness of defect is very lim-
ited and the value of R can be significantly smaller than 1. For such
cases, the accuracy of the estimated defect depth is therefore com-
promised if R is assumed to be 1. Another limitation is that the esti-
mation of s can be difficult due to the challenge to determine the
values of ta and tb, unless both L and a are pre-known.
To address the above limitations, this paper introduces a mod-
ified analytical model aiming to not only estimate the depth more
accurately but also measure the thermal wave reflection coeffi-
cient. The proposed analytical model is written as
~Tðt;B;W;R; ts; sÞ ¼ Bﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃt þ tsp 1þ 2
XM
n¼1
Rn exp  n
2W
t þ ts
 " #
 sðt þ tsÞ
ð4Þ
where B ¼ Qﬃﬃﬃﬃﬃﬃﬃ
pqck
p ,W ¼ L2a , ts is the starting time of sampling, andM is
a large iteration number. The introduction of ts is unique and it
allows the proposed method applicable to any segment of collected
data. There are five parameters to be estimated including ts, R, W , B
Fig. 1. (a) Experimental configuration of the pulsed thermographic inspection under the reflection mode, where point 1 denotes a location on the sample surface with a thin
thickness and point 2 denotes a location with a thick thickness; (b) Typical observed time-temperature decay curves in the logarithmic domain for the point 1 and 2,
respectively, where the time of t1 and t2 is the key to measure the thickness of local materials [45].
Fig. 2. Surface temperature decay curves [44].
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(lsqnonlin) to solve this five-parameters optimisation problem.
Through initially setting the lower and upper bounds for each
parameter, the proposed New Least-Squares Fitting method (NLSF)
estimates the optimal parameters that has
min
B;WR;ts ;s
k~TðtÞ  TðtÞk ð5Þ
The initial value of the parameter ts is selected as zero and the
lower and upper bounds are selected as 1 and 1 respectively
because it is usually very small. The initial value of R is selected
as 1 and the lower and upper bounds are selected as 0 and 1.
The selection of B depends on the energy applied on the inspection
surface, and the selection of W depends on the material and thick-
ness of samples (estimated by W ¼ L2a ). The lower and upper
bounds of W and A are usually selected as 5 times lower and 5
times higher than the initial values. The lower and upper bounds
of s are selected as 50 and 50, and the initial value is chosen as
0. It should be noted that the computational time of this method
depends on the selection of initial value and lower and upper
bounds.
Once the optimal parameters are estimated, if a is known, the
thickness can be estimated by
L ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
W  a
p
ð6ÞAlternatively, if L is known, the thermal diffusivity can be esti-
mated by
a ¼ L2 W ð7Þ
The temperature contrast DT between a defect region and a
sound region is dependent not only on the difference between
the defect depth and the sample thickness, but also on the lateral
size of the defect because of induced 3D heat conduction around
the defect. Most of the existing methods, such as PST, LSD, NSI,
and APST, tried to estimate the defect depth as early as possible
before the 3D heat conduction takes place. These methods work
well when the size of defect is large but the accuracy is reduced
when the defect size is small due to severe 3D heat conduction,
as the results shown in Sun’s paper [26]. The proposed equation
introduces two extra parameters R and s that consider part of the
3D conduction effect. It can also incorporate the duration effect
by introducing the parameter ts. Therefore, this method can per-
form better when the 3D conduction and the flash duration effects
are present in the flash thermography data.3. Results and discussions
3.1. Numerical simulations
The aim of these numerical simulations is to compare the per-
formance of the proposed NLSF method with other existing meth-
ods against different values of R and noise levels. The time-
temperature curves were produced by
TðtÞ ¼ Q
e
ﬃﬃﬃﬃﬃ
pt
p 1þ 2
X1
n¼1
Rn exp n
2L2
at
 !" #
þ eðtÞ ð8Þ
and the temperature contrast between defective areas and sound
areas by time was simulated by
DTðtÞ ¼ 2 Q
e
ﬃﬃﬃﬃﬃ
pt
p
X1
n¼1
Rn exp n
2L2
at
 !" #
þ eðtÞ ð9Þ
where the parameters Q and e were set to 1, a was set to
4  106 m2/s, L was set to 4  103 m and R was varied from 0.1
to 1. The latency of data acquisition was set as zero. The symbol,
eðtÞ, denotes a white noise sequence with a zero mean and a stan-
dard deviation of re. If rT denotes the standard deviation of a signal
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of noise, is written as
SNR ¼ 20log10
rT
re
ð10Þ
Fig. 3 shows the plots of temperature decay in the logarithmic
domain with different values of R. It can be clearly observed that
the time of temperature deviation, representing the depth, is inde-
pendent to the value of R. Furthermore, the value of R determines
the slope of the curve after the temperature deviation. If R is 1, the
slope is zero, which indicates 100% thermal wave i s reflected by
the defect or backwall. If R is zero, there is no temperature devia-
tion occurred.
In the first test, the value of R was set as 1, 0.9, 0.7 and 0.5
respectively, and the noise level was set as ‘no noise’, 45 dB,
35 dB and 25 dB respectively. The sample rate was set as 50 Hz
and totally 250 data points (5 s) were sampled. The LSD, APST,
LSF and NLSF methods were applied on the data produced from
Eq. (8), while the PST method (temperature contrast based) was
applied on the data from Eq. (9). The produced data for PST, LSD
and APST methods were fitted by a polynomial model (8th order).
For the LSF and NLSF methods, the bounds of optimisation param-
eters were set as: 0  B  2000, 0 W  50, 50  s  50; for the
NLSF method, two extras parameters are added with the bounds
of 0  R  1 and 1  ts  1. Assuming that the value of a is pre-
known, the mean and standard deviation of depth measurement
are summarised in Table 1. The key plots of the compared methods,
including the characterise time of PST, LST and APST, and the
model fitting of LSF and NLSF, are shown in Table 2.
Under a perfect condition, where there is no noise and R equals
to 1, as shown in Table 1, the measured thickness of PST, LSD and
APST methods is about 4.06–4.07 mm, within 1.5% percentage
error of the ground truth (4.00 mm), and the LSF and NLSF methods
produced perfect results (4.00 mm). When R decreases from 1 to
0.5, the measurement error of LSD increases to 0.22 mm (5.5% per-
centage error), whereas the PST and APST methods produced rela-
tively good and consistent results. The error of estimated thickness
of LSF increases slightly (up to 2% percentage error) following the
decrease of R. The NLSF method still produced the perfect results
for all four R values. Summarily, this test demonstrates that in
the case of noise free, the PST, APST, and LSF methods are less sen-
sitive to R, whereas the LSD method is more sensitive to R. The
NLSF method is not sensitive to the value of R because the pro-
posed mode considers R as a parameter, estimation of which is a
by-product of this method.
In practice, raw data are contaminated with noise and other sig-
nal degradations [34,49]. Errors of temperature measurement withFig. 3. The comparison of numerical simulation with different values of R, where
other parameters are shown on the top of the graph.the infrared camera are typically classified into errors of the
method, errors of the calibration, and errors of the electronic path
[50]. The performance of all five considered methods was analysed
and evaluated by adding white Gaussian noise to the simulated
signal. Three levels of noise were considered: low level of noise
(45 dB), medium level of noise (35 dB), and high level of noise
(25 dB). For each considered noise level, 1000 tests were repeated
and the mean and standard variation of the estimated thickness
was computed. The mean indicates the accuracy of measurement,
and the standard deviation (std) indicates the precision of mea-
surement. It can be observed from Table 1 that at the low level
of noise (45 dB), the mean of measurement of each method is sim-
ilar as those of no noise. The LSF and NLSF methods produced a
high precision (std: 0.01–0.02 mm) than the other three methods
(std: 0.07–0.12 mm) when R = 0.5. Considering both accuracy and
precision, the proposed NLSF performs best. At the medium level
of noise (35 dB), the accuracy of the PST, LSF, and NLSF methods
is relatively high (<3%) and consistent, while the accuracy of the
LSD and APST method is relatively low (<7.5%) and more sensitive
to the change of R. The NLSF method has the best accuracy and the
LSF method has the best precision. At the high level of noise
(25 dB), the accuracy of the PST is significantly reduced (<8.5%)
and the APST method produced the largest error (<22%). The NLSF
method still has the best accuracy and almost the same level of
precision as LSF. All these observations demonstrate the superior
performance of the proposed method against noise.
To further evaluate the performance of LSF and NLSF, Table 3
shows the results for data with very high noise level and very low
R value, where the value of R changes from 0.4 to 0.1, and SNR
changes from 20 dB to 10 dB. In the case of no noise, it is inferred
that the estimated thickness using LSF is strongly dependent on the
value of R. The error is increased from 3% to 8% when R is changed
from 0.4 to 0.1. However, the results produced by the proposed
NLSF method are all perfect. An example of curve fittings using
the NLSF and LSF methods is illustrated by Fig. 4 where R is chosen
as 0.1 and noise level is 40 dB. Inspection shows that NLSF offers
better fitting than LSF due to the introduction of the extra parame-
ters. When noise level is increased from 20 dB to 10 dB, the accu-
racy of NLSF is consistently higher than that of LSF, while there is no
significant difference of precision between two methods.
Table 4 shows the estimated values of R against different noise
levels where R is varied from 1 to 0.1. For the cases without noise,
the proposed method can estimate the R value perfectly. With the
increasing of noise level, the estimation error increases. For the
noise level less than 30 dB, the error of estimation is less than
0.02. Furthermore, the sensitivity of R estimation to noise level is
dependent on the value of R. Higher the R value is, less influence
from the noise.
Another benefit of the proposed method is the introduction of
the parameter ts, which measures the potential latency of the sam-
pled timestamp of thermal data. This time shift could be caused by
the latency of data acquisition or data storage. Similar with the
impact of the estimation of R, the estimation of ts aims to further
improve the accuracy of depth measurement. This feature is partic-
ularly important for data collected using a slow sampling rate.
Considering the sample rate as 50 Hz, the potential latency was
in the range from 0 to 0.02 s. To evaluate the influence of the
latency on the depth measurement, Table 5 shows the results of
estimation using the proposal method with and without estima-
tion of ts, where the noise level was set as 30 dB and R was set
as 0.4. Inspection of the result shows that the proposed method
can successfully estimate the value of ts, which is not achievable
for the characteristic time based methods such as PST, APST and
LSD due to the neglect of the physical model. The value of L was
estimated with an error less than 1%. However, if the parameter
ts is not considered in model (4), the error of L measurement
Table 1
The comparison of thickness measurement against different noise levels and R values for five selected methods, where the most accurate values are highlighted.
Noise Level R Measured Thickness (mm)
PST LSD APST LSF NLSF
No-noise 1 4.06 4.07 4.06 4.00 4.00
0.9 4.06 4.10 4.06 4.01 4.00
0.7 4.06 4.16 4.04 4.04 4.00
0.5 4.06 4.22 4.02 4.08 4.00
45 dB 1 4.06 ± 0.04 4.08 ± 0.03 4.06 ± 0.05 4.00 ± 0.01 4.00 ± 0.01
0.9 4.06 ± 0.04 4.10 ± 0.03 4.06 ± 0.06 4.01 ± 0.01 4.00 ± 0.01
0.7 4.06 ± 0.05 4.17 ± 0.05 4.05 ± 0.08 4.03 ± 0.01 4.00 ± 0.01
0.5 4.06 ± 0.07 4.24 ± 0.07 4.05 ± 0.12 4.08 ± 0.01 4.00 ± 0.02
35 dB 1 4.07 ± 0.12 4.09 ± 0.08 4.17 ± 0.34 3.99 ± 0.02 3.99 ± 0.02
0.9 4.06 ± 0.13 4.12 ± 0.10 4.19 ± 0.39 4.01 ± 0.03 4.00 ± 0.03
0.7 4.07 ± 0.16 4.19 ± 0.15 4.19 ± 0.42 4.04 ± 0.03 4.00 ± 0.04
0.5 4.08 ± 0.25 4.29 ± 0.24 4.30 ± 0.59 4.09 ± 0.03 4.01 ± 0.05
25 dB 1 4.14 ± 0.48 4.14 ± 0.34 4.74 ± 0.82 3.97 ± 0.05 3.97 ± 0.05
0.9 4.13 ± 0.48 4.16 ± 0.37 4.81 ± 0.86 4.01 ± 0.08 4.00 ± 0.08
0.7 4.21 ± 0.74 4.23 ± 0.67 4.87 ± 0.87 4.05 ± 0.10 4.01 ± 0.12
0.5 4.34 ± 1.02 4.17 ± 0.95 4.88 ± 0.89 4.09 ± 0.12 4.01 ± 0.16
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the key role of this parameter. It should be noted that in the real
applications the ground truth of ts is unknown. Providing a capabil-
ity to estimate ts will increase the reliability of measurement.
Based on above observations, it can be concluded that the pro-
posed NLSF method has significantly improved the robustness and
accuracy of depth measurement, particularly when the value of R is
significantly lower than 1 or the noise level is high. Meanwhile, the
value of R can be effectively estimated. Furthermore, the accuracy
of depth measurement of NLSF is immune to the latency of data
acquisition while other methods are not.
3.2. Experimental results
A flat plate of carbon fibre reinforced polymer (CFRP) material
was used in the second experiment. The size of the composite sam-
ple is 153  102  4 mm. The plate was made of unidirectional
Toray 800 carbon fibres pre-impregnated with Hexcel M21 epoxy
resin and manufactured in a traditional autoclaving process to a
quasi-isotropic layup. Three flat-bottom holes were drilled with
the same diameter of 6 mm at different depths (1 mm, 2 mm and
3 mm respectively), as illustrated in Fig. 5. The distance between
the holes is 25 mm.
The experiments were conducted with the Thermoscope II
pulsed-active thermography system and comprises of two capacitor
bank powered Xenon flash lamps mounted in an internally reflec-
tive hood and a desktop PC to capture and store data. The scheme
of the experimental set-up is illustrated by Fig. 1(a). A FLIR
SC7000 series infrared radiometer operating between 3 and
5.1 lmand a spatial resolution of 640  512 pixels was used to per-
form the inspection. The samples were placed with their surface
perpendicular to the camera’s line of sight at a distance of
250 mm from the lens. The applied energy was approximately 2 kJ
over an inspection area of 250  200 mm. Considering the thickness
of the sample and its low thermal diffusivity, a sampling rate of
25 Hz was used, and totally 1000 frames, equally 40 s data length,
were captured and analysed.
Fig. 6(a) shows a snapshot of the captured thermal image at the
time of 8 s, where the middle and bottom holes can be clearly seen.
However, the top hole is not detectable in this experiment due to
the close distance to the back surface. To further inspect the ther-
mal behaviour, Fig. 6(b) shows the plots of raw temperature curve
of three selected pixels over time on the sound area, the middle
hole and the bottom hole respectively, the positions of which are
marked in Fig. 6(a). The temperature deviation of defective pixels(Point 1 and 2) can be clearly observed at different times while
the difference of slope after this deviation is difficult to be distin-
guished visually. The value of estimated defect depth is dependent
on the selection of sampled data, which is a common issue for all
depth measurement methods. If the thermal diffusivity and defect
depth are known, this selection is straightforward, as suggested by
Sun [22]. This paper proposes to use the time when the maximal
temperature contrast between the considered defective pixel and
the reference pixel from sound area is achieved as the end of sam-
pling. Fig. 6(c) shows the temperature contrast of Point 1 and Point
2, where two peak time t1 and t2 are detected. In the proposed
method, the data segments of ½0; t1 and ½0; t2 were sampled for
the bottom and middle holes respectively. For the sound pixels,
the full data length is sampled. To reduce the measurement error
of defect depth (L) and thermal wave reflection coefficient (R),
ten pixels on the sound region, the middle hole and bottom hole
were manually selected and the estimated parameters were aver-
aged. The used thermal diffusivity (a) in this experiment is
0.55  106 m2/s. This value was calculated from Eq. (7) on sound
area by considering the thickness of the sample as 4 mm.
Both LSF and NLSF methods were applied and the results are
shown in Table 6. The averaged estimated depth on the sound area
is 3.98 mm and the standard deviation, as an indicator of precision,
is 0.04 mm, which is more accurate than those of LSF
(3.67±0.05 mm). The measured defect depths of the middle and
bottom holes are 2.05 mm and 1.03 mm respectively, which is clo-
ser to the ground truth than those of LSF (1.90 mm and 1.06 mm
respectively). However, the LSF method produced less standard
deviation (0.01 mm and 0.03 mm respectively) than the NLSF
method (0.04 mm and 0.06 mm respectively). This observation
could be caused by the introduction of two extra parameters. The
estimated R value on the sound area is 0.84, which is close to 1,
while the s value is 0. The estimated R values for the middle hole
and the bottom hole are much smaller (0.18 and 0.25 respectively)
and the s values are much larger (0.87 and 16.46 respectively). To
further inspect the estimated parameters on difference positions,
Fig. 7 plots the scatter of the estimated values of R and s, where
ten pixels for each of three regions were sampled. It can be
observed that for each region the estimated parameters are rela-
tively consistent while for different regions they are significantly
different. Therefore, the clustering of these two parameters can
be a potential approach to effectively classify the pixels.
Summarily, the proposed method can estimate both the thick-
ness and defect depth effectively. The error of estimation of the
proposed method in the sound area is less than 1% while the LSF
6 A. Sirikham et al. / Infrared Physics & Technology 86 (2017) 1–10method has error up to 7%. For the defective region, the LSF method
produced higher error than the NLSF method around 2%. It should
be noted that Eq. (1) is valid only for a homogeneous plate. The
composites are non-homogeneous materials. In previous Zhao’s
work [45], the measured thermal diffusivity of CFRP is about
0.47 ± 0.03 m2/s, which also depends on the lay-up configuration
of the sample. As far as we are concerned, there is no heat diffusion
models for non-homogeneous materials, so the assumption that
the thermal diffusivity of the tested composite sample is uniform
was applied in this paper.4. Conclusions
This paper has developed a new method that improves the
accuracy of defect depth measurement against different levels of
noise through estimating the thermal wave reflection coefficientTable 2
The characteristic time of PST, LST and APST, and the model fitting of LSF and NLSF where(R) based on the pulsed thermographic inspection. All previous
research either neglect the R value or presume that it is pre-
known, which increases the uncertainty of depth measurement.
This paper firstly provides a solution to estimate the R value
directly from observed data. A modified analytical modelling with
five parameters is introduced to better fit the observed tempera-
ture curve using a nonlinear optimisation technique. The results
of the proposed method have been evaluated and compared with
four state-of-the-art methods namely PST, LST, APST and LSF based
on numerical simulations. The main conclusions of this paper can
be summarised as below:
1 Under a noise-free condition: when R ¼ 1, the proposed NLSF
method and LSF methods produce perfect results for depth
measurement while other three methods have errors up to
2%. When the value of R is smaller than 1, the NLSF methodthe blue scatter represents the observations and the red curve represents the fitting.
(continued on next page)
Table 2 (continued)
Table 3
The comparison of thickness measurement of the LSF and NLSF methods against high
noise level and lower R values, where the most accurate values are highlighted.
Noise Level R Measured Thickness (mm)
LSF NLSF
No-noise 0.4 4.12 4.00
0.3 4.16 4.00
0.2 4.23 4.00
0.1 4.32 4.00
20 dB 0.4 4.19 ± 0.33 4.06 ± 0.32
0.3 4.29 ± 0.52 4.05 ± 0.44
0.2 4.55 ± 0.84 4.10 ± 0.67
0.1 5.14 ± 1.42 4.33 ± 1.21
10 dB 0.4 4.30 ± 0.73 4.03 ± 0.85
0.3 4.50 ± 0.93 4.09 ± 1.10
0.2 4.74 ± 1.17 4.25 ± 1.36
0.1 5.01 ± 1.56 4.42 ± 1.79
0 dB 0.4 4.19 ± 1.14 4.04 ± 1.50
0.3 4.32 ± 1.33 4.16 ± 1.59
0.2 4.36 ± 1.54 4.26 ± 1.89
0.1 4.44 ± 1.56 4.39 ± 2.00
10 dB 0.4 3.59 ± 1.58 3.94 ± 1.90
0.3 3.54 ± 1.59 3.97 ± 1.94
0.2 3.68 ± 1.70 4.03 ± 1.98
0.1 3.64 ± 1.63 4.16 ± 1.90
Fig. 4. An example of curve fitting comparison between NLSF and LSF method.
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ods produce different levels of imperfect results due to the
neglect of R.2 Under a noise condition: The observation of measurement accu-
racy is similar with the noise-free condition. The LSF and NLSF
have higher precision of measurement in comparison to PST,
LSD and APST. APST has the most sensitivity against noise level
and NLSF has the least sensitivity. Such features are important
because the signal noise ratio in real applications usually is dif-
ficult to be measured and the value of R can be different at dif-
ferent places if the material is inhomogeneous.
Table 4
The estimated values of R against different noise levels.
R Noise Level (dB)
No-noise 45 35 25 20 10 0 10
1 1.00 1.00 ± 0.00 1.00 ± 0.01 0.99 ± 0.02 0.98 ± 0.04 0.95 ± 0.09 0.90 ± 0.19 0.96 ± 0.13
0.9 0.90 0.91 ± 0.01 0.92 ± 0.03 0.94 ± 0.05 0.94 ± 0.07 0.92 ± 0.13 0.92 ± 0.19 0.96 ± 0.14
0.8 0.80 0.81 ± 0.01 0.82 ± 0.03 0.86 ± 0.08 0.87 ± 0.11 0.89 ± 0.16 0.89 ± 0.21 0.96 ± 0.14
0.7 0.70 0.71 ± 0.01 0.72 ± 0.03 0.76 ± 0.09 0.80 ± 0.13 0.85 ± 0.20 0.88 ± 0.23 0.95 ± 0.14
0.6 0.60 0.61 ± 0.01 0.62 ± 0.03 0.67 ± 0.11 0.71 ± 0.15 0.80 ± 0.24 0.86 ± 0.25 0.95 ± 0.14
0.5 0.50 0.51 ± 0.01 0.52 ± 0.03 0.57 ± 0.10 0.63 ± 0.17 0.76 ± 0.27 0.84 ± 0.27 0.96 ± 0.14
0.4 0.40 0.41 ± 0.01 0.42 ± 0.03 0.47 ± 0.11 0.53 ± 0.18 0.70 ± 0.31 0.84 ± 0.27 0.95 ± 0.18
0.3 0.30 0.31 ± 0.01 0.32 ± 0.03 0.37 ± 0.11 0.43 ± 0.18 0.66 ± 0.32 0.86 ± 0.27 0.95 ± 0.17
0.2 0.20 0.21 ± 0.01 0.22 ± 0.03 0.27 ± 0.10 0.36 ± 0.19 0.64 ± 0.35 0.84 ± 0.28 0.95 ± 0.16
0.1 0.10 0.11 ± 0.01 0.12 ± 0.03 0.19 ± 0.12 0.30 ± 0.22 0.63 ± 0.37 0.85 ± 0.28 0.95 ± 0.17
Table 5
Estimated errors of L using the proposed method with and without estimation of ts , where the noise level was set as 30 dB and the R value was set as 0.4.
True ts (s) Including ts in model (4) Excluding ts in model (4)
Estimated ts (s) L R L R
Value (mm) % Error Value % Error Value (mm) % Error Value % Error
0.019 0.019059 4.0185 0.46 0.4418 10.46 0.0228 99.43 0.9095 127.37
0.017 0.017094 4.0270 0.68 0.4676 16.91 0.1016 97.46 0.6345 58.62
0.015 0.015452 4.0418 1.04 0.5472 36.81 0.1781 95.55 0.4460 11.50
0.013 0.013059 4.0184 0.46 0.4418 10.45 0.2398 94.01 0.3387 15.32
0.011 0.011059 4.0177 0.44 0.4416 10.39 0.3037 92.41 0.2614 34.64
0.009 0.009056 4.0185 0.46 0.4418 10.45 0.3834 90.41 0.2018 49.56
0.007 0.007059 4.0181 0.45 0.4417 10.42 2.3247 41.88 0.2549 36.27
0.005 0.005059 4.0185 0.46 0.4418 10.45 3.0314 24.22 0.3093 22.68
0.003 0.003059 4.0186 0.46 0.4418 10.46 3.4899 12.75 0.3494 12.64
0.001 0.001059 4.0185 0.46 0.4418 10.46 3.8543 3.64 0.3874 3.15
Fig. 5. The composite material sample with drilled in various depth (unit: mm).
8 A. Sirikham et al. / Infrared Physics & Technology 86 (2017) 1–103 Due to the introduction of ts, the proposed method can be
applied to any segment of observed data without knowing the
start time. Such a feature is attractive for data with a low sam-
pling rate where ts could be larger than 0 due to accumulatedlatency by hardware and software of data acquisition. All other
four methods neglect the potential variation of ts, which leads
to a guaranteed error, value of which dependents on the value
of ts.
Fig. 6. (a) Raw thermal image at the time of 8 s where three points are sampled from sound area, middle hole and bottom hole respectively; (b) Temperature decay curve of
the selected three points in logarithmic domain and (c) Temperature contrast of point 1 and point 2.
Fig. 7. Scatter chart of the estimated R and s parameters, which shows ten pixels for
each of three sampled regions.
Table 6
The measurement of the experimental data using the LSF and NLSF methods.
Position Ground truth (mm) Estimated Depth (mm) Estimated R (NLSF) Estimated s (NLSF) Estimated ts (NLSF)
LSF NLSF
Sound area 4.00 3.67 ± 0.05 3.98 ± 0.04 0.84 ± 0.04 0.00 ± 0.00 0.0226 ± 0.0023
The middle hole 2.00 1.90 ± 0.01 2.05 ± 0.04 0.18 ± 0.02 0.87 ± 0.43 0.0256 ± 0.0011
The bottom hole 1.00 1.06 ± 0.03 1.03 ± 0.06 0.25 ± 0.02 16.46 ± 2.22 0.0269 ± 0.0012
A. Sirikham et al. / Infrared Physics & Technology 86 (2017) 1–10 94 For the real experimental data, the performance of the proposed
method was compared with LSF using the same optimisation
technique. Results show that the NLSF method has higher accu-
racy on defect depth estimation than the LSF method for both
defective area and sound area, which suggests an improved reli-
ability of measurement for real data.
One limitation the proposed method is that the accuracy of esti-
mation depends on data length. The depth estimation in sound area
needs more data length than defective area. Measurement of deep
defect needs more data length than shallow defect. This paper pro-
poses to use the timewhenmaximal temperature contrast between
the considered defective pixel and the reference pixel from sound
area is achieved to determine the sample length, and the results
show that this solution works effectively. The efficiency of this
method is affected by the selection of parameters bounds before
applying the optimisation technique. Limiting the parameterbounds and setting the initial values closer to ground truth based
on result of neighbours could be a solution to reduce the computa-
tional time. The proposed method has only been applied to flat bot-
tom holes where a defect has the same depth. This approach has
been used for most of other research. If a defect has different
depths, the 3D heat conduction is more complex and will have
influence on the results. However, due to the consideration of 3D
heat conduction by introducing two extra parameters R and s, it is
expected that the proposed method will perform even better than
other methods though the increased error is inevitable due to the
utilisation of 1D heat diffusion model. Performance evaluation for
more complex defects requires further study.
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