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Introduction
Let M n (C) be the space of all n×n complex matrices. For Hermitian matrices A,B ∈ M n (C) , we write A ≥ B to mean A − B is positive semidefinite, particularly, A ≥ 0 indicates that A is positive semidefinite. Let |||·||| denote unitarily invariant norm on M n (C) . So, for all A ∈ M n (C) and all unitary matrices U,V ∈ M n (C) , we can write
If A = [a ij ] ∈ M n (C) , then the Hilbert-Schmidt norm of A is given by
and the trace norm of A is given by
where s 1 (A) ≥ ... ≥ s n (A) are the singular values of A, that is, the eigenvalues of the positive semidefinite matrix |A| = (A * A)
It is known that these norms are unitarily invariant.
The Young inequality says that if a, b ≥ 0 and 0 ≤ v ≤ 1, then
Specifically, for a = b, the above inequality turns into the equality. If v = 1 2 , then we obtain the arithmetic-geometric mean inequality
In [5] , for A, B, X ∈ M n (C) such that A and B are positive semidefinite, Kosaki proved that
where 0 ≤ v ≤ 1. In [4] , for a, b ≥ 0 and 0 ≤ v ≤ 1, Manasrah and Kittaneh proved that
where r 0 = min{v, 1 − v}. Also, by using (5), they showed that
In [3] , for a, b ≥ 0 and p, q > 1 with 
By using this inequality, for A, B are positive semidefinite matrices, they obtained that
where r = max(p, q).
In [2] , for A, B ∈ M n (C) such that A, B are positive definite and A ≥ B, we proved that
B is the geometric mean of A and B and s j (X) ,are the singular values of an n × n matrix X for j = 1, 2, ..., n.
In this study, we give a scalar inequality such that this inequality is an improvement of (4). Then we write its matrix version and prove its trace norm inequality. By rearranging this scalar inequality, we obtain the HilbertSchmidt norm inequality for its matrix version.
Main Results
The following inequality was given by Mitrinovic in [6] :
It is easily seen that the left side of this inequality is an improvement of (4). In (6), if we take m,n ∈ R + such that a = m 2 , b = n 2 and m ≥ n > 0, then we get
If we refine this inequality, then we have
Then, we can generalize this inequality for k ≥ 1 natural numbers as 1 4
Now, in the following lemmas and theorems, we give the proof of the above scalar inequalities and obtain their matrix norm inequalities.
Proof. Firstly, let's prove the left side of inequality. If b ≤ a, then we have b
.By multiplying both sides of this inequality with a
If we take the square of both sides and rearrange this inequality, it is obtained 1 8 as required.
Theorem 3 For A ≥ B > 0, we can write the following inequality
Proof. By using the left side of Lemma 1, we can write 1 8
where j = 1, 2, ..., n. From (3) and (8), we have
By considering Cauchy-Schwarz inequality and (7), we obtain
Therefore we have the required inequality.
Theorem 4 For
Proof. By the same operations, the proof is easily checked.
Lemma 5
For m ≥ n > 0 and k ≥ 1 natural numbers, we can write
Proof. We prove the left side of this inequality with mathematical induction method.
For k = 1, we show that the inequality is true. It is clear that m+n 2m ≤ 1. If this inequality is multiplied with conjugate of m + n, then we have
Assume that it is true for all positive integers a, that is,
If we refine this inequality, then we get
Hence we have to show that it is true for a + 1. Then, for m ≥ n > 0, we have
If it is arranged by adding m + 2 to both side of inequality, we obtain
which ends up the induction. Also, the proof of rigth side can be seen by using the same method.
Theorem 6 Let A, B ∈ M n (C) be positive semidefinite matrices.If all eigenvalues of A are bigger than all eigenvalues of B, then we get
Proof. Let's prove the left side of the inequality. Since every positive semidefinite matrix is unitarily diagonalizable, it is seen that there are unitary ma-
Similarly, we have
By using (1), (2) and applying Lemma 5 to the nonnegative numbers λ i , μ j for i = 1, 2, ...n, we obtain
Thus, this completes the proof of the left side. Similarly, we show the right side of theorem. We have
Also, we write
and so the proof of theorem is completed.
