We consider two related data gathering problems for wireless sensor networks (WSNs). The MLDA problem is concerned with maximizing the system lifetime T so that we can perform T rounds of data gathering with in-network aggregation, given the initial available energy of the sensors. The M 2 EDA problem is concerned with minimizing the maximum energy consumed by any one sensor when performing T rounds of data gathering with in-network aggregation, for a given T .
INTRODUCTION
Wireless sensor networks (WSNs) are expected to consist of numerous inexpensive micro-sensors [Kahn et al. 1999; Min et al. 2001; Rabaey et al. 2000] , readily deployable in various physical environments to collect useful information (e.g. seismic, acoustic, medical, and surveillance data) in a robust and autonomous manner. There are several obstacles that need to be overcome before this vision becomes a reality [Heinzelman et al. 1999 ]-see Akyildiz et al [2002] for a comprehensive survey of issues arising in WSNs. These obstacles are due to the limited energy, computing capabilities, and communication resources available to the sensors. Often, replenishing the energy of the sensors by replacing their batteries is cost prohibitive or even infeasible.
Consider a WSN, where sensors have some initial nonreplenishable energy. A basic operation in such a system is the systematic gathering of sensed data at a base station for processing. The key challenge is conserving the sensor energy so as to maximize the system's lifetime, the time until the first sensor depletes its energy. Energy-aware routing and data gathering have been the subject of intensive research, such as Hou et al. [2006] , Luo and Hubaux [2005] , Pan et al. [2005] , Sankar and Liu [2004] , and Yu et al. [2006] , including the seminal work of Chang and Tassiulas [2004] . Data gathering does not perform in-network data aggregation or fusion, which is a useful paradigm for increasing the system's lifetime, since it leads to significant energy savings [Krishnamachari et al. 2002; Madden et al. 2002a Madden et al. , 2002b . In-network aggregation allows sensors to aggregate multiple input data packets into one output data packet; often, in each round, a sensor aggregates all the data packets it receives with its own data packet. In-network aggregation is most useful in computing for each round various statistical descriptors of the sensor measurements, such as the minimum, maximum, average, variance, approximate histogram, uniform fixed-size sample, measurements of high frequency, sketches, etc. (e.g., see Puttagunta and Kalpakis [2007] ). Several important energy-aware protocols for data gathering with in-network data aggregation in WSNs have been proposed Heinzelman et al. 2000; Kalpakis et al. 2003; Lindsey and Raghavendra 2002; Lindsey et al. 2001; Liu et al. 2004] . These protocols do not provide guarantees on their performance with respect to the optimal system lifetime.
We are concerned with the energy-efficient data gathering with in-network aggregation problem in WSNs. The maximum lifetime data gathering with the in-network data aggregation (MLDA) problem was reduced in Kalpakis et al. [2003] to the following directed network design problem: provision integral nonnegative capacity c e for each edge e of the network in order to maximize T (the lifetime), such that each sensor-base station directed vertex cut has a capacity of at least T , while the total energy consumed by each sensor in sending/receiving packets along its incident edges does not exceed its available energy. An edge e = (u, v) with capacity c e indicates that u sends at most c e packets to v during the lifetime of the system, and thus imposes an energy demand on its head/tail nodes. Provisioning edge capacities so that each sensor can have maximum flow of at least T to the base station is both necessary and sufficient to achieve lifetime T [Kalpakis et al. 2003 ]. Even though this network design problem is NP-hard, the heuristics in [Kalpakis et al. 2003] showed that tight approximate solutions to the network design problem can be obtained in reasonable time for small to medium-size networks.
An alternative approach to tackling the energy-efficient data gathering with in-network aggregation in WSNs is as follows. Minimize the maximum energy consumed by any sensor, while requiring that all sensor-base station directed vertex cuts have a capacity of at least a given constant T . For brevity, we call this problem the Minimum Maximum Energy Data Gathering and Aggregation (M 2 EDA) problem. A solution to an instance of the M 2 EDA/MLDA problem is everywhere sparse if there are O(X) positive capacity edges among the nodes in any subset X of nodes. A solution is integral if all edge capacities are integral; otherwise it is a fractional solution.
The original contributions of this article are as follows.
-We show that there exist optimal fractional solutions to the M 2 EDA problem such that there are at most 4|X| communication links among the nodes in any subset X of nodes, that is, each M 2 EDA instance has an optimal everywhere sparse fractional solution. In other words, optimal lifetime data gathering with in-network aggregation can be done with everywhere sparse communication links. Consequently, almost all sensors have a small number of incident communication links, and the overhead for each sensor for maintaining state information for data gathering with in-network aggregation is small. -We provide an effective algorithm, ALGM 2 EDA, for finding such optimal, everywhere sparse, fractional solutions to the M 2 EDA problem.
-We show that by rounding down the solutions above, we obtain everywhere sparse integral solutions to the M 2 EDA problem which are within a factor of α of the optimum, and where α = 1 + 4n/T , T is the required lifetime, and n is the number of nodes. For T = ω(n), we have asymptotically optimal everywhere sparse integral solutions to the M 2 EDA problem.
-We show that the M 2 EDA and MLDA problems are essentially equivalent.
-We provide sparsity results and approximation bounds for the MLDA problem that are analogous to those given for the M 2 EDA problem.
To the best of our knowledge, this is the first time that the sparsity structure of data-gathering with in-network aggregation in wireless sensor networks has been analyzed and utilized to obtain effective algorithms to find sparse approximately optimal solutions. We also present extensive experimental results demonstrating that the ALGM 2 EDA algorithm routinely finds almost optimal everywhere sparse integral solutions to random instances of the M 2 EDA and MLDA problems with ≤70 nodes in less than 30 min CPU time, improving substantially upon existing algorithms for these two problems.
The rest of the article is organized as follows. Preliminaries are given in Section 2. In Sections 3 and 4 we analyze the sparsity structure of optimal 9:4
• K. Kalpakis solutions to the M 2 EDA problem. We present our ALGM 2 EDA algorithm for finding α-optimal everywhere sparse integral solutions to the M 2 EDA problem in Section 5. The relationship between the M 2 EDA and MLDA problems is analyzed in Section 6, and show how to obtain asymptotically optimal everywhere sparse solutions to the MLDA problem in Section 7. We present experimental results in Section 8, and conclude in Section 9.
PRELIMINARIES
We provide definitions, notations, and other preliminaries we use in the rest of the article.
Common Definitions and Notations
Given a directed graph G, we denote its vertex and edge sets with V [G] and E [G] , respectively. For brevity, we often write
be the set of edges entering S, and δ(S 1 , S 2 ) be the set of edges that leave S 1 and enter S 2 , where
. For brevity, we denote a directed cut (S, S) simply with the set S of vertices it enters.
, and it is everywhere sparse iff for each
Given an instance I of a discrete optimization problem, let OPT(I) and SOL(I) be an optimal and a feasible solution to I, respectively. For brevity, OPT(I) and SOL(I) will also indicate the value of the corresponding solution. The relative error of a solution SOL(I) is equal to OPT(I) − SOL(I) /OPT(I) and its approximation ratio is equal to SOL(I)/OPT(I). An instance I of a discrete optimization problem can be relaxed by allowing fractional values for its unknowns; a solution S to such a relaxed I is called a fractional solution of I. If S assigns to each unknown an integer value then it is called an integral solution of I.
We denote vectors and matrices with lower-and uppercase bold letters, e.g. x n×1 and A n×m is an n-dimensional vector and an n× m matrix, respectively. For brevity we omit the vector and matrix dimensions when they are clear from the context. Given an n × m matrix A n×m and two index sequences I ⊆ {1, 2, . . . , n} and J ⊆ {1, 2, . . . , m}, we denote by A I,J the submatrix X |I|×|J| = (x ij ) of A, where x ij = a I i ,J j , and by A J the submatrix X n×|J| = (x ij ) of A, where x ij = a i J j . For brevity, we indicate the ith column of A with A i . We denote the transpose of a matrix A with A T . The support of a vector x is defined as I(x) = {i : x i = 0}. Given two vectors x, y ∈ R m , we say that x dominates y and write x ≥ y, if x i ≥ y i for i = 1, 2, . . . , m. We say that x is lexicographically larger (smaller) than y if the smallest index nonzero component of x − y is positive (negative).
Everywhere Sparse Optimal Minimum Energy Data Gathering
Consider a universe (set) U . A function f : U −→ R can be viewed as a vector f ∈ R |U | and vice versa. The support of a function f is defined as the support of its corresponding vector f. Let f (X) = x∈X f (x) be the extension of function f to subsets X ⊆ U . Given two functions f, g : U −→ R, we say that f dominates g iff f dominates g. The characteristic vector χ (U ) ∈ {0, 1} |U | of any subset U ⊆ U is such that χ u = 1 iff u ∈ U .
We provide an overview of some concepts in linear programming we will use later on in Appendix A. The reader is referred to a text such as Korte and Vygen [1991] , and Bertsimas and Tsitsiklis [1997] for further details.
A Model for Wireless Sensor Networks
Consider a wireless sensor network (WSN) with n nodes. One node, denoted b, is designated as the base station, with the remaining nodes being sensors. Sensors are identified by unique IDs and are assumed to have limited nonreplenishable (initial) energy while the base station has no energy limitations. Time is discrete, and, at each time period, we are interested in gathering the values from all the sensors to the base station, and more precisely computing some function of all these values at the base station. During data gathering, innetwork aggregation is assumed, that is, any number of incoming data packets at a node can be aggregated into a single outgoing data packet.
2 Data packets have fixed size. The system lifetime T is the earliest time at which one or more sensors deplete their energy.
The topology of the wireless sensor network is modeled by a directed graph
2 ). There exists an edge ij ∈ E[G] whenever i can successfully send a packet to j. Let τ ij be the energy consumed by node i in order to transmit a single packet to node j, and let r j be the energy needed to receive such a packet at node j. Often τ ij is a monotonically nondecreasing function of the Euclidean distance between nodes i and j, that is, the same or more energy is required to transmit a packet at longer distances. Let i be the energy available at node i. We assume, without loss of generality, that b = ∞, r b = 0, and τ bi = 0, ∀i ∈ V [G] . For simplicity we consider sensor networks with a single base station. Sensor networks with multiple base stations can be handled easily-introduce a new node, b , to serve as the new single base station, and then append to G, for each current base station i, a new edge ib with τ ib = 0.
Let c : E[G] −→ R be a nonnegative edge capacity function for the network G. For each edge ij ∈ E [G] , node i is permitted to send a total of c ij packets to node j throughout the lifetime of the system, consuming energy equal to [G] τ ij c ij + ji∈E [G] r i c ji .
(1)
Let μ max (c) be the maximum energy consumed by any sensor under the capacity function c. We call a sensor i tight if μ i (c) = μ max (c). An edge capacity function We extend the capacity function c to directed cuts S ⊆ V [G] of G by setting the capacity c(S) of S equal to the sum of the capacities of the edges in E [G] entering S. For brevity, we denote this induced cut capacity function also by c.
A demand function ρ : 2 V [G] −→ R specifies a lower bound on the required capacity of the directed cuts of G. A directed cut S is tight if its capacity c(S) is equal to its demand ρ(S). We say that c respects a directed cut S iff c(S) ≥ ρ(S). We say that a c is feasible if it respects all the directed cuts of G, that is, if c dominates ρ. The minimum positive demand of all the directed cuts is denoted with ρ min = min{ρ(S) :
We define the special demand function ρ b,T : 2 V [G] −→ R with parameters b and T as follows:
This demand function is often used in practice for data gathering problems in WSNs, such as the MLDA problem (see Section 6). Data gathering with in-network aggregation problems in WSNs can be stated succinctly and analyzed by considering capacity functions that dominate certain demand functions [Kalpakis et al. 2003 ]; see also Section 2.3 below.
Data Gathering with In-Network Aggregation Problems
Consider a network G with base station b, transmit and receive energy consumption τ and r, and initial node energy . When performing data gathering with in-network aggregation in such a network, one is typically interested in maximizing the system lifetime T . This is known as the Maximum Lifetime Data Aggregation (MLDA) problem. Kalpakis et al [2003] showed that an instance G, b, τ , r, of the MLDA problem can be essentially solved by solving the following network design problem:
given G, b, τ , r, , find an edge capacity function c that maximizes T while ensuring that c dominates ρ b,T and dominates μ(c).
Intuitively, if one can find an edge capacity function c such that (1) each sensor has a maximum flow to the base station b of value at least T , and (2) each sensor has enough energy to send and receive all the packets provisioned by c, then a lifetime T is possible; to show it is actually achievable, additional work is needed. Kalpakis et al [2003] first found, in polynomial time, a fractional solution c to the MLDA network design problem by solving a linear program with O(V [G] 3 ) constraints and unknowns; this linear program encodes the intuition given above. Second, Kalpakis et al [2003] showed how to construct in polynomial-time a collection of aggregation trees (directed spanning trees rooted at the base station with all edges directed toward the root) and determine the number of rounds each one will be used to achieve optimal lifetime T for the data gathering task with in-network aggregation. An example network and its aggregation trees for the MLDA problem is given in Figure 1 . Our focus in this article is the problem of minimizing the maximum energy used by any sensor during data gathering with in-network aggregation for a given lifetime T . We call this the Minimum Maximum Energy Data Aggregation (M 2 EDA) problem. As in Kalpakis et al. [2003] , the M 2 EDA problem reduces to the following M 2 EDA network design problem with ρ = ρ b,T :
given G, b, τ , r, ρ , find an edge capacity function c that minimizes μ max (c) while ensuring that c dominates ρ.
Though often in practice we have the same demand T for all directed cuts that contain the base station, it is convenient to formally allow those directed cuts to have differing demands. Hereafter, unless specified otherwise, we assume that ρ is an arbitrary demand function. We show later that, when the demand function ρ in M 2 EDA is equal to the special demand function ρ b,T , the M 2 EDA and MLDA problems are essentially equivalent.
We say that a feasible solution μ max (c), c to an instance G, b, τ , r, ρ of the M 2 EDA problem is sparse, everywhere sparse, or dense if the induced graph G 9:8
We provide a mixed-integer programming formulation and its linear programming relaxation for finding optimal integral (fractional) solutions to the M 2 EDA problem, respectively.
Consider an instance I = G, b, τ , r, ρ of the M 2 EDA network design problem. An optimal integral (fractional) solution OPT(I) to I can be obtained by solving the following mixed integer (linear) program:
where all the edge capacities c ij are nonnegative integers (reals). The constraints on μ account for the energy consumed by the nodes, since μ i (c) is the energy consumed by a node i due to sending and receiving the number of packets provisioned by c. The constraints c(S) ≥ ρ(S) for each directed cut S ensure that c dominates ρ, as required for any feasible c in the M 2 EDA network design problem.
The linear programming relaxation LP1 of MIP1 provides an optimal fractional solution and a lower bound on the optimal integral solution to the M 2 EDA problem. We call LP1 the primal linear program for M 2 EDA. Observe that feasible solutions to LP1 scale linearly as we scale the demand function ρ. For simplicity, we often use c when referring to a basic feasible solution (or extreme point) of LP1, since there is one-to-one correspondence between the edge capacity function c and the extreme points μ max (c), c of the polytope defined by LP1.
It is impractical to solve the linear program LP1 by explicitly enumerating all its constraints even for small networks G, since there are (2 V [G] ) constraints. Fortunately, we do not need to explicitly enumerate all these exponentially many constraints in solving it, since, as it is shown next, there exists a polynomial-time algorithm to find any violated constraints and to solve LP1.
3 Unfortunately, this algorithm for solving M 2 EDA, which we call ELLIPSOIDM 2 EDA, is often impractical.
THEOREM 3.1. LP1 has a polynomial-time separation oracle and thus it can be solved within any required accuracy in polynomial time.
PROOF. There exists a polynomial-time separation oracle for the M 2 EDA problem that allows us to check whether any edge capacity assignment c is feasible. A capacity assignment c is feasible, unless there exists a node i ∈ V [G], with a minimum i-b directed cut S ⊆ V [G] whose capacity c(S) is less than its demand ρ(S). For example, to find such a node i, we could simply solve an i-b max-flow problem for G with the given edge capacities c. Since the oracle
Using the separation oracle above and the ellipsoid-based algorithm of Grötschel et al. [1981] , we can find in polynomial time a feasible solution to LP1 whose value is within (the required accuracy) from the optimal value, and where the feasible solution found may be in the interior of the polytope defined by LP1.
The ellipsoid-based algorithm [Grötschel et al. 1981 ] assumes that the polytope of the linear program is bounded. Without loss of generality, we extend LP1 with additional constraints to ensure a bounded polytope P ⊂ R d , with d = |E[G] + 1, as follows: we require that c e ≤ 2T for all edges e ∈ E [G] and that μ ≤ 2T μ max (1). The polytope P is contained in the ball with center at (T + 1)1 and radius O( √ dT μ max (1)), and P contains the ball with center (T + 1)1 and radius (μ max (1)/ √ d). From Theorem 4.19 in Korte and Vygen [1991] , it follows that the number of iterations of this ellipsoid-based algorithm as well as the number of calls to the oracle is O(E [G] 2 β), while the total run-
is the time for each oracle call, and
2 ), it follows that the ellipsoid-based algorithm performs O(V [G] 4 log(V [G])) iterations/calls to the separation oracle, and its total running time is O(V [G] 12 log 2 (V [G])). The ellipsoid-based algorithm is impractical despite its polynomial worst-case running time.
M 2 EDA HAS EVERYWHERE SPARSE OPTIMAL SOLUTIONS
We show that all instances G, b, τ , r, ρ of the M 2 EDA problem admit optimal fractional solutions that are everywhere sparse, that is, are solutions with O(X) positive capacity edges among the nodes in any subset X of nodes. To this end, we utilize the primal formulation LP1 for the M 2 EDA problem and arguments that are similar to those in Goemans [2006] . Goemans [2006] deals with cross-free families of intersecting sets, while we are dealing with cross-free families of crossing supermodular sets (see below) and additional constraints.
Since the M 2 EDA problem admits everywhere sparse solutions, it follows that optimal lifetime data gathering with in-network aggregation can be done with everywhere sparse communications. Consequently, almost all sensors have small degree, and the overhead for each sensor for maintaining state information for data gathering with in-network aggregation is small. Further, with O(X) communication links among any subset X of nodes, we expect less contention for the limited bandwidth almost everywhere. Moreover, the maximum loss of lifetime due to rounding down a fractional solution to M 2 EDA is bounded by O(V [G]) rather than the often much larger O(E [G] ), leading to integral solutions with better approximation ratios.
Modularity Properties of the Demand and Capacity of Directed Cuts
First, we need a few definitions. Consider any universe (set) U and a family (collection) S of subsets of U . We say that two subsets X and Y of U are intersecting iff all three subsets X − Y , Y − X, and X ∩ Y are nonempty. We say that two subsets X and Y of U are crossing if they are intersecting and X ∪ Y = U . The family S is cross-free if it has no pair of crossing sets, and it is laminar if it has no pair of intersecting sets.
for all (crossing, intersecting) sets
for all sets X, Y ⊆ U . The interested reader is referred to Korte and Vygen [1991] , Chapter 2, for more details. Consider now a digraph G together with an edge capacity function c (extended to directed cuts) and a demand function ρ for G. Suppose that the universe U is equal to V [G] and that the collection of sets S consists of all the directed cuts (subsets of vertices) of G. First, we show that c is submodular. Second, whenever ρ is crossing supermodular and c ≥ ρ, we show that if two crossing directed cuts X and Y are tight then the directed cuts X ∩ Y and X ∪ Y are also tight. We will use the latter fact to construct a collection of noncrossing tight directed cuts that are essential in determining each extreme point of the polytope of LP1. 
for all subsets X, Y ⊆ V .
See Proposition 1.3 in Frank [1993] for a proof of Lemma 4.1. 
and
PROOF. Consider any two tight crossing sets X, Y ⊂ V [G] . The submodularity of c (due to Lemma 4.1) together with the tightness of X and Y imply that
By the definition of crossing-supermodularity, and since ρ is crossingsupermodular, we have that
Furthermore, from the two equations above, and since c dominates ρ, it follows that both X ∪ Y and X ∩ Y are tight and
Since the left hand-side of (6) is 0 and c is nonnegative, c(
LP1 has Everywhere Sparse Extreme Points
Consider an instance I = G, b, τ , r, ρ of the M 2 EDA problem, where ρ is crossing-supermodular. Let μ max (c), c be an extreme point (basic feasible solution, or bfs) of the linear program LP1 for I. Recall that this extreme point is everywhere sparse iff the induced graph G * c is everywhere sparse. By the theory of linear programming [Bertsimas and Tsitsiklis 1997] , we know that every bfs is uniquely determined by those constraints that become tight, that is, are satisfied with equality, and their number is an upper bound on the size of the support (i.e., the number of nonzero components) of each such bfs. Note that the support I(c) of c determines E * c . We will show that G * c is everywhere sparse by carefully examining the structure of such tight constraints.
First, we need a few definitions. We define the characteristic energy vector μ i of node i to be a vector in R |E[G]| , whose eth entry is equal to the energy consumed by node i due to the transmission or receipt of one packet along the edge e ∈ E [G] . Observe that the total energy μ i (c) consumed by node i under a capacity function c is equal to c T ·μ i . Given a family of directed cuts C ⊆ 2 V [G] and a set of nodes S ⊆ V [G], let rows(C, S) be the following collection of vectors: the characteristic vectors χ (δ i (X)) of the sets of edges δ i (X) entering each cut X ∈ C, together with the characteristic energy vectorsμ i of each node i ∈ S. Let span(C, S) be the vector space spanned by the vectors in rows(C, S), and let dim(V) be the dimension of a vector space V. Observe that rows(C, S) essentially provide us all the constraints of the linear program LP1 due to the directed cuts in C and the nodes in S.
We are now ready to examine the structure of the tight constraints of LP1. Let C = {S : c(S) = ρ(S) > 0} be the set of all tight directed cuts and S = {i : μ i (c) = μ max (c)} be the set of all tight nodes, with respect to the given bfs μ max (c), c . Note that C cannot contain the empty set or any singleton set except possible for {b}. Our main goal is to find a "nice" basis of the vector space span(C, S), which we accomplish in Lemma 4.3 below, and then bound the size of that basis. PROOF. First, we construct a cross-free family of cuts C from C, so that span(C) = span(C ) with all the characteristic vectors of δ i (S), S ∈ C , being linearly independent. Let L be a maximal collection of cross-free sets in C. Such a collection L can be computed from C using the uncrossing algorithm in Hurkens et al [1988] .
We prove by contradiction that span(L) = span(C) and |L| = dim(span(C)). For the sake of contradiction, assume that span(L) = span(C). Then, there exists a set S ∈ C for which χ (δ i (S)) ∈ span(L). Set S must cross at least one set already in L, since L is maximal. Choose an S ∈ C that crosses the fewest elements in L. Let T ∈ L be a set that S crosses. Since both S and T are in C, they are both tight. By Lemma 4.2, the sets S ∩ T and S ∪ T are also tight, and thus both are in C. We show that S ∩ T or S ∪ T cross fewer sets in L, contradicting the choice of S above. Consider any set X ∈ L. Clearly, X does not cross T since L is cross-free. There are four cases to consider.
-X ⊂ T . Since S crosses T , set X could only cross S ∩ T . If it does, then X ∩ S, X − S, S − X, X ∩ S = ∅, which implies that X crosses S as well. -T ⊂ X. Since S crosses T , set X could only cross S ∪ T . If it does, then X ∩ S, X − S, S − X, X ∩ S = ∅, which implies that X crosses S as well. -X ∩ T = ∅. Since S crosses T , set X could only cross S ∪ T . If it does, then X crosses S as well. -X ∪ T = V . In this case, X could only cross S ∪ T . If it does, then X − S, S − X, X ∪ S = ∅, since S and T cross. Thus, X crosses S as well.
In all cases, S∩T or S∪T cross fewer sets in L than S crosses. Contradiction, since S is chosen to cross the fewest sets in L.
Second, a construct S from S such that span(C, S) = span(C , S ). Starting with S = ∅, consider each element of S in turn, and include it in S until span(C , S ) = span(C, S).
Lemma 4.3 implies that the linear system Ax = y ::
is of full rank. Since span(C, S) = span(C , S ), the unique solution x of the linear program in Equation (11) PROOF. The first part of the lemma, that the size of a set family S is ≤ 2|U | or ≤ 4|U | − 2 whenever S is laminar or cross-free, follows from Corollary 2.15 in Korte and Vygen [1991] .
Consider the second part of the lemma. Suppose, without loss of generality, that S contains one singleton. Consider the set family S obtained from S by including all the singleton subsets of U . Clearly, |S | = |S| + |U | − 1. Since S is laminar if S is laminar, and |S | ≤ 2|U |, it follows that |S| ≤ |U | + 1. Similarly, since S is cross-free if S is cross-free, and |S | ≤ 4|U | − 2, it follows that |S| ≤ 3|U | − 1.
Moreover, as in Goemans [2006] , we show that G * c is sparse. First, consider all the rows of B that correspond to the energy constraint equations μ i (x) = μ max (c) for the nodes i ∈ S . Consider a row that corresponds to a node i ∈ S which is not in V . Since i is not in V , we have that 
Integral Solutions from Optimal Fractional Basic Feasible Solutions
We show that, by a rounding down an optimal fractional basic feasible solution to LP1, we obtain an everywhere sparse integral feasible solution to LP1 and MIP1 for M 2 EDA whose value is close to the optimal value. 
Consider now any directed cut S ⊆ V [G] with positive demand. Since c is a feasible edge capacity assignment for the scaled instance J α , and since, due to Theorem 4.7, there are at most 4|V [G] edges e ∈ E[G] with positive capacity c e , we have thatĉ
By the definition of α, we have
which together with (13) implies thatĉ(S) ≥ ρ(S). Therefore, μ max (ĉ),ĉ is a feasible integral solution to the M 2 EDA instance J. Since μ max (c), c is an optimal fractional solution to J α , we have that α −1 μ max (c), α −1 c is an optimal fractional solution to J,
Therefore
and μ max (ĉ),ĉ is an an α-optimal, everywhere sparse, integral solution to J.
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FINDING α-OPTIMAL EVERYWHERE SPARSE INTEGRAL SOLUTIONS FOR M 2 EDA
Consider an instance J = G, b, τ , r, ρ of the M 2 EDA problem, where ρ is crossing-supermodular.
There is a need for a practical algorithm for finding everywhere sparse solutions to the M 2 EDA problem. Theorems 4.7 and 4.8 require an optimal basic feasible solution (bfs) to LP1. Recall that the (impractical) ELLIPSOIDM 2 EDA algorithm finds in polynomial-time an approximately optimal fractional feasible solution p to LP1. Moreover, given a linear program with a separation oracle and an optimal solution to it, Jain [2001] , Lemma 3.3, showed how to obtain in polynomial time an optimal basic feasible solution to that linear program. Therefore, though impractical, one can find an optimal fractional basic solution to LP1 in polynomial time.
We present ALGM 2 EDA, a practical algorithm for finding an optimal fractional basic feasible solution to the LP1 for any instance of the M 2 EDA problem. By rounding down that fractional everywhere sparse solution as prescribed in Theorem 4.8, we obtain an everywhere sparse integral solution whose value is within a factor of α = 1 + 4|V [G]|/ρ min of the optimal value. Since often in practice, the minimum positive demand ρ min is ω(V [G]), ALGM 2 EDA effectively provides asymptotically optimal, everywhere sparse integral solutions to the M 2 EDA problem with crossing-supermodular demands. ALGM 2 EDA is an iterative algorithm whose pseudocode is given in Algorithm 1. The algorithm maintains a set C of directed cuts, the set of the cut constraints of LP1 which are explicitly enumerated.
Initially, C contains a collection of 3|V [G]| directed cuts; these cuts are chosen since we have found them effective in solving M 2 EDA instances where the nodes are uniformly placed on a line. It is possible to initialize C to also include the set of all the directed cuts generated by the separation oracle during the run of the ELLIPSOIDM 2 EDA algorithm for LP1. Although this modification could lead to fewer iterations, it is costlier to implement and likely impractical due to the large running time of the ELLIPSOIDM 2 EDA (see the proof of Theorem 3.1).
At each iteration, ALGM 2 EDA finds an optimal bfs c to the linear program
Then it tests whether c is feasible for LP1 by attempting to find a directed cut S for which c(S) < ρ(S). If no such cut S is found, the algorithm terminates with c as an optimal bfs to LP1. Otherwise, it appends S to C and continues with the next iteration. if c(S) < ρ(S) then 12.
append S to C 13. if no change to C then 14.
return μ max (c), c
Despite the fact that ALGM 2 EDA has exponential worst-case running time, it routinely finds almost optimal everywhere sparse integral solutions to random M 2 EDA instances with up to 70 nodes in 30 min or less-much faster than what has been previously reported in Kalpakis et al. [2003] and Stanford and Tongngam [2006] for the corresponding MLDA problems. Note that the algorithms in Kalpakis et al. [2003] and Stanford and Tongngam [2006] have polynomial worst-case running times.
The algorithm in Kalpakis et al. [2003] 
uses a linear program with O(V [G]
3 ) constraints and unknowns, where for typically random networks G most of the constraints are dense. Solving such large dense linear programs using state-of-the art interior-point methods is quite slow. The algorithm in Stanford and Tongngam [2006] , based on an iterative algorithm by Garg and Konemann [1998] , performs an excessive number of iterations (due to slow convergence for small approximation errors), where each iteration takes O(V [G] 3 ) time to find a minimum cost branching of G with varying edge costs. Kalpakis et al. [2003] did not give any theoretical guarantees of optimality or nearoptimality of their solutions, while Stanford and Tongngam [2006] did not provide any guarantees of sparsity.
ON THE EQUIVALENCE OF THE MLDA AND M 2 EDA PROBLEMS
We show that an optimal fractional solution to an instance of the MLDA problem can be easily obtained from an optimal fractional solution to a suitable instance of the M 2 EDA problem and vice versa. First, we show that we can optimally solve any MLDA problem instance by solving a certain M 2 EDA problem instance, which is constructed from the given MLDA instance.
be an instance of the MLDA problem, and let T be any positive constant. Consider the M 2 EDA instance
If μ max (c), c is an optimal fractional solution to the M 2 EDA instance J, then η · T , η · c is an optimal fractional solution to the MLDA instance I, where η = 1/μ max (c).
PROOF. Consider an optimal fractional solution OPT(J) = μ max (c), c to the M 2 EDA instance J. Note that μ max (c) is positive. Let η = 1/μ max (c). Clearly, μ max (ηc) = 1.
Observe that μ max (ηc), ηc is an optimal fractional solution to the M 2 EDA instance J = G, b,τ ,r, ρ b,ηT . Since μ max (ηc) ≤ 1, it follows that ηT , ηc is a feasible solution to the MLDA instance I, because no node consumes more than its initial energy.
We prove by contradiction that ηT , ηc is an optimal fractional solution to the MLDA instance I. Consider an optimal fractional solution OPT(I) = T , c to the MLDA instance I, with T > ηT PROOF. Consider an optimal fractional solution OPT(I) = T , c to the MLDA instance I. Since one or more nodes consume all their initial energy,
, it follows that μ max (ηc), ηc is a feasible solution to the instance M 2 EDA instance J. Note that μ max (ηc) = ημ max (c) = η.
We prove by contradiction that μ max (ηc), ηc is an optimal fractional solution to the M 2 EDA instance J. Suppose that there exists an optimal fractional solution OPT(J) = μ max (c ), c to the M 2 EDA instance J such that μ max (c ) < η. Let β = 1/μ max (c ). Note that μ max (βc ) = 1. Then βT o , βc is a feasible solution to the MLDA instance I. Hence, βT o ≤ T , which implies that ηβ ≤ 1. However, since η > μ max (c) = 1/β, we also have ηβ > 1. Contradiction.
ALMOST OPTIMAL EVERYWHERE SPARSE INTEGRAL SOLUTIONS FOR MLDA
Consider an instance I = G, b, τ , r, of the MLDA problem, and the instance J = G, b,τ ,r, ρ b,T of the M 2 EDA problem, where T is any positive constant,
. We find an optimal everywhere sparse solution to the MLDA instance I by using Lemmas 6.1 and 6.2, together with an optimal everywhere sparse basic feasible solution to the LP1 for the M 2 EDA instance J. First, we establish that M 2 EDA problem instances with demand function ρ b,T admit optimal, everywhere sparse, fractional basic feasible solutions as stipulated by Theorem 4.7. To this end, it is sufficient to show that the demand function ρ b,T is crossing-supermodular. (4) holds.
Lemma 6.1 shows that an optimal solution to an MLDA problem instance I can be obtained by appropriately scaling an optimal solution to the corresponding M 2 EDA problem instance with demand function ρ b,T o , for some positive constant T o . Since scaling a capacity function preserves its support, it follows that the ALGM 2 EDA algorithm can be used to construct an optimal, everywhere sparse, fractional solution T , c to an MLDA problem instance I. Furthermore, by rounding down c, we show that we get an everywhere sparse integral solution to the MLDA instance I which is optimal within a factor of 1 − 4|V [G]|/T . In particular, J = G, b,τ ,r, ρ b,T is the M 2 EDA instance of interest, wherê
Let OPT(J) = μ max (c ), c be an optimal fractional basic feasible solution to LP1 for the M 2 EDA instance J. Such a solution can be computed by the ALGM 2 EDA algorithm. By Lemma 6.1, η · T , η · c = T , c is an optimal fractional feasible solution to the MLDA instance I, where η = 1/μ max (c ).
From Theorem 4.7 and since c and c have the same support, we have that
Consider now the integral capacity functionĉ such thatĉ e = c(e) , for each edge e ∈ E [G] . Sinceĉ ≤ c, we have
Since there are at most 4|V [G]| edges e ∈ E[G] with positive capacity c e , it follows thatĉ
is an integral, feasible, everywhere sparse solution to the MLDA instance I. Since the optimal for I is T , it is also optimal within a factor of α
EXPERIMENTS
We provide experimental results illuminating certain performance aspects of the ALGM 2 EDA algorithm. All experiments were done in Matlab R11.1 running on a Windows XP desktop with a Pentium III 931-Mhz processor and 512MB of RAM. We consider sensor networks in which the sensors are uniformly distributed in a 50-m 2 × 50-m 2 field, and the base station is fixed at location (0, 0). We generate 10 random networks of size n, for each n = 10, 15, 20, 25, 30, 35, 40, 45, 50, 60, 70, and 80 . We use the first order radio model [Heinzelman et al. 2000; Kalpakis et al. 2003; Lindsey et al. 2001 ] as the energy model. A sensor consumes 50 nJ/bit to run the transmitter or receiver circuitry and 100 pJ/bit/m 2 for the transmitter amplifier. The packet size is 1000 bits. The demand function used by all the M 2 EDA problem instances is ρ b,T with T fixed to 1000 rounds. We consider six performance metrics: the maximum energy μ max (c) used by any sensor; the number of iterations of the outer while loop of the ALGM 2 EDA algorithm; the number of cuts in C at termination; |E * c |, the number of edges with positive capacity; the relative error err rel of the value of the integral solution c with respect to the value of the optimal fractional solution c, err rel = |μ max ( c ) − μ max (c)|/μ max (c); and the CPU running time in seconds.
We show the average of these six performance metrics of the ALGM 2 EDA algorithm in Table I . Scatter plots for these performance metrics for each instance are shown in Figure 2 , together with the average and standard deviation of these metrics for each network size. On average, the ALGM 2 EDA algorithm terminates after seven iterations while considering fewer than 300 cuts, which is substantially smaller than the 2 80 worst-case bound on C for the largest network size of 80. The average number of cuts in C at termination seems to grow linearly with the network size instead of exponentially.
The experimental relative error is a third or less of that predicted by Theorem 4.8. For example, for n = 80, the experimental err rel = 7.96% versus the 32% upper-bound provided by Theorem 4.8. Though err rel increases as n increases, this is expected, since, for fixed T , the value of an optimal fractional solution to M 2 EDA decreases. The average degree of the nodes is |E * c |/n ≤ 2.5, which is smaller than the bound of 4 provided by Theorem 4.7. Furthermore, as the network size increases, that is, as the sensor density increases, the maximum energy used by any sensor decreases. This is desirable and is due to the fact that the transmission energy costs decrease with increased density, while the receipt energy costs do not change significantly since the average degree of the sensors is ≤ 4.
Note from Figure 2 (f) that the variance of the CPU runtime increases as the the network size n increases. The ALGM 2 EDA algorithm solves its largest linear program at the final iteration; that linear program has |C| constraints and O(n 2 ) unknowns, and solving it takes time superlinear in |C|. Consequently, since |C| increases as n increases, the variance of the CPU time increases superlinearly as n increases.
Finally, despite the rather slow PC used for the experiments and the Matlab interpretation overhead, problems of size up to 70 were solved on average in 30 min. or less, and problems of size 80 were solved in about 1 h of CPU time. This is a substantial improvement over the ≈2 h and 1263 s average runtime to find optimal and approximately optimal fractional solutions to the MLDA problem for networks with 60 nodes reported in Kalpakis et al. [2003] and Stanford and Tongngam [2006] , respectively (see Table II ). Note that the algorithms in Kalpakis et al. [2003] and Stanford and Tongngam [2006] have polynomial worst-case running times. 
CONCLUSIONS
We considered two related problems for data gathering with in-network aggregation in wireless sensor networks. The MLDA problem is concerned with maximizing the system lifetime T so that we can perform T rounds of data gathering with in-network aggregation, given the initial available energy of the sensors. The M 2 EDA problem is concerned with minimizing the maximum energy consumed by any sensor when performing T rounds of data gathering with in-network aggregation, for a given T .
We present the ALGM 2 EDA algorithm for finding everywhere sparse, optimal within a factor α, integral solutions to the M 2 EDA problem for a wireless sensor network with n nodes and lifetime requirement T , where α = 1 + 4n/T . A solution is everywhere sparse if the number of communication links among the nodes in any subset X of nodes is O(X), in our case at most 4|X| links. It follows that almost all sensors have small degree, and the overhead for each sensor for maintaining state information for data gathering with innetwork aggregation is small. Further, with at most 4|X| communication links among any subset X of sensors, we expect less congestion and contention for the limited bandwidth almost everywhere. Since often T = ω(n), we obtain everywhere sparse asymptotically optimal integral solutions to the M 2 EDA problem.
We also show that the MLDA and M 2 EDA problems are essentially equivalent, in the sense that we can obtain an optimal fractional solution to an MLDA problem instance by scaling an optimal fractional solution to a suitable M 2 EDA problem instance. As a result, we obtain everywhere sparse, asymptotically optimal integral solutions to the MLDA problem, when the initial available energy of the sensors is sufficient for supporting optimal fractional lifetime which is ω(n).
Extensive experimental results demonstrate the the ALGM 2 EDA algorithm routinely finds optimal, everywhere sparse, fractional solutions to M 2 EDA and MLDA problem instances with ≤ 70 nodes in less than 30 min CPU time. As part of our future work, we plan to investigate distributed algorithms for finding sparse near-optimal solutions to the M 2 EDA and MLDA problems. 
APPENDIX: LINEAR PROGRAMMING PRIMER
We provide an overview of some concepts in linear programming. The reader is referred to a text such as Korte and Vygen [1991] and Bertsimas and Tsitsiklis [1997] for further details.
Consider a linear program in standard form ⎧ ⎪ ⎨ ⎪ ⎩ min c T x such that
where A ∈ R n×m , c, x ∈ R m , b ∈ R n , and n ≤ m. The linear program above defines a convex polyhedron P = {x : Ax = b, x ≥ 0}. For convenience, and without loss of generality, suppose that the constraint matrix A is of full rank n and that b ≥ 0. The case where A has rank less than n leads to degeneracies requiring special handling see Bertsimas and Tsitsiklis [1997] . We further assume, without loss of generality, that the polyhedron P is bounded and nonempty, that is, the linear program has a bounded optimal solution.
Let B be a sequence (ordered set) of n column indexes in {1, . . . , m}. Let A B be the n × n submatrix of A whose ith column is A B(i) There is a bijection between basic feasible solutions and vertices (extreme points) of the polytope defined by A. Furthermore, an optimal solution always occurs at one of its vertices.
Associate with each constraint a shadow price (or dual variable). The shadow prices π ∈ R n corresponding to a base B is given by
The relative costc j of each nonbasic column A j is given bȳ
The Simplex method, discovered by Dantzig, systematically explores the set of basic feasible solutions, starting from an initial bfs, until an optimal bfs is found. The process of moving from a bfs to an adjacent bfs is called pivoting. In pivoting, we exchange a basic column with a nonbasic column, without increasing the cost of the best feasible solution so far.
We describe next a variant of the Simplex method, the Revised Simplex Method (RSM) with the lexico-min rule. An arbitrary nonbasic column A j enters the current base B if its relative costc j < 0. If all nonbasic columns have relative cost ≥ 0, then the current bfs is optimal and Simplex terminates. Otherwise, a basic column to exit the current base B needs to be selected. There are multiple approaches to do so. We describe the lexico-min approach for choosing the basic column to exit the current basis B, since it guarantees termination in a finite number of pivoting steps [Bertsimas and Tsitsiklis 1997] . Let a i denote the ith row of the matrix A B . Let l be the index of the lexicographically smallest row [x i , a i ]/u i with u i > 0:
where u = A Extensive computational experience since the discovery of the Simplex method demonstrated that in practice it is an efficient algorithm. The Revised Simplex Method offers computational advantages for linear programs with sparse constraint matrices. Moreover, observe that RSM allows us to solve linear programs with exponentially many variables by performing few pivots in practice, provided that we can either find, in polynomial time, a nonbasic column with negative relative cost or show that no such column exists.
There are many cases, where other methods, such as interior-point methods, run faster. For example, the standard solver in Matlab is based on interiorpoint methods. Optimal solutions computed by interior-point methods may not be optimal basic solutions, that is, may have support larger than n. Obtaining optimal basic solutions from a pair of nonbasic optimal solutions is known as basis crushing, purification, or crossover. Beling and Megiddo [1998] described efficient algorithms for basis crushing for linear programs with polynomially many constraints and unknowns.
In our experiments of solving instances G, b, τ , r, ρ of the M 2 EDA problem, we did the following. At each iteration, we first found an optimal nonbasic feasible solution x to the linear program min μ max (x) such that x(S) ≥ ρ(S), ∀S ∈ C , where C is the current collection of directed cuts. Then, we did basis crashing on x by by solving this linear program again using the Revised Simplex method, but this time we considered only edges in the subgraph G
