The uncertainty (relative root-mean-square error) of abundance estimates based on a simple and easily implemented adaptive design for an acoustic survey is examined. The study is limited to surveys with parallel transects and independent observations with extremely skewed distributions. The adaptive approach defines a stratum for each conventional observation and how to take additional observations in that stratum when the acoustic density exceeds a predetermined threshold. The cost (sailing distance) of each added observation is about three times that of a conventional observation. This method was demonstrated using high-resolution transect data from a herring (Clupea harengus) acoustic survey conducted in 2006 off the north coast of Norway. The primary sampling unit for this winter survey was 5 nautical miles, and the usual distance between transects was 20 nautical miles. The results indicate that an adaptive survey design would substantially reduce the root-mean-square error of the abundance estimates compared with that of the conventional survey design.
Introduction
High-resolution acoustic data from the wintering area (Figure 1 ) of Norwegian spring-spawning herring (Clupea harengus) were analysed. The data are characterized by an extremely skewed density distribution with many zero observations and substantial diel variation. Each observation is the average of the backscattering signal over 5 nautical miles (hereafter, miles) of cruise track. About 2 -3% of them accounted for 50% of the accumulated areabackscattering coefficient for the whole survey, causing the abundance estimates to be rather uncertain. This paper focuses on the potential for reducing the root-mean-square error by implementing a simple and feasible adaptive-sampling approach.
The adaptive design is a procedure where the sampling intensity depends on the values observed during the survey (Thompson and Seber, 1996) . Adaptive sampling designs have been applied in marine surveying with two different approaches. The first is called adaptive allocation in stratified sampling, where additional second-phase observations are taken in a stratum if the average of the first-phase sample exceeds a predetermined threshold (McQuinn et al., 2005; Smith and Lundy, 2006) . The second approach is called adaptive cluster sampling, i.e. when an observation exceeds a predetermined threshold in a sampling unit, all neighbouring units are surveyed until they enclose the cluster with values below the threshold (Conners and Schwager, 2002) . In this paper, an adaptive-allocation design was evaluated.
The key idea is to utilize the fact that a few samples dominate the abundance estimator, together with the greater variance seen in local samples with increasing fish abundance. The approach for the present study was limited to parallel acoustic transects in regions that may be stratified for a distance, H, between transects. It is further assumed that the acoustic densities are integrated on a sufficiently coarse scale, L, so that successive observations are uncorrelated. Then, the entire study area is gridded with square cells of length L. For each cell containing an observation from the conventional (non-adaptive) design, a corresponding stratum is defined, consisting of all cells closer to the specific observation cell than to any other observation cell (Voronoi polygons; see Voronoi, 1907) .
The adaptive approach involves taking extra, uncorrelated observations in each stratum when the original observation exceeds the predetermined threshold, g. The sailing distance, D, for each extra observation is then at most 3 L (Figure 2) , and the maximum number of adaptive values per stratum is now
It is well known that adaptive allocation in stratified sampling will introduce a bias if all the extra samples are included in the abundance estimator (Thompson and Seber, 1996) . This bias can be elegantly removed by applying the Rao-Blackwell estimator (Thompson and Seber, 1996) . In the present study, this is synonymous with including only the extra observations equal to or exceeding g in the abundance estimator. Both approaches were tested by calculating the relative root-mean-square error (RMSE%) of the abundance estimator as an uncertainty measure, which gives equal weight to the accuracy (squared bias) and the precision (variance).
Material and methods
Acoustic-transect data from surveys of herring with a resolution of 0.1 nautical mile and 10-m depth were analysed. The elementarysampling distance in the winter survey of the Norwegian springspawning herring stock was 5 miles obtained as the arithmetic average over successive 0.1-mile samples from the acoustic database. The acoustic methodology has changed over the past few years, because, since 2002, the stock has wintered outside the Ofotfjord, whereas it wintered inside the fjord from 1987 to 2001. The acoustic data were collected in the standard manner (Korneliussen et al., 2008) , using five echosounder frequencies, namely 18, 38, 70, 120, and 200 kHz for species identification. The 38 kHz data were used as a reference for biomass estimation. The data were scrutinized using the Bergen echo integrator (Foote et al., 1991) and stored in a standard format. The present study is based on data from the 2006 survey.
The adaptive estimator
Let b i2 and b iþ denote a random value of b i , g and b i ! g, respectively, where g is the predetermined threshold of the nautical-area-backscattering coefficient, s A (MacLennan et al., 2002) , to be exceeded before n21 additional adaptive observations are taken. For a given stratum, the density estimator that considers all observations can be expressed as
The problem with m skew is that it tends to underestimate the true density. The bias can be removed by applying the following RaoBlackwell estimator (cf. Equation 7.17 in Thompson and Seber, 1996) :
where The s A distribution models
The positive s A -values, s Aþ , were allowed to follow a slowly varying trend on the log scale limited to a polynomial surface, m(x, y), of maximum second order:
The error variable 1 was assumed to have zero mean and constant variance, s 2 , independent of location. In addition, it was assumed that the errors at different locations were independent of each other and that b¼ s Aþ was lognormally distributed according to LN(m, s):
The e m term represents a scale parameter, and s is a shape parameter. The coefficient of variation (CV; standard deviation divided by mean) and a measure of skewness are given by the expressions
Therefore, CV and skew increase rapidly with s. To examine the effect of the substantial tail in the full lognormal distribution, the truncated lognormal distribution, f tr (b), was defined as
where F is the cumulative Gaussian N(0,1) distribution, and U is an upper threshold beyond which any s A -value is assumed to be unrealistic. Note that because m generally depends on location, so will F U . The smaller the value of m, the more equal f tr (b) and f(b) become. For the lognormal model, it can be demonstrated that the bias, the expected value of [m skew 2 m], is given by
is the probability of a positive observation below threshold g, and F 21 is the inverse cumulative N(0,1) distribution. The bias is also negative for the truncated lognormal distribution, and in both cases, the bias approaches zero with increasing p.
The following indicator function I(x, y) was included in the model to take account of the zero observations:
The simplest model for I is the binomial IBino(1,p), where p is the expected proportion of cells with b. 0 and is independent of the cell location. Often, however, there will be large regions without fish, in which case the modelling of I is more complicated (Fletcher et al., 2005) . One approach is to model a p-trend surface allowing p to vary with (x, y). In general, several models for the zero observations should be examined to see how the choice of model influences the results. Here, only the binomial model was considered, but a polynomial p-trend surface was fitted to the data using the model described in Equation (3) to reveal the effect of a variable p on the uncertainty of the abundance estimate.
The abundance estimator and its properties
Let M¼ E[B] and B s denote the true and estimated total abundances, respectively, for the entire study area, which is approximated by N g square-grid cells with area A 0. There is a total of N s sample cells. Then
where n is is the number of grid cells allocated to sample cell i, b ig the fish density (number or biomass per nautical mile 2 ) corresponding to a random acoustic sample within cell i, b is the sample estimate for cell i, and I an indicator that is 1 when s A . 0 and 0 when s A ¼ 0. It was assumed that the fish density within each cell was closely approximated by a stochastic, homogeneous process and that b was proportional to s A . Furthermore, b and I were assumed to be independent; likewise I is Bino(1,p i ) and I js Bino(1,p j ) for i = j. p i (x, y)¼ P(b is . 0) was assumed to vary slowly enough in space that it was reasonable to neglect any variation within a cell.
The relative root-mean-square error (RMSE%) is a measure of the uncertainty in B s that takes account of both the bias and the precision
where M is the true abundance as before, and bias(B s ) ¼ E[B s 2 M ] and var(B s ) are the bias and variance of B s , respectively. The estimation of bias and variance is based on actual acoustic data and the model in Equation (3); detailed derivations are available from the corresponding author. Note that the number of observations, N s , is smaller for a conventional survey design than it is for an adaptive design. In addition, the cost of obtaining an adaptive observation is a factor g. 1 larger than that of a conventional observation. The bias of the conventional design is assumed negligible. The RMSE% is then inversely proportional to the square root of the number of observations. Therefore, to compare the uncertainty of the conventional and adaptive designs, the RMSE% for a conventional design is reformulated as
where g¼ 3 for the adaptive design suggested for the herring survey, and N a is the expected number of extra (adaptive) observations. Two hypothetical case studies were run to generalize the results. First, the trend surface was replaced by a constant level (i.e. zero trend). Second, two different constant-abundance levels were applied: one in the northern domain with transect spacing H ¼ 40 and the other in the southern area with H ¼ 20 miles. The two regions are separated by the east-west line y ¼25. The levels were adjusted so that the density was twice as large in the southern area than in the northern area. In this way, a nearly optimal conventional design was obtained, that is to say, the stratified design based on unbiased and independent observations that provide the lowest obtainable CV for a given number of observations (Thompson, 2002) . The total abundance was the same in both case studies.
Results

Data analysis
The survey transects in 2006 are illustrated in Figure 1 as black lines with black dots to denote zero observations, along with the extension of the study area, a marker indicating the density for each sampling unit of 5 miles (red for positive values), and the polygon-trend surface f(x, y) ¼ c 0 þ c 1 xþ c 2 yþ c 3 xy fitted to the positive measurements (log scale). From now on, this trend model is described as first-order because the second-order term, c 3 xy, is small. The abundance was clearly largest in the eastern part of the southern survey area.
The data were corrected for day/night effects according to the procedure described by Vabø et al. (2002) . A normal plot of the residuals (Figure 3) was fitted better by the first-order model than either the model with no trend or the full two-dimensional model. To assess this quantitatively, a chi-squared test was applied to the frequencies in 12 equidistant bins covering 95% of the probability mass, along with two bins covering the higher and lower ends of the distribution. For the first-order model, the significance level was p* ¼ 0.88 based on the N(0,s) distribution, where s ¼ 1.69 was the estimated standard deviation. The good fit supported the lognormal assumption and indicated that the model suggested for the trend-surface was appropriate.
The p-trend model, p ¼ P(s A . 0) ¼ a p þb p xþc p yþd p xy, fitted to the presence -absence data I(x, y) ¼ 0 or 1, is presented in Figure 4 . The effect of the adaptive design was examined for the idealized survey positions illustrated in Figure 5 . There were 787 grid cells covering the entire study area, including 265 conventional observation cells through which the assumed transects were passing (the black cells in Figure 5 ). Figure 5 also shows six, randomly chosen, adaptive-observation cells to give an impression of a typical (small effort) outcome of the adaptive approach for large thresholds, g, in which case the adaptive approach is more effective. Figure 6 shows the RMSE% as a function of the s A threshold, g, which must be exceeded before extra adaptive observations are taken. The adaptive design (m skew ) provides much better results (smaller RMSE% values) than the conventional design for large g. For example, at g ¼ 10 5 the adaptive RMSE% was 21, compared with 28 for the conventional design. In this case, the expected number of extra adaptive observations per survey was about two, which corresponds to a modest, expected, additional cruise track of 30 miles. The improvement over a large span of g-values indicates that the choice of the threshold was not crucial at large threshold levels. At small threshold levels, many extra observations are required, and the adaptive design becomes inappropriate. At the large threshold limit, with g ¼ U, the RMSE% values of the adaptive and the conventional design are equal. This is to be expected because the adaptive design is not feasible with a threshold (g) beyond or at the upper limit (U ) of an obtainable s A -value. The unbiased Rao-Blackwell estimator m RB did not provide smaller RMSE% values than the conventional design in the examined range of g-values, so appeared to be ineffective. A difference in RMSE% between the two zero-observation models is seen in the upper panel in Figure 6 , but the effect is modest compared with the difference between the conventional and adaptive designs. From the lower panel of Figure 6 , the effect of the zero-observation model on the adaptive-sampling effort is negligible.
RMSE% results
With U ¼ 1 (i.e. the full, non-truncated, lognormal model), the minimum RMSE% for the adaptive design was 28, compared with 47 for the conventional design, clearly illustrating the sensitivity of the highly skewed, lognormal distribution to the truncation value. To examine the sensitivity of the uncertainty results with regard to the unknown s of the 2006 data, a confidence interval for s was constructed. With U¼ 500 000 this was approximately (1.55, 1.87). Then, the RMSE% was calculated for the interval ends s¼ 1.5 and s¼ 1.9 as a reasonable representation of the range of likely s-values. The relative bias, the standard error (s.e.), and the RMSE, all expressed as a percentage, were calculated. The results for m skew and m conv using the polynomial zero-observation model are displayed in Table 1 . They reveal only moderate sensitivity to the estimates of s.
For the hypothetical case study with constant abundance (i.e. no trend) and s ¼ 1.7, the RMSE conv % ¼ 24.7 and min(RMSE skew %) ¼ 19.6. Therefore, the no-trend case still had reduced uncertainty using the adaptive approach, but the improvement was less than that of the trend-surface case. For s ¼ 1.0, the corresponding statistics were 11.2 and 12.9, respectively, indicating that the efficacy of the adaptive approach improves with increasing skewness.
The RMSE% values from the optimal-allocation study with s ¼ 1.7 were 18.7 and 23.9 for the adaptive and conventional designs, respectively; with s ¼ 1.0 the corresponding values were 10.7 and 12.8. There are 787 cells in the grid of which 256 are conventional observation cells (black). There are random adaptive cells (grey) in the southern area where the abundance was largest illustrating a typical outcome of adaptive effort when the threshold, g, is large, i.e. the probability of its being exceeded is small. In this case, the adaptive design is most effective.
Discussion
The herring case study indicated that a simple and feasible adaptive design substantially reduces the RMSE% of the abundance estimator. Originally, this reduction was thought to be because of the highly heterogeneous density field. However, the hypothetical case study demonstrated a considerable reduction in RMSE% when there was no density trend, though not as great as in the heterogeneous case with a trend. Furthermore, the difference between the adaptive and conventional RMSE% diminished with reduced skewness of the acoustic-density distribution. Therefore, it appears that the minimum RMSE% of the adaptive design is considerably less than that of the conventional design for highly skewed sampling distributions.
As regards choosing the optimal threshold, the RMSE% curve is rather flat around its minimum, so the adaptive estimator should be beneficial for a range of thresholds, provided they are large enough (i.e. ensuring there is a small probability of the threshold being exceeded).
The negative bias of the adaptive estimator is a challenge in the context of abundance estimation. First, the bias cannot be estimated from the data without employing a model, and second, it might vary systematically or randomly. The lognormal model suggested that the bias was proportional to abundance, although more work is needed to explore this issue.
Despite these promising results, the adaptive-sampling RMSE% was still rather large. This was because of the extremely skewed sampling distribution, combined with the small spatial coverage by the echosounder. The degree of coverage is considered the dominant contributor to the total uncertainty in these oceanic herring surveys (Løland et al., 2007) . There is much potential for improving the precision of acoustic surveys by developing sonar techniques that could greatly extend the limited spatial coverage of the echosounder. A combination of these tools could help to reduce the total uncertainty in the abundance estimates of schooling pelagic fish. The adaptive method suggested here performs best when the density distribution is highly skewed. In that case, the high-density spots should be sampled more intensively if reducing the total uncertainty is a primary objective. The method therefore seems relevant not only for acoustic surveys for pelagic fish, but also for bottom-trawl surveys, where a few large catches can likewise result in a skewed sampling distribution. 
