Abstract. We calculate a certain mean-value of meromorphic functions by using specific ergodic transformations, which we call affine Boolean transformations. We use Birkhoff's ergodic theorem to transform the mean-value into a computable integral which allows us to completely determine the mean-value of this ergodic type. As examples, we introduce some applications to zeta functions and L-functions. We also prove an equivalence of the Lindelöf hypothesis of the Riemann zeta function in terms of its certain ergodic value distribution associated with affine Boolean transformations.
Introduction
In [LW09] , M. Lifshitz and M. Weber investigated the value distribution of the Riemann zeta function ζ(s) by using the Cauchy random walk. They proved that almost surely holds for any b > 2 where {S n } ∞ n=1 is the Cauchy random walk. This result implies that most of the values of ζ(s) on the critical line are quite small. Analogous to [LW09] , T. Srichan investigated the value distributions of Dirichlet L-functions and Hurwitz zeta functions by using the Cauchy random walk in [Sri15] .
The first approach to investigate the ergodic value distribution of ζ(s) was done by J. Steuding. In [Ste12] , he studied the ergodic value distribution of ζ(s) on vertical lines under the Boolean transformation.
We are interested in studying the ergodic value distribution of a larger class of meromorphic functions which includes but is not limited to the Selberg class (of ζ-functions and L-functions) and their derivatives, on vertical lines under more general Boolean transformations, which we shall call affine Boolean transformation β, x = β for an α > 0 and a β ∈ R. Below is our main theorem. For a given c ∈ R, we shall denote by H c and L c the half-plane {z ∈ C | Re(z) > c} and the line {z ∈ C | Re(z) = c}.
Theorem 1.1. Let f be a meromorphic function on H c satisfying the following conditions.
(1) There exists an M > 0 and a c ′ > c such that for any t ∈ R, we have
(2) There exists a non-increasing continuous function ν : (c, ∞) → R such that if σ is sufficiently near c then ν(σ) ≤ 1 + c − σ, and that for any small ǫ > 0, f (σ + it) ≪ f,ǫ |t| ν(σ)+ǫ as |t| → ∞. (3) f has at most one pole of order m in H c at s = s 0 = σ 0 + it 0 , that is, we can write its Laurent expansion near s = s 0 as
for m ≥ 0, where we set m = 0 if f has no pole in H c . Then for any s ∈ H c \L σ0 , we have
We denote the right-hand side of the above formula by l α,β (s). If f has no pole in H c ,
where
Moreover when m = 1, we can extend the result in (1.3) to the line L σ0 by setting
In the next section, we first give a few examples as applications of our main theorem, Theorem 1.1, to the Riemann zeta function, Dirichlet L-functions, Dedekind zeta functions, Hurwitz zeta functions, and their derivatives. We will briefly review some basics of ergodic theory and see an ergodic property of affine Boolean transformations in Section 3. In Section 4, we will complete the proof of Theorem 1.1.
Some applications to zeta functions and L-functions
In the following examples, we write f (0) to express f itself and we define
for any non-negative integer k.
Example 2.1 (The Riemann zeta function). For any k ≥ 0 and s ∈ H −1/2 \L 1 , we have
Denoting the right-hand side of the above formula by l
If k = 0, we can extend the result to the line L 1 by setting
Remark that Steuding showed Example 2.1 when k = 0, α = 1, and β = 0 thus Example 2.1 is a generalization of [Ste12, Theorem 1.1].
Proof of Example 2.1. We first note that for any k ≥ 0, ζ (k) (s) has an absolute convergent Dirichlet series expression when Re(s) > 1. Thus condition (1) of Theorem 1.1 is satisfied for any c ′ > 1. From the Laurent expansion of ζ(s) near its pole s = 1 (see [Bri55, Theorem] ), we can deduce the Laurent expansion of ζ (k) (s) for any k ≥ 0 near s = 1:
Thus for k ≥ 0, ζ (k) (s) has a pole of order k + 1 at s = 1. Moreover, we can show by using [Tit86, pp. 95-96] that
holds with
for any k ≥ 0. Therefore we can apply Theorem 1.1 with c = −1/2, s 0 = 1, and
We can also show that this ergodic mean-value is related to the Lindelöf hypothesis. We first show that the Lindelöf hypothesis can be rewritten in terms of
Theorem 2.2. Let k ∈ N. The Lindelöf hypothesis: For any ǫ > 0,
The above theorem implies that we can restate the Lindelöf hypothesis as:
For any ǫ > 0, ζ
Proof of Theorem 2.2. Suppose that the Lindelöf hypothesis is true. Thus by using the functional equation for ζ(s),
holds for any ǫ > 0 with
Then by Cauchy's integral theorem, for any k ∈ N we have
Now suppose that for some k ∈ N,
This implies
We can then reformulate the Lindelöf hypothesis in terms of ergodic value distribution of ζ (k) (s) on vertical lines under affine Boolean transformations as follows:
Theorem 2.3. Let k be a non-negative integer. The Lindelöf hypothesis is true if and only if, there exist α > 0, β ∈ R such that for any l ∈ N,
exists for almost all x ∈ R.
Proof of Theorem 2.3. From Theorem 2.2, we can restate the Lindelöf hypothesis as
for any non-negative integer k. We then show that the hypothesis in the form (2.3) is equivalent to the existence of the limit in (2.2).
Replacing the function ζ(s) by ζ (k) (s) in the proof of Theorem 4.1 in [Ste12] , we can easily show the necessary condition for the Lindelöf hypothesis (in the form (2.3)).
To show the sufficient condition for the Lindelöf hypothesis, we note that
so that |ζ (k+1) (1/2 + it)| < C k |t| holds for any |t| ≥ 1 for some C k > 0 which may depend only on k. Further, for τ ≥ 1,
for some C α,β > 0 that depends only on α and β. Then again we can replace the function ζ(s) by ζ (k) (s) in the proof of Theorem 4.1 in [Ste12] to obtain the sufficient condition for the Lindelöf hypothesis (in the form (2.3)). This completes our proof of Theorem 2.3. 
for almost all x ∈ R. Denoting the right-hand side of the above formula by l
where γ −1 (χ 0 ), γ k (χ 0 )'s are constants that depend only on χ 0 . They are coefficients of the Laurent expansion of L (k) (s, χ 0 ) near s = 1. If k = 0, we can also show the result on L 1 by setting
Proof of Example 2.4. As in the proof of Example 2.1, for any non-negative integer k, L (k) (s, χ) has an absolute convergent Dirichlet series expression when Re(s) > 1. Referring to [Red82, Lemma 2], we know that L (k) (s, χ) also satisfies an inequality similar to (2.1).
If χ is non-principal,
has a pole of order k+1 at s = 1. Hence we can also apply Theorem 1.1 with c = −1/2, s 0 = 1, and m = k + 1 to L (k) (s, χ 0 ) with the Laurent coefficients as discussed in [IK99, Theorem 2].
Example 2.5 (Dedekind ζ-functions). Let ζ K (s) be the Dedekind ζ-function of a number field K over Q of degree d K . Then for any k ≥ 0 and s ∈ H 1/2−1/d K \L 1 , we have
Denoting the right-hand side of the above formula by l K
where γ −1 (K), γ k (K)'s are constants that depend only on K. They are coefficients of the Laurent expansion of ζ 
Proof of Example 2.5. We refer to [Ste03, Theorem 2] for the bound of the form (2.1) and to [HIKW04, for the Laurent coefficients of ζ for these functions (f is any of these ζ-functions and L-functions). We do not discuss this further but we remark that we can show these analogous results by using methods similar to the methods used in proving Theorems 2.2 and 2.3.
Example 2.7 (Hurwitz zeta functions). For non-negative integer k, 0 < a ≤ 1, and any s satisfying Re(s) > −1/2 and Re(s) = 1, we have
for almost all x in R.
is a coefficient of the Laurent expansion of ζ 
Proof of Example 2.7. The proof also follows that of Example 2.1 where we put c = −1/2, s 0 = 1, and m = k + 1. Here, we refer to [Red82, Lemma 2] for the bound of the form (2.1) and to [Ber72, Theorem 1] for the Laurent coefficients of ζ (k) (s, a) near its pole at s = 1.
Affine Boolean transformations
In this section, we will show the ergodicity of T α,β defined in (1.1) with respect to a proper measure. To state our main theorem, let us recall some basic notation. We denote by B and ν the Borel σ-algebra on R and the Lebesgue measure on B. For a given α > 0, β ∈ R, let us define the function µ α,β by
One can easily check that µ α,β is a probability on B and
for any A ∈ B. In particular, this implies that µ α,β (A) = 0 if ν(A) = 0.
Theorem 3.1. For given α > 0, β ∈ R, T α,β : R → R is measure preserving with respect to µ α,β , that is, for any A ∈ B, we have
Applying Birkhoff's ergodic theorem, we have an ergodic mean-value of an integrable function. Let us denote by T n α,β the n-th iteration of T α,β , that is,
Corollary 3.2. If f : R → R is integrable with respect to µ α,β , then
See [EW11, Theorem 2.30] for the proof of Birkhoff's ergodic theorem. Corollary 3.2 follows immediately from Birkhoff's ergodic theorem and Theorem 3.1.
Birkhoff's ergodic theorem describes the relation between the space average of a function and the time average along the orbit. In the next section, we will apply Corollary 3.2 to transform a mean-value of ergodic type into a computable integral.
In the rest of this section, we complete the proof of Theorem 3.1. We first recall the famous result given by R. Adler and B. Weiss. Proof of Theorem 3.1. We first check that T := T 1,0 is measure preserving and ergodic with respect to µ := µ 1,0 . Let us denote by χ A the indicator function of A ⊂ R. It follows from a simple calculation that
for any A ∈ B. Thus T is measure preserving with respect to µ. If T −1 (A) = A, it follows from Lemma 3.3 that either ν(A) or ν(X\A) is 0. Hence, by (3.1), either µ(A) or µ(X\A) must be 0.
Next, let us consider the general case. Defining the affine transformation φ α,β : R → R by φ α,β (x) := αx + β, we can easily check that
α,β (A)). Since T is measure preserving with respect to µ, we have
Proof of the main theorem
Proof of Theorem 1.1. It follows from Corollary 3.2 that (1.3) holds. For the case m = 1, we set the values of the integrand to be the principal value on the line L σ0 and since this is integrable, as we shall see below in Case 3 of the evaluation of l α,β , we can now apply Corollary 3.2 for all s ∈ H c . In the rest of this section, we evaluate l α,β to complete the proof of Theorem 1.1.
Suppose that f has no pole in H c . The poles of the integrand in l α,β in H c are coming only from the zeros of α 2 + (τ − β) 2 . For any s = σ + it ∈ H c , we consider the counterclockwise oriented semicircle Γ R of a sufficiently large radius R > |s| + α + |β| centered at the origin. Then applying Cauchy's integral theorem, we have
Note that we can find a σ ′ ∈ (c, σ) sufficiently near c. Setting ǫ = (σ ′ − c)/2, we have Hence we obtain (1.4) for all s ∈ H c .
Suppose that f has a pole at s = s 0 = σ 0 + it 0 and σ 0 > c. Now for s = σ + it ∈ H c , the integrand has three simple poles: τ = β + iα, τ = β − iα, and τ = i(s − s 0 ). Here we divide the proof into three cases according to the condition whether the pole τ = i(s − s 0 ) is below (c < σ < σ 0 ), above (σ > σ 0 ), or on the real line (σ = σ 0 ) of the τ -plane.
Case 1: Im(i(s − s 0 )) < 0.
We first consider when i(s − s 0 ) = β − iα and let Γ R be the counterclockwise oriented semicircle of a large radius R > |s| + |s 0 | + α + |β| centered at the origin. Again by applying Cauchy's integral theorem, we can show that f (s + iτ ) α 2 + (τ − β) 2 .
In this case, the integrand of l α,β (s) has only one pole in the lower half-plane. Thus by a method similar to the case when f has no pole in H c , we can show that
