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Abstract
Dizertacˇn´ı pra´ce je zameˇrˇena na rˇesˇen´ı statisticke´ho proble´mu nalezen´ı rozdeˇlen´ı
pravdeˇpodobnosti diskre´tn´ı na´hodne´ velicˇiny na za´kladeˇ pozorovany´ch dat. Tyto odhady
jsou z´ıska´ny minimalizac´ı kvazinorem za prˇedem dany´ch omezuj´ıc´ıch podmı´nek kladeny´ch
na hledana´ rozdeˇlen´ı. Pra´ce se da´le zaby´va´ odvozen´ım interval˚u spolehlivosti pro odha-
dovane´ pravdeˇpodobnosti. Obsahuje take´ prakticke´ aplikace teˇchto metod.
Summary
Doctoral thesis is focused on solution of the statistical problem to find a probability
distribution of a discrete random variable on the basis of the observed data. These
estimates are obtained by minimizing quasi-norms with given constraints. The thesis
further focuses on deriving confidence intervals for estimated probabilities. It also contains
practical application of these methods.
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U´vod
Jednou nejd˚ulezˇiteˇjˇs´ıch u´loh a aplikac´ı matematicke´ statistiky je nalezen´ı tvaru rozdeˇlen´ı
pravdeˇpodobnosti pozorovane´ na´hodne´ velicˇiny nebo na´hodne´ho vektoru. Tato pra´ce se
zaby´va´ odhadem diskre´tn´ıho rozdeˇlen´ı pravdeˇpodobnosti z pozorovany´ch hodnot, ktery´
respektuje prˇedem dane´ pozˇadavky na vlastnosti tohoto rozdeˇlen´ı.
Steˇzˇejn´ım pojmem pro tyto odhady je pojem f-divergence dvou rozdeˇlen´ı
pravdeˇpodobnosti, ktera´ vyjadrˇuje jejich vzda´lenost. Z f-divergence pak vycha´z´ı v pra´ci
pouzˇ´ıvany´ pojem tzv. kvazinormy rozdeˇlen´ı, kterou je f-divergence diskre´tn´ıho rozdeˇlen´ı
pravdeˇpodobnosti na´hodne´ velicˇiny naby´vaj´ıc´ı konecˇneˇ mnoha hodnot a urcˇite´ho pevne´ho
rozdeˇlen´ı na te´mzˇe pravdeˇpodobnostn´ım prostoru. Jde vlastneˇ o analogii zaveden´ı in-
dukovane´ normy na linea´rn´ım prostoru s metrikou pomoc´ı neutra´ln´ıho prvku. Za tento
”neutra´ln´ı prvek” vol´ıme rozdeˇlen´ı diskre´tn´ı se stejny´mi hodnotami pravdeˇpodobnosti,
protozˇe se jedna´ o nejv´ıce neurcˇity´ prvek na dane´m pravdeˇpodobnostn´ım prostoru, naprˇ.
ve smyslu Shannonovy entropie. Kvazinormu tedy mu˚zˇeme cha´pat jako jistou mı´ru
neurcˇitosti rozdeˇlen´ı. V te´to pra´ci se nejv´ıce zaby´va´me trˇemi typy kvazinorem a sice
Hellingerovou, Shannonovou a Pearsonovou. Pojem kvazinormy je pak rozsˇ´ıˇren o tzv.
dua´ln´ı kvazinormu.
Odhad rozdeˇlen´ı pravdeˇpodobnosti pozorovane´ velicˇiny je zalozˇen na mysˇlence minima-
lizovat kvazinormu tohoto odhadu prˇi soucˇasne´m zachova´n´ı rovnosti vybrany´ch cˇ´ıselny´ch
charakteristik pozorovane´ho a odhadovane´ho rozdeˇlen´ı. Za tyto cˇ´ıselne´ charakteristiky
vol´ıme obecne´ momenty. Jiny´mi slovy hleda´me nejv´ıce neurcˇite´ rozdeˇlen´ı (ve smyslu
kvazinormy), ktere´ splnˇuje zadane´ vedlejˇs´ı podmı´nky (zachova´va´ vybrane´ momenty).
Proto hovorˇ´ıme o tzv. pesimisticky´ch odhadech. V pra´ci pak je popsa´no rozsˇ´ıˇren´ı teˇchto
momentovy´ch podmı´nek na obecne´ linea´rn´ı podmı´nky.
Stanoven´ı odhadu pozorovane´ho diskre´tn´ıho rozdeˇlen´ı pravdeˇpodobnosti je rˇesˇen´ım
optimalizacˇn´ı u´lohy, kterou je minimalizace zvolene´ kvazinormy prˇi omezen´ıch dany´ch
vedlejˇs´ımi podmı´nkami. Prˇi absenci vedlejˇs´ıch podmı´nek je odhad totozˇny´ s maxima´lneˇ
entropicky´m rozdeˇlen´ım, ale prˇida´va´n´ım omezen´ı se odhad bl´ızˇ´ı pozorovane´mu empiricke´-
mu rozdeˇlen´ı. Prˇitom testujeme hypote´zu o shodeˇ pozorovane´ho a odhadovane´ho rozdeˇlen´ı
a vedlejˇs´ı podmı´nky prˇida´va´me, dokud hypote´za o shodeˇ nen´ı nezamı´tnuta.
Po popisu teoreticky´ch aspekt˚u te´to problematiky je pra´ce zameˇrˇena take´ aplikacˇneˇ.
Jsou v n´ı konkre´tn´ı prˇ´ıklady na stanoven´ı teˇchto odhad˚u, ktere´ jsou doplneˇny grafickou
interpretac´ı vy´sledk˚u. Podrobneˇ jsou v pra´ci popsa´ny aproximace vy´znamny´ch diskre´tn´ıch
rozdeˇlen´ı (binomicke´ a Poissonovo) i diskretizovany´ch spojity´ch rozdeˇlen´ı (norma´ln´ı a
Weibullovo). Jsou pouzˇity trˇi nejvy´znamneˇjˇs´ı kvazinormy a v za´veˇrech je provedeno
srovna´n´ı, ktera´ z nich je nejvhodneˇjˇs´ı pro dane´ rozdeˇlen´ı.
V za´veˇrecˇny´ch dvou kapitola´ch je pra´ce zameˇrˇena na nalezen´ı aproximac´ı asymp-
toticky´ch intervalovy´ch (konfidencˇn´ıch) odhad˚u hodnot pravdeˇpodobnostn´ı funkce po-
zorovane´ diskre´tn´ı na´hodne´ velicˇiny pro Shannonovu kvazinormu. Pro konstrukci teˇchto
odhad˚u jsou pouzˇity jak momentove´, tak i obecne´ linea´rn´ı podmı´nky. Rˇesˇen´ı te´to u´lohy
je ilustrova´no konkre´tn´ımi prˇ´ıklady vy´pocˇt˚u 95% konfidencˇn´ıch interval˚u pro odhadnute´
pravdeˇpodobnosti.
Vy´sledky prezentovane´ v pra´ci jsou soucˇa´st´ı rˇesˇen´ı trˇ´ıdy u´loh fitova´n´ı pozorovany´ch
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diskre´tn´ıch rozdeˇlen´ı pravdeˇpodobnosti v projektech: vy´zkumne´ centrum MSˇMT Cˇeske´
republiky cˇ´ıs. 1M06047 ”Centrum pro jakost a spolehlivost vy´roby CQR”, grantove´ho
projektu GACˇR reg. cˇ. P403/11/2085 ”Konstrukce metod pro v´ıcefaktorove´ meˇrˇen´ı
komplexn´ı podnikove´ vy´konnosti ve vybrane´m odveˇtv´ı” a vy´zkumne´ho u´kolu Akademie
Sting v Brneˇ ”Podpora rˇ´ızen´ı maly´ch a strˇedn´ıch firem s vyuzˇit´ım matematicky´ch metod”.
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1 Konvexn´ı funkce
V dalˇs´ım textu znacˇ´ı R mnozˇinu rea´lny´ch cˇ´ısel a R∗ mnozˇinu rea´lny´ch cˇ´ısel rozsˇ´ıˇrenou
o nevlastn´ı prvky ∞ a −∞. Mnozˇina I (a,b) ⊂ R∗ je otevrˇeny´, polootevrˇeny´ anebo
uzavrˇeny´ interval, ktery´ mu˚zˇe by´t ohranicˇeny´ anebo neohranicˇeny´ a take´ rozsˇ´ıˇreny´
o nevlastn´ı prvky −∞ a +∞. Definice, veˇty a d˚usledky uvedene´ v tomto odd´ılu jsou
prˇevzaty z [1], kde jsou take´ d˚ukazy uvedeny´ch tvrzen´ı.
Definice 1.1 Funkce f : I (a, b) → R∗ je konvexn´ı v bodeˇ u0 ∈ (a, b), jestliˇze je
spojita´ v intervalu (a, b) ⊂ I (a, b), spojita´ zprava v bodeˇ a a spojita´ zprava v bodeˇ
b, pokud tyto body patrˇ´ı do intervalu I (a, b)), a jestliˇze existuje λ(u0) ∈ R tak, zˇe
f (u) ≥ f (u0) + λ (u0) (u− u0) pro vsˇechna u ∈ I (a, b), u 6= u0. Konvexn´ı funkce f
se nazy´va´ striktneˇ konvexn´ı v bodeˇ u0, jestliˇze nahrad´ıme vy´sˇe uvedenou neostrou
nerovnost ostrou nerovnost´ı. Funkce f je konvexn´ı, resp. striktneˇ konvexn´ı, v I (a, b),
je-li f konvexn´ı, resp. striktneˇ konvexn´ı, v kazˇde´m bodeˇ u ∈ I (a, b).
Jestlizˇe f : E → R∗, kde E ⊂ (R∗)N je konvexn´ı mnozˇina, tak konvexnost funkce f
definujeme podmı´nkou spojitosti na vneˇjˇsku mnozˇiny E, resp. na hranici (kdyzˇ ta patrˇ´ı
do E) a podmı´nkou (1.1), kde ale λ(u0) ∈ R a soucˇin λ(u0)(u−u0) cha´peme jako skala´rn´ı
soucˇin v (R∗)N .
Veˇta 1.1 Jestliˇze f : I (a, b) → R∗ je konvexn´ı a u′ < u < u′′ jsou libovolne´ trˇi body
z I (a, b), pak
f(u)− f(u′)
u− u′ ≤
f(u′′)− f(u′)
u′′ − u′ ≤
f(u′′)− f(u)
u′′ − u ,
prˇicˇemzˇ nerovnosti jsou ostre´, kdyzˇ je f striktneˇ konvexn´ı v bodeˇ u.
Du˚sledek 1.1 Jestliˇze je funkce f spojita´ na I (a, b) a splnˇuje Jensenovu nerovnost pro
m ≥ 2, pak je konvexn´ı.
Z monoto´nnosti derivac´ı vyply´vaj´ı i urcˇite´ loka´ln´ı monoto´nnosti konvexn´ıch funkc´ı f
a to, zˇe existuje u0 ∈ (a, b) takove´, zˇe f je monoto´nn´ı na intervalech (a, u0) a (u0, b).
Z toho plyne na´sleduj´ıc´ı d˚usledek.
Du˚sledek 1.2 Jestliˇze je f : I (a, b)→ R konvexn´ı, pak existuj´ı v R∗ limity
f(a) = lim
u→a+
f(u), f(b) = lim
u→b−
f(u),
prˇicˇemzˇ takto (jednoznacˇneˇ) rozsˇ´ırˇena´ funkce 〈a, b〉 → R∗ je konvexn´ı. Rozsˇ´ırˇena´ funkce
je striktneˇ konvexn´ı v bodeˇ u0 ∈ (a, b), pra´veˇ kdyzˇ f je striktneˇ konvexn´ı v bodeˇ u0.
Du˚sledek 1.3 Jestliˇze f : I (a, b) → R∗ je konvexn´ı, tj. f(a) > −∞, resp. f(b) > −∞,
pak a, resp. b jsou konecˇne´, kde f(a), resp. f(b) definujeme pro a /∈ I(a, b) a b /∈ I(a, b)
stejneˇ jako v d˚usledku 1.2.
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Veˇta 1.2 Jestliˇze f : I (a, b)→ R∗ je dvakra´t diferencovatelna´ v I(a, b), pak je konvexn´ı,
pra´veˇ kdyzˇ f ′′(u) ≥ 0 pro vsˇechna u ∈ (a, b), a striktneˇ konvexn´ı v bodeˇ u0 ∈ (a, b), pra´veˇ
kdyzˇ f ′′(u0) > 0.
Veˇta 1.2 plat´ı i pro funkci f v´ıce promeˇnny´ch, kdyzˇ neza´pornost druhe´ derivace
nahrad´ıme neza´pornou definitnost´ı matice druhy´ch parcia´ln´ıch derivac´ı funkce f apod.
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2 f-divergence diskre´tn´ıch rozdeˇlen´ı pravdeˇpodob-
nosti
Prˇedpokla´da´me da´le, zˇe je da´n diskre´tn´ı pravdeˇpodobnostn´ı prostor (Ω,Σ, P ), ale azˇ na
vy´jimky vystacˇ´ıme s diskre´tn´ım pravdeˇpodobnostn´ım modelem (Ω,p), kde p je hustota
pravdeˇpodobnostni P . Omezujeme se na konecˇny´ (prˇ´ıpadneˇ spocˇetny´) za´kladn´ı prostor
Ω a σ-algebra Σ nehraje v nasˇich u´vaha´ch podstatnou roli. Definice, veˇty a d˚usledky
uvedene´ v tomto odd´ılu jsou prˇevzaty z [1], kde jsou take´ d˚ukazy uvedeny´ch tvrzen´ı.
V matematicke´ statistice maj´ı velky´ vy´znam cˇ´ıselne´ mı´ry podobnosti (vzda´lenosti)
dvojic hustot p, q definovane´ pomoc´ı urcˇite´ konvexn´ı funkce f : I (a, b) → R. Pro
tyto mı´ry se v literaturˇe vzˇil na´zev f-divergence. Jde prˇitom o f -divergenci
pravdeˇpodobnostn´ıch model˚u (Ω,p), (Ω,q), resp. f -divergenci hustot p, q nebo jim
prˇ´ıslusˇny´ch pravdeˇpodobnost´ı P , Q.
Jak vyply´va´ z d˚usledku 1.2, existuje pra´veˇ jedno spojite´ rozsˇ´ıˇren´ı f(0), f(∞) tak,
zˇe rozsˇ´ıˇrena´ funkce je konvexn´ı na 〈0,∞〉 a f(0) > ∞. Bez u´jmy na obecnosti
proto prˇedpokla´da´me, zˇe funkce f je definovana´ na 〈0,∞〉, striktneˇ konvexn´ı v u = 1
a f(0) <∞.
Veˇta 2.1 Existuje limita
f(∗) = lim
u→∞
f(u)
u
∈ R∗,
prˇicˇemzˇ plat´ı
−∞ < f(1) < f(0) + f(∗).
Da´le plat´ı
lim
u→ 0+
v → v0
uf(
v
u
) = v0f(∗), lim
u→ 0+
v → v0
vf(
v
u
) = v0f(0)
pro kazˇde´ v0 ∈ (0,∞).
Du˚sledek 2.1 Jestliˇze je f(u) konvexn´ı na (0,∞), pak funkce
f˜(u) = f(u)− f(1)
je take´ konvexn´ı na (0,∞), prˇicˇemzˇ f˜(u) = 0. Jestliˇze je f(u) striktneˇ konvexn´ı v u = 1,
je take´ f˜(u) striktneˇ konvexn´ı v u = 1, prˇicˇemzˇ f˜(u) + f˜(∗) > 0.
Tento d˚usledek na´m zajiˇstˇuje, zˇe mu˚zˇeme pozˇadovat f(1) = 0 bez omezen´ı obecnosti
v na´sleduj´ıc´ı definici f -divergence.
Definice 2.1 Nechtˇ funkce f (u) je konvexn´ı (0,∞), striktneˇ konvexn´ı v u = 1,
a f(1) = 0. f-divergenc´ı pravdeˇpodobnostn´ıch model˚u (Ω,p), (Ω,q), resp. hustot p
a q na (Ω,Σ, P ) rozumı´me funkciona´l
Df (p,q) =
∑
x∈Ω
q (x)f
(
p(x)
q(x)
)
,
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kde klademe 0f(0
0
) = 0 a 0f(p
0
) = pf(∗) pro vsˇechna p ∈ (0, 1〉. Rˇı´ka´me, zˇe funkce f
generuje danou f -divergenci.
Definice 2.2 Pravdeˇpodobnostn´ı modely (Ω,p), (Ω,q), resp. jejich hustoty p a q, jsou
ortogona´ln´ı a p´ıˇseme p⊥q, jestliˇze existuj´ı takove´ disjunktn´ı mnozˇiny E,F ⊂ Ω, zˇe∑
x∈E
p (x) = 1 a
∑
x∈F
q (x) = 1.
Dalˇs´ı veˇta vyjadrˇuje, jak f -divergence meˇrˇ´ı podobnost pravdeˇpodobnostn´ıch model˚u.
Veˇta 2.2 Pro libovolnou f -divergenci plat´ı nerovnost
0 ≤ Df (p,q) ≤ f (0) + f (∗) ,
prˇicˇemzˇ obeˇ dveˇ rovnosti nemohou nastat soucˇasneˇ. Leva´ rovnost plat´ı, pra´veˇ kdyzˇ p = q,
a prava´ rovnost plat´ı, pra´veˇ kdyzˇ p a q jsou ortogona´ln´ı a soucˇasneˇ je f(0) + f(∗) <∞.
Z veˇty 2.2 plyne, zˇe pravdeˇpodobnostn´ı modely (Ω,p) a (Ω,q) jsou si podobne´,
jestlizˇe jejich f -divergence Df (p,q) je bl´ızka´ 0. Maxima´ln´ı podobnost je vlastneˇ shoda
pravdeˇpodobnost´ı P a Q na te´zˇe σ-algebrˇe podmnozˇin mnozˇiny Ω, cozˇ nasta´va´ pra´veˇ
tehdy, kdyzˇ p a q jsou totozˇne´ na Ω. Naopak modely jsou t´ım v´ıce nepodobne´, cˇ´ım v´ıce
se jejich f -divergence bl´ızˇ´ı maxima´ln´ı hodnoteˇ f (0) + f (∗). Maxima´lneˇ divergentn´ı jsou
modely ortogona´ln´ı.
Prˇehled nejpouzˇ´ıvaneˇjˇs´ıch f -divergenc´ı je v tabulce 1 a jejich vztahy popisuje
na´sleduj´ıc´ı veˇta. Mı´sto
∑
x∈Ω
da´le p´ıˇseme
∑
x
.
Veˇta 2.3 Pro vsˇechny hustoty pravdeˇpodobnosti p, q na Ω plat´ı:
D1(p,q) = χ
1(p,q) = V (p,q),
D1/2(p,q) = 2D
1/2(p,q),
χ2(p,q) = D2(p,q),
V (p,q) < (χα(p,q))1/α pro α ∈ [1,∞) ,
ln
(
V (p,q)2
4
+
V (p,q)4
36
)
≤ I (p,q) ≤ ln χ2(p,q),
1−
(
1 +
V (p,q)
2
)max(α,1−α)(
1− V (p,q)
2
)min(α,1−α)
≤ Dα (p,q) ≤ V (p,q)
2
pro α ∈ (0, 1) .
Da´le plat´ı, zˇe D1/2(p,q), χ1(p,q), V (p,q) a Dβ(p,q)
β jsou pro libovolne´ β metriky
na mnozˇineˇ vsˇech hustot pravdeˇpodobnosti na Ω.
V te´to pra´ci se budeme nejv´ıce zameˇrˇovat f -divergence z tabulky 2.
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Tabulka 1: Nejpouzˇ´ıvaneˇjˇs´ı trˇ´ıdy f -divergenc´ı
f (u) parametr oznacˇen´ı Df (p,q)
na´zev
tvar Df (p,q)
u ln u - I(p,q)
I -divergence
∑
x
p (x) ln p(x)
q(x)
∣∣uβ − 1∣∣1/β β ∈ (0, 1) Dβ(p,q)
β-divergence
∑
x
∣∣∣p (x)β − q (x)β∣∣∣1/β
β = 1/2 D1/2(p,q)
Hellingerova
vzda´lenost
2
(
1−∑
x
(p (x) q (x))1/2
)
|u− 1|α
χ1(p,q), V (p,q)
Tota´ln´ı variace
∑
x
|p (x)− q (x)|
α ∈ (1,∞) χα(p,q)
χα− divergence
∑
x
|p(x)−q(x)|α
q(x)α−1
α = 2 χ2(p,q)
χ2− divergence
∑
x
(p(x)−q(x))2
q(x)
sign (α− 1) (uα − 1) α ∈ (0, 1) D
α(p,q)
α-divergence
1−∑
x
p (x)αq (x)1−α
α ∈ (1,∞) Dα(p,q)
α-divergence
∑
x
p(x)α
q(x)1−α
− 1
Tabulka 2: Nejpouzˇ´ıvaneˇjˇs´ı f -divergence
f (u) f(0) + f(∗) na´zev Df (p,q)
u ln u ∞ I(p,q)
I−divergence
∑
x
p (x) ln p(x)
q(x)
(u1/2 − 1)2 2 D1/2(p,q)
Hellingerova vzda´lenost
(
1−∑
x
(p (x) q (x))1/2
)
(u− 1)2 ∞ χ
2(p,q)
χ2 − divergence
∑
x
(p (x)− q (x))2
q (x)
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3 Dua´ln´ı f-divergence
f -divergence Df (p,q) vyjadrˇuje vzda´lenost mezi pravdeˇpodobnostn´ımi modely p a
q. Vzda´lenost by´va´ obvykle symetricka´ funkce, definice f -divergence vsˇak tuto
symetrii nezarucˇuje, nebotˇ f -divergence nemus´ı by´t metrika. Obecneˇ tedy plat´ı
Df (p,q) 6= Df (q,p), tj. vzda´lenost p od q nen´ı stejna´ jako vzda´lenost q od p ve smyslu
te´zˇe f -divergence. Zamysleme se vsˇak, zda vzda´lenost p od q ve smyslu f -divergence
nen´ı rovna vzda´lenosti q od p ve smyslu jine´ F -divergence. Pokusme se naj´ıt vztah mezi
funkcemi f a F a zjistit, jestli F splnˇuje pozˇadavky na funkci generuj´ıc´ı f -divergenci.
Vyjdeme z pozˇadavku
Df (p,q) = DF (q,p) .
Po dosazen´ı z definice f -divergence dosta´va´me∑
x
q(x)f
(
p(x)
q(x)
)
=
∑
x
p(x)F
(
q(x)
p(x)
)
.
Tuto rovnost na´m zarucˇ´ı rovnost uvnitrˇ sum, ze ktere´ zaveden´ım substituce u = q(x)
p(x)
dosta´va´me vztah mezi funkcemi f a F
F (u) = uf
(
1
u
)
.
Za´meˇnnou u a 1
u
lze snadno uka´zat, zˇe vztah je symetricky´ mezi f a F , tj.
f(u) = uF
(
1
u
)
.
Zby´va´ uka´zat, zˇe funkce F take´ splnˇuje pozˇadavky na funkci generuj´ıc´ı f -divergenci,
tj. konvexnost na (0,∞), striktn´ı konvexnost v bodeˇ 1 a F (1) = 0. Prˇedpokla´dejme, zˇe
f je dvakra´t diferencovatelna´ na (0,∞). Pak pozˇadavky na funkci f mu˚zˇeme psa´t jako
f ′′(u) ≥ 0 na (0,∞), f ′′(1) > 0 a f(1) = 0. Podle veˇty o derivaci slozˇene´ funkce a derivaci
soucˇinu ze vztahu F (u) = uf
(
1
u
)
plyne
F ′′(u) =
1
u3
f ′′
(
1
u
)
a tedy F ′′(u) ≥ 0 na (0,∞), F ′′(1) > 0. F (1) = 0 plat´ı zrˇejmeˇ. Funkce F tedy take´
splnˇuje podmı´nky na funkci generuj´ıc´ı F -divergenci.
Prˇedcha´zej´ıc´ı u´vahy mu˚zˇeme shrnout do na´sleduj´ıc´ı veˇty.
Veˇta 3.1 Nechtˇ Df je f -divergence a funkce F je da´na vztahem F (u) = uf
(
1
u
)
. Pak DF
je opeˇt F -divergence a plat´ı Df (p,q) = DF (q,p).
Definice 3.1 F -divergenci, ktera´ je generova´na funkc´ı F danou vztahem z veˇty 3.1
budeme nazy´vat dua´ln´ı k f -divergenci generovane´ funkc´ı f .
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Relace duality je symetricka´, tj. dua´ln´ı f -divergence k dua´ln´ı f -divergenci je p˚uvodn´ı
f -divergence.
Zkusme nyn´ı naj´ıt generuj´ıc´ı funkce dua´ln´ıch F -divergenc´ı k pouzˇ´ıvany´m trˇ´ıda´m
divergenc´ı z tabulky 1.
f(u) = u ln u→ F (u) = u · 1
u
ln
1
u
= − ln u,
f(u) =
∣∣uβ − 1∣∣1/β → F (u) = u · ∣∣∣∣1uβ − 1
∣∣∣∣1/β = ∣∣∣∣uβ 1uβ − uβ
∣∣∣∣1/β = ∣∣u1−β∣∣1/β = f(u),
f(u) = |u− 1|α → F (u) = u ·
∣∣∣∣1u − 1
∣∣∣∣α = u · |1− u|αuα = |u− 1|
α
uα−1
.
Trˇ´ıda generovana´ funkc´ı f(u) =
∣∣uβ − 1∣∣1/β je symericka´ a patrˇ´ı do n´ı pouzˇ´ıvana´
Hellingerova vzda´lenost.
Rozsˇiˇrme nyn´ı tabulku 2 nejpouzˇ´ıvaneˇjˇs´ıch f -divergenc´ı o jejich dua´ln´ı proteˇjˇsky.
V tabulce 3 jsou uvedeny vza´jemeˇ dua´ln´ı f -divergence. Konkre´tneˇ I-divergence I(p,q) je
dua´ln´ı s logaritmickou divergenc´ı ID(p,q), χ
2-divergence χ2(p,q) je dua´ln´ı s Pearsonovou
divergenc´ı χ2D(p,q) a Hellingerova vzda´lenost D1/2(p,q) je dua´ln´ı sama se sebou.
Tabulka 3: Nejpouzˇ´ıvaneˇjˇs´ı f -divergence a jejich dualn´ı proteˇjˇsky
f (u)
oznacˇen´ı
na´zev
Df (p,q)
u ln u
I(p,q)
I−divergence
∑
x
p (x) ln p(x)
q(x)
(u1/2 − 1)2 D1/2(p,q)
Hellingerova vzda´lenost
(
1−∑
x
(p (x) q (x))1/2
)
(u− 1)2 χ
2(p,q)
χ2 − divergence
∑
x
(p (x)− q (x))2
q (x)
=
∑
x
p2 (x)
q (x)
− 1
− ln u ID(p,q)
Logaritmicka´ divergence
∑
x
q (x) ln q(x)
p(x)
(u−1)2
u
χ2D(p,q)
Pearsonova divergence
∑
x
(q (x)− p (x))2
p (x)
=
∑
x
q2 (x)
p (x)
− 1
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4 Kvazinorma diskre´tn´ıho rozdeˇlen´ı pravdeˇpodobno-
sti
Vy´znamnou roli v aplikac´ıch metod matematicke´ statistiky prˇi intervalovy´ch odhadech
parametr˚u a parametricky´ch testech statisticky´ch hypote´z hraje nalezen´ı tvaru rozdeˇlen´ı
pravdeˇpodobnosti pozorovane´ na´hodne´ velicˇiny nebo na´hodne´ho vektoru. Z vy´sˇe uve-
dene´ho pojmu f -divergence lze vyvodit postupy, ktere´ umozˇnˇuj´ı takove´ rozdeˇlen´ı odhad-
nout [7], [8], [9]. Tyto postupy vsˇak mus´ı obvykle respektovat dalˇs´ı podmı´nky kladene´ na
toto rozdeˇlen´ı. Jde nejcˇasteˇji o podmı´nky dane´ apriorn´ım stanoven´ım hodnot vybrany´ch
cˇ´ıselny´ch charakteristik, naprˇ. strˇedn´ı hodnoty, rozptylu apod. Za´kladn´ı ideou je naj´ıt
takove´ rozdeˇlen´ı, ktere´ je v jiste´m smyslu bl´ızke´ neˇjake´mu vhodneˇ zvolene´mu pevne´mu
rozdeˇlen´ı. Prˇesneˇji jde o nalezen´ı rozdeˇlen´ı, ktere´ je s takovy´m pevny´m rozdeˇlen´ım
totozˇne´ prˇi absenci vedlejˇs´ıch podmı´nek, ale s prˇida´va´n´ım podmı´nek se od tohoto pevne´ho
rozdeˇlen´ı postupneˇ vzdaluje, ale s minimalizac´ı zvolene´ f -divergence hledane´ho a dane´ho
pevne´ho rozdeˇlen´ı. Poznamenejme jesˇteˇ, zˇe mı´sto pojmu˚ pravdeˇpodobnostn´ı model a hus-
tota uzˇ´ıvany´ch v [1], budeme pro jednoduchost a vzhledem ke smeˇrˇova´n´ı vy´sledk˚u hovorˇit
ve stejne´m smyslu o rozdeˇlen´ı pravdeˇpodobnosti.
Veˇta 4.1 Nechtˇ (Ω,Σ, P ) je konecˇny´ pravdeˇpodobnostn´ı prostor, kde P je libovolna´
pravdeˇpodobnostn´ı mı´ra na Ω a Df (p,q) je f -divergence rozdeˇlen´ı pravdeˇpodobnosti
p = (p1, ..., pm) a q = (q1, ..., qm), m > 1 z tohoto prostoru. Oznacˇme
V (q) =
∫
S
Df (p,q) dS,
kde S = {p ∈ Rm : ∀pj ≥ 0,
m∑
j=1
pj = 1}, integra´l f -divergenc´ı vsˇech rozdeˇlen´ı p od
neˇjake´ho pevneˇ zvolene´ho rozdeˇlen´ı q. Jestliˇze existuje funkce V (q), q ∈ S a funkce
G (qj) =
∂V (q)
∂qj
=
∫
S
∂Df (p,q)
∂qj
dS,
(tj. oba uvedene´ integra´ly konverguj´ı), da´le jestliˇze existuje derivace G′ (qj) v 〈0, 1〉
a funkce f ma´ spojitou druhou derivaci v (0,∞), pak V (q) naby´va´ absolutn´ıho minima
na S v rozdeˇlen´ı pravdeˇpodobnosti
q = p
0
=
(
1
m
, ...,
1
m
)
.
S je vlastneˇ mnozˇina vsˇech rozdeˇlen´ı z (Ω,Σ, P ) a oba integra´ly jsou integra´ly 1. druhu
po nadplosˇe S dimenze m− 1 v Rm.
D˚ukaz : Oznacˇme
Λ (q, λ) = V (q) + λ
(
m∑
j=1
qj − 1
)
.
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Lagrangeovu funkci pro va´zany´ extre´m funkce V (q) za podmı´nky
m∑
j=1
qj = 1, tj. extre´m
na nadplosˇe S. Funkce f je konvexn´ı (jde o f−divergenci), takzˇe z prˇedpokladu existence
jej´ı druhe´ derivace je f ′′ ≥ 0 v (0,∞). Protozˇe
∂Df (p,q)
∂qj
= f
(
pj
qj
)
− pj
qj
f ′
(
pj
qj
)
,
pak
G′ (qj) =
∫
S
d
dqj
(
f
(
pj
qj
)
− pj
qj
f ′
(
pj
qj
))
dS =
∫
S
p2j
q3j
f ′′
(
pj
qj
)
dS > 0
a odtud funkce G (qj) je rostouc´ı na [0, 1]. Protozˇe
∂Λ (q, λ)
∂qj
= G (qj) + λ,
existuje na [0, 1] jediny´ korˇen qj = G
−1 (−λ) rovnice G (qj)+λ = 0. Z podmı´nky
m∑
j=1
qj = 1
pak dostaneme qj =
1
m
, j = 1, , ,m. Da´le je
∂2V (q)
∂qj∂qk
=
∂2Λ (q, λ)
∂qj∂qk
=
{
G′ (qj) > 0 pro j = k,
0 pro j 6= k,
j = 1, , ,m a k = 1, , ,m. Z toho plyne, zˇe Hessova matice funkce V (q) je diagona´ln´ı a
pozitivneˇ definitn´ı. Jacobiho matice pro jedinou podmı´nku
m∑
j=1
qj − 1 = 0 ma´ hodnost 1,
takzˇe V (q) ma´ za dane´ podmı´nky v q = p0 =
(
1
m
, ..., 1
m
)
absolutn´ı minimum.
Podle veˇty 4.1 se pro pozorovanou diskre´tn´ı na´hodnou velicˇinu X naby´vaj´ıc´ı konecˇneˇ
mnoha hodnot nab´ız´ı zvolit za pevne´ diskre´tn´ı rozdeˇlen´ı, od neˇhozˇ budeme vzda´lenost
pomoc´ı f -divergence meˇrˇit, rozdeˇlen´ı p0 =
(
1
m
, ..., 1
m
)
. Toto rozdeˇlen´ı je vsˇem rozdeˇlen´ım
z (Ω,Σ, P ) nejbl´ızˇe ve smyslu minima integra´lu V (q) vsˇech f -divergenc´ı a nav´ıc ma´ take´
maxima´ln´ı mozˇnou neurcˇitost vyja´drˇenou pomoc´ı Shannonovy entropie. To na´s opravnˇuje
k zaveden´ı na´sleduj´ıc´ıho pojmu [7]. Jde prˇitom o jistou analogii zaveden´ı indukovane´
normy na linea´rn´ım prostoru s metrikou pomoc´ı neutra´ln´ıho prvku.
Definice 4.1 Nechtˇ p = (p1, . . . , pm) a p0 =
(
1
m
, . . . , 1
m
)
, m > 1 jsou diskre´tn´ı rozdeˇlen´ı
z pravdeˇpodobnostn´ıho prostoru (Ω,Σ, P ) a Df je f -divergence definovana´ na dane´m
prostoru. Kvazinormou rozdeˇlen´ı pravdeˇpodobnosti p = (p1, . . . , pm) na (Ω,Σ, P )
rozumı´me f -divergenci Df (p,p0).
Veˇta 4.2 Pro kazˇdou kvazinormu Df (p,p0) plat´ı:
a) Df (p,p0) =
1
m
m∑
j=1
f (mpj),
b) Df (p,p0) je neza´porna´ symetricka´ funkce promeˇnny´ch pj, j = 1, ...,m.
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Vy´sledky z kapitoly o dua´ln´ıch f -divergenc´ıch na´s opravnˇuj´ı k rozsˇ´ıˇren´ı tohoto pojmu
na kvazinormu.
Definice 4.2 Nechtˇ Df (p,p0) kvazinorma rozdeˇlen´ı pravdeˇpodobnosti p = (p1, . . . , pm)
na (Ω,Σ, P ) a funkce F je da´na vztahem F (u) = uf
(
1
u
)
, pak dua´ln´ı kvazinormou
k Df (p,p0) budeme nazy´vat kvazinormu DF (p,p0).
V souladu s prˇedcha´zej´ıc´ımi vy´sledky mu˚zˇeme shrnout vlastnosti dua´ln´ı kvazinormy.
Veˇta 4.3 Nechtˇ Df (p,p0) je kvazinorma a DF (p,p0) je kvazinorma k n´ı dua´ln´ı. Pak
plat´ı:
a) DF (p,p0) = Df (p0,p), Df (p,p0) = DF (p0,p),
b) DF (p,p0) =
1
m
m∑
j=1
F (mpj) =
m∑
j=1
pjf
(
1
mpj
)
.
Tabulka 4 shrnuje nejpouzˇ´ıvaneˇjˇs´ı kvazinormy vcˇetneˇ jejich dua´ln´ıch proteˇjˇsk˚u.
Znacˇen´ı uvedeny´ch kvazinorem odpov´ıda´ dalˇs´ım kapitola´m v pra´ci.
Tabulka 4: Nejpouzˇ´ıvaneˇjˇs´ı kvazinormy
f (u)
oznacˇen´ı
na´zev
Df (p,p0)
u ln u
S(p,p0)
Shannonova kvazinorma
1
m
m∑
j=1
mpj ln(mpj) =
m∑
j=1
pj ln pj + lnm
(u1/2 − 1)2 H(p,p0)
Hellingerova kvazinorma
m∑
j=1
(√
pj −
√
1
m
)2
= 2− 2√
m
m∑
j=1
√
pj
(u− 1)2 χ
2(p,p0)
Kvadraticka´ kvazinorma
1
m
m∑
j=1
(mpj − 1)2 = m
m∑
j=1
p2j − 1
− ln u L(p,p0)
Logaritmicka´ kvazinorma
− 1
m
m∑
j=1
ln (mpj) = −
m∑
j=1
ln pj − lnm
(u−1)2
u
P (p,q0)
Pearsonova kvazinorma
1
m
m∑
j=1
(mpj−1)2
mpj
= 1
m2
m∑
j=1
1
pj
− 1
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5 Odhad diskre´tn´ıho rozdeˇlen´ı pravdeˇpodobnosti
Prˇedpokla´da´me, zˇe pozorovana´ diskre´tn´ı na´hodna´ velicˇina X na (Ω,Σ, P ), jej´ızˇ rozdeˇlen´ı
pravdeˇpodobnosti chceme odhadnout (fitovat), naby´va´ nejvy´sˇe konecˇneˇ mnoha r˚uzny´ch
hodnot x∗j ∈ R, (tj. Ω = {x∗1, . . . , x∗m} ⊂ R) s nezna´my´mi pravdeˇpodobnostmi
pj = P
(
X = x∗j
)
, j = 1, . . . ,m, m > 1.
Pozorova´n´ım na´hodne´ velicˇiny X z´ıska´me statisticky´ soubor (x1, . . . , xn) a jeho roztrˇ´ıdeˇ-
n´ım dostaneme roztrˇ´ıdeˇny´ statisticky´ soubor(
(x∗1,
f1
n
), . . . , (x∗m,
fm
n
)
)
,
kde fj je absolutn´ı cˇetnost pozorovane´ hodnoty x
∗
j . Da´le prˇedpokla´da´me, zˇe n > m
a fj > 0 pro vsˇechna j = 1, . . . ,m (jestlizˇe fj = 0, pak j-tou trˇ´ıdu vynecha´me).
Pro odhad rozdeˇlen´ı p pozˇadujeme, aby toto rozdeˇlen´ı nav´ıc splnˇovalo neˇjake´ zadane´
podmı´nky, jejichzˇ pocˇet je K ≥ 1. Mezi tyto podmı´nky nezarˇazujeme zrˇejmou podmı´nku∑m
j=1 pj = 1, ale dalˇs´ı naprˇ. momentove´ podmı´nky
m∑
j=1
pjx
∗k
j =Mk, k = 1, . . . , K.
Hleda´me pak takove´ rozdeˇlen´ı p, ktere´ ma´ minima´ln´ı kvazinormu Df (p,p0).
Pro odhady diskre´tn´ıch rozdeˇlen´ı za momentovy´ch podmı´nek pomoc´ı minima´ln´ıch
kvazinorem vol´ıme Hellingerovu, Pearsonovu a Shannonovu kvazinormu.
5.1 Hellingerova kvazinorma
Rozdeˇlen´ı pravdeˇpodobnosti p = (p1, . . . , pm) pozorovane´ diskre´tn´ı na´hodne´ velicˇiny
X ma´ na pravdeˇpodobnostn´ım prostoru (Ω,Σ, P ), kde Ω = {x∗1, . . . , x∗m}, m > 0
a Σ je mnozˇina vsˇech podmnozˇin Ω, minima´ln´ı Hellingerovu kvazinormu za K
pocˇa´tecˇn´ıch momentovy´ch podmı´nek
m∑
j=1
pjx
∗k
j =Mk, k = 0, . . . , K,
jestlizˇe jeho Hellingerova kvazinorma
H(p,p0) = 2− 2√
m
m∑
j=1
√
pj
je minima´ln´ı pro
Mk =
m∑
j=1
pjx
∗k
j , k = 0, . . . , K.
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Pro K < m− 1 obdrzˇ´ıme [8]
pj (λ) =
1
m
(
K∑
k=0
λkx∗kj
)2 , j = 1, . . . ,m,
kde λk, k = 0, . . . , K, jsou Lagrangeovy multiplika´tory pro Lagrangeovu funkci
Λ (p,λ) = H (p,p0) +
K∑
k=0
λk
(
m∑
j=1
pjx
∗k
j −Mk
)
a λ = (λ0, . . . , λK).
Lagrangeovy multiplika´tory λk je mozˇno urcˇit pomoc´ı nelinea´rn´ı soustavy rovnic
odpov´ıdaj´ıc´ı nulove´mu gradientu Lagrangeovy funkce, anebo prˇ´ımo aplikovat neˇkterou
metodu nelinea´rn´ı optimalizace pro urcˇen´ı jej´ıho minima.
Jestlizˇe oznacˇ´ıme HK = min H (p (λ) ,p0), kde p(λ) = (p1(λ), . . . , pm(λ)) je odhad
rozdeˇlen´ı pravdeˇpodobnosti s minima´ln´ı Hellingerovou kvazinormou za dany´ch K < m−1
momentovy´ch podmı´nek, pak
HK = 2− 2
m∑
j=1
∣∣∣∣∣
K∑
k=0
λkx
∗k
j
∣∣∣∣∣.
Pro K = 0 je pj =
1
m
, j = 1, . . . ,m a D0 = 0. Specialneˇ pro K = m− 1 jde o interpolaci
pj =
fj
n
, j = 1, . . . ,m a Hm−1 = 2− 2√mn
∑m
j=1
√
fj. Plat´ı, zˇe H0 ≤ · · · ≤ Hm−1 .
Ma´-li pozorovana´ na´hodna´ velicˇina X empiricke´ rozdeˇlen´ı f =
(
f1
n
, . . . , f2
n
)
, pak
statistika
χ2 (f ,p(λ)) =
m∑
j=1
(fj − npj(λ))2
npj(λ)
=
1
n
m∑
j=1
f 2j
pj(λ)
− n
ma´ pro n → ∞ asymptoticky rozdeˇlen´ı ch´ı-kvadra´t s m − K − 1 stupni volnosti.
Asymptotickou vlastnost mu˚zˇeme pouzˇ´ıt k testova´n´ı vhodnosti nalezene´ho rozdeˇlen´ı
pravdeˇpodobnosti p(λ) = (p1(λ), . . . , pm(λ)). Pro prakticke´ pouzˇit´ı pozˇadujeme [2],
aby bylo npj(λ) pro vsˇechna j = 1, . . . ,m. Pro test vhodnosti odhadnute´ho rozdeˇlen´ı
pravdeˇpodobnosti p(λ) = (p1(λ), . . . , pm(λ)) mu˚zˇeme take´ vyuzˇ´ıt prˇ´ımo Hellingerovu
vzda´lenost. Jde o neprˇ´ıliˇs zna´my´ tzv. Pitman˚uv - Hellinger˚uv test shody [12], [14],
ktery´ spocˇ´ıva´ ve skutecˇnosti, zˇe statistika
4nH (f ,p(λ)) = 4n
m∑
j=1
√
pj(λ)−
√
fj
n
ma´ pro n→∞ asymptoticky rozdeˇlen´ı ch´ı-kvadra´t sm−K−1 stupni volnosti. Postupny´m
prˇida´va´n´ım momentovy´ch podmı´nek a opakovany´m odhadem rozdeˇlen´ı pravdeˇpodobnosti
pomoc´ı minima´ln´ı Hellingerovy kvazinormy lze urcˇit minima´ln´ı potrˇebny´ pocˇet K teˇchto
podmı´nek tak, aby platilo χ2 (f ,p(λ)) ≤ χ2n−1, resp. 4nH (f ,p(λ)) ≤ χ2n−1, kde χ2n−1
je (1 − α)-kvantil rozdeˇlen´ı ch´ı-kvadra´t s dany´m pocˇtem stupnˇ˚u volnosti pro hladinu
vy´znamnosti α.
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5.2 Shannonova kvazinorma
Rozdeˇlen´ı pravdeˇpodobnosti p = (p1, . . . , pm) pozorovane´ diskre´tn´ı na´hodne´ velicˇiny
X ma´ na pravdeˇpodobnostn´ım prostoru (Ω,Σ, P ), kde Ω = {x∗1, . . . , x∗m}, m > 0
a Σ je mnozˇina vsˇech podmnozˇin Ω, minima´ln´ı Shannonovu kvazinormu za K
pocˇa´tecˇn´ıch momentovy´ch podmı´nek
m∑
j=1
pjx
∗k
j =Mk, k = 0, . . . , K,
jestlizˇe jeho Shannonova kvazinorma
S(p,p0) =
m∑
j=1
pj ln pj + lnm
je minima´ln´ı pro
Mk =
m∑
j=1
pjx
∗k
j , k = 0, . . . , K.
Pro K < m− 1 obdrzˇ´ıme [5], [6]
pj (λ) = exp
(
−1−
K∑
k=0
λkx
∗k
j
)
, j = 1, . . . ,m,
kde λk, k = 0, . . . , K, jsou Lagrangeovy multiplika´tory pro Lagrangeovu funkci
Λ (p,λ) = S (p,p0) +
K∑
k=0
λk
(
m∑
j=1
pjx
∗k
j −Mk
)
a λ = (λ0, . . . , λK).
Lagrangeovy multiplika´tory λk je mozˇno urcˇit pomoc´ı nelinea´rn´ı soustavy rovnic
odpov´ıdaj´ıc´ı nulove´mu gradientu Lagrangeovy funkce
m∑
j=1
exp
(
−1 +
K∑
k=0
λkv
∗k
j
)
x∗νj =Mν , ν = 1, . . . , K,
anebo prˇ´ımo aplikovat neˇkterou metodu nelinea´rn´ı optimalizace pro urcˇen´ı jej´ıho minima.
Jestlizˇe oznacˇ´ıme SK = min S (p (λ) ,p0), kde p(λ) = (p1(λ), . . . , pm(λ)) je odhad
rozdeˇlen´ı pravdeˇpodobnosti s minima´ln´ı Hellingerovou kvazinormou za dany´ch K < m−1
momentovy´ch podmı´nek, pak
SK = lnm−
m∑
j=1
(
1 +
K∑
k=0
λkx
∗k
j
)
exp
(
−1−
K∑
k=0
λkx
∗k
j
)
.
Pro K = 0 je pj =
1
m
, j = 1, . . . ,m a S0 = 0. Specialneˇ pro K = m− 1 jde o interpolaci
pj =
fj
n
, j = 1, . . . ,m a Sm−1 = 1n
∑m
j=1 fj ln fj. Plat´ı, zˇe S0 ≤ · · · ≤ Sm−1.
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Da´le pak mu˚zˇeme aplikovat Pearson˚uv, resp. Pitman˚uv-Hellinger˚uv, test shody
rozdeˇlen´ı p (λ) stejneˇ jako v prˇ´ıpadeˇ Hellingerovy kvazinormy. Postupny´m prˇida´va´n´ım
momentovy´ch podmı´nek a opakovany´m odhadem rozdeˇlen´ı pravdeˇpodobnosti pomoc´ı
minima´ln´ı Shannonovy kvazinormy lze urcˇit minima´ln´ı potrˇebny´ pocˇetK teˇchto podmı´nek
tak, aby platilo, χ2 (f ,p(λ)) ≤ χ2n−1, resp. 4nD (f ,p(λ)) ≤ χ2n−1, kde χ2n−1 je (1 − α)-
kvantil rozdeˇlen´ı ch´ı-kvadra´t s dany´m pocˇtem stupnˇ˚u volnosti pro hladinu vy´znamnosti
α.
5.3 Pearsonova kvazinorma
Rozdeˇlen´ı pravdeˇpodobnosti p = (p1, . . . , pm) pozorovane´ diskre´tn´ı na´hodne´ velicˇiny X
ma´ na pravdeˇpodobnostn´ım prostoru (Ω,Σ, P ), kde Ω = {x∗1, . . . , x∗m}, m > 0 a Σ je
mnozˇina vsˇech podmnozˇin Ω,minima´ln´ı Pearsonovu kvazinormu za K pocˇa´tecˇn´ıch
momentovy´ch podmı´nek
m∑
j=1
pjx
∗k
j =Mk, k = 0, . . . , K,
jestlizˇe jeho Pearsonova kvazinorma
P (p,p0) =
1
m2
m∑
j=1
1
pj
− 1
je minima´ln´ı pro
Mk =
m∑
j=1
pjx
∗k
j , k = 0, . . . , K.
Pro K < m− 1 obdrzˇ´ıme [16], [19]
pj (λ) =
1
m
√
K∑
k=0
λkx∗kj
, j = 1, . . . ,m,
kde λk, k = 0, . . . , K, jsou Lagrangeovy multiplika´tory pro Lagrangeovu funkci
Λ (p,λ) = P (p,p0) +
K∑
k=0
λk
(
m∑
j=1
pjx
∗k
j −Mk
)
a λ = (λ0, . . . , λK).
Lagrangeovy multiplika´tory λk je mozˇno urcˇit pomoc´ı nelinea´rn´ı soustavy rovnic
odpov´ıdaj´ıc´ı nulove´mu gradientu Lagrangeovy funkce, anebo prˇ´ımo aplikovat neˇkterou
metodu nelinea´rn´ı optimalizace pro urcˇen´ı jej´ıho minima.
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Jestlizˇe oznacˇ´ıme PK = min P (p (λ) ,p0), kde p(λ) = (p1(λ), . . . , pm(λ)) je odhad
rozdeˇlen´ı pravdeˇpodobnosti s minima´ln´ı Shannonovou kvazinormou za dany´ch K < m−1
momentovy´ch podmı´nek, pak
PK =
1
m
m∑
j=1
√√√√ K∑
k=0
λkx∗kj − 1.
Pro K = 0 je pj =
1
m
, j = 1, . . . ,m a P0 = 0. Specialneˇ pro K = m− 1 jde o interpolaci
pj =
fj
n
, j = 1, . . . ,m a Pm−1 = nm2
∑m
j=1
1
fj
. Plat´ı,zˇe P0 ≤ · · · ≤ Pm−1.
Da´le pak mu˚zˇeme aplikovat Pearson˚uv, resp. Pitman˚uv-Hellinger˚uv, test shody
rozdeˇlen´ı p (λ) stejneˇ jako v prˇ´ıpadeˇ Hellingerovy nebo Shannonovy kvazinormy.
Postupny´m prˇida´va´n´ım momentovy´ch podmı´nek a opakovany´m odhadem rozdeˇlen´ı
pravdeˇpodobnosti pomoc´ı minima´ln´ı Shannonovy kvazinormy lze urcˇit minima´ln´ı
potrˇebny´ pocˇet K teˇchto podmı´nek tak, aby platilo, χ2 (f ,p(λ)) ≤ χ2n−1, resp.
4nD (f ,p(λ)) ≤ χ2n−1, kde χ2n−1 je (1− α)-kvantil rozdeˇlen´ı ch´ı-kvadra´t s dany´m pocˇtem
stupnˇ˚u volnosti pro hladinu vy´znamnosti α.
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6 Podmı´nky pro generuj´ıc´ı funkci f
Odhad rozdeˇlen´ı spocˇ´ıva´ v rˇesˇen´ı ninimalizacˇn´ı u´lohy s u´cˇelovou funkc´ı
1
m
m∑
j=1
f (mpj)
v promeˇnny´ch pj a s omezen´ımi ve tvaru linea´rn´ıch rovnic
m∑
j=1
pjx
∗k
j =Mk, k = 1, . . . , K.
Existenci a jednoznacˇnost rˇesˇen´ı zarucˇuje konvexnost funkce f [4]. Promeˇnne´ pj v modelu
maj´ı vy´znam pravdeˇpodobnost´ı a je tedy potrˇeba zajistit jejich neza´pornost. Tu prˇ´ımo
nezarucˇuj´ı momentove´ podmı´nky a obecneˇ je tedy nutne´ prˇidat do modelu podmı´nky
neza´porosti pj ≥ 0. Tyto podmı´nky neza´pornosti by vsˇak bylo mozˇne´ nahradit neˇjakou
vlastnost´ı funkce f vytvorˇuj´ıc´ı prˇ´ıslusˇnou kvazinormu. Jinak rˇecˇeno, ptejme se, co mus´ı
splnˇovat funkce f , aby byla zarucˇena neza´pornost pj.
Zapiˇsme Lagrangeovu funkci pro nasˇi u´lohu
Λ (p,λ) =
1
m
m∑
j=1
f(mpj) +
K∑
k=0
λk
(
m∑
j=1
pjx
∗k
j −Mk
)
.
Podmı´nkou minima je nulovost gradientu Lagrangeovy funkce, tj.
∂Λ
∂pj
= f ′(mpj) +
K∑
k=0
λkx
∗k
j = 0,
f ′(mpj) = −
K∑
k=0
λkx
∗k
j = 0.
Po u´praveˇ dosta´va´me
pj =
1
m
(f ′)−1(−
K∑
k=0
λkx
∗k
j ) ≥ 0,
kde (f ′)−1 je inverzn´ı funkce k derivaci funkce f .
Prˇedcha´zej´ıc´ı u´vahy mu˚zˇeme shrnout do na´sleduj´ıc´ı veˇty.
Veˇta 6.1 Jestliˇze (f ′)−1(v) ≥ 0 pro vsˇechna v ∈ R, pak pro odhad vznikly´ minimalizac´ı
kvazinormy prˇ´ıslusˇne´ funkci f s momentovy´mi omezen´ımi plat´ı pj ≥ 0, j = 1 . . .m.
Nyn´ı zjisteˇme, ktere´ z pouzˇ´ıvany´ch kvazinorem splnˇuj´ı prˇedpoklady te´to veˇty.
Pro Helingerovu kvazinormu f(u) = (
√
u− 1)2 je
f ′(u) = 1− 1√
u
,
22
takzˇe
(f ′)−1(v) =
1
(v − 1)2 ≥ 0
a podmı´nka veˇty 6.1 je splneˇna.
Pro kvadratickou kvazinormu f(u) = (u− 1)2 je
f ′(u) = 2(u− 1),
takzˇe
(f ′)−1(v) =
v
2
+ 1
a podmı´nka veˇty 6.1 nen´ı splneˇna.
Pro Pearsonovu kvazinormu f(u) = (u−1)
2
u
je
f ′(u) = 1− 1
u2
,
takzˇe
(f ′)−1(v) =
1√
1− v ≥ 0
a podmı´nka veˇty 6.1 je splneˇna.
Pro Shannonovu kvazinormu f(u) = u ln u je
f ′(u) = 1 + ln u,
takzˇe
(f ′)−1(v) = ev−1 ≥ 0
a podmı´nka veˇty 6.1 je splneˇna.
Pro logaritmickou kvazinormu f(u) = − ln u je
f ′(u) = −1
u
pro u ∈ (0,∞),
takzˇe
(f ′)−1(v) = −1
v
≥ 0 pro v ∈ (−∞, 0),
a podmı´nka veˇty 6.1 je splneˇna.
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7 Prˇ´ıklady
7.1 Prˇ´ıklad 1
Pozorova´n´ım diskre´tn´ı na´hodne´ velicˇiny X jsme z´ıskali statisticky´ soubor o rozsahu
n = 180. Po jeho roztrˇ´ıdeˇn´ı jsme obdrzˇeli diskre´tn´ı empiricke´ rozdeˇlen´ı na´hodne´ velicˇiny
X dane´ na´sleduj´ıc´ı tabulkou 5, kde jsou x∗j strˇedy trˇ´ıd a fj pozorovane´ absolutn´ı cˇetnosti
[15].
Tabulka 5: Pozorova´n´ı
x∗j 1 2 3 4 5 6 7
fj 15 36 21 15 27 42 24
Hleda´me minimum Hellingerovy, Shannonovy a Personovy kvazinormy za vedlejˇs´ıch
podmı´nek dany´ch prvn´ımi peˇti obecny´mi momenty
M0 =
1
n
m∑
j=1
fj = 1,
M1 =
1
n
m∑
j=1
fjx
∗
j = 12, 75,
M2 =
1
n
m∑
j=1
fjx
∗
j
2 = 65, 85,
M3 =
1
n
m∑
j=1
fjx
∗3
j = 375, 15,
M4 =
1
n
m∑
j=1
fjx
∗4
j = 2251, 05.
Vy´pocˇty byly provedeny pomoc´ı specia´lneˇ vytvorˇene´ho softwaru s optimalizacˇn´ım ja´drem
z programu GAMS. Vy´sledky za postupne´ho prˇida´va´n´ı momentovy´ch podmı´nek pro
vsˇechny kvazinormy jsou ilustrova´ny v tabulce 6.
V tabulce 7 jsou vypocˇtene´ odhady absolutn´ıch cˇetnost´ı, kde horn´ı index odhadnute´
zaokrouhlene´ cˇetnosti fHj , resp. f
S
j , resp. f
P
j = npj(λ) odpov´ıda´ prvn´ımu p´ısmenu na´zvu
dane´ kvazinormy.
Vy´sledky chi-kvadrat testu a Pitman-Hellingerova testu dobre´ shody pozorovane´ho
a fitovane´ho rozdeˇlen´ı jsou v tabulce 8, kde ”Ano” znamena´, zˇe hypote´zu o shodeˇ rozdeˇlen´ı
nezamı´ta´me, ”Ne” znamena´ zamı´tnut´ı. Z vy´sledk˚u je videˇt, zˇe oba testy maj´ı podobnou
citlivost a prˇi K = 4 je dosazˇeno jizˇ dosazˇeno dobre´ shody. Graficka´ ilustrace je na
obra´zku 1.
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Tabulka 6: Hodnoty kvazinorem
Kvazinorma  K 0 1 2 3 4
D (p,p0) 0 0,0039 0,0041 0,0041 0,0318
S (p,p0) 0 0,0078 0,0080 0,0081 0,0647
P (p,p0) 0 0,0156 0,0168 0,0169 0,1250
Tabulka 7: Vy´sledky odhad˚u
x∗j 1 2 3 4 5 6 7
fj 15 36 21 15 27 42 24
fHj
K = 0 25,7 25,7 25,7 25,7 25,7 25,7 25,7
K = 1 21,3 22,5 23,9 25,4 27,1 28,9 30,9
K = 2 20,4 22,4 24,3 26,1 27,7 29,0 29,9
K = 3 20,8 22,1 23,9 26,1 28,1 29,5 29,4
K = 4 15,4 34,7 21,9 16,9 23,2 44,5 23,4
fSj
K = 0 25,7 25,7 25,7 25,7 25,7 25,7 25,7
K = 1 21,1 22,5 24,0 25,5 27,2 28,9 30,8
K = 2 20,4 22,4 24,4 26,1 27,7 29,0 29,9
K = 3 20,8 22,1 23,9 26,1 28,1 29,5 29,5
K = 4 15,3 34,9 21,9 16,4 24,1 43,9 23,6
fPj
K = 0 25,7 25,7 25,7 25,7 25,7 25,7 25,7
K = 1 21,6 22,6 23,8 25,1 26,8 28,8 31,4
K = 2 20,5 22,3 24,2 26,1 27,8 29,1 29,8
K = 3 20,8 22,1 23,9 26,0 28,1 29,6 29,4
K = 4 15,5 34,2 22,1 18,0 21,3 45,6 23,2
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Tabulka 8: Vy´sledky test˚u
Kvazinorma K
Chi-kvadra´t test Pitman-Hellinger˚uv test
Krit. P -hod. Hyp. Krit. P -hod. Hyp.
D (p,p0)
0 24,4017 0,00044 Ne 24,0245 0,00052 Ne
1 22,0124 0,00052 Ne 20,9359 0,00083 Ne
2 21,8920 0,00021 Ne 20,8431 0,00034 Ne
3 21,8031 0,00007 Ne 20.6977 0,00012 Ne
4 1,0803 0,58266 Ano 1,0516 0,59108 Ano
S (p,p0)
0 24,4000 0,00044 Ne 24,0185 0,00052 Ne
1 21,9841 0,00053 Ne 20,9087 0,00084 Ne
2 21,8884 0,00021 Ne 20,8450 0,00034 Ne
3 21,8959 0,00007 Ne 20,7791 0,00012 Ne
4 0,6264 0,73111 Ano 0,6138 0,73571 Ano
P (p,p0)
0 24,4000 0,00044 Ne 24,0185 0,00052 Ne
1 22,1566 0,00049 Ne 21,0824 0,00078 Ne
2 21,8447 0,00022 Ne 20,7839 0,00035 Ne
3 21,5744 0,00008 Ne 20,.4961 0,00013 Ne
4 2,5037 0,28598 Ano 2,3902 0,30268 Ano
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Obra´zek 1: Graficke´ zna´zorneˇn´ı
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7.2 Prˇ´ıklad 2
Pocˇ´ıtacˇovou simulac´ı diskre´tn´ı na´hodne´ velicˇiny X s Poissonovy´m rozdeˇlen´ım
pravdeˇpodobnosti s parametrem λ = 1,5 jsme z´ıskali statisticky´ soubor pozorovany´ch
hodnot xi, i = 1, . . . , 100 [35]. Po jeho roztrˇ´ıdeˇn´ı a sloucˇen´ı p˚uvodn´ıch trˇ´ı trˇ´ıd s maly´mi
cˇetnostmi pro x∗j = 4, 5, 6 dostaneme roztrˇ´ıdeˇny´ statisticky´ soubor, ktery´ je uveden v tab-
ulce 9.
Tabulka 9: Zada´n´ı
j 1 2 3 4 5
x∗j 0 1 2 3 5
fj 21 36 27 9 7
Pocˇet trˇ´ıd m = 5 a rozsah n = 100, takzˇe
M0 = 1,
M1 = x¯ =
1
100
5∑
j=1
fjx
∗
j = 1, 52,
M2 = x¯ =
1
100
5∑
j=1
fjx
∗2
j = 4.
Pomoc´ı optimalizacˇn´ıho na´stroje Rˇesˇitel z Excelu pro urcˇen´ı minima Pearsonovy
kvazinormy a na´sleduj´ıc´ım ch´ı-kvadra´t testem jsme z´ıskali vy´sledky v tabulka´ch 10 a 11.
Tabulka 10: Vy´sledky - Lagrangeovy multiplika´tory
K λk pj
0 λ0 = 1 0,2
1
λ0 = 0, 2918 pj =
1
5
(√
λ0+λ1x∗j
)
λ1 = 0, 5862
2
λ0 = 0, 9217
pj =
1
5(
√
λ0+λ1x∗j+λ2x
∗2
j )λ1 = −1, 244
λ2 = 0, 5971
Tabulka 11: Vy´sledky odhad˚u
K fˆj 21 36 27 9 7 PK χ
2 χ20,95 Hyp.
0 npj 20 20 20 20 20 0 29,80 9,488 Ne
1 npj 37,0 21,3 16,6 14,0 11,1 0,18 26,94 7,815 Ne
2 npj 20,8 38,2 22,1 12,5 6,4 0,42 29,80 5,991 Ano
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Rozdeˇlen´ı pravdeˇpodobnosti z´ıskana´ pro K = 0 a K = 1 a vedlejˇs´ıch momentovy´ch
podmı´nek na hladineˇ vy´znamnosti 0,05 zamı´ta´me. Dokla´daj´ı to take´ odhady cˇetnost´ı npj
v porovna´n´ı s pozorovany´mi cˇetnostmi v tabulce 11 i zna´zorneˇn´ı vy´sledk˚u na obra´zku 2.
Obra´zek 2: Graficke´ zna´zorneˇn´ı
29
8 Aproximace za´kladn´ıch rozdeˇlen´ı pravdeˇpodobno-
sti pomoc´ı kvazinorem
V te´to kapitole aplikujeme popsany´ zp˚usob odhadu rozdeˇlen´ı pomoc´ı minimalizace kvazi-
normy na vy´znamny´ch rozdeˇlen´ıch pravdeˇpodobnosti, jak diskre´tn´ıch, tak diskretizo-
vany´ch spojity´ch [45]. Konkre´tneˇ se bude jednat o binomicke´, Poissonovo, norma´ln´ı a
Weibullovo. C´ılem kapitoly bude posoudit, jak dobrˇe konkre´tn´ı kvazinorma s prˇiby´vaj´ıc´ım
pocˇtem momentovy´ch omezen´ı aproximuje vybrane´ rozdeˇlen´ı. Budeme srovna´vat trˇi nej-
pouzˇ´ıvaneˇjˇs´ı kvazinormy - Hellingerovu, Pearsonovu a Shannonovu.
Pro kazˇdy´ typ rozdeˇlen´ı bude vybra´no neˇkolik za´stupc˚u s konkre´tn´ımi hodnotami
parametr˚u. Pro tyto za´stupce pak bude umeˇle vytvorˇen datovy´ soubor o rozsahu
n = 100. Nebude zde pracova´no se simulovany´mi datovy´mi soubory s vyuzˇit´ım gene-
ra´toru na´hodny´ch cˇ´ısel, ale cˇetnosti jednotlivy´ch trˇ´ıd budou stanoveny vy´pocˇtem po-
dle vztahu fi = nPi, kde Pi jsou vypocˇtene´ pravdeˇpodobnosti jednotlivy´ch trˇ´ıd pomoc´ı
pravdeˇpodobnostn´ı cˇi distribucˇn´ı funkce. Mu˚zˇeme hovorˇit tedy v jiste´m smyslu o te-
oreticky´ch cˇetnostech. Pro srovnatelnost jednotlivy´ch datovy´ch soubor˚u budeme volit
rozsah souboru vzˇdy n = 100 a pocˇet trˇ´ıd m = 9. Tyto teoreticke´ cˇetnosti budeme
pak pokla´dat za nasˇe pozorova´n´ı a budeme prova´deˇt odhad tohoto rozdeˇlen´ı minimali-
zac´ı trˇ´ı kvazinorem. Budeme sledovat, jak se tyto odhady bl´ızˇ´ı tomuto ”teoreticke´mu
pozorova´n´ı” s prˇiby´vaj´ıc´ım pocˇtem momentovy´ch omezen´ı K = 0 . . . 8. Prˇ´ıpad K = 8 ne-
bude azˇ tak zaj´ımavy´, protozˇe dojde k u´plne´ shodeˇ pro vsˇechny kvazinormy. Mı´ru shody
pozorova´n´ı a odhadu budeme posuzovat testovy´m krite´riem ch´ı-kvadra´t χ2 = (fi−npi)
2
npi
,
kde pi jsou odhady pravdeˇpodobnost´ı jednotlivy´ch trˇ´ıd a budeme take´ testovat shodu na
hladineˇ vy´znamnosti 0,95. Ke stanoven´ı hodnot pravdeˇpodobnostn´ı funkce odhadovane´ho
rozdeˇlen´ı, minimalizac´ı prˇ´ıslusˇne´ kvazinormy byl pouzˇit specia´ln´ı software Estimator 1.4.1
[52] na ba´zi optimalizacˇn´ıho rˇesˇitele GAMS, ktry´ byl vytvorˇen pro tyto u´cˇely. Pro kazˇde´
pozorova´n´ı na za´veˇr vytvorˇ´ıme graf za´vislosti ch´ı-kvadra´t krite´ria na pocˇtu momentovy´ch
podmı´nek, ze ktere´ho bude videˇt, pro kterou kvazinormu docha´z´ı k nejlepsˇ´ı shodeˇ po-
zorova´n´ı a odhadu.
8.1 Binomicke´ rozdeˇlen´ı
Jako za´stupce binomicke´ho rozdeˇlen´ı jsme zvolili rozdeˇlen´ı Bi(8; 0,5) a Bi(8; 0,25). Prvn´ı
parametr je volen za´meˇrneˇ, aby vzniklo 9 prˇirozeny´ch trˇ´ıd pro xi = 0, . . . 8. Volbou
druhe´ho parametru doc´ıl´ıme v prvn´ım prˇ´ıpadeˇ symetrie, ve druhe´m levostranne´ sˇikmosti.
Hodnoty teoreticky´ch cˇetnost´ı fi jsou vypocˇteny prˇ´ımo z pravdeˇpodobnostn´ı funkce Pi
binomicke´ho rozdeˇlen´ı a odhadovane´ pravdeˇpodobnosti jsou vypocˇteny Estima´torem pro
pocˇty momentovy´ch podmı´nek K = 0 . . . 8. Podrobne´ vy´sledky vy´pocˇt˚u jsou v tabulka´ch,
uvedeny´ch z d˚uvodu prˇeveden´ı z Excelu jako obra´zky 3 a 4. V posledn´ıch dvou rˇa´dc´ıch
tabulky je testova´ statistika ch´ı-kvadra´t testu a prˇ´ıslusˇna´ kriticka´ hodnota. Testove´ kri-
te´rium je vyznacˇeno barevneˇ v prˇ´ıpadeˇ, zˇe ch´ı-kvadra´t test zamı´ta´ shodu pozorova´n´ı a
odhadu.
V grafech na obra´zc´ıch 5 a 6 je zna´zorneˇna za´vislost testove´ho krite´ria χ2 na pocˇtu
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Obra´zek 3: Vy´sledky pro binomicke´ rozdeˇlen´ı Bi(8; 0,5)
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Obra´zek 4: Vy´sledky pro binomicke´ rozdeˇlen´ı Bi(8; 0,25)
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momentovy´ch podmı´nek K. Z obra´zk˚u je na´zorneˇ videˇt srovna´n´ı nasˇich trˇ´ı kvazinorem
z hlediska kvality aproximace.
Obra´zek 5: Graf za´vislosti χ2 na K pro rozdeˇlen´ı Bi(8; 0,5)
Z vy´sledk˚u je videˇt, zˇe pro aproximova´n´ı binomicke´ho rozdeˇlen´ı se nejv´ıce hod´ı Shan-
nonova kvazinorma, o neˇco h˚urˇe Hellingerova a daleko nejh˚urˇe Pearsonova. U prvn´ıch
dvou je dosazˇeno dobre´ shody na hladineˇ vy´znamnosti 0,95 uzˇ prˇi K = 2. Pro Pearsonovu
kvazinormu je dosazˇeno dobre´ shody prˇi vysˇsˇ´ım pocˇtu momentovy´ch omezen´ı. Tato kvazi-
norma se chova´ ”zvla´sˇtneˇ” t´ım, zˇe prˇida´n´ım dalˇs´ı omezuj´ıc´ı podmı´nky je neˇkdy dosazˇeno
horsˇ´ı shody s pozorova´n´ım. Znamena´ to, zˇe prˇida´n´ım dalˇs´ı informace o pozorovane´m
rozdeˇlen´ı v podobeˇ prˇedepsa´n´ı dalˇs´ı momentove´ podmı´nky pro odhad, se tento odhad
vzda´l´ı od pozorova´n´ı ve smyslu ch´ı-kvadra´t krite´ria. Tento fakt se mu˚zˇe zda´t prˇekvapivy´,
nicme´neˇ nen´ı v rozporu s nasˇ´ım prˇ´ıstupem k odhadu rozdeˇlen´ı.
Hellingerova a Shannonova kvazinorma se takto nechovaj´ı, tam se zvy´sˇen´ım K ne-
docha´z´ı k poklesu χ2. U rozdeˇln´ı Bi(8; 0,5) pouze prˇida´n´ı liche´ momentove´ podmı´nky
nezp˚usob´ı zmeˇnu dohadu a tud´ızˇ ani χ2. Tato skute4nost je zp˚usobena symetri´ı rozdeˇlen´ı.
U nesymetricke´ho Bi(8; 0,25) docha´z´ı k poklesu χ2 prˇi kazˇde´m vzr˚ustu K.
Co se ty´cˇe srovna´n´ı odhad˚u nasˇich dvou za´stupc˚u binomicke´ho rozdeˇlen´ı, da´ se rˇ´ıct, zˇe
pro vsˇechny kvazinormy jsou aproximace vesmeˇs o neˇco lepsˇ´ı pro rozdeˇlen´ı Bi(8; 0,5). Tato
vlastnost je zrˇejmeˇ zp˚usobena mensˇ´ımi odliˇsnostmi v teoreticky´ch cˇetnostech jednotlivy´ch
trˇ´ıd pro rozdeˇlen´ı Bi(8; 0,5), tud´ızˇ vysˇsˇ´ı neurcˇitost´ı pozorova´n´ı, tj. nizˇsˇ´ı odliˇsnost´ı
samotne´ho pozorova´n´ı od maxima´lneˇ entropicke´ho rozdeˇlen´ı p0. Tato relativneˇ mala´
odliˇsnost v odhadech teˇchto dvou rozdeˇlen´ı se jesˇteˇ v´ıce zmensˇuje s rostouc´ım K, cozˇ
sveˇdcˇ´ı o dobre´ flexibiliteˇ odhadu rozdeˇlen´ı s vyuzˇit´ım minimalizace kvazinorem.
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Obra´zek 6: Graf za´vislosti χ2 na K pro rozdeˇlen´ı Bi(8; 0,25)
8.2 Poissonovo rozdeˇlen´ı
Jako za´stupce Poissonova rozdeˇlen´ı jsme zvolili dveˇ rozdeˇlen´ı Po(2) a Po(3). Hodnoty
teoreticky´ch cˇetnost´ı fi jsou vypocˇteny prˇ´ımo z pravdeˇpodobnostn´ı funkce Pi Poissonova
rozdeˇlen´ı. Abychom dostali deveˇt trˇ´ıd, stejneˇ jako u binomicke´ho rozdeˇlen´ı, zvol´ıme osm
prˇirozeny´ch trˇ´ıd x = 0, . . . 7 a posledn´ı trˇ´ıda, kterou budeme reprezentovat hodnotou
x = 8 vznikne sloucˇen´ım trˇ´ıd pro x ≥ 8. Odhadovane´ pravdeˇpodobnosti jsou vypocˇteny
Estima´torem pro pocˇty momentovy´ch podmı´nek K = 0 . . . 8. Podrobne´ vy´sledky vy´pocˇt˚u
jsou v tabulka´ch, uvedeny´ch z d˚uvodu prˇeveden´ı z Excelu jako obra´zky 7 a 8. V posledn´ıch
dvou rˇa´dc´ıch tabulky je testova´ statistika ch´ı-kvadra´t testu a prˇ´ıslusˇna´ kriticka´ hodnota.
Testove´ krite´rium je vyznacˇeno barevneˇ v prˇ´ıpadeˇ, zˇe ch´ı-kvadra´t test zamı´ta´ shodu
pozorova´n´ı a odhadu.
V grafech na obra´zc´ıch 9 a 10 je zna´zorneˇna za´vislost testove´ho krite´ria χ2 na pocˇtu
momentovy´ch podmı´nek K. Z obra´zk˚u je na´zorneˇ videˇt srovna´n´ı nasˇich trˇ´ı kvazinorem
z hlediska kvality aproximace.
Vy´sledky jsou velmi podobne´ jako u binomicke´ho rozdeˇlen´ı. Hellingerova a Shan-
nonova kvazinorma dopadli dobrˇe. K dobre´ shodeˇ na hladineˇ vy´znamnosti 0,95 docha´z´ı
jizˇ prˇi k = 2. Pearsonova kvazinorma dopada´ h˚urˇe, obzvla´sˇte pro rozdeˇlen´ı Po(2), kde se
podobneˇ jako u binomicke´ho rozdeˇlen´ı neˇkdy objev´ı pokles χ2 s rostouc´ım K. Du˚vody
byly nast´ıneˇny v podkapitole o binomicke´m rozdeˇlen´ı a souvis´ı zrˇejmeˇ s velkou nevyrov-
nanost´ı teoreticky´ch cˇetnost´ı.
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Obra´zek 7: Vy´sledky pro Poissonovo rozdeˇlen´ı Po(2)
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Obra´zek 8: Vy´sledky pro Poissonovo rozdeˇlen´ı Po(3)
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Obra´zek 9: Graf za´vislosti χ2 na K pro rozdeˇlen´ı Po(2)
Obra´zek 10: Graf za´vislosti χ2 na K pro rozdeˇlen´ı Po(3)
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8.3 Norma´ln´ı rozdeˇlen´ı
Pro odhad norma´ln´ıho rozdeˇlen´ı jsme zvolili trˇi za´stupce se strˇedn´ı hodnotou 0 a
smeˇrodatny´mi odchylkami 3, 2 a 1,5. Pro vsˇechna trˇi rozdeˇlen´ı byla zvolena stejna´
diskretizace s sˇ´ıˇrkou trˇ´ıdy rovnou 1. Ve vy´sledkovy´ch tabulka´ch jsou trˇ´ıdy reprezen-
tova´ny cely´mi cˇ´ısly od -4 do 4, ktere´ maj´ı vy´znam strˇed˚u trˇ´ıd, s vyj´ımkou krajn´ıch dvou
reprezentuj´ıc´ıch rozsˇ´ıˇrene´ trˇ´ıdy (−∞;−3,5) a 〈3,5;∞). Teoreticke´ cˇetnosti byly vypocˇteny
z distribucˇn´ı funkce norma´ln´ıho rozdeˇlen´ı. Z hlediska za´sad trˇ´ıdeˇn´ı se toto trˇ´ıdeˇn´ı nejle´pe
hod´ı pro rozdeˇlen´ı N(0; 4). Pokud bychom vsˇak zvolili trˇ´ıdeˇn´ı u´meˇrne´ smeˇrodatne´ od-
chylce rozdeˇlen´ı, vysˇly by teoreticke´ cˇetnosti trˇ´ıd stejneˇ a nasˇe srovna´n´ı by postra´dalo
smysl.
Odhadovane´ pravdeˇpodobnosti jsou vypocˇteny Estima´torem pro pocˇty momentovy´ch
podmı´nekK = 0 . . . 8, stejneˇ jako prˇedchoz´ıch podkapitola´ch. Podrobne´ vy´sledky vy´pocˇt˚u
jsou v tabulka´ch, uvedeny´ch z d˚uvodu prˇeveden´ı z Excelu jako obra´zky 11, 12 a 13.
V posledn´ıch dvou rˇa´dc´ıch tabulky je testova´ statistika ch´ı-kvadra´t testu a prˇ´ıslusˇna´
kriticka´ hodnota. Testove´ krite´rium je vyznacˇeno barevneˇ v prˇ´ıpadeˇ, zˇe ch´ı-kvadra´t test
zamı´ta´ shodu pozorova´n´ı a odhadu.
V grafech na obra´zc´ıch 15, 14 a 16 je zna´zorneˇna za´vislost testove´ho krite´ria χ2
na pocˇtu momentovy´ch podmı´nek K. Z obra´zk˚u je na´zorneˇ videˇt srovna´n´ı nasˇich trˇ´ı
kvazinorem z hlediska kvality aproximace.
Pro aproximaci norma´ln´ıho rozdeˇlen´ı je dosazˇeno velmi uspokojivy´ch vy´sledk˚u. Pro
rozdeˇlen´ı s nejveˇtsˇ´ım rozptylem N(0; 9) dosazˇeno shody s pozorova´n´ım jizˇ prˇi samotne´m
rozdeˇlen´ı p0 (K = 0). Je to vsˇak zp˚usobeno maly´mi rozd´ıly mezi cˇetnostmi jednotlivy´ch
trˇ´ıd. Pouzˇite´ roztrˇ´ıdeˇn´ı datove´ho souboru z tohoto rozdeˇlen´ı je vsˇak nevhodne´, proto se
j´ım uzˇ v´ıce nebudeme zaby´vat.
Pro dalˇs´ı dveˇ rozdeˇlen´ı, a to N(0; 4) a N(0; 2,25), je dosazˇeno dobre´ shody jizˇ pro
K = 2 pro vsˇechny kvazinormy s vyj´ımkou Pearsonovy u rozdeˇlen´ı N(0; 2,25). Toto
rozdeˇlen´ı s nejmensˇ´ım rozptylem dosahuje nejveˇtsˇ´ıch rozd´ıl˚u v cˇetnostech trˇ´ıd a obdobneˇ
jako prˇ´ıpadech v minuly´ch podkapitola´ch je Pearsonova kvazinorma nevhodna´.
Ostatn´ı dveˇ kvazinormy dosahuj´ı podobny´ch velmi dobry´ch vy´sledk˚u a obzvla´sˇteˇ pro
nejle´pe trˇ´ıdeˇny´ prˇ´ıpad N(0; 4) nelze jednoznacˇneˇ rˇ´ıct, ktera´ je lepsˇ´ı. Prˇida´n´ı liche´ mo-
mentove´ podmı´nky nevede ke zmeˇneˇ odhadu, cozˇ je podobneˇ jako u Bi(8; 0,5) zp˚usobeno
symetri´ı norma´ln´ıho rozdeˇlen´ı.
Dalˇs´ı zaj´ımavost´ı je rychlost poklesu χ2 prˇi r˚ustu K v za´vislosti na variabiliteˇ
norma´ln´ıho rozdeˇlen´ı. U rozdeˇlen´ı N(0; 9) s nejveˇtsˇ´ım rozptylem docha´z´ı k dobre´ shodeˇ
jizˇ pro K = 0, avsˇak hodnota testove´ho krite´ria ch´ı-kvadra´t testu s rostouc´ım K klesa´
nejpomaleji. Pro rozdeˇlen´ı s veˇtsˇ´ım rozptylem, kde jsou veˇtsˇ´ı rozd´ıly v teoreticky´ch
cˇetnostech, hodnota χ2 zacˇ´ına´ na logicky na vysˇsˇ´ı hodnoteˇ, avsˇak s rostouc´ım K je pokles
χ2 razantneˇjˇs´ı a od jiste´ hodnotyK je dosazˇeno lepsˇ´ı shody nezˇ pro v´ıce variabiln´ı soubory.
To opeˇt sveˇdcˇ´ı o dobre´ flexibiliteˇ nasˇich odhad˚u. Tato za´vislost je nejmarkantneˇjˇs´ı pro
Shannonovu kvazinormu (viz obra´zek 17).
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Obra´zek 11: Vy´sledky pro norma´ln´ı rozdeˇlen´ı N(0; 9)
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Obra´zek 12: Vy´sledky pro norma´ln´ı rozdeˇlen´ı N(0; 4)
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Obra´zek 13: Vy´sledky pro norma´ln´ı rozdeˇlen´ı N(0; 2,25)
41
Obra´zek 14: Graf za´vislosti χ2 na K pro rozdeˇlen´ı N(0; 9)
Obra´zek 15: Graf za´vislosti χ2 na K pro rozdeˇlen´ı N(0; 4)
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Obra´zek 16: Graf za´vislosti χ2 na K pro rozdeˇlen´ı N(0; 4)
Obra´zek 17: Graf za´vislosti χ2 na K pro Shannonovu kvazinormu
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8.4 Weibullovo rozdeˇlen´ı
Posledn´ım typem rozdeˇlen´ı, ktery´m se budeme zaby´vat je Weibullovo. Zvol´ıme-li hodnotu
druhe´ho parametru rovnu jedne´, prˇejde Weibullovo rozdeˇlen´ı na exponencia´ln´ı. Z tohoto
d˚uvodu je exponencia´ln´ı rozdeˇlen´ı zarˇazeno do te´to podkapitoly jako specia´ln´ı prˇ´ıpad
Weibullova. Odhad rozdeˇlen´ı budeme prova´deˇt na cˇtyrˇech rozdeˇlen´ıch W(10; 1) = E(0,1),
W(4; 1) = E(0,25), W(6; 1,5) a W(8; 2). Pro vsˇechny za´stupce bylo provedeno stejne´
trˇ´ıdeˇn´ı do 9 trˇ´ıd a to takove´ zˇe hranice trˇ´ıd jsou suda´ cˇ´ısla od 0 do 16. Trˇ´ıdy jsou
pak ve vy´sledkove´ tabulce reprezentova´ny lichy´mi cˇ´ısly od 1 do 17 (trˇ´ıda reprezentovana´
hodnotou 17 odpov´ıda´ intervalu (16;∞)). Pravdeˇpodobnosti Pi a z nich pak teoreticke´
cˇetnosti fi jsou vypocˇteny z distribucˇn´ıch funkc´ı zvoleny´ch rozdeˇlen´ı.
Odhadovane´ pravdeˇpodobnosti byly vypocˇteny opeˇt Estima´torem pro pocˇty momen-
tovy´ch podmı´nek K = 0 . . . 8. Podrobne´ vy´sledky vy´pocˇt˚u jsou v tabulka´ch, uvedeny´ch
z d˚uvodu prˇeveden´ı z Excelu jako obra´zky 18, 19, 20 a 21. V posledn´ıch dvou rˇa´dc´ıch
tabulky je testova´ statistika ch´ı-kvadra´t testu a prˇ´ıslusˇna´ kriticka´ hodnota. Testove´
krite´rium je vyznacˇeno barevneˇ v prˇ´ıpadeˇ, zˇe ch´ı-kvadra´t test zamı´ta´ shodu pozorova´n´ı a
odhadu.
V grafech na obra´zc´ıch 22, 23, 24 a 25 je zna´zorneˇna za´vislost testove´ho krite´ria χ2
na pocˇtu momentovy´ch podmı´nek K. Z obra´zk˚u je na´zorneˇ videˇt srovna´n´ı nasˇich trˇ´ı
kvazinorem z hlediska kvality aproximace.
Pro aproximaci exponencia´ln´ıho rozdeˇlen´ı E(0,1) dopadaj´ı vsˇechny kvazinormy te´meˇrˇ
shodneˇ. Pro dalˇs´ı za´stupce jsou vy´sledky velmi podobne´ pro Hellingerovu a Shannonovu
kvazinormu, k dobre´ shodeˇ stacˇ´ı jedna nebo dveˇ momentove´ omezen´ı. Pearsonova kvazi-
norma dopada´ o neˇco h˚urˇe, nicme´neˇ v porovna´n´ı se zkoumany´mi diskre´tn´ımi rozdeˇlen´ımi,
tato kvazinorma dopada´ prˇece jenom vy´razneˇ le´pe.
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Obra´zek 18: Vy´sledky pro exponencia´ln´ı rozdeˇlen´ı E(0,1)
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Obra´zek 19: Vy´sledky pro exponencia´ln´ı rozdeˇlen´ı E(0,25)
46
Obra´zek 20: Vy´sledky pro Weibullovo rozdeˇlen´ı W(6; 1,5)
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Obra´zek 21: Vy´sledky pro Weibullovo rozdeˇlen´ı W(8; 2)
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Obra´zek 22: Graf za´vislosti χ2 na K pro rozdeˇlen´ı E(0,1)
Obra´zek 23: Graf za´vislosti χ2 na K pro rozdeˇlen´ı E(0,25)
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Obra´zek 24: Graf za´vislosti χ2 na K pro rozdeˇlen´ı W(6; 1,5)
Obra´zek 25: Graf za´vislosti χ2 na K pro rozdeˇlen´ı W(8; 2)
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9 Odhad rozdeˇlen´ı s obecny´mi linea´rn´ımi podmı´nka-
mi
Prˇedpokla´da´me stejneˇ jako v kapitole 5, zˇe pozorovana´ diskre´tn´ı na´hodna´ velicˇina X na
(Ω,Σ, P ), jej´ızˇ rozdeˇlen´ı pravdeˇpodobnosti chceme odhadnout (fitovat), naby´va´ nejvy´sˇe
konecˇneˇ mnoha r˚uzny´ch hodnot x∗j ∈ R, (tj. Ω = {x∗1, . . . , x∗m} ⊂ R) s nezna´my´mi
pravdeˇpodobnostmi
pj = P
(
X = x∗j
)
, j = 1, . . . ,m, m > 1.
Pozorova´n´ım na´hodne´ velicˇiny X z´ıska´me statisticky´ soubor (x1, . . . , xn) a jeho roztrˇ´ıdeˇ-
n´ım dostaneme roztrˇ´ıdeˇny´ statisticky´ soubor(
(x∗1,
f1
n
), . . . , (x∗m,
fm
n
)
)
,
kde fj je absolutn´ı cˇetnost pozorovane´ hodnoty x
∗
j . Da´le prˇedpokla´da´me, zˇe n > m
a fj > 0 pro vsˇechna j = 1, . . . ,m (jestlizˇe fj = 0, pak j-tou trˇ´ıdu vynecha´me). Pro odhad
rozdeˇlen´ı p pozˇadujeme, aby toto rozdeˇlen´ı nav´ıc splnˇovalo neˇjake´ zadane´ podmı´nky,
jejichzˇ pocˇet je K ≥ 1. Mezi tyto podmı´nky zarˇazujeme zrˇejmou podmı´nku∑mj=1 pj = 1.
Hleda´me pak takove´ rozdeˇlen´ı p, ktere´ ma´ minima´ln´ı kvazinormu Df (p,p0) za teˇchto
dodatecˇny´ch podmı´nek. V kapitole 5 jsme se zaby´vali momentovy´mi podmı´nkami
m∑
j=1
pjx
∗k
j =Mk, k = 0, . . . , K.
Jedna´ se o linea´rn´ı podmı´nky v promeˇnny´ch pj s konkre´tn´ımi koeficienty na levy´ch
strana´ch, a sice s mocninami pozorovany´ch hodnot x∗kj . V te´to kapitole se zameˇrˇujeme
na obecne´ linea´rn´ı podmı´nky
m∑
j=1
pjakj = bk, k = 0, . . . , K,
zapsa´no maticoveˇ
Ap = b,
kde
A =

1 1 . . . 1
a11 a12 . . . a1m
a21 a22 . . . a2m
...
...
. . .
...
aK1 aK2 . . . aKm

je matice typu K + 1 kra´t m a
b =

1
b1
b2
...
bK

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je sloupcovy´ vektor pravy´ch stran omezen´ı. Hleda´me pak takove´ rozdeˇlen´ı p, ktere´ ma´
minima´ln´ı kvazinormu Df (p,p0).
9.1 Hellingerova kvazinorma
Rozdeˇlen´ı pravdeˇpodobnosti p = (p1, . . . , pm) pozorovane´ diskre´tn´ı na´hodne´ velicˇiny
X ma´ na pravdeˇpodobnostn´ım prostoru (Ω,Σ, P ), kde Ω = {x∗1, . . . , x∗m}, m > 0
a Σ je mnozˇina vsˇech podmnozˇin Ω, minima´ln´ı Hellingerovu kvazinormu za K
pocˇa´tecˇn´ıch obecny´ch podmı´nek
m∑
j=1
pjakj = bk, k = 0, . . . , K,
jestlizˇe jeho Hellingerova kvazinorma
H(p,p0) = 2− 2√
m
m∑
j=1
√
pj
je minima´ln´ı pro
m∑
j=1
pjakj = bk, k = 0, . . . , K.
Pro K < m− 1 obdrzˇ´ıme
pj (λ) =
1
m
(
K∑
k=0
λkakj
)2 , j = 1, . . . ,m,
kde λk, k = 0, . . . , K jsou Lagrangeovy multiplika´tory pro Lagrangeovu funkci
Λ (p,λ) = H (p,p0) +
K∑
k=0
λk
(
m∑
j=1
pjakj − bk
)
a λ = (λ0, . . . , λK).
Lagrangeovy multiplika´tory λk je mozˇno urcˇit pomoc´ı nelinea´rn´ı soustavy rovnic
odpov´ıdaj´ıc´ı nulove´mu gradientu Lagrangeovy funkce, anebo prˇ´ımo aplikovat neˇkterou
metodu nelinea´rn´ı optimalizace pro urcˇen´ı jej´ıho minima.
Jestlizˇe oznacˇ´ıme HK = min H (p (λ) ,p0), kde p(λ) = (p1(λ), . . . , pm(λ)) je odhad
rozdeˇlen´ı pravdeˇpodobnosti s minima´ln´ı Hellingerovou kvazinormou za dany´ch K < m−1
momentovy´ch podmı´nek, pak
HK = 2− 2
m∑
j=1
∣∣∣∣∣
K∑
k=0
λkakj
∣∣∣∣∣.
Pro K = 0 je pj =
1
m
, j = 1, . . . ,m a H0 = 0.
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9.2 Shannonova kvazinorma
Rozdeˇlen´ı pravdeˇpodobnosti p = (p1, . . . , pm) pozorovane´ diskre´tn´ı na´hodne´ velicˇiny
X ma´ na pravdeˇpodobnostn´ım prostoru (Ω,Σ, P ), kde Ω = {x∗1, . . . , x∗m}, m > 0
a Σ je mnozˇina vsˇech podmnozˇin Ω, minima´ln´ı Shannonovu kvazinormu za K
pocˇa´tecˇn´ıch obecny´ch podmı´nek
m∑
j=1
pjakj = bk, k = 0, . . . , K,
jestlizˇe jeho Shannonova kvazinorma
S(p,p0) =
m∑
j=1
pj ln pj + lnm
je minima´ln´ı pro
m∑
j=1
pjakj = bk, k = 0, . . . , K.
Pro K < m− 1 obdrzˇ´ıme
pj (λ) = exp
(
−1−
K∑
k=0
λkakj
)
, j = 1, . . . ,m,
kde λk, k = 0, . . . , K jsou Lagrangeovy multiplika´tory pro Lagrangeovu funkci
Λ (p,λ) = S (p,p0) +
K∑
k=0
λk
(
m∑
j=1
pjakj −Mk
)
a λ = (λ0, . . . , λK).
Lagrangeovy multiplika´tory λk je mozˇno urcˇit pomoc´ı nelinea´rn´ı soustavy rovnic
odpov´ıdaj´ıc´ı nulove´mu gradientu Lagrangeovy funkce
m∑
j=1
exp
(
−1 +
K∑
k=0
λkakj
)
aνj = bν , ν = 1, . . . , K,
anebo prˇ´ımo aplikovat neˇkterou metodu nelinea´rn´ı optimalizace pro urcˇen´ı jej´ıho minima.
Jestlizˇe oznacˇ´ıme SK = min S (p (λ) ,p0), kde p(λ) = (p1(λ), . . . , pm(λ)) je odhad
rozdeˇlen´ı pravdeˇpodobnosti s minima´ln´ı Shannonovou kvazinormou za dany´ch K < m−1
momentovy´ch podmı´nek, pak
SK = lnm−
m∑
j=1
(
1 +
K∑
k=0
λkakj
)
exp
(
−1−
K∑
k=0
λkakj
)
.
Pro K = 0 je pj =
1
m
, j = 1, . . . ,m a S0 = 0.
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9.3 Pearsonova kvazinorma
Rozdeˇlen´ı pravdeˇpodobnosti p = (p1, . . . , pm) pozorovane´ diskre´tn´ı na´hodne´ velicˇiny X
ma´ na pravdeˇpodobnostn´ım prostoru (Ω,Σ, P ), kde Ω = {x∗1, . . . , x∗m}, m > 0 a Σ je
mnozˇina vsˇech podmnozˇin Ω,minima´ln´ı Pearsonovu kvazinormu za K pocˇa´tecˇn´ıch
momentovy´ch podmı´nek
m∑
j=1
pjakj = bk, k = 0, . . . , K,
jestlizˇe jeho Pearsonova kvazinorma
P (p,p0) =
1
m2
m∑
j=1
1
pj
− 1
je minima´ln´ı pro
m∑
j=1
pjakj = bk, k = 0, . . . , K.
Pro K < m− 1 obdrzˇ´ıme
pj (λ) =
1
m
√
K∑
k=0
λkakj
, j = 1, . . . ,m,
kde λk, k = 0, . . . , K jsou Lagrangeovy multiplika´tory pro Lagrangeovu funkci
Λ (p,λ) = P (p,p0) +
K∑
k=0
λk
(
m∑
j=1
pjakj − bk
)
a λ = (λ0, . . . , λK).
Lagrangeovy multiplika´tory λk je mozˇno urcˇit pomoc´ı nelinea´rn´ı soustavy rovnic
odpov´ıdaj´ıc´ı nulove´mu gradientu Lagrangeovy funkce, anebo prˇ´ımo aplikovat neˇkterou
metodu nelinea´rn´ı optimalizace pro urcˇen´ı jej´ıho minima.
Jestlizˇe oznacˇ´ıme PK = min P (p (λ) ,p0), kde p(λ) = (p1(λ), . . . , pm(λ)) je odhad
rozdeˇlen´ı pravdeˇpodobnosti s minima´ln´ı Shannonovou kvazinormou za dany´ch K < m−1
momentovy´ch podmı´nek, pak
PK =
1
m
m∑
j=1
√√√√ K∑
k=0
λkakj − 1.
Pro K = 0 je pj =
1
m
, j = 1, . . . ,m a P0 = 0.
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9.4 Prˇ´ıklad
Prˇedpokla´dejme, zˇe prvn´ı podmı´nkou (k = 1) v za´pise
m∑
j=1
pjakj = bk, k = 0, . . . , K
chceme zarucˇit rovnost geometricky´ch pr˚umeˇr˚u pro pozorova´n´ı a odhad, tj.
m∏
i=1
x∗pii =
m∏
i=1
x
∗ fi
n
i .
Tuto nelinea´rn´ı podmı´nku mu˚zˇeme snadno linearizovat logaritmova´n´ım
m∑
i=1
pi ln(x
∗
i ) =
m∑
i=1
fi
n
ln(x∗i ) = G1.
Spolu se samozrˇejmou podmı´nkou rˇa´du 0 mu˚zˇeme tuto podmı´nku zapsat maticovy´m
za´pisem Ap = b volbou
A =
(
1 1 . . . 1
ln(x∗1) ln(x
∗
2) . . . ln(x
∗
m)
)
a
b =
(
1
G1
)
.
Pokud bychom chteˇli zarucˇit jesˇteˇ nav´ıc stejnou variabilitu pro pozorova´n´ı a odhad,
prˇida´me jesˇteˇ dalˇs´ı podmı´nku
m∑
i=1
pi ln
2(x∗i ) =
m∑
i=1
fi
n
ln2(x∗i ) = G2
a v maticove´m za´pisu Ap = b vol´ıme
A =
 1 1 . . . 1ln(x∗1) ln(x∗2) . . . ln(x∗m)
ln2(x∗1) ln
2(x∗2) . . . ln
2(x∗m)

a
b =
 1G1
G2
 .
Jedna´ se rovnost ”geometricky´ch” moment˚u druhe´ho rˇa´du.
Meˇjme nyn´ı konkre´tn´ı datovy´ soubor o rozsahu n = 100, jehozˇ roztrˇ´ıdeˇn´ım dostaneme
cˇetnostn´ı tabulku 12. Prˇedpokla´dejme, zˇe tato data vyjadrˇuj´ı koeficienty r˚ustu neˇjake´
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Tabulka 12: Tabulka cˇetnost´ı
x∗i 0,8 1 1,2 1,4 1,6
fi 17 35 27 14 7
velicˇiny za 100 cˇasovy´ch obdob´ı, naprˇ. meˇs´ıc˚u. Je tedy veˇcneˇ spra´vneˇjˇs´ı pracovat s geo-
metricky´m pr˚umeˇrem (prˇ´ıp. obecneˇ s geometricky´mi momenty vysˇsˇ´ıch rˇa´d˚u) nezˇ aritme-
ticky´m pr˚umeˇrem (prˇ´ıp. obecneˇ s aritmeticky´mi momenty vysˇsˇ´ıch rˇa´d˚u). Vypocˇ´ıtejme a
srovnejme tedy odhady pomoc´ı minimalizace Pearsonovy kvazinormy v prvn´ım prˇ´ıpadeˇ
prˇi pouzˇit´ı klasicky´ch aritmeticky´ch momentovy´ch podmı´nek, jejichzˇ pouzˇit´ı nen´ı pro
takova´ data veˇcneˇ spra´vne´ a v druhe´m prˇ´ıpadeˇ prˇi pouzˇit´ı spra´vneˇjˇs´ıch geometricky´ch
momentovy´ch podmı´nek. V obou prˇ´ıpadech vol´ıme rovnost moment˚u azˇ do rˇa´du K = 1,
prˇ´ıp. K = 2.
Pocˇet trˇ´ıd je m = 5 rozsah n = 100, takzˇe
M1 =
1
100
5∑
i=1
fix
∗
i = 1, 301,
M2 =
1
100
5∑
i=1
fix
∗2
i = 1, 096,
G1 =
1
100
5∑
i=1
fi ln(x
∗
i ) = 0, 0913,
G2 =
1
100
5∑
i=1
fi ln
2(x∗i ) = 0, 0488.
Pomoc´ı optimalizacˇn´ıho na´stroje Rˇesˇitel z Excelu pro urcˇen´ı minima Pearsonovy
kvazinormy jsme z´ıskali vy´sledky v tabulka´ch 13 a 14. Prvn´ı tabulka 13 odpov´ıda´
omezen´ım ve tvaru momentovy´ch podmı´nek pro K = 1, prˇ´ıp. K = 2 a druha´ tabulka 14
odpov´ıda´ omezen´ım ve tvaru ”geometricky´ch” momentovy´ch podmı´nek, popsany´ch vy´sˇe.
Tabulka 13: Vy´sledky pro aritmeticke´ momentove´ podmı´nky
xi 0,8 1 1,2 1,4 1,6
fi 17 35 27 14 7
odhad K = 1 31,1 21,9 17,8 15,4 13,8
odhad K = 2 15,6 38,1 25,9 12,4 8,0
Pro prˇehled uvedˇme jesˇteˇ graficke´ zna´zorneˇn´ı vy´sledk˚u. Na obra´zku 26 je srovna´no
pozorova´n´ı s odhady prˇi pouzˇit´ı aritmeticky´ch a geometricky´ch momentovy´ch podmı´nek
pro K = 1 (rovnost pr˚umeˇr˚u). Na obra´zku 27 je srovna´n´ı te´hozˇ pro K = 2 (rovnost
pr˚umeˇr˚u a druhy´ch moment˚u).
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Tabulka 14: Vy´sledky pro geometricke´ momentove´ podmı´nky
xi 0,8 1 1,2 1,4 1,6
fi 17 35 27 14 7
odhad 1 29,6 21,3 18,0 16,2 15,0
odhad 2 15,0 41,2 22,4 12,5 8,9
Obra´zek 26: Zna´zorneˇn´ı vy´sledk˚u pro K = 1
Obra´zek 27: Zna´zorneˇn´ı vy´sledk˚u pro K = 2
57
10 Intervalove´ odhady pravdeˇpodobnost´ı pj pro
Shannonovu kvazinormu
10.1 Odvozen´ı rozdeˇlen´ı pro vektor Lagrangeovy´ch multip-
lika´tor˚u
V prˇ´ıpadeˇ Shannonovy kvazinormy jsou odhady parametr˚u λk maxima´lneˇ veˇrohodne´ [5],
[6], nebotˇ jde soucˇasneˇ o odhady parametr˚u modifikovanou metodou minima´ln´ıho ch´ı-
kvadra´t [2]. Odhad vektoru λ = (λ0, . . . , λK) ma´ asymptoticky (K+1)-rozmeˇrne´ norma´ln´ı
rozdeˇlen´ı N
(
λ0 , n
−1 [J(λ0)]
−1), kde λ0 je teoreticky´ vektor parametr˚u rozdeˇlen´ı na´hodne´
velicˇiny X a J(λ0) je Fisherova informacˇn´ı matice [3].
Specia´lneˇ odhad λk teoreticke´ hodnoty jednoho pevneˇ zvolene´ho multiplika´toru
λ0k, k = 0, . . . , K, ma´ asymptoticky norma´ln´ı rozdeˇlen´ı N
(
λ0k,
1
nJ(λ0k)
)
. Oznacˇme
λ =
(
λ0, . . . , λK
)
odhad vektoru Lagrangeovy´ch multiplika´tor˚u, ktery´ dostaneme rˇesˇen´ım
minimalizacˇn´ı u´lohy pro konkre´tn´ı pozorova´n´ı. Pro vy´pocˇet intervalove´ho odhadu λ0k
pomoc´ı tohoto norma´ln´ıho rozdeˇlen´ı klademe λ0k = λk. Fisherova mı´ra informace je
J(λ0k) = E
([
∂ ln p(x,λ0)
∂λ0k
]2)
,
kde E znacˇ´ı strˇedn´ı hodnotu, J(λ0k) = J(λk) a x = x
∗
j . Po u´prava´ch dosta´va´me
J(λk) =
m∑
j=1
pjx
∗2k
j ≈
m∑
j=1
fj
n
x∗2kj =M2k,
kde pravdeˇpodobnosti pj jsou urcˇeny pomoc´ı minimalizace Shannonovy kvazinormy.
Obdobneˇ pro prvek Fischerovy informacˇn´ı matice dosta´va´me Jts dosta´va´me pro
t, s = 0, . . . K
Jts = E
(
∂ ln p(x,λ0)
∂λ0t
· ∂ ln p(x,λ0)
∂λ0s
)
.
Pouzˇijeme-li jako apriorn´ı odhad pj ≈ fjn dostaneme
Jts =
m∑
j=1
fj
n
x
∗(t+s)
j =Mt+s.
Prˇedchoz´ı u´vahy mu˚zˇeme shrnout do na´sleduj´ıc´ı veˇty.
Veˇta 10.1 Vektor Lagrangeovy´ch multiplika´tor˚u λ ma´ asympoticky (K + 1)-rozmeˇrne´
norma´ln´ı rozdeˇlen´ı N
(
λ, [nJ]−1
)
, kde vektor strˇedn´ıch hodnot λ =
(
λ0, . . . , λK
)
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dostaneme rˇesˇen´ım minimalizacˇn´ı u´lohy a odhad Fischerovy informacˇn´ı matice je
J =

M0 M1 M2 . . . MK
M1 M2 M3 . . . MK+1
M2 M3 M4 . . . MK+2
...
...
...
. . .
...
MK MK+1 MK+2 . . . M2K
 .
10.2 Odvozen´ı rozdeˇlen´ı pro vektor pravdeˇpodobnost´ı
Nyn´ı se budeme zaby´vat intervalovy´mi odhady pravdeˇpodobnost´ı pj. K tomu je potrˇeba
zjistit tvar rozdeˇlen´ı vektoru p = (p1, . . . , pm). Protozˇe vektor p je za´visly´ na vektoru
λ, ktery´ ma´ asymptoticky norma´ln´ı rozdeˇlen´ı, je zrˇejme´, zˇe rozdeˇlen´ı vektoru p je opeˇt
asymptoticky norma´ln´ı. Za´vislost ma´ tvar
pj (λ) = exp
(
−1−
K∑
k=0
λkx
∗k
j
)
, j = 1, . . . ,m.
Uvedeny´ nelinea´rn´ı vztah linearizujeme na tvar p = a + Bλ pomoc´ı Taylorova
polynomu prvn´ıho stupneˇ. Jako strˇed tohoto polynomu zvol´ıme bod λ =
(
λ0, . . . , λK
)
.
Polozˇ´ıme
pj = exp
(
−1−
K∑
k=0
λkx
∗k
j
)
, j = 1, . . . ,m.
V okol´ı bodu p = (p1, . . . , pm) na´s rozdeˇlen´ı pravdeˇpodobnosti vektoru p bude nejv´ıce
zaj´ımat. Taylor˚uv polynom ma´ tvar
T (pj) (λ) = pj
(
λ
)
+
K∑
i=0
∂pj
(
λi
)
∂λi
(
λi − λi
)
.
Dosazen´ım za
∂pj
(
λi
)
∂λi
= exp
(
−1−
K∑
k=0
λkx
∗k
j
)
x∗ij , j = 1, . . . ,m
dosta´va´me
T (pj) (λ) = exp
(
−1−
K∑
k=0
λkx
∗k
j
)
+
K∑
i=0
x∗ij exp
(
−1−
K∑
k=0
λkx
∗k
j
)(
λi − λi
)
.
Po u´praveˇ
T (pj) (λ) = pj
(
1−
K∑
i=0
λix
∗i
j
)
+ pj
K∑
i=0
λix
∗i
j .
Mu˚zˇeme tedy psa´t
p ≈ a+Bλ,
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kde
a =

p1
(
1−
K∑
i=0
λix
∗i
1
)
...
pm
(
1−
K∑
i=0
λix
∗i
m
)

a
B =

p1x
∗0
1 p1x
∗1
1 . . . p1x
∗K
1
p2x
∗0
2 p2x
∗1
2 . . . p2x
∗K
2
...
...
. . .
...
pmx
∗0
m pmx
∗1
m . . . pmx
∗K
m
 .
Vyuzˇit´ım veˇty o linea´rn´ı transformaci norma´lneˇ rozdeˇlene´ho na´hodne´ho vektoru [3]
dostaneme parametry norma´ln´ıho rozdeˇlen´ı vektoru p. Je zrˇejme´, zˇe strˇedn´ı hodnota
vektoru E(p) = a + Bλ = p = (p1, . . . , pm). Prˇedcha´zej´ıc´ı u´vahy mu˚zˇeme shrnout do
na´sleduj´ıc´ı veˇty.
Veˇta 10.2 Vektor pravdeˇpodobnost´ı p ma´ asympoticky m-rozmeˇrne´ norma´ln´ı rozdeˇlen´ı
N
(
p,B [nJ]−1BT
)
, kde vektor strˇedn´ıch hodnot λ =
(
λ0, . . . , λK
)
a vektor
p = (p1, . . . , pm) dostaneme minimalizac´ı Shannonovy kvazinormy za dany´ch podmı´nek,
J =

M0 M1 M2 . . . MK
M1 M2 M3 . . . MK+1
M2 M3 M4 . . . MK+2
...
...
...
. . .
...
MK MK+1 MK+2 . . . M2K

a
B =

p1x
∗0
1 p1x
∗1
1 . . . p1x
∗K
1
p2x
∗0
2 p2x
∗1
2 . . . p2x
∗K
2
...
...
. . .
...
pmx
∗0
m pmx
∗1
m . . . pmx
∗K
m
 .
Pomoc´ı te´to veˇty mu˚zˇeme snadno zkonstuovat intervalove´ odhady (individua´ln´ı i sdru-
zˇene´) praveˇpodobnost´ı pj pro Shannonovu kvazinormu. Demonstrujeme to v na´sleduj´ıc´ım
prˇ´ıkladu.
10.3 Prˇ´ıklad
Pozorova´n´ım diskre´tn´ı na´hodne´ velicˇiny X naby´vaj´ıc´ı hodnot x = 1, . . . , 7 jsme z´ıskali
statisticky´ soubor o rozsahu n = 180. Po jeho roztrˇ´ıdeˇn´ım jsme obdrzˇeli diskre´tn´ı
empiricke´ rozdeˇlen´ı na´hodne´ velicˇiny X dane´ tabulkou 15, kde jsou x∗j strˇedy trˇ´ıd a fj
pozorovane´ absolutn´ı cˇetnosti.
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Tabulka 15: Cˇetnostn´ı tabulka
x∗j 1 2 3 4 5 6 7
fj 15 36 21 15 27 42 24
Stanovme 95% individua´ln´ı intervalove´ odhady pravdeˇpodobnost´ı pj splnˇuj´ıc´ı
minima´ln´ı Shannonovu kvazinormu za vedlejˇs´ıch podmı´nek dany´ch prvn´ımi obecny´mi
momenty
M0 =
1
n
m∑
j=1
fj = 1,
M1 =
1
n
m∑
j=1
fjx
∗
j = 12, 75,
M2 =
1
n
m∑
j=1
fjx
∗
j
2 = 65, 85,
M3 =
1
n
m∑
j=1
fjx
∗3
j = 375, 15,
M4 =
1
n
m∑
j=1
fjx
∗4
j = 2251, 05.
Jedna´ se o nelinea´rn´ı optimalizacˇn´ı optimalizacˇn´ı u´lohu, jej´ızˇ existenci a jednoznacˇnost
rˇesˇen´ı zarucˇuje konvexnost u´cˇelove´ funkce a linearita v pravdeˇpodobnostech pj omezuj´ıc´ıch
momentovy´ch podmı´nek [4]. Pro rˇesˇen´ı byl pouzˇit klasicky´ analyticky´ prˇ´ıstup pomoc´ı Lag-
rangeovy´ch multiplika´tor˚u. Rˇesˇen´ı prˇ´ıslusˇne´ nelinea´rn´ı soustavy rovnic a dalˇs´ı numericke´
vy´pocˇty byly provedeny v programu Maple. Volme postupneˇ pocˇet momentovy´ch omezen´ı
K = 0, 1, 2, 3, 4. Vy´sledky pro jednotlive´ odhady jsou uvedene´ v na´sleduj´ıc´ım prˇehledu,
ktery´ je doplneˇn graficky´m zna´zorneˇn´ım 95% konfidencˇn´ıch interval˚u na obra´zc´ıch 28, 29,
30 a 31.
• K = 0
Odhad Lagrangeovy´ch multiplika´tor˚u a pravdeˇpodobnost´ı:
λ = (0,94591),
p = (0,14286; 0,14286; 0,14286; 0,14286; 0,14286; 0,14286; 0,14286).
Fischerova informacˇn´ı matice a kovariancˇn´ı matice vektoru λ:
J = (1), var λ =
(
1
180
)
.
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Kovariancˇn´ı matice vektoru p:
var p =

0,1134 0,1134 0,1134 0,1134 0,1134 0,1134 0,1134
0,1134 0,1134 0,1134 0,1134 0,1134 0,1134 0,1134
0,1134 0,1134 0,1134 0,1134 0,1134 0,1134 0,1134
0,1134 0,1134 0,1134 0,1134 0,1134 0,1134 0,1134
0,1134 0,1134 0,1134 0,1134 0,1134 0,1134 0,1134
0,1134 0,1134 0,1134 0,1134 0,1134 0,1134 0,1134
0,1134 0,1134 0,1134 0,1134 0,1134 0,1134 0,1134

· 10−3.
95% intervalove´ odhady pro pravdeˇpodobnosti pj:
P (pj ∈ (0,14263; 0,14308)) = 0,95
pro vsˇechna j = 1, 2 . . . , 7.
• K = 1
Odhad Lagrangeovy´ch multiplika´tor˚u a pravdeˇpodobnost´ı:
λ = (−1,20458; 0,06270),
p = (0,11743; 0,12503; 0,13313; 0,14174; 0,15091; 0,16068; 0,17108).
Fischerova informacˇn´ı matice a kovariancˇn´ı matice vektoru λ:
J =
(
1 17
4
17
4
439
20
)
, var λ =
(
439
13995
− 17
2799
− 17
2799
4
2799
)
.
Kovariancˇn´ı matice vektoru p:
p =


0,2848 0,2350 0,1776 0,1118 0,0367 −0,0485 −0,1450
0,2350 0,2000 0,1594 0,1127 0,0593 −0,0014 −0,0703
0,1776 0,1594 0,1380 0,1133 0,0847 0,0520 0,0146
0,1118 0,1127 0,1133 0,1134 0,1131 0,1123 0,1109
0,0367 0,0593 0,0847 0,1131 0,1448 0,1802 0,2195
−0,0485 −0,0014 0,0520 0,1123 0,1802 0,2564 0,3418
−0,1450 −0,0703 0,0146 0,1109 0,2195 0,3418 0,4789


· 10−3.
95% intervalove´ odhady pro pravdeˇpodobnosti pj:
P (p1 ∈ (0,11688; 0,11799)) = 0,95,
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P (p2 ∈ (0,12464; 0,12543)) = 0,95,
P (p3 ∈ (0,13285; 0,13340)) = 0,95,
P (p4 ∈ (0,14152; 0,14196)) = 0,95,
P (p5 ∈ (0,15063; 0,15120)) = 0,95,
P (p6 ∈ (0,16018; 0,16118)) = 0,95,
P (p7 ∈ (0,17014; 0,17201)) = 0,95.
Obra´zek 28: 95% intervaly spolehlivosti pro k = 1
• K = 2
Odhad Lagrangeovy´ch multiplika´tor˚u a pravdeˇpodobnost´ı:
λ = (−1,28410; 0,11356;−0,00621),
p = (0,11340; 0,12469; 0,13542; 0,14525; 0,15387; 0,16100; 0,16637).
Fischerova informacˇn´ı matice a kovariancˇn´ı matice vektoru λ:
J =

1 17
4
439
20
17
4
439
20
2501
20
439
20
2501
20
15007
20
 , var λ =

2313
17561
− 22207
316098
2483
316098
− 22207
316098
107419
2528784
− 4235
842928
2483
316098
− 4235
842928
1555
2528784
 .
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Kovariancˇn´ı matice vektoru p:
p =

0,5139 0,2474 0,0296 −0,1111 −0,1489 −0,0626 0,1617
0,2474 0,2007 0,1494 0,0963 0,0446 −0,0028 −0,0429
0,0296 0,1494 0,2273 0,2474 0,1958 0,0621 −0,1592
−0,1111 0,0963 0,2474 0,3172 0,2835 0,1292 −0,1555
−0,1489 0,0446 0,1958 0,2835 0,2885 0,1957 −0,0043
−0,0626 −0,0028 0,0621 0,1292 0,1957 0,2584 0,3143
0,1617 −0,0429 −0,1592 −0,1555 −0,0043 0,3143 0,8102

·10−3.
95% intervalove´ odhady pro pravdeˇpodobnosti pj:
P (p1 ∈ (0,11239; 0,11441)) = 0,95,
P (p2 ∈ (0,12430; 0,12508)) = 0,95,
P (p3 ∈ (0,13497; 0,13586)) = 0,95,
P (p4 ∈ (0,14463; 0,14587)) = 0,95,
P (p5 ∈ (0,15331; 0,15444)) = 0,95,
P (p6 ∈ (0,16049; 0,16150)) = 0,95,
P (p7 ∈ (0,16479; 0,16796)) = 0,95.
• K = 3
Odhad Lagrangeovy´ch multiplika´tor˚u a pravdeˇpodobnost´ı
λ = (−1,17237; 0,01058;−0,02944;−0,293),
p = (0,11574; 0,12255; 0,13288; 0,14496; 0,15634; 0,16378; 0,16376).
Fischerova informacˇn´ı matice a kovariancˇn´ı matice vektoru λ:
J =

1 17
4
439
20
2501
20
17
4
439
20
2501
20
15007
20
439
20
2501
20
15007
20
18577
4
2501
20
15007
20
18577
4
587119
20
 ,
var λ =

247543
529011
− 73592
176337
166006
1587033
− 12497
1587033
− 73592
176337
942283
2351160
− 554909
5290110
172009
21160440
166006
1587033
− 554909
5290110
5418727
190443960
− 431513
190443960
− 12497
1587033
172009
21160440
− 431513
190443960
17561
95221980
 .
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Obra´zek 29: 95% intervaly spolehlivosti pro k = 2
Kovariancˇn´ı matice vektoru p :
p =

0,7777 0,1365 −0,1377 −0,1449 −0,0068 0,0921 −0,0738
0,1365 0,2453 0,2212 0,1091 −0,0235 −0,0751 0,0674
−0,1377 0,2212 0,3345 0,2641 0,0933 −0,0465 0,0094
−0,1449 0,1091 0,2641 0,3200 0,2681 0,1107 −0,1219
−0,0068 −0,0235 0,0933 0,2681 0,3877 0,2979 −0,1481
0,0921 −0,0751 −0,0465 0,1107 0,2979 0,3692 0,1617
−0,0738 0,0674 0,0094 −0,1219 −0,1481 0,1617 1,0152

·10−3.
95% intervalove´ odhady pro pravdeˇpodobnosti pj:
P (p1 ∈ (0,11421; 0,11726)) = 0,95,
P (p2 ∈ (0,12207; 0,12303)) = 0,95,
P (p3 ∈ (0,13222; 0,13353)) = 0,95,
P (p4 ∈ (0,14433; 0,14559)) = 0,95,
P (p5 ∈ (0,15558; 0,15710)) = 0,95,
P (p6 ∈ (0,16306; 0,16450)) = 0,95,
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Obra´zek 30: 95% intervaly spolehlivosti pro k = 3
P (p7 ∈ (0,16177; 0,16575)) = 0,95.
• K = 4
Odhad Lagrangeovy´ch multiplika´tor˚u a pravdeˇpodobnost´ı
λ = (−6,01720; 7,47108;−3,52618; 0,64806;−0,04032),
p = (0,08505; 0,19390; 0,12147; 0,09085; 0,13391; 0,24395; 0,13087).
Fischerova informacˇn´ı matice a kovariancˇn´ı matice vektoru λ:
J =

1 17
4
439
20
2501
20
15007
20
17
4
439
20
2501
20
15007
20
18577
4
439
20
2501
20
15007
20
18577
4
587119
20
2501
20
15007
20
18577
4
587119
20
3769781
20
15007
20
18577
4
587119
20
3769781
20
24508447
20

,
var λ =

2516161
1530387
−2252755
1020258
17578729
18364644
− 754283
4591161
59387
6121548
−2252755
1020258
15951643
5101290
−57254041
40810320
111667
453448
− 602753
40810320
17578729
18364644
−57254041
40810320
1424704813
2203757280
− 63715379
550939320
5165819
734585760
− 754283
4591161
111667
453448
− 63715379
550939320
5780801
275469660
− 118463
91823220
59387
6121548
− 602753
40810320
5165819
734585760
− 118463
91823220
2177
27206880

.
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Kovariancˇn´ı matice vektoru p :
p =

0,4713 0,0422 −0,0603 0,0102 0,0392 −0,0397 0,0095
0,0422 0,8781 0,2469 −0,0661 −0,1305 0,1413 −0,0346
−0,0603 0,2469 0,2997 0,1996 0,1003 −0,1514 0,0400
0,0101 −0,0661 0,1996 0,2407 0,2091 −0,1068 0,0181
0,0392 −0,1305 0,1003 0,2091 0,3213 0,2611 −0,0566
−0,0397 0,1413 −0,1514 −0,1068 0,2611 1,2031 0,0478
0,0095 −0,0346 0,0400 0,0181 −0,0566 0,0478 0,7028

·10−3.
95% intervalove´ odhady pro pravdeˇpodobnosti pj:
P (p1 ∈ (0,08412; 0,08597)) = 0,95,
P (p2 ∈ (0,19218; 0,19562)) = 0,95,
P (p3 ∈ (0,12089; 0,12206)) = 0,95,
P (p4 ∈ (0,09038; 0,09132)) = 0,95,
P (p5 ∈ (0,13328; 0,13454)) = 0,95,
P (p6 ∈ (0,24159; 0,24630)) = 0,95,
P (p7 ∈ (0,12949; 0,13225)) = 0,95.
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Obra´zek 31: 95% intervaly spolehlivosti pro k = 4
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11 Intervalove´ odhady pravdeˇpodobnost´ı pj pro
Shannonovu kvazinormu a obecne´ podmı´nky
11.1 Odvozen´ı rozdeˇlen´ı pro vektor Lagrangeovy´ch multip-
lika´tor˚u
Jak jizˇ bylo popsa´no v kapitole 10, jsou odhady parametr˚u λk pomoc´ı Shannonovy
kvazinormy maxima´lneˇ veˇrohodne´, odhad vektoru λ = (λ0, . . . , λK) ma´ asymptoticky
(K + 1)-rozmeˇrne´ norma´ln´ı rozdeˇlen´ı N
(
λ0 , n
−1 [J(λ0)]
−1), kde λ0 je teoreticky´ vektor
parametr˚u rozdeˇlen´ı na´hodne´ velicˇiny X a J(λ0) je Fisherova informacˇn´ı matice.
Specia´lneˇ odhad λk teoreticke´ hodnoty jednoho pevneˇ zvolene´ho multiplika´toru
λ0k, k = 0, . . . , K, ma´ asymptoticky norma´ln´ı rozdeˇlen´ı N
(
λ0k,
1
nJ(λ0k)
)
. Oznacˇme
λ =
(
λ0, . . . , λK
)
odhad vektoru Lagrangeovy´ch multiplika´tor˚u, ktery´ dostaneme rˇesˇen´ım
minimalizacˇn´ı u´lohy pro konkre´tn´ı pozorova´n´ı. Pro vy´pocˇet intervalove´ho odhadu λ0k po-
moc´ı tohoto norma´ln´ıho rozdeˇlen´ı klademe λ0k = λk. Protozˇe Fisherova mı´ra informace
J(λ0k) = E
([
∂ ln p(x,λ0)
∂λ0k
]2)
,
kde E znacˇ´ı strˇedn´ı hodnotu a pro x = x∗j je
p(x∗j ,λ0) = exp
(
−1−
K∑
k=0
λkakj
)
,
klademe J(λ0k) = J(λk). Po u´prava´ch je
J(λk) =
m∑
j=1
pja
2
kj ≈
m∑
j=1
fj
n
a2kj,
kde pravdeˇpodobnosti pj jsou urcˇeny pomoc´ı minimalizace Shannonovy kvazinormy.
Obdobneˇ pro prvek Fischerovy informacˇn´ı matice dosta´va´me Jts dosta´va´me pro
t, s = 0, . . . K
Jts = E
(
∂ ln p(x,λ0)
∂λ0t
· ∂ ln p(x,λ0)
∂λ0s
)
= E (atjasj) .
Pouzˇijeme-li jako apriorn´ı odhad pj ≈ fjn dosta´va´me
Jts =
fj
n
atjasj.
Prˇedchoz´ı u´vahy mu˚zˇeme shrnout do veˇty 11.1.
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Veˇta 11.1 Vektor Lagrangeovy´ch multiplika´tor˚u λ ma´ v prˇ´ıpadeˇ obecny´ch linea´rn´ıch
podmı´nek asympoticky (K + 1)-rozmeˇrne´ norma´ln´ı rozdeˇlen´ı N
(
λ, [nJ]−1
)
, kde vektor
strˇedn´ıch hodnot λ =
(
λ0, . . . , λK
)
dostaneme rˇesˇen´ım minimalizacˇn´ı u´lohy a
J =

fj
n
fj
n
a1j . . .
fj
n
aKj
fj
n
a1j
fj
n
a21j . . .
fj
n
a1jaKj
...
...
. . .
...
fj
n
aKj
fj
n
aKja2j . . .
fj
n
a2Kj
 .
11.2 Odvozen´ı rozdeˇlen´ı pro vektor pravdeˇpodobnost´ı
Nyn´ı se budeme zaby´vat intervalovy´mi odhady pravdeˇpodobnost´ı pj. K tomu je potrˇeba
zjistit tvar rozdeˇlen´ı vektoru p = (p1, . . . , pK). Protozˇe p je za´visle´ na λ, ktere´ ma´
asymptoticky norma´ln´ı rozdeˇlen´ı, je zrˇejme´, zˇe rozdeˇlen´ı vektoru p je opeˇt asymptoticky
norma´ln´ı. Za´vislost ma´ tvar
pj (λ) = exp
(
−1−
K∑
k=0
λkakj
)
, j = 1, . . . ,m.
K urcˇen´ı jeho parametr˚u tuto za´vislost linearizujeme na tvar p = a+Bλ. Sestav´ıme
tedy Taylor˚uv polynom prvn´ıho stupneˇ k te´to transformaci. Jako strˇed polynomu zvol´ıme
bod λ =
(
λ0, . . . , λK
)
. Jeho dosazen´ım do transformacˇn´ıch rovnic dostaneme bod
pj = exp
(
−1−
K∑
k=0
λkakj
)
, j = 1, . . . ,m,
ktery´ je rˇesˇen´ım minimalizacˇn´ı u´lohy pro Shannonovu kvazinormu, V okol´ı tohoto bodu
na´s rozdeˇlen´ı p bude nejv´ıce zaj´ımat. Vektor a je zrˇejmeˇ roven strˇedu Taylorova polynomu
a budeme jej znacˇit p = (p1, . . . , pm). Taylor˚uv polynom ma´ tvar
T (pj) (λ) = pj
(
λ
)
+
K∑
i=0
∂pj
(
λi
)
∂λi
(
λi − λi
)
.
Dosazen´ım za
∂pj
(
λi
)
∂λi
= exp
(
−1−
K∑
k=0
λkakj
)
aij, j = 1, . . . ,m
dosta´va´me
T (pj) (λ) = exp
(
−1−
K∑
k=0
λkakj
)
+
K∑
i=0
aij exp
(
−1−
K∑
k=0
λkakj
)(
λi − λi
)
.
Po u´prava´ch je
T (pj) (λ) = pj
(
1−
K∑
i=0
λiaij
)
+ pj
K∑
i=0
λiaij.
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Mu˚zˇeme tedy psa´t
p ≈ a+Bλ,
kde
a =

p1
(
1−
K∑
i=0
λiaij
)
...
pm
(
1−
K∑
i=0
λiaij
)

a
B =

p1 p1a11 . . . p1aK1
p2 p2a12 . . . p2aK2
...
...
. . .
...
pm pma1m . . . pmaKm
 .
Vyuzˇijeme nyn´ı veˇty o linea´rn´ı transformaci norma´lneˇ rozdeˇlene´ho na´hodne´ho vektoru
a dostaneme tak parametry norma´ln´ıho rozdeˇlen´ı pro vektor p [3]. Je zrˇejme´, zˇe strˇedn´ı
hodnota vektoru E(p) = a + Bλ = p = (p1, . . . , pm). Tyto u´vahy mu˚zˇeme shrnoout do
veˇty 11.2.
Veˇta 11.2 Vektor pravdeˇpodobnost´ı p ma´ asympoticky m-rozmeˇrne´ norma´ln´ı rozdeˇlen´ı
N
(
p,B [nJ]−1BT
)
, kde vektor strˇedn´ıch hodnot λ =
(
λ0, . . . , λK
)
a vektor
p = (p1, . . . , pm) dostaneme rˇesˇen´ım minimalizacˇn´ı u´lohy,
J =

fj
n
fj
n
a1j . . .
fj
n
aKj
fj
n
a1j
fj
n
a21j . . .
fj
n
a1jaKj
...
...
. . .
...
fj
n
aKj
fj
n
aKja2j . . .
fj
n
a2Kj

a
B =

p1 p1a11 . . . p1aK1
p2 p2a12 . . . p2aK2
...
...
. . .
...
pm pma1m . . . pmaKm
 .
Pomoc´ı te´to veˇty mu˚zˇeme snadno zkonstuovat intervalove´ odhady (individua´ln´ı i sdruzˇe-
ne´) praveˇpodobnost´ı pj pro Shannonovu kvazinormu. Demonstrujeme to v na´sleduj´ıc´ım
prˇ´ıkladu.
11.3 Prˇ´ıklad
Navazˇme nyn´ı na prˇ´ıklad z kapitoly 10 a rˇesˇme u´lohu minimalizace Shannonovy kvazi-
normy za podmı´nek zarucˇuj´ıc´ı rovnost ”aritmetmeticky´ch” resp. ”geometricky´ch” mo-
ment˚u pro pozorova´n´ı a odhad azˇ do rˇa´du k = 0, 1, . . . ,m − 1. Empiricke´ cˇetnosti jsou
v tabulce 16.
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Tabulka 16: Tabulka cˇetnost´ı
x∗i 0,8 1 1,2 1,4 1,6
fi 17 35 27 14 7
Matematicky´ model te´to u´lohy vypada´
min
K∑
i=0
pj ln pj
za podmı´nek
m∑
j=1
pjx
∗k
j =Mk, resp.
m∑
j=1
pj ln
k x∗j = Gk, k = 0, . . . , K,
kde momenty Mk a Gk vycha´z´ı
M1 =
1
100
5∑
i=1
fix
∗
i = 1,118,
G1 =
1
100
5∑
i=1
fi ln(x
∗
i ) = 0,0913,
M2 =
1
100
5∑
i=1
fix
∗2
i = 1,301,
G2 =
1
100
5∑
i=1
fi ln
2(x∗i ) = 0,0488,
M3 =
1
100
5∑
i=1
fix
∗3
i = 1,574,
G3 =
1
100
5∑
i=1
fi ln
3(x∗i ) = 0,0123,
M4 =
1
100
5∑
i=1
fix
∗4
i = 1,976,
G4 =
1
100
5∑
i=1
fi ln
4(x∗i ) = 0,00593,
M5 =
1
100
5∑
i=1
fix
∗5
i = 2,565,
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G5 =
1
100
5∑
i=1
fi ln
5(x∗i ) = 0,00217,
M6 =
1
100
5∑
i=1
fix
∗6
i = 3,429,
G6 =
1
100
5∑
i=1
fi ln
6(x∗i ) = 0,000989,
M7 =
1
100
5∑
i=1
fix
∗7
i = 4,708,
G7 =
1
100
5∑
i=1
fi ln
7(x∗i ) = 0,000420,
M8 =
1
100
5∑
i=1
fix
∗8
i = 6,612,
G8 =
1
100
5∑
i=1
fi ln
8(x∗i ) = 0,000191.
Lagrangeova funkce
Λ (p,λ) = pj ln pj +
K∑
k=0
λk
(
m∑
j=1
pjx
∗k
j −Mk
)
,
resp.
Λ (p,λ) = pj ln pj +
K∑
k=0
λk
(
m∑
j=1
pj ln
k x∗j −Gk
)
.
Bodove´ odhady Lagrangeovy´ch multiplika´tor˚u λk jsme dostali rˇesˇen´ım soustavy rovnic
m∑
j=1
exp
(
−1 +
K∑
k=0
λkx
∗k
j
)
x∗νj =Mν , ν = 1, . . . , K,
resp.
m∑
j=1
exp
(
−1 +
K∑
k=0
λk ln
k x∗j
)
lnν x∗j = Gν , ν = 1, . . . , K
v programu Maple a bodove´ odhady pravdeˇpodopnost´ı pj dostaneme jako
pj = exp
(
−1−
K∑
k=0
λkx
∗k
j
)
,
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resp.
pj = exp
(
−1−
K∑
k=0
λkx
∗k
j
)
, j = 1, . . . ,m.
Urcˇeme da´le 95% intervalove´ odhady pravdeˇpodobnost´ı pj.
Fischerova informacˇn´ı matice vycha´z´ı
J =


M0 M1 M2 . . . MK
M1 M2 M3 . . . MK+1
M2 M3 M4 . . . MK+2
...
...
...
. . .
...
MK MK+1 MK+2 . . . M2K


pro ”aritmeticke´” momenty, resp.
J =


G0 G1 G2 . . . GK
G1 G2 G3 . . . GK+1
G2 G3 G4 . . . GK+2
...
...
...
. . .
...
GK GK+1 GK+2 . . . G2K


pro ”geometricke´” momenty.
Dalˇs´ı numericke´ vy´pocˇty byly provedeny v programu Maple. Jedna´ se konkre´tneˇ
o kovariancˇn´ı matici pro vektor Lagrangeovy´ch multipika´tor˚u var λ, matici linea´rn´ı
transformace B, kovariancˇn´ı matici pro vektor pravdeˇpodobnost´ı var p. Oproti
prˇedcha´zej´ıc´ı kapitole je uveden pouze prˇehled vy´sledk˚u, konkre´tneˇ odhad strˇedn´ı hod-
noty pj, smeˇrodatne´ odchylky, doln´ı dj a horn´ı hj meze 95% konfidencˇn´ıho intervalu
pro jednotlive´ pravdeˇpodobnosti pj. Tyto vy´sledky jsou pro aritmeticke´ a geometricke´
momentove´ podmı´nky do rˇa´du k, k = 0, 1, . . . ,m− 1 jsou uvedeny v na´sleduj´ıc´ıch tabul-
ka´ch 17 a 18.
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Tabulka 17: Aritmeticke´ momenty
x∗j 0,8 1,0 1,2 1,4 1,6
fj 17 35 27 14 7
K = 0
pj 0,20000 0,20000 0,20000 0,20000 0,20000
σj 0,02000 0,02000 0,02000 0,02000 0,02000
dj 0,19922 0,19922 0,19922 0,19922 0,19922
hj 0,20078 0,20078 0,20078 0,20078 0,20078
K = 1
pj 0,29085 0,23603 0,19154 0,15544 0,12614
σj 0,05014 0,02662 0,02037 0,02483 0,02967
dj 0,28592 0,23464 0,19073 0,15423 0,12442
hj 0,29578 0,23742 0,19236 0,15665 0,12787
K = 2
pj 0,19055 0,30297 0,28779 0,16332 0,05538
σj 0,04240 0,03671 0,04029 0,02609 0,01823
dj 0,18703 0,30032 0,28460 0,16199 0,05472
hj 0,19408 0,30561 0,29097 0,16465 0,05603
K = 3
pj 0,17071 0,34715 0,27427 0,13715 0,07071
σj 0,04106 0,05441 0,03986 0,02886 0,02581
dj 0,16741 0,34135 0,27116 0,13552 0,06941
hj 0,17402 0,35295 0,27739 0,13878 0,07202
K = 4
pj 0,17000 0,35000 0,27000 0,14000 0,07000
σj 0,04125 0,05921 0,05206 0,03749 0,02653
dj 0,16667 0,34313 0,26469 0,13724 0,06862
hj 0,17333 0,35687 0,27531 0,14276 0,07138
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Tabulka 18: Geometricke´ momenty
x∗j 0,8 1,0 1,2 1,4 1,6
fj 17 35 27 14 7
K = 0
pj 0,20000 0,20000 0,20000 0,20000 0,20000
σj 0,02000 0,02000 0,02000 0,02000 0,02000
dj 0,19922 0,19922 0,19922 0,19922 0,19922
hj 0,20078 0,20078 0,20078 0,20078 0,20078
K = 1
pj 0,28373 0,22636 0,18822 0,16103 0,14067
σj 0,05267 0,02486 0,02066 0,02539 0,03000
dj 0,27829 0,22515 0,18738 0,15976 0,13890
hj 0,28916 0,22758 0,18905 0,16229 0,14243
K = 2
pj 0,17647 0,33131 0,28007 0,15051 0,06164
σj 0,04096 0,04296 0,03712 0,02438 0,01884
dj 0,17318 0,32769 0,27737 0,14934 0,06095
hj 0,17976 0,33493 0,28277 0,15167 0,06234
K = 3
pj 0,16977 0,35128 0,26750 0,14212 0,06934
σj 0,04107 0,05726 0,04151 0,02732 0,02497
dj 0,16646 0,34485 0,26412 0,14065 0,06812
hj 0,17307 0,35770 0,27087 0,14358 0,07057
K = 4
pj 0,17000 0,35000 0,27000 0,14000 0,07000
σj 0,04123 0,05916 0,05196 0,03742 0,02646
dj 0,16667 0,34314 0,26471 0,13726 0,06863
hj 0,17333 0,35686 0,27529 0,14274 0,07137
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Za´veˇr
Obvykle pouzˇ´ıvane´ metody pro odhad rozdeˇlen´ı pravdeˇpodobnosti a jejich softwarova´
podpora jsou obvykle zameˇrˇeny pouze na nejbeˇzˇneˇjˇs´ı typy rozdeˇlen´ı. To vsˇak mu˚zˇe
by´t v neˇktery´ch oblastech pouzˇit´ı omezuj´ıc´ı. Popsany´ prˇ´ıstup nepreferuje zˇa´dny´ typ
rozdeˇlen´ı. Vyzˇaduje pouze znalost odhad˚u vybrany´ch charakteristik rozdeˇlen´ı (naprˇ.
strˇedn´ı hodnoty, rozptylu, prˇ´ıp. vysˇsˇ´ıch moment˚u) a prˇi jejich respektova´n´ı hleda´ nejv´ıce
neurcˇite´ rozdeˇlen´ı pravdeˇpodobnosti p na prˇ´ıslusˇne´m pravdeˇpodobnostn´ım prostoru. Dı´ky
te´to za´kladn´ı mysˇlence se vzˇilo oznacˇen´ı ”pesimisticke´ odhady”. Je rozumne´ hledat
odhad rozdeˇlen´ı pravdeˇpodobnosti t´ımto pesimisticky´m zp˚usobem, nebotˇ t´ım nebudeme
do syste´mu prˇida´vat nav´ıc neˇjake´ informace, o ktery´ch nev´ıme, a nasˇe odhadnute´ rozdeˇlen´ı
bude respektovat jen zna´me´ informace. Efektivnost takovy´ch odhad˚u take´ dokla´daj´ı da´le
citovane´ publikace prˇi odhadech nezna´my´ch v´ıcemoda´ln´ıch rozdeˇlen´ı pravdeˇpodobnosti.
Tato pra´ce v jiste´m smyslu navazuje na publikace [5], [6], [7], [8], [9], [10], [11], [13],
[19], [20], [22], [24], [34], [35] a [36], ktere´ otv´ıraj´ı a prezentuj´ı problematiku kvazinorem
pro odhady rozdeˇlen´ı, a take´ na [21], kde je mj. popsa´n ”entropicky´” za´klad prˇ´ıstupu
k odhadu diskre´tn´ıho rozdeˇlen´ı pravdeˇpodobnosti. V [21] je problematika rozsˇ´ıˇrena
o obdobny´ odhad na´hodne´ho vektoru ve 2D a pra´ce obsahuje zaj´ımave´ prˇ´ıklady vyuzˇit´ı.
Jej´ım prˇ´ınosem je take´ implementace te´to metodiky do softwaru Estimator, jehozˇ ja´drem
je optimalizacˇn´ı software GAMS a ktery´ je prˇ´ıjemny´m uzˇivatelsky´m prostrˇed´ım pro
prakticke´ vyuzˇit´ı odhadu rozdeˇlen´ı pomoc´ı kvazinorem. Software Estimator a take´ rˇesˇicˇ
z Excelu byl pouzˇit v te´to dizertacˇn´ı pra´ci.
Tato pra´ce rozsˇiˇruje rˇesˇen´ı u´lohy odhadu rozdeˇlen´ı pravdeˇpodobnosti pozorovane´
diskre´tn´ı na´hodne´ velicˇiny jak v oblasti teoreticke´, tak i aplikacˇn´ı. V u´vodn´ıch kapitola´ch
zava´d´ı pojem dua´ln´ı f-divergence a kvazinorma a vy´cˇet nejpouzˇ´ıvaneˇjˇs´ıch kvazinorem
rozsˇiˇruje o jejich dua´ln´ı proteˇjˇsky. Dalˇs´ım prˇ´ınosem pra´ce je zobecneˇn´ı momentovy´ch
podmı´nek na obecne´ linea´rn´ı podmı´nky, ktere´ maj´ı sˇirsˇ´ı mozˇnost pouzˇit´ı. Jak je uka´za´no
v prˇ´ıkladeˇ, hod´ı se naprˇ. pro data, u ktery´ch je smysluplneˇjˇs´ı pracovat s geometricky´m
pr˚umeˇrem oproti aritmeticke´mu.
Co se ty´cˇe aplikacˇn´ı oblasti, pra´ce podrobneˇ zkouma´ aproximace vy´znamny´ch rozdeˇlen´ı
pravdeˇpodobnosti pomoc´ı kvazinorem. Srovna´va´ vhodnost pouzˇit´ı trˇ´ı nejvy´znamneˇjˇs´ıch
kvazinorem (Hellingerova, Pearsonova a Shannonova) pro aproximace cˇtyrˇ v praxi
d˚ulezˇity´ch rozdeˇlen´ı (binomicke´, Poissonovo, norma´ln´ı a Weibullovo) s r˚uzny´mi parametry.
Pro veˇtsˇinu z nich se da´ souhrnneˇ rˇ´ıct, zˇe nejle´pe dopadaj´ı odhady pouzˇit´ım Shannonovy
kvazinormy, naopak nejh˚urˇe pro Pearsonovu kvazinormu. Tato cˇa´st take´ ukazuje, zˇe
metodika prima´rneˇ vytvorˇena´ pro diskre´tn´ı rozdeˇlen´ı je dobrˇe pouzˇitelna´ i pro diskretizo-
vana´ spojita´ rozdeˇlen´ı, cozˇ nab´ız´ı sˇiroka´ uplatneˇn´ı naprˇ. ve spolehlivosti.
Mozˇna´ nejveˇtsˇ´ım prˇ´ınosem pra´ce je konstrukce intervalovy´ch odhad˚u pravdeˇpodob-
nost´ı pi pro Shannonovu kvazinormu. Je zalozˇena na maxima´ln´ı veˇrohodnosti odhad˚u
Lagrangeovy´ch multiplika´tor˚u λi prˇ´ıslusˇne´ optimalizacˇn´ı u´lohy a tedy asymptoticke´ nor-
maliteˇ rozdeˇlen´ı vektoru λ. Jelikozˇ vektor p je nelinea´rn´ı funkc´ı vektoru λ, je prˇed-
pokla´dana´ normalita vektoru p pouze prˇiblizˇna´. Pro veˇtsˇ´ı rozsahy soubor˚u je vsˇak
tato neprˇesnost zanedbatelna´ a jde o odhady asymptoticke´. V te´to cˇa´sti pra´ce jsou
take´ prˇ´ıklady vy´pocˇtu intervalovy´ch odhad˚u pravdeˇpodobnost´ı pi pro konkre´tn´ı datove´
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soubory. Pra´ce se zaby´va´ pouze individua´ln´ımi konfidencˇn´ımi intervaly pravdeˇpodobnost´ı
pi a dalˇs´ım mozˇny´m rozsˇ´ıˇren´ım jsou sdruzˇene´ intervalove´ odhady.
Dalˇs´ı vy´zkum v oblasti aplikac´ı kvazinorem je prova´deˇn v prac´ıch [42], [43], [44], [46],
[48], [49]. Tyto publikace jdou trochu jiny´m smeˇrem prˇedevsˇ´ım v tom, zˇe se zaby´vaj´ı
odhadem kategoria´ln´ıch velicˇin a odpada´ proble´m minimalizace kvazinormy s vedlejˇs´ımi,
naprˇ. momentovy´mi podmı´nkami. Je zde pouzˇ´ıva´na tzv. gradientn´ı metoda, ktera´ vede
na soustavu diferencia´ln´ıch rovnic, a z´ıskane´ odhady maj´ı charakter diskre´tn´ıch ja´drovy´ch
odhad˚u.
Dalˇs´ım smeˇrem, ktery´m mu˚zˇe j´ıt vy´zkum v te´to oblasti fitova´n´ı rozdeˇlen´ı
pravdeˇpodobnosti, je vyuzˇit´ı metod bootstrapu [47]. Jedna´ se o odhady pomoc´ı kvazi-
norem z na´hodny´ch vy´beˇr˚u s opakova´n´ım ze souboru pozorovany´ch dat a nab´ız´ı sˇiroke´
mozˇnosti prˇedevsˇ´ım v aplikacˇn´ıch aspektech tohoto prˇ´ıstupu. Jako teoreticky zaj´ımava´
problematika se jev´ı souvislost v pra´ci pouzˇity´ch kvazinorem se statistikami, ktere´ maj´ı
asymptoticky ch´ı-kvadra´t rozdeˇlen´ı [33].
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Seznam pouzˇity´ch zkratek a symbol˚u
R mnozˇina rea´lny´ch cˇ´ısel
R∗ mnozˇina rea´lny´ch cˇ´ısel rozsˇ´ıˇrena´ o nevlastn´ı prvky ∞ a −∞
Ω pravdeˇpodobnostn´ı prostor
Σ jevove´ pole
P pravdeˇpodobnostn´ı mı´ra
p0 referencˇn´ı rozdeˇlen´ı pravdeˇpodobnosti s maxima´ln´ı neurcˇitost´ı
f generuj´ıc´ı funkce f -divergence
Df (p,q) f -divergence hustot p a q
Λ Lagrangeova funkce
λ Lagrange˚uv multiplika´tor
E(X) strˇedn´ı hodnota na´hodne´ velicˇiny X
Df (p,p0) kvazinorma diskre´tn´ıho rozdeˇlen´ı pravdeˇpodobnosti p
H(p,p0) Hellingerova kvazinorma
P (p,p0) Pearsonova kvazinorma
S(p,p0) Shannonova kvazinorma
χ2(p,p0) kvadraticka´ kvazinorma
L(p,p0) logaritmicka´ kvazinorma
fj absolutn´ı cˇetnost
Mk k-ty´ obecny´ moment
Bi(n; p) binomicke´ rozdeˇlen´ı s parametry n a p
Po(l) Poissonovo rozdeˇlen´ı s parametrem l
N(µ; σ) norma´ln´ı rozdeˇlen´ı s parametry µ a σ
W(d; c) Weibullovo rozdeˇlen´ı s parametry d a c
E(l) exponencia´ln´ı rozdeˇlen´ı s parametrem l
J Fischerova mı´ra informace
J Fischerova informacˇn´ı matice
T Taylor˚uv polynom
var X kovariancˇn´ı matice na´hodne´ho vektoru X
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