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Abstract
The late Gerry Brown was not shy to tackle complex scientific problems that took time to play
out but yielded in the end a deeper understanding of many-body phenomena. In this note, pre-
pared for a memorial volume in his honor, we provide a perspective on a couple of outstanding
scientific puzzles that have their origin in our understanding of the thermalization of matter in
ultrarelativistic heavy ion collisions, and possibly, in high multiplicity proton-proton and proton-
nucleus collisions.
1. Introduction
The successful comparison of hydrodynamical models to a wide range of data from heavy
ion collisions suggests that the produced quark-gluon fluid is a viscous fluid with perhaps the
lowest known viscosity to entropy density ratio (η/s) in nature. The low values of η/s, coupled
with the fact that these hydrodynamical models employ an equation of state, appear to indicate
that the matter is thermal, or at least nearly isotropic, with the ratio of the longitudinal pressure
to the transverse pressure close to unity. Further, to reproduce key features of the data, it appears
important that hydrodynamics be applicable at very early times of less than a Fermi after the
collision.
There is some elasticity to the above conclusions, and it is conceivable that the hydrodynamic
paradigm may be modified. Nevertheless, the phenomenology is sufficiently robust to approach
seriously. From a theoretical perspective, at first glance, it seems astonishing that hydrodynamics
is applicable at all to such small systems, and at such early times. Hydrodynamics is an excellent
effective field theory of QCD, but for long wavelength modes and at late times [1]. In kinetic
theory frameworks, the scattering rates of quarks and gluons have to be sufficiently strong to
counter the rapid longitudinal expansion of the system. This appears challenging. From these el-
ementary, and perhaps naive considerations, to paraphrase a quote by Wigner in another context,
hydrodynamics is “unreasonably effective”.
A weak link in hydrodynamic models is the statement that the system isotropizes/thermalizes
at very early times. Most hydrodynamic models choose an initial time τi = 0.4 − 0.6 fm. Nearly
all these models ignore the pre-equilibrium dynamics prior to this time. The one model that does
incorporate pre-equilibrium dynamics, the IP-Glasma model, does so imperfectly [2]. There is
therefore a practical problem of how and when pre-equilibrium dynamics can be matched on
to a hydrodynamic description. This of course is tied to resolving the more general conceptual
problem of how thermalization occurs in QCD. The latter will be one of the two subjects of the
discussion here.
Even if thermalization does occur in heavy ion collisions, as the hydrodynamic models sug-
gest, there is the interesting question of whether this framework is applicable to smaller size
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systems. How and where does hydrodynamics break down? Does it apply to p+A and p+p
collisions, as some interpretations of data (on long range rapidity correlations) in these colli-
sions suggest? If it works for high multiplicities, at what multiplicities do we see an onset of
hydrodynamic behavior? Are there alternative explanations for what is seen in the data? The in-
terpretation of long range rapidity correlations in p+p and p+A collisions will be the other topic
discussed here.
Both topics will be discussed within weak coupling frameworks here. It is a common misun-
derstanding that weak coupling implies weakly interacting. That is not the case for systems with
high occupancy. It is a legitimate question to ask whether weak coupling is the right framework
for heavy ion collisions–at RHIC and LHC, the coupling is not particularly weak. At one level,
an answer is that this is the only framework we know how to compute in systematically and
reliably. But this answer is also profoundly unsatisfying. A better answer is that weak coupling
frameworks describe many non-trivial features of heavy ion collisions. It is however not a uni-
versal panacea, which disappoints some people, but that can’t be helped–until some smart person
solves QCD.
The lack of a satisfactory framework to address dynamical aspects of QCD in strong coupling
is a powerful motivation for AdS/CFT duality inspired frameworks. The questions regarding the
applicability of these methods to heavy ion collisions are well known, and I will not revisit them
here. The next section will discuss the problem of thermalization in weak coupling. We will then
discuss the recent results from p+p and p+A collisions on collimated long range rapidity corre-
lations (“the ridge”). Since many of the issues discussed are open, and are the subject of much
debate, conclusions may be premature. I will conclude instead with some personal reminiscences
of Gerry Brown, whose early mentorship made it possible for me, however imperfectly, to tackle
these issues.
2. A weak coupling treatment of the thermalization process in QCD
Multiparticle production at central rapidities is dominated by gluon configurations carrying
small fractions x of the momenta of the colliding nuclei. Perturbative QCD (pQCD) predicts,
and data from HERA confirm, that the occupancy of small x modes in a proton is large for
fixed momentum transfer Q2. The occupancy saturates at 1/αS for any given Q2  Λ2QCD, for
sufficiently small x. This phenomenon is called gluon saturation, and the saturation scale QS (x)
is the dynamical (semi-) hard scale at which maximal occupancy is attained for a given x [3, 4].
A small x probe with Q2 < Q2S , will see a nearly perfectly absorptive black disk of gluons.
The Color Glass Condensate (CGC) is a classical effective field theory of such highly occu-
pied gluon configurations [5]. Systematic computations (LO, NLO,...) are feasible in this frame-
work. An ever present issue is factorization: what gluon modes are universal–resolved when
the nuclei are coarse grained at different resolutions–and what modes participate in the scattering
process under consideration. Factorization in nucleus-nucleus collisions has been proven to lead-
ing logarithmic accuracy; in plainspeak, the largest logarithmically divergent terms in x, at each
order in perturbation theory, can be resummed into nuclear wavefunctionals that can be probed
through various final states.
In nucleus-nucleus collisions, the leading order CGC result for components of the stress
energy tensor T µν is given by solutions of Yang-Mills equations for two lightlike classical sources
(representing the large x static color charges of the two nuclei) with null initial conditions for
fields at negative infinity [6, 7]. The numerical solution to this problem is known [8]. On the
(proper) time scale τ ∼ 1/QS , the system is highly anisotropic: PxT = PyT = ε/2 and PL = 0,
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where ε is the energy density, Px,yT the transverse pressures in the x and y directions orthogonal
to the beam, and PL is the longitudinal pressure of the expanding nuclei after the collision.
This is straightforwardly understood to be a consequence of the classical field solutions Aµclass. ≡
Aµclass.(x⊥, τ) being independent of the space-time rapidity η.
This non-equilibrium matter, often called the Glasma [9], is far from isotropy1 at τ ∼ 1/Q.
The large pT > Q modes are frozen out, with distributions given by leading order pQCD ex-
pressions. Interestingly, the softer pT modes are described by a 2-D classical Bose-distribution
∼ Q/pT [10]. What happens at NLO ? Parametrically small quantum fluctuations ( O(1) relative
to the leading 1/g classical field) can grow exponentially as exp(
√
Qτ) [13]–this is due to an
instability of the small fluctuation propagator in the classical field, an instability that has been
interpreted previously in the language of Weibel [11] and Nielsen-Olesen [12] instabilities. So, if
we were to try and do a systematic computation, T µν = T µνLO + T
µν
NLO + · · ·, we would find terms at
NLO that would be as large as the LO contribution at times Qτinst. ∼ ln(α−2S ), indicating a break-
down of the perturbative expansion at these times. Note that this power counting makes sense
only in very weak coupling; for realistic values of αS relevant for experiments, the ln2(1/α2S ) is
not appreciably different from Qτ ∼ 1.
Just as in the case of small x resummations, the leading (g2 exp(
√
Qτ)n at each nth sub-
leading order in perturbation theory can be resummed and written as [14, 15]
T µνresum.(x) =
∫
[Dα] F0[α]T
µν
LO[Aclass. + α](x) , (1)
where
F0[α] = exp
(
−1
2
∫
τ=0+
d3ud3vα(u)Γ−1(u, v)α(v)
)
, (2)
denotes the spectrum of fluctuations, and Γ(u, v), the small fluctuations propagator in the classical
background field at proper time τ = 0+ after the collision. To compute Γ, it is sufficient to
compute solutions of the small fluctuation equations of motion (initialized as plane waves at
negative infinity) through the field strengths of one of the nuclei and into the forward light cone
at τ = 0+ after the collision. This is quite challenging but precisely such a computation was
performed recently [16].
Computing Eq. (1) is equivalent to solving the 3+1-D classical Yang-Mills equations with
the initial condition
Aµinit. = A
µ
class. +
∫
dµK
[
cK a
µ
K
(x) + c∗
K
aµ∗
K
(x)
]
. (3)
The coefficients cK , where K collectively denote quantum numbers labeling the basis of solu-
tions, are random Gaussian-distributed complex numbers. The explicit expressions for the small
fluctuations and their conjugate momenta, denoted here by aµK(x), are given in [16].
While the computations in [16] may be important for a variety of final states sensitive to
very early times after the collision, their relevance for the problem of thermalization in heavy
ion collisions is unclear. Firstly, the resummation in Eq. (1) will receive sub-leading correc-
tions gp(g2 exp(
√
2Qτ))n with p > 0. These all become of order unity on time scales that are
parametrically Q−1 ln(1/αS ); this suggests that the resummation procedure may be fragile when
extended to later times. Secondly, it has been argued that an effective “memory loss” of initial
1In what follows, we will replace QS by Q; the former is the saturation scale in the nuclear wavefunctions, the latter
is the hard scale in the Glasma. While the latter derives from the former, they do not have to be identical.
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conditions may occur when oscillating functions, each corresponding to a Gaussian distributed
initial condition of varying amplitude, are summed over [17, 18]. More generally, we argued that
the ‘late-time’ dynamics of the Glasma is described by a universal nonthermal fixed point, the
properties of which are independent of the initial conditions [19].
The picture we have developed is as follows. By timescales Qτ0  ln2(α−1S ), phase deco-
herence sets in and the classical fields, in Aτ = 0 gauge, can be decomposed into quasi-particle
modes described by single particle distributions, as
Aaµ(τ0, x⊥, η) =
∑
λ=1,2
∫
d2k⊥
(2pi)2
dν
2pi
√
f (k⊥, ν, τ0)
[
ck⊥νλ,a ξ
(λ)k⊥ν+
µ (τ0) e
ik⊥x⊥ eiνη + c.c.
]
, (4)
and a corresponding expression for the canonically conjugate momenta. Here ξ(λ)k⊥ν+µ,a (τ) denote
the (time dependent) transverse polarization vectors of modes with transverse momentum k⊥,
rapidity wave number ν and polarization index λ = 1, 2 in the non-interacting theory2 and c.c.
denotes complex conjugation. The classical-statistical ensemble is defined by the distribution of
the coefficients ck⊥νλ,a , which are the complex Gaussian random numbers introduced previously.
The single particle distributions are parametrized as f (pT , kz, τ0) =
n0
8piαS
Θ
(
Q −
√
p2T + (ξ0pz)
2
)
.
If the dynamics is faithfully captured by quasi-particle excitations for Qτ0  ln(α−1S ), details of
the evolution from earlier times τ ∼ Q−1 up to τ0 are subsumed in the initial occupancy n0, and
in the anisotropy of the initial momentum distribution ξ0.
With the initial conditions of Eq. (4) for the gauge fields, and likewise, an initial condition for
canonical conjugate momenta, the 3+1-D Yang-Mills equations can be solved for longitudinally
expanding non-Abelian plasmas. To ensure the dynamics is classical for the entire lifetime of
the evolution, the amplitude of the gauge fields has to be chosen to be much larger than those
obtained by replacing f by the quantum ‘1/2’. For the results of the simulations discussed here,
we have chosen αS = 10−5 corresponding to Qτ0 ∼ 100. We will comment shortly on the
extrapolation of these results to more realistic values of αS .
We find strikingly that the classical-statistical evolution of the system at late times demon-
strates self-similar behavior independent of the initial conditions. Specifically, the single particle
distributions extracted from the numerical simulations at later times by inverting Eq. (4), and the
corresponding expression for canonically conjuage momenta, satisfy
f (pT , pz, τ) = (Qτ)α fS
(
(Qτ)βpT , (Qτ)γpz
)
, (5)
where fS denotes a stationary distribution in time, that describes the spectral properties of the
non-thermal fixed point. This is seen for a wide range of n0 and ξ0 values, and has been checked
to hold for initialization times ranging from Qτ0 = 20 and Qτ0 = 1000. In each case, regardless
of the initial condition, the system flows to the same attractor solution by τ/τ0 < 10.
The scaling exponents γ and β describe the temporal evolution of the characteristic hard
longitudinal and transverse momentum scales respectively:
Λ2L(τ) ∼ (Qτ)−2γ , Λ2T (τ) ∼ (Qτ)−2β . (6)
One can therefore equivalently write f (pT , pz, τ) = (Qτ)α fS
(
pT /ΛT , pz/Λz
)
. The scaling ex-
ponent α describes the overall decrease of the distribution amplitude in time. The hard scales
2For detailed expressions, see [20].
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in Eq. (6) are gauge invariant quantities [21] that can be measured on the lattice; β, γ and the
combination α − 3β − γ can be extracted from the logarithmic derivatives of ΛT , ΛL, and the
energy density respectively. Very careful measurements, on the largest lattices to date, have been
performed and one extracts [20] β ∼ 0, γ ∼ 1/3 and α ∼ −2/3. The scaling exponents can
also be extracted from moments of the single particle distribution in Eq. (5); within systematic
uncertainties, they are consistent with the values quoted here.
The decrease in the occupancy as τ−2/3 implies that the system that began with an occupancy
of α−1S will reach an occupancy of unity at time scales Qτ ∼ α−3/2S . The classical simulations will
no longer be valid after this time scale. However the parametrically large window of α−3/2S , where
these simulations are valid, provides insight into the rich dynamics of the thermalization process.
The transverse momentum of hard gluons does not change during this time; their occupancy only
decreases due to the redshift in the longitudinal momentum; they are distributed as T/pT , with
T = Qτ−2/3, very early in the evolution. If the system were to free-stream, the ratio PL/PT would
decrease as τ−2; instead, the strong scattering of gluons prevents this, and PL/PT ∼ τ−2/3 instead.
While the anisotropy does increase, the lowest value of the ratio PL/PT is α
1/2
S at the end of the
classical regime.
When occupancies are less than α−1S , but greater than unity, there exists a dual description
of the system in terms of either classical fields or kinetic theory [22, 23]. The latter framework
however is sensitive to dynamics at the Debye screening scale that is non-perturbative; this sen-
sitivity allows for a number of kinetic scenarios, including the possible late time role of plasma
instabilities [24] or transient Bose-Einstein condensates [25]. Instead, we find that our numerical
simulations are consistent with the late stage classical dynamics of the “bottom-up” thermaliza-
tion scenario [26]. In this kinetic scenario, the dynamics of overoccupied gluons is dominated
by small angle elastic scattering.
The self-similar scaling behavior extracted from both gauge invariant and gauge fixed ob-
servables in the classical-statistical field simulations of the expanding non-Abelian plasma finds
a simple a posteriori explanation in the context of wave turbulence. Such analyses were per-
formed previously in scalar field theories that are used to describe the thermalization process in
the post-inflationary early universe [27]. In close analogy to this earlier work, the self-similar be-
havior characteristic of wave turbulence in the gauge theory can be interpreted in the framework
of a kinetic equation [
∂τ − pz
τ
∂pz
]
f (pT , pz, τ) = C[pT , pz, τ; f ] , (7)
for the single particle distribution f (pT , pz, τ) with a generic collision term C[pT , pz, τ; f ] for
n ↔ m scattering processes. For the self-similar distribution in eq. (5), the scaling behavior of
the collision integral C[pT , pz, τ; f ] = (Qτ)µC[(Qτ)βpT , (Qτ)γpz; fS ], is described in terms of
the exponent µ = µ(α, β, γ), the precise form of which depends on the underlying interaction.
Substituting this scaling function into Eq. (7) leads to the time-independent condition
α fS (pT , pz) + βpT∂pT fS (pT , pz) + (γ − 1) pz∂pz fS (pT , pz) = Q−1C[pT , pz; fS ] . (8)
The non-thermal attractor solution observed in our lattice simulations is a nontrivial solution of
this kinetic equation.
Such scaling analyses of kinetic equations, demonstrate that the scaling exponents charac-
terizing the attractor can be classified on very general grounds of dimensionality, conservation
laws and boundary conditions for the evolution [27, 28]. The observation of such a self-similar
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scaling solution of the expanding non-Abelian plasma is a powerful indication for universal be-
havior far from equilibrium, as seen in dynamical systems ranging from the inflaton dynamics of
relativistic scalar fields to table-top cold atom experiments [28, 29, 30]. Thus while the bottom-
up scenario correctly captures the universal properties of the turbulent thermalization process,
the phenomenon may be more general than indicated by the specifics of the bottom-up scenario.
Preliminary results from simulations of longitudinally expanding scalar fields appear to bolster
these conclusions [31].
What then of isotropization and thermalization? Though the system does not free-stream and
is strongly interacting, it does not isotropize either in the classical regime where the simulations
are valid. In the bottom-up kinetic scenario, which matches our results in the classical regime, the
system can be followed all the way to thermalization. In the quantum regime (where f < 1), 2↔
3 inelastic interactions become important. For α−3/2S < Qτ < α
−5/2
S , soft gluons produced through
inelastic 2↔ 3 interactions contribute very little to the total number but begin to dominate Debye
screening. The latter begins to influence dynamics. In this regime, one finds that Λ2L ∼ αSQ2,
independent of time, and m2D = α
3/4
S Q
2/(Qτ)1/2. The transverse pressure is still dominated by
the hard gluons, and continues to have the parametric form PT ∼ α−1S Q4/(Qτ); the longitudinal
pressure, on the other hand, is given by PL ∼ Λ2Lm2D. The ratio of the two then gives PL/PT ∼
(Qτ)1/2–it thus begins to rise again in the quantum regime3.
By Qτ ∼ α−5/2S , the number of soft gluons exceeds the number of hard gluons. The soft
gluons collide frequently–the rate of expansion for Qτ > α−5/2S is slower than the relaxation
time of soft gluons. The soft sector has therefore thermalized by Qτ ∼ α−5/2S . The system
is however anistropic as a whole because of the remaining gluons in the hard sector. It has
recently been conjectured in the context of jet quenching that hard gluons in the quark-gluon
plasma lose their energy via a medium induced self-similar turbulent cascade of soft gluons [33]–
a quantum turbulent attractor. This framework should also be applicable to describe how the
remaining hard gluons at the scale Q are finally quenched and become part of the thermalized
plasma. In the BMSS scenario, this occurs at the time Qτ = α−13/5S and at a temperature of
T = α1/2S Q. Subsequently, the temperature of the system decreases as τ
−1/3 as for a hydrodynamic
system undergoing one dimensional expansion. Fig. (1) illustrates, via the temporal evolution of
PL/PT , one scenario, based on classical-statistical field theory and kinetic theory, of the rich
non-equilibrium structure that precedes the formation of a thermal quark-gluon plasma.
While all the estimates here were obtained in a weak coupling framework, there is no show
stopper for extending these ideas to larger, more realistic, couplings. If one puts in realistic val-
ues of αS , one gets reasonable ball park numbers for the saturation scales estimated at RHIC and
LHC. More quantitative phenomenology will depend on computing the pre-factors in these esti-
mates; such computations are in progress [32]. Even though the system may not be describable
by hydrodynamics at early times, it is still strongly interacting and generating flow. Hence it is
plausible that when such effects are included, the start time for hydrodynamics could be moved
to later times, and still give good agreement with flow data from RHIC and LHC. It is also inter-
esting to ask if there are direct signatures in the data of anisotropic early time dynamics. Recent
efforts have focused on electromagnetic signatures, in particular the photon spectrum [34].
An alternative scenario is implied by the numerical simulations in [35] based on Eq. (3).
Recall this expression is derived at τ0 = 0+, in the theoretical formulation presented in [16]. It is
found that for αS ∼ 1/50 (g = 0.5), the ratio PL/PT rises rapidly and appears to reach a constant
3I am indebted to Soeren Schlichting for helping clarify this point.
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Figure 1: Schematic illustration of the thermalization process for the example of the bulk anisotropy. The time evolution
in the shaded yellow regime pictures the results of this work, with the red ellipse symbolizing the observed non-thermal
fixed point. The curves beyond the classical regime reflect the evolution in the bottom-up scenario [26], with the possi-
bility of a second turbulent attractor in the quantum regime [33]. From Ref. [19].
value that is approximately 0.6 by QS τ = 10 and remains constant up to the maximum time
presented in the simulation of QS τ = 40. On the surface, this appears to contradict the results of
[19, 20] since in the latter PL/PT decreases as (Qτ)−2/3. Assuming both numerical simulations
are accurate, the difference could be attributed to a) the different couplings chosen in the two
simulations, and b) the different initial conditions corresponding to Eq. (3) for [35] and Eq. (4)
for [19, 20].
The first point can be addressed straightforwardly. Simulations performed at Qτ0 = 20
(corresponding to αS ∼ 10−2), show the same late time behavior as for the larger values of Qτ0
shown in [19, 20]. A more contentious point could be the differing initial conditions. Our claim
however is that they will give the same result at late times for both sets of initial conditions.
To appreciate this, consider what the lifetime of the classical regime is for αS = 1/50, the
value of the coupling in the simulations of [35]. In the bottom-up scenario, this lifetime is
Qτclass. = α
−3/2
S ∼ 350. Other kinetic scenarios will give comparable times, if not longer, for the
applicability of classical-statistical dynamics. The simulations presented in [35] end at Qτ = 40,
about 1/9 of the lifetime of the classical regime. Our prediction is that if the simulations are
followed for longer4, within the time when classical dynamics is valid, the ratio of PL/PT will
turn over and decrease as a function of τ. Another hint that this may be the right interpretation of
the results of [35], is the fact that the end of the instability regime is at Qτ = ln2 α−1S ∼ 15, which
is roughly the time when PL/PT becomes large in the simulations of [35]. Finally, simulations
of a scalar field theory at weak coupling with i) the ‘field driven’ initial conditions of Eq. (3) and
ii) the ‘fluctuation driven’ initial conditions of Eq. (4), give the same late time attractor behavior,
well within the domain of validity of classical statistical simulations [37].
The situation can be settled concretely by performing the simulations of [35] on larger lattices
for later times. It will also be important to extract the quasi-particle spectrum of [35], as for
instance, done in [19, 20]. It is of crucial importance to settle this issue one way or the other. If
the claim of [35] is borne out, classical field dynamics can be matched to viscous hydrodynamics,
in a more sophisticated version of the IP-Glasma model [2]. If not, one has to work harder, and
4At present, the simulations cannot be followed for longer times for technical reasons [36].
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match classical dynamics to kinetic theory first, before thermalization is attained. It is at one level
more cumbersome, but on another, provides further insight into the rich dynamics that becomes
possible in strongly correlated non-Abelian plasmas.
Interesting ideas to merge classical field theory and kinetic theory can be found in [38, 39].
Of course, weak coupling approaches could be wrong altogether, and nature, at realistic coupling,
may have different plans in mind. The data from heavy ion collisions however is so plentiful,
and of such high quality, that one can expect significant progress in the near future. One line
of practical inquiry is to see how tweaks of the early time dynamics in the very successful IP-
Glasma model influence comparisons with experiment.
3. The ridge in p+p, p+A and A+A collisions: the smallest thermal fluids?
Data on two particle correlations in high multiplicity proton-proton and proton-nucleus col-
lisions at the LHC have a component that is only weakly dependent on the rapidity separation
(∆η) between the pairs and is strongly collimated in the azimuthal angular separation (∆Φ ∼ 0)
between the pairs. Such “ridge”-like structures were first seen in A+A collisions at RHIC, at the
LHC, and more recently, in very central deuteron-gold collisions at RHIC. For recent reviews,
see [40, 41, 42].
3.1. Initial state contributions to the ridge
In perturbative QCD the only two parton correlation that one obtains is the back-to-back
∆Φ ∼ pi correlation from the di-jet graph; this explains why none of the event generators saw
the ridge collimation at ∆Φ ∼ 0. In the CGC effective theory, the nearside ∆Φ ∼ 0 collimation
is obtained from connected two gluon production QCD graphs called “Glasma graphs”. They
are QCD interference graphs. In conventional perturbative QCD computations, these graphs are
ignored for good reason. Their contribution at high pT and in peripheral collisions is negligibly
small.
However, most remarkably, the high occupancy of gluons (for transverse momenta k⊥ ≤ QS ,
where QS is the saturation scale) in rare high multiplicity proton-proton events enhances such
graphs by α−8S . This corresponds to a strikingly large enhancement of ∼ 105 for typical values
of the probed QCD fine structure constant αS ! Thus in the CGC power counting, gluon satura-
tion ensures that Glasma graphs provide a significant additional contribution in high multiplicity
events to “di-jet” QCD graphs. The importance of Glasma graphs was first discussed in [43] and
the formalism developed in [44, 45]. It was first postulated as an explanation of the high multi-
plicity CMS proton-proton ridge in [46], and a quantitative description of the nearside collimated
yield obtained in [47].
The di-jet contribution that is long range in rapidity is described by BFKL dynamics [49, 50].
We showed in [48] that BFKL dynamics does well in describing the awayside spectra in high
multiplicity proton-proton collisions. The description is significantly better than PYTHIA-8 [55],
and 2→ 4 QCD graphs in the Quasi–Multi–Regge–Kinematics (QMRK) [51, 52]. Both of these
approaches overestimate the awayside yield especially at larger momenta.
The Glasma+BFKL CGC framework [53, 54] describes reasonably well the associated yield
per trigger obtained in p+Pb data at
√
s = 5.02 TeV/nucleon by the CMS collaboration [56].
Subsequently, both the ALICE [58] and ATLAS [57] collaborations published their di-hadron
correlation results from the first LHC p+Pb run. The ALICE experiment has an acceptance in
∆η of |∆η| < 1.8, while the ATLAS experiment has an acceptance of 2 < |∆η| < 5, close to the
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CMS acceptance of 2 < |∆η| < 4. In addition to the LHC results, the PHENIX collaboration
at RHIC reanalyzed their deuteron-gold data at 200 GeV/nucleon and extracted a ridge signal in
very central events [59]. All three of the experiments show that when the two particle yield in
peripheral collisions is subtracted from the central events, a dipole structure remains that is long
range in rapidity. This is precisely what we anticipated in our Glasma+BFKL graph scenario.
Specifically, this is because the BFKL di-jet contribution has a weak dependence on centrality
and the net Glasma graph contribution is symmetric around ∆φ = pi/2.
The LHC experiments have analyzed [58, 57, 60] the vn Fourier moments of the jet-subtracted
di-hadron yields in proton-nucleus collisions. (Note that this has not been done yet in proton-
proton high multiplicity collisions because the jet yield is very large, potentially generating large
systematic uncertainties in any such subtraction.) They obtained a significant value of v2 which
approaches that observed in peripheral A+A collisions. Because of the ∆Φ dependence of our
Glasma graph contribution, we too expect a significant v2. However, the experiments observed
a distinct v3 contribution. In addition, v2{4}, v2 extracted from four particle cumulants, is sig-
nificant. Both of these effects were widely interpreted as problematic for the initial state CGC
picture. However, there is also an interference contribution between the two contributions that
must be there. Previously, we had not included it because it is small. Our preliminary conclu-
sions are that this contribution gives a triangular azimuthal anisotropy and that it has the right
centrality and pT dependence seen in the data [61].
3.2. Final state effects and the ridge
The observation of large ridges in proton-nucleus collisions that are comparable in size to
those in peripheral nucleus-nucleus collisions have reinvigorated interpretations in terms of hy-
drodynamic flow. Additional force for the flow argument is adduced from the mass ordering of
v2(pT ) for different hadron species [62]. In p+A collisions, it looks remarkably similar to that
in peripheral A+A collisions, both in shape and magnitude. Computations in a hydrodynamical
model reproduced a number of features of the proton-lead data [63, 64, 65, 66]. Other recent hy-
drodynamics based discussions of the ridge in p+A collisions can be found in refs. [67, 68, 69].
However, hydrodynamics when applied to p+A collisions is very sensitive to assumptions about
the dynamics of the initial state and values of η/s.
The hydrodynamic description of small size systems has recently been studied in the frame-
work of the IP-Glasma+MUSIC model [2]. Though the model gives excellent fits to data at both
RHIC and LHC in A+A collisions, the values of v2 and v3 in p + A collisions are factors of 2-3
smaller than the data for the same values of η/s that describe the A+A data [71]. To help distin-
guish between final state models alone, it is essential to perform ‘apples-to-apples’ comparisons
of data in very different centrality classes in A+A and p+A that correspond to the same Ncharge.
Very recently, we performed a comprehensive study of single inclusive multiplicities and mul-
tiplicity distributions in p+p, p/d+A and A+A collisions within the IP-Glasma framework [70].
With the results of this study, flow generated from the initial state configurations that generate
the 70% central A+A collisions can be compared directly to the flow generated from initial state
configurations corresponding to 3% central events in p+Pb collisions. The preliminary results
are consistent with the studies in [71] that indicate that v2 generated is too small to describe the
data. We note however that if the spatial distribution of gluons is less uniform than that given by
the IP-Glasma framework, larger flow moments may be generated. This further emphasizes the
sensitivity of results to assumptions about the spatial distribution of glue in rare configurations
of the colliding protons and nuclei.
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3.3. The ridge through my colored glasses
A detailed discussion of our take on the initial state versus final state issues on the ridge
in p+p, p+A and A+A collisions can be found in [72]. Here we will provide a rough sketch
of our perspective on these issues. In high multiplicity events, the power counting in the CGC
tells us that the underlying Glasma background is azimuthally isotropic. This contribution is
the leading contribution in powers of the coupling and the number of colors Nc. Jetty contri-
butions are sub-leading in powers of the coupling but leading in Nc. The interplay between the
two, as a function of centrality and transverse momenta, determines the broad features of two
particle correlations in high multiplicity events. Similar conclusions, couched in the language of
“sphericity” observables, have been advanced in the PYTHIA event generator framework [73].
However, in addition to the leading azimuthally isotropic and jetty contributions in the Glasma,
there is an intrinsic collimation in Delta Φ that is long range in rapidity. These arise from the
so-called Glasma graphs we described previously. They are leading in powers of the coupling
in high multiplicity events but are sub-leading (1/N2c suppressed) in the number of colors. The
effect is purely a quantum interference effect, because the color structure of the graphs in the
amplitude and in the complex conjugate amplitude are different.
Some of the Glasma contributions are Hanbury-Brown–Twiss (HBT) like interference con-
tributions, but others are not–the collimation is sensitive to the detailed shape of the unintegrated
gluon distributions in the protons and nuclei. In A+A collisions, the azimuthally isotropic lead-
ing contributions to multiparticle production develop a sensitivity to the geometry of the overlap
region due to final state interactions and generate the long range ridge like structure due to flow.
The Glasma graphs are tiny in comparison. However, when the multiplicity of the isotropic con-
tribution is small, the intrinsic Glasma contribution has the chance to peek its head out of the
underlying background, a colorful diamond shining through the muck. This long range quantum
correlation provides an intriguing alternative to the ubiquitous flow explanation that is applied to
the small sized p+A and p+p systems. When we put together the following
• Our recent results on the triangular anisotropy in this framework,
• the disagreement in the IP-Glasma+MUSIC model with v2 and v3 measured in p+A col-
lisions, especially when contrasted to the remarkable success of the IP-Glasma+MUSIC
model in describing A+A collisions,
• the recent HBT results from the ALICE collaboration showing that HBT radii in p+A col-
lisions have the same slope in p+p and p+A collisions, in contrast to A+A collisions [74],
there is some cause for optimism that this manifestation of long range gluon ‘entanglement’ will
survive. In addition to further developments in theory, a wealth of data coming out in the near
future will further test this picture relative to other, mostly final state, explanations.
4. G.E.B: Sui generis, requiescat in pace
I first met Gerry Brown when he invited me to visit Stony Brook, whilst I was still an un-
dergraduate at the University of Chicago. He asked me if I had the proverbial fire in my belly. I
mumbled something, and that was that–I was hired. It being 1987, Stony Brook was the tower
of BBAL [75], with Gerry conducting that noisy and unruly orchestra with aplomb. The wild
excitement notwithstanding, supernova physics was at that time not quite to my taste. But Gerry
didn’t hold it against me, and instead paired me with Prakash, who proved to be a model advisor.
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Gerry persisted in being very kind to me and sent me off to spend summers in Berkeley, Copen-
hagen and Minneapolis. I admired greatly Gerry’s intuitive approach and passion for physics that
he communicated effortlessly, as well as his wide erudition and dry wit. I was fortunate though
not to catch the sharp edge of the last, which did not endear him to everyone. When I was about
to graduate, and job prospects looked dim, Gerry came to me and said I should stay an extra
year and work with him if things didn’t work out. They did work out but part of me regrets that
missed opportunity.
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