This paper proposes an algebraic way of sentence valuations in a semiring. Actually, throughout the paper only valuations in the ring of integers with usual addition and multiplication are considered. These valuations take into consideration both words and their positions within the sentences. Two synonymy relations, with respect to a given valuation, are introduced. All sentences that are synonymous form a synonymy class. Some basic problems regarding the synonymy classes, which are actually formal languages, are formulated and studied. Some of them are completely solved whereas partial answers are provided for others.
Introduction
A series of paper, see, e.g., 1], 2], 5], 6], and the references thereof, have dealt with homomorphisms h from a free generated monoid M into the monoid ((0; 1); ; 1) , so that the sum of all homomorphical images of generators of M equals 1, called Bernoulli homomorphisms (distributions, measures). Besides being homomorphisms, Bernoulli homomorphisms may be viewed as probability measures on the family of all languages over a given alphabet. Furthermore, they played an important role in developing the theory of codes 1]. Some authors discarded the homomorphism property keeping the probability measure property as done in 5], 6] whilst others proceeded vice versa 4], calling them valuations.
In this paper, we introduce a generalization of the aforementioned valuations in the following sense. The value of a sentence depends not only on its words but also on their positions within the sentence. Furthermore, the valuation is computed in a richer structure that of a semiring instead of a monoid. Moreover, we consider valuations that allow a nite set of values for each sentence. More precisely, each word in a given vocabulary has a nite set of values (attributes) and each position (a natural number) has just one attribute. For a given sentence, the value associated to a position occupied by a certain word a is obtained by considering two attributes: one is that of position itself the other being one among the attributes associated to the word a. Thus, we need an operation for computing the value of every position in the sentence and one operation for computing the value of the whole sentence. The latter should be, in our opinion, an additive type one. What structure might be the most relevant one for our purposes? We have chosen a very common and widely investigated structure in semantics, that of a semiring.
Based on this valuations there are de ned two types of synonymy relations. Two sentences are weakly synonymous, with respect to a given valuation, if they have a common value computed in accordance with the given valuation; they are strongly synonymous if they lead to a common value in between any contexts. Informally speaking, two sentences are weakly synonymous if they have a common meaning. However, if one adds the same contexts to two weakly synonymous sentences, one may get two new sentences that have no common meaning (the new sentences are not weakly synonymous anymore). This undesired feature is avoided by the de nition of the strong synonymy relation.
We investigate the decidability of the niteness problem of synonymy classes as well as the possibility of algorithmically deciding whether two given sentences are strongly synonymous (as we shall see, it is always decidable whether or not they are weakly 1 synonymous). In our approach we consider two types of valuations depending on their position attributing function, more precisely polynomial and exponential ones.
De nitions and examples
A vocabulary is a nite nonempty set whose elements are called words; if V = fa 1 ; : : :; a n g is a vocabulary, then any sequence w = a i 1 a i 2 : : :a i k ; 1 i j n; 1 j k, is called sentence over V . The length of the aforementioned sentence w is denoted by lg(w) and equals k. The empty sentence is denoted by "; lg(") = 0. As a rule, the words are denoted by small letters from the beginning of the Latin alphabet and the sentences are denoted by small letters from the end of the same alphabet, excepting the empty sentence. Moreover, (x) U delivers the sentence obtained from x by removing all words not in U. The 
Note that "] is a context-free non-regular language. Moreover, both valuations are deterministic.
We proceed to investigate mainly the synonymy classes. A natural problem concerns the niteness of these sets as well as the possibility to decide on this problem. As we shall see in the sequel, a closely related problem concerns the decidability status of the next problem: For a given value q, are there sentences whose valuation set contains q? Furthermore, we are concerning with the problem of nding appropriate devices (automata, grammars, etc.) which characterize the synonymy classes. To this end, in this paper we shall only consider the valuations in the ring of integers Z Z with the usual addition and multiplication. The absolute value of an integer x is denoted by jxj.
In the sequel, we shall foccus our attention on valuations whose function is either polynomial or exponential.
Denote by i = ( ; n i ); 0 i k: Clearly, val
The relation stated by the next lemma will be useful in the sequel.
Proof. Assume that y = y 1 y 2 : : : y p , y j 2 V; 1 j p. Starting from
by a direct calculation one gets the desired equality.
2
Now, we restrict our investigation to two polynomials only: constant and linear.
The constant polynomial
As x] = V , for all x 2 V , providing that is the null function, we shall consider only non-zero position valuating functions. Note that the relations stated by Lemma 1 and (1), respectively, may be combined in val (xy) = val (x) + val (y); (2) relation that the next two theorems are based on.
Theorem 1: Let = ( ; ) be a valuation of V in Z Z, whose function is a non-zero constant. Then, x y i x y.
Proof. The proof is an immediate consequence of the relation 2. Proof. Assume that (n) = k; n 2 IN, for some integer k. Moreover we take a positive k, the case k < 0 may be treated similarly.
1. Obviously, there is no sentence whose valuation contains q if q is not a multiply of k. We distinguish two cases depending on the values of the words in V . Firstly, let us suppose that all values of the words in V are nonnegative; the reasoning is the same when all of them are negative. It follows that val (x) contains only nonnegative integers, for each x 2 V + , hence q has to be nonnegative. Clearly, if q = 0, the answer is a rmative if and only if there is a word in V that has a null value. For q > 0 it su ces to restrict our search to sentences of length at most q=k. Consequently, one can algorithmically nd the answer in this case. Now, let us consider that the set C = fp 6 = 0jp 2 (a); a 2 V g contains both negative and positive integers. We claim that exists x 
for some integers k i ; r j ; 1 i n; 1 j m. Moreover, one can choose either k i ; r j 0 or k i ; r j 0, for all 1 i n; 1 j m. Let We recall now an operation on sentences that will turn out to be very useful for our investigation regarding the type of languages x] . This operation, called shu e is a well-known operation in formal language theory and in parallel programming theory.
We de ne this operation on sentences, recursively, as follows: for two strings x; y 2 V and two symbols a; b 2 V we write (i) x t ? " = " t ? x = x; (ii) ax t ? by = a(x t ? by) b(ax t ? y):
A shu e of two strings is an arbitrary interleaving of the substrings of the original strings We naturally extend this operations to languages: L(G ; t= (1)) 8 holds. Since the family of context-free languages is closed under union the rst assertion is completely proved. Remark. In the view of the last theorem, the decidability of the niteness problem for synonymy classes follows directly from the niteness problem for context-free languages. However, the proof of Theorem 2 o ers a more easily testable condition and a less complex (time and memory) implementation. 
The linear polynomial
Assume that (a) contains only positive integers, for all a 2 V ; the case when (a) contains just negative integers may be treated analogously. We analyse what happens when k < 0; the reasoning may be carried over the case k > 0 with minor changes.
Clearly, there exists n 0 2 IN such that val (x) has only negative values (val (x) < 0, for short), for all sentences x in V longer than n 0 .
Let x be such a sentence. We claim that val (y) < val (x), for all y 2 V such that lg(y) lg(x) maxfjrj j r 2 val (x)g. Due to the length of y, one infers that val (y) maxfjrj j r 2 val (x)g maxfval (w)jw is a subsentence of y of length lg(x)g which is smaller than val (x) because val (w) is negative too, providing that w is a subsentence of y of length lg(x). Consequently, x] is nite for all x 2 V .
Let us consider that exist a; b 2 V , possibly the same, such that (a) (b) contains at least one negative integer. Take q 1 2 (a); q 2 2 (b) such that q 1 q 2 < 0; the sentence y = a jq 2 Proof. Let us suppose that (n) = kn + p. We give the proof for k > 0 only; the proof may be carried over the case k < 0 with the appropriate changes. Take n 0 the minimal natural number such that kn + p > 0 for all n > n 0 . For each x 2 V one constructs the phrase-structure grammar G x which works accordingly with the next nondeterministic procedure:
1. The grammar generates a sentential form Xa 1 a 2 : : : a n Y Z, X; Y; Z being nonterminals, a i 2 V; 1 i n, and n > n 0 . 2. If n 0 > 0, choose q 2 val (a 1 a 2 : : : a n 0 ) and transform the sentential form into either Xb 1 b 2 : : : b n 0 a n 0 +1 : : :a n Y (?1) jqj Z; i q < 0; or Xb 1 b 2 : : :b n 0 a n 0 +1 : : :a n Y 1 q Z; i q 0; b 1 ; b 2 ; : : :; b n 0 being nonterminals. there is a sentence a with exactly one value in (a), then one can decide whether x y, for any sentences x; y.
Proof. Firstly, let us observe that if 0 2 (a) for some a 2 V , then x y i x y because one can take t such that either lg(xa t ) = lg(y) or lg(ya t ) = lg(x) and we are done. Thus, we may assume that no word from V has 0 in its valuation set. Let 
Consequently, lg(x) = lg(y) must hold, otherwise fs 1 ? s 2 js 1 2 val (x); s 2 2 val (y)g would be in nite, a contradiction. Indeed, for (a) is a non-null integer, if lg(y) > lg(x), then the relations (5) and (6) k 0, which is contradictory. Analogously, when lg(y) < lg(x).
In conclusion, x y i (x y)&(lg(x) = lg(y)), conditions that may be algorithmically checked.
4 The exponential case
The subject of investigation in this section is the class of valuation whose position valuating function is exponential. To this end, let = ( ; ) be a valuation with (n) = a n , n 1; a 2 Z Z n f0; 1g.
Clearly, val (xy) = val (x) + a lg(x) val (y):
Theorem 8 Let p = max(fjlj j l 2 Cg fq=ag). The following algorithm decides, for any given jaj 2, whether there is a polynomial P with coe cients in C such that P ? q=a has the zero a. 
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It is worth mentioning here that the problem of deciding upon the strong synonymy between two given sentences can be algorithmically solved for the same class of valuation as that stated in Theorem 7.
Theorem 9: If = ( ; ) is a valuation with being an exponential function, whose base is any integer distinct of 0 and -1, and there is a word b with exactly one value in (b), then one can decide whether x y, for any sentences x; y.
The proof is an immediate consequence of relation 7 being left to the reader as an exercise.
Final remarks
We brie y discuss here some considerations that seem to be in order. In the present paper we have considered the semiring of integers with the addition and multiplication. It appears to be interest to replace it by other semirings (or other structures) having linguistical relevance.
Our approach tries to valuate all sentences over a vocabulary. A more natural approach might be the valuation of just those sentences which belong to a given language. An attractive class of languages seems to be the context-free one.
As one can easily notice, there are plenty of natural questions without answer; all of them remain to be further investigated. We provide below a list of a very few of them which appear to be more attractive from our point of view.
1. Is decidable the strong synonymy relation between two sentences with respect to valuations whose position function is an arbitrary polynomial or an arbitrary exponential function?
2. Can we decide the niteness of strong synonymy classes in the arbitrary polynomial case? What about the same problem for both classes in the exponential case?
