Quantifying in vivo motion in video sequences using image registration by Kumar, Ankur N.
QUANTIFYING IN VIVO MOTION IN VIDEO SEQUENCES USING IMAGE 
REGISTRATION 
 
By 
Ankur N. Kumar 
 
Dissertation 
Submitted to the Faculty of the 
Graduate School of Vanderbilt University 
in partial fulfillment of the requirements 
for the degree of 
DOCTOR OF PHILOSOPHY 
in 
Electrical Engineering 
December, 2014 
Nashville, Tennessee, USA 
 
Approved: 
Dr. Benoit M. Dawant, Ph.D. 
Dr. Robert E. Bodenheimer, Ph.D. 
Dr. Richard Alan Peters, Ph.D. 
Dr. Michael I. Miga, Ph.D. 
Dr. Reid C. Thompson, M.D. 
Dr. David W. Piston, Ph.D.  
 ii 
TABLE OF CONTENTS 
 
ACKNOWLEDGEMENTS	  ......................................................................................................................	  iv	  
LIST	  OF	  TABLES	  ....................................................................................................................................	  vi	  
LIST	  OF	  FIGURES	  ................................................................................................................................	  viii	  
Chapter	  
I.	   INTRODUCTION	  ..............................................................................................................................	  1	  
1.1	   Islets	  of	  Langerhans	  microscopy	  images	  ............................................................................................	  1	  1.1.1	   Overview	  of	  challenges	  in	  correcting	  motion	  ......................................................................................	  2	  
1.2	   Brain	  shift	  compensation	  ............................................................................................................................	  3	  1.2.1	   Overview	  of	  model-­‐update	  IGS	  ..................................................................................................................	  4	  1.2.2	   Survey	  of	  intraoperative	  imaging	  modalities	  ......................................................................................	  4	  1.2.3	   Overview	  of	  intraoperative	  stereovision	  imaging	  modality	  .........................................................	  6	  1.2.4	   Overview	  of	  challenges	  in	  quantifying	  motion	  using	  stereovision	  ............................................	  8	  
1.3	   Goals	  and	  contributions	  of	  this	  dissertation	  ....................................................................................	  9	  1.3.1	   Islets	  of	  Langerhans	  .....................................................................................................................................	  10	  1.3.2	   Brain	  shift	  compensation	  ..........................................................................................................................	  10	  
1.4	   References	  .........................................................................................................................................................	  12	  
II.	   A	  MOTION	  CORRECTION	  FRAMEWORK	  FOR	  TIME	  SERIES	  SEQUENCES	  IN	  
MICROSCOPY	  IMAGES	  .......................................................................................................................	  16	  
2.1	   Introduction	  .....................................................................................................................................................	  17	  
2.2	   Materials	  and	  Methods	  ...............................................................................................................................	  19	  2.2.1	   Image	  acquisition	  procedures	  .................................................................................................................	  19	  2.2.2	   Image	  algorithm	  ............................................................................................................................................	  21	  2.2.2.1	   Preprocessing	  .............................................................................................................................................	  24	  2.2.2.2	   Feature	  extraction	  and	  matching	  .......................................................................................................	  27	  2.2.2.3	   Registration	  .................................................................................................................................................	  36	  
2.3	   Results	  .................................................................................................................................................................	  37	  
2.4	   Discussion	  ..........................................................................................................................................................	  55	  
2.5	   Summary	  ............................................................................................................................................................	  56	  
2.6	   Acknowledgements	  ......................................................................................................................................	  56	  
2.7	   References	  .........................................................................................................................................................	  57	  
III.	   PERSISTENT	  AND	  AUTOMATIC	  INTRAOPERATIVE	  3D	  DIGITIZATION	  OF	  
SURFACES	  UNDER	  DYNAMIC	  MAGNIFICATIONS	  ......................................................................	  59	  
3.1	   Introduction	  .....................................................................................................................................................	  61	  
3.2	   Materials	  and	  methods	  ..............................................................................................................................	  67	  3.2.1	   Data	  acquisition	  and	  phantom	  objects	  ................................................................................................	  67	  3.2.2	   Point	  clouds	  under	  fixed	  focal	  length	  ...................................................................................................	  70	  3.2.3	   Point	  clouds	  under	  varying	  magnifications	  .......................................................................................	  73	  3.2.3.1	   Magnification	  of	  operating	  microscope	  ...........................................................................................	  74	  3.2.3.2	   Algorithm	  ......................................................................................................................................................	  77	  3.2.3.2.1	   Feature	  detection	  ..................................................................................................................................	  78	  3.2.3.2.2	   Matching	  and	  homography	  ...............................................................................................................	  79	  3.2.3.2.3	   Estimation	  of	  magnification	  factor	  ................................................................................................	  82	  3.2.3.2.4	   Analysis	  of	  divergence	  ........................................................................................................................	  82	  
 iii 
3.2.3.2.5	   Microscope-­‐based	  3D	  point	  clouds	  ................................................................................................	  85	  
3.3	   Results	  .................................................................................................................................................................	  85	  3.3.1	   Magnification	  factor	  evaluation	  ..............................................................................................................	  85	  3.3.2	   Phantom	  object	  data	  evaluation	  .............................................................................................................	  87	  3.3.3	   Clinical	  data	  evaluation	  ..............................................................................................................................	  90	  3.3.4	   Synthetic	  calibration	  perturbation	  under	  magnification	  factors	  .............................................	  99	  3.3.5	   Perturbation	  of	  keypoints	  .......................................................................................................................	  102	  3.3.6	   Digitization	  time	  ..........................................................................................................................................	  104	  
3.4	   Discussion	  ........................................................................................................................................................	  105	  
3.5	   Conclusion	  .......................................................................................................................................................	  108	  
3.6	   Acknowledgements	  ....................................................................................................................................	  109	  
3.7	   References	  .......................................................................................................................................................	  109	  
IV.	   AUTOMATIC	  TRACKING	  OF	  INTRAOPERATIVE	  BRAIN	  SURFACE	  DISPLACEMENTS	  
IN	  BRAIN	  TUMOR	  SURGERY	  .........................................................................................................	  115	  
4.1	   Introduction	  ...................................................................................................................................................	  116	  
4.2	   Methods	  ............................................................................................................................................................	  118	  4.2.1	   Data	  acquisition	  ...........................................................................................................................................	  120	  4.2.2	   Stereovision	  point	  clouds	  ........................................................................................................................	  120	  4.2.3	   Brain	  mask	  .....................................................................................................................................................	  121	  4.2.4	   Homologous	  points	  ....................................................................................................................................	  123	  4.2.5	   Frame-­‐to-­‐frame	  2D	  deformation	  fields	  .............................................................................................	  124	  4.2.6	   Continuous	  deformation	  of	  points	  ......................................................................................................	  125	  4.2.7	   Estimating	  3D	  displacements	  ................................................................................................................	  127	  
4.3	   Results	  ...............................................................................................................................................................	  128	  4.3.1	   Target	  registration	  error	  .........................................................................................................................	  129	  4.3.2	   Possibility	  of	  relative	  3D	  cortical	  surface	  displacements	  ..........................................................	  132	  4.3.3	   Parameter	  values	  and	  runtimes	  ...........................................................................................................	  136	  4.3.4	   Limitations	  of	  the	  algorithm	  ..................................................................................................................	  138	  
4.4	   Discussion	  and	  conclusion	  .....................................................................................................................	  141	  
4.5	   References	  .......................................................................................................................................................	  142	  
4.6	   Acknowledgements	  ....................................................................................................................................	  144	  
V.	   SUMMARY	  AND	  FUTURE	  WORK	  .........................................................................................	  145	  
5.1	   Islets	  of	  Langerhans	  microscopy	  images	  .......................................................................................	  145	  
5.2	   Brain	  shift	  compensation	  .......................................................................................................................	  147	  
5.3	   Instrument	  tracking	  ..................................................................................................................................	  150	  5.3.1	   Design	  of	  CAD	  Instruments	  ....................................................................................................................	  150	  5.3.2	   Algorithm	  approach	  ...................................................................................................................................	  152	  5.3.2.1	   Pose	  estimation	  ........................................................................................................................................	  153	  5.3.2.2	   Tip	  estimation	  ...........................................................................................................................................	  155	  
5.4	   Future	  improvements	  ...............................................................................................................................	  156	  
5.5	   References	  .......................................................................................................................................................	  157	  
 
  
 iv 
ACKNOWLEDGEMENTS 
 This dissertation would not have been possible without the guidance and support from 
my committee members, my advisors, and assistance from my colleagues in the Medical Image 
Processing (MIP) Lab and Biomedical Modeling Lab (BML). Many of them have helped me in 
aspects beyond the presented research work and have helped me grow both professionally and 
personally. 
 First of all, I would like to express my sincere gratitude to my advisors, Dr. Benoit 
Dawant and Dr. Michael Miga, for giving me the opportunity to be part of their research labs and 
for all their consistent support and guidance along the way for all these years. Dr. Dawant’s 
guidance and support has helped me grow academically and professionally. He has spent 
countless hours reviewing my verbose papers, commenting on my slides, and helping me with 
the logic of computer vision algorithms. The strategy of breaking a large complex problem into 
manageable sizes is one of the key things I’ve learned from Dr. Dawant. By taking his image 
processing class and from my many stimulating conversations with Dr. Dawant, I have not only 
acquired a solid background in advanced image processing but I have learned how to approach 
challenging problems that have no straightforward answers. Without Dr. Miga’s consistent 
support of my ideas and knowledge of image-guided surgical systems, this dissertation would 
have been an unreasonably tall order. His valuable suggestions in weekly meetings, dedication to 
the brain shift project, and overall enthusiasm has had a great impact in the completion and 
success of this research work. Above all, I want to sincerely thank Dr. Dawant and Dr. Miga for 
allowing me to pursue my computer vision startup idea during the summer of 2013. 
 I would like to thank Dr. Reid Thompson and Dr. Lola Chambless for their support 
during the data acquisition of the brain tumor surgery videos. Their guidance and suggestions 
 v 
made me understand the surgical workflow better during weekly meetings and enabled me to 
design my methodologies correctly. I would also like to thank the Vanderbilt University Medical 
Center neurosurgery staff for helping me get the right equipment for this data acquisition and 
John Nail of Armamentarium, Inc. for providing the BML research group with an operating 
microscope capable of stereovision. 
 I would also like to thank Dr. Dave Piston and Kurt Short, PhD in the Department of 
Molecular Physiology and Biophysics at Vanderbilt University Medical School for sharing their 
expertise about confocal microscopy with me. I appreciate all the time and effort they put into 
providing me with islets of Langerhans microscopy datasets and advising me on my algorithms 
along with Dr. Dawant. 
 I would also like to thank Dr. Alan Peters and Dr. Bobby Bodenheimer for their 
committee duties and their ideas and suggestions have certainly helped strengthen this research 
work. I would also like to thank Dr. Bennett Landman and members of the Medical-image 
Analysis and Statistical Interpretation (MASI) Lab for insightful discussions related to computer 
vision, machine learning, and this research work. I would also like to thank all the people I have 
had the pleasure of working with at Vanderbilt University. I would like to acknowledge NIH 
Grant R01-NS049251 for supporting me financially throughout my PhD. 
Finally, I would like to thank my family for their constant support and love throughout 
my life. I would also like to thank all my friends for their consistent support of all my activities.  
Ankur Kumar, October 2014 
 
 vi 
LIST OF TABLES 
Table               Page 
II-1: Fixed values for parameters used in various stages of the framework ................................. 26	  
II-2: Values of parameters based on user-selected category describing the motion ..................... 41	  
II-3: Comparison of Mean NCC peak offset distance, dNCC, (µm) for motion correction ............ 43	  
 
III-1: Comparison of theoretical and estimated magnification factors. Each row is a successive 
time point, in 2.25s increments. The start of video acquisition is indicated by t=0. .................... 86	  
III-2: Arithmetic mean and RMS errors for point clouds of Dataset 1 obtained at different 
magnification settings of the microscope. .................................................................................... 88	  
III-3: Comparison of theoretical magnification and estimated magnification factors for 4 clinical 
cases. The value of ti,j=0 indicates the start of video acquisition. The units for ti,j is seconds. (εH 
= 10.0, ε∇ = 0.02) ......................................................................................................................... 93	  
III-4: RMS errors (surface-to-surface distance) computed between tLRS and the nearest-neighbor 
stereovision-tLRS point clouds at different magnifications for 4 clinical cases performed at 
VUMC. The RMS errors are in millimeters. ................................................................................ 97	  
III-5: Mean and standard deviation (µμ± σ) of the recovered magnification factor (α) per 
parameter of the camera intrinsic matrix for all noise perturbation levels. ................................ 102	  
III-6: Average runtimes for all the tasks involved in the presented operating microscope-based 
digitization of 3D points. The tasks are executed per stereo image pair unless otherwise noted.
..................................................................................................................................................... 105	  
IV-1: Target Registration Errors (pixels) for six video sequences at frames positioned at 25%, 
50%, 75% and 100% of the video sequence. .............................................................................. 131	  
IV-2: Parameters and their values used in the presented algorithm ............................................ 137	  
 vii 
IV-3: Average runtimes for all tasks involved in the computation of 3D displacements, including 
the tracking of keypoints in surgical video ................................................................................. 137	  
  
 viii 
LIST OF FIGURES 
Figure               Page 
II-1: Flowchart showing the major blocks of the algorithmic framework. The primary input into 
this framework is the t-stack or time-series image stack acquired from a Zeiss LSM 5 LIVE 
microscope. The top section of the block diagram describes the involved preprocessing steps for 
the t-stack before the feature extraction and registration steps can occur. The middle section of 
the block diagram details the elements of developing a robust feature descriptor before matching 
correspondence pairs can be formed. These matching correspondence pairs are used in a rigid 
registration step to yield a transformed set of correspondence pairs, which account for large 
movements in t-stacks. The bottom section of the block diagram specifies the connections and 
the iterative flow between the non-rigid registration segment and shape context matching step. 
The final output is the motion corrected t-stack. .......................................................................... 23	  
II-2: Preprocessing results are shown: (a) Original image showing vessels, (b) CLAHE on the 
original image without the deconvolution operation increases noise, (c) Deconvolution, as 
outlined by Section 2.1.1, on the original image, and (d) CLAHE on the deconvolved image 
increases the appearance of salient features. Note the haze in (c) and its disappearance in (d). .. 26	  
II-3: A 2D tubular structure or vessel has an elongated ellipse shape. The eigenvectors, depicted 
as black-arrows, of Hw, reveal the principal directions of the vessel at scale size w. The length of 
these black-arrows represents the absolute value of the corresponding eigenvalues. Note the 
smaller length of the eigenvector, u1,w, reflecting the direction of minimum intensity variation, 
in light green, or the body of the vessel. ....................................................................................... 30	  
II-4: (a) A frame from the t-stack, the original preprocessed image, I(x, y), and (b) shows 
maximal vesselness filter response, V(x, y). Note that all vessels in (a) are captured in (b). ....... 30	  
II-5: Best viewed in color. (a) Template frame, V0(x, y), (b) target frame, Vi(x, y) to be registered, 
and (c) template, in red, superimposed with the target frame, in green. Note the large movement 
between the template and target frames. ....................................................................................... 31	  
II-6: Best viewed in color. (a) Displays the extracted skeletons of vessels for a frame of the t-
stack and (b) shows the sampling on the vessel skeletons in 4 different orientations, seen in 
different colors. ............................................................................................................................. 32	  
II-7: Best viewed in color. (a) Sample points for one orientation, θj, for the template (in red) and 
a target frame from t-stack (in blue) and 3 log-polar histograms centered is shown, (b) zoomed in 
view of the log-polar histograms, black log-polar histogram belongs to the template, while the 
green and red log-polar histograms belong to the target frame, (c) shows the shape context 
 ix 
(Dark=large value) for the black log-polar histogram, (d) shows the shape context for the green 
log-polar histogram, and (e) shows the shape context for the red log-polar histogram. The axes of 
the shape contexts are log(radius) vs. θ. Note the similarity of the histograms of (c) and (d). .... 34	  
II-8: This diagram shows the intuition behind Ccont. The distances between adjacent pV0 and qV0 
points should be similar to the distances of the neighboring pVi and qVi points. ........................... 35	  
II-9: (a) A vessel-enhanced image frame of Dataset #6, (b) skeletonizations of vessels with 
hysthigh=0.1 and (c) skeletonizations of vessels with hysthigh=0.05 compares the effect of the 
upper hysteresis threshold, hysthigh, on skeletonizations of vessels. Samples are generated directly 
on these skeletonizations and used in building shape context descriptors. Sampling on 
skeletonizations of vessels in a majority of the image frame area (c) will lead to the construction 
of meaningful shape contexts and smoother deformation fields and a lack of sampling on absent 
skeletonizations in most of the image frame (b) will lead to abnormal deformation fields. ........ 39	  
II-10: This graph shows the number of samples, ns, being swept from 50 to 300 in increments of 
25, versus dNCC values for each dataset. The specific value of ns that minimizes dNCC leads to 
successful motion correction and this value of ns is the minimum number of samples per θj 
required to achieve the motion correction. From the graph, a value of ns=200 is sufficient to 
perform motion correction on all the datasets presented. ............................................................. 41	  
II-11: Dataset #1, 375 frames, “most” movement at depth z0=11.625µ. (a) A frame of the original 
t-stack. (b) The template used for performing motion correction. (c) The template (red channel) 
superimposed on the maximum intensity projection, MIP, (green channel) of the uncorrected t-
stack. (d) Hysteresis results of the template superimposed with a frame of the uncorrected t-stack. 
(e) The template (red channel) superimposed on the MIP of the motion corrected t-stack (green 
channel) using the baseline algorithm. (f) The template (red channel) superimposed on the MIP 
of the motion corrected t-stack (green channel) using the presented algorithm, notice the near 
perfect overlap in yellow and the sharpness of all the vessels. The baseline is not able to correct 
the motion because of increased clutter of vasculature in (e). ...................................................... 44	  
II-12: Dataset #2, 600 frames, “most” movement at depth z0=30.925µ. (a) A frame of the original 
t-stack. (b) The template used for performing motion correction. (c) The template (red channel) 
superimposed on the maximum intensity projection, MIP, (green channel) of the uncorrected t-
stack. (d) Hysteresis results of the template superimposed with a frame of the uncorrected t-stack. 
(e) The template (red channel) superimposed on the MIP of the motion corrected t-stack (green 
channel) using the baseline algorithm. (f) The template (red channel) superimposed on the MIP 
of the motion corrected t-stack (green channel) using the presented algorithm, notice the near 
perfect overlap in yellow and the sharpness of all the vessels. Video 1 illustrates the motion 
correction for this dataset. ............................................................................................................. 45	  
 x 
II-13: Dataset #3, 400 frames, “most” movement at depth z0=30.425µ. (a) A frame of the original 
t-stack. (b) The template used for performing motion correction. (c) The template (red channel) 
superimposed on the maximum intensity projection, MIP, (green channel) of the uncorrected t-
stack. (d) Hysteresis results of the template superimposed with a frame of the uncorrected t-stack. 
(e) The template (red channel) superimposed on the MIP of the motion corrected t-stack (green 
channel) using the baseline algorithm. (f) The template (red channel) superimposed on the MIP 
of the motion corrected t-stack (green channel) using the presented algorithm, notice the near 
perfect overlap in yellow and the sharpness of all the vessels. Video 2 illustrates the motion 
correction for this dataset. ............................................................................................................. 46	  
II-14: Suboptimal case. Dataset #4, 450 frames, “most” movement at depth z0=40.400µ. (a) A 
frame of the original t-stack. (b) The template used for performing motion correction. (c) The 
template (red channel) superimposed on the maximum intensity projection, MIP, (green channel) 
of the uncorrected t-stack. (d) Hysteresis results of the template superimposed with a frame of 
the uncorrected t-stack. (e) The template (red channel) superimposed on the MIP of the motion 
corrected t-stack (green channel) using the baseline algorithm. (f) The template (red channel) 
superimposed on the MIP of the motion corrected t-stack (green channel) using the presented 
algorithm. From (d), the sampling process is compromised by the poor hysteresis response 
leading to a not so sharp overlap of the MIPs of template and the motion corrected t-stack. ...... 47	  
II-15: Suboptimal case. Dataset #5, 450 frames, “moderate” movement at depth z0=20.450µ. (a) 
A frame of the original t-stack. (b) The template used for performing motion correction. (c) The 
template (red channel) superimposed on the maximum intensity projection, MIP, (green channel) 
of the uncorrected t-stack. (d) Hysteresis results of the template superimposed with a frame of 
the uncorrected t-stack. (e) The template (red channel) superimposed on the MIP of the motion 
corrected t-stack (green channel) using the baseline algorithm. (f) The template (red channel) 
superimposed on the MIP of the motion corrected t-stack (green channel) using the presented 
algorithm. The lack of density of points in various parts of the image leads to a lack of samples 
in those areas, a lack of shape contexts to use for correspondences and registration, finally 
leading to a less smooth deformation field. This causes the MIP to be less sharp, yielding 
suboptimal results. ........................................................................................................................ 48	  
II-16: Dataset #6, 600 frames, “most” movement at depth z0=25.000µ. (a) A frame of the original 
t-stack. (b) The template used for performing motion correction. (c) The template (red channel) 
superimposed on the maximum intensity projection, MIP, (green channel) of the uncorrected t-
stack. (d) Hysteresis results of the template superimposed with a frame of the uncorrected t-stack. 
(e) The template (red channel) superimposed on the MIP of the motion corrected t-stack (green 
channel) using the baseline algorithm. (f) The template (red channel) superimposed on the MIP 
of the motion corrected t-stack (green channel) using the presented algorithm, notice the near 
perfect overlap in yellow and the sharpness of all the vessels. Dataset #6 primarily exhibits rigid 
motion and both the baseline and the presented algorithm perform well as seen in (e) and (f). .. 49	  
II-17: Dataset #7, 600 frames, “most” movement at depth z0=35.050µ. (a) A frame of the original 
t-stack. (b) The template used for performing motion correction. (c) The template (red channel) 
 xi 
superimposed on the maximum intensity projection, MIP, (green channel) of the uncorrected t-
stack. (d) Hysteresis results of the template superimposed with a frame of the uncorrected t-stack. 
(e) The template (red channel) superimposed on the MIP of the motion corrected t-stack (green 
channel) using the baseline algorithm. (f) The template (red channel) superimposed on the MIP 
of the motion corrected t-stack (green channel) using the presented algorithm, notice the near 
perfect overlap in yellow and the sharpness of all the vessels. ..................................................... 50	  
II-18: Dataset #8, 450 frames, “most” movement at depth z0=29.300µ. (a) A frame of the original 
t-stack. (b) The template used for performing motion correction. (c) The template (red channel) 
superimposed on the maximum intensity projection, MIP, (green channel) of the uncorrected t-
stack. (d) Hysteresis results of the template superimposed with a frame of the uncorrected t-stack. 
(e) The template (red channel) superimposed on the MIP of the motion corrected t-stack (green 
channel) using the baseline algorithm. (f) The template (red channel) superimposed on the MIP 
of the motion corrected t-stack (green channel) using the presented algorithm, notice the near 
perfect overlap in yellow and the sharpness of all the vessels. Video 3 illustrates the motion 
correction for this dataset. ............................................................................................................. 51	  
II-19: Dataset #9, 225 frames, “less” movement at depth z0=11.625µ. (a) A frame of the original 
t-stack. (b) The template used for performing motion correction. (c) The template (red channel) 
superimposed on the maximum intensity projection, MIP, (green channel) of the uncorrected t-
stack. (d) Hysteresis results of the template superimposed with a frame of the uncorrected t-stack. 
(e) The template (red channel) superimposed on the MIP of the motion corrected t-stack (green 
channel) using the baseline algorithm. (f) The template (red channel) superimposed on the MIP 
of the motion corrected t-stack (green channel) using the presented algorithm, notice the near 
perfect overlap in yellow and the sharpness of all the vessels. ..................................................... 52	  
II-20: Dataset #10t, 75 frames, “most” movement at depth z0=30.925µ. These 75 frames are a 
part of Dataset #2. (a) A frame of the original t-stack. The manually manipulated brightness of a 
vessel to simulate Ca2+ imaging is indicated by the arrow. (b) The template used for performing 
motion correction. (c) The template (red channel) superimposed on the maximum intensity 
projection, MIP, (green channel) of the uncorrected t-stack. (d) Hysteresis results of the template 
superimposed with a frame of the uncorrected t-stack. (e) The template (red channel) 
superimposed on the MIP of the motion corrected t-stack (green channel) using the baseline 
algorithm. (f) The template (red channel) superimposed on the MIP of the motion corrected t-
stack (green channel) using the presented algorithm, notice the near perfect overlap in yellow 
and the sharpness of all the vessels. Video 4 displays the motion correction and the robustness of 
the algorithm to brightness changes. ............................................................................................. 53	  
 
III-1: The Zeiss Pentero microscope as a test-bed, (a) the microscope, (b) the two FireWire® 
videocards for acquisition (indicated by red arrows), and (c) the OPMI head of the microscope.
....................................................................................................................................................... 69	  
 xii 
III-2: CAD model of a cortical surface, where the texture is from a real brain tumor surgery case 
performed at VUMC is shown in (a), and (b) shows the phantom object in the FOV of the 
Pentero microscope. ...................................................................................................................... 70	  
III-3: Block Matching (BM) stereo reconstruction results on the cortical surface phantom. The 
point cloud is shown at the bottom. The green rectangles indicate the FOV common to the left 
and right cameras, and BM uses this FOV to compute the point cloud. ....................................... 73	  
III-4: The optical system housed inside of the Pentero operating microscope is shown. The 
magnification function on the microscope uses the magnification and primary objective changers. 
The autofocus function optimizes the values of γ and fO for which the organ surface is in focus 
and is sharp. .................................................................................................................................. 75	  
III-5: The left and right columns are of different brain tumor surgery cases. Row (a) of both cases 
shows the results of the nearest-neighbor matching between SURF keypoints between ti and tj 
time points. Row (b) shows the results of the homography procedure for cleaning up mismatches 
to find the homologous points between ti and tj. Note that the matching and homography 
procedures are robust to movements of the microscope as shown by the clinical case in the right 
column. .......................................................................................................................................... 81	  
III-6: The divergence sign is indicated in the top-right corner in black, the αij is indicated in 
green and α0k is indicated in blue. The divergence is computed at the centroid of all keypoints, 
indicated by the filled black circle. The divergence in (a) is small and the computed 
magnification factor, αij, can be rejected. In (b) and (c) the divergence has large magnitude and 
the sign of divergence indicates whether the microscope’s zoom-in or the zoom-out function was 
used. Based on the magnitude of the divergence, the current magnification factor, αij, is accepted 
for reliably changing the overall magnification factor, α0k. ........................................................ 84	  
III-7: The cortical surface phantom is used for estimating different magnification settings at 
various time points are shown in (a). The FOV of the left camera for these time points is shown 
in (b). The point clouds computed using the estimated magnification factor and the BM method 
is shown in (c). Note the point clouds of the phantom object are sized correctly and reflect the 
physical dimensions of the phantom object. ................................................................................. 87	  
III-8: Absolute deviation error maps for the cortical surface phantom at various time points 
acquired at different magnification settings of the microscope is shown. The limitations of the 
stereovision system and the BM method can be especially seen at time point t=7. ..................... 89	  
III-9: (a) Rectified left camera at time ti, and (b) time tj, is used for estimating the magnification 
factor of the microscope, which yields the correct size of the point cloud, shown in (c). This data 
is from clinical case #1. ................................................................................................................ 92	  
 xiii 
III-10: Pre-resection clinical case #2 is shown. The nearest-neighbor (NN) stereovision point 
cloud to the tLRS point cloud is shown. This is used for error evaluation. The original 
stereovision point cloud is shown as well. .................................................................................... 96	  
III-11:  Clinical case #1 tLRS point clouds taken at different time points (pre-resection 
(α0k=1.28, post-resection α0k=1.67) and from our stereovision system is shown. The tLRS’ 
point cloud is acquired at a specific working distance and at a different angle from the operating 
microscope, this is apparent in the tLRS bitmap. The tLRS point cloud has been made larger for 
visualization purposes. The stereovision point clouds and the tLRS point clouds were manually 
aligned for the error analysis shown in Table III-4. Note, the presented algorithm for 
magnification factor estimation runs for the duration of the surgery to size the post-resection 
point cloud correctly. .................................................................................................................... 96	  
III-12: The tracking of corresponding keypoints frame-to-frame is robust to movements and 
rotations of the microscope. The top row shows the left camera sequence of clinical case #1 and 
the bottom row shows the movement of keypoints from the previous frame to the current frame.
....................................................................................................................................................... 98	  
III-13: The chessboard corner pixel locations are perturbed by Gaussian noise with σ at various 
magnification factors α. Then, Zhang’s calibration method (2000) estimates the intrinsic 
parameters of the cameras (fx, fy, cx, cy). These plots show the recovered scale (recovered α) or 
ratio with respect to fx1.0, fy1.0, cx1.0, cy1.0. As expected, when there is no noise added, the 
ratio between the elements of fx1.0, fy1.0, cx1.0, cy1.0 and fxα, fyα, cxα, cyα is approximately α. 
As the added noise increases, the recovered α becomes less accurate. ...................................... 101	  
III-14: Plots showing the RMS running magnification errors when a percentage of SURF 
keypoint pixel locations are perturbed by Gaussian noise of different standard deviations, σ. 
The RMS error value with no perturbation (0%), indicated by the black dot, is 0.07. As the noise 
increases, the RMS error increases slowly as well. .................................................................... 104	  
IV-1: Overview of the algorithm that enables tracking of points on the cortical surface for 
computing 3D intraoperative displacements. First the brain mask is used for finding homologous 
points belonging to the brain surface areas in frames ti and tj. This is used for registering frame ti 
to frame tj using rigid and nonrigid transformation techniques, generating a deformation field Fij. 
Another set of feature points, P0, is detected at the beginning of the video sequence, at time t0. 
The set of points P0 are deformed continuously in time by Fij to obtain P0’s pixel locations at tj, 
this is denoted by P0j. Now, a deformation field between P0 and Pj can be computed as F0j and 
this is used for deforming stereovision image frames at t0. Using stereovision, these deformed 
stereovision frames yield a disparity map and the point cloud C0j. The point clouds computed for 
the unaltered stereo-pair frames at tj are Cj. The relative 3D displacements between time t0 and tj 
can now be computed using C0j and Cj. ...................................................................................... 120	  
 xiv 
IV-2: (Left) shows the original image frame with a surgical instrument. (Middle) shows the 
binary mask result from the proposed method for finding the brain areas that will be used for 
tracking. (Right) shows the brain areas as a result of the computed mask. ................................ 122	  
IV-3: The left and right columns are of different brain tumor surgery cases. Row (a) of both 
cases shows the results of nearest-neighbor matching between SURF keypoints at at ti and tj time 
points. Row (b) shows the results of the homography procedure for cleaning up mismatches to 
find the homologous points between ti and tj. ............................................................................. 124	  
IV-4: Row (a) shows the results of frame-to-frame registration (Section 4.2.5) from clinical 
video sequence #1’s image frames ti (source) to tj (target), accurate registration (Fij) will make 
the target (blue) and source (green) circles overlap to form cyan (columns 3 and 4). Row (b) 
shows the keypoints, P0, at t0 (69.1 seconds) deformed continuously in time by the computed Fij. 
The locations of the blue keypoints, P0, P0188, P0469, and P0667 illustrate the tracking of 
points on the brain for a lengthy duration of surgery. ................................................................. 127	  
IV-5: TRE for sequence #1 (13 minutes). Green dots are targets that were manually delineated, 
blue dots are the algorithm’s estimations of the targets that are deformed continuously in time, 
and cyan indicates overlap between the green and the blue dots. ............................................... 131	  
IV-6: TRE for sequence #4 (7 minutes). Green dots are targets that were manually delineated, 
blue dots are the algorithm’s estimations of the targets that are deformed continuously in time, 
and cyan indicates overlap between the green and the blue dots. ............................................... 132	  
IV-7: TRE for sequence #5 (10 minutes). Green dots are targets that were manually delineated, 
blue dots are the algorithm’s estimations of the targets that are deformed continuously in time, 
and cyan indicates overlap between the green and the blue dots. ............................................... 132	  
IV-8: Point cloud snapshots are shown at 8.1 seconds (source) and 804 seconds (target) for 
clinical sequence #1. The colored heatmap shows the encoded depth values, in Z dimension, 
between the source and target point clouds. The heatmap shows the changes in depth 803.39 
seconds after the source image. .................................................................................................. 134	  
IV-9: Point cloud snapshots are shown at 8.1 seconds (source) and 4685 seconds (target) for 
clinical sequence #4. (Bottom left) shows the X-Y vector field between the source and target 
point clouds. (Bottom right) The colored heatmap shows the encoded depth values, in Z 
dimension, between the source and target point clouds. (Bottom right) The X-Y vector field is 
also overlaid on this heatmap. The relative displacement vectors X-Y-Z at a time difference of 
4677.96 seconds is available. ...................................................................................................... 135	  
 xv 
IV-10: Point cloud snapshots are shown at 3578 seconds (source) and 3702 seconds (target) for 
clinical sequence #6, which is of a pulsating brain. This set of point clouds show more 
lateral/horizontal displacements than in Z dimension. (Bottom left) shows the X-Y vector field 
between the source and target point clouds. (Bottom right) The colored heatmap shows the 
encoded depth values, in Z dimension, between the source and target point clouds. (Bottom right) 
The X-Y vector field is also overlaid on this heatmap. The relative displacement vectors X-Y-Z at 
a time difference of 124.06 seconds is available. ....................................................................... 136	  
IV-11: An example of a blurry FOV, where the microscope’s focus is at the resection cavity. 
This blurry FOV can cause the block matching disparity estimation to fail. Sophisticated 
methods may solve this issue. ..................................................................................................... 139	  
IV-12: Using a sophisticated disparity estimation technique (Nguyen, 2013), stereo 
correspondence problem is better addressed and point clouds can be estimated on blurry FOVs 
(right column). Block matching disparity estimation technique is only able to compute disparities 
for the FOV in the left column, which is at the beginning of the surgery. ................................. 140	  
IV-13: Point cloud snapshots are shown at 8.81 seconds (source) and 6195 seconds (target) for a 
clinical sequence. (Bottom left) shows the X-Y vector field between the source and target point 
clouds. (Bottom right) The colored heatmap shows the encoded depth values, in Z dimension, 
between the source and target point clouds. (Bottom right) The X-Y vector field is also overlaid 
on this heatmap. The relative displacement vectors X-Y-Z at a time difference of 6186 seconds is 
available. The sophisticated disparity estimation approach makes this computation of 3D 
displacements between blurry FOVs possible. ........................................................................... 141	  
 
Figure II-1: Flowchart showing the major blocks of the algorithmic framework. The primary 
input into this framework is the t-stack or time-series image stack acquired from a Zeiss LSM 5 
LIVE microscope. The top section of the block diagram describes the involved preprocessing 
steps for the t-stack before the feature extraction and registration steps can occur. The middle 
section of the block diagram shows the elements of developing a robust feature descriptor before 
matching correspondence pairs can be formed. These matching correspondence pairs are used in 
a rigid registration step to yield a transformed set of correspondence pairs, which account for 
large movements in t-stacks. The bottom section of the block diagram specifies the connections 
and the iterative flow between the non-rigid registration segment and Shape Contexts matching 
step. The final output is the motion corrected t-stack. .................................................................. 23	  
Figure II-2: Preprocessing results are shown: (a) Original image showing vessels, (b) CLAHE on 
the original image without the deconvolution operation increases noise, (c) Deconvolution, as 
outlined by Section 2.1.1, on the original image, and (d) CLAHE on the deconvolved image 
increases the appearance of salient features. Note the haze in (c) and its disappearance in (d). .. 26	  
 xvi 
Figure II-3: A 2D tubular structure or vessel has an elongated ellipse shape. The eigenvectors, 
depicted as black-arrows, of Hw, reveal the principal directions of the vessel at scale size w. The 
length of these black-arrows represents the absolute value of the corresponding eigenvalues. 
Note the smaller length of the eigenvector, 𝒖𝟏,𝒘, reflecting the direction of minimum intensity 
variation, in light green, or the body of the vessel. ....................................................................... 30	  
Figure II-4: (a) A frame from the t-stack, the original preprocessed image, I(x, y), and (b) shows 
maximal vesselness filter response, V(x, y). Note that all vessels in (a) are captured in (b). ....... 30	  
Figure II-5: Best viewed in color. (a) Template frame, V0(x, y), (b) target frame, Vi(x, y) to be 
registered, and (c) template, in red, superimposed with the target frame, in green. Note the large 
movement between the template and target frames. ..................................................................... 31	  
Figure II-6: Best viewed in color. (a) Displays the extracted skeletons of vessels for a frame of 
the t-stack and (b) shows the sampling on the vessel skeletons in 4 different orientations, seen in 
different colors. ............................................................................................................................. 32	  
Figure II-7: Best viewed in color. (a) Sample points for one orientation, θj, for the template (in 
red) and a target frame from t-stack (in blue) and 3 log-polar histograms centered is shown, (b) 
zoomed in view of the log-polar histograms, black log-polar histogram belongs to the template, 
while the green and red log-polar histograms belong to the target frame, (c) shows the shape 
context (Dark=large value) for the black log-polar histogram, (d) shows the shape context for the 
green log-polar histogram, and (e) shows the shape context for the red log-polar histogram. The 
axes of the shape contexts are log(radius) vs. θ. Note the similarity of the histograms of (c) and 
(d). ................................................................................................................................................. 34	  
Figure II-8: This diagram shows the intuition behind Ccont. The distances between adjacent pV0 
and qV0 points should be similar to the distances of the neighboring pVi and qVi points. .............. 35	  
Figure II-9: (a) A vessel-enhanced image frame of Dataset #6, (b) skeletonizations of vessels 
with hysthigh=0.1 and (c) skeletonizations of vessels with hysthigh=0.05 compares the effect of the 
upper hysteresis threshold, hysthigh, on skeletonizations of vessels. Samples are generated directly 
on these skeletonizations and used in building shape context descriptors. Sampling on 
skeletonizations of vessels in a majority of the image frame area (c) will lead to the construction 
of meaningful shape contexts and smoother deformation fields and a lack of sampling on absent 
skeletonizations in most of the image frame (b) will lead to abnormal deformation fields. ........ 39	  
Figure II-10: This graph shows the number of samples, ns, being swept from 50 to 300 in 
increments of 25, versus dNCC values for each dataset. The specific value of ns that minimizes 
dNCC leads to successful motion correction and this value of ns is the minimum number of 
 xvii 
samples per θj required to achieve the motion correction. From the graph, a value of ns=200 is 
sufficient to perform motion correction on all the datasets presented. ......................................... 41	  
Figure II-11: Dataset #1, 375 frames, “most” movement at depth z0=11.625µ. (a) A frame of the 
original t-stack. (b) The template used for performing motion correction. (c) The template (red 
channel) superimposed on the maximum intensity projection, MIP, (green channel) of the 
uncorrected t-stack. (d) Hysteresis results of the template superimposed with a frame of the 
uncorrected t-stack. (e) The template (red channel) superimposed on the MIP of the motion 
corrected t-stack (green channel) using the baseline algorithm. (f) The template (red channel) 
superimposed on the MIP of the motion corrected t-stack (green channel) using the presented 
algorithm, notice the near perfect overlap in yellow and the sharpness of all the vessels. The 
baseline is not able to correct the motion because of increased clutter of vasculature in (e). ...... 44	  
Figure II-12: Dataset #2, 600 frames, “most” movement at depth z0=30.925µ. (a) A frame of the 
original t-stack. (b) The template used for performing motion correction. (c) The template (red 
channel) superimposed on the maximum intensity projection, MIP, (green channel) of the 
uncorrected t-stack. (d) Hysteresis results of the template superimposed with a frame of the 
uncorrected t-stack. (e) The template (red channel) superimposed on the MIP of the motion 
corrected t-stack (green channel) using the baseline algorithm. (f) The template (red channel) 
superimposed on the MIP of the motion corrected t-stack (green channel) using the presented 
algorithm, notice the near perfect overlap in yellow and the sharpness of all the vessels. Video 1 
illustrates the motion correction for this dataset. .......................................................................... 45	  
Figure II-13: Dataset #3, 400 frames, “most” movement at depth z0=30.425µ. (a) A frame of the 
original t-stack. (b) The template used for performing motion correction. (c) The template (red 
channel) superimposed on the maximum intensity projection, MIP, (green channel) of the 
uncorrected t-stack. (d) Hysteresis results of the template superimposed with a frame of the 
uncorrected t-stack. (e) The template (red channel) superimposed on the MIP of the motion 
corrected t-stack (green channel) using the baseline algorithm. (f) The template (red channel) 
superimposed on the MIP of the motion corrected t-stack (green channel) using the presented 
algorithm, notice the near perfect overlap in yellow and the sharpness of all the vessels. Video 2 
illustrates the motion correction for this dataset. .......................................................................... 46	  
Figure II-14: Suboptimal case. Dataset #4, 450 frames, “most” movement at depth z0=40.400µ. 
(a) A frame of the original t-stack. (b) The template used for performing motion correction. (c) 
The template (red channel) superimposed on the maximum intensity projection, MIP, (green 
channel) of the uncorrected t-stack. (d) Hysteresis results of the template superimposed with a 
frame of the uncorrected t-stack. (e) The template (red channel) superimposed on the MIP of the 
motion corrected t-stack (green channel) using the baseline algorithm. (f) The template (red 
channel) superimposed on the MIP of the motion corrected t-stack (green channel) using the 
presented algorithm. From (d), the sampling process is compromised by the poor hysteresis 
response leading to a not so sharp overlap of the MIPs of template and the motion corrected t-
stack. ............................................................................................................................................. 47	  
 xviii 
Figure II-15: Suboptimal case. Dataset #5, 450 frames, “moderate” movement at depth 
z0=20.450µ. (a) A frame of the original t-stack. (b) The template used for performing motion 
correction. (c) The template (red channel) superimposed on the maximum intensity projection, 
MIP, (green channel) of the uncorrected t-stack. (d) Hysteresis results of the template 
superimposed with a frame of the uncorrected t-stack. (e) The template (red channel) 
superimposed on the MIP of the motion corrected t-stack (green channel) using the baseline 
algorithm. (f) The template (red channel) superimposed on the MIP of the motion corrected t-
stack (green channel) using the presented algorithm. The lack of density of points in various 
parts of the image leads to a lack of samples in those areas, a lack of shape contexts to use for 
correspondences and registration, finally leading to a less smooth deformation field. This causes 
the MIP to be less sharp, yielding suboptimal results. .................................................................. 48	  
Figure II-16: Dataset #6, 600 frames, “most” movement at depth z0=25.000µ. (a) A frame of the 
original t-stack. (b) The template used for performing motion correction. (c) The template (red 
channel) superimposed on the maximum intensity projection, MIP, (green channel) of the 
uncorrected t-stack. (d) Hysteresis results of the template superimposed with a frame of the 
uncorrected t-stack. (e) The template (red channel) superimposed on the MIP of the motion 
corrected t-stack (green channel) using the baseline algorithm. (f) The template (red channel) 
superimposed on the MIP of the motion corrected t-stack (green channel) using the presented 
algorithm, notice the near perfect overlap in yellow and the sharpness of all the vessels. Dataset 
#6 primarily exhibits rigid motion and both the baseline and the presented algorithm perform 
well as seen in (e) and (f). ............................................................................................................. 49	  
Figure II-17: Dataset #7, 600 frames, “most” movement at depth z0=35.050µ. (a) A frame of the 
original t-stack. (b) The template used for performing motion correction. (c) The template (red 
channel) superimposed on the maximum intensity projection, MIP, (green channel) of the 
uncorrected t-stack. (d) Hysteresis results of the template superimposed with a frame of the 
uncorrected t-stack. (e) The template (red channel) superimposed on the MIP of the motion 
corrected t-stack (green channel) using the baseline algorithm. (f) The template (red channel) 
superimposed on the MIP of the motion corrected t-stack (green channel) using the presented 
algorithm, notice the near perfect overlap in yellow and the sharpness of all the vessels. ........... 50	  
Figure II-18: Dataset #8, 450 frames, “most” movement at depth z0=29.300µ. (a) A frame of the 
original t-stack. (b) The template used for performing motion correction. (c) The template (red 
channel) superimposed on the maximum intensity projection, MIP, (green channel) of the 
uncorrected t-stack. (d) Hysteresis results of the template superimposed with a frame of the 
uncorrected t-stack. (e) The template (red channel) superimposed on the MIP of the motion 
corrected t-stack (green channel) using the baseline algorithm. (f) The template (red channel) 
superimposed on the MIP of the motion corrected t-stack (green channel) using the presented 
algorithm, notice the near perfect overlap in yellow and the sharpness of all the vessels. Video 3 
illustrates the motion correction for this dataset. .......................................................................... 51	  
Figure II-19: Dataset #9, 225 frames, “less” movement at depth z0=11.625µ. (a) A frame of the 
original t-stack. (b) The template used for performing motion correction. (c) The template (red 
 xix 
channel) superimposed on the maximum intensity projection, MIP, (green channel) of the 
uncorrected t-stack. (d) Hysteresis results of the template superimposed with a frame of the 
uncorrected t-stack. (e) The template (red channel) superimposed on the MIP of the motion 
corrected t-stack (green channel) using the baseline algorithm. (f) The template (red channel) 
superimposed on the MIP of the motion corrected t-stack (green channel) using the presented 
algorithm, notice the near perfect overlap in yellow and the sharpness of all the vessels. ........... 52	  
Figure II-20: Dataset #10t, 75 frames, “most” movement at depth z0=30.925µ. These 75 frames 
are a part of Dataset #2. (a) A frame of the original t-stack. The manually manipulated brightness 
of a vessel to simulate Ca2+ imaging is indicated by the arrow. (b) The template used for 
performing motion correction. (c) The template (red channel) superimposed on the maximum 
intensity projection, MIP, (green channel) of the uncorrected t-stack. (d) Hysteresis results of the 
template superimposed with a frame of the uncorrected t-stack. (e) The template (red channel) 
superimposed on the MIP of the motion corrected t-stack (green channel) using the baseline 
algorithm. (f) The template (red channel) superimposed on the MIP of the motion corrected t-
stack (green channel) using the presented algorithm, notice the near perfect overlap in yellow 
and the sharpness of all the vessels. Video 4 displays the motion correction and the robustness of 
the algorithm to brightness changes. ............................................................................................. 53	  
Figure V-1: Complex lighting conditions in brain tumor surgery complicate the segmentation of 
the instrument and prohibits prediction of the instrument’s tip .................................................. 151	  
Figure V-2: Probe with 6 fiducial markers and their dimensions. The 6 fiducial markers probe 
allows for a different set of fiducial markers to be visible in the FOV. Each fiducial marker is 
uniquely colored and is a known distance away from the probe tip. The radius of the probe is 
2.4mm. The entire 3D model of the probe is known. ................................................................. 152	  
Figure V-3: The 3D center of the fiducial marker is determined algorithmically and is indicated 
by a red square. The sampling of colors in the directions indicated by the blue arrows determines 
the fiducial marker’s unique identity. The two detected centers of the fiducial markers can be 
used to estimate the 3D pose of the probe, shown by the dashed purple arrow. ........................ 153	  
Figure V-4: 15° increments of pose phantoms under the camera view of the Pentero microscope.
..................................................................................................................................................... 154	  
Figure V-5: The probe with (a) 3 fiducial markers and (b) 6 fiducial markers are shown and 
reconstructed as point clouds. The fiducial markers can be uniquely detected based on their 
colors and the arrangement of the colors. The probes are put into different locations of a 
particular pose phantom, and thus, the ground truth for the probes’ pose is known. ................. 154	  
 xx 
Figure V-6: The 3D pose line (shown in purple) lies on the surface of the probe. The point cloud 
is used to compute the curvature (shown in red) at the center of the fiducial marker. The normal 
vector (shown in green) to the curvature and the center of the fiducial marker is computed. Using 
the curvature’s direction, the normal vector, the known radius of the cylindrical probe (shown in 
orange), the known distance from each fiducial marker to the tip of the probe, the tip of the probe 
can be predicted. ......................................................................................................................... 156	  
 1 
CHAPTER I 
I. INTRODUCTION 
 
Image registration is a pivotal part of many medical imaging analysis systems that provide 
clinically relevant medical information. One fundamental problem addressed by image 
registration is the accounting of a subject’s motion. This dissertation broadly addresses the 
problem of quantifying in vivo motion in video sequences for two different applications using 
image registration. The first problem involves the correction of motion in in vivo time-series 
microscopy imaging of islets of Langerhans in mice. The second problem focuses on delivering 
near real-time 3D intraoperative movements of the cortical surface to a computational 
biomechanical model framework for the compensation of brain shift during brain tumor surgery. 
1.1 Islets of Langerhans microscopy images 
Pancreatic islets of Langerhans are highly vascularized micro-organs in which blood vessels 
exhibit distinct and tortuous architecture (Miyake et al., 1992). In rodents, they are composed of 
β cells, which produce insulin (Sucksale & Solimena, 2008). The structural characteristics of the 
vasculature and its blood flow indicate the islet’s response and sensing to blood glucose 
fluctuations with respect to pharmacological changes (Nyman et al., 2010). Understanding the 
functions and responses of these islets provide an insight into insulin production and diabetes. 
Using line-scanning confocal microscopy, pancreatic islet blood flow in murine animals can 
be imaged at a specific depth within the living tissue and acquired as in vivo time-series image 
sequences at 100 frames per second for 2 minutes. These single-plane image time-series are 
referred to as t-stacks or microscopy videos. The large sizes of these t-stacks make manual 
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labeling and tracking of red blood cells in intricate islet vasculature resource intensive and error 
prone. An automatic framework to achieve this task is desirable. However, due to the in vivo 
nature of the acquired images, respiration and heart pulsations in the mouse can cause severe 
motion artifacts. As a result of this nonrigid motion, automatic analyses of blood flow dynamics 
such as computation of red blood cell velocities in these images become difficult. Correcting 
these motion artifacts can significantly advance the state of analysis for any in vivo microscopy 
time-series images. 
1.1.1 Overview of challenges in correcting motion 
Previous work in correcting motion artifacts in microscopy images have focused on intensity 
based registration methods (Yang et al., 2008; Greenberg & Kerr, 2009; Lee et al., 2011; Lorenz 
et al., 2011). Though intensity-based methods have had some success, a point-based method for 
correcting nonrigid motion in these types of images has not been proposed. In this dissertation 
work, the shapes of biological structures present in the images are used to develop this point-
based registration method for motion correction. These biological structures can be vessels, cell 
boundaries, neurons, and etc.  
The LSM 5 LIVE microscopy-imaging system (Carl Zeiss®, Oberkochen, Germany) is used 
for capturing time-series images (t-stacks) of in vivo vasculature in islets of Langerhans. The first 
challenge that will be addressed in this dissertation is the preprocessing of the t-stacks. The 
optical characteristics of LSM 5 LIVE microscopy-imaging system causes each pixel value in 
the image to be convolved with a point spread function (PSF). Once the optics-dependent 
theoretical PSF is determined, deconvolution techniques can adequately remove the resulting 
artifacts in the t-stacks. Furthermore, the intensity values captured in the LSM 5 LIVE t-stacks 
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are signal dependent and directly proportional to photon count, which makes the noise 
distribution adhere to a Poisson distribution. The goal of the preprocessing steps is to make the 
vasculature in the t-stacks appear salient. 
The second challenge addressed by the developed technique will be to characterize the 
biological structures, in this case, vessels. The present in vivo motion can be corrected in the t-
stacks by using a combination of feature descriptors characterizing vessel structures and image 
registration methods. This correction is dependent on finding correspondences between features 
computed on vessels at different image frames of the t-stack. Addressing this challenge also 
involves uniquely describing vessel structures that appear cluttered in the t-stacks. These unique 
descriptions are critical for homologous point matching to drive image registration stages of 
motion correction. 
1.2 Brain shift compensation 
In brain tumor surgery, brain tissue deformations, commonly referred to as brain shift or 
cortical displacements/deformations, can produce inaccuracies of 1-2.5cm in the preoperative 
plan and in image-guided surgery (IGS) systems (Bucholz et al., 1997; Roberts et al., 1998; Hill 
et al., 1998; Nimsky et al., 2000; Hartkens et al., 2003). Cortical displacements occur due to 
several causes such as edema, surgical manipulation, resection, respiration, pharmacological 
responses to mannitol, swelling, and cerebrospinal fluid drainage. Gravity, craniotomy sizes, and 
the patient’s orientation in the operating room (OR) are unaccounted for in the preoperative 
planning. The IGS systems are evolving to cope with these situations. Brain shift is one of the 
dominant challenges affecting the advancement of IGS systems in neurosurgery. In general, soft 
tissue deformation is a primary hurdle that needs to be overcome for adopting IGS 
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methodologies in any soft tissue organ such as brain, liver, and kidney. This dissertation work 
focuses primarily on improvement of IGS technology for soft tissue deformation compensation 
in brain tumor surgery. 
1.2.1 Overview of model-update IGS 
The patient’s preoperative images can be updated intraoperatively to reflect the realities of 
the OR and brain shift by employing a patient-specific soft tissue biomechanical model. Load 
conditions measured in the OR can drive the model to predict soft tissue motion. Several 
research groups have investigated distinct techniques to accurately model brain deformations 
(Miller et al., 1997, 1999; Edwards et al., 1998; Paulsen et al., 1999; Skrinjar et al., 1999, 2002; 
Miga et al., 2000abc). One of the most convincing models relies on Biot’s theory of 
consolidation mechanics (Biot, 1941) for approximating the brain’s physical behavior as a 
sponge (Miga et al., 1998, 2000a). This model accounts for the level of cerebrospinal fluid in the 
brain and the effect of gravity to quantify brain shift. Additionally, new work has shown that the 
model can account for brain shift with surgical procedures involving retraction of the cortical 
surface (Miga et al., 2001; Chen et al., 2013). With this type of model-update framework, 
intraoperative cortical surface data provide the boundary conditions to drive the biomechanical 
model (Miga et al., 1999ab; Dumpuri et al., 2007). This model-update framework can update the 
IGS system intraoperatively and help deliver pertinent surgical guidance information to the 
neurosurgeon. 
1.2.2 Survey of intraoperative imaging modalities 
An initial image-to-physical registration is performed to place the location of the craniotomy 
using a conventional IGS system such as Stealth Station (Medtronic®, Minneapolis, MN) prior 
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to brain tumor surgery. Post-duratomy, brain shift makes this initial image to physical 
registration less accurate for intraoperative surgical guidance. To address this issue, several 
intraoperative imaging modalities have been used for improving the intraoperative accuracy of 
IGS systems in neurosurgery. Examples of key intraoperative imaging modalities include 
intraoperative MR, intraoperative ultrasound, textured laser range scanning, and stereovision 
camera systems. The intraoperative imaging data delivered as input into a patient-specific 
biomechanical model updates the IGS system.  
 Intraoperative MR (iMR) has been developed and evaluated (Schenk et al., 1995; 
Tronnier et al., 1997) as a tool for updating conventional IGS systems in neurosurgery for brain 
shift (Wirtz, et al., 1997; Nabavi et al., 2001; Bohinski et al., 2001; Nimsky et al., 2001). The 
patient’s head is imaged while in the operative state and this enables the iMR to directly capture 
the occurring volumetric brain shift during neurosurgery. The adoption of iMR has been slow 
due to the engendered cost of requiring additional trained staff and surgical workflow disruptions 
caused during intraoperative acquisition.  
As a low-cost alternative to iMR, intraoperative ultrasound (iUS) is a readily available 
noninvasive and nonionizing imaging tool with relatively no logistical hurdles. Images acquired 
by iUS are registered and warped to preoperative images to update the IGS system for brain shift 
(LeRoux et al., 1994; Bucholz et al., 1997; Comeau et al., 1998, 2000; Gobbi et al., 1999; 
Letteboer et al., 2005; Mercier et al., 2011). In comparison to iMR, conventional iUS suffers 
from lack of 3D information. Optically tracked freehand iUS has been used as an alternative 
(Arbel et al., 2004) but suffers from diminishing image contrast between the tumor and brain 
tissue as the surgery progresses. Furthermore, the tissue contact required for iUS to acquire data 
can cause additional cortical deformations. 
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The boundary conditions of the computational model (Miga et al., 1999a, 1999b, 2000b, 
2000c; Dumpuri et al., 2007) can be driven by 3D cortical surface measurements to update the 
IGS. This alternate strategy has been investigated using two surface acquisition modalities – 
textured laser range scanners (tLRS) and stereovision (iSV) camera systems. Both modalities 
yield 3D points on the cortical surface known as point clouds. The optically tracked tLRS 
digitizes the intraoperative cortical surfaces at various stages (post-duratomy or pre-resection, 
mid-resection, and post-resection) of the neurosurgery. These point clouds of the organ surface 
have been used to account for volumetric brain shift, drive the model-update framework, and 
update the IGS system (Dumpuri et al., 2007, 2010a, 2010b; Chen et al., 2011; DeLorenzo et al., 
2012; Rucker et al., 2013). Both surface acquisition modalities allow for an inexpensive 
alternative to tomographic imaging modalities and provide an immediate non-contact method of 
digitizing 3D points in a field of view (FOV) while minimizing surgical workflow disruption. 
1.2.3 Overview of intraoperative stereovision imaging modality 
While the tLRS provides valuable intraoperative information, the point clouds are temporally 
too sparse for computing intermediate IGS updates for all cases. Indeed, establishing 
correspondences between digitized surfaces extracted at different time points in the surgical 
procedure can be difficult especially in the presence of large tumor resections. A stereo camera 
system, installed within the operating microscope used by the neurosurgeon to perform the 
surgery, is a viable alternative that delivers temporally dense point clouds as data into the model-
update framework. The digitization of the cortical surface present in the operating microscope’s 
FOV can be achieved using stereovision theory from the field of computer vision. The 
stereovision (iSV) camera system does not cause any surgical workflow disruption as opposed to 
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the other aforementioned modalities. This dissertation’s focus is the development and 
improvement of iSV systems for IGS and thus, will be covered in greater detail. 
Three such well-known iSV systems for driving the model-update pipeline for brain shift are 
summarized in this section. The first system uses stereo-pair cameras attached externally to the 
operating microscope optics (Sun et al., 2005a, 2005b; Ji et al., 2010). This setup renders the 
assistant ocular arm unusable when the cameras are powered on. Often, the surgeon uses the 
assistant ocular arm of the microscope as a teaching tool. This limits the acquisition of 
temporally dense cortical surface measurements. The second stereovision system also uses an 
external stereo-pair camera system attached to the operating microscope. This system relies on a 
game-theoretic approach for combining intensity information in the operating microscope’s FOV 
to digitize 3D points (DeLorenzo et al., 2007, 2010). The system relies on manually delineated 
sulcal features on the cortical surface for computing 3D surfaces or point clouds using the 
developed game-theoretic approach. Similar to the disadvantages shouldered by the tLRS, the 
temporally sparse data from these two stereovision system make establishing correspondence for 
driving the model-update framework challenging. Paul et al. (2005) developed the third 
stereovision system. This system uses external cameras and is capable of displaying 3D 
reconstructed cortical surfaces registered to the patient’s preoperative images for surgical 
visualization. In Paul et al. (2009), the stereovision aspect of this system has been extended for 
registering the acquired 3D cortical surfaces for computing cortical deformations. One of the 
major unaddressed issues in these three stereovision systems is the acquisition of reliable and 
accurate point clouds from the microscope under varying magnifications used by the 
neurosurgeon. 
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1.2.4 Overview of challenges in quantifying motion using stereovision 
This dissertation seeks to eliminate the workflow disadvantages and design issues innate to 
the aforementioned iSV systems. To cope with the real-time nature of intraoperative guidance 
expected out of IGS systems, the ideal intraoperative digitization platform would be capable of 
being seamless, surgical workflow friendly, robust, and temporally persistent. Furthermore, for a 
microscope-based intraoperative digitization platform to be practical, the digitization of points 
should be robust to physical movements of the microscope and any magnification changes of the 
FOV. This dissertation develops such a microscope-based intraoperative digitization platform.  
The proposed stereovision camera system will be internal to the surgical microscope 
(OPMI® Pentero, Carl Zeiss, Inc., Oberkochen, Germany). The internal cameras cause minimal 
modifications and disruptions to the surgical workflow. With this system, the neurosurgeon can 
perform the surgery uninterrupted while the stereo-pair videos get acquired from the rear of the 
Pentero microscope. The video streams captured from the stereo-pair camera system are used 
with standard stereovision techniques to obtain a point cloud of the FOV. Due to the real-time 
nature of surgery, it is important that points in the FOV can be reliably digitized in near real-time. 
However, there is a tradeoff between computing disparity map at a high accuracy and its runtime. 
Assessing this tradeoff and the accuracy of the point clouds extracted from the stereovision 
camera system versus the tLRS is a study conducted as part of this dissertation. 
During neurosurgery, the surgeon frequently moves the head of the operating microscope and 
zooms in and out of the surgical site to effectively manipulate the cortical surface to perform the 
surgery. These unknown movements alter the determined camera calibration parameters at the 
pixel level, cause calibration drift, and consequently, result in inaccurate point clouds. Presently, 
the stereo-pair cameras are either recalibrated or the operating microscope’s optics are readjusted 
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to the initial calibration state for the stereo-pair cameras when a point cloud needs to be obtained 
during the surgery. This inability to persistently digitize points on the cortical surface accurately 
under varying magnifications and movements has been one of the considerable barriers to 
widespread adoption of the operating microscope as a temporally dense intraoperative 
digitization platform. This dissertation addresses this challenge.  
One of the challenges in using a model-update framework for brain shift compensation is 
the delivery of cortical surface displacements intraoperatively. Previous work in tracking cortical 
surface deformations using the tLRS was achieved using a semi-automatic method, where 
vessels were matched on the pre- and post-resection tLRS point clouds (Ding et al., 2009). The 
deformation measurements between the two surfaces have been used to drive the model-update 
pipeline for the IGS system. Monocular video of the cortical surface acquired from the operating 
microscope has been probed as a possible solution for computing cortical surface deformations 
continuously (Ding et al., 2011). This method tracked visible vessels on the cortical surface for 
short video sequences (3-5 minutes) and required manual initialization of seed points on vessel 
structures. The dynamic nature of the surgery makes tracking of vessels difficult as neuropatties, 
blood, and surgical instruments occlude the vessels. Furthermore, the method does not find 3D 
coordinates of points in the surgical field. As part of this dissertation, a solution to track 
deformations of the cortical surface in 3D for lengthy stereo-pair video sequences. 
1.3 Goals and contributions of this dissertation 
The main goal of this dissertation is to develop a novel set of methods and conduct accuracy 
studies to quantify in vivo motion in two different applications. The common factors between the 
methods developed for both applications are feature descriptors or detection of salient points and 
image registration steps. The next two sections summarize the contributions of this dissertation. 
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1.3.1 Islets of Langerhans 
In this application, a novel technique is developed to correct the manifest in vivo motion in 
line-scanning confocal microscopy image sequences or t-stacks. Firstly, the t-stack is 
deconvolved using the theoretical PSF of the LSM 5 LIVE system followed by a contrast 
enhancement step. Secondly, a vessel detection step establishes the locations of vessels in pixels 
and the vessels are skeletonized. Thirdly, the Shape Contexts (SC) feature descriptor (Belongie 
et al., 2002) is used for characterizing vessel shapes on a frame of the t-stack. A matching step 
between SC descriptors of a template frame and frames of the t-stack establishes homologous 
points. Finally, a rigid and nonrigid registration step corrects the motion present in frames of the 
t-stack based on the computed homologous points. These steps form the basis of the developed 
point-based motion correction technique presented in Chapter II of this dissertation. 
1.3.2 Brain shift compensation 
Though intraoperative digitization using an operating microscope has been previously 
researched, this dissertation focuses on standard and novel techniques to perform the digitization 
in near real-time (at 1Hz) under varying magnifications. This practical solution to microscope-
based intraoperative digitization results in a temporally dense supply of 3D displacements of the 
cortical surface to the model-update framework for brain shift compensation. Thus, a particularly 
powerful image-guided surgery system capable of active guidance in near real-time (2-3 
seconds) can be realized. 
First, the digitization of points computed using stereovision theory and the operating 
microscope is compared to the tLRS. We show that using standard computer vision techniques, 
the digitization accuracy of the operating microscope is on par with the tLRS for CAD phantom 
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objects. Such a study comparing point clouds from two intraoperative data sources has not been 
performed before. Digitizing the cortical surface is often complicated by the neurosurgeon’s 
need to use the microscope’s magnification function and their need to physically move the 
microscope’s head to effectively perform the surgery. Chapter III develops a novel technique for 
computing the magnification factor of the FOV during neurosurgery. This magnification factor is 
subsequently used in the robust digitization of points in the FOV under varying magnifications 
and physical movements of the microscope. First, SURF feature descriptors (Bay et al., 2008) are 
detected between the image frames of the stereo-pair video sequence. Second, a homography 
step establishes the frame-to-frame homologous points, which are then used in a third step to 
recover the magnification factor of the FOV. A clinical validation study is performed between 
the robust digitization of points on the cortical surface using the microscope versus the 
digitization performed by the tLRS. The full-length clinical brain tumor surgery video sequence 
(~ 1 hour) is used in this study. Previous studies using brain tumor surgery videos have been 
performed on short durations of 3-10 minutes and Chapter III presents the first study on entire 
clinical sequences. 
Once robust digitization of 3D points on the cortical surface can be established, the cortical 
surface’s displacements can be estimated in 3D. Chapter IV presents an algorithm to compute 
these 3D displacements by reusing the computed SURF feature descriptors of Chapter IV to find 
frame-to-frame homologous points. These homologous points are then used with rigid and 
nonrigid registration methods to estimate the 3D displacements of the soft-tissue or cortical 
surface on clinical cases. This developed algorithm permits the fully automatic estimation of 
intraoperative brain shift. 
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Abstract 
With the advent of in vivo laser scanning fluorescence microscopy techniques, time-series 
and 3D volumes of living tissue and vessels at micron scales can be acquired to firmly analyze 
vessel architecture and blood flow. Analysis of a large number of image stacks to extract 
architecture and track blood flow manually is cumbersome and prone to observer bias. Thus, an 
automated framework to accomplish these analytical tasks is imperative. The first initiative 
towards such a framework is to compensate for motion artifacts manifest in these microscopy 
images. Respiratory motion, heartbeats, and other motions cause motion artifacts in in vivo 
microscopy images from the specimen. Consequently, the amount of motion present in these 
images can be large and hinders further analysis of these images. In this article, an algorithmic 
framework for the correction of time-series images is presented. The automated algorithm is 
comprised of a rigid and a non-rigid registration step based on shape contexts. The framework 
performs considerably well on time-series image sequences of the islets of Langerhans and 
provides for the pivotal step of motion correction in the further automatic analysis of microscopy 
images. 
2.1 Introduction 
In vivo cellular level monitoring and probing of biological systems can be realized using 
different microscopy techniques. For instance, using line-scanning confocal microscopy, 
pancreatic islet blood flow in murine animals can be examined. Pancreatic islets or islets of 
Langerhans are highly vascularized micro-organs in which the blood vessels have a distinct and 
tortuous architecture (Miyake et al., 1992). In rodents, they are composed of a core of β cells, 
which produce insulin (Sucksale & Solimena, 2008). The characteristics of the vasculature 
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present within these islets and the vasculature’s corresponding blood flow can signify the islet’s 
response and sensing to blood glucose fluctuations with respect to pharmacological changes, 
subsequently, providing an insight to insulin production (Nyman et al., 2010). Monitoring blood 
flow requires the acquisition of time-series image sequences, t-stacks, in living tissue and 
understanding the blood flow dynamics requires analytical methods. Manually labeling and 
tracking red blood cells in intricate vasculature of the islets for several t-stacks is a taxing, 
cumbersome, and error prone process, and thus, an automatic framework to achieve this task is 
desirable. 
Due to the in vivo nature of the acquired images, respiration and heart pulsations in the 
mouse can cause severe motion artifacts and deter automatic analysis of blood flow dynamics. 
The first and foremost task of pursuing an automatic framework for the analysis of t-stack 
images for any biological system or living tissue is the removal of any movement present in 
these images. The goal of this article is to establish a motion-correction framework to address 
this task. The proposed method is applicable to any time-series microscopy image sequence that 
exhibits biological structures with recognizable shapes and boundaries such as vessels, dendrites, 
and axons. Previous work in correcting motion in microscopy images have focused on intensity 
based methods (Yang et al., 2008; Greenberg & Kerr, 2009; Lee et al., 2011; Lorenz et al., 2011). 
But, to our knowledge, a point-based method for motion correction in microscopy images has not 
been proposed yet. Points on the skeletons of the biological structures form the impetus for using 
a point-based registration approach. The method presented in this paper is not limited to the 
number of frames in the t-stack. For the demonstration of this algorithmic framework, a t-stack 
of the vasculature in the islets of Langerhans has been used as the primary dataset and input. The 
method is comprised of the following parts: (1) deconvolution, (2) contrast enhancement, (3) 
 19 
vesselness filter, (4) template selection, (5) skeletonization, (6) sampling and binning, (7) shape 
contexts and matching, (8) rigid registration, and (9) non-rigid registration using Thin Plate 
Splines (TPS). A flowchart illustrating the major blocks of the algorithmic framework is shown 
in Figure 1. 
2.2 Materials and Methods 
2.2.1 Image acquisition procedures 
Animals. Experiments involving mice were approved by and performed according to the 
guidelines of the Vanderbilt University Institutional Animal Care and Use Committee. The 
majority of the experimental procedures referred to in this article involving pancreas 
exteriorization and in vivo fluorescence imaging has been previously discussed in (Nyman et al., 
2010). The mouse insulin I promoter-green fluorescent protein (MIP-GFP) transgenic mice were 
courtesy of Hara and Bell from the University of Chicago (Hara et al., 2003; Quoix et al., 2007).  
Pancreas exteriorization. An intraperitoneal injection of xylazine-ketamine (20/80 mg/kg) was 
used to anesthetize the mice. By making an incision in the abdominal cavity, the splenic end of 
the pancreas was revealed. Gauze bedding was placed gently on the abdominal cavity and the 
pancreas-spleen connection was fixed over the bedding. The mouse was secured prone on a 
heated stage, and the pancreas was in contact with the imaging window. The exposed pancreas 
was kept moist during imaging by occasionally adding 0.9% saline to the gauze bedding. 
In vivo fluorescence imaging. The LSM 5 LIVE (Carl Zeiss Inc.) line-scanning confocal laser 
microscope with a ×20/0.8 NA planapochromat air objective lens was used for the imaging. 
Considering the objective lens’ properties, this microscope system is of the paraxial form. The 
slit aperture was 3.20 Airy units for the vasculature channel and 2.78 Airy units for the red blood 
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cell channel, for an approximately 6 µm imaging depth. These values were adjusted for each 
channel for optimal signal-to-noise ratio and spatial resolution. The imaging window was 0.16 – 
0.19 mm thick (Corning #2940-245). Using epifluorescence, islets in the exposed pancreas were 
identified by the green fluorescent protein (GFP) labeled β-cells. GFP was excited with a 488 nm 
diode laser and islets were identified by emission through a 540-625 nm band-pass filter. Islets 
closer to the surface provided the best resolution. Tetramethylrhodamine dextran tracer (2 x 106 
MW, Molecular Probes, dissolved to 10 mg/ml in 0.9% saline), was used to label the vasculature. 
On the day of imaging, red blood cells (RBCs) from a donor mouse were labeled by osmotic 
shock loading with Alexa Fluor 647 hydrazide tris (triethylammonium) salt (Molecular Probes). 
Briefly, 200 µl of washed RBCs in 0.9% saline was added to a mixture of 35 µl Alexa Fluor 647 
(2 mg/ml in distilled de-ionized water) and 200 µl of distilled de-ionized water, in a 0.5 ml 
eppendorf tube. It was gently mixed by suction using a 200 µl eppendorf pipet and allowed to 
incubate at room temperature for 20 minutes.  After incubation, 31.9 µl of 10X Phosphate 
Buffered Saline (Gibco) was added to the mixture, the tube gently vortexed, and the contents 
spun-down for 4 minutes at 2000 rpm (400g) in an eppendorf microfuge. A portion of the 
supernatant was drawn off, and the labeled RBCs subsequently washed five times with 0.9% 
saline, each time spinning-down for 3 minutes at 2000 rpm (400g). The resulting uniformly 
labeled RBCs solution was adjusted to 200 µl with 0.9% saline and stored at 4oC. Before the 
imaging experiment both the vasculature label and the labeled RBCs were equilibrated to room 
temperature. During the imaging experiment a one-to-one mixture of vasculature label and 
labeled RBCs (~50 µl each) was injected into the mouse through a carotid artery catheter. 
 The RBCs and vasculature labels were excited using 532 nm and 635 nm diode lasers 
respectively, and the emission collected using 540-625 nm band-pass filters and 650 nm long-
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pass filters respectively. The emissions were collected simultaneous through two detection 
channels leading to 2-channel time-series images. All time-series scans, for analysis here, were 
collected at 100 frames per second (fps) for 30 seconds to 2 minutes. The frame size was 512 x 
256 pixels. For each pancreatic islet, time-series scans were collected at multiple depths below 
the surface of the tissue, denoted by z= z0.  Each single-plane image series forms the much 
referred to time-series or t-stack, I(x, y, z=z0, t) also denoted as I(x, y, t), in this article. This t-
stack captures blood flow dynamics in the midst of respiratory and heart induced movements. 
The t-stack channel that captures the labeled vasculature is used in this motion correction 
framework and the channel that captures the labeled RBCs is not used in this framework.  
2.2.2 Image algorithm 
This section is the core of this article and seeks to elaborate on the major blocks of the 
algorithm shown in Figure II-1: . The preprocessing block, detailed in Section 2.2.2.1, contains 
the deconvolution and contrast enhancement stages. Deconvolution is used to remove artifacts 
caused by the optical characteristics of the microscopy system. The resulting deconvolved t-stack 
has much of the present noise in I(x, y, t) filtered. However, as a side effect, a slight haze 
contaminates the salient features, and this is addressed by enhancing the contrast. 
The feature extraction and matching block is comprised of various stages - vesselness filter 
stage for estimating the presence of vessels, skeletonization of the vessels, template selection for 
performing registration, sampling and binning points along the skeletonized vessels based on the 
orientation of vessels, shape contexts for capturing this distribution of points per orientation, and 
perform matching of several shape contexts between the template and the current image frame in 
the t-stack based on a cost function. This matching results in homologous points or 
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correspondences which are subsequently used in the registration block. This section is detailed in 
Section 2.2.2.2. 
The motion artifacts present in the t-stack do have a rigid and a non-rigid component, hence, 
the registration block is composed of these two stages. The correspondences resulting from 
Section 2.2.2.2 are used in the registration block, as described in Section 2.2.2.3. 
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Figure II-1: Flowchart showing the major blocks of the algorithmic framework. The 
primary input into this framework is the t-stack or time-series image stack acquired from a 
Zeiss LSM 5 LIVE microscope. The top section of the block diagram describes the involved 
preprocessing steps for the t-stack before the feature extraction and registration steps can 
occur. The middle section of the block diagram shows the elements of developing a robust 
feature descriptor before matching correspondence pairs can be formed. These matching 
correspondence pairs are used in a rigid registration step to yield a transformed set of 
correspondence pairs, which account for large movements in t-stacks. The bottom section 
of the block diagram specifies the connections and the iterative flow between the non-rigid 
registration segment and Shape Contexts matching step. The final output is the motion 
corrected t-stack. 
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2.2.2.1 Preprocessing 
Deconvolution. This first step of the preprocessing block, as shown in Figure II-1, is used to 
restore the t-stack image, I(x, y, t), acquired by the LSM 5 LIVE system using deconvolution. 
The LSM 5 LIVE microscope’s point-spread-function (PSF) contributes to the formation of I(x, y, 
t) (McNally et al., 1999). Deconvolution techniques can adequately remove the manifest artifacts 
resulting from the optics of the microscope on the t-stack (McNally et al., 1999; Verveer et al., 
1999; Cannel et al., 2006; Biggs, 2010). The theoretical PSF model for this microscope has been 
derived for the paraxial case in (Sandison & Webb, 1994; Wolleschensky et al., 2006) and for 
the non-paraxial case in (Dusch et al., 2007). To generate the paraxial LSM 5 LIVE’s PSF for 
red blood cells and vasculature, the excitation and detection wavelengths used for highlighting 
red blood cells and vasculature from Section 2.2.1 were appropriately substituted 
(Wolleschensky et al., 2006). 
 Considering the intensity values captured in the LSM 5 LIVE microscopy images are 
signal-dependent and directly proportional to photon count causes the manifest noise in these 
images adhere to a Poisson distribution, and therefore, Richardson-Lucy with Total-Variation 
regularization (RLTV) algorithm (Richardson 1972; Lucy 1974; McNally et al., 1999; Verveer et 
al., 1999; Dey et al., 2006) is appropriately selected. The RLTV algorithm has desirable 
properties, including, stable convergence, ability to reduce ringing artifacts occurring at feature 
edges, and robustness to noise using regularization. Using the DeconvolutionLab software 
package available from Vonesch & Unser (2008), the RLTV algorithm with regularization 
parameter λRLTV and nRLTV iterations, was used for deconvolving I(x, y, t). The parameters, λRLTV 
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and nRLTV, used for this deconvolution step are specified in Table II-1. Figure II-2 shows the 
image restoration by deconvolution using the RLTV algorithm. 
Enhance Contrast. The second step of the preprocessing block deals with the slight haze 
resulting from the deconvolution step. Figure II-2(c) shows the result from the deconvolution of 
I(x, y, t) and the presence of the slight haze. This presence of slight haze corrupts the saliency of 
features in the output image, O(x, y, z=z0), and this can be accounted for by enhancing the 
contrast. Contrast-limited adaptive histogram equalization (CLAHE) is able to maintain the high 
spatial frequency content of the image and reduce edge shadowing effects produced by the 
standard adaptive histogram equalization technique (Zuiderveld, 1994; Pisano et al., 1998). In 
CLAHE, a user-specified maximum, called the clip-level cHE, is imposed on the height of the 
local histogram and on the maximum contrast enhancement factor. Figure II-2(d) depicts the 
result of CLAHE on the deconvolved image. Figure II-2(d) is the input for the feature extraction 
and matching block of this motion correction methodology as illustrated in the middle section of 
Figure II-1. 
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Figure II-2: Preprocessing results are shown: (a) Original image showing vessels, (b) 
CLAHE on the original image without the deconvolution operation increases noise, (c) 
Deconvolution, as outlined by Section 2.1.1, on the original image, and (d) CLAHE on the 
deconvolved image increases the appearance of salient features. Note the haze in (c) and its 
disappearance in (d). 
Table II-1: Fixed values for parameters used in various stages of the framework 
Algorithm Variable Description Value/Formula 
2.2.2.1 Preprocessing 
Richardson-Lucy with Total 
Variation (RLTV) 
λRLTV Regularization parameter for 
RLTV 
0.002 
nRLTV Number of iterations for RLTV 10 
Enhance Contrast cHE Clip level for CLAHE 3 
2.2.2.2 Feature Extraction and Matching 
Vesselness Filter w Scales (standard deviation) for 
Gaussians 
1, 2, 3, 4, 5, 6 
gb Block-size for 2nd order 
Gaussian derivatives 
15 x 15 
β Control sensitivity of line filter 0.5 
c Control sensitivity of line filter 0.5*max(Λ) 
Non-maxima Suppression rnms Radius to consider for NMS 1.5 
Hysteresis Hysthigh Threshold for starting a 
skeleton 
0.05 
Hystlow Threshold for continuing a 
skeleton 
0.005 
Sampling θorientations Angle subdivision for 
orientation binning 
π/4 
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norientations Number of orientation bins π/ θorientations 
ns Number of samples per 
orientation 
200 
Shape Context Kθ Angular bins for log-polar 
histogram 
12 or π/6 
Krad Radial bins for log-polar 
histogram 
11 
K Total number of bins for log-
polar histogram 
132 
rinner Inner-radius for log-polar 
histogram 
1/8 
router Outer-radius for log-polar 
histogram 
4 
µ Weighing parameter for cost 
functions 
0.1 
2.2.2.3 Registration 
Non-rigid Registration λ Regularization parameter for 
TPS 
106 
γ Annealing parameter 0.93 
 nnr Number of iterations for TPS 5 
 
2.2.2.2 Feature extraction and matching 
Vesselness Filter. Tubular structures, namely, vessels, can be detected and highlighted and 
characterized by a “vesselness” measure using a multi-scale vessel filter as described in Frangi et 
al. (1998). Vesselness is evaluated on each frame of the t-stack, denoted by I(x, y), where I(x, y) 
is the preprocessed image i.e. it has been deconvolved and contrast enhanced as per Section 
2.2.2.1. Eigenvalue analysis of the Hessian matrix of the image can locally extract principal 
directions of curvature. To compute vesselness, the image, I(x, y), is convolved with 2nd 
derivatives of Gaussians at multiple scale sizes, w, to construct the Hessian matrix, Hw, defined 
in Equation (II-1).  In (II-1), Ixx, Ixy, Iyx, and Iyy represent the partial 2nd derivatives of I(x, y). 
Multiple scales w aid in the detection of small to large vessels in I(x, y). 
𝐻! = 𝐼!! 𝐼!"𝐼!" 𝐼!!   (II-1) 
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The eigenvectors, 𝒖𝟏,𝒘 and  𝒖𝟐,𝒘, of Hw correspond to intensity variations along the 
principal directions of the 2D tubular structure or vessel. The eigenvector 𝒖𝟏,𝒘, corresponding to 
the eigenvalue  𝜆!,!, indicates the direction of the body of the vessel as it is also the direction of 
the minimum intensity variation. Figure II-3 illustrates the extracted principal directions, 𝒖𝟏,𝒘 
and  𝒖𝟐,𝒘, of an ideal 2D tubular structure at a scale w.  
From Frangi et al. (1998), the vesselness measure or response at scale size w, Vw(x, y), 
can be defined as shown in Equation (II-2). Furthermore, maximal vesselness response, V(x, y), 
occurs when the size of the vessel to detect approximately matches the scale size w and is shown 
in Equation (II-3). The values of β, c, and the range of scale sizes for w are mentioned in Table 
II-1. Figure II-4(b) illustrates the result from (II-3) and is the final output of the vesselness filter. 
This output will be the subsequent input into the later steps of the algorithm. 
𝑉! 𝑥,𝑦 = 0,   𝜆!,! > 0exp   − !!!!!! 1− 𝑒𝑥𝑝 − !!!!!  (II-2) 
where, 𝑅! = !!!! and  𝛬 = 𝐻! ! = 𝜆!! + 𝜆!!  
𝑉 𝑥,𝑦 = max!!"#!!!!!"# 𝑉!(𝑥,𝑦)   (II-3) 
 
Template Selection. In order to perform any registration step, a “source” and a “target” image 
need to be designated. Although, there is no limit in the number of frames that can be analyzed 
with the presented method, the t-stacks used consist of approximately 3000-12000 frames 
acquired at 100 fps. Each frame’s movement can be deemed independent of each other and thus, 
form the “target” images. For the presented algorithmic framework, the manually selected 
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template frame of the vessel-enhanced t-stack is picked as the “source” image or “template,” 
V0(x, y), and the ith frame of the vessel-enhanced t-stack, Vi(x, y), is registered to this template. 
The frame of the t-stack that displays the least amount of movement is selected as the template 
frame. Figure II-5 reflects the selected template superimposed with a target frame. 
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Figure II-3: A 2D tubular structure or vessel has an elongated ellipse shape. The 
eigenvectors, depicted as black-arrows, of Hw, reveal the principal directions of the vessel at 
scale size w. The length of these black-arrows represents the absolute value of the 
corresponding eigenvalues. Note the smaller length of the eigenvector, 𝒖𝟏,𝒘, reflecting the 
direction of minimum intensity variation, in light green, or the body of the vessel. 
 
Figure II-4: (a) A frame from the t-stack, the original preprocessed image, I(x, y), and (b) 
shows maximal vesselness filter response, V(x, y). Note that all vessels in (a) are captured in 
(b). 
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Figure II-5: Best viewed in color. (a) Template frame, V0(x, y), (b) target frame, Vi(x, y) to 
be registered, and (c) template, in red, superimposed with the target frame, in green. Note 
the large movement between the template and target frames. 
 
Skeletonization. For the registration of Vi(x, y) to V0(x, y), a neighborhood of vessel structures in 
Vi(x, y) should approximately match the neighborhood of vessel structures in V0(x, y). Intuitively, 
the skeletonization of a vessel provides its topological description. Hence, skeletonization of all 
vessels present in I(x, y) will provide for a topological context, which will be utilized in the 
Shape Context block of this algorithm. Given vesselness values at each pixel in I(x, y) and its 
corresponding eigenvector, 𝒖𝟐,𝒘, the skeleton describing the topology of vessel structures can be 
found using non-maxima suppression or NMS (Forsyth & Ponce, 2002). In this article, NMS 
aims to find local maxima in V(x, y). The vesselness response is maximal at any pixel by 
comparing all vesselness values along the normal directions, indicated by 𝒖𝟐,𝒘 and −𝒖𝟐,𝒘, 
around a radius rnms. Once the local vesselness maximum in rnms has been determined and stored, 
the rest of the vesselness response values in rnms are suppressed. Typically, it is expected that the 
local vesselness maxima of the vessel structure will lie around the centerline of the vessel. NMS 
does not consider the magnitude of the determined local maxima and this can lead to unwanted 
branches on the extracted skeletons of the vessels. To counter this, a hysteresis thresholding step 
(Forsyth & Ponce, 2002) is used to find the most significant connected vessel skeletons by 
starting a vessel skeleton when it satisfies a Hysthigh vesselness threshold and continuing this 
skeleton when it satisfies a Hystlow vesselness threshold in an 8-connected neighborhood, where 
Hysthigh ≫ Hystlow. The values describing rnms, Hysthigh and Hystlow are given in Table II-1 and the 
skeletonizations of vessels are shown in Figure II-6(a). 
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Figure II-6: Best viewed in color. (a) Displays the extracted skeletons of vessels for a frame 
of the t-stack and (b) shows the sampling on the vessel skeletons in 4 different orientations, 
seen in different colors. 
 
Sampling. Skeletons binned into orientations can increase robustness and reduce clutter when 
computing correspondences between V0(x, y) and Vi(x, y). The skeletons of vessel structures have 
an associated vesselness value, V(x, y), and associated eigenvectors, 𝒖𝟏 and  𝒖𝟐. The angle 
between these eigenvectors can yield the local orientation of the vessel’s skeleton and this can be 
appropriately binned into a number of orientations, denoted by norientations. A user-defined angle, 
θorientations, is divided into π to compute norientations, with each orientation delineated by θj. Once the 
extracted vessel skeletons have been assigned to an orientation, sampling can occur. Figure 6(b) 
exhibits the sampling process with ns sample points in 4 orientation bins on the vessels’ skeleton. 
Table 1 describes the values of ns and θorientations used in this framework, and the effects of these 
parameters is discussed in Section 2.3. 
 
Shape Contexts. To perform registration, homologous points need to be determined and one 
method to achieve this is to construct feature descriptors. Several of these feature descriptors can 
be constructed for both the template, V0(x, y) in θj, and the target frame, Vi(x, y) in θj, and a 
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matching scheme based on a cost function can be used to obtain correspondence pairs, which 
will be used in the subsequent registration steps. Let V0 be the samples obtained on the template, 
V0(x, y), and Vi be the samples obtained on the target frame, Vi(x, y). To build the feature 
descriptor, Shape Context (SC) descriptor, proposed by (Belongie et al., 2002), is suitable as it 
encodes a vessel’s representative sample points in a neighborhood. The SC descriptor bins 
spatial relationships between points in a neighborhood as a log-polar histogram with a total of K 
bins. This gives each sample point, seen in Figure II-7(b), a description based on its neighboring 
sample points, which forms the context of the sample point.  The SC descriptor is compact, 
intrinsically translational and scale invariant, highly discriminative, robust to the presence of 
outliers, and robust to deformations. An example of the SC descriptor is illustrated in green and 
black in Figure II-7(b). The log-polar histogram centered at a point, p, a sample point on the 
skeleton of a vessel, maps the population of points contained in the several bins of the log-polar 
histogram into a feature vector as shown in Figure II-7(c)-(e). In essence, the SC descriptor is a 
feature vector in the form of a coarse histogram describing the relative coordinates of the set of 
points in the neighborhood of p. The various parameters used to construct shape contexts are also 
described in Table II-1. 
From Figure II-7(c)-(e), it is apparent that Figure II-7(e) is dissimilar to Figure II-7(c)-(d), 
and to quantify this dissimilarity, a representative cost function needs to be developed. Since 
shape contexts are histograms, a χ2 statistic can be used as a cost function, Csc (Belongie et al., 
2002).  
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Figure II-7: Best viewed in color. (a) Sample points for one orientation, θj, for the template 
(in red) and a target frame from t-stack (in blue) and 3 log-polar histograms centered is 
shown, (b) zoomed in view of the log-polar histograms, black log-polar histogram belongs 
to the template, while the green and red log-polar histograms belong to the target frame, 
(c) shows the shape context (Dark=large value) for the black log-polar histogram, (d) shows 
the shape context for the green log-polar histogram, and (e) shows the shape context for the 
red log-polar histogram. The axes of the shape contexts are log(radius) vs. θ. Note the 
similarity of the histograms of (c) and (d). 
 
Consider a point, pV0 on V0, and a point pVi on Vi, and their associated K-bin normalized 
shape contexts, h(pV0; k) and h(pVi; k), then Csc(pV0, pVi) can be defined as indicated in Equation 
II-4, and this measures the similarity between the feature vectors of pV0 and pVi.  
𝐶!" 𝑝!!,𝑝!" = !! ! !!!;! !! !!";! !! !!!;! !! !!";!!!!!  (II-4) 
 For the purposes of motion correction, Csc is not sufficient to characterize the 
dissimilarity of shape contexts under severe clutter, and hence, an additive cost function term is 
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needed. A continuity cost term, Ccont, ensures that two adjacent points, pV0 and qV0, on the 
template, V0, are also adjacent points on the target frame, Vi (Thayananthan et al., 2003). This 
notion is explained in Figure II-8 and is specified in Equation II-5. In (II-5), neighboring 
template points pV0 and qV0 should map to 𝑝!" = 𝜑(𝑝!!) and 𝑞!" = 𝜑(𝑞!!) on the target frame 
respectively, where pVi and qVi are neighbors as well on the target frame. The function 𝜑 maps 
points in the template, V0, to the target frame, Vi, and the computation of 𝜑 is explained later in 
the Matching stage of the algorithm. The total cost, Ctotal, to minimize per orientation bin, θj, 
during the matching operation of this algorithm is given in Equation II-6, where µ is a weighing 
parameter. 
𝐶!"#$ 𝑉!,𝑉! = 𝜑 𝑝!! − 𝜑 𝑞!!∀  !,!∈!!  (II-5) 
𝐶!"!#$ 𝜃! = 1− 𝜇 ∗ 𝐶!" 𝑉!,𝑉! + 𝜇 ∗ 𝐶!"#$ 𝑉!,𝑉!  (II-6) 
 
Figure II-8: This diagram shows the intuition behind Ccont. The distances between adjacent 
pV0 and qV0 points should be similar to the distances of the neighboring pVi and qVi points. 
 
Matching. Minimizing the total cost in Equation II-6 per orientation bin, θj, can be assessed as 
solving a weighted bipartite matching problem (Belongie et al., 2002), wherein, each point, pV0, 
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on the template, V0, gets solely matched to one point, pVi, on the target frame, Vi. This 
assignment problem for generating correspondence pairs, (pV0, pVi), can be solved using the well-
established Hungarian method (Kuhn et al., 1955; Papadimitriou & Steiglitz, 1998), also known 
as Kuhn-Munkres assignment algorithm. This method produces 𝜑, the previously discussed 
mapping function. One drawback of the Hungarian method is that it performs a one-to-one 
assignment for all sample points, inclusive of outliers, from the target Vi to the sample points in 
V0. Henceforth, to dispose of anomalous correspondence pairs, (pV0, pVi), the Euclidean distance 
between pV0 and pVi, denoted as d(pV0, pVi), is computed and the pair is rejected if d(pV0, pVi) > ε. 
The value of ε is user-defined and two kinds of ε are used in this algorithmic framework, εr for 
rigid registration and εnr for non-rigid registration. Finally, the set of matched correspondence 
pairs for each θj are sent to the registration block of this algorithmic framework. 
2.2.2.3 Registration 
Rigid Registration. From Section 2.2.2.2, the sets of matched correspondence pairs for all 
orientations θj are accumulated into one pool of correspondence pairs and this pool is the input 
into the rigid registration step. Rigid registration transforms the matched points from the target to 
the template using the Least-Squares Method (Fitzpatrick et al., 2000). This transformation 
explains the global movements in the frames of t-stack, however, to account for local movements, 
a non-rigid registration refinement step is used. 
 
Non-rigid Registration. The pool of transformed correspondences from the rigid registration step 
is the input into the non-rigid registration stage, as described in the bottom section of Figure II-1. 
The non-rigid registration refinement used is based on thin plate splines (TPS) (Bookstein, 1989). 
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The smoothness of the resulting deformation field is controlled by a regularization parameter, λ 
(Rohr et al., 2001), which is annealed over nnr iterations using γ annealing parameter, described 
in Table II-1. From Figure II-1, the input pool is split up into its respective orientations, θj, shape 
contexts are recomputed for each θj, matching with εnr criterion is executed for each θj, and 
matched correspondence pairs for all orientations are accumulated to compose an updated pool 
of correspondences. TPS with an annealed regularization parameter is carried out on the updated 
pool to result in a new pool of transformed correspondence pairs, the new input. This refinement 
procedure is repeated for nnr iterations. Regularized TPS on the final pool of transformed 
correspondence pairs, Vf, yields a final deformation field that is utilized in correcting the local 
motion present in t-stacks. 
2.3 Results 
It is evident that the ground truth for the manifest in vivo motion of the biological 
specimen in these t-stacks is unknown. Thus, to quantify the motion correction performed with 
this framework, the stability of the t-stack based on Normalized Cross-Correlation (NCC) is used. 
Often, NCC is used in template matching and the peak of the NCC plot displays where the 
template matches a test image. The location of this peak is an offset or distance of how much the 
test image needs to be moved to fully match the template. This is denoted by dNCC. Once the test 
image has been moved by the offset, the resulting dNCC will be 0 and this can be understood as 
the test image being stable against the template. In the presented use of this framework, with the 
template and each frame of the t-stack of the same dimensions, a motion corrected t-stack’s 
stability can be measured by the total dNCC. Since the raw t-stacks are noisy, the vessel-enhanced 
t-stacks are used for computing NCC and dNCC. In addition to quantifying the stability of the 
motion correction, a qualitative analysis based on maximum intensity projection (MIP) of the 
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outcomes from the proposed registration framework is detailed in this section to show the 
effectiveness of the framework. Both quantitative and qualitative results need to be examined to 
assess the performance of the motion correction performed on a dataset. 
The parameter values in Table II-1 were picked empirically and were held constant for all 
datasets. The pillars of this motion correction framework are the sample points on the vessel 
structures, shape context descriptors constructed on these sample points, correspondence 
matching and registration. The sampling of points on the vessel structures depends on acceptable 
hysteresis results. Good hysteresis results lead to adequate samples for constructing meaningful 
shape context descriptors, which is used in the matching and registration steps. In effect, the 
parameters in Table II-1 were picked to produce acceptable hysteresis results. Figure II-9 
displays the effect of using two different hysthigh values. For the t-stacks, the hysteresis 
thresholds were selected such that majority of the vessels were skeletonized, over all datasets. 
The effect of lack of skeletonization of the vessels leads to less smooth deformation fields and 
poor motion correction. The number of orientations, norientations, used in binning the samples in the 
Sampling stage was picked as 4 to represent 45° intervals. Shape context descriptors are built per 
θj and matched accordingly. In our datasets, selecting more than 4 orientations, θj, for binning of 
samples lead to suboptimal construction of shape contexts. This is attributed to the lack of a 
distribution of sample points, in a θj, to capture in the shape context descriptor. Suboptimal shape 
contexts are less unique and meaningful in the Matching stage of Section 2.2.2.2 and thus, will 
yield poor registration results. The parameters for shape contexts help capture the distribution of 
the sample points in a log-polar plot. Increasing the angular bins (Kθ) from 12 and radial bins 
(Krad) from 11 had no effect on the motion correction. However, less than 12 angular bins 
affected the granularity of the log-polar histogram leading to poor matching of correspondences, 
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which lead to suboptimal motion correction. For the nonrigid registration step, regularization 
parameter (λ) and annealing parameter (γ) were changed until the resulting deformation field was 
sufficiently smooth and regularized, and MIP was sharp for all datasets. Lower λ and γ values 
resulted in over-fitting of the deformation fields to the correspondences and yielded poor motion 
correction results. 
 
Figure II-9: (a) A vessel-enhanced image frame of Dataset #6, (b) skeletonizations of vessels 
with hysthigh=0.1 and (c) skeletonizations of vessels with hysthigh=0.05 compares the effect of 
the upper hysteresis threshold, hysthigh, on skeletonizations of vessels. Samples are 
generated directly on these skeletonizations and used in building shape context descriptors. 
Sampling on skeletonizations of vessels in a majority of the image frame area (c) will lead 
to the construction of meaningful shape contexts and smoother deformation fields and a 
lack of sampling on absent skeletonizations in most of the image frame (b) will lead to 
abnormal deformation fields. 
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The number of samples, ns, per orientation bin, θj, can significantly affect the 
performance of the presented algorithm. The value of ns directly corresponds to the construction 
of meaningful shape context descriptors. Once hysteresis produces acceptable results, samples 
need to be generated in the Sampling stage, and ns determines the number of shape context 
descriptors used to perform correspondence matching and subsequently, registration. Lower 
values of ns will yield non-unique shape contexts and will compromise the Matching stage of 
Section 2.2.2.2. The number of samples, ns, was fixed as 200 per θj for all datasets used in this 
algorithmic framework. This value was determined by running 75 frames of all the t-stack 
datasets, sweeping ns from 50 to 300 in increments of 25. The metric, dNCC, was computed for 
each dataset and ns combination and is shown as a graph in Figure II-10. When the total dNCC is 
minimized, motion correction has been successful and overall, from Figure II-10, a value of ns 
equal to 200 is sufficient to perform motion correction for all the datasets presented. 
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Figure II-10: This graph shows the number of samples, ns, being swept from 50 to 300 in 
increments of 25, versus dNCC values for each dataset. The specific value of ns that 
minimizes dNCC leads to successful motion correction and this value of ns is the minimum 
number of samples per θj required to achieve the motion correction. From the graph, a 
value of ns=200 is sufficient to perform motion correction on all the datasets presented. 
 
 Table II-2 shows the values for two parameters, εr and εnr, categorized for “less,” 
“moderate,” and “most” movement present in t-stacks. The user selects the category of the 
movement for the entire t-stack image dataset and the appropriate εr and εnr are picked for the 
motion correction. 
Table II-2: Values of parameters based on user-selected category describing the motion 
 Less Movement Moderate Movement Most Movement 
εr 15 25 45 
εnr 4 4 8 
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 In the presented framework, motion correction can be regarded as being based on a 
template-matching scheme. Since NCC is an intensity-based method used for template matching, 
it also forms a baseline for comparing the presented point-based motion correction using shape 
context descriptors (Lee et al., 2011). Since the raw t-stack exhibits noise, the vessel-enhanced t-
stack is used as the input into the baseline. Table II-3 quantifies the stability of the motion 
correction based on the mean dNCC of the vessel-enhanced t-stacks and ns=200. The user-selected 
categories from Table II-2 are also shown in Table II-3. Note that the uncorrected dNCC values 
are small for Dataset #5 and the user-selected category is selected as “moderate” movement. This 
is because the majority of the frames of the t-stack of Dataset #5 show no movement and the 
movement present in the few frames are of the “moderate” kind. Since the mean dNCC is reported 
in Table II-3, the uncorrected value can be small but the motion in the t-stack may not be 
categorized as “less.” From Table II-3, we note that the stability of the time-series sequences 
greatly improves and the in vivo motion has been corrected with the use of the presented 
algorithm based on shape contexts. The intensity-based NCC correction, the baseline, corrects 
the in vivo motion as well but it is limited to rigid-motion and fails to correct for non-rigid in 
vivo motion in the t-stack. This can be seen in the qualitative results for Datasets #2, 3, and 8. 
The baseline is not able to correct most of Dataset #1 because there is too much clutter in the 
vessel-enhanced image. The presented framework corrects the motion in Dataset #1 and a 
comparison is shown in Figure II-11(e)-(f).  Since Dataset #6 primarily exhibits rigid motion, 
both the baseline and the presented algorithm perform equally well and are illustrated in Figure 
II-16(e)-(f). The comparison between the baseline and the algorithm is shown qualitatively for all 
datasets in Figure II-11(e)(f)-Figure II-20(e)(f). 
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 The qualitative evaluation of motion correction is based on maximum intensity 
projections. The maximum intensity projection (MIP) of the frames of the t-stack’s uncorrected 
motion against its template will be more smeared, less sharp, and have less overlap with the 
template. On the other hand, when the motion is corrected, the maximum intensity projection of 
the frames of the t-stack against its template will be sharp and overlap almost completely with 
the template. The qualitative results show MIPs of uncorrected motion, NCC-based correction 
and the presented algorithmic framework. These qualitative results are shown in Figure II-11-
Figure II-20 and are best viewed in color. Figure II-11(d) -Figure II-20(d) displays the hysteresis 
results between the template and an image frame of the respective t-stack on which the sampling 
process will occur. These samples are used in constructing shape contexts on both the template 
and the image frame to perform registration. Videos 1-2 show the motion correction for “most” 
movement in Datasets #2-7. Video 3 shows the motion correction for “moderate” movement in 
Dataset #8. 
Table II-3: Comparison of Mean NCC peak offset distance, dNCC, (µm) for motion 
correction 
Dataset # 
Frames 
Pixel 
Size 
(µm) 
Category Uncorrected NCC 
Corrected 
Presented Method 
(Kumar et al.) 
1 375 0.89 Most 19.809 15.237 0.00522 
2 600 0.78 Most 4.7422 2.3131 0.10943 
3 450 1.24 Most 6.6937 2.9485 0.01210 
4 450 1.24 Most 6.3661 0.23448 0.01849 
5 375 0.78 Moderate 1.9053 1.4000 0 
6 600 1.04 Most 11.492 0 0.00734 
7 600 1.04 Most 12.114 0.03467 0 
8 450 0.89 Moderate 4.5431 1.3916 0.05631 
9 225 0.89 Less 2.9519 2.7812 0 
10t 75 0.78 Most 4.9196 2.4232 0 
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Figure II-11: Dataset #1, 375 frames, “most” movement at depth z0=11.625µ. (a) A frame of 
the original t-stack. (b) The template used for performing motion correction. (c) The 
template (red channel) superimposed on the maximum intensity projection, MIP, (green 
channel) of the uncorrected t-stack. (d) Hysteresis results of the template superimposed 
with a frame of the uncorrected t-stack. (e) The template (red channel) superimposed on 
the MIP of the motion corrected t-stack (green channel) using the baseline algorithm. (f) 
The template (red channel) superimposed on the MIP of the motion corrected t-stack 
(green channel) using the presented algorithm, notice the near perfect overlap in yellow 
and the sharpness of all the vessels. The baseline is not able to correct the motion because 
of increased clutter of vasculature in (e). 
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Figure II-12: Dataset #2, 600 frames, “most” movement at depth z0=30.925µ. (a) A frame of 
the original t-stack. (b) The template used for performing motion correction. (c) The 
template (red channel) superimposed on the maximum intensity projection, MIP, (green 
channel) of the uncorrected t-stack. (d) Hysteresis results of the template superimposed 
with a frame of the uncorrected t-stack. (e) The template (red channel) superimposed on 
the MIP of the motion corrected t-stack (green channel) using the baseline algorithm. (f) 
The template (red channel) superimposed on the MIP of the motion corrected t-stack 
(green channel) using the presented algorithm, notice the near perfect overlap in yellow 
and the sharpness of all the vessels. Video 1 illustrates the motion correction for this 
dataset. 
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Figure II-13: Dataset #3, 400 frames, “most” movement at depth z0=30.425µ. (a) A frame of 
the original t-stack. (b) The template used for performing motion correction. (c) The 
template (red channel) superimposed on the maximum intensity projection, MIP, (green 
channel) of the uncorrected t-stack. (d) Hysteresis results of the template superimposed 
with a frame of the uncorrected t-stack. (e) The template (red channel) superimposed on 
the MIP of the motion corrected t-stack (green channel) using the baseline algorithm. (f) 
The template (red channel) superimposed on the MIP of the motion corrected t-stack 
(green channel) using the presented algorithm, notice the near perfect overlap in yellow 
and the sharpness of all the vessels. Video 2 illustrates the motion correction for this 
dataset. 
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Figure II-14: Suboptimal case. Dataset #4, 450 frames, “most” movement at depth 
z0=40.400µ. (a) A frame of the original t-stack. (b) The template used for performing 
motion correction. (c) The template (red channel) superimposed on the maximum intensity 
projection, MIP, (green channel) of the uncorrected t-stack. (d) Hysteresis results of the 
template superimposed with a frame of the uncorrected t-stack. (e) The template (red 
channel) superimposed on the MIP of the motion corrected t-stack (green channel) using 
the baseline algorithm. (f) The template (red channel) superimposed on the MIP of the 
motion corrected t-stack (green channel) using the presented algorithm. From (d), the 
sampling process is compromised by the poor hysteresis response leading to a not so sharp 
overlap of the MIPs of template and the motion corrected t-stack. 
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Figure II-15: Suboptimal case. Dataset #5, 450 frames, “moderate” movement at depth 
z0=20.450µ. (a) A frame of the original t-stack. (b) The template used for performing 
motion correction. (c) The template (red channel) superimposed on the maximum intensity 
projection, MIP, (green channel) of the uncorrected t-stack. (d) Hysteresis results of the 
template superimposed with a frame of the uncorrected t-stack. (e) The template (red 
channel) superimposed on the MIP of the motion corrected t-stack (green channel) using 
the baseline algorithm. (f) The template (red channel) superimposed on the MIP of the 
motion corrected t-stack (green channel) using the presented algorithm. The lack of density 
of points in various parts of the image leads to a lack of samples in those areas, a lack of 
shape contexts to use for correspondences and registration, finally leading to a less smooth 
deformation field. This causes the MIP to be less sharp, yielding suboptimal results. 
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Figure II-16: Dataset #6, 600 frames, “most” movement at depth z0=25.000µ. (a) A frame of 
the original t-stack. (b) The template used for performing motion correction. (c) The 
template (red channel) superimposed on the maximum intensity projection, MIP, (green 
channel) of the uncorrected t-stack. (d) Hysteresis results of the template superimposed 
with a frame of the uncorrected t-stack. (e) The template (red channel) superimposed on 
the MIP of the motion corrected t-stack (green channel) using the baseline algorithm. (f) 
The template (red channel) superimposed on the MIP of the motion corrected t-stack 
(green channel) using the presented algorithm, notice the near perfect overlap in yellow 
and the sharpness of all the vessels. Dataset #6 primarily exhibits rigid motion and both the 
baseline and the presented algorithm perform well as seen in (e) and (f). 
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Figure II-17: Dataset #7, 600 frames, “most” movement at depth z0=35.050µ. (a) A frame of 
the original t-stack. (b) The template used for performing motion correction. (c) The 
template (red channel) superimposed on the maximum intensity projection, MIP, (green 
channel) of the uncorrected t-stack. (d) Hysteresis results of the template superimposed 
with a frame of the uncorrected t-stack. (e) The template (red channel) superimposed on 
the MIP of the motion corrected t-stack (green channel) using the baseline algorithm. (f) 
The template (red channel) superimposed on the MIP of the motion corrected t-stack 
(green channel) using the presented algorithm, notice the near perfect overlap in yellow 
and the sharpness of all the vessels. 
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Figure II-18: Dataset #8, 450 frames, “most” movement at depth z0=29.300µ. (a) A frame of 
the original t-stack. (b) The template used for performing motion correction. (c) The 
template (red channel) superimposed on the maximum intensity projection, MIP, (green 
channel) of the uncorrected t-stack. (d) Hysteresis results of the template superimposed 
with a frame of the uncorrected t-stack. (e) The template (red channel) superimposed on 
the MIP of the motion corrected t-stack (green channel) using the baseline algorithm. (f) 
The template (red channel) superimposed on the MIP of the motion corrected t-stack 
(green channel) using the presented algorithm, notice the near perfect overlap in yellow 
and the sharpness of all the vessels. Video 3 illustrates the motion correction for this 
dataset. 
 52 
 
Figure II-19: Dataset #9, 225 frames, “less” movement at depth z0=11.625µ. (a) A frame of 
the original t-stack. (b) The template used for performing motion correction. (c) The 
template (red channel) superimposed on the maximum intensity projection, MIP, (green 
channel) of the uncorrected t-stack. (d) Hysteresis results of the template superimposed 
with a frame of the uncorrected t-stack. (e) The template (red channel) superimposed on 
the MIP of the motion corrected t-stack (green channel) using the baseline algorithm. (f) 
The template (red channel) superimposed on the MIP of the motion corrected t-stack 
(green channel) using the presented algorithm, notice the near perfect overlap in yellow 
and the sharpness of all the vessels. 
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Figure II-20: Dataset #10t, 75 frames, “most” movement at depth z0=30.925µ. These 75 
frames are a part of Dataset #2. (a) A frame of the original t-stack. The manually 
manipulated brightness of a vessel to simulate Ca2+ imaging is indicated by the arrow. (b) 
The template used for performing motion correction. (c) The template (red channel) 
superimposed on the maximum intensity projection, MIP, (green channel) of the 
uncorrected t-stack. (d) Hysteresis results of the template superimposed with a frame of the 
uncorrected t-stack. (e) The template (red channel) superimposed on the MIP of the motion 
corrected t-stack (green channel) using the baseline algorithm. (f) The template (red 
channel) superimposed on the MIP of the motion corrected t-stack (green channel) using 
the presented algorithm, notice the near perfect overlap in yellow and the sharpness of all 
the vessels. Video 4 displays the motion correction and the robustness of the algorithm to 
brightness changes. 
 To measure the robustness of this motion correction framework to transient illumination 
such as in the case of Ca2+ imaging, we manipulated the brightness of a fraction of the imaged 
blood vessels in a subset of the raw data. Parts of the vessels in the raw Dataset #2 were 
manually selected and the brightness was multiplied by 1.5 to simulate transient signals and is 
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referred to as Dataset #10t in Table II-3. The framework is robust to transient signals and this can 
be seen in the motion correction presented in Figure II-20 and Video 4 for Dataset #10t. 
Though the qualitative and quantitative results from the motion correction framework are 
encouraging, there are certain cases where the motion correction results are suboptimal. These 
cases, specifically Dataset #4, shown in Figure II-14, often occur when the t-stack’s depth, 
signified by z0, is too large or deep and this can lead to low signal-to-background ratio (SBR) and 
signal-to-noise ratio (SNR) in the acquired t-stack images. Another case that yields suboptimal 
results is Dataset #5, shown in Figure II-15, in which most of the vesselness response is 
contained in a small portion of the image frame. These cases can cause issues in the vesselness 
response resulting in lack of skeletonizations of vessels in certain areas of the image frame, 
which affects the sampling process detrimentally. Subsequently, the sampling process on these 
skeletonizations produces sample points in certain areas of the image frame and a lack of sample 
points in other areas. This lack of sample points in other areas of the image frame will affect the 
computed deformation field during the registration stage. In a sense, the computed deformation 
field is predominantly guided by a set of correspondence pairs representing a small portion of the 
image frame and this yields some abnormal movements in the empty areas of the image as 
correspondence pairs in those areas are lacking. The resulting deformation field is over-fitted, 
less smooth, and less regularized. Datasets #4 and #5 displays this notion qualitatively. The 
quantitative metric, dNCC, considers the peak offset distance between the NCC of the template 
and the image frame, and is not able to capture the non-smooth deformations in areas where the 
vesselness response is poor. This deficiency is apparent when comparing quantitative and 
qualitative results for Dataset #4 and #5, Figure II-14 and Figure II-15 respectively. Hence, the 
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evaluation of the presented motion correction framework needs to be judged qualitatively and 
quantitatively. 
The presented motion correction framework is programmed in MATLAB 7.10.0 (Mathworks 
Inc, Framingham MA, 2010), executed on 8-core AMD Opteron machines with 10GB RAM, and 
on average takes 7 hours to correct 3000 frames. The code is available upon request. 
2.4 Discussion 
The presented motion correction framework is the first step of a suite of algorithms aimed to 
compute local and global changes in velocities of red blood cells in the islets of Langerhans, with 
changes in glucose and other pharmacological treatments, to gain an insight into blood flow 
dynamics and restriction points. The motion correction framework is able to correct the motion 
in the t-stacks regardless of the number of frames because each frame is registered to a template 
independently. This allows for future parallelization of the framework as each frame can be sent 
to a core processor for motion correction. The acquisition depth, z0, of the t-stack because of low 
SBR and low SNR, mainly limits the framework and this makes biological structures less visible. 
Currently, ns is fixed for all orientations, θj, and the user needs to select the overall category of 
the motion in the time-series sequence as “most”, “moderate”, and “less.” This reduces the 
burden of parameter searching for the user. Once the motion is corrected in the t-stacks, labeled 
red blood cells can be tracked through the vessels merely based on their location and their 
velocity can be computed by analyzing the red blood cells movement through vessel architecture. 
From the framework, vesselness response is known in the t-stack and a 2D connectivity 
algorithm executed on this vesselness response can generate a vessel architecture map. For the 
3D image stack acquired from the Zeiss LSM 5 LIVE, a similar motion correction framework 
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can be executed and a 3D connectivity scheme on the vessels can extract vessel architecture of 
the islet. Though this framework was exclusively tested on these Zeiss LSM 5 LIVE time series 
images, it can be used for images captured from intravital microscopy and other forms of 
microscopy images that exhibit in vivo motion of the biological specimen. The vesselness filter 
response was used in the feature extraction block of the presented algorithm but an edge map of 
the image content can also be used. In essence, registration or motion correction in microscopy 
images, where the image content exemplifying any shape or structure that can be skeletonized, 
can be performed using the presented framework based on shape contexts. 
2.5 Summary 
Shape contexts are employed in shape recognition by building feature descriptors and 
comparing them to a database of known shapes such as alphabets (Belongie et al., 2002; Mori et 
al., 2005). Shape contexts also aid in the formulation of an automatic feature vector of a point 
and its neighboring points. The vesselness filter to create robust descriptors employed in finding 
matching correspondence pairs between a template and a target image accompanies this notion, 
and the performed registration step on the correspondence pairs corrects the motion. The 
practical point-based technique discussed in this article is novel to the microscopy field and can 
be applied to several types of microscopy images whose content exhibit shapes and structures 
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Abstract 
One of the major challenges impeding advancement in image-guided surgical (IGS) systems 
is the soft-tissue deformation during surgical procedures. These deformations reduce the utility 
of the patient’s preoperative images and may produce inaccuracies in the application of 
preoperative surgical plans. Solutions to compensate for the tissue deformations include the 
acquisition of intraoperative tomographic images of the whole organ for direct displacement 
measurement and techniques that combines intraoperative organ surface measurements with 
computational biomechanical models to predict subsurface displacements. The later solution has 
the advantage of being less expensive and amenable to surgical workflow. Several modalities 
such as textured laser scanners, conoscopic holography, and stereo-pair cameras have been 
proposed for the intraoperative 3D estimation of organ surfaces to drive patient-specific 
biomechanical models for the intraoperative update of preoperative images. Though each 
modality has its respective advantages and disadvantages, stereo-pair camera approaches used 
within a standard operating microscope is the focus of this article. A new method that permits the 
automatic and near real-time estimation of 3D surfaces (at 1Hz) under varying magnifications of 
the operating microscope is proposed. This method has been evaluated on a CAD phantom 
object and on full-length neurosurgery video sequences (~1 hour) acquired intraoperatively by 
the proposed stereovision system. To the best of our knowledge, this type of validation study on 
full-length brain tumor surgery videos has not been done before. The method for estimating the 
unknown magnification factor of the operating microscope achieves accuracy within 0.02 of the 
theoretical value on a CAD phantom and within 0.06 on 4 clinical videos of the entire brain 
tumor surgery. When compared to a laser range scanner, the proposed method for reconstructing 
3D surfaces intraoperatively achieves root mean square errors (surface-to-surface distance) in the 
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0.28-0.81mm range on the phantom object and in the 0.54-1.35mm range on 4 clinical cases. The 
digitization accuracy of the presented stereovision methods indicate that the operating 
microscope can be used to deliver the persistent intraoperative input required by computational 
biomechanical models to update the patient’s preoperative images and facilitate active surgical 
guidance. 
3.1 Introduction 
Intraoperative soft tissue deformations or shift can produce inaccuracies in the 
preoperative plan within image-guided surgical (IGS) systems. For instance, in brain tumor 
surgery, brain shift can produce inaccuracies of 1-2.5cm in the preoperative plan (Roberts et al., 
1998a; Nimsky et al., 2000; Hartkens et al., 2003). Furthermore, such inaccuracies are 
compounded by surgical manipulation of the soft tissue. These real-time intraoperative issues 
make realizing accurate correspondence between the physical state of the patient and their 
preoperative images challenging in IGS systems. To address these intraoperative issues, several 
forms of intraoperative imaging modalities have been used as data to characterize soft tissue 
deformation in IGS systems. Based on the modality used, intraoperative tissue deformation 
compensation methods can be categorized as: (1) partial or complete volume tomographic 
intraoperative imaging of the organ undergoing deformation and (2) intraoperative 3D 
digitization of points on the organ surface, the primary focus of this article. Tomographic 
imaging modalities such as intraoperative computed tomography (iCT) (King et al., 2013), 
intraoperative MR (iMR), and intraoperative ultrasound (iUS) have been used to compensate for 
tissue deformation and shift in hepatectomies (Lange et al., 2004; Bathe et al., 2006; Nakamoto 
et al., 2007) and neurosurgeries (Butler et al., 1998; Nabavi et al., 2001; Comeau et al., 2000; 
Letteboer et al., 2005). These types of volumetric imaging modalities provide direct access to the 
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deformed 3D anatomy. However, these modalities are affected by surgical workflow disruption, 
engendered cost, or poor image contrast. 
Employing 3D organ surface data to drive biomechanical models to compute 3D 
anatomical deformation is an alternative to the compensating for anatomical deformation using 
the above mentioned volumetric imaging based methods. Recent research has demonstrated that 
volumetric tissue deformation can be characterized and predicted with reasonable accuracy using 
organ surface data only (Dumpuri et al., 2010a; Chen et al., 2011; DeLorenzo et al., 2012; 
Rucker et al., 2013). These types of computational models rely on accurate correspondences 
between digitized 3D surfaces of the soft-tissue organ taken at various time points in the surgery. 
Certainly, persistent delivery of 3D organ surface measurements to this type of model-update 
framework can realize an active and superior IGS system. Organ surface data and measurements 
to drive these computational models can be obtained using textured laser range scanners (tLRS), 
conoscopic holography (Simpson et al., 2012), and stereovision systems. All of these modalities 
deliver geometric measurements of the organ surfaces in the field of view (FOV) as 3D points or 
a point cloud. In the case of tLRS and stereovision, the point clouds carry color information 
making them textured. These modalities allow for an inexpensive alternative to 3D tomographic 
imaging modalities and provide an immediate non-contact method of digitizing 3D points in a 
FOV. With these types of 3D organ surface digitization and measurement techniques, the 
required input can be supplied to the patient-specific biomechanical computational framework to 
compensate for soft tissue deformations in IGS systems. In this chapter, we compare the point 
clouds obtained by the tLRS and the developed stereovision system capable of digitizing points 
under varying magnifications and movements of the operating microscope.  
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Optically tracked tLRS have been used to reliably digitize surfaces or point clouds to 
drive biomechanical models for compensation of intraoperative brain shift and intraoperative 
liver tissue deformation (Cash et al., 2007; Dumpuri et al., 2010a, 2010b; Chen et al., 2011; 
Rucker et al., 2013). The tLRS can digitize points with sub-millimetric accuracy within a root 
mean square (RMS) error of 0.47mm (Pheiffer et al., 2012). While the tLRS provides valuable 
intraoperative information for brain tumor surgery, establishing correspondences between 
temporally sparse digitized organ surfaces is challenging and makes computing intermediate 
updates for brain tumor surgery even more challenging (Ding et al., 2011).  
Stereovision systems of operating microscopes can remedy the deficiencies of the tLRS 
by providing temporally dense 3D digitization of organ surfaces to drive the patient-specific 
biomechanical soft-tissue compensation models. Initial work in a similar vein has been done with 
respect to using an operating microscope for visualizing critical anatomy virtually in the surgical 
FOV for neurosurgery and otolaryngology surgery (King et al., 1999; Edwards et al. 2000). In 
this augmented reality microscope-assisted guided intervention platform, bivariate polynomials 
for camera calibration (Willson, 1994) are used with a given zoom and focus input setting for 
establishing the correct 3D position of critical anatomies overlays. Figl et al. (2005) developed a 
fully automatic calibration method for an optical see-through head-mounted operating 
microscope for the full range of zoom and focal length settings, where a special calibration 
pattern is used. In this presented work, we use standard camera calibration techniques (Zhang, 
2000) with a content-based approach and do not separate the zoom and focal length settings of 
the microscope’s optics as done in Willson (1994) and Figl et al. (2005). Our method is based on 
estimating the magnification being used by neurosurgeons. This magnification is the result of a 
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combination of using the zoom and/or focal length adjustment functions on the operating 
microscope. 
Although stereovision techniques are often used for surface reconstruction in computer-
assisted laparoscopic surgeries (Maier-Hein et al., 2013, 2014), in this chapter, we focus on three 
stereovision systems that have been used for brain shift correction using biomechanical models. 
These stereovision systems are housed externally or internally within the operating microscope, 
which is used routinely in neurosurgeries. The 3D digitization of the organ surface present in the 
operating microscope’s FOV can be accomplished using stereovision theory. The first system 
uses stereo-pair cameras attached externally to the operating microscope optics (Sun et al., 2005a, 
2005b; Ji et al., 2010). This setup renders the assistant ocular arm unusable when the cameras are 
powered on. Often, the assistant ocular arm of the microscope is used as a teaching tool. This 
limits the acquisition of temporally dense cortical surface measurements. The second 
stereovision system also uses an external stereo-pair camera system attached to the operating 
microscope. This system relies on a game-theoretic approach for combining intensity 
information in the operating microscope’s FOV to digitize 3D points (DeLorenzo et al., 2007, 
2010). The system relies on manually delineated sulcal features on the cortical surface for 
computing 3D surfaces or point clouds using the developed game-theoretic framework. Similar 
to the disadvantages shouldered by the tLRS, the temporally sparse data from these two 
stereovision systems make establishing correspondence for driving the model-update framework 
challenging. Paul et al. (2005) developed the third stereovision system. This system uses external 
cameras and is capable of displaying 3D reconstructed cortical surfaces registered to the patient’s 
preoperative images for surgical visualization. In Paul et al. (2009), the stereovision aspect of 
this system has been extended for registering 3D cortical surfaces acquired by the stereo-pair 
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cameras for computing cortical deformations. One of the major unaddressed issues in these three 
stereovision systems is the acquisition of reliable and accurate point clouds from the microscope 
under varying magnifications and microscope movements for the duration of a typical brain 
tumor surgery, approximately 1 hour.  
During neurosurgery, the surgeon frequently moves the head of the operating microscope 
and zooms in and out of the surgical site to effectively manipulate the organ surface to perform 
the surgery. The magnification function of the operating microscope is a combination of changes 
in zooms and focal lengths of the complex optical system housed inside the head of the operating 
microscope. The unknown head movements and magnification changes alter the determined 
camera calibration parameters at the pixel level, cause calibration drift, and consequently, result 
in inaccurate point clouds.  
In published methods, the stereo-pair cameras are either recalibrated or the operating 
microscope’s optics are readjusted to the initial calibration state for the stereo-pair cameras when 
a point cloud needs to be obtained during the surgery. Overall, the inability to persistently and 
robustly digitize points on the organ surface accurately for the duration of the neurosurgery has 
been one of the considerable barriers to widespread adoption of the operating microscope as a 
temporally dense intraoperative digitization platform. As a result, the development of an active 
IGS system capable of soft tissue surgical guidance to the clinical armamentarium has been 
slowed. 
In this chapter, we develop a practical microscope-based digitization platform capable of 
near real-time intraoperative digitization of 3D points in the FOV under varying magnification 
settings and physical movements of the microscope. Our stereovision camera system is internal 
to the operating microscope and this keeps modifications and disruptions to the surgical 
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workflow at a minimum. With this intraoperative microscope-based stereovision system, the 
surgeon can perform the surgery uninterrupted while the video streams from the left and right 
cameras get acquired. Furthermore, the assistant ocular arm of the operating microscope is still 
usable. Preliminary work comparing the accuracy of point clouds obtained from such a 
microscope-based stereovision system against the point clouds obtained from the tLRS on CAD 
phantom objects has been presented in our previous work (Kumar et al., 2013).  
In this chapter, we (1) develop a real-time stereovision system to robustly handle varying 
magnifications and physical movements of the microscope’s head based on a content-based 
approach. We (2) compare the theoretical magnification of the microscope’s optical system to 
the magnification computed from our near real-time algorithm; and (3) evaluate the accuracy of 
the digitization of 3D points using this intraoperative microscope-based digitization platform 
against the gold standard tLRS on a CAD designed cortical surface phantom object and cortical 
surfaces from 4 full-length clinical brain tumor surgery cases conducted at Vanderbilt University 
Medical Center (VUMC). To the best of our knowledge, fully automatic near real-time 3D 
digitization of points in the FOV using an operating microscope subject to unknown 
magnification settings has not been previously reported. Our fully automatic intraoperative 
microscope-based digitization platform does not require any manual intervention after a one-time 
initial stereo-pair calibration stage and can robustly perform under realistic neurosurgical 
conditions of large magnification changes and microscope head movements during the surgery. 
Additionally, we validate our methods on full-length highly dynamic neurosurgical videos that 
last over an hour, the typical duration of a brain tumor surgery. This type of extensive validation 
of an automatic digitization method has not been done before to the best of our knowledge. 
Validations on earlier digitization methods (Sun et al., 2005; DeLorenzo et al., 2007; Paul et al., 
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2009; Ding et al., 2011) have dealt with short video sequences (~3-5 minutes) acquired at sparse 
time points and rely on manual initializations. Furthermore, we perform a study comparing the 
surface digitization accuracy of the stereo-pair in the operating microscope against the gold 
standard tLRS on 4 clinical cases. Overall, we demonstrate a clinical microscope-based 
digitization platform capable of reliably providing temporally dense 3D textured point clouds in 
near real-time of the FOV for the entire duration and under realistic conditions of neurosurgery. 
3.2 Materials and methods 
Section 3.2.1 describes the equipment and CAD models used for acquiring and evaluating 
stereovision data. Sections 3.2.2 and 3.2.3 explain the digitization of 3D points using the 
operating microscope under fixed and varying magnification settings respectively. 
3.2.1 Data acquisition and phantom objects 
The proposed video-based method for 3D digitization under varying magnifications is an all-
purpose method not limited to the use of an operating microscope and is independent of any 
hardware interfaces such as the StealthLink® (Medtronic, Minneapolis, MN, USA). To clarify, 
the magnification function on the operating microscope changes the zoom and focal length 
values of the microscope’s optical system, housed in the head of the microscope. Furthermore, 
the head of the microscope can be moved in physical space and this does not necessarily change 
the values of zoom and focal lengths in the optical system, but such movements changes the 
range of the operating microscope to the surgical field, i.e. the brain surface. This physical 
change in the range of microscope to the organ surface is reflected in the FOV of cameras and 
needs to be accounted for when sizing the point clouds correctly. Such movements and zoom and 
focal length changes can be recovered using our algorithm as a single value, which can then be 
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used to digitize the FOV correctly. We call this single value the magnification factor affecting 
the FOV. This all-purpose method can also be used for surgeries that do not require an operating 
microscope. For instance, in breast tumor surgery, a stereo-pair camera system capable of 
magnification can be located afar from the surgical field in the operating room. The proposed 
algorithm can recover the magnification factor, which signifies the changes of the FOV captured 
in the cameras due to physical movement of the camera system with respect to the breast surface 
and the magnification (zoom and focal length) changes. Our method is more amenable to the 
surgical workflow as an all-purpose fully automatic 3D digitization method for different types of 
soft-tissue surgeries. It should be clarified, however, that optical tracking would be needed to 
transform the correctly sized digitized 3D organ surfaces to the stereo-camera system’s 
coordinate system for driving a model-based deformation compensation framework. 
In this work, we use the OPMI® Pentero™ (Carl Zeiss, Inc., Oberkochen, Germany) 
operating microscope with an internal stereo-pair camera system. This is the current microscope 
used in neurosurgery cases at VUMC. The internal stereo cameras of this operating microscope 
is comprised of two CCD cameras, Zeiss’ MediLive® Trio™, and have NTSC (720x540) 
resolution with an acquisition video frame rate of 29.5 frames per second (fps). The stereo-pair 
cameras are setup with a vergence angle of 4° to assist stereoscopic viewing. FireWire® Video 
cards at the back of the Pentero microscope are connected via cables to a desktop, which 
acquires video image frames from both cameras. Figure III-1 shows the stereo video acquisition 
system of the Pentero microscope. This microscope was used at VUMC to obtain patient video 
data with Institution Board Review (IRB) approval. We test our methods on stereo-pair videos of 
4 full-length clinical brain tumor surgery cases acquired by the Pentero microscope. The stereo-
pair videos were acquired uninterrupted for the entire duration of clinical cases #2-4. Clinical 
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cases #2-4 are approximately of duration 77 minutes, 115 minutes, and 78 minutes respectively. 
Clinical case #1’s stereo-pair video acquisition was not as seamless because of hard drive storage 
limitations on the acquisition computer and these stereo-pair videos were acquired periodically 
until the end of brain tumor surgery, the post-resection stage. The duration of clinical case #1 
was approximately 99 minutes but the stereovision acquisition computer was able to capture a 
total of approximately 24 minutes of video interspersed throughout this clinical case. 
 
Figure III-1: The Zeiss Pentero microscope as a test-bed, (a) the microscope, (b) the two 
FireWire® videocards for acquisition (indicated by red arrows), and (c) the OPMI head of 
the microscope. 
 To test our stereovision approach and verify the accuracy of the digitized 3D points in the 
FOV of the microscope under varying magnifications, a phantom object of known dimensions 
was designed using CAD software. The phantom object, shown in Figure III-2, was rapid 
prototyped within a tolerance of 0.1mm vertically (EMS, Inc., Tampa, Florida, USA). The 
bitmap texture on this phantom object is a cortical surface from a real brain tumor surgery case 
performed at VUMC. This is the kind of RGB texture expected in the FOV of the operating 
microscope during neurosurgery. 
 70 
 
Figure III-2: CAD model of a cortical surface, where the texture is from a real brain tumor 
surgery case performed at VUMC is shown in (a), and (b) shows the phantom object in the 
FOV of the Pentero microscope. 
3.2.2 Point clouds under fixed focal length 
Stereovision is a standard computer vision technique for converting left and right image 
pixels to 3D points in physical space. Trucco & Verri (1998), Hartley & Zisserman (2004) and 
Bradski & Kaehler (2008) describe this stereovision methodology in detail. In Kumar et al. 
(2013), we use the stereovision technique composed of stereo calibration (Zhang, 2000), stereo 
rectification (Bouguet, 1999, 2006), and stereo reconstruction based on Block Matching (BM) 
(Konolige, 1997) steps to digitize 3D points in the FOV of the Pentero operating microscope. 
Using Zhang’s calibration technique, a chessboard of known square size is shown in various 
poses to the stereovision system of the operating microscope. We use a chessboard square size of 
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3mm to provide metric scale to the point clouds acquired by the microscope. We perform 
Zhang’s calibration technique once prior to the start of the surgery and make sure the initial 
calibration is accurate. We achieve a calibration accuracy of approximately 0.67-0.81 pixel2 
using Zhang’s method (Kumar et al., 2013). The main result from the stereovision methodology 
is the reprojection matrix, Q, shown in Equation III-1(a). The elements of Q are image “focal 
lengths” or scale factors in the image axes, (fx, fy), the location of image-center in pixel 
coordinates, (cx, cy), and Tx is the translation between left and right cameras. It should be clarified 
that the intrinsic parameters (fx, fy, cx, cy) of the cameras are not the microscope optics’ focal 
length and zoom. The process of stereo calibration (Zhang, 2000) establishes the relationship 
between the microscope’s optics and the camera’s intrinsic parameters at the pixel level. Q is 
used for reprojecting a 2D homologous point (x, y) in the stereo-pair image and its associated 
disparity d to 3D by applying Equation III-1(b). When the zoom and focal length of the operating 
microscope change, the reprojection matrix, Q, changes as well. 
 
𝑄 = 1 0 0 −𝑐!
!0 1 0 −𝑐!!0 0 0 𝑓!!0 0 !!!! !!!!!!!!!
 (III-1a), 𝑄 𝑥𝑦𝑑1 =
𝑋𝑌𝑍𝑊  (III-1b) 
In the work, Kumar et al. (2013), we show that the accuracy of the 3D digitized points using 
BM (Konolige, 1997) and Semi-Global Block Matching (Hirschmuller, 2008) methods are in the 
0.46-1.5mm range for different phantom objects. For the purpose of developing a real-time 
stereovision system, we picked BM for stereo reconstruction because of its simplicity and 
because the method can compute disparities in 0.03 seconds. Though other real-time techniques 
for the stereo reconstruction stage have been used for IGS (Chang et al., 2013), we have shown 
herein that BM provides sufficient accuracy and has no major drawbacks of its use in the 
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acquisition of point clouds of the brain surface in clinical cases. An example of the stereovision 
point cloud acquired by the Pentero operating microscope on the phantom object using the BM 
method is shown in Figure III-3. 
It should be clarified that the captured stereo-pair videos’ image frames remain the same 
dimension, 720 x 480, regardless of the use of magnification function on the microscope or 
physical movements of the microscope. This means that if magnification were changed on the 
microscope, all reconstructed point clouds would be of the same dimensions (length, width, and 
depth). This is incorrect because the physical dimensions of the object did not change and the 
computed point clouds will be larger/smaller than it should be. If the magnification factor were 
estimated, the computed point clouds would be sized correctly and be reflective of the physical 
dimensions of the object. 
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Figure III-3: Block Matching (BM) stereo reconstruction results on the cortical surface 
phantom. The point cloud is shown at the bottom. The green rectangles indicate the FOV 
common to the left and right cameras, and BM uses this FOV to compute the point cloud. 
3.2.3 Point clouds under varying magnifications 
This section develops a method to automatically compute the change in magnification factor 
of the microscope’s FOV without any prior knowledge. This magnification factor is used for the 
digitization of 3D points using the stereovision framework of Section 3.2.2 (Kumar et al., 2013). 
Our method keeps the metric scale used in Section 3.2.2 valid for the digitization of points under 
varying magnification settings. Since initial calibration has been performed at the metric scale (in 
our case, 3mm), the problem of estimating the change in focal length resulting from the 
magnification function of the microscope becomes constrained and does not require self-
 74 
calibration camera procedures devised by Hartley (1999), Pollefeys et al. (1999, 2007). Snavely 
et al. (2006) proposed methods for the automatic recovery of unknown camera parameters and 
viewpoint from large collections of images of scenic locations. Similar work involving the 
calibration of focal lengths for miniaturized stereo-pair cameras for laparoscopy has been 
proposed by Stoyanov et al. (2005), where a constrained parameterization scheme for the 
computation of focal lengths is developed. Though these techniques have been successfully used 
in various applications, estimation of the magnification factor of the operating microscope is less 
complex and we present a simple approach herein to compute this value. The proposed 
procedure of estimating the magnification factor of the stereovision system assumes that the 
extrinsic relationship between left and right cameras remain unchanged inside the operating 
microscope. In this section, we first explain the theoretical basis of the magnification of 
operating microscopes and then delve into the near real-time algorithm. 
3.2.3.1 Magnification of operating microscope 
Magnification describes the size of an object seen with the unaided eye in comparison to 
the size seen through an optical system. The optical system of a microscope consists of a primary 
objective, a tube lens, and an eyepiece with focal lengths, fO, fT, and fE respectively (Born & 
Wolf, 1999; Lang & Muchel, 2011). The operating microscope’s optical system is equipped with 
a magnification changer or a zoom system with different telescope or Galilean magnifications, γ, 
which can be arranged between the primary objective and the tube lens. Including all these 
elements of the microscope, the total magnification of the operating microscope, VM, can be 
computed as shown in Equation III-2 (Lang & Muchel, 2011). In Equation III-2, VE is the 
magnification of the eyepiece (Lang & Muchel, 2011). The operating microscope’s 
magnification function changes fO and γ values while keeping fT and fE unchanged. Note that VM 
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combines both the zoom parameter and focal length parameters of the operating microscope’s 
magnification function. On the Pentero microscope, the zoom and focal length can be adjusted 
separately but they can be combined to form Equation 2. In this paper we are concerned with 
changes in VM during neurosurgery. Figure III-4 illustrates the optical system housed inside the 
head of the Pentero operating microscope. We expect other commercial optical systems of 
microscopes to be similar in construction. Our proposed algorithm is agnostic to various types of 
optical systems. The Pentero microscope shows radial distortion in its captured images (Lang & 
Muchel, 2011) and the stereo calibration algorithm by Zhang (2000) corrects for this radial 
distortion. We use Zhang’s method (2000) for performing stereo calibration once. 
 𝑉! =    !!!! ∗ 𝛾 ∗ 𝑉! (III-2) 
 
 
Figure III-4: The optical system housed inside of the Pentero operating microscope is 
shown. The magnification function on the microscope uses the magnification and primary 
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objective changers. The autofocus function optimizes the values of γ and fO for which the 
organ surface is in focus and is sharp. 
 Let 𝑉!!  denote the magnification of the operating microscope at any given time t. For 
instance, the microscope’s total magnification used during the initial stereo calibration stage, 
discussed in Section 3.2.2, is 𝑉!! . When the surgeon uses the zoom function of the microscope at 
successive time points ti and tj, where ti < tj, the primary objective’s focal length, fO, and Galilean 
magnifications, γ, are changed. Furthermore, the use of the zoom function magnifies the FOV at 
ti by α  to the zoomed version of the FOV at tj. This signifies that the change in total 
magnification of the microscope at time ti and tj are proportionally related by α, as shown in 
Equation III-3. We denote 𝛼!! the magnification from time ti to tj. We derive Equation III-4 using 
Equations IV-2 and IV-3. Using Equation III-4, we can now compute the change in 
magnification at different time points, ti and tj. Since Zeiss’ Pentero microscope’s screen displays 
the fO and γ values, we can compute the theoretical 𝛼!! from Equation III-4. It should be clarified 
that the running magnification from time ti to tk, where ti < tj < tk, denoted by 𝛼!!can be derived as 
a serial relationship as shown in Equation III-5. The manual entering of fO and γ for the 
calculation of α leads to an inelegant solution for a seamless and persistent microscope-based 
digitizer.  
 𝑉!! = 𝛼 ∗ 𝑉!! ;   𝛼 > 0 (III-3) 𝛼!!   =    !!!!!! ∗ !!!!  (III-4) 𝛼!! = 𝛼!! ∗ 𝛼!!  (III-5) 
 
 The physical range between the organ surface and the stereo-pair’s image planes is 
changed when the microscope’s head is moved by the neurosurgeon. These movements may not 
affect the theoretical magnification, α, but changes the reprojection matrix, Q, in Equation III-1a.   
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It should be clarified that our proposed algorithm computes a magnification factor, 𝛼, which is a 
scale change of the FOV of the camera resulting from the use of the magnification function on 
the microscope and/or physical movements of the microscope’s head. The magnification 
function on the microscope can change the zoom or focal length of the microscope’s optics, as 
shown in Equation III-2. In the projective geometry case for the pinhole camera model, this 
magnification factor, 𝛼, gets multiplied with the focal length, (fx, fy), and the location of image-
center in pixel coordinates, (cx, cy), for each camera of the stereo-pair. It should be noted that 
knowing the exact reason for the change in the microscope’s optics – the focal length or zoom 
changes of the optics – is not needed to compute the scaling of the intrinsic camera parameters (fx, 
fy, cx, cy), which characterize the size of the camera’s FOV. The radial and tangential distortions 
of the camera lenses, and the extrinsic parameters of the stereo-pair remain constant when the 
cameras are zoomed in and out of the FOV. The goal in this chapter is to use the temporally 
dense videos acquired by the stereovision system to automatically estimate the magnification 
factor from time ti to tj, which is denoted by 𝛼!!. We assume that 𝛼! = 1 for 𝑉!! , the magnification 
factor during the initial calibration stage. This estimation of the magnification factor, 𝛼!!, will 
enable the reliable 3D digitization of points using the stereovision system of the operating 
microscope under different magnifications and movements. 
3.2.3.2 Algorithm 
The method for computing the magnification factor of the operating microscope, 𝛼, is 
comprised of the following parts: (1) feature detection, (2) matching and homography 
computation, (3) estimation of magnification factor, and (4) analysis of divergence. Steps (1) and 
(2) are basis for homologous point matching between two or more images. Homologous feature 
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points-based tracking in endoscopic surgery videos has been a challenging problem in minimally 
invasive surgery (MIS) technology. Recent works tackling this problem for lengthy video 
sequences have been presented by Yip et al. (2012), where a combination of feature detectors are 
used to persistently track the organ surface in animal surgery and human nephrectomy 
endoscopic videos. These tracked points are then used with the stereovision methodology to find 
3D depth. In Giannarou et al. (2013), anisotropic regions are tracked using Extended Kalman 
Filters and tested on in vivo robotic-assisted MIS procedures. Puerto et al. (2012) compared 
several feature matching algorithms over a large annotated surgical data set of 100 MIS image-
pairs. In this chapter, we perform salient feature point matching between two consecutive image 
frames of the video to compute the magnification factor. This means that the set of homologous 
salient feature points detected between any two pairs of consecutive image frames can be 
different. In this chapter, we do not aim to track feature points for the course of the neurosurgery 
video. 
3.2.3.2.1 Feature detection 
We take a content-based approach for computing the magnification factor of the microscope. 
This requires the detection of features in the FOV of the operating microscope, which is captured 
by the cameras. The image location, in pixels, of these distinct features is called a keypoint. The 
FOV under the microscope is subject to scale changes from the magnification function and 
possible rotational changes from the physical movements of the microscope’s head. To detect 
keypoints subject to these realistic conditions of neurosurgery, we opt for a robust scale- and 
rotational-invariant feature detector. Feature detection is a well-studied topic in computer vision 
(Tuytelaars & Mikolajczyk, 2007), Scale Invariant Feature Transform or SIFT by Lowe (2004) 
and Speeded Up Robust Features or SURF by Bay et al. (2006) are two popular scale-invariant 
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and rotation-invariant detectors. We use the SURF detector because of its fast computation time 
(Bay et al., 2006) to detect keypoints in the stereo-pair video streams. This feature detector yields 
a 128-float feature descriptor per keypoint in the image. Let 𝜑! be the set of keypoints detected 
at magnification, 𝑉!! , at time ti and 𝜑! be the set of keypoints detected at magnification, 𝑉!!, at 
time tj, where ti < tj and are within a temporal range of approximately 1 second. Typically, 1200-
1800 SURF keypoints are detected per image frame for clinical cases. 
3.2.3.2.2 Matching and homography 
Once 𝜑! and 𝜑! sets of SURF keypoints are computed, a matching stage will establish 
homologous points. The putative matching between the sets of keypoints of 𝜑! to those of 𝜑! are 
determined using an approximate nearest neighbor approach on the 128-float SURF feature 
descriptors of the keypoints. The computationally fast implementation of k-d trees from the 
FLANN library is used for establishing these putative matches (Muja & Lowe, 2009). Figure 
III-5(a) shows the computed nearest neighbor matches between the keypoints on brain tumor 
surgery cases performed at VUMC using the Pentero operating microscope. The nearest 
neighbor approach estimates the correspondences between 𝜑! and 𝜑! with several mismatches or 
outliers.  
 Estimating a homography or affine transformation between a pair of images taken from 
different viewpoints is a standard technique for finding homologous points in panoramic 
stitching (Hartley & Zisserman, 2004; Bradski & Kaehler, 2008; Szeliski, 2011). The 
homography preserves the fact that if three keypoints lie on the same line in one image, then 
these keypoints will be collinear in the other image as well. In Yip et al. (2012), a homography 
estimation was used to determine homologous keypoints, reject mismatches, and drive the 
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registration stage for endoscopic surgical videos. We take a similar approach for finding 
homologous keypoints in brain tumor surgery video. 
In this chapter, images acquired at ti and tj form the different viewpoints for the purpose 
of eliminating mismatches between correspondences. The soft-tissue deformation from ti and tj is 
small in magnitude and local when compared to global rigid changes caused by the use of the 
microscope’s magnification or physical movements of the microscope. Video 1 demonstrates this 
notion for clinical brain tumor surgery cases #3-4 performed at Vanderbilt University Medical 
Center. In Video 1, one can see that when the magnification is changed on the operating 
microscope, the feature keypoints in the field of view expand or contract everywhere or globally. 
Such a global change makes the divergence field, computed between the homologous keypoints 
at ti and tj, to show an expansion or contraction. The computation of the divergence field is 
described later in Section 3.2.3.2.4. 
From our experimental results and previously acquired tLRS point clouds, we observe that 
the frame-to-frame (1 second apart) soft-tissue deformation in neurosurgery is smoothly varying 
and small in magnitude and computing a homography between times ti and tj is a reasonable 
assumption for finding homologous points. However, in MIS applications this may not be the 
case (Puerto et al., 2012). Homography estimation finds the homologous points that are at the 
intersection of the organ surface and of its tangent plane. In brain tumor surgery, the tangent 
plane will roughly capture the brain surface and bone areas, but may not capture the tumor 
resection. Computing a homography enables the localization of keypoints on the brain surface 
and bone areas and not in the highly dynamic areas of tumor resection. Indeed, using highly 
dynamic areas of the FOV to estimate a global change such as movements and magnification 
will lead to erroneous estimations of magnification factors. 
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In Equation III-6, the homography matrix, H, relates the keypoint 𝑝! on an image plane to the 
keypoint 𝑞! on another image plane, where keypoints 𝑝! ∈ 𝜑! and 𝑞! ∈ 𝜑!. The putative 
correspondences from the nearest neighbor matching stage and the estimated homography matrix 
between them help eliminate spurious matches. We use RANSAC to estimate H that maximizes 
the number of inliers of all the putative correspondences between keypoints in 𝜑! and 𝜑!, subject 
to the reprojection error threshold of Equation III-7, 𝜀!. The RANSAC-estimated homography 
matrix, 𝐻, is further refined from all the correspondences classified as inliers using the 
Levenberg-Marquardt algorithm (Hartley & Zisserman, 2004; Bradski & Kaehler, 2008). The 
resulting inliers are the sets of homologous keypoint matches, 𝜑! and 𝜑!, and an example is 
shown in Figure III-5(b). Typically, 300-1000 homologous points can be determined between ti 
and tj on clinical cases. 𝑞! = 𝐻𝑝!  (III-6) 𝑞! − 𝐻𝑝! ! < 𝜀! (III-7) 
 
 
Figure III-5: The left and right columns are of different brain tumor surgery cases. Row (a) 
of both cases shows the results of the nearest-neighbor matching between SURF keypoints 
between ti and tj time points. Row (b) shows the results of the homography procedure for 
cleaning up mismatches to find the homologous points between ti and tj. Note that the 
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matching and homography procedures are robust to movements of the microscope as 
shown by the clinical case in the right column. 
3.2.3.2.3 Estimation of magnification factor 
The set of keypoints, 𝜑!, detected at the microscope magnification 𝑉!! , is visible as 𝜑!, 
detected at the microscope magnification 𝑉!!. Using the relation in Equation III-4, the estimation 
of the magnification factor, 𝛼!!, is achieved by the notion of spatial coherence between 𝜑! and 𝜑!. 
Spatial coherence ensures that two adjacent keypoints in 𝜑! remain adjacent in 𝜑!. This idea is 
shown in Figure III-5(b), where adjacent keypoints on the left image remain adjacent on the right 
image. When the magnification function is used on the operating microscope or if the 
microscope’s head is physically moved, pairwise distances between any two keypoints in 𝜑! and 𝜑! are scaled by a factor of 𝛼!!. Let 𝛿! and 𝛿! be the pairwise Euclidean distances for all the 
keypoints in 𝜑! and 𝜑! respectively. Then, the magnification factor 𝛼!! can be written as 
Equation III-8 and computed by the linear least squares method. With 𝛼! = 1 for 𝑉!! , the 
magnification factor of the microscope at any time point, tk, can be computed as 𝛼!! using 
Equation III-5. 
 𝛿! = 𝛼!! ∗ 𝛿!    (III-8) 
3.2.3.2.4 Analysis of divergence 
When the microscope is in use during neurosurgery, the content-based approach for 
estimating the unknown magnification factor at any time point may be prone to small drift in 
values. This drift in values can be attributed to the manipulation and the non-rigid motion of the 
soft-tissue, which are captured in the videos as motions of small magnitudes. This dynamic 
content of the FOV causes the resulting 𝛼!! to hover around 1.000 when the magnification 
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function of the operating microscope has not been used or if the microscope’s head has not been 
moved. To account for this magnification factor drift, the divergence of the vector field 
generated by the homologous keypoints in 𝜑! and 𝜑! is used. Specifically, the vectors are 
computed between the pixel locations of the homologous points in 𝜑! and 𝜑!. When the 
magnification function of the microscope is used or if the microscope’s head is physically moved, 
the global scaling change in the FOV will produce a large divergence value, whereas soft-tissue 
deformation produces a small divergence value. A user-defined threshold, 𝜀∇, for the divergence 
determines if the magnification factor should be accepted versus rejected for digitizing the FOV 
as a point cloud. If the FOV has been zoomed-in, the divergence should be positive and the 
vector field between the homologous points will be characterized by an expansion. The 
divergence is negative and the vector field shows compression if the FOV has been zoomed-out. 
This is illustrated in Figure III-6. Experimentally, we have determined that the absolute value of 
divergence tends to be around 0.1-0.3 when the microscope’s magnification has been used or if 
the microscope has been physically moved, otherwise the value is below 0.02. A 𝜀∇ value of 0.02 
works well for the 4 full-length clinical cases (~ 1 hour) we have presented in this chapter. 
 84 
 
Figure III-6: The divergence sign is indicated in the top-right corner in black, the 𝜶!! is 
indicated in green and 𝜶𝟎𝒌 is indicated in blue. The divergence is computed at the centroid 
of all keypoints, indicated by the filled black circle. The divergence in (a) is small and the 
computed magnification factor, 𝜶!!, can be rejected. In (b) and (c) the divergence has large 
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magnitude and the sign of divergence indicates whether the microscope’s zoom-in or the 
zoom-out function was used. Based on the magnitude of the divergence, the current 
magnification factor, 𝜶!!, is accepted for reliably changing the overall magnification factor, 𝜶𝟎𝒌. 
3.2.3.2.5 Microscope-based 3D point clouds 
The estimated magnification factor, 𝛼!!, is used for finding 𝛼!! using Equation III-5, which 
scales the left and right camera intrinsic matrices and the reprojection matrix, Q, described in 
Section 3.2.2. The BM stereo reconstruction method computes the disparity map of the stereo-
pair images acquired at tj. Using the scaled reprojection matrix, 𝑄!, the disparity map produces a 
point cloud of the microscope’s FOV via Equation III-1(b). 
3.3 Results 
3.3.1 Magnification factor evaluation 
In this section, we present the estimation of the magnification factors using the presented 
algorithm and compare it to the theoretical magnification factor. The magnification factor used 
on the phantom object and the VUMC clinical cases is computed using the Pentero microscope’s 
left camera video stream. The Pentero microscope displays the primary objective’s focal length, 
fO, and the Galilean magnification, γ, and the theoretical values of 𝛼!! and 𝛼!! can be computed 
from Equations IV-4 and IV-5. Table III-1 compares the theoretical values of magnification 
factors against our algorithm’s estimations, 𝛼!! and 𝛼!!, for two datasets of the cortical surface 
phantom. With tube focal length fT=170mm and eyepiece magnification VE=10, the theoretical 
total microscope magnification VM (see Equation III-2) can be computed for every time point 
reported in Table III-1 as well. Examples of magnification factors of Dataset 1 are shown in 
Figure III-7. Figure III-7(c) shows the point clouds of Dataset 1 at various magnifications of the 
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Pentero microscope. The BM method with a block-size of nBM=21 was used for reconstructing 
the point clouds and is used for quantitative error analysis in Section 3.3.3 of this chapter. 
 For the results in Table III-1, a minimum of 5 homologous points were required for 
computing the homography, 𝜀! = 10.0, 𝜀∇ = 0.02, and each time point is 2.25s apart. The root 
mean square error is computed between all the estimated and theoretical values of the 
magnification factor for both datasets. Our algorithm is able to estimate the magnification factor 
for successive time points, ti and tj, within 0.12 of the theoretical value. Furthermore, the 
algorithm is able to estimate the current magnification factor of the microscope from the initial 
start time point of the video acquisition, t0, within 0.02 of the theoretical value. 
Table III-1: Comparison of theoretical and estimated magnification factors. Each row is a 
successive time point, in 2.25s increments. The start of video acquisition is indicated by t=0. 
 Theoretical             Algorithm   
t 𝛼!! 𝛼!!  𝛼!! 𝛼!! ∆𝛼!! ∆𝛼!! 
Dataset 1 
0 - 1.00  - 1.00 - - 
1 1.30 1.30  1.32 1.32 0.02 0.02 
2 1.35 1.76  1.35 1.79 0.00 0.03 
3 1.42 2.49  1.41 2.52 0.01 0.03 
4 0.609 1.51  0.610 1.54 0.01 0.03 
5 0.768 1.16  0.747 1.15 0.021 0.01 
6 0.720 0.838  0.731 0.839 0.011 0.001 
7 0.742 0.622  0.751 0.630 0.009 0.008 
8 1.52 0.946  1.52 0.956 0.00 0.01 
9 0.829 0.784  0.818 0.782 0.011 0.002 
10 2.03 1.59  2.04 1.59 0.01 0.00 
11 0.695 1.11  0.688 1.10 0.007 0.01 
Dataset 2 
0 - 1.00  - 1.00  - 
1 0.580 0.580  0.598 0.598 0.018 0.018 
2 0.393 0.228  0.425 0.254 0.032 0.026 
3 4.39 1.00  3.95 1.00 0.44 0.00 
Root Mean Square Error 0.118 0.018 
 
 87 
 
Figure III-7: The cortical surface phantom is used for estimating different magnification 
settings at various time points are shown in (a). The FOV of the left camera for these time 
points is shown in (b). The point clouds computed using the estimated magnification factor 
and the BM method is shown in (c). Note the point clouds of the phantom object are sized 
correctly and reflect the physical dimensions of the phantom object. 
3.3.2 Phantom object data evaluation 
The computed stereovision point clouds at different magnifications are compared to the 
ground truth relative depths of the cortical surface phantom object. The known relative depths, z, 
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of the phantom object are annotated for each pixel (x, y) in the reference left camera image, 
which is used in stereo reconstruction. The stereovision point cloud intrinsically keeps the 
mapping from a pixel to its 3D point. Arithmetic mean and root mean square error (RMS) is 
computed between all the points in the point cloud to its respective ground truth z values. From 
Kumar et al. (2013), the tLRS’ RMS error on the cortical surface phantom was determined to be 
0.69mm and the mean error was 0.227 ± 0.308mm. Table III-2 shows the arithmetic mean and 
RMS errors for all the magnification settings for Dataset 1. We are able to achieve accuracy in 
the 0.28-0.81mm range using our stereovision system and the presented automatic algorithm for 
estimation of the magnification factor of the microscope. The mean error for this dataset is 0.289 
± 0.283mm. The accuracy of our proposed stereovision system is on par with the accuracy of the 
tLRS. Absolute-deviation-based error maps of the cortical surface phantom object are computed 
for the point clouds of Dataset 1 at various magnifications. These are presented in Figure III-8. 
These error maps help contrast the microscope’s stereovision system’s ability to digitize 3D 
points in its FOV at different magnification settings. 
Table III-2: Arithmetic mean and RMS errors for point clouds of Dataset 1 obtained at 
different magnification settings of the microscope. 
t 𝛼!! Mean (mm) RMS (mm) 
0 1.00 0.203 ± 0.265 0.354 
1 1.32 0.288 ± 0.274 0.364 
2 1.79 0.288 ± 0.272 0.359 
3 2.52 0.282 ± 0.173 0.276 
4 1.54 0.270 ± 0.276 0.406 
5 1.15 0.229 ± 0.295 0.358 
6 0.839 0.290 ± 0.303 0.480 
7 0.630 0.600 ± 0.418 0.810 
8 0.956 0.231 ± 0.267 0.416 
9 0.782 0.295 ± 0.312 0.486 
10 1.59 0.265 ± 0.234 0.320 
11 1.10 0.226 ± 0.308 0.357 
Average  0.289 ± 0.283 0.415 
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Figure III-8: Absolute deviation error maps for the cortical surface phantom at various 
time points acquired at different magnification settings of the microscope is shown. The 
limitations of the stereovision system and the BM method can be especially seen at time 
point t=7. 
 It is apparent from Figure III-7(c) and Figure III-8 that time point t=7’s point cloud has 
artifacts. These artifacts occur at abrupt transitions or boundaries as the window for BM catches 
the abrupt transition leading to the artifact. Boundaries of objects in the left camera may be 
occluded in the right camera and this causes the BM stereo reconstruction to be inaccurate 
around boundaries. Other stereo reconstruction algorithms, which are typically non-real-time, 
have addressed these artifacts (Scharstein & Szeliski, 2002). This issue is not a critical limitation 
for neurosurgical applications because the organ surfaces are relatively smooth when compared 
to the abrupt edges in and around the cortical surface phantom object for example. Additionally, 
the stereovision system lacks accuracy in estimating surfaces that is far away from the cameras’ 
image planes. This is attributed to the nonlinear relationship between disparity and depth 
mapping (Trucco & Verri, 1998). The precision of determining the disparity of surfaces that is 
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further away from the cameras is lower because a small number of pixels capture this distant 
surface. The size of a typical craniotomy for brain tumor surgery is the size of the cortical 
phantom object, 4.78cm x 3.36cm, and this is reflected in the microscope’s FOV, shown as t=0 
in Figure III-7 and Figure III-8. This is the FOV used during stereo-pair camera calibration and 
is the working distance of the stereovision system. Zooming out of the surgical field to the extent 
of t=7 will seldom occur as that particular magnification scale of the operating microscope is not 
practical for performing neurosurgery effectively. 
3.3.3 Clinical data evaluation 
In this section we evaluate our presented algorithm for computing magnifications of the 
microscope being used in clinical cases and we also compare the computed stereovision point 
clouds with the acquired tLRS point clouds of the pre- and post-resection cortical surfaces of 4 
brain tumor surgery cases performed at VUMC. The correct magnification factor is needed to 
size the stereovision point cloud for evaluation against the tLRS, especially, for the post-
resection evaluation. As a result, the magnification factors are computed for the entire duration 
of the 4 clinical cases. 
Table III-3 shows computed magnification errors from our fully automatic algorithm and the 
theoretical magnification values for the magnifications used during these clinical cases. The ti 
and tj columns in Table III-3 show the discrete time points when the magnification factor has 
been changed. To keep Table III-3 succinct, we present the magnification factors used for the 
full-length of clinical cases 1-2 and partially for clinical cases 3-4. As mentioned earlier, the 
stereo-pair video for clinical case #1 was acquired periodically throughout the course of the 
surgery and consequently, the time points in ti and tj columns of Table III-3 are not 1 second 
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apart for clinical case #1. For this error analysis study, the neurosurgeon changed the 
magnification of the Pentero microscope and moved the microscope head towards/away from the 
FOV several times in a short time interval for clinical cases 3-4 and we present these results in 
Table III-3. The autofocus function of the operating microscope was enabled during this short 
time interval for clinical cases 3-4, which changed the theoretical magnification values of the 
optical system automatically during physical movements of the microscope’s head. This allowed 
for the correct manual noting of theoretical magnification values regardless of whether the 
magnification function was used or if the microscope’s head was moved physically. It should be 
clarified that the autofocus function on the Pentero microscope may not be enabled to perform 
the brain tumor resection surgery as per the preference of the neurosurgeon. Furthermore, the 
neurosurgeon may take more than 2-6 seconds to use the magnification function of the 
microscope but only one theoretical magnification value was manually noted down. The ti and tj 
columns in Table III-3 reflect this scenario, especially, for clinical cases 2-4. 
Experimentally, we determined that a minimum of 10 homologous points computed the 
magnification factors consistently for the full-length clinical cases. Figure III-9 shows the 
stereovision point clouds for a clinical case at a few magnification settings. For time points 
where the magnification of the microscope has changed, our algorithm is able to estimate the 
magnification factor of successive time points, ti and tj, within 0.044 of the theoretical value in 4 
clinical brain tumor surgery cases. Furthermore, our algorithm is able to estimate the current or 
running magnification factor of the microscope for these clinical cases from the initial start time 
point of the video acquisition, t0, within 0.062 of the theoretical value. 
Video 2 shows point clouds acquired by the operating microscope at different magnifications 
for clinical case #4. On the left side of the Video 2 is the "view selector" of the field of view 
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(FOV) acquired at a different magnification. The point clouds for each view are shown on the 
right. Video 2 first shows the point clouds for each of the 3 views. Then, Video 2 shows the point 
clouds between the views 1-2 and views 2-3. Based on the presented magnification factor 
estimation algorithm, the point clouds have been sized correctly and reflect the physical 
dimensions of the brain surface. It should be clarified that the point clouds are not registered to 
each other because the operating microscope is not optically tracked. 
 
Figure III-9: (a) Rectified left camera at time ti, and (b) time tj, is used for estimating the 
magnification factor of the microscope, which yields the correct size of the point cloud, 
shown in (c). This data is from clinical case #1. 
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Table III-3: Comparison of theoretical magnification and estimated magnification factors 
for 4 clinical cases. The value of ti,j=0 indicates the start of video acquisition. The units for 
ti,j is seconds. (𝜺𝑯 = 10.0, 𝜺𝛁 = 0.02) 
  Theoretical             Algorithm   
ti tj 𝛼!! 𝛼!!  𝛼!! 𝛼!! ∆𝛼!! ∆𝛼!! 
Full-length Clinical Case 1 
0 0 - 1.00  - 1.00 - - 
4.50 6.75 1.28 1.28  1.28 1.28 0.00 0.00 
290.25 412.25 1.19 1.52  1.21 1.55 0.02 0.03 
1122.75 1197.00 0.933 1.42  0.980 1.50 0.047 0.08 
2002.00 2139.00 1.07 1.52  1.02 1.51 0.05 0.01 
2633.25 2637.75 0.954 1.45  0.911 1.40 0.043 0.05 
2640.00 2646.75 0.925 1.34  0.870 1.24 0.055 0.10 
2646.75 2655.75 1.33 1.78  1.35 1.68 0.02 0.10 
Full-length Clinical Case 2  
0 0 - 1.00  - 1.00 - - 
893.90 894.92 0.988 0.988  1.02 1.02 0.027 0.027 
928.47 929.49 1.24 1.23  1.24 1.18 0.0004 0.046 
935.59 936.61 1.12 1.38  1.11 1.32 0.008 0.061 
2862.71 2863.73 1.13 1.55  1.19 1.52 0.069 0.024 
2881.02 2882.03 1.02 1.58  1.05 1.60 0.028 0.018 
3702.71 3703.73 1.15 1.82  1.11 1.78 0.04 0.037 
3703.73 3704.75 1.39 2.53  1.32 2.35 0.07 0.184 
3722.03 3724.07 0.630 1.60  0.633 1.49 0.003 0.108 
3735.25 3737.29 0.856 1.37  0.871 1.30 0.015 0.070 
3751.53 3753.56 1.65 2.25  1.69 2.19 0.04 0.067 
3769.83 3771.86 0.800 1.80  0.798 1.75 0.002 0.057 
Clinical Case 3 
0 0 - 1.00  - 1.00 - - 
6809.49 6810.51 0.613 0.613  0.580 0.580 0.033 0.033 
6856.27 6859.32 1.72 1.06  1.74 1.01 0.02 0.05 
6865.42 6866.44 1.23 1.29  1.17 1.18 0.06 0.11 
6871.53 6873.56 0.711 0.920  0.718 0.850 0.007 0.07 
6878.64 6879.66 0.722 0.664  0.710 0.603 0.012 0.061 
Clinical Case 4 
0 0 - 1.00  - 1.00 - - 
3917.97 3923.39 0.903 0.903  0.912 0.912 0.008 0.008 
3923.39 3924.75 0.612 0.553  0.631 0.575 0.019 0.022 
3936.27 3939.66 1.50 0.829  1.43 0.826 0.065 0.003 
3950.51 3951.19 1.12 0.926  1.12 0.921 0.001 0.005 
3960.00 3968.14 1.29 1.20  1.30 1.19 0.002 0.005 
3979.66 3982.37 1.23 1.48  1.17 1.40 0.055 0.072 
3990.51 3992.54 0.465 0.687  0.462 0.648 0.003 0.038 
4007.46 4008.81 1.35 0.927  1.32 0.853 0.033 0.073 
Root Mean Square Error 0.044 0.062 
 
 To compare the stereovision point clouds obtained from our presented method to the gold 
standard tLRS, the tLRS and stereovision point clouds were obtained as close in time as possible 
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to without disrupting the surgical workflow and this also avoided any occurring brain shift to 
some degree. The acquisition perspective of the tLRS and stereovision systems are different and 
thus, different parts of the craniotomy are viewable from both modalities. As a result, the tLRS 
point clouds were manually cropped to contain the cortical surface area that is common to the 
FOV of the stereovision system. These tLRS point clouds and the stereovision point clouds for 
each brain tumor surgery case were manually aligned. We expect minimal alignment error if the 
operating microscope were optically tracked.   
The stereovision point cloud is much denser than the tLRS’ point cloud because of 
different acquisition distances. For each 3D point in the tLRS, a point in the stereovision point 
cloud is determined using nearest-neighbors, and these stereovision-tLRS nearest-neighbor 
points are used for evaluation. An example is shown in Figure III-10 for a clinical case. The 
RMS errors computed between the tLRS point clouds and the nearest-neighbor stereovision-
tLRS point clouds for the clinical cases are presented in Table III-4. Figure III-11 shows the 
tLRS point clouds and the stereovision point clouds acquired at different magnifications (pre- 
and post-resection) for a clinical case performed at VUMC. It should be clarified that the 
magnification factor is computed continuously throughout the duration of the surgery for the 
stereovision point cloud to have the correct size (length, width, and depth) for post-resection 
analysis. Using our intraoperative microscope-based stereovision system, we achieve accuracy in 
the 0.535-1.35mm range. This accuracy is comparable to the tLRS used in digitizing the cortical 
surface, which as an intraoperative digitization modality has an accuracy of 0.47mm (Pheiffer et 
al., 2012). It should be noted the accuracy values presented in Table III-4 is essentially a surface-
to-surface measure between the tLRS and stereovision point clouds. If the operating microscope 
were optically tracked, then a point-based measure between the tLRS and the stereovision point 
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clouds could be performed. We aim to perform such a study once the optical tracking for the 
Pentero microscope has been developed. The presented error analysis was performed on 
manually aligned stereovision and tLRS point clouds and if the operating microscope were 
optically tracked, we expect minimal alignment error. This could possibly lead to lower RMS 
errors computed between the tLRS point clouds and the nearest-neighbor stereovision-tLRS 
point clouds for the clinical cases. The manual alignment makes the errors presented in Table 
III-4 an upper bound for digitization error of the presented method. In Table III-4, the post-
resection tLRS point cloud for clinical case #3 was unavailable due to tLRS data acquisition 
issues. 
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Figure III-10: Pre-resection clinical case #2 is shown. The nearest-neighbor (NN) 
stereovision point cloud to the tLRS point cloud is shown. This is used for error evaluation. 
The original stereovision point cloud is shown as well.   
 
Figure III-11:  Clinical case #1 tLRS point clouds taken at different time points (pre-
resection (𝜶𝟎𝒌=1.28, post-resection 𝜶𝟎𝒌=1.67) and from our stereovision system is shown. The 
tLRS’ point cloud is acquired at a specific working distance and at a different angle from 
the operating microscope, this is apparent in the tLRS bitmap. The tLRS point cloud has 
been made larger for visualization purposes. The stereovision point clouds and the tLRS 
point clouds were manually aligned for the error analysis shown in Table III-4. Note, the 
presented algorithm for magnification factor estimation runs for the duration of the 
surgery to size the post-resection point cloud correctly. 
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Table III-4: RMS errors (surface-to-surface distance) computed between tLRS and the 
nearest-neighbor stereovision-tLRS point clouds at different magnifications for 4 clinical 
cases performed at VUMC. The RMS errors are in millimeters. 
Clinical Case Surgery Stage RMS (mm) 𝛼!! Timestamp (minutes) 
1 Pre-resection 0.887 1.28 0.077 
1 Post-resection 1.35 1.67 99.65 
2 Pre-resection 0.536 1.0 0.034 
2 Post-resection 1.12 1.73 77.03 
3 Pre-resection 1.06 1.0 0.017 
4 Pre-resection 0.945 1.0 0.147 
4 Post-resection 0.850 0.578 78.09 
RMS Range 0.536 – 1.35mm 
 
 Our presented algorithm is also robust to physical movements of the microscope, which 
usually occurs when the neurosurgeon and their resident are performing the brain surgery 
together. Figure III-12 is of clinical case #1 performed at VUMC and shows that the 
correspondences extracted for computing the magnification of the microscope automatically is 
tracked well through the rotation of the microscope from the neurosurgeon to the resident. Video 
3 shows the robust tracking of homologous points and estimation of magnification factors under 
realistic movements of the microscope for clinical case #2 performed at VUMC. Both Figure 
III-12 and Video 3 show realistic and typical movements of the microscope during neurosurgery. 
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Figure III-12: The tracking of corresponding keypoints frame-to-frame is robust to 
movements and rotations of the microscope. The top row shows the left camera sequence of 
clinical case #1 and the bottom row shows the movement of keypoints from the previous 
frame to the current frame. 
 
 From Figure III-9, Figure III-10 and Figure III-11, it is clear that the stereovision point 
clouds have missing points or holes. This limitation is attributed to outliers or undetermined 
disparities in the disparity map computed from the stereo reconstruction stage. It is well 
recognized in computer vision literature that disparities between left and right cameras’ images 
cannot be computed for scenes that are out of focus or without texture (Bradski & Kaehler, 2008). 
In surgery, the areas with no texture typically consist of bloody regions, drapes, surgical 
instruments, and out of focus regions. Determining disparities for texture-less regions of the 
FOV and filling the missing points in the point cloud is beyond the scope of this article, and 
several robust techniques for doing so are discussed in Scharstein & Szeliski (2002). Recently, 
Hu et al. (2012) proposed an interesting method, based on evolutionary agents, for reconstructing 
organ surface data robustly in endoscopic stereo video subject to missing disparities and outliers 
in the disparity map. Maier-Hein et al. (2013) also presented a review of 3D surface 
reconstruction methods for laparoscopic surgeries, where stereo-pair cameras are used. For the 
purpose of model-updated surgical guidance, having holes in the point cloud is not a critical 
limitation. This is because the model-update framework relies on deformation measurements of 
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the organ surface based on established correspondences for registration. Registration methods 
such as thin plate splines (Goshtasby, 1988) provide smooth deformation fields, which have been 
used as input into model-update framework (Ding et al., 2009, 2011). 
3.3.4 Synthetic calibration perturbation under magnification factors 
The main goal of this chapter is to perform stereovision based digitization under different 
magnifications of the operating microscope. It should be clarified that the stereo calibration step 
(Zhang, 2000) is performed once prior to the start of the surgery and this is not performed 
thereafter. The estimated magnification factor updates the intrinsic parameters in the reprojection 
matrix (Equation III-1a) accordingly to size the point clouds correctly that reflect the physical 
dimensions of the brain surface. Though the stereo calibration procedure (Zhang, 2000) is a 
standard method for finding intrinsic and extrinsic camera matrices, it is important to understand 
how these intrinsic parameters (fx, fy, cx, cy) behave under various magnification factors or scaling 
factors, 𝛼. 
We use a camera calibration dataset containing 21 chessboard images, where each 
chessboard square size is 3mm, acquired from the operating microscope to perform this 
perturbation study. We synthetically multiply the automatically detected chessboard corner pixel 
locations by 𝛼 and perturb these corner locations by adding Gaussian noise in pixels. The 
Gaussian noise is added with 𝑁(0,𝜎!), where 𝜎 = 𝛼 ∗ 𝜎 and 𝜎 = 0.5 to 4.0 in increments of 0.5 
and 𝛼 = 0.5 to 3.25 in increments of 0.25. This range of 𝛼 is expected of a typical clinical case in 
neurosurgery. The goal of this study is to understand how intrinsic parameters will scale in 
response to noise perturbations and varied magnification factors, when applied to chessboard 
corners. For instance, at 𝛼 = 1.0, Zhang’s method computes the intrinsic parameters 
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𝑓!!.!, 𝑓!!.!, 𝑐!!.!, 𝑐!!.!  and at 𝛼 = 1.75, Zhang’s method computes 𝑓!!.!", 𝑓!!.!", 𝑐!!.!", 𝑐!!.!" , we 
expect that the ratios between respective intrinsic parameters to be 1.75. This indicates that 
computing the magnification factor robustly will be sufficient to avoid performing stereo 
calibration repeatedly every time the neurosurgeon uses the magnification function on the 
microscope or physically moves the microscope’s head. 
In this study, the camera matrix computed from the left camera of the operating microscope’s 
stereo-pair is analyzed. The ratios of intrinsic parameters (fx, fy, cx, cy) computed at different 
magnification factors, 𝛼, forms the y-axis of the graph in Figure III-13. The ratios are computed 
with respect to 𝑓!!.!, 𝑓!!.!, 𝑐!!.!, 𝑐!!.! . The x-axis indicates the 𝜎 Gaussian noise added to the 
detected chessboard corners. From Figure III-13, it is apparent that ratio between the elements of 𝑓!!.!, 𝑓!!.!, 𝑐!!.!, 𝑐!!.!  and 𝑓!! , 𝑓!! , 𝑐!! , 𝑐!!  is approximately 𝛼 when Zhang’s method is used for 
computing the camera calibration matrices at each 𝛼 and 𝜎. As expected when noise is added to 
the chessboard corner pixel locations, the estimation of intrinsic parameters becomes less 
accurate and this causes the recovered scale (recovered 𝛼) or ratio to be less accurate. Table III-5 
shows the mean and standard deviation of the recovered scale or ratio per 𝛼. From this synthetic 
calibration perturbation study, computing 𝛼 is sufficient to update the reprojection matrix and 
size the point clouds correctly without performing stereo calibration again in a clinical setting. 
Section 3.3.5 performs a perturbation study to understand the robustness of our proposed 
algorithm for estimating this magnification factor 𝛼. 
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Figure III-13: The chessboard corner pixel locations are perturbed by Gaussian noise with 𝝈 at various magnification factors 𝜶. Then, Zhang’s calibration method (2000) estimates 
the intrinsic parameters of the cameras (fx, fy, cx, cy). These plots show the recovered scale 
(recovered 𝜶) or ratio with respect to 𝒇𝒙𝟏.𝟎,𝒇𝒚𝟏.𝟎, 𝒄𝒙𝟏.𝟎, 𝒄𝒚𝟏.𝟎 . As expected, when there is no 
noise added, the ratio between the elements of 𝒇𝒙𝟏.𝟎,𝒇𝒚𝟏.𝟎, 𝒄𝒙𝟏.𝟎, 𝒄𝒚𝟏.𝟎  and 𝒇𝒙𝜶,𝒇𝒚𝜶, 𝒄𝒙𝜶, 𝒄𝒚𝜶  is 
approximately 𝜶. As the added noise increases, the recovered 𝜶 becomes less accurate. 
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Table III-5: Mean and standard deviation (𝝁± 𝝈) of the recovered magnification factor (𝜶) 
per parameter of the camera intrinsic matrix for all noise perturbation levels. 
Name 𝜶=0.5 0.75 1.00 1.25 1.50 1.75 2.00 2.25 2.5 2.75 3.00 
fx, fy 0.50±
0.008 
0.75±
0.018 
0.99±
0.021 
1.26±
0.026 
1.49±
0.021 
1.76±
0.026 
2.01±
0.040 
2.26±
0.078 
2.51±
0.051 
2.76±
0.042 
3.04±
0.101 
cx 0.51±
0.012 
0.76±
0.016 
0.99±
0.015 
1.27±
0.020 
1.51±
0.027 
1.74±
0.036 
2.02±
0.050 
2.24±
0.056 
2.51±
0.033 
2.78±
0.065 
3.03±
0.066 
cy 0.51±
0.006 
0.76±
0.019 
0.98±
0.016 
1.26±
0.024 
1.50±
0.019 
1.75±
0.030 
2.00±
0.036 
2.28±
0.072 
2.52±
0.032 
2.77±
0.065 
3.04±
0.064 
 
3.3.5 Perturbation of keypoints 
At its core, the presented algorithm is dependent on the SURF keypoint pixel locations and 
we perturb the keypoints at ti and tj on a portion of clinical case #2 to test the robustness of our 
magnification factor estimation algorithm. The duration of the portion of clinical case #2 used in 
this section is approximately 77 seconds. This portion of clinical case #2 is where we asked the 
neurosurgeon to change the magnification of the autofocus-enabled microscope and physically 
move the microscope’s head towards/away from the FOV repeatedly at several time points and 
manually noted down the theoretical magnification values. We perturb a percentage of the 
detected keypoint locations at ti and tj, in increments of 5 from 5% to 100%, by Gaussian noise 
of standard deviation, σ. In essence, we are adding pixel-level localization error, of σ magnitude, 
to a percentage of detected SURF keypoints. The standard deviations of Gaussian noise have 
been increased from 1 pixel to 16 pixels. Then, we execute our algorithm to estimate the running 
magnification factor, 𝛼!!, on the portion of clinical case #2. We compute ∆𝛼!! (shown in Table 
III-3) and report the RMS error per percentage of perturbation per σ. Depending on the value of σ, 
approximately 1200 keypoints were detected and around 20-500 homologous keypoints were 
determined from the matching stage of this paper. Figure III-14 shows the plots of the RMS error 
as a function of percentages of perturbed keypoint pixel locations with a specified σ. Figure 
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III-14 shows that as perturbations are increased, the RMS error of the magnification factor 
estimations increase slowly. Without any perturbation of the SURF keypoints, the RMS error for 
the portion of the clinical case #2 is 0.07. The RMS error is the highest, 0.7, for the severe 
keypoint localization noise of σ = 16 pixels, which is not expected of a typical brain tumor 
surgery video sequence. From Figure III-14, our presented method for estimating the 
magnification factor gives a reasonable RMS error when 40% of SURF keypoints can be 
localized within an error of 6-8 pixels. Our algorithm also performs with a low RMS error in 
magnification factor estimation when 20% of SURF keypoints can be localized with an error of 
1-16 pixels. This indicates that the proposed algorithm can robustly estimate the magnification 
factor to correctly size the point clouds obtained from the microscope. The presented algorithm’s 
robustness to perturbations of keypoints can be attributed to the robust RANSAC step of finding 
homologous points by estimating a homography. The RANSAC-based homography estimation 
method is able to mark some of the perturbed keypoints as outliers and then magnification factor 
is estimated using the determined homologous points. As the perturbations become greater, less 
homologous points are found by the RANSAC-estimated homography leading to poorer 
estimation of magnification factor. 
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Figure III-14: Plots showing the RMS running magnification errors when a percentage of 
SURF keypoint pixel locations are perturbed by Gaussian noise of different standard 
deviations, σ. The RMS error value with no perturbation (0%), indicated by the black dot, 
is 0.07. As the noise increases, the RMS error increases slowly as well. 
3.3.6 Digitization time 
For the developed microscope-based digitization system to be a viable intraoperative data 
source, the execution time for all involved steps needs to be considered. Table III-6 lists the 
execution time for all the steps of the stereovision framework, and the presented algorithm for 
the automatic estimation of the microscope’s magnification factor for a Windows 7 Dell 
Precision Desktop T1500 with Intel Core i7 2.80GHz Processor and 12GB RAM. The listed 
execution times can be made faster through code optimizations and by using GPUs. The initial 
stereo calibration stage is performed once prior to the start of the surgery, while the rest of the 
steps for obtaining point clouds from the operating microscope’s FOV subject to unknown 
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magnification changes takes 0.9 seconds per stereo-pair image frame. This translates to 
processing the microscope’s stereo-pair video streams at approximately 1 Hz for active near real-
time 3D digitization. Moreover, this quick 3D digitization does not require any manual action 
and is actively performed while the neurosurgery is in progress. In addition, it is also important 
to realize that the current use of image-guidance within the surgical theatre involves periodic 
intraoperative data acquisition of the surgical field at distinct time points, for example, 
intraoperative data may be obtained 4-5 times over the course of a 3-4 hour surgery. Table III-6 
suggests the possibility of a near real-time minimally cumbersome solution for providing 
relatively continuous intraoperative data of the surgical field compared to the very sparse data 
acquisitions that occur routinely today. 
Table III-6: Average runtimes for all the tasks involved in the presented operating 
microscope-based digitization of 3D points. The tasks are executed per stereo image pair 
unless otherwise noted. 
Task Average Time 
Acquisition of stereo video 0.03s, 29.5 fps 
Initial stereo calibration (done once) 30s 
Stereo rectification 0.06s 
BM stereo reconstruction 0.3s 
SURF keypoints 0.2s 
Matching & Homography 0.2s 
Estimation of 𝛼 & Divergence 0.1s 
Total Digitization Time 0.9s 
 
3.4 Discussion 
The presented algorithm for automatically estimating the magnification factor of the 
operating microscope is built on a content-based approach. This approach relies on the temporal 
persistence of features in the FOV of the microscope, which is a reasonable assumption in 
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neurosurgery. The organ surface is very rich in features for determining SURF keypoints and 
stereo video acquisition can seamlessly provide the temporal persistence needed to estimate the 
unknown magnification settings and movements of the microscope. Digitizing points on distant 
regions in the FOV of the stereo-pair cameras, beyond its working plane, is a limitation of 
stereovision theory. The working distance of the stereo-pair cameras is determined by the 
calibration pattern’s initial poses during the stereo calibration stage. The tLRS is also limited by 
its working distance for digitization of points and thus, the tLRS cannot digitize regions closer 
than its working distance. For stereovision systems, closer regions are digitized with better 
accuracy and fine-grain depth measurements can be estimated (Bradski & Kaehler, 2008). 
Digitizing distant surfaces, beyond the working plane, is not a critical limitation for the use of the 
proposed intraoperative microscope-based digitization system. The size of the calibration pattern 
can be made similar to the size of the surgical site in neurosurgery. This allows for the 
stereovision’s working plane for the accurate estimation of disparity to be the area of the organ 
surface. Furthermore, computing the unknown magnification factor of the operating microscope 
keeps the stereovision’s working plane intact for disparity estimation and 3D digitization. 
The limitations of the block matching stereo correspondence algorithm have been previously 
discussed in this chapter and the disparities can be computed robustly using newer techniques 
such as Maier-Hein et al. (2013). The computation of magnification factors depends on the 
SURF keypoints being homologous between ti and tj. Drastic changes such as when the 
neurosurgeon’s gloves are suddenly blocking the entire FOV can hamper the matching process 
for finding homologous keypoints. For large abrupt movements of the microscope’s head, 
increasing the sampling rate for finding homologous points from 1 second to analyzing every 
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frame helps find homologous points. This is because movements appear smooth at every frame, 
but taking every 30th frame (every 1 second) for analysis makes these movements appear abrupt. 
It should be noted that if the presented algorithm miscalculates the magnification factor with 
a large error between ti and tj, then the error does accumulate. This will lead to incorrectly sized 
stereovision point clouds at the post-resection stage yielding a larger error when compared to the 
post-resection tLRS. However, from our results in Table III-4, the presented algorithm is able to 
estimate the magnification factor for the entire duration of the brain tumor surgery and the post-
resection digitization error between the presented method and the gold standard tLRS is quite 
reasonable, in the RMS error range of 0.84-1.35mm. To clarify this further, the tLRS and 
stereovision point clouds were manually aligned for the error computation and the error 
evaluation can be driven by any misalignment. Table III-4 presents the upper bound of 
digitization error between the presented stereovision system and the tLRS. We think the reported 
error is reasonable because it is an order of magnitude smaller (in millimeters) than the typical 
values of brain shift, 1-2.5cm, in brain tumor surgery (Roberts et al., 1998a). 
Another limitation of the presented method occurs when the FOV remains out of focus for 
long periods of time because the neurosurgeon has adjusted the surgical microscope’s focal point 
to view the resection cavity better. Though it does not adversely affect the performance of 
keypoint matching to a great extent, it does severely affect the block matching disparity 
estimation algorithm and a better stereo correspondence method can solve this issue. To counter 
these effects, the autofocus function on the operating microscope may be used to make the entire 
FOV sharp and the presented method performs well. Recall that the autofocus function of the 
Pentero microscope adjusts its optics every time the magnification function is used or if the 
microscope’s head is moved. 
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It should be noted that the goal of this paper is to correctly size the digitized point clouds 
acquired from an operating microscope that is reflective of the physical dimensions of the organ 
surface. Since the operating microscope used in this work is not optically tracked, transformation 
of these correctly sized clinical point clouds to the microscope’s coordinate system is not 
achieved. These coordinate transformations are needed to compute organ surface displacements 
for driving a model-based deformation compensation framework. Overall, the vital information 
contained in the feature-rich regions of the cortical surface digitized accurately with an optically 
tracked microscope can facilitate the delivery of continuous intraoperative measurements 
required for driving a deformation compensation framework. To satisfy a major part of this 
requirement, our stereovision system is designed to reliably and accurately digitize the organ 
surface in near real-time. The optical tracking aspect of the operating microscope is currently 
under development. Lastly, the presented stereovision digitization platform is not limited to 
operating microscopes used in neurosurgeries and related research is underway for extending this 
kind of stereovision platform for other soft tissue surgeries. 
3.5 Conclusion 
The proposed non-contact intraoperative microscope-based 3D digitization system has an 
error in the range of 0.28-0.81mm on the cortical surface phantom object and 0.54-1.35mm on 
clinical brain tumor surgery cases. These errors were computed based on surface-to-surface 
distance measures between point clouds obtained from the tLRS and the operating microscope’s 
stereovision system. These ranges of accuracy are acceptable for neurosurgical guidance 
applications. Our system is able to automatically estimate the magnification factor used by the 
surgeon in full-length clinical cases without any prior knowledge within 0.06 of the theoretical 
value. The operating microscope-based intraoperative digitization system is able to acquire video 
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streams, estimate any change in magnification and recalibrate its stereo-pair cameras, and deliver 
reliable point clouds at approximately 1 Hz. This reliable digitization of 3D points in the FOV 
using the operating microscope provides the impetus to pursue novel methods for surgical 
instrument tracking for additional guidance and microscope-based image to physical registration 
in IGS systems sans optical trackers. Using the proposed microscope-based digitization system 
as a foundation, a functional intraoperative IGS platform within the operating microscope 
capable of real-time surgical guidance is quite achievable in the future. When this novel 
digitization platform is combined with biomechanical model-based updating of IGS systems, a 
particular powerful and workflow-friendly solution to the problem of soft-tissue surgical 
guidance is realized and would be an attractive addition to the clinical armamentarium for 
neurosurgery. 
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Abstract 
In brain tumor surgery, soft-tissue deformation, known as brain shift, introduces inaccuracies 
in the application of the preoperative surgical plan and impedes the advancement of image-
guided surgical (IGS) systems. Considerable progress in using patient-specific biomechanical 
models to update the preoperative images intraoperatively has been made recently. These model-
update methods rely on accurate intraoperative 3D brain surface displacements. In this chapter, a 
fully automatic method to compute relative 3D displacements for lengthy (~10-15 minutes) 
stereo-pair brain tumor surgery video sequences is investigated and developed. The first part of 
the method finds homologous keypoints temporally in the video. The second part computes the 
nonrigid transformations between these homologous keypoints temporally. Using these 
temporally deformed keypoints at the current image frame of the video and the initial set of 
keypoints, computed at the beginning of the video, the respective point clouds (computed at the 
current image frame and beginning of the video) are aligned and relative 3D displacements can 
be computed. The results, based on 6 video sequences on 3 clinical cases, show that this speedy 
and promising method can track points on the brain surface in lengthy clinical video sequences 
and potentially provide relative 3D brain surface measurements intraoperatively for use with the 
model-based updating frameworks. A mean Target Registration Error (TRE) of 7.05 ± 2.57 
pixels is achieved on the 6 clinical video sequences using the developed method. 
4.1 Introduction 
The process of soft-tissue resection makes accounting for soft-tissue changes during image-
guided surgery (IGS) challenging. A method to account for the volumetric soft-tissue shift and 
deformation is to employ surface data and measurements to drive a patient-specific 
 117 
computational biomechanical model to intraoperatively update the IGS system in the operating 
room (OR) (Dumpuri et al., 2010; DeLorenzo et al., 2012). The textured laser range scanner 
(tLRS) (Ding et al., 2009; Dumpuri et al., 2010) and stereovision systems are a few modalities 
researched for obtaining organ surface measurements intraoperatively (Sun et al., 2005; Paul et 
al., 2009; DeLorenzo et al., 2010). We believe that persistent delivery of digitized 3D organ 
measurements to drive the model-update framework is sufficient to realize an active and superior 
IGS system. To achieve this, correspondences between intraoperative 3D brain surfaces need to 
be established. 
The work by Ding et al. (2009) proposed a semi-automatic method for establishing these 
correspondences in pre- and post-resection tLRS surfaces. Previous work by Ding et al. (2007) 
involved performing nonrigid registration on the 2D surgical tLRS images before and after 
deformation and then finding the full 3D displacements by relating each 2D tLRS image pixel to 
its corresponding depth measurement. This type of approach resulted in smaller registration 
errors than performing 3D-to-3D nonrigid registration on the point clouds. A similar approach is 
taken here but is applied to the stereovision system that has been developed in Chapter III. 
Stereovision systems developed in (Sun et al., 2005; DeLorenzo et al., 2010) digitized the 
cortical surface in 3D and established manually delineated correspondences for short sequences 
of stereo-pair video. Analysis of brain tumor surgery video sequences for the purpose of tracking 
the cortical surface has been proposed in Paul et al. (2009) and in Ding et al. (2011). The method 
by Paul et al. (2009) relies on manually selected points at the bifurcations of vessels in short 
stereovision video sequences. Ding et al. (2011) developed a nonrigid registration algorithm for 
tracking entire vessels in short monocular video sequences. Using registration between the tLRS 
and the monocular video, brain shift was estimated. 
 118 
Though acceptable errors were achieved in tracking the cortical surface in brain tumor 
surgery videos by Paul et al. (2009) and in Ding et al. (2011), these methods were limited in 
scope when determining homologous points robustly and tracking was effective in short video 
sequences (~ 1-2 minutes) only. Furthermore, both approaches required frequent manual 
initializations and interventions. In this chapter, an algorithm that robustly determines 
homologous points in the highly dynamic brain surgery video for longer video sequences (~ 12 
minutes) is proposed. These homologous points are used in a nonrigid registration framework to 
compute 2D deformations. With the stereovision methodology developed in Chapter III, we are 
able to digitize points on the brain surface resulting from these computed deformations to 3D. 
This yields the 3D cortical surface displacements, which can potentially drive a biomechanical 
model-update framework in brain tumor surgery. It should be specified that the computed 
cortical surface displacements are relative and not absolute because the operating microscope is 
not optically tracked. The developed algorithm for tracking points has been tested on six 5-21 
minute video sequences from 3 clinical cases.  
4.2 Methods 
This section briefly outlines the major steps of the algorithm. Section 4.2.1 describes the data 
acquisition and Section 4.2.2 describes the stereovision process and its function in establishing 
3D displacements. Sections 4.2.3 and 4.2.4 describes the estimation of a brain mask, which 
enables better frame-to-frame computation of homologous points. Section 4.2.5 uses these 
homologous points to compute deformation fields, which are used for tracking a set of points 
throughout a video sequence. Section 4.2.7 uses these continuously tracked points to deform the 
stereo-pair image at time t0 to time tj. Finally, using Section 4.2.2’s stereovision techniques, 3D 
displacements between t0 and tj are computed. The overview of this algorithm is shown in Figure 
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IV-1. In this figure, first, the estimated brain mask is used for finding homologous points 
belonging to the brain surface areas in frames ti and tj. This is used for registering frame ti to 
frame tj using rigid and nonrigid transformation techniques, generating a deformation field Fij. 
Another set of feature points, P0, is detected at the beginning of the video sequence, at time t0. 
The set of points P0 are deformed continuously in time by Fij to obtain P0’s pixel locations at tj, 
this is denoted by 𝑃!!. Now, a deformation field between P0 and Pj can be computed as F0j and 
this is used for deforming stereovision image frames at t0. Using stereovision, these deformed 
stereovision frames yield a disparity map and the point cloud C0j. The point clouds computed for 
the unaltered stereo-pair frames at tj are Cj. The relative 3D displacements between time t0 and tj 
can now be computed using C0j and Cj. 
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Figure IV-1: Overview of the algorithm that enables tracking of points on the cortical 
surface for computing 3D intraoperative displacements.  
4.2.1 Data acquisition 
Brain tumor surgery stereo-pair videos were acquired for the clinical cases under Vanderbilt 
University’s IRB approval. The videos were acquired at 30 frames per second using the OPMI® 
Pentero™ operating microscope (Carl Zeiss, Inc., Oberkochen, Germany) equipped with two 
internal CCD cameras (Zeiss’ MediLive® Trio™), and have NTSC (720x540) image resolution. 
4.2.2 Stereovision point clouds 
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The stereovision work from Chapter III is used for converting stereo-pair images into 3D 
point clouds. Briefly, stereo calibration is achieved using a planar chessboard pattern shown in 
10-15 different poses to the operating microscope’s stereo-pair cameras. Stereo calibration 
accuracy between 0.67-0.81 pixel2 is achieved. After stereo rectification, stereo correspondence 
is performed using the block-matching algorithm, with a window size of nBM, to find disparities 
between left and right camera images. These disparities are used in projecting the pixels in left 
and right images to 3D. It should be noted that each left-right image pair has an associated 
disparity image, which is used for finding 3D points. The stereovision point cloud for image 
frame, tj, is computed as point cloud Cj. The stereo-pair images at t0 are deformed using the 
presented algorithm. These deformed stereo-pair images are denoted as t0j. A disparity map is 
estimated on these deformed t0j stereo-pair images and the 3D point cloud is computed as C0j. It 
should be clarified that the developed algorithm aligns the stereo-pair images at t0 to the stereo-
pair images at tj. This allows for the respective point clouds to be aligned as well because the 
point clouds are computed based on disparity estimation of the stereo correspondence step. 
4.2.3 Brain mask 
Brain tumor surgery videos are highly dynamic and many extraneous objects can be seen in 
the microscope’s field of view for lengthy periods of time. These objects include gloves, 
neuropatties, various surgical instruments, saline solution dispenser, and drapes. The primary 
goal of this algorithm is to track points on the brain surface and this requires segmentation of 
extraneous objects from the FOV. Using a simple method, a binary mask is generated that 
segments brain areas (brain surface and skull flap) in the frames of the video from the rest of the 
objects. This brain mask is used for driving the later stages of the algorithm, specifically, in 
determining frame-to-frame homologous points that only belong to the brain areas. 
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The brains surface and skull flap are typically red in color and the extraneous objects are 
typically of a different color. We find that in the CIE-L*a*b* color space the extraneous objects 
are darker in the a*-channel, and a simple threshold, 𝛼!"#$%, can remove them. At image frame, 
t0, the number of pixels in the binary mask that satisfy the 𝛼!"#$% threshold is noted as m0. Let 
the number of pixels in the binary mask that satisfy the 𝛼!"#!" threshold in common to both 
image frames ti and tj be mij. If  
!!!!" < 𝛼!"#$%, then image frames ti and tj contain sufficient brain 
areas for the purpose of tracking and the brain mask common to frames ti and tj is stored, denoted 
by Mij. If the 𝛼!"#$% is not satisfied, the image frames ti and tj are not processed for tracking 
because it contains too many extraneous objects. Figure IV-2 shows an image frame, which has a 
surgical instrument and the computed binary mask that will be used for finding homologous 
points that belong to the brain areas. 
 
Figure IV-2: (Left) shows the original image frame with a surgical instrument. (Middle) 
shows the binary mask result from the proposed method for finding the brain areas that 
will be used for tracking. (Right) shows the brain areas as a result of the computed mask. 
This binary threshold technique works fairly well for most parts of the brain tumor surgery. 
When the extraneous objects such as neuropatties is soaked with blood or when the stainless 
steel surgical instrument reflects the blood (making its pixels red), then this threshold technique 
becomes limited and the binary mask contains the blood soaked areas of the extraneous objects. 
This is not a critical limitation to the tracking of points on the brain surface algorithm because 
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the areas with blood-soaked neuropatties tend to be small in the FOV of video sequences used in 
this chapter. This means that most of the frame-to-frame homologous points of Section 4.2.4 lie 
on the brain surface. 
4.2.4 Homologous points 
The method for finding frame-to-frame homologous points between times ti and tj is similar 
to the method presented in Sections 3.2.3.2.1 and 3.2.3.2.2. In a practical scenario, the 
homologous points computed for estimating the magnification factor of the microscope can be 
reused for tracking points on the cortical surface. The computing of homologous points based on 
the SURF detector (Bay et al., 2008) is described briefly for completeness of this chapter. A 
detailed description of this method has been previously discussed in Chapter III. 
SURF feature detectors robustly detect scale- and rotation-invariant salient features in the 
brain tumor surgery videos. The image location, in pixels, of these salient features is called a 
keypoint. The SURF feature detector yields a 128-float feature descriptor per keypoint. Let 𝜑! be 
the set of keypoints detected at ti and 𝜑! be the set of keypoints detected at tj, where ti < tj and are 
within a temporal range of a few seconds. A threshold, thSURF, determines the number of SURF 
keypoints detected per image frame (Bay et al., 2008). 
A matching stage establishes correspondences between 𝜑!and 𝜑!sets of SURF keypoints. 
Using nearest-neighbor matching, k-d trees (Muja & Lowe, 2009), on the 128-float feature 
descriptors between 𝜑!and 𝜑!sets of keypoints, a set of corresponding keypoints is determined. 
These correspondences have several mismatches or outliers. To remove spurious matches, a 
homography matrix is computed using the RANSAC method. Homography preserves the fact 
that if three keypoints lie on the same line in one image, then these keypoints will be collinear in 
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the other image as well (Bradski & Kaehler, 2008; Szeliski, 2011). The RANSAC-based 
estimation of homography matrix maximizes the number of inliers, n, of all putative 
correspondences from the nearest-neighbor matching stage, (𝜑!, 𝜑!), subject to the reprojection 
error threshold, 𝜀!. These n inliers are homologous points. Note that this procedure determines a 
different n for different image pairs of ti and tj. More details related to this method can be found 
in Sections 3.2.3.2.1 and 3.2.3.2.2. Figure IV-3 shows the determined homologous points 
between two image frames for two different clinical cases. 
 
Figure IV-3: The left and right columns are of different brain tumor surgery cases. Row (a) 
of both cases shows the results of nearest-neighbor matching between SURF keypoints at at 
ti and tj time points. Row (b) shows the results of the homography procedure for cleaning 
up mismatches to find the homologous points between ti and tj. 
 
4.2.5 Frame-to-frame 2D deformation fields 
Let (𝑝!, 𝑞!), where 𝑝! ∈ 𝜑! and 𝑞! ∈ 𝜑! be the homologous points determined from Section 
4.2.4. These n homologous points drive the registration stages for the tracking of points on the 
brain surface in clinical videos. The registration stage is split into rigid and nonrigid registration 
steps. The rigid registration accounts for global movement changes in the field of view (FOV) of 
the surgery video. These types of global movements are attributed to movements of the operating 
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microscope’s head and small movements introduced by the neurosurgeon while performing 
tumor resection. The point-based rigid-body transformation, Tr, is computed between 𝑝! to 𝑞!, 
where 𝑝! are the source points and 𝑞! are the target points (Fitzpatrick et al., 2000). 
To account for local movements, primarily, due to pulsations of the cortical surface and soft-
tissue manipulation, a nonrigid registration refinement step is used on the n rigidly transformed 
homologous points. The nonrigid transformation, Tnr, is based on Thin Plate Splines (TPS) 
(Goshtasby, 1988). The number of TPS control points used is equal to the n homologous points 
obtained from Section 4.2.4. The smoothness of the resulting deformation field is controlled by a 
regularization parameter, 𝜆 (Rohr et al., 2001), which is annealed over nnr iterations using 𝛾 as 
the annealing parameter. This is described in Equation IV-1, where a minimizer f solves the 
variational problem between source and target points. The regularized TPS finds the nonrigid 
transformation, Tnr, i.e. the deformation field between successive time points, ti and tj, as Fij. The 
composition of the Tnr and Tr transformations align the source points, 𝑝!, to the target points, 𝑞!. 
𝐸 𝑓 = min! 𝑞! − 𝑓 𝑇! 𝑝! ! +   𝜆! !!!!!! + !!!!!! + 2 !!!!"!#!!!! ; (IV-1) 𝑤ℎ𝑒𝑟𝑒  𝜆! = 𝜆! ∗   𝛾!; 𝑘 = (1…𝑛!") 
 
4.2.6 Continuous deformation of points 
Let 𝑃! be the SURF keypoints detected at the first image frame of the video sequence at t=0 
or t0. This set of points a t0 is deformed continuously in time by the computed Fij. This means 
that 𝑃! is temporally deformed by Fij to form 𝑃!!. For example, if ti=0 and tj=1, then F01 deforms 𝑃! to form 𝑃!!. Now, if ti=1 and tj=2, then F12 deforms 𝑃!! to form 𝑃!! and so on. Using this 
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scheme, at time, tj, 𝑃!! has been temporally computed by using frame-to-frame deformations, Fij, 
computed at every tij. This results in the tracking of 𝑃!, initially computed at time t0, to time tj.  
For all clinical video sequences, the initial detection of 𝑃! is performed within a user-defined 
region of interest indicative of the brain surface with the SURF hessian threshold, thSURF. This 
results in approximately 500-800 keypoints that make up 𝑃!. Additionally, a user-defined region 
of interest enables better estimation of 3D displacements as discussed in Section 4.2.7. To 
evaluate the accuracy of the tracking of points, a manually selected set of points, 𝑃!, is deformed 
using the proposed algorithm and target registration error is computed. This is further discussed 
in Section 4.3.1. Approximately 10-15 points are manually selected to form 𝑃!, which also 
facilitates visualization. Figure IV-4 shows the tracking of points, 𝑃!, continuously in time for a 
clinical case. In this figure, row (a) shows the results of frame-to-frame registration (Section 
4.2.5) from clinical video sequence #1’s image frames ti (source) to tj (target), accurate 
registration (Fij) will make the target (blue) and source (green) circles overlap to form cyan 
(columns 3 and 4). Row (b) shows the keypoints, 𝑃!, at t0 (69.1 seconds) deformed continuously 
in time by the computed Fij. The locations of the blue keypoints, 𝑃!, 𝑃!!"", 𝑃!!"#, and 𝑃!!!" 
illustrate the tracking of points on the brain for a lengthy duration of surgery. 
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Figure IV-4: Tracking of points, 𝑷𝟎, continuously in time for a clinical case is shown. 
4.2.7 Estimating 3D displacements 
The estimated 3D displacements of the cortical surface between time t0 and tj are required to 
drive the model-update framework. From the discussion in Section 4.2.6, we have keypoints 𝑃! 
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at t0 that are estimated as 𝑃!! at tj. In addition, we have stereo-pair images at t0 and tj. To compute 
3D displacements, the stereo-pair images at t0 and tj need to be aligned. Using source points, 𝑃!, 
and target points, 𝑃!!, a deformation field F0j is computed using the methods described in Section 
4.2.5. This deformation field, F0j, deforms the stereo-pair images at t0 to align them to the stereo-
pair images at tj. Disparity estimation technique from Chapter III, block matching with window 
size nBM, is used for finding disparities for the deformed stereo-pair images at t0 and for the 
stereo-pair images at tj. Following this, the point cloud for the deformed stereo-pair images at t0 
is computed as C0j and the point cloud for the stereo-pair images at tj is computed as Cj using the 
methods discussed in Chapter III. Note that the point cloud C0j is aligned to point cloud Cj. This 
enables the computation of 3D displacements per point between C0j and Cj point clouds. It 
should be clarified that since the operating microscope is not optically tracked, the estimated 3D 
displacements of the cortical surfaces between t0 and tj are relative 3D displacements and not 
absolute 3D displacements that are in the microscope’s coordinate system.  
4.3 Results 
In this section, the results for the image registration algorithm detailed in Section 4.2 are 
presented on six clinical video sequences from 3 clinical cases performed at VUMC. The six 
video sequences range from 5-21 minutes. The goal of Chapter IV is to track points on the 
cortical surface for lengthy periods of time accurately. These tracked points are then used to 
deform the stereo-pair images at time t0 to the stereo-pair images at tj. Using the methodology 
from Chapter III, the point clouds for the stereo-pair images at tj and the deformed stereo-pair 
image at t0 are computed. These aligned point clouds of the cortical surface are then used for 
computing relative point-to-point 3D displacements. Absolute displacements in the microscope’s 
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coordinate system are currently unavailable because the operating microscope is not optically 
tracked.  
4.3.1 Target registration error 
 To evaluate the approach quantitatively, the registration errors between successive time 
points, ti and tj, (Section 4.2.5) and between time t0 and tj (Section 4.2.6) is computed. Frame-to-
frame set of homologous keypoints, 𝜑!!, which are used in computing Fij, can be considered 
“fiducial” points that register image frames from ti to tj. Note that 𝜑!! contains n homologous 
point pairs (𝑝!, 𝑞!). We compute fiducial registration error (FRE) (Fitzpatrick et al., 2000) to 
assess the quality of frame-to-frame registration and the resulting deformation field, Fij. Since the 
set of homologous keypoints, 𝜑!!, are not physical fiducial markers located in the FOV, we call 
FRE the keypoint registration error (KRE). Equation IV-2 defines KRE below. The KRE is 
computed automatically and indicates how well Fij aligns frames ti and tj, which is critical for 
continuously deforming 𝑃! in time. We achieve a mean KRE of 1.42 ± 0.32 pixels with 
approximately 670 fiducial keypoints on average per ti-tj image-pair for the six clinical video 
sequences. 
𝐾𝑅𝐸!" = !! 𝑇!" 𝑇! 𝑝! − 𝑞! ! 𝑇!" 𝑇! 𝑝! − 𝑞!!!!!   (IV-2) 
To evaluate the accuracy of the tracking of points, a manually selected set of points, 𝑃!, is 
deformed using the proposed algorithm and the target registration error (TRE) is computed 
(Fitzpatrick et al., 2000). It should be clarified that points 𝑃! are not used in the registration 
methods and are manually delineated in the video sequences. Approximately 10-15 points are 
manually selected to form 𝑃! for six clinical video sequences. These points were carefully picked 
to cover a large area of the brain that is consistently visible through the video sequence. To 
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compute TRE, the manually delineated points 𝑃! at frame t=0 were continuously tracked. This 
means 𝑃!=𝑃! at t0 and 𝑃! is deformed to 𝑃!! using Section 4.2.6. The pixel locations of points in 𝑃! are manually marked at frames positioned at 25%, 50%, 75% and 100% of the clinical video 
sequence. We denote this 𝑃!"%,  𝑃!"%,  𝑃!"%, and  𝑃!""%. The algorithm continuously deforms 𝑃! 
to 𝑃!!"%, 𝑃!!"%, 𝑃!!"%, and 𝑃!!""%. Now TRE for each %-frame can be computed between the 
algorithm’s estimated pixel locations and the manually delineated locations using Equation IV-3. 
In Equation IV-3, the transformations Tnr and Tr are computed from t0 to tj using Section 4.2.6. It 
is possible that some of the many manually marked TRE points may not be visible in the later 
frames of the video (for example, at frame position of 75%) because of neuropatties, blood, and 
tumor resection. These nonvisible points are not used in the TRE analysis. From Section 4.2.7, if 
the TRE error is small then the computed deformation, F0j, can realize reasonable relative 3D 
displacements between the point clouds, C0j and Cj.  
𝑇𝑅𝐸!!!% = !! 𝑻!" 𝑻! 𝑃!% − 𝑃% ! 𝑻!" 𝑻! 𝑃!% − 𝑃%!!!!    (IV-3) 
 
 Table IV-1 shows the computed TRE values at frames positioned at 25%, 50%, 75% and 
100% of the six clinical video sequences. The TRE is measured in pixels and TRE measurement 
in millimeters is not readily available because the microscope’s magnification is changed 
frequently. At some time point in these video sequences, an X-ray detectable neuropatty is 
visible. The X-ray detection strip measures 1mm. Using an image measurement tool, we find that 
the neuropatties’ detection strip is 20 pixels on average. This means the conversion for pixels to 
millimeters is 20 pixels to 1mm. From the presented results in Table IV-1, the TRE errors are 
quite small in millimeters and this indicates that reasonable relative cortical surface 3D 
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displacements can be obtained. Additionally, the computed TRE on the %-frames for two 
clinical cases is shown in Figure IV-5Figure IV-7. The average TRE for all six video sequences 
is 7.05 ± 2.57 pixels or 0.35 ± 0.13 mm. 
Table IV-1: Target Registration Errors (pixels) for six video sequences at frames positioned 
at 25%, 50%, 75% and 100% of the video sequence. 
Sequence # Duration (minutes) 25% 50% 75% 100% 𝝁 ± 𝝈 
1 13 5.78 5.74 8.45 9.74 7.43 ± 1.73 
2 15 3.77 4.87 6.56 5.35 5.14 ± 1.00 
3 21 5.74 5.40 6.38 13.20 7.68 ± 3.21 
4 7 6.44 8.01 13.77 9.12 9.33 ± 2.73 
5 10 3.06 5.29 9.97 8.31 6.65 ± 2.67 
6 5 5.86 6.00 5.60 6.83 6.07 ± 0.47 
Average TRE (pixels) 7.05 ± 2.57 
 
 
Figure IV-5: TRE for sequence #1 (13 minutes). Green dots are targets that were manually 
delineated, blue dots are the algorithm’s estimations of the targets that are deformed 
continuously in time, and cyan indicates overlap between the green and the blue dots. 
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Figure IV-6: TRE for sequence #4 (7 minutes). Green dots are targets that were manually 
delineated, blue dots are the algorithm’s estimations of the targets that are deformed 
continuously in time, and cyan indicates overlap between the green and the blue dots.  
 
 
Figure IV-7: TRE for sequence #5 (10 minutes). Green dots are targets that were manually 
delineated, blue dots are the algorithm’s estimations of the targets that are deformed 
continuously in time, and cyan indicates overlap between the green and the blue dots. 
4.3.2 Possibility of relative 3D cortical surface displacements 
The aim of this section is to demonstrate that computing 3D cortical surface displacements 
from the operating microscope as an intraoperative data source is possible. Since the microscope 
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is not optically tracked, only relative cortical surface displacements can be computed. To achieve 
this aim, clinical point clouds are obtained using the methodology in Chapter III and point clouds 
are aligned using the presented method in Section 4.2. Low TRE errors from the tracking of 
points on the cortical surface leads to better point cloud alignment for estimating displacements. 
The stereo correspondence and disparity estimation limitations apply when computing these 
displacements. Poor and unknown disparities cause missing 3D values in the point clouds, which 
leads to lack of displacement estimations. Section 4.4, addresses possible solutions to this 
limitation. 
The point clouds used in computing these relative 3D surface displacements at different time 
points of the surgery tend have 200,000-300,000 points, which makes it cumbersome for 3D 
visualization. For better visualization in the figures below, the X-Y vectors are drawn while the 
depth in Z dimension is encoded as a colored heatmap. An example of a colored heatmap 
showing depth magnitudes in the Z dimension is shown in Figure IV-8. The X-Y vectors are 
overlaid on this heatmap as well, shown in Figure IV-9 and Figure IV-10. Figure IV-10 is of 
clinical sequence #6 and shows mostly brain pulsations. The computed X-Y vector field 
illustrates lateral change caused by pulsation while the depths in Z are small in magnitude. 
It should be clarified that the X-Y-Z vector indicating relative 3D displacements between 
point clouds acquired at different time points during the surgery is available and can possibly 
drive the computational biomechanical model framework for the compensation of brain shift 
during brain tumor surgery. 
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Figure IV-8: Point cloud snapshots are shown at 8.1 seconds (source) and 804 seconds 
(target) for clinical sequence #1. The colored heatmap shows the encoded depth values, in Z 
direction, between the source and target point clouds. The heatmap shows the changes in 
depth 803.39 seconds after the source image. 
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Figure IV-9: Point cloud snapshots are shown at 8.1 seconds (source) and 4685 seconds 
(target) for clinical sequence #4. (Bottom left) shows the X-Y vector field between the 
source and target point clouds. (Bottom right) The colored heatmap shows the encoded 
depth values, in the Z direction, between the source and target point clouds. (Bottom right) 
The X-Y vector field is also overlaid on this heatmap. The relative displacement vectors X-
Y-Z at a time difference of 4677.96 seconds is available. 
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Figure IV-10: Point cloud snapshots are shown at 3578 seconds (source) and 3702 seconds 
(target) for clinical sequence #6, which is of a pulsating brain. This set of point clouds show 
more lateral/horizontal displacements than in Z direction. (Bottom left) shows the X-Y 
vector field between the source and target point clouds. (Bottom right) The colored 
heatmap shows the encoded depth values, in Z direction, between the source and target 
point clouds. (Bottom right) The X-Y vector field is also overlaid on this heatmap. The 
relative displacement vectors X-Y-Z at a time difference of 124.06 seconds is available. 
4.3.3 Parameter values and runtimes 
Table IV-2 shows the different parameters and their values used in the presented 
algorithm. 
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Table IV-2: Parameters and their values used in the presented algorithm 
Parameter Description Value 𝛼!"#$% Threshold CIE-L*a*b*, a* channel 15 𝛼!"#$% Filter threshold for processing image frames 0.75 
thSURF Hessian threshold for SURF detector 100 𝜀! Homography, RANSAC reprojection error 10.0 𝜆! Initial regularization parameter for TPS 106 𝛾 Annealing parameter for TPS 0.93 
nnr Annealing iterations for TPS 3 
nBM Block matching window size 21 
 
The algorithm was executed on a Windows 7 Dell Precision Desktop T1500 with Intel Core 
i7 2.80 GHz Processor and 12 GB RAM. The image resolution per camera is 720x540. Table 
IV-3 shows the execution runtimes for different steps of the algorithm in Chapter IV. The 
number of control points or homologous keypoints used in computing the deformation field 
based on Thin Plate Splines (TPS) directly affects the overall runtime of the algorithm. For a 
reasonable 1000 control points, TPS deformation field computation for a 720x540 image takes 6-
7 seconds. From Table IV-3, the total runtime for computing relative 3D displacements between 
t0 and tj takes 8-10 seconds. To the best of our knowledge, this kind of speed in estimating 3D 
displacements of soft tissue has not been achieved. 
Table IV-3: Average runtimes for all tasks involved in the computation of 3D 
displacements, including the tracking of keypoints in surgical video 
Task Average Time 
Acquisition of stereo video 0.03s, 29.5 fps 
Initial stereo calibration (done once) 30s 
Stereo rectification 0.06s 
Block matching stereo reconstruction 0.3s 
SURF keypoints 0.2s 
Matching & Homography 0.2s 
CIE L*a*b* brain mask 0.3s 
Registration/Deformation (Rigid & TPS) 7.0-9.0s 
Total time per frame for estimating displacements 8.0-10.0s 
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4.3.4 Limitations of the algorithm 
The developed algorithm for tracking points in highly dynamic brain tumor surgery videos 
has some limitations. Mainly, the reality of surgery limit the duration of video that can be 
processed with the proposed method to 5-20 minutes. 
• The method for filtering the frames based on the brain mask, Section 4.2.3, may result 
in poor tracking if frames of the video are not processed for 1-2 minutes. During this 
period, significant changes in the FOV can occur because of soft tissue resection or 
microscope movements. This makes tracking of points on the brain surface 
challenging.  
• Surgical instruments can significantly manipulate the soft-tissue during resection 
causing lack of homologous points between consecutive time ti-tj frames in the area 
of this manipulation. This is a limitation of the homography matching step. Figure 
IV-11 shows an example of this scenario. 
To perform the surgery effectively, the focus of the microscope can be placed at the resection 
cavity of the brain by the neurosurgeon and this can make the entire FOV blurry for long periods 
of time (10-35 minutes). This is shown in Figure IV-11. Disparity estimation, Section 3.2.2, is 
challenging on these types of out-of-focus images and thus, 3D displacements cannot be 
established accurately. Moreover, the limitations of block matching disparity estimation method 
becomes more apparent when 3D displacements need to be computed between frames at any two 
time points. Figure IV-12 shows the disparity estimation of blurry or out-of-focus FOVs using a 
more sophisticated, albeit, slower non-real-time method (Nguyen, 2013). This technique is a 
combination of block matching and dynamic programming disparity estimation methods. This 
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sophisticated disparity method has also been used to compute 3D displacements. One can see 
from Figure IV-13 that the displacements are less noisy and reasonable for blurry FOVs. Block 
matching fails to compute a point cloud for the FOV on the right in Figure IV-12. 
 
 
Figure IV-11: An example of a blurry FOV, where the microscope’s focus is at the 
resection cavity. This blurry FOV can cause the block matching disparity estimation to fail. 
More sophisticated methods for disparity estimation may solve this issue. 
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Figure IV-12: Using a more sophisticated disparity estimation technique (Nguyen, 2013), 
stereo correspondence problem is better addressed and point clouds can be estimated on 
blurry FOVs (right column). Block matching disparity estimation technique is only able to 
compute disparities for the FOV in the left column, which is at the beginning of the surgery. 
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Figure IV-13: Point cloud snapshots are shown at 8.81 seconds (source) and 6195 seconds 
(target) for a clinical sequence. (Bottom left) shows the X-Y vector field between the source 
and target point clouds. (Bottom right) The colored heatmap shows the encoded depth 
values, in the Z direction, between the source and target point clouds. (Bottom right) The 
X-Y vector field is also overlaid on this heatmap. The relative displacement vectors X-Y-Z 
at a time difference of 6186 seconds is available. The more sophisticated disparity 
estimation approach makes this computation of 3D displacements between blurry FOVs 
possible. 
4.4 Discussion and conclusion 
In this chapter, a method to track points on the cortical surface in brain tumor surgery videos 
was developed. When combined with the stereovision methodology of Chapter III, this speedy 
method furnished the required intraoperative 3D cortical surface displacements to drive the 
model-update pipeline for brain shift compensation. Though the estimated displacements are 
relative in time, an optically tracked microscope would transform these relative displacements to 
an absolute coordinate system. This promising approach has been tested on 6 clinical video 
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sequences of 5-15 minutes in duration and a target registration error of 7.05 ± 2.57 pixels is 
achieved. To the best of our knowledge, this type of accuracy on lengthy clinical video 
sequences with a speedy runtime has not been achieved before. 
The limitations of the developed techniques have been discussed in Section 4.3.4. To 
improve the estimation of homologous points during heavy soft-tissue manipulation, a vessel 
tracking (Ding et al., 2011) or intensity based approach maybe used. Stereo correspondence or 
disparity estimation limitations can be well addressed by newer and more sophisticated 
techniques as shown in Figure IV-12. A validation study where a comparison performed between 
the pre- and post-resection 3D displacements obtained from the operating microscope and the 
tLRS needs to be conducted. Overall, Chapter IV demonstrates that obtaining 3D displacements 
from an operating microscope of the brain surface during neurosurgery at different time points is 
achievable within 10 seconds runtime. With such an operating microscope-based system capable 
of persistent delivery of 3D displacements of the cortical surface, a strong, novel, surgical 
workflow friendly, and functional intraoperative IGS platform capable of real-time soft-tissue 
surgical guidance is quite achievable in the future. 
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CHAPTER V 
V. SUMMARY AND FUTURE WORK 
 
This dissertation presents innovative and fully automatic algorithms for quantifying in vivo 
motion in video sequences for two different applications using image registration. For the first 
application, a fully automatic algorithm has been developed for the correction of in vivo time-
series microscopy images of islets of Langerhans. The second application is related to 
intraoperative brain shift compensation in brain tumor surgery. A fully automatic technique has 
been developed for robustly digitizing 3D points intraoperatively using an operating microscope. 
Another algorithm has been developed for tracking points on the cortical surface intraoperatively, 
which may be used for computing intraoperative 3D displacements of the cortical surface at 
different time points during brain tumor surgery. This chapter discusses improvements and future 
directions of the methods developed in this dissertation for both applications.  
5.1 Islets of Langerhans microscopy images 
In vivo microscopy time-series images of the islets of Langerhans are acquired at 100 frames 
per second at the micron scale for a few minutes. The clinical goal of analyzing these 
microscopy images is to understand the velocities of red blood cells under different 
pharmacological conditions. However, due to the in vivo nature of these images, respiration and 
heart pulsations in the specimen can cause severe motion artifacts and deter any type of analysis 
of blood flow dynamics. In Chapter II, a fully automatic algorithm is developed to account and 
correct for this in vivo motion (Kumar et al., 2013a). The success of this algorithm allows for 
further automated analysis of these types of images. 
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This dissertation develops a point-based method for motion correction in time-series 
microscopy images, which to the best of our knowledge has not been proposed before. Points on 
the skeletons of the vessels are used with feature descriptors called Shape Contexts to correct for 
in vivo motion using rigid and nonrigid image registration techniques. To evaluate the 
performance of the presented algorithm, qualitative and quantitative results are analyzed. The 
practical point-based technique discussed in Chapter II is novel to the microscopy field and can 
be applied to several types of microscopy images that show biological shapes and structures.  
Once the motion is corrected in time-series microscopy images, red blood cells (RBCs) can 
be tracked through the vessels merely based on their location, and their velocity can be computed 
by analyzing the RBC movement through vessel architecture. It should be noted that the RBCs 
are perfectly co-located within the vessels, acquired in a different color channel of the 
microscopy image and can be detected as blobs. A “tripwire” methodology at a vessel junction 
can be used to compute the RBC velocities. In this type of method, the number of RBCs can be 
automatically counted at a user-defined vessel junction per frame. 
Further automated analysis can be performed by using Chapter II’s method for computing 
vesselness response with a 2D connectivity algorithm to generate a vessel architecture map. This 
vessel architecture map can be used with the automatic blob detection of RBCs for computing 
velocities. For the 3D image stack acquired from the Zeiss LSM 5 LIVE microscopy image 
system, a similar motion correction framework of Chapter II can be executed and a 3D 
connectivity method on the vessels can extract vessel architecture of the islet.  
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5.2 Brain shift compensation 
In Chapters III and IV, novel methods were developed for providing intraoperative 3D 
relative displacements of the cortical surface to the model-update framework. Presently, the 
biomechanical model-update framework uses sparse intraoperative 3D measurements of the 
cortical surface from the textured laser range scanner (tLRS). While the tLRS provides valuable 
intraoperative information, the measurements are temporally too sparse for computing 
intermediate IGS updates for all brain tumor surgery cases. We believe that temporally dense 
measurements of the cortical surface can drive intermediate IGS updates better and deliver 
surgical guidance to the neurosurgeon on demand with minimal surgical workflow disruption. 
Chapter III demonstrates a clinical microscope-based digitization platform capable of reliably 
providing temporally dense 3D textured point clouds in near real-time of the FOV for the entire 
duration and under realistic conditions of neurosurgery. Chapter IV computes the relative 3D 
displacements between these digitized cortical surfaces acquired at different time points during 
the neurosurgery.  
Preliminary work to Chapter III compared the accuracy of the 3D point clouds extracted from 
the stereo video system of the operating microscope and the tLRS for phantom objects (Kumar et 
al., 2013b). The cortical surface CAD phantom object and a phantom object made of LEGO® 
pieces were used for performing this comparison study. In this study, we show that the 
stereovision system of the surgical microscope achieves accuracy in the 0.46-1.5mm range on 
the phantom objects and is a viable alternative to the tLRS for neurosurgical applications. In 
Chapter III, we build further on this notion and demonstrate a novel organ surface digitization 
tool based on the operating microscope (Kumar et al., 2014a). A new method that permits the 
automatic and near real-time estimation of 3D surfaces (at 1 Hz) under varying magnifications of 
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the operating microscope is developed. The goal of Chapter III is to correctly size the digitized 
point clouds acquired from an operating microscope that is reflective of the physical dimensions 
of the organ surface. This developed method has been evaluated on a cortical surface CAD 
phantom object and on full-length brain tumor surgery video sequences (~ 1hr) acquired 
intraoperatively by the proposed stereovision system. To the best of our knowledge, this type of 
validation study on full-length brain tumor surgery videos has not been done before. The method 
for estimating the unknown magnification factor of the operating microscope achieves accuracy 
within 0.02 of the theoretical value on a CAD phantom and within 0.06 on 4 clinical videos. 
When compared to the tLRS, the developed method for reconstructing 3D surfaces 
intraoperatively achieves root mean square errors (surface-to-surface distance) in the 0.28-0.81 
mm range on the phantom object and in the 0.54-1.35mm range on 4 clinical cases. These ranges 
of accuracy are acceptable for neurosurgical guidance applications. Using the proposed 
microscope-based digitization system as a foundation, a functional intraoperative IGS platform 
within the operating microscope capable of real-time surgical guidance is quite achievable in the 
future. 
Though the results from Chapter III are promising, several improvements can be made. A 
better performing stereo correspondence algorithm can yield more accurate disparity maps, 
which may lead to better digitization of the organ surface. One such stereo correspondence 
algorithm was explored in Chapter IV and its disparity map is shown in Figure IV-12. A better 
disparity map and its associated point cloud can also improve the accuracy of intraoperative 3D 
displacements of the cortical surface, as calculated by Chapter IV. The surgical FOV tends to be 
out of focus periodically during brain tumor surgery and this adversely affects the results in 
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Chapters III and IV. A disparity estimation method that works under robust conditions or a better 
surgical workflow protocol can remedy this issue. 
In Chapter IV, a method to track points on the cortical surface in brain tumor surgery videos 
was developed. When combined with the stereovision methodology of Chapter III, this speedy 
method potentially furnishes the required intraoperative 3D cortical surface displacements to 
drive the model-update pipeline for brain shift compensation. Though the estimated 
displacements are relative in time, an optically tracked microscope would transform these 
relative displacements to an absolute coordinate system. The promising approach has been tested 
on 6 clinical video sequences of 5-15 minutes in duration and a target registration error of 7.05 ± 
2.57 pixels is achieved. To the best of our knowledge, this type of accuracy on lengthy clinical 
video sequences with a speedy runtime has not been achieved before. 
The limitations of the technique developed in Chapter IV (Kumar et al., 2014b) have been 
discussed in detail in Section 4.3.4. Improvements need to be made in the estimation of 
homologous points during prolonged and heavy soft-tissue manipulation. An intensity based 
technique or a vessel tracking technique can possibly provide better homologous points in areas 
of the soft-tissue manipulation by surgical instruments. The combination of Chapter IV with the 
improved homologous points computation method can definitely improve the tracking of points 
throughout the neurosurgery and deliver intraoperative 3D displacements persistently. 
Furthermore, a validation study needs to be performed between 3D displacements computed 
between the pre- and post-resection tLRS surfaces and the 3D displacements obtained from the 
microscope. This will demonstrate the effectiveness and accuracy of a microscope-based 
digitization system capable of delivering soft-tissue measurements to a biomechanical model-
update framework. 
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Another major and critical improvement to the developed microscope system is the addition 
of optical tracking. Since the operating microscope is not optically tracked, transformation of 
correctly sized clinical point clouds to the microscope’s coordinate system is not achieved. This 
is pivotal for delivering absolute 3D displacements of the cortical surface intraoperatively to the 
model-based deformation compensation framework. With an optically tracked microscope and 
the developed methods in this dissertation, a novel digitization platform is achieved. When this is 
combined with biomechanical model-based updating of IGS systems, a particular powerful and 
workflow-friendly solution to the problem of soft-tissue surgical guidance is realized and would 
be an attractive addition to the clinical armamentarium for neurosurgery. 
5.3 Instrument tracking 
Chapter III devised a robust methodology for digitizing points under the operating 
microscope under different magnification factors. A logical extension of this is to digitize the tip 
of surgical instruments in neurosurgery and track it throughout the surgery. The surgical 
instruments used to perform brain tumor surgery are always within the FOV of the operating 
microscope and thus, captured by the stereo video cameras. Tracking the location of the surgical 
instrument’s tip provides valuable information about the cortical surface interactions. 
Specifically, the location of the instruments’ tips can be registered to the model-updated patient’s 
MR image and enhance the clinical guidance provided by the IGS system. In this section, a 
possible approach for performing instrument tracking in brain tumor surgery is discussed and 
CAD instruments are designed to achieve this aim.  
5.3.1 Design of CAD Instruments 
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Tracking the tips of surgical instruments is challenging as the tip is reflective in nature and its 
pixel values are often corrupted by the cortical surface around it. Furthermore, the tip is occluded. 
The challenges involved in surgical instrument tracking are shown in Figure V-1. Some 
immediate challenges include inter-reflections between the bloody cortical surface and the 
stainless steel instruments. Inter-reflections cause areas of the instruments appear red, which is a 
corruption of its true pixel values. Moreover, surgical instruments cast shadows on the cortical 
surface that hinder cortical surface tracking analysis of Chapter IV. Additionally, when the 
microscope’s field of view is out of focus, the surgical instruments look increasingly hazy and 
segmenting the body of the instrument becomes challenging.  
 
Figure V-1: Complex lighting conditions in brain tumor surgery complicate the 
segmentation of the instrument and prohibits prediction of the instrument’s tip 
 
 One method to achieve tip prediction is to attach fiducial markers on the instrument at 
known locations relative to the tip, detect the fiducial markers, estimate the pose of the 
instrument and predict the tip. To the best of our knowledge, surgical instruments with fiducial 
markers that are easily visible to the cameras are not available presently in the commercial 
surgery market. In this section, cylindrical probes are designed with uniquely colored fiducial 
markers that are easily visible in the surgical FOV under complex lighting conditions and 
artifacts. The colors of the fiducial markers are picked based on the colors not seen typically in 
brain tumor surgery. The key idea is that these fiducial markers can be replaced with sterile 
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stickers for neurosurgery. The dimensions of the cylindrical CAD probes were designed to 
reflect the likely dimensions of a surgical instrument for neurosurgery. Figure V-2 shows a CAD 
probe with 6 fiducial markers placed at specific distances from the tip of the instrument. With 
such a design, it may be possible to estimate the tip of the probe under occlusion by detecting at 
least 2 fiducial markers. 
 
Figure V-2: Probe with 6 fiducial markers and their dimensions. The 6 fiducial markers 
probe allows for a different set of fiducial markers to be visible in the FOV. Each fiducial 
marker is uniquely colored and is a known distance away from the probe tip. The radius of 
the probe is 2.4mm. The entire 3D model of the probe is known. 
 
5.3.2 Algorithm approach 
This section outlines a possible algorithm approach for estimating the occluded tip of the 
CAD probe. We assume that the detection of the fiducial markers and its center is possible and 
can be detected robustly. The identification of the fiducial marker can be achieved by sampling 
colors in different directions around the detected center. 
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5.3.2.1 Pose estimation 
The pose of the probe needs to be known in 3D in order for the tip to be predicted accurately. 
The pose of the probe describes its orientation (angle) with respect to the brain surface. Since the 
CAD probe or surgical instrument can be captured at different angles under the stereo-pair 
operating microscope during a surgery, estimating the pose can help determine the orientation of 
the instrument. Using two detected fiducial markers and their centers, the pose line of the 
instrument can be detected in 3D by fitting a line through the centers. This is illustrated in Figure 
V-3. It should be noted that the pose line resides on the surface of the probe’s body. From the 
detected fiducial markers, the tip is located at known distances along the pose line from the 
centers of the fiducial markers. However, this tip is on the pose line, which lies on the surface of 
the probe. The actual tip of the probe is located in the interior of the probe and not on the surface 
of the probe. The tip’s location in the interior of the probe is of interest here. 
 
Figure V-3: The 3D center of the fiducial marker is determined algorithmically and is 
indicated by a red square. The sampling of colors in the directions indicated by the blue 
arrows determines the fiducial marker’s unique identity. The two detected centers of the 
fiducial markers can be used to estimate the 3D pose of the probe, shown by the dashed 
purple arrow. 
 
 154 
To evaluate the pose estimation algorithm, pose phantoms have been designed to simulate the 
possible poses of the instrument or probe in surgery. Additionally, pose phantoms also simulate 
the occlusion of the probe tips. Figure V-4 shows examples of CAD pose phantoms at different 
angles. Figure V-5 shows the point cloud of a probe inside the pose phantom at 30 degrees. The 
estimated pose of the probe is compared to the known pose of the probe using the pose phantom.  
 
Figure V-4: 15° increments of pose phantoms under the camera view of the Pentero 
microscope. 
 
Figure V-5: The probe with (a) 3 fiducial markers and (b) 6 fiducial markers are shown 
and reconstructed as point clouds. The fiducial markers can be uniquely detected based on 
their colors and the arrangement of the colors. The probes are put into different locations 
of a particular pose phantom, and thus, the ground truth for the probes’ pose is known. 
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5.3.2.2 Tip estimation 
The order of the detected fiducial markers establishes the direction of the search for the tip 
along the pose line. Since the pose line resides on the surface of the probe and the tip resides 
within the body of the probe, the normal vector on the estimated curvature (around the fiducial 
marker) on the probe can be used to find the inward direction into the body of the probe. During 
the pose estimation stage, the tip on the pose line is estimated and this tip resides on the body of 
the probe. Using the internal direction, the tip on the probe’s body, and the known radius of the 
probe’s body, the tip on the interior of the probe can now be estimated. The entire procedure is 
illustrated in Figure V-6. It should be noted that this procedure would only work for cylindrical 
probes. Placing the probe at different locations in the pose phantoms and then manually marking 
the 3D coordinate of the tip in the point cloud can generate ground truth. The tip prediction 
algorithm can now be evaluated against the ground truth.  
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Figure V-6: The 3D pose line (shown in purple) lies on the surface of the probe. The point 
cloud is used to compute the curvature (shown in red) at the center of the fiducial marker. 
The normal vector (shown in green) to the curvature and the center of the fiducial marker 
is computed. Using the curvature’s direction, the normal vector, the known radius of the 
cylindrical probe (shown in orange), the known distance from each fiducial marker to the 
tip of the probe, the tip of the probe can be predicted. 
 
5.4 Future improvements 
This section summarizes the potential improvements that can be worked on in the immediate 
future. For the islets of Langerhans application, a fully automatic technique can be devised to 
compute the length of vessel structures in the t-stacks. Red blood cells can be detected as blobs 
in these t-stacks. Since the red blood cells are co-located within the vessel structures, their 
distance traveled over time can be computed now over image frames of the t-stack. This fully 
automatic method of estimating red blood cell velocities after the presented in vivo motion 
correction of Chapter II can lead to relatively quick automatic analysis for these large image 
datasets. 
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For the brain shift application, immediate work can be performed to improve the tracking of 
points in the surgical FOV based on the limitations discussed in Chapter IV. The main limitation 
that needs to be addressed is to perform tracking of points in the areas of heavy surgical 
manipulation. The point-based technique discussed in Chapter IV is certainly quick in finding a 
deformation field between a time point of the surgical video, ti, and a later time point, tj. This 
deformation field can be considered as an initial deformation field between the times ti and tj. 
However, a refinement step of this deformation field is needed and this should be based on an 
intensity-based nonrigid registration technique. A simple scheme for finding the regions to 
perform intensity-based nonrigid registration on is to find out the regions of the FOV where 
RANSAC homography of Section 4.2.4 resulted in lower number of inliers. These estimated 
regions of the FOV are where the technique in Chapter IV produces almost no deformation field. 
Furthermore, these regions of the FOV tend to show heavy soft-tissue manipulations by the 
neurosurgeon. The resulting intensity-based deformation field on these regions can be 
superimposed with the deformation field computed by Chapter IV. This can possibly lead to 
better tracking and the rest of the framework of Chapter IV can still be used for finding 3D 
displacements. Additionally, a better method for finding surgical instruments and neuropatties in 
the FOV can certainly help processing frames of the brain tumor surgery video for the tracking 
of points. This method can possibly be machine learning based, where surgical instruments and 
neuropatties are classified differently from the cortical surface.  
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