Rice adulteration is a severe problem in agro-products and food regulatory agencies, suppliers, and consumers. In this study, to effectively distinguish whether high-quality rice is mixed with low-quality rice, detection and analysis of adulterated rice in five levels with different mixing proportions was conducted via terahertz spectroscopy and pattern recognition algorithms. Initially, samples were prepared and spectral data were acquired by using the terahertz transmission mode, and a principal component analysis (PCA) algorithm was applied to extract features from original spectrum information and reduce data dimensions. Subsequently, partial least squares-discriminant analysis (PLS-DA), support vector machine (SVM), and a back propagation neural network (BPNN) combined with the absorption spectra after different pretreatments, including standard normal variate (SNV) transformation, baseline correction (BC), and first derivative (1st derivative), were applied to establish the classification models. Results indicate that an SVM model employing the absorption spectra with a 1st derivative pretreatment exhibits the best discrimination ability, with an accuracy up to 97.33% in the prediction set. This result proves that terahertz spectroscopy combined with chemometric methods can be an effective tool to identify rice adulteration levels.
I. INTRODUCTION
Rice is a leading food crop worldwide (Oryza sativa L.) and is a staple food of over approximately one-half of the world population [1] . According to the classifications of origin and variety, hundreds of rice species exist. Different rice species have different mouthfeel, fragrances, qualities, and prices; occasionally, their appearances are similar. High-quality rice has high economic value and taste good but is typically limited in yield. According to a recent report [2] , illegal traders would perform rice adulteration by mixing high-quality rice with low-quality rice to generate high profits owing to chaotic management, which caused consumers to become wary of rice quality. Rice adulteration has become a severe problem in agro-products and food regulatory agencies, suppliers, The associate editor coordinating the review of this manuscript and approving it for publication was Li He . and consumers. Therefore, it is important to quickly and accurately differentiate high-quality rice from low-quality rice, ensure rice quality, and standardize the rice market.
Sensory evaluation and chemical methods are traditional techniques for rice identification. Sensory evaluation methods are typically unreliable owing to human factors and external environments. Chemical methods can accurately identify the type and source of rice; however, they typically involve complex pretreatments, expensive equipment, and cannot rapidly identify adulterated rice. Currently, nondestructive testing methods are popular, among which spectral technology has been applied in the adulteration and classification of agro-products. Chen et al. [3] proposed a method to rapidly and objectively predict the grades of milled rice according to surface lipid content, which was determined using near-infrared (NIR) spectroscopy. The results indicated that milled rice grades could be predicted by NIR combined with VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ a BPNN model with satisfactory accuracy. Feng et al. [4] conducted a preliminary study on the classification of rice and the detection of paraffin in adulterated samples by Raman spectroscopy combined with multivariate analysis. The results indicated that Raman spectroscopy data and chemometric techniques could be applied for a rapid detection of rice adulteration with paraffin. Kong et al. [5] used hyperspectral imaging technology to extract the spectral data of rice seeds and established an identification model based on full spectra and optimal wavelengths. The results indicated that rice seed cultivars could be identified using hyperspectral imaging technology combined with multivariate data analysis. However, the detection of and reactions between rice molecular structure and long-wavelength band spectrum are still unknown. Terahertz (THz) typically refers to long-wavelength electromagnetic waves of frequency 0.1-10 THz (wavelength 30 µm-3 mm), which is the last band that has not been well studied. It can obtain the spectral response information in the terahertz band, which cannot be obtained by other traditional methods. The vibration and rotational energy levels of most biological molecules (deoxyribonucleic acid, protein, and amino acids) are local in the THz band according to theoretical studies [6] - [8] . Thus, THz time-domain spectroscopy (THz-TDS) may be an effective tool for distinguishing biological samples. In contrast to infrared spectroscopy and multispectral/hyperspectral imaging, the most important aspect of THz spectroscopy is its ability to observe the information of both intermolecular and low-frequency intramolecular modes of chemicals [9] . Additionally, THz is non-destructive, non-ionizing, and safe to use. THz has shown its wide potential application in food process monitoring and quality control fields such as discrimination of transgenic cotton and soybean seeds [10] , [11] . Liu et al. [12] attempted to evaluate the feasibility of adulterating acacia honey with high-fructose syrup using THz spectroscopy combined with chemometric methods. The RMSEC and RMSEP of the PLS model used was 0.0967 and 0.108, respectively, confirming the reliability of this technique. Baek et al. [13] investigated the feasibility of detecting melamine in foodstuffs using terahertz imaging. The characteristic absorption peaks of melamine were found at 2, 2.26, and 2.6 THz, and these peaks indicated the same frequencies in different food matrices; the calibration curve of melamine showed a regression coefficient (R 2 ) of > 0.913 and a detection limit of < 13%, suggesting the great potential of this technique for the qualitative detection of melamine in food. THz spectroscopy combined with pattern recognition methods for the rapid discrimination of adulterated rice are worth exploring.
In this study, we propose a new approach based on THz for identifying adulterated rice, and the main procedures undertaken in this study are depicted in Fig. 1: (1) prepare different levels of adulterated samples, collect the spectral data via a terahertz time-domain spectroscopy system, and conduct spectral pretreatment; (2) reduce the dimensions of THz spectra by using PCA, and conduct a preliminary cluster analysis; (3) build classification models based on PLS-DA, SVMs and BPNN separately to identify adulterated rice; (4) evaluate the models and determine the optimal model.
II. MATERIALS AND METHODS

A. SAMPLE PREPARATION
Fragrant Wuchang No. 2 rice (market price = 33.8 Yuan per kilo) and long-grain No.1 rice (market price = 15.6 Yuan per kilo) were provided by the Liaoning Rice Research Institute, Shenyang, China. They were ground into powder (0.005 mm in diameter) using a planetary ball mill (XQM-20, Tianchuang Changsha, China); subsequently, they were mixed in five levels in proportions of 3:0, 2:1, 1:1, 1:2, and 0:3 by using an electronic scale (GG622 SHINKO, Japan). The nominal target weight was 210 mg. The mixed powder samples were subsequently pressed into a circular slice with a thickness of 1.2 mm and diameter of 13 mm, under a pressure of 7.5 T for approximately 5 min by using a tablet machine (Specac GS15011, UK). The surfaces of the slices were kept smooth and parallel to reduce the effects of multiple reflections. A total of 450 adulterated rice samples (90 samples of each level) were prepared for THz measurements. Five of these samples are shown in Fig. 1 .
B. TERAHERTZ SPECTROSCOPY SYSTEM
A THz-TDS system (TERA K15 All fiber-coupled Terahertz Spectrometer, Menlo System Co., Ltd, Germany) was used for the measurements. This system comprises a femtosecond laser, THz emitter, and THz detector. The measurements were performed in transmission mode in the time domain. The spectral range of the system was 0-6.4 THz; the THz frequency resolution 6 GHz; the wavelength of its laser 1560 nm; the THz emitter and detector optical power 33 mW; the repetition frequency 100 MHz. To reduce the THz absorption effect caused by moisture in the air, an apparatus was designed and placed in a closed box, with nitrogen pumped in continuously to maintain the indoor relative humidity (RH) at less than 5%. The system is shown in Fig. 1 .
C. SPECTRAL COLLECTION AND PRE-TREATMENT
The terahertz spectra of air (no slice) were measured as the reference spectra first; subsequently, each rice sample was fixed to a sample holder for scanning to collect spectral data from 0 to 80 ps. When performing the experiment, each sample was collected thrice, and the average spectrum was calculated to represent the sample spectrum to reduce the effect of random noise. Subsequently, the corresponding frequency domain spectra, absorption spectra, and refractive spectra of each sample were calculated using the Teralyzer software program.
Spectral pretreatment techniques can help reduce the effect of the external environment and yield a more accurate model of the investigated phenomena with a better and clearer interpretation of the results. To eliminate background noise, Savitzky-Golay filtering was applied to smooth the data and increase the signal-to-noise ratio (SNR). Subsequently, the SNV was applied to decrease the effects of particles and additional scattering, and the 1st derivative and BC were used to enhance the spectral signals. The spectral data after the pretreatments were smoother and more normalized.
D. METHODS OF PATTERN RECOGNITION ALGORITHMS
Advanced pattern recognition methods can enable a more thorough scientific characterization of samples than the information obtained from a simple analysis [14] . To develop a model between the extracted spectra and the rice classification, pattern recognition algorithms including PCA, PLS-DA, genetic algorithm (GA), SVM, and BPNN were selected as the chemometric methods in the present study to classify and screen the rice samples. All the chemometric methods were performed using the commercial software, Matlab 2016b (The Mathworks Inc., Natick, MA, USA).
1) PCA
PCA is a classical technique to reduce data dimensions and eliminate overlapping information, in which data features can be briefly summarized by their principal components without losing essential information [15] . Moreover, PCA can provide important information regarding the potential capability of differentiating the samples. The results of PCA can create new variables, called principal components (PCs), which comprise fewer independent variables and the maximum number of original variables and do not require underlying assumptions regarding spatial information. In general, the original dataset can be replaced with the first k PCs when the cumulative variance contribution rate of the first k PCs is sufficiently large (typically 85%). PCA can be accomplished by the following steps [16] .
(1) Standardize the original data matrix X i and then calculate the covariance matrix S. As following equations.
(2) Obtain the eigenvalues (λ i ) and related eigenvectors (µ i ) of the covariance matrix S. (3) Select the PCs according to the cumulative variance contribution rate and then calculate the PC score matrix as follows. Further, the PCs (Z 1 , Z 2 , Z 3 , . . . , Z k ) represent a lower-dimensional (k-dimensional) data set.
2) PLS-DA PLS-DA is a discriminant technique based on PLS regression, which is a supervised method used for classification purposes to explain the maximum discrimination between defined sample groups [17] . In this study, the matrix X is the input spectral data, Y is the output measured parameter, and the cutoff value of Y was set at 0.5. For example, samples with a mixing proportion of 3:0 were considered to be correctly classified if the predicted value was between 0.5 and 1.5. The model is formulated as follows:
where T and U are the feature matrices of the variable matrix of X and Y respectively, P and Q represent the orthogonal loading matrices, and E X and E Y are the error terms. The linear regression of T and U is conducted as follows:
where B is the matrix of regression coefficient. The score matrix T test of the tested sample X test can be obtained by P.
The prediction value of the tested sample is calculated according to Equation (8):
The GA, as a probabilistic global optimization technique, simulates the mechanisms of population genetics and the natural rules of survival in pursuit of the ideas of adaptation [18] , [19] . The algorithm is typically used to generate high-quality solutions for optimization and search problems by relying on bio-inspired operators such as mutation, crossover, and selection. Because the GA can search for the global optimum point in a short time, it is used to optimize the penalty factor c and kernel parameter g, which significantly affect the SVM identification model in this study. The detailed steps are shown as follows [20] :
(1) Encode the parameters c and g of the SVM, and set the parameters of the GA (e.g., the crossover rate, mutation rate, etc.). Randomly generate a set of chromosomes of SVM parameter values. (2) Calculate the fitness of each individual in the population. The selected parameters are measured by a fitness function. The fitness function as follows:
where A i is the cross-validation accuracy of the parameters c and g, n is the number of GA population size. (3) According to the individual fitness and the roulette wheel method, the higher fitness value of the chromosome is copied, and the genes in the two chromosomes are randomly exchanged by the single point crossover method. Probability of individual being selected was shown in following equation.
where n is the number of GA population size. (4) Repeat steps 2-3 and set the parameters of the SVM for a continuous evolution until they satisfy the end condition. (5) Decode the optimal solution to obtain the optimal c and g.
4) SVM
The SVM is a supervised learning method that analyzes data and recognizes patterns. Compared with other analysis methods, the SVM can achieve good statistical results with fewer training variables or samples [21] , [22] . In the multi-class SVM method, k(k-1)/2 classifiers are constructed, where k is the class number of the data. The following five-class classification problem was implemented by training the ith and jth data classes:
where w and b define the optimal hyperplane, ξ represents the slack variable, c is the penalty factor, and ∅ is a mapping from input space X to feature space F. t represents the index of the combined set samples of ith and jth.
The corresponding classification function is,
where the sign function is used to extract the sample symbols for sample category determination. k(x, y) is a kernel function. In this study, the radial basis function (RBF) k (x i , y i ) = exp(− x i −y i 2 2g 2 ) was used as kernel function. The penalty factor c and RBF parameter g are key factors for machine learning, predictive ability, and generalization ability, which significantly affect the SVM identification model. An inappropriate combination of kernel function and parameters will cause under-or overfitting problems. The GA was used to optimize the two parameters c and g based on synchronous optimization and searching interval: c ∈ [0.01, 100] and g ∈ [0.01, 100]; the GA population size was selected as 20, the crossover probability 0.4, the mutation probability 0.01, and the evolution algebra 100. In the GA, various possible values of (c, g) were examined and cross verified to determine the set with the highest accuracy; the five-fold cross validation was used in this step. After selecting the model data and parameters, the LIBSVM multiclassification toolbox (developed by Chih-Jen Lin, Taiwan University) was used to train the SVM model; subsequently, the trained model was used to achieve the predicted classification.
5) BPNN
The BPNN is a nonlinear and multilayer feedforward neural network that is based on an error back propagation algorithm including input layer nodes, one or more layers of hidden nodes, and output layer nodes [23] , [24] . A three-layer structure BPNN including an input layer, hidden layer, and output layer was selected in this study. The structure of BPNN was shown in Fig. 2 . A hidden layer node self-generation method was used to prevent overtraining and determine the optimal number of hidden layer nodes. The idea of the hidden layer node self-generation method is as follows: The initial number of hidden layer nodes is 1. During training, the decision to add a hidden layer node is based on the rate of error descent and the variation in validation error. A hidden layer node is added when the rate of error descent is below a threshold and when the validation error has reached the minimum value. When the minimum value of the validation error increases with the number of nodes, or when the network training reaches the target error, the network training can be stopped. In this study, the parameters of the BPNN such as the input layer nodes, output layer nodes, goal error, maximum iteration times, and learning rate were determined to be 10, 5, 1×10 −3 , 200, and 0.01, respectively. The network was trained using the Bayesian rule method, the sigmoid transfer function tansig was selected as the hidden layer transfer function, and the linear transfer function purelin was used as the output layer transfer function.
III. RESULTS AND DISCUSSION
A. SPECTRA ANALYSIS The average spectra of five different mixing proportions of rice samples in the time and frequency domains are shown in Figs. 3(a) and 3(b) , respectively. The amplitude data below 18 ps and beyond 34 ps in the time domain and beyond 1.2 THz in the frequency domain were treated as invalid data. Compared with the reference spectra, the amplitudes of the samples exhibit a distinct attenuation in the time and frequency domains. Meanwhile, the time domain spectra were delayed, and the phase was changed. It is observed that the general trend of the sample spectra was similar; except for some subtle alterations, no significant difference in the waveforms and amplitudes was observed.
The average absorption spectra of the samples are shown in Fig. 4(a) . Owing to the large noise at both ends of the spectra, the SNR is low. Therefore, the spectra in the frequency from 0.1 to 2.0 THz were selected as effective data. The absorption spectra indicated no obvious absorption peak in the rice samples in the effective spectral range, which was previously reported by two groups [14] , [25] . This phenomenon may be caused by the group absorption of multicomponent mixture of the sample. Furthermore, the typical difference band was between 1.5 and 1.7 THz. Based on a previous study [26] , this could be attributed to the different contents protein, amino acids, fatty acids, vitamins, and inorganic elements between different geographical origins of rice samples. The average refractive index of the samples is shown in Fig. 4(b) . The effective data were from 0.1 to 1.2 THz, and the range of the refractive index was 1.065-1.095.
However, it is difficult to identify the samples directly by merely their characteristic spectral features owing to the high-dimensional feature data. Thus, the absorption spectra combined with chemometric methods were employed to discriminate the samples.
B. PCA RESULTS
The absorption spectra of 450 rice samples between 0.1 and 1.7 THz were selected as the identification feature. PCA was performed to reduce the dimensionality of THz spectroscopic VOLUME 8, 2020 data and extract the data features. Subsequently, the first three PCs were extracted from the spectral data of the 450 reference samples. As shown in Fig. 5 , the contribution rates of these first three PCs reached 87.73%, 8.05%, and 2.52%. Clearly, the first three PCs can account for most spectral variations without losing much information, as the first three scores were 98.30%. A clear clustering trend was observed among rice samples with the same mixing proportion. Additionally, rice samples with different mixing proportions were partially overlapping, which may be because no absorption peaks appeared in the absorption spectra and the partial absorption spectra were similar to each other. Moreover, a clear separation was observed between samples of mixing proportion 3:0 (pure fragrant Wuchang rice) and those of mixing proportion 0:3 (pure long-grain rice). These results suggest that the PCA method can effectively extract the THz spectral features of the samples, and that it can cluster THz absorbance spectra of similar features. Although it provided a basis for discriminating rice samples of different mixing proportions, the samples still could not be discriminated accurately. Hence, new chemometric methods for a better identification of the samples were explored.
C. CLASSIFICATION RESULTS AND ANALYSIS
In this study, the raw absorption spectra and the absorption spectra after different preprocessing were performed (SNV, BC, and 1st derivative) were applied to establish the models, as shown in Fig.6 . Before building the model, all the training data and prediction data must be normalized to a specific range ([0, 1]). All samples were randomly divided into a calibration set (60 × 5 samples) and prediction set (30 × 5 samples). The labels of the samples at the five different proportions of 3:0, 2:1, 1:1, 1:2, and 0:3 were defined as levels 1, 2, 3, 4, and 5, respectively.
PLS-DA linearly compressed the relevant sources of the data into new variables called latent variables (LVs), and the first few LVs contain the most useful information. In this step, the absorption spectral data from 0.1 to 1.7 THz were selected to import the PLS-DA model. In the models of SNV, BC, 1st derivative, and no pre-treatment, the optimal numbers of LVs for establishing the calibration set were 8, 10, 7, and 10, respectively. The discrimination results of PLS-DA are listed in Table 1 . Compared with the discrimination accuracies from the models with raw data, BC, and SNV pre-treatments, the model using the 1st derivative achieved the best discrimination accuracies (accuracies of 84.67% and 80% in the calibration and prediction sets, respectively). In the prediction set, 30 rice samples were misclassified, as shown in Fig. 7 . This means that the accuracy of the PLS-DA model was unsuitable for classification.
To reduce the input data dimensions for a better discrimination model, the absorption spectral data from 0.1 to 1.7 THz was used for PCA; subsequently, the first 10 PCs obtained from PCA were selected to import the SVM model.
The best optimization parameters (c, g) of the training samples yielded by the GA were of the values (11.3137, 0.3535) on the raw spectra, (5.6569, 0.7071) on the spectral with SNV, (0.3536, 4) on the spectral with BC, and (2, 1.4142) on the spectral with 1st derivative. The discrimination results of the SVM are listed in Table 1 . Same as PLS-DA, the SVM method using the spectra with 1st derivative pretreatment produced the best discrimination accuracy compared with the raw spectra, SNV, and BC pretreatment models. Moreover, the discrimination accuracies in the calibration and prediction sets reached 99% and 97.33%, respectively. In the prediction set, three samples labeled 1 were wrongly identified as samples labeled 2, and one sample labeled 2 was wrongly identified as a sample labeled 1, as shown in Fig. 8 . The BPNN, as a nonlinear neural network, required considerable training time when the input data was high dimensional. Therefore, same as the SVM model, the first 10 PCs obtained from PCA were selected to import the BPNN model. In the BPNN, the optimal number of hidden layer nodes was determined to be 12 after many adjustments. Furthermore, the best structure of the networks was 10-12-5, which was applicable for raw spectra, SNV, BC, and 1st derivative models. The discrimination results of the BPNN are listed in Table 1 . Same with PLS-DA and SVM, the BPNN method using the spectra with 1st derivative pretreatment produced the best discrimination accuracy (accuracies of 97.33% and 89.33% in the calibration and prediction sets, respectively). In the prediction set, 16 rice samples were misclassified, as shown in Fig. 9 .
As shown in Table 1 , the accuracy results using different chemometric methods combined with different pre-processing methods are summarized. The experimental results indicated that the best discrimination accuracies were obtained using the SVM method combined with the 1st derivative pretreatment for the discrimination of five rice sample levels. Additionally, it was discovered that the 1st derivative pretreatment produced the best discrimination accuracy in three discrimination models. As shown in Fig. 6 , a sharp absorption peak and a sharp absorption valley appeared in the 1st derivative absorption spectra compared with the raw absorption, SNV absorption, and BC absorption spectra. Additionally, the spectral information was enhanced and the overlapped samples were separated, which may have resulted in the best discrimination accuracy by the 1st derivative pretreatment.
As for the pattern recognition algorithm methods, the accuracy is not a sufficient metric to describe the practical application performance due to the imbalance of the data samples. Thus, to evaluate the recognition effect of the models, 30 samples from each of the samples at the five different proportions were selected as a testing set, and they were imported into the PLS-DA, SVM and BPNN models. The recall rate, precision rate, F1-score and Kappa coefficient which can be obtained by a confusion matrix were selected as the evaluation indexes of a multi-classification model.
The confusion matrix is mainly used for comparing the objective results and practical measured values. In Fig. 10 , the confusion matrix of the three models is calculated wherein the real categories (ordinates) are compared with the prediction categories (abscissas) to describe the individual classification performance of each category. It can be seen that samples in proportions of 3:0 are more likely to misclassified. The calculated results of recall rate, precision rate, F1-score and Kappa coefficient are listed in Table 2 , Table 3 and Table 4 respectively. Judging from Table 2 , the average recall rate of SVM is 98.76%, and the corresponding values of PLS-DA and BPNN are 86.27% and 89.33%, respectively, indicating that the recognition sensitivity of SVM is superior to that of PLS-DA and BPNN. The average precision rate of SVM is 98.75%, and the corresponding values of PLS-DA and BPNN are 85.66% and 89.60%, respectively, indicating that the recognition accuracy of SVM is higher than that of PLS-DA and BPNN. The average F1-score and Kappa coefficient of SVM are 98.66% and 0.9833, indicating that the model stability of SVM is better than that of PLS-DA (83.10%, 0.7833) and BPNN (89.24%, 0.8667). The results show that the SVM has the best model performance.
In order to ensure the reproducibility of the experiment, the rationality of optimization parameters (c, g) setting and the accuracy stability of GA-SVM. In this work, the PI SVM as a function of accuracy and the proportion of support vectors (PSV) was employed to better examine the performance of the algorithms, and it is proposed as:
where κ > 0 is a constant factor that shapes the function (in this work, κ = 0.1), Acc is the cross-validation accuracy and ε is a small number to prevent a division by zero. the best result was PI SVM = 1.
The classification results over the 20 trials was shown in Table 5 . As can be observed, the relatively large standard deviation (SD) value (4.0252) of c indicates that there exists a range of values for which the best SVM performance was found; in other words, there is a weak influence of the c VOLUME 8, 2020 parameter on the performance of the SVM classifiers, by contrast, the small SD value (1.5369) of g indicate that this parameter possesses a strong influence on the performance of the SVM classifiers. As for accuracy, the cross-validation accuracy, the accuracy in the calibration set and the accuracy in the prediction set are always above 93% over the 20 trials, and their SD values is small. It indicates that the accuracy stability of GA-SVM is good. Moreover, all the PI SVM values are always close to 1 which indicates that the experimental setting to hyper-parameter tuning is sensible.
In this study, the PLS method was more suitable for linear models, and the predicted value caused a large deviation when a complex nonlinear relationship existed between response variable y and the spectral data, as shown in Fig. 11 .
The BPNN exhibited strong self-learning, self-adaptation, and fault-tolerant capabilities. However, the emergence of a local extremum was observed during the training of the Fig 12. Meanwhile, the identification results of the BPNN were affected by the number of training samples. The identification accuracy and generalization ability of the model decreased when the number of training samples was small. By contrast, the GA-SVM owned an efficient, parallel algorithm that automatically controlled the searching process to determine optimum solutions through self-adaptation; the algorithm yielded accurate identification results and converged well, even when the number of training samples was limited.
BPNN, as shown in
Previous studies primarily focused on identifying different varieties of rice using different spectral techniques. Sun et al. [27] used hyperspectral image technology to extract the spectral data of adulterated rice; subsequently, two types of simplified SVM models were developed using the input data at six characteristic wavelengths and at optimal PCs, separately. The experiment results indicated that the cross validation and prediction accuracy of the model based on characteristic wavelengths were 95% and 96%, respectively, and those of the model based on optimal PCs were 94% and 98%, respectively. In this study, different varieties of rice were mixed, and terahertz spectroscopy was used to identify the adulteration degree of rice, which was steadier with a slightly higher recognition rate at 97.33%. This experiment indicates that terahertz spectroscopy can not only obtain the effective information of a single rice variety but can also sensitively capture effective information when different rice varieties are mixed and distinguished from other rice varieties with different doping degrees. Meanwhile, it reflects the characteristics of the terahertz spectrum with strong penetration and high sensitivity.
IV. CONCLUSION
The aim of this study was to explore the potential of identifying adulterated rice using THz spectroscopy. Five types of rice samples with different mixing proportions were prepared. The absorption spectra of the samples were extracted, and PCA was applied to extract the features of the effective data and classify the samples. It was discovered that different mixing proportions of rice samples demonstrated different THz absorptions that could be classified. Furthermore, the SVM model using the absorption spectra with 1st derivative pretreatment exhibited the best discrimination ability with accuracy up to 97.33% in the prediction set. This study demonstrated that the use of THz spectroscopy combined with pattern recognition algorithms is an effective approach for the discrimination of adulterated rice. The technique could detect rice adulteration quickly and effectively. Although this study demonstrated excellent results, it was performed based on only high-quality and low-cost rice in Northeast China, when many rice varies exist in China. As such, the model exhibited certain regional limitations. Therefore, in future studies, more rice varieties will be considered, and a more stable and applicable discriminant model of rice adulteration will be established.
