• For example, there is still no truly satisfactory way of displaying mathematical notation on the web.
• And we care more about the reliability of our literature than does any other science. k n , and its relatives. They often rely on the sophisticated use of Integer Relations Algorithms -recently ranked among the 'top ten' algorithms of the century. Integer Relation methods 2 were first discovered by Helaman Ferguson, also a mathematical sculptor. They allow one to 'decide' if one real number lies in the rational vector space generated a finite set of other reals.
Finding Things or Proving Things
Consider the following two Euler sum identities both discovered heuristically. Both merit quite firm beliefmore so than many proofs. Why? Only the first warrants significant effort for its proof. Why and Why Not? Euler sums satisfy many striking identities, of which the simplest are ζ(2, 1) = ζ(3) 4ζ(3, 1) = ζ(4).
A Multiple Zeta Value
They have recently found interesting interpretations in high energy physics, knot theory, combinatorics . . . . Euler found and partially proved theorems on reducibility of depth 2 to depth 1 ζ's. Indeed, ζ (6, 2) is the lowest weight 'irreducible'. High precision fast ζ-convolution (see EZFace/Java) allows use of integer relation methods and leads to important dimensional (reducibility) conjectures and amazing identities.
A striking conjecture open for all n > 2 is:
There is abundant evidence amassed since it was found in 1996. For example, very recently Petr Lisonek checked the first 85 cases to 1000 places in about 41 HP hours with only the expected error. And N=163 in ten hours. This is the only identification of its type of an Euler sum with a distinct MZV. Can even just the case n = 2 be proven symbolically as is the case for n = 1?
A Character Euler Sum
where χ 3 is the character modulo 3. Then for N = 0, 1, 2, . . .
Here α is the alternating zeta function and L −3 is the primitive L-series modulo 3. One first evaluates such sums as integrals and then attacks with symbolic and numeric tools. Unlike the first example, proving this would follow known, perhaps hard paths and offers no new insights. That said, it is amazing that it can be pulled ex nihilo from the computer.
Dictionaries are like Timepieces
Samuel Johnson observed of watches that "the best do not run true, and the worst are better than none." The same is true of tables and databases. Michael Berry "would give up Shakespeare in favor of Prudnikov, Brychkov and Marichev." That excellent compendium contains
where the "∝" is probably "4" [volume 1, entry 9, page 750]. Integer relation methods suggest that no reasonable value of ∝ works. What is intended in (1) While by 'beginner' George Polya intended young school students, I suggest this is equally true of anyone engaging for the first time with an unfamiliar topic in mathematics. In any event, symbolic and graphic experiment provide abundant and mutual reinforcement and assistance in concept formation. What's more, mathematical computing tools are now being implemented on parallel computer platforms, which will provide even greater power to the research mathematician.
Amassing huge amounts of processing power will not solve all mathematical problems, even those amenable to computational analysis. There are cases where a dramatic increase in computation could, by itself, result in significant breakthroughs, but it is easier to find examples where this is unlikely to happen.
Simon and Russell on Induction
To make my case that the traditional accounting of mathematics is one dimensional, consider Russell's beautifully crafted discussion of the role of the inductive method in mathematics. 
Visual Methods In Action
In recent continued fraction work, Richard Crandall and I needed to study the dynamical system t 0 = t 1 = 1:
where ω n = a 2 , b 2 are distinct complex numbers of modulus one, for n even, odd respectively. Think of this as a black box. Numerically all one sees is t n → 0 slowly. Pictorially we learn significantly more:
Scaling by √ n, as was suggested by the hoped-for behaviour, and coloring odd and even iterates, fine structure appears.
The attractors for various |a| = |b| = 1.
This is now fully explained with a lot of empirical work followed by a year of theoretical effort-the rate of convergence in some cases by a fine singular-value argument. 
John Milnor on Computation

Our General Motivation and Goals
Our primary goal is INSIGHT which demands speed and so what I call micro-parallelism: for rapid verification and for validation; for proofs and refutations; and for "monster barring". What is "easy" is changing as computing and communicating blur, merging disciplines and collaborators -democratizing mathematics but challenging authenticity. In this milieu Parallelism is necessary (i.e., more space, more speed, better expert systems) to allow 'aha's' on a human neurological scale. This requires careful exact hybrid symbolic '+' numeric computation and works in all parts of mathematics: analysis, algebra, geometry & topology.
Working towards an Experimental Mathodology of philosophy and practice, my coauthors and I premise that (i) Intuition is acquired and so mathematical learning should mesh computation and mathematics; (ii) Visualization is crucial-even 3 is a lot of dimensions; (iii) Falsification is crucial for "Monster-barring" (Lakatos' term) and "Caging". Two potent and under exploited tools are the use of easy randomized checks (of equations, linear algebra, primality, etc) and of graphic checks (of equalities, inequalities, areas, formulae, etc.)
Graphic Checks Illustrated
Comparing y − y 2 and y 2 − y 4 to − y 2 ln(y) for 0 < y < 1 pictorially is a much more rapid way to divine which is larger than traditional analytic methods. It is clear that in the later case the curves cross, it is futile to try to prove one majorizes the other. In the first case, evidence is provided to motivate a proof.
Graphical comparison of y − y 2 and y 2 − y 4 to − y 2 ln(y) (red)
To summarize:
4.2 Our Experimental M athodology 1. Gaining insight and intuition.
2. Discovering new patterns and relationships.
3. Graphing to expose math principles.
4. Testing and especially falsifying conjectures.
5. Exploring a possible result to see if it merits formal proof.
6. Suggesting approaches for formal proof.
7. Computing replacing lengthy hand derivations.
8. Confirming analytically derived results.
Four Forms of Experiment
Peter Medawar 8 identifies four distinct notions:
1. Kantian: generating "the classical non-Euclidean geometries (hyperbolic, elliptic) by replacing Euclid's axiom of parallels (or something equivalent to it) with alternative forms." 2. A Baconian experiment is a contrived as opposed to a natural happening, it "is the consequence of 'trying things out' or even of merely messing about." 3. Aristotelian demonstrations: "apply electrodes to a frog's sciatic nerve, and lo, the leg kicks; always precede the presentation of the dog's dinner with the ringing of a bell, and lo, the bell alone will soon make the dog dribble."
4. Most important is Galilean: "a critical experiment -one that discriminates between possibilities and, in doing so, either gives us confidence in the view we are taking or makes us think it in need of correction."
The first three are clearly part of mathematics, less so the fourth. It is the only one of the four forms which will establish Experimental Mathematics as a serious enterprise.
A Brief History of Rigour
We identify four high spots over three millennia. • Greeks and Impossibility: the irrationality of √ 2, and the three problems of antiquity (trisection, circle squaring, cube doubling). They resisted complete proof until the 19th Century.
• Newton and Leibniz : fluxions and infinitesimals. Calculus allowed marvels in the 18th Century, but a century later formal methods started to run into trouble.
• Cauchy and Fourier : limits and continuity. At the birth of modern rigour, Fourier's examples of discontinuous limits coexisted with Cauchy's proof that limits of continuous functions were continuous for half a century.
• Frege and Russell, Gödel and Turing. Paradoxes, incompleteness, undecidability, a gulf between proof and truth. Modern sensibilities and 'chaos'.
The Main Philosophies of Rigour
Such events have spawned four main responses (see [7] ).
• Everyman: Platonism-stuff exists ( named by Bernais, 1934)
• Hilbert: Formalism-math is invented; formal symbolic games without meaning
• Brouwer: Intuitionism--many variants; (embodied cognition)
• Bishop: Constructivism-tell me how big; (social constructivism)
The last two variously deny the excluded middle: A ∨Ã. This seems much more reasonable in the presence of computers. Even a quantum 'or' gate prefers to know which case happens.
Hales and Kepler
Kepler's conjecture: the densest way to stack spheres is in a pyramid is the oldest problem in discrete geometry. It is the most interesting recent example of computer -assisted proof. Recently published in the Annals of Mathematics with an "only 99% checked" disclaimer, this has triggered very varied reactions.
9
Famous earlier examples are The Four Color Theorem, touched on later, and T he non-existence of a projective plane of order 10. The three raise and respond to quite distinct questions-both real and specious.
Mathematical Models
Mathematical models have a rich history in mathematics, though their nature has changed considerably. In the late 19th and early 20th Century their was a flourishing industry building marvellous and expensive plaster models. In a 1997 paper, Coxeter showed that his friend Escher, knowing little math, had achieved "mathematical perfection" in etching Circle Limit III. "Escher did it by instinct," Coxeter wrote, "I did it by trigonometry." It has been known for some time that the hyperbolic volume V of the figure-eight knot complement is
19th C. Math Models
20th C. Math Models
V = 2 √ 3 ∞ n=1 1 n 2n n 2n−1 k=n 1 k = 2.029883212819307250042405108549 . . .
In 1998, British physicist David Broadhurst conjectured V / √ 3 is a rational linear combination of
Indeed, as Broadhurst found, using Ferguson's PSLQ: 
21st C. Math Models
Knots 10 161 (L) and 10 162 (C) agree (R)
12 .
In A Virtual Cave or Plato's?
More of Our 'Methodology'
We exploit (High Precision) computation of object(s). This allows Pattern Recognition of Real Numbers
(Inverse Calculator and 'identify') 13 or Sequences (Salvy & Zimmermann's 'gfun', Sloane and Plouffe's Encyclopedia). We make much use of 'Integer Relation Methods'.
14 "Exclusion bounds" are especially useful and these form a great test bed for "Experimental Math". Some automated theorem proving follows (in the sense of Wilf-Zeilberger etc).
What You Draw is What you See
Zeroes of 0 − 1 Polynomials of Degree 18 Data mining in polynomials produces a very rich seam. The same image is shown rendered using different colouring strategies. The striations are real but unexplained! Root two is irrational (static and self-similar pictures)
Proof. To say √ 2 is rational is to draw a right-angled isoceles triangle with integer sides. Consider the smallest right-angled isoceles triangle with integer sides -that is with shortest hypotenuse. Circumscribe a circle of radius the vertical side and construct the tangent on the hypotenuse, as in the picture. Repeating the process once more produces an even smaller such triangle in the same orientation as the initial one.
The smaller right-angled isoceles triangle again has integer sides · · · . QED
Roots and Rationality
Amusingly, √ 2 also makes things rational:
Hence by the principle of the excluded middle:
In either case we can deduce that there are irrational numbers α and β with α β rational. But how do we know which ones? Compare the assertion that α := √ 2 and β := 2 ln 2 (3) yield α β = 3
as Mathematica confirms. Again, verification is easier than discovery Similarly multiplication is easier than factorization, as in secure encryption schemes for e-commerce. There are eight possible (ir)rational triples: α β = γ. Can the reader find them all?
Folding and Cutting Fractal Cards
Not all impressive discoveries require a computer. Elaine Simmt and Brent Davis describe lovely constructions made by repeated regular paper folding and cutting-but no removal of paper-that result in beautiful fractal, self-similar, "pop-up" cards 17 . Nonetheless, we choose to show various iterates of a pop-up Sierpinski triangle built in software, on turning those paper cutting and folding rules into an algorithm. This should let you start folding. 
High Precision Fraud
Seeing Patterns in Partitions
The number of additive partitions of n, p(n), is generated by
Thus, p(5) = 7 since 5 = 4 + 1 = 3 + 2 = 3 + 1 + 1 = 2 + 2 + 1 = 2 + 1 + 1 + 1 = 1 + 1 + 1 + 1 + 1.
Developing (3) is a fine introduction to enumeration via generating functions.
Additive partitions are harder to handle than multiplicative factorizations, but they may be introduced in the elementary school curriculum with questions like: How many 'trains' of a given length can be built with Cuisenaire rods?
Ramanujan used MacMahon's table of p(n) to intuit remarkable deep congruences like 
18 The title of Keith Devlin's 1997 book.
The reason is that, if one takes the series for (3), the software has to deal with 200 terms on the bottom. But the series for n≥1 (1 − q n ), has only to handle the 23 non-zero terms in series in the pentagonal number theorem.
If introspection fails, we can find the pentagonal numbers occurring above in Sloane's on-line 'Encyclopedia of Integer Sequences': www.research.att.com/personal/njas/sequences/eisonline.html. This ex post facto algorithmic analysis can be used to facilitate independent student discovery of the pentagonal number theorem, and like results.
The difficulty of estimating the size of p(n) analytically-so as to avoid enormous or unattainable computational effort-led to some marvellous mathematical advances 19 . The corresponding ease of computation may now act as a retardant to insight. New mathematics is discovered only when prevailing tools run totally out of steam. This raises a caveat against mindless computing:
Will a student or researcher discover structure when it is easy to compute without needing to think? Today, she may thoughtlessly compute p(500) which a generation ago took much, much pain and insight.
Berlinski on Discovery
The As all sciences rely more on 'dry experiments', via computer simulation, the boundary between physics (e.g., string theory) and mathematics (e.g., by experiment) is delightfully blurred. An early exciting example is provided by gravitational boosting. Without a boost from the orbits of Saturn, Jupiter and Uranus, the Earth-to-Neptune Voyager mission (achieved in 1989 in around a decade) would have taken over 30 years! We would still be waiting; longer to see Sedna (imaged above) confirmed (8 billion miles away-3 times further than Pluto). Embracing the fact "quasi-intuitive" analogies add insight in mathematics can greatly assist the learning of mathematics. As honest mathematicians we should acknowledge their role in discovery as well, and look forward to what the future will bring. 
Gravitational Boosting
Thomas Kuhn and Max Plank on Change
Hilbert on Truth and Proof
And Gauss Again
In Boris Stoicheff's often enthralling biography of Herzberg 24 , Gauss is recorded as writing:
It is not knowledge, but the act of learning, not possession but the act of getting there which generates the greatest satisfaction.
A Few Conclusions
The traditional deductive accounting of Mathematics is a largely ahistorical caricature. Mathematics is primarily about secure knowledge not proof, and the aesthetic is and will remain central. While proofs are often out of reach-understanding, even certainty, is not. Good software packages make concepts accessible (from Geometers SketchPad or Cabri to Linear relations, Galois theory, or Groebner bases tools). While progress is made "one funeral at a time" (Niels Bohr?), "you can't go home again" (Thomas Wolfe). 
