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Abstract
We have developed a machine learning approach to localized objects inside a robotic
hand using only images from 2D cameras. Specifically, we used deep learning method (You
Only Look Once, YOLO) and Iterative closest Point (ICP) to estimate the 3D coordinates of the
objects in a robotic hand. This method will also output the number of objects inside the robotic
hand in addition to the coordinates of the objects. We have demonstrated the performance with
simulation and obtained typical accuracy within a few pixels (couple mm) and counting accuracy
of about 76%. We have also applied it to real images, which is currently a work in progress to
improve prediction performance. Furthermore, we are in the process of expanding the model to
predict objects other than spheres.
Our approach can find applications in many image-based object localization applications
including industrial and service robotics.

iv

Chapter 1: Introduction
1.1 Background and Motivation
With the advances in robotics and machine learning, the tantalizing possibility of having
some of the everyday tasks automated is becoming more of a reality. Some of the critical
services that we provide can potentially be better and economically carried out by intelligent
robots rather than human. For example, taking care of the growing elderly population is
expensive and requires skills that conventional robots lack. However, the cost of caretakers is
high, not only financially, but often also emotionally. According to the American Association of
Retired Persons (AARP), on average, it costs $4,576 a month to hire a home health aide [1].
According to the U.S. Census Bureau, there were more that 54 million Americans 65 years or
older in 2019 [2] and the number is expected to grow. A simple multiplication will tell use that
the total cost will be more than $240 billions. Furthermore, some of the mundane tasks can be a
burden on the caretakers, including family members. Even for someone performing these tasks to
provide for oneself rather than others, the ability to reduce some of these mundance tasks is
likely a welcomed change. This leads us to the possibility of developing robots that can help take
on these tasks.
One of the tasks that such robot can help in is with cooking and cleaning [3]–[5]. It is a
time-consuming task that many households have to perform on a regular basis. One of the
common actions in cooking is pouring, which involves object pick-and-place [6]. However, it
has been challenging for robots to do so, especially with arbitrary objects [7] and in multi-object
grasping [8]. Furthermore, grasping involves fine manipulation tasks and requires accurate
1

localization of objects [9], which can share a lot of commonalities with object counting [10].
Often, when we fetch objects, we do not fetch a single object at a time. The ability of counting
objects will help in grasping and transferring objects [11] and in data collection from a pile in a
real system [12]. For instance, if we were fetching three pieces of candies, we are likely to try to
get multiple candies in one shot rather than reaching for them in three separate incidences. In
addition, data for object localization is often noisy or incomplete [10], [13]. For instance, a
robotic hand used to grab an object can obscure the object from the camera monitoring and
guilding the robotic arm [14]. Furthermore, the targeted object can be transparent (e.g., ice cubes,
glass, some plastic, etc.), making it difficult to be estimated with a camera. Objects can also
move and interact with one another while they are in the hand. All these complications in turn
will result in uncertainty in object localization and in the associated actions. Indeed, no team
from the IROS Robotic Grasping and Manipulation Competitions in 2019 and 2020 was able to
successfully pick up ice cubes [8], [12].

1.2 Relevant Work
Various object detection methods have been attempted. Conventionally, 3D modeling and
contact points have been applied to object detection [15]. However, this approach requires a
priori precise models and is often complicated to implement. Alternatively, images (even depth
images such as RGB-D [16]) can replace contact points as the inputs to the models. Nonetheless,
since for an object grasping task, objects are often partially obscured, simple segmentation
approach to identify objects can be challenging.
To address the obscurity challenge, researchers have tried to use learning approaches that
allows partial occlusion. One approach is to use a bounding box around the targeted object and
2

information of regions that are related to the object [17]. Once the bounding box has been
identified, the pixels inside will be assigned to the object and occlusion can be taken into account
by considering regions that are identified as occluded and also by taking advantage of spatial
information of its neighbors. The learning in this case is done through a support vector machine
and had improved segmentation and localization performance [17].
Deep learning techniques have also been applied to alleviate the needs of a precise model
of the objects and the environment to detect objects by learning features directly from the data
without having to manually define them. Convolutional neural networks and its variants
including region-based convolutional neural network (R-CNN), faster R-CNN, and single-shot
deep learning techniques have been applied in the object detection task [15], [18], [19]. In
addition, action sequences have been used to reduce the uncertainty of the task [9]. Multi-modal
input data can also help reduce uncertainty. Common approaches include finding features for
each modality, concatenating the different modalities, and selecting subset of input data. For
instance, Lenz et al. used RGB-D [16] data instead of the more conventional 2D images and have
shown to provide improved detection results [16]. However, RGB-D camera are not as popular
as a 2D camera. Being able to use images of a common 2D camera for object detection will be
more practical. Nevertheless, getting 3D coordinates from a 2D image is challenging. One of the
approaches to solve this problem is to use multiple images from different perspectives, i.e.,
images from different viewing angles are used to generate the 3D represention [20], often in the
form of a point cloud of the object [21]. This can be readily accomplished with a simple,
common camera taking images from different angles. This task can be simplified if the precise
locations of the camera(s) are known. Even if this is not the case, a combination of point clouds
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and iterative closest points (ICP) approach can help deliver 3D coordinates and pose of the
objects.
Various teams have applied deep learning to grasp detection to allow learning from the
raw data without hardcoding features [16], [22]. One of the key tasks is object localization. In
the past, object localizations have depended on object features [23]. Techniques that are featureindependent include deep learning approaches. Researchers have applied convolutional network
to predict joint positions [24], reinforcement learning on the Pascal VOC dataset to localize
objects in the scene [25], single-shot learning such as You Only Look Once (YOLO) [19] to
obtain bounding boxes for the objects, etc. Among these techniques, YOLO is an appealing
approach as it is fast, thus allowing real time processing (~50ms [19] and ~22ms [26]). However,
the bounding boxes that it outputs are in 2D. A camera calibration, 3D point cloud, and
refinement algorithm have been used to generate grasp pose. In addition, multi-view learning has
been applied to improve learning performance [27].
This thesis will be organized as follows. For the rest of chapter 1, we are going to discuss
our approach and the general framework to build our approach on. Chapter 2 will discuss the
technical methology of our approach including YOLO and ICP in addition to several
complimentary studies that were performed in developing our model. Chapter 3 will summarize
our experimental results including some of the studies we carried out along the way to help us
better understand the set up and data. Finally, chapter 4 will briefly discuss what we can do in the
future to improve our prediction performance.

4

1.3 Our Approach
In this project, we propose to solve this multi-object localization in robotic hand problem
by: First, identify the coordinates of the center of the object in the camera images. In other
words, (x, y) in the image frame. This can be readily done using YOLO to identify the bounding
boxes for the objects we are interested in. We picked YOLO due to its fast and relatively reliable
objection detection performance along with its robustness as demonstrated by many applications.
Second, we determined the distance the object is from the camera, i.e., z in the camera frame.
We picked iterative closest point (ICP) for this purpose due to its simplicity and our knowledge
of the camera and hand positions, which help construct an effective loss function and initial
guess respectively. Since the object that we are dealing with here is a sphere, the orientation does
not matter so we do not need to determine the rotation of the object. It is noteworthy to point out
that we know the coordinates of all the cameras and the hand. This information will allow us to
go from one frame to another, for example, from the camera frame to the image frame. Indeed, in
our environment, we have defined several frames including 1) world, camera, hand, and image
frames. Each of these frames can have a different origin and catesian coordinate system for the
convenience in caturing data. For instance, the origin and the coordinate system of the image will
depend on how the actual image was captured. This orgin and coordinate system is not fixed
relative to the world frame (our physical world) but will move with the camera. Similarly, the
hand frame has origin and coordinate system that are referenced to the position of the hand and is
also not fixed. On the other hand, the world frame will have a predetermined and fixed origin
and coordinate system relative to planet Earth. To transform from the world to the camera frame,
the following transformation matrices can be used.

5

In order to transform from world to right camera frame:

In order to transform from world to left camera frame:

In order to transform from world to front camera frame:

In order to transform from world to back camera frame:

These transformation matrices were determined by the positions of the camera and the
directions of their axes relative to the world coordinate system. For instance, to transform from
world to back camera frame, we can carry out the following multiplication:

To get from a camera frame to a world frame, we can carry out the following multiplication:

6

Next, we shall briefly summarize the technical background of our approach, specifically,
deep learning method, You Only Look Once (YOLO) and iterative error minimization algorithm,
iterative closest point (ICP).

1.3.1 You Only Look Once
Redmond et al. introduced the YOLO architecturec that quickly became popular in
objection detection due to its real time processing ability. It was later improved by Redmond et
al. in accuracy and still maintained its speed [28]. Some of the key modifications include
predicting the bounding boxes in different scales, an updated convolutional network that includes
more convolutional layers and adding residual layers. YOLO divides the input image into grids
with anchor boxes in them, which in turn will be used to predict the bounding boxes by
outputting the offsets of grid location, and width and height (normalized) of the bounding boxes.
In addition, the class and object scores are also predicted. Convolutional neural network (CNN)
is used for the prediction. The later framework used is called Darknet-53. It has 53 convolutional
layers with maxpool layers and two fully connected layers. Unliked Redmond’s work, we did not
use the pre-trained model but rather, used our own data to train the model. As for training, the
loss function considers whether there is an object in the bounding box, intersection over union
between the prediction and target bounding boxes, squared error between the prediction and
target center(s) of the object(s), and class prediction. Although in our case, since we only deal
with balls here, the class prediction is always correct. The various terms in the loss functions can
also be weighted to improve convergence.

7

1.3.2 Iterative Closest Point
For an iterative error minimization algorithm such as iterative closest point, it is
noteworthy to point out the importance of properly selecting high quality samples that
incorporate spatial information for training [29]. In general, an iterative error minimization
approach repeatedly updates its estimate based on an error function until either a certain error
threshold has been reached or a maximum number of repetitions has been performed. As for the
new estimate in each cycle, different optimizers, such as stochastic gradient descent, can be
employed. One of the more popular algorithms in this family in object detection is the Iterative
Closet Point (ICP) algorithm where a point cloud is iteratively updated to reduce an error derived
from a reference target point cloud, typically through translations and rotations. Sum of
difference squared is a common error function employed.
In our current approach, we only used images taken from different perspectives of the
robotic arm after grasping of balls to determine the number and position of the balls. Since we
only used balls and the training images are all generated by a simulator in this project, it
simplifies the problem by ensuring that there is minimal noise in the images generated, there is
only one type of object, and that the object has degenerated orientations. Furthermore, we have
good control over the exact viewpoint we are capturing the images, the scale, and distance
between the camera and the object. Finally, although there has been much progress and potential
behind weakly-supervised object detection [30] for its ability to localize with image-level
annotation [31], for the purpose of this project, since our data comes from simulation, it is simply
a matter of writing the code to provide both image and box level annotations. As a result, we
opted for regular supervised learning instead.

8

Chapter 2: Methodology
In this chapter, we discuss the experiment where we used a single image as the input to
the YOLO-ICP model. Since our goal is to identify the location of the balls inside the hand. As
mentioned in the Introduction, we tried:
i)

Using YOLO v3 to predict the x and y coordinates in the image frame. YOLO is a
convenient way for us to perform this task as it can output bounding boxes of an
image in less than a second on most high performance computers after model has
been trained. Google Colab and existing YOLO model were used (latest run on
9/7/2021). These numbers can then be transformed into other frames. Specifically,
since we want to compare the accuracy of our model, we have transformed the
coordinates into the world frames so we can compare with the ground truths of the
ball locations.

ii)

Using ICP to predict the z coordinates in the camera frame. Since YOLO can only
provide the x and y coordinates in the image frame, i.e., 2D coordinates, we need
to find the third dimension of the ball(s). In order to do that, I constructed an error
function that the ICP algorithm will minimize. The error function embedded the
relationship between the x and y coordinates with the z coordinate. As a result, we
can estimate the z coordinates from the 2D images. The reference used in this step
are results from YOLO that were then used to compute the error function. We
have evaluated the estimates from YOLO and obtained satisfactory results.
Therefore, we considered this as a good way to come up with a reference,
9

allowing the entire object localization to be performed using only images from
ordinary cameras. Intuitively, one can understand that the algorithm is looking for
how the 2D images change as the object moves nearer to and further from the
camera to extract the distance information, i.e., the third dimension. These
numbers can then again be transformed into the world frame. I implemented this
algorithm first on Colab and then later ran on different personal computers.
iii)

Finally, we combined the results from YOLO (x, y) and ICP (z) to obtain the X,
Y, and Z coordinates in the world frame, i.e., the locations of the balls in the
robotic hand.

2.1 Image Coordinates with YOLO
Since Redmond et al. published the YOLO models and the subsequent improvements
[26], [28], a number of implementations have been made available [32]–[34]. In order to apply
the existing model, we need to prepare the input images, annotations for training (and testing for
evaluation purpose), train file to specify the list of training images with the corresponding
annotation file, and test file to specify the list of testing images with the corresponding
annotation file. In order not to run into memory issues, a batch size was set to four. Furthermore,
the number of epochs was set at 11 so the training can finish in reasonable time. We collected
15,468 simulation images of a robotic hand with grasped balls, trained the model with 13,919
images (90%), and tested it with 1549 images (10%). It is noteworthy to point out that for each
arm position and pose, images were taken from different perspectives. Specifically, images were
taken from the left, right, front, back, top, and bottom of the arm. In this chapter, we fed a single
image to the model at a time, independently. In the next chapter, we will discuss the case when
10

multiple images within the same robotic hand position and pose were used as a batch. In addition
to the images of the hand with the balls, the simulation also provides us with the actual 3Dcoordinates of the ball(s), the hand location, the number of balls, etc. This additional information
is very useful both in providing initial guesses and in evaluating the accuracy of the model.
Furthermore, it is noteworthy to point out that in this thesis, the only objects we tried to grasp are
balls. As such, the symmetry of the object simplifies our task as the orientation of the object does
not matter.
YOLO outputs the centers of the bounding boxes and their corresponding widths and
heights normalized by the size of the image. We can use the centers of the bounding boxes as the
normalized 2D coordintes of the ball in the image frame. We have developed code in Google
Colab to authomatically check the accuracy of the prediction from YOLO (last run on 9/7/2021).
Since the YOLO prediction may arrive at the wrong number of balls, the code will check to see
whether the predicted number of balls for a single hand location and pose matches the actual
number. If these numbers are different, the code will only compare the smaller number of balls
between the prediction and the actual cases. This will avoid not having a number to subtract from
for the accuracy (error) calculation, potentially causing inflated error values. The differences
between the prediction and the actual coordinates were taken by selecting the smallest
differences between the actual and the predicted coordinates.
While evaluating a single image with YOLO takes just a few tens of milliseconds,
training with a large dataset can take hours if not longer. In our case, it took more than half a day
to train with 13,943 images. Furthermore, these images will also need to be annotated.
Fortunately for us, because we used simulation data, annotation of these files was easy as we
know where the centers of the balls were. However, it still took a lot of time and resources to
11

train the model. Therefore, we have considered transfer training and taking advantage of others’
trained model. Specifically, we have tried Redmond’s COCO dataset pre-trained model on our
test images. However, it classified our ball as sports ball only 4% of the time and misclassified it
as person 1% of the time. Most of the time, it failed to classify it as one of its classes. Given the
relatively poor outcome, we decided to train our model instead of using a pre-trained model.

2.2 Third Dimension with ICP

Figure 2.1 Left: Loss function and its gradients. Right: Flow diagram of how ICP works.

After we obtained the x and y coordinates from the image frame, if we can find the z
coordinate in the camera frame, we can get all three coordinates in the hand frame. From the
camera coordinates, we can obtain the coorindates in the world frame by a simple transformation
based on the location of the camera in the world frame and the direction of its axes relative to
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those of the world frame. However, we do not know the z coordinate of the ball in the camera
frame. To solve this problem, we resort to iterative closest point as illustrated in Figure 2.1.
Briefly, we first designed a loss function for the ICP to be the squares of the differences
of the x and y coordinates between the last and the current iterations in the image frame. This is a
convenient designation because we only had the images as our inputs and YOLO will be able to
provide us with the x and y coordinates (

,

) in the image frame quickly and relatively

accurately as references. These references will not change until the ICP has completed.
Next, we derived the partial derivatives of the loss function with respect to the three hand
coordinates in the camera frame (

,

,

). These derivatives

were used to update the new estimates of these variables, which in turn were plugged into the
partial derivatives of the loss function to continue into the next iteration.
Since we do not know the locations of the balls but we are interested in the balls that are
grasped by the robotic hand, the balls should be relatively close to where the hand is. This is
important as a good initial estimate of the locations of the balls can help the ICP algorithm
converge to its answer. Thus, the hand coordinates in the camera frame (

,

) were used

as the initial estimates for the ICP. The first term in the square bracket in the loss function is
expressed in terms of the hand z, x or y coordinates in the camera frame. This is done in order to
include the relationship of the z coordinates with the x and y coordinates, so that the iterations
will be able to update all three of them in the camera frame. The updates can be done by simply
multiplying the gradient with a learning rate that we can empirically set.
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2.3 Other Complementary Techniques
2.3.1 Combining the Outputs
We have successfully demonstrated the combination of YOLO and ICP to obtain the x
and y coordinates in the image frame, and the z coordinate in the camera frame. The next step is
to transform and combined them to produce 3D coordinates in the world frame.
First, we transformed from the image frame to the camera frame with the following
equations:

;
Once we have

,

, we can transform it from the camera frame to the world frame

using the transformation matrix described in the last section.

2.3.2 Improving the Optimizer
An optimizer with adaptive learning rate such as the Adam optimizer that is suitable for
data with noisy or sparse gradients [35] might be a better choice than the simple stochastic
gradient decent that we had previsouly. As such, we have also tried the Adam optimizer.
Furthermore, we added another adjustment to the learning rate such that the base learning rate
will

vary

inversely

proportional

to

the

square

root

of

(1

+

#iterations/step_size_adjustment_factor).
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2.3.3 Multi-view Improvement
One of the ideas that we have tried is to use multiple images as inputs to our prediction
model (Figure 2.2). Previously, only one independent image was used at a time. This is a
difficult task for the model to derive a 3-D coordinates from a 2D image. If we can provide
images from different perspective(s) as a batch, if they are complementary and not just redundant
information, we are effectively increasing the dimensionality of the inputs, thus allowing the
system to make prediction with a richer input. With increased number of views, we can expect
this approach to have a more accurate prediction [36].

Figure 2.2 Left: Loss function and its gradients. Right: Flow diagram of how multi-view ICP
works. Speficially, there is an added convert_views block added to the flow diagram.

Multi-view clustering is a technique that has been used to generate multi-view data from
different sources or from different views. One of the methods to take advantage of multiple
views is to use them alternatively as references in our iteration.
15

However, unlike in the case when we have only one image where we directly compare
the predicted image coordinates with YOLO image coordinate outputs in our loss function, the
use of images from different perspective makes a direct comparison incompatible. We need to
come up with a new loss function and derive the subsequent gradients again for the iterative
updates. One convenient approach is to define a loss function that applies to all image
perspectives in question; and a simple way is to use world coodinates in the error function.
However, there is still the challenge of identifying the same ball from the different
camera perspectives. To solve this challenge, image coordinates of the predicted balls from
YOLO were first transformed to the camera, and then the world frames. This allows the balls
from different perspective images to be directly compared. The closest ones will be identifed as
the same ball.

2.3.4 Addressing Dataset Nuances
Code was developed in Colab to compare the prediction and the ground truth generated in
a simulation. However, in cases where the hand grasped multiple balls, we need a way to pair up
the predicted and the ground truth ball.
i)

Challenge 1: Comparing the correct ball when multiple balls are in hand.

To solve this problem, for every image, all balls in the image were iterated through and
appended into two lists, namely, a prediction list of balls and a ground truth list of balls for the
specific image. Next, the the minimum difference between all balls from the two lists were
determined and assigned as the error between the predicted and ground truth centers of the balls.
It is noteworthy to point out that in case the predicted number of balls are incorrect, the code will
only compare the actual number of balls and picked the closet ones. This will avoid errors in ball
16

count in overflowing into the next image. Furthermore, distance errors will not be inadvertently
inflated due to a subtraction of a zero or NULL.
ii)

Prediction of the number of balls in the hand

Code was developed using Pycharm to determine the error in the predicted number of
balls. The predicted results from YOLO were iterated through to check the number of balls
predicted in all the test images in the order they were listed in the test file. As each image file
listed in the test sequence was iterated through, the counter was incremented by the number of
balls in the image. In other words, the counter will be modified to reflect the accumulated
number of balls detected up to that point for every test image. This counter will be used as the
index to find the file index at the same iteration. Since YOLO test results will record a new row
entry for every ball for every iteration, after every iteration, i.e., after every test image, if the
predicted number of balls is the same as the actual (ground truth) number of balls in the image,
the counter and the index will be incremented by the same amount. To test out whether the
predicted and the ground truth number of balls matched, all that was needed was to check that
these two numbers agreed with each other.
In checking the number of balls, we have to ensure that if the model under- or overpredict the number of balls, these cases have to be addressed appropriately. This was done by
selecting the smaller of the acutal and predicted number of balls and used that for our evaluation
purposes.
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Chapter 3: Experiment and Results
3.1 Single Image as Input
Figure 3.1 shows the scatter plots of YOLO prediction errors in the x and y coordinates
of the image frame. The errors for the x and y coordinates had errors with a mean +/- standard
deviation of 2.1 +/- 2.5 and 2.0 +/- 2.3 pixels, respectively. It is noted that there were quite a few
outliers that could have quite a large error. However, the average remained low. Figure 3.2
shows the histograms of the same result. The distributions in errors followed a somewhat normal
distribution. This is likely good enough for now to move onto the next step, i.e., ICP to estimate
the third dimension.

Figure 3.1 Scatter plots of the amount of YOLO prediction errors in the x and y coordinates of
the image frame.

On the other hand, for the estimation of the number of balls, 76.1% of the time YOLO
got the number of balls predicted correctly. 3.1% of the time it underestimated the number while
20.8% of the time it overestimated it (Figure 3.3). It is noted here as a reminder that YOLO will
give us information on the bounding boxes of the targeted balls (class, x, y, width, height). As a
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result, YOLO will provide for each image, a set of bounding boxes and the number of boxes can
be used to determine the number of balls in the hand.

Figure 3.2 Histograms of the amount of YOLO prediction errors in the x and y coordinates of the
image frame.

Figure 3.3 Histograms showing the counts of correct, over-, and under-estimation of the number
of balls in the robotic hand.

Figure 3.4, left, is a scatter plot summarizing the error in the z coordinates with a mean
+/- standard deviation of 14.0 +/- 7.2 mm. On the right side is the histogram representing the
same data. There is an interesting bimodal pattern that we do not understand the cause.
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Nevertheless, as we are going to see later, this bimodal feature disappeared after we included
multiple images as a batch for inputs to the ICP.

Figure 3.4 Left: Scatter plot of single image ICP prediction error. Right: Histogram of single
image ICP prediction error

At this point, we have the preliminary results by applying YOLO to predict the x and y
coordinates of the balls in the image frame, and ICP to predict the z coordinates of the balls in
the camera frame. Although the results are encouraging, we proceeded to explore how we could
further improve the accuracy.

3.2 Multiple Images as Input
Given that literature and intuition both support using multiple images to improve iterative
learning performance, we have also tried multi-view on ICP.
In our attempt to understand the values of different camera perspectives, we first derived
the errors on the estimates on the z-coordinates for each of the different camera perspective, i.e.,
left, right, front, and back. Scatter plots are shown in Figure 3.5. As can be seen from the plots,
left and right, also front and back images tend to produce closer estimates. This might not come
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as a surprise as they are on the opposite sides of the object and might cancel out noise that are
symmetrical or enhance signals that agree in the two opposite images.

Figure 3.5 Errors on the ICP estimates on the z-coordinates for each of the different camera
perspective.

3.2.1 Four Images as Input
From the observations we just made regarding the different camera views, and from an
object localization perspective, having multiple views of an object should be helpful in locating
an object in the 3D space. As such, we also tried leveraging multiple perspective images. In our
study, we used four camera images from the left, right, front, and back perspectives (Figure 3.6).
It is noted that we also have top and bottom cameras in the simulation. However, those images
were not used as they often do not contain very meaningful images of the balls in the hand.
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Figure 3.6 Left: A simulated image showing the locations of the cameras relative to the set up
with the arm out of the image to show the cameras. Right: Sample simulated images from the
four cameras.

We sequentially and alternatively fed the YOLO-produced positions of the balls in the
four images to the algorithm as input references. The initial guess was the position of the robotic
hand to provide a reasonable and practical first estimate for the iterative algorithm. In this model,
we used the Adam optimizer to predict the updated values. We have also empirically adjusted the
parameters in the optimizer to improve our prediction performance including the step size (α),
exponential decay rates for the moment estimates (β1 and β2), maximum number of iterations,
threshold for accepting the iteration result before reaching the maximum number of iterations,
and ϵ (a parameter to avoid the algorithm to perform a zero-division operation) [35]. After
exploring the various parameters, we settled for a threshold of 1e-10, β1= 0.9, β2=0.999, α=0.5,
ϵ=1e-8, and a maximum iterations of 400,000. Further, we decided to add a learning rate decay
to allow faster initial adjustment and finer later adjustment to avoid oscillations. Figure 3.7
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shows the scatter plots of this experiment. It is noted that the robotic hand can grasp multiple
balls. It is possible that with more balls in the hand, the estimation can get worse. In addition,
when there is more than one ball in the hand, when calculating the estimation error, it is
important to be able to match the estimated values to the proper ball for a proper evaluation. We
have tested the algorithm with 496 simulated balls grasped by the robotic hand. The scatter plot
on the left shows error estimating the z-coordinates for all 469 balls while the plot on the right
only shows errors for cases with one ball in the hand. The average error for all balls was 0.72mm
with a standard deviation of 0.92mm while the average and standard deviation for the one ball
case were 0.66 and 0.83mm respectively. The error was quite small compared to the size of the
ball (40mm). We can see outliers in the plots and potentially use information from the tactile
sensors in the future to improve on them (please refer to future works). We also calculated the
average of the absolute errors to avoid the positive and negative errors canceling each other out.
The absolute average error for all balls was 0.92mm with a standard deviation of 0.78mm.

Figure 3.7 Left: Scatter plot showing error estimating the z-coordinates for all 469 balls grasped
by the robotic hand. Right: Scatter plot showing error estimating the z-coordinates only for cases
when the robotic hand grasp one ball.
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Figure 3.8 shows the histogram of the error estimating the z-coordinates for all 469 balls
and one ball at a time grasped by the robotic hand. Both histograms show that for most of the
cases, the error was within +/- 1mm.

Figure 3.8 Left: Histogram showing error estimating the z-coordinates for all 469 balls grasped
by the robotic hand. Right: Histogram showing error estimating the z-coordinates only for cases
when the robotic hand grasp one ball.

While we think that the errors are in the acceptable ranges for the time being, the
processing time with a personal computer is rather long. It took on average approximately one
minute to process one robot arm position for one ball. For real time processing, waiting for a
minute before deciding whether to regrasp or not may be too long. To reduce the processing
time, first, we tried increasing the threshold from 1e-10 to 1e-8. Increasing the threshold will
typically shorten the training time if the maximum iteration has not been reached. However, it
may trade accuracy consequently. Indeed, this was what we had experienced. To take advantage
of the reduced number of iterations to reach the modified threshold, we also reduced the initial
learning rate. We were able to roughly reduce the processing time by half (28s) while just
slightly increased the average and absolute average errors to 1.10 and 1.54mm, respectively. The
scatter plot and the histogram of the errors for the experiment are shown in Figure 3.9.
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Figure 3.9 Left: Scatter plot showing error estimating the z-coordinates for all 469 balls grasped
by the robotic hand with increased threshold (1e-8). Right: Histogram showing error estimating
the z-coordinates only for all 469 balls grasped by the robotic hand with increased threshold (1e8).

Next, we tried adding more nonlinearity to the rate of learning rate decay. However, due
to the rapid decrease in learning rate, I had to compensate for the drop by increasing the initial
learning rate. This increased the oscillation in the loss function versus iterations in my
experiment. Thus, this effort was abandoned. Thirdly, even though we have reduced the initial
learning rate, the algorithm still managed to reach the threshold often before reaching the
maximum iteration. To make sure that we ran adequate number of iterations, instead of just
checking for maximum iteration and that the loss function was below the threshold, a condition
to ensure a minimum number of iterations was added. This resulted in a slight improvement in
the average error (0.72mm) but slight degradation in the absolute error (1.63mm). As expected,
the run time slightly increased to 30s up from 28s. The scatter plot and histogram are shown in
Figure 3.10. Nonetheless, the errors with and without the minimum iterations were similar and a
conclusion was hard to draw. Fourth, since I was using parameters from four images as inputs to
the algorithm, it stands to reason that using fewer input images can potentially be constructive in
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reducing the processing time, hoping that it would not trade too much performance in the
process. This will be expounded in the next subsection.

Figure 3.10 Left: Scatter plot showing error estimating the z-coordinates for all 469 balls grasped
by the robotic hand with increased threshold (1e-8) and minimum iterations. Right: Histogram
showing error estimating the z-coordinates only for all 469 balls grasped by the robotic hand
with increased threshold (1e-8) and minimum iterations.

3.2.2 Two Images as Input
As mentioned in the previous section, we are movitated to reduce the run time of the
algorithm to allow real time applications. At the same time, for practical applications, cheaper set
up will also be desirable. For instance, if we use a separate camera for each separate view of the
object, having four images will mean we have to increase the number of cameras and the
associated hardware in the system. Moreover, if each camera requires independent calibration,
the operation cost will also be higher for a system with more cameras. It is noted that before we
proceed with the experiment, I have cleaned up the code somewhat to remove duplicated
function calls and reset the parameters of the optimizers to the beginning of the four images
experiment. The run time for the four images as input was then modified to 20s. When we ran
the two images as input experiment, the run time reduced to 11s. The main difference was that
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instead of rotating parameters from four different camera perspectives, we were rotating only
two different camera perspectives. Codes were also modified to accommodate for these changes.
For instance, previously, the number of balls in the image was checked using the number of balls
as detected by YOLO in the left camera perspective. If the two views that we are rotating do not
involve a left camera view, the number of balls as detected by YOLO in the left camera
perspective will become invalid, and thus, codes should be modified to adapt for these
differences. Figure 3.11 shows the scatter plot and the histogram for the result. It is noted that we
used the front and left view camera images for the inputs of this experiment.

Figure 3.11 Left: Scatter plot showing error estimating the z-coordinates for all 469 balls grasped
by the robotic hand with parameters from two images (front and left) as inputs. Right: Histogram
showing error estimating the z-coordinates only for all 469 balls grasped by the robotic hand
with parameters from two images (left and front) as inputs.

The resulting average error was rather large. As a reminder, with four images as inputs,
we had average and absolute average errors as 0.72 and 0.92mm, respectively. With two images
(left-front), we had average and absolute average errors of 15.74 and 16.25mm.
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Although the run time was at this point close to 10s, which we deemed acceptable, the
error was now unacceptably high (> 1cm, please see above). We next explored the effect of the
choice of the two images as inputs. We tried all possible combinations of the four different
viewpoints. The left-right and front-back combinations provided us with the best results. The run
time has no significant difference. They were all in the 11s timeframe. Figure 3.12 shows the
scatter plot and the histogram of the left-right scenario while Figure 3.13 is for the front-back
scenario. The average and absolute average errors for the left-right case were -0.95 and 1.45mm,
respectively. The average and absolute average errors for the front-back case were 0.08 and
1.44mm, respectively.

Figure 3.12 Left: Scatter plot showing error estimating the z-coordinates for all 469 balls grasped
by the robotic hand with parameters from two images (left and right) as inputs. Right: Histogram
showing error estimating the z-coordinates only for all 469 balls grasped by the robotic hand
with parameters from two images (left and right) as inputs.
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Figure 3.13 Left: Scatter plot showing error estimating the z-coordinates for all 469 balls grasped
by the robotic hand with parameters from two images (front and back) as inputs. Right:
Histogram showing error estimating the z-coordinates only for all 469 balls grasped by the
robotic hand with parameters from two images (front and back) as inputs.

The average errors for the left-right and front-back cases were reasonably low. On the
other hand, the average errors for the left-front, right-front, left-back, and right-back cases are
relatively high. It is noteworthy to point out that the left-right and the front-back camera pairs lie
on separate straight lines. In addition, the standard deviations for the different cases are as
follows: left-right cases were 4.0 and 3.9mm for the error in z and the absolute error in z
respectively; front-back cases are 3.2mm for both cases. We can see that the absolute errors for
front-back and left-right are very close while front-back has slightly lower standard deviation.
This is encouraging in that by using two in-line images as inputs, we can get relatively good z
estimates while not taking up too much time in processing.
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3.3 Evaluating in Applications
3.3.1 Testing with Real Data
We have evaluated our model trained with simulated data in detecting balls in robotic
hands in real images. First, it is noted that the real images were of standard 640x480 pixels while
our simulated results were 512x512. Images were cropped and padded to make them 512x512
pixels. Furthermore, the cropped image was rescaled to ensure the size of the ball in the image
frame was similar to that in the simulation to avoid introducing unnecessary uncertainty. Initial
results were not satisfactory. It is evidence in that the predicton were very different from the
actual position of the balls.
In light of the shortcoming using the model trained with simulated data only, next, I tried
re-training the model with the real images. The annotated process was tedious, and I was only
able to annotate 100 files. It is noted that sometimes the images from different perspecetives
were not consistent in that there were different number of balls in them. This appeared to due to
ball dropping in the middle of the actual physical experiment. Those data images were dropped
to avoid this outlying situation.
After training with 161 images, the trained model was tested with eight images. However,
the error was large with a mean average precision (MAP) of 0.01. Our simulated model had a
MAP of 0.96 after training and a MAP of 1.00 when tested with a single random simulated
image. It is noted that the training data set is much smaller for the real images, the contrast of the
ball from the background also was not as clean. Figure 3.14 is an example of the real image with
the centers of the balls marked and the incorrect prediction marked as a red cross.
To improve the performance, we could try 1) increasing the size of the training dataset, 2)
optimizing the threshold for selecting the bounding boxes, 3) implementing image processing
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techniques to improve ball contrast, and 4) modifying simulated images to look more like real
images (such as ball color). Furthermore, if sensing modality other than visible light is possible,
the contrast can also be improved, and the image quality can be more ambient light independent.

Figure 3.14 An example of the real image with the centers of the balls marked and the incorrect
prediction marked as a red cross.
One of the differences between the real and simulation images is that the simulation
images have blue balls while the real images have them in white. We have started converting the
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color of the balls to white and currently are in the process of training the model with white balls
(Figure 3.15).

Figure 3.15 Converting the color of the balls to better match the real image might help in our
prediction performance.

3.3.2 Testing with Other Simulated Objects
We have also tested the simulation spheres trained model with cubes and cylinders as
objects in the robotic hand, since it is advantageous for the robotic hand to be able to grasp
different types of objects other than spheres in real applications. Figure 3.16 shows typical
simulated images of the robotic hand with cubes.

Figure 3.16 An example of the simulated images of the robotic hand and the cubes.
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Although the performance was better than that for the real data in the last sub-section, the
error was still as large. For the three cases shown in Figure 3.16, where there is only a single
cube in the hand, the right image had 0.1 and 1.4 pixels errors in its prediction, the left image had
1.3 and 5.2 pixels, while the back image had 60.3 and -4.8 pixels, respectively. Although the
errors were rather large, we notice the pattern that as the cubes were obscured by the robotic
hand, the error increased. For the back image, the cube is completely obscured by the hand, it
was not surprising for an image-based prediction to fail at its localization when the object was
not visible. To improve upon this performance, training with mutli-modal approach, such as
using the tactile sensors, could help.
We further tested the model with cylinders (Figure 3.17 and Figure 3.18). All four images
shown are from the same robotic hand setting (i.e., same experiment). In this case, there were
four cylinders in the robotic hand. Figure 3.17 and Figure 3.18 show the images and the
prediction results after training for 10 and 80 epochs, respectively. As can be seen in the figures,
the prediction performance was not as good as those for the spheres or the cubes even after 80
epochs although the results are better with more training. Not only are the errors in the x and y
coordinates larger, the predicted number of objects are also more inaccurate.
Training with the cylinder images took longer to train. As can be seen in the mean loss
plot in Figure 3.19, while training with the sphere images took 10 epochs to reach an error within
a couple pixels, prediction errors for cylinder localization were higher even after training for 80
epochs. One possible reason is that the cylinders are not symmetrical along the different spatial
axes. The asymmetry along the different axes might have make the different orientations of the
object more important in localization prediction. Further studies are needed to improve the
prediction performance.
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Figure 3.17 Simulated images and prediction results of the robotic hand with cylinders after 10
epochs of training.

Figure 3.18 Simulated images and prediction results of the robotic hand with cylinders after 80
epochs of training.
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Figure 3.19 Plot showing mean loss for the x and y image coordinates during training of the
cylinders.

3.4 Other Studies of the Robotic Arm System
3.4.1 Camera Properties
In order to derive the transformation matrices so we can convert coordinates from one
frame to another, e.g., from world coordinates to camera coordinates, we need to know the
positions of the cameras and the coordinate systems of the cameras. In the simulation, we placed
the cameras at convenient locations and noted the positions of the cameras and the directions of
the 3D axes. Based on these numbers, we derived the transformation matrices to allow us to go
from the world to camera coordinates. The transformation matrices have been given in the earlier
section. Next, we need to know how to convert it from the camera coordinates to the image
coordinates. To do that, we noted that the two coordinate systems are related by the following
equation:
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where

and

represent the x and y coordinates in the image frame (the superscripts here

represent these are the coordintes for a ball),

and

represent the X and Y coordinates in the

camera frame, and f is the focal length of the camera. Depending on where the origin (0, 0) point
is set, there can also be an offset term in each of the equations.
To calculate the focal length, we need the viewing angle (α) and the image diameter (d),
and can be calculated using the optical projection equation based on geometry:

with some rearrangement, we have:

Our camera settings had a viewing angle of 60o. The image had 512 pixels. Therefore, in
our calculation, we used

and d = 512., resulting in f=443.04. We used this value as needed

in our experiment.
To ensure that our transformation matrices and projection equation are correct, we
checked with a ball placed at different locations in a simulated environment, converting the
world coordinates to the image coordinates, which were then compared with the locations of the
ball in the various images from different perspectives (right, left, front, and back). We obtained
an error of less than one pixel. Thus, we confirmed the validity of our frame transformation.
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3.4.2 Tactile Sensor Characteristics
Tactile sensors have been used in object localization before [9]. They are particularly
useful to localize objects that are otherwise obscured. For example, in our case, objects in the
robotic hand can be blocked by the hand from the view of the camera, making it difficult to
localize the object with an image-based approach.

Figure 3.20 Top left: Tactile sensor positions on the palm of the robotic hand. Top right: Tactile
sensor positions on the robotic fingers. Bottom: Table showing tactile sensor data representation
in the output file.

Initially, we wanted to include the tactile sensor measurements as inputs for the ball-inhand learning model. We have plotted the the tactile sensor readings as pressure maps intended
to be used in a deep learning model for ball localization. However, the data appeared to be noisy,
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while each tactile sensor on the finger or the palm were also relatively large. One way to tackle
these challenges is to have a separate neural network to predict the point-of-contacts with the
pressure sensor. Figure 3.20 shows a typical layout of the tactile sensors and their assignments.

Figure 3.21 Middle: Heat map representation of the tactile sensor readings on the palm. Left:
Sensor numerical assignments as represented on the heat map. Right: Simulation images of the
robotic hand and the balls.

Figure 3.21 shows a heat map representation of the tactile sensor readings on the palm.
The picture of the palm labeled with the tactile sensor numbers together with the heat map using
the sensor readings allows us to find where the ball is making contact with the hand surface and
applying forces onto the palm. Note that a force pressing against the sensor is recorded as a
negative number. In this case, sensor 21 clearly was significantly more negative than the rest of
the sensors. However, there were actually two balls in the hand and from the images, one would
expect to find two contact points. Nevertheless, the weights of the balls might be resting mostly
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on the fingers, thus making it less obvious on the tactile sensors on the palm. In addition, the
other sensors that are not in contact with the balls appeared to be influenced by the presence of
the ball as well. We hypothesized that the simulation model allows the ball to penetrate the
sensor surface, thus, even for a sphere, we might not get a single contact point with a flat surface.

3.4.3 Hough Transform to Estimate Coordinates
Other ideas that we tried before settling on using YOLO only to estimate the x and y
coordinates in the image frame was to use Hough Transform. Hough transform have been used in
2D object/shape and even 3D point cloud detection [37], [38]. Indeed, since we know in advance
that we were detecting ball(s), we could readily use Hough transform to find circles that matched
a set of parameters. Essentially, Hough Transform works like a voting method trying to draw
circles at all points. The center of the targeted circle is expected to occur at the most likely
interaction of all the circles. We used opencv [39] to carry out Hough Circle Transform with
gradient [40], [41] to find the balls that are represented by circles in the 2D images (Figure 3.22).
Note that in many cases, the circles were partially obscured, making the task more difficult. An
image of the robotic hand with the ball(s) was the input. Empirically set parameters such as
inverse ratio of the accumulator to the image resolution, minimum distance between circle
centers, minimum radius, maximum radius, Canny edge detector threshold, and accumulator
threshold were used in the model. The outputs were the x, y coordinates and the radius of the
detected circles.
Our questions were whether we could use Hough Transform to 1) determine the x, y
coordinates of the ball(s), and 2) to improve the accuracy of theYOLO x, y estimates. We
decided not to use Hough Transform, first, because it is not obvious how to set the parameters set
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without supervision., and second, the accuracy is lower than the YOLO estimates. Figure 3.22
shows examples of the results using Hough Circle to detect balls in a robotic hand. It is noted
that depending on the set parameters, balls could be missed or incorrectly identified. The
estimated ball center also appeared to be off especially in cases where the balls are partially
obscured.

Figure 3.22 Hough circle was used to detect simulated ball(s) in robotic hand. Left: inverse
ration of the accumulator to the image resolution = 1, minimum distance between circle centers =
20, minimum radius = 10, maximum radius = 100, Canny edge detector threshold = 100, and
accumulator threshold = 30. Right: inverse ration of the accumulator to the image resolution = 1,
minimum distance between circle centers = 20, minimum radius = 20, maximum radius = 35,
Canny edge detector threshold = 10, and accumulator threshold = 20.
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Chapter 4: Future Work
Several modifications can be made to our design to further improve the performance of
the model and make it more generalizable and practical to real world applications.
i)

Tactile sensor as augmenting input: In this present work, only images were used
in determining the positions and number of balls in the robotic hand.
Nevertheless, the hand is equipped with tactile sensors along the fingers and on
the palm. Liang et al. have demonstrated the feasibility using contact point to
track object pose [42] and Zhang et al. have demonstrated the use of tactile sensor
[14]. The pressure sensed by the tactile sensors can be used to further help
localized the objects grapsed by the hand. In addition, depth images can be used
to obtain surface points of the object and iterative point matching technique can
be applied for object registration [43], [44]. Future work can leverage these
additional data to improve speed and accuracy of the prediction despite the noise
and resolution challenges that our initial work had faced.

ii)

Object type generalization: Furthermore, for the presented work, most of the
grapsed objects are balls. As a result, orientation of the object is not important.
However, in practical situations, objects other than sphere may be targeted. In
cases where the objects are not symmetrical, orientation matters and can affect
how they can be grasped. We have also tested the current model with cubes.
While our preliminary works showed some promise, the accuracy was poor and
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more work including retraining will be needed. Furthrmore, future work should
expand to include objects of other common shapes as well.
iii)

Real images and applications: Moreover, the presented work is mostly based on
simulation data with limited work using images taken with physical cameras on a
physical robotic system. In real experiment, there will be noise involved in the
data and measurements that were missing in the simulation dataset. In our current
work with simulation, we have not taken these potential noise sources into
account. Our preliminary work with real images were not satisfactory. Future
work can first test out the current model in more real experimental data and
implement necessary adjustments to take noise sources (e.g., shadow and lighting
effects) in the real world into account. Furthmore, more training and image
processing should be performed to improve the performance with real images.

iv)

Single 3D deep learning model: Currently, our model involves YOLO and ICP
combined to find the x, y, and z coordinates of the object in hand. In the future, a
single deep learning model can be developed that can output all three coordinates
in one step. This is expected to be faster than the current model which can take
upwards of 10s for a single ball location prediction.

v)

Incorporation of grasp types: Knowing the grasp types formed by the robotic hand
can result in higher efficiency when grabbing the desired number of objects and
potentially also assist in the localization of the objects in hand [45]. In the future,
optimal grasp types can be identified and grap type can be used as part of the
input to a prediction model.
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