The optimal momentum map by Ortega, Juan-Pablo & Ratiu, Tudor S.
ar
X
iv
:m
at
h/
02
03
04
0v
1 
 [m
ath
.SG
]  
5 M
ar 
20
02
This is page 1
Printer: Opaque this
The Optimal Momentum Map
Juan-Pablo Ortega
Tudor S. Ratiu
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ABSTRACT The presence of symmetries in a Hamiltonian system usually
implies the existence of conservation laws that are represented mathemati-
cally in terms of the dynamical preservation of the level sets of a momentum
mapping. The symplectic or Marsden–Weinstein reduction procedure takes
advantage of this and associates to the original system a new Hamiltonian
system with fewer degrees of freedom. However, in a large number of situ-
ations, this standard approach does not work or is not efficient enough, in
the sense that it does not use all the information encoded in the symmetry
of the system. In this work, a new momentum map will be defined that is
capable of overcoming most of the problems encountered in the traditional
approach.
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1 Introduction
Let (M, ω, h) be a Hamiltonian system and G be a Lie group with Lie
algebra g, acting canonically on M ; ω denotes the symplectic two-form
on the phase space M and h : M → R is the Hamiltonian function. The
triplet (M, ω, h) is called a G–Hamiltonian system or one says that
(M, ω, h) has symmetry G , if h is a G–invariant function. The G–action
on M is said to be globally Hamiltonian if there exists a G–equivariant
map J : M → g∗ with respect to the G–action on M and the coadjoint
action on the dual g∗ of the Lie algebra g, such that, for each ξ ∈ g the
vector field associated to the infinitesimal generator ξM is Hamiltonian with
Hamiltonian function Jξ := 〈J, ξ〉 (the symbol 〈·, ·〉 denotes the natural
pairing of g with its dual g∗). The map J is called the momentum map
associated to the canonical G–action on M . The main interest in finding
the symmetries of a given system lies in the conservation laws associated
to them provided by the following classical result due to E. Noether (see
Noether [1918]).
1.1 Theorem (Noether). Let (M, ω, h) be a G–Hamiltonian system. If
the G–action on M is globally Hamiltonian with associated momentum map
J :M → g∗, then J is a constant of the motion for h, that is:
J ◦ Ft = J,
where Ft is the flow of Xh, the Hamiltonian vector field associated to h.
In other words, for each µ ∈ g∗
J
:= J(M), the (connected components
of the) level set J−1(µ) is preserved by the dynamics induced by any G–
invariant Hamiltonian. Notice that this allows us to look at g∗
J
as a set
of labels that index a family of sets that are invariant under the flows
associated to G–invariant Hamiltonian functions. The problem with this
classical approach to the interplay between symmetries and conservation
laws resides in the fact that in a number of important situations it cannot
be implemented or, even if it can be implemented, it is grossly inefficient
in the sense that the sets labeled by g∗
J
are not the smallest subsets of
M preserved by G–invariant dynamics. The following situations exemplify
these problems:
(i) The simplest situation in which the labeling by g∗
J
is not optimal is
when the level sets J−1(µ) are not connected. Notice that G–
invariant dynamics preserves not only J−1(µ), that is, the sets labeled
by g∗
J
, but also their connected components. Even though in several
important situations (for instance, canonical representations of com-
pact connected groups [Lerman, 1995, Theorem 2.1]) the level sets of
the momentum map are connected, this is not the case in general.
(ii) Singularities and the law of conservation of the isotropy. Let
m ∈ M be such that Gm 6= {e}. If dimGm > 0 then J(m) = µ ∈ g
∗
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is a singular value of J since rank (TmJ) = (gm)
◦, where gm 6= {0}
is the Lie algebra of the isotropy subgroup Gm of m ∈M and (gm)
◦
denotes the annihilator of gm in g
∗. Suppose now that the G–action
onM is proper and denote H := Gm. In that situation, the connected
components of the set
MH = {z ∈M | Gz = H},
are embedded symplectic submanifolds of (M, ω). Moreover, given
that the flow of any G–invariant Hamiltonian is G–equivariant, the
connected components ofMH are preserved by any of these flows (law
of conservation of the isotropy), that is, in the presence of points with
non trivial symmetry, the smallest sets left invariant by G–invariant
dynamics are not the connected components of J−1(µ) but rather
those of J−1(µ) ∩MH .
(iii) Symmetries given by finite groups. This is an important par-
ticular case of (ii). Many relevant systems possess symmetries that
are expressed through the canonical action of a finite group G on M .
Since in that case the Lie algebra g = {0}, the associated momentum
map J is the constant map equal to zero. Therefore, in this scenario,
the Noether Theorem is empty of content.
(iv) Symmetries without a momentum map. As the statement of
Noether’s Theorem implies, one needs to insure a priori the existence
of a momentum map which then gives the conserved quantities asso-
ciated to the given canonical symmetry. However, even if the system
possesses a canonical symmetry, the existence of a momentum map
is by no means guaranteed. For example, let M = S1 × S1 = T2
with the symplectic form ω = dθ1 ∧ dθ2. Let G = S
1 acting on M by
eiφ ·(eiθ1 , eiθ2) := (ei(φ+θ1), eiθ2). A simple calculation shows (see We-
instein [1976]) that this action is canonical but that it does not admit
an associated globally defined momentum map.
The conservation laws of a Hamiltonian system allows one to apply
symplectic orMarsden–Weinstein reduction (Marsden and Weinstein
[1974]; Meyer [1973]) in order to obtain a new system with less degrees of
freedom. However, in some of the above mentioned problematic situations,
performing reduction becomes either impossible or a task subject to arbi-
trary choices.
The main goal of this paper is the construction of a momentum map,
which we will call optimal momentum map, that does not suffer from
the inconveniences pointed out in the classical approach. This mapping is
always defined in the presence of a canonical symmetry, it uses the sym-
metries of the system in order to provide optimal conservation laws, and
can be used, following the traditional Marsden–Weinstein scheme, to sym-
plectically reduce the system in virtually every possible situation.
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We emphasize that this paper is just an introduction to the optimal
momentum map. Many of its properties are still being investigated. For
instance, the convexity properties of its image will be presented in a future
publication. Some natural questions about this object have been recently
answered; for instance how to carry out orbit reduction and reduction by
stages in the optimal framework is already well understood (Marsden, Mi-
siolek, Ortega, Perlmutter, and Ratiu [2001]; Ortega [2001a]). Incidentally,
this shows how to perform standard Hamiltonian singular reduction by
stages without using the so called stages hypothesis.
The paper is organized as follows. Section 2 introduces some notations
and technical results that will be needed later on. The definition of the op-
timal momentum map is given in Section 3. This then leads to a Noether
Theorem valid also in the above mentioned problematic situations. Sec-
tion 4 shows how the optimal momentum map can be used to perform
Marsden–Weinstein reduction. In addition, it is shown that these new re-
duced spaces coincide with the usual ones, both in the regular (Marsden
and Weinstein [1974]) and singular (Sjamaar and Lerman [1991]; Bates and
Lerman [1997]; Ortega [1998]; Ortega and Ratiu [2002]) situations.
2 Preliminaries and technical results
2.1 Generalized distributions
We begin by recalling some results on generalized distributions due to Ste-
fan [1974a,b] and Sussman [1973]. The reader is also encouraged to check
with the excellent review in the Appendix 3 of the book by Libermann and
Marle [1987].
2.1 Definition. Let M be a differentiable manifold. A generalized dis-
tribution D on M is a subset of the tangent bundle TM such that, for any
point m ∈M , the fiber Dm = D∩TmM is a vector subspace of TmM . The
dimension of Dm is called the rank of the distribution D at m. A differ-
entiable section of D is a differentiable vector field X defined on an open
subset U of M , such that for any point z ∈ U , X(z) ∈ Dz. An immersed
connected submanifold N of M is said to be an integral manifold of the
distribution D if, for every z ∈ N , Tzi(TzN) ⊂ Dz, where i : N →M is the
canonical injection. The integral submanifold N is said to be of maximal
dimension at a point z ∈ N if Tzi(TzN) = Dz.
(i) The generalized distribution D is differentiable if, for every point
z ∈ M , and for every vector v ∈ Dz, there exists a differentiable
section X of D, defined on an open neighborhood U of z, such that
X(z) = v.
(ii) The generalized distribution D is completely integrable if, for every
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point z ∈ M , there exists an integral manifold of D everywhere of
maximal dimension which contains z.
(iii) The generalized distribution D is involutive if it is invariant under
the (local) flows associated to differentiable sections of D.
Remark. Our definition of involutive distribution is more general than
the traditional one which states thatD is involutive if [X, Y ] takes values in
D whenever X and Y are vector fields with values in D. The two concepts
of involutivity are equivalent only when the dimension of Dm is the same
for any m ∈M . 
2.2 Theorem (Generalized Frobenius Theorem). A differentiable distri-
bution D on a manifold M is completely integrable iff it is involutive.
Proof. See Stefan [1974a,b]; Sussman [1973]. 
In our discussion we will be interested in the specific case in which the
generalized distribution is given by an everywhere defined family of vector
fields, that is, there is a family of smooth vector fields D whose elements
are vector fields X defined on a open subset Dom(X) ⊂ M such that, for
any z ∈M the generalized distribution D is given by
Dz = span{X(z) ∈ TzM |X ∈ D and z ∈ Dom(X)}.
Note that in such a case the distribution D is differentiable by construction.
We will say that D is the generalized distribution spanned by D. One of
the reasons for our interest in this special case resides in the fact that when
these distributions are completely integrable, a very useful characterization
of their integral manifolds can be given. In order to describe it we introduce
some terminology following Libermann and Marle [1987]. Let X be a vector
field defined on an open subset Dom(X) of M and Ft be its flow. For any
fixed t ∈ R the domain Dom(Ft) of Ft is an open subset of Dom(X) such
that Ft : Dom(Ft) → Dom(F−t) is a diffeomorphism. If Y is a second
vector field defined on the open set Dom(Y ) with flow Gt we can consider,
for two fixed values t1, t2 ∈ R, the composition of the two diffeomorphisms
Ft1 ◦Gt2 as defined on the open set Dom(Gt2)∩ (Gt2 )
−1(Dom(Ft1)) (which
may be empty).
The previous prescription allows us to inductively define the composi-
tion of an arbitrary number of locally defined flows. We will obviously be
interested in the flows associated to the vector fields in D that define the
distribution D. The following sentences describe some important conven-
tions that we will use all over the paper. Let k ∈ N∗, be a positive natural
number, X be an ordered family X = (X1, . . . , Xk) of k elements of D,
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and T be a k–tuple T = (t1, . . . , tk) ∈ R
k such that F it denotes the (locally
defined) flow of Xi, i ∈ {1, . . . , k}, ti. We will denote by FT the locally
defined diffeomorphism FT = F
1
t1 ◦ F
2
t2 ◦ · · · ◦ F
k
tk
constructed using the
above given prescription. Any diffeomorphism from an open subset of M
onto another open subset of M that is constructed in the same fashion as
FT is said to be generated by the family D. It can be proven that the
composition of diffeomorphisms generated by D and the inverses of dif-
feomorphisms generated by D are themselves diffeomorphisms generated
by D [Libermann and Marle, 1987, Proposition 3.3, Appendix 3]. In other
words, the family of diffeomorphisms generated by D forms a pseudogroup
of transformations (see page 74 of Paterson [1999]) that will be denoted
by GD. Two points x and y in M are said to be GD–equivalent, if there
exists a diffeomorphism FT ∈ GD such that FT (x) = y. The relation be-
ing GD–equivalent is an equivalence relation whose equivalence classes are
called the GD–orbits.
2.3 Theorem. Let D be a differentiable generalized distribution on the
smooth manifold M spanned by a family of vector fields D ⊂ X(M). The
following properties are equivalent:
(i) The distribution D is invariant under the pseudogroup of transfor-
mations generated by D, that is, for each FT ∈ GD generated by D
and for each z ∈M in the domain of FT ,
TzFT (Dz) = DFT (z).
(ii) The distribution D is completely integrable and its integral manifolds
are the GD–orbits.
Proof. See Stefan [1974a,b]; Sussman [1973]. For a compact presentation
combine Theorems 3.9 and 3.10 in the Appendix 3 of Libermann and Marle
[1987]. 
2.2 Poisson manifolds and Poisson tensors
APoisson manifold is a pair (M, {·, ·}), whereM is a differentiable man-
ifold and {·, ·} is a bilinear operation on C∞(M) such that (C∞(M), {·, ·})
is a Lie algebra, and {·, ·} is a derivation (that is, the Leibniz identity
holds) in each argument; (C∞(M), {·, ·}) is called a Poisson algebra. The
derivation property of the Poisson bracket defines for each h ∈ C∞(M) the
Hamiltonian vector field Xh by df(Xh) = {f, h} for any f ∈ C
∞(M).
Obviously, any Hamiltonian system on a symplectic manifold is a Poisson
dynamical system relative to the Poisson bracket induced by the symplec-
tic structure. The converse relation is given by the Symplectic Stratifi-
cation Theorem, (see Kirillov [1976], Weinstein [1983], Libermann and
Marle [1987], or Marsden and Ratiu [1999]) which states that any Pois-
son manifold (M, {·, ·}) is partitioned into symplectic leaves. Each leaf
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is, by definition, the set of points that can be linked to a given one by
a finite number of smooth curves, each of which is a piece of an integral
curve of a locally defined Hamiltonian vector field. The symplectic leaves
are connected immersed symplectic manifolds in M (relative to the inclu-
sion map), whose Poisson bracket coincides with that of M . The tangent
space at z ∈ M to a leaf consists of all vectors that are equal to the value
of some Hamiltonian vector field at z. The symplectic leaves are invariant
under the flow of any Hamiltonian vector field on M .
The derivation property of the Poisson bracket implies that for any two
functions f, g ∈ C∞(M), the value of the bracket {f, g}(z) at an arbitrary
point z ∈ M (and therefore Xf (z) as well), depends on f only through
df(z) (see [ Abraham, Marsden, and Ratiu, 1988, Theorem 4.2.16 ] for a
justification of this argument) which allows us to define a contravariant
antisymmetric two–tensor B ∈ Λ2(T ∗M) by
B(z)(αz, βz) = {f, g}(z),
where df(z) = αz and dg(z) = βz ∈ T
∗
zM . This tensor is called the
Poisson tensor of M . We will denote by B♯ : T ∗M → TM the vector
bundle map associated to B, that is
B(z)(αz, βz) = 〈αz , B
♯(βz)〉.
The Poisson tensor permits another formulation of the results regarding
symplectic leaves in terms of the characteristic distribution. Given a
Poisson manifold (M, {·, ·}) with associated Poisson tensor B, the char-
acteristic distribution D on M is defined by D := B♯(T ∗M). It can be
proven [Libermann and Marle, 1987, Theorem 12.1, Chapter III ] that the
characteristic distribution D is differentiable, completely integrable, and
that its integral manifolds are the symplectic leaves of (M, {·, ·}).
2.4 Proposition. Let (M, ω) be a symplectic manifold and B ∈ Λ2(T ∗M)
be the associated Poisson tensor. Then for any m ∈M and any vector sub-
space V ⊂ TmM ,
V ω = B♯(m)(V ◦),
where V ω := {v ∈ TmM | ω(m)(u, v) = 0, for all u ∈ V } is the ω–
orthogonal complement of V in TmM .
Proof. Let αm ∈ V
◦ and f ∈ C∞(M) be such that df(m) = αm. Then,
for any v ∈ V :
ω(m)(B♯(m)(αm), v) = ω(m)(Xf (m), v) = df(m) · v = 〈αm, v〉 = 0,
which proves that B♯(m)(V ◦) ⊂ V ω. Given that in the symplectic case
B♯(m) is an isomorphism for all m ∈M , a dimension count concludes the
proof. 
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2.5 Definition. A smooth mapping ϕ :M1 →M2, between the two Pois-
son manifolds (M1, {·, ·}1) and (M2, {·, ·}2) is called canonical or Pois-
son if for all g, h ∈ C∞(M2) we have
ϕ∗{g, h}2 = {ϕ
∗g, ϕ∗h}1 .
For future reference we state a result whose proof can be found, for instance,
in [Marsden and Ratiu, 1999, Proposition 10.3.2 ].
2.6 Proposition. Let ϕ :M1 →M2 be a smooth map between two Pois-
son manifolds (M1, {·, ·}1) and (M2, {·, ·}2). Then ϕ is a Poisson map if
and only if Tϕ ◦ Xh◦ϕ = Xh ◦ ϕ for any h ∈ C
∞(M2). In particular, if
h ∈ C∞(M2), F
2
t is the flow of Xh, and F
1
t is the flow of Xh◦ϕ, then
F 2t ◦ ϕ = ϕ ◦ F
1
t .
2.3 Proper actions, tubes, and slices
The following definitions and results are standard in Lie theory (see Bredon
[1972]; Palais [1961]). In what follows we will deal mostly with proper
actions. Recall that the action Φ : G ×M → M is called proper if for
any two convergent sequences {mn} and {gn · mn} in M , there exists a
convergent subsequence {gnk} in G. Proper actions have compact isotropy
subgroups and Hausdorff orbit spaces.
2.7 Definition. Let G be a Lie group and H ⊂ G be a subgroup. Suppose
that H acts on the left on the manifold A. The twist action of H on the
product G×A is defined by
h · (g, a) = (gh, h−1 · a).
Note that this action is free and proper by the freeness and properness of
the action on the G–factor. The twisted product G ×H A is defined as
the orbit space corresponding to the twist action.
2.8 Proposition. The twisted product G ×H A is a G–space relative to
the left action defined by g′ · [g, a] := [g′g, a]. If the action of H on A is
proper, the G–action on G×H A just defined is proper.
2.9 Definition. Let M be a manifold and G be a Lie group acting on
M . Let m ∈ M and denote H := Gm. A tube about the orbit G ·m is a
G–equivariant diffeomorphism
ϕ : G×H A −→ U,
where U is a G–invariant neighborhood of G ·m in M and A is some open
ball centered at the origin in a representation space of H.
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Note that if the G–action on M is proper then the G–action on any
tube G ×H A is also proper since the isotropy subgroup H is compact
and, consequently, its action on A is proper. Proposition 2.8 guarantees
the claim.
2.10 Definition. Let M be a manifold and G be a Lie group acting prop-
erly on M . Let m ∈ M and denote H := Gm. Let S be a submanifold of
M , such that m ∈ S and H · S = S. We say that S is a slice at m if the
map
G×H S −→ U
[g, s] 7−→ g · s
is a tube about G ·m, for some G–invariant open neighborhood U of G ·m.
2.11 Theorem. Let M be a manifold and G be a Lie group acting prop-
erly on M . Let m ∈ M , denote H := Gm, and let S be a submanifold of
M such that m ∈ S. Then the following statements are equivalent:
(i) There is a tube ϕ : G×H A −→ U about G ·m such that ϕ[e, A] = S.
(ii) S is a slice at m.
(iii) G · S is an open neighborhood of G · m and there is an equivariant
retraction
r : G · S −→ G ·m
such that r−1(m) = S.
The ball A appearing in (i) can always be chosen to be a H–invariant
neighborhood of 0 in the vector space TmM/Tm(G · m), where H acts
linearly and orthogonally by h · [v] = [h · v].
2.12 Theorem (Slice Theorem). Let M be a manifold and G be a Lie
group acting properly on M . Then there is a slice for the G–action at any
m ∈M .
As a first consequence of the Slice Theorem we have the following result
that will be used in the sequel.
2.13 Proposition. Let G be a Lie group acting properly on the manifold
M, U an open G–invariant subset of M , and f ∈ C∞(U)G. Then for any
z ∈ U there exist a G–invariant open neighborhood V ⊂ U of z and a
G–invariant smooth function F ∈ C∞(M)G such that f |V = F |V .
Proof. Let U1 ⊂ U be an open G–invariant neighborhood of z that by the
Slice Theorem can be modeled by the tube U1 ≃ G ×Gz Ar , where Ar is
the open ball of radius r in the vector space TzM/Tz(G · z) on which Gz
acts orthogonally. Define g : Ar → R as the smooth Gz–invariant function
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given by g(v) := f([e, v]). Since Gz is compact, there exists a Gz–invariant
bump function φ : Ar → [0, 1] such that
φ|Dr/2 = 1 and φ|Dr\D3r/4 = 0.
Define f ′ ∈ C∞(U1)
G by f ′([h, v]) := φ(v)g(v), for any h ∈ G and v ∈ Ar.
Since f ′ and all its derivatives vanish on the boundary of U1, its extension
off U1 by the identically zero function yields F ∈ C
∞(M)G. Take V ≃
G×Gz Ar/2. It is clear that F |V = f
′|V = f |V . 
The following result, proved for the first time in Ortega [1998], will be of
great importance in the sequel.
2.14 Proposition. Let G be a Lie group acting properly on the smooth
manifold M . Let m ∈M be a point with isotropy subgroup H := Gm. Then
((Tm(G ·m))
◦)H = span{df(m) | f ∈ C∞(M)G}.
Proof. We first show that if f ∈ C∞(M)G, then df(m) ∈ ((Tm(G·m))
◦)H .
It is clear that for any ξ ∈ g,
〈df(m), ξM (m)〉 =
d
dt
∣∣∣∣
t=0
f(exp tξ ·m) =
d
dt
∣∣∣∣
t=0
f(m) = 0.
Hence, df(m) ∈ Tm(G · m)
◦. Now, df(m) is also H–fixed since for any
h ∈ H and any v = ddt
∣∣
t=0
m(t) ∈ TmM with m(0) = m,
〈h · df(m), v〉 = 〈df(m), h−1 · v〉
=
d
dt
∣∣∣∣
t=0
f(h−1 ·m(t))
=
d
dt
∣∣∣∣
t=0
f(m(t)) = 〈df(m), v〉.
Since the vector v is arbitrary, h · df(m) = df(m), as required.
Since we are going to work locally, in order to prove the converse inclu-
sion, we do it in the tubular model provided by the Slice Theorem. Thus,
the manifold M will be replaced by G×H V , where V = TmM/Tm(G ·m)
and the point m ∈M is represented by [e, 0] ∈ G×H V . It is easy to verify
that
T[e, 0](G · [e, 0]) = {T(e, 0)π(ξ, 0) ∈ T[e, 0](G×H V ) | ξ ∈ g} ∼= g/h× {0},
where π : G× V → G×H V is the canonical projection. Clearly,
(T[e, 0](G · [e, 0]))
◦ ∼= {0} × V ∗ ∼= V ∗. (2.1)
At this point we introduce the following
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2.15 Lemma. 1 Let H be a compact Lie group acting linearly on the
vector space V , as well as on its dual V ∗ via the associated contragredient
representation. Then, the restriction to (V ∗)H of the dual map associated to
the inclusion iV H : V
H →֒ V is a H-equivariant isomorphism from (V ∗)H
to (V H)∗.
Proof. Note that for any β ∈ V ∗, i∗V H (β) = β|V H . Take an H-invariant
inner product 〈〈·, ·〉〉 on V , always available by the compactness of H . Let
W be the H-invariant orthogonal complement to V H with respect to 〈〈·, ·〉〉.
Any element α ∈
(
V H
)∗
can be extended to β ∈ V ∗ by setting β|W = 0.
Moreover, note that i∗V H (β) = β|V H = α and also, for any v ∈ V
H , w ∈ W ,
and h ∈ H , we have
〈h · β, v + w〉 = 〈β, h−1 · (v + w)〉 = 〈β, v + h−1 · w〉 = 〈β, v + w〉,
since both w and h−1 ·w are inW . This implies that β ∈ (V ∗)H , and hence
i∗V H |(V ∗)H is surjective.
For injectivity, suppose β|V H = 0, for some β ∈ (V
∗)H . Let v ∈ V be
such that 〈β,w〉 = 〈〈v, w〉〉, for all w ∈ W . Then, for any h ∈ H and any
w ∈ V we have that
〈〈h · v, w〉〉 = 〈〈v, h−1 · w〉〉 = 〈β, h−1 · w〉 = 〈h · β,w〉 = 〈β,w〉 = 〈〈v, w〉〉,
which, by the non degeneracy of the inner product implies that h · v = v
and hence v ∈ V H . But β|V H = 0, which implies that v = 0, which in turn
implies β = 0. Hence iV H |(V ∗)H is an isomorphism.
The H-equivariance of i∗V H |(V ∗)H follows trivially from the following
chain of equalities that are satisfied for any h ∈ H , β ∈ (V ∗)H , and v ∈ V H
〈h · i∗V H (β), v〉 = 〈i
∗
V H (β), h
−1 · v〉 = 〈β, h−1 · v〉 = 〈β, v〉 = 〈i∗V H (β), v〉.
H
Now, using Lemma 2.15 in (2.1) we get
((T[e, 0](G · [e, 0]))
◦)H ≃ (V ∗)H ∼= (V H)∗.
In the tubular model, the G–invariant functions f ∈ C∞(G×H V )
G are
characterized by the condition f ◦ π ∈ C∞(V )H . The claim then follows if
we show that
(V ∗)H = {dg(0) ∈ V ∗ | g ∈ C∞(V )H}.
1We thank Tanya Schmah for her quick proof of this lemma.
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Let g ∈ C∞(V )H and h ∈ H be arbitrary. Then, for any v = ddt
∣∣
t=0
c(t) ∈ V
with c(0) = 0, we have
〈h · dg(0), v〉 = 〈dg(0), h−1 · v〉
=
d
dt
∣∣∣∣
t=0
g(h−1 · c(t))
=
d
dt
∣∣∣∣
t=0
g(c(t)) = 〈dg(0), v〉.
Since v ∈ V is arbitrary, it follows that h · dg(0) = dg(0).
To prove the converse, we begin by decomposing V into its irreducible
H–components:
V =W1 ⊕ . . .⊕Wk ⊕ U1 ⊕ . . .⊕ Ur,
where dimW1 = . . . = dimWk = 1, and dimUi > 1 for i ∈ {1, . . . , r}.
Thus,
V H =W1 ⊕ . . .⊕Wk. (2.2)
Let {w1, . . . , wk}, be a basis of V
H adapted to the splitting (2.2). Define
π1, . . . , πk ∈ V
∗ by
πi(wj) = δij i, j ∈ {1, . . . , k}
πi|Up = 0 i ∈ {1, . . . , k}, p ∈ {1, . . . , r}.
By construction, the functionals π1, . . . , πk ∈ V
∗ are linear invariants
of the H–action on V . Moreover, they are the only ones. Indeed, since
π1, . . . , πk is a basis of (V
H)∗, there are no additional independent linear
invariants on V H . If α : U1 ⊕ . . . ⊕ Ur → R is another nontrivial linear
invariant, there is some p ∈ {1, . . . , r} such that α|Up is not the zero func-
tional. Therefore, ker(α|Up) 6= 0 is a nontrivial H–invariant subspace of Up.
Since this is impossible by the irreducibility of Up, it follows that such an
α cannot exist.
We have thus shown that π1, . . . , πk ∈ V
∗, or, in general, that any basis
of (V H)∗ spans the set of all independent linear invariants of the H–action
on V . By the Hilbert Theorem, the ring of H–invariant polynomials on
V is finitely generated. We complete the set {π1, . . . , πk} to a generating
system {π1, . . . , πk, πk+1, . . . , πq} of the this ring. The Schwarz Theorem
(Schwarz [1974]; Mather [1977]) guarantees that everyH–invariant function
f ∈ C∞(V )H can be locally written as
f = g(π1, . . . , πq),
with g ∈ C∞(Rq). Let now α ∈ (V ∗)H ∼= (V H)∗ be arbitrary. The form
α ∈ (V H)∗ can be expanded as
α = α1π1 + . . .+ αkπk.
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with α1, . . . , αk ∈ R. Let g ∈ C
∞(Rq) be such that
∂g(0)
∂πi
= αi, i ∈ {1, . . . , k}.
With this choice, the function f := g(π1, . . . , πq) belongs to C
∞(V )H and
satisfies
df(0) =
∂g(0)
∂π1
π1 + . . .+
∂g(0)
∂πk
πk = α1π1 + . . .+ αkπk = α,
where we used that dπj(0) = 0 for j ∈ {k+1, . . . , q} because the invariants
πj in this range of the indices are at least quadratic. Since α is arbitrary,
the result follows. 
Remark. The properness condition in the statement of the previous
proposition is essential (and is not tied to the existence of slices) since
there are examples of non proper actions where this result does not hold.
Indeed, consider the irrational flow on the torus. Since the orbits of this
action fill densely the torus, the only invariant functions in this particular
case are the constant functions. Hence the right hand side of the equality
in Proposition 2.14 is trivial. However, if the torus in question is bigger
than one dimensional, the vector space (Tm(G ·m))
◦ is non trivial. 
We now recall a few facts that we will need later on about the interplay
between group actions and symplectic and Poisson structures.
2.16 Definition. Let (M, {·, ·}) be a Poisson manifold (resp. (M, ω) a
symplectic manifold), let G be a Lie group, and let Φ : G ×M → M be a
smooth left action of G on M . We say that the action Φ is canonical if Φ
acts by canonical transformations; that is, for any f, h ∈ C∞(M) and any
g ∈ G
Φ∗g{f, h} = {Φ
∗
gf, Φ
∗
gh} (resp. Φ
∗
gω = ω ).
2.17 Proposition. Let (M, {·, ·}) be a Poisson manifold and denote by
B ∈ Λ2(T ∗M) be the associated Poisson tensor. Let G be a Lie group
acting canonically on M . Then, for any m ∈ M such that Gm =: H and
any vector subspace V ⊂ T ∗mM :
(i) B♯(m) : T ∗mM → TmM is H–equivariant.
(ii) If the Poisson bracket {·, ·} is induced by a symplectic manifold ω
then
B♯(m)(V H) = (B♯(m)(V ))H ,
where the H–superscript denotes the set of H–fixed points in the cor-
14 J-P Ortega and T. S. Ratiu
Proof. Part (i) is a trivial consequence of the canonical character of the
action. Part (ii) follows from Part (i) and the non degeneracy of B♯(m) in
the symplectic case. 
3 A new momentum map and an optimal
Noether Theorem
In this section we introduce the main ideas of the paper.
3.1 The optimal momentum map
3.1 Definition. Let (M, {·, ·}) be a Poisson manifold, G be a Lie group
acting canonically onM , U be a G–invariant open subset ofM , and C∞(M)G
(respectively C∞(U)G) be the set of G–invariant functions on M (respec-
tively, G–invariant functions on U). Let E be the set of Hamiltonian vec-
tor fields associated to all the elements of C∞(U)G, for all the open G–
invariant subsets U of M , that is,
E =
{
Xf |f ∈ C
∞(U)G, with U ⊂M open and G–invariant
}
,
and E be the smooth generalized distribution on M spanned by E. We will
call E the G–characteristic distribution.
Remark. If the G–action on M is proper, the definition of the distribu-
tion E admits some simplification. Indeed, by definition, for any m ∈ M ,
there is a r ∈ N such that
E(m) = span{Xf1(m), . . . , Xfr (m)},
where fi ∈ C
∞(Ui)
G for any i ∈ {1, . . . , r}. By Proposition 2.13, for each
i ∈ {1, . . . , r} there exists an open G–invariant subset Vi ⊂ Ui contain-
ing the point m and a function Fi ∈ C
∞(M)G such that fi|Vi = Fi|Vi .
Consequently,
E(m) = span{Xf1(m), . . . , Xfr(m)} = span{XF1(m), . . . , XFr (m)}.
This proves that the family of vector fields
E ′ =
{
Xf |f ∈ C
∞(M)G
}
(3.1)
spans the distribution E. 
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3.2 Definition. Let (M, {·, ·}) be a Poisson manifold and D ⊂ TM be a
smooth generalized distribution onM . The distribution D is called Poisson
or canonical , if the condition df |D = dg|D = 0 for f, g ∈ C
∞(M) implies
that d{f, g}|D = 0.
3.3 Proposition. The G–characteristic distribution E is smooth, com-
pletely integrable, and Poisson. Its integral manifolds are given by the orbits
of the pseudogroup GE of local diffeomorphisms generated by E.
Proof. The generalized distribution E is smooth since it is spanned by
all vector fields in E . We will prove its complete integrability by using
Theorem 2.3 which, at the same time, provides us with the characterization
of the integral manifolds in terms of the GE–orbits. So, let m ∈ M and,
for simplicity in the exposition, take FT = FT ∈ GE , with Ft the flow of
Xf , f ∈ C
∞(U)G, U an open G–invariant neighborhood of m (the general
case in which FT is the composition of a finite number of flows follows
easily by attaching to what we are going to do a straightforward induction
argument). Recall that the G–invariance of f implies that Xf and its flow
Ft are G–equivariant and consequently Dom(FT ) is a G–invariant open
subset of U . The theorem follows if we are able to show that
TmFT (E(m)) = E(FT (m)).
Let Xg(m) ∈ E(m), with g ∈ C
∞(W )G, W an open G–invariant sub-
set of Dom(FT ). Since any Hamiltonian flow is always a Poisson map, by
Proposition 2.6 we have that
TmFT (Xg(m)) = TmFT (Xg◦F−T ◦FT (m)) = Xg◦F−T (FT (m)) ∈ E(FT (m)),
since g ◦ F−T ∈ C
∞(FT (W ))
G by the G–equivariance of FT and the G–
invariance of g. This implies that TmFT (E(m)) ⊂ E(FT (m)). Conversely,
let
Xg(FT (m)) ∈ E(FT (m)).
Again, by using Proposition 2.6, Xg(FT (m)) = TmFT (Xg◦FT (m)) which,
by the equivariance of FT , concludes the proof of the integrability of E (for
simplicity we omitted straightforward domain issues).
As to E being canonical, let f, g ∈ C∞(M) be such that
df |E = dg|E = 0.
Consider m ∈ M and let h ∈ C∞(U)G be arbitrary, with U an open G–
invariant neighborhood of m. Then,
d{f, g}(m) ·Xh(m) = Xh [{f, g}] (m)
= {{f, g}, h}(m)
= −{{h, f}, g}(m)− {{g, h}, f}(m)
= {Xh[f ], g}(m)− {Xh[g], f}(m) = 0,
as required. 
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3.4 Definition. Let (M, {·, ·}) be a Poisson manifold, G be a Lie group
acting canonically onM , and E be the associated integrable G–characteristic
distribution. Let J : M → M/GE be the canonical projection of M onto
the GE–orbit space. We will call J the optimal momentum map of the
canonical G–action on (M, {·, ·}). We will refer to M/E :=M/GE as the
momentum space.
A straightforward consequence of the previous definition is the following
3.5 Theorem (Optimal Noether Theorem). Let (M, {·, ·}) be a Poisson
manifold, G be a Lie group acting canonically on M , E be the associated
integrable G–characteristic distribution, and J : M → M/GE be the op-
timal momentum mapping. Then J is a constant of the motion for the
dynamics generated by any G–invariant Hamiltonian h, that is,
J ◦ Ft = J ,
where Ft is the flow of Xh.
Remark. By the very construction of J , its level sets are the smallest
immersed submanifolds (actually, we will see that under certain hypotheses
they are embedded) respected by all G–equivariant Hamiltonian dynamics.
This justifies the use of optimal in its denomination. 
Notice that in contrast with the ordinary momentum map, J is always
defined, which solves some of the problems of the traditional approach to
the study of symmetries pointed out in the introduction. In particular, we
have the following examples.
Example. Conservation laws without momentum maps: Consider
the example presented in the introduction consisting of a canonical sym-
metry to which it is impossible to associate a globally defined momentum
map. Let M = S1 × S1 = T2 be the two torus with the symplectic form
ω = dθ1 ∧ dθ2. Consider G = S
1 acting on M by
eiφ · (eiθ1 , eiθ2) := (ei(φ+θ1), eiθ2).
In order to compute the optimal momentum map J , the first ingredient
that we need is the S1–characteristic distribution E. It is easy to see that
in this case, every S1–invariant function f ∈ C∞(T2)S
1
can be written as
f(eiθ1 , eiθ2) = g(eiθ2),
with g ∈ C∞(S1). Its associated Hamiltonian vector field is given by Xf =
∂g
∂θ2
∂
∂θ1
. Since g is an arbitrary function on the circle, we can identify M/E
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with the second circle S1 in the torus T2. The optimal momentum map is
therefore given by the expression:
J : T2 −→ S1
(eiθ1 , eiθ2) 7−→ eiθ2 .
It is a remarkable fact that in this case the optimal momentum map is
S1–valued and moreover, it coincides with the Lie group valued momentum
map introduced by McDuff [1988], Weitsman [1993], and Alekseev, Malkin,
and Meinrenken [1997] that one would obtain by considering our example as
a quasi–Hamiltonian S1–space (see the prior references for an explanation
of this term). 
Example. The optimal momentum map of a Poisson non Hamil-
tonian action: The previous example needed the introduction of group
valued momentum maps in order to encode the conservation laws associ-
ated to the symmetries of the problem. We now give an example where
even such momentum maps are not available. Nevertheless we will see that
the optimal momentum map can carry out that job. Let (R3, {·, ·}) be the
Poisson manifold formed by the Euclidean three dimensional space R3 to-
gether with the Poisson structure induced by the Poisson tensor B that in
Euclidean coordinates takes the form:
B =
 0 1 0−1 0 1
0 −1 0
 .
With this Poisson bracket, the Hamiltonian vector field Xf associated to
any smooth function f ∈ C∞(R3) is given by
Xf (x, y, z) =
∂f
∂y
∂
∂x
+
(
∂f
∂z
−
∂f
∂x
)
∂
∂y
−
∂f
∂y
∂
∂z
. (3.2)
Consider the action of the additive group (R,+) onR3 given by λ·(x, y, z) :=
(x+λ, y, z), for any λ ∈ R and any (x, y, z) ∈ R3. In view of (3.2), it is clear
that this action does not have a standard associated momentum map. Nev-
ertheless, it is a Poisson action and therefore we can construct an optimal
momentum map for it.
Indeed, notice first that the invariant functions f ∈ C∞(M)R are all
of the form f(x, y, z) ≡ f¯(y, z), with f¯ ∈ C∞(R2) arbitrary. This implies
that the GE–orbits on R
3 coincide with those of the R2–action on R3
given by (µ, ν) · (x, y, z) := (x + µ, y + ν, z − µ), for any (µ, ν) ∈ R2 and
any (x, y, z) ∈ R3. Therefore, M/GE can be identified with R and the
associated optimal momentum map takes the form
J : R3 −→ R
(x, y, z) 7−→ x+ z.
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It is easy to verify that the Hamiltonian flow associated to any invariant
function f(x, y, z) ≡ f¯(y, z) preserves the level sets of J ; moreover, the
function J is a Casimir of the Poisson manifold (R3, {·, ·}). 
Example. A canonical linear action: Consider C3 with the symplectic
form ω given by
ω((z1, z2, z3), (z
′
1, z
′
2, z
′
3)) = −Im 〈(z1, z2, z3), (z
′
1, z
′
2, z
′
3)〉.
Consider now the natural action of the Lie group SU(3) on C3 via matrix
multiplication. This action is canonical and since it is linear, it is globally
Hamiltonian. Moreover, given that the isotropy subgroup of any point in C3
with respect to this action has dimension at least three, the ordinary mo-
mentum map is always singular. We will see that its image can be naturally
identified with the momentum space associated to the SU(3)–characteristic
distribution.
Indeed, given that every SU(3)-invariant function in C3 is a function of
f(z1, z2, z3) =
1
2
(
|z1|
2 + |z2|
2 + |z3|
2
)
and the Hamiltonian flow of Xf is given by
Ft(z1, z2, z3) = (z1e
−it, z2e
−it, z3e
−it),
the orbit space C3/GE coincides with C
3/S1, where S1 acts on C3 by
eiφ · (z1, z2, z3) = (e
iφz1, e
iφz2, e
iφz3). (3.3)
This quotient space can be identified with (CP(2)× R+) ∪ {∗}, where {∗}
denotes a singleton or, said differently, with the cone
◦
C (CP(2)) on CP(2).
Indeed, if π : C3 → C3/S1 is the canonical projection and z = (z1, z2, z3),
then the mapping that assigns π(z1, z2, z3) to ([z/‖z‖] , ‖z‖) if z 6= 0, and
to ∗ if z = 0, provides the needed identification (the symbol [z/‖z‖] denotes
the element π (z/‖z‖) ∈ CP(2)). We have the following expression for the
optimal momentum map:
J : C3 −→ (CP(2)× R+) ∪ {∗}
z 7−→
{([
z
‖z‖
]
, ‖z‖
)
if z 6= 0
∗ if z = 0.

Remark. The compact case and the Theory of Invariants: The
example that we just described lies in a very big class of systems for which
the computation of the G–characteristic distribution E, and therefore of
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the optimal momentum map J , is particularly simple. We are referring to
canonical G–actions with G a compact Lie group. It turns out that, accord-
ing to a theorem of Gotay and Tuynman [1991], every canonical action of
a compact Lie group on a symplectic manifold can be reduced to the study
of a symplectic linear representation of G on a certain finite dimensional
vector space V ≃ R2n. Once we have reduced the problem to the linear rep-
resentation of a compact Lie group, we have at our disposal the Theory
of Invariants. For our purposes, the most interesting result in this theory
is the Hilbert–Weyl Theorem (Weyl [1946]; Poe`naru [1976]; Kempf [1987])
which guarantees that the algebra of G–invariant polynomials is finitely
generated, that is, one can always find a finite number of G–invariant poly-
nomials {σ1, . . . , σk} such that every G–invariant polynomial P ∈ P(V )
G
can be written as a polynomial function of them. More specifically, given
P ∈ P(V )G, there is some P̂ ∈ R[X1, . . . , Xk] such that P = P̂ (σ1, . . . , σk).
Note that the generating family {σ1, . . . , σk} can be chosen to be minimal.
In that situation we say that {σ1, . . . , σk} is a Hilbert basis of P(V )
G.
In applications, it is convenient to choose the Hilbert basis formed of ho-
mogeneous polynomials. Note also that the Hilbert basis is not necessarily
free and that therefore there are in general relations between its elements.
The generalization of the Hilbert–Weyl Theorem to smooth functions
has been carried out by Schwarz [1974], who proved that if f is a germ of
a function in C∞(V )G and {σ1, . . . , σk} is a Hilbert basis of P(V )
G, then
there is a germ f̂ ∈ C∞(Rk) such that f = f̂(σ1, . . . , σk). Consequently,
using (3.1) we can write the G–characteristic distribution in this case as
E = span{Xσ1 , . . . , Xσk}. 
3.2 The optimal momentum map for proper globally
Hamiltonian actions
In order to illustrate the content of J , we now identify in the classical
language the conservation laws induced by J . In the following paragraphs,
we assume that (M, ω) is a symplectic manifold and that G is a Lie group
acting properly on M in a globally Hamiltonian fashion with associated
momentum map J :M → g∗.
3.6 Theorem. Let (M, ω) be a symplectic manifold and G be a Lie group
acting properly on M in a globally Hamiltonian fashion with associated
momentum map J : M → g∗. If E is the G–characteristic distribution,
then for any m ∈M :
E(m) = kerTmJ ∩ TmMGm . (3.4)
Moreover, the GE–orbit of the point m, and therefore the level set J
−1(ρ),
ρ ∈ M/E, of J containing the point m ∈ M , is the connected component
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(J−1(µ) ∩MH)c.c.m containing m of the embedded submanifold J
−1(µ) ∩
MH , that is:
J−1(ρ) = (J−1(µ) ∩MH)c.c.m
where µ = J(m) ∈ g∗ and H := Gm is the isotropy subgroup of m ∈M .
Proof. Expression (3.4) is a consequence of the following chain of equali-
ties:
E(m) = span{Xf(m)|f ∈ C
∞(M)G}
= B♯(m)
(
span{df(m)|f ∈ C∞(M)G}
)
= B♯(m)
((
(Tm(G ·m))
◦)Gm)
(by Proposition 2.14)
=
(
B♯(m)
(
(Tm(G ·m))
◦))Gm
(by Proposition 2.17)
= ((Tm(G ·m))
ω
)
Gm (by Proposition 2.4)
= (kerTmJ)
Gm = kerTmJ ∩ TmMGm .
We now prove the claim in the statement about the integral manifolds
of E. Let again m ∈ M be such that µ = J(m) ∈ g∗, J (m) = ρ, and
H := Gm ⊂ G is its isotropy subgroup. As we said in the introduction, the
subset MH ⊂M is a symplectic submanifold of M . Moreover, it is easy to
see Otto [1987]; Ortega [1998]; Ortega and Ratiu [2002] that the restriction
J|MH of J to MH is a constant rank mapping and hence, by the Fibra-
tion Theorem [ Abraham, Marsden, and Ratiu, 1988, Theorem 3.5.18 ],
J|−1MH (µ) = J
−1(µ) ∩MH is a submanifold of MH and consequently of M ,
which contains the point m. Given that for any point z ∈ J−1(µ)∩MH we
have that Tz
(
J−1(µ) ∩MH
)
= Tz
(
J|−1MH (µ)
)
= kerTzJ ∩ TzMH = E(z),
we can conclude that the connected component (J−1(µ)∩MH)c.c.m contain-
ing the pointm of the submanifold J−1(µ)∩MH is an integral manifold of E
containing m. At the same time, the characterization of the level sets of J
asGE–orbits implies, via the standard Noether’s Theorem and the principle
of conservation of the isotropy that J −1(ρ) = GE ·m ⊂ (J
−1(µ)∩MH)c.c.m.
The result follows from the uniqueness of the maximal integral manifolds
of a generalized distribution [Libermann and Marle, 1987, Theorem 2.3,
Appendix 3]. 
Remark. The previous theorem justifies again the use of the adjective
optimal in the denomination of J since it proves that in the proper glob-
ally Hamiltonian case, its level sets coincide with the smallest invariant
subsets of M under G–equivariant dynamics. In other words, the optimal
momentum map J is capable of implementing in one shot both the classical
Noether Theorem, as well as the law of conservation of the isotropy. 
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The use of the name momentum for J is reasonable since, as it fol-
lows from Theorem 3.6, there are cases in which J and J are basically
the same map. For example, suppose that we are in the hypotheses of
Theorem 3.6 and, additionally, we assume the G–action to be free (there
are no singularities) and the level sets of J connected. In this situation,
the map J (m) = ρ 7→ J(m) = µ is a bijection ϕ between M/GE and
g∗
J
:= J(M). Indeed, it is well defined since if we take another m′ ∈ M
such that J (m′) = ρ, then m and m′ are in the same level set of J that
in our hypotheses, by Theorem 3.6, are the (connected) level sets of J and
hence ϕ(J (m′)) = J(m′) = µ = J(m) = ϕ(J (m)). The map ϕ is onto by
construction and one–to–one by the connectedness of the level sets of J.
Note that in this case, the commutative diagram
M g∗J
M/GE
❅
❅
❅
❅❘  
 
 
 ✒
✲
J ϕ
J
provides an identification between J and J. This diagram is a corollary of
the universality properties of the optimal momentum map that we study
in the following subsection.
3.3 Universality properties of the optimal
momentum map
In this section we will show that the optimal momentum map is universal
in the sense of Category Theory, that is, any other momentum map that
we may define is going to factor through J . Before making this statement
more explicit we will need to introduce a few properties of the orbit space
M/GE and the optimal momentum map. We start with the following.
3.7 Definition. A pair (X, C∞(X)), where X is a topological space and
C∞(X) ⊂ C0(X) is a subset of continuous functions in X, is called a
variety with smooth functions C∞(X). If Y ⊂ X is a subset of X,
the pair (Y, C∞(Y )) is said to be a subvariety of (X, C∞(X)), if Y is
a topological space endowed with the relative topology defined by that of X
and
C∞(Y ) = {f ∈ C0(Y ) | f = F |Y for some F ∈ C
∞(X)}.
Sometimes C∞(Y ) is called the set of Whitney smooth functions on Y
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with respect to X. A map ϕ : X → Z between two varieties is said to be
smooth when it is continuous and ϕ∗C∞(Z) ⊂ C∞(X).
In our discussion we are interested in the varieties constructed using
generalized integrable distributions D on the manifold M . If we denote by
M/D the space formed by the integral manifolds ofM , the pair (M/D, C∞(M/D))
is a variety whose set of smooth functions C∞(M/D) is defined by the re-
quirement that the canonical projection π : M → M/D is a smooth map,
that is,
C∞(M/D) := {f ∈ C0(M/D) | f ◦ π ∈ C∞(M)}.
Note that if (M, {·, ·}) is a Poisson manifold and D ⊂ TM is a Poisson
integrable distribution, the pair (C∞(M/D), {·, ·}M/D) is a well–defined
Poisson algebra [Ortega and Ratiu, 1998, Theorem 2.12], where the bracket
{·, ·}M/D is given by
{f, g}M/D(π(m)) = {f ◦ π, g ◦ π}(m), (3.5)
for every m ∈M . In the particular case in which E is the G–characteristic
distribution, Proposition 3.3 guarantees that (C∞(M/E), {·, ·}M/E) :=
(C∞(M/GE), {·, ·}M/GE) is a well–defined Poisson algebra. Moreover, the
construction of the bracket (3.5) implies that the optimal momentum map
J is a smooth Poisson morphism.
3.8 Proposition. Let (M, {·, ·}) be a Poisson manifold, G be a Lie group
acting canonically on it, and E and J be the associated G–characteristic
distribution and optimal momentum map, respectively. Let m ∈ M be ar-
bitrary such that J (m) = ρ ∈ M/GE. Then, for any g ∈ G, the map
Φg(ρ) = J (g ·m) ∈ M/GE defines a smooth Poisson G–action on M/GE
with respect to which J is G–equivariant.
Proof. We just have to check that Φ is well defined since if that is case, the
equivariance of J will follow by construction. Let m, m′ ∈M be such that
J (m) = J (m′) = ρ. This implies that m and m′ live in the same integral
manifold of E, that is, in the same GE–orbit. Hence, there exists FT ∈ GE
such that FT (m) = m
′. Since FT is the composition of a finite number of
G–equivariant Hamiltonian flows associated to G–invariant Hamiltonians,
it is G–equivariant and therefore
J (g ·m′) = J (g · FT (m)) = J (FT (g ·m)) = J (g ·m) = Φg(ρ),
as required. The smoothness and the Poisson character of Φ follow from
the fact that this action is the projection ontoM/E of the smooth Poisson
action on the manifold M , via the smooth optimal momentum map. 
Example. We look at the Poisson and G–structures of the spaces M/E
found in the examples 3.1 and 3.1.
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• S1 acting on T2: In this caseM/E coincides with S1 and the optimal
momentum map is given by J (eiθ1 , eiθ2) = eiθ2 . The group S1 acts
trivially on M/E ≃ S1 and the Poisson structure {·, ·}M/E is trivial.
Indeed, let f, g ∈ C∞(S1) and (eiθ1 , eiθ2) ∈ T2 be arbitrary. Then
{f, g}M/E(e
iθ2) = {f, g}M/E(J (e
iθ1 , eiθ2))
= {f ◦ J , g ◦ J }T2(e
iθ1 , eiθ2)
= dθ1 ∧ dθ2
(
∂f
∂θ2
∂
∂θ1
,
∂g
∂θ2
∂
∂θ1
)
= 0.
• SU(3) acting on C3: As we saw, M/E ≃ (CP(2) × R+) ∪ {∗}. The
Lie group SU(3) acts on this set by leaving the point ∗ fixed and by
A ·
([
z
‖z‖
]
, ‖z‖
)
=
([
Az
‖Az‖
]
, ‖Az‖
)
,
when A ∈ SU(3) and z 6= 0. As to the Poisson structure on M/E, it
can be easily shown that for any f, g ∈ C∞(M/E) and any ([z], r) ∈
M/E ≃ (CP(2)× R+) ∪ {∗}
{f, g}M/E([z], r) = ωCP(2)([z]) (Xfr ([z]), Xgr ([z])) ,
and
{f, g}M/E(∗) = 0,
where ωCP(2) in the natural symplectic structure on CP(2) (coming
from considering it as one of the regular symplectic reduced spaces
of the S1–action (3.3) on C3) and fr, gr ∈ C
∞(CP(2)) are defined by
fr([z]) := f([z], r) and gr([z]) := g([z], r), for any [z] ∈ CP(2). 
In order to illustrate the universality properties of the optimal momen-
tum map we introduce the category of Hamiltonian symmetric systems
with a momentum map.
3.9 Definition. Let (M, {·, ·}) be a Poisson manifold, (P,C∞(P ), {·, ·}P )
be a Poisson variety, and G be a Lie group acting canonically on M and P .
Let K : M → P be a smooth G–equivariant Poisson map. We say that K
is a momentum map for the G–action on M if the Hamiltonian flows asso-
ciated to G–invariant smooth functions leave invariant the level sets of K.
In that situation we say that (M, {·, ·}, G,K :M → P ) is a Hamiltonian
G–space with momentum map K.
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3.10 Theorem (Universality of the optimal momentum map). The opti-
mal momentum map is a universal object in the category of Hamiltonian
symmetric systems with a momentum map. More specifically, if
(M, {·, ·}, G,K :M → P )
is any Hamiltonian G–space with momentum map K and J : M → M/E
is the optimal momentum map defined using the canonical G–action on M ,
then there exists a unique G–equivariant Poisson morphism ϕ :M/E → P
such that the diagram commutes.
M P
M/E
❅
❅
❅
❅❘  
 
 
 ✒
✲
J ϕ
K
Proof. The function ϕ is given, for any ρ = J (m) ∈M/E, by the expres-
sion
ϕ(ρ) := K(m).
The map ϕ is well defined since if m′ ∈ J−1(ρ), then there exists a finite
composition FT of flows associated to G–invariant Hamiltonians such that
m′ = FT (m). Given that K is a momentum map we have that
K(m′) = K(FT (m)) = K(m) = ϕ(ρ).
The smoothness of ϕ, as well as its G–equivariance, and Poisson character
are a simple diagram chasing exercise. The uniqueness is guaranteed by the
fact that the diagram (3.10) commutes and by the surjectivity of J . 
4 Optimal reduction
As we already said in the introduction, the most efficient way to profit from
the conservation laws encoded in the symmetries of a globally Hamilto-
nian system is carrying out the so called symplectic or Marsden–Weinstein
reduction (Marsden and Weinstein [1974]), which we briefly review. Let
(M,ω, h,G,J : M → g∗) be a globally Hamiltonian symmetric system
where we will assume that the G–action on M is free and proper. Let
µ ∈ g∗
J
be an arbitrary element in the image of the momentum map J. The
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Marsden–Weinstein reduction theorem says that the quotient J−1(µ)/Gµ
is a symplectic manifold with symplectic form ωµ uniquely determined by
the equality π∗µωµ = i
∗
µω, where iµ : J
−1(µ) →֒ M and πµ : J
−1(µ) →
J−1(µ)/πµ are the natural injection and projection respectively. The dy-
namics induced byXh projects naturally onto the reduced space J
−1(µ)/Gµ.
In this section we see how the new formulation in terms of the optimal
momentum map allows us to mimic this procedure, creating the possibility
to reduce symmetric systems in all the situations in which J is defined and
freeing us from the strong restrictions posed by the classical formulations
of the reduction theorems.
4.1 Reduction lemmas
The first ingredient needed in the reduction of a symmetric system are
the level sets of the associated momentum map. Since by construction the
level sets of the optimal momentum map J are the integral manifolds of a
smooth distribution, they are always smooth immersed submanifolds ofM .
Moreover, in Theorem 3.6 we saw that if J is associated to a proper glob-
ally Hamiltonian action, its level sets are actually embedded submanifolds.
In the next result we show that this is also the case under much weaker
hypotheses. We start with the following straightforward lemma.
4.1 Lemma. Let (M, ω) be a symplectic manifold and G be a Lie group
acting properly and canonically on M . Let E be the G–characteristic dis-
tribution with optimal momentum map J : M → M/GE. Then, for any
ρ ∈ M/GE, the set J
−1(ρ) ⊂ M is included in the connected component
of some isotropy type manifold MH , with H the isotropy subgroup of any
m ∈ J −1(ρ).
Proof. It is a straightforward consequence of the equality J −1(ρ) = GE ·
m, for any m ∈ J−1(ρ). 
4.2 Definition. In the hypotheses of the previous lemma, we say that
an element ρ ∈ M/GE satisfies the closedness hypothesis if J
−1(ρ) is
closed as a subset of the isotropy type submanifold MH in which it is sitting.
Example. The closedness hypothesis is always satisfied in the presence
of globally Hamiltonian actions. Also, suppose that ρ ∈ M/E is such that
J−1(ρ) ⊂MH . Let N(H) be the normalizer in G of H . The canonical G–
action on M induces a natural canonical action of the group N(H)/H on
the symplectic manifoldMH . Let (N(H)/H)
ρ be the subgroup of N(H)/H
that leaves invariant the connected componentMρH ofMH in which J
−1(ρ)
is sitting. If the (N(H)/H)ρ–action on MρH has a globally defined momen-
tum map associated, then ρ satisfies the closedness hypothesis. 
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4.3 Proposition. Let (M, ω) be a symplectic manifold and G be a Lie
group acting properly and canonically on M . Let E be the G–characteristic
distribution with optimal momentum map J : M → M/GE. Let ρ be
an element in M/GE that satisfies the closedness hypothesis. If MH is
the isotropy type submanifold in which the level set J−1(ρ) is included
by Lemma 4.1, then J −1(ρ) is a closed embedded submanifold of MH and
therefore an embedded submanifold of M . As a consequence, if MH is closed
in M then J −1(ρ) is a closed embedded submanifold of M .
Proof. Let MρH be the connected component of MH containing J
−1(ρ).
Thus, the claim of the proposition will follow if we are able to show that
J−1(ρ) is a closed embedded submanifold of MρH .
Firstly, note that MρH inherits from the canonical G–action on M a
free and canonical Lρ := (N(H)/H)ρ–action, where N(H) denotes the
normalizer of H in G and (N(H)/H)ρ is the closed subgroup of N(H)/H
that leaves MρH invariant. In our subsequent discussion we will assume,
in order to simplify the exposition, that MρH = MH and (N(H)/H)
ρ =
N(H)/H . Let EL be the L-characteristic distribution associated to the
canonical L-action on MH and JL : MH → MH/EL be the associated
optimal momentum map. Let m ∈ J−1(ρ). In the sequel we will prove that
if JL(m) = σ then, J
−1(ρ) = J −1L (σ). We first need the following lemma.
4.4 Lemma. Let G be a Lie group acting properly on the manifold M. Let
m ∈M be an arbitrary point such that H := Gm. Then every function f ∈
C∞(MH)
N(H) = C∞(MH)
L admits a local extension at m to C∞(M)G,
that is, there exists a G–invariant neighborhood U of m in M and a G-
invariant function F ∈ C∞(M)G, such that F |U∩MH = f |U∩MH .
Proof. Since the claim of the lemma is local we can make use of the slices
introduced in Section 2. Let V be an open G–invariant neighborhood of the
orbit G ·m that is modeled by the tube G×H Ar. It is easy to see that
VH ≃ N(H)×H A
H
r .
Let now g : Ar → R be the smooth function defined by g(v) := f([e, v]) for
any v ∈ AHr . Using a bump function similar to the one that was used in the
proof of Proposition 2.13 we can construct another function g1 ∈ C
∞(AHr )
such that g1|AH
r/2
= g|AH
r/2
and g1|AHr \AH3r/4
= 0. Due to the compactness
of H , the vector space A can be decomposed as the direct sum A = AH ⊕
W of two H–invariant subspaces AH and W . Define g2 ∈ C
∞(Ar)
H by
g2(v + w) = g1(v), for any v ∈ A
H
r and w ∈ W . We now let g3 ∈ C
∞(V )H
be given by g3([h, v]) = g2(v), for any [h, v] ∈ V ≃ G ×H Ar. Finally, let
F ∈ C∞(M)G be the function given by
F (z) =
{
g3(z) if z ∈ V
0 if z /∈ V.
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The lemma follows by taking the function F above and U as the open
G–invariant set modeled by G×H Ar/2. H
As a corollary to this lemma we have that E|MH = EL and, consequently
J−1(ρ) = J−1L (σ), as required.
We now show that the distribution EL has constant rank. Indeed, for
any z ∈MH we have that
EL(z) = {Xf(z) | f ∈ C
∞(MH)
L}
= B♯MH (z)
(
{df(z) | f ∈ C∞(MH)
L}
)
= B♯MH (z) (Tz(L · z)
◦) (by Proposition 2.14)
= (Tz(L · z))
ω|MH .
In particular, this equality shows that EL is an integrable distribution of
constant rank equal to dimMH −dim l
∗. In the previous chain of equalities
we denoted by BMH the Poisson tensor associated to the symplectic form
ω|MH on MH .
The proof is concluded by recalling the closedness hypothesis on ρ and
a general fact about constant rank smooth foliations (see for instance The-
orem 5 in page 51 of Camacho and Lins Neto [1985]) which states that
the closed integral leaves of an integrable distribution of constant rank are
always embedded submanifolds. This fact proves that J −1L (σ) = J
−1(ρ) is
an embedded submanifold of MH , and thereby of M , as required. 
4.5 Proposition. In the hypotheses of the previous proposition, for any
ρ ∈M/GE satisfying the closedness hypothesis, the isotropy subgroup Gρ ⊂
G of ρ with respect to the G–action on M/GE defined in Proposition 3.8,
is a closed Lie subgroup of G. Moreover, for any m ∈ J−1(ρ)
Tm(Gρ ·m) = Tm(J
−1(ρ)) ∩ Tm(G ·m). (4.1)
Proof. In order to show that Gρ is a Lie subgroup of G it suffices to
show (see for instance [Warner, 1983, Theorem 3.42]) that Gρ is closed in
G. Let {gn} ⊂ Gρ be an arbitrary convergent sequence in Gρ with limit
g ∈ G. The closedness of Gρ will be guaranteed if we show that the limit g
actually belongs to Gρ. Let m ∈M be such that J (m) = ρ and H := Gm.
The condition {gn} ⊂ Gρ implies that for any given n ∈ N
∗, there exists
an element FnTn ∈ GE such that gn · m = F
n
Tn
(m). Consequently, the G-
equivariance of the elements FnTn implies that the isotropy subgroupsGgn·m
of gn ·m satisfy that
gnHg
−1
n = Ggn·m = GFnTn(m)
= Gm = H,
and hence the sequence {gn} ⊂ N(H). Since the normalizer N(H) is closed
in G, the limit g belongs to N(H) and hence the element g ·m is sitting
28 J-P Ortega and T. S. Ratiu
in the same connected component of MH in which the sequence {gn ·m}
lives. Consequently, the element g ·m lies in the closure in MH of J
−1(ρ).
The closedness hypothesis on ρ guarantees that g ·m ∈ J −1(ρ) ⊂ MH . In
particular, this implies that g ·ρ = g ·J (m) = J (g ·m) = ρ or, equivalently,
g ∈ Gρ, as required.
We now prove equality (4.1). The inclusion Tm(Gρ ·m) ⊂ Tm(J
−1(ρ))∩
Tm(G · m) is straightforward since the orbit Gρ · m is included in both
J−1(ρ) and G ·m. Conversely, let
Xf (m) = ξM (m) ∈ Tm(J
−1(ρ)) ∩ Tm(G ·m), (4.2)
with f ∈ C∞(M)G and ξ ∈ g. Recall that since the G–action on M is
canonical, the vector field ξM ∈ X(M) is locally Hamiltonian and therefore
there is a smooth function, say Jξ ∈ C∞(U), locally defined in an open
neighborhood U of m in M , such that XJξ = ξM . Notice that for any
z ∈ U ,
{f, Jξ}(z) = XJξ [f ](z) = df(z) ·XJξ(z) = df(z) · ξM (z) = 0,
by the G–invariance of the function f . Consequently, at any point in U , the
Lie bracket [Xf , XJξ ] = X{Jξ, f} = 0, and hence, if Ft is the flow of Xf and
Gt is the flow of XJξ (more explicitly Gt(z) = exp tξ ·z for any z ∈ U), then
Ft ◦Gs = Gs ◦ Ft (see for instance [ Abraham, Marsden, and Ratiu, 1988,
Proposition 4.2.27]). By one of the Trotter product formulas (see Trotter
[1958] or [ Abraham, Marsden, and Ratiu, 1988, Corollary 4.1.27]), the flow
Ht of Xf−Jξ = Xf −XJξ is given by
Ht(z) = lim
n→∞
(
Ft/n ◦G−t/n
)n
(z)
= lim
n→∞
(
Fnt/n ◦G
n
−t/n
)
(z)
= (Ft ◦G−t)(z) = Ft(exp −tξ · z),
for any z ∈ U . Note that by (4.2), the point m ∈ M is an equilibrium of
Xf−Jξ = Xf−XJξ , hence Ft(exp −tξ ·m) = m or, analogously exp tξ ·m =
Ft(m). Applying J on both sides of this equality, taking into account that
Ft is the flow of a G–invariant Hamiltonian vector field, it follows that
exp tξ ·ρ = ρ, and hence ξ ∈ gρ. Thus ξM (m) ∈ Tm(Gρ ·m), as required. 
4.2 The optimal reduction method
We continue the study of the ingredients needed for reduction with the
following.
4.6 Proposition. Let (M, ω) be a symplectic manifold and G be a Lie
group acting properly and canonically on M . Let E be the G–characteristic
distribution with optimal momentum map J : M → M/GE. Then, for
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any ρ ∈ M/GE satisfying the closedness hypothesis, the isotropy subgroup
Gρ acts on the submanifold J
−1(ρ), and the corresponding orbit space
Mρ := J
−1(ρ)/Gρ is a regular quotient manifold, that is, it can be en-
dowed with the unique smooth structure that makes the canonical projection
πρ : J
−1(ρ) → J −1(ρ)/Gρ a submersion. We will call Mρ = J
−1(ρ)/Gρ
endowed with this smooth structure the reduced phase space.
Proof. Let m ∈ J−1(ρ) ⊂ M be such that H := Gm. Recall that in
the proof of Proposition 4.3 we showed that J −1(ρ) ⊂ MH . This implies
that the isotropies of all the elements of J−1(ρ) under the Gρ action are
identical and equal to H ∩Gρ. A classical result (see for instance Exercise
4.1M in Abraham and Marsden [1978]) guarantees that in such situation
the quotient J −1(ρ)/Gρ is a regular manifold, and the claim follows. 
We are now in position to state the main result of this section.
4.7 Theorem (Optimal Reduction). Let (M, ω) be a symplectic mani-
fold and G be a Lie group acting properly and canonically on M . Let E be
the G–characteristic distribution with optimal momentum map J : M →
M/GE. Then, for any ρ ∈M/GE satisfying the closedness hypothesis, the
reduced space Mρ = J
−1(ρ)/Gρ has a unique symplectic structure ωρ char-
acterized by
π∗ρωρ = i
∗
ρω, (4.3)
where πρ : J
−1(ρ)→Mρ is the canonical projection and iρ : J
−1(ρ)→M
is the inclusion.
Proof. Let [z]ρ = πρ(z) be an arbitrary element of Mρ. Since by Propo-
sition 4.6 the projection πρ is a surjective submersion, every vector [v]ρ ∈
T[z]ρMρ can be written as [v]ρ = Tzπρ ·v, with v ∈ Tz(J
−1(ρ)). Taking also
[w]ρ = Tzπρ · w ∈ T[z]ρMρ arbitrary, we define
ωρ([z]ρ)(Tzπρ · v, Tzπρ · w) := ω(z)(v, w). (4.4)
In order to verify that this is a good definition we have to verify that it is
independent of the representative z ∈ J−1(ρ) that defines [z]ρ and of the
vectors v, w ∈ Tz(J
−1(ρ)) that define [v]ρ, [w]ρ ∈ T[z]ρMρ, respectively.
So, let z′ ∈ J −1(ρ) and v′, w′ ∈ Tz′(J
−1(ρ)) be such that [z]ρ = [z
′]ρ and
[v]ρ = [v
′]ρ, [w]ρ = [w
′]ρ. Let g ∈ Gρ be such that z
′ = g ·z. Note that since
πρ = πρ ◦ Φg implies Tzπρ = Tz′πρ ◦ TzΦg, the relation [v]ρ = [v
′]ρ can be
written as Tz′πρ(v
′) = Tz′πρ(TzΦg(v)). Consequently,
v′ − TzΦg(v) ∈ kerTz′πρ = Tz′(Gρ · z
′)
and therefore there are elements ξ1, ξ2 ∈ gρ such that
v′ = TzΦg(v) + ξ
1
J−1(ρ)(z
′) and w′ = TzΦg(w) + ξ
2
J−1(ρ)(z
′).
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We now prove that ωρ([z
′]ρ)([v
′]ρ, [w
′]ρ) = ωρ([z]ρ)([v]ρ, [w]ρ):
ωρ([z
′]ρ)([v
′]ρ, [w
′]ρ) = ω(Φg(z))(TzΦg(v)
+ ξ1J−1(ρ)(z
′), TzΦg(w) + ξ
2
J−1(ρ)(z
′))
= (Φ∗gω)(z)(v, w) + ω(Φg(z))(TzΦg(v), ξ
2
J−1(ρ)(z
′)))
+ ω(Φg(z))(ξ
1
J−1(ρ)(z
′), TzΦg(w))
+ ω(Φg(z))(ξ
1
J−1(ρ)(z
′), ξ2J−1(ρ)(z
′)).
Since the G–action is canonical, we have (Φ∗gω)(z)(v, w) = ω(z)(v, w).
Also, since ξ1J−1(ρ)(z
′) ∈ E(z′), there exists a G–invariant function f ∈
C∞(M)G such that Xf (z
′) = ξ1J−1(ρ)(z
′). This allows us to write
ω(Φg(z))(ξ
1
J−1(ρ)(z
′), ξ2J−1(ρ)(z
′)) = df(z′) · ξ2J−1(ρ)(z
′) = 0,
by the G–invariance of the function f . If h ∈ C∞(M)G satisfies Xh(z
′) =
TzΦg(v), it follows that
ω(Φg(z))(TzΦg(v), ξ
2
J−1(ρ)(z
′))) = dh(z′) · ξ2J−1(ρ)(z
′)) = 0.
Analogously, we can conclude that ω(Φg(z))(ξ
1
J−1(ρ)(z
′), TzΦg(w)) = 0 and
hence
ωρ([z
′]ρ)([v
′]ρ, [w
′]ρ) = ω(z)(v, w) = ωρ([z]ρ)([v]ρ, [w]ρ),
which guarantees that (4.4) is a good definition of ωρ, consistent with (4.3).
Notice that ωρ is smooth since π
∗
ρωρ is smooth and it is also closed since ω
is closed and πρ is a surjective submersion.
We now show that ωρ is non degenerate, which concludes the proof. Let
[z]ρ ∈Mρ and [v]ρ ∈ T[z]ρMρ be such that for all [w]ρ ∈ T[z]ρMρ
ωρ([z]ρ)([v]ρ, [w]ρ) = 0.
which implies that ω(z)(v, w) = 0 for all w ∈ Tz(J
−1(ρ)) = E(z). Let
f1, f2 ∈ C
∞(M)G be such that v = Xf1(z) and w = Xf2(z). Since
ω(z)(v, w) = df1(z) ·Xf2(z) = 0 for all f2 ∈ C
∞(M)G, we conclude that
df1(z) ∈ E(z)
◦. Let now H := Gz and L := N(H)/H (as usual, we will
suppose for simplicity that MH is connected). Notice that the L–action on
MH being canonical implies that for any η ∈ l (l denotes the Lie algebra
of L), the vector field ηMH satisfies LηMH ω|MH = 0 or, equivalently, ηMH
is locally Hamiltonian. Let {η1, . . . , ηl} be a basis of l and Jη
i
L be the lo-
cal Hamiltonian for ηiMH defined in a neighborhood Ui of m in MH . So,
if η = c1η
1 + · · · + clη
l is an arbitrary element of l, then ηMH is a locally
Hamiltonian vector field with Hamiltonian function JηL = c1J
η1
L +· · ·+clJ
ηl
L ,
locally defined in U := U1 ∩ . . . ∩ Ul. We define JL : U → l
∗ by
〈JL(z), η〉 = J
η
L(z).
It is easy to show that the map JL has the following properties:
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(i) ker(TzJL) = (Tz(L · z))
ω|MH , for any z ∈ U .
(ii) range (TzJL) = l
∗, for any z ∈ U .
(iii) Noether Theorem: The Hamiltonian flow associated to L–invariant
functions in MH leaves the connected components of the level sets of
JL invariant.
Now, using the properties of JL and the fact that df1(z) ∈ E(z)
◦, we can
write
v = Xf1(z)
= B♯(z)(df1(z)) ∈ B
♯(z)(E(z)◦) ∩E(z) ⊂ B♯(z)((ker(TzJL))
◦) ∩ TzMH .
At the same time,
B♯(z)((ker(TzJL))
◦) ∩ TzMH
= (ker(TzJL))
ω ∩ TzMH = Tz(L · z) ⊂ Tz(G · z)
Therefore v = Xf1(z) ∈ Tz(G · z) ∩ E(z) = Tz(Gρ · z) = ker(Tzπρ), by
Proposition 4.5. Consequently [v]ρ = 0, as required. 
4.8 Theorem (Optimal Reduction of Hamiltonian dynamics). Consider
a symplectic manifold (M, ω). Let G be a Lie group acting properly and
canonically on M . Let E be the G–characteristic distribution with optimal
momentum map J : M → M/GE and h ∈ C
∞(M)G be a G–invariant
Hamiltonian. Then
(i) The Hamiltonian flow Ft of Xh leaves the level sets J
−1(ρ) of J
invariant and commutes with the G–action, hence if ρ ∈M/GE sat-
isfies the closedness hypothesis, Ft induces a flow F
ρ
t on Mρ, uniquely
determined by
πρ ◦ Ft ◦ iρ = F
ρ
t ◦ πρ, (4.5)
where iρ : J
−1(ρ) →֒M is the canonical injection and πρ : J
−1(ρ)→
Mρ is the projection.
(ii) The flow F ρt is Hamiltonian in (Mρ, ωρ), with Hamiltonian function
hρ ∈ C
∞(Mρ) defined by
hρ ◦ πρ = h ◦ iρ.
We will call hρ the reduced Hamiltonian . The vector fields Xh and
Xhρ are πρ–related.
(iii) Let k ∈ C∞(M)G be another G–invariant function. Then, {h, k} is
also G–invariant and {h, k}ρ = {hρ, kρ}Mρ , where {·, ·}Mρ denotes
the Poisson bracket on M associated to the symplectic structure ωρ.
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Proof. Part (i) is a consequence of the Optimal Noether Theorem and
the G–equivariance of the flow Ft. Parts (ii) and (iii) are a straightforward
verification that uses the G–invariance of h and the definition of ωρ given
by expression (4.3). 
4.3 Comparison of the optimal and the
Marsden–Weinstein reductions
Suppose now that the G–action in the statement of Theorem 4.7 is globally
Hamiltonian, that is, there exists a globally defined equivariant momen-
tum map J : M → g∗ that allows us to perform symplectic reduction in
the spirit of Marsden and Weinstein [1974]. What is the relation between
the Marsden–Weinstein reduced spaces obtained via the use of J and the
optimal reduced spaces constructed using Theorem 4.7?
In Theorem 3.6 we showed that in the globally Hamiltonian case J −1(ρ) =
J−1(µ) ∩MH , where µ = J(m) and H = Gm, for some m ∈ J
−1(ρ) (all
along this section we will assume that J−1(µ)∩MH is connected). Also, it
is easy to show that in that situation Gρ = NGµ(H) = NG(H) ∩Gµ, with
Gµ the coadjoint isotropy of µ ∈ g
∗. Indeed if g ∈ Gρ then g ·ρ = ρ. By the
definition of the G–action on M/GE , this implies that J (g ·m) = J (m),
or equivalently, both g ·m and m are in the same GE–orbit, that is, there
is a G–equivariant element FT ∈ GE such that FT (m) = g · m. The G–
equivariance of FT implies that m and g ·m have the same isotropy sub-
group, hence
H = Gm = Gg·m = gGmg
−1 = gHg−1,
which implies that g ∈ N(H). At the same time, Noether’s Theorem for J,
as well as its G–equivariance implies that
g · µ = g · J(m) = J(g ·m) = J(FT (m)) = J(m) = µ,
which implies that g ∈ Gµ. We therefore have that Gρ ⊂ NGµ(H). The
reverse inclusion is trivial once we assume the connectedness of J−1(µ) ∩
MH . In conclusion, we have that
Mρ = J
−1(µ) ∩MH/NGµ(H) = J
−1(µ) ∩MH/(NGµ(H)/H). (4.6)
When there are no singularities, the isotropies of all the elements in
J−1(ρ) are trivial (H = {e}) and therefore MH = M and NGµ(H) =
Gµ. Consequently, in this case Mρ = J
−1(µ)/Gµ and the optimal and
Marsden–Weinstein reduced spaces coincide.
In the presence of singularities, the optimal reduced spaces (4.6) coin-
cide with the singular reduced spaces introduced in Sjamaar and Ler-
man [1991] (for compact groups at zero momentum) and in Ortega [1998];
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Ortega and Ratiu [2002] (for proper actions at arbitrary momentum val-
ues). Indeed,
Mρ = J
−1(µ) ∩MH/(NGµ(H)/H) ≃ (J
−1(µ) ∩M
Gµ
(H))/Gµ,
where M
Gµ
(H) = {m ∈M | Gm = gHg
−1, g ∈ Gµ}. See Sjamaar and Lerman
[1991]; Ortega [1998]; Ortega and Ratiu [2002] for the details.
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