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第１章 序論 
1.1 研究背景 
聴覚が不⾃由な⼈にとって聴覚情報によるコミュニケーションは困難であり、主なコミ
ュケーションの⼿段として視覚情報による⼿話が⽤いられている。⼿話とは、⼿の位置、形、
動きなどを組み合わせて意味を伝える⾔語である。しかし、健聴者が⼿話を使える場合は少
ないため、聴覚の不⾃由な⼈と健聴者とのコミュニケーションは困難である。厚⽣労働省の
2011 年のデータによると、⽇本には約 24 万⼈の聴覚の不⾃由な⼈がいる[1]。その内⼿話
を第⼀⾔語としている⼈の数に関しては定かな統計データは⾒つからなかった。しかし、
2001 年に発表されている⽇本⼿話⺟語話者⼈⼝統計の試み[42]によれば、1999 年時点での
⽇本⼿話⺟語話者の推計⼈⼝は約 5.7 万⼈いるとされている。1996 年の⾝体障害者実態調
査で聴覚の不⾃由な⼈が 30.4 万⼈いることから、⼿話を第⼀⾔語としている⼈の割合はそ
のうち 19%程度となる。つまり、その割合がそれほど変わっていないことを前提とすると、
2011 年の時点で⼿話を第⼀⾔語としている⼈は約 24 万⼈いる聴覚の不⾃由な⼈のうち約
4.6 万⼈いると推測できる。⼀⽅で、全国⼿話通訳問題研究会の 2010 年の調査によれば、
⼿話の翻訳を職業としている⼿話翻訳⼠の数は 1,535 ⼈であり、その中でも正規職員であ
るのは 233 ⼈しかいない[2]。これらのデータから、⽇本で⼿話を第⼀⾔語として利⽤して
いる⼈⼝が減少している可能性はあるが、⼿話翻訳⼠の⼈⼝は明らかに⾜りていないとい
うという問題がある。また、2019 年の世界保健機関のデータによれば、世界中に約 4.6 億
⼈の聴覚の不⾃由な⼈が存在し、2050 年にはその数が 9 億⼈まで増加すると予測されてい
る[3]。世界的には聴覚の不⾃由な⼈が⼤幅に増加傾向にある中、これから⼿話を第⼀⾔語
とする⼈⼝は増加しているだろう。この問題を解決するためには、⼿話動作を認識して翻訳
するようなツールが必要となっている。このような背景から、20 年前頃から⼿話認識とい
う分野の研究が盛んになっている。 
⼿話認識技術とは、イメージセンサーや加速度センサー、ジャイロセンサーなどから取得
される⼿話動作データから単語や⽂を認識する技術である。SignAloud Gloves に代表され
るようなセンサーを装着することにより⼿話認識を⾏う研究も盛んに⾏われている[43]。
装着型センサーの利点は、⼿の動きを直接データとして取得できることにある。しかし、セ
ンサーを装着しなければならないため、イメージセンサーなど⾮装着型のセンサーにくら
べ利便性が低い。本研究では、イメージセンサーから取得される動画像データを利⽤した⼿
話認識技術について扱う。 
動画像からの⼿話認識技術は⼤きく分けて 3 つのタスクに分類できる。１つ⽬は、指⽂
字を認識するタスクである。指⽂字の種類が少ないことや映像の収集やアノテーションデ
ータの作成が⽐較的容易であることから、多くの指⽂字認識研究が⾏われてきた。２つ⽬
は、⼿話単語を認識するタスクである。指⽂字に⽐べ、⼿話単語は⾮常に種類が多く、単語
数を絞ったデータセットを⽤いて認識モデルの評価が⾏われていることが多い。３つ⽬は、
⼿話単語列を認識するタスクである。⼿話単語に⽐べ、⼀連の⼿話動作からなる⽂を認識す
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る必要があるため、その⼿話単語数や映像の数は⼤規模なものとなる。そのため、映像収集
やアノテーションデータの作成が⽐較的困難である。 
多くの既存研究の中で、語彙数や実験環境など限られた条件下ではあるが、映像から指⽂
字や⼿話単語が⾼い精度で認識できることが確認されている。また、実際の⾃動⼿話翻訳を
⽬指す上で、指⽂字や⼀つの⼿話動作で表されるような⼿話単語の認識ではなく、⾔語とし
ての⽂章⽣成まで⾏えることが必要である。このような背景から、⼿話動画から⾃然⾔語に
翻訳を⾏う研究[30]が⾏われるようになってきている。しかし、既存研究では⼿話動作の持
つ時空間的特徴が捉えきれていないと考える。 
 
1.2 研究⽬的 
1.1 に記述したように、⽇本には多くの⼿話を第⼀⾔語としている⼈⼝がいる中、⼿話翻
訳⼠の⼈⼝が⾜りていないという問題がある。また世界的に⾒ても聴覚の不⾃由な⼈の⼈
⼝は増加傾向にあり、⼿話を第⼀⾔語とする⼈⼝は増加するだろうと予想できる。そのため
装着型のセンサーではなく、より利便性のあるイメージセンサーなどで⼿話動作を認識で
きるようにすることがこの課題解決につながると考えている。そこで、本研究では、動画か
ら⼿話動作を認識し、⾃然⾔語に翻訳することを⽬的としている。特に本研究の実験では、
既存研究で⾏われていない⼿話動作の時空間的な特徴抽出に焦点を当て、時系列情報を考
慮できる DNN モジュールを⽤いた時空間的特徴を抽出する⼿法について⽐較検討するこ
とを⽬的としている。 
 
1.3 本論⽂の構成 
 本論⽂は、以下の５章で構成されている。 
第 1 章では、本研究の背景と⽬的、本論⽂の構成について記述している。 
第２章では、動画からの⼿話認識に関する既存研究について記述している。 
第３章では、本研究で⽐較検討を⾏った各種⼿法について記述している。 
第４章では、本研究で⽐較検討を⾏った実験結果について記述している。 
第５章では、本研究の考察、まとめと今後の課題について記述している。 
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第２章 既存研究 
2.1 ⽇本の⼿話認識研究 
2.1.1 ⼿話認識データセット 
 近年の⽇本の⼿話認識研究において、研究⽬的に公開されているような⽇本⼿話のデ
ータセットがほとんどない。そのため独⾃に映像を収集することや Kinect などの深度セン
サーでデータを作成しデータセットとすることが多く⾒受けられる[4,5,6,7,8,9,10,11,12,1
3,14,15]。しかし、独⾃にデータセットを作成する場合、⼿話者の数や⼿話単語が制限され
てしまい⼤規模のデータを収集することは難しい。データを収集するためのセンサーとし
ては、ウェブカメラやスマートフォンなどを⽤いて RGB の映像を収集しデータセットとし
ている研究がいくつかある[8,9,14]。それに⽐べ Kinect などの深度センサーを⽤いて、深度
映像や API によって取得できる⼈物の⾻格情報などを収集しデータセットとしている研究
が多く存在する[4,5,6,7,10,11,12,13,15]。この中で独⾃にデータセットを作成し、ディープ
ラーニング技術を利⽤している既存研究はあるが、その学習データとなる 1 つの⼿話単語
に対する動画数は 20 本である[15]。⼀⽅で、研究⽬的に公開されているような⼤規模⼿話
認識データセットを⽤いて研究している例は限られている[16]。この既存研究では、その学
習データとなる 1 つの⼿話単語に対する動画数は 45 本であり⾮常に⾼精度な⼿話単語認識
ができることが⽰されている。 
 
2.1.2 ⼿話認識⼿法 
 ⽇本の⼿話認識研究における認識⼿法に関して、その研究で利⽤しているデータセット
のサイズが⽐較的⼩さいことから、アクション認識やジェスチャー認識など動画像認識の
分野で広く利⽤されているディープラーニング技術を提案⼿法としている研究は少ない。
少ないデータでも⾼精度が期待できる従来の⼿法を利⽤している研究が多くあり、パター
ンを定義しテンプレートマッチングや DP マッチングを⽤いた認識モデルを提案している
研究[4,5,6,7,8]や、認識過程を可視化することができる決定⽊を⽤いた認識モデルを提案し
ている研究[9]、時系列データの処理に⻑けている HMM を⽤いた認識モデルを提案してい
る研究[10,11]、SVM によるクラス分類器を⽤いた認識モデルを提案している研究[12,13]、
様々な識別モデルを統合した認識モデルを提案している研究[14]などがある。⼀⽅で、ディ
ープラーニング技術を利⽤した⼿話認識⼿法には、独⾃に Kinect を⽤いて作成したデータ
セットを利⽤し、2D CNN と LSTM を組み合わせた認識モデルによる⼿話単語認識が⾏わ
れている研究がある[15]。また研究⽬的に公開されているアルゼンチン⼿話データセット
である LSA64[17]を利⽤し、Optical Flow の⼊⼒を加え、2D CNN と Bidirectional LSTM
を組み合わせた認識モデルによる⼿話単語認識も⾏われている[16]。 
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2.1.3 ⼿話単語認識の事前実験 
これらの⼿話認識に関する既存研究を受け、本研究の事前実験として、LSA64 データセ
ットを利⽤し、RGB フレームと Optical Flow フレームの⼊⼒とアクション認識で事前学習
した 3D ResNet を利⽤した認識モデルによる⼿話単語認識を⾏った[18]。実験結果として、
64 単語の⼿話単語に対して 98%の正解率で認識できることがわかった。このデータセット
はカラー⼿袋を装着し、全ての⼿話者が同様な実験環境で⼿話動作の撮影を⾏なっている
という限られた条件下ではあるが、⾮常に⾼い精度で⼿話単語の認識ができるということ
が確認できた。また、動画の各フレームに 2D Convolution を適⽤するのではなく、3D 
Convolution で隣接フレームの情報を考慮しつつ処理することが⼿話単語認識タスクにお
いて有効であることを確認した。この結果が本研究で提案する時空間特徴量抽出器へのモ
チベーションとなっている。 
 
2.2 世界の⼿話認識研究 
2.2.1 ⼿話認識データセット 
 世界の⼿話認識研究では、指⽂字認識や⼿話単語認識だけでなく⼿話単語列認識を対象
としたデータセットが⼀般に公開されており、それらデータセット上での既存⼿法が数多
く存在する。指⽂字認識のタスクを対象としているデータセットには、マッセー⼤学によっ
て公開されているアメリカ⼿話データセット[19]やサリー⼤学によって公開されているア
メリカ⼿話データセット[20]などがある。また、⼿話単語認識のタスクを対象としているデ
ータセットには、ボストン⼤学によって公開されているアメリカ⼿話データセット[21]が
ある。さらに、⼿話単語列認識のタスクを対象としているデータセットには、アーヘン⼯科
⼤学によって公開されているドイツ⼿話データセット[22]や中国科学技術⼤学によって公
開されている中国⼿話データセット[23]などがある。 
 
2.2.2 ⼿話認識⼿法 
 世界の⼿話認識技術における認識技術において、⼤規模な⼿話データセットを利⽤して
いることから、ディープラーニング技術を認識モデルとしている研究が多くある。指⽂字認
識タスクでは、アメリカ⼿話データセット[19,20]を⽤いて、GoogleNet をベースにした認
識モデルを提案している研究[24]や、深度センサーである Creative Senz3D を⽤いて独⾃に
収集した深度マップデータセット上で、事前学習した AlexNet を転移学習した認識モデル
を提案している研究がある[25]。また、⼿話単語認識タスクでは、独⾃に RGB 映像を収集
しベトナム⼿話データセットを作成した上で、2D CNN と LSTM を組み合わせた認識モデ
ルを提案している研究[26]や、アメリカ⼿話データセット[21]を⽤いて、⼿話映像のデータ
オーグメンテーションについて主に検討している研究もある[27]。さらに、⼿話単語列認識
のタスクでは、ドイツ⼿話データセット[22]を⽤いて、CNN と HMM を組み合わせた⼿話
単語列認識モデルを提案している研究[28]や、ドイツ⼿話データセット[22]を⽤いて、CNN
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と RNN を組み合わせた⼿話単語列認識モデルを提案している研究[29]、ドイツ⼿話データ
セット[22]と中国⼿話データセット[23]を⽤いて、LS-HAN による⼿話単語列認識モデル
を提案している研究もある[23]。 
 
2.3 ⼿話翻訳研究 
2.3.1 ⼿話翻訳技術 
  多くの⼿話認識技術の既存研究でディープラーニング技術が利⽤されている。しかし、そ
れらのモデルを学習しきれるほど⼤規模な⼿話翻訳データセットは⼀般に公開されていな
かった。 
 2018 年、Camgöz らよって⼿話翻訳タスクを対象としたデータセットの公開とその⼿話
翻訳モデルが提案された[30]。この論⽂の貢献は３つあり、⼿話動画から⾃然⾔語の⽂への
翻訳タスクの調査したこと、⼿話翻訳タスクを対象としたデータセットを初めて研究⽬的
に公開したこと、⼿話翻訳モデルの提案と RNN ユニット、Attention Mechanism、バッチ
サイズに関する⽐較実験を⾏なっていることである。 
 
2.3.2 ⼿話翻訳データセット 
 本研究では、研究⽬的に⼀般に公開されているドイツ⼿話のデータセットである RWTH-
PHOENIX-Weather2014T[30]を使⽤する。このデータセットはテレビ局である PHOENIX
のニュースや天気予報の映像から作成されている。そのため、それらに関する⼿話単語が多
く収録されている。また、⼿話動作が撮影されている動画データと⼿話単語列のアノテーシ
ョンデータ、ドイツ語翻訳⽂が収録されている。動画データは、9 ⼈の⼿話者で撮影された、
学習⽤の動画 7096 本、検証⽤の動画 519 本、テスト⽤の動画 642 本が収録されている。そ
れぞれの動画に対して⼿話単語列とドイツ語翻訳⽂が⼀つずつ対応しており、これらは⼿
話単語 1066 単語、ドイツ語単語 2887 単語からなる。収録されている動画を図 2.1、⼿話単
語列とドイツ語翻訳⽂を図 2.2 に⽰す。 
 
 
図 2. 1 動画サンプル（映像は⽂献[30]より引⽤） 
 
図 2. 2 （左）⼿話単語列（右）ドイツ語翻訳⽂ 
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 データセットの詳細を以下の表 2.1 に⽰す。OOV（Out Of Vocabulary）は学習データに
は出現しない単語数と表す。また、Singleton は学習データのうち⼀度しか出現しない単語
数を表す。 
表 2. 1 データセット詳細 
  ⼿話単語   ドイツ語単語  
 学習⽤ 検証⽤ テスト⽤ 学習⽤ 検証⽤ テスト⽤ 
動画数 7096 519 642 7096 519 642 
フレーム数 827,354 55,775 64,627 827,354 55,775 64,627 
語彙数 1,066 393 411 2,887 951 1,001 
総単語数 67,781 3,745 4,257 99,081 6,820 7,816 
OOVs - 19 22 - 57 60 
Singletons 337 - - 1,077 - - 
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第 3 章 ⽐較⼿法 
3.1 ベースモデル 
本研究ではベースモデルとして、Neural Sign Language Translation[30]の⼿話翻訳モデ
ルを参考にした。このモデルは、Seq2Seq と呼ばれる機械翻訳モデル[31]に類似している。
ドイツ語翻訳⽂をベクトル化するために Word Embedding によってそれぞれのドイツ語単
語が 1000 次元のベクトル空間に写像される。また動画の各フレームは AlexNet[32]と呼ば
れる 2DCNN によって 4096 次元の空間的特徴量が抽出され Seq2Seq のエンコーダ部分で
ある GRU（Gated Recurrent Unit）[33]の各ユニットに⼊⼒される。その GRU によって時
系列的な特徴量が抽出され、⼿話動作の特徴量を表すことになる。その⼿話動作特徴量から
デコーダ部分の GRU の各ユニットでドイツ語単語が出⼒され、翻訳⽂が⽣成される。ベー
スモデルの概要図を図 3.1 に⽰す。 
 
 
図 3. 1 ベースモデル概要図（映像は⽂献[30]より引⽤） 
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3.1.1 AlexNet 
 AlexNet は 2012 年の画像認識競技⼤会である Imagenet Large Scale Visual Recognition 
Challenge（ILSVRC）でディープラーニング技術を⽤いていない従来⼿法に圧勝した物体認
識モデルである。⼤規模な物体認識データセットである ImageNet で学習されているモデル
が公開されているため、それを⽤いた転移学習は様々な分野で利⽤されている。モデルのパ
ラメータの初期値は学習の収束やモデルの性能に⼤きく影響を与えるため、⼀般的に転移
学習を⾏うことが学習の収束を容易しモデルの精度を⾼めることが期待できる。本実験で
利⽤する AlexNet のモデル構造を図 3.2 に、パラメータの詳細を表 3.1 に⽰す。 
 
 
図 3. 2 AlexNet モデル構造（映像は⽂献[30]より引⽤） 
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表 3. 1 AlexNet パラメータ詳細 
モジュール データサイズ パラメータ数・値 ストライド 
Input 227×227×3 - - 
2D Convolution 55×55×96 11×11×96 4 
LRN 55×55×96 - - 
Max Pooling 27×27×96 3×3 2 
2D Convolution 27×27×256 5×5×256 1 
LRN 27×27×256 - - 
Max Pooling 13×13×256 3×3 2 
2D Convolution 13×13×384 3×3×384 1 
2D Convolution 13×13×384 3×3×384 1 
2D Convolution 13×13×256 3×3×256 1 
Max Pooling 6×6×256 3×3 2 
FC 4096 9216×4096 - 
Dropout 4096 0.2 - 
FC 4096 4096×4096 - 
Dropout 4096 0.2 - 
LRN: Local Response Normalization, FC: Fully Connected 
 
3.1.2 GRU 
 GRU は RNN ユニットの⼀種であり、同じく RNN の⼀種である LSTM よりもパラメー
タの数が少ないという特徴がある。既存研究[30]で GRU と LSTM の⽐較実験が⾏われて
おり、GRU の⽅が、わずかに精度が⾼いという結果だったため、本研究でも GRU を採⽤
することにする。 
 
3.1.3 Seq2Seq 
 Seq2Seq は、⼀⽅の時系列データから他⽅の時系列データの⽣成することを学習できる
⽣成モデルである。機械翻訳の分野で広く使われており、エンコーダと呼ばれる⼀⽅の時系
列データの情報を圧縮する部分とデコーダと呼ばれるエンコーダで圧縮された情報から他
⽅の時系列データを⽣成する部分を持っている。⼿話翻訳の場合、⼀⽅の時系列データが動
画の各フレームであり、他⽅の時系列データが⾃然⾔語の⽂の単語列である。 
本実験で利⽤する Seq2Seq のモデル構造を表 3.2 に⽰す。Word Embedding で写像する
特徴量空間の次元数は 1000、Attention Mechanism には Luong の⼿法[41]を利⽤し、ドロ
ップアウト率を 0.2、Residual Connection を追加した。 
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表 3. 2 Seq2Seq モデル構造 
ユニット ユニットサイズ ユニット詳細 
 エンコーダ  
GRU 1000 D（0.2） 
GRU 1000 D（0.2） 
GRU 1000 D（0.2）, RC 
GRU 1000 D（0.2）, RC 
 デコーダ  
GRU 1000 D（0.2） 
GRU 1000 D（0.2） 
GRU 1000 D（0.2）, RC 
GRU 1000 D（0.2）, RC 
D: Dropout, RC: Residual Connection 
 
3.2 ⼿話特徴量 
既存⼿法のモデルでは、2DCNN によって空間的な情報を失った特徴量から GRU によっ
て時系列的な特徴量を抽出していると考えられる。しかし、⼿話動作は、⼿の位置や形、そ
の動きによって形成されるため、空間的な情報を保ったまま時系列的な情報を考慮できる
⼿法がより適していると考えた。そのため本研究では、動画の各フレームから特徴量を抽出
する段階で時系列的な情報を考慮する⼿法を提案する。時系列的な情報を考慮する⽅法と
して２つのアプローチを考えた。１つ⽬は、⼊⼒への時系列的な情報の追加である。２つ⽬
は、既存⼿法で⽤いられていた AlexNet を時系列的な情報を扱えるように改良することで
ある。 
 
3.2.1 ⼊⼒への時系列的な情報の追加 
 ⼊⼒への時系列的な情報の追加では、Optical Flow フレームを⼊⼒に追加することを⾏
う。Optical Flow は時系列的に変化する画像の動きを数値化できるため、多くのアクション
認識やジェスチャー認識、⼿話認識の分野で⽤いられている。RGB の動画フレームを⼊⼒
した場合との有効性を⽐較するために、RGB の動画フレームのみを⼊⼒にした既存⼿法、
Optical Flow フレームのみを⼊⼒にした⼿法、RGB と Optical Flow をチャネル次元で結合
し⼊⼒した⼿法を⽐較した。 
 
3.2.1.1 RGB の⼊⼒ 
 既存⼿法と同様に各動画のフレームを 227×227 にリサイズし、各画素に Mean 
Subtraction を適⽤することでモデルへの⼊⼒とした。したがって、⼊⼒フレームのサイズ
は、227×227×3 となる 
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3.2.1.2 Optical Flow の⼊⼒ 
 Optical Flow の算出には OpenCV の関数を利⽤した。Optical Flow の算出⼿法は Lucas-
Kanade 法に代表されるような、画像中の特徴点の動きに着⽬した疎な Optical Flow を算出
する⼿法と Farneback 法に代表されるような全画素の動きに着⽬した密な Optical Flow を
算出する⼿法がある。⼿話認識では、⼿や腕などの細かい動きを認識する必要があるため密
な Optical Flow を算出することにした。算出される密な Optical Flow の X 変化量と Y 変化
量とそのノルムの 3 チャネルのデータを⼊⼒フレームとする。したがって、RGB フレーム
と同様の⼊⼒データサイズとなる。Farneback 法により算出した𝑡番⽬での密な Optical Flow
フレームを図 3.3 に⽰す。⼿前から X 変化量、Y 変化量、ノルムの値を 0 から 255 に正規
化した画像を⽰している。 
 
 
図 3. 3 算出した Optical Flow 
 
3.2.1.3 RGB と Optical Flow の⼊⼒ 
 Optical Flow は 3.2.1.2 と同様に密な Optical Flow を算出した。ここで 3.2.1.2 とは異な
り、⼊⼒フレーム数を削減するために Optical Flow のデータは X 変化量と Y 変化量のみを
⽤いた。また RGB フレームと Optical Flow フレームの結合⽅法には、ジェスチャー認識の
既存研究[34]で提案されている⼿法を参考にした。⼊⼒は RGB フレーム 1 枚と Optical 
Flow フレーム 3 枚からなり、𝑡番⽬の RGB フレームに対し、𝑡 − 1番⽬、𝑡番⽬、𝑡 + 1番⽬
の Optical Flow フレームをチャネル次元で結合することで⼊⼒とした。つまり、フレーム
の順番は𝑡番⽬ RGB フレームの B、G、R、𝑡 − 1番⽬ Optical Flow フレームの X 変化量, Y
変化量、𝑡番⽬、𝑡 + 1番⽬と続く。RGB フレームと Optical Flow フレームを⼀つの DNN に
⼊⼒するため、それぞれのチャネルで平均と標準偏差による標準化を⾏った。RGB フレー
ムと Optical Flow フレームの𝑡番⽬フレームにおける結合⽅法を図 3.4 に⽰す。 
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図 3. 4  RGB フレームと Optical Flow フレームの結合（映像は⽂献[30]より引⽤） 
 
3.2.2 時系列特徴量抽出器 
 既存⼿法で⽤いられていた AlexNet の時系列的な情報を扱えるようにするための改良で
は、DNN モジュールである Temporal Pooling、1D Convolution、ConvLSTM、3D 
Convolution の４つを試した。それぞれのモジュールをベースモデルに適⽤し、その評価を
⾏った。本研究で利⽤した DNN モジュールについて説明するために、フレーム数を T、⼊
⼒となる特徴量マップの⾼さを H、⻑さを W、チャネル数を C とし、⼀つ前の層で抽出さ
れた特徴量を𝐹&' 	∈ 	ℝ+×-×.×/と表すことにする。 
 
2D Convolution は、⼊⼒のチャネル数を𝐶&'、カーネルの重みを𝑤、バイアスを𝑏、⼊⼒と
なる𝑡フレーム番⽬の各特徴量マップを𝑥4 	∈ 	ℝ-×.×/、出⼒される𝑡フレーム番⽬の各特徴量
マップを𝑦4 	∈ 	ℝ-×.×/とし、以下のような式で算出する。 
 
𝑦4&6(8) = 	𝑏(8) +	;(𝑤('8) ∗ 	𝑥4('))&6/=>'?@  
 
ここで、∗は畳み込み演算を表している。 
時空間特徴量抽出器の概要図⼀覧を図 3.5 に⽰す。()内のアルファベットは表 4.1 の
BLEU による⼿話翻訳モデルの評価結果と対応している。図 3.5 の概要図は、縦⽅向に独⽴
のブロックは、各フレームに対して独⽴に DNN モジュールを適⽤していることを表して
いる。⼀⽅、横⽅向に向かってブロックは、隣接フレームの情報を考慮した DNN モジュー
ルを適⽤していることを表している。 
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図 3. 5 時空間特徴量抽出器概要図⼀覧 
 
3.2.2.1 2D Convolution + Temporal Pooling 
 Temporal Pooling とは、時系列的な情報を処理するために、時間領域に対して Max や A
verage などを算出する関数を適⽤することである。本研究では、2D Convolution によって
抽出された特徴量の時間領域のみに対してプーリングサイズ 2 の Average Temporal Pooli
ng を適⽤した。Average Temporal Pooling を適⽤することで、隣接フレームの特徴量の圧
縮とエンコーダ部分における再帰的ニューラルネットワークによる学習の簡易化を期待し
ている。ここで、特徴量の空間領域に対して適⽤しないことで、Temporal Pooling を適⽤
していない AlexNet と同様なサイズの特徴量が抽出できる。また AlexNet の⼊⼒直後の 2
D Convolution の後に Temporal Pooling を適⽤していないことは、モデルへの⼊⼒直後の
段階では各フレームで独⽴に特徴量を抽出する必要があると考えたためである。 
本実験での Average Temporal Pooling は隣接 2 フレームに対して適⽤しているため、⼊⼒
となる𝑡フレーム番⽬の各特徴量マップを𝑥4 ∈ 	ℝ-×.×/、出⼒となる𝑡フレーム番⽬の各特徴
量マップを𝑦4 	∈ 	ℝ-×.×/とし以下のような式で算出する。 
 𝑦4 = 𝑥A4B@ +	𝑥A42 	(1 ≤ 𝑡	 ≤ 𝑇2)	 
 
つまり、Average Temporal Pooling 適⽤後の特徴量マップは時間領域において+Aとなる。 
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2D Convolution を適⽤した特徴量を𝐹AF	/G'H 	∈ 	ℝ+×-×.×/、Average Temporal Pooling を適
⽤した特徴量を𝐹I+J 	∈ 	ℝKL×-×.×/とする。 
 𝐹AF	/G'H = 2𝐷𝐶𝑜𝑛𝑣𝑜𝑙𝑢𝑡𝑖𝑜𝑛(𝐹&') 𝐹I+J = 𝐴𝑣𝑒𝑟𝑎𝑔𝑒𝑇𝑒𝑚𝑝𝑜𝑟𝑎𝑙𝑃𝑜𝑜𝑙𝑖𝑛𝑔(𝐹AF	/G'H) 
 
本実験で利⽤する 2D Convolution と Temporal Pooling を組み合わせた時空間特徴量抽
出器のモデル構造を図 3.6、パラメータの詳細を表 3.3 に⽰す。 
 
 
図 3. 6 2D Convolution と Temporal Pooling を組み合わせたモデル構造（映像は⽂献[30]
より引⽤） 
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表 3. 3 2D Convolution と Temporal Pooling を組み合わせたモデルのパラメータ詳細 
モジュール データサイズ パラメータ数・値 ストライド 
Input 300×227×227×3 - - 
2D Convolution 300×55×55×96 11×11×96 4 
LRN 300×55×55×96 - - 
Max Pooling 300×27×27×96 3×3 2 
2D Convolution 300×27×27×256 5×5×256 1 
LRN 300×27×27×256 - - 
Max Pooling 300×13×13×256 3×3 2 
2D Convolution 300×13×13×384 3×3×384 1 
Temporal Pooling 150×13×13×384 2×1×1 - 
2D Convolution 150×13×13×384 3×3×384 1 
Temporal Pooling 75×13×13×384 2×1×1 - 
2D Convolution 75×13×13×256 3×3×256 1 
Max Pooling 75×6×6×256 3×3 2 
FC 75×4096 9216×4096 - 
Dropout 75×4096 0.2 - 
FC 75×4096 4096×4096 - 
Dropout 75×4096 0.2 - 
 
3.2.2.2 2D Convolution + 1D Convolution 
 1D Convolution とは、1 次元のカーネルを⽤いた Convolution である。1D Convolution 
は 1 次元のカーネルを⽤いているので、⾃然⾔語データや⾳声データなどの時系列データ
を処理するのに⻑けている。2D Convolution と 1D Convolution を組み合わせた⼿法は、動
画分析にも⽤いられており、⼿話認識と同様なタスクであるジェスチャー認識の分野でも
適⽤例がある[35]。多くの動画分析では、空間的情報と同時に時系列的情報を処理するため
にカーネルを 3 次元に拡張した 3D Convolution が⽤いられることが多い。しかし、3D 
Convolution と⽐べ 2D Convolution + 1D Convolution の利点は、その学習に⽤いられるパ
ラメータの数が少ないことから、モデルの過学習を防げる可能性があることである。ここで
Temporal Pooling と同様に、モデルへの⼊⼒直後に 1D Convolution を適⽤することは避け、
⼊⼒直後は各フレームで独⽴に特徴量抽出を⾏っている。 
 
1D Convolution は、⼊⼒のチャネル数を𝐶&'、カーネルの重みを𝑤、バイアスを𝑏、⼊⼒と
なる𝑡フレーム番⽬の各特徴量マップを𝑥4 	∈ 	ℝ-×.×/、出⼒となる𝑡フレーム番⽬の各特徴量
マップを𝑦4 	∈ 	ℝ-×.×/とし以下のような式で算出する。 
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𝑦4&6(8) = 	𝑏(8) +	;(𝑤('8) ∗ 	𝑥&6('))4/=>'?@  
 
2D Convolution を適⽤した特徴量を𝐹AF	/G'H 	∈ 	ℝ+×-×.×/、1D Convolution を適⽤した特
徴量を𝐹@F	/G'H 	∈ 	ℝ+×-×.×/とする。 
 𝐹AF	/G'H = 2𝐷𝐶𝑜𝑛𝑣𝑜𝑙𝑢𝑡𝑖𝑜𝑛(𝐹&') 𝐹@F	/G'H = 1𝐷𝐶𝑜𝑛𝑣𝑜𝑙𝑢𝑡𝑖𝑜𝑛(𝐹AF	/G'H) 
 
本実験で利⽤する 2D Convolution と 1D Convolution を組み合わせた時空間特徴量抽出
器のモデル構造を図 3.7、パラメータの詳細を表 3.4 に⽰す。 
 
 
図 3. 7 2D Convolution と 1D Convolution を組み合わせたモデル構造（映像は⽂献[30]よ
り引⽤） 
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表 3. 4 2D Convolution と 1D Convolution を組み合わせたモデルのパラメータ詳細 
モジュール データサイズ パラメータ数・値 ストライド 
Input 300×227×227×3 - - 
2D Convolution 300×55×55×96 11×11×96 4 
LRN 300×55×55×96 - - 
Max Pooling 300×27×27×96 3×3 2 
2D Convolution 300×27×27×256 5×5×256 1 
LRN 300×27×27×256 - - 
Max Pooling 300×13×13×256 3×3 2 
2D Convolution 300×13×13×384 3×3×384 1 
1D Convolution 300×13×13×384 3×384 1 
2D Convolution 300×13×13×384 3×3×384 1 
1D Convolution 300×13×13×384 3×384 1 
2D Convolution 300×13×13×256 3×3×256 1 
Max Pooling 300×6×6×256 3×3 2 
FC 300×4096 9216×4096 - 
Dropout 300×4096 0.2 - 
FC 300×4096 4096×4096 - 
Dropout 300×4096 0.2 - 
 
3.2.2.3 2D Convolution + ConvLSTM 
 ConvLSTM とは、LSTM を⼆次元データが処理できるように拡張したものである。LSTM
と⽐べ、ConvLSTM はデータの空間的な情報を保持したままデータの処理することが可能
である。そのため動画分析に利⽤されており、初出では気象レーダーの動画からの降⽔量予
測に適⽤するために提案された⼿法である[36]。ConvLSTM も RNN ユニットを LSTM と
GRU で選択することができるため、Seq2Seq のモデル構造と合わせ、RNN ユニットは GRU
とした。⼊⼒動画の各フレームに AlexNet の全結合層前まで DNN モジュールを適⽤後、
ConvLSTM を 2 層適⽤し、最後に全結合層とドロップアウト層を適⽤した。このように
AlexNet の 2D Convolution で各フレーム空間的な特徴量を抽出した後、ConvLSTM で空間
的な情報を保ったまま時系列的な特徴量を抽出することができると期待している。 
 
本実験で利⽤する 2D Convolution と ConvLSTM を組み合わせた時空間特徴量抽出器の
モデル構造を図 3.8、パラメータの詳細を表 3.5 に⽰す。 
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図 3. 8 2D Convolution と ConvLSTM と組み合わせたモデル構造（映像は⽂献[30]より引
⽤） 
表 3. 5 2D Convolution と ConvLSTM を組み合わせたモデルのパラメータ詳細 
モジュール データサイズ パラメータ数・値 ストライド 
Input 300×227×227×3 - - 
2D Convolution 300×55×55×96 11×11×96 4 
LRN 300×55×55×96 - - 
Max Pooling 300×27×27×96 3×3 2 
2D Convolution 300×27×27×256 5×5×256 1 
LRN 300×27×27×256 - - 
Max Pooling 300×13×13×256 3×3 2 
2D Convolution 300×13×13×384 3×3×384 1 
2D Convolution 300×13×13×384 3×3×384 1 
2D Convolution 300×13×13×256 3×3×256 1 
Max Pooling 300×6×6×256 3×3 2 
ConvLSTM 300×6×6×256 3×3×256 1 
ConvLSTM 300×6×6×256 3×3×256 1 
FC 300×4096 9216×4096 - 
Dropout 300×4096 0.2 - 
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3.2.2.4 3D Convolution+ ConvLSTM 
 3D Convolution とは、３次元のカーネルを⽤いた Convolution である。3D Convolution
は 3 次元のカーネルを⽤いているので、動画データなどの時空間情報を持っているデータ
を処理するのに⻑けている。空間的な情報と時系列的な情報の両⽅を同時に処理すること
ができるため、多くのアクション認識やジェスチャー認識の分野に利⽤されている。2D 
Convolution に⽐べそのパラメータ数が多くなってしまうことにより、学習データのサイズ
に課題があった。しかし、近年は⼤規模なアクション認識のデータセット[40]とその学習済
みモデルの公開[39]により広く利⽤されている。3D Convolution のモデル構造は 3D 
AlexNet を参考にした。3D AlexNet によって抽出された全結合層前までの特徴量マップを
ConvLSTM に⼊⼒することで、⼊⼒直後の段階から時空間的情報を考慮した処理ができる
と期待している。本実験で利⽤する 3D Convolution と ConvLSTM を組み合わせた時空間
特徴量抽出器のモデル構造を図 3.9、パラメータの詳細を表 3.6 に⽰す。 
 
 
図 3. 9 3D Convolution と ConvLSTM を組み合わせたモデル構造（映像は⽂献[30]より引
⽤） 
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表 3. 6 3D Convolution と ConvLSTM を組み合わせたモデルのパラメータ詳細 
モジュール データサイズ パラメータ数・値 ストライド 
Input 300×227×227×3 - - 
3D Convolution 300×55×55×96 11×11×11×96 4 
ReLU 300×55×55×96 - - 
3D Max Pooling 300×27×27×96 3×3×3 2 
3D Convolution 300×27×27×256 5×5×5×256 1 
ReLU 300×27×27×256 - - 
3D Max Pooling 300×13×13×256 3×3×3 2 
3D Convolution 300×13×13×384 3×3×3×384 1 
3D Convolution 300×13×13×384 3×3×3×384 1 
3D Convolution 300×13×13×256 3×3×3×256 1 
3D Max Pooling 300×6×6×256 3×3×3 2 
ConvLSTM 300×6×6×256 3×3×256 1 
ConvLSTM 300×6×6×256 3×3×256 1 
FC 300×4096 9216×4096 - 
Dropout 300×4096 0.2 - 
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第 4 章 実験結果と考察 
4.1 実験設定 
既存⼿法[30]と同様な実験設定で⾏うため、各動画は 227×227[pixel]にリサイズし、⼀
つの動画のフレーム数が 300 以下かつ翻訳⽂の単語数が 50 以下であるサンプルで学習、検
証を⾏った。学習のハイパーパラメータとして、最適化関数は Adam を⽤い、学習率は
0.00001、バッチサイズは 1、イテレーション数は 150000 程度⾏い、GPU に Geforce GTX 
1080 を⽤いて約 60 時間程度で学習は収束した。⽣成する翻訳⽂の探索は Beam Search に
よって⾏い、Beam Width は 3 とした。また、AlexNet は ImageNet データベースで事前学
習されたものを⽤いた[37]。 
 
4.2 評価⽅法 
⼿話翻訳モデルの評価は、検証動画 519 本の翻訳モデルによる翻訳結果によって⾏う。
評価指標には、既存⼿法[30]でも⽤いられている BLEU（Bilingual Evaluation Understudy）
[46]のスコアによって⾏う（BLEU スコアの詳しい算出⽅法などに関しては付録 C で記述
する）。このスコアは正解⽂と予測モデルによる翻訳⽂との類似度を 0 から 100 までの値で
⽰し、100 に近くほど翻訳モデルの精度が⾼いことを表している。また本研究では、n-gram
が k であるスコアを BLEU-k と表すことにする。この BLEU-4 のスコアは 50 程度で⾮常
に⾼品質で流暢な翻訳とされている[38]。 
 
4.3 実験結果 
4.3.1 ⼿話翻訳モデルの⽐較結果 
4.1 の実験設定で学習し（⼿話翻訳モデルの学習結果に関しての詳細は付録 B に記述す
る）、時空間的特徴を抽出する⼿法の⽐較をその⼿話翻訳モデルの翻訳結果の BLEU スコア
によって⾏う。⼊⼒への時系列情報の追加に関して、既存⼿法であるベースモデルで⼊⼒が
RGB フレームのみである⼿話翻訳モデルの結果を(a)、ベースモデルで⼊⼒が Optical Flow
フレームのみである⼿話翻訳モデルの結果を(b)、ベースモデルで⼊⼒が RGB フレームと
Optical Flow フレームを結合したものである⼿話翻訳モデルの結果を(c)として、表 4.1 の
上段に⽰す。時系列特徴量を抽出するための改良に関して、2D Convolution のみを⽤いた
⼿話翻訳モデルの結果を(d)、2D Convolution と Temporal Pooling を組み合わせた⼿話翻
訳モデルの結果を(e)、2D Convolution と 1D Convolution を組み合わせた⼿話翻訳モデル
の結果を(f)、2D Convolution と ConvLSTM を組み合わせた⼿話翻訳モデルの結果を(g)、
3D Convolution と ConvLSTM を組み合わせた⼿話翻訳モデルの結果を(h)として、表 4.1
の下段に⽰す。 
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表 4. 1 BLEU による⼿話翻訳モデルの評価結果 
手法 BLEU-1 BLEU-2 BLEU-3 BLEU-4 
(a) RGB [30] 31.87 19.11 13.16 9.94 
(b) Opt 34.56 21.93 15.67 12.03 
(c) RGB+3Opt 35.96 22.60 15.79 11.90 
(d) 2D Conv 34.56 21.93 15.67 12.03 
(e) 2D Conv+TP 31.66 19.22 13.20 9.88 
(f) 2D+1D Conv 33.78 21.00 14.76 11.33 
(g) 2D Conv 
+ ConvLSTM 
31.63 19.01 13.25 10.03 
(h) 3D Conv 
+ ConvLSTM 
32.19 19.24 13.29 10.16 
Opt: Optical Flow 
 
4.3.2 ⼿話翻訳モデルによる翻訳結果 
データセットに⽤意されているアノテーションデータのドイツ語翻訳⽂と翻訳モデルに
よる翻訳⽂とそれらを Google 翻訳によって⽇本語訳した⽂を図 4.1 から図 4.6 に⽰す。翻
訳モデルは既存⼿法[30]である(a)と最も BLEU のスコアが⾼かった(b)の結果を⽤いるこ
とにする。 
 
 
図 4. 1 翻訳結果サンプル１（⾼精度） 
 
 
図 4. 2 翻訳結果サンプル２（⾼精度） 
 
 
図 4. 3 翻訳結果サンプル３（単語） 
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図 4. 4 翻訳結果サンプル４（単語） 
 
 
図 4. 5 翻訳結果サンプル５（⻑⽂） 
 
 
図 4. 6 翻訳結果サンプル６（⻑⽂） 
 
図 4.1、4.2 の⼿話翻訳モデルによる翻訳⽂はどちらも正解⽂とほとんど同⼀の⽂として
⽣成できていることがわかる。図 4.3、4.4 の⼿話翻訳モデルによる翻訳⽂を参照すると、
(a)の既存⼿法では、重要な単語を翻訳できていない⽂や曜⽇や⽇付が異なる⽂が⽣成され
ている。⼀⽅、(b)の提案⼿法では、重要な単語や曜⽇など似たような単語の中でも適切な
単語として翻訳されている⽂が確認できた。図 4.5、4.6 のサンプルは⽐較的⻑⽂な⼿話に
対しての翻訳結果である。(a)の既存⼿法、(b)の提案⼿法どちらも翻訳⽂としての品質は低
く、⽂の⻑さが短くなってしまう⽂やそもそも単語の意味も捉えられていない⽂などが確
認できた。 
 
4.4 考察 
4.4.1  ⼿話翻訳モデルの⽐較結果 
まず⼊⼒への時系列情報の追加に関して、表 4.1 の⽐較⼿法(a)、(b)、(c)の実験結果を⽐
較する。(a)より(b)、(c)のスコアが⾼いことから、Optical Flow フレームを⼊⼒に追加する
ことが⼿話翻訳タスクに有効であることが確認できる。また、(c)より(b)のスコアが⾼いこ
とに関しては、RGB フレームと Optical Flow フレームの両⽅を⼊れることが、冗⻑になっ
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ている可能性があると考える。今回のデータセットは背景に動きがなく、Optical Flow フレ
ームでも⼈物の腕や⼿のエッジが捉えられていると考える。また静⽌した動作を⽤いた⼿
話の出現頻度が少ないことから RGB フレームの情報が冗⻑なデータとなってしまったと
考える。もう⼀つの可能性として、RGB フレームと Optical Flow フレームの結合⽅法が最
適でないことが考えられる。パラメータとして結合する Optical Flow のフレーム数や位置
と標準化⽅法の検討が必要である。 
次に時系列特徴を抽出するための改良に関して、(e)はスコアが最も低く、Temporal 
Pooling によるフレーム間の特徴量圧縮は有効でないことが確認できる。また、時空間特徴
量抽出器を適⽤した(f)、(g)、(h)も特徴量抽出の段階で時系列情報を考慮していない(d)に
スコアで劣る結果となった。ここで、本研究で利⽤しているデータセットの学習データとな
る動画数が 7096 であるのに対して、翻訳⽂の単語が 2887 であることに着⽬した。それぞ
れの特徴量抽出器に利⽤している、(d)の 2D Convolution、(e)の 2D Convolution + Temporal 
Pooling、(f)の 2D Convolution + 1D Convolution、(g)の 2D Convolution + ConvLSTM、
(h)の 3D Convolution + ConvLSTM の学習されるパラメータの数を表 4.2 に⽰す。表 4.2
を参照すると、そのパラメータの数が(d) < (f) < (g) < (h)であることが確認できる。つま
り、特徴量抽出器のパラメータの数と BLEU のスコアが反⽐例している。この原因として
は、本研究で利⽤しているデータセットでよりパラメータの数が多いモデルが学習仕切れ
ない可能性があると考える。 
 
表 4. 2 DNN モジュールとそのパラメータ数 
モデル 特徴量 パラメータ数 
2DConv S K×K×Cin×Cout 
2DConv+TP ST K×K×Cin×Cout 
2D+1DConv ST (K+1)×K×Cin×Cout 
ConvLSTM ST 4×K×K×(Cin+Cout)×Cout 
3DConv ST K×K×K×Cin×Cout 
Conv: Convolution, TP: Temporal Pooling, S: Spatial, ST: Spatio-Temporal, K: Kernel Size,  
Cin: Input Channel. Cout: Output Channel  
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4.4.2 ⼿話翻訳モデルによる翻訳結果 
 図 4.1、4.2 の⼿話翻訳結果から、図 4.1 の正解⽂は学習データに 64 回出現しており、そ
の⽂の⻑さが短いこともあって⼗分パターンを学習できていると考えられる。このように
⽂が短い、また学習データにおいて出現頻度の⾼い⼿話単語は⽐較的⾼精度に翻訳できて
いることがわかった。図 4.3、4.4 の⼿話翻訳結果から、(a)の既存⼿法による⼿話翻訳⽂に
おいて単語の意味を間違えている⽂や曜⽇や⽇付などを間違えている⽂が⽣成されている。
本実験で利⽤した全ての⼿話翻訳モデルは Word Embedding によって 1000 次元のベクト
ル空間にドイツ語単語を写像することによって学習されている。そのため、ベクトル空間上
で近い単語に翻訳できているが、例えば「⽕曜⽇」と「⾦曜⽇」を間違えて翻訳してしまう
⽂が⾒られたと考える。(b)の提案⼿法の場合、時空間特徴を追加したことにより、単語の
パターンを判別する性能が向上したため⽐較的単語の意味を間違えずに翻訳できたサンプ
ルがあったと考えている。図 4.5、4.6 のような⻑⽂のサンプルに関しては、(a)の既存⼿法
も(b)の提案⼿法もうまく翻訳できておらず、学習データに⻑⽂が少ないことが起因してい
ると考えている。 
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第 5 章 結論 
5.1 まとめ 
 本研究では、動画から⼿話動作を認識し、⾃然⾔語の⽂に翻訳することを⽬的としてい
た。翻訳モデルの精度向上のため、⼿話の時空間的特徴を考慮した特徴量抽出器の⽐較検討
を⾏った。⼊⼒への時系列情報の追加では、Optical Flow フレームを⼊⼒に追加することが
⼿話翻訳のタスクにおいて有効性であることがわかった。また、時空間特徴を考慮した特徴
量抽出器の改良では、モデルの学習パラメータが最も少ない 2D Convolution を⽤いたモデ
ルが最も BLEU のスコアが⾼かった。また、この BLEU の向上は実際の翻訳⽂においても
確認できた。 
 
5.2 今後の課題 
5.2.1 ⼊⼒への時系列情報の追加 
 本研究の実験では、Optical Flow フレームのみを⼊⼒にした⼿話翻訳モデルが最も精度が
⾼い結果となった。しかし、Optical Flow フレームのみでは静⽌した⼿話の⼿の形が考慮で
きていないという課題がある。そのため⼿の形を考慮できるようなデータを⼊⼒に追加す
る必要があると考えている。例えば、本研究での実験でも⾏っている RGB フレームと
Optical Flow フレームを結合することで⼿の形を考慮できる。今後の課題として、その結合
⽅法の最適化を⾏うことが必要だと考えている。また別のアプローチとして、⼈物の⾻格情
報や⼿の Bounding Box 画像を⼊⼒する⼿法も有効だと考えている。具体的には、Kinect な
どの深度センサーがサポートしているような API を⽤いて⼈物の⾻格情報を取得する⼿法
や OpenPose[43]などの⼈物⾻格情報推定モデルを利⽤する⼿法などが考えられる。本研究
の事前実験として、⼿話動画に対して OpenPose を⽤いた⼈物⾻格情報の推定を⾏ったと
ころ、⾻格推定結果に⽋損値が多く⾒られた。この⾻格推定結果を利⽤する場合、⽋損値の
補完を⾏う必要があったため本研究では採⽤しなかった。また、⼿の Bounding Box 画像を
⼊⼒へ追加するアプローチを検討するために、肌⾊領域の検出からの⼿検出を試みた。肌⾊
領域の検出はある程度の精度で⾏うことができると確認したが、それをうまく利⽤するこ
とができなかった（肌⾊領域検出に関しての詳細は付録 A で記述している）。 
 
5.2.2 時空間的特徴量抽出器 
本研究の実験では、時間次元に畳み込みを⾏わない 2D Convolution のみを⽤いた⼿話翻
訳モデルが最も精度が⾼い結果となった。しかし、⼊⼒への時系列情報に加え、特徴量抽出
器でも時系列情報を考慮する必要があると考えている。本研究の実験で DNN モジュール
を適⽤した⼿話翻訳モデルのアーキテクチャが最適でない可能性もあるため、モデル構造
を再度検討することが今後の課題としてある。また、あまりモデルのパラメータを変更させ
ずに DNN モジュールの⽐較を⾏ったため、パラメータの数が多いモデルに関してサイズ
を⼩さくするなどパラメータの最適化が必要だと考えている。 
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5.2.3 Seq2Seq モデルの検討 
  本研究では、動画の各フレームに適⽤する AlexNet の改良に焦点をあてて⽐較検討を⾏
なっていた。もう⼀つ⼿話翻訳モデルにおいて重要な役割を担っている Seq2Seq のエンコ
ーダとデコーダ部分の検討をすることも今後の課題としてある。具体的には、⾃然⾔語処理
分野で最先端のディープラーニング技術である Transformer[44]による機械翻訳モデルを
利⽤することが考えられる。 
 
5.2.4 学習データのデータオーグメンテーション 
 本研究の実験では、学習データとなる⼿話動画にデータオーグメンテーションを適⽤し
ていない。その理由としては、⼿話動画のフレームに対してアフィン変換を適⽤してしまう
と異なる⼿話動作になってしまうと考えたからである。しかし、多くの画像認識分野でデー
タオーグメンテーションが適⽤されているように、⼿話翻訳での場合でも必要だと考えて
いる。学習データの多様性が増すことで、⼿話翻訳モデルの過学習を防ぐことが期待でき
る。⼿話動作の意味を保ちつつ、データオーグメンテーションを適⽤することが今後の課題
としてある。 
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付録 
A. ⼿話動作における⼿の形を考慮するための⼿検出検討 
本研究での実験結果では OpticalFlow フレームに RGB フレームを追加することは冗⻑だ
という結果になった。そのため、RGB フレームをそのまま⼊⼒に追加するのではなく、⼿
の検出を⾏った結果である Bounding Box 画像を⼊⼒にすることを考えた。その事前実験
として⾏った OpenCV を⽤いた肌⾊領域検出アルゴリズムを図 A.1 に⽰す。⼊⼒となる R
GB フレームにおいて HaarCascade で顔検出を⾏い、その部分を CenterCrop し顔画像とす
る。切り取った顔画像において KMeans を適⽤し、⾊のクラスタリングを⾏う。最もクラ
スタ数のある⾊を肌⾊だと仮定し、その⾊を HSV ⾊空間に変換する。その後、動画の各フ
レームを HSV ⾊空間に変換し、先ほど検出した肌⾊で Masking する。ノイズなどを除去す
るためモルフォロジー変換の Opening と Closing を適⽤し、適⽤後のマスク画像の輪郭を
検出することで肌⾊領域の検出を⾏う。RWTH-PHOENIX-Weather2014T の動画に肌⾊領
域検出アルゴリズムを適⽤した結果を図 A.2 に⽰す。 
 
 
図 A.1 OpenCV を⽤いた肌⾊領域検出アルゴリズム 
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図 A.2 肌⾊領域検出結果（映像は⽂献[30]より引⽤） 
 
B. ⼿話翻訳モデルの学習結果 
本研究の実験で⽐較した全てのモデルがクロスエントロピー誤差を⽬的関数として学習
されている。クロスエントロピー誤差は、多クラス分類の問題を解くモデルを最適化するた
めによく⽤いられ、⼆つの確率分布の類似度を表現するものである。ここでいう⼆つの確率
分布とは、教師データとなる正解ラベルの one-hot ベクトルと予測モデルから出⼒される
ベクトルである。予測モデルから出⼒されるベクトルを確率分布とするには Softmax 関数
が⽤いられる。これによって 0 から 1 までの範囲に圧縮することができ、その合計も 1 と
することができる。ドイツ語単語のクラス数を𝐶、予測モデルから出⼒されるベクトルを𝑥	 ∈	ℝ/、正解ラベルの one-hot ベクトルを𝑡	 ∈ 	ℝ/とするとクロスエントロピー誤差CEは以下の
ように算出できる。 
 𝑦& = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝑥) =	 𝑒`=∑ 𝑒`b/6?@  CE = 	𝐶𝑟𝑜𝑠𝑠𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑡, 𝑦) =	−	; 𝑡8log	(𝑦8)/8?@  
 
また機械翻訳分野では、予測モデルの学習進⾏度合いを評価するために Perplexity という
評価指標を⽤いる。本研究の実験でもこの Perplexity を⽤いて予測モデルの評価を⾏なっ
ており、これはクロスエントロピー誤差CEから以下のように算出することができる。 
 𝑃𝑒𝑟𝑝𝑙𝑒𝑥𝑖𝑡𝑦 = 	 𝑒/i 
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本実験の提案⼿法(b)の⼿話翻訳モデルに関して、各 Iteration の時の Perplexity の値を算出
した学習曲線を図 B.1 に⽰す。Train ラベルの付いた⻘い曲線が学習データに対する
Perplexity の推移で、Valid ラベルの付いた緑の曲線が検証データに対する Perplexity の推
移である。 
 
図 B.1 提案⼿法(b)の⼿話翻訳モデルの学習曲線 
 
本実験の提案⼿法(b)の⼿話翻訳モデルに関して、各 Epoch の検証データに対して BLEU の
値を算出した曲線を図 B.2 に⽰す。Valid ラベルの付いた緑の曲線が検証データに対する
BLEU の推移である。 
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図 B.2 提案⼿法(b)の⼿話翻訳モデルの BLEU 評価値推移 
 
C. BLEU による⼿話翻訳モデルの評価 
 BLEU は機械翻訳の分野で最も利⽤されている機械翻訳⽂の品質を評価する指標である。
BLEU は、機械翻訳モデルに対して、⽂レベルというよりはコーパスレベルの品質評価を
提供している。ここでいうコーパスは⼈間によって翻訳された正解⽂の集合である。使⽤す
るコーパスが変わればその BLEU の評価値も変動するため、できるだけ多くの正解⽂を収
集することがより信頼性のある品質評価につながる。またその評価値の性質上、正解⽂と翻
訳⽂との⼀致する単語数が評価値となるため、翻訳⽂の意味が同じであっても単語が異な
ると評価値は下がってしまう。 
 BLEU の評価値は機械翻訳⽂の精度（Precision）と機械翻訳⽂が短すぎる場合にペナル
ティを課すための⽂⻑ペナルティ（Brevity Penalty）によって定義される[45]。Precision は
基本的に n-gram の⼀致度によって算出される。ここで n-gram とは、翻訳⽂において n 個
連続する単語列のことを表している。 
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BLEU の評価値を算出するために、まず正解⽂の n-gram が機械翻訳⽂の n-gram にどれだ
け存在するか数える。n-gram が k である場合の正解⽂と⼀致する機械翻訳⽂の k-gram の
数を𝑀𝑎𝑡𝑐ℎ𝑒𝑑、機械翻訳⽂の k-gram の候補を𝑡8、翻訳⽂中に出現する数を𝐶𝑜𝑢𝑛𝑡とし以下
のように算出できる。 
 𝑀𝑎𝑡𝑐ℎ𝑒𝑑(𝑘) = 	 ; min	(𝐶𝑜𝑢𝑛𝑡(𝑡8),maxt (𝐶𝑜𝑢𝑛𝑡t(𝑡8)))4u	∈	/vw&wv4xy  
 
これを⽤いると、機械翻訳⽂の k-gram の候補数の数を𝐻𝐶とし、𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛が以下のように
算出できる。 
 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑘) = 	𝑀𝑎𝑡𝑐ℎ𝑒𝑑(𝑘)𝐻𝐶(𝑘)  
 
また機械翻訳⽂の短さに対するペナルティBrevityPenaltyは、機械翻訳⽂の⻑さを𝐻𝐿、正解
⽂の⻑さを𝑅𝐿とし、以下のように算出される。 
 BrevityPenalty(HL, RL) = 	min	(1, exp	(1 −	𝑅𝐿𝐻𝐿)) 
 
したがって、これらを⽤いて k-gram の場合の BLEU は以下のように定義される。 
 𝐵𝐿𝐸𝑈(𝑘) = 	BrevityPenalty(HL, RL) ×	(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑖)8&?@ )@8 
 
D. Beam Search 
 Beam Search は尤もらしい機械翻訳⽂を探索するためのアルゴリズムである。Seq2Seq な
どの機械翻訳モデルでは、単語の確率分布の列を出⼒することになる。そのため最適な確率
分布の列を探索するには、すべての条件確率を計算する必要があり⾮常に時間がかかって
しまう。そこで Beam Search は、あるタイムステップで最も⽣起確率の⾼い単語からパラ
メータである Beam Width（例えば、Beam Width=3）までの単語を保持する。次のタイム
ステップでは、その保持している単語を条件とした確率分布を⽣成し、また最も正規確率の
⾼い単語から Beam Width までの単語を保持することにする。このように尤もらしい条件
確率のみ計算することで、より⾼速で精度の⾼い翻訳⽂を⽣成することが可能となる。本研
究では主に Beam Width は 3 としていたが、提案⼿法(b)における Beam Width を 1 から 7
まで変化させたときの BLEU の評価値を表 D.1、推移グラフを図 D.1 に⽰す。 
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表 D.1 Beam Width を変化させた時の BLEU の評価値⽐較 
Beam Width BLEU-1 BLEU-2 BLEU-3 BLEU-4 
1 34.57 21.42 14.96 11.35 
2 34.46 21.60 15.31 11.73 
3 34.56 21.93 15.67 12.03 
4 34.21 21.63 15.42 11.80 
5 33.86 21.32 15.16 11.65 
6 33.63 21.29 15.13 11.62 
7 33.31 21.06 14.98 11.54 
 
 
図 D.1 BeamWidth を変化させた時の BLEU-4 の推移 
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E. 翻訳⽂ 
 検証データは 519 動画あるが、そのうちサンプル ID が 30 までの翻訳結果を⽰す。 
表 E.1 検証データの正解⽂（サンプル ID が 1 から 30） 
1. da können wir mit unserem osterwetter eigentlich ganz zufrieden sein . 
2. die mittagstemperaturen zeigen es aber richtung süden wird es deutlich wärmer als bei uns . 
3. auch in den nächsten stunden wieder kräftiger regen zunächst im westen dann auch an den küsten . 
4. und da bleibt es auch tagsüber kühl sechs grad höchsttemperatur in bayern teilweise genauso wie in schleswig holstein . 
5. aber dazwischen wird es ein sehr milder tag mit neun bis vierzehn grad . 
6. dort ändert sich wenig beim wetter also ähnlich wie heute sonne oder hochnebel . 
7. richtung südosten ist auch noch schnee dabei . 
8. freitag und samstag im norden sehr windiges regenwetter im süden freundlicher und meist trocken . 
9. morgen im norden kaum gewitter besonders richtung küste auch sonnig . 
10. sonst teils sonne teils wolken und nur einzelne schauer im südwesten zeigt sich die sonne am häufigsten . 
11. heute nacht dreizehn grad an den küsten vier grad an den alpen . 
12. am tag dreizehn grad bei dauerregen und einundzwanzig grad am oberrhein . 
13. und nun die wettervorhersage für morgen mittwoch den zweiten juni . 
14. morgen scheint verbreitet die sonne . 
15. im äußersten norden kann es örtlich noch längere zeit trübe bleiben . 
16. in der nordhälfte mäßiger richtung süden auch frischer wind mit starken vereinzelt mit stürmischen böen auf den bergen 
sturmböen zum teil auch orkanartige böen . 
17. am mittwoch im süden und an den küsten etwas regen sonst ist es meist freundlich . 
18. auch im norden und westen wird es später gebietsweise regnen . 
19. am tag zehn grad im vogtland und siebzehn grad am oberrhein . 
20. und nun die wettervorhersage für morgen samstag den zweiten oktober . 
21. guten abend liebe zuschauer . 
22. soviel schnee anfang dezember hat es in deutschland selten gegeben und wenn wir nichts übersehen haben dann haben 
wir eine geschlossene schneedecke überall in deutschland . 
23. im norden und nordwesten morgen viele wolken . 
24. schneeschauer gibt es vor allem in küstennähe . 
25. in der nacht regnet es im süden hier und da in den hochlagen schneit es . 
26. sonst ist es teilweise klar an den küsten gibt es einzelne schauer . 
27. samstag ebenso und dann am sonntag vielleicht im westen die ersten schauer und gewitter . 
28. heute nacht sechs bis dreizehn grad am tag steigen die temperaturen an auf zehn grad an den alpen und bis 
fünfundzwanzig grad am niederrhein . 
29. guten abend liebe zuschauer . 
30. es bleibt mild bei uns temperaturen auch in norddeutschland zwölf bis vierzehn im süden vierzehn bis sechzehn grad . 
 42 
 
表 E.2 既存⼿法(a)による検証データの⼿話翻訳⽂（サンプル ID が 1 から 30） 
1. heute nacht wird es noch stark regnen . 
2. und morgen wird es heute nacht noch noch im süden wieder wieder freundlich . 
3. und in den nächsten tagen wird es dann wieder sonnig . 
4. und so wird es dann auch am wochenende da wird es dann auch mal sonnenschein und es wird auch wieder kühler . 
5. heute nacht fünf grad im westen und fünf grad an den alpen . 
6. das luftdruck über skandinavien beschert uns unser wetter . 
7. im süden fällt noch schnee . 
8. am montag ist es im norden freundlich sonst ist es recht freundlich aber trocken . 
9. am tag fünfzehn grad an der nordsee und bis fünfundzwanzig grad im nordosten . 
10. in der nacht ist es im westen und westen freundlich sonst ist es meist freundlich . 
11. heute nacht sechs grad an der nordsee und vierzehn grad im süden . 
12. morgen temperaturen von achtzehn grad im vogtland bis zweiundzwanzig grad . 
13. und nun die wettervorhersage für morgen mittwoch den zwölften juli . 
14. liebe zuschauer guten abend . 
15. an der nordsee morgen ein paar regentropfen . 
16. in der nacht ist es heute nacht noch dichtere wolken sonst ist es verbreitet klar sonst gibt es trocken . 
17. am mittwoch mal sonne mal wolken und einzelne schauer . 
18. an den küsten ist es noch bewölkt . 
19. morgen temperaturen von drei grad im vogtland bis siebzehn grad . 
20. und nun die wettervorhersage für morgen sonntag den achten oktober . 
21. guten abend liebe zuschauer . 
22. und morgen wird es in den nächsten stunden in der nacht und im süden und im süden wird es noch noch regnen . 
23. im übrigen land ist es heute nacht meist freundlich . 
24. sonst ist es teilweise klar . 
25. in der nacht ist es im westen und osten sonst ist es teils freundlich . 
26. sonst ist es teils wolkig teils klar . 
27. aber auch in den nächsten tagen wird es schon wärmer bis vierundzwanzig grad . 
28. heute nacht fünf grad im süden und fünf grad an den alpen . 
29. guten abend liebe zuschauer . 
30. heute nacht fünf grad im süden und fünf grad im süden . 
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表 E.3 既存⼿法(b)による検証データの⼿話翻訳⽂（サンプル ID が 1 から 30） 
1. die heißt das luft zu zu deutschland . 
2. vor allem in der mitte und im süden bleibt es recht freundlich . 
3. in den nächsten tagen kann es erstmal heißer . 
4. am tag werte grad im vogtland und dreiundzwanzig grad in der lausitz . 
5. an den alpen bleibt es heute nacht trocken bis zehn grad . 
6. der wind weht meist schwach bis mäßig . 
7. im südosten gibt es zum teil noch . 
8. am freitag regnet es in der osthälfte und im süden ist es recht freundlich . 
9. in der nordsee zeigt sich in norddeutschland regnerisch . 
10. in der nacht ist es in der nacht hier und da im südwesten ist es teilweise schauer möglich . 
11. heute nacht vierzehn grad an der ostsee und minus acht grad im nordosten . 
12. am tag vierzehn grad im osten und zweiundzwanzig grad im osten . 
13. und nun die wettervorhersage für morgen mittwoch den fünfundzwanzigsten mai . 
14. am tag viel sonne . 
15. im norden gibt es auch mal wolkenlücken . 
16. an den küsten und in küstennähe heute nacht schwere sturmböen sonst weht der wind schwach bis mäßig . 
17. am freundlichsten im süden und westen noch schauer und gewitter . 
18. im norden gibt es heute nacht noch einzelne schauer . 
19. am tag sieben grad im vogtland und sechzehn grad im breisgau . 
20. und nun die wettervorhersage für morgen samstag den zweiundzwanzigsten september . 
21. guten abend liebe zuschauer . 
22. es wird es am wochenende ist es in der nacht mal hier und da fällt regen . 
23. im nordwesten ist es zum teil klar . 
24. die luft weht die zu zu zu den nordosten . 
25. heute nacht fallen im norden einige schauer oder gewitter . 
26. im übrigen land viele wolken mal wolken und gebietsweise regen . 
27. am samstag regnet es im süden und südosten ist es recht freundlich . 
28. heute nacht neun grad am rhein und minus acht grad im breisgau . 
29. guten abend liebe zuschauer . 
30. am tag sechzehn grad an der nordsee und bis siebenundzwanzig grad im südwesten . 
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