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Electrokinetic flows in liquid crystal thin films with
fixed anchoring
Christopher Conklin∗ and Jorge Viñals
We study ionic and mass transport in a liquid crystalline fluid film in its nematic phase under an
applied electrostatic field. Both analytic and numerical solutions are given for some prototypical
configurations of interest in electrokinetics: Thin films with spatially nonuniform nematic direc-
tor that are either periodic or comprise a set of isolated disclinations. We present a quantitative
description of the mechanisms inducing spatial charge separation in the nematic, and of the struc-
ture and magnitude of the resulting flows. The fundamental solutions for the charge distribution
and flow velocities induced by disclinations of topological charge m = −1/2,1/2 and 1 are given.
These solutions allow the analysis of several designer flows, such as “pusher" flows created by
three colinear disclinations, the flow induced by an immersed spherical particle (equivalent to an
m = 1 defect) and its accompanying m = −1 hyperbolic hedgehog defect, and the mechanism
behind nonlinear ionic mobilities when the imposed field is perpendicular to the line joining the
defects.
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1 Introduction
Electrokinetic effects such as electrophoresis and electroosmosis are important tools for particle, second phase, or fluid transport in a
wide variety of engineering, soft matter, and biological systems1–3. The fundamental requirement for the existence of electrokinetic
phenomena in a multicomponent fluid is the ability to spatially separate electrostatic charge. Once separated, relative charge motion
can be driven by an applied electric field, which in turn drives fluid flow or particle transport within the system. In isotropic electrolytes,
charge separation occurs due to electric double layer formation on fluid-solid surface boundaries, when the boundaries are sufficiently
polarizable. Our focus here instead is on liquid crystal dispersions in which the fluid matrix is a liquid crystal in its nematic phase.
Electrokinetic effects can be induced in the bulk by an applied electric field when the director configuration is not uniform.
The physical interactions that are present in colloidal dispersions in which the matrix is a liquid crystal have been reviewed by
Stark4. The basic phenomenology of these dispersions differs from that of suspensions involving simple fluids in two ways: First, a
specific anchoring orientation of the liquid crystal molecule on the surface of a suspended particle leads to a long range distortion of
the nematic director field, to an excess elastic energy in the matrix, and ultimately to elastic interactions among suspended particles.
Second, a given anchoring orientation of the liquid crystal molecule on the surface of a suspended particle can induce a topological
defect in the nematic director field. Depending on the far field conditions, a new defect or set of defects need nucleate in the matrix
to compensate for the topological charge associated with the suspended particle. Therefore, the analysis of equilibrium configurations,
transport, and hydrodynamic flows in nematic colloidal suspensions requires in general the simultaneous consideration of both sus-
pended particles and associated topological defects in the suspending fluid. Novel, single particle effects investigated to date include
levitation and unidirectional drift near container walls5, or anisotropic and both super- and sub-diffusive Brownian motion at time
scales that correspond to the relaxation times of director distortions around the particles6. Collective effects addressed include the
formation of chain like structures7, and particle aggregation driven by the topological defects in the matrix8. Of particular interest for
applications of liquid crystal suspensions is the fact that fluid trajectories (and hence the motion of solid or immiscible liquid inclusions)
can be controlled through pre-designed director configurations, as demonstrated by circular orbiting of colloids9, or disordered mixing
flows. Dynamic control has also been demonstrated by light irradiation10.
In classical electrokinetics there is a linear relationship between the applied electric field and any induced velocities. Hence direct
current fields (DC) are required to produce systematic transport, which is then limited to the time needed for the ions in the bulk
electrolyte to move towards the electrodes and screen the applied field. Another general consequence of linearity is that the flow is
irrotational, ∇× v = 0, thus limiting the applicability of the configuration (e.g., no vortical flows for mixing applications). Transport
by DC fields is also affected by other problems, such as undesirable electrochemical reactions at surfaces, relatively low velocities, and
poor control of surface charge11. These difficulties can be overcome when charge separation in the suspension itself is induced by the
applied field so that the resulting velocities are quadratic in the field intensity. Systematic transport can the be induced by an alternating
current (AC) applied field instead. In the liquid crystalline matrices considered, charge separation can be achieved in bulk due to either
anisotropic dielectric permittivity or anisotropic mobilities of dissolved ionic impurities, both a function of the local nematic orientation.
As a first step in the analysis of the complex phenomenology that can arise in nematic suspensions, we focus here on approximately
two dimensional configurations in which a nonuniform nematic director field is held fixed. Such a configuration can be realized
experimentally by placing a nematic thin film between two bounding surfaces on which a specific director orientation is specified through
lithographic treatment of the surfaces12. We begin by considering a simple periodic configuration with wavevector perpendicular to
the electrostatic field. This configuration is formally equivalent to that found in electrohydrodynamic convection studies13, and can be
largely solved analytically. We then focus on two-dimensional configuration that contain a single disclination in the imposed director
field with topological charge m = −1/2,1/2,1. We analytically obtain the corresponding fundamental solutions for the induced charge
density and velocity field. A numerical finite element method is then presented that can treat more general configurations. The code is
first validated against both periodic and disclination induced transport. We then numerically examine a few configurations comprising
an ensemble of disclinations and show that they can be used for flow design. For example, when the electric field is parallel to the line
joining two or more disclinations with zero total topological charge, the resulting flow can serve to push or pull mass in pre specified
directions. If the electric field is perpendicular to that line, defect induced charge asymmetries result in transverse flow, and hence
in transverse nonlinear mobilities. We finally discuss the effect of combined anisotropic dielectric permittivity of the liquid crystal
and anisotropic ionic mobility, and show that both effects can either reinforce or counteract each other depending on the signs of the
anisotropies. For a binary mixture of liquid crystals, this effect can lead to complete flow reversal depending simply on the composition
of the fluid.
2 Model description
Electrokinetic phenomena in liquid crystals are qualitatively different than in isotropic fluids, as spatial charge separation can be induced
in bulk without the need of any solid surfaces, and it follows from spatially varying director field9,14,15. Two different microscopic
mechanisms leading to electrokinetic phenomena are considered here that follow from the anisotropic nature of the liquid crystal
molecule: anisotropy in the dielectric permittivity of the molecule along the directions parallel and perpendicular to the director, and
anisotropic mobility of dissolved ionic impurities16. Liquid crystals always contain some amount of ionic impurities that are present as
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residuals in chemical synthesis, through adsorption from adjacent media (such as alignment layers), and through injection of charges
from electrodes in contact with the liquid crystal. Electrokinetic phenomena in liquid crystals with positive dielectric anisotropy have
been investigated experimentally in the mixture of E7 with MLC7026-0009. Changing the mixture composition allowed the exploration
of a range of relative dielectric anisotropies from 13.8 to as low as 0.03. Negative dielectric anisotropy has also been investigated by
Lazo, et. al.14 More recently, electrokinetic phenomena have been studied in a mixture of E7 and MLC7026-000 of a specific composition
so that the mixture has negligible dielectric anisotropy, |∆ε| ≤ 10−3 12. In this latter study, electrokinetic transport is entirely attributable
to dissolved ionic impurities.
Our analysis is based on the Leslie-Ericksen model17,18 in which the local orientation of the nematic is described by the director field
nˆ(r). In this description, topological defects in the nematic appear as singularities in the director field that need to be handled carefully.
However, although the boundary conditions used approximate singular nematic configurations, the solutions for charge distributions
and velocity fields within the film are themselves not singular, and hence difficulties associated with short scale divergences in the
solution do not explicitly arise.
2.1 Transport model
Consider k = 1, . . . ,N ionic species of charge ezk, where e is the elementary (positive) charge and zk an integer, immersed in a liquid
crystalline fluid (neutrally charged). We assume that the masses of the ionic species are small compared to the masses of the liquid
crystal molecules. The liquid crystal is in its nematic phase (exhibiting long range orientational order, but no positional order), char-
acterized by the local nematic director nˆ(r), a unit vector describing the average orientation of the molecules in a small element of
volume at r. Nematic order requires invariance under nˆ →−nˆ. We write continuity for the k species as ∂tck+∇ · Jk = 0, where ck is
the concentration of species k and Jk its number density flux. Using standard irreversible thermodynamics for electrolyte solutions19,
we decompose the flux Jk into a reactive component including advection of a local element of volume at the barycentric velocity v
(which includes the liquid crystal), and a dissipative contribution arising from species diffusion and drift induced by the electrostatic
field E = −∇Φ; thus Jk = ckv−D ·∇ck− ckzkµ ·∇Φ. The quantities D and µ are the diffusivity and ionic mobility tensors respectively,
which will be assumed to be anisotropic and depend on the local orientation of the liquid crystalline molecule. They are also assumed
to obey Einstein’s relation D = kBTe µ . Given the ratios of masses between the ionic species and the liquid crystalline matrix, we will
approximate v in what follows by the velocity of the liquid crystal alone. By using mass continuity, we arrive at the equation governing
the evolution of the concentration of species k,
∂ck
∂ t
+∇ · (vck) = ∇ · (D ·∇ck+ ckzkµ ·∇Φ) (1)
The mobility tensor µ is assumed to be anisotropic and to depend on the local orientation of the nematic16. In Cartesian components,
µi j = µ⊥δi j+∆µ nin j where δi j is the Kroenecker delta, and we define ∆µ = µ‖−µ⊥, where µ‖ and µ⊥ are the ionic mobilities parallel
and perpendicular to nˆ, respectively. If n0 is the equilibrium concentration of carriers in the system, we further define the electrical
conductivity tensor σi j = en0µi j.
In the time scales of interest, the system is assumed to be in electrostatic equilibrium, so that the total electrostatic potential in the
medium Φ satisfies
− ε0∇ · (ε ·∇Φ) =
N
∑
k=1
ezkck (2)
Although the liquid crystal molecules are not charged, they are polarizable17. The nematic is assumed to be a linear dielectric medium,
with dielectric tensor εi j = ε⊥δi j+∆ε nin j, with ∆ε = ε‖− ε⊥, where ε‖ and ε⊥ are the dielectric constants parallel and perpendicular to
nˆ, respectively.
In terms of momentum conservation, we assume that the total mass density and velocity v of an element of volume can be well
approximated by those of the liquid crystal. The liquid crystal is incompressible, ∇ · v = 0, and flow is overdamped. Typical velocities
considered are v ∼ 10µm/s or less, and characteristic length scales of the flows we model L are on the order of hundreds of µm.
With liquid crystal densities ρ ∼ 103kg/m3 and viscosities η ∼ 0.1kg/(ms)17,20 one estimates the Reynolds number Re = ρvL/η to be
Re∼ 10−5−10−4; hence inertia can be neglected. Momentum balance then reduces to the balance between stresses and the body force
exerted by the ionic species in a field,
0 = ∇ ·T−
N
∑
k=1
ezkck∇Φ (3)
In Cartersian components, the stress tensor is Ti j =−pδi j+T ei j+ T˜i j, where p is the pressure and T e is the elastic stress,
T ei j =−
∂ f
∂ (∂ jnk)
∂nk
∂xi
(4)
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where f is the Oseen-Frank elastic free energy density17. The viscous stress T˜ is,
T˜i j = α1nin jnknlAkl +α2Nin j+α3niN j+α4Ai j+α5n jAiknk+α6niA jknk (5)
with Ni = n˙i−Ωi jn j, and Ai j = 12
(
∂v j
∂xi +
∂vi
∂x j
)
and Ωi j = 12
(
∂v j
∂xi −
∂vi
∂x j
)
the symmetric and antisymmetric parts of the velocity gradient
tensor. The coefficients αi are the Leslie viscosities18, and n˙i = ∂n/∂ t+(v ·∇)ni.
Finally, we consider angular momentum conservation, which defines the dynamics of the director nˆ. For a nematic in an electric
field, the balance of torques yields:17
nˆ×h0− nˆ×hv+ ε0∆ε(nˆ ·E )(nˆ×E ) = 0, (6)
h0i =−
∂ f
∂ni
+
∂
∂x j
∂ f
∂ (∂ jxi)
,
hvi = (α3−α2)Ni+(α3 +α2)Ai jn j
Equations (1) through (6) are the complete set of governing equations together with the incompressibility condition. A more
complete derivation of this transport model has been given by Calderer, et al.21. These equations are highly nonlinear, and can produce
a variety of complex behavior. In particular, the nonlinear coupling of Eq. (3) and Eq. (6) alone can produce a variety of effects such as
tumbling, wagging, and chaotic motion22. In order to investigate electrokinetic effects only, we choose to study systems in which elastic
torques on the nematic dominate over viscous and dielectric torques, or equivalently, systems in which the Ericksen number, Er=ηvL/K,
and the ratio ε0∆εE2L2/K are both small, so induced reorientation of the nematic and flexoelectric effects may be neglected. Therefore
the director orientation in a thin film is assumed to be uniform in the z direction (the thickness direction), but can have a specified (x,y)
dependence, determined by the alignment imposed by the bounding surfaces. Consistent with this approximation, we also assume that
the ionic charge distribution and velocity fields are two dimensional.
To further simplify the problem, we consider only two species of charge z1 = 1 and z2 = −1, and the system as a whole is assumed
electrically neutral. The fluid is assumed under a uniform and oscillatory electrostatic field along the x direction, E= E0 cos(ωt)xˆ.
2.2 Periodic anchoring
To illustrate the mechanisms of electrokinetic flow and to validate our numerical analysis, we begin by investigating a domain with a
periodically anchored director, nˆ(y) = (cos(qy),sin(qy)). This is a simple case that can be solved analytically to obtain the scalings of
the change density and flow velocity in terms of the physical parameters. Concentrations, velocities, and induced electric fields do not
depend on x. Furthermore, by symmetry vy = 0. For two ionic species we define ∆c= c1− c2 and C = c1 + c2 and write Eq. (1) as
∂C
∂ t
=
∂
∂y
(
Dyy
∂C
∂y
+∆cµyi
∂Φ
∂xi
)
(7)
∂∆c
∂ t
=
∂
∂y
(
Dyy
∂∆c
∂y
+Cµyi
∂Φ
∂xi
)
(8)
Under the applied field, anisotropic mobility leads to charge separation through the drift term in the right-hand side of Eq. (8), and
is schematically illustrated in Figure 1a (the director is shown as thin lines in the figure). With an electric field in the +xˆ direction,
positive ions move to the right. Since the mobility is higher parallel to nˆ, positive ions drift towards regions where nˆ is parallel to the y
direction. Negative ions on the other hand drift to the left towards regions where nˆ is parallel to the x direction.
Charge separation due to dielectric permittivity anisotropy also occurs via the drift term in the right-hand side of Eq. (8) and its
coupling with Eq. (2); Figure 2 illustrates this mechanism. If the dielectric permittivity is higher parallel to the director (∆ε > 0),
polarization will reduce the electric field more strongly when it is parallel to the director than perpendicular. Thus an applied field in
the +xˆ direction will generate a total electric field with sources where nˆ is parallel to the y axis and sinks where nˆ is parallel to x axis, as
shown in Fig. 2c. Therefore the concentration of positive ions will be high in regions where nˆ is parallel to xˆ, while the concentration
of negative ions will be higher in regions where nˆ is parallel to yˆ, as shown in Fig. 2e.
After charge separation has taken place, fluid elements experience an electrostatic body force through the last term on the right-
hand-side of Eq. (3) as indicated schematically in Figs. 1b and 2f. Note that the net charge density in a given region due to dielectric
anisotropy has a sign opposite to that of charge separation due to mobility anisotropy, thus implying the two mechanisms will counteract
each other. Importantly, when the electric field polarity is inverted, charge separation is also reversed, but the body force direction is
unchanged, hence leading to systematic flow, even under an AC field.
For both mechanisms, charge separation saturates by species diffusion and the additional transverse field −∂Φ/∂y induced by
charge separation itself. Both effects lead to different characteristic times for saturation. If saturation is due to the induced transverse
field, the characteristic time scale is τρ = ε¯ε0/(n0eµ¯). On the other hand, the mass diffusion time is τD = (D¯q2)−1, with q set by the
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(a) (b)
Fig. 1 (a) Ionic mobility anisotropy leads positive and negative ions to collect in different regions of the cell under an applied electric field. (b) Regions
with high concentration of positive ions will flow in the direction of the electric field, while regions of high negative concentration will flow opposite to the
electric field.
director patterning scale. For typical liquid crystal parameters, ε¯ ∼ 10, µ¯ ∼ 10−9 m2/(Vs), n0 ∼ 1019 m−3, 2pi/q ∼ 100µm, and at room
temperature, We find τρ ∼ 0.1 s and τD ∼ 10 s, hence diffusive saturation of charge separation is negligible for pattern scales on the
order of 100 µm or smaller. Furthermore, both characteristic times need to be compared to the frequency of the applied field ω. From
Eq. (8) when ω  1/τρ , ∆c will be out of phase with the imposed field by pi/2. In the limit ω → 0, on the other hand, the imposed field
and ∆c will be in phase. Therefore, since the body force on the liquid crystal medium, Eq. (3), involves the product of the charge and
the applied field, we expect systematic transport to occur only for sufficiently low frequencies, ε0ε¯ω/n0eµ¯  1.
Charge separation can also induce variations in the total concentration C by the last term on the right-hand side of Eq. (7). We
estimate the size of this term relative to ∂C/∂ t by first using Poisson’s equation to estimate the size of ∆c: ∆c ∼ ε0ε¯qE0/e. Then if we
assume the scale of C is C ∼ n0, we estimate ∣∣∣ ∂∂y (∆cµyi[∂Φ/∂xi])∣∣∣
|∂C/∂ t| ∼
(qE0)2ε¯ε0µ¯
ωen0
. (9)
This ratio is very small, and variations in C are negigible so that C ≈ n0, independent of time. Under these conditions, and by defining
the charge density ρ = e∆c, Eq. (8) becomes simply
∂ρ
∂ t
=
∂
∂y
(
σy j
∂Φ
∂x j
)
, (10)
where we recall and σi j = σ⊥δi j+(σ‖−σ⊥)nin j = n0eµi j. Equations (2) and (10) can be solved to yield
ρ(y, t) =
(
−∆σ
σ¯
+
∆ε
ε¯
)
ε0ε¯E0
∂
∂y
 σ¯ cos(ωt−δ (y))sin(2qy)
2
√
[σyy(y)]2 +
[
ωε0εyy(y)
]2
 , tanδ (y) = ωε0εyy(y)
σyy(y)
(11)
where ∆σ = σ‖−σ⊥ and σ¯ = (σ‖+σ⊥)/2.
We note that the charge density vanishes linearly with anisotropies ∆σ and ∆ε, is linear in the applied field, and oscillates with
frequency ω at a phase shift δ (y) from the applied field. As anticipated, charge separation due to mobility and dielectric anisotropy are
of opposite signs in a given region. If the director orientation variation along y is small, n ≈ (1,ϕ), then ρ =
(
−∆σσ¯ + ∆εε¯
)
ε0ε¯Ex
∂ϕ
∂y , as
already reported by Lazo, et. al15.
By assuming no variation along x, Eq. (3) reduces to ∂∂y T˜xy+ρEx = 0, which can be integrated explcitly,
T˜xy =
(
∆σ
σ¯
− ∆ε
ε¯
)
ε0ε¯ σ¯E20 cos(ωt)cos(ωt−δ (y))sin(2qy)
2
√
[σyy(y)]2 +[ωε0εyy(y)]2
(12)
At high frequencies, ω  σyy/(ε0εyy), δ = pi/2, and the stress oscillates around zero with a small average. At low frequencies, δ ≈ pi,
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(a) (b) (c)
(d) (e) (f)
Fig. 2 (a) Dielectric anisotropy leads to polarization which varies as a function of director orientation. (b)-(c) Nematic polarization generates nonuniform
electric fields in response to the applied field, creating an overall nonuniform electric field. (d)-(e) The nonuniform electric field causes positive and
negative ions to collect in different regions of the fluid. Note the sign of the charges in a given region is opposite that of Fig. 1a. (f) Regions of positive
and negative charge density drive nematic flow in opposite directions.
and the resulting stress has a non zero average, hence leading to systematic flow.
By using ∇ · v = 0, the assumption of variation in y only, and fact that nˆ is fixed, one finds
∂vx
∂y
=
(
∆σ
σ¯
− ∆ε
ε¯
)
ε0ε¯ σ¯E20 sin(2qy)cos(ωt)cos(ωt−δ (y))
2
√
[σyy(y)]2 +[ωε0εyy(y)]2
[α1
2 sin
2(2qy)+(α2 +α3)cos(2qy)+α3 +α4 +α5
] (13)
This equation can be integrated exactly. Like the charge density, the velocity is proportional do the difference in relative mobility and
dielectric anisotropy. The velocity magnitude is proportional to the square of the electric field, and the phase shift δ (y) indicates that as
the driving frequency increases, the systematic part of the velocity approaches zero.
We mention that the analytic expression for the flow field suggests a method for experimentally determining the Miezowicz viscosi-
ties of the liquid crystal. At y= 0, the velocity is parallel to the director and hence
1
2
(α3 +α4 +α6)
[
∂ 2y vx
]
y=0
=
(
−∆σ
σ¯
+
∆ε
ε¯
)
ε¯ε0σ¯E20 cos(ωt)cos(ωt−δ⊥)√
σ2⊥+(ωε⊥ε0)2
, tanδ⊥ =
ωε0ε⊥
σ⊥
(14)
whereas at y= pi/(2q), we find,
1
2
(−α2 +α4 +α5)
[
∂ 2y vx
]
y= pi2q
=
(
−∆σ
σ¯
+
∆ε
ε¯
) ε¯ε0σ¯E20 cos(ωt)cos(ωt−δ‖)√
σ2‖ +(ωε‖ε0)
2
, tanδ‖ =
ωε0ε‖
σ‖
(15)
The Leslie viscosity combinations in the left hand sides of Eqs. (14) and (15) precisely correspond to the Miezowicz viscosities,
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η‖ = ηb = 12 (α3+α4+α6) and η⊥ = η
c = 12 (−α2+α4+α5). Therefore one can use the experimentally determined flow fields near y= 0
and y= pi/2 to obtain η‖ and η⊥.
2.3 Numerical Model
We have developed a finite element code to solve the Eqs. (1) through (5) on a square domain with a prescribed director pattern
nˆ(x). The finite element method and other numerical details are given in Appendix A. We have used Eqs. (11) and (13) to validate the
code for a periodic director pattern in a region of parameters for which the approximate equations discussed hold, a region which is
consistent with the experimental parameters described in Appendix A. Figure 3 shows good agreement between the numerical solutions
and Eqs.(11) and (13).
(a) (b)
(c) (d)
Fig. 3 Analytic and numerical solutions in dimensionless units for charge density and velocity for periodic director patterning. (a) Charge density as
a function of time at y = 0. (b) Charge density as a function of y at t = 2pi. (c) Velocity difference between y = 1/4 and y = 0 as a function of time. (d)
Velocity as a function of y relative to velocity at y= 0, at t = 2pi.
To further validate our model, we compare our numerical results with the experiments of of Peng, et. al.12 While our numerical
calculations for the periodic pattern use periodic boundary conditions along y and no slip boundary conditions on x=±1/2, the exper-
iments involve a small patterned sub-region within a larger cell with uniform top and bottom boundaries. Therefore open boundary
conditions would be a closer representation of the experiments. As seen in Fig. 4a, the boundary layers near the ends of the compu-
tational domain are much smaller than the domain, and we have verified that the results presented are independent of system size.
Nevertheless, Fig. 4 shows good agreement between our numerical results for the parameters listed in Table 1 and the experiments of
Peng, et. al.12 (Fig. 4c).
One particular consequence of Eqs. (12) and (13) is that flow can be reversed or completely stopped by simply changing the
signs of the anisotropies in dielectric permittivity or ionic mobility. Flow reversals have been observed in isotropic electrolytes, but the
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(a) (b) (c)
Fig. 4 Numerical and experimental results for a periodically anchored director. (a) Numerical charge density in dimensionless units at t = 2pi. (b)
Velocity field averaged over a period of the electric field. (c) Experimental velocity for a periodic director pattern obtained by Particle Image Velocimetry
by time averaging over the locations of tracer particles 12.
mechanism is not yet understood3. In the nematic case, reversals arise from competing charge separation fluxes as described in Figs.
1 and 2. Flow reversals are illustrated by the numerical solution of the full set of governing equations as shown in Fig. 5 where we
consider the cases of ∆ε/ε¯−∆σ/σ¯ < 0, ∆ε/ε¯−∆σ/σ¯ = 0, and ∆ε/ε¯−∆σ/σ¯ > 0, with all other parameters constant.
(a) ∆ε/ε¯ = 0, ∆σ/σ¯ = 0.34 (b) ∆ε/ε¯ = 0.34, ∆σ/σ¯ = 0.34 (c) ∆ε/ε¯ = 0.34, ∆σ/σ¯ = 0
Fig. 5 Numerical solution showing the applied electric field, induced charge density, and x component of the velocity in dimensionless units at (0,0) for
periodic anchoring. The velocity direction changes when the quantity ∆ε/ε¯−∆σ/σ¯ changes sign.
3 Charge separation and flow induced by disclinations
Having validated our model and numerical code for the simple case of periodic patterning, we now look to study more complex patterns.
Lithographic surface patterning offers the opportunity of tailoring flow fields in nematics for specific applications, for example, to
engineer flows in microfluidic channels, or to effect immersed particle motion or species separation. We focus here on the case of
isolated disclination patterns as they can be used as building blocks for complex designer flow fields.
Consider a two-dimensional configuration with a fixed nematic director orientation nˆ(r) = (cosθ(r),sinθ(r)), where θ(r) is the angle
between the director and the x axis. A disclination of topological charge m is given by θ(r) = mφ , where φ is the polar angle. We again
define the charge density ρ = e(c1− c2) and the total concentration C = c1 + c2. We scale lengths by the system size L, time by applied
field frequency ω, total concentration C by n0, and electric potential by E0L. The Leslie viscosities αi are scaled by their average, η .
For the ranges of parameters of the experiments we are interested in, we anticipate the scales for the charge density and velocity to be
similar to those in Sec 2.2; therefore we scale charge density by ε0ε¯L−1E0 and velocity by ε0ε¯Lη−1E20 . The resulting equations are still
complex, so we focus first on the limit of small anisotropy, and further expand the dimensionless variables ρ,C,v and Φ (we use the
same notation as for dimensionless variables. From here onwards, all variables are assumed to be dimensionless) in powers of ∆µ/µ¯
and ∆ε/ε¯, both assumed small and of the same order.
At zero-th order in ∆, the equations correspond to a purely isotropic medium with c1,0 = c2,0 = 1/2 (ρ0 = 0, C0 = 1), and v0 = 0. Zero
charge density also implies from (2) that ∇2Φ0 = 0 which we take equal to the imposed field Φ0 =−xcos(t).
At first order, Eq. (1) becomes
Ω
∂C1
∂ t
= γ∇2C1−Y 2 cos(t)∂ρ1∂x (16)
Ω
∂ρ1
∂ t
= γ∇2ρ1−ρ1−
(
∆µ
µ¯
− ∆ε
ε¯
)
cos[(2m−1)φ ]cos(t)
r
− cos(t)∂C1
∂x
. (17)
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There is a driving term in the right hand side of Eq. (17) which explicitly shows ∆µµ¯ − ∆εε¯ as a coefficient multiplying the order one
angular factor. We have further defined Ω = ωτρ (as in Sec. 2.2, τρ = ε0ε¯/(en0µ¯)), γ = τρ D¯/L2, and Y = ε0ε¯E0/(Len0), the charge
density relative to the total ionic concentration. Note that γ can be also be written as γ = λ 2D/L
2, where λD =
√
ε0ε¯kBT/(e2n0) is the
Debye length. For typical values as given in Appendix A, λD ∼ 10−6m, whereas cell sizes are on the order of L ∼ 10−4− 10−3m, so
γ ∼ 10−6−10−4. Thus the term proportional to γ in Eqs. (16) and (17) is a singular perturbation, negligible away from the disclination
core, but important within a distance on the order of the Debye length from the core.
We write ρ and C as Fourier series,
ρ1(r, t) =∑
n
an(r)eint , C =∑
n
bn(r)eint (18)
Inserting Eq. (18) into Eqs. (16) and (17) yields
Ωinbn = γ∇2bn− Y
2
2
∂
∂x
(an−1 +an+1) (19)
Ωinan = γ∇2an−an− 12
∂
∂x
(bn−1 +bn+1)−
(
∆µ
µ¯
− ∆ε
ε¯
)
mcos[(2m−1)φ ]
2r
(δn,1 +δn,−1) (20)
where δm,n is Kronecker delta.
We assume a system in which Y 2/(4γ
√
1+Ω2) 1, and we show in App. B that this assumption implies C and ρ decouple. Thus for
n= 1, Eq. (20) becomes
γ∇2a1(r,φ)− (1+Ωi)a1(r,φ) =
(
∆µ
µ¯
− ∆ε
ε¯
)
mcos[(2m−1)φ ]
2r
(21)
Define ξ = r/
√
γ/(1+ iΩ); then the solution to Eq. (21) is
a1(ξ ,φ) =
(
∆µ
µ¯
− ∆ε
ε¯
)
mcos[(2m−1)φ ]
2
√
γ(1+Ωi)
f (ξ ) (22)
We note that the angular dependence of charge density is a function of the topological charge m, varying as cos[(2m− 1)φ ], and the
radial dependence f (ξ ) solves,
f ′′(ξ )+
1
ξ
f ′(ξ )−
(
(2m−1)2
ξ 2
+1
)
f (ξ ) =
1
ξ
(23)
Note the radial dependence of the charge density is in general dependent on m. The homogeneous solutions to this differential equation
are modified Bessel functions, I|2m−1|(ξ ),K|2m−1|(ξ ). The particular solutions can be found through variation of parameters, but may
also be written in a simpler form for certain vales of m, which we discuss below.
For m= 1/2, the solution to Eq. (23) bounded for all ξ is
f (ξ ) =
pi
2
(L0(ξ )− I0(ξ )) (24)
where L0(ξ ) is the modified Struve function of order zero. For ξ  1, I0(ξ )→ 1 and L0(ξ )→ 2pi ξ , so
f (ξ → 0)→ ξ − pi
2
. (25)
The charge density is finite as r→ 0, but it can be large, scaling as γ−1/2. For ξ  1, given the asymptotic relation23,
Lα (ξ ) = I−α (ξ )−
(
ξ
2
)α−1
Γ
(
α+ 12
)√
pi
+O(ξα−3) (26)
one has
f (ξ → ∞)→− 1
ξ
. (27)
For m= 1, the solution to Eq. (23) bounded for all ξ is
f (ξ ) = K1(ξ )− 1ξ . (28)
Note f (ξ )→ 0 as r→ 0 and f (ξ ) matches Eq. (27) for ξ  1.
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For m 6= 1/2,1, the solution to Eq. (23) can be obtained by variation of parameters,
f (ξ ) = I|2m−1|(ξ )
∫ ξ
K|2m−1|(ξ ′)dξ ′−K|2m−1|(ξ )
∫ ξ
I|2m−1|(ξ ′)dξ ′ (29)
The asymptotic behavior of f (ξ ) at long distances can be found by recalling the asymptotic expansions for Ik(ξ ),Kk(ξ ) for large ξ :
Ik(ξ ) =
eξ√
2piξ
(
1+O
(
1
ξ
))
, (30)
Kk(ξ ) =
√
pi
2ξ
e−ξ
(
1+O
(
1
ξ
))
. (31)
For ξ  1, using integration by parts, ∫ ξ
Ik(ξ ′)dξ ′ =
eξ√
2piξ
+
∫ ξ
O(ξ ′−3/2eξ
′
)dξ ′, (32)
∫ ξ
Kk(ξ ′)dξ ′ =−
√
pi
2ξ
e−ξ +
∫ ξ
O(ξ ′−3/2e−ξ
′
)dξ ′. (33)
Therefore for ξ  1, we find
f (ξ )→− 1
ξ
. (34)
For ξ  1, note for integral k > 1,
Ik(ξ ) =
1
k!
(
ξ
2
)k
(1+O(ξ 2)) (35)
Kk(ξ ) =
(k−1)!
2
(
2
ξ
)k
(1+O(ξ 2)) (36)
Using these expansions in (29) we find, to leading order in ξ for ξ  1,
f (ξ )∼ ξ|2m−1|([2m−1]2−1) (37)
So a1 linearly approaches zero as ξ → 0.
Using Eq. (18), we may write the charge density in its complete form
ρ(ξ ,φ , t) =
(
∆µ
µ¯
− ∆ε
ε¯
)
mcos[(2m−1)φ ]
2
√γ(1+Ω2) 14
[ei(t−δ/2) f (ξ )+ e−i(t−δ/2) f ∗(ξ )] (38)
where tanδ =Ω. Note that while the form of f (ξ ) depends on m, for all values of m the charge density is linear in ξ near the defect core
(approaching zero for m 6= 1/2), and decays as ξ−1 far from the core. In particular, for ξ  1 Eq. (38) can be approximated as
ρ(r,φ , t) =−
(
∆µ
µ¯
− ∆ε
ε¯
)
mcos(t−δ )√
1+Ω2
cos[(2m−1)φ ]
r
(39)
We compare these results to the finite element solutions to Eqs. (1) through (5). An advantage to the numerical model is that it
does not contain the small parameter assumptions used in analytically obtaining Eq. (38). Figure 6 shows the numerically-obtained
charge densities and velocity fields for the cases m = 1/2,1, and −1/2. Figure 7 shows a comparison of the charge densities obtained
numerically and our solutions to Eq. (17) described above. We note that despite the simplifying assumptions, Eq. (38) agrees with the
numerically-obtained charge density in both its angular and radial dependence.
In order to understand the flow structure shown in Fig. 6, as well as the large distance behavior of the velocity under a body force
that decays as a power law of distance away from the defect we solve the simpler problem of a Newtonian fluid,
−∇p+∇2v−ρ∇Φ= 0; ∇ · v = 0, (40)
in a disk of radius 1, with v = 0 at r = 1, and v finite for r < 1. We consider only the part of the body force that does not time-average to
zero, which far from the defect core is,
−ρ∇Φ=−
(
∆µ
µ¯
− ∆ε
ε¯
)
mcos2(t)
(1+Ω2)
cos[(2m−1)φ ]
r
(41)
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(a) (b) (c)
(d) (e) (f)
Fig. 6 Numerical results at t = 2pi for single anchored disclinations with electric field applied in the horizontal direction. (a)-(c) Plots of charge density
within a square of dimensionless side length 2, centered at the disclination. (d)-(f) Velocity across the entire cell for various disclinations. Color indicates
velocity magnitude.
Taking the curl of Eq. (40) and defining the stream function ∇× (ψmzˆ) =−v one obtains
∇4ψm(r,φ , t) =
(
∆µ
µ¯
− ∆ε
ε¯
)
mcos2(t)
(1+Ω2)r2
[msin(2mφ)+(m−1)sin(2(m−1)φ)] (42)
Note that, as in the periodic case in Sec. 2.2, the velocity is linear in the anisotropy difference, and in the high frequency limit, Ω 1,
the systematic flow in the cell will disappear. Additionally, the angular dependence of the flow is set by the right-hand-side of Eq. (42).
In particular, the angular flow structure will be a superposition of 2m and 2(m−1) harmonics.
For m= 1 and m= 1/2, the solutions to (42) satisfying the stated boundary conditions are
ψ1(r,φ , t) =
(
∆µ
µ¯
− ∆ε
ε¯
)
cos2(t)r2 sin(2φ)
16(1+Ω2)
[
1
2
(
1− r2
)
+ log(r)
]
(43)
ψ 1
2
(r,φ , t) =
(
∆µ
µ¯
− ∆ε
ε¯
)
cos2(t)r
12(1+Ω2)
(r−1)2 sinφ (44)
To find solutions for m 6= 1/2,1, first note that the function
Pα (r,φ , t) =
(
∆µ
µ¯
− ∆ε
ε¯
)
cos2(t)r2 sin(αφ)
(1+Ω2)(α+2)α(α−2)
(
(α−2)
2
rα − α
2
rα−2 +1
)
; α > 2 (45)
solves the equation
∇4Pα (r,φ , t) =
(
∆µ
µ¯
− ∆ε
ε¯
)
cos2(t)α
2(1+Ω2)r2
sin(αφ) (46)
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(a) (b) (c)
Fig. 7 Numerical and analytical charge density results at t = 2pi for single anchored disclinations. (a)-(b) Numerical and analytical results along φ = 0
for m= 1/2 and m= 1. (c) Numerical and analytical results plotted as a function of angle at a distance r = 1.5 from the disclination core.
with ∂Pα/∂ r and (1/r)(∂Pα/∂φ) finite for r < 1, and
∂Pα
∂ r
∣∣∣∣
r=1
=
1
r
∂Pα
∂φ
∣∣∣∣
r=1
= 0 (47)
Using this solution we find the stream functions for m=−1/2,−1,3/2, and 2,
ψ− 12 (r,φ , t) =−
1
2
[ψ 1
2
(r,φ , t)+P3(r,φ , t)] (48)
ψ−1(r,φ , t) =−ψ1(r,φ , t)−P4(r,φ , t) (49)
ψ 3
2
(r,φ , t) =
3
2
[ψ 1
2
(r,φ , t)+P3(r,φ , t)] (50)
ψ2(r,φ , t) = 2[ψ1(r,φ , t)+P4(r,φ , t)] (51)
and the stream functions for all other values of m,
ψm(r,φ , t) = m[P2m(r,φ , t)+P2(m−1)(r,φ , t)] (52)
Despite the assumption of a Newtonian fluid, the angular depencence of Eqs. (43) (m= 1) and (44) (m= 1/2) and (48) (m=−1/2)
agrees with the flow fields shown in Fig. 6. In addition, our results for a Newtonian fluid suggest that given the slow decay of the
charge density created by a single disclination, the fluid velocity would diverge at large distances in an infinite domain. The bounded
nature of our numerical results follow from the no slip boundary conditions at domain boundaries.
Having analyzed the electrokinetic behavior induced by a single disclination, we consider next configurations comprising a set of
disclinations with total topological change zero, which may be used to engineer more complex flow structures. We follow the same
procedure as described at the beginning of this section to find the equation for charge density to first order in ∆µ/µ¯ and ∆ε/ε¯ for n
disclinations:
Ω
∂ρ
∂ t
= γ∇2ρ−ρ−
(
∆µ
µ¯
− ∆ε
ε¯
) n
∑
i=1
mi cos(2θ(r)−φi)
ri
(53)
where ri =
√
(x− xi)2 +(y− yi)2 is the distance from disclination i located at (xi,yi), tanφi = (y− yi)/(x− xi), mi is the topological charge
of disclination i, and θ(r) =
n
∑
i=1
miφi ∗. The solution to Eq. (53) far from disclination cores is,
ρ(r, t) =−
(
∆µ
µ¯
− ∆ε
ε¯
)
cos(t−δ )√
1+Ω2
n
∑
i=1
mi cos(2θ(r)−φi)
ri
, tanδ =Ω, (54)
Note that this solution reduces to Eq. (39) when n = 1. The solution is not quite a superposition of single-disclination charge
densities, as the term cos(2θ(r)−φi) contributes cross-terms to the sum in Eq. (54). Figure 8a shows, for example, a configuration with
three disclinations of topological charge (-1/2, 1, -1/2), studied experimentally by Peng, et al12. In our numerical solution, Fig. 8b,
lengths are scaled by the defect separation. We use no-slip boundary conditions on the velocity in the far field, while in the experiments,
∗ In general, the director field created by a set of isolated dislocations is not the sum of the individual contributions except in the one elastic constant approximation to the
Leslie-Ericksen model K1 = K2 = K3.
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the director pattern is only imposed in a small subdomain of the experimental cell. Figure 8c shows the experimental flow field, which
is close both in structure and magnitude to that in Fig. 8b which has been obtained numerically. Figure 9 compares Eq. (54) to the
numerical charge density obtained for the (-1/2, 1, -1/2) disclination pattern.
(a) (b) (c)
Fig. 8 (a) Pattern with three disclinations; two with charge -1/2 and one with charge +1. (b) Time averaged velocity under AC field applied horizontally
(c) Time averaged experimental velocity for the same configuration.
(a)
(b)
Fig. 9 (a) Analytic charge density according to Eq. (54) for a superposition of a (-1/2,1,-1/2) disclination triplet pattern expressed in dimensionless
units at t = 2pi. (b) Numerical charge density in dimensionless units at t = 2pi for the same parameters.
We finally address the mechanism responsible for systematic fluid and particle motion in a configuration comprising a suspended
spherical particle and an associated hedgehog defect when the AC electric field is perpendicular to the line joining the particle and the
defect14. The net effect is a transverse mobility, different from the conventional electrophoresis case in which particle motion is parallel
to the applied field. We do not directly use a suspended particle, rather we model the experimental configuration by two anchored
disclinations with topological charges (+1) and (-1). The (+1) disclination represents the topological charge created by a spherical
particle with homeotropic anchoring, and the (-1) defect models the accompanying hedgehog defect. Unlike the previous study in
which lengths were scaled by the disclination separation, in this study we scale lengths by the radius of the particle represented by the
(+1) disclination. The separation between the defects is taken equal to the distance between the center of the spherical particle and
the defect in the experiments, estimated as 1.17 by Poulin, et. al.7
We follow the same steps as in deriving Eq. (54) except with the applied potential in the vertical direction, and we obtain the charge
density for this configuration as
ρ(r, t) =
(
∆µ
µ¯
− ∆ε
ε¯
)
cos(t−δ )√
1+Ω2
n
∑
i=1
mi sin(2θ(r)−φi)
ri
, tanδ =Ω. (55)
Figures 10a and 10b show the analytic and numerical solutions for the instantaneous charge density corresponding to the positive
electric field (pointing upwards in the figure), whereas the average flow field is shown in Fig. 10c. The asymmetry in sizes of the
six charge density lobes of Fig. 10b leads to an equally asymmetric flow field. This flow field is quadratic in the field amplitude, and
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therefore does not change sign as the AC field does. Therefore, if the defects were free to move instead of anchored, this flow field
would lead to systematic particle motion and to a transverse (off diagonal) mobility.
(a) (b)
(c)
Fig. 10 Numerical and analytical results for two anchored disclinations with charges +1 and -1. The applied electric field in this case is applied in
the vertical direction, rather than the horizontal direction. (a) Charge density according to Eq. (55), in dimensionless units at t = 2pi. (b) Numerical
charge density in dimensionless units at t = 2pi. (c) Numerical average velocity in dimensionless units. The asymmetry of the charge density leads to
systematic flow in the horizontal direction.
In summary, the transport model of Sec. 2 both qualitatively and quantitatively accounts for the main transport features in a nematic
film with an imposed director field and subjected to an oscillatory, uniform, electrostatic field. The existence of anisotropy either in
the liquid crystal molecular dielectric permittivity or in the mobility of ionic impurities in the fluid lead to spatial charge separation
without requiring other solid surfaces as in conventional electrokinetic phenomena. For AC field frequencies that are low compared to
the inverse charging time, the body force on the fluid is quadratic in the imposed field and leads to systematic electroosmotic flows in
the cases considered. Both the spatial structure of the flows and the velocity amplitudes obtained for the case of periodically patterned
director configurations as well as sets of isolated disclinations are in good agreement with the experiments. We have further elucidated
the origin of a transverse mobility, in which defect motion results which is perpendicular to the imposed field. Of course, such a mobility
is important in flow and particle control, and of potential experimental interest as it would allow a precise control of the motion of
suspended particles.
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A Numerical method and choice of parameters
Equations (1) through (5), together with the incompressibility condition, completely describe our system. We solve them numerically
with the finite element commercial package COMSOL; the code developed is available for download24. Instead of Eq. (6), our solution
assumes the director nˆ is in elastic equilibrium, which implies17 ∂ jT ei j = −∂i f . Thus following a procedure similar to Stark4, we solve
for p˜= p+ f rather than p and write Eq. (3) as
0 =− ∂ p˜
∂xi
+
∂
∂x j
T˜i j−
N
∑
k=1
ezkck∇Φ (56)
The finite element representation chosen is Lagrange elements of order 2 for all variables except the pressure p˜, which uses Lagrange
elements of order 1. All numerical solutions were obtained in a two-dimensional square domain S0 with side length `. For periodic
anchoring, we choose `= 1; for anchored disclinations, `= 15. We define a coordinate system (x,y), the origin of which is at the center
of S0. We specify the electrostatic potential at the boundaries Φ(x = `/2,y) = 0 and Φ(x = −`/2,y) = −`cos(t), so that the applied AC
field is uniform and parallel to the x axis.
For periodic anchoring, periodic boundary conditions were used on the domain walls normal to the direction of the applied electric
field (y=±1/2). On x=±1/2, no-slip boundary conditions were used for the velocity, and no flux for each of the ionic concentrations.
Figure 11a shows the mesh used for this case of periodic anchoring. Although COMSOL does have an option for periodic boundary
conditions, to insure the mesh was periodic in the y direction we created a mesh for half of the domain (y > 0) and then reflected
the mesh about the line y = 0. The mesh consists of 9876 triangular elements of maximum linear size 3.5× 10−2 and minimum size
1.0×10−3. The mesh is finer near x=±1/2 to resolve the boundary layer that forms there.
For anchored disclinations, we use no-slip boundary conditions for the velocity and zero flux boundary conditions for ion currents on
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(a) (b)
Fig. 11 (a) Mesh used in the numerical solution in which nˆ is periodic. The mesh uses thin quadrilateral boundary-layer elements on the lateral walls
and triangular elements throughout the remaining domain. (b) Mesh used for the solution involving anchored disclinations. The mesh consists of
triangular elements, more refined near the lateral walls. The central region is much more refined than the outer regions.
all boundaries. The numerical implementation involves two meshes with different resolutions. Within the square S0 we create a circle
C0 with radius R = 1.5 in which the mesh is finer. Figure 11b shows the mesh used for disclinations. C0 contains 109,196 triangular
elements, with maximum linear size 1.3×10−2, and minimum size 4.8×10−5. The remainder of S0 contains 12,800 triangular elements
with linear size between 1.2×10−3 and 1.0, and 240 thin quadrilateral boundary layer elements near the domain boundaries at x=±`/2.
In order to study electrokinetic phenomena in realistic ranges of physical parameters, we have chosen a parameter set that corre-
sponds to the experiments of Peng, et. al12. While we have shown good agreement between the numerical and experimental results,
our comparison with experiments is limited by a number of factors: First, our numerical model is solved on a square domain of size
∼ 1 mm2 or smaller, with the desired director pattern imposed throughout the cell, while the experiments are done in a chamber of
dimensions 10 mm × 15 mm, with the desired pattern imposed on a 1 mm2 region and uniform alignment on the remainder of the
cell surface. Second, our equations are solved in two dimensions, and while there is no evidence of the third dimension affecting the
overall experimental behavior, one would expect a Pouiselle-type flow across the cell thickness that is unaccounted for in our model.
Third, there is some non-uniformity in the electric field in the experimental cell that includes the fluid and the confining glass plates.
This results in a decreased electric field on the sample which has not been quantified. In the experiments of Lazo, et. al15, the effective
field was approximately 65 % of the nominal field. The field amplitude used numerically is the value of the nominal electrostatic
field from the experiments of Peng, et. al12. Finally, the experiments use a mixture of MLC7026-000 and E7 liquid crystals at a ratio
of 89.1:10.915. The Leslie viscosities were not measured for this mixture, so viscosities in the numerical model were determined by
averaging the viscosities of the two liquid crystals25,26 at the same ratio as above.
For periodic anchoring we choose the characteristic length L to be equal to the wavelength of the director pattern, L= 2pi/q= 160 µm.
For anchored disclinations under a field parallel to nˆ, we choose L = 80 µm, the separation between disclinations12. For our study of
disclinations under a transverse field, we choose L= 25 µm corresponding to the radius of the particle modeled by the (+1) disclination.
The remaining parameters are the same for both pattern classes, and are listed in Table 1.
B Effect of concentration gradients on charge density
We wish to show that spatial variations in C = c1+ c2 contribute negligibly to the charge density ρ1, given that Y 2/(4γ
√
1+Ω2) 1. To
begin we Fourier transform Eqs. (19) and (20) in space,
bˆn(q) =− Y
2iqx
2(γq2 + inΩ)
[aˆn−1(q)+ aˆn+1(q)] (57)
(Ωni+ γq2 +1)aˆn(q) =−
(
qxY
2
)2 [ aˆn−2(q)+ aˆn(q)
γq2 + i(n−1)Ω +
aˆn(q)+ aˆn+2(q)
γq2 + i(n+1)Ω
]
−F(q)(δn,1 +δn,−1) (58)
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Parameter Value Comment
ω 10pi rad/s Applied field frequency
E0 40 mV/µm Applied field amplitude
n0 10−19 m−3 Total ion concentration
µ¯ 1.45×10−9 m2/(Vs) Average ion mobility
ε¯ 6 Average dielectric permittivity
∆µ/µ¯ 0.34 Relative mobility anisotropy
∆ε/ε¯ 0 Relative dielectric anisotropy
D¯ kBT µ¯/e= 3.69×10−11 m2/s Average ion diffusivity
ε¯ 6 Average dielectric constant
α1 −29 mPa s Leslie-Ericksen viscosities
α2 −173 mPa s Leslie-Ericksen viscosities
α3 −30 mPa s Leslie-Ericksen viscosities
α4 118 mPa s Leslie-Ericksen viscosities
α5 137 mPa s Leslie-Ericksen viscosities
α6 −66 mPa s Leslie-Ericksen viscosities
Table 1 Physical constants used in numerical calculations. e is the electron charge, kB is Boltzmann’s constant, and T = 295K, room temperature. The
relative mobility and dielectric anisotropies are as listed except as noted in Fig. 5. The characteristic length used is dependent on the director class
studied.
where
F(q) =
∫∫
e−iq·xd2x
(
∆µ
µ¯
− ∆ε
ε¯
)
mcos[(2m−1)φ ]
2r
(59)
Note that ∣∣∣∣∣
(
qxY
2
)2 1
[γq2 + i(n±1)Ω][γq2 +1+Ωni]
∣∣∣∣∣≤ Y 24γ√1+Ω2  1 (60)
Which implies ∣∣∣∣∣
(
qxY
2
)2 aˆn
γq2 + i(n±1)Ω
∣∣∣∣∣ |(Ωni+ γq2 +1)aˆn|
so we may approximate Eq. (58) as
(Ωni+ γq2 +1)aˆn(q) =−
(
qxY
2
)2 [ aˆn−2(q)
γq2 + i(n−1)Ω +
aˆn+2(q)
γq2 + i(n+1)Ω
]
−F(q)(δn,1 +δn,−1) (61)
We assume ρ is continuous and differentiable in time and space. Therefore |an| → 0 as |n| → ∞. We use this assumption to show
|aˆ3|  |aˆ1|. First suppose |aˆn−2|. |aˆn| for n≥ 3. Inequality (60) along with Eq. (61) then implies |aˆn|  |aˆn+2|. Thus if |aˆ1|. |aˆ3|, then
by induction |aˆn| does not approach zero as n→∞, which contradicts our assumption that ρ is continuous and differentiable. Therefore
|aˆ3|  |aˆ1|.
Equation (61) for n= 1 is
(γq2 +1+Ωi)aˆ1(q) =−
(
qxY
2
)2 aˆ−1(q)
γq2
−
(
qxY
2
)2 aˆ3(q)
γq2 +2Ωi
−F(q) (62)
Inequality (60) and the fact that |aˆ3|  |aˆ1| imply the second term on the right-hand-side of Eq. (62) is negligible relative to the
left-hand-side. Additionally, ∣∣∣∣( qxY2 )2 aˆ−1γq2 ∣∣∣∣
|(γq2 +1+Ωi)aˆ1|
=
(
qxY
2
)2 1
γq2
√
(γq2 +1)2 +Ω2
≤ Y
2
4γ
√
1+Ω2
 1
Thus the first term in Eq. (62) is negligible, and we may approximate Eq. (62) as
(γq2 +1+Ωi)aˆ1(q) =−F(q) (63)
which is the Fourier transform of Eq. (21).
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