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We discuss the initial value problem of general relativity in its recently unified La-
grangian and Hamiltonian pictures and present a multi-domain pseudo-spectral
collocation method to solve the resulting coupled nonlinear partial differential
equations. Using this code, we explore several approaches to construct initial data
sets containing one or two black holes: We compute quasi-circular orbits for spin-
ning equal mass black holes and unequal mass (nonspinning) black holes using the
effective potential method with Bowen-York extrinsic curvature. We compare ini-
tial data sets resulting from different decompositions, and from different choices of
the conformal metric with each other. Furthermore, we use the quasi-equilibrium
method to construct initial data for single black holes and for binary black holes
in quasi-circular orbits. We investigate these binary black hole data sets and ex-
amine the limits of large mass-ratio and wide separation. Finally, we propose a
new method for constructing spacetimes with superposed gravitational waves of
possibly very large amplitude.
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Chapter 1
Introduction
General relativity is entering a very exciting phase with the commissioning of
several gravitational wave detectors. The detection of gravitational waves serves
two main purposes. It allows fundamental tests of the theory of general relativity
in the genuinely nonlinear regime, and it advances astrophysics by opening a new
observational window which can be used for detailed studies of individual sources
and for source statistics.
One prime target for gravitational wave detectors is binary systems of compact
objects, black holes or neutron stars. Such a binary system emits energy and an-
gular momentum through gravitational radiation, so that the orbital separation
slowly decreases. The best-known example is the “Hulse-Taylor” pulsar. Gravita-
tional radiation tends to circularize orbits, leading to almost circular orbits during
late inspiral. For binary black holes, the orbits become unstable at some small
separation, the so-called innermost stable circular orbit, where the slow adiabatic
inspiral changes to a dynamical plunge. The two black holes merge and form a
single distorted black hole, which subsequently settles down to a stationary black
hole by emission of further gravitational radiation during the ring-down phase.
Early inspiral can be treated with post-Newtonian expansion, and the late ring-
down phase is accessible to perturbation theory. It is generally believed, however,
that the late inspiral and the dynamical merger can only be treated with a full
numerical evolution of Einstein’s equations, which is therefore essential to obtain
the complete waveform of a binary black hole coalescence. The knowledge of the
wave-form is essential for finding the gravitational wave signal amidst the detector
noise in the first place (cross-correlation with known waveform templates greatly
enhances the sensitivity of the detectors), and to extract as much information
as possible about identified events. One needs to know the prediction of general
relativity, especially in the nonlinear regime, to compare it to the observations.
Besides the importance of numerical relativity for the experiments, it also en-
compasses the intellectual challenge of solving the two-body problem. While the
Newtonian two-body problem is treated completely in freshman mechanics, the
general relativistic analogue, the binary black hole, is still unsolved.
Any evolution must start with initial data. For an evolution of Einstein’s
equations, setting initial data is difficult for several reasons:
1
2First, the initial data must satisfy constraints, analogous to the divergence
equations of electrodynamics,
∇ · ~E = 4πρ,
∇ · ~B = 0.
(1.1)
Any initial data ~E and ~B for an evolution of Maxwell’s equations must satisfy
Eqs. (1.1). Similarly, initial data for Einstein’s equations must satisfy constraint
equations, which are, however, much more complicated than Eqs.(1.1). Thus, one
is faced with the mathematical task of finding a well-defined method to construct
solutions to the constraint equations of general relativity. This problem has been
an active research area for almost sixty years.
Second, formalisms to solve the constraint equations usually lead to sets of
coupled nonlinear elliptic partial differential equations in three dimensions, often on
a computational domain which has excised regions. Solving such a set of equations
is a formidable numerical task.
Third, the mathematical formalisms to construct initial data sets leave an enor-
mous amount of freedom. Some ten functions of space can be freely specified.
These functions are generally called the “free data.” Hence, even with an elliptic
solver in hand, one is faced with the physical question of which initial data sets
from the infinite parameter space are astrophysically relevant. Initial data rep-
resenting a binary black hole, for example, must contain two black holes which,
if evolved, actually move on almost circular orbits. Furthermore, the initial data
should not contain unphysical gravitational radiation; ideally, however, it should
contain the outgoing gravitational radiation emitted during the preceding inspiral.
This thesis attempts to contribute to each of these three aspects.
In chapter 2 we present the latest formalisms to decompose the constraint
equations. We outline the main ideas of the two relevant papers by York [1] and
Pfeiffer & York [2]. We also comment on various issues which are important in
general, and/or will arise in later chapters of the thesis.
Chapter 3 develops a new code to solve elliptic partial differential equations, a
pseudospectral collocation method with domain decomposition. The exponential
convergence of spectral methods for smooth functions allows very accurate solu-
tions. The domain decomposition makes it possible to handle complex topologies,
e.g. with excised spheres, and to distribute grid-points to improve accuracy. Last,
but not least, the code is designed to be modular and very flexible, making it easy
3to explore different partial differential equations or different boundary conditions.
All three of these characteristics have proved to be essential for the present work.
The remaining chapters of the thesis explore initial data sets with a variety of
approaches.
Chapters 4 and 5 compute binary black holes in circular orbits for spinning
black holes (chapter 4) and unequal mass black holes (chapter 5). We employ the
effective potential method based on conformally flat inversion-symmetric Bowen-
York initial data. The most important result from these two chapters is, perhaps,
that this method is not optimal. In the test-mass limit one can assess the quality
of many of the approximations used, and one can compare the numerical method
against an analytical result. This makes it possible to pin-point the problem of the
numerical method with some confidence. We argue that the choice of the so-called
extrinsic curvature, namely the Bowen-York extrinsic curvature is problematic. In
the calculation for spinning equal-mass black holes, the symptoms of failure are
easily seen (disappearance of the ISCO for corotating holes with moderate spin,
and an unphysical (spin)4-effect); however, the causes are less clear due to the large
number of assumptions made.
As there is widespread belief that the approximation of conformal flatness lim-
its the physical relevance of initial data sets (for example, binary compact objects
are not conformally flat at second post-Newtonian order), we relax this approxi-
mation in chapter 6. We compute data sets that are not conformally flat using
different mathematical formalisms and different choices for the free data. We then
compare these data sets with each other. For the data sets considered, we do
not find evidence that the non-conformally flat initial data sets are superior. We
find, however, a sensitive dependence on the extrinsic curvature. Two different
choices for the extrinsic curvature (“ConfTT” and “mConfTT” in the language of
chapter 6), which are equally well motivated, result in drastically different initial
data sets. While the approximation of conformal flatness will have to be addressed
eventually, especially for rotating black holes, I believe that it is currently not the
limiting factor.
One formalism to solve the constraints, the conformal thin sandwich method,
does not require specification of an extrinsic curvature. It thus might well avoid
ambiguities like the one we just mentioned. A special case of this method was
recently used in another approach to compute quasi-circular orbits of binary black
holes, the helical Killing vector approximation, which has been generalized by Cook
4to the quasi-equilibrium method. Chapter 7 describes this method and examines
the resulting set of partial differential equations and boundary conditions. We
compute single black hole spacetimes, and binary black holes in circular orbits
with two different choices of the remaining free data. We further examine the
test-mass limit as well as the limit of widely separated black holes. In both limits,
we show that the current choices for the remaining free data are unsatisfactory.
We also discuss a proposal for a lapse boundary condition put forth by Cook, and
explain how to perform a certain extrapolation required to use these data sets as
initial data for evolutions.
Chapter 8, finally, changes gear again and describes a new and general way
to construct spacetimes with superposed gravitational radiation. The attractive
feature of this method is that it admits a simple physical interpretation of the
wave, and one can specify directly the radial shape and angular dependence of the
wave, as well as the direction of propagation. As examples, I construct spacetimes
without a black hole containing ingoing spherical pulses of varying amplitude, as
well as spacetimes containing one black hole surrounded by a similar pulse. The
amplitude of these pulses can be very large; in extreme cases most of the energy
contained in the spacetime is outside the black hole. In this chapter, we solve the
conformal thin sandwich equations on very general, nonflat conformal manifolds;
the fact that this is easily possible highlights the robustness of the conformal thin
sandwich formalism and of the spectral elliptic solver.
During the work described in this thesis, I have also improved an apparent
horizon finder that was developed at Cornell a few years ago. Details can be found
in sections 4.6 and 6.4.2.
The primary goal of this thesis is to construct initial data for evolutions. Indeed,
data sets from chapters 6, 7 and 8 are used in evolutions by the numerical relativity
group at Cornell. As the results from evolutions are preliminary so far, I restrict
discussion here to the initial data sets.
Chapter 2
The initial value problem of general
relativity
Numerical relativity attempts to construct a spacetime with metric (4)gµν (µ, ν, . . . =
0, 1, 2, 3) which satisfies Einstein’s equations,
Gµν = 8πGTµν . (2.1)
Within the standard 3+1 decomposition [3, 4] of Einstein’s equations, the first
step is to single out a time coordinate “t” by foliating the spacetime with spacelike
t=const. hypersurfaces. Each such hypersurface surface has a future pointing
unit-normal nµ, induced metric gµν =
(4)gµν +nµnν and extrinsic curvature Kµν =
−1
2
Lngµν . We use the label t of the hypersurfaces as one coordinate and choose 3-
dimensional coordinates xi within each hypersurface (i, j, . . . = 1, 2, 3). The three
dimensional metric gµν and Kµν are purely spatial tensors; we denote their spatial
components by gij and Kij . The spacetime metric can be written as
ds2 = −N2dt+ gij
(
dxi + βidt
) (
dxj + βjdt
)
, (2.2)
where N and βi denote the lapse function and shift vector, respectively. N mea-
sures the proper separation between neighboring hypersurfaces along the surface
normals and βi determines how the coordinate labels move between hypersur-
faces: Points along the integral curves of the “time”–vector tµ = Nnµ+ βµ (where
βµ = [0, βi]), have the same spatial coordinates xi.
Einstein’s equations (2.1) decompose into evolution equations and constraint
equations for the quantities gij and Kij.
The evolution equations determine how gij and Kij are related between neigh-
boring hypersurfaces,
∂tgij = −2NKij +∇iβj +∇jβi (2.3)
∂tKij = N
(
Rij − 2KikKkj +KKij − 8πGSij + 4πGgij(S − ρ)
)
−∇i∇jN + βk∇kKij +Kik∇jβk +Kkj∇iβk. (2.4)
Here, ∇i and R are the covariant derivative and the scalar curvature (trace of
the Ricci tensor) of gij, respectively, K = Kijg
ij is the trace of Kij , the so-called
5
6mean curvature, ρ and Sij are matter density and stress tensor
1, respectively, and
S = Sijg
ij denotes the trace of Sij.
The constraint equations are conditions within each hypersurface alone, ensur-
ing that the three-dimensional surface can be embedded into the four-dimensional
spacetime:
R +K2 −KijKij = 16πGρ, (2.5)
∇j
(
Kij − gijK) = 8πGji, (2.6)
with ji denoting the matter momentum density. Equation (2.5) is called the Hamil-
tonian constraint, and Eq. (2.6) is the momentum constraint.
Cauchy initial data for Einstein’s equations consists of (gij, K
ij) on one hyper-
surface satisfying the constraint equations (2.5) and (2.6). After choosing lapse
and shift (which are arbitrary — they merely choose a specific coordinate system),
Eqs. (2.3) and (2.4) determine (gij, K
ij) at later times. Analytically, the constraints
equations are preserved under the evolution. (In practice during numerical evolu-
tion of Eqs. (2.3) and (2.4), or any other formulation of Einstein’s equations, many
problems arise. However, we will focus on the initial value problem here.)
The constraints (2.5) and (2.6) restrict four of the twelve degrees of freedom of
(gij, K
ij). As these equations are not of any standard mathematical form, it is not
obvious which four degrees of freedom are restricted. Hence, finding any solutions
is not trivial, and it is even harder to construct specific solutions that represent
certain astrophysically relevant situations like a binary black hole.
Work on solving the constraint equation dates back almost sixty years to Lich-
nerowicz [5], but today’s picture emerged only very recently in work due to York
[1, 2]. I will describe two general approaches to solving the constraint equations.
The first one is based on the metric and its time-derivative on a hypersurface,
whereas the second one rests on the metric and the extrinsic curvature. Since the
extrinsic curvature is essentially the canonical momentum of the metric (e.g. [6]),
the latter approach belongs to the Hamiltonian picture of mechanics whereas the
former one is in the spirit of Lagrangian mechanics.
1In later chapters of this thesis, we deal exclusively with vacuum spacetimes for
which all matter terms vanish; we include them in this chapter for completeness.
72.1 Preliminaries
Both pictures make use of a conformal transformation on the metric,
gij = ψ
4g˜ij (2.7)
with strictly positive conformal factor ψ. g˜ij is referred to as the conformal metric.
From (2.7) it follows that the Christoffel symbols of the physical and conformal
metrics are related by
Γijk = Γ˜
i
jk + 2ψ
−1 (δij∂kψ + δik∂jψ − g˜jkg˜il∂lψ) . (2.8)
Equation (2.8) implies that the scalar curvatures of gij and g˜ij are related by
R = ψ−4R˜− 8ψ−5∇˜2ψ. (2.9)
Equations (2.7)–(2.9) were already known to Eisenhart [7]. Furthermore, for any
symmetric tracefree tensor S˜ij ,
∇j
(
ψ−10S˜ij
)
= ψ−10∇˜jS˜ij, (2.10)
where ∇˜ is the covariant derivative of g˜ij. Lichnerowicz [5] used Eqs. (2.7) to (2.10)
to treat the initial value problem on maximal slices, K = 0. For non-maximal slices,
we split the extrinsic curvature into trace and tracefree parts,
Kij = Aij +
1
3
gijK. (2.11)
With (2.9) and (2.11), the Hamiltonian constraint (2.5) becomes
∇˜2ψ − 1
8
ψR˜− 1
12
ψ5K2 +
1
8
ψ5AijA
ij + 2πGψ5ρ = 0, (2.12)
a quasi-linear Laplace equation for ψ. Local uniqueness proofs of equations like
(2.12) usually linearize around an (assumed) solution, and then use the maximum
principle to conclude that “zero” is the only solution of the linearized equation.
However, the signs of the last two terms of (2.12) are such that the maximum
principle cannot be applied. Consequently, it is not immediately guaranteed that
Eq. (2.12) has unique (or even locally unique) solutions2. The term proportional
2As a physical illustration of possible problems, consider the matter term
2πGψ5ρ, a source which pushes ψ to larger values. The physical volume element,
dV =
√
gd3x = ψ6
√
g˜d3x, expands as ψ becomes larger. With physical matter en-
ergy density ρ given, the total matter content will grow like ψ6 and will therefore
become stronger, pushing ψ to even larger values. Beyond some critical value of ρ,
a “run-away” might set in pushing ψ to infinity. Indeed I observed this behavior
while solving the constraint equations coupled to a scalar field.
8to AijA
ij will be dealt with later; for the matter terms we follow York [4] and
introduce conformally scaled source terms:
ji = ψ−10˜ i, (2.13)
ρ = ψ−8ρ˜. (2.14)
The scaling for ji makes the momentum constraint below somewhat nicer; the
scalings of ρ and ji are tied together such that the dominant energy condition
preserves sign:
ρ2 − gijjijj = ψ−16
(
ρ˜2 − g˜ij ˜ i˜ j
) ≥ 0. (2.15)
The scaling of ρ, Eq. (2.14) modifies the matter term in (2.12) to 2πGψ−3ρ˜ with
negative semi-definite linearization for ρ˜ ≥ 0.
The decomposition of Kij into trace and tracefree part, Eq. (2.11), turns the
momentum constraint (2.6) into
∇jAij − 2
3
∇iK = 8πGji. (2.16)
For time-symmetric vacuum spacetimes (where Aij=K= ji=0 solve the momen-
tum constraint (2.16) trivially), only the first two terms of (2.12) remain. This
simplified equation was used in beautiful early work on vacuum spacetimes, for
example a positivity of energy proof by Brill [8] and construction of multi black
hole spacetimes by Misner [9] and Brill & Lindquist [10].
The conformal transformation (2.7) implies one additional, very simple, con-
formal scaling relation. The longitudinal operator [11, 12, 13]
(LV )ij ≡ ∇iV j +∇jV i − 2
3
gij∇kV k, (2.17)
satisfies [12]
(LV )ij = ψ−4(L˜V )ij. (2.18)
Here (L˜V )ij is given by the same formula (2.17) but with quantities associated
with the conformal metric g˜ij . (In fluid dynamics (LV )
ij is twice the shear of the
velocity field V i). In d dimensions, the factor 2/3 in Eq. (2.17) is replaced by 2/d;
Eq. (2.18) holds for all d.
2.2 Conformal thin sandwich formalism
We now derive a formalism to solve the constraint equations [1] which deals with
the conformal metric and its time derivative. This formalism thus represents the
9Lagrangian viewpoint. Figure 2.1 illustrates the basic setup; we deal with two
hypersurfaces separated by the infinitesimal δt (thus the name “thin sandwich”),
and connected by the lapse N and the shift βi. The mean curvature of each
hypersurface is K and K + K˙δt, respectively. The metric is split into conformal
factor and conformal metric; on the first hypersurface, this is simply Eq. (2.7). On
the second hypersurface, the conformal factor and the conformal metric will both
be different from their values on the first hypersurface. The split into conformal
factor and conformal metric is not unique and is synchronized between the two
surfaces by requiring that the conformal metrics on both hypersurfaces have the
same determinant to first order in δt. The variation of the determinant of g˜ij is
given by
δg˜ = g˜g˜ijδg˜ij = g˜g˜
iju˜ijδt (2.19)
(the first identity holds for any square matrix), so that u˜ij = ∂tg˜ij must be traceless.
On the first hypersurface the Hamiltonian constraint will eventually determine ψ.
Besides the relationships indicated in Figure 2.1, the conformal thin sandwich
formalism rests on the nontrivial scaling behavior of the lapse function:
N = ψ6N˜ . (2.20)
The scaling (2.20) appears in a bewildering variety of contexts (see references in
[1, 2]). For example, studies of hyperbolic evolution systems for Einsteins equations
(e.g. [14, 15]) find that hyperbolicity requires that the lapse anti-density (“densi-
tized lapse”) α ≡ g−1/2N is freely specifiable, not N directly (recall √g = ψ6√g˜,
so that α is essentially equivalent to N˜). The scaling (2.20) is crucial in the present
context as well, cf. Eq. (2.26) below.
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Figure 2.1: Setup for conformal thin sandwich equations
10
Substitution of Eq. (2.7) into the evolution equation for the metric, Eq. (2.3),
yields
4ψ4(∂t lnψ)g˜ij + ψ
4∂tg˜ij = −2NKij +∇iβj +∇jβi. (2.21)
Since ∂tg˜ij = u˜ij is traceless, the left hand side of Eq. (2.21) is already split into
trace and tracefree parts. Splitting the right hand side, too, gives
ψ4u˜ij = −2NAij + (Lβ)ij (2.22)
and
∂t lnψ = −1
6
NK +
1
6
∇kβk. (2.23)
(The factor ψ4 in (2.23) cancels because the trace is performed with the physical
inverse metric gij = ψ−4g˜ij). Equation (2.22) is the tracefree piece of ∂tgij, thus
for uij ≡ ψ4u˜ij,
uij = ∂tgij − 1
3
gijg
kl∂tgkl. (2.24)
Now solve Eq. (2.22) for Aij ,
Aij =
1
2N
(
(Lβ)ij − uij) , (2.25)
and rewrite with conformal quantities [using (2.20), (2.18) and uij = ψ−4u˜ij]:
Aij =
1
2ψ6N˜
(
ψ−4(L˜β)ij − ψ−4u˜ij
)
= ψ−10
1
2N˜
(
(L˜β)ij − u˜ij
)
≡ ψ−10A˜ij (2.26)
with the conformal tracefree extrinsic curvature
A˜ij =
1
2N˜
(
(L˜β)ij − u˜ij
)
. (2.27)
Equation (2.26) shows that the formula for Aij is form invariant under conformal
transformations; this hinges on the scaling of N in Eq. (2.20). Substitution of
Eq. (2.26) into the momentum constraint (2.16) and application of Eq. (2.10)
yields
∇˜j
(
1
2N˜
(L˜β)ij
)
− ∇˜j
(
1
2N˜
u˜ij
)
− 2
3
ψ6∇˜iK = 8πG˜ i, (2.28)
whereas Eq. (2.26) modifies the Hamiltonian constraint (2.12) to3
∇˜2ψ − 1
8
ψR˜− 1
12
ψ5K2 +
1
8
ψ−7A˜ijA˜ij = −2πGψ−3ρ˜. (2.29)
3Indices on conformal quantities are raised and lowered with the conformal
metric, for example
Aij = gikgjlA
kl = ψ4g˜ikψ
4g˜jlψ
−10A˜kl = ψ−2A˜ij.
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Equations (2.28) and (2.29) constitute elliptic equations for βi and ψ. We thus
find the following procedure to compute a valid initial data set:
A. Choose the free data
(g˜ij, u˜ij, K, N˜) (2.30)
(and matter terms if applicable).
B. Solve Eqs. (2.28) and (2.29) for βi and ψ.
C. Assemble gij = ψ
4g˜ij and K
ij = ψ−10A˜ij + 1
3
gijK.
The conformal thin sandwich formalism does not involve transverse-traceless
decompositions, and is therefore somewhat more convenient than the extrinsic
curvature decomposition discussed in section 2.3. We now comment on several
issues related to the conformal thin sandwich formalism.
2.2.1 Fixing N˜ via K˙
The free data so far is given by (2.30). Whereas g˜ij and u˜ij = ∂tg˜ij constitute a
“variable & velocity pair” (q, q˙) in the spirit of Lagrangian mechanics, the remain-
ing free data does not.
As we show starting with Eq. (2.32) below, specification of ∂tK = K˙ fixes N˜
through an elliptic equation. If we take K˙ as the “free” quantity instead of N˜ ,
then the free data for the conformal thin sandwich formalism becomes
(g˜ij, u˜ij, K, K˙) (2.31)
plus matter terms if applicable. These free data consists completely of (q, q˙) pairs
as appropriate for a Lagrangian viewpoint. The free data (2.31) is also useful
practically for computations of quasi-equilibrium initial data sets in chapter 7. In
quasi-equilibrium, K˙ = 0 is a natural and simple choice, whereas it is not obvious
at all which conformal lapse N˜ one should use. In particular, N˜ will depend on
the slicing of the spacetime.
We now derive the elliptic equation for N˜ (see, e.g., [16]). The trace of the
evolution equation for Kij , Eq. (2.4), gives after some calculations
∂tK − βk∂kK = N
(
R +K2 + 4πG(S − 3ρ))−∇2N. (2.32)
12
Elimination of R with the Hamiltonian constraint (2.5) yields
∇2N −N (KijKij + 4πG(S + ρ)) = −∂tK + βk∂kK. (2.33)
Rewriting the Laplace operator with conformal derivatives,
∇2N = 1√
g
∂i
(√
ggij∂jN
)
=
ψ−6√
g˜
∂i
(
ψ2
√
g˜g˜ij∂jN
)
= ψ−4∇˜2N + 2ψ−4∇˜i lnψ∇˜iN,
together with Eqs. (2.20) and (2.29) gives
∇˜2N˜ + 14∇˜i lnψ∇˜iN˜ + N˜
[
3
4
R˜ +
1
6
ψ4K2−7
4
ψ−8A˜ijA˜ij (2.34)
+42∇˜i lnψ∇˜i lnψ−4πGψ4(S+4ρ)
]
= −ψ−2 (∂tK−βk∂kK) ,
which can also be rewritten as
∇˜2(N˜ψ7)− (N˜ψ7)
[
1
8
R˜ +
5
12
ψ4K2 +
7
8
ψ−8A˜ijA˜ij + 2πGψ4(ρ+ 2S)
]
(2.35)
= −ψ5 (∂tK−βk∂kK) .
Equation (2.34) determines the freely specifiable N˜ directly, whereas Eq. (2.35) is
shorter and therefore computationally somewhat more convenient.
We now have a system of five coupled partial differential equations, (2.28),
(2.29) and (2.34) [or (2.35)] with freely specifiable data (2.31).
2.2.2 Invariance to conformal transformations of the free
data
Assume we specify free data (2.30), solve the conformal thin sandwich equations
for conformal factor ψ and shift βi, and assemble the physical initial data (gij , K
ij).
We now pick a function Ψ > 0, and perform a conformal transformation on the
free data (2.30) by setting
g˜′ij = Ψ
−4g˜ij , u˜′
ij
= Ψ4u˜ij, K ′ = K, N˜ ′ = Ψ−6N˜, (2.36)
plus the scalings ρ˜′ = Ψ8ρ˜, ˜ ′ i = Ψ10˜ i for matter terms if applicable. These free
data, together with conformal factor ψ′ = Ψψ and the shift β ′ i = βi (where ψ and
13
βi are the solutions to the conformal thin sandwich equations using the original
free data) lead to the same physical initial data (gij , K
ij):
g′ij = ψ
′ 4 g˜′ij = ψ
4g˜ij = gij, (2.37)
A′ ij = ψ′ −10
1
2N˜ ′
((
L˜
′ β ′
)ij − u˜′ ij)
= (Ψψ)−10
1
2Ψ−6N˜
(
Ψ4
(
L˜ β
)ij −Ψ4u˜ij) = Aij . (2.38)
Here, we used Eqs. (2.7), (2.18) and (2.26). Adding the trace of the extrinsic
curvature to (2.38) is trivial.
We thus find that only the conformal equivalence class of g˜ij is relevant for
the physical solution. This is a very desirable property; we introduced g˜ij as a
conformalmetric, so its overall scaling should not matter. Fixing N˜ by specification
of K˙ preserves this invariance, as the K˙-equation, (2.34), is derived from physical
quantities in the first place.
The extrinsic curvature decomposition introduced in the next section is also
invariant under conformal transformations of the free data. We note that invariance
under conformal transformations of the free data is not trivial; earlier variants of
the constraint decompositions did not possess it, giving rise to ambiguities in the
free data [17].
2.2.3 Gauge degrees of freedom
The physical initial data (gij, K
ij) has twelve degrees of freedom4. It is constrained
by four constraint equations, so there should be eight degrees of freedom in the
freely specifiable data. However, taking into account that only the conformal
equivalence class of g˜ij is relevant and that u˜ij is traceless, one sees that the free
data (2.30) or (2.31) consists of twelve quantities, not eight. To examine this
further, we consider the substitutions
u˜ij → u˜ij + (L˜W )ij,
βi → βi +W i.
(2.39)
The vectorW i disappears from Eqs. (2.27)–(2.29), therefore the substitution (2.39)
will not change the physical initial data set (gij, K
ij); it merely tilts the time-axis
4Matter just adds four additional degrees of freedom in ρ˜ and ˜ i which determine
the four physical matter variables ρ and ji. It therefore does not influence the
counting of degrees of freedom of the geometrical objects gij and K
ij .
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and changes the coordinate labels on the second hypersurface. Thus, u˜ij contains
three gauge degrees of freedom associated with the shift. (W i enters into Eq. (2.34)
as an advection term, though, because ∂tK is the derivative along the time-vector,
which of course must be sensitive to the direction of the time-vector).
The fourth “missing” degree of freedom is hidden in the lapse function N˜ : One
can construct every possible initial data set (gij, K
ij) with any (non-pathologic)
choice of N˜ . This is easiest seen by going backward from the physical initial data
(gij, K
ij) (satisfying the constraints) to the free data. Given (gij , K
ij) and any
N˜ and βi, there exists free data such that solving the conformal thin sandwich
equations gives back the original physical initial data set (gij, K
ij). These free
data are:
g˜ij = gij, u˜
ij = (Lβ)ij − 2N˜Aij , K = Kijgij (2.40)
plus the given N˜ (whatever it may be). With these choices for the free data,
ψ ≡ 1 and the given βi will reconstruct the physical spacetime (gij, Kij) as can be
seen from Eqs. (2.7) and (2.26). Therefore, ψ ≡ 1 and the given βi will solve the
conformal thin sandwich equations (2.28) and (2.29).
The fact that we were free to choose βi reflects again the gauge-symmetry
illustrated in Eq. (2.39), but in addition, we showed that the choice of N˜ does not
restrict the set of “achievable” initial data sets.
Note that the physical initial data contain further gauge freedom: Covariance
under spatial transformations implies that gij (and g˜ij) contain three gauge degrees
of freedom associated with the choice of coordinates. Furthermore, K can be
interpreted as time [18], fixing the temporal gauge. Thus, an initial data set has
only four physical degrees of freedom—in perturbed flat space they are simply the
two polarizations of gravitational waves.
2.2.4 Implications for an evolution of the initial data
During the solution of the conformal thin sandwich equations, one finds a shift βi
and a lapse N . If one uses this lapse and shift in a subsequent evolution of the
initial data (gij, K
ij) —recall that any lapse and shift can be used— then Eq. (2.24)
implies that initially,
∂tgij − 1
3
gijg
kl∂tgkl = ψ
4u˜ij. (2.41)
The freely specifiable piece u˜ij thus directly controls the tracefree part of the time-
derivative of the metric. If we specified K˙ as part of the free data, then, of course,
15
the evolution will initially have ∂tK = K˙, too. Finally, from (2.23), we find
∂t lnψ =
1
6
(∇kβk −NK)
=
1
6
∇˜kβk + βk∂k lnψ − 1
6
ψ6N˜K. (2.42)
This is essentially the trace of ∂tgij.
Since we have been very successful so far with specification of time-derivatives
(∂tg˜ij and ∂tK), one might be tempted to turn (2.42) around and use it as the
definition of K in terms of ∂t lnψ. This idea certainly comes to mind when looking
for quasi-equilibrium solutions, for which as many time-derivatives as possible
should vanish. From (2.42) we find
K =
1
ψ6N˜
(
∇˜kβk − 6
(
∂t − βk∂k
)
lnψ
)
. (2.43)
We see that K contains first derivatives of the shift. The gradient of K enters the
momentum constraint (2.28), therefore (2.43) will modify the second derivatives
of the elliptic operator in (2.28). The terms containing second derivatives of βi in
Eq. (2.28) become
∇˜j
(
1
2N˜
(L˜β)ij
)
− 2
3
ψ6∇˜i
(
1
ψ6N˜
∇˜kβk
)
. (2.44)
Using the product rule, discarding first derivatives of βi, and using the definition
of L, Eq. (2.17), we find
1
2N˜
(
∇˜j∇˜jβi + ∇˜j∇˜iβj − 2∇˜i∇˜kβk
)
. (2.45)
Commuting the derivatives in the second term yields a term proportional to the
Riemann tensor, which is discarded as it contains no derivatives of βi at all. After
multiplication by N˜ , the highest-order derivatives of βi in the momentum con-
straint become
∂j∂
jβi − ∂i∂kβk. (2.46)
This operator is non-invertible; for example it maps the functions
f j(xl) = kj exp
(
i klxl
)
(2.47)
to zero for any choice of the wave-vector ki. Thus, the attempt to fix K via (2.43)
makes the momentum constraint non-invertible.
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In practice I encountered a consequence of this fact when constructing quasi-
equilibrium slices of spherically symmetric spacetimes. For that case, we show in
section 7.4.2 that the conformal thin sandwich equations with u˜ij = 0 and K˙ = 0
(and appropriate boundary conditions) are so successful in picking out the time-
like Killing vector that for any choice of K, the solution satisfies ∂t lnψ = 0. If
∂t lnψ = 0 for any choice of K, then ∂t lnψ = 0 obviously cannot determine a
unique K.
In contrast to the trace-free part (2.41) we can not easily control ∂t lnψ by
choices of the free data. We can only evaluate (2.42) after solving the conformal
thin sandwich equations.
2.3 Extrinsic curvature decomposition
The second method to construct solutions of the constraint equations if based on
a decomposition of the extrinsic curvature. Early variants of this approach [19, 4]
have been available for almost thirty years, but the final version was developed
only very recently [2]. We will make use of the equations and results from section
2.1, in particular, we use a conformal metric, gij = ψ
4g˜ij , and split the extrinsic
curvature into trace and trace-free parts, Kij = Aij + 1/3gijK, cf. Eqs. (2.7) and
(2.11).
We start with a weighted transverse traceless decomposition of Aij ,
Aij = AijTT +
1
σ
(LV )ij . (2.48)
Here, AijTT is transverse, ∇jAijTT = 0, and traceless, gijAijTT = 0, and σ is a strictly
positive and bounded function. Appearance of the weight function σ is a key point
in the extrinsic curvature formulation; its inclusion is the major improvement of [2]
over the older variants.
Given a symmetric tracefree tensor like Aij , the decomposition (2.48) can be
obtained by taking the divergence of Eq. (2.48),
∇jAij = ∇j
[
σ−1(LV )ij
]
. (2.49)
The right hand side, ∇j [σ−1(L . )ij ], is a well-behaved elliptic operator in diver-
gence form, so no problem should arise when solving (2.49) for V i. Substitution
of the solution V i back into (2.48) yields the transverse traceless part AijTT . In the
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presence of boundaries, Eq. (2.49) requires boundary conditions which will influ-
ence the solution V i and the decomposition (2.48). For closed manifolds, existence
and uniqueness of the decomposition (2.48) for the case σ ≡ 1 was shown in [13].
We now conformally scale the quantities on the right hand side of (2.48) with
the goal of rewriting the momentum constraint in conformal space.
First, we set
AijTT ≡ ψ−10A˜ijTT . (2.50)
Equation (2.10) ensures that A˜ijTT is transverse with respect to g˜ij if and only if
AijTT is transverse with respect to the physical metric gij.
Because of Eq. (2.18), and because L is the conformal Killing operator, we will
not scale the vector V i.
The conformal scaling of the weight function is given by
σ = ψ6σ˜. (2.51)
The most immediate reason for this scaling is that it allows Eq. (2.52) below;
several more reasons will be mentioned in the sequel.
Using the scaling relations (2.18), (2.50) and (2.51), we can now rewrite Eq. (2.48)
as
Aij = ψ−10
(
A˜ijTT +
1
σ˜
(L˜V )ij
)
≡ ψ−10A˜ij , (2.52)
where
A˜ij = A˜ijTT + σ˜
−1(L˜V )ij (2.53)
is a weighted transverse traceless decomposition in the conformal space. By virtue
of the scaling of the weight function σ, Eq. (2.51), the weighted transverse traceless
decomposition thus commutes with the conformal transformation.
Equations (2.10) and (2.52) allow us to rewrite the momentum constraint (2.16)
as
∇˜j
(
1
σ˜
(L˜V )ij
)
− 2
3
ψ6∇˜iK = 8πG˜ i, (2.54)
an elliptic equation for V i. The Hamiltonian constraint Eq. (2.12) reads
∇˜2ψ − 1
8
R˜ψ − 1
12
ψ5K2 +
1
8
ψ−7A˜ijA˜ij = −2πGψ−3ρ˜, (2.55)
with A˜ij given by (2.53). Equation (2.55) is identical to Eq. (2.29) since in both
formulations Aij = ψ−10A˜ij, however, the definitions of A˜ij differ.
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Starting from the physical initial data (gij , K
ij), we have now rewritten the
constraints (2.5) and (2.6) as elliptic equations (2.54) and (2.55). In order to
construct a valid initial data set (gij, K
ij), one performs this program backward:
A. Choose the free data (
g˜ij , K, A˜
ij
TT , σ˜
)
(2.56)
and matter terms if applicable.
B. Solve Eqs. (2.54) and (2.55) for V i and ψ.
C. Assemble the physical solution by Eqs. (2.7), (2.11), and (2.52):
gij = ψ
4g˜ij, (2.57)
Kij = ψ−10
(
A˜ijTT + σ˜
−1(L˜V )ij
)
+
1
3
gijK. (2.58)
The next subsection contains a few brief remarks, whereas later subsections
comment on specific issues in more detail.
2.3.1 Remarks on the extrinsic curvature decomposition
Invariance to conformal transformations of the free data
Similar to section 2.2.2, one can show that the physical initial data (gij , K
ij) is
invariant to a conformal transformation of the free data. For Ψ > 0, the relevant
transformations are [cf. Eq. (2.36)]:
g˜′ij = Ψ
−4g˜ij , A˜′
ij
TT = Ψ
10AijTT , K
′ = K, σ˜′ = Ψ−6σ˜, (2.59)
plus the scalings ρ˜′ = Ψ8ρ˜, ˜ ′ i = Ψ10˜ i for matter terms if applicable. The
calculation is straightforward, the key-point being that the scaling of the weight-
function (2.51) synchronizes the conformal scaling of the transverse-traceless and
longitudinal parts of the weighted transverse traceless decomposition.
Gauge degrees of freedom
Because of the invariance to conformal scalings of the free data, g˜ij supplies only
five degrees of freedom, so that the free data Eq. (2.56) contains nine degrees of
freedom. The weight σ (or σ˜) merely parametrizes the transverse traceless decom-
position (2.48). For any choice of σ, the decomposition (2.48) can be performed,
therefore with any choice of σ˜, all initial data sets can be generated for appropriate
choices of the free data.
19
Construction of A˜
ij
TT
To construct a transverse traceless tensor A˜ijTT compatible with the metric g˜ij , one
decomposes a general symmetric tracefree tensor M˜ ij . Write
M˜ ij = A˜ijTT +
1
σ˜
(L˜W )ij. (2.60)
The divergence of this equation,
∇˜jM˜ ij = ∇˜j
[
σ˜−1(L˜W )ij
]
, (2.61)
represents an elliptic equation for W i. Solving this equation, and substituting W i
back into (2.60) yields
A˜ijTT = M˜
ij − 1
σ˜
(L˜W )ij. (2.62)
The formula for A˜ij , Eq. (2.53), now reads
A˜ij = M˜ ij +
1
σ˜
[
L˜(V −W )]ij , (2.63)
which depends only on the difference V i −W i. On the other hand, subtraction of
(2.61) from the momentum constraint (2.54) yields
∇˜j
(
1
σ˜
[
L˜(V −W )]ij)+ ∇˜jM˜ ij − 2
3
ψ6∇˜iK = 8πG˜ i, (2.64)
which is an equation for the difference V i −W i. Thus one can combine the con-
struction of A˜ijTT from M˜
ij with the solution of the momentum constraint. Instead
of solving (2.61) for W i and then (2.54) for V i, one can directly solve (2.64) for
V i −W i.
In the presence of boundaries, solutions of elliptic equations like (2.64) or (2.61)
will depend on boundary conditions. In chapter 6 of this thesis, for example, we
encounter the situation that we know boundary conditions for the combined solve
for V i−W i, but we do not know boundary conditions for the individual solves for
W i and V i (see section 6.5.3).
2.3.2 Identification of σ with the lapse N
The extrinsic curvature formulation of the initial value problem as presented so
far is perfectly adequate for the mathematical task of rewriting the constraints as
20
well-defined equations. However, it is very natural to further identify the weight-
function σ with the lapse function N ,
σ = 2N, σ˜ = 2N˜ . (2.65)
One reason for this identification is that σ and N have the same conformal scaling
behavior, cf. Eqs. (2.20) and (2.51). A second reason is that with this identifi-
cation, the conformal thin sandwich equations become equivalent to the extrinsic
curvature formulation. To see this, note that by virtue of (2.65), Eqs. (2.63) and
(2.64) become
A˜ij = M˜ ij +
1
2N˜
[
L˜(V −W )
]ij
, (2.66)
and
∇˜j
(
1
2N˜
[
L˜(V −W )]ij)+ ∇˜jM˜ ij − 2
3
ψ6∇˜iK = 8πG˜ i. (2.67)
With the identifications
M˜ ij ↔ − 1
2N˜
u˜ij, V i −W i ↔ βi, (2.68)
Eqs. (2.66) and (2.67) are identical to Eqs. (2.27) and (2.28) of the conformal thin
sandwich formalism. The Lagrangian picture agrees completely with the Hamilton-
ian picture. A third reason for (2.65) is given in the immediately following section.
2.3.3 Stationary spacetimes have A
ij
TT = 0
Consider a stationary solution of Einstein’s equations with timelike Killing vector
l. Given a spacelike hypersurface Σ, there is a preferred gauge so that the time-
vector of an evolution coincides with l, namely N = −n · l, β =⊥ l, where n is
the unit normal to Σ, and ⊥ is the projection operator into Σ. With this choice of
lapse and shift, gij and K
ij will be time-independent. Using ∂tgij = 0 in Eq. (2.3)
yields
Kij =
1
2N
(∇iβj +∇jβi) . (2.69)
The tracefree part of this equation is
Aij =
1
2N
(Lβ)ij, (2.70)
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which is a weighted transverse traceless decomposition with AijTT ≡ 0. Thus, with
the appropriate weight factor σ = 2N , the extrinsic curvature has no transverse
traceless piece for any spacelike slice in any spacetime with timelike Killing vector
(A similar argument is applicable in the ergosphere of a Kerr black hole; however,
one must be more careful with the choice of Σ relative to l).
This is a great result! One generally identifies the transverse traceless piece of
the extrinsic curvature with radiative degrees of freedom. For stationary spacetimes
which do not radiate, AijTT should therefore vanish.
A transverse-traceless decomposition of Aij without the weight-factor, how-
ever, will in general lead to a nonzero transverse traceless piece. Thus, such a
decomposition is incompatible with the identification of AijTT with “gravitational
radiation.”
These considerations provide another argument for the introduction of the
weight-function in Eq. (2.48), and the identification of σ with the lapse-function
in Eq. (2.65).
2.3.4 Earlier decompositions of the extrinsic curvature
The scaling σ = ψ6σ˜ in Eq. (2.51) synchronizes the conformal scalings of the
transverse traceless and longitudinal parts of Aij. Consequently, a transverse-
traceless decomposition without the weight-function does not commute with the
conformal transformation giving rise to two inequivalent extrinsic curvature de-
compositions [12, 4, 20]. They differ in whether one performs first the transverse
traceless decomposition or the conformal scalings. Both these variants are inequiv-
alent to the Lagrangian viewpoint, the conformal thin sandwich formalism.
Nonetheless these earlier decompositions, especially the “Conformal transverse
traceless decomposition” [4], have been used very successfully in a wide variety of
contexts. Indeed, since part of this thesis was done before the modern decomposi-
tions were developed, we use them as well in chapters 4 to 6.
2.4 Black hole initial data
So far we were concerned with describing mathematically well-defined procedures
for constructing initial data (gij, K
ij). Both the conformal thin sandwich equations
and the the extrinsic curvature decomposition can generate every possible initial
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data set, and in chapter 3 of this thesis we will present a numerical code to solve
these equations.
Having these mathematical and numerical tools, we now face the physical ques-
tion how to choose the free data such that the final physical initial data sets have
certain properties. Moreover, the presence of black holes often leads to excised
regions from the computational domain, which require boundary conditions. For
elliptic equations, boundary conditions influence the solution everywhere, so one
must choose them with great care.
Both questions –how to choose the free data and how to choose boundary
conditions at the excised regions5– are difficult, because we do not know exactly
how these choices influence the physical solution, neither do we know what the
physical solution “should” be for certain astrophysically relevant situations, for
example an inspiraling binary black hole.
The approach taken in this thesis is to compute initial data sets with both
formalisms and with several different choices of free data. Then we look for con-
sistency among these initial data sets. Particularly helpful are sequences of initial
data sets. For example, we compute initial data representing binary black holes in
quasi-circular orbits as a function of the separation between the black holes. Anal-
ysis of such a sequence, and verification that certain properties along the sequence
seem physically “reasonable,” can increase of decrease the confidence one has in
the relevance of the particular approach used to construct the sequences.
In the rest of this section, we briefly review the choices made in each of the
subsequent chapters to put them into context. From now on, we focus exclusively
on vacuum spacetimes with vanishing matter terms, ρ = ji = Sij = 0, containing
one or two black holes.
The project presented in chapter 4 was begun before the modern constraint
decompositions were discovered. Therefore it uses one of the older methods, the
“Conformal transverse traceless decomposition” [4, 20]. It is a special case of
the extrinsic curvature decomposition outlined in section 2.3 which is obtained
by setting σ˜ ≡ 1. It further assumes the simplest possible free data: conformal
flatness, g˜ij = flat, maximal slicing,K=0, and A˜
ij
TT =0. The momentum constraint
(2.54) decouples from the Hamiltonian constraint (2.55), and simplifies to
∇˜j(L˜V )ij = 0, (2.71)
5Boundary conditions at infinity are easily derived from asymptotic flatness.
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where in Cartesian coordinates, the derivatives are simple partial derivatives.
Bowen and York [21, 22] found analytic solutions, V iBY , to (2.71) describing one or
multiple black holes carrying linear and angular momenta.
The initial value problem is thus reduced to solving the Hamiltonian constraint
(2.55), which becomes
∆ψ +
1
8
ψ−7(L˜VBY )ij(L˜VBY )ij = 0, (2.72)
a quasi-linear flat space Laplace equation.
The boundary conditions at the black holes are derived by requiring inversion
symmetry with respect to the throat of each black hole. This leads to a two-sheeted
topology, where each black hole connects “our” universe through an Einstein-
Rosen bridge to the same “mirror” universe [9]. To satisfy inversion symmetry,
A˜ijBY = (L˜VBY )
ij must be modified by an ingenious imaging process [23]6. This
method is described in detail by Cook [26, 27, 28]. Cook also developed an elliptic
solver for this problem [28], which I use in chapter 4.
Chapter 5 is a variation on chapter 4, exploring quasi-circular orbits for unequal
mass black holes (as opposed to spinning black holes). It uses the inversion sym-
metric Bowen-York data to construct sequences of quasi-circular orbits extending
toward the test-mass limit. This limit is known analytically, so one can compare
directly the computations against the correct results.
The “Bowen-York initial data” is relatively easy to construct (one flat space
Laplace equation instead of four or five coupled equations; moreover, the puncture
method [24] does not even require internal boundaries). However, it makes very
special assumptions about the free data, g˜ij = flat, K = 0, A˜
ij
TT = 0, σ˜ = 1.
Only a small subset of all initial data sets can be reached with these restrictive
assumptions. As it is not clear that realistic binary black hole data belongs into
this class, one needs to go beyond this approach.
In chapter 6, we compare different constraint decompositions, namely the two
previous variants of the extrinsic curvature decomposition, as well as the conformal
thin sandwich equations with free data (2.30) (specification of N˜ , not K˙). We also
6The puncture method [24] makes the same assumptions on the free data, but
uses a three-sheeted topology instead, with each black hole connecting to “its own”
universe (cf. [10]). This approach does not require excised regions in the compu-
tational domain. A very recent paper [25] indicates that the puncture method
cannot be easily extended to the conformal thin sandwich equations.
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explore different choices for some of the free data by choosing g˜ij and K (and N˜
for conformal thin sandwich) based on superposed Kerr-Schild data.
Chapter 7 employs the conformal thin sandwich formalism with specification of
K˙, i.e. we solve the five coupled partial differential equations (2.28), (2.29), (2.35).
We also explore different boundary conditions at the horizons of the black holes.
Chapter 8, finally, explores spacetimes without black holes, or with just one.
We use the conformal thin sandwich equations with K˙-equation to construct initial
data for a spacetime with superposed gravitational radiation. In this chapter, we
solve the conformal thin sandwich equations on very general, nonflat conformal
manifolds g˜ij.
Chapter 3
A multidomain spectral method for
solving elliptic equations∗
3.1 Introduction
Elliptic partial differential equations (PDE) are a basic and important aspect of
almost all areas of natural science. Numerical solutions of PDEs in three or more
dimensions pose a formidable problem, requiring a significant amount of memory
and CPU time. Off-the-shelf solvers are available; however, it can be difficult to
adapt such a solver to a particular problem at hand, especially when the compu-
tational domain of the PDE is nontrivial, or when one deals with a set of coupled
PDEs.
There are three basic approaches to solving PDEs: Finite differences, finite
elements and spectral methods. Finite differences are easiest to code. However,
they converge only algebraically and therefore need a large number of grid points
and have correspondingly large memory requirements. Finite elements and spec-
tral methods both expand the solution in basis functions. Finite elements use
many subdomains and expand to low order in each subdomain, whereas spectral
methods use comparatively few subdomains with high expansion orders. Finite
elements are particularly well suited to irregular geometries appearing in many en-
gineering applications. For sufficiently regular domains, however, spectral methods
are generally faster and/or more accurate.
Multidomain spectral methods date back at least to the work of Orszag[29].
In a multidomain spectral method, one has to match the solution across different
subdomains. Often this is accomplished by a combination of solves on individual
subdomains together with a global scheme to find the function values at the in-
ternal subdomain boundaries. Examples of such global schemes are relaxational
iteration[30], an influence matrix[31, 32], or the spectral projection decomposition
method[33]. For simple PDEs like the Helmholtz equation, fast solvers for the sub-
domain solves are available. For more complicated PDEs, or for coupled PDEs,
the subdomain solves will typically use an iterative solver. One drawback of these
∗H. P. Pfeiffer, L. E. Kidder, M. A. Scheel and S. A. Teukolsky, Comput. Phys.
Commun. 152, 253 (2003).
25
26
schemes is that information from the iterative subdomain solves is not used in the
global matching procedure until the subdomain solves have completely converged.
The question arises whether efficiency can be improved by avoiding this delay in
communication with the matching procedure.
In this paper we present a spectral method for coupled nonlinear PDEs based
on pseudospectral collocation with domain decomposition. This method does not
split subdomain solves and matching into two distinct elements. Instead it com-
bines satisfying the PDE on each subdomain, matching between subdomains, and
satisfying the boundary conditions into one set of equations. This system of equa-
tions is then solved with an iterative solver, typically GMRES[34]. At each itera-
tion, this solver thus has up-to-date information about residuals on the individual
subdomains and about matching and thus can make optimal use of all information.
The individual subdomains implemented are rectangular blocks and spheri-
cal shells. Whereas either rectangular blocks (see e.g. [35, 36, 37]) or spherical
shells[38] have been employed before, we are not aware of work using both. The
code supports an arbitrary number of blocks and shells that can touch each other
and/or overlap.
Moreover, the operator S at the core of the method (see section 3.3.3) turns out
to be modular, i.e. the code fragments used to evaluate the PDE, the boundary
conditions, and the matching conditions are independent of each other. Thus the
structure of the resulting code allows for great flexibility, which is further enhanced
by a novel point of view of the mappings that are used to map collocation coor-
dinates to the physical coordinates. This flexibility is highlighted in the following
aspects:
• The user code for the particular PDE at hand is completely independent
from the code dealing with the spectral method and domain decomposition.
For a new PDE, the user has to supply only the code that computes the
residual and its linearization.
• Mappings are employed to control how collocation points and thus resolution
are distributed within each subdomain. New mappings can be easily added
which are then available for all PDEs that have been coded.
• The solver uses standard software packages for the Newton-Raphson step,
the iterative linear solvers, and the preconditioning. Thus one can experi-
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ment with many different linear solvers and different preconditioners to find
an efficient combination. The code will also automatically benefit from im-
provements to these software packages.
• The code is dimension independent (up to three dimensions).
• Many properties of a particular solve can be chosen at runtime, for example
the domain decomposition, the mappings used in each subdomain, as well as
the choice of the iterative solver. The user can also choose among differential
operators and boundary conditions previously coded at runtime.
In the next section we recall some basics of the pseudo-spectral collocation
method. In section 3.3 we describe our approach of combining matching with
solving of the PDE. For ease of exposition, we interweave the new method with
more practical issues like mappings and code modularity. The central piece of
our method, the operator S, is introduced in section 3.3.3 for a one-dimensional
problem and then extended to higher dimensions and spherical shells. In section
3.4 we solve three example problems. Many practical issues like preconditioning
and parallelization are discussed in this section, and we also include a detailed
comparison to a finite difference code.
3.2 Spectral Methods
Spectral methods have been widely used for many years, and several good books
are available (e.g.[39, 40, 32]). Therefore we present here only the most important
ideas relevant to our problem. We deal with a second order nonlinear elliptic
partial differential equation or system of equations,
(Nu)(x) = 0, x ∈ D, (3.1)
in some domain D ⊂ Rd with boundary conditions
g(u)(x) = 0, x ∈ ∂D. (3.2)
The function u can be a single variable giving rise to a single PDE, or it can
be vector-valued giving rise to a coupled set of PDEs. Throughout this paper
we assume that the problem has a unique solution. We also absorb a possible
right-hand side into the elliptic operator N .
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The fundamental idea of spectral methods is to approximate functions, like the
solution to the PDE (3.1), as a truncated series in some basis functions Φk(x):
u(x) ≈ u(N)(x) ≡
N∑
k=0
u˜kΦk(x). (3.3)
The coefficients u˜k are called the spectral coefficients. The choice of basis functions
depends on the boundary conditions; for periodic problems, a Fourier series or
an expansion in spherical harmonics are suitable, for nonperiodic problems, eigen-
functions of singular Sturm-Liouville operators are used. With the appropriate Φk,
the series (3.3) converges exponentially in N , provided u(x) is smooth.
Derivatives of u(N) are computed via
du(N)(x)
dx
=
N∑
k=0
u˜k
dΦk(x)
dx
, (3.4)
and similarly for higher derivatives. As dΦk/dx are known analytically, Eq. (3.4)
can be used to evaluate derivatives exactly (i.e. to numerical roundoff) at any point
x1. No special treatment of boundary points is necessary. Thus (N⊓(N ))(§) can be
evaluated exactly at any x, too. The resulting function (N⊓(N ))(§), however, can
in general not be represented exactly as a truncated series (3.3). Nonlinearities in
N will introduce higher frequency modes, and expressing (Nu(N))(x) by the series
(3.3) will fold these modes back into the retained N + 1 modes. This is called
aliasing; the errors are exponentially small, however, with sufficient resolution.
In order to compute the spectral coefficients u˜k we use pseudo-spectral colloca-
tion where one requires
(Nu(N))(xi) = 0, i = 0, . . . , N. (3.5)
The points xi are called collocation points, and are chosen as the abscissas of the
Gaussian quadrature associated with the basis set Φk. Eq. (3.5) is essentially
equivalent to approximating the residual (Nu(N))(x) as a truncated series (3.3),
and requiring that this approximation vanishes.
Although we concentrate on elliptic problems, we note that spectral methods
are also widely used for hyperbolic and parabolic PDEs. The spectral coefficients
1In practice, derivatives, Eq. (3.4), are computed via a truncated series in Φk.
In this case, derivatives will be exact only if dΦk/dx can be represented by a
truncated series (3.3).
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become functions of time, u˜k(t), and one rewrites the hyperbolic or parabolic PDE
as a system of ordinary differential equations for u˜k(t), which can be solved by
various time stepping methods (e.g. Runge-Kutta). For details, see e.g. [39, 40,
32].
3.2.1 Chebyshev polynomials
Chebyshev polynomials are widely used as basis functions for spectral methods.
They satisfy the convenient analytical properties of “classical” orthogonal polyno-
mials. Their defining differential equation is a singular Sturm-Liouville problem,
and so Chebyshev expansions converge exponentially for smooth functions u inde-
pendent of the boundary conditions satisfied by u [39, 32].
Chebyshev polynomials are defined by
Tk(X) = cos(k arccosX), X ∈ [−1, 1]. (3.6)
They are defined on the interval X ∈ [−1, 1] only; usually one needs to map
the collocation coordinate X ∈ [−1, 1] to the physical coordinate of the problem,
x ∈ [a, b]. We use the convention that the variable X varies over the interval
[−1, 1], whereas x is defined over arbitrary intervals. We will describe our approach
to mappings below in the implementation section.
For an expansion up to order N (i.e. having a total of N + 1 basis functions)
the associated collocation points are
Xi = cos
(
iπ
N
)
, i = 0, . . . , N. (3.7)
Define the real space values
ui ≡ u(N)(Xi) =
N∑
k=0
u˜kTk(Xi). (3.8)
Using the discrete orthogonality relation
δjk =
2
Nc¯k
N∑
i=0
1
c¯i
Tj(Xi)Tk(Xi) (3.9)
with
c¯i =
{
2 k = 0 or k = N
1 k = 1, . . . , N − 1,
(3.10)
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we can invert (3.8) and find
u˜j =
2
Nc¯j
N∑
i=0
ui
c¯i
Tj(Xi). (3.11)
Both matrix multiplications (3.8) and (3.11) can be performed with a fast
cosine transform in O(N lnN) operations, another reason for the popularity of
Chebyshev basis functions.
There are the same number of real space values ui and spectral coefficients u˜k,
and there is a one-to-one mapping between {ui} and {u˜k}. Hence one can represent
the function u(N) by either {ui} or {u˜k}.
The spectral coefficients of the derivative,
du(N)
dX
(X) =
N∑
k=0
u˜′kTk(X), (3.12)
are given by the recurrence relation
u˜′i = u˜
′
i+2 + 2(i+ 1)u˜i+1, i = 1, . . . , N − 1,
u˜′0 =
1
2
u˜′2 + u˜1,
(3.13)
with u˜N+1 = u˜N = 0. The coefficients of the second derivative,
d2u(N)
dX2
(X) =
N−1∑
k=0
u˜′′kTk(X), (3.14)
are obtained by a similar recurrence relation, or by applying (3.13) twice.
3.2.2 Basis functions in higher dimensions
In higher dimensions one can choose tensor grids of lower dimensional basis func-
tions. For example, a d-dimensional cube [−1, 1]d can be described by Chebyshev
polynomials along each coordinate axis. For a three-dimensional sphere or spher-
ical shell, tensor products of spherical harmonics for the angles and a Chebyshev
series for the radial coordinate[38] are used. It is also possible to expand the
angular piece in a double Fourier-series[41].
3.2.3 Domain Decomposition
If the computational domain D has a different topology than the basis functions,
then an expansion in the basis functions cannot cover D completely. Moreover, the
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particular problem at hand might require different resolution in different regions of
the computational domain which will render a single overall expansion inefficient.
One circumvents these problems with domain decomposition. The computa-
tional domain D is covered by ND subdomains
D =
ND⋃
µ=1
Dµ, (3.15)
each having its own set of basis functions and expansion coefficients:
u(µ)(x) =
Nµ∑
k=0
u˜
(µ)
k Φ
(µ)
k (x), x ∈ Dµ, µ = 1, . . .ND. (3.16)
Here u(µ) denotes the approximation in the µ-th domain, and we have dropped the
additional label N denoting the expansion order of u(µ). The individual subdo-
mains Dµ can touch each other or overlap each other. To ensure that the functions
u(µ) —each defined on a single subdomain Dµ only— actually fit together and
form a smooth solution of the PDE (3.1) on the full domain D, they have to
satisfy matching conditions. In the limit of infinite resolution, we must have that
• for touching subdomains Dµ and Dν the function and its normal derivative
must be smooth on the surface where the subdomains touch:
u(µ)(x) = u(ν)(x)
∂u(µ)
∂n
(x) = −∂u
(ν)
∂n
(x)
x ∈ ∂Dµ ∩ ∂Dν (3.17)
(The minus sign in the second equation of (3.17) occurs because we use the
outward-pointing normal in each subdomain.)
• for overlapping subdomains Dµ and Dν the functions u(µ) and u(ν) must be
identical in Dµ∩Dν . By uniqueness of the solution of the PDE, it suffices to
require that the functions are identical on the boundary of the overlapping
domain:
u(µ)(x) = u(ν)(x), x ∈ ∂ (Dµ ∩ Dν) . (3.18)
For finite resolution, Eqs. (3.17) and (3.18) will in general not hold for all x, but
only at a discrete set of points. Between these points, these equations will be
violated by an exponentially small amount. We will see in the next section how
these conditions are actually implemented in the code.
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3.3 Implementation
In this section we describe our specific approaches to several aspects of multi-
dimensional pseudo-spectral collocation with domain decomposition.
3.3.1 One-dimensional Mappings
Chebyshev polynomials are defined for X ∈ [−1, 1]. Differential equations in gen-
eral will be defined on a different interval x ∈ [a, b]. In order to use Chebyshev
polynomials, one introduces a mapping
X : [a, b]→ [−1, 1], x→ X = X(x) (3.19)
that maps the physical coordinate x onto the collocation coordinate X.
One could explicitly substitute this mapping into the PDE under consideration.
Derivatives would be multiplied by a Jacobian, and we would obtain the PDE on
the interval [−1, 1]. For example, the differential equation in the variable x
∂2u
∂x2
+ u = 0, x ∈ [a, b], (3.20)
becomes the following differential equation in the variable X:
X ′2
∂2u
∂X2
+X ′′
∂u
∂X
+ u = 0, X ∈ [−1, 1], (3.21)
where X ′ = ∂X/∂x and X ′′ = ∂2X/∂x2. Now one could expand u(X) in Cheby-
shev polynomials, compute derivatives ∂/∂X via the recurrence relation (3.13) and
code Eq. (3.21) in terms of ∂u/∂X. This approach is common in the literature
[32, 42]. However, it has several disadvantages: As one can already see from this
simple example, the equations become longer and one has to code and debug more
terms. Second, and more important, it is inflexible, since for each different map one
has to derive and code a mapped equation (3.21). A priori one might not know the
appropriate map for a differential equation, and in order to try several maps, one
has to code the mapped equation several times. Also, for domain decomposition,
a different map is needed for each subdomain.
We propose a different approach. We still expand in terms of Chebyshev poly-
nomials on X ∈ [−1, 1] and obtain the physical solution via a mapping X(x),
u(x) =
N∑
k=0
u˜kTk(X(x)), (3.22)
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and we still compute ∂u(X)/∂X and ∂2u(X)/∂X2 via the recurrence relation
(3.13). However, now we do not substitute ∂u(X)/∂X and ∂2u(X)/∂X2 into the
mapped differential equation, Eq. (3.21). Instead we compute first numerically
∂u(x)
∂x
= X ′
∂u(X)
∂X
(3.23)
∂2u(x)
∂x2
= X ′2
∂2u(X)
∂X2
+X ′′
∂u(X)
∂X
(3.24)
and substitute these values into the original physical differential equation (3.20).
The collocation points are thus mapped to the physical coordinates
xi = X
−1(Xi). (3.25)
This approach separates the code into three distinct parts:
1. Code dealing with the basis functions: transforms between collocation space
X and spectral space, evaluation of derivatives ∂/∂X via recurrence relations.
This code depends only on the collocation coordinates X ∈ [−1, 1] (and on
the angular coordinates θ, φ for spherical shells).
2. Mappings that map between collocation coordinate X and physical coordi-
nates x.
3. The “user code” implementing the physical PDE [in our example Eq. (3.20)]
that deals only with the physical coordinate x.
These three elements are independent of each other:
• A user who wants to code another differential equation has only to write the
code that evaluates the differential operator N in the physical space with
physical derivatives. Then immediately all previously coded mappings are
available for this new differential equation, as well as all basis functions.
• In order to introduce a new mapping, one has to code only four functions,
namely X(x), its inverse x(X), as well as the derivatives X ′(x) and X ′′(x).
This new map can then be used for any differential equation already coded
or to be coded later.
• In order to switch to a different set of basis functions, one has only to code
the transforms and the recurrence relations for the derivatives.
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In practice we use three different mappings
linear: X(x) = Ax+B
log: X(x) = A log(Bx+ C)
inverse: X(x) =
A
x
+B
(3.26)
In each case the constants A,B are chosen such that [a, b] is mapped to [−1, 1]. The
log mapping has one additional parameter which is used to fine-tune the relative
density of collocation points at both ends of the interval [a, b]. We show the effects
of different mappings in our first example in section 3.4.1.
3.3.2 Basis functions and Mappings in higher Dimensions
Rectangular Blocks
In order to expand in a d-dimensional rectangular block,
D = [a1, b1]× [a2, b2]× . . .× [ad, bd], (3.27)
we use a tensor product of Chebyshev polynomials with a 1-d mapping along each
coordinate axis:
u(x1, . . . , xd) =
N1∑
k1=0
N2∑
k2=0
· · ·
Nd∑
kd=0
u˜k1···kdTk1
(
X(1)(x1)
) · · ·Tkd(X(d)(xd)) . (3.28)
We use d mappings
X(l) : [al, bl]→ [−1, 1], l = 1, . . . d, (3.29)
and the collocation points in physical space are the mapped collocation points
along each dimension,
xi1···id =
(
x
(1)
i1
, . . . , x
(d)
id
)
, (3.30)
where the coordinate along the l-th dimension x
(l)
il
is given by Eq. (3.25) using X(l).
Note that such a d-dimensional rectangle has as many spectral coefficients
u˜k1···kd as grid point values ui1...id = u(xi1 , . . . , xid). Therefore we can equivalently
solve for the spectral coefficients or the real space values. We will solve for the real
space values ui1...id.
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Spherical Shell
In a spherical shell with inner and outer radii 0 < R1 < R2 we use a mapping for
the radial coordinate. A function u(r, θ, φ) is thus expanded as
u(r, θ, φ) =
Nr∑
k=0
L∑
l=0
l∑
m=−l
u˜klmTk(X(r))Ylm(θ, φ), (3.31)
where real-valued spherical harmonics are used:
Ylm(θ, φ) ≡
{
Pml (cos θ) cos(mφ), m ≥ 0
P
|m|
l (cos θ) sin(|m|φ), m < 0
(3.32)
Pml (cos θ) are the associated Legendre polynomials. Associating the sin-terms
with negative m is not standard, but eliminates the need to refer to two sets of
spectral coefficients, one each for the cos-terms and the sin-terms. The radial
mapping X : [R1, R2]→ [−1, 1] can be any of the choices in Eq. (3.26). The radial
collocation points ri, i = 0, . . . , Nr are given by Eq. (3.25).
For the angle φ, Eq. (3.32) leads to a Fourier series with equally spaced az-
imuthal collocation points
φi =
2πi
Nφ
, i = 0, 1, . . . , Nφ − 1. (3.33)
There is a total of Nθ = L+1 angular collocation points θi, which are the abscissas
of Gauss-Legendre integration. All θi are in the interior of the interval [0, π], hence
no collocation point will be placed on the z-axis of the polar coordinate system.
In order to resolve the full Fourier series in φ up to m = L, one needs Nφ ≥
2L+ 1, since for Nφ = 2L, the term sin(Lφ) vanishes at all collocation points φi.
We use Nφ = 2(L+1) since FFTs are more efficient with an even number of points.
The expansion (3.31) has a total of (Nr + 1)(L + 1)
2 spectral coefficients but
a total of (Nr + 1)NθNφ = 2(Nr + 1)(L + 1)
2 collocation points. This means
a spherical shell has more collocation points than spectral coefficients and the
expansion (3.31) approximates the grid point values in a least-square sense only[43].
Performing a spectral transform and its inverse will thus project the grid point
values into a subspace with dimension equal to the number of spectral coefficients.
The implications of this fact for our code are discussed below in section 3.3.6.
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Representation of vectors, tensors and derivatives
In both kinds of subdomains, rectangular blocks and spherical shells, we expand the
Cartesian components of vectors and tensors, and we compute Cartesian deriva-
tives, ∂/∂x, ∂/∂y, ∂/∂z. These quantities are smooth everywhere, and thus can
be expanded in scalar spherical harmonics. By contrast, the spherical components
of a vector field in a spherical shell are discontinuous at the poles and cannnot
be expanded in scalar spherical harmonics. One would have to use e.g. vector
spherical harmonics[43, 44].
For a spherical shell we provide an additional wrapper around the basis func-
tions and the radial mapping that transforms polar derivatives ∂/∂r, ∂/∂θ, ∂/∂φ
to Cartesian derivatives2. This involves multiplications by sines and cosines of the
angles θ, φ which can be performed grid point by grid point in real space. Alterna-
tively, it can be done spectrally by expressing, e.g. sin θ in spherical harmonics, and
then using addition theorems to reduce products of spherical harmonics to simple
sums. Carrying out the transformation spectrally is slightly better in practice.
Representing vectors and derivatives in Cartesian coordinates in both kinds of
subdomains increases flexibility, too. We can use the same code to evaluate the
residual in both kinds of subdomains.
We remark that for given order l exact representation of derivatives of Ylm in
Cartesian coordinates requires spherical harmonics up to order l+1. For example,
the function f(x) = |x| has only a Y00 component. However, the z-component
of its gradient is cos θ which is proportional to Y10. Thus the derivatives of the
highest retained l-modes cannot be represented accurately. This is not important,
however, as the amplitude of these modes decreases exponentially with resolution.
3.3.3 The operator S
We now introduce the operator S, the centerpiece of our method. It combines
the solution of the PDE, the boundary conditions and matching between different
subdomains.
We introduce S first with a simple case, a one-dimensional differential equation
with a Dirichlet boundary condition at one end and a von Neumann boundary
condition at the other end:
2The polar singularity at θ = 0, π is not a problem, as no collocation points are
located there.
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Figure 3.1: Illustration of matching with three subdomains in one dimension.
Subdomains 1 and 2 touch each other, and subdomains 2 and 3
overlap. x
(µ)
i denotes the coordinate of the i-th collocation point
of the µ-th subdomain, and u
(µ)
i denotes the function values at
the grid points.
(Nu)(x) = 0, a < x < b, (3.34)
u(a) = A, (3.35)
∂u
∂x
(b) = B. (3.36)
To explain our procedure for matching, we assume three domains as depicted in
Figure 3.1. Nµ denotes the highest retained expansion order in domain µ; here
Nµ = 3 for all domains. Domains 2 and 3 overlap. Domains 1 and 2 touch so
that the collocation points x
(1)
3 and x
(2)
0 represent the same physical point. The
function value, however, is represented twice, once assigned to domain 1, u
(1)
3 ,
and once belonging to domain 2: u
(2)
0 . Using just the grid point values within
one subdomain, we can expand the function in that subdomain and can evaluate
derivatives. We can also interpolate the function to arbitrary positions x. Thus,
given values {u(µ)i , i = 0, . . . , Nµ}, we can compute u(µ)(x) for x ∈ [x(µ)0 , x(µ)Nµ ].
In order to determine the unknowns u
(µ)
i , we need one equation per unknown.
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We will first write down these equations and then explain where they come from.(Nu(µ))(x(µ)i ) = 0, i = 1, . . . , Nµ − 1, µ = 1, . . . , ND (3.37a)
u
(1)
0 − A = 0 (3.37b)
∂u(3)
∂x
(
x
(3)
3
)− B = 0 (3.37c)
u
(1)
3 − u(2)0 = 0 (3.37d)
∂u(1)
∂n
(
x
(1)
3
)
+
∂u(2)
∂n
(
x
(1)
3
)
= 0 (3.37e)
u
(2)
3 − u(3)
(
x
(2)
3
)
= 0 (3.37f)
u
(3)
0 − u(2)
(
x
(3)
0
)
= 0 (3.37g)
Eq. (3.37a) represents the actual pseudo-spectral equation (3.5). It is en-
forced only for collocation points that are not on the boundary of a subdomain.
Eqs. (3.37b) and (3.37c) encode the boundary conditions. Eqs. (3.37d) and (3.37e)
describe the value and derivative matching at touching subdomain boundaries.
These equations follow from Eq. (3.17). Eqs. (3.37f) and (3.37g) perform match-
ing between overlapping subdomains as given by Eq. (3.18).
We will view the left-hand side of Eqs. (3.37) as a non-linear operator S.
This operator acts on the set of grid point values for all subdomains
{
u
(µ)
i
}
(µ = 1, 2, 3, i = 0, . . . , Nµ in the example) and returns a residual that incorpo-
rates the actual pseudo-spectral condition Eq. (3.5), the boundary conditions, and
the matching conditions between different subdomains. If we denote the vector of
all grid point values by u, then the discretized version of the partial differential
equation becomes
Su = 0. (3.38)
The solution of Eq. (3.38) clearly is the solution of the partial differential equation
we want to obtain. By virtue of Eq. (3.38) we thus have condensed the PDE, the
boundary conditions and matching into one set of nonlinear equations.
We comment on some implementation issues:
• The action of the operator S can be computed very easily: Given grid point
values u, every subdomain is transformed to spectral space and derivatives
are computed. Using the derivatives we can compute Eqs. (3.37a), (3.37e)
and any boundary conditions that involve derivatives like Eq. (3.37c). The
interpolations necessary in Eqs. (3.37f) and (3.37g) are done by summing up
the spectral series.
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• Su can be computed in parallel: Everything except the matching conditions
depends only on the set of grid point values within one subdomain. Therefore
the natural parallelization is to distribute subdomains to different processors.
• The code fragments implementing the nonlinear operator N , the boundary
conditions and the matching conditions are independent of each other. In
order to change boundary conditions, one has only to modify the code imple-
menting Eqs. (3.37b) and (3.37c). In particular, the code for the matching-
equations (3.37d)-(3.37g) can be used for any differential operator N and for
any boundary condition.
We have now introduced the operator S in one dimension. Next we address
how to solve Eq. (3.38), and then we generalize S to higher dimensions. We present
our method in this order because the generalization to higher dimensions depends
on some details of the solution process.
3.3.4 Solving Su = 0
In this section we describe how we solve the system of nonlinear equations (3.38).
Our procedure is completely standard and requires three ingredients: A Newton-
Raphson iteration to reduce the nonlinear equations to a linear solve at each iter-
ation, an iterative linear solver, and the preconditioner for the linear solver. For
these three steps we employ the software package PETSc[45]. We now comment
on each of these three stages.
Newton-Raphson with line searches
PETSc[45] implements a Newton-Raphson method with line searches, similar to
the method described in [46]. Given a current guess uold of the solution, a Newton-
Raphson step proceeds as follows: Compute the residual
r ≡ Suold (3.39)
and linearize S around the current guess uold of the solution:
J ≡ ∂S
∂u
(uold). (3.40)
The Jacobian J is a NDF × NDF -dimensional matrix, NDF being the number of
degrees of freedom. Next compute a correction δu by solving the linear system
J δu = −r. (3.41)
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Finally a line-search is performed in the direction of δu. Parametrize the new
solution by
unew = uold + λ δu (3.42)
and determine the parameter λ > 0 such that the residual of the new solution,
||S(unew)||, (3.43)
has sufficiently decreased. Of course, close enough to the true solution, the full
Newton-Raphson step λ = 1 will lead to quadratic convergence. PETSc offers
different algorithms to perform this line-search. The default method which employs
cubic backtracking worked very well in all our tests. The line search ensures that
in each iteration the residual does indeed decrease, which is not guaranteed in
Newton-Raphson without line searches.
Linear Solve
In each Newton-Raphson iteration one has to solve Eq. (3.41), a linear system of
NDF equations. For large systems of linear equations, iterative linear solvers[34]
are most efficient. Such iterative solvers require solely the ability to compute the
matrix-vector product J v for a given vector v. Since spectral derivatives and
spectral interpolation lead to full (i.e. non-sparse) matrices it is impractical to set
up the matrix J explicitly. One can compute these matrix-vector products instead
with the linearized variant of the code that computes the operator S, i.e. equa-
tions (3.37a)-(3.37g) and their multidimensional generalizations. Thus our method
requires the linearizations of the operator N [Eq. (3.37a)] and of the boundary
conditions [Eqs. (3.37b) and (3.37c)]. The matching equations (3.37d)-(3.37g) are
linear anyway, so one can reuse code from S for these equations. The lineariza-
tions are merely Frechet derivatives[32] of the respective operators evaluated at
the collocation points, and therefore the Newton-Raphson iteration applied to the
discretized equations is equivalent to the Newton-Kantorovitch iteration applied
to the PDE.
PETSc includes several different linear iterative solvers (GMRES, TFQR, ...)
that can be employed for the linear solve inside the Newton-Raphson iteration.
The choice of linear solver and of options for the linear solver and for the Newton-
Raphson iteration are made at runtime. This allows one to experiment with dif-
ferent linear solvers and with a variety of options to find an efficient combination.
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Note that the matching conditions (3.17) and (3.18) lead to a nonsymmetric ma-
trix J . Therefore only iterative methods that allow for nonsymmetric matrices
can be used.
Preconditioning
In practice one will find that the Jacobian J is ill-conditioned and thus the iterative
method employed to solve Eq. (3.41) will need an increasing number of iterations
as the number of collocation points is increased. The spectral condition number κ
of a matrix is the ratio of largest to smallest eigenvalue of this matrix,
κ =
λmax
λmin
. (3.44)
For second order differential equations discretized with Chebyshev polynomials,
one finds κ ∝ N4, N being the number of grid points per dimension. Solving a lin-
ear system to given accuracy will require[47, 34] O(κ) iterations of the Richardson
method, and O(√κ) iterations of modern iterative methods like conjugate gradi-
ents or GMRES. Although modern methods are better than Richardson iteration,
it is still vital to keep κ close to 1.
This is achieved with preconditioning. Instead of solving Eq. (3.41) directly,
one solves
BJ δu = −Br, (3.45)
with the preconditioning matrix B. Now the iterative solver deals with the matrix
BJ . If B is a good approximation to J −1, then BJ will be close to the identity
matrix, the condition number will be close to unity, and the linear solver will
converge quickly.
Hence the problem reduces to finding a matrix B that approximates J −1 suf-
ficiently well and that can be computed efficiently. There exist many different
approaches, most notably finite difference preconditioning[29] and finite element
preconditioning[48]; we will follow a two-stage process proposed by Orszag[29].
First, initialize a matrix AFD with a finite difference approximation of the Jaco-
bian J . Second, approximately invert AFD to construct B,
B ≈ A−1FD. (3.46)
In one spatial dimension AFD is tridiagonal and direct inversion B ≡ A−1FD is feasi-
ble. In two or more dimensions, direct inversion of AFD is too expensive; for prob-
lems in one two-dimensional subdomain, hardcoded incomplete LU-factorizations
42
have been developed[40]. In our case we have to deal with the additional complex-
ity that the Jacobian and therefore AFD contains matching conditions. Since we
choose the domain decomposition at runtime, nothing is known about the partic-
ular structure of the subdomains.
We proceed as follows: We initialize AFD with the finite difference approxima-
tion of J . It is sufficient to include those terms of the Jacobian in AFD that cause
the condition number to increase with the expansion order. These are the second
spatial derivatives and the first derivatives from matching conditions and bound-
ary conditions, Eqs. (3.37e) and (3.37c). Including the value matching conditions
(3.37d), (3.37f), (3.37g) in AFD improves the ability of the preconditioner to rep-
resent modes extending over several subdomains and thus decreases the number of
iterations, too. In the first example in section 3.4.1 we demonstrate that precondi-
tioning is indeed necessary, and that one should precondition not only the second
order derivatives, but also the matching conditions. Some details about the finite
difference approximations are given in appendix 3.7.
Having set up AFD we then use the software package PETSc[45] for the approx-
imate inversion of Eq. (3.46). PETSc provides many general purpose precondition-
ers that perform the step (3.46) either explicitly or implicitly, most notably ILU
and the overlapping Schwarz method. With PETSc we can explore these to find
the most efficient one. We will describe our particular choices for preconditioning
below for each example.
3.3.5 S in higher dimensions
Generalizing S to multiple dimensions is conceptually straightforward, since Eqs. (3.37)
generalize nicely to higher dimensions. In order to simplify the matching between
touching subdomains, we require that on a surface shared by touching subdomains,
the collocation points are identical. If, for example, two three-dimensional rectan-
gular blocks touch along the x-axis, then both blocks must have identical lower and
upper bounds of the blocks along the y and z axis and both blocks must use the
same mappings and the same number of collocation points along the y- and z-axis.
For concentric spherical shells, this restriction implies that all concentric shells
must have the same number of collocation points in the angular directions. With
this restriction, matching between touching subdomains remains a point-by-point
operation.
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For overlapping domains, no restriction is needed. If a boundary point of one
subdomain happens to be within another subdomain, then an equation analogous
to (3.37f) is enforced using spectral interpolation.
The actual implementation of the operator S involves bookkeeping to keep track
of which subdomains overlap or touch, or of what equation to enforce at which grid
point. When running in parallel, matching conditions have to be communicated
across processors.
3.3.6 Extension of S to Spherical Shells
Spherical shells have the additional complexity of having more collocation points
than spectral coefficients, Ncol > Nspec, at least in our formulation. Transform-
ing to spectral space and back to real space projects the real-space values into a
Nspec-dimensional subspace. Since spectral transforms are used for derivatives and
interpolation, a sphere has effectively only Nspec degrees of freedom. If we naively
try to impose Ncol equations, one at each collocation point, and if we try to solve
for real space values at each collocation point, we find that the linear solver does
not converge. This happens because more equations are imposed than degrees of
freedom are available. Thus we cannot solve for the real space values uijk in a
spherical shell.
The next choice would be to solve for the spectral coefficients u˜klm as defined in
Eq. (3.31) This is also problematic as it prohibits finite-difference preconditioning.
One finds guidance on how to proceed by considering the prototypical elliptic
operator, the Laplacian. Application of ∇2 to an expansion in spherical harmonics
yields
∇2
∑
l,m
alm(r)Ylm =
∑
l,m
[
− l(l+1)alm(r)
r2
+
1
r2
∂
∂r
(
r2
∂alm(r)
∂r
)]
Ylm. (3.47)
We see that the different (lm)-pairs are uncoupled. The angular derivatives will
therefore be diagonal in spectral space (with diagonal elements −l(l+1)/r2). How-
ever, one has to precondition the radial derivatives in order to keep the spectral
conditioning number low and must therefore keep real-space information about the
radial direction. We therefore solve for the coefficients uˆilm of an expansion defined
by
u(ri, θ, φ) =
L∑
l=0
l∑
m=−l
uˆilmYlm(θ, φ). (3.48)
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This mixed real/spectral expansion hasNspec coefficients uˆilm and retains real space
information about the radial coordinate necessary for finite difference precondition-
ing. In order to precondition the flat space Laplacian in a spherical shell, AFD
is initialized with the diagonal matrix diag(−l(l + 1)/r2i ) for the angular piece of
∇2 and with finite differences for the radial derivatives. More general differential
operators are discussed in the last example, section 3.4.3, and in appendix 3.8.
In order to evaluate Su for a spherical shell, we proceed as follows. u contains
the coefficients uˆilm. Transform these coefficients to real space values. This involves
only an angular transform. Compute boundary conditions, matching conditions,
and the residual of the nonlinear elliptic operator N at each collocation point as
in rectangular blocks. At this stage we have Ncol collocation point values, all of
which should vanish for the desired solution. We transform these values back into
the coefficients of Eq. (3.48) and return these coefficients as the residual of the
operator S.
3.3.7 Implementation Details
Our code is written in C++ and utilizes various software packages extensively.
PETSc[45] is used for linear and nonlinear solves as well as for preconditioning.
The software package KeLP [49] is used to implement domain decomposition. It
provides functionality to iterate over boundary points of a specific subdomain as
well as routines for handling the interprocessor communication needed for match-
ing between subdomains. Spherepack[50] provides routines to handle spherical
harmonics such as computation of collocation points and spectral transforms. For
Fourier transforms we employ DFFTPACK[51].
The object oriented programming language C++ supports the modularity of
our code very well. The different elements, e.g. mappings, are represented by
polymorphic classes. In total, the code is about 50000 lines long. It shares its
infrastructure, i.e. domain decomposition, spectral transforms, mappings, IO, etc.,
with a separate spectral evolution code that we have written. The code is currently
not well documented. However, anyone interested in using it should contact us.
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Figure 3.2: Domain decomposition for Laplace equation in a square. The left
plot illustrates linear mappings in all subdomains and the right
plot shows log-linear-log mappings along each axis.
3.4 Examples
3.4.1 ∇2u = 0 in 2-D
As a first test, we solve the Laplace equation in two dimensions with Dirichlet
boundary conditions:
∇2u(x, y) = 0 (x, y) ∈ D (3.49)
u(x, y) = ln(x2 + y2) (x, y) ∈ ∂D (3.50)
The computational domain D is a square with side 2L centered on the origin with
a smaller square with side 2 excised:
D = {(x, y)| − L ≤ x, y ≤ L} − {(x, y)| − 1 < x, y < 1} (3.51)
This domain is decomposed into 8 touching rectangles as shown in figure 3.2.
This figure also illustrates the difference between linear mappings and logarithmic
mappings. The right plot of figure 3.2 shows that logarithmic mappings move
grid points closer to the excised rectangle. For clarity, both plots neglect the fact
that the Chebyshev collocation points given in Eq. (3.7) are clustered toward the
boundaries.
We solve Eqs. (3.49) and (3.50) for three cases:
• L = 5 with linear mappings
• L = 100 with linear mappings
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Figure 3.3: Convergence of solution of Laplace equation in a square (rms
errors). Stars denote L = 5 with linear mappings, squares L =
100 with linear mappings, and circles L = 100 with log mappings.
• L = 100 with logarithmic mappings.
Equation (3.49) is linear, therefore only one Newton-Raphson iteration with one
linear solve is necessary. The numerical solution is compared to the analytic so-
lution u(x, y) = ln(x2 + y2). The errors are shown in figure 3.3. In the small
computational domain extending only to x, y = ±5, the accuracy of the solution
quickly reaches numerical roundoff. In the larger domain extending to L = 100
the achievable resolution with the same number of collocation points is of course
lower. With linear mappings we achieve an absolute accuracy of 10−4 with a total
of ∼ 10000 collocation points. This is already better than finite difference codes.
However this accuracy can be increased with better adapted mappings. Since the
solution ln(x2 + y2) changes much faster close to the origin than far away, one ex-
pects better convergence if more collocation points are placed close to the origin.
This can be achieved with logarithmic mappings. Figure 3.3 shows that logarith-
mic mappings roughly double the convergence rate. At the highest resolution the
difference is over four orders of magnitude.
Figure 3.4 compares the number of iterations Nits in the linear solver for dif-
ferent choices of the finite difference preconditioning matrix AFD [section 3.3.4].
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Figure 3.4: Number of iterations in the linear solver for various kinds of pre-
conditioning as a function of the number of collocation points
N per dimension per subdomain. “ILU(2) ∇2” denotes ILU(2)
preconditioning of only the Laplace operator, whereas in “ILU(2)
full” the derivative matching conditions are preconditioned also.
“= A−1FD” and “≈ A−1FD” denote exact and approximate inver-
sion of the preconditioning matrix based on Laplace operator
and matching conditions.
Without any preconditioning, AFD = 1, Nits increases very quickly with the num-
ber of collocation points. If only second derivative terms are included in AFD
then Nits grows more slowly. Inclusion of both second derivatives and matching
conditions (3.37d) and (3.37e) improves the convergence further (see curve labeled
“ILU(2) full”). In this case ILU(2) preconditioning completely controls the largest
eigenvalue of the preconditioned operator BJ [cf. Eq. (3.45)], λmax . 2.6; how-
ever, the smallest eigenvalue λmin approaches zero as N is increased. Hence, the
condition number and thus the required number of iteration still increases with
resolution. It is typical that ILU has difficulties controlling the long wavelength
modes, and the problem is aggravated because the subdomains are only weakly
coupled. Figure 3.4 also contains results for exact and approximate inversion of
AFD. These methods control λmin, too, and lead to an iteration count independent
of resolution. Direct inversion is computationally expensive and is only feasible for
small problems like this one. Approximate inversion of AFD, our preferred method
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for more complex geometries in 3 dimensions, will be explained in detail in the next
example.
3.4.2 Quasilinear Laplace equation with two excised spheres
This solver was developed primarily for elliptic problems in numerical relativity.
Accordingly we now solve an equation that has been of considerable interest in
that field over the last few years (see e.g. [52, 20] and references therein). Readers
not familiar with relativity can simply view this problem as another test example
for our new solver3. We solve
∇2ψ + 1
8
A2ψ−7 = 0 (3.52)
for the function ψ = ψ(x, y, z). A2 = A2(x, y, z) is a known, positive function, and
the computational domain is R3 with two excised spheres,
D = R3 − S1 − S2. (3.53)
The radii r1/2 and centers of the spheres are given. The function ψ must satisfy
a Dirichlet boundary condition at infinity, and Robin boundary conditions at the
surface of each excised sphere:
ψ → 1 as r →∞ (3.54)
∂ψ
∂r
+
ψ
2ri
= 0 ~r ∈ ∂Si, i = 1, 2 (3.55)
∂/∂r in Eq. (3.55) denotes the radial derivative in a coordinate system centered
at the center of sphere i.
Figure 3.5 sketches the domain decomposition used for the computational do-
main D. We surround each excised sphere with a spherical shell. These two
spherical shells are matched together with 5× 3× 3 rectangular blocks, where the
two blocks that contain the excised spheres S1,2 are removed. Finally, we surround
this structure with a third spherical shell extending to very large outer radius.
This gives a total of 46 subdomains, namely 3 shells and 43 rectangular blocks.
3The solution of this problem describes two black holes. The surfaces of the
spheres S1,2 correspond to the horizons of the black holes, the function A
2 encodes
information about spins and velocities of the black holes, and the solution ψ mea-
sures the deviation from a flat spacetime. Far away from the black holes one has
ψ ≈ 1 with an almost Minkowski space, close to the holes we will find ψ ∼ 2 with
considerable curvature of spacetime
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Figure 3.5: Cut through the domain decomposition for the computational
domain Eq. (3.53).
In the inner spheres we use a log mapping for the radial coordinate. In the
rectangular blocks, a combination of linear and logarithmic mappings is used sim-
ilar to the 2D example in figure 3.2. In the outer sphere an inverse mapping is
used which is well adapted to the fall-off behavior ψ ∼ 1 + a r−1 + · · · for large
radii r. The outer radius of the outer spherical shell is chosen to be 109 or 1010
and a Dirichlet boundary condition ψ = 1 is used to approximate Eq. (3.54). For
this particular problem, we could also place the outer boundary at infinity without
impact on convergence or runtime. We did not do this, because more specialized
analysis tools described in [53] currently require a finite outer radius4.
We now present two solutions with different sizes and locations of the excised
spheres. In sections 3.4.2 to 3.4.2, we then discuss several topics including precon-
ditioning and parallelization.
Equal sized spheres
First we choose two equal sized spheres with radii r1 = r2 = 1. The separation
between the centers of the spheres is chosen to be 10, the outer radius of the outer
4One can also approximate (3.54) by a Robin boundary condition at smaller
outer radius. This leads to slower convergence, probably because the precondi-
tioning necessary for a Robin boundary condition is less effective in the stretched
outer sphere.
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Figure 3.6: Convergence of solution of Eqs. (3.52)-(3.55) with radii of excised
spheres r1 = r2 = 1 at separation 10. NDF , Linf , L2, M and ∆M
are defined in the text immediately before and after Eq. (3.56).
sphere is 109.
We solve equation (3.52) at several resolutions. The highest resolution uses
293 collocation points in each rectangular block, 29 × 21 × 42 collocation points
(radial, θ and φ directions) in the inner spherical shells and 29×16×32 in the outer
spherical shell. We use the difference in the solutions at neighboring resolutions
as a measure of the error. We denote the pointwise maximum of this difference by
Linf and the root-mean-square of the grid point values by L2. We also compute at
each resolution the quantity
M = − 1
2π
∫
∞
∂ψ
∂r
d2S (3.56)
which is the total mass of the binary black hole system. M will be needed in the
comparison to a finite difference code below. The difference ∆M between M at
neighboring resolutions is again a measure of the error of the solution.
Figure 3.6 shows the convergence of the solution ψ with increasing resolution.
Since the rectangular blocks and the spheres have different numbers of collocation
points, the cube root of the total number of degrees of freedom, N
1/3
DF is used to label
the x-axis. The exponential convergence is apparent. Because of the exponential
convergence, and because Linf, L2 and ∆M utilize differences to the next lower
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resolution, the errors given in figure 3.6 are essentially the errors of the next lower
resolution. Note that at the highest resolutions the approximation of the outer
boundary condition (3.54) by a Dirichlet boundary condition at finite outer radius
109 becomes apparent: If we move the outer boundary to 1010, M changes by
2 · 10−9 which is of order 1/109 as expected.
On the coarsest resolution ψ = 1 is used as the initial guess. Newton-Raphson
then needs six iterations to converge. On the finer resolutions we use the result of
the previous level as the initial guess. These initial guesses are so good that one
Newton-Raphson iteration is sufficient on each resolution.
Nonequal spheres — Different length scales
With the multidomain spectral method it is possible to distribute resolution dif-
ferently in each subdomain. This allows for geometries with vastly different length
scales. As an example, we again solve equations (3.52)-(3.55). The radii of the
spheres are now r1 = 1 and r2 = 0.05, and the separation of the centers of the
spheres is 100. The separation of the holes is thus 2000 times the radius of the
smaller sphere. A finite difference code based on a Cartesian grid for this geometry
would have to use adaptive mesh refinement.
With the spectral solver, we still use the domain decomposition depicted in
figure 3.5, but now the inner radii of the two inner spherical shells are different.
The outer boundary of the outer sphere is at 1010. The number of collocation
points in each subdomain is almost identical to the case with equal sized spheres
of figure 3.6, except we add 8 additional radial collocation points to the shell around
the small excised sphere. As before we solve on different resolutions and compute
the norms of the differences of the solution between different resolutions, as well
as of the total mass M . The results are shown in figure 3.7. The exponential
convergence shows that the solver can handle the different length scales involved
in this problem.
Preconditioning
The finite difference approximation AFD is initialized with the second derivative
terms, the matching conditions in touching domains [cf. Eqs. (3.37d) and (3.37e)],
and with a FD approximation of the Robin boundary condition Eq. (3.55). Run-
ning on a single processor, we could again define the preconditioner B via an ILU
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Figure 3.7: Convergence of solution of Eqs. (3.52)-(3.55) for excised spheres
of radii r1 = 1, r2 = 0.05 at separation 100. Symbols as in Figure
3.6.
decomposition of AFD. However, when running on multiple processors, an ILU
decomposition requires a prohibitive amount of communication, and block ASM
preconditioning[54] with one block per processor becomes favorable. After consid-
erable experimentation, we settled on an implicit definition of B via its action on
vectors. Bv is defined to be the approximate solution w of
AFDw = v. (3.57)
Equation (3.57) is solved using a second, inner iterative solver, usually GM-
RES preconditioned with ILU (on a single processor) or a block ASM method (on
multiple processors). The inner solver is restricted to a fixed number of iterations.
Applying a fixed number of iterations of an iterative solver is not a linear opera-
tion, hence B represents no longer a matrix, but a nonlinear operator. In the outer
linear solve we therefore use FGMRES[55], a variant of GMRES that does not
require that the preconditioner B is linear. With this preconditioning the outer
linear solver needs about 20 iterations to reduce the residual of the linear solve by
10−5.
More inner iterations reduce the number of iterations in the outer linear solve,
but increase the computations per outer iteration. We found the optimal number
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of inner iterations to be between 15-20. In all the computations given in this paper
we use 20 inner iterations, except for the 2-D example in Figure 3.4 where 10 inner
iterations sufficed.
Multigrid
We also experimented with multigrid algorithms[40, 46] to improve the runtime.
The potential for multigrid is fairly small, since the number of collocation points
is so low. In this particular problem, an accuracy of better than 10−6 can be
achieved with 173 grid points per domain, which limits multigrid to at most two
coarse levels.
In addition it is not trivial to construct a restriction operator. The obvious
and canonical choice for a restriction operator is to transform to spectral space,
discard the upper half of the spectral coefficients, and transform back to real
space on a coarser grid. This does not work here because the operator S uses the
boundary points of each subdomain to convey information about matching between
subdomains and about boundary conditions. Since these boundary points are
filled using different equations than the interior points, the residual will typically
be discontinuous between boundary points of a subdomain and interior points.
Information about discontinuities is mainly stored in the high frequency part of
a spectral expansion and discarding these will thus result in a loss of information
about matching between grids. However, the coarse grid correction of a multigrid
algorithm is supposed to handle long wavelength modes of the solution. In our
case these extend over several subdomains and thus information about matching is
essential. Hence the simple approach of discarding the upper half of the frequencies
discards the most vital parts of the information required by the coarse grid solver.
Thus one seems to be compelled to use a real space restriction operator. We
examined straight injection[46] which performed fairly well. The execution speed
was comparable to the preconditioning with an inner linear solve as described in
section 3.4.2. Since we did not achieve a significant code speed-up, there was no
reason to keep the increased complexity of the multigrid algorithm.
Comparison to a Finite Difference Code
The computational domain Eq. (3.53) is challenging for standard finite difference
codes based on a regular Cartesian grids for two reasons:
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Figure 3.8: Comparison of runtime vs. achieved accuracy for the new spec-
tral solver and the Cade´z code. Plotted is the achieved accuracy
of the total mass M vs. runtime needed to solve Eqs. (3.52)-
(3.55) for both codes.
1. The boundaries of the excised spheres do not coincide with coordinate bound-
aries, so complicated interpolation/extrapolation is needed to satisfy the
boundary condition (3.55) (This problem led to a reformulation of the un-
derlying physical problem without excised spheres[24]).
2. Resolving both the rapid changes close to the excised spheres and the fall-off
behavior toward infinity requires a large number of grid points.
In [52] three different methods were developed to solve the boundary value
problem (3.52)-(3.55). The best one turned out to be a finite difference code
based on a specially adapted coordinate system, the so-called Cade´z coordinates.
This code is an FAS-multigrid algorithm developed specifically for the differential
equation (3.52). Care was taken that the truncation error is strictly even in grid-
spacing h, thus allowing one to take two or three solutions at different resolutions
and Richardson extrapolate to h → 0. The Cade´z code is thus specially built
for this equation in this geometry and it is unlikely that it can be significantly
improved upon by any finite difference method.
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On the other hand, our spectral solver is general purpose. The domain decom-
position is not restricted to R3 with two excised spheres and we do not employ any
specific optimizations for this particular problem.
We compare these two codes for the configuration with equal sized spheres.
Figure 3.8 shows a plot of runtime vs. achieved accuracy for both codes. These
runs were performed on a single RS6000 processor; the highest resolution runs
needed about 1GB of memory. The solid line labeled FD represents the results of
the finite difference code without Richardson extrapolation. This line converges
quadratically in grid spacing. The two stars represent Richardson extrapolated
values. The superiority of the spectral code is obvious. In accuracy, the spectral
method outperforms even the finite difference code with Richardson extrapolation
by orders of magnitude. Only very few finite difference codes allow for Richardson
extrapolation, hence one should also compare the finite difference code without
Richardson extrapolation to the spectral code: Then the lowest resolution of the
spectral code is as accurate as the highest resolution of the finite difference code
and faster by a factor of 20. Note also that the Cade´z code cannot handle excised
spheres of very different sizes or spheres that are widely separated. In particular,
it cannot be used for the configuration in section 3.4.2, which is readily solved by
our method.
Parallelization
Most computations during a solve are local to each subdomain; the operator S
and the Jacobian J need communicate only matching information across subdo-
mains. The inner linear solve is a completely standard parallel linear solve with
an explicitly known matrix AFD. The software package PETSc has all the nec-
essary capabilities to solve this system of equations efficiently in parallel. Hence
parallelization by distributing different subdomains to different processors is fairly
straightforward.
However, different elements of the overall solve scale with different powers of
the number of collocation points per dimension. If we denote the number of collo-
cation points per dimension by N , the following scalings hold in three dimensions
(the most interesting case): A spectral transform in a rectangular domain re-
quires O(N3 logN) operations; the transform in a sphere —where no useful fast
transform for the Legendre polynomials is available— requires O(N4) operations;
interpolation to one point is O(N3), so interpolation to all O(N2) boundary points
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Table 3.1: Runtime and scaling efficiency. Three processors host one shell
and n1 blocks each, the remaining processors host n2 blocks each.
The last four columns refer to the Platinum cluster.
SP2 2 procs/node 1 proc/node
Nprocs n1 n2 t[sec] eff. t[sec] eff. t[sec] eff.
1 2344 1654 1654
4 10 13 786 0.75 764 0.54 643 0.64
8 4-5 6 384 0.76 381 0.54 304 0.68
18 0 3 198 0.46 156 0.59
26 0 2 140 0.45 111 0.57
46 0 1 87 0.41 73 0.49
scales like O(N5). Thus the optimal assignment of subdomains to processors is
a function of N . Moreover, assignment of subdomains to processors is a discrete
process — it is not possible to move an arbitrary fraction of computations from
one processor to the another. One always has to move a whole subdomain with all
the computations associated with it. This makes efficient load balancing difficult.
At high resolution, the O(N5) interpolation consumes most of the runtime.
Note that the outer spherical shell interpolates to 78 block surfaces, whereas the
inner shells each interpolate to 6 block surfaces. These interpolations are paral-
lelized by first distributing the data within each sphere to all processors. Then
each processor interpolates a fraction of the points and the results are gathered
again.
We present scaling results in table 3.1. These results were obtained on the SP2
of the physics department of Wake Forest University, and on NCSA’s Platinum
cluster, whose nodes have two Intel Pentium processors each. The listed times
are cumulative times for solving at five different resolutions, each solve using the
next lower solution as initial guess. Not included in these times is the set up in
which the code determines which subdomain is responsible for interpolating which
“overlapping” boundary point. Also not included is input/output.
On the SP2 we achieve a scaling efficiency of 75%, whereas the Intel cluster
has a lower scaling efficiency between around 54% (8 processors), and 41% (46
processors). Given all the limitations mentioned above these numbers are very
encouraging.
Changing from serial to parallel execution degrades performance in two ways:
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First, the ILU preconditioner used within the approximate inner linear solve is
replaced by an overlapping block ASM preconditioner. Since this preconditioner is
less efficient than ILU, the approximate inner linear solve is less accurate after its
fixed number of iterations. Therefore the outer linear solve needs more iterations
to converge to the required accuracy of 10−5. The single processor code needs
19 outer linear iterations, whereas the parallel codes need 23 or 24. Thus the
maximally achievable scaling efficiency is limited to 19/23 ≈ 0.83. The scaling
efficiency on the SP2 is close to this limit.
The second reason for low scaling efficiency is that we have not optimized the
MPI calls in any way. The fact that the scaling efficiency on the cluster is much
better if only one processor per node is used, suggests that the MPI calls are a
bottleneck. Using both processors on a node doubles the communication load on
that node which doubles the waiting time for MPI communication. The higher
scaling efficiency on the SP2 which has faster switches also suggests that the runs
on the PC cluster are communication limited.
3.4.3 Coupled PDEs in nonflat geometry with excised
spheres
So far we have been considering only PDEs in a single variable. However, the
definition of the operator S is not restricted to this case. In this section we present
a solution of four coupled nonlinear PDEs. These equations are
∇˜2ψ − 1
8
ψR˜− 1
12
ψ5K2 +
1
8
ψ−7
3∑
i,j=1
A˜ijA˜
ij = 0, (3.58)
∆˜LV
i − 2
3
ψ6∇˜iK +
3∑
j=1
∇˜jM˜ ij = 0, i = 1, 2, 3 (3.59)
These equations are important for the binary black hole problem. The exact
definitions of the various terms can be found in [53]. For this paper, only the
following information is necessary: ∇˜2 is the Laplace operator on a nonflat three-
dimensional manifold, hence Eq. (3.58) is an elliptic equation for ψ. ∆˜L is a
variant of the vector Laplacian, thus Eq. (3.59) is an elliptic equation for the vector
V i, i = 1, 2, 3. The variables A˜ij and A˜
ij are functions of V i, so that Eqs. (3.58)
and (3.59) have to be solved simultaneously. The functions R˜, K and M˜ ij are
given.
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Figure 3.9: Convergence of solution to coupled PDEs (3.58) and (3.59). Def-
initions as in figure 3.6.
The computational domain again has two spheres S1,2 excised,
D = R3 − S1 − S2. (3.60)
The radii of the excised spheres are r1 = r2 = 2 and the separation between the
centers is 10.
We have Dirichlet boundary conditions on all boundaries:
ψ = 1, (3.61)
V i = 0, i = 1, 2, 3. (3.62)
We solve the problem again at several different resolutions. On the coarsest
level two Newton-Raphson iterations are necessary, whereas the finer levels need
only one Newton-Raphson iteration. The linear solver needs 30 iterations to reduce
the residual by 105. Details about constructing AFD for the nonflat differential
operators ∇˜2 and ∆˜L are given in appendix 3.8.
The convergence of the solutions is shown in figure 3.9. We again find smooth
exponential convergence. Recall that the plotted quantities essentially give the
error of the next lower resolution. Hence the next-to-highest resolution run with
a total of 783 ≈ 500000 collocation points has a maximum pointwise error of
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∼ 0.5 · 10−7. The wall clock time for that run is less than 2 hours on four RS 6000
processors.
This problem has also been attacked with a finite difference code[56]. The finite
difference code required a runtime of 200 CPU hours (on 16 nodes of an Origin
2000). The accuracy of the finite difference code seems to be comparable to the
lowest resolution solve of our spectral solver, which took 16 minutes CPU time.
Compared to the finite difference code the spectral code is almost embarrassingly
fast.
3.5 Improvements
The fact that spherical harmonics have fewer spectral coefficients than collocation
points causes a host of complications. We have to solve for mixed real-spectral
coefficients, Eq. (3.48). This complicates the operator S, and severely complicates
real space finite difference preconditioning. A double Fourier series[41] for the
angular variables might be superior to the expansion in spherical harmonics, since
this avoids the necessity for mixed real-spectral coefficients. Moreover one can
then use fast transforms for both φ and θ which might improve runtime in the
spherical shells.
We are working on cylinders as a third possible subdomain type. We also
hope to use more general mappings that are no longer restricted to acting on each
dimension separately.
In terms of pure runtime, one should try to optimize the interpolation to bound-
ary points of overlapping subdomains. This is the part of the code that has the
worst scaling with the number of unknowns. Replacing the explicit summation of
the series by one of the faster methods discussed in [32] should speed up the code
tremendously. As was seen in the discussion of parallelization in section 3.4.2, the
code seems to be communication limited on a PC cluster. One should therefore
also optimize the MPI calls. For example, one could overlap communication with
subdomain internal computations.
Even without all these improvements our code is already very fast. This indi-
cates the potential of our approach.
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3.6 Conclusion
We have presented a new elliptic solver based on pseudo-spectral collocation. The
solver uses domain decomposition with spherical shells and rectangular blocks, and
can handle nonlinear coupled partial differential equations.
Our method combines the differential operator, the boundary conditions and
matching between subdomains in one operator S. The equation Su = 0 is then
solved with Newton-Raphson and an iterative linear solver. We show than one
can employ standard software packages for nonlinear and linear solves and for
preconditioning.
The operator S has the added benefit that it is modular. Therefore adaption
of the method to a new PDE or to new boundary conditions is easy; the user
has only to code the differential operator and/or the new boundary conditions.
We also discuss our treatment of mappings which decouples mappings from the
actual code evaluating the differential operator, and from the code dealing with
basis functions and details of spectral transforms. This modularity again simplifies
extension of the existing code with e.g. new mappings.
We demonstrated the capabilities of the new method with three examples on
non-simply-connected computational domains in two and three dimensions and
with one and four variables. We also demonstrated that the domain decomposi-
tion allows for vastly different length scales in the problem. During the examples
we discussed various practical details like preconditioning and parallelization. Two
of these examples were real applications from numerical relativity. We found the
spectral code at the coarsest resolution to be as accurate as finite difference meth-
ods, but faster by one to two orders of magnitude.
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3.7 Appendix A: Preconditioning of inverse mappings
In a subdomain with inverse mapping that extends out to (almost) infinity, the
outermost grid points are distributed very unevenly in physical space. This causes
finite-difference approximations of derivatives to fail if they are based on the phys-
ical coordinate positions. Therefore we difference in the collocation coordinate X
and apply the mapping via Eq. (3.24). At the collocation grid point Xi with grid
spacing h− = Xi −Xi−1 and h+ = Xi+1 −Xi we thus use(
∂u
∂X
)
i
=− h+ui−1
h−(h− + h+)
+
(h+ − h−)ui
h+h−
+
h−ui+1
h+(h− + h+)
, (3.63)(
∂2u
∂X2
)
i
=
2ui−1
h−(h− + h+)
− 2ui
h−h+
+
2ui+1
h+(h− + h+)
, (3.64)(
∂2u
∂x2
)
i
= X ′2i
(
∂2u
∂X2
)
i
+X ′′i
(
∂u
∂X
)
i
. (3.65)
If one substitutes Eqs. (3.63) and (3.64) into (3.65), then the coefficients of ui−1, ui
and ui+1 are the values that have to be entered into the FD-approximation matrix
AFD.
Even with this trick, preconditioning of the radial derivatives in an extremely
stretched outer sphere is not yet sufficiently good. The preconditioned Jacobian
BJ still contains eigenvalues of size ∼ 40. The eigenmodes are associated with
the highest radial mode in the outer sphere. We found that we can suppress these
eigenvalues by damping this highest radial mode by a factor of 10 after the PETSc
preconditioning is applied.
3.8 Appendix B: Preconditioning the nonflat Laplacian
In a nonflat manifold, the Laplace operator of Eq. (3.58) contains second and first
derivatives of ψ,
∇˜2ψ =
3∑
i,j=1
gij
∂2ψ
∂xi∂xj
+
3∑
i=1
f i
∂ψ
∂xi
. (3.66)
The coefficients gij and f i are known functions of position. Since our particular
manifold is almost flat, we have gii ≈ 1, and gij ≈ 0 for i 6= j. We base our
preconditioning only on the diagonal part of (3.66),
3∑
i=1
gii
∂2
∂xi2
. (3.67)
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In rectangular blocks, Eq. (3.67) can be preconditioned without additional fill-
in in AFD. Inclusion of the mixed second derivatives from Eq. (3.66) in AFD leads
to a large fill-in of AFD. The increase in computation time due to the larger fill-in
outweighs the improvement of convergence of the iterative solver in our problems.
For the spherical shells, matters are complicated by the fact that we use mixed
real-space/spectral space coefficients [recall Eq. (3.48)]. It is easy to precondition
the angular piece of the flat space Laplacian, since our basis functions Ylm are the
eigenfunctions of this operator. Derivative operators with angle-dependent coef-
ficients lead to convolutions in spectral space and lead thus to a large fill-in in
the preconditioning matrix. Therefore we can only precondition radial derivatives
with coefficients that are independent of the angles θ, φ. We thus need to approx-
imate Eq. (3.67) by a flat space angular Laplacian and constant coefficient radial
derivatives. We proceed as follows.
In spherical coordinates Eq. (3.67) takes the form
3∑
i=1
gii
∂2
∂xi2
=Gθθ
∂2
∂θ2
+Gφφ
∂2
∂φ2
+Grr
∂2
∂r2
+Gθφ
∂2
∂θ∂φ
+Gθr
∂2
∂θ∂r
+Gφr
∂2
∂φ∂r
+ F θ
∂
∂θ
+ F φ
∂
∂φ
+ F r
∂
∂r
.
(3.68)
The various functions G and F are related to gii by standard Cartesian-to-polar
coordinate transformations. These transformations are singular for θ = 0 and
θ = π; however, no grid points are located on this axis. Moreover, only Gθθ, Grr
and F r will be used, and these three quantities are continuous at the pole. We
compute Gθθ, Grr and F r at each grid point. For each radial grid point ri, we
average over angles to obtain G¯θθi , G¯
rr
i and F¯
r
i . Now precondition as if G¯
θθ
i were
part of an angular piece of the flat space Laplacian, i.e. enter −l(l + 1)G¯θθi /r2i
as the diagonal element belonging to the unknown uˆilm. Further, precondition
G¯rri ∂
2/∂r2 + F¯ ri ∂/∂r with finite differences as described in appendix 3.7. Ignore
all other terms in Eq. (3.68).
The operator ∆˜L in Eq. (3.59) is defined by
∆˜LV
i ≡ ∇˜2V i + 1
3
3∑
k=1
∇˜i∇˜kV k +
3∑
k=1
R˜ikV
k, (3.69)
∇˜ and R˜ij being the covariant derivative operator and Ricci tensor associated with
the metric of the manifold. ∆˜LV
i contains thus the nonflat Laplace operator acting
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on each component V i separately, plus terms coupling the different components
which involve second derivatives, too. We precondition only the Laplace operator
∇˜2V i for each component V i separately as described above and ignore the coupling
terms between different components.
Chapter 4
Quasi-circular orbits for spinning binary
black holes∗
4.1 Introduction
The inspiral and coalescence of binary black hole systems is a prime target for
upcoming gravitational wave detectors such as LIGO. Such systems will be cir-
cularized by the emission of gravitational waves, and will evolve through a quasi-
equilibrium sequence of circular orbits. At the innermost stable circular orbit
(ISCO) we expect a transition to a dynamically plunging orbit. It is anticipated
that this transition will impart a characteristic signature on the gravitational wave-
form. It is therefore important to know the orbital frequency at the ISCO, since
the corresponding gravitational wave frequency is predominantly just twice this
frequency.
Predicting the waveform in detail from the transition at the ISCO to the fi-
nal merger requires the full machinery of numerical relativity. These calculations
require appropriate initial data. Out of the large space of solutions of the initial-
value equations of general relativity, we need an algorithm to select solutions cor-
responding to black holes in quasi-circular orbits. The effective potential method
[28] allows one to construct such solutions, and to determine the properties of the
ISCO.
The effective potential is based on the fact that minimizing the energy of a
system yields an equilibrium solution. This follows from the Hamiltonian equations
of motion: If the Hamiltonian H is minimized with respect to a coordinate q and
a momentum p, then q˙ = ∂H/∂p = 0 and p˙ = −∂H/∂q = 0. The energy of
two objects in orbit about each other can be lowered by placing the objects at
rest at their center of mass. Therefore minimizing the energy with respect to all
coordinates and momenta will not yield a circular orbit. To find circular orbits
in Newtonian gravity, one can minimize the energy while holding the angular
momentum constant. This procedure works as well for a test-mass orbiting a
Schwarzschild black hole, where one minimizes the ADM energy. This can be seen
∗H. P. Pfeiffer, S. A. Teukolsky, and G. B. Cook, Phys. Rev. D 62, 104018
(2000).
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as follows. For geodesic motion, one finds [57]
1
2
r˙2 +
1
2
(
1− 2M
r
)(
L˜2
r2
+ 1
)
=
1
2
E˜2. (4.1)
Here M is the mass of the black hole, E˜ is the energy per unit rest mass of the
test-particle as seen from infinity and L˜ its orbital angular momentum per unit
rest mass. Denote the rest-mass of the test-particle by M ′. Then the ADM energy
is simply EADM = M + E˜M
′, and minimizing EADM is equivalent to minimizing E˜.
Hence minimizing the left hand side of (4.1) with respect to r yields the radius
of circular orbits as a function of angular momentum. Minimization of (4.1) with
respect to r˙ yields r˙ = 0, which is necessary for a circular orbit. From the mini-
mum one finds the energy of the test-particle as a function of angular momentum.
Obviously, one needs to keep M and M ′ constant during the minimization, so the
prescription to compute circular orbits becomes: Minimize EADM while keeping the
angular momentum and the rest masses constant.
These ideas have been formalized as variational principles for finding equilibria
for rotating and binary stars in Newtonian gravity. There is also a similar vari-
ational principle for rotating stars in general relativity [58]. Binary systems in
general relativity are not strictly in equilibrium because they emit gravitational
waves. However, for orbits outside the innermost stable circular orbit, the gravi-
tational radiation reaction time scale is much longer than the orbital period. It is
therefore a good approximation to treat the binary as an equilibrium system.
In this paper we apply this minimization principle to rotating binary black hole
systems. Let the masses of the holes be M1 and M2, the spins be S1 and S2, and
the total angular momentum of the system be J. We exploit the invariance under
rescaling of the mass by using dimensionless quantities M1/M2, S1/M
2
1 , S2/M
2
2 ,
and J/µm, where m = M1 +M2 denotes the total mass and µ = M1M2/m the
reduced mass. Then we adopt the following straightforward prescription to locate
quasi-circular orbits: Minimize the scaled ADM energy EADM/m with respect to
the separation of the holes, while keeping M1/M2, S1/M
2
1 , S2/M
2
2 , and J/µm
constant.
It is somewhat involved to carry out this simple prescription. The computation
of the ADM energy becomes more difficult than for the Schwarzschild example
above. More importantly, however, no rigorous definitions exist for the mass or
spin of an individual black hole in a spacetime containing two black holes. We
66
will address these issues in Sec. 4.2. Ultimately, we must use numerical methods
to generate and search among the solutions. Our numerical approach involves
rootfinding, which is also described in Sec. 4.2.
In Sec. 4.3 we present the results of the effective potential method. For the
interpretation of these results, we need to search for common apparent horizons
in our binary black hole data sets. These results are included in Sec. 4.3, too. We
discuss our results and conclusions in Secs. 4.4 and 4.5. The appendix contains
details of the apparent horizon searches.
4.2 Implementation
In order to minimize the ADM energy while keeping M1/M2, J/µm, S1/M
2
1 and
S2/M
2
2 constant, we need a method to compute the ADM energy as a function of
angular momentum, masses and spins of the holes and separation. As a first step
we construct initial data (γij , Kij) on a hypersurface as described in [27, 52, 28].
Our particular approach assumes conformal flatness of the 3-metric γij , maximal
embedding of the hypersurface, as well as inversion symmetry conditions on the
3-metric γij and on the extrinsic curvature Kij. The effective potential method is
independent of these assumptions and works with all methods that compute initial
data. For example, in [59], the effective potential method was used without as-
suming inversion symmetry. In particular, the assumptions of maximal embedding
and conformal flatness are not essential but merely convenient—maximal embed-
ding decouples the Hamiltonian and momentum constraints within the initial-data
formalism we use, and conformal flatness allows for an analytic solution of the
momentum constraints. One disadvantage of conformal flatness is that Kerr black
holes do not admit conformally flat 3-metrics, at least for the simple time slicings
we are aware of. In [60] it was shown that the Kerr metric is not conformally flat
at second order in the spin parameter S/M2. Indeed, in Sec. 4.3.1 we identify this
deviation in our results.
Because we assume that the initial hypersurface is maximal, the momentum
and Hamiltonian constraints decouple. We follow the Bowen and York [22] pre-
scription to solve the momentum constraint analytically. Then we need only solve
one three-dimensional quasi-linear elliptic differential equation, the Hamiltonian
constraint. It is solved on a so-called Cˇadezˇ grid using a multigrid algorithm[52].
The constructed data sets depend on several input parameters, namely the radii
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and the positions of the throats of the holes in the flat background space, ai and
Ci, i = 1, 2, respectively, and their linear momenta and spins, Pi and Si, i = 1, 2,
respectively. We note that in this initial-data prescription, Pi and Si represent the
physical linear and angular momentum of the black hole if it is isolated. We work
in the zero momentum frame, where P2 = −P1, and choose Pi perpendicular to
C2 −C1 in order to realize a circular orbit. Then the magnitude P ≡ P1 = P2 is
sufficient to describe the linear momenta. Choosing a1 as the fundamental length
scale, we are left with the following dimensionless input parameters: the ratio of the
throat radii α = a1/a2, the dimensionless background separation β = |C1−C2|/a1,
and the dimensionless linear momentum and spins, P/a1 and Si/a
2
1, i = 1, 2, re-
spectively.
From the initial data we can rigorously compute the ADM energy EADM, the
total angular momentum J and the proper separation between the apparent hori-
zons of each hole, ℓ. The total angular momentum is evaluated as in Ref. [28]:
J ≡ (C1 −O)×P1 + (C2 −O)×P2 + S1 + S2. (4.2)
Here O represents the point about which the angular momentum is defined; it
drops out immediately because P1 = −P2. When orbiting black holes have spin,
neither the individual spins of the holes nor their orbital angular momentum L are
rigorously defined. We simply take L to be defined by
L ≡ J− S1 − S2, (4.3)
with S1 and S2 defining the individual spins.
Finally, we need to define the masses of the individual holes. As in Ref. [28],
we define the mass of each hole via the Christoudoulou formula:
M2i = M
2
ir,i +
S2i
4M2ir,i
, (4.4)
M2ir,i =
Ai
16π
, (4.5)
where Ai is the area of the event horizon of the i
th hole. Clearly this definition
is only rigorous for a stationary spacetime. Moreover, we cannot locate the event
horizon from the initial data slice alone. Therefore we must resort to using the
apparent horizons areas in equations (4.4) and (4.5) instead. Apparent horizons can
be determined from initial data and in the present case their positions are known
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to coincide with the throats of the holes [27]. For a stationary spacetime, apparent
horizons and event horizons coincide, and in a general, well-behaved spacetime,
the event horizon must coincide with or lie outside of the apparent horizon. In the
latter case we will underestimate the mass of the black hole by using the apparent
horizon area. Some of the results of this work indicate that this happens for very
small separations of the holes.
With the individual masses we can finally define the effective potential as the
non-dimensional binding energy of the system:
Eb
µ
≡ (EADM −M1 −M2)/µ. (4.6)
Since the mass-ratio M1/M2 is kept constant during the minimization, minimizing
Eb/µ is equivalent to minimizing EADM/m.
We construct initial data sets starting from the input parameters α, β, P/a1
and Si/a
2
1, and compute the physical parameters Eb/µ, M1/M2, J/µm and Si/M
2
i .
In order to construct an initial data set with certain physical parameters we have
to choose the input parameters appropriately. This requires nonlinear rootfinding.
Within our effective potential approach, we will search for minima in the bind-
ing energy as a function of the separation of the black holes. Fortunately, it is
not necessary to solve for a specific proper separation ℓ/m. It is sufficient to
keep β constant during rootfinding and thus find a binary black hole configuration
with some separation ℓ/m. Our goal is to solve the following set of equations [cf.
Eqns. (10a-d) of Ref. [28]]:
M1
M2
=
[
M1
M2
]
(4.7a)
S1
M21
=
[
S1
M21
]
(4.7b)
S2
M22
=
[
S2
M22
]
(4.7c)
J
µm
=
[
J
µm
]
. (4.7d)
The bracketed quantities on the right hand sides of (4.7a-4.7c) denote the physical
values to be reached, and the expressions on the left-hand side represent functions
of the background parameters α, P/a1, S1/a
2
1 and S2/a
2
1 as well as the fixed β.
For non-rotating holes, equations (4.7b) and (4.7c) are trivially satisfied by
S1 = S2 = 0. For spinning holes this is no longer the case. Hence, it seems one has
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to solve the complete set of Eqns. (4.7a–4.7d). However, in any initial data scheme
where the physical spins of the black holes are directly parameterized, Eqns. (4.7b)
and (4.7c) can be eliminated. First, we note again that if the physical spins are
directly parameterized, from Eqn. (4.3) we find that we can replace rootfinding in
J/µm by rootfinding in L/µm. Thus Eqn. (4.7d) is replaced by
L
µm
=
[
L
µm
]
. (4.8)
In the zero momentum frame, Eqns. (4.2) and (4.3) simplify to
L
a21
= β
P
a1
. (4.9)
Thus we can rewrite S1 as
S1
a21
=
S1
M21
· M1
M2
· M1M2
L
· β P
a1
. (4.10)
For a solution of Eqns. (4.7a–4.7c,4.8), the first three terms on the right hand side
of (4.10) take the values of the desired physical parameters, so we can replace them
by these parameters throughout the rootfinding. A similar result holds for S2. We
perform only two-dimensional rootfinding, in α and P/a1, and set in each iteration
S1
a21
=
[
S1
M21
] [
M1
M2
] [
L
µm
]−1
β
P
a1
, (4.11a)
S2
a21
=
[
S2
M22
] [
M1
M2
]−1 [
L
µm
]−1
β
P
a1
. (4.11b)
For an important subset of spin configurations, even one-dimensional rootfind-
ing is sufficient as can be seen as follows: Consider equal-sized holes with equal
spin magnitudes on both holes. If both spins are parallel to the orbital angular
momentum, or both spins are antiparallel, there exists a symmetry under exchange
of the two holes. Therefore α must be equal to 1 and we are left with one free
parameter, P/a1. If one spin is parallel to the orbital angular momentum and the
other spin is antiparallel, however, this property is lost. One hole is co-rotating
with the orbital motion and the other hole is counter-rotating. The choice α = 1
would result in holes with slightly different masses. We thus need two-dimensional
rootfinding in α and P/a1 for this case.
Each “function evaluation” for the rootfinding involves the computation of an
initial data set (γij, Kij). High resolution solutions take between 30 minutes and
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several hours of CPU time on one RS6000 processor. For maximum efficiency,
we first perform rootfinding with a Newton-Raphson method[46] on low resolution
data sets. The numerical values for M1/M2 and J/µm differ slightly between low
resolution and high resolution solutions, therefore we solve on low resolution for
adjusted values of [M1/M2] and [J/µm]. With the input parameters found in the
low resolution rootfinding, a high resolution computation is performed to verify
that equations (4.7a) and (4.7d) are indeed satisfied at high resolution, and to
adjust the offset used in the next low resolution rootfinding. If necessary, this
procedure is repeated. On average each complete rootfinding takes fewer than two
high resolution computations.
Following our prescription, we now minimize the binding energy with respect
to separation while keeping M1/M2, L/µm and Si/M
2
i constant. The binding
energy of a sequence of solutions with these quantities held constant represents
a contour of the effective potential. Our code starts at large separation β and
reduces β until a minimum in Eb/µ is bracketed. Then the minimum is located
with Brent’s method [46], yielding a quasi-circular orbit for the prescribed values
of J/µm, M1/M2, and Si/M
2
i . Note that each computation of Eb/µ during the
minimization along an effective potential contour requires rootfinding.
By computing quasi-circular orbits for different J/µm, but fixed M1/M2 and
Si/M
2
i , a sequence of quasi-circular orbits is obtained. A binary black hole that
radiates away energy and angular momentum will follow such a sequence approx-
imately, assuming that the spin on each hole remains constant. We step towards
smaller J/µm, and compute only as many points along each effective potential con-
tour as are required for the minimization. As soon as we do not find a minimum in
the effective potential contours anymore we expect to be beyond the innermost sta-
ble circular orbit. We trace out some complete effective potential contours around
the last value of J/µm to check the behavior of these curves.
Finally, from the binding energy Eb/µ and the angular momentum J/µm along
the sequence, we compute the orbital angular frequency as
Ω =
∂Eb
∂J
∣∣∣∣
sequence
(4.12)
4.3 Results
The parameter space of spinning binary black holes is large – one can vary the
mass ratio of the holes as well as spin directions and magnitudes. Astrophysically
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most interesting are holes that co-rotate with the orbital motion, i.e. with both
spins Si parallel to the orbital angular momentum L. In addition to these co-
rotating configurations, we examine configurations with one co-rotating hole and
one counter-rotating hole, and configurations with two counter-rotating holes. We
have the following three families of sequences:
• The “++ sequences” with two co-rotating holes.
• The “+− sequences” with one co-rotating and one counter-rotating hole.
• The “−− sequences” with two counter-rotating holes.
We restrict ourselves to equal mass holes, M1 = M2 ≡ M with equal spin
magnitudes S1 = S2 ≡ S. As we will see, the assumption of conformal flatness
becomes questionable at high spins, so we consider only spin magnitudes S/M2 ≤
0.50. We denote a spin configuration by two plus or minus signs together with
a number specifying the spin magnitude on the holes. Thus “++0.25” denotes a
configuration with two co-rotating holes and spin magnitudes S1/M
2 = S2/M
2 =
0.25.
Quasi-circular orbits were computed for various values of J/µm along each
sequence. In Fig. 4.1 the binding energy Eb/µ along each sequence is plotted
as a function of the angular momentum J/µm. A binary black hole that loses
energy and angular momentum through gravitational radiation moves along such
a sequence if the spins of the individual holes remain constant. The dashed lines
in Fig. 4.1 represent the results of (post)2-Newtonian theory which we describe in
Sec. 4.3.1.
Using equation (4.12) we compute the orbital angular frequency. In Figs. 4.2
and 4.3, the binding energy and the angular momentum along the sequences are
plotted as a function of orbital frequency.
4.3.1 Behavior at large separations
We compare our results to the (post)2-Newtonian expansions for spinning holes in
quasi-circular orbit that were kindly provided by L. Kidder. The expressions for
arbitrary spins and masses are lengthy. If one restricts attention to equal-mass
holes, M1 = M2 = M , m = 2M , µ = M/2, it turns out that only the sum of the
spins enters the (post)2-Newtonian expansions. In terms of
s ≡ S1 + S2
M2
, (4.13)
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Figure 4.1: Sequences of quasi-circular orbits for different spin configura-
tions. Plotted is the binding energy Eb/µ vs. the angular mo-
mentum J/µm along the sequences. The solid lines represent the
data, the dashed lines are the results based on (post)2-Newtonian
theory. As discussed later in this paper, the effective potential
method could not locate an ISCO for the ++0.25 and ++0.50
sequences, although we believe each sequence should terminate
in one.
and with Lˆ being the unit-vector parallel to L, the (post)2-Newtonian expansions
become
Eb
µ
= −1
2
(mΩ)2/3
{
1− 37
48
(mΩ)2/3 +
7
6
(Lˆ · s)(mΩ) (4.14a)
−
(
1069
384
+
1
8
[
3(Lˆ · s)2 − s2
])
(mΩ)4/3
}
,
(
J
µm
)2
= (mΩ)−2/3
{
1 + 2(Lˆ · s)(mΩ)1/3 +
(
37
12
+ s2
)
(mΩ)2/3 (4.14b)
+
1
6
(Lˆ · s)(mΩ) +
(
143
18
− 37
24
(Lˆ · s)2 − 7
8
s2
)
(mΩ)4/3
}
.
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Figure 4.2: Sequences of quasi-circular orbits for different spin configura-
tions. Plotted is the binding energy Eb/µ vs. the orbital angular
frequency mΩ along the sequences. The solid lines represent the
data, the dashed lines are the results based on (post)2-Newtonian
theory. As discussed later in this paper, the effective potential
method could not locate an ISCO for the ++0.25 and ++0.50
sequences, although we believe each sequence should terminate
in one.
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Figure 4.3: Sequences of quasi-circular orbits for different spin configura-
tions. Plotted is the angular momentum J/µm vs. the orbital
angular frequency mΩ along the sequences. The solid lines rep-
resent the data, the dashed lines are the results based on (post)2-
Newtonian theory. As discussed later in this paper, the effective
potential method could not locate an ISCO for the ++0.25 and
++0.50 sequences, although we believe each sequence should ter-
minate in one.
These expressions are plotted in Figs. 4.1–4.3 together with our results from the
effective potential method. There is remarkable agreement.
The sum S1 + S2 is zero for all +− sequences with equal spin magnitudes,
so (post)2-Newtonian theory predicts that the +− sequences are identical to the
non-rotating sequence. This is remarkable, and indeed, in Figs. 4.1–4.3 the +−
sequences are close to the ++0.0 sequence. However, a closer look reveals a sys-
tematic behavior from which we can gain some insight into our assumptions. For
fixed angular momentum J/µm, consider the difference in binding energy between
a point on a +− sequence and a point on the non-rotating 0.0 sequence,
∆Eb/µ(S) =
Eb
µ
(+−S)− Eb
µ
(0). (4.15)
In Fig. 4.4, ∆Eb/µ(S) is plotted as a function of spin for several values of an-
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Figure 4.4: Difference in binding energy ∆Eb/µ between +− sequences and
non-rotating sequence as a function of spin of the +− sequence
for fixed angular momentum J/µm. Each curve is labeled by its
value of J/µm. J/µm = 3.01 is very close to the ISCOs that
have J/µm ≈ 2.98. J/µm = 3.65, 3.35, 3.15 and 3.01 correspond
to a separation of ℓ/m ≈ 12.3, 9.6, 7.7 and 6.1, respectively.
gular momentum J/µm. ∆Eb/µ varies as the fourth power of spin. This might
be a physical effect beyond (post)2-Newtonian expansions, but for the following
reason it seems likely that one of our assumptions introduces a non-physical con-
tribution to ∆Eb/µ, too. Figure 4.4 strongly suggests that ∆Eb/µ is converging to
a non-zero value as J/µm (and thus separation) increase, indicating that there is a
contribution to ∆Eb that is independent of the separation of the holes. For all spin
configurations, Eb must approach zero in the limit of large separation, therefore
any physical contribution to ∆Eb should decrease with separation. Moreover, a
coupling between the holes, physical or unphysical, will give rise to a separation-
dependent contribution to ∆Eb/µ. Therefore the separation-independent contribu-
tion must be a non-physical effect due to properties of each isolated hole. A likely
candidate is the underlying assumption of conformal flatness. At large separations
each hole should resemble a Kerr black hole, which is not conformally flat.
Since the Kerr metric is the unique stationary state for a spinning black hole,
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if the conformally flat initial data for a single hole were evolved, the metric would
relax to the Kerr metric and emit some gravitational radiation. Therefore the
total energy contained in our initial data slices is larger than in a more faithful
conformally non-flat data slice and ∆Eb/µ should be positive, which it indeed is.
We conclude that at large separations ∆Eb is contaminated by an unphysical
contribution because of the conformal flatness assumption. At small separation
there might be additional physical contributions beyond the (post)2-Newtonian
order.
4.3.2 Behavior at small separations – ISCO
In this section we report the key results of this work – the spin dependence of the
innermost stable circular orbit. As we will see, the interpretation of our data at
small separations is somewhat complicated. At large separations, the assumptions
and approximations we have used are reasonable, except for the assumption of con-
formal flatness when the holes are spinning. At small separations, the interaction
between the two black holes becomes relatively strong, and our approximations
begin to break down. Near the ISCO, we must evaluate the quality of our assump-
tions to determine how reliable our results are.
In the neighborhood of each tentative ISCO, we compute a set of complete
effective potential contours. These are shown in Fig. 4.5. In each plot, the binding
energy Eb/µ is shown as a function of separation ℓ/m for several different values
of angular momentum J/µm. Also plotted is the sequence of quasi-circular orbits
passing through the minima of the effective potential. Figure 4.5 shows the non-
rotating sequence ++0.0, one example each of a −− and a +− sequence, and three
++ sequences with different spin magnitudes.
Examining the constant J contours of the effective potential for fixed spin
configurations, we find that they fall into three regimes separated by critical values
that we will label JA and JB. Contours with J > JA exhibit a single minimum
positioned at large separation ℓ/m. This minimum moves inward as the angular
momentum decreases, i.e. the holes approach each other as angular momentum and
energy are radiated away. We call this the “outer” minimum. As J passes through
the critical value JA, a new “inner” minimum appears inside the outer minimum.
In this region, contours of the effective potential have two minima separated by a
local maximum. The maximum corresponds to the well known unstable circular
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Figure 4.5: Constant J/µm contours of the effective potential Eb/µ as a func-
tion of separation ℓ/m for various spin configurations. The curves
are spaced in steps of ∆J/µm = 0.02 except for the −−0.25 and
the ++0.17 configurations, which have steps of 0.04 and 0.01,
respectively. Also plotted is the sequence of quasi-circular orbits
connecting the minima of the effective potential.
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orbit of a Schwarzschild black hole. As J decreases further, JA > J > JB, the
maximum moves outward whereas the outer minimum continues to move inward –
the quasi-circular orbit associated with the outer minimum continues to shrink. As
J passes through the second critical value JB the outer minimum and the maximum
meet in an inflection point and disappear. The quasi-circular orbit associated with
the outer minimum disappears and this inflection point is identified with the ISCO.
For J < JB, only the inner minimum remains.
This behavior for the non-rotating sequence was already found in [28]. There,
the inner minimum was dismissed as unphysical, since the underlying assumptions
become weaker at small separations of the holes, and since a common event horizon
might form. We will discuss this “unphysical” region and the possibility and con-
sequences of the formation of a common event horizon below. But first we continue
discussing the behavior of the effective potential for different spin configurations.
As we increase the spin magnitude for the −− configurations, the two critical
angular momentum values JA and JB move away from each other. We see a
more pronounced local maximum and the Eb curves look similar to the effective
potential of Schwarzschild for a larger interval of angular momenta. The ISCO
moves outward to larger separations as spin increases.
Conversely, as we increase the spin magnitude for the ++ configurations the
interval (JB, JA), where two minima and a local maximum exist becomes smaller.
Slightly above S/M2 = 0.17, JA and JB merge and for S/M
2 & 0.17, the regime
with two minima and a maximum is not present. Figure 4.6 illustrates the small
interval (JB, JA) with an enlargement of the ++0.17 sequence. As long as the
regime with two minima and a maximum is present, we can still define the ISCO
by the inflection point. It moves towards smaller separation of the holes as the
spin is increased. However, since the inflection point ceases to exist at some spin
magnitude, we cannot define an ISCO for all S/M2. Therefore the ++ sequences
displayed in Figs. 4.1–4.3 do not terminate. Furthermore, we need a more careful
analysis to determine whether the ISCO properties for spin magnitudes close to
the critical value S/M2 ≈ 0.17 are reliable.
The +− configurations are very similar to the non-rotating one. Given the
weak dependence on spin within the +− sequences, this is not surprising. We do
not consider the +− configurations further.
Figure 4.7 and Table 4.1 summarize the orbital parameters at the ISCO as
a function of spin for the −− sequences and the ++ sequences. The numerical
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Figure 4.6: Enlargement of the ++0.17 sequence of Fig. 4.5. The displayed
effective potential contours (top to bottom) correspond to angu-
lar momenta J/µm = 3.12, 3.11, 3.104, 3.103, 3.102, 3.10, 3.09
and 3.08. Also shown is the sequence of quasi-circular orbits.
Table 4.1: Orbital parameters of the innermost stable circular orbit for equal-
mass spinning holes. The second through sixth columns give the
data obtained in this work, the three columns to the right give
the data for a test mass orbiting a Kerr black hole. The results
for the ++0.08 and ++0.17 sequences will have larger systematic
errors than the other cases (see text).
Sequence ℓ/m Eb/µ mΩ J/µm L/µm Eb/µ L/µm mΩ
−−0.50 7.05 −0.0628 0.100 2.438 3.438 −0.04514 3.8842 0.04935
−−0.37 6.68 −0.0687 0.107 2.595 3.335 −0.04767 3.7834 0.05319
−−0.25 6.17 −0.0743 0.120 2.730 3.230 −0.05032 3.6856 0.05727
−−0.12 5.58 −0.0815 0.139 2.865 3.105 −0.05363 3.5738 0.06242
++0.0 4.94 −0.0901 0.166 2.976 2.976 −0.05719 3.4641 0.06804
++0.08 4.59 −0.0975 0.186 3.042 2.882 −0.05991 3.3870 0.07237
++0.17 3.93 −0.1087 0.235 3.103 2.763 −0.06337 3.2957 0.07793
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Figure 4.7: Values of several physical parameters at the ISCO of the ++ and
−− sequences. Plotted are the binding energy Eb/µ, the orbital
angular frequency mΩ, the total angular momentum J/µm and
the proper separation between the holes, ℓ/m as a function of
spin S/M2 on the holes. The ++ sequences are plotted along
the positive part of the horizontal axis, the −− sequences along
the negative part as −S/M2. The vertical axes on the left side
belong to Eb/µ and J/µm.
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Table 4.2: Summary of the common apparent horizon searches. Listed are
the sequences and values of orbital angular momentum for which
an apparent horizon search was carried out. The apparent horizon
was found to form at a separation ℓ1/m < ℓ/m < ℓ2/m. (a): From
[62], which found a critical separation β = 4.17. This corresponds
to a proper separation of ℓ/m ≈ 1.89.
Sequence L/µm ℓ1/m ℓ2/m
−−0.37 3.38 2.32 2.38
−−0.25 3.10 2.20 2.25
−−0.25 3.34 2.24 2.29
++0.0 0.0 1.89(a)
++0.0 2.94 2.08 2.13
++0.0 3.00 2.08 2.13
++0.08 2.84 2.03 2.08
++0.08 2.92 2.03 2.08
++0.17 2.79 1.98 2.03
++0.25 2.70 1.96 2.01
errors in Eb/µ, L/µm and J/µm are less than 1 per cent, while mΩ and ℓ/m are
accurate to a few percent. However, for the ++ sequences the systematic errors of
our approach might be much larger. The table also includes ISCO parameters for
a test mass orbiting a Kerr black hole obtained from formulas in [61].
4.3.3 Common apparent horizons
A common event horizon might be responsible for the strange behavior of the
effective potential at small separations, because once a common event horizon
forms, there are no longer two distinct black holes. It would be helpful to know
the critical separation where a common event horizon first forms. However, in
order to locate the event horizon, knowledge of the complete spacetime is needed.
In the present case, only data on one time-slice is available, and so we can only
search for common apparent horizons. Since the event horizon must lie outside
the apparent horizon, the formation of a common apparent horizon places a firm
bound on the formation of an event horizon.
Searches for a common apparent horizon were carried out for several spin con-
figurations. Details of the apparent horizon finder and the method used to discern
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Figure 4.8: Shapes of the common apparent horizons for different spin con-
figurations. Circles denote the throats of the holes. The solid
lines are cuts in the plane of orbital motion (arrows indicating
the direction of motion), the dashed lines represent cuts normal
to the plane of motion.
the formation of a common apparent horizon are given in the Appendix. In Ta-
ble 4.2, the results of the apparent horizon searches are listed.
For fixed spin configurations the common apparent horizon forms at larger
separation for larger angular momentum. This can be seen from the −−0.25 and
++0.0 sequences. For varying spins and angular momentum close to the ISCO
values, the proper separation between the throats at the formation of the common
apparent horizon depends weakly on the spin. It decreases from ℓ/m ≈ 2.3 for the
−−0.37 sequence down to ℓ/m ≈ 2.0 for the ++0.17 sequence.
Notice that the segment of parameter space where common apparent horizons
form does not include the sequence of quasi-circular orbit configurations. Indeed,
the common apparent horizons form at a separation inside the inner minimum
where the effective potential increases with decreasing separation.
The search for the onset of common apparent horizons also provides the actual
surfaces. In Fig. 4.8 some apparent horizon surfaces just inside the formation
of a common apparent horizon are plotted. The circles represent the throats of
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the holes. The solid lines represent a cut through the plane of orbital motion of
the holes, arrows indicating the direction of linear momentum of the holes. The
dashed lines are cuts through the plane perpendicular to the plane of motion and
parallel to the spins of the holes. We find that the apparent horizons lag behind
the orbital motion, with the amount of lag being larger for counter-rotating than
for co-rotating holes.
4.4 Discussion
We found that the effective potential contours at very small separation increase
with decreasing separation. This is in contrast to the usual shape of the effective
potential for a Schwarzschild or a Kerr black hole, which tends to−∞ at sufficiently
small separations.
This behavior can be interpreted in the light of the common apparent horizon
searches. The common apparent horizon that was found to form at a small sepa-
ration of the holes might influence the observed effective potential as follows: The
event horizon must lie outside the apparent horizon. Therefore a common event
horizon must form before a common apparent horizon forms. To accomplish this
the event horizons around the individual holes must grow towards this common
event horizon. Thus, even before formation of a common event horizon, the indi-
vidual event horizons will no longer be close to the individual apparent horizons
and the areas of the event horizons of the individual holes must be larger than the
areas of their apparent horizons. Therefore, equations (4.4) and (4.5) will under-
estimate the mass of the holes. We denote this underestimate by ∆M . Consider
the effect this underestimate of M has on the binding energy. The numerator of
(4.6) will be over-estimated by a relative amount of
2∆M
|EADM − 2M | =
4
|Eb/µ|
∆M
M
≫ ∆M
M
. (4.16)
At the same time, the denominator of (4.6) and the denominator of the scaled
angular momentum (4.7d) change too, leading to an underestimate of the binding
energy Eb/µ. However, the relative changes of these denominators are only of the
order of ∆M/M , so that the overestimate from Eqn. (4.16) dominates. It might
well be that this overestimate is so large that it counter-balances the decreasing
effective potential that one might expect in analogy to Schwarzschild or Kerr black
holes.
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This idea leads to the following picture to explain the observed effective po-
tential curves: At large separation of the holes, the masses of the holes and the
effective potential are reliable and we see an effective potential that looks similar
to a Schwarzschild black hole. Consider, for example, the ++0.0 sequence: For
J slightly above its ISCO value we see the (outer) minimum of the stable quasi-
circular orbit and a maximum corresponding to an unstable circular orbit. As J
increases, the stable circular orbit moves outwards and the unstable one moves
inwards. Once the maximum corresponding to the unstable orbit moves too far in,
the ∆M/M contamination of the effective potential “eats up” the maximum and
it disappears.
Now we turn on spin. We found that a common apparent horizon forms at
approximately the same proper separation, independent of the spin of the holes.
It seems reasonable that the ∆M/M error is also weakly dependent on the spin,
and also the separation of the holes, where ∆M/M becomes significant. For the
−− sequences the ISCO moves to larger separations. Thus the maximum in the
effective potential (the unstable orbit) will survive for a larger range of separations
and angular momenta J . Conversely, for the ++ sequences, the ISCO moves
inwards, closer to the separation where ∆M/M becomes significant. The maximum
in Eb/µ is lost almost immediately, and in the extreme limit of S/M
2 > 0.17, it
does not show up at all.
This scenario is sufficient to capture the complete behavior of the effective
potential as a function of J and spin. What does this picture imply for the validity
of our ISCO results from Table 4.1? We expect that ∆M/M decays rapidly with
increasing separation, so the ISCO data for the non-rotating sequence ++0.0 as
well as for the −− sequences should be sound. However, because ∆M changes the
characteristic behavior for the ++ configurations even for S/M2 < 0.17, the ++
sequences will be affected. Let us consider how these changes affect our estimates
of circular orbits.
Figure 4.9 illustrates the effect of the ∆M/M contamination on the effective
potential contours. As we noted above, the ∆M/M contaminations of the binding
energy overestimates the binding energy of an effective potential contour. Since
this error increases as the separation decreases, our estimates for the separation
at a given value of angular momentum are also too high, and our estimates of
the orbital angular velocity mΩ are too low. Unfortunately, we cannot determine
whether our estimates for the location of the ISCO are too high or too low. While
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Figure 4.9: Illustration of the effects of a systematic underestimation of Eb/µ.
The dashed lines represent the observed effective potential con-
tours for some values of J . The points A, B, and C correspond
to circular orbits. The ISCO is at D. Assuming that the true
binding energy is smaller, with the deviation increasing as the
separation decreases, yields true effective potential contours sim-
ilar to the solid lines. The true circular orbits are at E and F and
the true ISCO is at G. We find that the minima of the true con-
tours will lie at smaller separation (for the same J). The angular
frequency is given by Ω = dEb/dJ . Using the points A and B,
we see that the observed dEb is smaller than the true one, so we
under-estimate mΩ. For fixed J , true circular orbits will occur
at smaller separation, but the true ISCO will appear at larger
J than we have observed. These effects counteract each other,
making it impossible to predict their effect on the true ISCO.
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our estimates for the separation of a given orbit are too high, we see that the true
ISCO will occur at a larger value of the total angular momentum than we estimate.
These effects oppose each other.
The angular momentum at the ISCO, J/µm, increases with spin for the ++
configurations. It is interesting to examine whether the final black hole resulting
from a merger of such a spinning binary black hole can violate the Kerr limit on
spin of a black hole. From (4.4) we find
M2ir =
M2
2
(
1 +
√
1− S
2
M4
)
. (4.17)
By the area theorem, the final irreducible mass must satisfy M2ir,f ≥ 2M2ir,
where equal mass holes were assumed. The final angular momentum cannot exceed
the angular momentum at the ISCO, Jf ≤ J . With these two constraints and by
virtue of the Christoudoulou formula (4.4), we find
M2f
M2ir,f
≤ 1 + (J/µm)
2
4
(
1 +
√
1− (S/M2)2
)2 (4.18)
A Kerr black hole has always M2/M2ir ≤ 2 with equality in the extreme Kerr
limit. With data from Table 4.1 we find for the −−0.50 sequence M2f /M2ir,f ≤ 1.43
and for the ++0.17 sequence M2f /M
2
ir,f ≤ 1.61. These values correspond to spin
parameters of J/M2f ≤ 0.92 and J/M2f ≤ 0.97, respectively. Hence the merged
black hole might be close to the Kerr limit, but will not violate it.
+− Sequences and conformal flatness
The (spin)4 effect illustrated in Fig. 4.4 suggests that the assumption of conformal
flatness might lead to inaccurate results. This is particularly important for analysis
of gravitational waves. As seen in Fig. 4.4, for spinning holes with S/M2 ∼ 0.50
the assumption of conformal flatness results in an unphysical gravitational wave
content of the order of ∼ 2 · 10−3µ ∼ 5 · 10−4m. This is less than 0.1 percent of
the total mass and a few percent of the binding energy Eb. If the gravitational
energy radiated away is less than 1% of the total mass, then the gravitational wave
content due to an unsuitable initial data slice is a significant contamination.
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4.5 Conclusion
In this work, we have constructed sequences of quasi-circular orbits for equal-
sized, spinning black holes. At large separations, the results we have obtained
match well with (post)2-Newtonian expansions, although there is a clear contam-
ination of the data because of the assumption of conformal flatness. The main
results of this paper, displayed in Table 4.1 and Fig. 4.7, reveal the behavior of the
ISCO for the cases where the spins of the holes are either both co-rotating (++)
or counter-rotating (−−) with respect to the orbital motion. For co-rotation, the
ISCO moves inwards with increasing spin and the orbital angular frequency in-
creases. For counter-rotation the ISCO moves outward and the orbital angular
frequency decreases. In fact, we find that the orbital angular frequency changes
by almost a factor of 2 between the −−0.50 sequence and the ++0.08 sequence.
We have noted a systematic error in our results that has its origins in an under-
estimation of the mass of each black hole when they are close together. For the
ISCO, this implies that our results are most accurate (ignoring the errors due to
conformal flatness) when the holes have large counter-rotating spins, and the error
increases as we move to configurations with large co-rotating spins. In fact, the
error becomes so large in the ++ sequences that our method cannot locate the
ISCO when S/M2 & 0.17.
Our results clearly show the need to give up the simplifying assumption of
conformal flatness if we are to construct astrophysically realistic black hole initial
data. This is certainly not a new realization, but this is the first time that the
effects of the conformal flatness assumption have been seen so clearly in the context
of black hole binaries. Work toward more astrophysically realistic initial data has
begun [63]. This improvement in the initial data is needed for all separations.
It remains to be seen what impact this improvement will have on the process of
locating quasi-circular orbits when the holes are close together. It is likely that the
systematic underestimate of the mass will still be significant. If so, an improved
method for locating quasi-circular orbits and the ISCO will be useful.
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4.6 Appendix: Common apparent horizons
Here we provide details of the apparent horizon (AH) finder. We use the AH
finder described in [64]. The AH surface is expanded in spherical harmonics up to
some order L. The apparent horizon, as a marginally outer trapped surface, has
everywhere vanishing expansion and is located by minimizing the square of the
expansion over the surface. We use convergence with increasing expansion order
L to diagnose the formation of a common AH. Therefore high expansion orders L
are needed as well as reliable convergence of the minimization routine to the true
minimum of the square of the expansion.
The Powell minimization used in [64] is too slow for high-order expansions. We
replaced it by a DFP method with finite difference approximations of the Jacobian
[46]. For the modest expansion order L = 6, DFP is already ten times faster than
Powell’s method.
Furthermore, we take advantage of the symmetries of the AH surface. The holes
are located along the zˆ-axis at z = ±β/2. Their linear momenta point in the ±xˆ-
direction and the spins are directed along the ±yˆ-axis. It is straightforward to show
that these choices imply that the AH surface is invariant under reflection at the
xz-plane, y → −y. This symmetry constrains the coefficients Alm of the expansion
in spherical harmonics to be real. Moreover, for the ++ and −− configurations
with equal sized holes and equal spin magnitudes, the configuration is symmetric
under rotation by 180◦ around the yˆ-axis, this is (x, y, z) → (−x, y,−z). Both
symmetries together force Alm = 0 for odd l and Alm to be real for even l. Hence
the number of free parameters in the minimization routine can be reduced by
almost a factor of four.
To prevent convergence to spurious local minima, it is vital that the function
that is minimized be as smooth as possible. Therefore we use second order spline
interpolation to provide the required data for the AH finder. Compared to bicubic
interpolation, the spline interpolation somewhat decreased the number of iterations
needed in the minimization routine, but more importantly it significantly reduced
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the probability of getting stuck in a local minimum. In addition, many rays were
used to reduce the anisotropies introduced by the discrete position of the rays.
Finally, we distribute the rays non-uniformly in solid angle. The reason for this
is simple: The common AH surface will be very oblate along the zˆ-axis, since it
must encompass the two throats located along the zˆ-axis. The polar regions of
the AH surface are close to the throats and the conformal factor changes rapidly.
These regions are particular important, but the standard distribution uniform in
cos θ places relatively few rays in the polar regions. Therefore we implemented
a procedure that distributes the rays in proportion to an arbitrary ray-density
function f(θ). A uniform distribution of rays is represented by f(θ) = const.,
whereas we used f(θ) = 1 + cos2 θ, resulting in a doubled density of rays close to
the poles.
With the improved AH finder, we performed extensive tests with various num-
bers of rays. As a rule of thumb, about ten times more rays as free minimization
parameters are necessary to ensure reliable convergence to the true minimum of
the square-sum of the expansion.
We used expansions up to order L = 16 and up to 64x48 rays (64 in θ direction,
48 in φ). We perform a set of AH searches, starting at L = 2 and increasing L by 2
between searches. The result of the previous search is used as the initial guess for
the next higher expansion order. Such a set of expansions from L = 2 to L = 16
takes typically about 2 hours CPU time on a RS6000 processor.
A disadvantage of an AH finder based on a minimization routine is that the
minimization routine will always find a minimum. It does not matter whether there
actually is a “true” apparent horizon, or whether there is only a surface with small
but non-zero expansion. And even for a true AH, the result of the minimization
will be non-zero because of the finite grid resolution in the underlying elliptic solver
and finite expansion order in spherical harmonics. Therefore we need a method to
discern a “true” AH from a mere minimum in the square of the expansion.
For a true AH, the square of the expansion is exactly zero, therefore we expect
that the residual of the minimization tends to zero as the resolution of the elliptic
solver and the expansion order L are increased. With increasing L, the error in the
approximation of the surface by spherical harmonics should decrease exponentially.
On the other hand, for a mere minimum in the expansion, we expect that the
residual of the minimization tends towards a non-zero limit as the resolution of
the elliptic solver and the expansion order L is increased. We use this signature to
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Figure 4.10: Residual of the minimization in the apparent horizon finder as
a function of expansion order L. The number of rays used was
Nθ = 64, Nφ = 48. The different solid lines represent differ-
ent separations of the holes along an effective potential contour
with J/µm = 3.29 on the ++0.25 sequence. The dashed lines
are the results of minimizations with Nθ = 48, Nφ = 32. The
dotted-dashed lines show examples of minimizations at lower
grid resolution and Nθ = 64, Nφ = 48.
discern the formation of a common apparent horizon.
Figure 4.10 shows the residual of the minimization for various values of L
and different separations β. The solid lines represent configurations at different
separations of the holes. They are labeled by the background separation of the
holes, β. Each solid line represents a set of minimizations with varying expansion
order 2 ≤ L ≤ 16 on the same initial data set. At large separations, β ≥ 4.5,
the residual of the minimization becomes independent of L for large L. At small
separation, β = 4.4, the residual decreases exponentially through all computed
expansion orders up to L = 16 – a common AH has formed.
Neither reducing the number of rays, nor decreasing the resolution of the Hamil-
tonian solver changes the convergence behavior significantly. This is illustrated by
some examples in Fig. 4.10. We conclude that for this particular example a com-
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mon AH first forms between β = 4.4 and β = 4.5.
Expansions to high order in L are essential for discerning the formation of a
common AH. If one had Fig. 4.10 only up to expansions up to L = 8, it would
be impossible to decide where the common AH first forms. One would probably
conclude that the common AH forms at larger separations than it actually does.
Chapter 5
Quasi-circular orbits in the test-mass
limit
5.1 Introduction
For the test-mass limit, in which the second black hole (or particle) has much
smaller mass M2 than the first one (with mass M1), many analytical or semi-
analytical results are available. For example, a point-particle in circular orbits
around a Schwarzschild black hole satisfies [6, 57]
L
µm
=
r/m√
r/m− 3 , (5.1)
Eb
µ
=
r/m− 2√
(r/m)2 − 3r/m − 1, (5.2)
mΩ =
( r
m
)−3/2
. (5.3)
Here, m = M1 +M2 and µ = M1M2/m are total mass and reduced mass, respec-
tively (or, to leading order, mass of the big hole and the small hole, respectively),
r is the areal radius, and Ω denotes the orbital angular frequency as seen by an
observer at infinity.
Pushing numerical relativity calculations toward this limit is interesting, be-
cause one can compare against analytic results, and because many approximations
involved in constructing black holes in quasi-circular orbits become exact. Thus,
more stringent tests of the remaining approximations emerge.
However, the test-mass limit is also computationally more challenging, as the
required resolution is set by the size of the smaller object, which we are trying
to shrink as far as possible. This is one reason why fully numerical initial data
calculations so far usually assume equal mass binaries (see e.g. [28, 24, 59, 65, 56,
66, 67, 68]). The restriction to equal mass reduces also the size of the parameter
space under consideration.
The ideas on which these numerical calculations are based do not usually require
equal mass objects; for example, the effective potential method [28, 65] which
we apply in chapter 4 is completely general: It can be used to construct quasi-
circular orbits for any choice of masses and spins. The multi-domain elliptic solver
developed in chapter 3 can handle very different length scales as was demonstrated
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in Figure 3.7. It is also sufficiently fast to allow calculations approaching the test-
mass limit. Consequently, I will now employ this solver to examine quasi-circular
orbits for non-spinning black holes of unequal mass.
5.2 Implementation & Results
The effective potential method is outlined in section 4.1 and explained in detail
in reference [28]. Application to non-equal mass binaries is straightforward. The
root-finder and the remaining infrastructure developed in chapter 4 can handle non-
equal mass holes anyway (this was necessary for treating one co- and one counter-
rotating hole), and were reused. Simply the elliptic solver had to be upgraded from
Cook’s finite-difference code [52] to the pseudo-spectral code. In order to ensure a
uniform accuracy of the pseudo-spectral code, solves of the Hamiltonian constraint
were performed for mass-ratios between unity and ∼ 40, and for separations 6 .
β . 100, to ensure that the number of collocation points in the various subdomains
is well-balanced (it turned out that only the number of radial collocation points in
the spherical shell surrounding the smaller excised sphere had to be adjusted).
We traced out sequences of quasi-circular orbits for mass-ratios X = M1/M2
up to 32. Figure 5.1 presents sequences for X = 4, 8, 16, 32. As the mass-ratio
increases, the sequences move closer to the curve denoting the point-mass result
(cf. Eqs. (5.1) and (5.2)), as we expect. The figure includes post-Newtonian results
taken from [28]:
Eb
µ
= −1
2
(
L
µm
)−2 [
1 +
9 + η
4
(
L
µm
)−2
+
81− 7η + η2
8
(
L
µm
)−4
+ . . .
]
, (5.4)
Eb
µ
= −1
2
(mΩ)2/3
[
1− 9 + η
12
(mΩ)2/3 −
(
27
8
− 19η
8
+
η2
24
)
(mΩ)4/3 + . . .
]
, (5.5)(
L
µm
)2
= (mΩ)−2/3
[
1 +
9 + η
3
(mΩ)2/3 +
(
9− 17η
4
+
η2
9
)
(mΩ)4/3 + . . .
]
. (5.6)
Here, η = µ/m, so that equal mass binaries correspond to η = 1/4, and the
test-mass limit is η = 0.
Figure 5.2 shows the angular momentum L/µm as a function of orbital angular
frequency [cf. Eq. (4.12)]
mΩ =
dEb/µ
dL/µm
. (5.7)
For this Figure, mΩ was computed by simple first order finite differencing between
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Figure 5.1: Sequences of quasi-circular orbits for different mass-ratios ob-
tained with inversion symmetric Bowen-York initial data. The
sequences terminate at the location of the ISCO. Also shown
is the sequence of circular orbits for a test-mass orbiting a black
hole, as well as (post-)Newtonian results. For the latter, the long-
dashed lines correspond to X = 1, whereas the short-dashed lines
represent the test-mass limit, X →∞.
neighboring points along each sequence. This is sufficiently accurate for plotting
but leads to fairly inaccurate ISCO locations in this plot.
Figure 5.3 plots the binding energy Eb/µ along the sequences for large separa-
tion. To facilitate plotting, the binding energy in the test-mass limit was subtracted
from each curve. The computed sequences, labelled X = 4 to X = 32 reverse their
relative ordering around L/µm ≈ 4: At small angular momenta (i.e. at small sepa-
ration), |Eb/µ| increases with increasing mass-ratio X. At large angular momenta,
however, |Eb/µ| decreases with increasing X. This behavior matches the second
post-Newtonian results, although the crossover occurs at a different separation.
In Figures 5.1 and 5.2, the sequences of quasi-circular orbits terminate simply
at the smallest quasi-circular orbit that was found, which is outside the ISCO by
definition. The location of the ISCO is determined with greater accuracy with the
following procedure:
For several quasi-circular orbits close to the tentative ISCO, labeled by “a”, we
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Figure 5.2: Sequences of quasi-circular orbits for different mass-ratios ob-
tained with inversion symmetric Bowen-York initial data. Sym-
bols as in Figure 5.1.
recorded the parameters characterizing the orbit: βa, (L/µm)a, (Eb/µ)a. The Ap-
pendix shows that L behaves quadratically in separation β close to ISCO, the ISCO
coinciding with the minimum of the parabola. Consequently, we fit a parabola
through the points (
βa, (L/µm)a
)
; (5.8)
its minimum gives βISCO and (L/µm)ISCO. Further, we fit a parabola through
the points (
(L/µm)a, (Eb/µ)a
)
. (5.9)
Evaluation of this parabola at (L/µm)ISCO yields (Eb/µ)ISCO, evaluation of the
derivative at (L/µm)ISCO yields (mΩ)ISCO. We ensure that the ISCO–parameters
are insensitive to the number of points used in the quadratic fit; usually, five or
six points were used.
The results are presented in Figure 5.4. The data point at X = 1 has been
computed before, both in [28], and in chapter 4. Close to X = 1, the physical
parameters L/µm, Eb/µ and mΩ behave quadratically in X, as they must due to
the X → 1/X symmetry (exchange of the two black holes). We confirmed that the
physical ISCO-parameters for X = 1.1 and X = 1/1.1 are identical, as they should
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Figure 5.3: Sequences of quasi-circular orbits for different mass-ratios ob-
tained with inversion symmetric Bowen-York initial data. Plot-
ted is the difference of Eb/µ along the sequence to its value in
the test-mass limit. Symbols as in Figure 5.1. The computed
sequences terminate at some large (L/µm) simply because no
further data was computed; in reality they should continue.
(of course, the unscaled background separation β differs). βISCO and (mΩ)ISCO
are less accurate, as can already be seen by the noise in Figure 5.4. The values of β
for each quasi-circular orbit are obtained as the abscissas of a minimization, which
is inherently inaccurate, whereas mΩ is obtained by differentiation of numerical
data.
For 1/X . 0.2, the ISCO parameters appear to depend linearly on 1/X. We
have reached the linear regime so that we can confidently extrapolate the results
to the test-mass limit, 1/X → 0. Table 5.1 contains the numerical values at ISCO,
as well as an extrapolation to X =∞. Analytic values for the test-mass limit are
obtained from Eqs. (5.1)–(5.3) with r = 6m. In this limit, β approximates the
isotropic radius so that βISCO =
1
2
(
5 +
√
24
)
m ≈ 9.899 (the mass m ≈ 2 because
the large throat has radius 1 and not 1/2.).
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Figure 5.4: ISCO’s for different mass-ratios obtained with inversion symmet-
ric Bowen-York initial data. Plotted are the values of several
quantities at ISCO vs. the mass-ratio.
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Table 5.1: ISCO parameters for different mass-ratios obtained with the ef-
fective potential method, “∞” denoting extrapolation to the test-
mass limit.
X L/µm Eb/µ mΩ β α P¯
0.909 2.9772 -0.09022 0.159 12.27 0.8847 1.867
1.0 2.9755 -0.09040 0.163 11.51 1.0000 1.77
1.1 2.9774 -0.09017 0.160 10.91 1.1301 1.639
1.2 2.9818 -0.08965 0.158 10.50 1.2622 1.512
1.3 2.9881 -0.08893 0.154 10.25 1.38 1.395
1.4 2.9955 -0.08815 0.151 9.91 1.531 1.302
1.5 3.0036 -0.08728 0.147 9.77 1.666 1.204
1.65 3.0162 -0.08560 0.143 9.57 1.869 1.081
1.8 3.0292 -0.0847 0.137 9.5 2.070 0.975
2.0 3.0457 -0.08310 0.133 9.37 2.338 0.855
3.0 3.1132 -0.07724 0.111 9.2 3.675 0.538
4.0 3.1588 -0.07375 0.098 9.1 5.00 0.394
6.0 3.2149 -0.06984 0.092 9.29 7.63 0.251
8.0 3.2467 -0.06780 0.087 9.12 10.32 0.189
10 3.2680 -0.06657 0.083 9 12.96 0.152
14.5 3.2963 -0.06483 0.081 9.13 18.94 0.1029
16 3.3026 -0.06446 0.080 9.12 20.94 0.0933
20 3.3151 -0.06376 0.077 9.15 26.21 0.0774
25 3.3255 -0.06317 0.076 9.13 32.9 0.059
32 3.3348 -0.06267 0.075 9.15 42.1 0.046
∞ 3.370 -0.0607 0.071 9.15
analytic 3.463 -0.0572 0.0680 9.899
99
5.3 Discussion
Extrapolation X →∞ in Table 5.1 shows that in this limit, the ISCO parameters
computed with the effective potential method differ by a few per cent from the
analytical results; the computed ISCOs are too tightly bound.
In the test-mass limit, many assumptions of the effective potential method
become exact: The radiation reaction time-scale grows with the mass-ratio X so
that the adiabatic approximation becomes increasingly good. As the inspiral time-
scale increases and the configuration moves closer to stationarity, the deviation
between apparent horizons and event horizons should diminish, and the apparent
horizon masses should increasingly well represent the “true” mass of each black
hole. Moreover, the underlying idea of minimizing Eb/µ is equivalent to the method
used to find circular orbits analytically, as the discussion just before and after
Eq. (4.1) shows.
The remaining assumptions include conformal flatness, inversion symmetry,
and the Bowen-York solution of the momentum constraint. Regarding conformal
flatness, the space time will be dominated by the large black hole (which is at
rest for infinite mass-ratio) so that we should recover the Schwarzschild metric
in isotropic coordinates. Close to the small hole, however, the assumption of
conformal flatness might still break down. I did not analyze or estimate possible
errors associated with conformal flatness.
The major uncertain approximation remains the Bowen-York solution for the
extrinsic curvature. This is just a convenient solution of the momentum constraint,
as it is analytical, but there is no reason for it to be the correct solution. In chapter
6, we show that initial data sets computed with the extrinsic curvature formulation
are very sensitive to the choice of background extrinsic curvature, hence it is likely
that the present results are also sensitive to the choice of extrinsic curvature.
How would a “wrong” choice for the extrinsic curvature manifest itself? Cook [26]
examines single black holes constructed using the Bowen-York solution and inver-
sion symmetry. For a black hole with linear momentum, he finds that the ADM-
energy of the spacetime exceeds the apparent horizon mass times the Lorentz-factor.
The difference increases with increasing linear momentum of the hole, and can be
attributed to gravitational radiation outside the hole, which might fall into the
hole, or escape to infinity. It seems reasonable that the binary black hole solutions
behave similarly, this is, that the ADM-energy is contaminated by “gravitational
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radiation” outside the holes, such that the contamination increases with increasing
linear momentum P¯ . Along a single effective potential contour, the momentum
parameter P¯ increases as the separation decreases: the observed values of EADM
and Eb/µ will be systematically too large for smaller separations. This is exactly
the situation we discussed in Figure 4.9 on page 85, and offers an explanation why
the numerical calculation yields (L/µm)ISCO smaller than the analytical result.
If the contamination is indeed induced by the Bowen-York extrinsic curvature,
then it will not disappear in the test-mass limit. In this limit, the large black
hole is simply at rest; unphysical gravitational radiation will be associated with
the small hole, which moves with a significant fraction of the speed of light. For
given velocity, the gravitational wave contamination introduced by the small hole
is proportional to its mass M2. The binding energy Eb is also proportional to M2,
so that M2 scales out of the effective potential Eb/µ.
This discussion shows that the notion that the Bowen-York extrinsic curvature
contaminates the initial data sets is consistent with the numerical results. The
same effect might also contribute to the disappearance of the ISCO for spinning
equal mass black holes in chapter 4. In that chapter, we attributed the failure
of the effective potential method to a break down of the apparent horizon mass,
but given the current result and the sensitive dependence of the initial data sets
on the extrinsic curvature (cf. chapter 6), it seems plausible that the Bowen-York
extrinsic curvature plays also a role for the spinning black holes in chapter 4.
The ISCO for equal mass nonspinning black holes has also been computed with
post-Newtonian methods [69, 70, 71, 68, 72] and with the helical Killing vector
approximation [67, 68, 72]. Both these methods find consistently the ISCO to be
less tightly bound than the effective potential method with Bowen-York extrinsic
curvature [28, 65, 59]. As the effective potential method results in too tightly
bound ISCOs for the test-mass limit, it seems likely that its results for equal mass
binary black holes are too tightly bound, too, thus explaining at least part of the
discrepancy between the different ISCO results.
The results of this chapter point again toward the importance of the choice of
extrinsic curvature, here in the form of the Bowen-York extrinsic curvature.
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5.4 Appendix: L depends quadratically on β close to ISCO
Let x be some measure of the separation of the black holes, e. g., β or the proper
separation ℓ/m. Denote δx = x − xISCO, δL = (L/µm) − (L/µm)ISCO, and
expand the effective potential as a power series in separation around ISCO:
Eb/µ = a(δL)δx
3 + b(δL)δx2 + c(δL)δx+ d(δL). (5.10)
The coefficients a(δL), . . . d(δL) depend on the angular momentum δL. The func-
tion d(δL) merely shifts the energy and is irrelevant for determining the sequence
of quasi-circular orbits in the (δx, δL)-plane. By definition of ISCO,
∂Eb/µ
∂δx
∣∣∣∣
δx=0,δL=0
= 0 ⇒ c(0) = 0, (5.11)
∂2Eb/µ
∂δx2
∣∣∣∣
δx=0,δL=0
= 0 ⇒ b(0) = 0, (5.12)
∂3Eb/µ
∂δx3
∣∣∣∣
δx=0,δL=0
> 0 ⇒ a(0) ≡ a0 > 0. (5.13)
Thus, the lowest order behavior of the coefficients is
a(δL) ≈ a0, b(δL) ≈ b1δL, c(δL) ≈ c1δL, (5.14)
with constants a0, b1 and c1. For δL > 0, two extrema exist, therefore the deter-
minant of the quadratic equation
∂Eb/µ
∂δx
∣∣∣∣
δL
= 3a0 δx
2 + 2b1δL δx+ c1δL = 0 (5.15)
must be positive,
4(b1δL)
2 + 12a0c1δL = 12a0c1δL+O(δL2) > 0, (5.16)
so that c1 < 0. Solving Eq. (5.15) for δL, we find that, along the sequence,
δL = − 3a0 δx
2
2b1δx+ c1
= −3a0
c1
δx2 +O(δx3), (5.17)
so that (L/µm) depends quadratically on the separation and is extremal at xISCO.
Because a0 > 0 and c1 < 0, L/µm has a minimum at xISCO. We have also estab-
lished that the energy can be expanded close to ISCO as
Eb/µ = a0δx
3 + b1δL δx
2 − c1δL δx+ d(δL), (5.18)
with a0>0 and c1<0. The sign of b1 is undetermined.
Chapter 6
Comparing initial-data sets for binary
black holes∗
6.1 Introduction
Numerical evolutions of black holes have been improved slowly but steadily over
the last few years and now first attempts are being made to extract physical infor-
mation from these evolutions. Most notably one wants to predict the gravitational
radiation emitted during black hole coalescence [73, 74, 75].
The quality of the initial data will be crucial to the success of the predictions
of the gravitational wave forms. Unphysical gravitational radiation present in the
initial data will contribute to the gravitational waves computed in an evolution
and might overwhelm the true gravitational wave signature of the physical pro-
cess under consideration. Therefore an important question is how to control the
gravitational wave content of initial-data sets, and how to specify astrophysically
relevant initial data with the appropriate gravitational wave content, for e.g. two
black holes orbiting each other. Unfortunately, assessing and controlling the grav-
itational wave content of initial-data sets is not well understood at all.
The mere construction of an initial-data set alone is fairly involved, since every
initial-data set must satisfy a rather complicated set of four partial differential
equations, the so-called constraint equations of general relativity. The question of
how to solve these equations, and how to specify initial data representing binary
black holes in particular, has received considerable attention.
We consider in this paper three different approaches that transform the con-
straint equations into elliptic equations: The conformal transverse-traceless (TT)
decomposition[4], the physical TT decomposition [19, 76, 77] and the conformal
thin sandwich decomposition[1]. These decompositions split the variables on the
initial-data surface into various pieces in such a way that the constraint equations
determine some of the pieces while not restricting the others. After these freely
specifiable pieces are chosen, the constraint equations are solved and the results
are combined with the freely specifiable pieces to yield a valid initial-data set.
∗H. P. Pfeiffer, G. B. Cook, and S. A. Teukolsky, Pys. Rev. D 66, 024047
(2002).
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Any reasonable choice for the freely specifiable pieces will lead to a valid initial-
data set. Furthermore, any one of these decompositions can generate any desired
initial-data set, given the correct choices of the freely specifiable pieces. However,
it is not clear what choices of freely specifiable pieces lead to initial-data sets with
the desired properties.
The decompositions we consider here lead to four coupled nonlinear elliptic
partial differential equations. Since such equations are difficult to solve, the early
approach to constructing initial data was pragmatic: One used the conformal TT
decomposition with additional restrictions on the freely specifiable pieces, most
notably conformal flatness and maximal slicing. These assumptions decouple the
constraints and allow for analytical solutions to the momentum constraints, the
so-called Bowen-York extrinsic curvature[21, 22, 23]. All that remains is to solve a
single elliptic equation, the Hamiltonian constraint. This approach has been used
in several variations[78, 52, 24].
However, these numerical simplifications come at a cost. The freely specifiable
pieces have been restricted to a small subset of all possible choices. One therefore
can generate only a subset of all possible initial-data sets, one that might not
contain the desired astrophysically relevant initial-data sets.
Over the last few years there have been additional developments: Post-Newtonian
results have indicated that binary black hole metrics are not conformally flat[79,
70]. With certain restrictions on the slicing, it has also been shown that a single
stationary spinning black hole cannot be represented with a conformally flat spa-
tial metric [80, 60]. In [65], it was shown that conformally flat initial data sets
for spinning binary black holes contain an unphysical contamination. Moreover,
computations in spherical symmetry[81] indicated that initial-data sets depend
strongly on the choice of the extrinsic curvature and that the use of the Bowen-
York extrinsic curvature might be problematic.
Therefore it is necessary to move beyond conformally flat initial data and to
explore different choices for the extrinsic curvature. Matzner et al[63] proposed a
non-flat conformal metric based on the superposition of two Kerr-Schild metrics;
a solution based on this proposal was obtained in [56]. This work demonstrated
the existence of solutions to the 3D set of equations, but did not examine the data
sets in any detail. Refs. [67, 68] obtained solutions to a similar set of equations
during the computation of quasi-circular orbits of binary black holes. However,
these works assumed conformal flatness.
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In this paper we present a code capable of solving the three above-mentioned
decompositions of the constraint equations for arbitrary choices of the freely speci-
fiable pieces. This code is based on spectral methods which have been used suc-
cessfully for several astrophysical problems (see e.g. [82, 83, 84, 66, 15, 85, 68]).
Our code is described in detail in a separate paper[86].
We compute solutions of the different decompositions for the non-flat conformal
metric proposed in Ref. [63]. Each decomposition has certain choices for the freely
specifiable pieces and boundary conditions that seem “natural” and which we use in
our solutions. We compare the computed initial-data sets with each other and with
the “standard” conformally-flat solution using the Bowen-York extrinsic curvature.
Our major results confirm that
1. the different decompositions generate different physical initial-data sets for
seemingly similar choices for the freely specifiable pieces.
2. the choice of extrinsic curvature is critical.
The first result is certainly not unexpected, but each of these factors can cause
relative differences of several per cent in gauge-invariant quantities like the ADM-
energy.
We also find that the conformal TT/physical TT decompositions generate
initial-data sets with ADM-energies 2− 3% higher than data sets of the conformal
thin sandwich decomposition. We demonstrate that this higher ADM-energy is
related to the choice of the freely specifiable part of the extrinsic curvature. In ad-
dition, we find that the solutions depend significantly on the boundary conditions
used.
The paper is organized as follows. In the next section we describe the three
decompositions. Section 6.3 explains how we choose the freely specifiable data
within each decomposition. In section 6.4 we describe and test our elliptic solver.
Section 6.5 presents our results, which we discuss in section 6.6.
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6.2 Decompositions of Einstein’s equations and the con-
straint equations
6.2.1 3+1 Decomposition
In this paper we use the standard 3+1 decomposition of Einstein’s equations. We
foliate the spacetime with t = const hypersurfaces and write the four-dimensional
metric as
(4)ds2 = −N2 dt2 + γij(dxi +N idt)(dxj +N jdt), (6.1)
where γij represents the induced 3-metric on the hypersurfaces, and N and N
i rep-
resent the lapse function and the shift vector, respectively. We define the extrinsic
curvature Kij on the slice by
K = −1
2
⊥ Ln(4)g (6.2)
where (4)g is the space-time metric, n the unit normal to the hypersurface, and ⊥
denotes the projection operator into the t = const slice. Einstein’s equations divide
into constraint equations, which constrain the data (γij, K
ij) on each hypersurface,
and into evolution equations, which determine how the data (γij , K
ij) evolve from
one hypersurface to the next. The constraint equations are
R +K2 −KijKij = 16πGρ (6.3)
∇j
(
Kij − γijK) = 8πGji. (6.4)
Eq. (6.3) is called the Hamiltonian constraint, and Eq. (6.4) is referred to as the
momentum constraint. K = γijK
ij is the trace of the extrinsic curvature, ∇ and
R denote the three dimensional covariant derivative operator and the Ricci scalar
compatible with γij. ρ and j
i are the energy and momentum density, respectively.
Both vanish for the vacuum spacetimes considered here.
The evolution equation for γij is
∂tγij = −2NKij +∇iNj +∇jNi, (6.5)
which follows from Eq. (6.2). There is a similar albeit longer equation for ∂tKij
which we will not need in this paper. The choices of N and N i are arbitrary.
One can in principle use any lapse and shift in the evolution off the initial-data
surface, although some choices of lapse and shift are better suited to numerical
implementation than others.
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Later in this paper we will often refer to the trace-free piece of Eq. (6.5). Denote
the tracefree piece of a tensor by TF(.), and define γ ≡ det γij. From Eq. (6.5)
and the fact that δ ln γ = γklδγkl, it follows that
TF(∂tγij) = γ
1/3∂t
(
γ−1/3γij
)
= −2NAij + (LN)ij . (6.6)
Here Aij = Kij − 13γijK denotes the trace-free extrinsic curvature, and
(LN)ij ≡ ∇iN j +∇jN i − 2
3
γij∇kNk. (6.7)
L always acts on a vector, so the ’N’ in (LN)ij denotes the shift vector N i and not
the lapse N .
6.2.2 Decomposition of the constraint equations
Equations (6.3) and (6.4) constrain four degrees of freedom of the 12 quantities
(γij, K
ij). However, it is not immediately clear which pieces of γij and K
ij are
constrained and which pieces can be chosen at will. Several decompositions have
been developed to divide the 12 degrees of freedom into freely specifiable and
constrained pieces. We will now review some properties of the three decompositions
we consider in this paper.
All three decompositions follow the York-Lichnerowicz approach and use a con-
formal transformation on the physical 3-metric γij ,
γij = ψ
4γ˜ij. (6.8)
ψ is called the conformal factor, γ˜ij the background metric or conformal metric. We
will denote all conformal quantities with a tilde. In particular, ∇˜ is the covariant
derivative operator associated with γ˜ij, and R˜ij and R˜ are the Ricci tensor and
Ricci scalar of γ˜ij.
The extrinsic curvature is split into its trace and trace-free part,
Kij = Aij +
1
3
γijK. (6.9)
The three decompositions of the constraint equations we discuss in this paper differ
in how Aij is decomposed. For each decomposition, we discuss next the relevant
equations, and describe how we choose the quantities one has to specify before
solving the equations. We use the conventions of [20].
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Conformal TT Decomposition
In this decomposition one first conformally transforms the traceless extrinsic cur-
vature,
Aij = ψ−10A˜ij , (6.10)
and then applies a TT decomposition with respect to the background metric γ˜ij:
A˜ij = A˜ijTT + (L˜X)
ij. (6.11)
The operator L˜ is defined by Eq. (6.7) but using the conformal metric γ˜ij and
derivatives associated with γ˜ij. A˜
ij
TT is transverse with respect to the conformal
metric, ∇˜jA˜ijTT = 0, and is traceless.
Substituting Eqs. (6.10) and (6.11) into the momentum constraint (6.4), one
finds that it reduces to an elliptic equation for X i, whereas A˜ijTT is unconstrained.
In order to specify the transverse-traceless tensor A˜ijTT one usually has to con-
struct it from a general symmetric trace-free tensor M˜ ij by subtracting the longi-
tudinal piece. As described in [20] one can incorporate the construction of A˜ijTT
from M˜ ij into the momentum constraint, arriving at the following equations:
∇˜2ψ − 1
8
ψR˜− 1
12
ψ5K2 +
1
8
ψ−7A˜ijA˜ij = −2πGψ5ρ, (6.12)
∆˜LV
i − 2
3
ψ6∇˜iK + ∇˜jM˜ ij = 8πGψ10ji, (6.13)
where A˜ij and the operator ∆˜L are defined by
A˜ij = (L˜V )ij + M˜ ij (6.14)
and
∆˜LV
i ≡ ∇˜j(L˜V )ij. (6.15)
After solving these equations for ψ and V i, one obtains the physical metric γij
from (6.8) and the extrinsic curvature from
Kij = ψ−10A˜ij +
1
3
ψ−4γ˜ijK. (6.16)
We will refer to Eqs. (6.12) and (6.13) together with (6.14), (6.16) and (6.8) as the
conformal TT equations. In these equations we are free to specify the background
metric γ˜ij, the trace of the extrinsic curvature K, and a symmetric traceless tensor
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M˜ ij . The solution V i will contain a contribution that removes the longitudinal
piece from M˜ ij and the piece that solves the momentum constraint if M˜ ij were
transverse-traceless.
This decomposition has been the most important in the past, since if one
chooses a constant K and if one considers vacuum spacetimes then the momentum
constraint (6.13) decouples from the Hamiltonian constraint (6.12). Moreover, if
one assumes conformal flatness and M˜ ij = 0, it is possible to write down ana-
lytic solutions to Eq. (6.13), the so-called Bowen-York extrinsic curvature. In that
case one has to deal with only one elliptic equation for ψ. The Bowen-York ex-
trinsic curvature can represent multiple black holes with arbitrary momenta and
spins. One can fix boundary conditions for ψ by requiring that the initial-data
slice be inversion symmetric at both throats[9, 27]. In that case one has to mod-
ify the extrinsic curvature using a method of images. We will include initial-data
sets obtained with this approach below, where we will refer to them as inversion
symmetric initial data.
Reasonable choices for the freely specifiable pieces γ˜ij , K, M˜
ij will lead to
an initial-data set (γij, K
ij) that satisfies the constraint equations. How should
we choose all these functions in order to obtain a desired physical configuration,
say a binary black hole with given linear momenta and spins for the individual
holes? We can gain insight into this question by considering how the conformal
TT decompositions can recover a known solution.
Suppose we have a known solution (γ0 ij , K
ij
0 ) of the constraint equations. De-
note the trace and trace-free parts of this extrinsic curvature by K0 and A
ij
0 ,
respectively. If we set
γ˜ij = γ0 ij , K = K0, M˜
ij = Aij0 (6.17)
then
ψ = 1, V i = 0 (6.18)
trivially solve Eqs. (6.12-6.13). Note that we have to set M˜ ij equal to the trace-free
part of the extrinsic curvature.
Now suppose we have a guess for a metric and an extrinsic curvature, which
—most likely— will not satisfy the constraint equations (6.3) and (6.4). Set γ˜ij to
the guess for the metric, and set K and M˜ ij to the trace and trace-free piece of
the guess of the extrinsic curvature. By solving the conformal TT equations we
can compute (γij, K
ij) that satisfy the constraint equations. If our initial guess is
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“close” to a true solution, we will have ψ ≈ 1 and V i ≈ 0, so that γij and Kij will
be close to our initial guess.
Thus one can guess a metric and extrinsic curvature as well as possible and
then solve the conformal TT equations to obtain corrected quantities that satisfy
the constraint equations.
An artifact of the conformal TT decomposition is that one has no direct handle
on the transverse traceless piece with respect to the physical metric. For any vector
X i,
(LX)ij = ψ−4(L˜X)ij. (6.19)
Thus, Eqs. (6.10) and (6.11) imply
Aij = ψ−10A˜ijTT + ψ
−6(LX)ij. (6.20)
For any symmetric traceless tensor Sij
∇jSij = ψ−10∇˜j
(
ψ10Sij
)
. (6.21)
Therefore the first term on the right hand side of Eq. (6.20) is transverse-traceless
with respect to the physical metric,
∇j
(
ψ−10A˜ijTT
)
= 0. (6.22)
However, the second term on the right hand side of Eq. (6.20) is conformally
weighted. Therefore, Eq. (6.20) does not represent the usual TT decomposition.
Physical TT Decomposition
In this case one decomposes the physical traceless extrinsic curvature directly:
Aij = AijTT + (LX)
ij. (6.23)
As above in the conformal TT decomposition, the momentum constraint becomes
an elliptic equation for X i. We can again incorporate the construction of the
symmetric transverse traceless tensor AijTT from a general symmetric tensor M˜
ij
into the momentum constraint. Then one obtains the physical TT equations:
∇˜2ψ − 1
8
ψR˜ − 1
12
ψ5K2 +
1
8
ψ5A˜ijA˜
ij = −2πGψ5ρ, (6.24)
∆˜LV
i + 6(L˜V )ij∇˜j lnψ − 2
3
∇˜iK + ψ−6∇˜jM˜ ij = 8πGψ4ji, (6.25)
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where A˜ij is defined by
A˜ij = (L˜V )ij + ψ−6M˜ ij . (6.26)
When we have solved (6.24) and (6.25) for ψ and V i, the physical metric is given
by (6.8), and the extrinsic curvature is
Kij = ψ−4
(
A˜ij +
1
3
γ˜ijK
)
. (6.27)
We are free to specify the background metric γ˜ij, the trace of the extrinsic
curvature K, and a symmetric traceless tensor M˜ ij . As with the conformal TT
equations, the solution V i will contain a contribution that removes the longitudinal
piece from M˜ ij and a piece that solves the momentum constraint if M˜ ij were
transverse-traceless.
These equations can be used in the same way as the conformal TT equations.
Guess a metric and extrinsic curvature, set γ˜ij to the guess for the metric, and
K and M˜ ij to the trace and trace-free pieces of the guess for the extrinsic curva-
ture. Then solve the physical TT equations to obtain a corrected metric γij and a
corrected extrinsic curvature Kij that satisfy the constraint equations.
The transverse traceless piece of Kij (with respect to γij) will be the transverse
traceless piece of ψ−10M˜ ij . One can also easily rewrite the physical TT equations
such that ψ−10M˜ ij can be freely chosen instead of M˜ ij . So, in this decomposition
we can directly control the TT piece of the physical extrinsic curvature. We have
chosen to follow [20] since it seems somewhat more natural to specify two conformal
quantities, γ˜ij and M˜
ij than to specify one conformal and one physical quantity.
Conformal thin sandwich decomposition
The conformal and physical TT decompositions rely on a tensor splitting to decom-
pose the trace-free part of the extrinsic curvature. In contrast, the conformal thin
sandwich decomposition simply defines Aij by Eq. (6.10) and the decomposition
A˜ij ≡ 1
2α˜
(
(L˜β)ij − u˜ij
)
, (6.28)
where u˜ij is symmetric and tracefree. Eq. (6.28) is motivated by Eq. (6.6): If one
evolves an initial-data set with Aij of the form (6.28) using as lapse and shift
N = ψ6α˜,
N i = βi,
(6.29)
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then
TF(∂tγij) = ψ
4u˜ij. (6.30)
Therefore, the decomposition (6.28) is closely related to the kinematical quantities
in an evolution. Although α˜ and βi are introduced in the context of initial data,
one usually refers to them as the “conformal lapse” and “shift”. While the form
of Eq. (6.28) is similar in form to the conformal and physical TT decompositions,
there are differences. In particular, u˜ij is not divergenceless.
Within the conformal thin sandwich decomposition, the constraint equations
take the form:
∇˜2ψ − 1
8
ψR˜− 1
12
ψ5K2 +
1
8
ψ−7A˜ijA˜ij = −2πGψ5ρ (6.31)
∆˜Lβ
i − (L˜β)ij∇˜j ln α˜− 4
3
α˜ψ6∇˜iK
−α˜∇˜j
( 1
α˜
u˜ij
)
= 16πGα˜ψ10ji (6.32)
Having solved Eqs. (6.31) and (6.32) for ψ and the vector βi, one obtains the
physical metric from (6.8) and the extrinsic curvature from
Kij = ψ−10A˜ij +
1
3
ψ−4γ˜ijK. (6.33)
In this decomposition we are free to specify a conformal metric γ˜ij, the trace of
the extrinsic curvature K, a symmetric trace-free tensor u˜ij and a function α˜.
It seems that the conformal thin sandwich decomposition contains additional
degrees of freedom in the form of the function α˜ and three additional unconstrained
components of u˜ij . This is not the case. The longitudinal piece of u˜ij corresponds
to the gauge choice of the actual shift vector used in an evolution. Thus u˜ij really
only contributes two degrees of freedom, just like M˜ ij in the conformal and physical
TT decompositions. Furthermore, we can reach any reasonable physical solution
(γij, K
ij) with any reasonable choice of α˜; each choice of α˜ simply defines a new
decomposition. A forthcoming article by York[2] will elaborate on these ideas.
Note that for α˜ = 1/2 we recover the conformal TT decomposition.
Let us now turn to the question of how one should pick the freely specifiable
data in the conformal thin sandwich approach. We motivate our prescription again
by considering how to recover a known spacetime: Assume we are given a full four-
dimensional spacetime with 3+1 quantities γ0 ij, K
ij
0 , N
i
0 and N0. Further assume
the spacetime is stationary and the slicing is such that ∂tγij = ∂tKij = 0. An
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example for such a situation is a Kerr black hole in Kerr-Schild or Boyer-Lindquist
coordinates.
Using ∂tγ0 ij = 0 in Eq. (6.6) yields a relation for the trace-free extrinsic cur-
vature
Aij0 =
1
2N0
(LN0)
ij. (6.34)
This is a decomposition of the form (6.28) with u˜ij = 0. Therefore, if we choose
the freely specifiable data for the conformal thin sandwich equations as
γ˜ij = γ0 ij , α˜ = N0,
K = K0, u˜
ij = 0,
(6.35)
and if we use appropriate boundary conditions, then the solution of the conformal
thin sandwich equations will be ψ = 1 and βi = N i0. As part of the solution, we
obtain the shift vector needed for an evolution to produce TF(∂tγij) = 0. Not
needing a guess for the trace-free extrinsic curvature, and having the solution
βi automatically provide an initial shift for evolution, make the conformal thin
sandwich equations very attractive.
In order to generate initial-data slices that permit an evolution with zero
time derivative of the conformal metric — a highly desirable feature for quasi-
equilibrium data, or for a situation with holes momentarily at rest — one can
proceed as follows: Set γ˜ij and K to the guess for the metric and trace of extrinsic
curvature, respectively. Set α˜ to the lapse function that one is going to use in the
evolution, and set u˜ij = 0. If these guesses are good, the conformal factor ψ will
be close to 1, and N = ψ6α˜ as well as N i = βi give us the actual lapse function
and shift vector to use in the evolution.
6.3 Choices for the freely specifiable data
6.3.1 Kerr-Schild coordinates
We base our choice for the freely specifiable data on a superposition of two Kerr
black holes in Kerr-Schild coordinates. In this section we describe the Kerr-Schild
solution and collect necessary equations. We also describe how we compute the 3-
metric, lapse, shift and extrinsic curvature for a boosted black hole with arbitrary
spin.
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A Kerr-Schild metric is given by
gµν = ηµν + 2Hlµlν , (6.36)
where ηµν is the Minkowski metric, and lµ is a null-vector with respect to both the
full metric and the Minkowski metric: gµνlµlν = η
µνlµlν = 0. The 3-metric, lapse
and shift are
γij = δij + 2Hlilj , (6.37)
N = (1 + 2Hltlt)−1/2, (6.38)
N i = − 2Hl
tli
1 + 2Hltlt
. (6.39)
For a black hole at rest at the origin with mass M and angular momentum
M~a, one has
H =
Mr3
r4 + (~a · ~x)2 , (6.40)
lrestµ = (1,
~lrest), (6.41)
~lrest =
r~x− ~a× ~x+ (~a · ~x)~a/r
r2 + a2
, (6.42)
with
r2 =
~x2 − ~a2
2
+
(
(~x2 − ~a2)2
4
+ (~a · ~x)2
)1/2
. (6.43)
For a nonrotating black hole with ~a = 0, H has a pole at the origin, whereas for
rotating black holes, r has a ring singularity. We will therefore have to excise from
the computational domain a region close to the center of the Kerr-Schild black
hole.
Under a boost, a Kerr-Schild coordinate system transforms into a Kerr-Schild
coordinate system. Applying a Lorentz transformation with boost velocity vi to
lrestµ , we obtain the null-vector lµ of the boosted Kerr-Schild coordinate system.
Eqs. (6.37-6.39) give then the boosted 3-metric, lapse, and shift. Since all time-
dependence is in the uniform motion, evolution with lapse N and shift N i yields
∂tγij = −vk∂kγij, and from Eq. (6.5) one can compute the extrinsic curvature
Kij =
1
2N
(
vk∂kγij +∇iNj +∇jNi
)
. (6.44)
If this initial-data set is evolved with the shift N i, the black hole will move
through the coordinate space with velocity vi. However, if the evolution uses the
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shift vector N i + vi, the coordinates will move with the black hole, and the hole
will be at rest in coordinate space. The spacetime is nonetheless different from a
Kerr black hole at rest. The ADM-momentum will be P iADM = γMv
i, where M is
the rest-mass of the hole and γ = (1− ~v2)−1/2.
6.3.2 Freely specifiable pieces
We want to generate initial data for a spacetime containing two black holes with
masses MA,B, velocities ~vA,B and spins MA~aA and MB~aB.
We follow the proposal of Matzner et al [63, 56] and base our choices for the
freely specifiable choices on two Kerr-Schild coordinate systems describing two
individual black holes. The first black hole with label A has an associated Kerr-
Schild coordinate system with metric
γAij = δij + 2HA lA i lAj , (6.45)
and with an extrinsic curvature KA ij, a lapse NA and a shift N
i
A. The trace of the
extrinsic curvature is KA. All these quantities can be computed as described in
the previous section, 6.3.1. The second black hole has a similar set of associated
quantities which are labeled with the letter B.
For all three decompositions, we need to choose a conformal metric and the
trace of the extrinsic curvature. We choose
γ˜ij = δij + 2HA lA i lAj + 2HB lB i lB j (6.46)
K = KA +KB (6.47)
The metric is singular at the center of each hole. Therefore we have to excise
spheres around the center of each hole from the computational domain. We now
specify for each decomposition the remaining freely specifiable pieces and boundary
conditions.
Conformal TT and physical TT decompositions
For the conformal TT and physical TT decompositions we will be solving for a
correction to our guesses. As guess for the trace-free extrinsic curvature, we use a
superposition
M˜ ij =
(
K
(i
Ak +K
(i
B k −
1
3
δ
(i
k (KA +KB)
)
γ˜j)k. (6.48)
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M˜ ij is symmetric and trace-free with respect to the conformal metric, γ˜ijM˜
ij = 0.
Solving for a correction only, we expect that ψ ≈ 1 and V i ≈ 0, hence we use
Dirichlet boundary conditions
ψ = 1, V i = 0. (6.49)
Conformal thin sandwich
For conformal thin sandwich, we restrict the discussion to either two black holes
at rest, or in a quasi-circular orbit in corotating coordinates. In these cases, one
expects small or even vanishing time-derivatives, ∂tγij ≈ 0, and so Eq. (6.30) yields
the simple choice
u˜ij = 0. (6.50)
The conformal 3-metric and the trace of the extrinsic curvature are still given
by Eqs. (6.46) and (6.47). Orbiting black holes in a corotating frame will not move
in coordinate space, therefore we do not boost the individual Kerr-Schild metrics
in this decomposition: viA/B = 0. The lapse functions NA/B and the shifts N
i
A/B
are also for unboosted Kerr-Schild black holes.
We use Dirichlet boundary conditions:
ψ = 1 all boundaries (6.51a)
βi = N iA sphere inside hole A (6.51b)
βi = N iB sphere inside hole B (6.51c)
βi = ~Ω× ~r outer boundary (6.51d)
Eq. (6.51d) ensures that we are in a corotating reference frame; the cross-
product is performed in flat space, and ~Ω = 0 corresponds to two black holes at
rest. Close to the holes we force the shift to be the shift of a single black hole in
the hope that this choice will produce a hole that is at rest in coordinate space.
For the conformal lapse we use
α˜ = NA +NB − 1 (6.52)
or
α˜ = NA NB. (6.53)
The first choice of α˜ follows the philosophy of adding quantities of each individual
hole. However, α˜ of Eq. (6.52) becomes negative sufficiently close to the center of
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Figure 6.1: Structure of domains. Spherical shells around each excised sphere
are surrounded by 43 rectangular blocks and another spherical
shell. The rectangular blocks touch each other and overlap with
all three spherical shells.
each hole and is therefore a bad choice if the excised spheres are small. The choice
(6.53) does not change sign and has at large distances the same behavior (same
1/r term) as (6.52).
6.4 Numerical Implementation
We implemented an elliptic solver that can solve all three decompositions we de-
scribed above in complete generality. The solver uses domain decomposition and
can handle nontrivial topologies. It is based on pseudospectral collocation, that
is, it expresses the solution in each subdomain as an expansion in basis functions.
This elliptic solver is described in detail in a separate paper [86].
From the computational domain we excise two spheres containing the singular-
ities of the Kerr-Schild metric close to the center of each hole. Around each of the
excised spheres we place a spherical shell. These shells are patched together with
5×3×3 = 45 rectangular blocks, with the two blocks at the location of the spheres
removed. Around these 43 blocks, another spherical shell is placed that extends far
out, typically to an outer radius of 107M . In the rectangular blocks, we expand
in Chebyshev polynomials, while in the spheres we use Chebyshev polynomials
radially and spherical harmonics for the angular variables. This setup is depicted
in Fig. 6.1.
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The domain decomposition in Fig. 6.1 is fairly complicated. Even if the shells
were made as large as possible, they do not cover the full computational domain
when the excised spheres are close together. Thus additional subdomains are
needed in any case. Choosing the 43 cubes as depicted allows for relatively small
inner shells and for a relatively large inner radius of the outer shell. Thus each shell
covers a region of the computational domain in which the angular variations of the
solution are fairly low, allowing for comparatively few angular basis-functions.
The code can handle a general conformal metric. In principle, the user needs to
specify only γ˜ij. Then the code computes γ˜
ij , and —using numerical derivatives—
the Christoffel symbols, Ricci tensor and Riemann scalar. For the special case of
the Kerr-Schild metric of a single black hole and the superposition of two Kerr-
Schild metrics, Eq. (6.46), we compute first derivatives analytically and use nu-
merical derivatives only to compute the Riemann tensor.
The solver implements Eqs. (6.12) and (6.13) for the conformal TT decompo-
sition, Eqs. (6.24) and (6.25) for the physical TT decomposition, and Eqs. (6.31)
and (6.32) for the conformal thin sandwich decomposition.
After solving for (ψ, V i) [conformal TT and physical TT], or (ψ, βi) [thin sand-
wich] we compute the physical metric γij and the physical extrinsic curvature K
ij
of the solution. Utilizing these physical quantities (γij, K
ij), we implement several
analysis tools. We evaluate the constraints in the form of Eq. (6.3) and (6.4), we
compute ADM-quantities and we search for apparent horizons. Note that these
analysis tools are completely independent of the particular decomposition; they
rely only on γij and K
ij .
Next we present tests ensuring that the various systems of equations are solved
correctly. We also include tests of the analysis tools showing that we can indeed
compute constraints, ADM-quantities and apparent horizons with good accuracy.
6.4.1 Testing the conformal TT and physical TT decom-
positions
We can test the solver by conformally distorting a known solution of the constraint
equations. Given a solution to the constraint equations (γ0 ij, K
ij
0 ) pick functions
Ψ > 0, W i (6.54)
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and set
γ˜ij = Ψ
−4γ0 ij, (6.55)
K = K0, (6.56)
and
M˜ ij = Ψ10
(
Kij0 −
1
3
γij0 K0
)
−Ψ4(L0W )ij (6.57)
for conformal TT or
M˜ ij = Ψ10
(
Kij0 −
1
3
γij0 K0 − (L0W )ij
)
(6.58)
for physical TT. With these freely specifiable pieces and appropriate boundary
conditions, a solution of the conformal TT equations (6.12), (6.13) or the physical
TT equations (6.24), (6.25) will be
ψ = Ψ (6.59)
V i = W i. (6.60)
From Eq. (6.8) we recover our initial metric γ0 ij , and from Eq. (6.16) [conformal
TT] or Eq. (6.27) [physical TT] we recover the extrinsic curvature Kij0 .
In our tests we used the particular choices
Ψ = 1 +
8(r − 2)
36 + x2 + 0.9y2 + 1.3(z − 1)2 (6.61)
W i =
50(r − 2)
(64 + r4)
(−y, x, 1). (6.62)
These functions are plotted in Fig. 6.2. Ψ varies between 0.8 and 1.5, W i varies
between ±0.5, and both take their maximum values around distance ∼ 7 from the
center of the hole. We used for (γ˜0 ij , K
ij
0 ) a single, boosted, spinning black hole in
Kerr-Schild coordinates.
Figure 6.3 shows results of testing the conformal TT decomposition on a single
spherical shell. The numerical solution (ψ, V i) converges to the analytic solutions
(Ψ,W i) exponentially with the number of basis functions as expected for a properly
constructed spectral method. Moreover, the reconstructed metric and extrinsic
curvature satisfy the constraints.
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Figure 6.2: Plot of the functions Ψ andW i from Eqs. (6.61) and (6.62). The
solid line depicts Ψ along the positive x-axis, the short dashed
line depicts Ψ along the negative z-axis. The long dashed line is
a plot of W y along the positive x-axis.
Figure 6.3: Testing the solver for the conformal TT decomposition.
Eqs. (6.12-6.13) with freely specifiable data given by Eqs. (6.55-
6.57) are solved in a single spherical shell with 1.5M < r < 10M .
N is the cube root of the total number of unknowns. Plotted are
the L2-norms of ψ−Ψ, V x−W x, and the residuals of Hamiltonian
and momentum constraints, Eqs. (6.3) and (6.4).
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Figure 6.4: Physical TT decomposition with domain decomposition.
Eqs. (6.24), (6.25) with freely specifiable data given by Eq. (6.55,
6.56, 6.58) are solved in multiple domains (one inner spherical
shell, 26 rectangular blocks, one outer spherical shell). N is the
cube root of the total number of grid-points. diff denotes the
L2-norm of the difference of the solution and the solution at next
lower resolution. Triangles denote the L2-norm of the difference
to the analytic solution. The remaining symbols denote the er-
rors of numerically extracted ADM-quantities.
Now we test the solver for the physical TT decomposition, and demonstrate
that we can correctly deal with multiple domains. In this example the computa-
tional domain is covered by an inner spherical shell extending for 1.5M ≤ r ≤ 10M .
This shell is surrounded by 26 rectangular blocks that overlap with the shell and
extend out to x, y, z = ±25M . Finally another spherical shell covers the region
20M ≤ r ≤ 106M . As can be seen in Fig. 6.4, the solution converges again
exponentially.
For realistic cases we do not know the analytic solution and therefore need a
measure of the error. Our major tool will be the change in results between different
resolution. In particular we consider the L2 norm of the point-wise differences of
the solution at some resolution and at the next lower resolution. This diagnostic
is labeled by circles in Fig. 6.4. Since the solution converges exponentially, these
circles essentially give the error of the lower of the two resolutions.
In addition to testing the equations, this example tests domain decomposition
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and the integration routines for the ADM quantities. The ADM quantities are
computed by the standard integrals at infinity in Cartesian coordinates,
EADM =
1
16π
∫
∞
(γij,j − γjj,i) d2Si, (6.63)
J(ξ) =
1
8π
∫
∞
(
Kij − γijK) ξj d2Si. (6.64)
For the x-component of the linear ADM-momentum, ξ = eˆx in Eq. (6.64). The
choice ξ = xeˆy − yeˆx yields the z-component of the ADM-like angular momentum
as defined by York [4]. Since the space is asymptotically flat there is no distinction
between upper and lower indices in Eqs. (6.63) and (6.64). Note that Eq. (6.63)
reduces to the familiar monopole term
− 1
2π
∫
∞
∂rψ dA (6.65)
only for quasi-isotropic coordinates. Our outer domain is large, but since it does
not extend to infinity, we extrapolate r →∞.
For a Kerr black hole with mass M and spin ~a, that is boosted to velocity ~v,
the ADM-quantities will be
EADM = γM, (6.66)
~PADM = γM~v, (6.67)
~JADM =
[
γ~a− (γ − 1)(~a~v)~v
~v 2
]
M, (6.68)
where γ = (1 − ~v 2)−1/2 denotes the Lorentz factor. Eq. (6.68) reflects the fact
that under a boost, the component of the angular momentum perpendicular to
the boost-direction is multiplied by γ.
The example in Fig. 6.4 uses ~v = (0.2, 0.3, 0.4), and ~a = (−1/4, 1/4, 1/6)M .
The evaluation of the angular momentum Jz seems to be less accurate since our
current procedure to extrapolate to infinity magnifies roundoff. We plan to improve
this in a future version of the code. Until then we seem to be limited to an accuracy
of ∼ 10−6.
6.4.2 Testing conformal thin sandwich equations
The previous decompositions could be tested with a conformally distorted known
solution. In order to test the conformal thin sandwich decomposition we need to
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find an analytic decomposition of the form (6.28). To do this, we start with a
stationary solution of Einstein’s equations and boost it with uniform velocity vi.
Denote the metric, extrinsic curvature, lapse and shift of this boosted spacetime
by γ˜0 ij, K
ij
0 = A
ij
0 +
1
3
γij0 K0, N0 and N
i
0, respectively. Since we boosted the static
solution, we will not find ∂tγij = 0 if we evolve it with the shift N
i
0. However, all
time-dependence of this spacetime is due to the uniform motion, so in the comoving
reference frame specified by the shift N i0 + v
i, we will find ∂tγij = 0. In this case,
Eq. (6.6) yields
Aij0 =
1
2N0
(L(N0 + v))
ij . (6.69)
If we choose α˜ = N0 and u˜
ij = 0, the thin sandwich equations (6.31) and (6.32)
will thus be solved by ψ = 1 and βi = N i0 + v
i. Similar to the conformal TT and
physical TT decomposition above, we can also conformally distort the metric γ0 ij .
Furthermore, we can consider nonvanishing u˜ij. We arrive at the following method
to test the solver for the conformal thin sandwich equations:
Given a boosted version of a stationary solution with shift N i0, lapse N0, 3-
metric γ0 ij, trace of extrinsic curvature K0, and boost-velocity v
i. Pick any func-
tions
Ψ > 0 (6.70)
W i (6.71)
and set
γ˜ij = Ψ
−4γ0 ij (6.72)
K = K0 (6.73)
α˜ = Ψ−6N0 (6.74)
u˜ij = Ψ4(L0W )
ij (6.75)
Then a solution to the thin sandwich equations (6.31-6.32) will be
ψ = Ψ (6.76)
βi = N i0 + v
i +W i (6.77)
assuming boundary conditions respecting this solution.
Figure 6.5 shows results of this test for a single spherical shell and a Kerr black
hole with ~v = (0.2,−0.3, 0.1), ~a = (0.4, 0.3, 0.1)M . The solution converges to the
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Figure 6.5: Testing thin sandwich decomposition with apparent horizon
searches. Equations (6.31) and (6.32) with freely specifiable data
given by Eqs. (6.72)–(6.75) are solved in a single spherical shell.
N and diff as in Fig. 6.4. Apparent horizon searches with differ-
ent surface expansion order L were performed, and the errors of
the apparent horizon mass MAH are plotted.
expected analytical result exponentially. In addition, apparent horizon searches
were performed. For the numerically found apparent horizons, the apparent hori-
zon area AAH as well as the apparent horizon mass
MAH =
√
AAH
16π
(6.78)
were computed. The figure compares MAH to the expected value
M
(
1
2
+
1
2
√
1− ~a
2
M2
)1/2
. (6.79)
As described in [64, 65], the apparent horizon finder expands the apparent horizon
surface in spherical harmonics up to a fixed order L. For fixed L, the error in the
apparent horizon mass is dominated by discretization error of the elliptic solver
at low resolution N . As N is increased, the discretization error of the elliptic
solver falls below the error due to finite L. Then the error in MAH becomes
independent of N . Since the expansion in spherical harmonics is spectral, the
achievable resolution increases exponentially with L. Note that for exponential
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Figure 6.6: Binary black hole with conformal TT decomposition. The resid-
uals of several quantities are plotted as a function of the cube
root of the total number of grid points. diff as in Fig. 6.4, Ham
and Mom are the residuals of Hamiltonian and momentum con-
straints. EADM denotes the difference between ADM-energy at
resolution N and ADM-energy at highest resolution.
convergence it is necessary to position the rays in the apparent horizon finder at
the abscissas of Gauss-Legendre integration.
6.4.3 Convergence of binary black hole solutions
Figure 6.6 present the convergence of the solver in the binary black hole case. In
this particular example, the conformal TT equations were solved for two black
holes at rest with coordinate separation of 10M . The computational domain is
structured as in Fig. 6.1. The excised spheres have radius rexc = 2M , the inner
spherical shells extend to radius 4M . The rectangular blocks cover space up to
x, y, z = ±25M , and the outer spherical shell extending from inner radius 20M to
an outer radius of R = 107M .
We do not use fall-off boundary conditions at the outer boundary; we simply set
ψ = 1 there. This limits the computations presented in this paper to an accuracy
of order 1/R ∼ 10−7. Figure 6.6 shows that even for the next to highest resolution
(N ≈ 80) the solution will be limited by the outer boundary condition. All results
presented in the following section are obtained at resolutions around N ≈ 80. If
125
the need arises to obtain solutions with higher accuracy, one can easily change to
a fall-off boundary condition, or just move the outer boundary further out.
6.5 Results
The purpose of this paper is to compare the initial-data sets generated by differ-
ent decompositions using simple choices for the freely specifiable pieces in each
decomposition. We solve
• ConfTT: Conformal TT equations (6.12) and (6.13) with freely specifiable
pieces and boundary conditions given by Eqs. (6.46), (6.47), (6.48) and (6.49).
• PhysTT: Physical TT equations (6.24) and (6.25) with same freely specifi-
able pieces and boundary conditions as ConfTT.
• CTS: Conformal thin sandwich equations (6.31) and (6.32) with freely speci-
fiable pieces and boundary conditions given by Eqs. (6.46), (6.47), (6.50) and
(6.51). The lapse α˜ is given by either Eq. (6.52), or by Eq. (6.53).
We will apply the terms “ConfTT”, “PhysTT” and “CTS” only to these par-
ticular choices of decomposition, freely specifiable pieces and boundary conditions.
When referring to different freely specifiable pieces, or a decomposition in general,
we will not use these shortcuts. If we need to distinguish between the two choices
of α˜ in CTS, we will use “CTS-add” for the additive lapse Eq. (6.52) and “CTS-
mult”for the multiplicative lapse Eq. (6.53). Below in section 6.5.3 we will also
introduce as a forth term “mConfTT”.
6.5.1 Binary black hole at rest
We first examine the simplest possible configuration: Two black holes at rest with
equal mass, zero spin, and with some fixed proper separation between the apparent
horizons of the holes. We solve
• ConfTT
• PhysTT
• CTS (with both choices of α˜).
In the comparisons, we also include inversion symmetric conformally flat initial
data obtained with the conformal-imaging formalism.
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Figure 6.7: The conformal factor ψ along the axis connecting the holes for
several decompositions. x measures the distance from the center
of mass, so that the excised sphere is located between 3 < x < 7.
mConfTT is explained below in section 6.5.3. The solution of
PhysTT is not plotted since it is within the line thickness of
ConfTT. The insert shows an enlargement for large x.
We excised spheres with radius rexc = 2M , which is close to the event horizon
for an individual Eddington-Finkelstein black hole. This results in the boundary
conditions being imposed close to, but within the apparent horizons of the black
holes. The centers of the excised spheres have a coordinate separation of d = 10M .
We now discuss the solutions. The conformal factor ψ is very close to 1 for
each of the three decompositions. It deviates from 1 by less than 0.02, indicating
that a conformal metric based of a superposition of Kerr-Schild metrics does not
deviate far from the constraint surface.
Figure 6.7 presents a plot of the conformal factor along the axis through the
centers of the holes. One sees that ψ is close to 1; however, between the holes
ConfTT and CTS force ψ in opposite directions. For CTS, ψ > 1 between the
holes, for ConfTT, ψ < 1! The contour plots in Fig. 6.8 also show this striking
difference between the decompositions.
The result of PhysTT was found to be almost identical with ConfTT. This is
reasonable, since these two decompositions differ only in that in one case the TT
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Table 6.1: Solutions of different decompositions for two black holes at rest.
Ham and Mom are the rms residuals of the Hamiltonian and mo-
mentum constraint, ℓ is the proper separation between the ap-
parent horizons. mConfTT represents the modified conformal TT
decomposition which is explained in section 6.5.3. inv. symm.
represents a conformally flat, time symmetric and inversion sym-
metric solution of the Hamiltonian constraint.
Ham Mom EADM AAH MAH ℓ ℓ/m EADM/m EMPRC/EADM Eb/µ
ConfTT 9× 10−7 4× 10−7 2.06486 57.7369 1.07175 8.062 3.761 0.9633 0.2660 -0.1467
PhysTT 9× 10−7 3× 10−7 2.06490 57.7389 1.07176 8.062 3.761 0.9633 0.2660 -0.1467
CTS-add 2× 10−6 4× 10−7 2.08121 62.3116 1.11340 8.039 3.610 0.9346 0.2434 -0.2615
CTS-mult 2× 10−6 5× 10−7 2.05851 60.8113 1.09991 8.080 3.672 0.9358 0.2444 -0.2569
mConfTT 3× 10−6 1× 10−6 2.0827 62.404 1.1142 0.9346 0.2434 -0.2617
inv. symm. - - 4.36387 284.851 2.38053 17.731 3.724 0.9166 0.2285 -0.3337
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Figure 6.8: Black holes at rest: Contour plots of the conformal factor ψ
for ConfTT (left) and CTS-add (right). The circles denote the
excised spheres of radius 2.
decomposition is with respect to the conformal metric, and in the other case the TT
decomposition it is with respect to the physical metric. Since ψ ≈ 1, the conformal
metric is almost identical to the physical metric, and only minor differences arise.
In the following we will often use ConfTT/PhysTT when referring to both data
sets.
We performed apparent horizon searches for these cases. For all data sets,
the apparent horizon is outside the sphere with radius 2M , that is outside the
coordinate location for the apparent horizon in a single hole spacetime. For Con-
fTT/PhysTT, the radius of the apparent horizon surface is ≈ 2.05M , for CTS it
is ≈ 2.15M . We computed the apparent horizon area AAH , the apparent horizon
mass
MAH =
√
AAH
16π
(6.80)
of either hole, and the combined mass of both holes,
m = 2MAH . (6.81)
There is no rigorous definition of the mass of an individual black hole in a binary
black hole spacetime, and Eq. (6.80) represents the true mass on an individual black
hole only in the limit of wide separation of the black holes. A hard upper limit
on the possible gravitational radiation emitted to infinity during the coalescence
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process of a binary will be
EMPRC = EADM −
√
2AAH
16π
, (6.82)
where 2AAH is the combined apparent horizon area of both holes. Thus, EMPRC
represents the maximum possible radiation content (MPRC) of the initial data.
This, of course, makes the unlikely assumption that the binary radiates away all
of its angular momentum.
We also compute the proper separation ℓ between the apparent horizon surfaces
along the straight line connecting the centers of the excised spheres. In order
to compare different data sets we consider the dimensionless quantities ℓ/EADM ,
EADM/m and EMPRC/EADM . We will also use Eb/µ which will be defined shortly.
Table 6.1 summarizes these quantities for all three decompositions. It also
includes results for inversion symmetric initial data, which for black holes at rest
reduces to the Misner data[9]1. The results in Table 6.1 are intended to represent
nearly the same physical configuration.
From Table 6.1, one finds that the black holes have roughly the same dimen-
sionless proper separation. However, the scaled ADM-energy EADM/m differs by
as much as 4.7% between the different data sets. EMPRC/EADM , which does not
depend on any notion of individual black hole masses at all, differs by 16% between
the different data sets.
The inversion symmetric data has lowest EADM/m and EMPRC/EADM , CTS
has somewhat larger values, and ConfTT/PhysTT lead to the biggest values for
EADM/m and EMPRC/EADM . This indicates that, relative to the sizes of the black
holes, ConfTT/PhysTT and CTS probably contain some excess energy.
A slightly different argument uses the binding energy which is defined as
Eb
µ
≡ EADM − 2MAH
µ
, (6.83)
where µ = MAH/2 is the reduced mass. Two Newtonian point masses at rest
satisfy
Eb
µ
= − 1
ℓ/m
. (6.84)
1Although the Misner solution can be obtained analytically, we found it more
convenient to solve the Hamiltonian constraint numerically. The configuration in
Table 6.1 corresponds to a separation β = 12 in terms of [27].
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From Table 6.1 we see that for ConfTT/PhysTT, |Eb/µ| > (l/m)−1, and for CTS,
|Eb/µ| ≈ (l/m)−1. Since gravity in general relativity is typically stronger than
Newtonian gravity, we find again that CTS and ConfTT/PhysTT contain too
much energy relative to the black hole masses, ConfTT/PhysTT having even more
than CTS.
The proper separation between the apparent horizons ℓ/m is about 4% smaller
for CTS than for ConfTT/PhysTT. By Eq. (6.84) this should lead to a relative
difference in binding energy of the same order of magnitude. Since Eb/µ differs
by almost a factor of two between the different decompositions, the differences in
ℓ/m play only a minor role.
6.5.2 Configurations with angular momentum
Now we consider configurations which are approximating two black holes in orbit
around each other. The conformal metric is still a superposition of two Kerr
Schild metrics. The black holes are located along the x-axis with a coordinate
separation d. For ConfTT/PhysTT, we boost the individual holes to some velocity
±veˆy along the y-axis. For CTS we go to a co-rotating frame with an angular
frequency ~Ω = Ωeˆz . Thus, for each decomposition we have a two parameter family
of solutions, the parameters being (d, v) for ConfTT and PhysTT, and (d,Ω) for
CTS.
By symmetry, these configuration will have an ADM angular momentum paral-
lel to the z-axis which we denote by J . In order to compare solutions among each
other, and against the conformally flat inversion symmetric data sets, we adjust
the parameters (d, v) and (d,Ω), such that each initial-data set has angular mo-
mentum J/µm = 2.976 and a proper separation between the apparent horizons of
l/m = 4.880. In Ref. [28], these values were determined to be the angular momen-
tum and proper separation of a binary black hole at the innermost stable circular
orbit.
Table 6.2 lists the parameters corresponding to this situation as well as results
for each initial-data set2. As with the configuration with black holes at rest, we
find again that ConfTT/PhysTT and CTS lead to different ADM-energies. Now,
2Because of the Lorentz contraction, the apparent horizons for Con-
fTT/PhysTT intersect the sphere with radius 2. In order to have the full apparent
horizon inside the computational domain, the radius of the excised spheres was
reduced to 1.9 for these data sets.
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Table 6.2: Initial-data sets generated by different decompositions for binary
black holes with the same angular momentum J/µm and separa-
tion ℓ/m. The mConfTT dataset is explained in section 6.5.3. It
should be compared to CTS-add.
parameters MAH EADM J/µm ℓ/m EADM/m EMPRC/EADM Eb/µ
ConfTT d = 11.899, v = 0.26865 1.06368 2.12035 2.9759 4.879 0.9967 0.2906 -0.0132
PhysTT d = 11.899, v = 0.26865 1.06369 2.12037 2.9757 4.879 0.9967 0.2906 -0.0132
CTS-add d = 11.860,Ω = 0.0415 1.07542 2.10391 2.9789 4.884 0.9782 0.2771 -0.0873
CTS-mult d = 11.750,Ω = 0.0421 1.06528 2.08436 2.9776 4.880 0.9783 0.2772 -0.0867
mConfTT d = 11.860,Ω = 0.0415 1.0758 2.1061 3.011 4.883 0.979 0.278 -0.085
inv. symm.a 2.976 4.880 0.9774 0.2766 -0.09030
aData taken from [28]
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EADM/m and EMPRC/EADM differ by 0.02 and 0.013, respectively, between CTS
and ConfTT/PhysTT. However, in contrast to the cases where the black holes at
rest, now CTS and the inversion symmetric data set have very similar values for
EADM/m and EMPRC/EADM .
6.5.3 Reconciling conformal TT and thin sandwich
We now investigate further the difference between ConfTT/PhysTT and CTS.
Since the resulting initial-data sets for PhysTT and ConfTT are very similar, we
restrict our discussion to ConfTT.
Motivation
The construction of binary black hole data for the ConfTT/PhysTT cases produces
an extrinsic curvature that almost certainly contains a significant TT component.
It would be interesting to know how significant this component is to the value of the
various physical parameters we are comparing. Ideally, we would like to completely
eliminate the TT component and see what effect this has on the resulting data sets.
Unfortunately, this is a difficult, if not impossible, task.
The TT component of a symmetric tensor M ij is defined as
M ijTT ≡M ij − (LY )ij, (6.85)
where the vector Y i is obtained by solving an elliptic equation of the form
∆LY
i = ∇jM ij . (6.86)
The problem resides in the fact that the meaning of the TT component depends
of the boundary conditions used in solving (6.86).
For the ConfTT/PhysTT cases we are actually solving for a vector V i that is
a linear combination of two components, one that solves an equation of the form
of (6.86) to obtain the TT component of M˜ ij and one that solves the momen-
tum constraint. But by imposing inner-boundary conditions of V i = 0, we don’t
specify the boundary conditions on either part independently. Nor is it clear what
these boundary conditions should be. Since we cannot explicitly construct the TT
component of the extrinsic curvature, we cannot eliminate it. Although it is not
ideal, there is an alternative we can consider that does provide some insight into
the importance of the initial choice of M˜ ij .
133
Black holes at rest
Consider the following numerical experiment for two black holes at rest: Given
M˜ ij from Eq. (6.48), make a transverse traceless decomposition by setting
2NM˜ ij = M˜ ijTT + (L˜Y )
ij (6.87)
where ∇˜jM˜ ijTT = 0 and N = NA+NB−1. Notice that we are decomposing 2NM˜ ij ,
not M˜ ij . Taking the divergence of Eq. (6.87) one finds
∆˜LY
i = ∇˜j
(
2NM˜ ij
)
. (6.88)
The decomposition chosen in Eq. (6.87) is motivated by the conformal thin sand-
wich decomposition. With this decomposition we can, in fact, use the shift vector
N i to fix boundary conditions on Y i, just as it was used to fix the boundary con-
ditions in Eqs. (6.51b—6.51d). For the black holes at rest in this case, we have
Ω = 0. After solving Eq. (6.88) for Y i, we can construct a new conformal extrinsic
curvature by
M˜ ′
ij
=
1
2N
(L˜Y )ij (6.89)
which is similar to what would result if we could eliminate M˜ ijTT from M˜
ij . Using
M˜ ′ij in place of M˜ ij , we can again solve the conformal TT equations. The result
of this modified conformal TT decomposition “mConfTT” is striking: Figure 6.7
shows that mConfTT generates a conformal factor ψ that is very similar to ψ of
CTS. mConfTT is also included in Table 6.1 where it can be seen that the quantities
EADM/m and EMPRC/EADM differ only slightly between mConfTT and CTS.
The fact that modification of the extrinsic curvature changes the ADM-energy
by such a large amount underlines the importance of a careful choice for the ex-
trinsic curvature M˜ ij in ConfTT/PhysTT. The extremely good agreement between
CTS and mConfTT is probably caused by our procedure to determine M˜ ′ij . We
force the extrinsic curvature of mConfTT into the form Eq. (6.89). This is pre-
cisely the form of the extrinsic curvature in CTS, Eq. (6.28), even using the same
function N and the same boundary conditions on the vectors Y i and βi.
Black holes with angular momentum
We now apply the modified conformal TT decomposition to the orbiting configu-
rations of section 6.5.2. In the corotating frame, the black holes are at rest, and
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we start with γ˜ij and M˜
ij of two black holes at rest with coordinate separation
d = 11.860. We now solve Eq. (6.88) with
N = NA +NB − 1 (6.90)
and corotating boundary conditions on Y i [cf. Eqs. (6.51b)–(6.51d)]:
Y i = N iA sphere inside hole A, (6.91a)
Y i = N iB sphere inside hole B, (6.91b)
Y i = ~Ω× ~r outer boundary. (6.91c)
NA/B and N
i
A/B are lapse and shift of individual Kerr-Schild black holes at rest.
M˜ ′ij is again constructed by Eq. (6.89) and used in solving the conformal TT
equations.
Results from this procedure are included in Table 6.2. Again, mConfTT gener-
ates results very close to CTS. EADM/m changes by 1.8% of the total mass between
ConfTT and mConfTT, again highlighting the importance of the extrinsic curva-
ture.
6.5.4 Dependence on the size of the excised spheres
The framework presented in this paper requires the excision of the singularities
at the centers of each hole3. So far we have used rexc = 2M or rexc = 1.9M in
order to impose boundary conditions close to the apparent horizons, but different
choices can be made. Indeed, one might expect that the boundary conditions
(6.49) and (6.51) become “better” farther inside the apparent horizon, where the
metric and extrinsic curvature of that black hole dominate the superposed metric
γ˜ij and superposed extrinsic curvature M˜
ij .
In order to test this assumption, we solve the constraint equations for two black
holes at rest for different radii rexc. We find that for all three decompositions, the
data sets depend strongly on the radius of the excised spheres.
Figure 6.9 presents plots of the conformal factor ψ and V x for ConfTT with
different rexc. There is no clear sign of convergence of ψ as rexc → 0. For rexc =
0.2M , the conformal factor ψ even oscillates close to the excised sphere. Table 6.3
displays various quantities for the ConfTT decomposition for different rexc. As
3Marronetti and Matzner[56] effectively excised the centers, too, by using
“blending functions”.
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Figure 6.9: Plots of ψ and V x along the positive x-axis for ConfTT for dif-
ferent radii rexc = 2M,M, 0.5M, 0.2M . The excised spheres are
centered on the x-axis at x = ±5. The position where a line
terminates gives rexc for that line.
Figure 6.10: Apparent horizons for ConfTT with different radii of excised
spheres. Results shown are for rexc = 2M (long dashed line),
M (dotted line), 0.5M (short dashed line) and 0.2M (outer
solid line). The inner solid line is a circle with radius 2. The
insert shows a parametric plot of r(φ) − 2, which emphasizes
the differences between the different apparent horizons.
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Table 6.3: Solutions of ConfTT for different radii of the excised spheres, rexc.
The results for PhysTT are nearly identical.
rexc EADM AAH ℓ EADM/m ℓ/EADM
Conformal TT
2.0 2.0649 57.737 8.062 0.9633 3.904
1.0 2.0682 57.825 8.101 0.9641 3.917
0.5 2.0808 58.520 8.101 0.9642 3.893
0.2 2.0978 59.514 8.093 0.9640 3.858
0.1 2.1064 60.025 8.089 0.9638 3.840
rexc varies between 2.0M and 0.1M , the ADM-energy varies between 2.065 and
2.106, whereas the apparent horizon area changes by nearly 4%. The apparent
horizons move around somewhat as rexc changes. Figure 6.10 shows the location
of the apparent horizons for different rexc.
For CTS-add (with α˜ = NA + NB − 1), the initial-data sets seem to diverge
as rexc is decreased. This has to be expected, since this choice for α˜ changes sign
if the excised spheres become sufficiently small. Changing to α˜ = NANB so that
the lapse does not change sign reduces this divergent behavior. Von Neumann
boundary conditions on ψ at the excised spheres,
∂ψ
∂r
= 0, (6.92)
lead to an increase in AAH especially for large excised spheres. This combination
of lapse α˜ and boundary conditions exhibits the smallest variations in EADM/m;
cuts through ψ, βx and through the apparent horizons are shown in Figs. 6.11 and
6.12. From the three examined combinations of lapse and boundary conditions,
the one shown behaves best, but there is still no convincing sign of convergence.
Table 6.4 presents ADM-energies and apparent horizon areas and masses for
CTS with different rexc and different choices of lapse and boundary condition. From
the unscaled ADM-energy EADM it is apparent that α˜ = NA + NB − 1 diverges
most strongly. Note that between all choices of lapse, boundary conditions and
rexc, the unscaled quantities EADM , MAH , and ℓ exhibit a much broader variation
than the scaled quantities EADM/m and ℓ/EADM .
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Table 6.4: Solutions of CTS as a function of radius of excised spheres, rexc.
Different choices of the lapse α˜ and boundary conditions for ψ at
the excised spheres are explored.
rexc EADM AAH ℓ EADM/m ℓ/EADM
α˜ = NA +NB − 1, ψ = 1
2.0 2.0812 62.312 8.039 0.9346 3.863
1.0 2.1846 68.279 8.000 0.9372 3.662
0.5 2.3085 76.253 7.925 0.9371 3.433
0.2 2.5463 93.534 7.750 0.9333 3.044
0.1 2.8543 118.834 7.489 0.9282 2.624
α˜ = NANB, ψ = 1
2.0 2.0585 60.811 8.080 0.9358 3.925
1.0 2.1216 64.080 8.044 0.9395 3.792
0.5 2.1696 66.790 8.017 0.9411 3.695
0.2 2.2120 69.456 7.991 0.9409 3.613
0.1 2.2326 70.809 7.978 0.9405 3.573
α˜ = NANB, ∂ψ/∂r = 0
2.0 2.1110 64.229 8.085 0.9337 3.830
1.0 2.1533 66.128 8.030 0.9387 3.729
0.5 2.1794 67.427 8.011 0.9409 3.676
0.2 2.2136 69.559 7.990 0.9409 3.609
0.1 2.2330 70.836 7.978 0.9405 3.573
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Figure 6.11: Cuts through ψ and βx for CTS-mult for different radii rexc.
Here α˜ = NANB and the boundary condition on ψ at the excised
spheres is dψ/dr = 0. The curves for βx are shifted up by 0.5
for x < 5, and are shifted down by 0.5 for x > 5 to allow for
better plotting. dψ/dr approaches zero at the inner boundary
on scales too small to be seen in this figure.
6.6 Discussion
Our results clearly show that different decompositions lead to different initial-
data sets, even when seemingly similar choices for the freely specifiable pieces are
used. From Tables 6.1 and 6.2, one sees that EADM/m changes by as much as 0.029
between ConfTT/PhysTT and CTS. The difference between ConfTT/PhysTT and
the inversion symmetric data is even larger, 0.047. These numbers seem to be small;
however, current evolutions of binary data usually find the total energy emitted
in gravitational radiation EGW/m to be between 0.01 and 0.03 [73, 74, 87], which
is the same order of magnitude as the changes in EADM/m we find. This means
that, in principle, most of the energy radiated in these simulations could originate
from “spurious” energy in the system and not from the dynamics of the binary
system we are interested in.
These findings highlight the fact that current binary black hole initial data sets
are inadequate for the task of accurately describing realistic binary systems. We see
that the choices of the conformal 3-geometry γ˜ij and the freely specifiable portions
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Figure 6.12: Apparent horizons for CTS with α˜ = NANB and inner bound-
ary condition dψ/dr = 0. The different curves belong to differ-
ent rexc as explained in Fig. 6.10
of the extrinsic curvature, embedded in M˜ ij , influence the content of the initial
data at a significant level. Furthermore, the results suggest that small changes in
the free data associated with the extrinsic curvature are more significant than small
changes in the choice of γ˜ij.
4 This assertion is supported by the fact that EADM/m
is consistently larger for the ConfTT solutions than for the CTS solutions but
the two approaches can be made to produce quite consistent results by using the
modified extrinsic curvature of the mConfTT method. All of these decompositions
use the same non-flat conformal metric, but differ in the extrinsic curvature. On
the other hand, results for the conformally-flat inversion-symmetric data agree
rather well with the results from the CTS method when we consider orbiting black
holes. For black holes at rest, CTS differs from the inversion symmetric data,
which seems to contradict our conclusion. However, this difference is likely due
to the time-symmetric nature of the inversion symmetric data, which is especially
adapted to the time-symmetry of the particular configuration of “two black holes
at rest”.
4Following submission of this paper, a preprint by Damour et al.[72] has ap-
peared that lends support to our idea that the extrinsic curvature plays a key role
in constructing quasi-equilibrium binary black hole initial data.
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Improved binary black hole initial data will require choices for the freely speci-
fiable data that are physically motivated, rather than chosen for computational
convenience. The same is true for the boundary conditions used in solving the
constraints. The boundary conditions used in this paper carry the implicit as-
sumptions that the approximate metric and extrinsic curvature are correct at the
excision boundaries and that the value of the single-hole Kerr-Schild shift at the
excision boundary is correct in a multi-hole situation. This is clearly not true, but
we might hope that the impact of the error in this choice would diminish as we
decrease the radius of the excision boundary. However, our results presented in Ta-
bles 6.3 and 6.4 do not support this conjecture. Examining the change in EADM/m
as we vary rexc shows only a small change, but more importantly, it shows no sign
of converging as we decrease rexc. The effects of changing rexc are much more
significant for ℓ/EADM , changing its value by as much as 10% in the case of CTS-
mult for the range of values considered. Furthermore, as with the energy, we see
no sign of convergence in ℓ/EADM as rexc decreases. Interestingly, although the
solutions show no sign of convergence as we shrink the excision radius, we do find
that the dimensionless quantities EADM/m and ℓ/EADM do become independent
of the choice of the inner-boundary condition as rexc decreases. This can be seen
in comparing the result in Table 6.4 for the cases using ψ = 1 and ∂ψ/∂r = 0 as
inner-boundary conditions. Additional tests, not reported in this paper, further
support this assertion.
6.7 Conclusion
Using a new elliptic solver capable of solving the initial-value problem of general
relativity for any of three different decompositions and any choice for the freely
specifiable data, we have examined data sets representing binary black hole space-
times. We find that the choices for the freely specifiable data currently in use
are inadequate for the task of simulating the gravitational radiation produced in
astrophysically realistic situations. In particular, we studied the results of using a
superposition of two Kerr-Schild black holes to fix the freely specifiable data and
compared them to the results obtained from conformally flat initial data.
Although the new Kerr-Schild based data provide a valuable point of compar-
ison, it is not clear that the data produced are significantly superior to previous
conformally-flat data. What is clear is that the choice of the freely specifiable data
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will be very important in constructing astrophysically realistic binary black hole
initial data. Progress will require that these data, and the boundary conditions
needed to solve the constraints, must be chosen based on physical grounds rather
than computational convenience.
How can better initial data be achieved and how can the quality of initial data
be measured? We believe that the conformal thin sandwich decomposition will be
especially useful. Genuine radiative degrees of freedom cannot in principle be rec-
ognized on a single time slice. The conformal thin sandwich method uses in effect
two nearby surfaces, giving it a potential advantage over other methods. Also,
it avoids much of the uncertainty related to specifying a conformal extrinsic cur-
vature. Moreover, the conformal thin sandwich approach is especially well suited
for the most interesting configurations, a black-hole binary in a quasi-equilibrium
orbit. In this case time derivatives of all quantities are small and the choice u˜ij = 0
is physically motivated. One should exploit the condition of quasi-equilibrium as
fully as possible, i.e. one should use the conformal thin sandwich approach to-
gether with the constant K equation, ∂tK = 0. The latter yields another elliptic
equation for the lapse which removes the arbitrariness inherent in choosing a con-
formal lapse α˜. One will also need more physical boundary conditions. Work in
this direction was begun in[67, 68] and refined in [88].
Ultimately, the gravitational wave content of an initial-data set can be de-
termined only by long term evolutions. One must compute an initial-data set
representing a binary black hole in quasi-circular orbit and evolve it. Then one
must repeat this process with an initial-data set representing the same binary black
hole, say, one orbital period earlier, and evolve that data set, too. If both evolu-
tions lead to the same gravitational waves (modulo time offset) then one can be
confident that the gravitational radiation is indeed astrophysically realistic. This
approach has recently been used for the first time in conjunction with conformally
flat puncture data, where it proved remarkably successful [75].
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Chapter 7
Quasi-equilibrium initial data
In this chapter we explore another route to initial data for binary black holes in
circular orbits. The basic idea is that if a black hole binary were in an exact
circular orbit, then in a corotating frame, the configuration would be time-inde-
pendent. Thus, for an exact circular orbit,
∂tgij = 0, ∂tKij = 0 (7.1)
in a corotating coordinate system. Of course, in reality, a binary system slowly spi-
rals in due to gravitational wave emission, and therefore all 12 equations (7.1) can-
not be satisfied1. However, one can still try to enforce as many of these equations
as possible. Moreover, the radiation reaction time-scale increases very rapidly with
separation, so that at large separations it should be possible to satisfy Eq. (7.1) to
a very good approximation.
The quasi-equilibrium idea was first used by Wilson & Mathews [90, 91] and
later by many others to construct binary neutron stars. Later, it was applied by
Gourgoulhon, Grandcle´ment & Bonazzola [67, 68] to construct black hole binaries
in circular orbits. Gourgoulhon et al’s work is slightly deficient in that their initial
data sets violate the constraints [88], although at a very small level. Also, their
boundary conditions require the lapse to vanish on the apparent horizons of the
black holes. Evolutions with black hole excision, however, need initial data that
extends smoothly through the horizon.
The conformal thin sandwich formalism very clearly displays which of the time-
derivatives in (7.1) are freely specifiable, namely ∂tg˜ij = u˜ij and ∂tK. It therefore
provides a unified and general framework for quasi-equilibrium initial data. Ac-
cordingly, we use the conformal thin sandwich equations with
u˜ij = 0, ∂tK = 0, (7.2)
throughout this chapter. Since we only enforce Eq. (7.2), the quasi-equilibrium
method has a built-in consistency check: For the “correct” quasi-equilibrium solu-
tion, all time-derivatives in Eq. (7.1) should be small.
1Unless the emitted gravitational radiation is balanced with an equal amount
of ingoing radiation [89].
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In section 7.1 we consider the consequences of (7.2) for stationary spacetimes.
This will lead us to the question of boundary conditions in section 7.2. After some
implementation details (section 7.3), we present solutions for single black hole
spacetimes in section 7.4, and binary black hole spacetimes in section 7.5. We
close with a brief discussion in section 7.6. The appendices contain details of the
calculations, tests, and remarks on how to prepare these initial data sets for an
evolution.
7.1 Stationary spacetimes
Let Σ be a spacelike hypersurface with future pointing unit normal nµ through a
spacetime with Killing vector l such that −n · l is strictly positive. Denote by g0ij,
Kij0 , and K0 = g
0
ijK
ij
0 the induced metric, extrinsic curvature and mean curvature
of Σ. Furthermore, drag the coordinates along the Killing vector, i.e.
β0 = ⊥ l,
N0 = −n · l,
(7.3)
where ⊥ is the projection operator into Σ. The gauge (7.3) evolves along the
Killing vector, so the 3+1-quantities will be time-independent: ∂tgij = ∂tKij = 0.
We now set up this hypersurface for a solution of the conformal thin sandwich
equations (2.28), (2.29) and (2.34). If we choose as free data (2.31)
g˜ij = Ψ
−4g0ij , u˜ij = 0, K = K0, ∂tK = 0, (7.4)
(where Ψ is some uniformly positive function), then by construction,
ψ = Ψ, βi = βi0, N˜ = Ψ
−6N0, (7.5)
will solve the conformal thin sandwich equations, given boundary conditions com-
patible with Eq. (7.5). We point out that in Eq. (7.4) we specify only the conformal
equivalence class of gij and the mean curvature of Σ; the determinant of gij and
the tracefree extrinsic curvature are recovered by the conformal thin sandwich
equations.
Assuming that the conformal thin sandwich equations have a unique solution,
we can reverse these considerations:
If the free data g˜ij, and K as well as the boundary conditions are compatible
with a time-independent solution of Einstein’s equations, then the choice u˜ij = 0,
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∂tK = 0 will generate complete initial data on Σ, as well as lapse and shift such that
the evolution is completely time independent. The Killing vector of the spacetime
is then given by l = Nn + β.
This result is very useful in two ways: First, the only non-trivial free data is
g˜ij and K. In particular, one need not provide a guess for the trace-free extrinsic
curvature Aij , on which solutions of the extrinsic curvature decomposition depend
very sensitively (see chapter 6). In addition, any spherically symmetric slice can
be written in conformally flat coordinates, so that g˜ij = fij is a completely general
choice for spherical symmetry.
Second, one is generally interested in evolving the initial data, which requires
lapse and shift. We see that the conformal thin sandwich equations not only yield
lapse and shift, but, for stationary spacetimes, yield the optimal lapse and shift.
Of course, the present discussion depends on boundary conditions. The confor-
mal thin sandwich equations generally will have a solution even if the boundary
conditions are not compatible with (7.3). In such a case, however, the time-vector
of the evolution will not coincide with the Killing vector, and the evolution will
not be time-independent. Thus we are led to consider boundary conditions next.
7.2 Quasi-equilibrium boundary conditions
The idea of quasi-equilibrium is also very useful for deriving boundary conditions at
interior boundaries of the computational domain which surround the singularities
inside each black hole. Here, I present the proposal of Cook [88] in my own
words, with some improvements and simplifications which have been found since
publication of [88] by Cook and by myself.
Our goal is to construct initial data for either a single black hole, or a binary
black hole in quasi-circular orbit. For a binary, the orbital angular frequency is
denoted by Ω. For a single black hole one should replace Ω by zero in what follows.
Thus we seek initial data (gij, K
ij) on a hypersurface Σ as well as lapse N and
shift βi so that the configuration is initially as time-independent as possible.
The initial data should contain one or two black holes which are “time-inde-
pendent.” Therefore, we require that Σ contains one or two apparent horizons,2
2Technically, a “marginally outer trapped surface” (MOTS) – the apparent
horizon is defined as the outermost MOTS, and we do not rigorously show that no
other MOTS exists outside S.
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Figure 7.1: Inner boundary for quasi-equilibrium boundary conditions. The
2-surface S has the induced metric hij .
denoted by S, and that these apparent horizons have constant area as one moves
to the neighboring hypersurfaces. The situation is illustrated in Figure 7.1, which
also introduces several vectors on S: nµ denotes as usual the future pointing unit
normal to Σ, sµ is the unit-normal to S within Σ, and
kµ = sµ + nµ (7.6)
denotes the outgoing null normal to S with a convenient normalization. Further-
more, the induced metric hij on S is
hij = gij − sisj. (7.7)
For the apparent horizon S, by definition, the expansion of kµ vanishes:
θ = 0 on S. (7.8)
Therefore, if S is moved along kµ, initially, the surface area of S will not change.
Of course, so far there is no guarantee that the apparent horizon moves along kµ.
We consider Raychaudhuri’s equation
dθ
dλ
= −1
2
θ2 − σµνσµν + ωµνωµν − Rµνkµkν , (7.9)
where σµν , and ωµν denote shear and twist of k
µ, respectively, and λ is the affine
parameter along the null-geodesics tangent to kµ such that k = d/dλ. Since
θ = 0 (on S), Rµν = 0 in vacuum and ωµν = 0 (because kµ is surface-forming by
construction), Eq. (7.9) simplifies to
dθ
dλ
= −σijσij on S. (7.10)
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Therefore, the expansion will stay zero along kµ (initially), if
σij = 0 on S. (7.11)
The apparent horizon is defined by θ = 0; Eq. (7.11) thus ensures that the apparent
horizon moves along kµ and that its area is (initially) constant during an evolution.
We remark that the conditions on S we have derived so far are in close contact
to the isolated horizon framework (see, e.g. [92], or [93] for an easily accessible
introduction). This framework tries to capture the concept of a black hole that is
not changing for a certain period of time in a spacetime, which is otherwise allowed
to change. Within this framework, one can then define locally mass and angular
momentum of the hole. One of the defining properties of an isolated horizon is
that it can be foliated by null-geodesics with zero expansion, which is very similar
to our requirement that θ = 0 and dθ/dλ = 0 on S.
So far we have been concerned with coordinate independent conditions on the
spacetime; we now consider coordinate choices which make the configuration as
time-independent as possible in the specific coordinate system we are constructing.
It will be convenient to know where the apparent horizon S is located in Σ. We
achieve this by simply choosing the surface S in our coordinate system, and then
demanding that S is an apparent horizon. In Appendix 7.7 we show that from
Eq. (7.8) it follows that
s˜k∇˜k lnψ = −1
4
(
h˜ij∇˜is˜j − ψ2J
)
on S. (7.12)
Here, s˜k and h˜ij are the conformal unit-normal to S and the conformal induced
metric of S,
si = ψ
2s˜i, hij = ψ
4h˜ij, (7.13)
and J = hijK
ij. Equation (7.12) has already been expressed in conformal quanti-
ties which are known before the conformal thin sandwich equations are solved.
Equations (7.10) and (7.11) ensure that the apparent horizon is a null surface;
we now require that the set of coordinate points that coincide with S in the initial
hypersurface Σ coincides with a null surface during the evolution (initially). This
ensures that the apparent horizons will not move through coordinate space in the
evolution (at least initially). We decompose the shift βµ into pieces perpendicular
and tangential to S,
βµ = β⊥sµ + β
µ
‖ on S, (7.14)
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with β⊥ = sµβµ and sµβ
µ
‖ = 0. The time-vector then splits into
t = Nn + β⊥s+ β‖ = ζ + β‖ on S, (7.15)
where ζµ ≡ Nnµ + β⊥sµ describes the radial motion of the boundary whereas βµ‖
shifts coordinates tangential to S. In order for the inner boundary to coincide with
a null surface, ζµ must be null,
ζ2 = −N2 + β2⊥ = 0 on S, (7.16)
so that
β⊥ = N on S, (7.17)
(which also implies that ζµ is proportional to kµ). This condition relates the radial
part of the shift-vector to the lapse. The overall scaling of ζµ is not fixed by the
requirement of ζµ being null.
Having the results of the last two pages, we analyze the condition (7.11). We
show in Appendix 7.7 that σij = 0 together with (7.14) and (7.17) implies that
(L˜Sβ‖)ij = 0. (7.18)
The operator on the left-hand side of (7.18) is the two-dimensional longitudinal
operator (the conformal Killing operator), given by Eq. (2.17), acting in S. The so-
lutions of (7.18) are therefore conformal Killing vectors of S (or on each connected
component of S, for a binary black hole). For the special case of a sphere in con-
formal flatness, we note that a rotation centered on the sphere satisfies Eq. (7.18)
for any choice of rotation-angle and orientation of the axis of rotation.
Cook [88, 94] suggests to use the freedom in βi‖ to construct spinning black
holes. The choice βi‖ = 0 corresponds to corotating black holes, whereas any other
solution of (7.17) would impart an additional rotation on the hole. In the special
case of conformal flatness with excised spheres, for example, the choice
βi‖ = Ω
(
∂
∂φH
)i
(7.19)
with ∂/∂φH the rotational conformal Killing vector centered on the excised sphere
with rotation axis parallel to the orbital angular momentum, should generate ir-
rotational black holes.
Looking back we see that Eqs. (7.12), (7.14) and (7.17) have the character
of boundary conditions on ψ and βi, which are four of the five unknowns of the
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conformal thin sandwich equations (the fifth one is the lapse N˜). Therefore, we can
guarantee that these equations are satisfied by using them as boundary conditions
in the elliptic solve of the conformal thin sandwich equations3.
At the outer boundary, the boundary conditions are dictated by asymptotic
flatness:
ψ → 1 as r →∞, (7.20)
N → 1 as r →∞, (7.21)
both in an inertial frame and in the rotating frame. In the inertial frame, further-
more, βi → 0. In the corotating frame, therefore
βi → Ω
(
∂
∂φ
)i
as r →∞, (7.22)
where ∂/∂φ represents a rotation in the asymptotically flat region around the
orbital axis (for a single black hole, Ω = 0).
We can summarize the quasi-equilibrium method as follows:
1. Pick a conformal metric g˜ij , mean curvature K, and a two-surface S consist-
ing of one or two topologically spherical components.
2. Solve the conformal thin sandwich equations with u˜ij = K˙ = 0 in the exterior
of S with boundary conditions
• on S given by Eqs. (7.12), (7.14) and (7.17), and βi‖ satisfying (7.18),
• at infinity given by Eqs. (7.20), (7.21) and (7.22).
We have not yet specified a boundary condition on the lapse on S. Cook [88]
proposed to require that along the inner boundary, the expansion of the ingoing
null geodesics be constant in time. This translates to a very complicated condition,
namely
R ≡ Js˜i∂iN + ψ2(J2 − JK + D˜)N = 0, (7.23)
with
D˜ ≡ ψ−4
(
−1
2
(2)R˜ + 2D˜2 lnψ + h˜ij(D˜i − Ji)(D˜j − Jj)
)
, (7.24)
where Ji = hikslK
kl. (Note that D˜ involves second two-dimensional covariant
derivatives within the surface S).
3The apparent horizon equation was first used as a boundary condition in [78].
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In spherical symmetry, however, I show that (7.23) is degenerate with the quasi-
equilibrium boundary conditions on ψ and βi, and cannot be used. Furthermore,
for non-spherical symmetric situations, I present evidence in section 7.4.3 that
Eq. (7.23) is ill-posed due to a term that vanishes identically in spherical symmetry.
Consequently, I do not believe that Eq. (7.23) represents a usable boundary
condition. Instead I will use Dirichlet or von Neumann boundary conditions on
the lapse. But although Eq. (7.23) cannot be used as a boundary condition, R = 0
must nonetheless hold for time-independent slicings; therefore, we will use the
residual R as a diagnostic of the time-independence of computed initial data sets.
7.3 Implementation details
In the code, we always excise spheres. For a binary, the centers of the spheres
are located on the x-axis at x = ±s/2. We also choose ~Ω parallel to the z-axis,
~Ω = Ωeˆz.
For equal mass black holes in a configuration that is symmetric under exchange
of the two holes, the center of the corotating frame must coincide with the origin.
For unequal mass black holes the center will no longer be halfway between the holes
and therefore not at the origin. Moreover, the +y direction is different from the
−y direction, as the holes moving in either direction differ in mass. Thus it seems
possible that the center of the corotating frame is not on the x-axis, although we
would expect it to be close to it. Accordingly we center the corotating frame at
~R = (Rx, Ry, 0) in Cartesian coordinates.
The shift boundary condition Eq. (7.22) reads in Cartesian coordinates
βi → (~Ω× (~r − ~R))i = ξi + (ΩRy,−ΩRx, 0), (7.25)
where
ξi ≡ (~Ω× ~r)i = (−Ω y,Ωx, 0) (7.26)
denotes the divergent part of the shift, and ~r = (x, y, z).
The outer sphere of the domain decomposition extends to very large outer
radius and expands functions in inverse powers of r (via the inverse mapping of
Eq. (3.26) on p. 34). The shift is proportional to r for large radii, and therefore
cannot be represented as an expansion in 1/r. Instead of solving for βi directly,
we write
βi = Bi + ξi (7.27)
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and solve for Bi (which is finite as r →∞).
With these changes, the conformal thin sandwich equations are
∇˜j
(
1
2N˜
(L˜B)ij
)
+ ∇˜j
(
1
2N˜
(L˜ξ)ij
)
− 2
3
ψ6∇˜iK = 0, (7.28a)
∇˜2ψ − 1
8
ψR˜− 1
12
ψ5K2 +
1
8
ψ−7A˜ijA˜ij = 0, (7.28b)
∇˜2(N˜ψ7)− (N˜ψ7)
[
1
8
R˜ +
5
12
ψ4K2 +
7
8
ψ−8A˜ijA˜ij
]
−ψ5Bk∂kK − ψ5ξk∂kK = 0, (7.28c)
where
A˜ij = (2N˜)−1
(
(L˜B)ij + (L˜ξ)ij
)
. (7.28d)
The quasi-equilibrium boundary conditions are
s˜k∇˜k lnψ = −1
4
(
h˜ij∇˜is˜j − ψ2J
)
on S, (7.28e)
Bi = Nψ−2s˜i + βi‖ − ξi on S, (7.28f)
ψ → 1 as r →∞, (7.28g)
Bi → (ΩRy,−ΩRx, 0) as r →∞, (7.28h)
N → 1 as r →∞, (7.28i)
with βi‖ satisfying Eq. (7.18). Equation (7.28c) is coded as an equation for N˜ψ
7 =
Nψ, so that, in the code, we impose boundary conditions on Nψ. We will loosely
refer to these boundary conditions as “lapse boundary conditions,” nonetheless.
We finally note that one can absorb the (L˜ξ)ij-terms in a redefinition of u˜ij: If
one uses u˜ij = −(L˜ξ)ij, then Eqs. (7.28a) and (7.28b) for Bi take the same form as
the original thin sandwich equations (2.28) and (2.29) for βi; ξi only appears in the
advection term in (7.28c) and in the boundary conditions. Also, in the important
case of conformal flatness, (L˜ξ)ij = 0. We report on some code tests in Appendix
7.8, and proceed now to compute initial data sets.
7.4 Single black hole solutions
We will first apply the quasi-equilibrium ideas to a spherically symmetric spacetime
with a single black hole. This demonstrates the practicability of the formalism,
and tests the code.
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7.4.1 Eddington-Finkelstein coordinates
The Eddington-Finkelstein coordinate system is well suited for numerical relativ-
ity, as it is horizon penetrating and comparatively simple. We collect here some
relevant formulae and a few useful numbers. The standard Eddington-Finkelstein
coordinate system is given by
gEFij = δij +
2M
r
ninj , (7.29a)
NEF =
(
1 +
2M
r
)−1/2
, (7.29b)
βiEF =
(
1 +
2M
r
)−1
2M
r
ni, (7.29c)
where ni = xi/r, and r2 = δijx
ixj . The mean curvature is
KEF (r) =
2M
r2
(
1 +
2M
r
)−3/2(
1 +
3M
r
)
. (7.30)
The tracefree piece of the extrinsic curvature is not needed here; it could be ob-
tained via AijEF = (2NEF )
−1(LβEF )ij if necessary.
The 3-metric (7.29a) in spherical coordinates reads
(3)ds2 =
(
1 +
2M
r
)
dr2 + r2dΩ2 (7.31)
where dΩ2 is the metric on the sphere. As with any spherically symmetric metric
a suitable radial coordinate transformation r → rˆ(r) will transform (7.31) into
conformally flat form,
(3)ds2 = ψ4
(
drˆ2 + rˆ2dΩ2
)
. (7.32)
Comparing the coefficients of dΩ2 in (7.31) and (7.32) yields r2 = ψ4rˆ2, so that
ψ2 = r/rˆ. Comparison of coefficients along the radial direction gives then(
1 +
2M
r
)1/2
dr =
r
rˆ
drˆ, (7.33)
with solution (subject to the boundary condition rˆ → r as r →∞) [88]
rˆ =
r
4
(
1 +
√
1 +
2M
r
)2
e2−2
√
1+2M/r. (7.34)
The conformal factor is therefore
ψ =
√
r
rˆ
=
2e
√
1+2M/r−1
1 +
√
1 + 2M/r
. (7.35)
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The mean curvature K behaves as a scalar under such a spatial coordinate trans-
formation,
KEFCF (rˆ) = KEF
(
r(rˆ)
)
. (7.36)
The coordinate transformation (7.34) maps the radius of the horizon from
rAH/M = 2 to
rˆAH
M
=
e2−2
√
2
2
(
1 +
√
2
)2
≈ 1.27274, (7.37)
whereas, on the horizon,
ψ(rˆAH) =
2e
√
2−1
1 +
√
2
≈ 1.25356, (7.38)
(Nψ)(rˆAH) =
√
1
2
ψ(rˆAH) ≈ 0.88640. (7.39)
These three numerical values will be used below. We confirm in Appendix 7.8
that the Eddington-Finkelstein metric indeed satisfies the quasi-equilibrium equa-
tions (7.28).
7.4.2 Solving for spherically symmetric spacetimes
We now employ the quasi-equilibrium method to solve for the standard Eddington-
Finkelstein slice. We set the conformal metric equal to Eq. (7.29a), so that the
solution should have ψ = 1, choose the mean curvature by Eq. (7.30), and set
βi‖ = 0. Furthermore, we use a Dirichlet boundary condition on the lapse,
Nψ =
1√
2
on S, (7.40)
which follows from Eq. (7.29b) and ψ = 1.
With the most primitive initial guess, ψ = 1, βi = 0, and Nψ = 1, the Newton-
Raphson method inside the elliptic solver does not converge. A suitable initial
guess can be obtained by performing an elliptic solve with Dirichlet boundary
condition on the conformal factor, ψ = 1 on S, and then using the result of
this solve as initial guess for the “real” solve. Similar convergence problems of
the Newton-Raphson procedure are encountered sometimes for binary black hole
solutions. In practice, a similar “preprocessing solve” with Dirichlet boundary
conditions ψ = ψS resolves this difficulty (this procedure is fairly insensitive to the
exact value of the constant ψS— choosing it based on the underlying single black
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Figure 7.2: Solving the quasi-equilibrium equations (7.28) on an Eddington-
Finkelstein slice. The lines denote the L∞ residuals of the Hamil-
tonian constraint (solid), ∂t lnψ (long-dashed) and the lapse con-
dition (7.23) (short-dashed). The circles give the deviation of the
ADM-energy from the expected value 1.
hole solutions is sufficient). For binary black hole solves, using the underlying
single black hole solutions as initial guess usually results in fast convergence of the
Newton-Raphson method, too.
With a suitable initial guess, the Newton-Raphson method converges nicely for
each resolution. The solutions converge exponentially with increasing resolution,
as they should (see Figure 7.2), and reproduce the standard Eddington-Finkelstein
slice.
If we replace the Dirichlet boundary condition on the lapse by the lapse condi-
tion R = 0, Eq. (7.23), then the elliptic solver does not converge. To gain further
insight, we perform nine solves for spherically symmetric single black hole space-
times. For all solves, we choose conformal flatness, g˜ij = δij , and vary the lapse
boundary condition as well as the mean curvature:
1. For the lapse, we use two different Dirichlet boundary conditions (as indicated
in Table 7.1) and the von Neumann boundary condition ∂r(Nψ) = 0.
2. For K, we use K = KEFCF (rˆ) (Eddington-Finkelstein with conformally flat
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radial coordinate), K = 2/r2 and K = 0.
The radius of the excised sphere is rˆAH/M ≈ 1.2727 as given by Eq. (7.37), so that
the first of the nine solutions should recover the Eddington-Finkelstein solution
with conformally flat radial coordinate.
The runs are summarized in Table 7.1. For each run we compute the apparent
horizon mass
MAH =
√
AAH
16π
, (7.41)
the ADM-energy
EADM = − 1
8π
∫
r=∞
∂ψ
∂r
d2A, (7.42)
and the Komar mass4
MK =
1
4π
∫
r=∞
∂N
∂r
d2A. (7.43)
We also evaluate ∂t lnψ and R. For single hole solutions, we can push the accuracy
of the pseudo-spectral method close to round-off, as can be seen by the residuals of
the constraints (these are L∞-norms; the L2 norms are smaller by roughly one order
of magnitude). EADM and MK are determined by surface integrals extrapolated
to infinite radius, which makes them less accurate. Nonetheless, we can compute
them to better than 10−6. We also remark that the data sets withK = 2/r2 display
a slower exponential convergence; although more collocation points are used for
these solves, they are still somewhat less accurate.
The first data set in Table 7.1 has a mass of exactly one, as it should, because it
is just Eddington-Finkelstein with unit-mass with the radial coordinate transfor-
mation (7.34). It is not surprising that the time-derivative of the conformal factor
vanishes and that this dataset also satisfies the lapse condition R, Eq. (7.23).
Perhaps more surprising is that all datasets presented in Table 7.1 apparently
satisfy the lapse condition (7.23). This explains why the lapse condition (7.23)
fails as a boundary condition together with the other quasi-equilibrium boundary
conditions: Any value of the lapse (with the other quasi-equilibrium boundary
conditions) leads to a data set satisfying (7.23). Equation (7.23) is degenerate with
the other quasi-equilibrium boundary conditions and cannot be used to single out
a unique value of the lapse on the horizon.
4These definitions for EADM andMK are valid only in conformal flatness. More
general definitions can be found in [4] and [95].
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Table 7.1: Spherically symmetric single black hole solutions with g˜ij =flat
and different choices for the lapse boundary condition and for K.
Radius of the excised sphere is rˆAH .
lapse BC K Hamilt. moment. MAH EADM MK L∞(∂t lnψ) L∞(R)
(upper limits) (upper limits)
(Nψ)(rˆAH) KEFCF 1.3 · 10−11 6.1 · 10−12 1.0000000 1.000000 1.000000 1.0 · 10−13 2.5 · 10−12
(Nψ)(rˆAH) 2/r
2 3.3 · 10−9 1.9 · 10−8 0.772329 0.77235 0.77236 2.2 · 10−10 9.3 · 10−10
(Nψ)(rˆAH) 0 1.5 · 10−10 1.5 · 10−11 1.2897483 1.289748 1.28975 2.0 · 10−12 5.7 · 10−11
3/4 KEFCF 1.9 · 10−10 2.0 · 10−9 1.085413 1.08541 1.08541 2.5 · 10−11 1.4 · 10−10
3/4 2/r2 1.0 · 10−9 1.2 · 10−8 0.8351808 0.83518 0.8352 5.1 · 10−11 2.2 · 10−10
3/4 0 5.3 · 10−11 1.1 · 10−11 1.3998627 1.39986 1.39986 6.2 · 10−13 1.7 · 10−11
∂r(Nψ) = 0 KEFCF 3.0 · 10−11 5.2 · 10−11 0.9942475 0.994247 0.994247 4.3 · 10−13 6.4 · 10−12
∂r(Nψ) = 0 2/r
2 2.0 · 10−10 2.9 · 10−9 0.6828056 0.68281 0.68281 1.7 · 10−11 1.1 · 10−10
∂r(Nψ) = 0 0 3.4 · 10−11 1.6 · 10−11 1.4807928 1.480792 1.480793 1.0 · 10−11 2.7 · 10−11
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From Table 7.1 we see further, thatall datasets apparently have vanishing
∂t lnψ, indicating that all these data sets might be time-independent. Moreover,
for each dataset, apparent horizon mass, ADM energy and Komar mass agree up to
the numerical accuracy of those numbers. EADM measures the total energy of the
hypersurface, including gravitational waves, whereas MAH just includes the black
hole mass. As the apparent horizon mass is a lower bound of the event horizon
mass, which in turn must be smaller than the ADM energy, we find that none of
these datasets contains gravitational radiation. Finally, EADM = MK for station-
ary spacetimes [96, 95], hence equality of these masses once again hints toward a
stationary spacetime.
The fact that the quasi-equilibrium equations in spherical symmetry seem to
generate stationary slices for all our choices of the lapse boundary condition and
the mean curvature can be understood as follows: The apparent horizon boundary
condition guarantees the existence of a black hole in the spherically symmetric
space time; by Birkhoff’s theorem, the generated initial data set must therefore
be a slice through a Schwarzschild black hole. Schwarzschild is stationary, and
we recall from the discussion about stationary spacetimes in section 7.1 that lapse
and shift along the Killing vector solve the conformal thin sandwich equations if
compatible with the free data.
Any spherically symmetric hypersurface is conformally flat, so that g˜ij = flat
cannot lead to incompatibilities. The inner boundary is an apparent horizon (by
Eq. (7.28e) ) and the time vector tµ is radial and null there (because of Eq. (7.28f)
together with βi‖ = 0), therefore at the inner boundary, t
µ is proportional to the
Killing vector. At the outer boundary, the time vector is identical to the Killing
vector by the outer boundary conditions (7.28g)–(7.28i). So the only incompatibil-
ity left could be a different constant of proportionality between tµ and the Killing
vector on the boundaries. But for the data sets contained in Table 7.1, appar-
ently no such inconsistency exists. Thus it seems likely that for all (reasonable)
mean curvatures K and values of the lapse on the apparent horizon, there exists
a spherically symmetric slice through Schwarzschild. In each case, the black hole
mass will have some value, based on the radius of the excised sphere, the lapse
boundary condition and K.
This interpretation is also consistent with the fact that there exists a one-
parameter family of spherically symmetric maximal slices through Schwarzschild [94,
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97]5, given by
(3)ds2 =
(
1− 2M
r
+ C2
M4
r4
)−1
dr2 + r2dΩ2, (7.44a)
N =
(
1− 2M
r
+ C2
M4
r4
)1/2
, (7.44b)
βr =
(
1− 2M
r
+ C2
M4
r4
)−1/2
, (7.44c)
where M is the mass of the black hole and C is a dimensionless constant (C = 0
yields the standard Schwarzschild slice). Substituting r = 2M into (7.44b) we find
the value of the lapse on the horizon to be C/4, so that the slicings differ indeed
by the value of the lapse on the horizon.
A suitable radial coordinate transformation r→ rˆ(r) will make the metric (7.44a)
conformally flat6. Picking values for M and C in Eqs. (7.44a)–(7.44c) and trans-
forming to conformally flat coordinates will result in an initial data set with ap-
parent horizon at rˆAH = rˆ(2M) and lapse on the horizon of N(rˆAH) = C/4.
Conversely, picking the radius of the excised sphere rexc (which is an apparent
horizon due to the quasi-equilibrium boundary conditions) and a lapse boundary
condition on the excised sphere will determine some numerical values for M and
C in Eq. (7.44a): M will simply be the ADM-energy, and C = 4N(rexc).
Finally, we remark, that Table 7.1 suggests that for any value of the mean
curvature datasets with ∂t lnψ = 0 exist. This implies that we cannot use quasi-
equilibrium ideas to single out a uniqueK. One cannot, for example, use ∂t lnψ = 0
to fix K. This is perfectly consistent with the result in section 2.2.4 that using
∂tψ = 0 to fix K leads to a non-invertible differential operator in the momentum
constraint.
7.4.3 The lapse boundary condition
In the last section we have seen that the lapse condition (7.23) is degenerate with
the other quasi-equilibrium boundary conditions in spherical symmetry. For bi-
nary black hole configurations which are not strictly stationary, this degeneracy
5Estabrook et al. [97] use T = CM2 instead of C. Equations (7.44) can be
obtained by substituting a time-independent T into their more general results.
6This coordinate transformation is not available in closed form; it must be
obtained by numerical integration [94].
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might disappear. In that case, Eq. (7.23) might represent a valid lapse boundary
condition which sets one additional time derivative to zero, bringing the solution
even closer to stationarity.
However, in the limit of large separation, we recover two isolated black holes,
and therefore the boundary conditions must become degenerate. Therefore it is
likely that even at finite separation the lapse condition will be nearly degenerate
with the remaining quasi-equilibrium boundary conditions, resulting in a system
of equations which is difficult to solve numerically.
Nonetheless, I have put considerable effort into using the lapse condition (7.23)
for solutions representing binary black hole spacetimes, or non-spherically sym-
metric single black hole spacetimes, but without success.
The rest of this subsection demonstrates one further problematic point re-
garding the lapse condition (7.23) in non-spherically symmetric single black hole
solutions: We excise a sphere with radius rˆAH ≈ 1.2727, choose conformal flatness
g˜ij = δij, and use KEFCF as mean curvature centered at (x, y, z) = (0.02, 0, 0.01)
so that the center of K does not coincide with the center of the excised sphere. We
use the quasi-equilibrium boundary conditions (7.28e)–(7.28i), where we set βi‖ to
a rotation around the z-axis with angular frequency 0.1 to further break spherical
symmetry.
With these free data and boundary conditions, and with the lapse-condition as
boundary condition on Nψ, the linear solver inside the Newton-Raphson procedure
fails to converge.
From spherically symmetric spacetimes, we recall that the lapse boundary con-
dition was degenerate with the remaining quasi-equilibrium boundary conditions;
the overall mass-scale had to be set. Similarly, we now try to fix the value of
Nψ at one point on the surface of the excised sphere, in the hope that the lapse
condition (7.23) will then determine it at all other points. Since we solve for the
spherical harmonic coefficients (cf. Eq. (3.48) on p. 43), it is difficult to fix Nψ at
one point in real-space. Instead, we require that the average value of Nψ on the
surface equals 0.866, which translates to a condition on the coefficient of Y00. This
average-fixing condition replaces the Y00 component of the lapse condition (7.23),
i.e. we do not enforce the monopole component R = 0, but require only that all
higher spherical harmonic pieces of R vanish.
This fairly elaborate procedure alone does not yet cure the convergence prob-
lems of the linear solver. In addition, we need to consider the lapse boundary
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condition (7.23) in more detail. Expanding Eq. (7.23) yields the version of this
equation which is actually implemented in the code:
0 =
(
ψ
2Nψ
J˜ +
2
3
K
)
s˜i∇˜i(Nψ)
+
3ψ4
16Nψ
J˜2 − 1
3
ψ2(Nψ)K2 +
(
ψ
8
J˜ +
Nψ
6
K
)
h˜ij∇˜j s˜i + ψ3D˜N,
(7.45)
where
ψ3D˜N = 1
ψ2
D˜2(Nψ) +
Nψ
ψ3
D˜2ψ − Nψ
2ψ2
(2)R− 2
ψ3
D˜i(Nψ)D˜iψ
− ψ
2Nψ
h˜ij J˜iD˜j(Nψ)− 1
2
h˜ij J˜iD˜jψ +
ψ4
4Nψ
h˜ij J˜iJ˜j − ψ
2
h˜ijD˜iJ˜j,
(7.46)
and
J = hijK
ij =
1
2α
J˜ +
2
3
K, (7.47)
J˜i = h˜iks˜l
(
(L˜β)kl − u˜kl
)
. (7.48)
We will refer to the last term of Eq. (7.46), −ψ
2
h˜ijD˜iJ˜j as “the divergence term.”
We multiply this term by a coefficient Ξ; Ξ = 1 recovers Eq. (7.23). We find, that
for Ξ 6= 1, we can solve the system of equations (albeit the linear solver converges
very slowly). For Ξ = 1, we recover the original formulation where the solver fails.
Figure 7.3 plots the minimum of N of the solution versus the coefficient Ξ in
the modified lapse boundary condition. Every data point in this figure represents
a convergent solution (in the number of basis functions7) of the quasi-equilibrium
equations with the modified lapse condition. Close to Ξ = 1, the solution depends
very sensitively on the parameter Ξ, apparently with a singularity for Ξ = Ξcrit ≈ 1.
This observation shows that the lapse-condition with Ξ = 1 is probably ill-posed.
We note that the divergence term under consideration vanishes identically in
spherical symmetry. Moreover, the divergence term contains second derivatives of
the shift βi. Thus it is possible that the lapse condition somehow interferes with
the second order elliptic equation for βi.
7For given resolution, the linear solve inside the Newton-Raphson method con-
verges very slowly. This might be caused by either insufficient preconditioning of
the lapse condition (which is not preconditioned at all), or by a nearly degenerate
system of equations.
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Figure 7.3: Minimum of N as a function of the coefficient Ξ multiplying the
last term in Eq. (7.46).
7.5 Binary black hole solutions
7.5.1 Choices for the remaining free data
We consider initial data sets with two black holes labeled A and B. The quasi-
equilibrium framework requires excision of two topologically spherical regions,
which we choose to be spheres of radius rA/B. We need further choices for the
conformal metric g˜ij, the mean curvature K, and a lapse boundary condition.
In the spirit of Matzner et al [63, 56] and chapter 6 of this thesis, we will continue
to base these free data on a superposition of single black hole quantities. For
convenience, we reproduce here Eqs. (6.46)–(6.48), which are the choices advocated
by Matzner et al:
g˜ij = δij + 2HA lA i lAj + 2HB lB i lB j (7.49)
K = KA +KB (7.50)
M˜ ij =
(
K
(i
A k +K
(i
B k −
1
3
δ
(i
k (KA +KB)
)
g˜j)k. (7.51)
We focus here on non-spinning black holes as the first step in understanding
binary black hole data sets within the quasi-equilibrium framework. For non-
spinning black holes, we have seen in the previous section that a multitude of
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single black hole solutions exist that are conformally flat (namely all spherically
symmetric solutions, after an appropriate radial coordinate transformation). Bas-
ing the superposition on conformally flat single black hole slices, the equivalent of
(7.49) is simply
g˜ij = δij . (7.52)
For the mean curvature, we will explore two different choices:
• Eddington-Finkelstein slices with “conformally flat” radial coordinate,
K(xi) = KEFCF A(rA) +KEFCF B(rB). (7.53)
The functionsKEFCF A/B are given by Eqs. (7.36) and (7.30) with parameters
appropriate for hole A/B. The radii of the excised spheres are given by rˆAH
from Eq. (7.37).
• maximal slices with a “conformally flat” radial coordinate. Each slice has
KA/B = 0, hence trivially
K = 0. (7.54)
As mentioned already, the quasi-equilibrium approach based on the conformal
thin sandwich equations does not require specification of a background extrinsic
curvature analogous to (7.51). The choice (7.52) looks certainly much simpler than
(7.49), however, both of these choices are inherently ambiguous in that both are
based on a specific coordinate system within the Eddington-Finkelstein slice.
As lapse boundary condition on the excised spheres, we use a von Neumann
condition,
s˜k∇˜k(Nψ) = 0. (7.55)
The reasons for this condition are rather heuristic: With Dirichlet boundary con-
dition, fairly often steep gradients arise in N close to the inner boundary. Using
a von Neumann condition allows the lapse to adjust itself to reduce these gradi-
ents, and to better adjust to tidal distortion due to the other hole. We choose
∂t(Nψ) = 0 rather than ∂tN = 0 to mimic single black hole solutions, which of-
ten have a lapse that increases as one moves away from the horizon, for example,
Eqs. (7.29b) and (7.44b).
Finally, the quasi-equilibrium framework presented so far does not yet fix the
orbital angular frequency Ω which appears in the outer boundary condition (7.22).
Gourgoulhon et al [67, 68] suggest that Ω be chosen such that the 1/r–terms of gij
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and N behave as for a Schwarzschild black hole; in conformal flatness, this implies
that
ψ ∼ 1 + M
2r
and N ∼ 1− M
r
(7.56)
for the same constantM . Equation (7.56) is equivalent to requiring that the ADM-
energy Eq. (7.42) equals the quantity MK defined in Eq. (7.43).
8 Below, we take
the approach of computing several data sets for different Ω and we will find that
EADM =MK indeed singles out a unique Ω.
7.5.2 Eddington-Finkelstein slicings
We solve the quasi-equilibrium equations (7.28) with lapse boundary condition
(7.55) for equal mass black holes. According to the discussion in the previous para-
graphs, we choose a flat conformal metric and give the mean curvature by (7.53)
withMA = MB = 1. We excise two spheres with radius rˆAH ≈ 1.27 [cf. Eq. (7.37)]
with centers separated by s = 10. By symmetry, the rotation axis of the corotating
frame must pass through the origin, Rx = Ry = 0.
We perform several solves with different values for the last free parameter, Ω,
and compute several diagnostic quantities, in particular MAH =
√
AAH/16π (the
apparent horizon mass of one black hole), EADM and MK , as well as the time-
derivative of the conformal factor, ∂t lnψ and the violation of the lapse condition,
R. Figure 7.4 presents these quantities as a function of Ω. We see that there is
indeed a unique ΩEQ such that EADM = MK ; in this case ΩEQ ≈ 0.04266.
Turning our attention to the lower panel of Figure 7.4, we see that the maximal
value of |∂t lnψ| is smaller than 2 · 10−3 for all considered values of Ω. This time
derivative is smallest for Ω = 0. Finally, we note that the average value of the
lapse condition R, Eq. (7.23) passes through zero at Ω close to ΩEQ, exhibiting
consistency between Eq. (7.23) and the stationarity condition EADM = MK . Of
course, an average value of R of zero does not imply that R ≡ 0, for example,
for Ω = 0.04, R has an average of only Ravg = 5 · 10−5, but a maximum value of
|R|∞ = 8 · 10−3.
8The Komar-mass is only defined for stationary spacetimes which have a time-
like Killing vector at infinity, whereas the helical Killing vector is spacelike at
infinity. Hence, for binary black holes in the corotating frame MK is, strictly
speaking, not the Komar-mass.
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Figure 7.4: Quasi-equilibrium binary black hole initial data sets on
Eddington-Finkelstein slices. Plotted are several quantities as
a function of the orbital angular velocity Ω. Ravg denotes the
residual of R averaged over the boundary S.
Figure 7.5 examines the solution with Ω = ΩEQ in more detail. The conformal
factor around each hole is spherically symmetric to a good approximation, whereas
the lapse is very asymmetric, varying on the horizon between 0.53 and 0.75. An-
other interesting feature is that ∂t lnψ is more than ten times bigger between the
holes than anywhere else.
The results in this section confirm that it is feasible to solve the quasi-equilibrium
equations on a slice that is a superposition of two Eddington-Finkelstein slices. The
condition EADM =MK indeed singles out a unique Ω.
7.5.3 Maximal slices
We now repeat the computations of the last section for maximal slices. Again, the
quasi-equilibrium equations (7.28) are solved with lapse boundary condition (7.55)
for equal mass black holes. The conformal metric is flat, and the mean curvature
is K = 0.
Table 7.1 includes a single black hole solve with these free data. It shows
that an excised sphere with radius rexc ≈ 1.2727 leads to a black hole mass of
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Figure 7.5: Quasi-equilibrium binary black hole initial data set on an
Eddington-Finkelstein slice. From top right, counter-clockwise:
lapse N , conformal factor ψ, shift βi (in arbitrary units), and
∂t lnψ (in units of 10
−4).
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Figure 7.6: Quasi-equilibrium binary black hole initial data sets on maximal
slices. Plotted are several quantities as a function of the orbital
angular velocity Ω. Ravg denotes the residual of R averaged over
the boundary S. Compare to Figure 7.4.
MAH ≈ 1.4808. Thus, rexc = 1.27274103/1.4807928 ≈ 0.8594997 in a single hole
solve will result in a black hole of unit mass9. For ease of comparing with the pre-
vious section we therefore excise spheres with radius rexc = 0.8594997. Although
the excised spheres here and for the Eddington-Finkelstein slices considered earlier
have the same conformal separation 10, the resulting initial data sets will nonethe-
less have black holes at different physical separation. For example, we will find
that on maximal slices, the conformal factor tends to be larger resulting in a larger
separation.
Figure 7.6 presents several quantities as functions of Ω. There is a unique
ΩEQ ≈ 0.03572, such that EADM = MK . We also note that the average value of
the lapse condition R passes though zero close to ΩEQ, and ∂t lnψ is closest to
zero around ΩEQ, too. These findings again strongly indicate that EADM =MK is
a reasonable condition to select Ω.
Figure 7.7 presents cuts through the data set with Ω = ΩEQ. The lapse N varies
9One can show analytically, that ∂r(Nψ) = 0 corresponds to C =
2
3
(√
13− 1)
in Eqs. (7.44). Numerical integration of the coordinate transformation to conformal
flatness yields the same horizon radius as we find here [94].
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Figure 7.7: Quasi-equilibrium binary black hole initial data set on a maximal
slice. From top right, counter-clockwise: lapse N , conformal
factor ψ, shift βi (in arbitrary units), and ∂t lnψ (in units of
10−4). Compare to Figure 7.5.
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between 0.345 and 0.395 on the horizon, a smaller variation than for the Eddington-
Finkelstein slice. The time-derivative of the conformal factor is approximately one
order of magnitude smaller than for the Eddington-Finkelstein slice (Figure 7.5)
and exhibits more complex behavior: Along the axis connecting the black holes,
∂t lnψ is negative, whereas in the wake of each hole, it is positive. As a function
of Ω, the extrema of ∂t lnψ change in a complicated way: As Ω increases, the
minimum between the holes and the peaks behind the holes increase whereas the
minima outside the holes on the x-axis decrease. All five extrema change sign at
angular frequencies close to ΩEQ.
7.5.4 Toward the test mass limit
We now attempt to compute initial data sets for unequal mass black holes. From
the computational domain, we excise two spheres with radii r1 and r2, centered
on the x-axis at location x = ±s/2, s being the separation between the centers of
the excised spheres. r1 is fixed depending on K such that the resulting hole has
approximately unit-mass (e.g. r1 = rˆAH for K based on Eddington-Finkelstein, cf.
Eq. (7.37)).
We place the center of the rotating frame at ~R = (Rx, Ry, 0), and choose
the orbital angular frequency along the z-axis, ~Ω = Ωeˆz . As before, Ω will be
determined by the requirement
EADM = MK . (7.57a)
To fix Rx and Ry, we require that the linear ADM momentum vanishes,
P iADM = 0. (7.57b)
Finally, we choose the radius of the second hole such that the ratio of the apparent
horizon masses equals a specified mass-ratio X,
M1
M2
=
√
A1/16π√
A2/16π
= X. (7.57c)
(In the present exploratory work, we do not take into account the black hole
spins in defining M1,2 for corotating configurations.) This procedure leads to four-
dimensional rootfinding in Ω, r2/r1, Rx, and Ry which is performed with Broyden’s
method [46].
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We take s = 10 throughout this section, and perform solves (including rootfind-
ing to satisfy Eqs. (7.57a)–(7.57c) ) for X = 1, 2, 4, 8, 16. We explore four families
of solutions, with two different slicings (Eddington-Finkelstein slicing and maximal
slicing) and corotating black holes as well as irrotational black holes. In the latter
case, βi‖ = Ω(∂/∂φ)
i on each excised sphere, with the axis of rotation centered on
the respective hole.
Figure 7.8 presents results as a function of X. We see that, as X → ∞,
the orbital angular frequency Ω approaches a constant value for each of the four
families (the families will lead to different values in the limit). The angular mo-
mentum appears to be approximately linear in the smaller mass, as it should be.
The enlargement of the JADM–plot shows that at large mass-ratios for irrotational
families, JADM is proportional to 1/X as expected. For corotating families, JADM
has an additional contribution due to the intrinsic spin of the large black hole. We
also find that the residual R of the lapse condition on the large black hole tends
to zero as X →∞. These findings are so far consistent with the expectation that
for X →∞, we should recover a spacetime with an exact helical Killing vector.
However, two more indicators of time-independence fail: The maximum of
∂t lnψ seems to increase linearly with X, and the residual of R on the small black
hole appears to diverge even faster with X, probably quadratically. These results
do not depend on the choice of slicing, or on the choice between corotation or
irrotation. The maximum of ∂t lnψ occurs very close to the small black hole as
Figure 7.9 confirms.
The behavior of ∂t lnψ in the vicinity of the small black hole seems to be self-
similar: Scaled to the radius r2 of the small black hole, the shape of ∂t lnψ appears
to be independent of r2 for sufficiently large mass-ratio, while the amplitude grows
linearly with X. So far we have not scaled the time-coordinate in ∂t lnψ. The large
black hole has approximately unit mass in all solutions, so that X = M1/M2 ≈
1/M2, from which we see that the conformal factor ψ changes on the time-scale of
the small black hole.
Figure 7.9 also presents plots of the shift close to the small black hole. At the
horizon, the shift points radially outward, consistent with the boundary condition
(7.28f), whereas far away from the small hole, the Keplerian shift of the corotating
frame dominates. The cross-over between these two regimes depends on the slicing:
For Eddington-Finkelstein slices, the shift of the hole is larger than for maximal
slices, hence the cross-over occurs at a larger distance. We also note that the
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Figure 7.8: Quasi-equilibrium method in the test-mass limit: Various quanti-
ties as a function of the mass-ratio. Solid lines denote Eddington-
Finkelstein slices, dashed lines maximal slices. Crosses stand for
corotation, circles for irrotation.
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Figure 7.9: ∂t lnψ (left plots) and shift β
i (right plots) for the X = 16 ini-
tial data sets on a maximal slice (top plots) and Eddington-
Finkelstein slice (bottom plots). Only a small region in the xy
plane around the small black hole is shown. The upper right plot
has a different scale.
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maximum of ∂t lnψ seems to be in the vicinity of the stagnation point of the shift.
The apparent self-similarity of ∂t lnψ for X → ∞, suggests that the small
black hole influences the overall solution only in a small region around it; one can
think of the small black hole as “immersed” in the “background” generated from
the large black hole. If we place a sphere S around the small black hole with
radius r satisfying M2 ≪ r ≪ s, then on this surface the solution (ψ, βi, N) of the
conformal thin sandwich equations will be the solution of the large hole alone, i.e.
it will not depend on M2 (as long as M2 ≪ r holds).
The values (ψ|S, βi|S, N |S) constitute now outer boundary conditions for the
local solution around the small black hole, which thus can be interpreted as a
quasi-equilibrium solution for one black hole. However, in contrast to the single
hole solutions in section 7.4, the outer boundary condition on the shift βi is here not
zero, but the Keplerian shift of the large black hole. (The conformal factor ψ|S and
lapse N |S will also slightly differ from 1, however, an overall shift in those quantities
corresponds merely to an overall scaling of the spatial coordinates and the time-
coordinate, respectively.) As the outer boundary is far away (M2 ≪ r ≈ ∞),
the solution scales with the size M2 of the small hole, explaining why ∂t lnψ is
self-similar and changes on the time-scale of M2. The lapse condition (7.23) is
essentially the time-derivative of the ingoing expansion. The ingoing expansion is
proportional to 1/M2, and the time-derivative scales as 1/M2, too, thus R ∝M−22 ,
as observed in Figure 7.8.
We confirm this picture by performing a single black hole solve that mimics the
situation around the small black hole: We solve the quasi-equilibrium equations
(7.28) on a maximal slice with inner boundary condition on the lapse ∂r(Nψ) = 0,
and outer boundary conditions
ψ = 1, βi = (0,−0.22, 0), N = 1, as r →∞. (7.58)
The particular value for βi (in Cartesian coordinates) is the ambient Keplerian
shift in the top-right panel of Figure 7.9. The radius of the excised sphere is taken
to be 0.8594997, appropriate for unit-mass if the outer shift boundary condition
were βi → 0. Note that this solve differs from the spherical symmetric single
black hole solves of section 7.4 only in the outer boundary condition of the shift.
Figure 7.10 presents ∂t lnψ and shift for this solve; it is strikingly similar to the
binary black hole solution in Figure 7.9.
In essence, a quasi-equilibrium solve with outer boundary conditions (7.58)
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Figure 7.10: ∂t lnψ (left) and shift β
i (right) for a single black hole with outer
boundary conditions (7.58). Compare to the upper panels of
Figure 7.9.
attempts to generate a time-independent solution with a constant shift βi∞ toward
infinity – a boosted black hole in a co-moving frame. These considerations lead to
two conclusions:
1. The free quantities in the quasi-equilibrium approach (g˜ij, K, the lapse-
boundary condition on S and the shape of S) must be consistent with a
stationary boosted black hole in a co-moving coordinate system.
2. The free quantities we use so far do not satisfy this requirement (because
∂t lnψ 6= 0 in Figure 7.10).
In sections 6.4.1 and 6.4.2, we use Eddington-Finkelstein initial data sets of
boosted black holes in co-moving coordinates. Those data sets would be appropri-
ate here. Due to the Lorentz-contraction, the apparent horizons of those data sets
are ellipsoids, indicating that in a fully consistent quasi-equilibrium approach, one
might have to abandon exactly spherical surfaces S. Once we abandon spherical
surfaces, however, we have to find a means to pick the shape. An ellipsoid might
be appropriate for the test-mass limit M2 ≪ M1, but for comparable sized black
holes tidal forces might deform S even further. In addition, even in the test-mass
limit, one has to fix the eccentricity of the ellipsoid (i.e. the Lorentz-factor of the
boost).
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7.5.5 Toward the post-Newtonian limit
For binary black holes at large separations, the post-Newtonian approximation to
general relativity becomes increasingly accurate. Moreover, the inspiral time-scale
set by radiation-reaction forces increases much more rapidly with separation than
the orbital period, so that the approximation of quasi-stationarity should more
accurately reflect reality.
We therefore perform calculations at larger separations on a maximal slice
(cf. section 7.5.3), which was found to have a smaller ∂t lnψ than the superposed
Eddington-Finkelstein slice. At separations s = 30 and s = 100, we adjust Ω
such that EADM = MK , and examine the resulting data sets. Our results are
summarized in Table 7.2. As this table contains a wealth of information we will
spend quite some time discussing it (the table contains additional information
about the data sets discussed in sections 7.5.2 and 7.5.3 as well).
The first block of Table 7.2 lists the two parameters s and Ω, on which the
solution depends, as well as several raw numbers extracted from the computed
initial data set. The second block in Table 7.2 lists dimensionless quantities in
commonly used scalings.
In order to make contact with post-Newtonian theory, e.g. Eqs. (4.14a) and
(4.14b), we need to accommodate the fact that the quasi-equilibrium solutions
are corotating. From the initial data set, we know Ω (which equals the angular
frequency of the horizon), and the apparent horizon mass MAH =
√
AAH/16π.
However, in order to use Eq. (4.14b), we need the full mass M (including the
rotational contribution) of each black hole as well as its spin S. For a Kerr black
hole, irreducible mass and angular frequency of the horizon are given by [6]
Mirr =
1
2
√(
1 +
√
1− (S/M2)2
)2
+ (S/M2)2, (7.59)
MΩ =
S/M2
2 + 2
√
1− (S/M2)2
. (7.60)
Approximating Mirr ≈MAH , and inverting these two relations, we find the desired
quantities,
M =
MAH√
1− (2MAHΩ)2
, (7.61)
S
M2
= 4MAHΩ
√
1− (2MAHΩ)2. (7.62)
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Table 7.2: Parameters for equal mass binary black hole solutions. The s = 10
data sets were presented in Figures 7.5 and 7.7. M is given by
Eq. (7.61), m = 2M and µ = M/2 are combined mass of both
black holes, and reduced mass, respectively, and Eb = EADM −
2M .
EF Maximal slice
s 10 10 30 100
Ω 0.0426633 0.0357221 0.0080078 0.0013840
EADM 2.0659 2.2506 2.06299 2.01751
MK 2.0659 2.2506 2.06299 2.01751
MAH 1.0466 1.1436 1.03934 1.011223
JADM 3.8443 4.4406 4.75536 7.49276
M 1.0508 1.1474 1.03948 1.011223
dimensionless parameters of the data-sets
EADMΩ 0.08813 0.08040 0.01652 0.00279
JADM/E
2
ADM 0.9007 0.8767 1.1174 1.8408
S/M2 0.1779 0.1629 0.033287 0.0055982
mΩ 0.0897 0.0820 0.016648 0.0027991
JADM/µm 3.4816 3.3730 4.40100 7.32737
Eb/µ −0.0679 −0.0770 −0.03073 −0.00976
Comparison to post-Newtonian expansions
J-Newton 0.642 0.682 0.8899 0.9684
J-PN-1 0.899 0.937 0.9890 0.9991
J-PN-2 0.968 1.004 1.0025 1.0005
E-Newton 1.475 1.225 1.0609 1.0172
E-PN-1 1.247 1.047 1.0076 1.0017
E-PN-2 1.135 0.962 0.9964 1.0006
relevant time-scales
2π/Ω ≡ P 71EADM 78EADM 380EADM 2300EADM
1/|∂t lnψ|∞ 9P 66P 68P 52P
|Kij |∞
|∂tKij |∞ 0.2P 0.6P 0.8P 0.7P√
|(Kij)2|∞√
|(∂tKij)2|∞
0.2P 0.5P 0.9P 0.7P
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The total mass and the reduced mass arem = 2M and µ = M/2, respectively. The
black hole spins are parallel to the orbital angular momentum, so that Eq. (4.14b)
reduces to(
J
µm
)2
= (mΩ)−2/3
{
1 +
4S
M2
(mΩ)1/3 +
(
37
12
+
4S2
M4
)
(mΩ)2/3 (7.63)
+
S
3M2
(mΩ) +
(
143
18
− 29S
2
3M4
)
(mΩ)4/3
}
.
We define the quantities
J-Newton ≡ (mΩ)
−1/3
J/µm
, (7.64a)
J-PN-1 ≡ (mΩ)
−1/3
J/µm
{
1 +
4S
M2
(mΩ)1/3 +
(
37
12
+
4S2
M4
)
(mΩ)2/3
}1/2
, (7.64b)
J-PN-2 ≡ (mΩ)
−1/3
J/µm
{
1 +
4S
M2
(mΩ)1/3 +
(
37
12
+
4S2
M4
)
(mΩ)2/3
+
S
3M2
(mΩ) +
(
143
18
− 29S
2
3M4
)
(mΩ)4/3
}1/2
. (7.64c)
Furthermore, Eq. (4.14a) reduces in the present context to
Eb
µ
= −1
2
(mΩ)2/3
{
1− 37
48
(mΩ)2/3 +
7S
3M2
(mΩ)−
(
1069
384
+
S2
M4
)
(mΩ)4/3
}
(7.65)
so that we can examine the ratios
E-Newton ≡ −(mΩ)
2/3
2Eb/µ
, (7.66a)
E-PN-1 ≡ −(mΩ)
2/3
2Eb/µ
{
1− 37
48
(mΩ)2/3
}
, (7.66b)
E-PN-2 ≡ −(mΩ)
2/3
2Eb/µ
{
1− 37
48
(mΩ)2/3 +
7S
3M2
(mΩ)−
(
1069
384
+
S2
M4
)
(mΩ)4/3
}
(7.66c)
Deviation of these numbers from unity will measure the disagreement of the quasi-
equilibrium solution with predictions of post-Newtonian theory.
Table 7.2 shows that the post-Newtonian expansions are in good agreement
with the quasi-equilibrium calculations. At s = 100, the quasi-equilibrium method
and post-Newtonian expansions differ by less than 0.1 per cent. For s = 10 on
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a maximal slice, angular momentum and binding energy agree to better than 1
per cent and a few per cent, respectively. On the Eddington-Finkelstein slice,
deviations are larger, indicating that such a slicing might be less suited for quasi-
equilibrium initial data.
As a final consistency check of the quasi-equilibrium method, we evaluate ∂t lnψ
and ∂tKij. The characteristic time-scale on which ψ changes is
1
|∂t lnψ|∞
, (7.67)
where | . |∞ denotes the maximum norm. For the tensor-quantity ∂tKij it is more
difficult to define a time-scale. We use the maximum value of any Cartesian
component of Kij and ∂tKij, as well as the maximum value of KijKklg
ilgjl and
∂tKij∂tKklg
ilgjl. Thus, we estimate the characteristic time-scale for changes in Kij
by
|Kij|∞
|∂tKij |∞
and
√|KijKklgilgjl|∞√|∂tKij∂tKklgilgjl|∞ . (7.68)
Table 7.2 compares these three time-scales to the orbital period P = 2π/Ω. For
maximal slicing, the conformal factor changes on a fairly long timescale, about 50
orbital periods. However, the extrinsic curvature changes much faster, within half
an orbital period. Both of these time scales increase approximately linearly with
the orbital period.
While the time-scale of ψ is satisfactory, the time-scale associated with the
extrinsic curvature is shorter than expected. For a binary in “quasi-circular orbit,”
changes should occur on time-scales much longer than the orbital period. This is
especially true at large separations where the radiation reaction time-scale is much
longer than the orbital period.
A close inspection of the s = 100 data set indicates that the comparatively
large time-derivatives have the same cause as in the test-mass limit: The free data
of the quasi-equilibrium approach is not compatible with a boosted black hole in
a comoving frame. Because the velocity of Keplerian orbits decays very slowly
with separation, namely as s−1/2, this effect dominates at large separations. When
comparing a single black hole solution with appropriate nonzero shift at infinity
(cf. Figure 7.10) with the region close to one black hole in the binary black hole
solution (with s = 100), we find:
1. Very good agreement in the form and amplitude of ∂t lnψ.
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2. Good agreement in the form and amplitude of
√
(∂tKij)2.
Furthermore, very close to the horizons, the binary black hole solution exhibits
tidal effects: On the hemisphere of the horizon which points away from the other
black hole,
√
(∂tKij)2 is twice as big as on the hemisphere pointing toward the
companion.
Given the good agreement of orbital parameters with the post-Newtonian ex-
pansions, it seems likely that the data sets are only contaminated locally around
each black hole.
7.6 Discussion
We have presented the quasi-equilibrium method and demonstrated that it provides
a viable method to construct single and binary black hole initial data.
For single non-rotating black holes, this method is spectacularly successful.
Only the mean curvature K and the lapse boundary condition remain as freely
specifiable data, and any (reasonable) choice for these results in a completely
time-independent slicing of Schwarzschild.
Binary black hole initial data was constructed with two different choices for
K. Apart from a proposed lapse boundary condition —which we found to be
ill-posed— no difficulties arose when solving the coupled partial differential equa-
tions with the quasi-equilibrium boundary conditions. Furthermore, the condition
EADM =MK singles out a unique orbital frequency.
We examined the test-mass limit and the limit of widely separated black holes.
In both limits, we found time-derivatives ∂t lnψ, ∂tKij significantly larger than
expected based on the long inspiral time-scales in these limits. We identified
one cause for these large time-derivatives, namely the apparent inconsistency of
our choices for the remaining free data with a boosted black hole in co-moving
coordinates.
Future work should be directed toward resolving this issue. Indeed, the demon-
stration that time-derivatives approach zero in these limiting cases consistent with
the inspiral time-scale would be a major success. One might also continue to search
for a physically motivated boundary condition for the lapse. One could consider,
for example, a quantity κ defined analogous to the surface gravity by ζ ·∇ζµ = κζµ
[ζµ is given in Eq. (7.15)]. As κ scales linearly with ζµ, the requirement that κ
take the value appropriate for a Kerr black hole might fix the scaling of ζµ, i.e. the
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lapse N . Finally, work is already underway to construct sequences of quasi-circular
orbits based on the initial data presented in this chapter, and to determine the
location of the ISCO.
Although the quasi-equilibrium initial data was found not to be perfect, it
nonetheless represents a significant improvement. It is superior to initial data
constructed with the Bowen-York approach in many aspects:
• The quasi-equilibrium approach avoids ambiguities regarding the choice of
extrinsic curvature.
• It sets certain time-derivatives explicitly to zero, whereas with the effective
potential method no rigorous statement can be made about time-derivatives.
• The quasi-equilibrium method has a natural consistency check, evaluation of
the remaining time-derivatives ∂t lnψ and ∂tKij.
• Locating quasi-circular orbits is computationally simpler than with the ef-
fective potential method because no minimization is necessary.
• The initial data solve also yields lapse and shift which can be used in the
evolution of the initial data.
• The apparent horizon boundary condition and the shift boundary condition
guarantee that the apparent horizons initially do not move in coordinate
space. This allows evolution with black hole excision to proceed for some
time without regridding.
Given all these advantages, I believe that one should aggressively attempt to
evolve the equal-mass initial data sets constructed in this chapter. This is especially
true in the light of the significant improvements in black hole evolutions over the
last few years. The initial data based on maximal slices has somewhat smaller time-
derivatives and agrees better with post-Newtonian theory than the data based on
Eddington-Finkelstein slices. One should therefore evolve initial data constructed
on maximal slices.
The research in this chapter illustrates that numerics has reached a level of
maturity which makes it not only feasible to implement complex proposals for
constructing initial data, but also to perform consistency checks and guide further
analytical work.
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7.7 Appendix A: Detailed quasi-equilibrium calculations
We define the extrinsic curvature of S along the outward-going null rays by
Σµν =
1
2
hαµ h
β
ν Lk(4)gαβ = hαµ hβν ∇(αkβ), (7.69)
where ∇ is the spacetime derivative. The trace and trace-free (symmetric) parts
of Σµν are expansion and shear, which we want to compute. Use k
µ = (nµ + sµ)
and insert a redundant projection operator to find
Σµν = h
α
µh
β
ν g
α′
α g
β′
β ∇(α′nβ′)︸ ︷︷ ︸
−Kαβ
+hαµh
β
ν∇(αsβ). (7.70)
The first term contains the extrinsic curvature of Σ, the second term is the extrinsic
curvature of S as embedded in Σ. All tensors in Eq. (7.70) are purely spatial, so
we can switch to Latin (spatial) indices:
Σij = −hki hljKkl + hki hlj∇(ksl). (7.71)
The trace of Eq. (7.71) gives the expansion,
θ = Σijh
ij = −hijKij + hij∇isj . (7.72)
Use hij∇isj = ψ−4h˜ij∇i(ψ2s˜j) = ψ−2h˜ij∇is˜j (because h˜ij s˜i = 0), and transform
the derivative into conformal space with Eq. (2.8):
hij∇isj = ψ−2h˜ij
(
∂is˜j − Γkij s˜k
)
= ψ−2h˜ij
(
∂is˜j − Γ˜kij s˜k − 2
(
δki ∂j lnψ + δ
k
j ∂i lnψ − g˜ij g˜kl∂l lnψ
)
s˜k
)
= ψ−2
(
h˜ij∇˜is˜j + 4s˜l∂l lnψ
)
. (7.73)
Combining Eqs. (7.72) and (7.73), and setting θ = 0 gives
s˜k∂k lnψ = −1
4
(
h˜ij∇˜is˜j − ψ2hijKij
)
, (7.74)
which is Eq. (7.12) from the main text.
To compute the shear, it is easiest to return to Eq. (7.71) and use the conformal
thin sandwich decomposition ofKij , Eqs. (2.11) and (2.25). The first term of (7.71)
gives (with u˜ij = 0)
hki h
l
jKkl = h
k
i h
l
j
(
1
3
gklK +
1
2N
(Lβ)kl
)
=
1
3
hij
(
K − 1
N
∇kβk
)
+
1
N
hki h
l
j∇(kβl). (7.75)
181
Now substitute the boundary condition βk = β⊥sk + βk‖ into the second term of
Eq. (7.71). It suffices that the boundary condition holds only on S, because the
derivative is projected into S. Using hki sk = 0, we find
hki h
l
jKkl =
1
3
hij
(
K − 1
N
∇kβk
)
+
β⊥
N
hki h
l
j∇(ksl) +
1
N
D(iβ‖ j), (7.76)
where Di denotes the induced two-dimensional covariant derivative in S. Equa-
tion (7.71) becomes
Σij = −1
3
hij
(
K − 1
N
∇kβk
)
+
(
1− β⊥
N
)
hki h
l
j∇(ksl) −
1
N
D(iβ‖ j). (7.77)
The first term of (7.77) is purely trace and the second term vanishes because of
the boundary condition β⊥ = N . Therefore, the shear is simply
σij = Σij − 1
2
hijh
klΣkl = − 1
N
(
D(iβ‖ j) − 1
2
hijDkβ
k
‖
)
= − 1
2N
(LSβ‖)ij, (7.78)
where LS denotes the two-dimensional longitudinal operator within S. Thus, the
shear vanishes if (LSβ‖)ij = 0, or, using the conformal scaling behavior of the
longitudinal operator, Eq. (2.18), if
(L˜Sβ‖)ij = D˜iβ
j
‖ + D˜
jβi‖ − h˜ijD˜kβk‖ = 0, (7.79)
which is Eq. (7.18) from the main text.
7.8 Appendix B: Code Tests
We set the conformal metric g˜ij and the mean curvature K to their values for
Eddington-Finkelstein, Eqs. (7.29a) and (7.30), and verify that the conformal fac-
tor ψ ≡ 1 and lapse and shift given by Eqs. (7.29b) and (7.29c) indeed solve
the quasi-equilibrium equations (7.28). We also perform the variable transforma-
tion (7.34) to a conformally flat metric, and verify that a flat background met-
ric, g˜ij = δij , transformed lapse and shift and the now non-trivial conformal fac-
tor (7.35) still satisfy Eqs. (7.28). (In the latter case, one has to change the radius
of the excised sphere to rˆAH as given by (7.37) ). Convergence of the residuals to
zero is demonstrated in Figure 7.11.
The lapse boundary condition (7.23) is very complicated, and was implemented
only for spherically symmetric conformal metrics g˜ij, which includes conformal
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Figure 7.11: Residuals of the quasi-equilibrium boundary conditions (7.28)
and the lapse quasi-equilibrium condition (7.23) for an
Eddington-Finkelstein slice in the standard coordinates (solid
line) and the “conformally flat” coordinates (dashed line). The
stars and circles denote the violation of the Hamiltonian con-
straint for both cases. All norms are L∞-norms.
flatness, and the usual Eddington-Finkelstein slicing (7.29). (The solutions ψ,
βi and N are not required to be spherically symmetric). The lapse condition
is included in the residuals shown Figure 7.11, already providing a first test of
Eq. (7.23). However, many terms in Eqs. (7.23) and (7.24) vanish identically for
spherically symmetric solutions like Eqs. (7.29b) and (7.29c).
We therefore test the code implementing Eq. (7.23) against a separate analytical
calculation with Mathematica. We choose a flat background metric g˜ij=flat, and
set
ψ = 1 +
a0
|~r − ~r0| ,
~β = eˆr
1
r
+ eˆx
a1
|~r − ~r1| + eˆz
a2
|~r − ~r2| ,
Nψ = 1 +
a3
|~r − ~r3| , K =
a4
|~r − ~r4| , u˜ij =
Uij
|~r − ~ru| ,
(7.80)
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Figure 7.12: Convergence of selected terms of the lapse boundary condition
Eq. (7.23).
with constants
a0 = −0.2, ~r0 = (−0.1, 0.2, 0.3), a1 = 0.3, ~r1 = (0.3, 0.0,−0.1),
a2 = −0.2, ~r2 = (0.3,−0.1, 0.2), a3 = −0.3, ~r3 = (0.3, 0.1,−0.2),
a4 = 1, ~r4 = (0.3, 0.1, 0.1), Uij = 0.1(i+ j), ~ru = (0.3, 0,−0.1).
S was taken as a sphere centered at the origin with radius 1.2. These data do not
satisfy Eq. (7.23), of course. However, we can nonetheless compare the computed
values of various terms in (7.23) against the results obtained with Mathematica.
Figure 7.12 confirms that these results converge exponentially with resolution, as
expected. (In the implementation, Eq. (7.23) has been expanded into smaller
terms, see Eq. (7.45). The numbering of terms in Figure 7.12 corresponds to the
terms in the code).
7.9 Appendix C: Extrapolation into the interior of the ex-
cised spheres
The quasi-equilibrium method yields initial data up to the apparent horizon. Evo-
lutions with black hole excision, however, place the inner boundary inside the
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apparent horizon, so that one needs to extrapolate the initial data set a small
distance into the interior of S. Simple summation of the spectral series outside
its domain is very unstable as the high frequency modes blow up very quickly. A
function f given in the inner spherical shell is extrapolated into the excised region
with the following method:
1. For each grid point on the inner surface of the shell, compute radial deriva-
tives up to order Nextrp; we denote these derivatives by f
(n)
jk , where j and k
label the angular grid-points.
2. To extrapolate to a point (r, θ, φ) with r < rexc, first spectrally interpolate
f
(n)
jk to the direction (θ, φ). This is done by summing up the expansion in
spherical harmonics, and results in f (n)(θ, φ), n = 0, . . . , Nextrp. Then use a
Taylor series in radius to find
f(r, θ, φ) =
Nextrp∑
n=0
f (n)(θ, φ)
n!
(
rexc − r
)n
. (7.81)
By construction, this procedure leads to an extrapolation that is smooth up to
and including the Nextrp-th derivative. Note that this procedure is not equivalent to
just truncating the spectral series after Nextrp terms; it rather takes polynomials up
to order Nextrp from all terms in the spectral series. Extrapolation by a truncated
spectral series, i.e.
f(r) =


N∑
0
f˜kΦk(r), for r ≥ rexc
Nextrp∑
0
f˜kΦk(r), for r < rexc
(7.82)
results in a discontinuous function,
lim
ε→0
(f(rexc)− f(rexc − ε)) =
N∑
Nextrp+1
f˜kΦk(rexc) 6= 0. (7.83)
Two considerations influence the choice of Nextrp. If it is too big, then the
Taylor series is dominated by the very fast growing highest radial derivatives,
which in turn depend on high-order spectral coefficients. These coefficients are
small and have a comparatively large (relative) error so that the extrapolation
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becomes inaccurate. On the other hand, using a Taylor series up to order Nextrp
implies that the (Nextrp + 1)–st derivative of the extrapolated function will be
discontinuous at the location of the inner boundary. If Nextrp is too small, this
discontinuity will destroy exponential convergence.
In practice, we found that Nextrp = 10 is satisfactory. For example, evolutions
run for roughly the same evolution time [98] with completely analytic Eddington-
Finkelstein initial data, or with initial data that is the analytic Eddington-Finkelstein
just up to the horizon, while the grid-points inside the horizon are filled by extrap-
olation.
Chapter 8
Initial data with superposed
gravitational waves
8.1 Introduction
The goal of this chapter is to construct initial data sets that contain a strong
gravitational wave where one can control certain characteristics like shape, location
and direction of propagation.
Spacetimes containing some component of gravitational radiation are very in-
teresting for several reasons. One can, for example, investigate perturbed black
holes [99, 100], or examine critical collapse to a black hole [101, 102]. Moreover,
an initial data set with gravitational radiation is non-stationary and is therefore
a good test for numerical evolution codes and gravitational wave extraction in a
setting computationally much simpler than a full binary black hole evolution.
Numerical work on perturbed black holes is either done on spacelike hyper-
surfaces (the formalism we use throughout this thesis), or on null surfaces, with
so-called characteristic formulations. Characteristic formulations are very well
adapted to studying gravitational radiation, since gravitational radiation moves
along null-cones which coincide with coordinate surfaces. Bishop et al [103] demon-
strate their characteristic code by scattering a strong ingoing pulse of radiation on a
Schwarzschild black hole. Papadopoulos [100] perturbs a Schwarzschild black hole
with an outgoing pulse centered on the potential barrier at r = 3M and exam-
ines the power emitted into different modes. Characteristic formulations, however,
are limited by formation of caustics; in particular, a binary black hole coalescence
most likely cannot be computed with a characteristic formulations alone (see for
example the discussion in [104]). Therefore we now turn out attention back to the
initial value problem on spacelike surfaces, where we will recover some aspects of
work already done using the characteristic formulation.
Perturbed spacetimes represented on spacelike surfaces dates back to Brill [8].
He pointed out that, for time-symmetry, a certain axisymmetric form of the metric,
ds2 = ψ4
[
e2q
(
dρ2 + dz2
)
+ ρ2dφ2
]
, (8.1)
allows the Hamiltonian constraint (2.55) to be written as a very simple flat space
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Laplace equation for the conformal factor ψ. Here, (ρ, z, φ) are cylindrical coordi-
nates, and the function q(ρ, z) can be freely specified (subject to certain regularity
and fall-off conditions), encoding the perturbation of the spacetime. Brill used (8.1)
for a positivity of energy proof.
Since then, so-called “Brill-waves” with various choices for q have been used.
Perturbations of flat space were obtained, for example, with ([105, 106, 107, 108])
q =
Aρ2
1 + (r/λ)n
, (8.2)
q = Ar2 exp
[
−
(ρ
a
)2
−
(z
b
)2]
, (8.3)
q = Aρ2e−r
2
[
1 + c
ρ2
1 + ρ2
cos2(mϕ)
]
, (8.4)
(8.5)
with constants A, λ, a, b, c, n and integer m. For perturbations around flat space,
there are no singularities or inner boundaries in the computational domain, and
the conformal factor ψ will be close to unity; in particular, q ≡ 0 yields the solution
ψ ≡ 1: flat space. Shibata [109] generalized (8.1) to compute three-dimensional
time-symmetric initial data sets.
Black hole solutions with superposed Brill waves can be obtained by excising a
sphere from the computational domain and applying an isometry boundary con-
dition on ψ. Then the conformal factor will significantly differ from unity close to
the inner boundary. This approach has been used, for example, in [110, 111, 112].
These authors also modify the conformal metric (8.1) and abandon time-symmetry
to incorporate spin. They choose the extrinsic curvature in such a way that it sat-
isfies the momentum constraint, so that only the Hamiltonian constraint has to be
solved for ψ. In the spirit of Brill, a function q still parametrizes the distortion,
for example [112],
q = A sinn θ
(
e−(η+b)
2/w2 + e−(η−b)
2/w2
) (
1 + c cos2 ϕ
)
. (8.6)
Here, η is a radial coordinate (the horizon is at η = 0), and A, b, c, w, n are con-
stants. b was set to zero in the computations in [110, 111, 112], so that the Brill
distortion is located on the throat, making it difficult to distinguish between effects
of the initial perturbation from subsequent interaction of the black hole with the
gravitational wave.
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This short and non-exhaustive survey illustrates that a lot of work is based
on Brill’s original idea. The different choices for q show that there is considerable
freedom in this approach. It appears that, generally, the function q is chosen rather
ad hoc, its purpose mainly being to perturb the spacetime in some way. Every one
of these choices for q leads to a perturbed initial data set containing a “blob” of
gravitational radiation. However, it is not clear what properties the gravitational
radiation has nor how to control them.
Part of the motivation to use the Brill metric (8.1) was certainly that the
resulting elliptic equation is relatively simple. As we have a robust elliptic solver for
the coupled constraint equations, computational complexity is no longer a concern.
We describe here a different approach, which is based on linear gravitational
waves. By choosing the underlying linear wave one can construct initial data sets
with very specific properties. This approach is related to and generalizes work by
Abrahams & Evans [113, 102]. Their axisymmetric work sets a certain component
of the extrinsic curvature (namely Krθ in spherical coordinates) equal to the value
appropriate for the linear wave, and solves the momentum constraints for the
remaining components of Kij ; this procedure singles out a preferred coordinate
system. Our method here, in contrast, is three-dimensional, and covariant with
respect to spatial coordinate transformations. Moreover, we use the conformal thin
sandwich formalism and not an extrinsic curvature decomposition.
8.2 Method
We first recall some properties of linear gravitational waves. In linear gravity, one
writes the spacetime metric as
(4)gµν = ηµν + Ahµν , (8.7)
where ηµν is the Minkowski-metric, A ≪ 1 a constant, and hµν = O(1) the linear
gravitational wave. (We separate the amplitude A from hµν for later convenience.)
In the transverse-traceless gauge [6], hµν is purely spatial, hµ0 = 0, transverse with
respect to Minkowski space, ∇ihij = 0, and traceless, ηijhij = 0. To first order in
the amplitude A, Einstein’s equations reduce to
hij = 0. (8.8)
189
The 3+1 decomposition of the metric (8.7) in transverse-traceless gauge is
gij = fij + Ahij (8.9a)
βi = 0, (8.9b)
N = 1, (8.9c)
where fij denotes the flat metric. The evolution equation for gij, Eq. (2.3), yields
the extrinsic curvature
Kij = −A
2
h˙ij. (8.9d)
The spacetime metric (8.7) satisfies Einstein’s equations to first order in A.
Consequently, (gij, K
ij) from Eqs. (8.9a) and (8.9d) will satisfy the constraints to
linear order in A, also. Since we will increase A to order unity later on, this is not
sufficient, and we must solve the constraint equations. But which formalism and
what free data should we use?
Given a linear wave hij it is straightforward to compute the three-dimensional
metric gij = fij+Ahij and its time-derivative Ah˙ij . In the conformal thin sandwich
decomposition (section 2.2), we are free to specify a conformal metric g˜ij and
its time-derivative ∂tg˜ij = u˜ij. This suggests using the conformal thin sandwich
equations with the choices
g˜ij = fij + Ahij, (8.10a)
u˜ij = Ah˙ij − 1
3
g˜ij g˜
klAh˙kl. (8.10b)
The second term in (8.10b) ensures that u˜ij is tracefree with respect to g˜ij . Because
hij and h˙ij are both traceless, Eq. (8.9d) suggests the choice
K = 0. (8.10c)
The free data Eq. (2.31) is completed by setting
K˙ = 0. (8.10d)
We now have a prescription to construct a slice through perturbed flat space
with an arbitrarily strong gravitational wave: Pick a gravitational wave in TT
gauge, hij , and solve the conformal thin sandwich equations with free data given
by Eqs. (8.10).
We generalize this prescription to an arbitrary background spacetime as follows:
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Let g0ij and K
0 be the 3-metric and mean curvature of a slice through a station-
ary spacetime (for example flat space or a Kerr black hole). Solve the conformal
thin sandwich equations with the free data
g˜ij = g
0
ij + Ahij , (8.11a)
u˜ij = A h˙ij − 1
3
g˜ij g˜
klAh˙kl, (8.11b)
K = K0, (8.11c)
K˙ = 0. (8.11d)
We consider a few limiting cases
• A → 0 recovers the underlying stationary spacetime in time-independent
coordinates (if appropriate boundary conditions were used).
• For A≪ 1 with linear wave “far away” where the spacetime is approximately
flat, g0ij ≈ fij, K0 ≈ 0 the linear theory is valid and the properties of the
linear wave are well defined and well known1.
• Finally, for large A we will have a nonlinearly perturbed spacetime, our pri-
mary interest. Due to the nonlinearity of Einstein’s equations, the properties
of such a strongly perturbed spacetime will differ from the linear wave, how-
ever, we would expect that the qualitative properties still agree.
We remark that this formalism is covariant; any suitable three dimensional co-
ordinate system can be used. Furthermore, the conformal thin sandwich equations
have to be solved in a general conformal background, cf. Eqs. (8.10a) and (8.11a),
which requires an elliptic solver capable of handling this situation.
1If hij is a linear wave on the curved background g
0
ij, then the A ≪ 1 case is
well-defined even for a wave in the strong curvature region. However, we consider
here only the simpler case of hij being a flat space wave.
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8.3 Quadrupole waves
We use for hij quadrupole waves as described by Teukolsky [114]. The even parity
outgoing wave is [114]
ds2 = −dt2 + (1 + Afrr)dr2 + (2Bfrθ)rdrdθ + (2Bfrθ)r sin θdrdφ
+
(
1 + Cf
(1)
θθ + Af
(2)
θθ +
)
r2dθ2 + [2(A− 2C)fθφ] r2 sin θdθdφ
+
(
1 + Cf
(1)
φφ + Af
(2)
φφ
)
r2 sin2 θdφ2.
(8.12)
with radial dependence given by
A = 3
[
F (2)
r3
+
3F (1)
r4
+
3F
r5
]
, (8.13)
B = −
[
F (3)
r2
+
3F (2)
r3
+
6F (1)
r4
+
6F
r5
]
, (8.14)
C =
1
4
[
F (4)
r
+
2F (3)
r2
+
9F (2)
r3
+
21F (1)
r4
+
21F
r5
]
, (8.15)
F (n) ≡
[
dnF (x)
dxn
]
x=t−r
. (8.16)
F (x) = F (t−r) describes the shape of the wave. The functions frr, . . . , f (2)φφ depend
only on angles (θ, φ); they are given explicitly in Ref. [114] for azimuthal quantum
number m = −2, . . . , 2. Ingoing quadrupole waves are obtained by replacing F (t−
r) with a function of t + r, and reversing the signs in front of odd derivatives of
F in Eq. (8.16). Reference [114] gives also the metric for odd parity waves. From
Eq. (8.12), one can easily extract hij and h˙ij in spherical coordinates, which we
transform to the Cartesian coordinates used in the code.
8.4 Results
8.4.1 Flat space with ingoing pulse
We first consider a perturbation of flat space, g0ij = fij, K
0 = 0. We choose the
even parity, m = 0 ingoing mode. The shape of the pulse is taken as a Gaussian
F (x) = e−(x−x0)
2/w2 (8.17)
of width w = 1 and with an initial radius of x0 = 20.
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Figure 8.1: Domain decomposition used for elliptic solves in full R3. A cube
covers the central region which is not covered by the spherical
shells.
The domain decomposition used during the solve is shown in Figure 8.1. We
use three spherical shells with boundaries at r = 1.5, 16, 24, 106. The middle shell is
centered on the gravitational wave and has higher radial resolution than the other
shells. The inner shell does not extend down to the origin, since the regularity
conditions at the origin of a sphere are not implemented. Instead, we place a cube
on the origin which overlaps with the innermost spherical shell.
As a first step, we verify that such a linear wave does satisfy the constraints
to first order in A. Figure 8.2 shows the constraint violation of (gij, Kij) given
by Eqs. (8.9a) and (8.9d), or, equivalently to linear order in A, by the free data
Eqs. (8.11) without solving the conformal thin sandwich equations.
We now solve the conformal thin sandwich equations with the free data (8.11)
for different A. For small A, we find that ψ − 1 is proportional to A2. This is
expected, because ψ − 1 corrects the conformal metric to satisfy the Hamiltonian
constraint. As the constraint violation is proportional to A2, so is this correction.
Figure 8.3 presents the ADM-energy of the resulting hypersurfaces as a function
of A. One can clearly achieve initial data sets with a significant energy content.
At low amplitudes, EADM is proportional to A
2, as one expects given that ψ − 1
is proportional to A2. At high amplitudes, however, EADM grows faster than A
2,
indicating that the non-linear regime with self-interaction is reached. For A > 0.3,
the elliptic solver fails to converge.
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Figure 8.2: Constraint violation of linear gravitational wave in flat background.
Figure 8.3: ADM energy of an ingoing Gaussian pulse in flat space. The
dashed line indicates the low-amplitude quadratic behavior.
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Figure 8.4: Cuts through the equatorial plane of the A = 0.3 data set of
Fig. 8.3. The large plot shows lapse and conformal factor, the
insert shows the scalar curvature of the 3-metric.
We now examine the highest amplitude data set with A = 0.3, having EADM =
2.858. Figure 8.4 presents cuts through the conformal factor ψ, lapse N and the
scalar curvature of the physical 3-metric, (3)R. Conformal factor and lapse deviate
significantly from unity confirming that the solution is indeed deep in the nonlinear
regime. The scalar curvature is virtually zero everywhere except within a spherical
shell with 18 . r . 20.
The gravitational wave is concentrated in a spherical shell of width w = 1. The
underlying linear wave is purely ingoing, so it seems reasonable that the gravi-
tational perturbation in the physical, nonlinear spacetime is also predominantly
ingoing. Neglecting dispersion, the wave will concentrate in a sphere centered at
the origin with radius r ∼ w. Black holes usually form for systems with mass
to size ratio of order unity; here, EADM/w ≈ 2.8, so that black hole formation
appears very likely once the pulse is concentrated at the origin.
These data sets could be used to examine critical collapse to a black hole,
repeating Abrahams & Evans [102] and extending it to genuinely three-dimensional
collapse by choosing m 6= 0 in the underlying quadrupole wave. These datasets
also provide a testbed for evolution codes in situations where the topology of the
horizons changes.
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Figure 8.5: Black hole with superposed gravitational wave.
8.4.2 Black hole with gravitational wave
As a second example of the flexibility of our method, we now superpose a gravi-
tational wave on a black hole background. For the metric g0ij and mean curvature
K0 in Eqs. (8.11), we use a Schwarzschild black hole in Eddington-Finkelstein
coordinates, Eqs. (7.29a) and (7.30). (We do not apply the radial coordinate
transformation to make it conformally flat; instead, we use the deviation of the
conformal factor from unity as a diagnostic).
We choose an odd, ingoing m = 0 quadrupole wave with Gaussian shape,
Eq. (8.17) at location x0 = 15 and width w = 1. The metric is singular at the
origin, therefore we excise a inner sphere with radius 1.5M inside the horizon. At
this inner boundary, we impose simple Dirichlet boundary conditions appropriate
for the unperturbed black hole: ψ = 1, and N and βi given by Eqs. (7.29b)
and (7.29c), respectively.
Figure 8.5 shows the ADM-energy and the apparent horizon mass of the central
black hole as a function of the amplitude of the gravitational wave. The apparent
horizon mass changes only slowly with A indicating that the central black hole
is only slightly perturbed by the gravitational wave. However, the ADM-energy
changes drastically; for large amplitudes it is over twice as large as the apparent
horizon mass, indicating a huge amount of energy in the gravitational wave outside
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Figure 8.6: Apparent horizon mass during an evolution of a perturbed black
hole spacetime. The dashed line indicates EADM from the initial
data set.
the black hole.
We finally present an evolution of a black hole with superposed ingoing grav-
itational wave [115]. The initial data for the evolution is identical to the data
sets used in Figure 8.5 with the one exception that the gravitational wave has even
parity. Figure 8.6 shows the apparent horizon mass as a function of evolution time.
For t . 12,MAH is constant, its value being that from the initial data set. Between
12 . t . 16, MAH increases rapidly to an asymptotic value of MAH ≈ 1.084. The
ADM-energy of the initial data set was EADM = 1.0845. Apparently, the ingoing
gravitational wave outside the black hole falls into it, increasing the area of the ap-
parent horizon. The final apparent horizon mass is very close to the ADM-energy,
and the growth of MAH happens during a time-interval of roughly the width of
the initial pulse. Thus it appears that a large fraction of the wave is coherently
ingoing and falls into the black hole.
8.5 Discussion
We propose a new method to construct spacetimes containing gravitational ra-
diation. Since our method is based on a linear wave, it allows for easy physical
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interpretation of the generated data set in the limit of small amplitude. For strong
amplitudes, the initial data sets are very nonlinear, but we expect that the solu-
tions still retain qualitatively the properties of the underlying linear wave.
Two examples illustrate that the method is capable of generating initial data
surfaces containing a large amount of gravitational energy.
There are many possible uses for these initial data sets: For example, data anal-
ysis of gravitational wave experiments would benefit from knowing in how many
different frequencies a black hole radiates significantly, i.e., whether a nonlinearly
perturbed black hole settles down into the lowest frequency eigenmode very quickly,
or whether higher frequency eigenmodes are important for an intermediate period
of time. This question could be addressed by hitting a black hole with one of the
very strong pulses presented in section 8.4.2.
The example in section 8.4.2 can also be generalized to spinning black holes,
off-centered gravitational waves, or gravitational waves with m 6= 0. Interesting
questions would include, whether one can impart linear or angular momentum on
the black hole, and which fraction of the gravitational wave is scattered at the
black hole potential and reaches infinity.
Numerically, these initial data sets provide test-beds of evolution codes in sit-
uations far away from stationarity. The mass of a central black hole changes when
a large gravitational wave falls into it; can todays gauge conditions handle this
situation? If a gravitational wave collapses to a black hole, horizons appear, and
evolution codes using black hole excision must accommodate this change. Further-
more, such spacetimes are ideal test-beds for gravitational wave extraction.
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