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NOTES ON ERROR ESTIMATES FOR THE STANDARD GALERKIN-FINITE
ELEMENT METHOD FOR THE SHALLOW WATER EQUATIONS.
D.C. ANTONOPOULOS AND V.A. DOUGALIS
Abstract. We consider a simple initial-boundary-value problem for the shallow water equations in one space
dimension, and also the analogous problem for a symmetric variant of the system. Assuming smoothness of
solutions, we discretize these problems in space using standard Galerkin-finite element methods and prove
L2-error estimates for the semidiscrete problems for quasiuniform and uniform meshes. In particular we
show that in the case of spatial discretizations with piecewise linear continuous functions on a uniform
mesh, suitable compatibility conditions at the boundary and superaccuracy properties of the L2 projection
on the finite element subspaces lead to an optimal-order O(h2) L2-error estimate. We also examine temporal
discretizations of the semidiscrete problems by three explicit Runge-Kutta methods (the Euler, improved
Euler, and the Shu-Osher scheme) and prove L2-error estimates, which are of optimal order in the temporal
variable, under appropriate stability conditions. In a final section of remarks we prove optimal-order L2-
error estimates for smooth spline spatial discretizations of the periodic initial-value problem for the systems.
We also prove that small-amplitude, appropriately transformed solutions of the symmetric system are close
to the corresponding solutions of the usual system while they are both smooth, thus providing a justification
of the symmetric system.
1. Introduction
In this paper we will analyze standard Galerkin approximations to the system of shallow water equations
(also known as Saint-Venant equations)
ηt + ux + (ηu)x = 0,
ut + ηx + uux = 0,
(1.1)
which is an approximation of the two-dimensional Euler equations of water-wave theory that models two-
way propagation of long waves of finite amplitude on the surface of an ideal fluid in a uniform horizontal
channel of finite depth, [W], [P]. The variables in (1.1) are nondimensional and unscaled; x ∈ R and t ≥ 0
are proportional to position along the channel and time, respectively, and η = η(x, t) and u = u(x, t) are
proportional to the elevation of the free surface above a level of rest corresponding to η = 0, and to the
horizontal velocity of the fluid at the free surface, respectively. (In these variables the bottom of the channel
lies at a depth equal to −1.)
It is well known that, given smooth initial conditions η(x, 0) = η0(x), u(x, 0) = u0(x), x ∈ R, the initial-
value problem for (1.1) has smooth solutions in general only locally in t; the existence of smooth solutions
may be studied by standard methods of the theory of nonlinear hyperbolic systems, cf. e.g. [M], Ch. 2, and
[T], Ch. 16.
In this paper we shall consider the following initial-boundary-value problem (ibvp) for (1.1) posed on the
spatial interval [0, 1]. We seek η = η(x, t), u = u(x, t), 0 ≤ x ≤ 1, 0 ≤ t ≤ T , satisfying
ηt + ux + (ηu)x = 0,
ut + ηx + uux = 0,
0 ≤ x ≤ 1, 0 ≤ t ≤ T, (SW)
η(x, 0) = η0(x), u(x, 0) = u0(x), 0 ≤ x ≤ 1,
u(0, t) = 0, u(1, t) = 0, 0 ≤ t ≤ T.
In [PT] Petcu and Temam established the existence-uniqueness of H2-solutions of (SW) for some T =
T (‖η0‖2, ‖u0‖2) > 0 under the hypothesis that 1 + η0(x) > 0, x ∈ [0, 1]. Moreover, in the temporal interval
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[0, T ] of existence of solutions there holds that 1+ η > 0 for x ∈ [0, 1]. (For a precise statement of this result
see section 6.2 below.)
We shall also consider the analogous ibvp for a symmetric variant of the shallow water equations, posed
again on [0, 1]. For this purpose we seek η = η(x, t), u = u(x, t), 0 ≤ x ≤ 1, 0 ≤ t ≤ T , satisfying
ηt + ux +
1
2 (ηu)x = 0,
ut + ηx +
3
2uux +
1
2ηηx = 0,
0 ≤ x ≤ 1, 0 ≤ t ≤ T, (SSW)
η(x, 0) = η0(x), u(x, 0) = u0(x), 0 ≤ x ≤ 1,
u(0, t) = 0, u(1, t) = 0, 0 ≤ t ≤ T.
Here, the nonlinear hyperbolic system is symmetric; existence-uniqueness of H2-solutions of the ibvp (SSW)
for T sufficiently small may be established if one follows the argument of [PT], cf. Section 6.2 below.
We chose this symmetric system motivated by the work of Bona, Colin, and Lannes, [BCL], on completely
symmetric Boussinesq-type dispersive approximations of small-amplitude, long-wave solutions of the Euler
equations. In Section 6.3 we derive the symmetric system in the context of small-amplitude, scaled shallow
water equations and study its relation to the usual shallow water system by analytical and numerical means.
In the analysis of the Galerkin approximations that we pursue in this paper we generally prove in parallel
error estimates for both (SW) and (SSW). It will be seen that, as a result of the symmetry of the latter
system, the proofs for (SSW) are more straightforward and generally hold under less stringent hypotheses
compared to their (SW) analogs. Let us also mention that it is easy to see that the solution of (SSW)
satisfies the L2-conservation equation∫ 1
0
(
η2(x, t) + u2(x, t)
)
dx =
∫ 1
0
(
η20(x) + u
2
0(x)
)
dx (1.2)
for 0 ≤ t ≤ T .
We begin the error analysis in Section 2 considering first the standard Galerkin semidiscretizations of
(SW) and (SSW) using for the spatial approximation piecewise polynomial functions of order r ≥ 2 (i.e.
of degree r − 1 ≥ 1) with respect to a quasiuniform mesh on [0, 1] of maximum meshlength h; the spaces
consist of Ck functions, where 0 ≤ k ≤ r− 2. We assume throughout that the solutions of (SW) and (SSW)
are sufficiently smooth for the purposes of the error estimates. In the case of (SSW) the error analysis is
straightforward due to the symmetry of the system and yields, for r ≥ 2, the expected O(hr−1) L2-error
estimate for the Galerkin approximations of η and u. (In this proof and in subsequent error estimates in this
paper we compare the Galerkin approximation with the L2 projection of the solution of the p.d.e. problem
onto the finite element subspaces and estimate their difference.) For (SW) the proof is more complicated;
we use a symmetrizing choice of test function in the error equation corresponding to the second p.d.e. of
(SW), a ‘superapproximation’ property of the finite element subspaces, and the positivity of 1+η in order to
establish the expected O(hr−1) L2-error estimates for η and u assuming now that r ≥ 3. This last assumption
is needed in the proof for the control of the W 1,∞ norm of an intermediate error term. Thus our proof for
(SW) and its assumptions resemble those of the analogous proof of Dupont, [D1], in the case of a 2 × 2
nonlinear hyperbolic system which is close relative of (SW). It is worth noting that numerical experiments,
the results of which are presented at the end of Section 2, suggest that for r = 2, i.e. for piecewise linear
continuous functions on a quasiuniform mesh, the L2- and L∞- errors of the Galerkin approximations to η
and u have O(h) bounds, i.e. that the assumption r ≥ 3 may not be needed. In fact, for special quasiuniform
meshes, e.g. for piecewise uniform or gradually varying meshes, the numerical experiments indicate that the
error bounds are of O(h2), resembling those of the uniform mesh case (see below.)
In Sections 3 and 4 we examine the error of the standard Galerkin semidiscretization of (SW) and (SSW)
in the special case of subspaces of continuous, piecewise linear functions on a uniform mesh on [0, 1]. It is
well known that for linear, first-order hyperbolic equations in the uniform mesh case the standard Galerkin
approximations may enjoy optimal-order L2-convergence, i.e. of O(hr), as a result of superaccuracy due to
cancellations in the interior mesh intervals and to suitable compatibility conditions at the boundary, provided
the solutions of the continuous problem are smooth enough. Early evidence of this were the classic results
of Dupont, [D2], in the case of r = 2, and r = 4 (with k = 2, i.e. cubic splines), and e.g. of Thome´e
and Wendroff, [TWe], for problems with variable coefficients in the case of subspaces consisting of smooth
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splines of arbitrary order (k = r − 2, r ≥ 2). In these works the periodic initial-value problem was under
consideration; the spatial periodicity and the assumed smoothness of solutions automatically furnishes the
requisite compatibility conditions at the boundary that yield superaccuracy. In Section 6.1 of [AD arXiv] we
point out how compatibility at the boundary for smooth solutions of a simple initial-boundary-value problem
for a first-order linear hyperbolic equation gives the superaccuracy estimate in the case r = 2 for uniform
mesh. We also refer the reader to the papers [L] and [ZL] for results and references to the Chinese literature
on related topics.
In order to treat the nonlinear case, in Section 3 of the paper at hand we prove some superconvergence
properties of the L2 projections of smooth functions on [0, 1] satisfying suitable boundary conditions, onto
spaces of piecewise linear, continuous functions defined on a uniform mesh in [0, 1]. The key results are
Lemmas 3.3 and 3.6 in which it is shown that integrals of the form
∫
Ii
wedx, where w is a C2 function and e
is the error of the L2 projection of a C4 function satisfying suitable boundary conditions at 0 and 1, is, for
any mesh interval Ii, of O(h
5). These results are used in Section 4 where the optimal-order O(h2) L2-error
estimates for the Galerkin semidiscretizations of (SSW) and (SW) are established. It is assumed that the
ibvp’s have classical, sufficiently smooth solutions, which, as a consequence of their smoothness, must satisfy
natural compatibility conditions at 0 and 1. Again the proof for the (SSW) is relatively straightforward,
while in the case of (SW) some additional twists are needed. These theoretical results are confirmed in
numerical experiments at the end of Section 4. These also indicate that the analogous L2 errors for spatial
discretizations with cubic splines (k = 2, r = 4) on uniform meshes have convergence rates which are
practically equal to 4, i.e. optimal.
In Section 5 we turn to the temporal discretizations of the o.d.e. systems represented by the semidis-
cretizations considered in Sections 2 and 4. In [D1] Dupont analyzed, in the case of a system similar to the
shallow water equations, the convergence of a linearized Crank-Nicolson scheme. In the paper at hand we
analyze three explicit Runge-Kutta schemes: (i) The explicit Euler method, of first-order accuracy, which
requires for stability the restrictive mesh condition k = O(h2), where k is the (uniform) time step. (ii) The
‘improved’ Euler method (explicit midpoint rule) of second-order accuracy, which requires for stability the
mesh condition k = O(h4/3). (iii) An explicit, third-order Runge-Kutta method due to Shu and Osher,
[SO], that needs the condition k/h ≤ λ0 for a small enough constant λ0. (It is to be noted that these
stability restrictions are consistent with those predicted by the stability analysis of the temporal discretiza-
tion with these methods of the stiff linear systems of o.d.e.’s resulting e.g. from the standard Galerkin
semidiscretization of ut + ux = 0 with periodic boundary conditions.)
Since our emphasis is on the energy proofs of stability and convergence of the time-discrete schemes, we
chose the easiest p.d.e. system, i.e. (SSW), and the most straightforward spatial discretization, i.e. the
one with piecewise polynomial functions of order r on a quasiuniform mesh, in order to prove the L2-error
estimates; these have bounds of O(k + hr−1) for r ≥ 2, O(k2 + hr−1) for r ≥ 3, and O(k3 + hr−1) for r ≥ 3,
for the three Runge-Kutta schemes considered, having orders of accuracy 1,2 and 3, respectively; these error
estimates hold under the mesh stability conditions previously mentioned. Similar results hold for the (SW)
system but the proofs are omitted here. Numerical experiments in Section 5 with (SW) and (SSW) indicate
that the condition k = O(h4/3) is probably necessary for the stability the improved Euler method even in
the simple case of a spatial discretization using piecewise linear, continuous functions on a uniform mesh.
The results of another numerical experiment suggest that in addition to the L2-error, the L∞- and H1-errors
of full discretizations of (SSW) with the Shu-Osher scheme have an O(k3) temporal behaviour.
We should point out that in recent years there have appeared a number of papers with proofs of error
estimates of full discretizations of Galerkin type methods with explicit Runge-Kutta methods. For example,
Zhang and Shu have analyzed discontinuous Galerkin methods for scalar conservation laws in [ZS1] and
for symmetrizable systems of conservation laws in [ZS2] using a second-order explicit Runge-Kutta method
(the explicit trapezoidal rule) for time-stepping. For the DG methods analyzed in these papers this full
discretization turns out to be stable if k = O(h) for a P1 spatial discretization but needs k to be of O(h
4/3)
for higher-order polynomial spaces. The same Runge-Kutta scheme is used by Ying, [Y], and proved to
yield a stable full discretization and the expected error estimates for a standard Galerkin method for scalar
conservation laws in several space dimensions under the condition k = O(h4/3). In [ZS3] Zhang and Shu
prove error estimates for a fully discrete DG-3d order Shu-Osher scheme for scalar conservation laws under
the condition k = O(h). In [BEF] Burman et al. consider initial-boundary value problems for first-order
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linear hyperbolic systems of Friedrichs type in several space dimensions, discretized in space by a class of
symmetrically stabilized finite element methods that includes DG schemes, and in time by explicit Runge-
Kutta schemes of second (RK2) and third (RK3) order of accuracy. They prove L2-error estimates of optimal
order in time and quasioptimal in space under Courant-number restrictions for RK2 schemes with P1 elements
and under the condition k = O(h4/3) for higher-order elements, and under Courant-number restrictions for
RK3 schemes. Let us also mention that for a closely related to the shallow water equations dispersive system
(the ‘classical’ Boussinesq equations), we proved error estimates in [AD arXiv], [AD], for the classical, four-
stage, fourth-order explicit Runge-Kutta temporal discretization of standard Galerkin methods with cubic
splines; the error bounds had an O(k4) dependence under a k = O(h) stability condition.
We close the paper by a series of supplementary remarks in Section 6. In Section 6.1 we consider the
periodic initial-value problem for the shallow water system and its symmetric version and discretize it in
space using the standard Galerkin method with smooth periodic splines of order r ≥ 2 on a uniform mesh.
Using suitable quasiinterpolants in the space of periodic splines, cf. [TWe], we prove optimal-order, i.e.
O(hr), L2-error estimates for both systems. In Section 6.2 we state precisely the local existence result
proved by Petcu and Temam in [PT] for (SW); we also state the analogous result that one may derive for
(SSW) following the proof of [PT].
Finally, in Section 6.3 we first recall the nondimensional scaled form of the shallow water equations in the
case of long surface waves of small amplitude (in which the nonlinear terms of the system are multiplied by
the small parameter ε = a/h0, where a is a typical wave amplitude and h0 the depth of the channel), and
derive the analogous scaled form of the symmetric shallow water equations using the nonlinear change of
variables of Bona, Colin, and Lannes, [BCL]. In view of the classical theory of local existence of solutions of
initial-value problems of quasilinear hyperbolic systems and the results of [BCL] we argue that the difference
in suitable norms of appropriately transformed solutions of the two systems is of O(ε2t) for times t up to
O(1/ε). Given that initially smooth solutions of both systems are expected in general to develop singularities
after times of O(1/ε), this result indicates that appropriately transformed, smooth, small-amplitude solutions
of the symmetric system remain close to corresponding smooth solutions of the usual system within their
life span, and provides a justification for the symmetric system. Section 6.3 closes with some numerical
experiments which suggest that the difference of solutions of (SW) and (SSW) (i.e. of the ibvp’s) also
behaves like ε2t for times up to O(1/ε).
In this paper we use the following notation: We let Ck = Ck[0, 1], k = 0, 1, 2, . . . , denote the space of
k times continuously differentiable functions on [0, 1] and define Ck0 = {φ ∈ Ck : φ(0) = φ(1) = 0}. For
integer k ≥ 0 Hk, ‖ · ‖k will denote the usual, L2-based Sobolev space of classes of functions on [0, 1] and its
associated norm. The inner product and norm on L2 = L2(0, 1) is denoted simply by ‖ · ‖, (·, ·), respectively,
while the norms on L∞ = L∞(0, 1) and on the L∞-based Sobolev space W k∞ =W
k
∞(0, 1) by ‖ · ‖∞, ‖ · ‖k,∞,
respectively. We let Pr be the polynomials of degree ≤ r, and 〈·, ·〉, |·| be the Euclidean inner product
and norm on RN . Finally, for a Banach space X of functions on [0, 1], C(0, T ;X) will denote the space of
continuous maps from the interval [0, T ] into X .
Acknowledgment : The authors would like to thank Prof. David Lannes for his advice on the theoretical
results of Section 6.3. and Profs. Ch. Makridakis and T. Katsaounis for helpful discussions.
2. Semidiscretization on quasiuniform meshes
Let 0 = x1 < x2 < · · · < xN+1 = 1 denote a quasiuniform partition of [0, 1] with h := maxi(xi+1−xi), and
for integers r, k such that r ≥ 2, 0 ≤ k ≤ r − 2, let Sh = Sr,kh := {φ ∈ Ck : φ
∣∣
[xj,xj+1]
∈ Pr−1 , 1 ≤ j ≤ N},
and Sh,0 = S
k,r
h,0 = {φ ∈ Sk,rh , φ(0) = φ(1) = 0}. It is well known that given w ∈ Hr there exists an element
χ ∈ Sh such that
‖w − χ‖+ h‖w′ − χ′‖ ≤ Chr‖w(r)‖, (2.1a)
and if r ≥ 3 in addition, cf. [Sch],
‖w − χ‖2 ≤ Chr−2‖w(r)‖, (2.1b)
for some constant C independent of h and w, and that a similar property holds in Sh,0 if w ∈ Hr ∩H10 . Let
P , P0 denote the L
2-projection operators onto Sh, Sh,0, respectively. Then, cf. [DDW], there holds that
‖Pv‖∞ ≤ C‖v‖∞ if v ∈ L∞, (2.2a)
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and
‖Pv − v‖∞ ≤ Chr‖v‖r,∞ if v ∈ W r,∞, (2.2b)
and that a similar property holds for P0 if v ∈ W r,∞ ∩ H10 . (Here and in the sequel we will denote by C
generic constants independent of discretization parameters).
As a consequence of the quasiuniformity of the mesh the inverse inequalities
‖χ‖1 ≤ Ch−1‖χ‖, (2.3)
‖χ‖j,∞ ≤ Ch−(j+1/2)‖χ‖, j = 0, 1, (2.4)
hold for χ ∈ Sh. (In (2.4) ‖χ‖0,∞ = ‖χ‖∞).
We let the standard Galerkin semidiscretization of (SW) be defined as follows: We seek ηh : [0, T ]→ Sh,
uh : [0, T ]→ Sh,0, such that for t ∈ [0, T ]
(ηht, φ) + (uhx, φ) + ((ηhuh)x, φ) = 0, ∀φ ∈ Sh ,
(uht, χ) + (ηhx, χ) + (uhuhx, χ) = 0, ∀χ ∈ Sh,0 ,
(2.5)
with initial conditions
ηh(0) = Pη0 , uh(0) = P0u0 . (2.6)
Similarly, we define the analogous semidiscretization of (SSW), given for t ∈ [0, T ] by
(ηht, φ) + (uhx, φ) +
1
2 ((ηhuh)x, φ) = 0, ∀φ ∈ Sh,
(uht, χ) + (ηhx, χ) +
3
2 (uhuhx, χ) +
1
2 (ηhηhx, χ) = 0, ∀χ ∈ Sh,0,
(2.7)
with
ηh(0) = Pη0 , uh(0) = P0u0. (2.8)
Upon choice of bases for Sh, S
0
h, it is seen that the semidiscrete problems (2.5)-(2.6) and (2.7)-(2.8) represent
initial-value problems (ivp’s) for systems of o.d.e’s. Clearly, these ivp’s have unique solutions at least locally
in time. One conclusion of Propositions 2.1 and 2.2 is that they possess unique solutions up to at least t = T ,
where [0, T ] is the interval of existence of smooth solutions of (SW) or (SSW) as the case may be. We start
with the error analysis of the semidiscrete symmetric system (2.7)-(2.8), which is quite straightforward, due
to the symmetry of (SSW).
Proposition 2.1. Let (η, u) be the solution of (SSW). Then the semidiscrete ivp (2.7)-(2.8) has a unique
solution (ηh, uh) for 0 ≤ t ≤ T satisfying
max
0≤t≤T
(‖η(t)− ηh(t)‖ + ‖u(t)− uh(t)‖) ≤ Chr−1. (2.9)
Proof. Setting φ = ηh and χ = uh in (2.7) and adding the resulting equations we obtain the discrete analog
of (1.2), i.e. that the conservation property
‖ηh(t)‖2 + ‖uh(t)‖2 = ‖ηh(0)‖2 + ‖uh(0)‖2 (2.10)
holds in the interval of existence of solutions of (2.7)-(2.8). By standard o.d.e. theory we conclude that the
ivp (2.7)-(2.8) possesses unique solutions in any finite temporal interval [0, t∗] and in particular in [0, T ].
We now let ρ := η − Pη, θ := Pη − ηh, σ := u − P0u, ξ := P0u − uh. Using (SSW) and (2.7)-(2.8) we
obtain for 0 ≤ t ≤ T ,
(θt, φ) + (σx + ξx, φ) +
1
2
((ηu− ηhuh)x, φ) = 0, ∀φ ∈ Sh, (2.11)
(ξt, χ) + (ρx + θx, χ) +
3
2
(uux − uhuhx, χ) +
1
2
(ηηx − ηhηhx, χ) = 0, ∀χ ∈ Sh,0. (2.12)
Note that
ηu − ηhuh = η(σ + ξ) + u(ρ+ θ)− (ρ+ θ)(σ + ξ),
uux − uhuhx = (uσ)x + (uξ)x − (σξ)x − σσx − ξξx,
ηηx − ηhηhx = (ηρ)x − θθx + (ηθ)x − (ρθ)x − ρρx.
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Take φ = θ in (2.11) and obtain, for 0 ≤ t ≤ T , using integration by parts
1
2
d
dt‖θ‖2 +
(
[(1 + η2 )ξ]x, θ
)
= −(σx, θ)− 12 ((ησ)x, θ)
− 12 ((uρ)x, θ)− 12 ((uθ)x, θ) + 12 ((ρσ)x, θ) + 12 ((θσ)x, θ)
+ 12 ((ρξ)x, θ) +
1
2 ((θξ)x, θ).
(2.13)
We now examine the various terms in the r.h.s. of (2.13). Integration by parts yields
((θξ)x, θ) =
1
2 (ξxθ, θ).
Using now (2.1a), (2.2b), (2.3), (2.4) and integration by parts we have
|(σx, θ)| ≤ ‖σx‖‖θ‖ ≤ Chr−1‖θ‖,
|((ησ)x, θ)| ≤ C‖σ‖1‖θ‖ ≤ Chr−1‖θ‖,
|((uρ)x, θ)| ≤ C‖ρ‖1‖θ‖ ≤ Chr−1‖θ‖,
|((uθ)x, θ)| = 12 |(uxθ, θ)| ≤ C‖θ‖2,
|((ρσ)x, θ)| ≤ ‖ρ‖∞‖σx‖‖θ‖+ ‖σ‖∞‖ρx‖‖θ‖ ≤ Ch2r−1‖θ‖,
|((θσ)x, θ)| = 12 |(σxθ, θ)| ≤ C‖σx‖∞‖θ‖2 ≤ C‖θ‖2,
|((ρξ)x, θ)| ≤ ‖ρx‖∞‖ξ‖‖θ‖+ ‖ρ‖∞‖ξx‖‖θ‖ ≤ C‖ξ‖‖θ‖.
Therefore (2.13) and the above yield for 0 ≤ t ≤ T
1
2
d
dt‖θ‖2 +
(
[(1 + η2 )ξ]x, θ
) ≤ 14 (ξxθ, θ) + C(hr−1‖θ‖+ ‖θ‖2 + ‖ξ‖2). (2.14)
Take now χ = ξ in (2.12). Then for 0 ≤ t ≤ T using integration by parts we have
1
2
d
dt‖ξ‖2 −
(
[(1 + η2 )ξ]x, θ
)
= − 14 (ξxθ, θ)− (ρx, ξ)− 32 ((uσ)x, ξ)
− 32 ((uξ)x, ξ) + 32 ((σξ)x, ξ) + 32 (σσx, ξ)− 12 ((ηρ)x, ξ)− 12 (ηxθ, ξ)
+ 12 ((ρθ)x, ξ) +
1
2 (ρρx, ξ).
(2.15)
Using again (2.1a)-(2.4) and integration by parts we see that
|(ρx, ξ)| ≤ ‖ρx‖‖ξ‖ ≤ Chr−1‖ξ‖,
|((uσ)x, ξ)| ≤ C‖σ‖1‖ξ‖ ≤ Chr−1‖ξ‖,
|((uξ)x, ξ)| = 12 |(uxξ, ξ)| ≤ C‖ξ‖2,
|((σξ)x, ξ)| = 12 |(σxξ, ξ)| ≤ C‖σx‖∞‖ξ‖2 ≤ C‖ξ‖2,
|(σσx, ξ)| ≤ ‖σ‖∞‖σx‖‖ξ‖ ≤ Ch2r−1‖ξ‖,
|((ηρ)x, ξ)| ≤ C‖ρ‖1‖ξ‖ ≤ Chr−1‖ξ‖,
|(ηxθ, ξ)| ≤ C‖θ‖‖ξ‖,
|((ρθ)x, ξ)| ≤ ‖ρx‖∞‖θ‖‖ξ‖+ ‖ρ‖∞‖θx‖‖ξ‖ ≤ C‖θ‖‖ξ‖,
|(ρρx, ξ)| ≤ ‖ρ‖∞‖ρx‖‖ξ‖ ≤ Ch2r−1‖ξ‖.
Therefore, by (2.15), for 0 ≤ t ≤ T
1
2
d
dt‖ξ(t)‖2 −
(
[(1 + η2 )ξ]x, θ
) ≤ − 14 (ξxθ, θ) + C(hr−1‖ξ‖+ ‖θ‖2 + ‖ξ‖2). (2.16)
Adding (2.14) and (2.16) gives
d
dt (‖ξ‖2 + ‖θ‖2) ≤ C[hr−1(‖θ‖+ ‖ξ‖) + ‖θ‖2 + ‖ξ‖2], 0 ≤ t ≤ T.
Therefore, by Gronwall’s inequality and (2.6) we see that
‖θ‖+ ‖ξ‖ ≤ Chr−1, 0 ≤ t ≤ T,
from which (2.9) follows. 
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We turn now to the semidiscrete approximation to the (SW). The error analysis that follows is similar to
that of Dupont [D1] and the proof assumes that r ≥ 3 and that the solution of (SW) satisfies 1 + η > 0, cf.
[PT] and Section 6.2.
Proposition 2.2. Let (η, u) be the solution of (SW), satisfying 1 + η > 0 for t ∈ [0, T ], r ≥ 3, and h
be sufficiently small. Then the semidiscrete ivp (2.5)-(2.6) has a unique solution (ηh, uh) for 0 ≤ t ≤ T
satisfying
max
0≤t≤T
(‖η(t)− ηh(t)‖ + ‖u(t)− uh(t)‖) ≤ Chr−1. (2.17)
Proof. We use the same notation as in the proof of Proposition 2.1. While the solution of (2.5)-(2.6) exists
we have
(θt, φ) + (ξx + σx, φ) + ((ηu)x − (ηhuh)x, φ) = 0, ∀φ ∈ Sh, (2.18)
(ξt, χ) + (θx + ρx, χ) + (uux − uhuhx, χ) = 0, ∀χ ∈ Sh,0. (2.19)
Taking φ = θ in (2.18) and using integration by parts we have
1
2
d
dt‖θ‖2 +
(
[(1 + η)ξ]x, θ
)
= −(σx, θ)− ((ησ)x, θ)− ((uρ)x, θ)
− ((uθ)x, θ) + ((ρσ)x, θ) + ((θσ)x, θ) + ((ρξ)x, θ) + ((θξ)x, θ).
(2.20)
In view of (2.6), by continuity we conclude that there exists a maximal temporal instance th > 0 such that
(ηh, uh) exist and ‖ξx‖∞ ≤ 1 for t ≤ th. Suppose that th < T . Using (2.1)-(2.4) and integration by parts we
may then estimate the various terms in the r.h.s. of (2.20) for t ∈ [0, th] as follows
|(σx, θ)| ≤ ‖σx‖‖θ‖ ≤ Chr−1‖θ‖,
|((ησ)x, θ)| ≤ C‖σ‖1‖θ‖ ≤ Chr−1‖θ‖,
|((uρ)x, θ)| ≤ C‖ρ‖1‖θ‖ ≤ Chr−1‖θ‖,
|((uθ)x, θ)| = 12 |(uxθ, θ)| ≤ C‖θ‖2,
|((ρσ)x, θ)| ≤ ‖ρ‖∞‖σx‖‖θ‖+ ‖σ‖∞‖ρx‖‖θ‖ ≤ Ch2r−1‖θ‖,
|((θσ)x, θ)| = 12 |(σxθ, θ)| ≤ C‖σx‖∞‖θ‖2 ≤ C‖θ‖2,
|((ρξ)x, θ)| ≤ ‖ρx‖∞‖ξ‖‖θ‖+ ‖ρ‖∞‖ξx‖‖θ‖ ≤ C‖ξ‖‖θ‖,
|((θξ)x, θ)| = 12 |(ξxθ, θ)| ≤ 12‖ξx‖∞‖θ‖2 ≤ 12‖θ‖2.
Hence, we conclude from (2.20) that for t ∈ [0, th]
1
2
d
dt‖θ‖2 − (γ, θx) ≤ C(hr−1‖θ‖+ ‖θ‖2 + ‖ξ‖2), (2.21)
where we have put γ := (1 + η)ξ.
We turn now to (2.19) in which we set χ = P0γ = P0[(1 + η)ξ]. Then for 0 ≤ t ≤ th it holds that
(ξt, γ) + (θx, P0γ) =− (ρx, P0γ)− ((uσ)x, P0γ)− ((uξ)x, P0γ)
+ ((σξ)x, P0γ) + (σσx, P0γ) + (ξξx, P0γ).
(2.22)
For the first two terms in the r.h.s. of (2.22) we have
|(ρx, P0γ)| ≤ ‖ρx‖‖P0γ‖ ≤ Chr−1‖γ‖ ≤ Chr−1‖ξ‖,
|((uσ)x, P0γ)| ≤ C‖σ‖1‖P0γ‖ ≤ Chr−1‖ξ‖.
Note now that
((uξ)x, P0γ) = ((uξ)x, P0γ − γ) + ((uξ)x, γ)
= ((uξ)x, P0γ − γ) + (uxξ, (1 + η)ξ) + (uξx, (1 + η)ξ)
= ((uξ)x, P0γ − γ) + (ux(1 + η), ξ2)− 12
(
[(1 + η)u]x, ξ
2
)
.
We now use a well-known superapproximation property of Sh,0, cf. [D1], [DDW], to estimate the term P0γ−γ:
‖P0γ − γ‖ = ‖P0[(1 + η)ξ]− (1 + η)ξ‖ ≤ Ch‖ξ‖. (2.23)
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Therefore, by (2.3)
|((uξ)x, P0γ)| ≤ Ch‖ξ‖1‖ξ‖+ C‖ξ‖2 ≤ C‖ξ‖2.
Similarly, using (2.1)-(2.4) and (2.23) we have
|((σξ)x, P0γ)| ≤ |(σxξ, P0γ − γ)|+ |(σξx, P0γ − γ)|+ |((σξ)x, γ)|
≤ C‖σx‖∞h‖ξ‖2 + C‖σ‖∞‖ξx‖h‖ξ‖+ C‖σx‖∞‖ξ‖2 + C‖σ‖∞‖ξx‖‖ξ‖
≤ C‖ξ‖2,
|(σσx, P0γ)| ≤ |(σσx, P0γ − γ)|+ |(σσx, γ)|
≤ C‖σ‖∞‖σx‖h‖ξ‖+ C‖σ‖∞‖σx‖‖ξ‖
≤ Ch2r−1‖ξ‖,
|(ξξx, P0γ)| ≤ |(ξξx, P0γ − γ)|+ |(ξξx, (1 + η)ξ)|
≤ C‖ξx‖∞h‖ξ‖2 + C‖ξx‖∞‖ξ‖2
≤ C‖ξ‖2.
Therefore, using (2.22) we have for 0 ≤ t ≤ th
(ξt, (1 + η)ξ) + (θx, P0γ) ≤ C(hr−1‖ξ‖+ ‖ξ‖2). (2.24)
Adding now (2.21) and (2.24) we obtain
1
2
d
dt‖θ‖2 + (ξt, (1 + η)ξ) + (θx, P0γ − γ) ≤ C
[
hr−1(‖θ‖+ ‖ξ‖) + ‖θ‖2 + ‖ξ‖2].
But
(ξt, (1 + η)ξ) =
1
2
d
dt((1 + η)ξ, ξ)− 12 (ηtξ, ξ).
Therefore, for 0 ≤ t ≤ th
1
2
d
dt
[‖θ‖2 + ((1 + η)ξ, ξ)] ≤ C[hr−1(‖θ‖+ ‖ξ‖) + ‖θ‖2 + ‖ξ‖2],
for a constant C independent of h and th.
Since 1 + η > 0, the norm ((1 + η)·, ·)1/2 is equivalent to that of L2 uniformly for t ∈ [0, T ]. Hence,
Gronwall’s inequality and (2.6) yield for a constant C = C(T )
‖θ‖+ ‖ξ‖ ≤ Chr−1 for 0 ≤ t ≤ th. (2.25)
We conclude from (2.4) that ‖ξx‖∞ ≤ Chr−5/2 for 0 ≤ t ≤ th, and, since r ≥ 3, if h was sufficiently small,
we see that th is not maximal. Hence we may take th = T and (2.17) follows from (2.25). 
We close this section with some numerical experiments. Table 2.1 shows the errors and associated orders
of convergence in the L2 and L∞ norms at t = 1 of the standard Galerkin approximation with piecewise
linear continuous functions (i.e. r = 2) of (SSW) with suitable right-hand side and initial conditions so
that its exact solution is η = exp(2t)(cos(πx) + x + 2), u = exp(−xt) sin(πx). The semidiscrete i.v.p. was
integrated in time with the ‘classical’, four-stage, fourth-order explicit Runge-Kutta (RK) method using a
time step k = ∆x/20. (This method is stable for systems like (SSW) and (SW) for k/∆x sufficiently small.
We checked that the temporal error of the discretization was very small compared with the spatial error, so
that the errors and rates of convergence shown are essentially those of the semidiscrete problem.) On the
spatial interval [0, 1] we used the quasiuniform mesh given by h2i−1 = 0.75∆x, h2i = 0.5∆x, i = 1, . . . , N/2,
where hi = xi+1 − xi and ∆x = 1.6/N . The table suggests that the L2-errors for η and u are of O(h), thus
confirming the result of Proposition 2.1. It also suggests that the L∞-errors are also O(h). (The H1-errors
were found to be of O(1)). The proof of Proposition 2.2 for the analysis of the semidiscretization of (SW)
needs the assumption that r ≥ 3. Table 2.2 suggests that the result holds for r = 2, i.e. for piecewise linear
continuous functions, as well. Specifically, for the quasiuniform spatial mesh and the exact solution used for
the computations of Table 2.1, it suggests that the L2-errors for η and u at t = 1 are of O(h); the same
rate is suggested for the L∞-errors as well. (The H1-errors were of O(1).) Again, we used the ‘classical’
fourth-order RK method with k = ∆x/10 for time stepping.
For special quasiuniformmeshes (e.g. piecewise uniform and slowly varying meshes) numerical experiments
indicate that the L2- and L∞- errors are O(h2), as in the case of a uniform mesh (cf. Section 4). For example,
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L2 − errors L∞ − errors
N η order u order η order u order
40 0.7332(−1) 0.1169(−2) 0.1412 0.3316(−2)
80 0.3605(−1) 1.0240 0.7283(−3) 0.6830 0.7116(−1) 0.9882 0.2351(−2) 0.4961
120 0.2390(−1) 1.0135 0.4655(−3) 1.1039 0.4700(−1) 1.0230 0.1314(−2) 1.4357
160 0.1788(−1) 1.0096 0.3329(−3) 1.1660 0.3522(−1) 1.0031 0.9258(−3) 1.2162
200 0.1428(−1) 1.0077 0.2601(−3) 1.1052 0.2816(−1) 1.0019 0.7443(−3) 0.9778
240 0.1189(−1) 1.0063 0.2138(−3) 1.0752 0.2340(−1) 1.0161 0.5879(−3) 1.2941
280 0.1018(−1) 1.0054 0.1815(−3) 1.0614 0.2006(−1) 0.9990 0.4983(−3) 1.0727
320 0.8901(−2) 1.0046 0.1580(−3) 1.0420 0.1754(−1) 1.0068 0.4240(−3) 1.2088
360 0.7908(−2) 1.0041 0.1398(−3) 1.0345 0.1557(−1) 1.0103 0.3703(−3) 1.1505
400 0.7115(−2) 1.0037 0.1254(−3) 1.0308 0.1402(−1) 0.9954 0.3328(−3) 1.0139
440 0.6466(−2) 1.0033 0.1139(−3) 1.0235 0.1274(−1) 1.0047 0.3062(−3) 0.8731
480 0.5925(−2) 1.0030 0.1041(−3) 1.0200 0.1167(−1) 1.0036 0.2818(−3) 0.9556
520 0.5468(−2) 1.0028 0.9597(−4) 1.0187 0.1078(−1) 0.9975 0.2616(−3) 0.9259
560 0.5077(−2) 1.0026 0.8901(−4) 1.0157 0.1000(−1) 1.0069 0.2447(−3) 0.9025
600 0.4738(−2) 1.0024 0.8300(−4) 1.0131 0.9334(−2) 1.0032 0.2285(−3) 0.9930
640 0.4441(−2) 1.0023 0.7705(−4) 1.0125 0.8751(−2) 0.9991 0.2148(−3) 0.9593
Table 2.1. Errors and orders of convergence. (SSW) system, standard Galerkin semidis-
cretization with piecewise linear, continuous elements on a quasiuniform mesh, t = 1.
L2 − errors L∞ − errors
N η order u order η order u order
40 0.1216 0.1749(−2) 0.2099 0.4090(−2)
80 0.5973(−1) 1.0260 0.8259(−2) 1.0827 0.1051 0.9970 0.1935(−2) 1.1080
120 0.3958(−1) 1.0149 0.5467(−3) 1.0174 0.6960(−1) 1.0177 0.1332(−2) 0.9219
160 0.2959(−1) 1.0106 0.4092(−3) 1.0068 0.5188(−1) 1.0210 0.1015(−2) 0.9423
200 0.2363(−1) 1.0082 0.3271(−3) 1.0039 0.4146(−1) 1.0049 0.8080(−3) 1.0245
240 0.1967(−1) 1.0067 0.2724(−3) 1.0035 0.3458(−1) 0.9960 0.6834(−3) 0.9186
280 0.1684(−1) 1.0057 0.2334(−3) 1.0034 0.2961(−1) 1.0067 0.5823(−3) 1.0380
320 0.1473(−1) 1.0049 0.2041(−3) 1.0036 0.2587(−1) 1.0112 0.5115(−3) 0.9718
360 0.1309(−1) 1.0044 0.1814(−3) 1.0034 0.2299(−1) 1.0009 0.4521(−3) 1.0468
400 0.1177(−1) 1.0039 0.1632(−3) 1.0033 0.2070(−1) 0.9977 0.4095(−3) 0.9395
440 0.1070(−1) 1.0035 0.1483(−3) 1.0031 0.1880(−1) 1.0061 0.3716(−3) 1.0184
480 0.9804(−2) 1.0032 0.1359(−3) 1.0029 0.1723(−1) 1.0066 0.3418(−3) 0.9631
520 0.9048(−2) 1.0030 0.1254(−3) 1.0027 0.1590(−1) 0.9986 0.3144(−3) 1.0446
560 0.8400(−2) 1.0028 0.1164(−3) 1.0025 0.1477(−1) 0.9996 0.2924(−3) 0.9770
600 0.7839(−2) 1.0026 0.1087(−3) 1.0024 0.1378(−1) 1.0071 0.2727(−3) 1.0112
640 0.7347(−2) 1.0024 0.1019(−3) 1.0023 0.1291(−1) 1.0048 0.2562(−3) 0.9692
Table 2.2. Errors and orders of convergence. (SW) system, standard Galerkin semidis-
cretization with piecewise linear, continuous elements on a quasiuniform mesh, t = 1.
in Table 2.3 we present the L2- and L∞- errors and orders of convergence in the case of the same (SW)
example used for computing the results of Table 2.2 and the same temporal discretization. The spatial mesh
that we used was piecewise uniform and was defined, for N a given integer, by taking
hi =
1
4N1
, 1 ≤ i ≤ N1 , N1 = 3N
10
, on [0, 0.25] ,
hi+N1 =
1
2N2
, 1 ≤ i ≤ N2 , N2 = 5N
10
, on [0.25, 0.75] ,
hi+N1+N2 =
1
4N3
, 1 ≤ i ≤ N3 , N3 = 2N
10
, on [0.75, 1] .
The L2-errors are practically equal to 2 while the L∞-errors are very close to 2. Table 2.4 shows that the
analogous errors are again practically equal to 2 when the same example was solved on a ‘slowly varying’
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L2 − errors L∞ − errors
N η order u order η order u order
40 0.7403(−2) 0.2625(−3) 0.1752(−1) 0.5473(−3)
80 0.1850(−2) 2.0006 0.6539(−4) 2.0054 0.4348(−2) 2.0108 0.1470(−3) 1.8964
120 0.8222(−3) 2.0000 0.2899(−4) 2.0061 0.1947(−2) 1.9807 0.6151(−4) 2.1490
160 0.4625(−3) 2.0001 0.1626(−4) 2.0092 0.1096(−2) 1.9981 0.3464(−4) 1.9963
200 0.2960(−3) 2.0000 0.1040(−4) 2.0033 0.7061(−3) 1.9707 0.2349(−4) 1.7393
240 0.2056(−3) 2.0000 0.7227(−5) 1.9967 0.4901(−3) 2.0021 0.1581(−4) 2.1729
280 0.1510(−3) 1.9998 0.5310(−5) 1.9996 0.3615(−3) 1.9752 0.1165(−4) 1.9787
320 0.1156(−3) 2.0002 0.4068(−5) 1.9965 0.2776(−3) 1.9781 0.8902(−5) 2.0166
360 0.9136(−4) 2.0001 0.3214(−5) 2.0009 0.2191(−3) 2.0072 0.6945(−5) 2.1086
400 0.7400(−4) 2.0002 0.2603(−5) 2.0007 0.1779(−3) 1.9773 0.5641(−5) 1.9727
440 0.6116(−4) 1.9999 0.2151(−5) 1.9982 0.1471(−3) 1.9935 0.4789(−5) 1.7181
480 0.5139(−4) 2.0000 0.1808(−5) 2.0003 0.1242(−3) 1.9466 0.3971(−5) 2.1518
520 0.4379(−4) 2.0001 0.1541(−5) 1.9967 0.1054(−3) 2.0517 0.3343(−5) 2.1517
Table 2.3. Errors and orders of convergence. (SW) system, standard Galerkin spatial
discretization with piecewise linear, continuous elements on a piecewise uniform mesh, t = 1.
mesh defined by the meshlengths
hi = ĥ1 =
1
4N1
, 1 ≤ i ≤ N1 , N1 = 3N
7
, on [0, 0.25] ,
hi+N1 = ĥ1 + (ĥ3 − ĥ1)
i− 1
N2 − 1 , 1 ≤ i ≤ N2 , N2 =
3N
7
, on [0.25, 0.75] ,
hi+N1+N2 = ĥ3 =
1
4N3
, 1 ≤ i ≤ N3 , N3 = N
7
, on [0.75, 1] .
(Thus, the meshlength in the middle interval [0, 25, 0.75] varies linearly between the values of ĥ1 and ĥ3 of
L2 − errors L∞ − errors
N η order u order η order u order
70 0.1957(−2) 0.1172(−3) 0.5554(−2) 0.3039(−3)
140 0.4979(−3) 1.9744 0.2922(−4) 2.0036 0.1414(−2) 1.9739 0.7555(−4) 2.0082
210 0.2225(−3) 1.9861 0.1297(−4) 2.0033 0.6313(−3) 1.9883 0.3333(−4) 2.0180
280 0.1255(−3) 1.9903 0.7289(−5) 2.0028 0.3560(−3) 1.9916 0.1878(−4) 1.9946
350 0.8047(−4) 1.9926 0.4663(−5) 2.0019 0.2283(−3) 1.9904 0.1201(−4) 2.0027
420 0.5594(−4) 1.9940 0.3237(−5) 2.0014 0.1586(−3) 1.9979 0.8330(−5) 2.0073
490 0.4113(−4) 1.9949 0.2378(−5) 2.0015 0.1166(−3) 1.9954 0.6119(−5) 2.0007
560 0.3151(−4) 1.9956 0.1820(−5) 2.0011 0.8934(−4) 1.9952 0.4684(−5) 2.0012
630 0.2491(−4) 1.9962 0.1438(−5) 2.0009 0.7062(−4) 1.9968 0.3700(−5) 2.0021
700 0.2018(−4) 1.9966 0.1165(−5) 2.0010 0.5722(−4) 1.9967 0.2996(−5) 2.0028
770 0.1669(−4) 1.9969 0.9625(−6) 2.0008 0.4731(−4) 1.9962 0.2477(−5) 1.9977
840 0.1402(−4) 1.9972 0.8087(−6) 2.0007 0.3976(−4) 1.9978 0.2081(−5) 1.9991
Table 2.4. Errors and orders of convergence. (SW) system, standard Galerkin spatial
discretization with piecewise linear, continuous elements on a slowly varying mesh, t = 1.
the meshlengths of the uniform meshes on [0, 0.25] and [0.75, 1], respectively.) Finally, Table 2.5 shows again
that the errors are of optimal order in the case of a quasiuniform mesh obtained by perturbing a uniform
mesh with meshlength h by O(h2) quantities as follows:
h4i−3 = h− 0.25h2 , h4i−2 = h+ 0.5h2 , h4i−2 = h− 0.5h2 ,
h4i = h+ 0.25h
2 , 1 ≤ i ≤ N/4 , h = 1/N .
3. Some superaccuracy properties of the L2 projection on spaces of continuous, piecewise
linear functions
In this section we will prove in a series of Lemmas some superaccuracy (superconvergence) properties of
the L2 projection of smooth functions that satisfy suitable boundary conditions onto spaces of piecewise
linear, continuous functions defined on a uniform mesh in [0, 1]. These properties will be used in Section
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L2 − errors L∞ − errors
N η order u order η order u order
40 0.1864(−2) 0.2509(−3) 0.6354(−2) 0.5334(−3)
80 0.4654(−3) 2.0021 0.6398(−4) 1.9711 0.1632(−2) 1.9615 0.1350(−3) 1.9823
120 0.2069(−3) 1.9996 0.2856(−4) 1.9890 0.7233(−3) 2.0061 0.6022(−4) 1.9908
160 0.1164(−3) 1.9996 0.1611(−4) 1.9913 0.4052(−3) 2.0147 0.3413(−4) 1.9735
200 0.7449(−4) 1.9995 0.1032(−4) 1.9932 0.2595(−3) 1.9972 0.2203(−4) 1.9611
240 0.5173(−4) 1.9996 0.7175(−5) 1.9958 0.1806(−3) 1.9873 0.1539(−4) 1.9690
280 0.3801(−4) 1.9997 0.5273(−5) 1.9974 0.1327(−3) 2.0008 0.1137(−4) 1.9654
320 0.2910(−4) 1.9997 0.4039(−5) 1.9980 0.1015(−3) 2.0094 0.8717(−5) 1.9871
360 0.2300(−4) 1.9998 0.3191(−5) 1.9986 0.8020(−4) 1.9953 0.6884(−5) 2.0050
400 0.1863(−4) 1.9998 0.2585(−5) 1.9994 0.6502(−4) 1.9918 0.5576(−5) 2.0002
440 0.1539(−4) 1.9999 0.2137(−5) 1.9998 0.5372(−4) 2.0029 0.4602(−5) 2.0137
480 0.1294(−4) 1.9999 0.1795(−5) 1.9999 0.4511(−4) 2.0065 0.3863(−5) 2.0112
520 0.1102(−4) 1.9999 0.1530(−5) 2.0000 0.3846(−4) 1.9947 0.3289(−5) 2.0087
560 0.9504(−5) 1.9999 0.1319(−5) 2.0001 0.3317(−4) 1.9942 0.2838(−5) 1.9907
600 0.8279(−5) 2.0000 0.1149(−5) 2.0001 0.2889(−4) 2.0047 0.2473(−5) 1.9988
640 0.7276(−5) 2.0000 0.1010(−5) 1.9999 0.2538(−4) 2.0056 0.2175(−5) 1.9903
Table 2.5. Errors and orders of convergence. (SW) system, standard Galerkin spatial
discretization with piecewise linear, continuous elements on a perturbed uniform mesh,
t = 1.
4 to establish optimal-order L2 error estimates for the semidiscrete approximations of (SW) and (SSW) in
these finite element spaces.
For the purposes of this section (and of §4) for integerN ≥ 2 we let h = 1/N , xi = (i−1)h, i = 1, . . . , N+1,
be a uniform partition of [0, 1] and Ii = xi+1 − xi, 1 ≤ i ≤ N . We put xi+1/2 = (xi + xi+1)/2. We also let
Sh = S
0,2
h := {φ ∈ C0 : φ
∣∣
[xj ,xj+1]
∈ P1 , 1 ≤ j ≤ N} and Sh,0 = S0,2h,0 = {φ ∈ Sh : φ(0) = φ(1) = 0}. We
equip Sh with the basis {φi}N+1i=1 , where φi ∈ Sh and φi(xj) = δij , 1 ≤ i, j,≤ N + 1, and Sh,0 with the basis
{χi}N−1i=1 , where χi = φi+1, 1 ≤ i ≤ N − 1. We let again P , P0 be the L2 projection operators onto Sh, Sh,0,
respectively.
Lemma 3.1. Let u ∈ C40 , u′′(0) = u′′(1) = 0, and σ = u − P0u. Then, there exists a constant C =
C(‖u(4)‖∞) such that
max
1≤i≤N
∣∣∣∣
∫
Ii
σdx
∣∣∣∣ ≤ Ch5. (3.1)
Proof. By the definition of P0 we have for x ∈ Ii, 2 ≤ i ≤ N −1, σ = u−P0u = u− (di−1χi−1+diχi), giving
∫
Ii
σdx =
∫
Ii
udx− h2 (di−1 + di), 2 ≤ i ≤ N − 1. (3.2)
Similarly ∫
Ii
σdx =
∫
Ii
udx− h2d1,
∫
IN
σdx =
∫
IN
udx− h2dN−1. (3.3)
Here we have denoted by d = (d1, d2, . . . , dN−1)
T the coefficients of P0u with respect to the basis {χi}N−1i=1 ,
i.e. the solution of the linear system G0d = b, where G0ij = (χj , χi), 1 ≤ i, j ≤ N − 1, and bi = (u, χi),
1 ≤ i ≤ N − 1. The equations of this system may be written explicitly as
4d1 + d2 = 6b1/h,
di−1 + 4di + di+1 = 6bi/h, 2 ≤ i ≤ N − 2,
dN−2 + 4dN−1 = 6bN−1/h.
(3.4)
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From (3.4) it is straightforward to infer that the last terms in the right-hand sides of (3.2) and (3.3) satisfy
the equations
3 · h2d1 + h2 (d1 + d2) = 3b1,
h
2d1 + 4 · h2 (d1 + d2) + h2 (d2 + d3) = 3(b1 + b2),
h
2 (di−1 + di) + 4 · h2 (di + di+1) + h2 (di+1 + di+2) = 3(bi + bi+1), 2 ≤ i ≤ N − 3,
h
2 (dN−3 + dN−2) + 4 · h2 (dN−2 + dN−1) + h2dN−1 = 3(bN−2 + bN−1),
h
2 (dN−2 + dN−1) + 3 · h2dN−1 = 3bN−1.
(3.5)
Hence, by (3.2), (3.3), and the above equations, if εi =
∫
Ii
σdx, 1 ≤ i ≤ N , we see that ε = (ε1, . . . , εN )T is the
solution of the linear system Γε = r, where Γ is the N×N tridiagonal matrix with elements Γ11 = ΓNN = 3,
Γii = 4, 2 ≤ i ≤ N − 1, and Γij = 1 if |i− j| = 1, and r = (r1 . . . , rN )T is given by
r1 = 3
∫
I1
udx+
∫
I2
udx− 3b1,
ri =
∫
Ii−1
udx+ 4
∫
Ii
udx+
∫
Ii+1
udx− 3(bi−1 + bi), 2 ≤ i ≤ N − 1,
rN =
∫
IN−1
udx+ 3
∫
IN
udx− 3bN−1.
(3.6)
We will show that ri = O(h
5), 1 ≤ i ≤ N . For r1 we have by (3.6), (3.5), (3.2), and (3.3), that
r1 = 3
∫
I1
udx+
∫
I2
udx− 3h
∫
I1
xudx− 3h
∫
I2
(2h− x)udx
= 3hJ1 +
1
hJ2,
where
J1 =
∫
I1
(h− x)udx, J2 =
∫
I2
(3x− 5h)udx.
From Taylor’s theorem, using our hypotheses on u, we obtain
J1 =
h3
6 u
′(0) + h
5
120u
′′′(0) +O(h6),
J2 = −h32 u′(0)− h
5
40u
′′′(0) +O(h6),
which give that r1 = O(h
5). For ri, 2 ≤ i ≤ N − 2, we have by (3.6), (3.5), (3.2), and (3.3) that
ri =
∫
Ii−1∪Ii∪Ii+1
udx− 3
∫
Ii−1
x− xi−1
h
udx− 3
∫
Ii+1
xi+2 − x
h
udx, 2 ≤ i ≤ N − 1.
Since u ∈ C4, it follows from Simpson’s rule and Taylor’s theorem, as in the first part of the proof of Lemma
5.7 of [AD arXiv], that ri = O(h
5), 2 ≤ i ≤ N − 1. Finally, since
rN = 3
∫
I1
vdx+
∫
I2
vdx− 3(v, χ1),
where v(x) := u(1−x), we see that rN is the same as r1 with v replacing u. It follows that rN = O(h5). Note
that 14Γε =
1
4r, where
1
4Γ = I −E, and E is a N ×N matrix with ‖E‖∞ = 1/2. Hence, ‖(I −E)−1‖∞ ≤ 2,
and thus
max
1≤i≤N
|εi| ≤ 12 max1≤i≤N |ri| ≤ Ch
5.

Lemma 3.2. Let u ∈ C30 , u′′(0) = u′′(1) = 0, and σ = u − P0u. Then, there exists a constant C =
C(‖u(3)‖∞) such that
max
1≤i≤N
∣∣σ′(xi+1/2)∣∣ ≤ Ch2. (3.7)
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Proof. Let d = (d1, . . . , dN−1)
T be defined as in the proof of Lemma 3.1. Then, for x ∈ I1 we have
σ′(x) = u′(x)− (P0u)′(x) = u′(x)− d1
h
.
In addition
σ′(x) = u′(x)− di − di−1
h
, x ∈ Ii, 2 ≤ i ≤ N − 1,
σ′(x) = u′(x)− −dN−1
h
, x ∈ IN .
Now, it follows from the equations (3.4) that
5d1 + (d2 − d1) = 6b1/h,
d1 + 4(d2 − d1) + (d3 − d2) = 6(b2 − b1)/h,
(di−1 − di−2) + 4(di − di−1) + (di+1 − di) = 6(bi − bi−1)/h, 3 ≤ i ≤ N − 2,
(dN−2 − dN−3) + 4(dN−1 − dN−2) + (−dN−1) = 6(bN−1 − bN−2)/h,
(dN−1 − dN−2) + 5(−dN−1) = −6bN−1/h.
Hence, if ε′i := σ
′(xi+1/2), 1 ≤ i ≤ N , then the vector ε′ = (ε′1, . . . , ε′N)T is the solution of the system
Aε′ = r′, where A is the N ×N tridiagonal matrix with elements A11 = ANN = 5, Aii = 4, 2 ≤ i ≤ N − 1,
and Aij = 1 if |i− j| = 1, and r′ = (r′1, . . . , r′N )T is given by
r′1 = 5u
′(x1+1/2) + u
′(x2+1/2)− 6b1/h2,
r′i = u
′(xi−1/2) + 4u
′(xi+1/2) + u
′(xi+3/2)− 6(bi − bi−1)/h2, 2 ≤ i ≤ N − 1,
r′N = u
′(xN−1/2) + 5u
′(xN+1/2) + 6bN−1/h
2.
We will show that r′i = O(h
2), 1 ≤ i ≤ N . By Taylor’s theorem and our assumptions on u we first have
b1 = (u, χ1) =
1
4
∫
I1
xudx+ 1h
∫
I2
(2h− x)udx = h2u′(0) +O(h4).
Therefore,
r′1 = 5u
′(0) + u′(0)− 6u′(0) +O(h2) = O(h2).
For r′i , 2 ≤ i ≤ N − 1, we have, since φi = χi−1,
r′i = u
′(xi−1/2) + 4u
′(xi+1/2) + u
′(xi+3/2)− 6h2
(
(u, φi+1)− (u, φi)
)
.
It then follows from the relations (5.13)-(5.17) et seq. in the proof of Lemma 5.5 of [AD arXiv] that
r′i = O(h
2), 2 ≤ i ≤ N − 1. Finally, since
r′N = −
[
v′(x2+1/2) + 5v
′(x1+1/2)− 6(v, χ1)/h2
]
,
where we have denoted v(x) := u(1−x), we see that r′N is given by −r′1 with u replaced by v. It follows that
r′N = O(h
2) as well. Obviously r′i = O(h
2), 1 ≤ i ≤ N , implies that ε′i = O(h2) in view of the properties of
the matrix A. 
Lemma 3.3. Suppose that v ∈ C2, u ∈ C40 , u′′(0) = u′′(1) = 0, and σ = u − P0u. Then there exists a
constant C independent of h such that
max
1≤i≤N
∣∣∣∣
∫
Ii
vσdx
∣∣∣∣ ≤ Ch5. (3.8)
Proof. Since ‖σ‖∞ = O(h2) by (2.2b), a Taylor expansion of v gives∫
Ii
vσdx = v(xi+1/2)
∫
Ii
σdx + v′(xi+1/2)
∫
Ii
(x− xi+1/2)σdx +O(h5).
For the second integral in the right-hand side of this relation a Taylor expansion of σ and the fact that
P0u
∣∣
Ii
∈ P1 yield ∫
Ii
(x − xi+1/2)σdx = h
3
12σ
′(xi+1/2) +O(h
5).
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The estimate (3.8) now follows from (3.1) and (3.7). 
Lemma 3.4. Let η ∈ C4 with η′(0) = η′(1) = 0 and η′′′(0) = η′′′(1) = 0. If ρ = η − Pη, then there exists a
constant C = C(‖η(4)‖L∞) such that
max
1≤i≤N
∣∣∣∣
∫
Ii
ρdx
∣∣∣∣ ≤ Ch5. (3.9)
Proof. Let ε = (ε1, . . . , εN )
T , where εi :=
∫
Ii
ρdx, and r = (r1, . . . , rN )
T , where
r1 = 5
∫
I1
ηdx+
∫
I2
ηdx − 3(2b1 + b2),
ri =
∫
Ii−1
ηdx+ 4
∫
Ii
ηdx +
∫
Ii+1
ηdx− 3(bi + bi+1), 2 ≤ i ≤ N − 1,
rN =
∫
IN−1
ηdx+ 5
∫
IN
ηdx− 3(bN + 2bN+1),
and bi = (η, φi), 1 ≤ i ≤ N+1. Then Γε = r, where Γ is the N×N tridiagonal matrix with Γ11 = ΓNN = 5,
Γii = 4, 2 ≤ i ≤ N −1, and Γij = 1 if |i− j| = 1. In Lemma 5.7 of [AD arXiv] it was proved that ri = O(h5),
2 ≤ i ≤ N − 1, under the sole assumption that η ∈ C4. Here we will show, as a result of the boundary
conditions imposed on η in our hypotheses, that we also have r1 = O(h
5) and rN = O(h
5). Since
2b1 + b2 =
1
h
∫
I1
(2h− x)ηdx + 1h
∫
I2
(2h− x)ηdx,
if follows that
r1 =
1
hJ1 +
1
hJ2,
where
J1 =
∫
I1
(3x− h)ηdx, J2 =
∫
I2
(3x− 5h)ηdx.
Taylor’s expansion of η and our hypotheses on its boundary conditions yield
J1 =
h2
2 η(0) +
5h4
24 η
′′(0) +O(h6),
J2 = −h22 η(0)− 5h
4
24 η
′′(0) +O(h6),
so that r1 = O(h
5). For rN we note that it is given by the expression for r1 with η replaced by w,
where w(x) := η(1 − x). Indeed, since φN (x) = φ2(1 − x) and φN+1(x) = φ1(1 − x), it follows that
bN = (η, φN−1) = (w, φ2) and bN+1 = (η, φN+1) = (w, φ1). Therefore
rN = 5
∫
I1
wdx +
∫
I2
wdx − 3(2(w, φ1) + (w, φ2)),
so that rN = O(h
5) in view of the estimate for r1. The estimate (3.9) follows now from the properties of the
matrix Γ. 
Lemma 3.5. Let η ∈ C3 and ρ = η − Pη. Then, there exists a constant C = C(‖η′′′‖∞) such that
max
1≤i≤N
∣∣ρ′(xi+1/2)∣∣ ≤ Ch2. (3.10)
Proof. See Lemma 5.5 of [AD arXiv]. 
Lemma 3.6. Let w ∈ C2, η ∈ C4 with η′(0) = η′(1) = 0, η′′′(0) = η′′′(1) = 0. If ρ = η − Pη, there exists a
constant C independent of h, such that
max
1≤i≤N
∣∣∣∣
∫
Ii
wρdx
∣∣∣∣ ≤ Ch5. (3.11)
Proof. The proof is similar to that of Lemma 3.3 if (3.9) and (3.10) are taken into account. 
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Lemma 3.7. Consider the mass matrices Gij = (φj , φi), 1 ≤ i, j ≤ N + 1, and G0ij = (χj , χi), 1 ≤ i, j ≤
N − 1.
(i) There exist constants ci, 1 ≤ i ≤ 4, independent of h, such that
c1h|β|2 ≤< Gβ, β >≤ c2h|β|2 ∀β ∈ RN+1,
c3h|β|2 ≤< G0β, β >≤ c4h|β|2 ∀β ∈ RN−1.
(ii) Let b ∈ RN+1, Gβ = b, and ζ =∑N+1j=1 βjφj. Then
‖ζ‖ ≤ (c1h)−1/2|b|.
If b ∈ RN−1, G0β = b, and ζ =∑N−1j=1 βjχj, then
‖ζ‖ ≤ (c3h)−1/2|b|.
Proof. The proofs of (i) and (ii) are given in Dupont, [D2], when the elements of the finite element subspace
satisfy periodic boundary conditions. In our case, the proof of (i) follows again from Gerschgorin’s Lemma,
and (ii) is a consequence of (i). 
Lemma 3.8. Let w ∈ C20 , v ∈ C2, η ∈ C4 with η′(0) = η′(1) = 0, η′′′(0) = η′′′(1) = 0, u ∈ C40 with
u′′(0) = u′′(1) = 0, ρ = η − Pη, σ = u− P0u. Then, for constants C independent of h:
(i) If ζ1 ∈ Sh,0 is defined by (ζ1, χ) = (ρ′, χ), ∀χ ∈ Sh,0, then ‖ζ1‖ ≤ Ch3.
(ii) If ζ2 ∈ Sh is defined by (ζ2, φ) = (σ′, φ), ∀φ ∈ Sh, then ‖ζ2‖ ≤ Ch3.
(iii) If ζ3 ∈ Sh is defined by (ζ3, φ) = ((wρ)′, φ), ∀φ ∈ Sh, then ‖ζ3‖ ≤ Ch3.
(iv) If ζ4 ∈ Sh is defined by (ζ4, φ) = ((vσ)′, φ), ∀φ ∈ Sh, then ‖ζ4‖ ≤ Ch3.
(v) If ζ5 ∈ Sh,0 is defined by (ζ5, χ) = ((vσ)′, χ), ∀χ ∈ Sh,0, then ‖ζ5‖ ≤ Ch3.
(vi) If ζ6 ∈ Sh,0 is defined by (ζ6, χ) = ((vρ)′, χ), ∀χ ∈ Sh,0, then ‖ζ6‖ ≤ Ch3.
Proof. (i) If bi = (ρ
′, χi), 1 ≤ i ≤ N−1, then bi = −(ρ, χ′i), i.e. bi = − 1h
∫
Ii
ρdx+ 1h
∫
Ii+1
ρdx, 1 ≤ i ≤ N−1.
By (3.9), |bi| ≤ Ch4. Hence |b| ≤ Ch3.5 and (i) follows by Lemma 3.7(ii).
The proof of (ii) is similar and takes into account (3.1).
(iii) If now bi = ((wρ)
′, φi), 1 ≤ i ≤ N + 1, then bi = −(wρ, φ′i), i.e. b1 = 1h
∫
I1
wρdx, bi = − 1h
∫
Ii−1
wρdx +
1
h
∫
Ii
wρdx, 2 ≤ i ≤ N , bN+1 = − 1h
∫
IN
wρdx. By (3.11) max1≤i≤N |bi| ≤ Ch4, so that |b| ≤ Ch3.5 and (iii)
follows from Lemma 3.7(ii).
The proofs of (iv) and (v) are similar to that of (iii) if we take into account (3.8). Finally, if bi = ((vρ)
′, χi),
1 ≤ i ≤ N − 1, then bi = −(vρ, χ′i) = − 1h
∫
Ii
vρdx + 1h
∫
Ii+1
vρdx, 1 ≤ i ≤ N − 1. By (3.11), |bi| ≤ Ch4.
Hence, |b| ≤ Ch3.5 and (vi) follows from Lemma 3.7(ii). 
4. Semidiscretization with continuous, piecewise linear functions on uniform meshes
In this section we will prove optimal-order L2-error estimates for the solutions of the semidiscrete problems
(2.5)-(2.6) and (2.7)-(2.8) that approximate the ibvp’s (SW) and (SSW), respectively, in the spaces Sh = S
0,2
h ,
Sh,0 = S
0,2
h,0 of piecewise linear continuous functions on a uniform spatial mesh, using the notation and results
of Section 3.
The proof of optimality of the order of convergence in the error estimates uses, in addition to the super-
accuracy properties of the L2 projection, compatibility conditions at the boundary ∂I = {0, 1} that smooth
solutions of (SW) and (SSW) satisfy.
We will assume that the ibvp (SW) has a unique solution (η, u) such that η ∈ C(0, T ;C4), u ∈ C(0, T ;C40 )
for some 0 < T < ∞. We will also assume that for some α > 0, min0≤x≤1(1 + η0(x)) ≥ α2 , so that by
the theory of [PT]—, min0≤x≤1(1 + η(x, t)) ≥ α > 0, for all t ∈ [0, T ]. In addition to the hypothesis
(η0, u0) ∈ C4 × C40 , we assume that η′0 ∈ C30 , η′′′0 ∈ C10 , u′′0 ∈ C20 . Then, from the second p.d.e. of (SW)
and the b.c. u|∂I = 0, it follows that ηx|∂I = 0 for t ∈ [0, T ]. Differentiating the first p.d.e. with respect to
x and using the positivity of 1 + η we also conclude that uxx|∂I = 0 for t ∈ [0, T ]. Finally, differentiating
the second p.d.e. twice with respect to x we see that for 0 ≤ t ≤ T , ηxxx|∂I = 0 as well. We will make the
same hypotheses, leading to the same compatibility conditions for the solution (η, u) of (SSW), under the
15
assumption that min0≤x≤1
0≤t≤T
(1 + 12η(x, t)) ≥ β for some positive constant β > 0, which may also be similarly
justified, cf. Section 6.2.
We begin with the error estimate for the (SSW) which is again simpler due to the symmetry of this
system.
Theorem 4.1. Let (η, u) be the solution of (SSW) and suppose that η ∈ C(0, T ;C4), u ∈ C(0, T ;C40),
η′0 ∈ C30 , η′′′0 ∈ C10 , u′′0 ∈ C20 and that min0≤x≤1
0≤t≤T
(1+ 12η(x, t)) ≥ β > 0 for some constant β. Let xi = (i−1)h,
1 ≤ i ≤ N + 1, Nh = 1, and (ηh, uh) be the solution of (2.7)-(2.8) for t ∈ [0, T ] in the space of piecewise
linear continuous functions Sh × Sh,0. Then
max
0≤t≤T
(‖η(t)− ηh(t)‖ + ‖u(t)− uh(t)‖) ≤ Ch2, (4.1)
and
max
0≤t≤T
(‖η(t)− ηh(t)‖∞ + ‖u(t)− uh(t)‖∞) ≤ Ch2. (4.1′)
Proof. We refer to the analogous proof (Proposition 2.1) in the quasiuniform mesh case for notation. We let
again θ = Pη − ηh, ξ = P0u− uh, ρ = η − Pη, σ = u− P0u. The identity (2.13) still holds and we write it,
using integration by parts, in the form
1
2
d
dt‖θ‖2 +
(
[(1 + η2 )ξ]x, θ
)
= 14 (ξxθ, θ) +A1 +A2, (4.2)
where
A1 := −(σx, θ)− 12 ((ησ)x, θ)− 12 ((uρ)x, θ), (4.3)
A2 := − 14 (uxθ, θ) + 14 (σxθ, θ) + 12 ((ρσ)x, θ) + 12 ((ρξ)x, θ). (4.4)
We will estimate the terms of A1 using the superaccuracy properties of Section 3, in view of the compatibility
conditions on η and u for 0 ≤ t ≤ T implied by our hypotheses as was previously explained.
By Lemma 3.8(ii),(iv) with v = η, and (iii) with w = u, we have, respectively,
|(σx, θ)| ≤ Ch3‖θ‖,
|((ησ)x, θ)| ≤ Ch3‖θ‖,
|((uρ)x, θ)| ≤ Ch3‖θ‖.
We conclude by (4.3) that
|A1| ≤ Ch3‖θ‖. (4.5)
The terms of A2 are estimated as in the proof of Proposition 2.1, immediately after (2.13), in the case r = 2.
As a result we have
|A2| ≤ C(h3‖θ‖+ ‖θ‖2 + ‖ξ‖2). (4.6)
Therefore, by (4.2), (4.5), and (4.6), there holds for t ∈ [0, T ] that
1
2
d
dt‖θ‖2 +
(
[(1 + η2 )ξ]x, θ
) ≤ 14 (ξxθ, θ) + C(h3‖θ‖+ ‖θ‖2 + ‖ξ‖2). (4.7)
In addition, the identity (2.15) still holds. Using integration by parts we write it for t ∈ [0, T ] in the form
1
2
d
dt‖ξ‖2 −
(
[(1 + η2 )ξ]x, θ
)
= − 14 (ξxθ, θ) +B1 +B2, (4.8)
where
B1 := −(ρx, ξ)− 12 ((ηρ)x, ξ)− 32 ((uσ)x, ξ), (4.9)
B2 :=− 32 ((uξ)x, ξ) + 32 ((σξ)x, ξ) + 32 (σσx, ξ)− 12 (ηxθ, ξ)
+ 12 ((ρθ)x, ξ) +
1
2 (ρρx, ξ).
(4.10)
Using again the compatibility properties of η and u for 0 ≤ t ≤ T , by Lemma 3.8(i), (vi) with v = η, and
(v) with v = u we have, respectively,
|(ρx, ξ)| ≤ Ch3‖ξ‖,
|((ηρ)x, ξ)| ≤ Ch3‖ξ‖,
|((uσ)x, ξ)| ≤ Ch3‖ξ‖,
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so that by (4.9)
|B1| ≤ Ch3‖ξ‖. (4.11)
The terms of B2 are estimated again as in the proof of Proposition 2.1, after (2.15), in the case r = 2. We
have therefore
|B2| ≤ C(h3‖ξ‖+ ‖θ‖2 + ‖ξ‖2), (4.12)
and by (4.8), (4.11), and (4.12), for t ∈ [0, T ] :
1
2
d
dt‖ξ‖2 −
(
[(1 + η2 )ξ]x, θ
)
= − 14 (ξxθ, θ) + C(h3‖ξ‖+ ‖θ‖2 + ‖ξ‖2). (4.13)
Adding (4.7) and (4.13) we get for t ∈ [0, T ]
d
dt (‖θ‖2 + ‖ξ‖2) ≤ Ch3(‖ξ‖+ ‖θ‖) + C(‖θ‖2 + ‖ξ‖2).
Therefore, since θ(0) = 0, ξ(0) = 0, Gronwall’s lemma gives the superaccurate estimate
‖θ‖+ ‖ξ‖ ≤ Ch3, 0 ≤ t ≤ T, (4.14)
from which (4.1) follows. In view of (2.4) and (2.2b) (4.14) implies the L∞ estimate (4.1
′
) as well. 
We prove now the analogous optimal-order L2 error estimate for the (SW).
Theorem 4.2. Let (η, u) be the solution of (SW) and suppose that η ∈ C(0, T ;C4), u ∈ C(0, T ;C40),
η′0 ∈ C30 , u′′0 ∈ C20 , and that min0≤x≤1
0≤t≤T
(1 + η(x, t)) ≥ α > 0 for some positive constant α. Let xi = (i− 1)h,
1 ≤ i ≤ N + 1, Nh = 1, and (ηh, uh) be the solution of (2.5)-(2.6) for t ∈ [0, T ] in the space of piecewise
linear continuous functions Sh × Sh,0. Then
max
0≤t≤T
(‖η(t)− ηh(t)‖ + ‖u(t)− uh(t)‖) ≤ Ch2, (4.15)
and
max
0≤t≤T
(‖η(t)− ηh(t)‖∞ + ‖u(t)− uh(t)‖∞) ≤ Ch2. (4.15′)
Proof. We refer again to the analogous proof (Proposition 2.2) in the quasiuniform case for notation. In
particular we let again θ = Pη − ηh, ξ = P0u− uh, ρ = η − Pη, σ = u− P0u. The identity (2.20) still holds
and we write it, using integration by parts, in the form
1
2
d
dt‖θ‖2 +
(
[(1 + η)ξ]x, θ
)
= 12 (ξxθ, θ) +A3 +A4, (4.16)
where
A3 = −(σx, θ)− ((ησ)x, θ)− ((uρ)x, θ), (4.17)
A4 = − 12 (uxθ, θ) + 12 (σxθ, θ) + ((ρσ)x, θ) + ((ρξ)x, θ). (4.18)
Using the compatibility conditions on η and u implied by our hypotheses, we have, by Lemma 3.8 (ii), (iv)
with v = η, and (iii) with w = u, respectively, that
|(σx, θ)| ≤ Ch3‖θ‖,
|((ησ)x, θ)| ≤ Ch3‖θ‖,
|((uρ)x, θ)| ≤ Ch3‖θ‖.
Hence, by (4.17)
|A3| ≤ Ch3‖θ‖. (4.19)
The terms of A4 are estimated as in the proof of Proposition 2.2 in the various inequalities after (2.20) for
r = 2. As a result, we have
|A4| ≤ C(h3‖θ‖+ ‖θ‖2 + ‖ξ‖2). (4.20)
As in Proposition 2.2, we let th be such that ‖ξx‖∞ ≤ 1 for t ≤ th and suppose that th < T . Then we have
that |(ξxθ, θ)| ≤ ‖θ‖2 and (4.16), (4.18) and (4.20) imply that for 0 ≤ t ≤ th
1
2
d
dt‖θ‖2 − (γ, θx) ≤ C(h3‖θ‖+ ‖θ‖2 + ‖ξ‖2), (4.21)
where γ = (1 + η)ξ.
The identity (2.22) still holds. We write it in the form
(ξt, γ) + (θx, P0γ) = (ξξx, P0γ) +B3 +B4, (4.22)
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where
B3 = −(ρx, P0γ)− ((uσ)x, P0γ), (4.23)
B4 = −((uξ)x, P0γ) + ((σξ)x, P0γ) + (σσx, P0γ). (4.24)
By Lemma 3.8(i), and (v) with v = u, we have, respectively,
|(ρx, P0γ)| ≤ Ch3‖P0γ‖ ≤ Ch3‖γ‖ ≤ Ch3‖ξ‖,
|((uσ)x, P0γ)| ≤ Ch3‖P0γ‖ ≤ Ch3‖ξ‖.
Therefore,
|B3| ≤ Ch3‖ξ‖. (4.25)
Now, using the superapproximation property (2.23) we have, as in the proof of Proposition 2.2, that
|((uξ)x, P0γ)| ≤ C‖ξ‖2,
|((σξ)x, P0γ)| ≤ C‖ξ‖2,
|(σσx, P0γ)| ≤ C‖σ‖∞‖σx‖‖ξ‖ ≤ Ch3‖ξ‖.
Hence,
|B4| ≤ C(h3‖ξ‖+ ‖ξ‖2). (4.26)
Finally, as in the proof of Proposition 2.2, we have for 0 ≤ t ≤ th
|(ξξx, P0γ)| ≤ C‖ξ‖2. (4.27)
From (4.22), (4.25), (4.26), and (4.27) it follows that for 0 ≤ t ≤ th
(ξt, γ) + (θx, P0γ) ≤ C(h3‖ξ‖+ ‖ξ‖2). (4.28)
From (4.21) and (4.28) we have, as in the proof of Proposition 2.2 that for 0 ≤ t ≤ th
d
dt
[‖θ‖2 + ((1 + η)ξ, ξ)] ≤ C(h6 + ‖θ‖2 + ‖ξ‖2),
from which, since θ(0) = ξ(0) = 0, we see from Gronwall’s lemma that for a constant C = C(T ) it holds that
‖θ‖+ ‖ξ‖ ≤ Ch3, 0 ≤ t ≤ th. (4.29)
Hence ‖ξx‖∞ ≤ Ch3/2 for 0 ≤ t ≤ th in view of (2.4). It follows that th is not maximal; thus we may take
th = T in (4.29). The conclusion of the theorem follows. 
We close this section by presenting the results of some relevant numerical experiments. We solve the nonho-
mogeneous (SSW) and (SW) using the standard Galerkin method with piecewise linear continuous functions
on a uniform mesh on [0, 1] with h = 1/N using as exact solutions the functions η = exp(2t)(cos(πx)+x+2)
and u = exp(−xt) sin(πx). As in Section 2, the fourth-order explicit classical RK method was used for
time-stepping with k = h/10. Table 4.1 shows the L2-errors at t = 1 and their order of convergence for
this problem for both systems. As predicted by the theory of the present section the order of convergence is
equal to 2.
In Table 4.2 we present the L2 errors for the same problems for the analogous Galerkin method that
uses cubic splines on a uniform mesh for the spatial discretization. The convergence of this scheme was not
analyzed here, but its order of convergence appears to be equal to 4., i.e. optimal in L2. (It should be noted
that in the (SSW) case we had to take k/h = 1/80 to achieve stability of the fully discrete scheme.)
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L2 − errors: SW L2 − errors: SSW
N η order u order η order u order
40 0.4721(−2) 0.1859(−3) 0.2883(−2) 0.1772(−3)
80 0.1179(−2) 2.0011 0.4627(−4) 2.0060 0.7203(−3) 2.0011 0.4415(−4) 2.0052
120 0.5241(−3) 2.0004 0.2055(−4) 2.0020 0.3201(−3) 2.0004 0.1963(−4) 1.9992
160 0.2948(−3) 2.0002 0.1155(−4) 2.0012 0.1800(−3) 2.0002 0.1105(−4) 1.9986
200 0.1887(−3) 2.0001 0.7394(−5) 2.0008 0.1152(−3) 2.0001 0.7072(−5) 1.9983
240 0.1310(−3) 2.0001 0.5134(−5) 2.0003 0.8001(−4) 2.0001 0.4911(−5) 1.9997
280 0.9625(−4) 2.0001 0.3772(−5) 2.0001 0.5878(−4) 2.0001 0.3608(−5) 2.0005
320 0.7369(−4) 2.0000 0.2888(−5) 2.0000 0.4501(−4) 2.0000 0.2762(−5) 2.0004
360 0.5822(−4) 2.0000 0.2282(−5) 1.9999 0.3556(−4) 2.0000 0.2182(−5) 2.0003
400 0.4716(−4) 2.0000 0.1848(−5) 1.9998 0.2880(−4) 2.0000 0.1768(−5) 1.9998
440 0.3898(−4) 2.0000 0.1528(−5) 1.9998 0.2381(−4) 2.0000 0.1461(−5) 1.9996
480 0.3275(−4) 2.0000 0.1284(−5) 1.9998 0.2000(−4) 2.0000 0.1228(−5) 1.9998
520 0.2791(−4) 2.0000 0.1094(−5) 1.9998 0.1704(−4) 2.0000 0.1046(−5) 2.0000
560 0.2406(−4) 2.0000 0.9431(−6) 1.9998 0.1470(−4) 2.0000 0.9019(−6) 2.0002
600 0.2096(−4) 2.0000 0.8215(−6) 1.9999 0.1280(−4) 2.0000 0.7857(−6) 2.0002
640 0.1842(−4) 2.0000 0.7221(−6) 1.9999 0.1125(−4) 2.0000 0.6905(−6) 2.0000
Table 4.1. L2-errors and orders of convergence, continuous, piecewise linear functions,
uniform mesh.
L2 − errors: SW L2 − errors: SSW
N η order u order η order u order
40 0.4877(−6) 0.2307(−7) 0.3287(−6) 0.2280(−7)
80 0.2938(−7) 4.0530 0.1444(−8) 3.9979 0.1997(−7) 4.0405 0.1412(−8) 4.0134
120 0.5731(−8) 4.0312 0.2848(−9) 4.0037 0.3908(−8) 4.0237 0.2786(−9) 4.0022
160 0.1802(−8) 4.0224 0.9015(−10) 3.9982 0.1230(−8) 4.0172 0.8821(−10) 3.9977
200 0.7351(−9) 4.0175 0.3692(−10) 4.0011 0.5024(−9) 4.0137 0.3623(−10) 3.9882
240 0.3536(−9) 4.0143 0.1781(−10) 3.9977 0.2418(−9) 4.0110 0.1746(−10) 4.0038
280 0.1905(−9) 4.0122 0.9619(−11) 3.9965 0.1303(−9) 4.0091 0.9429(−11) 3.9960
320 0.1115(−9) 4.0104 0.5640(−11) 3.9975 0.7632(−10) 4.0081 0.5523(−11) 4.0057
360 0.6954(−10) 4.0093 0.3523(−11) 3.9949 0.4760(−10) 4.0071 0.3451(−11) 3.9925
400 0.4559(−10) 4.0080 0.2312(−11) 3.9969 0.3121(−10) 4.0068 0.2265(−11) 3.9955
440 0.3112(−10) 4.0072 0.1580(−11) 3.9969 0.2131(−10) 4.0055 0.1549(−11) 3.9875
480 0.2196(−10) 4.0067 0.1116(−11) 3.9946 0.1504(−10) 4.0038 0.1096(−11) 3.9745
520 0.1593(−10) 4.0052 0.8105(−12) 3.9970 0.1092(−10) 3.9992 0.8003(−12) 3.9314
560 0.1184(−10) 4.0062 0.6029(−12) 3.9931 0.8113(−11) 4.0093 0.5997(−12) 3.8922
600 0.8982(−11) 4.0053 0.4576(−12) 3.9946 0.6155(−11) 4.0024 0.4617(−12) 3.7910
Table 4.2. L2-errors and orders of convergence, cubic splines, uniform mesh.
5. Full discretizations with the explicit Euler, the improved Euler, and the third-order
Shu-Osher scheme
In this section we will examine three temporal discretizations of the o.d.e. systems represented by the
standard Galerkin semidiscretizations that we analyzed in Sections 2 and 4. In [D1] Dupont analyzed, in
the case of a system similar to that of the shallow water equations, the convergence of a linearized Crank-
Nicolson scheme. In this paper we will analyze three explicit Runge-Kutta schemes. The explicit Euler
method, which will require for stability the restrictive mesh condition k = O(h2), the explicit, second-order
accurate ‘improved’ Euler method, which requires that k = O(h4/3), and an explicit third-order Runge-Kutta
method due to Shu and Osher, [SO], that needs the condition k/h ≤ λ0 for a small enough constant λ0.
In order to simplify somewhat the proofs we will analyze the convergence of all methods only in the most
straightforward to treat case of the (SSW) system and a semidiscretization based on a quasiuniform spatial
mesh. Thus, the expected spatial order of convergence (see Section 2) in L2 is of O(hr−1). A similar result
holds for the (SW) system but we omit the proofs here. Our proofs require r ≥ 2 for the Euler method and
r ≥ 3 for the other two fully discrete schemes.
5.1. The explicit Euler method. We use the notation of Section 2 for the spatial discretization on
a quasiuniform mesh, letting Sh = S
k,r
h , Sh,0 = S
k,r
h,0, for r ≥ 2. We let k = T/M be the time step,
where M is a positive integer, and set tn = nk for n = 0, 1, 2, . . . ,M . The fully discrete approximations
Hnh ∈ Sh, Unh ∈ Sh,0 of η(·, tn), u(·, tn), respectively, where (η, u) is the solution of the (SSW), are given for
19
0 ≤ n ≤M − 1 by the equations:
(Hn+1h , φ)− (Hnh , φ) + k(Unhx, φ) + k2 ((HnhUnh )x, φ) = 0, ∀φ ∈ Sh,
(Un+1h , χ)− (Unh , χ) + k(Hnhx, χ) + k2 (HnhHnhx, χ) + 3k2 (UnhUnhx, χ) = 0, ∀χ ∈ Sh,0,
(5.1)
with
H0h = Pη0, U
0
h = P0u0.
The equations (5.1) are written in the form
Hn+1h −Hnh + kPUnhx + k2P
(
(HnhU
n
h )x
)
= 0, (5.2)
Un+1h − Unh + kP0Hnhx + k2P0(HnhHnhx) + 3k2 P0(UnhUnhx) = 0. (5.3)
We start with an estimate of the continuous-time truncation error of the L2 projections.
Lemma 5.1. Suppose that (η, u) is the solution of (SSW) on [0, T ]. Let H(t) = Pη(t), U(t) = P0u(t) and
ψ(t) ∈ Sh, ζ(t) ∈ Sh,0 for 0 ≤ t ≤ T be such that
Ht + PUx +
1
2P
(
(HU)x
)
= ψ, (5.4)
Ut + P0Hx +
1
2P0(HHx) +
3
2P0(UUx) = ζ. (5.5)
Then
‖ψ‖+ ‖ψt‖+ ‖ζ‖+ ‖ζt‖ ≤ Chr−1.
Proof. Subtracting (5.4) from the equation P
(
ηt + ux +
1
2 (ηu)x
)
= 0, and putting ρ := η −H , σ := u − U ,
we obtain
P
(
[(1 + 12η)σ]x +
1
2 (uρ)x − 12 (ρσ)x
)
= −ψ.
Thus, from the approximation properties of Sh and Sh,0 we have
‖ψ‖ ≤ ‖P [(1 + 12η)σ]x‖+ 12‖P (uρ)x‖+ 12‖P (ρσ)x‖
≤ C(hr−1 + hr−1 + h2r−1) ≤ Chr−1.
Similarly,
‖ψt‖ ≤ ‖P [(1 + 12η)σ]xt‖+ 12‖P (uρ)xt‖+ 12‖P (ρσ)xt‖ ≤ Chr−1.
Subtracting (5.5) from the equation P0(ut + ηx +
1
2ηηx +
3
2uux) = 0 we also obtain
P0
(
ρx +
1
2 (ηρ)x − 12ρρx + 32 (uσ)x − 32σσx
)
= −ζ.
Therefore,
‖ζ‖ ≤ ‖P0[(1 + 12η)ρ]x‖+ 12‖P0(ρρx)‖+ 32‖P0(uσ)x‖+ 32‖P0(σσx)‖
≤ C(hr−1 + h2r−1 + hr−1 + h2r−1) ≤ Chr−1,
and
‖ζt‖ ≤ ‖P0[(1 + 12η)ρ]xt‖+ 12‖P0(ρρx)t‖+ 32‖P0(uσ)xt‖+ 32‖P0(σσx)t‖
≤ C(hr−1 + h2r−1 + hr−1 + h2r−1) ≤ Chr−1.

We now derive consistency estimates for the scheme (5.1).
Lemma 5.2. Let Hn := H(tn) = Pη(tn), Un := U(tn) = P0u(t
n) for n = 0, 1, . . . ,M , and δ1, δ2,
n = 0, 1, 2, . . . ,M − 1, be defined as
δn1 := H
n+1 −Hn + kPUx + k2P (HnUn)x,
δn2 := U
n+1 − Un + kP0Hnx + k2P0(HnHnx ) + 3k2 P0(UnUnx ).
Then
max
0≤n≤M−1
(‖δn1 ‖+ ‖δn2 ‖) ≤ Ck(k + hr−1).
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Proof. From (5.4), (5.5) it follows
δn1 = H
n+1 −Hn − kHnt + kψn,
δn2 = U
n+1 − Un − kUnt + kζn,
where ψn = ψ(tn) and ζn = ζ(tn). Therefore, for 0 ≤ n ≤ M − 1, we have from Taylor’s theorem and
Lemma 5.1
‖δn1 ‖+ ‖δn2 ‖ ≤ ‖Hn+1 −Hn − kHnt ‖+ k‖ψn‖+ ‖Un+1 − Un − kUnt ‖+ k‖ζn‖
≤ C(k2 + khr−1 + k2 + khr−1) ≤ Ck(k + hr−1).

Our stability and convergence result follows.
Proposition 5.1. Let Hnh , U
n
h be the solution of (5.1) and µ = k/h
2. Then there exists a constant C = C(µ)
such that
max
0≤n≤M
(‖Hnh − η(tn)‖ + ‖Unh − u(tn)‖ ≤ C(k + hr−1).
Proof. Let εn = Hn −Hnh and en = Un − Unh . From (5.2), (5.3) and the definition of δn1 , δn2 in the previous
lemma, we have, for n = 0, 1, 2, . . . ,M − 1,
εn+1 = εn − kPenx + k2P (εnen)x − k2P (Hnen + Unεn)x + δn1 ,
en+1 = en − kP0εnx + k2P0(εnεnx)− k2P0(Hnεn)x + 3k2 P0(enenx)− 3k2 P0(Unen)x + δn2
Hence,
‖εn+1‖2 = ‖εn‖2 − 2k(εn, enx) + k(εn, (εnen)x)− k(εn, (Hnen + Unεn)x) + Fn,
‖en+1‖2 = ‖en‖2 − 2k(en, εnx) + k(en, εnεnx)− k(en, (Hnεn)x)− 3k(en, (Unen)x) +Gn,
(5.6)
where
Fn =2(εn, δn1 ) + k
2(Penx , P [e
n − εnen +Hnen + Unεn]x)− 2k(enx , δn1 )
+ k
2
4 (P (ε
nen)x, P [ε
nen − 2(Hnen + Unεn)]x) + k((εnen)x, δn1 )
+ k
2
4 ‖P (Hnen + Unεn)x‖2 − k((Hnen + Unεn)x, δn1 ) + ‖δn1 ‖2,
and
Gn =2(en, δn2 ) + k
2(P0ε
n
x , P0[ε
n
x − εnεnx + (Hnεn)x − 3enenx + 3(Unen)x])− 2k(εnx, δn2 )
+ k
2
2 (P0(ε
nεnx), P0[
1
2ε
nεnx − (Hnεn)x + 3enenx − 3(Unen)x]) + k(εnεnx , δn2 )
+ k
2
2 (P0(H
nεn)x, P0[
1
2 (H
nεn)x − 3enenx + 3(Unen)x])− k((Hnεn)x, δn2 )
+ 9k
2
2 (P0(e
nenx), P0[
1
2e
nenx − (Unen)x]) + 3k(enenx , δn2 )
+ 9k
2
4 ‖P0(Unen)x‖2 − 3k((Unen)x, δn2 ) + ‖δn2 ‖2.
Let 0 ≤ n∗ ≤M − 1 be the maximal integer such that
‖εn‖∞ + ‖en‖∞ ≤ 1, 0 ≤ n ≤ n∗.
Then, by the approximation and inverse properties of Sh, Sh,0, (2.2b) and Lemma 5.2 we have for 0 ≤ n ≤ n∗
‖Penx‖ ≤ Ch ‖en‖, ‖P (εnen)x‖ ≤ Ch (‖εn‖+ ‖en‖),
‖P (Hnen + Unεn)x‖ ≤ ‖(Hnen)x‖+ ‖(Unεn)x‖
≤ ‖(ρnen)x‖+ ‖(ηnen)x‖+ ‖(σnεn)x‖+ ‖(unεn)x‖
≤ Chr−1 + Ch (‖εn‖+ ‖en‖),
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where ρn = ηn −Hn = η(tn)−Hn, σn = un − Un = u(tn)− Un. Thus,
‖Fn‖ ≤Ck2h2 (‖en‖2 + ‖εn‖2) + Ck
2
h h
r−1(‖en‖+ ‖εn‖) + Ck2h2r−2
+ ‖εn‖‖δn1 ‖+ Ckh (‖en‖+ ‖εn‖)‖δn1 ‖+ Ckhr−1‖δn1 ‖+ ‖δn1 ‖2,
and therefore
‖Fn‖ ≤µCk(‖en‖2 + ‖εn‖2) + Ck2h (h2r−1 + ‖e
n‖2+‖εn‖2
h ) + Ck
2h2r−2
+ Ck‖εn‖(k + hr−1) + Ckhr−1‖δn1 ‖+ C‖δn1 ‖2
≤µCk(‖en‖2 + ‖εn‖2) + Ck2h2r−2
+ Ck(‖en‖2 + ‖εn‖2) + Ck(k + hr−1)2 + Ck2hr−1(k + hr−1)
≤Cµk(‖en‖2 + ‖εn‖2) + Ckh2r−2 + Ck(k + hr−1)2,
where Cµ is a polynomial of µ of degree one and with positive coefficients. Hence, for 0 ≤ n ≤ n∗,
‖Fn‖ ≤ Cµk(‖en‖2 + ‖εn‖2) + Ck(k + hr−1)2. (5.7)
Similarly, for 0 ≤ n ≤ n∗
‖Gn‖ ≤ Cµk(‖en‖2 + ‖εn‖2) + Ck(k + hr−1)2. (5.8)
Adding now the two equations of (5.6) we obtain
‖εn+1‖2 + ‖en+1‖2 = ‖εn‖2 + ‖en‖2 − k(en, Hnx εn) + k(εnx , Unεn) + 3k(enx , Unen) + Fn +Gn,
or
‖εn+1‖2 + ‖en+1‖2 = ‖εn‖2 + ‖en‖2 − k(en, Hnx εn)− k2 (εn, Unx εn)− 3k2 (en, Unx en) + Fn +Gn.
But, for 0 ≤ n ≤ n∗,
|(en, Hnx εn)| ≤ |(en, ρnxεn)|+ |(en, ηnxεn)| ≤ Chr−1‖en‖+ C‖εn‖‖en‖,
and similarly
|(εn, Unx εn)|+ |(en, Unx en)| ≤ Chr−1(‖εn‖+ ‖en‖) + C(‖εn‖2 + ‖en‖2).
Therefore, taking into account (5.7) and (5.8), we obtain for 0 ≤ n ≤ n∗
‖εn+1‖2 + ‖en+1‖2 ≤ (1 + Cµk)(‖εn‖2 + ‖en‖2) + Ck(k + hr−1)2.
Hence, from the discrete Gronwall’s lemma we see that there exists a constant C(µ, T ) such that
‖εn‖2 + ‖en‖2 ≤ C(µ, T )[‖ε0‖2 + ‖e0‖2 + (k + hr−1)2], for 0 ≤ n ≤ n∗ + 1.
We conclude, since ε0 = e0 = 0, that
‖εn‖+ ‖en‖ ≤ C(µ, T )(k + hr−1), 0 ≤ n ≤ n∗ + 1. (5.9)
Since k = µh2, we see by (2.4), for h sufficiently small, that ‖εn∗+1‖∞ + ‖en∗+1‖∞ ≤ 1. This contradicts
the maximal property of n∗ and we may reach n∗ = M − 1 in (5.9). Since Hnh − η(tn) = −(ρn + εn),
Unh − u(tn) = −(σn + en), the conclusion of the proposition follows. 
5.2. The improved Euler method. We next study the temporal discretization of the semidiscrete problem
(2.7), (2.8) by the explicit, second-order accurate ‘improved Euler’ scheme (the explict midpoint method),
which for the o.d.e. y′ = f(t, y) may be written in the form
yn,1 = yn + k2f(t
n, yn),
yn+1 = yn + kf(tn + k2 , y
n,1).
Using the notation introduced in the previous subsection, but assuming now that r ≥ 3, we seek approxi-
mations Hnh ∈ Sh, Unh ∈ Sh,0 of η(·, tn), u(·, tn), respectively, where (η, u) is the solution of the (SSW), and
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Hn,1h ∈ Sh, Un,1h ∈ Sh,0, that are given for 0 ≤ n ≤M − 1 by the equations
(Hn,1h , φ)− (Hnh , φ) + k2 (Unhx, φ) + k4 ((HnhUnh )x, φ) = 0, ∀φ ∈ Srh,
(Un,1h , χ)− (Unh , χ) + k2 (Hnhx, χ) + k4 (HnhHnhx, χ) + 3k4 (UnhUnhx, χ) = 0, ∀χ ∈ Srh,0,
(Hn+1h , φ)− (Hnh , φ) + k(Un,1hx , φ) + k2 ((Hn,1h Un,1h )x, φ) = 0, ∀φ ∈ Srh,
(Un+1h , χ)− (Unh , χ) + k(Hn,1hx , χ) + k2 (Hn,1h Hn,1hx , χ) + 3k2 (Un,1h Un,1hx , χ) = 0, ∀χ ∈ Srh,0,
(5.10)
with
H0h = Pη0, U
0
h = P0u0.
The equations (5.10) may be written in the form
Hn,1h −Hnh + k2PUnhx + k4P (HnhUnh )x = 0,
Un,1h − Unh + k2P0Hnhx + k4P0
(
HnhH
n
hx
)
+ 3k4 P0
(
UnhU
n
hx
)
= 0,
Hn+1h −Hnh + kPUn,1hx + k2P (Hn,1h Un,1h )x = 0,
Un+1h − Unh + kP0Hn,1hx + k2P0
(
Hn,1h H
n,1
hx
)
+ 3k2 P0
(
Un,1h U
n,1
hx
)
= 0.
(5.11)
We start again by estimating the continuous-time truncation error.
Lemma 5.3. Suppose that (η, u) is the solution of (SSW) on [0, T ]. Let H(t) = Pη(t), U(t) = P0u(t), ψ(t)
∈ Sh, ζ(t) ∈ Sh,0 for 0 ≤ t ≤ T be such that
Ht + PUx +
1
2P (HU)x = ψ,
Ut + P0Hx +
1
2P0
(
HHx
)
+ 32P0
(
UUx
)
= ζ.
(5.12)
Then
‖ψ‖+ ‖ψt‖+ ‖ζ‖+ ‖ζt‖ ≤ Chr−1. (5.13)
Proof. Subtracting (5.12)1 from the equation P
(
ηt + ux +
1
2 (ηu)x
)
= 0, and setting ρ := η−H , σ := u−U ,
we get
P
(
[(1 + 12η)σ]x +
1
2 (uρ)x − 12 (ρσ)x
)
= −ψ.
Thus, from the approximation properties of Sh, Sh,0, we have
‖ψ‖ ≤ ‖P [(1 + 12η)σ]x‖+ 12‖P (uρ)x‖+ 12‖P (ρσ)x‖ ≤ Chr−1.
Similarly,
‖ψt‖ ≤ ‖P [(1 + 12η)σ]xt‖+ 12‖P (uρ)xt‖+ 12‖P (ρσ)xt‖ ≤ Chr−1.
Subtracting (5.12)2 from the equation P0
(
ut + ηx +
1
2ηηx +
3
2uux
)
= 0 we have
P0
(
ρx +
1
2 (ηρ)x − 12ρρx + 32 (uσ)x − 32σσx
)
= −ζ.
Therefore
‖ζ‖ ≤ ‖P0[(1 + 12η)ρ]x‖+ 12‖P0(ρρx)‖ + 32‖P0(uσ)x‖+ 32‖P0(σσx)‖ ≤ Chr−1,
and
‖ζt‖ ≤ ‖P0[(1 + 12η)ρ]xt‖+ 12‖P0(ρρ)xt‖+ 32‖P0(uσ)xt‖+ 32‖P0(σσ)xt‖ ≤ Chr−1.

In order to estimate the local error of the scheme, we let Hn = H(tn) = Pη(tn), Un = U(tn) = P0u(t
n)
and define the functions (Hn,1, Un,1) ∈ Sh × Sh,0 for 0 ≤ n ≤M − 1 by the equations
Hn,1 −Hn + k2PUnx + k4P (HnUn)x = 0,
Un,1 − Un + k2P0Hnx + k4P0(HnHnx ) + 3k4 P0(UnUnx ) = 0.
(5.14)
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Lemma 5.4. Suppose that (η, u) is the solution of (SSW) on [0, T ] and let λ = k/h. Define (δn1 , δ
n
2 ) ∈
Sh × Sh,0 for 0 ≤ n ≤M − 1 by the relations
δn1 := H
n+1 −Hn + kPUn,1x + k2P (Hn,1Un,1)x,
δn2 := U
n+1 − Un + kP0Hn,1x + k2P0(Hn,1Hn,1x ) + 3k2 P0(Un,1Un,1x ).
(5.15)
Then there exists a constant C = C(λ), depending polynomially on λ, so that
max
0≤n≤M−1
(‖δn1 ‖+ ‖δn2 ‖) ≤ Ck(k2 + hr−1). (5.16)
Proof. Let 0 ≤ n ≤M − 1. From (5.14), (5.12) we obtain
Hn,1 = Hn + k2H
n
t − k2ψn, Un,1 = Un + k2Unt − k2 ζn, (5.17)
where ψn = ψ(tn) and ζn = ζ(tn). From these equations we get
Hn,1Un,1 = HnUn + k2 (HU)
n
t + w
n
1 ,
where
wn1 =
k2
4 H
n
t U
n
t − k2 (Un + k2Unt )ψn − k2 (Hn + k2Hnt )ζn + k
2
4 ψ
nζn. (5.18)
From (5.15)1, (5.17), (5.12)1, and (5.18) we see that
δn1 = H
n+1 −Hn − kHnt − k
2
2 H
n
tt + kψ
n + k
2
2 ψ
n
t − k
2
2 Pζ
n
x +
k
2Pw
n
1x. (5.19)
From (5.15), taking into account (5.13) and the approximation and inverse properties of Sh, Sh,0, we obtain
‖wn1 ‖1 ≤ C(k2‖Hnt ‖1‖Unt ‖1 + k‖ψn‖1(‖Un‖+ k‖Unt ‖)
+ k‖ζn‖1(‖Hn‖1 + k‖Hnt ‖1) + k2‖ψn‖1‖ζn‖1)
≤ C(k2 + (λ + λ2)hr−1).
Hence, from Taylor’s theorem, (5.13) and (5.19) we get
‖δn1 ‖ ≤ C1k(k2 + hr−1), (5.20)
where C1 is a polynomial of λ with positive coefficients. To estimate ‖δn2 ‖ we have from (5.17)
Hn,1Hn,1x = H
nHnx +
k
2 (HHx)
n
t + w
n
2 , (5.21)
where
wn2 :=
k2
4 H
n
t H
n
tx − k2
(
(Hn + k2H
n
t )ψ
n
)
x
+ k
2
4 ψ
nψnx .
From (5.13) and the approximation and inverse properties of Sh we obtain
‖wn2 ‖ ≤ C(k2 + λhr−1). (5.22)
Similarly,
Un,1Un,1x = U
nUnx +
k
2 (UUx)
n
t + w
n
3 , (5.23)
where
wn3 :=
k2
4 U
n
t U
n
tx − k2
(
(Un + k2U
n
t )ζ
n
)
x
+ k
2
4 ζ
nζnx .
With similar estimates we obtain
‖wn3 ‖ ≤ C(k2 + λhr−1). (5.24)
Now, from (5.15)1, (5.17), (5.21), (5.23) we see that
δn2 = (U
n+1 − Un − kUnt − k
2
2 U
n
tt) + kζ
n + k
2
2 ζ
n
t − k
2
2 P0ψ
n
x +
k
2P0w
n
2 +
3k
2 P0w
n
3 ,
and therefore, from Taylor’s theorem, (5.13), (5.22), (5.24) we get
‖δn2 ‖ ≤ C1k(k2 + hr−1),
for some constant C1 which is a polynomial of λ with positive coefficients. This inequality and (5.20) conclude
the proof. 
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In order to prove the main error estimate for the scheme, we state and prove some preliminary results.
Given Hn, Un defined as before we define the operators A : Sh×Sh,0 → Sh, B : Sh×Sh,0 → Sh,0 for φ ∈ Sh,
χ ∈ Sh,0 by the equations
A(φ, χ) := 14P (U
nφ)x +
1
4P (H
nχ)x +
1
2Pχ
′ − 14P (φχ)′,
B(φ, χ) := 14P0(H
nφ)x +
3
4P0(U
nχ)x +
1
2P0φ
′ − 14P0(φφ′)− 34P0(χχ′).
(5.25)
Lemma 5.5. If κ ∈ R and φ ∈ Sh, χ ∈ Sh,0, then
A(φ1 − κφ2, χ1 − κχ2) = A(φ1, χ1)− κA(φ2, χ2) + κ4P (φ1χ2 + φ2χ1)′ − κ+κ
2
4 P (φ2χ2)
′,
B(φ1 − κφ2, χ1 − κχ2) = B(φ1, χ1)− κB(φ2, χ2) + κ4P0(φ1φ2)′ + 3κ4 P0(χ1χ2)′
− κ+κ24 P0(φ2φ′2)− 3(κ+κ
2)
4 P0(χ2χ
′
2).
(5.26)
Proof. From (5.25)1 we have
A(φ1 − κφ2, χ1 − κχ2) = 14P
(
Un(φ1 − κφ2)
)
x
+ 14P
(
Hn(χ1 − κχ2)
)
x
+ 12P (χ1 − κχ2)′
− 14P
(
(φ1 − κφ2)(χ1 − κχ2)
)′
= A(φ1, χ1)− κA(φ2, χ2) + κ4P (φ1χ2 + φ2χ1)′ − κ+κ
2
4 P (φ2χ2)
′.
From (5.25)2 we obtain
B(φ1 − κφ2, χ1 − κχ2) = 14P0
(
Hn(φ1 − κφ2)
)
x
+ 34P0
(
Un(χ1 − κχ2)
)
x
+ 12P0(φ1 − κφ2)′
− 14P0
(
(φ1 − κφ2)(φ′1 − κφ′2)
)− 34P0((χ1 − κχ2)(χ′1 − κχ′2))
= B(φ1, χ1)− κB(φ2, χ2) + κ4P0(φ1φ2)′ + 3κ4 P0(χ1χ2)′
− κ+κ24 P0(φ2φ′2)− 3(κ+κ
2)
4 P0(χ2χ
′
2).

In the sequel we let εn = Hn −Hnh , en = Un − Unh , θn = Hn,1 −Hn,1h , ξn = Un,1 − Un,1h , and let again
λ = k/h.
Lemma 5.6. There holds that
θn = εn − kA(εn, en),
ξn = en − kB(εn, en). (5.27)
Proof. Subtracting (5.11)1 from (5.14)1, we obtain
θn − εn + k2Penx + k4P (HnUn −HnhUnh )x = 0. (5.28)
Since
HnUn −HnhUnh = Hnen + Unεn − enεn,
we get from (5.28)
θn − εn + k2Penx + k4P (Hnen)x + k4P (Unεn)x − k4P (εnen)x = 0,
and by the definition of A(εn, en) and (5.25)1 we obtain (5.27)1. Subtracting now (5.11)2 from (5.14)2 we
get that
ξn − en + k2P0εnx + k4P0(HnHnx −HnhHnhx) + 3k4 P0(UnUnx − UnhUnhx) = 0. (5.29)
Since
HnHnx −HnhHnhx = (Hnεn)x − εnεnx ,
and
UnUnx − UnhUnhx = (Unen)x − enenx ,
we see from (5.29) that
ξn − en + k2P0εnx + k4P0(Hnεn)x + 3k4 P0(Unen)x − k4P0(εnεnx)− 3k4 P0(enenx) = 0.
Taking into account the definition of B(εn, en) and (5.25)2 we obtain now (5.27)2. 
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Lemma 5.7. If ‖εn‖1,∞ + ‖en‖1,∞ ≤ 1, for some index n, then
‖A(εn, en)‖ + ‖B(εn, en)‖ ≤ Ch−1(‖εn‖+ ‖en‖),
‖A(εn, en)‖∞ + ‖B(εn, en)‖∞ ≤ Ch−1,
‖θn‖+ ‖ξn‖ ≤ C2(‖εn‖+ ‖en‖),
‖θn‖∞ + ‖ξn‖∞ ≤ C,
‖A(θn, ξn)‖ + ‖B(θn, ξn)‖ ≤ Ch−1(‖εn‖+ ‖en‖),
(5.30)
where C2 a constant depending polynomially on λ.
Proof. The estimates (5.30)1 and (5.30)2 follow from the definitions of A(ε
n, en) and B(εn, en), the inverse
and approximation properties of Sh, Sh,0 and the fact that ‖Hn‖W 1
∞
+ ‖Un‖W 1
∞
≤ C = C(η, u). The
inequalities (5.30)3, (5.30)4 follow from (5.27) and (5.30)1, (5.30)2. Finally, (5.30)5 follows from the definition
of A(θn, ξn), B(θn, ξn), the inverse and approximation properties of Sh, Sh,0, (5.30)3 and the fact that
‖Hn‖W 1
∞
+ ‖Un‖W 1
∞
≤ C = C(η, u). 
Lemma 5.8. Let fn = Hn,1 −Hn, gn = Un,1 − Un, and
ωn1 =
k
2P (f
nξn + gnθn)x − δn1 ,
ωn2 =
k
2P0(f
nθn)x +
3k
2 P0(g
nξn)x − δn2 .
(5.31)
If ‖εn‖1,∞ + ‖en‖1,∞ ≤ 1, then
‖fn‖∞ + ‖gn‖∞ ≤ Ck,
‖ωn1 ‖ ≤ C3k(‖εn‖+ ‖en‖) + ‖δn1 ‖,
‖ωn2 ‖ ≤ C4k(‖εn‖+ ‖en‖) + ‖δn2 ‖,
(5.32)
where C3, C4 are constants depending polynomially on λ.
Proof. The inequality (5.32)1 follows from (5.14) and the fact that ‖Hn‖W 1
∞
+ ‖Un‖W 1
∞
≤ C = C(η, u).
From the inverse properties of Sh, Sh,0 we have
‖ωn1 ‖ ≤ Ck(‖fnx ‖∞‖ξn‖+ ‖fn‖∞‖ξn‖1) + Ck(‖gnx‖∞‖θn‖+ ‖gn‖∞‖θn‖1) + ‖δn1 ‖
≤ Cλ‖fn‖∞‖ξn‖+ Cλ‖gn‖∞‖θn‖+ ‖δn1 ‖.
Hence, (5.32)2 follows from (5.32)1, (5.32)3. The inequality (5.32)3 follows in a similar manner. 
Proposition 5.2. Let (η, u) be the solution of (SSW), Hnh , U
n
h the solution of (5.10) and µ = k/h
4/3.
Then, there exists a constant C = C(µ) such that
max
0≤n≤M
(‖Hnh − η(tn)‖+ ‖Unh − U(tn)‖) ≤ C(k2 + hr−1).
Proof. We will show that
max
0≤n≤M
(‖εn‖+ ‖en‖) ≤ C(k2 + hr−1), (5.33)
from which the result of the proposition follows. From (5.11)3, (5.11)4, (5.15) we have
εn+1 = εn − kPξnx − k2P (Hn,1Un,1 −Hn,1h Un,1h )x + δn1 ,
en+1 = en − kP0θnx − k2P0(Hn,1Hn,1x −Hn,1h Hn,1hx )− 3k2 P0(Un,1Un,1x − Un,1h Un,1hx ) + δn2 .
(5.34)
But
Hn,1Un,1 −Hn,1h Un,1h = Hn,1ξn + Un,1θn − θnξn,
and therefore
Hn,1Un,1 −Hn,1h Un,1h = Hnξn + Unθn − θnξn + fnξn + gnθn, (5.35)
where fn, gn as in Lemma 5.8. Also,
Hn,1Hn,1x −Hn,1h Hn,1hx = (Hn,1θn)x − θnθnx ,
Un,1Un,1x − Un,1h Un,1hx = (Un,1ξn)x − ξnξnx .
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Hence
Hn,1Hn,1x −Hn,1h Hn,1hx = (Hnθn)x − θnθnx + (fnθn)x,
Un,1Un,1x − Un,1h Un,1hx = (Unξn)x − ξnξnx + (gnξn)x.
(5.36)
Following (5.35), (5.36), (5.31) we write the equations (5.34) in the form
εn+1 = εn − kPξnx − k2P (Hnξn)x − k2P (Unθn)x + k2P (θnξn)x − ωn1 ,
en+1 = en − kP0θnx − k2P0(Hnθn)x + k2P0(θnθnx )− 3k2 P0(Unξn)x + 3k2 P0(ξnξnx )− ωn2 .
Using the definition of A(θn, ξn), B(θn, ξn) (cf. (5.25)) we write the above as
εn+1 = εn − 2kA(θn, ξn)− ωn1 ,
en+1 = en − 2kB(θn, ξn)− ωn2 .
Then
‖εn+1‖2 = ‖εn − 2kA(θn, ξn)‖2 + ‖ωn1 ‖2 − 2(εn − 2kA(θn, ξn), ωn1 )
≤ ‖εn − 2kA(θn, ξn)‖2 + ‖ωn1 ‖2 + 2‖εn‖‖ωn1 ‖+ 4k‖A(θn, ξn)‖‖ωn1 ‖,
(5.37)
and
‖en+1‖2 = ‖en − 2kB(θn, ξn)‖2 + ‖ωn2 ‖2 − 2(en − 2kB(θn, ξn), ωn2 )
≤ ‖en − 2kB(θn, ξn)‖2 + ‖ωn2 ‖2 + 2‖en‖‖ωn2 ‖+ 4k‖B(θn, ξn)‖‖ωn2 ‖.
(5.38)
Unlike the proof of convergence of the Euler scheme where the ‘temporary’ hypothesis that ‖εn‖∞+‖en‖∞ ≤
1 up to some index n∗ was sufficient, the present proof requires a stronger hypothesis, which necessitates
that r should be taken at least 3. Let 0 ≤ n∗ ≤M − 1 be the maximal index for which it holds that
‖εn‖1,∞ + ‖en‖1,∞ ≤ 1, 0 ≤ n ≤ n∗.
Then, from (5.30)5, having in mind (5.32)2 as well, we obtain for 0 ≤ n ≤ n∗
‖ωn1 ‖2 + 2‖εn‖‖ωn1 ‖+ 4k‖A(θn, ξn‖‖ωn1 ‖ ≤ ‖ωn1 ‖2 + C(‖εn‖+ ‖en‖)‖ωn1 ‖
≤ (‖ωn1 ‖+ C(‖εn‖+ ‖en‖))‖ωn1 ‖
≤ (C(‖εn‖+ ‖en‖) + ‖δn1 ‖)(C5k(‖εn‖+ ‖en‖) + ‖δn1 ‖)
≤ C6k(‖εn‖2 + ‖en‖2) + C7(‖εn‖+ ‖en‖)‖δn1 ‖+ ‖δn1 ‖2,
where C5, C6, C7 are constants that depend on λ = k/h. From (5.16) we see that
(‖εn‖+ ‖en‖)‖δn1 ‖ ≤ C
√
k(‖εn‖+ ‖en‖) ·
√
k(k2 + hr−1)
≤ Ck(‖εn‖2 + ‖en‖2) + Ck(k2 + hr−1)2,
and therefore, for constants C8, C9 depending on λ, that
‖ωn1 ‖2 + 2‖εn‖‖ωn1 ‖+ 4k‖A(θn, ξn‖‖ωn1 ‖ ≤ C8k(‖εn‖2 + ‖en‖2) + C9k(k2 + hr−1)2.
(In the sequel we will not be mentioning the dependence of constants on λ.) Finally, for 0 ≤ n ≤ n∗ we have
from (5.37)
‖εn+1‖2 ≤ ‖εn − 2kA(θn, ξn)‖2 + Ck(‖εn‖2 + ‖en‖2) + Ck(k2 + hr−1)2.
Similarly, from (5.30)5, (5.32)3, (5.16) and for 0 ≤ n ≤ n∗ we get from (5.38)
‖en+1‖2 ≤ ‖en − 2kB(θn, ξn)‖2 + Ck(‖εn‖2 + ‖en‖2) + Ck(k2 + hr−1)2.
Adding the last two inequalities yields
‖εn+1‖2 + ‖en+1‖2 ≤ ‖εn − 2kA(θn, ξn)‖2 + ‖en − 2kB(θn, ξn)‖2
+ Ck(‖εn‖2 + ‖en‖2) + Ck(k2 + hr−1)2, (5.39)
for 0 ≤ n ≤ n∗. In what follows we will show that if k = O(h4/3), then for 0 ≤ n ≤ n∗
‖εn − 2kA(θn, ξn)‖2 + ‖en − 2kB(θn, ξn)‖2 ≤ (1 + Ck)(‖εn‖2 + ‖en‖2),
for some constant C depending on µ.
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We note first that
‖εn − 2kA(θn, ξn)‖2 + ‖en − 2kB(θn, ξn)‖2 = ‖εn‖2 + ‖en‖2
− 4k((εn, A(θn, ξn)) + (en, B(θn, ξn)))+ 4k2(‖A(θn, ξn)‖2 + ‖B(θn, ξn)‖2). (5.40)
In the sequel instead of A(εn, en) and B(εn, en) we will write A and B, respectively. From (5.27), (5.26) it
follows that
A(θn, ξn) = A(εn − kA, en − kB) = A− kA(A,B) + k4P (εnB + enA)x − k+k
2
4 P (AB)x,
B(θn, ξn) = B(εn − kA, en − kB) = B − kB(A,B) + k4P0(εnA)x + 3k4 P0(enB)x
− k+k24 P0(AAx)− 3(k+k
2)
4 P0(BBx).
Hence
4k
(
(εn, A(θn, ξn) + (en, B(θn, ξn)
)
= 4k
(
(εn, A) + (en, B)
)
− 4k2((εn, A(A,B)) + (en, B(A,B)))
− k2(εnx , εnB + enA) + (k2 + k3)(εnx , AB)
− k2(enx , εnA)− 3k2(enx , enB)− (k2 + k3)(en, AAx)
− 3(k2 + k3)(en, BBx).
(5.41)
Therefore for the O(k) terms in (5.40) we finally have (cf. (5.25)) that
4k
(
(εn, A) + (en, B)
)
= −k(εnx, Unεn)− k(εnx , Hnen)− 2k(εnx , en) + k(εnx , εnen)
− k(enx, Hnεn)− 3k(enx, Unen)− 2k(enx, εn)− k(en, εnεnx),
and thus
−4k((εn, A) + (en, B)) = −k2 (εn, Unx εn)− k(εn, Hnx en)− 3k2 (en, Unx en)
≤ Ck(‖εn‖2 + ‖en‖2). (5.42)
Gathering the O(k2) terms of (5.40) we obtain
K2 := 4k2‖A‖2 + 4k2‖B‖2 + 4k2(εn, A(A,B)) + 4k2(en, B(A,B)) + k2(εnx , εnB + enA)
− k2(εnx , AB) + k2(enx , εnA) + 3k2(enx , enB) + k2(en, AAx) + 3k2(en, BBx).
If K21 := 4k
2‖A‖2 + 4k2‖B‖2 = 4k2(A,A) + 4k2(B,B), then, from (5.25)
K21 = k
2((Unεn)x, A) + k
2((Hnen)x, A) + 2k
2(enx , A)− k2((εnen)x, A)
+ k2((Hnεn)x, B) + 3k
2((Unen)x, B) + 2k
2(εnx , B)− k2(εnεnx , B)− 3k2(enenx , B).
If K22 := 4k
2(εn, A(A,B)) + 4k2(en, B(A,B)), then, from (5.25) again
K22 = −k2(εnx , UnA)− k2(εnx , HnB)− 2k2(εnx , B) + k2(εnx , AB)
− k2(enx , HnA)− 3k2(enx , UnB)− 2k2(enx , A)− k2(en, AAx)− 3k2(en, BBx).
Adding the last two equations yields
K21 +K22 = k
2(Unx ε
n, A) + k2(Hnx e
n, A)− k2((εnen)x, A) + k2(Hnx εn, B) + 3k2(Unx en, B)
− k2(εnεnx , B)− 3k2(enenx , B) + k2(εnx , AB)− k2(en, AAx)− 3k2(en, BBx),
and so
K2 = K21 +K22 + k
2(εnx , ε
nB) + k2((εnen)x, A)− k2(εnx , AB) + 3k2(enx , enB)
+ k2(en, AAx) + 3k
2(en, BBx),
i.e.
K2 = k2(Unx ε
n, A) + k2(Hnx e
n, A) + k2(Hnx ε
n, B) + 3k2(Unx e
n, B),
and consequently, according to (5.30)1, for 0 ≤ n ≤ n∗, there holds that
K2 ≤ Ck2(‖εn‖+ ‖en‖)(‖A‖+ ‖B‖) ≤ Ck(‖εn‖2 + ‖en‖2). (5.43)
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The O(k3) terms of (5.40) are
K3 := −k3(εnx , AB) + k3(en, AAx) + 3k3(en, BBx)− 8k3(A,A(A,B)) + 2k3(A, (εnB + enA)x)
− 2k3(A, (AB)x)− 8k3(B,B(A,B)) + 2k3(B, (εnA)x) + 6k3(B, (enB)x)− 2k3(B,AAx).
Hence
K3 = k3(εnx , AB)− k3(en, AAx)− 3k3(en, BBx)− 8k3(A,A(A,B)) − 8k3(B,B(A,B)).
If K31 = k
3(εnx , AB)− k3(en, AAx)− 3k3(en, BBx) then
K31 ≤ k3‖εn‖1‖A‖∞‖B‖+ k3‖en‖(‖A‖∞‖A‖1 + 3‖B‖∞‖B‖1),
and, consequently, from (5.30)2, the inverse properties of Sh, Sh,0 and (5.30)1 it follows that
K31 ≤ Ck(‖εn‖2 + ‖en‖2),
If K32 = −8k3(A,A(A,B)) − 8k3(B,B(A,B)) then, from (5.25)
K32 = 2k
3(Ax, U
nA) + 2k3(Ax, H
nB) + 4k3(Ax, B)− 2k3(Ax, AB)
+ 2k3(Bx, H
nA) + 6k3(Bx, U
nB) + 4k3(Bx, A) + 2k
3(B,AAx),
from which
K32 = −k3(UnxA,A)− 2k3(HnxA,B)− 3k3(UnxB,B).
Thus, from (5.30)1
K32 ≤ Ck(‖εn‖2 + ‖en‖2).
Hence, for 0 ≤ n ≤ n∗
K3 ≤ C12k(‖εn‖2 + ‖en‖2). (5.44)
The O(k4) terms of (5.40) are
K4 := 4k4‖A(A,B)‖2 + k44 ‖P (εnB + enA)x‖2 + k
4
4 ‖P (AB)x‖2 − 2k4(A, (AB)x)
− 2k4(A(A,B), (εnB + enA)x) + 2k4(A(A,B), (AB)x)− k42 ((εnB + enA)x, P (AB)x)
+ 4k4‖B(A,B)‖2 + k44 ‖P0(εnA)x‖2 + 9k
4
4 ‖P0(enB)x‖2 + k
4
4 ‖P0(AAx)‖2 + 9k
4
4 ‖P0(BBx)‖2
− 2k4(B(A,B), (εnA)x)− 6k4(B(A,B), (enB)x) + 2k4(B(A,B), AAx) + 6k4(B(A,B), BBx)
+ 3k
4
2 ((ε
nA)x, P0(e
nB)x)− k42 ((εnA)x, P0(AAx))− 3k
4
2 ((ε
nA)x, P0(BBx))
− 3k42 ((enB)x, P0(AAx))− 9k
4
2 ((e
nB)x, P0(BBx)) +
3k4
2 (AAx, P0(BBx)).
From Lemma 5.7 and the inverse properties of Sh, Sh,0 we have
‖A(A,B)‖+ ‖B(A,B)‖ ≤ C′h−1(‖A‖+ ‖B‖) ≤ Ch−2(‖εn‖+ ‖en‖). (5.45)
Similarly it follows that
‖(εnB)x‖ ≤ ‖εnxB‖+ ‖εnBx‖ ≤ ‖εn‖1‖B‖∞ + ‖εn‖∞‖B‖1
≤ Ch−1(‖εn‖+ ‖B‖) ≤ Ch−2(‖εn‖+ ‖en‖), (5.46)
and
‖(enB)x‖+ ‖(εnA)x‖+ ‖(enA)x‖ ≤ Ch−2(‖εn‖+ ‖en‖). (5.47)
Finally
‖(AB)x‖ ≤ ‖AxB‖+ ‖ABx‖ ≤ ‖A‖1‖B‖∞ + ‖A‖∞‖B‖1
≤ Ch−1(‖A‖+ ‖B‖) ≤ Ch−2(‖εn‖+ ‖en‖), (5.48)
and
‖AAx‖+ ‖BBx‖ ≤ Ch−1(‖A‖+ ‖B‖) ≤ Ch−2(‖εn‖+ ‖en‖). (5.49)
Hence
K4 ≤ C′k4h−4(‖εn‖2 + ‖en‖2) ≤ C′k(‖εn‖2 + ‖en‖2), (5.50)
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where C′ a constant that depends polynomially on µ = k/h4/3. For the O(k5) terms of (5.40) we get
K5 := 2k5(A(A,B), (AB)x)− k52 ((εnB + enA)x, P (AB)x) + k
5
2 ‖P (AB)x‖2
+ 2k5(B(A,B), AAx)− k52 ((εnA)x, P0(AAx))− 3k
5
2 ((e
nB)x, P0(AAx))
+ 6k5(B(A,B), BBx)− 3k52 ((εnA)x, P0(BBx))− 9k
5
2 ((e
nB)x, P0(BBx))
+ 3k5(AAx, P0(BBx)) +
k5
2 ‖P0(AAx)‖2 + 9k
5
2 ‖P0(BBx)‖2.
From (5.40)-(5.49) we obtain
K5 ≤ Ck(‖εn‖2 + ‖en‖2). (5.51)
The O(k6) terms of (5.40) are:
K6 := k
6
4 ‖P (AB)x‖2 + k
6
4 ‖P0(AAx)‖2 + 9k
6
4 ‖P0(BBx)‖2 + 3k
6
4 (AAx, P0(BBx)).
Thus, from (5.45)-(5.49) we obtain
K6 ≤ Ck2(‖εn‖2 + ‖en‖2).
From this inequality and (5.43), (5.44), (5.50) and (5.51), we have, in view of (5.40)
‖εn − 2kA(θn, ξn)‖2 + ‖en − 2kB(θn, ξn)‖2 ≤ (1 + C′k)(‖εn‖2 + ‖en‖2),
where C′ depends polynomially on µ. Hence, from (5.39) and the above it follows that for 0 ≤ n ≤ n∗
‖εn+1‖2 + ‖en+1‖2 ≤ (1 + C′k)(‖εn‖2 + ‖en‖2) + Ck(k2 + hr−1)2,
where C′ a constant depending polynomially on µ. Using Gronwall’s lemma in the above and the inverse
properties of Sh, Sh,0, we conclude that, since r ≥ 3, if h is taken sufficiently small, n∗ is not maximal and
the argument may be repeated so that eventually n∗ can be taken equal to M − 1. Therefore
‖εn‖2 + ‖en‖2 ≤ C′(k2 + hr−1)2, 0 ≤ n ≤M,
for some constant C′ depending continuously on µ. The conclusion of the proposition follows. 
In Table 5.1 we present the results of computations (L2 errors for η) of the numerical solution of
the nonhomogeneous versions of both systems (SW) and (SSW) with exact solution given by η(x, t) =
exp(2t)(cos(πx) + x+2), u(x, t) = exp(xt)(sin(πx) + x3 − x2), (x, t) ∈ [0, 1]× (0, 1]. We use piecewise linear
continuous functions for discretizing on a uniform mesh in space with N = 1/h = 400 and the improved
Euler scheme with k = h/10 and k = h4/3/10. For both systems it was seen that the computations with
k = h/10 were unstable. The fully discrete method for both systems appeared to be stable when we took
k = h4/3/10.
Shallow Water errors
tn k = h/10 tn k = h4/3/10
0.05 0.3096(−5) 0.0500 0.3098(−5)
0.1 0.3309(−5) 0.1000 0.3302(−5)
0.3 0.1045(−4) 0.3001 0.1036(−4)
0.5 0.1487(−3) 0.5001 0.1176(−4)
0.59 3.2147 0.59 0.1221(−4)
0.7 overflow 0.7002 0.1358(−4)
0.8 0.8002 0.1289(−4)
0.9 0.9002 0.1107(−4)
1.0 1.0000 0.1682(−4)
Symmetric Shallow Water errors
tn k = h/10 tn k = h4/3/10
0.05 0.3066(−5) 0.0500 0.3068(−5)
0.1 0.2479(−5) 0.1000 0.2474(−5)
0.3 0.1043(−2) 0.3001 0.6657(−5)
0.35 1.4689 0.35 0.6729(−5)
0.5 overflow 0.5001 0.7390(−5)
0.7 0.7002 0.9463(−5)
0.8 0.8002 0.1002(−4)
0.9 0.9001 0.1118(−4)
1.0 1.0000 0.1297(−4)
Table 5.1. L2-errors ‖Hnh −η(tn)‖, for (SW) and (SSW), piecewise linear continuous func-
tions on a uniform mesh h = 1/400 and improved Euler time stepping.
5.3. The third-order Shu-Osher scheme. We now examine a third-order accurate explicit Runge-Kutta
scheme due to Shu and Osher, [SO]. Written in the standard Butcher notation, it is a three-stage scheme
corresponding to the tableau below.
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A τ
bT
=
0 0 0 0
1 0 0 1
1/4 1/4 0 1/2
1/6 1/6 2/3
Due to the special structure of this tableau one may simplify the scheme and write it as a two-stage
method approximating the o.d.e. y′ = f(t, y) in the form
yn,1 = yn + kf(tn, yn),
yn,2 = yn + k4f(t
n, yn) + k4f(t
n+1, yn,1),
yn+1 = yn + k6f(t
n, yn) + k6f(t
n+1, yn,1) + 2k3 f(t
n + k/2, yn,2);
this is precisely the explicit scheme (2.19) in [SO]. It is easy to check that the absolute stability interval of
this scheme on the imaginary axis is [−√3,√3]; thus it is suitable for integrating in time semidiscretizations
of e.g. linear, first-order hyperbolic problems, such as the periodic initial-value problem for ut+ux = 0, under
a Courant number restriction. It is also well known, [SO], that it has good nonlinear stability properties
such as the TVD property, and has been extensively used as a time-stepping scheme for the numerical
approximation of hyperbolic systems in conservation law form. In the rest of this section we will use it to
discretize in time the semidiscrete (SSW) initial-value problem (2.7)-(2.8).
Using the notation of Section 2, we let Sh = S
k,r
h , Sh,0 = S
k,r
h,0, for r ≥ 3. We put again k = T/M ,
tn = nk, 0 ≤ n ≤M . We let as in Lemma 5.1 H(t) = Pη(t), U(t) = P0u(t), Hn = H(tn), Un = U(tn), and
define
Φ = U + 12 (HU) , Φ
n = Φ(tn), (5.52)
F = Hx +
1
2HHx +
3
2UUx , F
n = F (tn). (5.53)
The Shu-Osher time-stepping scheme for (2.7)-(2.8) is the following: We seek Hnh ∈ Sh, Unh ∈ Sh,0 for
0 ≤ n ≤M and Hn,1h , Hn,2h ∈ Sh, Un,1h , Un,2h ∈ Sh,0 for 0 ≤ n ≤M − 1 such that for 0 ≤ n ≤M − 1,
Hn,1h −Hnh + kPΦnhx = 0,
Un,1h − Unh + kP0Fnh = 0,
Hn,2h −Hnh + k4PΦnhx + k4PΦn,1hx = 0,
Un,2h − Unh + k4P0Fnh + k4P0Fn,1h = 0,
Hn+1h −Hnh + k6PΦnhx + k6PΦn,1hx + 2k3 PΦn,2hx = 0,
Un+1h − Unh + k6P0Fnh + k6P0Fn,1h + 2k3 P0Fn,2h = 0,
(5.54)
and H0h = ηh(0), U
0
h = uh(0), where
Φnh = U
n
h +
1
2 (H
n
hU
n
h ), (5.55)
Fnh = H
n
hx +
1
2H
n
hH
n
hx +
3
2U
n
hU
n
hx, (5.56)
and, for j = 1, 2,
Φn,jh = U
n,j
h +
1
2 (H
n,j
h U
n,j
h ), (5.57)
Fn,jh = H
n,j
hx +
1
2H
n,j
h H
n,j
hx +
3
2U
n,j
h U
n,j
hx . (5.58)
The intermediate stages V n,j ∈ Sh, Wn,j ∈ Sh,0 for j = 1, 2 are defined, for 0 ≤ n ≤M −1, by the equations
V n,1 −Hn + kPΦnx = 0, (5.59)
Wn,1 − Un + kP0Fn = 0, (5.60)
V n,2 −Hn + k4PΦnx + k4PΦn,1x = 0, (5.61)
Wn,2 − Un + k4P0Fn + k4P0Fn,1 = 0, (5.62)
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where
Φn,j =Wn,j + 12 (V
n,jWn,j), (5.63)
Fn,j = V n,jx +
1
2V
n,jV n,jx +
3
2W
n,jWn,jx , (5.64)
for j = 1, 2.
We estimate first the continuous time truncation error using L2 projections.
Lemma 5.9. Let (η, u) be the solution of (SSW) on [0, T ]. If H(t) = Pη(t), U(t) = P0u(t), and ψ = ψ(t) ∈
Sh and ζ = ζ(t) ∈ Sh,0 are such that
Ht + PΦx = ψ, (5.65)
Ut + P0F = ζ, (5.66)
for 0 ≤ t ≤ T , then there exists a constant C such that for j = 0, 1, 2, it holds that
max
0≤t≤T
(‖∂jtψ‖+ ‖∂jt ζ‖) ≤ Chr−1 .
Proof. Subtracting both sides of the equations
Pηt + Pux +
1
2P (ηu)x = 0,
Ht + PUx +
1
2P (HU)x = ψ,
and putting ρ = η −H , σ = u− U , we have
Pσx +
1
2P (ηu−HU)x = −ψ.
Since
ηu −HU = ησ + uρ− ρσ,
it follows that
Pσx +
1
2P (ησ)x +
1
2P (uρ)x − 12P (ρσ)x = −ψ,
and, as a consequence of the approximation properties of Sh and Sh,0, for j = 0, 1, 2
‖∂jtψ‖ ≤ Chr−1.
Subtracting now both sides of the equations
P0ut + P0ηx +
1
2P0(ηηx) +
3
2P0(uux) = 0,
Ut + P0Hx +
1
2P0(HHx) +
3
2P0(UUx) = ζ,
we obtain
P0ρx +
1
2P0(ηηx −HHx) + 32P0(uux − UUx) = −ζ.
Since
ηηx −HHx = (ηρ)x − ρρx , uux − UUx = (uσ)x − σσx,
it follows that
P0ρx +
1
2P0((ηρ)x − ρρx) + 32 (P0(uσ)x − P0(σσx)) = −ζ,
and, as in the ψ case, we see that for j = 0, 1, 2
‖∂jt ζ‖ ≤ Chr−1.

We prove now consistency estimates for the scheme (5.54).
Lemma 5.10. Let λ = k/h. If
δn1 = H
n+1 −Hn + k6PΦnx + k6PΦn,1x + 2k3 PΦn,2x , (5.67)
δn2 = U
n+1 − Un + k6P0Fn + k6P0Fn,1 + 2k3 P0Fn,2, (5.68)
then there exists a constant Cλ, which is a polynomial of λ with positive coefficients, such that
max
0≤n≤M−1
(‖δn1 ‖+ ‖δn2 ‖) ≤ Cλk(k3 + hr−1).
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Proof. From (5.59), (5.65) and (5.60), (5.65) we see that
V n,1 = Hn + kHnt − kψn,
Wn,1 = Un + kUnt − kζn,
and hence that
V n,1Wn,1 = HnUn + k(HU)nt + k
2Hnt U
n
t + v
n
1 .
Using the L∞ stability of the L2 projection P , cf. (2.2a), we obtain
‖vn1 ‖ ≤ Ckhr−1 , ‖vn1 ‖1 ≤ Cλhr−1 .
Thus
Φn,1 =Wn,1 + 12 (V
n,1Wn,1) = Φn + kΦnt +
k2
2 H
n
t U
n
t + v
n
2 , (5.69)
with
‖vn2 ‖ ≤ Ckhr−1 , ‖vn2 ‖1 ≤ Cλhr−1.
Also
V n,1V n,1x = H
nHnx + k(HHx)
n
t + k
2Hnt H
n
tx + ω
n
1 ,
with
‖ωn1 ‖ ≤ Cλhr−1, k‖ωn1 ‖1 ≤ Ck3 + Cλhr−1.
In addition, since
Wn,1Wn,1x = U
nUnx + k(UUx)
n
t + k
2Unt U
n
tx + ω
n
2 ,
with
‖ωn2 ‖ ≤ Cλhr−1, k‖ωn2 ‖1 ≤ Ck3 + Cλhr−1,
we will have
Fn,1 = Fn + kFnt +
k2
2 (H
n
t H
n
tx + 3U
n
t U
n
tx) + ω
n
3 , (5.70)
with
‖ωn3 ‖ ≤ Cλhr−1, k‖ωn3 ‖1 ≤ Ck3 + Cλhr−1.
Now
V n,2 = Hn − k2PΦnx − k
2
2 PΦ
n
tx − k
3
8 P (H
n
t U
n
t )x − k4Pvn2x
= Hn + k2H
n
t − k2ψn + k
2
4 H
n
tt − k
2
4 ψ
n
t − k
3
8 P (H
n
t U
n
t )x − k4Pvn2x,
and finally
V n,2 = Hn + k2H
n
t +
k2
4 H
n
tt + ψ
n
1 , (5.71)
with
‖ψn1 ‖ ≤ Ck3 + Cλhr−1, ‖ψn1 ‖1 ≤ Ck3 + Cλhr−1,
where we used the stability of the L2 projection in theH1 norm, cf. [TWa], and the inverse and approximation
properties of Sh. Now
Wn,2 = Un − k2P0Fn − k
2
4 P0F
n
t − k
3
8 P0(H
n
t H
n
tx + 3U
n
t U
n
tx)− k4P0ωn3
= Un + k2U
n
t − k2 ζn + k
2
4 U
n
tt − k
2
4 ζ
n
t − k
3
8 P0(H
n
t H
n
tx + 3U
n
t U
n
tx)− k4P0ωn3 ,
and therefore
Wn,2 = Un + k2U
n
t +
k2
4 U
n
tt + ζ
n
1 , (5.72)
with
‖ζn1 ‖ ≤ Ck3 + Cλkhr−1, ‖ζn1 ‖1 ≤ Ck3 + Cλhr−1,
where we took into account the approximation and inverse properties of Sh,0, the stability of the L
2 projection
in H1, and the fact that ηx ∈ H10 (0, 1). It follows that
V n,2Wn,2 = HnUn + k2 (HU)
n
t +
k2
4 (HU)
n
tt − k
2
4 H
n
t U
n
t + v
n
3 ,
with
‖vn3 ‖ ≤ Ck3 + Cλkhr−1, ‖vn3 ‖1 ≤ Ck3 + Cλhr−1.
Thus
Φn,2 = Φn + k2Φ
n
t +
k2
4 Φ
n
tt − k
2
8 H
n
t U
n
t + v
n
4 , (5.73)
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with
‖vn4 ‖ ≤ Ck3 + Cλkhr−1, ‖vn4 ‖1 ≤ Ck3 + Cλhr−1.
From (5.69), (5.73) we conclude that
1
6Φ
n + 16Φ
n,1 + 23Φ
n,2 = 16Φ
n + 16 (Φ
n + kΦnt +
k2
2 H
n
t U
n
t + v
n
2 )
+ 23 (Φ
n + k2Φ
n
t +
k2
4 Φ
n
tt − k
2
8 H
n
t U
n
t + v
n
4 )
= Φn + k2Φ
n
t +
k2
6 Φ
n
tt +
1
6v
n
2 +
2
3v
n
4 .
Hence
δn1 = H
n+1 −Hn + kPΦnx + k
2
2 PΦ
n
tx +
k3
6 PΦ
n
ttx +
k
2Pv
n
2x +
2k
3 Pv
n
4x
= Hn+1 −Hn − kHnt + kψn − k
2
2 H
n
tt +
k2
2 ψ
n
t − k
3
6 H
n
ttt +
k3
6 ψ
n
tt +
k
6Pv
n
2x +
2k
3 Pv
n
4x
= Hn+1 −Hn − kHnt − k
2
2 H
n
tt − k
3
6 H
n
ttt + α
n,
with
‖αn‖ ≤ Ckhr−1 + Cλkhr−1 + Cλk(k3 + hr−1) ≤ Cλk(k3 + hr−1).
Therefore
‖δn1 ‖ ≤ Cλk(k3 + hr−1). (5.74)
From (5.71) we have
V n,2V n,2x = H
nHnx +
k
2 (HHx)
n
t +
k2
4 (HHx)
n
tt − k
2
4 H
n
t H
n
tx + ω
n
4 ,
with
‖ωn4 ‖ ≤ Ck3 + Cλhr−1.
From (5.72) we obtain
Wn,2Wn,2x = U
nUnx +
k
2 (UUx)
n
t +
k2
4 (UUx)
n
tt − k
2
4 U
n
t U
n
tx + ω
n
5 ,
with
‖ωn5 ‖ ≤ Ck3 + Cλhr−1.
Thus
Fn,2 = Fn + k2F
n
t +
k2
4 F
n
tt + ψ
n
1x − k
2
8 H
n
t H
n
tx +
1
2ω
n
4 − 3k
2
8 U
n
t U
n
tx +
3
2ω
n
5 ,
i.e.
Fn,2 = Fn + k2F
n
t +
k2
4 F
n
tt − k
2
8 (H
n
t H
n
tx + 3U
n
t U
n
tx) + ω
n
6 , (5.75)
where
‖ωn6 ‖ ≤ Ck3 + Cλhr−1.
From (5.70), (5.75) we now obtain
1
6F
n + 16F
n,1 + 23F
n,2 = Fn + 16 (F
n + kFnt +
k2
2 (H
n
t H
n
tx + 3U
n
t U
n
tx) + ω
n
3 )
+ 23 (F
n + k2F
n
t +
k2
4 F
n
tt − k
2
8 (H
n
t H
n
tx + 3U
n
t U
n
tx) + ω
n
6 )
= Fn + k2F
n
t +
k2
6 F
n
tt +
1
6ω
n
3 +
2
3ω
n
6 ,
and therefore
δn2 = U
n+1 − Un + kP0Fn + k22 P0Fnt + k
3
6 P0F
n
tt +
k
6P0ω
n
3 +
2k
3 P0ω
n
6
= Un+1 − Un − kUnt + kζn − k
2
2 U
n
tt − k
2
2 ζ
n
t − k
3
6 U
n
ttt − k
3
6 ζ
n
tt +
k
6P0ω
n
3 +
2k
3 P0ω
n
6
= Un+1 − Un − kUnt − k
2
2 U
n
tt − k
3
6 U
n
ttt + kβ
n,
where
‖βn‖ ≤ Ckhr−1 + Ck3 + Cλhr−1 ≤ Ck3 + Cλhr−1.
Hence
‖δn2 ‖ ≤ Cλk(k3 + hr−1).
From this estimate and from (5.74) the result of the Lemma follows. 
We now proceed with the proof of convergence of the scheme.
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Proposition 5.3. Let (Hnh , U
n
h ) be the solution of (5.54). If λ = k/h then there exists a constant λ0 and
a constant C independent of k, h such that for λ ≤ λ0,
max
0≤n≤M
(‖η(tn)−Hnh ‖+ ‖u(tn)− Unh ‖) ≤ C(k3 + hr−1).
Proof. It suffices to show that
max
0≤n≤M
(‖Hn −Hnh ‖+ ‖Un − Unh ‖) ≤ C(k3 + hr−1).
We let
εn = Hn −Hnh , en = Un − Unh , εn,j = V n,j −Hn,jh , en,j =Wn,j − Un,jh , j = 1, 2.
Then from (5.54), (5.59)-(5.62) if follows that
εn,1 = εn − kP (Φn − Φnh)x, (5.76)
en,1 = en − kP0(Fn − Fnh ), (5.77)
εn,2 = εn − k4P (Φn − Φnh)x − k4P (Φn,1 − Φn,1h )x, (5.78)
en,2 = en − k4P0(Fn − Fnh )− k4P0(Fn,1 − Fn,1h ), (5.79)
so that from the two last equations of (5.54) and also from (5.67), (5.68) we have
εn+1 = εn − k6P (Φn − Φnh)x − k6P (Φn,1 − Φn,1h )x − 2k3 P (Φn,2 − Φn,2h )x + δn1 , (5.80)
en+1 = en − k6P0(Fn − Fnh )− k6P0(Fn,1 − Fn,1h )− 2k3 P0(Fn,2 − Fn,2h ) + δn2 . (5.81)
From (5.52), (5.55) it follows that
Φn − Φnh = Un + 12 (HnUn)− Unh − 12 (HnhUnh ) = en + 12 (HnUn −HnhUnh ),
and since
HnUn −HnhUnh = Hn(Un − Unh ) + Un(Hn −Hnh − (Hn −Hnh )(Un − Unh )
= Hnen + Unεn − εnen,
we see that
Φn − Φnh = en + 12Hnen + 12Unεn − 12εnen,
or
Φn − Φnh = ρn + ρn1 , (5.82)
where
ρn = en + 12H
nen + 12U
nεn, (5.83)
and
ρn1 = − 12εnen.
Hence
‖ρn‖ ≤ C(‖εn‖+ ‖en‖), (5.84)
‖ρnx‖ ≤ Ch (‖εn‖+ ‖en‖). (5.85)
Let now 0 ≤ n∗ ≤M − 1 be the maximal integer for which
‖εn‖1,∞ + ‖en‖1,∞ ≤ 1 , 0 ≤ n ≤ n∗.
Then, for 0 ≤ n ≤ n∗,
‖ρnx‖∞ ≤ C , ‖ρn1x‖∞ ≤ C, (5.86)
‖ρn1x‖ ≤ C(‖εn‖+ ‖en‖). (5.87)
Now, from (5.86) and (5.82) we have
εn,1 = εn − kPρnx − kPρn1x,
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and therefore, for 0 ≤ n ≤ n∗, we have
‖εn,1‖ ≤ Cλ(‖εn‖+ ‖en‖), (5.88)
‖εn,1‖1,∞ ≤ Cλ, (5.89)
where we used the inverse properties of Sh and the stability of P in L
∞ norm. Since now
Fn − Fnh = εnx + 12 (HnHnx −HnhHnhx) + 32 (UnUnx − UnhUnhx),
and
HnHnx −HnhHnhx = (Hnεn)x − εnεnx , UnUnx − UnhUnhx = (Unen)x − enenx ,
we will have
Fn − Fnh = εnx + 12 (Hnεn)x + 32 (Unen)x − 12εnεnx − 32enenx ,
or
Fn − Fnh = rnx + rn1 , (5.90)
where
rn = εn + 12 (H
nεn) + 32 (U
nen), (5.91)
rn1 = − 12εnεnx − 32enenx ,
with
‖rn‖ ≤ C(‖εn‖+ ‖en‖), (5.92)
‖rnx‖ ≤ Ch (‖εn‖+ ‖en‖), (5.93)
and, for 0 ≤ n ≤ n∗,
‖rnx‖∞ ≤ C , ‖rn1 ‖∞ ≤ C, (5.94)
‖rn1 ‖ ≤ C(‖εn‖+ ‖en‖). (5.95)
From (5.77), (5.90) it follows that
en,1 = en − kP0rnx − kP0rn1 ,
and therefore, for 0 ≤ n ≤ n∗,
‖en,1‖ ≤ Cλ(‖εn‖+ ‖en‖), (5.96)
‖en,1‖1,∞ ≤ Cλ. (5.97)
Now, from (5.63), (5.57) (for j = 1) we obtain
Φn,1 − Φn,1h = en,1 + 12V n,1en,1 + 12Wn,1εn,1 − 12εn,1en,1,
and
V n,1en,1 = (Hn − kPΦnx)(en − kP0rnx − kP0rn1 )
= Hnen − kHnP0rnx − kHnP0rn1 − kPΦnx · en,1 ,
Wn,1εn,1 = (Un − kP0Fn)(εn − kPρnx − kPρn1x)
= Unεn − kUnPρnx − kUnPρn1x − kP0Fn · εn,1.
Thus,
Φn,1 − Φn,1h = (en + 12Hnen + 12Unεn)− k(P0rnx + 12HnP0rnx + 12UnPρnx)
− kP0rn1 − k2 (UnPρn1x + P0Fn · εn,1 +HnP0rn1 + PΦnx · en,1)− 12εn,1en,1,
or
Φn,1 − Φn,1h = ρn − kfn + ρn,11 , (5.98)
where
fn = P0r
n
x +
1
2H
nP0r
n
x +
1
2U
nPρnx , (5.99)
and
ρn,11 = −kP0rn1 − k2 (UnPρn1x + P0Fn · εn,1 +HnP0rn1 + PΦnx · en,1)− 12εn,1en,1.
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From the inverse properties of Sh, Sh,0 the estimates (5.53), (5.87), the stability of the L
2 projection in the
L∞ norm, the fact that ‖Fn‖∞ ≤ C, and that ‖Φnx‖ ≤ C, and the inequalities (5.96), (5.89), (5.97) and
(5.94), (5.86) we obtain
‖ρn,11x ‖ ≤ Cλ(‖εn‖+ ‖en‖), (5.100)
‖ρn,11x ‖∞ ≤ Cλ. (5.101)
In addition, from the inverse properties of Sh, Sh,0 and (5.86), (5.85), (5.94) we see that
‖fnx ‖ ≤ Ch2 (‖εn‖+ ‖en‖), (5.102)
‖fnx ‖∞ ≤ Ch . (5.103)
Now, from (5.78), (5.82), (5.98) if follows that
εn,2 = εn − k4 [P (Φn − Φnh)x + P (Φn,1 − Φn,1h )x]
= εn − k4 [2Pρnx − kPfnx + Pρn1x + Pρn,11x ],
so that
εn,2 = εn − k2Pρnx + k
2
4 Pf
n
x − k4 (Pρn1x + Pρn,11x ).
From (5.85), (5.102), (5.87), (5.100), (5.86), (5.103) (5.101), and the inverse properties of Sh, we obtain now,
for 0 ≤ n ≤ n∗,
‖εn,2‖ ≤ Cλ(‖εn‖+ ‖en‖), (5.104)
‖εn,2‖1,∞ ≤ Cλ. (5.105)
We also have
Fn,1 − Fn,1h = εn,1x + 12 (V n,1εn,1)x + 32 (Wn,1en,1)x − 12εn,1εn,1x − 32en,1en,1x ,
and
V n,1εn,1 = (Hn − kPΦnx)(εn − kPρnx − kPρn1x)
= Hnεn − kHnPρnx − kHnPρn1x − kPΦnx · εn,1,
and also
Wn,1en,1 = (Un − kP0Fn)(en − kP0rnx − kP0rn1 )
= Unen − kUnP0rnx − kUnP0rn1 − kP0Fn · en,1.
Hence,
Fn,1 − Fn,1h = (εn + 12Hnεn + 32Unen)x − k(Pρnx + 12HnPρnx + 32UnP0rnx )x
− k(Pρn1x + 12HnPρn1x + 12PΦnx · εn,1 + 32UnP0rn1 + 32P0Fn · en,1)x
− 12εn,1εn,1x − 32en,1en,1x ,
i.e.
Fn,1 − Fn,1h = rnx − kgnx + rn,11 , (5.106)
where
gn = Pρnx +
1
2H
nPρnx +
3
2U
nP0r
n
x , (5.107)
and
rn,11 = −k(Pρn1x + 12HnPρn1x + 12PΦnx · εn,1 + 32UnP0rn1 + 32P0Fn · en,1)x
− 12εn,1εn,1x − 32en,1en,1x .
From the inverse property of Sh, Sh,0 (5.89), (5.97), (5.86), (5.88), (5.95), (5.96), (5.94), we obtain, for
0 ≤ n ≤ n∗,
‖rn,11 ‖ ≤ Cλ(‖εn‖+ ‖en‖), (5.108)
‖rn,11 ‖∞ ≤ Cλ. (5.109)
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In addition, from the inverse property of Sh, Sh,0 (5.85), (5.93) and (5.86), (5.94), we obtain, for 0 ≤ n ≤ n∗,
‖gnx‖ ≤ Ch2 (‖εn‖+ ‖en‖), (5.110)
‖gnx‖∞ ≤ Ch . (5.111)
Now from (5.79), (5.90), (5.106), it follows that
en,2 = en − k4 [P0(Fn − Fnh ) + P0(Fn,1 − Fn,1h )]
= en − k4 [2P0rnx − kP0gnx + P0rn1 + P0rn,11 ],
i.e.
en,2 = en − k2P0rnx + k
2
4 P0g
n
x − k4 (P0rn1 + P0rn,11 ).
Hence, from (5.93), (5.107), (5.95), (5.108), the inverse properties of Sh,0, and (5.94), (5.111), (5.109), we
obtain, for 0 ≤ n ≤ n∗,
‖en,2‖ ≤ Cλ(‖εn‖+ ‖en‖), (5.112)
‖en,2‖1,∞ ≤ Cλ. (5.113)
In order to derive expressions for Φn − Φnh, Fn − Fnh , we note from (5.61), (5.62) that
Hn − V n,2 = k4 (PΦnx + PΦn,1x ),
Un −Wn,2 = k4 (P0Fn + P0Fn,1),
and therefore
‖Hn − V n,2‖∞ ≤ Cλk , ‖Hn − V n,2‖1,∞ ≤ Cλ, (5.114)
‖Un −Wn,2‖∞ ≤ Cλk , ‖Un −Wn,2‖1,∞ ≤ Cλ. (5.115)
We now have
Φn,2 − Φn,2h = en,2 + 12V n,2en,2 + 12Wn,2εn,2 − 12εn,2en,2,
and
V n,2en,2 = [Hn − (Hn − V n,2)][en − k2P0rnx + k
2
4 P0g
n
x − k4 (P0rn1 + P0rn,11 )]
= Hnen − k2HnP0rnx + k
2
4 H
nP0g
n
x − k4HnP0(rn1 + rn,11 )− (Hn − V n,2)en,2,
Wn,2εn,2 = [Un − (Un −Wn,2)][εn − k2Pρnx + k
2
4 Pf
n
x − k4 (Pρn1x + Pρn,11x )]
= Unεn − k2UnPρnx + k
2
4 U
nPfnx − k4UnP (ρn1x + ρn,11x )− (Un −Wn,2)εn,2.
Hence, according to (5.83), (5.99)
Φn,2 − Φn,2h = ρn − k2fn + k
2
4 [P0g
n
x +
1
2H
nP0g
n
x +
1
2U
nPfnx ]
− k4 [P0(rn1 + rn,11 ) + 12HnP0(rn1 + rn,11 ) + 12UnP (ρn1x + ρn,11x )]
− 12 (Hn − V n,2)en,2 − 12 (Un −Wn,2)εn,2 − 12εn,2en,2,
i.e.
Φn,2 − Φn,2h = ρn − k2fn + k
2
4 [P0g
n
x +
1
2H
nP0g
n
x +
1
2U
nPfnx ] + ρ
n,2
1 , (5.116)
where
ρn,21 = −k4 [P0(rn1 + rn,11 ) + 12HnP0(rn1 + rn,11 ) + 12UnP (ρn1x + ρn,11x )]
− 12 (Hn − V n,2)en,2 − 12 (Un −Wn,2)εn,2 − 12εn,2en,2.
From the inverse properties of Sh, Sh,0 and (5.95), (5.108), (5.87), (5.100), (5.114), (5.112), (5.115), (5.104),
(5.105), (5.113), we obtain for 0 ≤ n ≤ n∗,
‖ρn,21x ‖ ≤ Cλ(‖εn‖+ ‖en‖). (5.117)
From (5.80) and (5.82), (5.98), (5.116) we see that
εn+1 = εn − kPρnx + k
2
2 Pf
n
x − k
3
6 P [P0g
n
x +
1
2H
nP0g
n
x +
1
2U
nPfnx ]x +
k
6ω
n + δn1 , (5.118)
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where
ωn = −P (ρn1x + ρn,11x + 4ρn,21x ),
for which it holds that
‖ωn‖ ≤ Cλ(‖εn‖+ ‖en‖), (5.119)
for 0 ≤ n ≤ n∗, by (5.87), (5.100), (5.117). Also,
Fn,2 − Fn,2h = εn,2x + 12 (V n,2εn,2)x + 32 (Wn,2en,2)x − 12εn,2εn,2x − 32en,2en,2x ,
and
V n,2εn,2 = [Hn − (Hn − V n,2)][εn − k2Pρnx + k
2
4 Pf
n
x − k4 (Pρn1x + Pρn,11x )]
= Hnεn − k2HnPρnx + k
2
4 H
nPfnx − k4HnP (ρn1x + ρn1x)− (Hn − V n,2)εn,2,
Wn,2en,2 = [Un − (Un −Wn,2)][en − k2P0rnx + k
2
4 P0g
n
x − k4 (P0rn1 + P0rn,11 )]
= Unen − k2UnP0rnx + k
2
4 U
nP0g
n
x − k4UnP0(rn1 + rn,11 )− (Un −Wn,2)en,2.
Hence, from (5.91), (5.107) it follows that
Fn,2 − Fn,2h = rnx − k2 gnx + k
2
4 [Pf
n
x +
1
2H
nPfnx +
3
2U
nP0g
n
x ]x
− k4 [P (ρn1x + ρn,11x ) + 12HnP (ρn1x + ρn,11x ) + 32UnP0(rn1 + rn,11 )]x
− 12 [(Hn − V n,2)εn,2]x − 32 [(Un −Wn,2)en,2]x − 12εn,2εn,2x − 32en,2en,2x ,
or
Fn,2 − Fn,2h = rnx − k2 gnx + k
2
4 [Pf
n
x +
1
2H
nPfnx +
3
2U
nP0g
n
x ]x + r
n,2
1 , (5.120)
where
rn,21 = −k4 [P (ρn1x + ρn,11x ) + 12HnP (ρn1x + ρn,11x ) + 32UnP0(rn1 + rn,11 )]x
− 12 [(Hn − V n,2)εn,2]x − 32 [(Un −Wn,2)en,2]x − 12εn,2εn,2x − 32en,2en,2x .
From the inverse properties of Sh, Sh,0, (5.87), (5.100), (5.95), (5.108), (5.104), (5.115), (5.104), (5.112),
(5.87), we have, for 0 ≤ n ≤ n∗,
‖rn,21 ‖ ≤ Cλ(‖εn‖+ ‖en‖). (5.121)
Also, from (5.81) and (5.90), (5.106), (5.120) we see that
en+1 = en − kP0rnx + k
2
2 P0g
n
x − k
3
6 P0[Pf
n
x +
1
2H
nPfnx +
3
2U
nP0g
n
x ]x +
k
6w
n + δn2 , (5.122)
where
wn = −P0(rn1 + rn,11 + 4rn,21 )
satisfies
‖wn‖ ≤ Cλ(‖εn‖+ ‖en‖), (5.123)
for 0 ≤ n ≤ n∗, in view of (5.95), (5.108), (5.121). We now write (5.118), (5.122) in the form
εn+1 = γn + k6ω
n + δn1 , (5.124)
en+1 = σn + k6w
n + δn2 , (5.125)
where
γn = εn − kPρnx + k
2
2 Pf
n
x − k
3
6 P f˜
n
x ,
σn = en − kP0rnx + k
2
2 P0g
n
x − k
3
6 P0g˜
n
x ,
and
f˜n = P0g
n
x +
1
2H
nP0g
n
x +
1
2U
nPfnx ,
g˜n = Pfnx +
1
2H
nPfnx +
3
2U
nP0g
n
x .
Taking squares of norms we see that
‖γn‖2 + ‖σn‖2 = ‖εn‖2 + ‖en‖2 + kan1 + k2an2 + k3an3 + k4an4 + k5an5 + k6an6 , (5.126)
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where anj , j = 1, 2, . . . , 6, are quantities with no explicit dependence on k, which we will calculate and
estimate below. For an1 we obtain
an1 = −2(εn, Pρnx)− 2(en, P0rnx ) = 2(εnx, ρn) + 2(enx , rn),
and, using the definitions of ρn, rn in (5.83), (5.91),
an1 = (ε
n
x , H
nen + Unεn) + (enx , H
nεn + 3Unen)
= −(εn, Hnx en)− 12 (Unx εn, εn)− 32 (Unx en, en).
Therefore
|an1 | ≤ C(‖εn‖2 + ‖en‖2). (5.127)
For an2 we obtain
an2 = (ε
n, Pfnx ) + (e
n, P0g
n
x ) + ‖Pρnx‖2 + ‖P0rnx‖2
= −(εnx , fn)− (enx , gn) + ‖Pρnx‖2 + ‖P0rnx‖2.
Using the definitions of fn, gn in (5.99), (5.107), we see that
an2 = −(εnx, P0rnx )− 12 (εnx , HnP0rnx )− 12 (εnx , UnPρnx)− (enx , Pρnx)
− 12 (enx , HnPρnx)− 32 (enx , UnP0rnx ) + ‖Pρnx‖2 + ‖P0rnx‖2
= −(εnx, P0rnx )− 12 ((Hnεn)x −Hnx εn, P0rnx )− 12 ((Unεn)x − Unx εn, Pρnx)− (enx , Pρnx)
− 12 ((Hnen)x −Hnx en, Pρnx)− 32 ((Unen)x − Unx en, P0rnx ) + ‖Pρnx‖2 + ‖P0rnx‖2
= −(rnx , P0rnx )− (ρnx , Pρnx) + 12 (Hnx εn, P0rnx ) + 12 (Unx εn, Pρnx) + 12 (Hnx en, Pρnx)
+ 32 (U
n
x e
n, P0r
n
x ) + ‖Pρnx‖2 + ‖P0rnx‖2.
Hence,
an2 =
1
2 (H
n
x ε
n, P0r
n
x ) +
1
2 (U
n
x ε
n, Pρnx) +
1
2 (H
n
x e
n, Pρnx) +
3
2 (U
n
x e
n, P0r
n
x ),
and, from (5.85), (5.93),
|an2 | ≤ Ch (‖εn‖2 + ‖en‖2). (5.128)
For an3 we have
an3 =
1
3 (ε
n
x , P0g
n
x ) +
1
3 (
1
2 (H
nεn)x − 12Hnx εn, P0gnx ) + 13 (12 (Unεn)x − 12Unx εn, Pfnx )
+ 13 (e
n
x , Pf
n
x ) +
1
3 (
1
2 (H
nen)x − 12Hnx en, Pfnx ) + 13 (32 (Unen)x − 32Unx en, P0gnx )
− (Pρnx , Pfnx )− (P0rnx , P0gnx ),
whence
an3 = − 23 (Pρnx , Pfnx )− 23 (P0rnx , P0gnx )− 16 (Hnx εn + 3Unx en, P0gnx )− 16 (Unx εn +Hnx en, Pfnx ).
Since
(Pρnx , Pf
n
x ) + (P0r
n
x , P0g
n
x ) = (Pρ
n
x , (P0r
n
x )x +
1
2 (H
nP0r
n
x )x +
1
2 (U
nPρnx)x)
+ (P0r
n
x , (Pρ
n
x)x +
1
2 (H
nPρnx)x +
3
2 (U
nP0r
n
x )x)
= − 12 (Hn(Pρnx)x, P0rnx )− 12 (Un(Pρnx)x, Pρnx)
+ 12 (P0r
n
x , (H
nPρnx)x)− 32 (Un(P0rnx )x, P0rnx ),
we obtain
(Pρnx , Pf
n
x ) + (P0r
n
x , P0g
n
x ) = − 12 ((HnPρnx)x −HnxPρnx , P0rnx ) + 14 (Unx Pρnx , Pρnx)
+ 12 (P0r
n
x , (H
nPρnx)x) +
3
4 (U
n
x P0r
n
x , P0r
n
x ),
and therefore
(Pρnx , Pf
n
x ) + (P0r
n
x , P0g
n
x ) =
1
2 (H
n
xPρ
n
x , P0r
n
x ) +
1
4 (U
n
x Pρ
n
x, Pρ
n
x) +
3
4 (U
n
x P0r
n
x , P0r
n
x ).
Thus, in view of (5.85), (5.93), (5.110), (5.102) we see for 0 ≤ n ≤ n∗, that
|an3 | ≤ Ch2 (‖εn‖2 + ‖en‖2). (5.129)
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For an4 we obtain
an4 =
1
3 (Pρ
n
x , f˜
n
x ) +
1
3 (P0r
n
x , g˜
n
x ) +
1
4‖Pfnx ‖2 + 14‖P0gnx‖2,
and
(Pρnx , f˜
n
x ) + (P0r
n
x , g˜
n
x) = −((Pρnx)x, P0gnx )− 12 (Hn(Pρnx)x, P0gnx )− 12 (Un(Pρnx)x, Pfnx )
−((P0rnx )x, Pfnx )− 12 (Hn(P0rnx )x, Pfnx )− 32 (Un(P0rnx )x, P0gnx),
so that
(Pρnx , f˜
n
x ) + (P0r
n
x , g˜
n
x ) = −(gnx , P0gnx) + 12 (HnxPρnx , P0gnx ) + 32 (Unx P0rnx , P0gnx )
−(fnx , Pfnx ) + 12 (HnxP0rnx , Pfnx ) + 12 (Unx Pρnx , Pfnx ).
Therefore
an4 =
−1
12 (‖Pfnx ‖2 + ‖P0gnx‖2) + a˜n4 , (5.130)
where
|a˜n4 | ≤ Ch3 (‖εn‖2 + ‖en‖2), (5.131)
for 0 ≤ n ≤ n∗.
For an5 it holds that
an5 = − 16 (Pfnx , f˜nx )− 16 (P0gnx , g˜nx ),
and
(Pfnx , f˜
n
x ) + (P0g
n
x , g˜
n
x) = (Pf
n
x , (P0g
n
x )x +
1
2 (H
nP0g
n
x )x +
1
2 (U
nPfnx )x)
+ (P0g
n
x , (Pf
n
x )x +
1
2 (H
nPfnx )x +
3
2 (U
nP0g
n
x )x)
= −12 (H
n(Pfnx )x, P0g
n
x ) +
1
4 (U
n
x Pf
n
x , Pf
n
x ) +
1
2 (P0g
n
x , (H
nPfnx )x)
+ 34 (U
n
x P0g
n
x , P0g
n
x )
= 12 (H
n
xPf
n
x , P0g
n
x) +
1
4 (U
n
x Pf
n
x , Pf
n
x ) +
3
4 (U
n
x P0g
n
x , P0g
n
x ).
So, from (5.102), (5.110),
|an5 | ≤ Ch4 (‖εn‖2 + ‖en‖2), , (5.132)
for 0 ≤ n ≤ n∗.
Finally, for an6 we see that
an6 =
1
36‖P f˜nx ‖2 + 136‖P0g˜nx‖2.
But since
f˜nx = (P0g
n
x )x +
1
2 (H
nP0g
n
x )x +
1
2 (U
nPfnx )x,
we have
‖f˜nx ‖ ≤ Ch (‖P0gnx‖+ ‖Pfnx ‖).
Similarly, since
g˜nx = (Pf
n
x )x +
1
2 (H
nPfnx )x +
3
2 (U
nP0g
n
x)x,
it follows that
‖g˜nx‖ ≤ Ch (‖Pfnx ‖+ ‖P0gnx‖).
Therefore
|an6 | ≤ C0h2 (‖P0gnx‖2 + ‖Pfnx ‖2), (5.133)
for 0 ≤ n ≤ n∗ and for some constant C0 independent of h and k. Hence, from (5.126)-(5.133) we obtain
‖γn‖2 + ‖σn‖2 ≤ (1 + Cλk)(‖εn‖2 + ‖en‖2) + k4(C0λ2 − 112 )(‖P0gnx‖2 + ‖Pfnx ‖2),
and therefore, for λ ≤ λ0 =
√
1/(12C0) it holds that
‖γn‖2 + ‖σn‖2 ≤ (1 + Cλk)(‖εn‖2 + ‖en‖2), (5.134)
and
‖γn‖+ ‖σn‖ ≤ C(‖εn‖+ ‖en‖), (5.135)
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for 0 ≤ n ≤ n∗. From (5.124), (5.125) we obtain
‖εn+1‖2 + ‖en+1‖2 = ‖γn‖2 + ‖σn‖2 + k3 [(γn, ωn) + (σn, wn) + (ωn, δn1 ) + (wn, δn2 )]
+ 2(γn, δn1 ) + 2(σ
n, δn2 ) +
k2
36 [‖ωn‖2 + ‖wn‖2] + ‖δn1 ‖2 + ‖δn2 ‖2.
But from (5.119), (5.123), (5.135) and Lemma 5.10 we see that
k(‖γn‖‖ωn‖+ ‖σn‖‖wn‖) ≤ Ck(‖εn‖2 + ‖en‖2),
and
(k‖ωn‖+ ‖γn‖)‖δn1 ‖+ (k‖wn‖+ ‖σn‖)‖δn2 ‖ ≤ Ck(k3 + hr−1)(‖εn‖+ ‖en‖)
≤ Ck(‖εn‖2 + ‖en‖2) + Ck(k3 + hr−1)2.
Hence, finally
‖εn+1‖2 + ‖en+1‖2 ≤ (1 + Cλk)(‖εn‖2 + ‖en‖2) + Ck(k3 + hr−1)2.
Therefore, from Gronwall’s lemma it follows that
‖εn‖2 + ‖en‖2 ≤ C˜1(‖ε0‖2 + ‖e0‖2) + C˜2(k3 + hr−1)2,
i.e.
‖εn‖+ ‖en‖ ≤ C(k3 + hr−1),
for 0 ≤ n ≤ n∗ + 1. Using the inverse properties of the spaces Sh, Sh,0 and the fact that r ≥ 3 we conclude
that n∗ was not maximal. Hence we may go up to n∗ = M − 1 and the conclusion of the proposition
follows. 
We close this section by presenting the results of a relevant numerical experiment. We solve the non-
homogeneous SSW system with exact solutions given by the functions η(x, t) = exp(2t)(cos(πx) + x + 2),
u(x, t) = exp(xt)(sin(πx) + 5x2(x− 1)), for 0 ≤ x ≤ 1, t ≥ 0, using cubic splines on a uniform mesh on [0, 1]
with h = 1/N for the spatial discretization and the Shu-Osher scheme with k = h/10 for time stepping.
Table 5.2 shows the L2-, L∞- and H1-errors and associated rates of convergence for this problem at T = 0.5
as N is increased. The rate of convergence in L2 stabilizes to about 3 for both components of the solution,
which is the expected temporal rate, as the experimental spatial rate is four in view of the numerical results
in Table 4.2. The L∞-errors converge at a rate which appears to be equal to 3 again (we expect a O(k3+h4)
behaviour), and so do the H1-errors as well, for which the expected error is of O(k3 + h3).
6. Remarks
6.1. Periodic boundary conditions. In this section we consider the periodic initial-value problem for the
usual and the symmetric shallow-water systems, which we discretize using the standard Galerkin method
with periodic splines of order r ≥ 2 on a uniform mesh. Using suitable quasiinterpolants of smooth periodic
functions in the space of periodic splines, cf. [TWe], we will prove optimal-order L2-error estimates for
the semidiscrete approximations of both systems. A similar error analysis in the case of Boussinesq (i.e.
dispersive) systems was done in [ADM]. For the purposes of the present subsection we shall denote, for
integer k ≥ 0, by Hkper the usual, L2-based, real Sobolev space of periodic functions on [0, 1] with associated
norm ‖ · ‖k, and by Ckper the space of periodic functions in Ck[0, 1].
We consider the periodic initial-value problem for the shallow-water systems. In the case of the usual
system we seek η = η(x, t), u = u(x, t), 1-periodic in x for all t ∈ [0, T ], such that
ηt + ux + (ηu)x = 0,
ut + ηx + uux = 0,
x ∈ [0, 1], t ∈ [0, T ], (SWper)
η(x, 0) = η0(x), u(x, 0) = u0(x), x ∈ [0, 1],
where η0, u0 are given smooth 1-periodic functions. The analogous problem for the symmetric system is
ηt + ux +
1
2 (ηu)x = 0,
ut + ηx +
3
2uux +
1
2ηηx = 0,
x ∈ [0, 1], t ∈ [0, T ], (SSWper)
η(x, 0) = η0(x), u(x, 0) = u0(x), x ∈ [0, 1],
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L2-errors
N η order u order
40 0.1094(−6) 0.1672(−6)
80 0.8004(−8) 3.7733 0.1961(−7) 3.0915
120 0.1886(−8) 3.5645 0.5738(−8) 3.0310
160 0.7094(−9) 3.3994 0.2410(−8) 3.0152
200 0.3407(−9) 3.2872 0.1232(−8) 3.0090
240 0.1897(−9) 3.2127 0.7120(−9) 3.0058
280 0.1165(−9) 3.1619 0.4481(−9) 3.0042
320 0.7674(−10) 3.1260 0.3000(−9) 3.0032
360 0.5325(−10) 3.1016 0.2107(−9) 3.0023
400 0.3849(−10) 3.0826 0.1535(−9) 3.0024
440 0.2873(−10) 3.0659 0.1153(−9) 3.0018
480 0.2201(−10) 3.0631 0.8883(−10) 3.0010
520 0.1725(−10) 3.0463 0.6986(−10) 3.0017
560 0.1378(−10) 3.0279 0.5592(−10) 3.0030
600 0.1119(−10) 3.0247 0.4546(−10) 3.0022
640 0.9226(−11) 2.9846 0.3744(−10) 3.0074
L∞-errors
N η order u order
40 0.3242(−6) 0.3471(−6)
80 0.2553(−7) 3.6665 0.3666(−7) 3.2450
120 0.6012(−8) 3.5670 0.1028(−7) 3.1332
160 0.2226(−8) 3.4532 0.4221(−8) 3.0938
200 0.1045(−8) 3.3880 0.2121(−8) 3.0834
240 0.5671(−9) 3.3546 0.1211(−8) 3.0767
280 0.3406(−9) 3.3063 0.7570(−9) 3.0456
320 0.2201(−9) 3.2701 0.5044(−9) 3.0402
360 0.1502(−9) 3.2474 0.3525(−9) 3.0418
400 0.1070(−9) 3.2137 0.2557(−9) 3.0491
440 0.7901(−10) 3.1842 0.1913(−9) 3.0407
480 0.6011(−10) 3.1424 0.1471(−9) 3.0207
520 0.4684(−10) 3.1155 0.1155(−9) 3.0202
560 0.3725(−10) 3.0913 0.9230(−10) 3.0280
600 0.3019(−10) 3.0458 0.7485(−10) 3.0370
640 0.2470(−10) 3.1086 0.6152(−10) 3.0396
H1-errors
N η order u order
40 0.2022(−4) 0.1713(−4)
80 0.2515(−5) 3.0076 0.2159(−5) 2.9885
120 0.7451(−6) 2.9998 0.6428(−6) 2.9880
160 0.3150(−6) 2.9926 0.2723(−6) 2.9858
200 0.1617(−6) 2.9883 0.1400(−6) 2.9826
240 0.9388(−7) 2.9830 0.8129(−7) 2.9797
280 0.5932(−7) 2.9783 0.5138(−7) 2.9768
320 0.3987(−7) 2.9753 0.3454(−7) 2.9736
360 0.2809(−7) 2.9714 0.2434(−7) 2.9705
400 0.2055(−7) 2.9667 0.1781(−7) 2.9678
440 0.1550(−7) 2.9637 0.1342(−7) 2.9646
480 0.1198(−7) 2.9617 0.1037(−7) 2.9615
520 0.9451(−8) 2.9580 0.8186(−8) 2.9589
560 0.7594(−8) 2.9510 0.6576(−8) 2.9558
600 0.6199(−8) 2.9418 0.5365(−8) 2.9502
640 0.5123(−8) 2.9551 0.4433(−8) 2.9550
Table 5.2. L2-,L∞-, and H1-errors and orders of convergence, cubic splines on a uniform
mesh with h = 1/N and Shu-Osher time stepping with k = h/10, (SSW)
where again η(·, t), u(·, t) are 1-periodic for 0 ≤ t ≤ T and η0, u0 given smooth 1-periodic functions. We
shall assume that (SWper) has a unique smooth enough solution on [0, T ] and that there exists a positive
α such that 1 + η(x, t) ≥ α > 0 for x ∈ [0, 1], t ∈ [0, T ]. Similarly, it will be assumed that (SSWper) has
a unique smooth enough solution for 0 ≤ t ≤ T . For a theory of local existence-uniqueness of solutions of
(SWper) we refer the reader to [RTT].
Let N be a positive integer, h = 1/N , and xj = jh, 0 ≤ j ≤ N . For integer r ≥ 2 let Sh be the
N -dimensional space of smooth 1-periodic splines, i.e.
Sh = {φ ∈ Cr−2per [0, 1] : φ
∣∣
[xj ,xj+1]
∈ Pr−1 , 1 ≤ j ≤ N − 1}.
It is well known that Sh has the approximation property that given w ∈ Hsper, where 1 ≤ s ≤ r, there exists
a χ ∈ Sh such that
s−1∑
j=0
hj‖w − χ‖j ≤ Chs‖w‖s, 1 ≤ s ≤ r, (6.1)
where C is a constant independent of h and w. In addition, the inverse inequalities (2.3) and (2.4) hold in
the present framework as well. Following Thome´e and Wendroff, [TWe], one may construct a basis {φ}Nj=1
of Sh, with supp(φj) = O(h), such that for a sufficiently smooth 1-periodic function w, the associated
quasiinterpolant
Qhw =
N∑
j=1
w(xj)φj ,
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satisfies
‖w −Qhw‖ ≤ Chr‖w(r)‖. (6.2)
In addition, it follows from [TWe] that the basis {φ}Nj=1 may be chosen so that the following properties hold:
(i) If ψ ∈ Sh, then
‖ψ‖ ≤ Ch−1 max
1≤i≤N
|(ψ, φi)|. (6.3)
(ii) Let w be a sufficiently smooth 1-periodic function and ν, κ integers such that 0 ≤ ν, κ ≤ r − 1. Then(
(Qhw)
(ν), φ
(κ)
i
)
= (−1)κhw(ν+κ)(xi) +O(h2r+j−ν−κ), 1 ≤ i ≤ N, (6.4)
where j = 1 if ν + κ is even, and j = 2 if ν + κ is odd.
(iii) Let f , g be sufficiently smooth 1-periodic functions and ν and κ as in (ii) above. Let
βi =
(
f(Qhg)
(ν), φ
(κ)
i
)− (−1)κ(Qh[(fg(ν))(κ)], φi), 1 ≤ i ≤ N.
Then
max
1≤i≤N
|βi| = O(h2r+j−ν−κ), (6.5)
where j as in (ii).
The semidiscretizations of the two systems are defined as follows. In the case of (SWper) we seek ηh,
uh : [0, T ]→ Sh satisfying
(ηht, φ) + (uhx, φ) + ((ηhuh)x, φ) = 0, ∀φ ∈ Sh, 0 ≤ t ≤ T,
(uht, χ) + (ηhx, χ) + (uhuhx, χ) = 0, ∀χ ∈ Sh, 0 ≤ t ≤ T,
(6.6)
ηh(0) = η0,h, uh(0) = u0,h,
where η0,h, u0,h ∈ Sh are any approximations of η0, u0 in Sh satisfying ‖η0,h − η0‖ + ‖u0,h − u0‖ = O(hr).
The analogous semidiscrete i.v.p. for (SSWper) is
(ηht, φ) + (uhx, φ) +
1
2 ((ηhuh)x, φ) = 0, ∀φ ∈ Sh, 0 ≤ t ≤ T,
(uht, χ) + (ηhx, χ) +
1
2 (ηhηhx, χ) +
3
2 (uhuhx, χ) = 0, ∀χ ∈ Sh, 0 ≤ t ≤ T,
(6.7)
ηh(0) = η0,h, uh(0) = u0,h,
with η0,h, u0,h as above. It is clear that (6.6) has a unique solution locally in time and due to the conservation
property (2.10), which holds for solutions of (6.7) as well, (6.7) has a unique solution in any temporal interval
[0, T ].
The error analysis in the case of (SSWper) is straightforward due to the symmetry of the system. We first
estimate a truncation error for the system (6.7) defined for all t ∈ [0, T ] in terms of the quasiinterpolants of
η and u.
Lemma 6.1. Let (η, u) be the solution of (SSWper) and H = Qhη, U = Qhu. Define ψ and ζ ∈ Sh so that
for 0 ≤ t ≤ T
(Ht, φ) + (Ut, φ) +
1
2 ((HU)x, φ) = (ψ, φ), ∀φ ∈ Sh, (6.8)
(Ut, χ) + (Ht, χ) +
1
2 (HHx, χ) +
3
2 (UUx, χ) = (ζ, χ), ∀χ ∈ Sh. (6.9)
Then, there is a constant C independent of h, such that
‖ψ(t)‖+ ‖ζ(t)‖ ≤ Chr, 0 ≤ t ≤ T. (6.10)
Proof. Applying (6.4) and (6.8) and using the first p.d.e. of (SSWper) yields for 1 ≤ i ≤ N , t ∈ [0, T ]
(ψ, φi) = h(ηt + ux)(xi, t) +
1
2 ((HU)x, φi) +O(h
2r+1)
= −h2 (ηu)x(xi, t) + 12 ((HU)x, φi) +O(h2r+1)
= 12
(
[(HU)−Qh(ηu)]x, φi
)
+O(h2r+1).
Since
HU −Qh(ηu) = ηu− εu− eη + εe−Qh(ηu),
44
where ε := η −H , e := u− U , we have, using (6.5), for 1 ≤ i ≤ N
(ψ, φi) =
1
2
(
(εe)x, φi
)
+ 12 (εu, φ
′
i) +
1
2 (eη, φ
′
i) +
1
2
(
(ηu)x −Qh[(ηu)x], φi
)
+ 12
(
Qh[(ηu)x]− [Qh(ηu)]x, φi
)
+O(h2r+1)
= 12
(
(εe)x, φi
)− 12((ηu)x −Qh[(ηu)x], φi)+O(h2r+1).
Therefore, by (6.3) we obtain, using (6.1) and (6.2)
‖ψ‖ ≤ C‖ε‖1‖e‖1 +O(hr) ≤ Chr.
The analogous estimate for ‖ζ‖ follows along similar lines. 
We now proceed to prove an optimal-order L2-error estimate for the solution of (6.7).
Proposition 6.1. Let (η, u), (ηh, uh) be the solutions of (SSWper), (6.7), respectively. Then
max
0≤t≤T
(‖η − ηh‖+ ‖u− uh‖) ≤ Chr. (6.11)
Proof. Let θ := H − ηh = Qhη− ηh and ξ := U − uh = Qhu− uh. Then, from (6.7) and (6.8), (6.9) we have
for t ∈ [0, T ]
(θt, φ) + (ξx, φ) +
1
2
(
(Hξ + Uθ − θξ)x, φ
)
= (ψ, φ), ∀φ ∈ Sh, (6.12)
(ξt, χ) + (θx, χ) +
1
2
(
(Hθ)x − θθx, χ
)
+ 32
(
(Uξ)x − ξξx, χ
)
= (ζ, χ), ∀χ ∈ Sh, (6.13)
Taking φ = θ in (6.12), χ = ξ in (6.13), adding the resulting equations, and using periodicity we obtain for
0 ≤ t ≤ T
1
2
d
dt (‖θ‖2 + ‖ξ‖2) + 12 (Hxθ, ξ) + 14 (Uxθ, θ) + 34 (Uxξ, ξ) = (ψ, θ) + (ζ, χ). (6.14)
From (6.2) and the inverse inequalities we have for 0 ≤ t ≤ T ‖Hx‖∞ ≤ C, ‖Ux‖∞ ≤ C, where C is
independent of h. Therefore it follows from (6.10) and (6.14) that for 0 ≤ t ≤ T
1
2
d
dt(‖θ‖2 + ‖ξ‖2) ≤ C(‖θ‖2 + ‖ξ‖2 + h2r).
An application of Gronwall’s lemma, (6.2), and our choice of η0,h and u0,h yield now the desired estimate
(6.11). 
We now estimate the errors of the semidiscrerization of (SWper). As before we may prove
Lemma 6.2. Let (η, u) be the solution of (SWper) and H = Qhη, U = Qhu. Define ψ, ζ ∈ Sh so that for
t ∈ [0, T ]
(Ht, φ) + (Ux, φ) + ((HU)x, φ) = (ψ, φ), ∀φ ∈ Sh, (6.15)
(Ut, χ) + (Hx, χ) + (UUx, χ) = (ζ, χ), ∀χ ∈ Sh. (6.16)
Then, for some constant C independent of h, we have
‖ψ(t)‖+ ‖ζ(t)‖ ≤ Chr, 0 ≤ t ≤ T. (6.17)
The proof of the main error estimate for (SWper) is not as straightforward as that of the symmetric system
but goes through if we use ideas from the proof of Proposition 2.2.
Proposition 6.2. Let (η, u) be the solution of (SWper). Then, for h sufficiently small, (6.6) has a unique
solution (ηh, uh) for 0 ≤ t ≤ T , satisfying
max
0≤t≤T
(‖η − ηh‖+ ‖u− uh‖) ≤ Chr. (6.18)
Proof. We let again θ := H−ηh = Qhη−ηh and ξ := U−uh = Qhu−uh. Then, from (6.6) and (6.15)-(6.16),
we have, while the solution of (6.6) exists,
(θt, φ) + (ξx, φ) + ((Hξ + Uθ − θξ)x, φ) = (ψ, φ), ∀φ ∈ Sh, (6.19)
(ξt, χ) + (θx, χ) + ((Uξ)x − ξξx, χ) = (ζ, χ), ∀χ ∈ Sh. (6.20)
Putting φ = θ in (6.19) and using periodicity we have
1
2
d
dt‖θ‖2 + (ξx, θ) + ((Hξ)x, θ) + 12 (Uxθ, θ)− 12 (ξxθ, θ) = (ψ, θ). (6.21)
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Now, using the inverse inequalities and (6.2) we see that
((Hξ)x, θ) = ((ηξ)x, θ) + ((H − η)xξ, θ) + ((H − η)ξx, θ) ≤ ((ηξ)x, θ) + C‖ξ‖‖θ‖. (6.22)
Let th > 0 denote a maximal value of t such that (ηh, uh) exists and ‖ξx‖∞ ≤ 1 for 0 ≤ t ≤ th, and suppose
that th < T . From (6.21), (6.22) and (6.17) we conclude then that
1
2
d
dt‖θ‖2 − (θx, γ) ≤ C(hr‖θ‖+ ‖ξ‖‖θ‖), 0 ≤ t ≤ th, (6.23)
where γ := (1 + η)ξ.
We put now in (6.20) χ = Pγ = P [(1 + η)ξ], where P is the L2-projection on Sh, and obtain for 0 ≤ t ≤ th
(ξt, (1 + η)ξ) + (θx, Pγ) = −((Uξ)x − ξξx, Pγ) + (ζ, Pγ). (6.24)
Now, using periodicity, we have
((Uξ)x, Pγ) =(Uξx, Pγ − γ) + (Uxξ, Pγ − γ) + (Uxξ, (1 + η)ξ)
− ((U(1 + η))x, ξ2).
Using again the superapproximation property (2.23) which holds in the space of periodic splines as well, the
fact that ‖U‖1,∞ ≤ C, and inverse properties we obtain from the above
((Uξ)x, Pγ) ≤ C‖ξ‖2. (6.25)
Using, in addition, the fact that ‖ξx‖∞ ≤ 1 in [0, th], we also have
(ξξx, Pγ) = (ξξx, Pγ − γ) + (ξξx, γ) ≤ C‖ξ‖2. (6.26)
Therefore, by (6.16), (6.25), (6.26), and (6.24) we have
(ξt, (1 + η)ξ) + (θx, Pγ) ≤ C(hr‖ξ‖+ ‖ξ‖2), 0 ≤ t ≤ th. (6.27)
Adding (6.23) and (6.27) we see that
1
2
d
dt‖θ‖2 + (ξt, (1 + η)ξ) + (θx, Pγ − γ) ≤ C
(
hr(‖ξ‖+ ‖θ‖) + ‖ξ‖2 + ‖θ‖2).
As in the proof of Proposition 2.2 we have, mutatis mutandis, that
‖θ(t)‖ + ‖ξ(t)‖ ≤ Chr, 0 ≤ t ≤ th,
for a constant C independent of h. It follows that ‖ξx‖∞ ≤ Chr−3/2, i.e. that th is not maximal if h is
chosen sufficiently small. The result of the proposition now follows in the standard manner. 
6.2. Existence-uniqueness of solutions of (SSW). As was already mentioned in the Introduction, Petcu
and Temam, [PT], proved existence and uniqueness of solutions of (SW). In our notation their result is
Theorem 6.1. Let u0, η0 ∈ H2 and α be a constant such that 1 + η0(x) ≥ 2α > 0, x ∈ [0, 1]. Then there
exists a T∗ > 0 depending on ‖u0‖2, ‖η0‖2, and a unique solution (u, η) of (SW) for 0 ≤ t ≤ T∗ such that
(u, η) ∈ L∞(0, T∗;H2). Moreover 1 + η0(x) ≥ α ∀t ∈ (0, T∗).
In the course of the proof it is shown that u ∈ L∞(0, T ;H2 ∩ H10 ), that ut, ηt ∈ L∞(0, T∗;H1) and
ηx(0, t) = ηx(1, t) = 0 for 0 < t < T∗; it is also assumed that u0(0) = u0(1) = 0 and η
′
0(0) = η
′
0(1) = 0.
Following the steps of the proof of Theorem 6.1 in [PT], it is straightforward to show that a similar result
holds for (SSW). In fact the proof is simpler due to the symmetry of the system in (SSW); we just state the
result
Theorem 6.2. Let u0 ∈ H2 ∩ H10 , η0 ∈ H2 with η′0(0) = η′0(1) = 0, and α be a constant such that
1+ 12η0(x) ≥ 2α > 0, x ∈ [0, 1]. Then, there exists a T∗ > 0 depending on ‖u0‖2, ‖η0‖2, and a unique solution
(u, η) of (SSW) for 0 ≤ t < T∗ such that u ∈ L∞(0, T∗;H2∩H10 ), η ∈ L∞(0, T∗;H2), ut, ηt ∈ L∞(0, T∗;H1).
Moreover 1 + 12η(x, t) ≥ α > 0 for (x, t) ∈ [0, 1]× [0, T∗) and ηx(0, t) = ηx(1, t) = 0 for 0 ≤ t < T∗.
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6.3. Comparison of SW and SSW for small-amplitude solutions. As is well known, the system of
shallow water equations (which has been written thusfar in terms of nondimensional, unscaled variables) is
derived from the 2D-Euler equations for surface water waves in the long-wave regime, i.e. when σ := h0λ <<
1, where h0 is the depth of the horizontal channel and λ is a typical wavelength. Under the additional
assumption that the wave amplitude is small, i.e. when ε := αh0 << 1, one may formally derive, cf. [P],
[BCS], from the Euler equations one of the original versions of a Boussinesq system written in nondimensional,
scaled variables in the form
ηt + ux + ε(ηu)x +
σ2
3 uxxx = O(εσ
2, σ4),
ut + ηx + εuux = O(εσ
2, σ4),
where u denotes the horizontal velocity at the free surface and η is the displacement of the free surface from
its rest position. (Here x ∈ R is proportional to length along the channel and t ≥ 0 is proportional to time.)
If we assume that the dispersive effects are small, in the sense that ε ∼ σ, we obtain
ηt + ux + ε(ηu)x = O(ε
2),
ut + ηx + εuux = O(ε
3),
from which, replacing the right-hand side be zero, we get the system
ηt + ux + ε(ηu)x = 0, (6.28)
ut + ηx + εuux = 0, (6.29)
a scaled version of the shallow water equations valid for small-amplitude waves in the regime ε ∼ σ << 1.
Making in (6.28)-(6.29) the nonlinear change of variable v = u(1 + ε2η), used in [BCL] in the context of
dispersive waves, we obtain that
ηt + vx +
ε
2 (ηv)x = O(ε
2),
vt + ηx +
ε
2ηηx +
3ε
2 vvx = O(ε
2),
i.e. that (η, v) satisfy a scaled version of the symmetric shallow water equations which is formally equivalent
as a model up to O(ε2) terms to the scaled shallow water system.
Let now (ηs, us) denote the solution of the Cauchy problem for the symmetric system
ηst + u
s
x +
ε
2 (η
sus)x = 0, (6.30)
ust + η
s
x +
ε
2η
sηsx +
3ε
2 u
susx = 0, (6.31)
for x ∈ R, t ≥ 0, with initial data
ηs(x, 0) = ηs0(x), u
s(x, 0) = us0(x), x ∈ R, (6.32)
and consider the Cauchy problem for the system (6.28)-(6.29) with initial conditions
η(x, 0) = η0(x), u(x, 0) = u0(x), x ∈ R. (6.33)
Using the theory of local existence for initial-value problems for quasilinear hyperbolic systems, [M], [T],
and examining the proofs of Proposition 4 and Corollary 2 of [BCL], we may conclude that the results of
[BCL] hold also in the non-dispersive case, and specifically for the initial-value problems (6.28), (6.29),
(6.33) and (6.30)-(6.32). In particular, if (ηs0, u
s
0) ∈
(
Hℓ(R)
)2
for some ℓ > 3/2, there exists T0 >
0 independent of ε and a unique solution (ηs, us) ∈ C([0, T0ε ]; (Hℓ(R))2) of (6.30)-(6.32). In addition,
‖(ηs, us)‖
Wk,∞
(
0,
T0
ε ;(H
ℓ−k(R))2
) ≤ C0 for some constant C0 independent of ε and for all k such that ℓ−k > 3/2.
An entirely analogous result (with different constants T ′0 and C
′
0) holds for the solutions (η, u) of the initial-
value problem for the shallow-water system (6.28),(6.29), (6.33). Under these hypotheses and if
ηs0 = η0, u
s
0 = u0(1 +
ε
2η0), (6.34)
and T = min(T0, T
′
0), there exists ε0 > 0 such that for 0 < ε < ε0
‖η − ηs‖L∞(0,t;Hℓ(R)) + ‖u− (1 − ε2ηs)us‖L∞(0,t;Hℓ(R)) ≤ Cε2t, (6.35)
for all t ∈ [0, Tε ] and some constant C independent of ε. If therefore the initial data in (6.32) and (6.33)
are related by (6.34), the solutions (η, u) and (ηs, us) of the two systems (transformed as in (6.35)) differ by
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an amount of at most O(ε2t) for t up to O(T/ε). (Note that initially smooth solutions of both systems are
expected in general to develop singularities after times of O(1/ε).)
We will now investigate by computational means whether an estimate of the form (6.35) holds also in the
case of initial-boundary value problems for the two systems when they are posed on a finite interval, say
on [0, 1], with the velocity variable equal to zero at the endpoints. We consider therefore the ibvp’s (SWε)
consisting of (6.28) and (6.29) for x ∈ [0, 1], t ≥ 0, initial conditions of the form (6.33) for x ∈ [0, 1] and
boundary conditions u(0, t) = u(1, t) = 0 for t ≥ 0, and the analogous problem (SSWε) consisting of (6.30)-
(6.32) for x ∈ [0, 1], t ≥ 0, and boundary conditions us(0, t) = us(1, t) = 0, t ≥ 0. (Note that the change of
variables us = u(1 + ε2η) preserves the homogeneous boundary conditions on the velocity.) We solve both
problems numerically using cubic splines on a uniform mesh in space coupled with the third-order Shu-Osher
temporal discretization with h = 10−3, k = 10−3, taking as initial conditions for (SWε) the functions
η0(x) = 1, u0(x) = x(x− 1), x ∈ [0, 1],
and for (SSWε) η
s
0 = η0, u
s
0 = u0(1 +
ε
2η0). In Figure 6.1 we plot as functions of t the quantities
L2 − error := ‖η − ηs‖+ ‖u− us(1− ε2ηs)‖,
H1 − error := ‖η − ηs‖1 + ‖u− us(1 − ε2ηs)‖1,
where (η, u) and (ηs, us) are the numerical approximations of the solutions of (SWε) and (SSWε), respectively,
evolving from the stated initial conditions for various values of ε. For values of ε up to 10−3 the temporal
profile is practically linear up to about t = 300 and the same is observed for ε = 10−2 up to about t = 100
for the L2-error. In the case ε = 10−2 - note the change of scale in the t-axis in the figure - a singularity
starts developing after about t = 120 (when tε = O(1)). In Table 6.1 we present the values of the L2- and
H1-errors from the same computations at t = 50, 100, 200, 300 as functions of diminishing ε in the range
where the models are valid, i.e. before singularities emerge. The computed numerical orders of convergence
in ε for each fixed t are practically equal to 2.
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Figure 6.1. L2 and H1 norms of the differences
(
η− ηs, u−us(1− ε2ηs)
)
(“L2,H1-errors”)
as functions of t for ε = 10−4, 10−3, 10−2.
time = 50 time = 100 time = 200 time = 300
ε L2-error order L2-error order L2-error order L2-error order
10−2 5.7064(−04) 1.3102(−03)
10−3 4.9362(−06) 2.0630 9.8992(−06) 2.1217 2.0206(−05) 3.1706(−05)
10−4 4.9224(−08) 2.0012 9.8437(−08) 2.0024 1.9688(−07) 2.0113 2.9536(−07) 2.0308
10−5 4.9214(−10) 2.0001 9.8415(−10) 2.0001 1.9682(−09) 2.0001 2.9523(−09) 2.0002
time = 50 time = 100 time = 200 time = 300
ε H1-error order H1-error order H1-error order H1-error order
10−2 2.9087(−03) 1.9463(−02)
10−3 2.1336(−05) 2.1346 4.2709(−05) 2.6587 8.6497(−05) 1.3853(−04)
10−4 2.1254(−07) 2.0017 4.2482(−07) 2.0023 8.4936(−07) 2.0079 1.2740(−06) 2.0364
10−5 2.1305(−09) 2.0000 4.2485(−09) 2.0000 8.4888(−09) 2.0003 1.2725(−08) 2.0005
Table 6.1. Data of Figure 6.1. L2- and H1- errors at t = 50, 100, 200, 300 as functions of
ε, and order of convergence as ε→ 0.
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