Synchronous generators are characterized by a nonlinearly interacting electrical and mechanical dynamics. Accurate and robust state reconsh-uction of this machine by an observer should be based on its nonlinear dynamic behavior to avoid intolerable errors. The authors of this paper had published a methodical design of a fill1 order nonlinear observer for turbogenerator systems and organized its experimental validation on a 120 MVA and 1000 MVA synchronous generators at Gud-Power Station in south Munich (Germany) and the Nuclear Power Station of Gosgen (Switzerland), Measured results from these power stations have proved a quite effectiveness of the proposed methodology on getting a stationary robust state reconstruction. However, some transient results are characterized with state oscillations. To prevent such transient oscillations, this paper introduces an optimum technique for the selection of the observer feedback constants. Moreover, additional signals, such as real, reactive and apparent power as well as the amplitude of the stator current are used for the observer feedback. These signals have proved to enhance damping of the observer states transient oscillations.
model around a nominal operating point [17-201. These observers fail in estimating the unmeasurable state variables if the external disturbances are increased or the operating conditions are changed. Also, it is not clear how robust are these observers with respect to various types of power system faults. The first nonlinear observer of Osman and Now Eldin [I] applies the complete nonlinear 7'" order model of the synchronous generator and shows robusmess against network voltage disturbances, network impedance disturbances as will as driving torque changes. The proposed nonlinear observer have proved to give an exact estimation of the internal states, such as rotor currents, the polar angle, the polar voltage and the stator and rotor k e s , of the turbogenerator system [I-5, 21, 22, 25, 27] . The performance of this nonlinear observer is advantageous due to its independence on the present operating point. Therefor, there is no need to update the observer parameters through parameter estimation techniques or using adaptive feedback. The observer have also proved to be neutral in different control applications. In Osman and Now Eldin [I-31 an excitation system for the synchronous generator is designed using signals from the nonlinear observers and has proved to be effective. Also, this observer has been applied to generate the necessary signals required for damping subsynchronous resonance oscillations (SSR) [25] . Different control strategies such as excitation control system, static var compensators (SVC), and combined controllers of excitation and SVC systems were also applied with feedback signals from the nonlinear observer and resulted in a very acceptable SSR damping performance [25] .
The proposed observer for the synchronous generator is a nonlinear one with constant feedback. It has been shown that pole assignment can be used to determine exactly the feedback constants of electrical state reconstruction [I-41. Unfortunately, the slow mechanical stkes are highly nonlinear which means that the above pole assignment technique couldn't be applied to calculate the feedback constants for this part. To solve this problem the authors of this paper have proposed two methodologies, whose results are to be published recently, to help finding the observer feedback constants for the mentioned slow mechanical states. The frrst methodology depends on applying Liapunov's stability theorems. A second order Liapunov function is introduced. Based on the energy interpretations of its terms, the necessary and sufficient conditions for the asymptotic stability of this nonlinear observer are derived. The second one applies an estimation procedure in order to find out the real stability region in parameter space of the proposed h l l order nonlinear observer. Though these methods are necessary for analyzing the overall system stability and give very important hints on the boards of the machine as well as the nonlinear observer stability, they can't be used to determine exactly the values of the feedback constants for the state reconstruction of the nonlinear mechanical part. Trial and error procedures to select these feedback constants within the boards derived from the above methodologies have proved inefficiency and are sometimes accompanied by oscillations in observer states especially in transient conditions. To prevent such transient oscillations, this paper introduces an optimum technique for the selection of the observer feedback constants. Moreover, additional signals, such as real, reactive and apparent power as well as the amplitude of the stator current are used for the observer feedback. These signals have proved to enhance damping ofthe observer states transient oscillations. 
2.The synchronous generator model

Figure (1) Synchronous Generntor Model Connected To Infinite Bus
The electrical subsystem
The matrices L, R are given in the appendix 
The mechanical subsystem
dt where me/ = ki, + (xd-3~~) id iq -(id iQ -iD iq )
Internal variables
The nonlinear state observer for the synchronous generator
Generally, state reconstruction observers use a copy of the systemmodel equations to generate the reconstructed states. By appropriate feedback the output estimation error and the resulting state error asymptotically vanishes. The state reconstruction observer for the synchronous generator that will be used in this paper ( Fig. 2 ) is a nonlinear observer with a constant feedback matrix. It has been shown in 11 -5,2 1,22, 25, 27] that the electrical and the mechanical parts can be regarded independently of each other.
Figure (2) The synchronous generator model and its nonlinear state observer
For the electrical part, the suitable measured state which guarantees global and local observability is the field current. It has been also shown that the well establishedpole assignment technique can be used to obtain the feedback coefficients [I-5, 21, 22, 25, 27] and insure that the reconstruction error for this electrical part asymptotically vanishes. In the mechanical dynamics side, measured slip serves as the measured variable. In a paper under publication , the authors have introduced a Liapunov's stability based technique to find out the boards of the corresponding feedback parameters for this "slow" mechanical subsystem. However, this paper presents an optimum technique for the precise selection of these feedback constants. Moreover, additional signals, such as real, reactive and apparent power as well as the amplitude of the stator current are used for the observer feedback. These signals have proved to enhance damping of the observer states transient oscillations.
The equations for the nonlinear state observer for the turbugenerator [l-5, 21, 22, 25, 27] are:
Figure (3) Additinnl feedback variables
4.MuItidimensional Optimization Methods
The purpose of this study is to find out the feedback coefficients of the nonlinear observer based on optimum methods. Also, additional feedback signals are used to prevent observer states transient oscillations. In both cases, it is required to frnd out a specific number of input variables which minimizes the difference between the reference and actual values of the oscillatory states of the nonlinear observer. Such difference will be calculated as integration of the sum of weighted differences in a form like:
where:
x : is an n-dimensional input vector. ti,-: is the time during which the reference value is kept constant. p : is exponent of the weighting time. y : is an m-dimensional reference vector.
-A y : is an m-dimensional observer vector.
w : is an m-dimensional weighting vector.
q .' evaluation of the di3e~ence (q=I .for the value, q=2 for the quadratic difference)
In the above equation (4. I), the integration will be digitally calculated. Therefor, a sum form is used instead of an integral one. Several methods may be found in the letrature[28-311 for the purpose of multidimensional optimization. In this study, two algorithms are implemented to optimize eqn. (4.1). A summary of them can be explained as follows:
Pattern-Search-Algorithm
The pattern search method is usually used to optimize nonlinear complex systems. In this study some modifications are performed to realize its practical implementation. At first an output point "e.g. PC of the optimization have to be selected. In order to achieve a minimized objective function, this point will be described through an n-dimensional vector "
x" whose components are considered to be variable parameters. Beginning &om a basis point "B, " , a local search for the direction at which the object function is reduced will be started.
Accordingly an n-number of search trials with corresponding "x, ,j= 1...nn in both positive and negative directions are processed around a step width of "S, ". This leads to a decision about the objective function tendence. If the objective function is becoming reduced, then it means that one have achieved a successful step toward optimization. Consequently, the search process of the parameter "x,+~ " will be started from the resulted new improved basis point
The successfbl search trails vector of the " ith " optimization steps may be expressed as follows:
with where: +Sy is a search movement in the positive successful direction.
: 0 is unsuccessful search movement.
where: -Sy is a search movement in the negative successful. direction.
Such vector helps to construct and modify the pattern at which the strongest reduction of the objective function in an n-dimensional space and consequently finding out the most probable successful optimization step direction.
The vector of search step " includes a series of past informations about the search trial movements and above all those successful pattern steps. An alternative search step " will be necessary only if the search step "&,, " doesn't lead to any successful tendency.
Following are constraints to the search step: &I, =Sp?r-t.l +.f% f : Scalar value 2 I , pee selective (in [28] ; j=2)
5: Vector ofsuccessful trail movements (for the i-th optimization step)
One should note that a great improvement to the objective function minimization depends essentially on the search step width "S,. ". A convergence improvement may be obtained if the seasch step width is enlarged. This can be detected if, in case of successful search, the variation of the objective function is no longer be remarkable. However, a maximum limits of the step width have to be considered.
Direction Set-(Powell-) Algorithm
Details of this method can be found in [30,3 11. The used algorithm works essentially as previously mentioned in pattern search method with the difference that the minimization begins from a starting point and go forward in one direction. In this study the method is applied with additional minimization to the search trial movements and consequently optimizing the pattern steps.
Experimental Implementation And Results
In this work a realization of the synchronous machine nonlinear observer on a laboratory transputer system has been performed. The necessary measurements has been taken fi-om a 120 W A and 1000 MVA synchronous generators at Gud-Power Station in south Munich (Germany) and the Nuclear Power Station of Gosgen (Switzerland). The measured data are stored as look up tables to be processed from the developed simulation CAD-program package. Details of on line realization of the s o h a r e package on a transputer network can be found in [32] . This paper is concerned essentially to the effect of additional feedback fi-om real, reactive and apparent power as well as the amplitude of the stator current on the optimization process. The main objective is to minimize the observer states transient oscillations. The results of an example of experimental implementation on a Gas-turbo-Generator is given in the following.
As previously mentioned, some transient results are characterized with state oscillations. This is clear fi-om the curves of Fig.4 . To prevent such transient oscillations, this paper introduces an optimum technique for the selection of the observer feedback constants. At first additional signals are added in the feedback loop as shown in Fig.3 . The previously explained optimization algorithms are applied for different switching cases (and consequently different machine operating data) with an objective function as that given in Eq.(4.1) which is described with weighting sums of the oscillatory field current, reactive power, active power and slip. The value of the objective function with and without additional signals will be compared for every additional feedback signal. This allows to find out which additional signal is mostly effective. Results of this test for different additional signals is summarized in Tables (1 -a OFAv. : Objective function with middle value of the feedback vector. IAV : Improvement (OFAV,/OFv).
From these tables, it is clear that an improvement in the observer behavior independent on the additional feedback signals has been reached. The oscillations are also becoming effectively smaller than those without additional feedback signals. Specially good results are noted in case of using the reactive power as feedback signal which also leads to a very improved active power reconstruction. This can be obviously detected from the considerably reduced values obtained of the objective functions (Compare the gray shaded row of Tables (1 -a, 1 -b, 1 -c. 1 -d)). Simulation results given in Fig.5 assures such results at different switching cases. The c&ves of Fig.5 , also, show that the use of additional signals give an efficient reduction to the oscillatoiy states. Again, Fig. (5-b) insures that the best results can be obtained if additional feedback from the reactive power are implemented.
Conclusions
This paper has proposed experimental realization of optimum algorithms for the determination of the feedback coefficients of a synchronous generator nonlinear observer. Based on real machine measurements and additional feedback signals, the optimum algorithms has been implemented to introduce the required damping of the oscillatory observer states. Results have proved that applying the optimization algorithms with the additional signal from the reactive power leads to minimum states oscillations. 
