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ESCUELA DE POSGRADO
INESTABILIDADES DE UN FRENTE DE
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1.1.2 Método Impĺıcito de Dirección Alternante - IDA . . . . . . . . 5
1.1.3 Método Localmente Unidimensionales . . . . . . . . . . . . . . 6
1.2 Reacción-Difusión . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
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2.15 Intermitencia Caótica . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
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Se estudian los frentes de propagación en una región de dos dimensiones con forma
de un tubo rectangular finito en sistemas isotérmicos autocataĺıticos. Enfocamos el
caso donde dos especies intervienen en una reacción y estas especies tienen coefi-
cientes de difusión que pueden diferenciarse significativamente en magnitud. En las
configuraciones de dos dimensiones, con diferentes coeficientes de difusión, los frentes
de propagación pueden convertirse en inestables. La inestabilidad ocurre cuando la
razón de los coeficientes de difusión excede de un valor cŕıtico. La forma espacio
temporal de los frentes no planos en tales sistemas dependen del dominio rectan-
gular perpendicular al frente, generándose para tiempos largos, intermitencias bien
definidas separadas en cada intervalo de tiempo. A medida que se incrementa el
ancho del dominio rectangular, aparece el caos. También estudiamos las formas de
propagación de los frentes cuando el ancho del dominio es mas grande que el largo
del tubo, notándose simetŕıa de acuerdo a las condiciones iniciales hasta un cierto
tiempo y luego se rompe la simetŕıa para tiempos posteriores. Por último al sistema
reacción-difusión cúbica le inclúımos un flujo advectivo de Poiseuille que dan como
resultado dominio de frentes simétricos y asimétricos variando la velocidad promedio
del flujo desde valores negativos a valores positivos.
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Introducción
El modelado y análisis de la dinámica de mezclas qúımicas por medio
de ecuaciones diferenciales es una de las principales preocupaciones de
los teóricos de la ingenieŕıa qúımica. Estas ecuaciones toman a menudo la
forma de sistemas de ecuaciones diferenciales parciales de forma parabólica
no lineal, o ecuaciones de reacción-difusión; cuando hay difusión de sus-
tancias qúımicas involucradas. Una buena descripción de modelamiento
y análisis, puede obtenerse en las obras de R. Aris [1] The mathemati-
cal theory of diffusion and reaction in permeable catalysis, que aśı mismo
fué uno de los principales contribuyentes a la teoŕıa. El entusiasmo por
los modelos desarrollados ha sido compartida por parte de la comunidad
matemática, y estos modelos han de ser siempre una motivación con al-
gunos resultados matemáticos hermosos [2].
Hay analoǵıas entre las reacciones qúımicas y ciertos sistemas biológicos.
Una analoǵıa es la de un solo organismo vivo que es una estructura
dinámica construida de moléculas e iones, donde muchos de ellos reac-
cionan y difunden. Otra analoǵıa es por ejemplo, el potencial eléctrico
de una membrana que puede difundirse como una sustancia qúımica, y
por supuesto puede interactuar con otras especies (iones), que son trans-
portados a través de la membrana. Estos hechos dieron lugar a Hodgkin y
Huxley de medir el modelo de la propagación de las señales nerviosas. En
el nivel de las poblaciones, las personas interactúan y se mueven, por lo
que no es de extrañar que aqúı, de nuevo, los modelos más simples de in-
teracción-migración en el espacio-tiempo tienen el mismo aspecto general
que la de los sistemas de reacción-difusión [2].
Sin embargo, será evidente que los ejemplos dados, las observaciones for-
muladas, y temas elegidos, están inclinados hacia posibles aplicaciones
biológicas. Esto refleja el interés general que se ha desarrollado en el
uso de las ecuaciones de reacción-difusión para hacerse una idea de la
dinámica y la estructura de comunicación biológica en los organismos. Un
buen ejemplo de este interés se ve en la monograf́ıa de Nico1is y Prigogine
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[3], que proporciona una buena visión general del estudio de la autoor-
ganización de los fenómenos en muchas ciencias, como la bioloǵıa. Es
claro que las ecuaciones de reacción-difusión son muy relevantes aqúı. Los
fenómenos de autoorganización fueron aumentando (Prigogine y Nico1is
[4]; G1ansdorff y Prigogine [5]) a la idea de Estructura disipativa, que en el
contexto de reacción-difusión puede ser modelado por soluciones estables
de las ecuaciones, que no son constantes en el espacio-tiempo.
En nuestro estudio aqui veremos el sistema reacción-difusión cúbica apli-
cado a una reacción qúımica que implica un fenómeno de intermitencia
que relaciona a un comportamiento complejo para tiempos muy largos.
En el primer caṕıtulo trataremos aspectos teóricos del sistema reacción-
difusión aśı como el desarrollo de la técnica numérica de diferencias fini-
tas para solucionar una ecuación diferencial parcial parabólica en dos di-
mensiones. En el segundo caṕıtulo daremos solución al sistema reacción-
difusión cúbica en dos dimensiones. Y finalmente haremos las conclusiones




Aqúı primero identificamos una ecuación diferencial parcial del tipo parabólico lineal
en dos dimensiones y aplicaremos tres métodos numéricos para resolver la ecuación.
Luego definiremos el sistema reacción-difusión, y después el sistema reacción-difusión
cúbica en el que se refiere a una reacción qúımica del tipo A + 2B → 3B. Como
veremos en el siguiente caṕıtulo este sistema de reacción-difusión cúbica llegan a tener
comportamientos caóticos, es entonces que damos una noción de caos y el fenómeno
de intermitencia. Además consideramos la propagación del frente de reacción en un
flujo externo, que es el caso del flujo de Poiseuille.
1.1 Ecuaciones Parabólicas en dos Dimensiones
Las ecuaciones diferenciales parciales parabólicas se obtienen en muchas aplicaciones
de las ciencias naturales como transferencia de calor en estado transitorio en una
barra delgada, distribución de temperatura sobre la superficie de una placa calen-
tada, difusión de gases, genética poblacional, dispersión de mamı́feros, dinámica de
mezclas qúımicas, etc. Estas ecuaciones se resuelven ya sea por soluciones anaĺıticas
o aplicando técnicas numéricas. En muchos casos la solución anaĺıtica no esta al al-
cance, por lo que dichas soluciones se orientan en soluciones aproximadas. Es decir,
aplicando métodos numéricos podremos visualizar o tener una solución aproximada
de dichas ecuaciones. Una de las técnicas numéricas más utilizadas son el método de
diferencias finitas. En este trabajo hemos utilizado las diferentes técnicas de diferen-
cias finitas para aproximar las derivadas espaciales, mientras que la evolución tempo-
ral del sistema se puede realizar por métodos impĺıcitos o expĺıcitos que describiremos
a continuación. La elección de las técnicas numéricas mucho depende del problema a
tratar como también del recurso computacional.
Entonces veremos tres técnicas numéricas mayor utilizadas en resolver ecuaciones
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diferenciales parciales parabólicas en dos dimensiones.
1.1.1 Método Expĺıcito
El método expĺıcito aplicado en una dimensión, podemos extender a espacios de
mayor dimensión, especialmente cuando la región es rectangular. Sea por ejemplo la
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Figure 1.1: Malla usada usada para la solución por diferencias finitas de la ecuación
diferencial parcial parabólica. a) Malla espacial con dos variables independientes x, y.
b) Malla tridimensional visto de perfil con evolución temporal en el eje vertical.
Es posible obtener una solución aproximada por el método expĺıcito sustituyendo
en la ecuación (1.1) la aproximación de la primera y segunda derivada por diferencias
finitas por la derecha para el tiempo y diferencia finita central para el espacio. Las
caracteŕısticas de la malla se observan en la figura (1.1) donde el punto de la malla




uki+1,j − 2uki,j + uki−1,j
∆x2
+ k
uki,j+1 − 2uki,j + uki,j−1
∆y2
(1.2)
Donde ∆x es el tamaño de paso en la dirección x, ∆y en la dirección y y ∆t























i,j−1) + (1− 2ka − 2kb)uki,j (1.4)
Como en el caso unidimensional, este método está limitado por un estricto criterio
de estabilidad. Cuando el esquema de computación es estable, los errores en cualquier
etapa de cálculo no se amplifican, sino que se atenúan conforme avanza el cálculo.






La dificultad con el empleo del esquema expĺıcito es que las restricciones sobre ∆t
requieren de muchas filas de cálculos. Entonces buscamos un método en el cual ∆t
puede ser hecho más grande sin pérdida de estabilidad.
Como en el caso de sistemas unidimensionales, las técnicas impĺıcitas ofrecen alter-
nativas que garantizan estabilidad. Sin embargo, la aplicación directa de los métodos
impĺıcitos, como la técnica de Crank-Nicholson [6, 7, 8, 9, 10], lleva a la solución
de (m x n) ecuaciones simultáneas. Además, cuando aplicamos para dos dimen-
siones espaciales, estas ecuaciones pierden la valiosa propiedad de ser tridiagonales.
De esta manera, el almacenamiento de la matriz y el tiempo de cálculo llegan a ser
extremadamente grandes.
1.1.2 Método Impĺıcito de Dirección Alternante - IDA
El esquema impĺıcito de dirección alternante o esquema IDA, proporciona un medio
para resolver ecuaciones diferenciales parciales parabólicas en dos dimensiones espa-
ciales usando matrices tridiagonales. Este método fueron propuestos por Paceman y
Rachford que básicamente consiste en utilizar un método de paso fraccionario en el
que el problema algebraico se reduce a dos matrices tridiagonales [9, 11]. El método
consiste en avanzar la solución en un primer semipaso de tiempo ∆t/2, aproximando
la derivada segunda en la dirección del eje x (por ejemplo) por un esquema impĺıcito
























i−1,j = 2(1− kb)uki,j + kb(uki,j+1 + uki,j−1) (1.7)
De este modo en el primer semipaso de tiempo resolvemos el sistema algebraico
(1.7) tridiagonal en la dirección del eje x. En el segundo semipaso utilizamos como
valor inicial el obtenido en el paso previo, se avanza la solución aproximando la
derivada segunda en la dirección y por un esquema impĺıcito y la derivada segunda
























En este segundo paso, resolvemos el sistema algebraico tridiagonal (1.9) en la
dirección del eje y. El método resulta incondicionalmente estable si se tiene la pre-
caución de alternar las direcciones en las que la aproximación se realiza en forma
impĺıcita. De acuerdo a lo anterior, el método IDA de Paceman-Rachford para la
ecuación (1.1) consiste en utilizar en forma alternativa en pasos sucesivos de tiempo
cada uno de tamaño ∆t/2.
1.1.3 Método Localmente Unidimensionales
La escuela de matemática aplicada soviética desarrolló por la misma época métodos
análogos al método IDA y que son conocidos como métodos spliting o métodos lo-
calmente unidimensionales. Estos fueron desarrollados por Godunov, Dyakonov, Ja-































Para avanzar la solución de tk a tk+1 se supone que (1.11) es válida de tk a tk+1/2
y que (1.12) lo es de tk+1/2 a tk+1.
Por lo tanto, las ecuaciones (1.11) y (1.12) pueden resolverse por cualquiera de
los métodos existentes para una dimensión, sean estos expĺıcitos o impĺıcitos. Pero
siempre tomando en cuenta que el resultado de la ecuación (1.11) es la condición
inicial para la solución de la ecuación (1.12).
1.2 Reacción-Difusión
Todos los modelamientos que lleguen a las ecuaciones de reacción-difusión implican
la combinación de dos procesos diferentes: Difusión que se relaciona con movimientos
locales y reacción con respecto a crecimientos, interacciones, cambios de estado. La
difusión es un fenómeno por medio del cual un grupo de part́ıculas se mueven como
grupo de acuerdo a la trayectoria irregular de cada una de las part́ıculas. Aśı los
movimientos particulares irregulares dan como resultado un movimiento regular como
grupo, a este fenómeno se le conoce como proceso de difusión cuya ecuación diferencial
parcial parabólica en un contorno Ω es [12, 13]
∂u(x, t)
∂t






Con la condición inicial u(0, t) = u0(t) y las condiciones de frontera que pueden ser




|Ω (x, t) = 0 (Problema de Neumann).
Donde D es el coeficiente de difusión y u(x, t) puede ser temperatura, conductividad,
densidades poblacionales o cualquier otro fenómeno con carácter difusivo.
Cuando las part́ıculas pueden cambiar su estado, como por ejemplo debido a
interacciones de manera espontánea. Aqúı se habla de reacciones qúımicas o procesos
biológicos. A estas formas de reacción se puede indicar mediante una función
f(x, t, u(x, t)) (1.14)
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Si sumamos los dos procesos anteriores (1.13) y (1.14) obtenemos
∂u(x, t)
∂t
= D∇2u(x, t) + f(x, t, u(x, t)) (1.15)
Con la condición inicial u(0, t) = u0(t) y las condiciones de frontera




|Ω (x, t) = 0 (Problema de Neumann).
A la ecuación (1.15) se le denomina una ecuación de reacción-difusión.
Sistemas de reacción-difusión pueden dar lugar a interesantes fenómenos como
comportamientos asintóticos, múltiples estados estacionarios, estructuras espaciales,
pulso o frentes móviles y oscilaciones. El estudio de estos fenómenos necesita de
una variedad de métodos provenientes de muchas áreas de la matemáticas como, por
ejemplo, análisis numérico, bifurcación, teoŕıa de la estabilidad, teoŕıa de semigrupos,
perturbaciones singulares, espacios de fase, métodos topológicos y muchos otros [13].
Como bien indicamos en los párrafos anteriores, el sistema de reacción-difusión
tiene una gran amplitud de aplicaciones, aśı como también existe una variedad de
métodos matemáticos para abordar dicho sistema. Este trabajo abordará un sis-
tema de reacción-difusión cúbica en una reacción qúımica donde se utilizará técnicas
numéricas para estudiar su comportamiento. Es de esperar que la propagación de los
frentes serán simples hasta complejos, es decir, sus comportamientos serán estables,
inestables y caóticos.
1.2.1 Reacción-Difusión Cúbica
Los sistemas de reacción-difusión cúbica son modelos matemáticos que describen como
una o más sustancias distribuidas en el espacio cambian bajo la influencia de dos
procesos: Reacciones qúımicas en las que las sustancias se transforman las unas en
las otras, y difusión, que provoca que las sustancias se expandan en el espacio.
Los sistemas fuera de equilibrio se describen matemáticamente con ecuaciones
diferenciales parciales no lineales, que evolucionan en el tiempo con las variables
dinámicas. Para los sistemas qúımicos supondremos que el único acople espacial se
debe a la difusión lineal, de manera que se rigen por ecuaciones de tipo reacción-
difusión. Sea entonces, C un vector que incluyen todas las concentraciones de cada




= D∇2C + f(x, t,C, λ)
Donde las componentes del vector f son funciones no lineales de las concentraciones
C, que incluyen la cinética de reacción; D que normalmente es la matriz diagonal en
el que contienen los coeficientes de difusión y λ es un conjunto de parámetros [12].
Este tipo de sistemas presenta en general un comportamiento muy complejo que
normalmente no puede tratarse anaĺıticamente. Sin embargo, es posible obtener in-
formación sobre sus soluciones aproximadas o asintóticas cuando una solución cono-
cida del sistema sufre una inestabilidad al variar uno de los parámetros. En estas
condiciones se puede conocer el comportamiento cerca del umbral mediante técnicas
perturbativas.
En esta tesis nos enfocamos en un sistema de reacción-difusión cúbica [14, 15, 18]
de dos especies cuyos coeficientes de difusión son DA y DB que estan involucradas
mediante una reacción qúımica del tipo
Cuadrático A+B → 2B, Con velocidad v = kqαβ,
Cúbico A+ 2B → 3B, Con velocidad v = kcαβ2.
Aqúı, A es el reactante y B es el autocatalizador, α y β representan las concentra-
ciones de sus especies con su ley de velocidades. El sistema reacción-difusión cúbica
[17] para las especies α y β son
∂α
∂t
= DA∇2α− αβ2, (1.16)
∂β
∂t
= DB∇2β + αβ2. (1.17)
Cuando los coeficientes de difusión son iguales (DA = DB = 1) las ecuaciones
de reacción-difusión (1.16) y (1.17) se condiciona una relación adicional con las con-
centraciones de α y β debido a que se manifiesta la conservación de masa total en
cada punto del espacio, es decir, α + β = 1, dado que para el tiempo inicial esta
relación debe cumplirse en cada punto del espacio. Reescribimos las ecuaciones de
reacción-difusión convirtiéndose en una sola ecuación, es decir
∂α
∂t
= ∇2α− α(1− α)2. (1.18)
Resulta que esta ecuación es imposible de resolver anaĺıticamente, sin embargo,
podemos simplificar aún mas considerando el sistema reacción-difusión en una di-







− α(1− α)2. (1.19)
El análisis en 1D se procede asumiendo que la forma de la frente de onda emerge y
se propaga a velocidad constante c [14]. La ecuación (1.19) podemos transformar en
una ecuación diferencial ordinaria usando nuevas coordenadas de la forma ξ = x− ct.






− α(1− α)2 = 0, (1.20)
con las condiciones a la frontera α = 0 para z → −∞ y α = 1 para z → +∞.





con la velocidad de la onda c = 1/
√
2 [14, 15, 18].
Esta velocidad del frente de onda es muy importante porque trasciende dicha
velocidad cuando tratemos el sistema reacción-difusión en 2D en el siguiente caṕıtulo




El resultado del caos ha recibido considerable atención en las últimas décadas. Du-
rante los 1980s recibe un protagonismo generalizado, incluso algunos cient́ıficos lo han
colocado a dos grandes revoluciones de la f́ısica teórica del siglo XX - Relatividad y
Mecánica Cuántica [19]. Mientras esas teoŕıas desafiaron el sistema dinámico New-
toniano, caos ha cuestionado creencias tradicionales dentro del marco de referencia
Newtoniano.
El crecimiento del estudio del caos, la fascinante combinación de orden y desor-
den provocada por la inestabilidad; está vinculado con el rápido desarrollo de po-
tentes computadoras. Dentro de los últimos cincuenta años, exitosas innovaciones en
computación gráfica, es uno de los factores en el cual han habilitado a cient́ıficos y
matemáticos para hacer progresos en sistemas no lineales donde aparece el caos.
A través de simulaciones reales por computadora y las técnicas del video, los
cient́ıficos pueden ver ahora la evolución de sistemas dinámicos y los efectos caóticos
complejos de la ecuaciones diferenciales fundamentales. El caos ha ganado bastante
atención en muchas ramas de la ciencia. Estas incluyen campos tradicionales como
la bioloǵıa, f́ısica, qúımica, matemáticas, astronomı́a, economı́a y geograf́ıa [19].
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1.3.1 Antecedentes Históricos
Una importante excepción a la regla general de la linealidad fue el sistema de ecua-
ciones diferenciales derivados por el movimiento de los fluidos. El matemático suizo
Leonard Euler publicó un art́ıculo en 1755 con el t́ıtulo Principios Generales del
Movimiento de los Fluidos, en el cual dió un conjunto de ecuaciones diferenciales
para describir el movimiento de fluidos no viscosos [19]. Estos fueron posteriormente
mejorados por el ingenierio Francés Claude Navier, cuando en 1821 publicó un art́ıculo
dando las ecuaciones y tomando en cuenta la viscosidad. Independientemente, en 1845
el f́ısico matemático Británico George Gabriel Stokes derivó de alguna manera una
hipótesis diferente a las mismas ecuaciones en un art́ıculo titulado Sobre las Teoŕıas de
la Fricción Interna del Movimiento de los Fluidos. Estas son las famosas ecuaciones
de Navier-Stokes [19], que son un conjunto de ecuaciones diferenciales parciales los
cuales son completamente generales en su aplicabilidad del movimiento de los fluidos
y son de mayor importancia en problemas prácticos.
En los 1920s un meteorólogo inglés, Lewis Fry Richardson hizo un intento en
calcular la solución de las ecuaciones especificando las condiciones iniciales y de la
frontera usando métodos numéricos. El visualizó una orquesta de equipos humanos
llevando a cabo un vasto número de cálculos bajo la batuta de los matemáticos. Su
real necesidad fueron las potentes computadoras, aunque con el advenimiento del caos
puso en señal de alerta a los modeladores que conociendo las condiciones iniciales y
de la frontera de las ecuaciones diferenciales produce automáticamante un resultado
real [19].
Durante los 1920s con la aparición de mecanismos eléctricos tales como amplifi-
cadores y osciladores, ilustraron mejor la necesidad de análisis no lineales. Después de
la Segunda Guerra Mundial, John Von Neumann notó que la existencia de métodos
matemáticos anaĺıticos, son inadecuados para problemas no lineales y fue rápidamente
visto el potencial ofrecido por las computadoras de alta velocidad. Para Von Neu-
mann, los dispositivos heuŕısticos podŕıa ser usado para discernir pistas en la búsqueda
de construir propiedades basadas en la teoŕıa de la no linealidad [19, 20].
La solución de problemas no lineales es notoriamente dif́ıcil. En dinámica de
los fluidos, por ejemplo, el flujo estable de un fluido es bastante conocido. Pero el
movimiento turbulento, tales como el movimiento rápido de agua, es un problema
extremadamente complejo. Un problema abierto en la dinámica de los fluidos es la
investigación de la relación entre turbulencia y caos.
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1.3.2 ¿Qué es el Caos?
Inicialmente podemos caracterizar el caos como un comportamiento aparentemente
aleatorio que proviene de reglas deterministas. Caos puede ser observado en muchos
sistemas mecánicos básicos. Uno de estos es la variante de un péndulo simple, el
cual el punto de giro se mueve de arriba hacia abajo. Para muchas frecuencias del
punto de giro el péndulo se balancea de atrás y adelante con normalidad, pero a
medida que el punto de giro se desacelera hacia abajo un punto es alcanzado donde
el movimiento del péndulo se convierte en errático e impredecible [20]. En este punto
el comportamiento regular periódico del péndulo da formas de movimiento caótico.
Tal vez el más conocido caso es la ecuación de diferencias de primer orden
xn+1 = λxn(1− xn), (1.22)
usada en el crecimiento de poblaciones [20, 21]. Aqui xn es un número entre 0 y 1
que representa a la fracción de individuos en un territorio, respecto de un número
supuesto máximo posible, en el tiempo n y es medido sobre una escala entre 0 y 1.
La presencia del término x2n hace la ecuación no lineal. Supongamos un valor inicial
x0 elegido. Para valores del parámetro λ entre 0 y 3, el resultado del comportamiento
de xn tiende a un valor fijo estable cuando n tiende a infinito. Pero si λ es 3, se
inicia la inestabilidad. El primer signo de esto es el comportamiento limitado de xn
oscilando entre dos valores. Para mayores incrementos de λ, el periodo 2 da paso a
periodo 4, 8, 16 y asi sucesivamente. Este es llamado el fenómeno de peŕıodo doble.
Finalmente, si λ se acerca a 3.57 es el inicio del caos.
1.3.3 Sensibilidad de las Condiciones Iniciales
Una caracteŕıstica esencial del caos en sistemas dinámicos no lineales es la extrema
sensibilidad en las condiciones iniciales. Esto significa que dos conjuntos de condi-
ciones iniciales en dicho sistema en el cual estan muy cercanos, pueden dar lugar
a diferentes estados para tiempos largos. Ya que en la naturaleza las condiciones
iniciales no pueden ser conocidas exactamente, pero solo con precisión limitada; se
deduce que la predicción del comportamiento a tiempo largo deben fallar para sis-
temas no lineales en estados caóticos. La sensibilidad de las condiciones iniciales en
sistemas no lineales, es popularmente conocido como el efecto mariposa, porque un
simple aleteo de las alas de las mariposas podrán teóricamente alterar las condiciones
iniciales del sistema meteorológico y esto podŕıa aumentar drásticamente diferente
patrones meteorológicos para un tiempo posterior. Frase acuñada por Edward Nor-
ton Lorenz [20] que proviene del proverbio chino el aleteo de las alas de una mariposa
se puede sentir al otro lado del mundo. Henri Poincaré, eminente cient́ıfico Francés,
estaba enterado de este fenómeno cuando escribió en 1903 sobre el estudio del sistema
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planetario, Puede suceder que pequeñas diferencias en las condiciones iniciales pro-
duce grandes fenómenos lineales. Un pequeño error al comienzo producirá un enorme
error después. La predicción se hace imposible [19].
1.3.4 Intermitencia
Para detectar el comportamiento caótico se aplican varios métodos, pero el más usual
es el de utilizar el modelo llamado análisis de series temporales, como el diagrama
de bifurcaciones, que hace aparecer una secuencia de desdoblamiento del periodo. Si
embargo, habrá que tomar en cuenta que incluso en la ausencia de desdoblamiento
de periodo no se puede descartar el caos, porque éste puede aparecer bruscamente
debido a fenómenos de intermitencia, como las salvas de estática que nos interrumpen
a veces mientras escuchamos algún programa en la radio o la televisión, motivada por
el taladro eléctrico del vecino o por una tormenta que se acerca. Esto también puede
ocurrir con una red de procesadores paralelos, ya que pueden producir resultados
diferentes y aleatorios a partir del mismo cálculo, no por el diseño de la red sino
porque la intermitencia que es inherente a la complejidad de las redes que contienen
rizos de realimentación no lineal. Algunos cient́ıficos creen que estos estallidos de
intermitencia revelan que las vastas redes de computación siempre están sujetas a
espasmos de caos [22].
Vale la pena describir brevemente otra ruta al caos para comparar la cascada
de duplicación de periodos y el nacimiento de un atractor caótico en una explosión
homocĺınica. Y al igual que ocurre con la ruta de duplicación de periodo, hay de
nuevo caracteŕısticas universales de esta ruta que son independientes de los detalles
finos de la dinámica [23].
Hay toda una variedad de fenómenos emṕıricos en los que hay periodos de compor-
tamiento casi regular interrumpido a intervalos, aparentemente aleatorios, por brotes
de un comportamiento mucho menos regular. Un ejemplo espectacular es la reacción
qúımica de Belousov-Zhabotinsky [24, 25, 26]. Investigadores han observado en flui-
dos convectivos como en una celda de Rayleigh-Bénard, una transición intermitente
a la turbulencia. Este tipo de transición a la turbulencia también esta presente en
los sistemas dinámicos disipativos como el modelo de Lorenz [27, 28]. Trabajos de
los efectos del ruido como los espectros de potencia en frecuencias bajas de órbitas




Para resolver las ecuaciones de reacción-difusión cúbica en 2D usaremos los métodos
numéricos presentados anteriormente, buscaremos soluciones de frentes planos que se
propagan en una dirección y obtendremos las condiciones de inestabilidad de dichos
frentes. Debido a la inestabilidad de los frentes planos, aparecerán nuevos estados
de propagación que ya no serán planos. Variando la relación de coeficientes de di-
fusión δ = DA/DB y el ancho ly del tubo obtendremos dichas inestabilidades. A este
conjunto de variables δ y ly estableceremos un patrón de búsqueda de inestabilidades.
Los resultados en este trabajo de investigación han requerido un uso extensivo de
recursos computacionales. Entonces, usando el servidor ubicado en el departamento
de F́ısica aśı como el sistema de super cómputo Legión ambas de la Pontificia Uni-
versidad Católica del Perú; hemos llegado a resultados satisfactorios en un tiempo
relativamente corto.
2.1 Reacción-Difusión Cúbica en 2D
Primero planteamos las ecuaciones de reacción-difusión para la reacción A+2B → 3B
en dos dimensiones para un tubo rectangular finito.
Sea α = α(x, y, t) y β = β(x, y, t), concentraciones de especies A y B con coe-
ficientes de difusión DA y DB respectivamente. Además también sean las funciones
no lineales f(α, β) = −αβ2 y g(α, β) = +αβ2 que corresponden a las reacciones.
Entonces las ecuaciones del sistema reacción-difusión cúbica son [18]
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donde tenemos cuatro condiciones en la frontera, es decir, dos condiciones de Dirichlet
en los extremos del tubo y dos condiciones de Neumann en los costados del tubo. Por
tanto,
las condiciones iniciales son
α(x, y, 0) = 0 para 0 ≤ x ≤ lx/2 y 0 ≤ y ≤ ly,
α(x, y, 0) = 1 para lx/2 ≤ x ≤ lx y 0 ≤ y ≤ ly,
β(x, y, 0) = 1 para 0 ≤ x ≤ lx/2 y 0 ≤ y ≤ ly,
β(x, y, 0) = 0 para lx/2 ≤ x ≤ lx y 0 ≤ y ≤ ly,
y las condiciones en la frontera son
Condiciones de Dirichlet
α(0, y, t) = 0 y α(lx, y, t) = 1 para 0 ≤ y ≤ ly,
β(0, y, t) = 1 y β(lx, y, t) = 0 para 0 ≤ y ≤ ly,
Condiciones de Neumann
αy(x, 0, t) = 0 y αy(x, ly, t) = 0 para 0 ≤ x ≤ lx,
βy(x, 0, t) = 0 y βy(x, ly, t) = 0 para 0 ≤ x ≤ lx.
En la figuras (2.1) y (2.2) visualizamos la forma de las condiciones iniciales vistas
de perfil.
Los frentes planos se refieren a que los frentes de onda se manifiestan como su-
perficies planas perpendiculares en la dirección de movimiento, es decir, a lo largo
del tubo expandiéndose a lo largo del tiempo y alejándose de la fuente. Estos frentes
planos son los frentes en una dimensión. Solo dependen de x y no dependen de y,
por lo que obedecen a las ecuaciones en una dimensión. Los frentes no planos tiene la
misma caracteŕıstica que los frentes planos con la diferencia que los frentes no planos
son superficies curvas pero paralelas entre ellas.
Fácilmente podemos resolver con técnicas numéricas apropiadas estas dos ecua-
ciones diferenciales parciales acopladas y obtener por tanto la propagación de los
frentes de α y β. Pero vienen varias preguntas. ¿Cuál es la solución de los frentes
planos? ¿Cuáles son las condiciones de inestabilidad de los frentes? ¿Para qué valores
de δ y ly los frentes planos son inestables? ¿Cuál es el valor cŕıtico δc para transi-
ciones entre distintos tipos de frentes planos? ¿Cuando la propagación de los frentes
se vuelven caóticos?
Para responder a estas preguntas, lo primero que debemos hacer es buscar la












Figure 2.2: Condición inicial β vista de perfil.
2.2 Perturbando la Solución Plana
Para poder explorar el comportamiento de α(x, y, t) y β(x, y, t), podemos expandir
dichas funciones mediante una doble serie de Fourier. Es decir




















Si aplicamos las condiciones de Neumann a las ecuaciones (2.3) y (2.4) y para
que cumpla dichas condiciones necesariamente debe cumplirse que α′n(x, t) = 0 y
β′n(x, t) = 0. Entonces, las nuevas series de fourier son















Aqúı, α0(x, t) y β0(x, t), son las concentraciones del sistema reacción-difusión en
una dimensión que mas adelante verificaremos que corresponden a las soluciones del
frente plano en dos dimensiones. Significa entonces, que a estas soluciones le aplicamos
un efecto perturbativo que corresponde a las sumatorias en las ecuaciones (2.5) y (2.6).
Iniciaremos con el estudio de perturbaciones que corresponda al primer término en la
expansión de Fourier. Es decir








posteriormente veremos que este estudio se puede generalizar a cada uno de los otros
términos de la serie.
Sea entonces α(x, y, t) y β(x, y, t) las variables perturbativas. Es decir

























































+ g(α, β) (2.12)
Ahora expandamos por serie de Taylor las funciones f(α, β) y g(α, β) e incluyamos
los efectos perturbativos solo hasta primer orden de la derivada



























































































































Haciendo las identidades correspondientes en las ecuaciones (2.15) y (2.16), se



































0α1 + 2α0β0β1. (2.20)
Las ecuaciones (2.17) y (2.18) son las ecuaciones del sistema reacción-difusión
cúbica en una dimensión, mientras que las ecuaciones (2.19) y (2.20) son las pertuba-
ciones aplicadas al sistema de reacción-difusión en dos dimensiones. En estas dos
últimas ecuaciones esta inclúıdo el ancho ly del tubo como una constante en el que
será relevante para determinar estabilidades o inestabilidades en el sistema.
Determinemos ahora las nuevas condiciones iniciales y de frontera para el nuevo
sistema de ecuaciones
Condiciones de Dirichlet
para α(0, y, t) = 0 es
α(0, y, t) = α0(0, t) + α1(0, t) cos
πy
ly
= 0 ⇒ α0(0, t) = α1(0, t) = 0,
para α(lx, y, t) = 1 es
α(lx, y, t) = α0(lx, t) + α1(lx, t) cos
πy
ly
= 1 ⇒ α0(lx, t) = 1 y α1(lx, t) = 0,
para β(0, y, t) = 1 es
β(0, y, t) = β0(0, t) + β1(0, t) cos
πy
ly
= 1 ⇒ β0(0, t) = 1 y β1(0, t) = 0,
para β(lx, y, t) = 0 es
β(lx, y, t) = β0(lx, t) + β1(lx, t) cos
πy
ly
= 0 ⇒ β0(lx, t) = β1(lx, t) = 0.
Condiciones iniciales
α0(x, 0) = 0 para 0 ≤ x ≤ lx/2
α0(x, 0) = 1 para lx/2 ≤ x ≤ lx
β0(x, 0) = 1 para 0 ≤ x ≤ lx/2
β0(x, 0) = 0 para lx/2 ≤ x ≤ lx
α1(x, 0) = +0.001 para x = lx/2
β1(x, 0) = −0.001 para x = lx/2
α1(x, 0) + β1(x, 0) = 0 para x = lx/2
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Las condiciones iniciales para α1 y β1 son el efecto perturbativo que se da a la
solución del sistema de reacción-difusión cúbica en una dimensión. Las soluciones
de los frentes en una dimensión corresponden a las soluciones del frente plano en
dos dimensiones. Por lo tanto, tenemos un sistema de reacción-difusión de cuatro
variables α0, β0, α1 y β1 en una dimensión, en vez de un sistema en dos dimensiones.
Resolveremos numéricamente el sistema de ecuaciones (2.17), (2.18), (2.19) y (2.20)
aplicando método de diferencias finitas de modo expĺıcito.
2.3 Solución por el Método Expĺıcito
Como explicamos en el caṕıtulo anterior, utilizamos este método por la facilidad de
implementar el código y la rapidez relativa cuando ejecutamos la simulación. En-
tonces, resolvemos el sistema de ecuaciones (2.17),(2.18),(2.19) y (2.20) aplicando
dicho método. Haciendo diferencia finita central en el espacio y diferencia finita por


























































































1,i respectivamente y acomodando variables tenemos









































































Implementamos un código en FORTRAN90, para dar la solución a este sistema de
cuatro ecuaciones. El código figura en el apéndice y toma el nombre de exp ab.f90.
Para encontrar la inestabilidad, consideramos fijo la longitud del tubo lx = 1500 y
variamos el ancho ly del tubo en un rango de 7 a 16. El tiempo de simulación es de
t = 1500 con pasos de tiempo de ∆t = 0.01, δ = 5 y ∆x = 0.5. Tomando en cuenta las
mismas condiciones iniciales y de frontera indicadas en la sección anterior, debemos
esperar que para ly en el rango indicado; tanto α1 y β1 en el tiempo el sistema tenga
comportamiento estable o inestable. Es decir, si las perturbaciones α1 y β1 decrecen
con el tiempo, el sistema es estable. En caso contrario, estas crecerán monotónamente
indicando la inestabilidad del frente. Cerca de la inestabilidad los cálculos numéricos
toman bastante tiempo de cómputo, por lo que demora encontrar la transición con
precisión adecuada.
Estudiamos el comportamiento de las perturbaciones α1 y β1 para dos valores
distintos de ly: 5 y 12, obteniendo evoluciones temporales muy distintas en cada
caso. En las figuras (2.3) y (2.4) vemos que α1 y β1 decrecen y tienden a cero en el
tiempo a medida que avanzan en el tubo, por lo tanto podemos decir que para ese
ancho ly = 7 y δ = 5 es estable. La forma muy peculiar de la evolución de β1 se debe
al carácter no lineal de β0 que es β
2
0 . También influye la relación δ = DA/DB debido
a que son difusiones diferentes. En este caso DA = 1 y DB = 0.2. Ahora si vemos las
figuras (2.5) y (2.6), α1 y β1 se incrementan en el tiempo a medida que avanza en el
tubo, lo que quiere decir que para ly = 12 y δ = 5 es inestable. También observamos
en estas gráficas los comportamientos de las perturbaciones de α1 y β1 para los mismos
tiempos lo cual indica que el frente plano perderá estabilidad para ly entre 7 y 12.
Pudimos haber elegido otras longitudes para explicar los comportamientos de estas
perturbaciones, porque tienen el mismo comportamiento evolutivo.
Si repetimos el mismo procedimiento para otros valores de δ, tendremos otros
valores de ly donde encontramos la transición a la inestabilidad. Ahora analizemos la
forma de crecimiento o decrecimiento de α1 y β1, tomando solo sus valores máximos.
Pudimos haber tomado otros valores pero seŕıa dif́ıcil identificarlos. Además dichos
























































t = 40 
t = 150 
t = 250 
t = 320 
t = 380 













t = 120 
t = 220 
t = 310 
t = 380 
t = 440 
Figure 2.6: β1 aumenta para lx = 1500, ly = 12 y δ = 5
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2.4 αmax en Función del Tiempo
Como mencionamos en la sección anterior, podemos elegir solo los picos máximos
tanto para α1 como β1 para caracterizar el comportamiento de las perturbaciones.
Estos valores los denotaremos por αmax y βmax respectivamente. El análisis que
haremos solo será para αmax debido a que el comportamiento de βmax tendrá las
mismas caracteŕısticas pero en el lado negativo. Entonces, eso significa por ejemplo
que para ly = 7 por cada tiempo habrá un αmax tal como observamos en la figura
(2.3) y tenderá a cero. Pero si eligimos ly = 12, ocurrirá lo contrario que αmax crecerá.
ver figura (2.5).
En el mismo código exp ab.f90 implementamos la búsqueda de máximos por cada
paso del tiempo y generamos una tabla de pares ordenados (t,αmax). Esta simulación
lo efectuamos para lx = 1500 con pasos de ∆x = 0.2, t = 1000 de tiempo con





















Figure 2.7: para lx = 1500, δ = 5 y t = 1000
En la figura (2.7) vemos el paso de los frentes de estables a inestables, es decir,
variando desde ly = 9 hasta ly = 17 para δ = 5. Analizando con más detalle ten-
emos que para ly = 9, αmax tiende a cero en el tiempo. A medida que aumenta ly
observamos que αmax tiende a ser constante en el tiempo que para este caso no es
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ly = 10 pero si podemos decir que es una aproximación. Dado que estamos traba-
jando con procesos numéricos no podemos determinar con exactitud ly donde αmax
cambie su comportamiento de creciente a decreciente. Si seguimos aumentando ly
ahora observamos claramente que αmax crece en el tiempo, lo que verificamos que el
frente es inestable. En la misma figura (2.7) vemos las inestabilidades para mayores
que ly = 10. Esta simulación la podemos repetir para lx = 1500 y otro δ. Entonces,
encontraremos otro ancho ly del tubo en el que los frentes pasan de estables a in-
estables. En el código exp ab.f90 podemos cambiar el valor de δ y buscaremos otro
ancho ly aproximadamente donde habrá dicha transición.
De acuerdo con el art́ıculo de J.H. Merkin [17] el comportamiento evolutivo del
frente ya sea estable o inestable es de modo exponencial para tiempos grandes, es decir
eσt, donde σ es una constante que debemos encontrar. Por lo tanto, en la figura (2.8)
cambiamos αmax por logαmax en función del tiempo t y observamos que para tiempos
largos tiene comportamiento lineal. Entonces, si aplicamos mı́nimos cuadrados, la
ecuación que debemos ajustar es

























Figure 2.8: para lx = 1500, δ = 5 y t = 1000



















































Tabla 2.1: El coeficiente de correlación se aproxima a r = ±1
Para encontrar la pendiente σ hemos elegido los datos de αmaxi en un intervalo de
pasos de tiempo largo entre [99001, 100000]. Es decir, con n = 1000 datos efectuamos
el ajuste lineal. En la tabla (2.1) mostramos los resultados de σ con su respectivo
coeficiente de correlación r en el que tiende a ±1. Por lo tanto, decimos que existe
un buen ajuste a la función lineal. Luego αmax escribimos como
αmax = Ce
σt (2.32)
Entonces, como observamos en las figuras (2.7) ó (2.8), para cada ly tenemos un
valor de σ correspondiente y esta variable se relaciona αmax de la forma (2.32).
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2.5 σ Relación de Dispersión
En esta sección analizamos con más detalle el comportamiento de σ en función del
ancho ly del tubo para diferentes valores de δ. En la figura (2.8) vemos que para
δ = 5, al variar ly, σ toma pendientes diferentes que pueden ser negativas o positivas.
Si σ es negativo el sistema es estable y si es positivo, es inestable. Ahora bien si se
elige otro δ = 8 por ejemplo, se intuye que será el mismo comportamiento como el de
δ = 5, pero con la diferencia que en la transición a la inestabilidad será para otro ly.
Entonces si elegimos δ = 5 por ejemplo, podemos construir una curva en función
de ly, donde podemos variar desde valores muy pequeños hasta valores muy grandes
con tamaños de paso menores que 1 de tal manera que veamos dicha curva como algo
cont́ınuo. Pero además de la ecuación (2.9) donde inclúımos el primer término de





La ventaja de esta definición es que el análisis en términos de k seŕıa también
válido para los otros términos de Fourier, donde el valor de k incluiŕıa el orden n
de la expansión. Dado que el sistema para las perturbaciones es lineal, un análisis
general correspondeŕıa a la suma de los análisis en cada término de expansión de
Fourier.
En el mismo código exp ab.f90 implementamos la generación de una tabla con el
par ordenado (k,σ) desde δ = 1 hasta δ = 7.5 variando de 0.5 en 0.5. Por cada δ,
variamos el ancho ly del tubo desde ly = 5 hasta ly = 1000 con pasos de décimas.
El recurso computacional es muy alto por que sólo ejecutar para un δ y el rango ly
elegido, tomó un tiempo de dos d́ıas en el servidor de F́ısica. Diviendo el mismo
código para la ejecución en paralelo acabó aproximadamente en una semana.
El resultado de la simulación que vemos en la figura (2.9), finalmente podemos
interpretar como un patrón de búsqueda de inestabilidades. Identificamos con mucha
facilidad para que δ y ancho ly del tubo, el sistema es inestable. Simplemente viendo
en que valor de k la ordenada es σ > 0. En la figura (2.9) observamos que δ aumenta
y el máximo de σ también aumenta, pero no sucede cuando δ > 7.5. Ahora sucede
de modo inverso, δ crece y el máximo de σ decrece. Esto indica que si δ → ∞,
el máximo de σ → 0. En la figura (2.10) vemos este efecto. Algo muy interesante
también observamos en la figura (2.9), en el que hay valores de σ que nunca será



































Figure 2.10: Para δ > 7.5 el máximo de σ decrece
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2.6 Aproximación de δc Cŕıtico
Analizando las curvas que se ubican por debajo de σ = 0, vemos que hay valores de
δ en el que σ siempre es negativo. Es decir, el sistema siempre será estable para todo
ly. Por lo tanto, existirá un δc cŕıtico en el que existe una transición del sistema de
reacćıon-difusión cúbica de estable a inestable.
Notemos en la figura (2.9), δc esta entre δ = 2 y δ = 2.5. Con dicho gráfico
nos aseguramos cual es el δc. Entonces, amplifiquemos la figura (2.9) generando la
figura (2.11) donde notamos con más claridad ese δc que se aproxima a 2.30 que
esta en plena concordancia con los art́ıculos publicados. En el art́ıculo publicado por
Anatoly Malevanets et al. [18], se detallan los diferentes resultados sobre el cálculo
de δc aplicando diferentes teoŕıas matemáticas aśı como técnicas númericas. Siendo



















Figure 2.11: Gráfico amplificado de la figura (2.9) donde observamos que δc ≈ 2.3
El resultado de δc en este trabajo es original al introducirse una nueva técnica para
calcular σ. En un trabajo previo D. Horvath et.al. [14, 16] estimó δc ≈ 2.9 simulando
directamente de las ecuaciones de reacción-difusión y utilizando una isoconcentración
de β = 0.95. J.H. Merkin [17] genera dos ecuaciones diferenciales ordinarias intro-
duciendo nuevas coordenadas ξ = x−ct a partir de las ecuaciones de reacción-difusión
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y luego aplicó métodos perturbativos generando las figuras (2.9) y (2.10) y determinó
que δc se encuentra en el rango de δ = 2.0 y δ = 2.5 utilizando el software LAPACK.
A. Malevanets et.al. [18] redujo las ecuaciones de reacción difusión a las ecuaciones
de Kuramoto-Sivashinsky para determinar δc ≈ 2.3.
2.7 Velocidad de Advección
En la sección anterior encontramos un patrón de búsqueda de inestabilidades para
diferentes valores δ con sus respectivas longitudes ly para determinar si el frente es
estable o inestable. Entonces, ahora si podemos dar solución al sistema reacción-
difusión cúbica en dos dimensiones dadas por las ecuaciones (2.1) y (2.2). Pero ahora
tenemos que enfrentar el recurso computacional que ocasiona resolver dicho sistema.
Por ejemplo uno de los mayores problemas de tiempo computacional que tenemos para
resolver estos sistemas es la elección del largo del tubo lx. Mientras mas largo el tubo,
el recurso computacional crece tremendamente para un tamaño de paso ∆x = 0.25. Y
si queremos encontrar en el sistema comportamientos estables, inestables y caóticos;
tendremos que usar el largo del tubo bien grande, con lo que el proceso computacional
duraŕıa varios d́ıas para tan solo evaluar un solo ancho ly. Esto principalmente se
debe a que el frente de onda viaja con una velocidad v en dirección a lo largo del
tubo y si elegimos lx no muy grande, rápidamente dicho frente chocará con el extremo
del tubo con lo que su comportamiento evolutivo se bloquea. Ese es esencialmente el
problema.
Entonces para salvar este gran problema utilizamos un sistema de referencia que
se mueve a velocidad constante en la dirección del frente. En este sistema el frente
resultante tendrá una velocidad menor y demorará más en llegar a la frontera. Este
cambio a un sistema móvil da lugar a un término de advección en el sistema reacción-
difusión cúbica. Si incluimos el término advectivo, este servirá para que el frente de
onda avance lentamente y evitando que llegue al otro extremo del tubo. Entonces,

























donde va es la velocidad de advección que vamos a mantener constante para evaluar
el comportamiento del sistema.
Las condiciones iniciales y de frontera son las mismas, es decir
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Condiciones iniciales
α(x, y, 0) = 0 para 0 ≤ x ≤ lx/2 y 0 ≤ y ≤ ly
α(x, y, 0) = 1 para lx/2 ≤ x ≤ lx y 0 ≤ y ≤ ly
β(x, y, 0) = 1 para 0 ≤ x ≤ lx/2 y 0 ≤ y ≤ ly
β(x, y, 0) = 0 para lx/2 ≤ x ≤ lx y 0 ≤ y ≤ ly
y las condiciones en la frontera son :
Condiciones de Dirichlet
α(0, y, t) = 0 y α(lx, y, t) = 1 para 0 ≤ y ≤ ly
β(0, y, t) = 1 y β(lx, y, t) = 0 para 0 ≤ y ≤ ly
Condiciones de Neumann
αy(x, 0, t) = 0 y αy(x, ly, t) = 0 para 0 ≤ x ≤ lx
βy(x, 0, t) = 0 y βy(x, ly, t) = 0 para 0 ≤ x ≤ lx
En las figuras (2.12) y (2.13) observamos mejor las condiciones iniciales de α y β
respectivamente. Vemos en dichas figuras el ĺımite entre α = 0 y α = 1 como también
entre β = 1 y β = 0; una forma discont́ınua a lo largo del ancho del tubo ubicada en
lx/3. Tomamos este criterio de ubicación de la discontinuidad para que la propagación
de los frentes se demore en llegar al otro extremo. No hay diferencia alguna si fuera
en lx/2 siempre y cuando no esté cerca en los extremos del tubo. En la figura (2.14)
vemos claramente una parte saliente de longitud lx/24. Esta elección fue hecha de
esta manera para se vea en forma paulatina como las condiciones iniciales no influyen
para tiempos relativamente largos, hacia comportamientos estables o inestables. Un
análisis más detallado sobre las condiciones iniciales en el sistema de reacción-difusión
es efectuado por Vicent Mendez [30].
Entonces, con las ecuaciones (2.34) y (2.35), podemos resolver con un tiempo mu-
cho menor la evolución de los frentes debido a que podemos usar un dominio mas
pequeño. El recurso computacional bajará sustancialmente donde las simulaciones ya
no durarán d́ıas sino unas cuantas horas. Además casi todas las simulaciones se efec-
tuaron en el servidor de F́ısica y en el sistema de Super Cómputo Legión de la PUCP.
Sin estos recursos no hubieramos podido presentar este trabajo de investigación.
Nuevamente usamos diferencias finitas y el método expĺıcito para resolver las
ecuaciones de reacción-difusión cúbica con estas nuevas condiciones iniciales. Para el
espacio apliquemos diferencia finita central, y para el tiempo diferencia finita por la
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Figure 2.12: Condición inicial para α con lx = 600 y ly = 70
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Despejemos de las ecuaciones (2.36) y (2.37) las variables αk+1i,j y β
k+1
i,j respectiva-





i+1,j − 2αki,j + αki−1,j) + kαy(αki,j+1 − 2αki,j + αki,j−1)+
+ kad(α
k






i+1,j − 2βki,j + βki−1,j) + kβy(βki,j+1 − 2βki,j + βki,j−1)+
+ kad(β
k
i+1,j − βki−1,j) + αki,j(βki,j)2∆t
(2.39)
Compactando aún mas finalmente obtenemos
αk+1i,j = (1− 2kαx − 2kαy)αki,j + kαx(αki+1,j + αki−1,j) + kαy(αki,j+1 + αki,j−1)+
+ kad(α
k
i+1,j − αki−1,j)− αki,j(βki,j)2∆t
(2.40)
βk+1i,j = (1− 2kβx − 2kβy)βki,j + kβx(βki+1,j + βki−1,j) + kβy(βki,j+1 + βki,j−1)+
+ kad(β
k
i+1,j − βki−1,j) + αki,j(βki,j)2∆t
(2.41)
Con estas dos últimas ecuaciones implementamos el código exp ad.f90 (ver apéndice)
cuyas variables generales son
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- Se divide lx en n partes
- Se divide ly en m partes
- Se genera una matriz un,m para α
- Se genera una matriz vn,m para β
- El tamaño de paso en la dirección x es ∆x = lx/(n− 1)
- El tamaño de paso en la dirección y es ∆y = ly/(m− 1)
- El tamaño de paso para el tiempo es ∆t = 0.01
Con estos datos generamos tablas que contienen (x, y, α, β) para cada paso del
tiempo t.
2.8 Soluciones de Frente Plano Estables en 2D
Hasta aqúı hemos analizado y encontrado un patrón de búsqueda de inestabilidades
de los frentes variando la relación δ = DA/DB, ancho ly del tubo y manteniendo el
largo del tubo lx finito y constante. Aśı como también hemos encontrado un δc cŕıtico
en el que para δ ≤ δc se manifiesta la estabilidad para todo valor de ly. Por tanto, la
figura (2.9) ayuda mucho para evaluar estabilidades o inestabilidades de una solución
en un sistema de reacción-difusión cúbica.
Analizemos ahora la evolución de frentes en dos dimensiones donde la forma de
los frentes para tiempos largos son frentes planos. Los otros casos que se pudieran
presentar bajo condiciones de estabilidad, se comportan de la misma forma de acuerdo
a este análisis. En la tabla (2.2) observamos en diferentes tiempos los comportamiento
de α y β. Las condiciones iniciales son como vemos en las figuras (2.12) y (2.13).
Los datos de la simulación son δ = 5, va = 0.21, lx = 600, n = 1200, ly = 5,
m = 10, ∆x = lx/(n − 1), ∆y = ly/(m − 1) y ∆t = 0.05. En la parte (a) y (b)
efectuamos 20 pasos del tiempo que corresponde a t = 1 donde observamos la forma
de los frentes como curvas irregulares (ver el plano xy). Esto se debe a que aún esta
influyendo las condiciones iniciales. En la parte (c) y (d) efectuamos 200 pasos del
tiempo que corresponde a t = 10 donde los frentes ya toman frentes planos pero que
aún sigue influyendo las condiciones iniciales. Ahora si vemos las partes (e) y (f) que
hemos simulado 2000 pasos del tiempo que corresponde a t = 100, observamos que los
frentes tanto de α como β son ondas planas y son paralelas unas a otras. Esto también
significa que las velocidad del frente del sistema reacción-difusión es constante en todo
el ancho del tubo. Si tomamos tiempos posteriores a este análisis, la propagación de
los frentes siempre serán planos pero con velocidades diferentes por cada instante del
tiempo. Si los tiempos son muy largos la velocidad de dichos frentes tienden a una
constante. Si cambiamos las variables como δ y ly de tal manera que cumplan la
condición de estabilidad de los frentes planos se tendrá que para tiempos largos las
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velocidades tenderán a otra constante. Estas variaciones de las velocidades lo veremos
en las siguientes secciones con mucho mas detalle. Si variamos lx, la propagación de
los frentes serán los mismas, solo que debemos de evaluar la velocidad de advección
va, de tal manera que los frentes no lleguen al extremo del tubo.
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α β
(a) t = 1 (b) t = 1
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(c) t = 10 (d) t = 10
 210  215  220
 225  230  235
























largo del tubo x






 240  0.5  1  1.5  2  2.5












largo del tubo x
ancho del tubo y
(e) t = 100 (f) t = 100
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Tabla 2.2: α y β en función del tiempo, en (e) y (f) los frentes son planos.
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2.9 Inestabilidad de Frentes Planos
Lo que veremos en esta sección, es como los frentes planos se manifiestan como in-
estables, analizando un valor de δ y una elección adecuada de ancho ly del tubo. En la
figura (2.9) buscamos un ly de tal manera que σ > 0. En las tablas (2.3), (2.4) y (2.5)
observamos que la propagación de los frentes no evolucionan hacia frentes planos,
sino a frentes curvos, indicando que los frentes son inestables. Hemos elegido δ = 5 y
utilizando la figura (2.9) para longitudes de ly = 15, ly = 60 y ly = 120 y viendo que
el sistema son todos inestables debido a que σ > 0. Es decir que los frentes planos
serán inestables. Pero a medida que los anchos crecen los frentes inestables aumentan
la cantidad de crestas y valles.
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α, ly = 15 β, ly = 15
(a) t = 10 (b) t = 10
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(c) t = 100 (d) t = 100
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(e) t = 1000 (f) t = 1000
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Tabla 2.3: α y β en función del tiempo, en (e) y (f) los frentes son curvas y por tanto
la velocidad de los frentes ya no son constantes.
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α, ly = 60 β, ly = 60
(a) t = 10 (b) t = 10
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(c) t = 100 (d) t = 100
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(e) t = 1000 (f) t = 1000




















largo del tubo x
















largo del tubo x
ancho del tubo y
Tabla 2.4: α y β en función del tiempo, en (e) y (f) los frentes son curvas y por tanto
la velocidad de los frentes ya no son constantes.
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α, ly = 120 β, ly = 120
(a) t = 10 (b) t = 10
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(c) t = 100 (d) t = 100
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Tabla 2.5: α y β en función del tiempo, en (e) y (f) los frentes son curvas y por tanto
la velocidad de los frentes ya no son constantes.
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2.10 Desviación de los Frentes
En las tres últimas tablas de las secciones anteriores vimos las superficies de α y
β, y para tiempos grandes dichas superficies tienen formas onduladas. En el plano
xy también observamos curvas de nivel que corresponden a rectas paralelas y otras
a curvas onduladas. Para analizar la evolución de α y β solo tenemos que elegir y
evaluar una curva de nivel, siendo para este trabajo α = 0.5 y β = 0.5. Entonces en
el código exp ad.f90 (ver apéndice) implementamos una rutina para crear una tabla
que contienen los pares ordenados (x, y) para un tiempo dado t correspondiente a la
curva de nivel α = 0.5 y β = 0.5. Estas curvas de nivel nos permiten mostrar la
evolución de las formas de los frentes para distintos valores de ly.
Mostraremos algunos ejemplos de diferentes formas que tienen los frentes para los
valores de α = 0.5. Dado al acoplamiento de las ecuaciones en el sistema de reacción-
difusión cúbica el comportamiento de β tiene la misma forma que del comportamiento
de α. En la figura (2.15) vemos que los frentes son planos y por lo tanto el sistema
es estable. Si queremos verificar en la figura (2.9) para ly = 7, vemos que el sistema
es estable y los frentes por tanto deben ser planos. Si quisieramos analizar para otros
valores de α, el comportamiento será el mismo. En esta misma figura hemos graficado
para tiempos largos, de tal manera que no afecte las condiciones iniciales.
En la figura (2.16) vemos ahora que los frentes ya no son planos y en consecuencia
los frentes planos son ahora inestables. También podemos observar que en los costados
del tubo las pendientes son cero que esta en completo acuerdo con las condiciones en
la frontera. Otra caracteŕıstica de estos frentes es que son asimétricos, es decir, existe
un máximo en un costado y un mı́nimo en el otro costado del tubo. Además, tal como
dijimos en las secciones anteriores la ubicación de los frentes para tiempos largos estan
alejados de los extremos del tubo. Esto nos garantiza que el comportamiento de los
frentes son los que necesitamos para evaluar las inestabilidades. Ahora si observamos
la figura (2.17), los frentes siguen siendo curvas con caracteŕısticas muy interesantes.
Por ejemplo notemos que en ly = 25 observamos dos mı́nimos y un máximo, es decir,
a diferencia de ly = 15 se aumentó un mı́nimo. También dada la forma de los frentes
podemos decir que dichos frentes son simétricos e inestables. Podemos intuir que a
medida que crece ly aumentan la cantidad de máximos y mı́nimos. Y en la figura
(2.18), como dijimos, a medida que crece ly también aumentan el número de máximos
y mı́nimos. En este caso hay dos máximos y tres mı́nimos. La pregunta que se nos
viene con estas figuras, ¿en qué longitud ly aumentan un máximo o un mı́nimo? Esto
responderemos en las siguientes secciones pero por ahora asumimos que hay frentes
planos, asimétricos y simétricos.
Bien, conocemos las diferentes formas de los frentes. Pero analizemos con mas
























largo del tubo lx
Figure 2.15: Frentes planos para α = 0.5, δ = 5, lx = 600, ly = 7. Los tiempos estan
entre t=5000 y t=10000
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frente respecto del otro. Cuando los frentes planos son estables podemos directamente
saber el comportamiento de los frentes porque siempre serán paralelos y las curvas de
nivel serán equidistantes pues se grafican al mismo intervalo de tiempo, esto indica
que la velocidad de propagación es constante. Esta forma de comportamiento solo
es válido para tiempos largos. De igual manera cuando el frente plano es inestable,
otras estructuras no planas aparecen. Aqui los nuevos frentes curvos se mantienen
de forma equidistante uno del otro para cada intervalo de tiempo. Pero la estructura























largo del tubo lx
Figure 2.16: frentes no planos para α = 0.5, δ = 5, lx = 600, ly = 15. Los tiempos
estan entre t=5000 y t=10000.
Si evaluamos las desviaciones de cada uno de los frentes planos o curvos para
tiempos largos veremos que dichas desviaciones no cambian, es decir se van a mantener
constantes. Esto significa, que el frente no cambia la forma que tiene. Para evaluar
las desviaciones del frente plano, debemos de promediar todas las posiciones de cada
punto del frente en todo el ancho ly del tubo para un tiempo t. Luego evaluamos la
desviación estandar y justo esta desviación nos indica cuanto el frente se desv́ıa del
frente plano. Ahora si evaluamos otro frente para t+ ∆t y encontramos su desviación
estandar, y vemos que si la desviación es la misma, indica que el frente no ha cambiado
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Figure 2.17: frentes no planos para α = 0.5, δ = 5, lx = 600, ly = 25. Los tiempos























largo del tubo lx
Figure 2.18: frentes no planos para α = 0.5, δ = 5, lx = 600, ly = 60. Los tiempos

























Figure 2.19: Desviación de los frentes para ly = 10, ly = 12, ly = 14, ly = 20 y ly = 25.
Observamos que para tiempos mayores a 5000 las desviaciones son constantes donde
los frentes se mantienen constantes.
respecto al siguiente no será el mismo, pero a medida que avanza en el tiempo los
frentes van a tener una misma forma uno del otro, y si el tiempo es largo serán
los mismos. Es importante aclarar que solo estamos evaluando el sistema de frentes
planos, asimétrico y simétricos. Para longitudes mayores los frentes no necesariamente
mantendrán una forma constante. Estos podrán ser oscilatorios o caóticos, es decir
la desviación de un frente con respecto del siguiente serán totalmente diferentes.
En la figura (2.19) observamos las desviaciones de los frentes en función del tiempo
para ly = 10, ly = 12, ly = 14, ly = 20 y ly = 25. En todas las gráficas para tiempos
largos observamos rectas paralelas con respecto al eje del tiempo implicando que la
forma de los frentes no varian en función del tiempo. En ly = 10 vemos que las
desviaciones son prácticamente cero debido a que los frentes son planos y por tanto
son estables. Si las desviaciones son constantes y mayores a cero los frentes no son
planos. También notamos que para ly = 20 los frentes tienen más desviación que
para ly = 14 y para ly = 25. Eso nos hace intuir que las desviaciones fluctuan y que
además que los frentes cambian de planos a asimétricos y luego a simétricos. En las


















Figure 2.20: Desviación en función del ancho del tubo ly
Para una mejor comprensión de las desviaciones de los frentes en función del ancho
ly del tubo, evaluaremos por cada ly la desviación de los frentes en un intervalo de
tiempo entre t = 9000 y t = 10000. En este intervalos nos estamos asegurando que los
frentes se mantienen constantes. Es decir, para fabricar la figura (2.20) debemos de
tomar en cuenta este detalle que nos asegura que los frentes se mantienen constantes.
Basta que haya una diferencia de unas cuantas milésimas dicha figura no se espera.
Para un análisis más profundo explicaremos mediante la figura (2.20) el compor-
tamiento de los frentes en función del ancho ly del tubo. Observemos entre ly = 5
y ly ≈ 10, vemos que la desviación de los frentes en ese intervalo es prácticamente
0 donde los frentes son planos y estables. Luego vemos una subida repentina de las
desviaciones que significa que es la transición entre frentes planos y asimétricos de-
bido a que los frentes planos pierden estabilidad. Las soluciones estables son ahora
frentes asimétricos. Pero desde ly = 10 hasta ly ≈ 21 hay una curva en el que crecen
las desviaciones hasta un valor máximo de desviación de frente asimétrico y luego de-
crece. Otra vez se presenta otra discontinuidad donde los frentes pasan de asimétricos
a simétricos. Entonces en el intervalo de ly ≈ 21 hasta ly ≈ 40, el comportamiento
es totalmente simétrico donde hay también una máxima desviación simétrica. Final-
mente desde ly ≈ 40 hasta ly ≈ 60 los frentes ya no son simétricos. En todos estos
análisis es de esperar que las desviaciones tengan que incrementarse. Y más allá de
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ly ≈ 60 es el inicio a un comportamiento aún mas interesante que los casos menciona-
dos, es decir, comportamientos caóticos y es aqúı donde en cada uno de los frentes,
las desviaciones son totalmente diferentes uno del otro. En las siguientes secciones
llegaremos a explicar estos comportamientos con más detalle.
2.11 Velocidad de Propagación de los Frentes
Hemos visto en la sección anterior las desviaciones que tienen los frentes en función
del tiempo. Pero es necesario analizar la velocidad de los frentes en función el tiempo.





Donde ∆t = 0.01 es el paso del tiempo en la simulación, αi,j es la ubicación de un
elemento del frente j para α = 0.5 en el tiempo t, αi′,j es la ubicación de un elemento
del frente j para α = 0.5 en el tiempo t + ∆t. Si queremos evaluar la velocidad
del frente vf , tenemos que promediar todos los elementos del frente a lo largo del
ancho ly del tubo. Pero como hemos inclúıdo la velocidad de advección va, entonces
la velocidad del frente v es
v = vf + va (2.43)
La comprobación de la inclusión de la velocidad de advección en el sistema de
reacción-difusión cúbica, fue la verificación de la velocidad de propagación de un
frente plano cuando DA = DB = 1. En efecto para lx = 600, n = 2400, ly = 8,
m = 32 y va = 0.7000, encontramos que v ≈ 0.7064. Comparando con la velocidad
de propagación teórica c = 1/
√
2 ≈ 0.7071, obtenemos un margen de error de 0.1%.




Entonces, en la figura (2.21) vemos que para ly = 10 el frente es plano y su
velocidad es v = 0.2060, siendo esta la menor velocidad del sistema. Para frentes
inestables sus velocidades fluctuan asi como vemos para ly = 12, ly = 14, ly = 20,
ly = 25 siendo sus velocidades respectivas v = 0.2116, v = 0.2133, v = 0.2108, y
0.2124. También notamos que las velocidades son constantes para tiempos largos.
En la figura (2.22) observamos mejor la evolución de la velocidad de los frentes en
función del ancho ly del tubo. Tal como vimos en la figura (2.20) la evolución de la
velocidad de los frentes también se caracterizan según las formas de los frentes. Es
decir, hasta ly ≈ 10 los frentes son planos con v ≈ 0.2060, luego entre ly ≈ 10 hasta
ly ≈ 21 los frentes son asimétricos, entre ly ≈ 21 y ly ≈ 40, los frentes son simétricos
y a partir de ly ≈ 40 hasta ly ≈ 58, los frentes ya no son simétricos. Mas allá de



























Figure 2.21: Velocidad promedio de los frentes para ly = 10, ly = 12, ly = 14, ly = 20





















Figure 2.22: Velocidad promedio en función del ancho del tubo ly. Evaluamos las
velocidades en el intervalo de tiempo [9000,10000].
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2.12 Reacción-Difusión Cúbica con el Flujo de
Poiseuille
El flujo de Poiseuille entre placas paralelas altera la forma y velocidad de los frentes
de una reacción qúımica [31], tal como se ha observado en los experimentos con
iodato-acido arsenioso [32, 33]. Por consiguiente, incluyamos un término de advección




(ly − y)y − v (2.44)
Donde v es la velocidad promedio del flujo, ly es el ancho del tubo, Vx(y, t) es el
flujo de Poiseuille que vaŕıa a lo ancho del tubo medido desde un sistema de coor-
denadas que se mueve a la velocidad promedio del flujo de Poiseuille con respecto al
marco de referencia del laboratorio. Por consiguiente, la velocidad promedio del flujo
de Poiseuille en este sistema de coordenadas móvil es cero. Entonces, las ecuaciones
(2.34) y (2.35) que son el sistema reacción-difusión cúbica con advección, incluimos































Las condiciones iniciales y de frontera son las mismas impuestas en las ecuaciones
(2.34) y (2.35). Por lo tanto, la implementación del metódo numérico expĺıcito será
simplemente adicionar el término correspondiente al flujo de Poiseuille. Entonces,
en el mismo código exp ad.f90 hemos adicionado el flujo de Poiseuille generando
diferentes curvas de velocidades en función del tiempo.
Para explicar mejor la influencia del flujo de Poiseuille en el sistema reacción-
difusión cúbica, debemos evaluar varias velocidades promedio v desde valores posi-
tivos a valores negativos. En la figura (2.23) hemos evaluado para valores promedio
positivos v = 0.001, 0.002, 0.003, 0.005, 0.01, 0.03 y 0.05. En la misma figura obser-
vamos v = 0 que corresponde al sistema sin el flujo de Poiseuille que corresponde
a la figura (2.22). Cuando v = 0.001 vemos la existencia de frentes planos hasta
ly ≈ 10 y luego evolucionan frentes asimétricos hasta ly ≈ 23 y finalmente hay un
dominio de frentes simétricos. Si v = 0.002 vemos que existen frentes planos hasta
ly < 10, después se generan frentes asimétricos hasta ly ≈ 24, luego hay un dominio



































Figure 2.23: Velocidad promedio de los frentes en función del ancho ly del tubo para
varias velocidades promedio v positivas correspondiente al flujo de Poiseuille.
sigue un dominio simétrico siendo la forma del frente con dos máximos y un mı́nimo.
Si vemos cada vez hay mas dominio asimétrico a medida que se incrementa v. En-
tonces, si observamos para v = 0.05 no hay frentes planos y luego los frentes son todos
asimétricos. Podemos concluir por tanto que cuando incrementamos v se anulan los
frentes simétricos y los asimétricos entran a dominar en el sistema.
Ahora si evaluamos para velocidades promedios v negativos, tal como observamos
en la figura (2.24), siendo estas velocidades v = −0.001, −0.002, −0.003, −0.005,
−0.01, −0.03 y −0.05. En la misma figura observamos v = 0 que corresponde al
sistema sin el flujo de Poiseuille que es idéntica a la figura (2.22). Las siguientes dos
curvas corresponden a v = −0.001 y v = −0.002 que nos indican que los frentes son
asimétricos y que se hacen mas cortos, y luego para v = −0.003 una pequeño intervalo
de ly los frentes son asimétricos siendo posteriormente los frentes simétricos. Y para
v ≤ −0.01, todos los frentes son simétricos. Por tanto, podemos concluir, a medida
que disminuye la velocidad promedio v se van disminuyendo los frentes asimétricos y

































Figure 2.24: Velocidad promedio de los frentes en función del ancho ly del tubo para
varias velocidades promedio v negativas correspondiente al flujo de Poiseuille.
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2.13 Sensibilidad en las Condiciones Iniciales
Tal como se vió en la sección (2.1) hemos resuelto casi completamente las interrogantes
planteadas. Es decir, encontramos patrones una vez que la solución del frente plano
pierde estabilidad. Pero falta algo más trascendental, que es justo la interrogante que
falta, ver si la propagación de los frentes inestables se convierten en caóticos. Para
saber si el sistema reacción-difusión cúbica es caótico debemos verificar si es sensible


















Figure 2.25: Representación en el dominio del tiempo de las desviaciones en función
de t. La ĺınea sólida es para la condición inicial 50lx/n = 25 y para la ĺınea punteada
es 49lx/n = 24.5. Donde lx = 600, m = 1200, ∆t = 0.05 y ly = 70.
Como dijimos en la sección (1.3) de dos condiciones iniciales en el sistema reacción-
difusión donde dichas condiciones estan cercanamente juntas dan lugar a diferentes
estados para tiempos largos. De la figura (2.25) vemos que las partes salientes en las
condiciones iniciales tal como vimos en la sección 2.7 tienen una pequeña variación una
respecto de la otra. Observamos claramente que hasta t ≈ 40000 las dos condiciones
iniciales, sus desviaciones estan juntas, pero después comienzan a separarse y toman
desviaciones totalmente diferentes una de la otra. Caracteŕıstica propia de que la
propagación de frentes en el sistema de reacción-difusión cúbica es caótico.
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2.14 Intermitencia
Los análisis hechos en el sistema reacción-difusión cúbica con velocidad de advección,
solo se hicieron cuando los frentes planos son estables, asimétricos y simétricos. Pero
para anchos del tubo ly > 60 los comportamientos se manifiestan como caóticos. Para
ver como se manfiestan los frentes caóticos, calculamos las desviaciones con α = 0.5
para ancho ly = 62.802 del tubo. En la figura (2.26) vemos que las desviaciones oscilan
con amplitudes crecientes en función del tiempo. En el tiempo que mostramos las
amplitudes crecen sin llegar a ser constantes, por lo que no podemos concluir si en
este caso los frentes serán oscilatorios. Necesitamos aumentar ly y ver que pasa con
los frentes. En la figura también observamos que si aumentamos el tiempo seguirán
creciendo las amplitudes hasta que se manifieste el fenómeno de intermitencia en el
sistema. En nuestro trabajo tomaremos el tiempo t = 500000 como ĺımite y ver si
al incrementar ly se manifiestan comportamientos caóticos. La variación de ly no
la haremos grande sino pequeñas para hacer el seguimiento de la evolución de la



















Figure 2.26: Representación de las desviaciones de los frentes en funcion de t. Las
amplitudes crecen en función del tiempo. Para ly = 62.802
En efecto si vemos las figuras (2.27) y (2.28) vemos claramente que el sistema
reacción-difusión cúbica se manifiesta el fenómeno de intermitencia. En la figura
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(2.27) vemos que en t ≈ 340000 hay una explosión en la desviación del frente y
luego se estabiliza y después de un intervalo de tiempo explota nuevamente y asi
sucesivamente. Cabe mencionar que las explosiones mostradas en (2.27) no ocurren a
intervalos periódicos, como se puede obsevar en la figura. En este caso solo tenemos
tres explosiones. Pero si aumentamos el ancho ly = 62.892 vemos en la figura (2.28) la
primera explosión se dan en t ≈ 230000 siendo cada vez mas frecuente las explosiones.
Notamos además que las explosiones no son idénticas, en la figura (2.28) notamos que
la última oscilación es distinta antes de cada explosión. En nuestro caso tendremos
siete explosiones. Esto nos sugiere que a medida que aumentamos ly la cantidad de



















Figure 2.27: Desviaciones de los frentes en funcion de t para ly = 62.842. En
t ≈ 340000 observamos una explosión y otra explosión en t ≈ 410000 siendo este




















Figure 2.28: Para ly = 62.892 observamos la desviación de los frentes en función de
t. En dichas desviaciones se observan explosiones frecuentes que para este caso son
siete explosiones en cada intervalo de tiempo.
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2.15 Intermitencia Caótica
Si seguimos aumentando ly veremos explosiones casi cont́ınuas tal como se observa
en la figura (2.29). Como bien observamos estas intermitencias ya no se repiten en
cada intervalo de tiempo sino en forma aparentemente aleatoria. Podemos concluir



















Figure 2.29: Para ly = 63.910 observamos la desviación de los frentes en función de
t. En dichas desviaciones observamos explosiones cont́ınuas. Pero dichas explosiones
se repiten en intervalos de tiempo aparentemente aleatorio indicando la presencia del
caos.
2.16 Comportamientos Caóticos
Para comprender el efecto caótico de un sistema de reacción-difusión cúbica, pon-
dremos tres ejemplos del efecto evolutivo de los frentes. Para un análisis más com-
plejo del sistema tomamos tubos cuyo ancho ly es el doble de lx donde los frentes
toman la dirección lx. De acuerdo a nuestros resultados para distancias grandes de ly
se manifiestan inestables y tendrán comportamientos caóticos.
Primero analizemos para va = 0.14, δ = 8, lx = 600, ∆x = 0.5, ly = 1200, ∆y = 1,
60
t = 100000, ∆t = 0.01 y α = 0.5. Con el código exp ad.f90 hemos fabricado las figuras
correspondientes a esta sección. En la figura (2.30) observamos el comportamiento
de los frentes de onda que aproximadamente en x = 350, los frentes son simétricos
en el eje horizontal del tubo. A partir de dicha distancia, se vuelve impredecible el
comportamiento de dichos frentes. Pero también observamos antes que los frentes
lleguen a x = 350 un comportamiento muy complejo a medida que avanza en el tubo.
De alguna manera hay una predicción simétrica, mas no del siguiente frente. Además
resulta imposible predecir cuando se cumplirá un periodo para que nuevamente se
repitan los frentes. En la figura (2.31) observamos las desviaciones que tienen los
frentes uno del otro en función del tiempo. En dicha gráfica vemos que no hay una
predicción de la desviación de un frente con respecto de la desviación del siguiente
frente. Es pues por tanto un comportamiento caótico.
Una forma de visualizar mejor los frentes es analizando la evolución de los máximos
o mı́nimos de los frentes en función del tiempo. En la figura (2.32) observamos con
mas claridad la evolución del comportamiento de los frentes tomando en cuenta los
mı́nimos. En dicha gráfica se evidencia la simetŕıa que tienes los frentes hasta un
tiempo aproximado de pasos del tiempo t = 40000 y de ahi para adelante es totalmente
asimétrico. Asimismo también en la figura (2.33) observamos los máximos con las
mismas caraácteristicas que con los mı́nimos. Y en la figura (2.34) superponemos los
resultados para máximos y mı́nimos donde notamos que el comportamiento es similar
para ambos casos. Asi también el análisis de las curvas de nivel para β = 0.5, vemos
que tiene la misma forma de comportamiento como lo tiene α = 0.5. Ver las figuras
(2.35), (2.36),(2.37),(2.38) y (2.39)
El mismo análisis hacemos para δ = 5 y δ = 20 en el que visualizamos los compor-
tamientos caóticos. Si se quiere trabajar con reacción-difusión cúbica, estos gráficos
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1. En este trabajo hemos aplicado el método expĺıcito para obtener las soluciones
correspondientes a frentes de propagación en las ecuaciones de reacción-difusión
cúbica. Esto se hizo con el fin de hacer un seguimiento de las soluciones
numéricas desde las condiciones iniciales y de frontera impuestas hasta tiempos
muy largos.
2. Con la aplicación del método expĺıcito para dar solución a las ecuaciones de
reacción-difusión cúbica, hemos verificado el patrón de búsqueda de inestabili-
dades tal como se encuentra en el art́ıculo de J.H. Merkin [17].
3. Encontramos a través de nuestros cálculos de diferencias finitas el valor cŕıtico
δc ≈ 2.30 aplicando una nueva técnica, y comprobamos que dicho resultado se
ajusta al último resultado publicado por A. Malevanets [18].
4. Para mayor rapidez en el recurso computacional hemos adicionado un término
advectivo que se ha encargado observar el frente desde un marco de referencia
móvil, reduciendo la velocidad de propagación del frente comparado al sistema
de laboratorio. La comprobación de la implementación de esta componente
en el sistema, fue la verificación de la velocidad de propagación de un frente
cuando DA = DB = 1, se aproxime a c = 1/
√
2 ≈ 0.7071. En efecto para
lx = 600, n = 2400, ly = 8, m = 32, va = 0.7000 y ∆t = 0.01, encontramos
que v ≈ 0.7064 con un error de 0.1%. Resultado que justifica las simulaciones
efectuadas.
5. Hemos encontrado la velocidad de propagación de los frentes, aśı como las
desviaciones respecto al frente plano en función en del ancho ly del tubo, ver
figura (2.20). Este gráfico nos muestra la evolución de los frentes a medida




6. Podemos concluir que cuando incrementamos el valor promedio v positiva-
mente en el flujo de Poiseuille, los frentes simétricos van desapareciendo y
los asimétricos entran a dominar en el sistema. De igual modo sucede si dis-
minúımos v, los frentes asimétricos van desapareciendo y los simétricos dominan
en el sistema.
7. Las intermitencias se manifiestan para tiempos largos que tomamos como ĺımite
t = 500000 a partir de ly > 62.802. A medida que incrementamos ly observamos
que las intermitencias aumentan después de cada intervalo de tiempo, llegando a
que las intermitencias sean cont́ınuas manifestándose finalmente comportamien-
tos caóticos.
Appendix A
exp ab.f90 - Solución de α0, β0, α1
y β1
! cuatro ecuaciones diferenciales de reaccion-difusion en una dimension
!








real*8, dimension (5000) :: u0,u1,v0,v1,up,u0x,u1x,v0x,v1x
real*8, dimension (5000) :: a0,a1,b0,b1,ap,a0x,a1x,b0x,b1x





print*,"Pasos del tiempo en miles"
t = 90000 ! este valor es normal




flaga = 0 ! si flaga = 1 ---> graba datos de alfas y betas al detalle
flagb = 0 ! si flagb = 1 ---> graba datos de maximos y minimos asi como sus
logaritmos
flagc = 1 ! si flagc = 1 ---> graba datos de aproximacion de Taylor y Fourier



























u0(i)=0.; u1(i)=0.; v0(i)=1.; v1(i)=0.
else
u0(i)=1.; u1(i)=0.; v0(i)=0.; v1(i)=0.
end if
end do
u1(n/2)=+0.001 8; v1(n/2)=-0.001 8
if (flagc==1) then















u0x=u0; v0x=v0; u1x=u1; v1x=v1; u0x(1)=0; u0x(n)=1.
if (flagc==1) then
a0x=a0; b0x=b0; a1x=a1; b1x=b1; a0x(1)=0; a0x(n)=1.
endif
do i=2,n-1
u0x(i) = u0(i) + la*(u0(i+1)-2*u0(i)+u0(i-1)) - u0(i)*(v0(i))**2*dt
v0x(i) = v0(i) + lb*(v0(i+1)-2*v0(i)+v0(i-1)) + u0(i)*(v0(i))**2*dt
sh = v0(i)**2*u1(i) + 2*u0(i)*v0(i)*v1(i) + 3*u1(i)*v1(i)**2/4.
u1x(i) = u1(i) + la*(u1(i+1)-2*u1(i)+u1(i-1)) -
- Da*dt*(nu*pi/ly)**2*u1(i) - sh*dt
v1x(i) = v1(i) + lb*(v1(i+1)-2*v1(i)+v1(i-1)) -
- Db*dt*(nv*pi/ly)**2*v1(i) + sh*dt
if (flagc==1) then
a0x(i) = a0(i) + la*(a0(i+1)-2*a0(i)+a0(i-1)) - a0(i)*(b0(i))**2*dt
b0x(i) = b0(i) + lb*(b0(i+1)-2*b0(i)+b0(i-1)) + a0(i)*(b0(i))**2*dt
sh = b0(i)**2*a1(i) + 2*a0(i)*b0(i)*b1(i)
a1x(i) = a1(i) + la*(a1(i+1)-2*a1(i)+a1(i-1)) -
- Da*dt*(nu*pi/ly)**2*a1(i) - sh*dt
a1x(i) = a1(i) + la*(a1(i+1)-2*a1(i)+a1(i-1)) -
- Db*dt*(nv*pi/ly)**2*b1(i) + sh*dt
endif
enddo
u0=u0x; u1=u1x; v0=v0x; v1=v1x
if (flagc==1) then





































































end program exp ab
function sigma(ct,clny)
implicit none




sumt=0; sumlny=0; sumtt=0; sumtlny=0
do i=1,nt
sumt = sumt + ct(i)
sumlny = sumlny + clny(i)
sumtlny = sumtlny + ct(i)*clny(i)
sumtt = sumtt + ct(i)**2
enddo









sumt=0; sumlny=0; sumtt=0; sumtlny=0; sumlnlny=0
do i=1,nt
sumt = sumt + ct(i)
sumlny = sumlny + clny(i)
sumtlny = sumtlny + ct(i)*clny(i)
sumlnlny = sumlnlny + clny(i)**2
sumtt = sumtt + ct(i)**2
enddo




exp ad.f90 - Solución de la
Ecuación Reacción-Difusión Cúbica
en 2D
! Solucion de la ecuacion reaccion-difusion en 2-D.









real*8, dimension (2400,240) :: u,ua,v,va
real*8, dimension (240) :: xmin,xant
real*4::inicio,final
character(len=50)::archivo,strk,arca,arcb,arcc





print *,"Pasos del tiempo en miles"
t = 1000000
!
! largo del tubo
! todas las simulaciones hasta hoy 25-08 son para lx=1000 y n=1000






! Ancho del tubo




! delta del tiempo
dt = 0.01 8
!
! coeficiente de difusion
Da = 1
!
! termino que acompaa a la adveccion
vad = +0.2050 8; y = 6100
vp = +0.050 8
!
! Desplazamiento de la condicion inicial hacia la izquierda
dsp = 3
do lt=y,y,10
























! condiciones iniciales para v=beta
v=1-u
!






archivo=’600/’//arca ; arcb = ’isoalfa’ ; archivo=trim(archivo)//trim(arcb)
print *,archivo
open (unit=14,access=’Append’,file=archivo,status="unknown",action="write")
archivo=’600/’//arca ; arcb = ’isoamin’ ; archivo=trim(archivo)//trim(arcb)
open (unit=17,access=’Append’,file=archivo,status="unknown",action="write")
archivo=’600/’//arca ; arcb = ’isoamax’ ; archivo=trim(archivo)//trim(arcb)
open (unit=19,access=’Append’,file=archivo,status="unknown",action="write")
archivo=’600/’//arca ; arcb = ’isovari’ ; archivo=trim(archivo)//trim(arcb)
open (unit=16,access=’Append’,file=archivo,status="unknown",action="write")
call cpu time(inicio)
k1a=Da*dt/dx**2 ; k2a=Da*dt/dy**2 ; cf=dt/(2*dx)












advu = kv*(u(i+1,j)-u(i-1,j)); advv = kv*(v(i+1,j)-v(i-1,j))
if (j==1) then
ua(i,j) = (1-2*k1a-2*k2a)*u(i,j) + k1a*(u(i-1,j)+u(i+1,j))
+ 2*k2a*u(i,j+1) - dt*u(i,j)*v(i,j)**2 +advu
va(i,j) = (1-2*k1b-2*k2b)*v(i,j) + k1b*(v(i-1,j)+v(i+1,j))
+ 2*k2b*v(i,j+1) + dt*u(i,j)*v(i,j)**2 +advv
endif
if (j>1 .and. j<m) then
ua(i,j) = (1-2*k1a-2*k2a)*u(i,j) + k1a*(u(i-1,j)+u(i+1,j))
+ k2a*(u(i,j-1)+u(i,j+1)) - dt*u(i,j)*v(i,j)**2+advu
va(i,j) = (1-2*k1b-2*k2b)*v(i,j) + k1b*(v(i-1,j)+v(i+1,j))
+ k2b*(v(i,j-1)+v(i,j+1)) + dt*u(i,j)*v(i,j)**2+advv
endif
if (j==m) then
ua(i,j) = (1-2*k1a-2*k2a)*u(i,j) + k1a*(u(i-1,j)+u(i+1,j))
+ 2*k2a*u(i,j-1) - dt*u(i,j)*v(i,j)**2 +advu
va(i,j) = (1-2*k1b-2*k2b)*v(i,j) + k1b*(v(i-1,j)+v(i+1,j))









if (u(i,j) > ux) then
ix = i-1 + (ux-u(i-1,j))/(u(i,j)-u(i-1,j))
xmin(j) = ix*dx





















if ( mod(k,2000)==0 )then
!
! Minimos de alpha
!




if (xmin(j)-xmin(j-1) < 0.) then









! Maximos de alpha
!




if (xmin(j)-xmin(j-1) > 0.) then














if (u(i,j) > ux) then
ilx(1)=u(i-1,j); ilx(2)=u(i,j); ilx(3)=u(i+1,j)
ilx(4)=u(i+2,j); ilx(5)=u(i+3,j)









if ( mod(k,20)==0 ) then
ka=ka+20
ux=0.5




if (u(i,j) > ux) then
ilx(1)=u(i-1,j); ilx(2)=u(i,j); ilx(3)=u(i+1,j)
ilx(4)=u(i+2,j); ilx(5)=u(i+3,j)
ily(1)=i-1 ; ily(2)=i ; ily(3)=i+1 ; ily(4)=i+2
ily(5)=i+3 ; nr=4
ix = lagrange(ilx,ily,nr,ux)
sumalfa = sumalfa + ix*dx
sum2alfa = sum2alfa + (ix*dx)**2
vx = (ix*dx - xant(j))/dt
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sumvx = sumvx + vx







sigalfa = 0; sigvx = 0
if ( sum2alfa-sumalfa**2/m > 0 ) then
sigalfa = sqrt((sum2alfa-sumalfa**2/m)/(m-1))
endif
if ( sum2vx-sumvx**2/m > 0 ) then




if (v(i,j) < ux) then
ilx(1)=v(i-1,j); ilx(2)=v(i,j); ilx(3)=v(i+1,j)
ilx(4)=v(i+2,j); ilx(5)=v(i+3,j)
ily(1)=i-1 ; ily(2)=i ; ily(3)=i+1 ; ily(4)=i+2
ily(5)=i+3 ; nr=4
ix = lagrange(ilx,ily,nr,ux)
sumbeta = sumbeta + ix*dx



















if ( mod(k,2000)==0 ) then



































read (14,*) ultime; close(14)
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archivold=’600/old’//arca ; arcb = ’isovari’
archivold=trim(archivold)//trim(arcb)
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