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초록
최근 고성능 전자 제품에 대한 수요가 높아지면서 다중 칩 제품 생산을 중심으로
반도체 제조공정이 발전하고 있다. 다중 칩 제품은 패키징 라인에서 공정을 여러 번
반복하는 재유입이 발생하게 되며, 공정 설비의 셋업 교체가 빈번히 일으키게 된다.
이는 반도체 패키징 라인의 스케줄링을 어렵게 만드는 주요한 요소이다. 또한, 반도체
패키징 라인은제조공정 내,외적으로 다양한 변동 사항에 의해 생산환경이 빈번히 변화
하며, 제조 현장에서는 스케줄링을 위해 요구되는 계산 시간이 매우 중요하기 때문에
신속한 스케줄 도출이 요구된다. 반도체 패키징 라인의 스케줄링 연구가 활발해지면서
전역 최적화를 목표로 하는 강화학습 기반의 스케줄링 연구가 늘어나고 있다.강화학습
기반의반도체패키징라인스케줄링연구는그활용측면에서다양한생산환경변화에
강건히 대응하며, 짧은 시간 안에 좋은 스케줄을 얻을 수 있어야 한다.
본 연구에서는 심층 강화학습 기반의 스케줄링 모델의 강건성 확보를 목표로 한다.
새로운 생산환경이 테스트로 주어졌을 때,재학습을 수행하지 않고 성능의 큰 저하없는
심층 강화학습 기반반도체 패키징라인 스케줄링을위한 정규화 학습기법을 제안한다.
유연잡샵스케줄링문제에강화학습을적용하기위해전체공정상황을고려한상태와
행동, 보상을 설계하였고, 심층 강화학습의 대표 알고리즘인 심층 Q 네트워크를 이용
하여 스케줄링 문제를 학습하였다. 본 연구에서 제안하는 정규화 학습 기법은 4단계로
나누어각단계에서여러생산환경변화가반영된문제의일반성과각문제의특수성을
학습하도록 설계하였다. 서로 다른 복잡도의 스케줄링 문제를 이용하여 실험을 진행




첫 연구이며, 본 연구의 결과는 실제 공장에서 연구의 활용성을 한층 높여준 연구이다.
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제 1 장 서론
1.1 연구 배경 및 동기
최근 휴대용 전자 장비들의 대중화가 이뤄지면서 반도체 제조공정은 다중 칩 제품
(multi-chip product) 생산을 중심으로 발전하고 있다 [1]. 다중 칩 제품은 쌓아올리는
칩의 수에 따라 기존 단칩 패키지 대비 많게는 수십 배의 복잡한 공정을 거쳐야 한다
[2]. 다중 칩 제품은 반도체 패키징 라인 중 DA(die attach)작업과 WB(wire bonding)
작업의 반복적인 재유입(re-entrance)이 발생하며, 이는 반도체 패키징 라인의 복잡도
를 증가시킨다. 뿐만 아니라 다른 종류의 다중 칩 제품을 생산하기 위해서는 상당한
시간의 셋업 교체가 요구된다. 반도체 패키징 라인의 복잡도 증가와 셋업 교체 시간의
소요는 라인의 설비 가동률을 비롯한 여러 핵심 성과 지표(key performance indicator)
를 저하시키는 요인으로 작용하였다 [3, 4].
반도체 패키징 라인은 시장 수요의 높은 변동성으로 인해 각 제품들의 생산요구량
이 빈번히 변한다 [5]. 또한 설비의 고장, 유지 보수 등으로 인한 작업 별 설비의 비율,
스케줄 시작 시점에서의 설비 초기 셋업 상태 등이 빈번히 변화한다. 이러한 빈번한
생산환경 변화를 반영하지 않은 스케줄은 반도체 패키징 라인의 KPI를 저하시키는
요인으로 작용한다. 그러므로 생산환경 변화에 적절하게 대응하는 스케줄을 도출하는
것이 중요하다.
반도체패키징라인의 DA와WB작업은유연잡샵스케줄링문제(flexible job shop
scheduling problem)로 모형화 할 수 있으며, 이를 해결하려는 다양한 연구가 진행되었
다.대표적으로메타휴리스틱기법을이용한스케줄링연구가진행되었다 [6–8].하지만
1
스케줄링을 위해 요구되는 계산 시간이 현장에서 매우 중요한 요소임을 감안하면 [9],
제안된 메타휴리스틱 기법의 좋은 해를 찾기 위해서는 오랜 계산시간이 소요되므로,
현장에서의 기법 적용 관점에서 적용하기엔 무리가 있으며, 짧은 계산시간이 소요되는
방법이 필요하다.
전역 최적화를 목표로 하는 강화학습의 특성을 이용하여 스케줄링 문제를 해결하
고자는 연구들이 지속적으로 진행되어 왔다 [10–20]. 최근 심층 신경망을 활용한 심층
강화 학습 기법이 제안되면서 [21], 이를 스케줄링에 성공적으로 적용한 연구가 늘어나
고 있다 [22]. 하지만 기존의 강화학습 기법을 활용한 스케줄링 연구는 생산환경 변화
대응에 연구의 초점을 두고 있지 않다. 반도체 패키징 라인에서 생산환경이 빈번히 변
화하는 특성과 기법의 현장 적용에 있어 계산 소요 시간이 중요하다는 점에서 재학습
없이 변화에 강건하게 대응할 수 있는 강화학습 모델 설계가 필요하다. 여기서 언급한
모델의 강건성이란 학습되지 않은 테스트 상황에서도 ’비슷한’ 성능을 보이는 모델을
의미한다 [23].
기존의 강화학습은 모델의 강건성 측면에서 한계를 가지고 있다. 즉, 학습하지 못한
새로운문제상황에서기존에학습된강화학습모델은일반적으로성능이떨어진다 [24].
이는 기계학습 중 지도학습에서의 과적합 현상과 유사하며, 이를 해소하기 위한 대표
적인 방법이 정규화(regularization)를 활용하는 방법이다. 마찬가지로, 강화학습에서
모델의 강건성을 확보하기 위한 시도로 정규화를 활용한 연구가 있으며 [25], 주어진
문제 상황인 반도체 패키징 라인 스케줄링 문제에서 정규화 기법을 활용하여 강화학습
기반 스케줄링 모델의 강건성을 확보하고자 한다.
2
1.2 연구 목적
본 연구에서는 학습하지 않은 새로운 생산환경이 테스트로 주어졌을 때, 재학습을
수행하지 않고 성능의 큰 저하 없는 심층 강화학습 기반 반도체 패키징 라인 스케줄
링을 위한 정규화 기법을 제안한다. 정규화가 포함된 심층 강화학습 모델이 다양한
생산환경에서학습되어여러변화상황에대응할수있는반도체패키징라인스케줄링
모델로써 역할을 한다. 이를 통해 유동적인 시장 수요, 설비 고장 등의 상황에 따른
생산환경 변화에 신속히 대응할 수 있는 스케줄을 도출하는 것을 목적으로 한다.
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1.3 연구 대상 정의
본 연구에서는 [6, 26]에서 설명되어 있는 반도체 패키징 라인의 DA와 WB작업의
스케줄링 문제를 다룬다. 아래에 정의하는 용어는 기존 연구인 [6, 26]의 용어 표기법을
참고하였다. 반도체 패키징 라인에서 하나하나의 제품은 랏(lot)단위로 그룹지어 설
비에서 작업된다 [27]. 본 연구에서 고려하는 문제는 NM개의 설비가 있으며 k번째의
설비는 Mk로 표현된다. 각 설비는 같은 시간에 한 개의 공정만 수행할 수 있다. 잡
타입(job type)은 앞서 언급한 제품의 종류를 의미하며, NJ만큼 존재한다. i번째 잡
타입은 Ji로 표현하며, Ji는 문제에 따라 정의된 생산요구량이 있다. Ji의 j번째 공정
종류(operation type)은 Oi,j로 표현하며, 모든 공정의 수를 NO로 나타낸다. 각 공정은
정해진 순서에 따라 진행되며, 같은 종류의 잡 타입이면 공정의 순서는 동일하다. 또한,
각 공정이 설비에서 작업이 진행되면 중간에 종료되는 경우는 고려하지 않는다.
작업 공정 종류가 Oi,j인 공정은 Oi,j의 대체 설비(alternative machines)에 속하는
어떠한 설비도 작업이 가능하다. 이러한 대체 설비의 집합을 A(Oi,j)라 하자. 본 연구
에서는 공정이 DA와 WB로 나뉘기 때문에 DA작업에 해당하는 설비는 하나의 대체
설비 집합을 이루고, WB작업에 해당하는 설비들은 하나의 대체 설비 집합을 이룬다.
설비가 어떠한 공정을 수행하고자 할 때, 설비는 해당 공정의 종류로 셋업되어 있어
야 한다. 예를 들어, 공정 종류가 Oi,j인 임의의 공정이 mk에서 수행되기 위해서는 mk
의셋업상태(setup status)가 Oi,j이어야한다.만약설비가해당공정종류로셋업되어
있지 않다면, 설비는 해당 공정으로 셋업 교체(setup change)를 수행하여야 한다. 이는
셋업 교체 시간이 소요되며, 그 동안은 다른 어떠한 공정을 진행할 수 없다. mk에서
셋업을 Oi,j에서 Oi′,j′으로 바꾸기 위해서는 si,j,i′,j′의 시간이 소요된다. 일반적인 유연
잡샵 문제에서는 i = i′이고, j = j′이면 si,j,i′,j′는 0이며, 아닐 경우에는 양수의 값을
가진다. 하지만 본 연구에서는 잡 타입만 같다면 공정의 차수에 상관없이 셋업 교체
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시간이 소요되지 않는다. 즉, i = i′이면 si,j,i′,j′는 0이며, 아닐 경우에는 양수의 값을 가
지는 것으로 제한한다. 공정 순서에는 독립적이므로 이후부터는 셋업 교체 시간을 si,i′
로표현한다.또한, DA작업을수행하는설비간셋업교체시간이동일하며,마찬가지로
WB작업을 수행하는 설비간 셋업 교체 시간이 동일하다.
본연구에서가정하는사항은다음과같다.랏의이동시간은고려하지않는다.또한,
특정 잡의 특정 공정의 작업 시간은 동일하다. 또한 DA작업을 수행하는 설비 내에서
의 셋업 교체 시간은 잡 타입에 관계없이 동일하며, WB작업을 수행하는 설비 또한
마찬가지다. 모든 설비는 시점이 0부터 가동되며, 모든 작업은 시점 0부터 수행된다.
원재료를 저장하는 카세트 스토커(cassette stocker)와 중간생산물을 저장할 수 있는
스토커(stocker)의 크기는 무한하다고 가정한다.
본연구의목적함수는전체공기이며,일반적으로 Cmax로표현하므로본연구에서도
이후의 목적함수는 Cmax로 표시한다.
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1.4 연구 내용 및 구성
반도체 패키징 라인 스케줄링을 위해 심층 강화 학습 기법 중 심층 Q 네트워크를
활용한다. 심층 Q 네트워크는 구글의 DeepMind에서 제안한 대표적인 심층 강화 학습
기법 중 하나이다 [21]. 심층 Q 네트워크를 활용하기 위해 상태, 행동, 보상을 정의하고
기 개발된 시뮬레이터를 기반으로 스케줄링 문제를 학습한다. 시뮬레이터는 앞서 언
급한 연구 대상 정의 및 제약사항을 반영하여 기존의 [27]에서 제시한 이산 사건 기반
시뮬레이터(discrete event based simulator;DEBS)를 본 연구에 적합하도록 수정하여
사용하였다. 시뮬레이터의 역할은 반도체 패키징 라인을 모사하여 주어진 생산요구량
을 생산하면서 발생 할 수 있는 데이터를 생성하고, 이를 강화학습의 학습 데이터로
제공하는 역할을 한다. 또한 강화학습 모델과 연결되어 환경의 역할을 한다.
본 연구에서 제안하는 정규화 학습 기법은 크게 4단계로 나뉘어진다. 우선 심층 Q
네트워크가 학습될 때, 네트워크의 모든 층이 학습되는 단계, 이어서 심층 Q 네트워
크 중 마지막 층인 Q층만 학습하는 단계, 그리고 정규화 가중치를 학습하는 단계로
이뤄진다. 앞서 3단계의 학습이 완료되면, 최종적으로 학습된 정규화 가중치를 이용하
여 새로운 Q층을 학습하는 단계로 학습이 완료된다. 제안된 기법으로 학습된 모델을
다양한 스케줄링 기법들과 성능비교 함으로써 제안 기법의 우수함을 검증하고자 한다.
본논문은다음과같이구성된다. 2장에서는본연구에서적용하고자는기법인강화
학습과정규화에대해서배경이론을설명하고,기존의연구결과를논의한다. 3장에서는
강화학습 기반 반도체 패키징 라인 스케줄링 방법에 대해서 소개한다. 4장에서는 본 연
구의 핵심인 강화학습 강건성 확보를 위한 정규화 학습 기법을 제안한다. 5장에서는
제안된 기법의 성능을 실험 결과를 통해 확인한다. 마지막으로 6장에서는 본 연구의
결론과 한계점 및 향후 연구 방향에 대해서 논의한다.
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제 2 장 배경이론 및 관련연구
2.1 배경이론
2.1.1 심층 강화학습
강화학습은 기계 학습의 한 영역으로, 어떤 주어진 환경 안에서 정의된 에이전트가
현재의 상태를 기반으로 보상을 최대화하는 행동을 하도록 유도하는 방법이다. 에이전
트가 현재의 상태에서 행동을 하면 행동의 결과를 다시 환경으로부터 피드백을 받게된
다 [28]. 이러한 행동의 의사결정 속에서 에이전트는 보상을 최대화하는 행동의 연속을
선택한다.이러한연속적인의사결정을진행하는강화학습의특성상스케줄링에활용될
수 있다. 아래의 그림 2.1 [28]은 강화학습의 기본적인 상호작용 과정을 보여준다. 강화
학습에서의 환경은 마코프 결정 과정(markov decision process; MDP)으로 주어진다.
MDP에서는 (S,A,R, P )로구성된다.여기서 S는상태, A는행동, R은보상, P는전이
확률을 의미한다. 아래 그림2.1에서 알 수 있듯이, 에이전트는 주어진 환경에서 시점 t
의 상태인 St를 인지한다. 이를 기반으로 행동인 At를 행한다. 환경은 에이전트가 한
행동을 바탕으로 다음의 상태인 St+1과 시간 t 시점의 보상인 Rt를 에이전트에게 피드
백한다. 일련의 피드백 과정을 통해 에이전트는 모든 보상의 합을 최대화하는 방향으로
학습을 진행한다.
일반적으로 MDP의 경우 환경에서의 전이확률인 P를 알고 있다고 전제한다. 본
연구에서 사용하는 강화학습 알고리즘인 Q 러닝은 전이확률인 P를 모르는 모델 자유
(model-free)방법론이다 [29]. Q러닝은주어진상태에서주어진행동을수행하는것이




action 𝐴𝑡reward 𝑅𝑡state 𝑆𝑡
𝑅𝑡+1
𝑆𝑡+1
Figure 2.1: 강화학습 상호작용 기본구조
습한다. 여기서 말하는 정책은 어떤 행동을 행할지에 대한 규칙을 의미한다. Q 함수를
학습하고나면 주어진 상태에서 어떠한 행동을 했을 때 최대의 보상을 받을 수 있는지
최적의 정책을 유도할 수 있다. Q 러닝은 아래의 수식 2.1으로 표현된다. 여기서 Q는
행동 가치 함수로서 해당 시점에서 특정 행동을 했을 때 얻을 수 있는 가치를 의미하며,
이는 최적의 행동 가치 함수인 q∗ 을 추정하는 함수이다. α는 학습률을 의미하며, γ 는
시간에 대한 할인율을 의미하며 이는 현재 얻는 보상이 미래에 얻는 보상보다 얼마나
더 중요한지를 나타내는 값이다. Q 함수의 학습은 현재 상태(St)에서 특정 행동(At)
를 취했을 때 발생하는 즉각적인 보상(Rt+1)과 다음 시점(St+1) 에서 예상되는 최대 Q
값의 합에서 현재의 Q 값을 뺀 차이만큼 업데이트를 진행한다 [28].
Q(St, At)← Q(St, At) + α[Rt+1 + γmax
a
Q(St+1, a)−Q(St, At)] (2.1)
본연구에서적용한심층강화학습기법은심층 Q네트워크이다.이는구글의 Deep-
mind에서 제시한 기법으로, 기존의 Q 러닝에서 행동 가치 함수를 의미하는 Q 함수를
심층신경망을 적용하여 비선형 구조의 학습을 가능하게 만들었다 [21]. 심층 Q 네트
워크는 Q 함수를 심층신경망으로 학습시키는 점 이외에 크게 두 가지의 기여를 통해
성공적인 연구가 가능하였다. 첫 번째로 경험 재현 버퍼(experience replay buffer)에서
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데이터를 저장하여 미니 배치(mini batch)의 수만큼 데이터를 임의로 추출함으로써 인
접한학습 데이터 간의 상관성을 극복하였다.두 번째는 심층신경망의 학습의 안정성을
확보하기 위해 온라인 네트워크(online network)와 타겟 네트워크(target network)를
따로 구분하고, 주기적으로 타겟 네트워크를 업데이트 함으로써 학습의 수렴이 어려
운 심층신경망의 학습 안정성을 확보했다. 제안된 심층 Q 네트워크는 Atari 게임에서
게임의 이미지를 입력으로 하여 각 게임의 에이전트를 행동하도록 학습하였다. 다양한
게임의 실험을 통해 사람보다 더 높은 점수를 얻는 게임 에이전트를 학습하였다.
2.1.2 정규화
정규화란 기계학습, 특히 딥러닝에서 핵심적인 요소 중 하나이며 제한된 학습 데이
터나 불완전한 최적화 과정 중에서 학습되지 않은 데이터에 대해 일반화 할 수 있도록
도와주는 기법이다 [30]. [31]에서 정의한 바에 따르면, 정규화는 테스트 데이터 셋에
대해 좋은 성능을 낼 수 있도록 모델의 일반화를 목표로 하는 기법이다. 최근 많은 모델
에서 신경망을 함수로 사용한다. 신경망을 함수로 생각하고, fw : x 7→ y 이며, 여기서
학습하는 매개변수는 w ∈ W 이다. 신경망을 학습한다는 의미는 주어진 손실 함수인
L : W → R을최소화하는매개변수인 w∗를찾는것이다.아래는이를나타낸수식이다.
수식 2.2는 최적의 매개변수를 찾는 것을 나타내며, 수식 2.3은 정규화가 포함된 손실
함수를 의미한다. 일반적으로 정규화 손실은 함수 fw의 매개변수를 이용한다. 여기서
t는 종속변수의 값인 타겟을 말하고 P는 데이터의 분포, E는 에러함수를 의미한다.
w∗ = argminw L(w) (2.2)
L = E(x,t)∼P [E(fw(x), t) +R(w)] (2.3)
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주로활용되는정규화손실은 L1정규화와 L2정규화를이용한다.각각은아래와같다.






















2.2.1 반도체 패키징 라인 스케줄링 연구
앞서 언급한 반도체 패키징 라인 중 DA작업과 WB작업은 유연 잡샵 스케줄링 문
제로 모형화 가능하다. 이는 NP-hard 문제이며, 재유입이 존재하는 만큼 스케줄링의
복잡도가 높은 문제이다. 유연 잡샵 스케줄링은 두 가지의 서로 다른 의사결정이 이뤄
져야한다. 첫 번째는 설비에 작업을 할당하는 라우팅(routing)이며, 두 번째는 설비에
할당된 작업들의 순서를 결정하는 시퀀싱(sequencing)과정으로 이루어진다 [7]. 비교적
최근의 연구들은 메타 휴리스틱 기법을 적용하여 문제를 해결하고자 하였다 [6, 7, 32].
하지만 메타 휴리스틱의 경우 좋은 해를 찾기 위해서 오랜 시간이 소요되며, 이는 스케
줄링 모델의 실제 적용에 있어 어려움을 야기한다. 메타 휴리스틱 이외에도 유전 알고
리즘을 사용하여 유연 잡샵 스케줄링 문제를 성공적으로 적용한 연구가 있다 [33, 34].
2.2.2 강화학습 기반 스케줄링 연구
기존 연구들은 다양한 연구 문제를 대상으로 강화학습을 스케줄링에 적용해왔다.
설비의 형태에 따라 또는 생산공정의 유형에 따라 다양하게 강화학습을 적용하여 스케
줄링 문제를 풀었고, 성공적인 연구를 진행했다. 설비의 형태 관점에서 살펴보면, [10]
는 강화학습을 이용하여 단일 설비에서 디스패칭 룰을 선택하는 문제를 연구하였다.
다양한 디스패칭 룰에서 가장 좋은 룰을 선택하는 행동을 강화학습을 통해 의사결정
하였다. [11]에서는 단일 설비의 동적 잡샵 스케줄링를 해결하고자 하였다. 앞서 제시된
두 가지 연구 모두 단일 설비에 적용한 연구 사례이다. 이와 달리 병렬 설비에 대해 강
화학습을 적용하여 스케줄링 문제를 다룬 연구는 [12, 13, 18]이다. 생산공정의 유형에
따라 플로우샵, 잡샵, 유연 잡샵으로 구분할 수 있다. 플로우샵 공정에 적용된 연구는
[14, 19, 20]이 있다. [14]에서는 플로우샵에서 전체공기을 최소화하는 문제를 강화학습
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으로 풀었다. [19]는 플로우샵에서 다양한 기계와 여러 유형의 제품이 존재할 때, 공정
시스템의 최적 스케줄링을 도출하기 위해 다중 에이전트 강화 학습 방식을 채택하였다.
[20]에서는다양한작업시간(processing time)을갖는설비에서전체공기을최소화하기
위해듀얼 Q러닝(dual Q learning)방법론을도입하였다.잡샵스케줄링문제에도많은
연구가 진행되어 왔다. [15]연구는 강화학습 에이전트가 실시간의 잡샵 시스템에서 최
우선 룰을 선택하는 행동을 하도록 학습시켰다. 이를 통해 동적 스케줄링 시스템에서의
강화학습 에이전트의 활용 가능성을 확인하였다. [16]에서는 잡샵 스케줄링을 분산된
(distributed) 강화학습 에이전트를 통해서 해결하려 하였다. 사용된 강화학습 기법은
기존 연구에서 많이 사용하던 Q 러닝이 아닌 정책 기울기(policy gradient)기반의 모델
을 사용하였다. [17]에서는 잡샵 환경에서 잡 라우팅에서의 의사결정을 Q 러닝 모델을
통해 의사결정을 시도하였다. 본 연구에서 제시하는 제조 환경인 반도체 패키징 라인은
유연 잡샵 스케줄링으로 모형화가 가능하며, [35]에서 유일하게 강화학습 기반으로 유
연 잡샵 스케줄링 문제를 다루었으며 계층적인 접근과, 학습, 최적화를 조합하여 좋은
결과를 얻었다. 기존의 연구를 살펴보면, 비교적 단순한 플로우샵, 잡샵의 경우는 강
화학습 기반으로 다양한 연구가 진행되어 왔지만, 더욱 어려운 공정 복잡도를 지니는
유연 잡샵 스케줄링의 경우에는 아직까지 강화학습 기반의 접근이 부족하다.
2.2.3 강화학습 강건성 연구
강화학습의 강건성이란, 학습하지 않은 테스트 문제에 대해서 ’비슷한’ 성능을 보
이는 모델을 말한다 [23]. 강화학습에서도 모델의 강건성과 일반화를 위한 연구가 지
속적으로 진행되어 왔다. 대표적으로 전이학습(transfer learning)을 이용한 연구들이
진행되어 왔다 [36–38]. 전이학습이란 학습 데이터와 테스트 데이터가 독립항등분포
(independent and identically distributed)라는 가정을 완화하면서 소스 도메인(source
domain)에서 타겟 도메인(target domain)으로의 지식을 전달하는 방법이다 [39]. 즉,
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기존의 소스 도메인인 학습 데이터에서 학습된 지식이 새로운 모델을 학습할 때 전이
되어 학습을 빠르게하며 모델의 예측력을 높이고자는 방법이다. [36]에서는 쉬운 작업
(task)부터 배우면서 그 정보를 이용하여 어려운 작업에 학습된 보상 함수를 적용하였
다. [37]연구는 여러 개의 에이전트가 있는 환경임을 가정한다. 여러 개의 에이전트가
있을 때, 서로 영향을 주기 때문에 전이학습을 통해서 이전에 배운 작업에 대한 지식을
전달하거나, 더 경험이 이뤄진 에이전트로부터 조언을 받는 형태의 학습을 제안했다.
[38]에서는 소스 도메인과 타겟 도메인이 비슷하지 않은 상황을 가정하고, 룰 전이라는
기법을 제안하였다. 소스 도메인으로부터 정책을 요약하는 규칙을 배운 후, 이 규칙을
통해 타겟 도메인에서 빠르게 규칙을 배우는 것을 목표로 하였다. 전이학습은 새로운
타겟 도메인에 빠르게 학습을 시키는 목적의 학습 방법론이다.그렇기 때문에 재학습이
필수적으로 수행된다.
전이학습 이외에도 소스 도메인과 타겟 도메인 간의 도메인 적응(domain adap-
tation)과 도메인 일반화(domain generalization)가 강화학습의 강건성과 일반화 연구
의 큰 축이다. 도메인 적응에 가장 대표적이며, 초석이 되는 연구로 [40]에서 제안한
Model-Agnostic Meta-Learning(MAML)이다. MAML은 특정 모델에 한정되지 않고
분류, 강화학습 등에 적용될 수 있는 방법론이다. 이는 다양한 작업들을 메타 러닝 방식
으로 학습하면서 도메인 적응에 적합한 초기점(initial point)를 찾는 방법이다. MAML
로 학습된 모델은 새로운 타겟 작업에 대해서 학습을 진행 할 때, 학습을 통해 찾은
초기점을 시작으로 적은 수의 기울기 업데이트(gradient update)를 통해서 빠르게 좋
은 성능을 보이는 모델로 학습해나가는 것을 제안했다. [41]연구에선 여러 가지의 작업
학습(multi-task learning)과 도메인 적응을 이용하여 여러 가지 게임들에 강화학습을
적용하였다. [42]에서는 도메인 적응연구를 강화학습의 대표적인 벤치마크 데이터인
Atari 게임에 적용하였다. 타겟 작업에 대해 은닉 피처 표현(hidden feature represen-
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tation)을 초기화하고, 상태 표현을 전이학습을 통해 도메인간의 전이를 학습하였다.
도메인 적응에 활용된 방법론들 또한 새로운 도메인 작업에 학습을 빠르게 하기 위한
방법들로, 재학습을 필요로 한다. 도메인 일반화에 관한 연구는 [43, 44]가 있다. [43]에
서는 MAML연구와 비슷하게 특정 모델에 국한되지 않는 model-agnostic한 메타 러닝
도메인 일반화 방법론을 제시하였다. [44]는 의사 결정 트리를 이용한 강화학습으로 지
도학습을 통해 상태에 따른 동작의 상대적 효과를 일반화하여 모델을 학습하는 연구를
진행하였다.
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제 3 장 강화학습 기반 반도체 패키징 라인 스케줄링
본 절에서는 강화학습 기반의 반도체 패키징 라인 스케줄링의 설계와 강화학습
스케줄링 에이전트가 학습 및 테스트되는 과정에 대해서 소개한다. 기본적인 강화학습
과정은 [45]에서제시하는학습과정과유사하다.하지만알고리즘과과정의세부사항이
다르기 때문에 본 절에서 자세하게강화학습 학습과정을 다룬다.이를 다루기 위해서는
3절에서 언급한 반도체 패키징 라인을 모사하는 시뮬레이터와 강화학습 에이전트가
어떻게 연결되는지, 스케줄링 의사결정은 어떻게 이루어지는지, 스케줄링 에이전트를
학습하기 위해 강화학습의 설계는 어떻게 이루어지는지를 순서대로 소개한다. 본 연구
에서의 의사결정이란 설비의 셋업 교체에 관한 의사결정을 의미한다.
아래의 그림 3.1은 본 연구에서 적용하는 강화학습 기반의 스케줄링의 구성도를
나타낸다. 크게 학습 단계와 테스트 단계로 나뉜다. 학습 단계는 주어진 학습 스케줄링
문제를 입력받으면 모든 과정은 시뮬레이터 안에서 이루어진다. 학습 스케줄링 문제는
기 정의된 잡 타입 별 생산요구량, 설비의 구성, 초기 셋업 등으로 구성된다. 시뮬레이
터 내에는 이산사건들을 처리하고,강화학습 에이전트로부터 설비의 셋업 의사 결정을
전달 받아 처리하는 의사결정 처리모듈이 있으며, 강화학습 에이전트를 학습하는 스케
줄링 에이전트 학습모듈이 존재한다. 또한, 이 둘과 별개로 의사결정 처리모듈로부터
학습 데이터를 저장하여 이를 학습모듈에 전달해주는 경험 재현 버퍼로 구성되어있다.
의사결정 처리모듈은 반도체 패키징 라인을 모사하기 위해 정의된 여러가지 사건들을
시간순서대로처리하며,설비에서셋업의사결정이필요할때온라인 Q네트워크에게
상태를 전달하고결정된 의사결정인 행동을 받아 이를 이행한다. 연속된 의사결정을 통
해 만들어진 (상태, 행동, 보상, 다음 상태)을 트랜지션(transition)라고 하며, 이를 학습
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데이터로 경험 재현 버퍼에 저장한다. 스케줄링 에이전트 학습모듈은 [21]에서 제시한
심층 Q 네트워크와 그 학습 방법을 차용하여 구성하였다. 스케줄링 에이전트 학습모듈
은 매 의사결정이 필요할때 마다 호출되어 학습된다. 호출될 때 마다 경험 재현 버퍼로
부터 일정 크기의 미니배치만큼의 임의로 추출한 학습 데이터를 이용하여 온라인 Q
네트워크를 정의된 학습 알고리즘에 따라 학습한다. 주기적으로 타겟 Q 네트워크의
가중치는 온라인 Q 네트워크의 가중치로 대체되며, 이를 통해 심층 Q 네트워크의 수렴
안정성을 도모하였다 [21]. 학습 단계에서 학습이 완료되면, 테스트 단계에서는 학습된


































학습 단계 테스트 단계
Figure 3.1: 강화학습 기반 스케줄링 구성도
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3.1 강화학습 기반 스케줄링 의사 결정
강화학습에서의 환경 역할은 시뮬레이터에서 담당한다. 의사결정은 심층 Q 네트워
크 중 온라인 Q 네트워크를 통해 이루어진다. 작업을 진행할 랏과 설비를 선택할 때,
환경인 시뮬레이터는 에이전트인 온라인 Q 네트워크에게 상태를 전달한다. 상태를 전
달받은 에이전트는 결과물인 행동을 다시 시뮬레이터에 전달하고, 그 행동을 기반으로
의사결정 하여 다음 의사결정 시점까지 사건들을 처리한다. 의사결정이 필요한 시점은
모든 설비들 중 비어있는 설비가 존재하면서 대기 중인 작업이 가능한 랏이 있는 시점
이다. 하나 또는 여러 개의 설비가 작업이 끝나고, 해당 시점에 대기 중인 랏이 있을 때,
에이전트에게 의사결정을 요청한다.
본 연구에서는 의사결정을 내리는 에이전트는 1개만을 이용한다. 즉, 다루고 있는
DA공정과 WB공정별로 따로 의사결정 에이전트를 구분하지 않고 하나의 에이전트
를 이용하여 모든 의사결정을 진행한다. 하나의 에이전트를 사용하므로, 환경으로부터
생성되는 상태 또한 지역적인 상태가 아닌 공장 전체의 전역적 상태를 입력받는다. 그
러므로 상태는 모든 공장을 잘 표현할 수 있는 방식으로 채택한다. 아래의 그림 3.2는
DA와 WB작업 공정에서의 랏의 흐름을 도식화하고, 환경과 에이전트간의 상호작용을
나타낸다. 랏의 흐름은 이전 연구인 [27]에서 제시한 랏의 흐름을 참고하였으며, 앞서
언급한 대로 상태는 특정 공정 또는 특정 설비에 관한 정보가 아니라 모든 공정과 모
든 설비, 모든 잡 타입들의 정보를 표현하여 전역 상태를 구성하고, 이를 통해 하나의


























Figure 3.2: 공정 별 랏 흐름과 환경과 에이전트 상호작용
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3.2 상태, 행동, 보상 정의
강화학습에서는MDP의구성요소인상태,행동,보상을정의하는것이성능에중요
한 역할을 한다. t번째의 상태, 행동, 보상을 각각 st, at, rt라 하자. 상태는 일련의 수치
벡터로 구성되고, 공장의 모든 정보를 활용하도록 설계되었다. 크게 작업과 관련된 정
보,설비와관련된정보,작업공정과관련된정보로나뉜다.작업과관련된정보는그림
3.2에서 도식화 되어있는 공정별 랏의 흐름을 수치적으로 표현하였다. DA작업과 WB
작업 수행을 위해 대기중인 랏의 수, 현재 각 공정에서 작업중인 랏의 수, 모든 공정을
끝마친 랏의 수를 잡 타입 별, 공정 별로 따로 수치화하였다. 즉, DA작업과 WB작업
수행을 위해 대기중인 랏의 수, 현재 각 공정에서 작업중인 랏의 수를 나타내는 상태
벡터는 각각 NO차원을 가지며, 공정을 끝마친 랏의 수를 나타내는 상태벡터의 차원은
NJ이다. 각 상태벡터는 모두 스케줄링 문제에 투입되는 랏의 총 개수로 나누어 모든
벡터의 숫자를 0과 1 사이로 표준화시켜주었다. 표준화를 하는 이유는 투입되는 랏의
개수가 변화하는 문제에서는 심층 신경망의 입력값인 상태벡터의 각 요소(element)들
의 크기(scale)가 달라지므로 학습에 악영향을 미칠 수 있기 때문이다. 설비와 관련된
정보는 각 공정 별, 잡 타입 별 설비의 할당 비율과 의사결정 시점에서 비어있는 유휴
설비들의 공정 별, 셋업 타입 별 비율을 나타낸다. 각각의 상태벡터는 NJ ∗ 2의 차원을
가진다. NJ에서 두 배가 된 이유는 공정이 DA,WB 두 공정이기 때문이다. 마찬가지로,
앞서 설명한 설비 관련 상태벡터는 비율이므로, 각 공정 별 설비 총 개수로 나눠주었다.
추가로 설비에 관한 정보로, 설비가 가질 수 있는 3가지의 상태인 유휴, 작업중, 셋업
교체 중에 해당하는 설비들의 비율을 상태벡터로 채택하였다. 이는 총 3차원을 가진다.
마지막으로, 공정 관련 정보는 현재 의사결정을 내리는 공정이 DA공정인지 WB공정
인지에 대한 정보로 원-핫 인코딩(one-hot encoding)으로 나타내었다. 이를 정리하면
아래의 표 3.1와 같다.
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Table 3.1: 상태벡터 구성요소
상태 정보 설명 차원
작업 관련 상태
DA 또는 WB 설비에서 작업 수행을 위해 대기중인 랏의 잡 타입 별 공정 별 비율 NO
DA 또는 WB 설비에서 작업중인 랏의 잡 타입 별 공정 별 비율 NO
모든 공정을 끝마친 랏의 잡 타입 별 비율 NJ
설비 관련 상태
각 공정 별,잡 타입 별 설비 할당 비율 NJ ∗ 2
의사결정 시점에서 비어있는 유휴 설비들의 공정 별, 셋업 타입 별 비율 NJ ∗ 2
유휴, 작업중, 셋업 교체 중에 해당하는 설비들의 비율 3
공정 관련 상태 DA 또는 WB 공정에 대한 표현(one-hot encoding) 2
행동은 강화학습 에이전트가 상태를 기반으로 선택해야 하는 의사결정이며, 본 연
구에서는 설비의 셋업 상태와 잡 타입의 조합을 행동으로 정의한다. 설비가 가질 수
있는 셋업 상태는 잡 타입의 개수인 NJ이다. 마찬가지로, 잡 타입 또한 NJ만큼의 종류
를 가질 수 있으므로, 이들의 조합인 (NJ)
2 ∗ 2 만큼을 행동의 총 가지수로 정의할 수
있다. 두 배가 되는 이유는, 하나의 전역 에이전트가 DA와WB공정 모두의 의사결정을
행하기 때문이다. 시뮬레이터에서 정의한 행동의 의사결정을 할 때, 제약사항이 존재
한다. 의사결정을 대기 중인 랏의 잡 타입과 비어있는 설비의 셋업 타입이 항상 모든
잡 타입을 포함하진 않는 경우가 발생한다. 이 경우엔, 수행 가능한 행동만 진행해야
하며, st에서 수행 가능한 행동의 집합을 F (st)라 하고, at는 F (st)의 원소 중 하나이다.
F (st)는 다음과 같이 구성할 수 있다. 만약 현재 DA공정의 의사결정이면, WB공정 의
사결정에 해당하는 행동들은 F (st)에 포함되지 않는다. 또한, 현재 Ji인 잡의 j 공정에
해당하는 랏이 대기중에 있고, 비어있는 설비가 Oi,j를 작업할 수 있고, 셋업 상태가 J
′
i
이라면 Ji × J ′i의 조합이 F (st)의 원소가 될 수 있다.
마지막으로 보상은 의사결정이 일어날 때, 해당 의사결정을 통해 발생할 수 있는 셋
업교체시간을음수로보상을얻는다.즉,에이전트가수행가능한행동집합인 F (st)의
원소 중 하나를 선택하고, 선택된 설비의 셋업 상태가 J ′i이고 선택된 랏의 잡 타입이 Ji
일 때, i = i′이면 셋업 교체가 일어나지 않으므로 보상으로 0을 얻으며, 그렇지 않으면
−si,i′만큼을 보상으로 얻는다. 본 연구의 목적함수는 Cmax의 최소화이다. 모든 잡의
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작업 시간은 스케줄링 문제가 주어지면 정해지는 값이므로, Cmax까지의 모든 설비의
손실시간, 즉, 모든 설비의 유휴시간과 셋업교체시간의 합을 최소화하면 앞서 정의한
목적함수를 달성할 수 있다. 그러므로, 본 연구에서는 셋업교체시간을 음수 보상으로
하여 스케줄링 에이전트가 목적함수를 달성 할 수 있도록 유도하였다.
21
3.3 강화학습 에이전트 학습과 테스트
3.3.1 심층 Q 네트워크 구조
아래그림 3.3는본연구에서사용한심층 Q네트워크의구조를나타낸다.입력층의
차원은 학습 스케줄링 문제에 따라 다르며, 출력층의 차원 또한 문제에 따라 다르다. 은
닉층의경우 3개의층으로구성되어있고,각층은 64개의노드(nodes)로구성되어있다.
마지막 은닉층을 제외하고 각 층의 활성 함수(activation function)은 ReLU(Rectifed
Linear Unit)을 적용하였다. ReLU, f(z) = max(0, z), 는 비선형 변환을 하도록 도와
주며, 기존의 심층 신경망에서 기울기값이 사라지는 문제(vanishing gradient)를 완화
시켜주었다 [46]. 마지막 은닉층과 출력층의 연결 부분은 완전 연결층(fully connected
layer;FC)으로 구성하였다.심층 Q 네트워크는 온라인 Q 네트워크와 타겟 Q 네트워크
두 개를 갖는다. 이 두 개의 네트워크는 구조가 동일하다.
Figure 3.3: 심층 Q 네트워크 구조
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3.3.2 강화학습 에이전트 학습 단계
스케줄링을 위한 강화학습 에이전트는 앞서 설명한 심층 Q 네트워크의 구조를 이
용하여, [21]에서의 학습 알고리즘 수식과 표기법을 참고하여 학습을 진행한다. 기본
적으로 심층 Q 네트워크의 입력은 상태벡터인 si이며, 출력값은 Q(si, ai)로 나타내며,
이는 상태 si에서 행동 ai가 행해질 때 기대 행동 가치를 의미한다. 아래의 그림 3.4
의 알고리즘은 스케줄링을 위한 강화학습 에이전트 학습 절차를 나타낸다. 우선, 학습
스케줄링 문제와, NS , NRB, C를 입력한다. NS는 주어진 학습 스케줄링 문제를 반복
해서 풀면서 강화학습 에이전트 학습을 진행하는데, 총 시뮬레이션을 통해 스케줄링
문제를 푸는 횟수를 의미한다. NRB는 경험 재현 버퍼의 크기를 나타낸다. C는 [21]
에 제시된 파라미터로, 타겟 Q 네트워크의 가중치를 온라인 Q 네트워크의 가중치로
업데이트하는 주기를 나타낸다. 최종적으로 학습과정을 통해 도출되는 것은 심층 Q
네트워크, 구체적으로 온라인 Q 네트워크이다. 학습이 시작되면, 경험 재현 버퍼와 온
라인, 타겟 Q 네트워크의 가중치를 초기화한다. 학습 과정은 알고리즘의 줄 3-28이 NS
만큼 반복된다. 시뮬레이션이 시작하면 가장 먼저주어진 스케줄링 문제대로 모든 잡과
설비가 초기화되며, 스케줄링 시간인 t와 의사결정 순서인 i가 0으로 초기화된다. 스케
줄링 문제를 풀기 위해서, 시간은 마지막 공정이 끝나는 시각인 Cmax까지 반복된다.
스케줄링 의사결정을 위해서는 t시점에 유휴 상태(idle)인 설비가 있어야하고 동시에
작업 대기중 랏이 존재해야 한다. 의사결정이 일어나는 공정에 해당하는 유휴 설비의
집합을 IMt라 하고, 해당 공정의 작업 대기중인 랏의 집합을 WOt로 나타내며, 이 두
집합을먼저구한다.두개의집합에원소가모두존재할때,심층 Q네트워크의행동인
설비의 셋업 상태와 잡 타입의 조합을 행할 수 있다. 앞서 구한 IMt와 WOt이 동시에
존재한다면 두 집합 중 하나라도 빈 집합이 될 때까지 의사결정을 반복한다. 강화학습
에이전트는 상태벡터인 si를 관측하고, 이를 바탕으로 행동인 ai를 수행한다. 학습 단
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계에서는 입실론 그리디(ε-greedy) 정책을 이용한다 [28]. ai를 선택하는 방법은 아래의
수식 3.1과 같다. 여기서 random(·)함수는 si에서 수행 가능한 행동의 집합 중 임의로
선택하는 것을 의미한다. ε은 임의 행동이 선택될 확률을 의미한다.
ai =

random (F (si)) with probability ε
argmax
a∈F (si)
Q(si, a; θ) otherwise
(3.1)
행동이 수행될 때 마다, 트랜지션을 경험 재현 버퍼에 저장한다. 경험 재현 버퍼는
크기가 NRB로 고정되어 있으며, 데이터가 많아져 NRB보다 커지게되면 가장 오래된
트랜지션을 제거하고 새로운 데이터가 추가된다. 경험 재현 버퍼에 트랜지션이 추가
되면, 강화학습 에이전트는 기 정의된 미니배치 크기만큼 경험 재현 버퍼에서 임의로
트랜지션인 (sj , aj , rj , sj+1)들을 추출하여 이를 통해 학습을 진행한다. 여기서 미니배
치크기를 Nmini라하자.학습은타겟값과 Q값의차이를이용하여진행된다.타겟값은
수식 3.2로 구할 수 있다 [21]. 여기서 Q̂는 타겟 Q 네트워크를 의미하고, θ−는 타겟 Q
네트워크의파라미터인가중치를의미한다.마찬가지로 a′는 F (sj+1)의원소여야한다.
여기서 γ는 할인율을 의미한다 [28].
yj =







최종적인 강화학습 에이전트의 손실함수는 아래의 수식 3.3이다. 본 연구에서는
[47]에서 제시한 huber 손실함수를 사용한다. 손실함수를 경사 하강법 기반의 최적화







f (yj , Q(sj , aj ; θ)) (3.3)




(yj −Q(sj , aj ; θ))2 if |yj −Q(sj , aj ; θ)| < 1





위의 과정을 통해서 의사결정이 일어나면, 선택된 ai에 따라 특정 잡 타입으로 셋업
된 설비 중 가장 낮은 인덱스를 가진 설비(Mk)가 선택되고, 특정 잡 타입의 랏 중에서
작업이 제일 적게 남은 고차 작업이 진행될 랏(lOn,m)이 선택된다. 선택된 설비와 랏
쌍은 기존의 유휴 설비 집합인 IMt와 작업 대기 중인 랏 집합인 WOt에서 제외된다.
위의 과정을 두 집합 중 하나라도 빌 때까지 반복한다. 이 과정이 끝나면, 시간 t를 작업
이 끝나는 가장 빠른 시간으로 변경한다. 작업이 끝나면 유휴 상태로 돌아가는 설비가
다시 발생하므로, 의사결정을 이어갈 수 있다. 일련의 과정을 모슨 작업이 끝날 때까
지인 Cmax까지 반복한다. 그리고 C번의 스케줄링 시뮬레이션마다 타겟 Q 네트워크의
가중치를 온라인 Q 네트워크의 가중치로 대체한다.
3.3.3 강화학습 에이전트 테스트 단계
테스트 단계에서는 학습 단계에서 학습된 심층 Q 네트워크를 이용하여 테스트 스
케줄링 문제를 푼다.본 연구에서는 학습되지 않은 문제의 성능을 개선하고자는 연구이
므로, 테스트 스케줄링 문제는 학습 스케줄링 문제 대비 잡 타입 별 생산 비율, 공정별
설비 비율, 초기 설비 셋업 상태 등이 변화된 문제를 의미한다. 학습 단계와의 차이는
모든행동을입실론그리디방식을사용하지않고,학습된온라인 Q네트워크의출력값
에서 가장 큰 기대 행동 가치를 도출하는 행동을 선택한다. 즉, 행동을 임의로 선택하지
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않으므로 여러번 스케줄링 문제를 풀기위해 시도해도 동일한 결과가 도출된다. 선택된
행동은 설비의 셋업 상태와 잡 타입의 조합이므로, 이를 통해 특정 설비와 특정 랏을
선택한다. 선택된 설비와 랏은 의사결정 시간과 함께 스케줄 의사결정 리스트에 추가
된다. 또한 학습에 필요한 트랜지션을 경험 재현 버퍼에 저장하는 부분과 손실함수를
구하여 기울기 업데이트를 하는 부분은 제외된다. 아래의 그림 3.5 알고리즘 은 테스트
단계를 통해 스케줄이 생성되는 것을 보여준다.
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Figure 3.4: 학습단계: 심층 Q 네트워크 학습
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Figure 3.5: 테스트단계: 심층 Q 네트워크 테스트
28
제 4 장 강화학습 강건성 확보를 위한 정규화 학습 기법
4.1 정규화 학습 개요
본 절에서는 본 연구의 제안 기법인 강화학습 강건성 확보를 위한 정규화 학습 기법
을 설명한다. 본 연구에서 제시하는 방법론은 딥러닝 모델의 일반성을 연구한 [48]에서
영감을 얻어 발전시켰다. 참고한 연구에서도 정규화를 이용하여 모델의 도메인 일반화
를 시도하였다.학습 과정에서 정규화의 가중치를 학습하여 다른 도메인에 대한 성능을
높이고자 하였으며, 이미지 인식과 감성 분류 분야에 적용하였다. 이전 연구에서는 강
화학습에 적용하지 않았지만, 강화학습에서도 유사한 방법론을 적용할 수 있으며, [48]
에서 제시한 학습 방식을 차용하지만 본 연구의 특성에 맞게 수정, 보완하여 제안한다.
정규화 학습하는 과정은 4절에서 설명한 강화학습 기반 스케줄링 에이전트 학습
과정과 맞물려있다. 아래 그림 4.1는 강화학습 기반 스케줄링 에이전트 학습 및 정규
화 학습 과정과 이를 이용한 테스트 과정을 나타낸다. 4절에서 언급한 그림 3.1와의
차이는 학습 스케줄링 문제가 여러 개이며, 정규화가 학습 되는 과정이 시뮬레이터와
별개로 추가로 진행된다. 기존의 강화학습 에이전트는 시뮬레이터 내부에서 의사결정
처리모듈과 결합되어 학습 및 의사결정이 이루어졌다. 하지만, 정규화 학습 부분은 의
사결정 시점과는 무관하며, 스케줄링 문제를 한번 다 풀게된 이후에 학습을 진행한다.
학습 데이터는 저장되어있는 경험 재현 버퍼에서 미니배치 만큼의 데이터를 임의로
추출하여 사용한다. 네트워크 업데이트에 이용되는 손실함수는 상황에 따라 기존의 손























































Figure 4.1: 정규화 학습이 포함된 강화학습 기반 스케줄링 구조도
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4.2 정규화 학습 과정
강화학습 기반 스케줄링 에이전트의 강건성 확보를 위한 정규화 학습과정은 크게 4
단계로구성된다.각단계를언급하기에앞서,본연구에서사용하는심층 Q네트워크를
피처층과 Q층으로 구분하여 설명한다. 이에 대한 설명은 아래 그림 4.2에 나타내었다.
















ReLU ReLU ReLU FC
Q층피처층
Figure 4.2: 네트워크 피처층과 Q층 구분
본 연구에서 학습할 네트워크의 구조는 아래 그림 4.5과 같다. 입력층부터 은닉층
까지의 피처층은 하나의 공통된 네트워크를 활용하며, 학습되는 문제의 수 만큼 최종
출력층인 Q층이 생성된다. 하나의 공통된 피처층이 여러 문제들의 공통적인 지식을
학습하고, 문제별로 나누어진 Q층을 문제별로 따로 학습하면서 문제 별 특성을 학
습하도록 유도하였다. 제시된 구조는 모티브로 한 [48]에서 제시된 네트워크 구조를
차용하였다. 그림의 괄호안에 표현된 기호는 각 층의 파라미터인 가중치를 표현하였
다. 정규화가 포함된 강화학습 기반 스케줄링 에이전트 학습 과정은 아래 그림 4.4의
알고리즘에 따라 진행된다. 첫 번째로 복수 개의 학습 스케줄링 문제를 한번씩 번갈아








𝑄𝑁𝑃층(𝜃𝑄𝑝) 문제 𝑁𝑃 학습
Figure 4.3: 학습 네트워크 구조
이 과정이 끝나면, 복수 개의 스케줄링 문제 중 서로 다른 두 개의 문제(a, b ∈ P )를
추출한다. 첫 번째 과정을 통해 학습된 Q 네트워크를 a의 데이터를 이용하여 Q층만
NQ−update만큼 학습한다. 마지막으로, b의 데이터를 이용하여 정규화의 가중치인 φ를
학습한다. 위 가정을 총 NS만큼 반복한다. 정규화 가중치까지 학습이 완료되면, φ를
고정하고 새로운 하나의 Q층을 초기화하여 모든 스케줄링 문제의 데이터에 대해 학습
한다. 정규화 학습에 사용되는 손실함수는 시간차 손실과 정규화 손실이 합쳐진 아래
수식 4.1을 이용한다. 여기서 φ는 본 연구에서 학습하고자는 정규화의 가중치이며, 정
규화는 L2정규화를 이용하고 마지막 층인 Q층에만 적용한다. θ는 전체 Q 네트워크의
파라미터를 의미하고, 앞서 네트워크를 나눈 기준으로 피처층의 파라미터인 θF와 Q











Figure 4.4: 정규화가 포함된 심층 Q 네트워크 학습
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4.2.1 심층 Q 네트워크 학습
본 연구에서 제안하는 방법의 첫 번째 단계로 그림 3.4의 알고리즘에서 제시한 과
정을 복수 개의 학습 스케줄링 문제에 반복한다. 네트워크의 구성은 피처층과 Q층으로
나누어져 있으며, Q층은 학습 스케줄링 문제의 수만큼 생성한다. 복수 개의 학습 문제
를 순차적으로 하나씩 시뮬레이터로 스케줄링 문제를 풀면서 학습을 진행하며, 선택된
하나의 스케줄링 문제에 해당하는 Q층과 공통된 피처층의 학습을 진행한다. 이 과정을
통해 공통된 피처층은 복수 개 문제 스케줄링의일반적이고공통적인 특성을 학습한다.
학습 문제 별로 구분되어 있는 Q층은 서로 다른 문제들에 특화되어 학습되며, 구분된
Q층을 통해 문제 별로 다른 특성을 학습할 수 있다. 아래 그림 4.5은 전체 네트워크가
학습되는 것을 도식화하였다. 그림에서 빗금친 부분은 해당 과정에서 학습되는 층을
의미한다. 첫 번째 과정에서는 정규화를 이용하지 않으며, 시간차 손실을 역전파하여


















Figure 4.5: 1단계 : 심층 Q 네트워크 학습
34
4.2.2 Q층 학습
위에서 설명한 첫 번째 단계에서, 복수 개의 문제를 한번씩 스케줄링을 풀면서 심
층 Q 네트워크 전체를 학습 한 이후에 시뮬레이터와는 독립적으로 학습을 진행한다.
이번 단계에서는 위의 그림 4.4의 알고리즘 줄6에서 언급한 대로 복수 개의 학습 문제
중 임의의 2개를 추출한다. 그 중 하나를 선택하여(a문제) 해당 문제의 학습 데이터를
경험 재현 버퍼에서 추출하여 학습을 진행한다. 이번 단계에서는 정규화가 추가되어
학습되는 손실함수에 정규화 손실이 추가되며, 학습은 복수 개의 Q층 중 해당 문제
에 해당하는 Q층만 학습한다. 이 과정을 NQ−update번 반복하고, 이를 통해 선택된 a
문제의 스케줄링 에이전트가 특정 정규화 가중치에 대해 적응하도록 Q층을 파인튜닝
(fine-tuning)한다. 아래는 Q층만 학습하는 과정을 도식화하였다. 아래의 그림 4.6 예시
에서는 선택된 하나의 문제(a)가 2번 문제라고 가정하고, 학습은 2번 문제에 해당하는
두 번째 Q층만 학습한다. 정규화는 Q층의 파라미터인 가중치에 대한 정규화를 적용










𝑄2층(𝜃𝑄2) 𝑄2 값 시간차손실 + 정규화 손실𝑅
𝑄𝑁𝑃층(𝜃𝑄𝑁𝑃
)
Figure 4.6: 2단계 : 단일 Q층 학습
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4.2.3 정규화 가중치 학습
세 번째 단계에서는 정규화의 가중치인 φ를 학습한다. 두 번째 단계에서 NQ−update
회 반복해서 특정 학습 문제인 a에 해당하는 Q층을 학습하였고, 동일한 Q층에 대해
다른 학습 문제인 b의 학습 데이터를 경험 재현 버퍼에서 추출하여 정규화 가중치를
학습한다. 일정 횟수 동안 a문제에 적합하도록 학습한 네트워크를 새로운 문제인 b문
제의 학습 데이터 대해 손실을 줄이는 방향을 학습함으로써 새로운 문제에서의 모델의
강건함을얻을수있는방향으로정규화가학습된다.이과정에서는한번의기울기업데
이트를 수행한다. 두 번째 단계와 마찬가지로 손실함수는 시간차손실과 정규화손실을
합친 손실함수인 4.1를 이용한다. 두 번째 단계와 세 번째 단계는 시뮬레이션을 통해
스케줄링을 푸는 횟수인 NS만큼 반복된다. 반복 과정에서 임의 추출을 통해 학습 문제
a와 b가바뀌면정규화가중치가서로다른문제에서학습되어여러학습문제에일반화
된정규화가중치를얻을수있다.아래그림 4.7는정규화가중치학습을도식화하였다.
두 번째 단계의 예시로 이어서 설명하면, 두 번째 단계에서 2번 문제(a)로 학습된 심층
Q 네트워크에 새로운 문제인 1번 문제(b)를 2번 문제에 해당하는 심층 Q 네트워크를
통과시켜 Q값을 얻는다. 얻은 Q값을 통해 손실함수를 계산하여 그 기울기 업데이트를
정규화의 가중치 φ를 업데이트 하는데 사용한다.
4.2.4 새로운 Q층 학습
마지막 단계는 위의 모든 과정이 끝나고, 최종적으로 정규화 가중치를 학습을 완료
한 후 진행되는 단계로, 기존에 존재하던 NP개의 Q층을 모두 제거하고, 새로운 하나의
Q층으로초기화시킨다.이전단계에서학습한피처층과정규화가중치는고정한채,새
로운하나의 Q층에대해 NP개의학습스케줄링문제를 NnewQ만큼반복해서학습한다.










𝑄2층(𝜃𝑄2) 𝑄2 값 시간차손실 + 정규화 손실𝑅
𝑄𝑁𝑃층(𝜃𝑄𝑁𝑃
)
Figure 4.7: 3단계 : 정규화 가중치 학습
층을최종적으로학습하고,이를최종모델로테스트에사용하게된다.최종적인모델의
형태는 아래의 그림 4.8과 같다.
피처층
(𝜃𝐹)






Figure 4.8: 4단계 : 새로운 Q층 학습
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제 5 장 실험 결과
5.1 데이터셋
본 연구에서 제안하는 정규화 학습 기법의 성능을 검증하기 위해 표 5.3, 표 5.4, 표
5.5와같이총 3가지의데이터셋을구성하여성능을검증한다.본연구에서제안한강화
학습의 상태, 행동과 네트워크 구조는 잡 타입 개수에 대해 강건하지 못한 구조이므로,
잡 타입 개수를 다르게하여 스케줄링 문제의 복잡도가 서로 다른 3가지의 데이터를 구
성하였다.실험에사용된각데이터셋의구성은아래의표 5.1에설명되어있으며,각잡
타입은 아래의 표 5.2에 정의하였다. 본 연구에서는 각 작업공정의 설비의 수도 변화할
수 있는 요소이므로, 대체 가능한 설비의 집합인 A(Oi,j)는 DA공정은 최대 15대이하,
WB공정은 최대 25대이하로 구성된다. 각 데이터셋은 구성하는 잡 타입의 종류와 수가
차이가 있다. 공통적으로 총 설비수는 35대, 작업 소요시간은 DA의 경우 1.6시간, WB
는 4.8시간이며, 셋업 교체 시간 DA은 1시간, WB는 3시간으로 모두 동일하다.
Table 5.1: 데이터셋 별 구성




아래의 각 데이터셋을 설명한 표 5.3, 표 5.4, 표 5.5에서 잡 타입 별 생산요구량과
설비초기셋업에관한정보는숫자벡터형태로표현하였으며,이는각데이터셋을구성
하는 잡 타입에 해당하는 숫자이다. 예를 들어, 데이터셋1에 해당하는 것은 대괄호안에
나타내는 숫자는 각각 데이터셋1을 구성하는 J1,J3,J4,J6 순서 표현된다.
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각 데이터셋은 총 8개의 스케줄링 문제로 구성되어있다. 우선 하나의 기준 문제를
구성하고, 본 연구에서 가정한 생산환경의 변화인 작업공정 별 설비 비율 변화, 설비 초
기셋업변화,잡타입별생산비율변화를각기준문제에대해적용하였다.기준문제는
각 데이터셋의 1번 문제에 해당하며, 생산환경을 하나씩 변화시킨 데이터셋은 2,3,4에
순서대로 해당한다. 5번 문제는 세 가지의 변동 요소가 모두 적용된 데이터셋이며, 6번
문제는 5번 문제 대비 변동의 폭을 크게 설정한 문제이다. 특히, 설비 초기 셋업이 특정
잡 타입에 대부분 할당된 극단적인 문제이다. 7번 문제는 5번 문제처럼 세 가지의 변동
요소가 모두 적용되면서 생산요구량을 기준 문제 대비 약 1.5배 증가한 문제이다. 8번
문제의 경우 기준문제 대비 생산요구량을 각 잡 타입 별로 2배씩 한 문제이다. 7,8번
문제는 현재 실험이 실제 공장에서 다루는 규모보다 훨씬 작은 규모의 문제이므로, 스
케일업의 관점에서성능을 확인하기 위한 문제이다. 각 데이터셋의 특징에 대한 설명은
아래의 표에 설명하였다. 생산요구량에 해당하는 단위는 랏 단위로 표기하였다.
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Table 5.2: 잡 타입 설명
Ji Oi,j 작업공정 A(Oi,j)
J1
O1,1 DA M1 - M15
O1,2 WB M16 - M40
J2
O2,1 DA M1 - M15
O2,2 WB M16 - M40
J3
O3,1 DA M1 - M15
O3,2 WB M16 - M40
O3,3 DA M1 - M15
O3,4 WB M16 - M40
J4
O4,1 DA M1 - M15
O4,2 WB M16 - M40
O4,3 DA M1 - M15
O4,4 WB M16 - M40
J5
O5,1 DA M1 - M15
O5,2 WB M16 - M40
O5,3 DA M1 - M15
O5,4 WB M16 - M40
J6
O6,1 DA M1 - M15
O6,2 WB M16 - M40
O6,3 DA M1 - M15
O6,4 WB M16 - M40
O6,5 DA M1 - M15
O6,6 WB M16 - M40
J7
O7,1 DA M1 - M15
O7,2 WB M16 - M40
O7,3 DA M1 - M15
O7,4 WB M16 - M40
O7,5 DA M1 - M15
O7,6 WB M16 - M40
J8
O8,1 DA M1 - M15
O8,2 WB M16 - M40
O8,3 DA M1 - M15
O8,4 WB M16 - M40
O8,5 DA M1 - M15
O8,6 WB M16 - M40
O8,7 DA M1 - M15
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































여 진행한다. 각 데이터셋에서 1-4번 문제를 제안기법의 학습 스케줄링 문제로 선택한
다.본연구에서생산환경변화를 3가지요소로제한하였기때문에,각요소를변화시킨
문제를 학습하여 여러 생산환경의 특성을 학습할 수 있도록한다. 나머지 4개의 다양한
변동을 가정한 스케줄링 문제에 대해 테스트를 진행한다.
제안 기법을 통해 학습된 모델의 성능은 룰 기반의 스케줄링과 다양한 방식으로
학습된 강화학습 기반 스케줄링 에이전트와 비교함으로써 검증한다. 성능 비교를 위해
사용될 각 스케줄링 방법은 아래의 표 5.6에 정리하였다.
Table 5.6: 성능 비교 기법 정리
스케줄링 방법 방법 명칭 설명
룰 기반 스케줄링
(Rule)
First In First Out(FIFO) 가장 먼저 도착하는 잡 선택
Shortest Setup Time(SSU) 셋업 교체 시간이 제일 적은 잡 선택
Most Operation Remaining(MOR) 남은 작업이 가장 많이 남은 잡 선택
강화학습 기반 스케줄링(단일문제)
(RL-single)
1번 문제로 학습(single1) 각 데이터셋의 1번 문제로만 학습
2번 문제로 학습(single2) 각 데이터셋의 2번 문제로만 학습
3번 문제로 학습(single3) 각 데이터셋의 3번 문제로만 학습
4번 문제로 학습(single4) 각 데이터셋의 4번 문제로만 학습
강화학습 기반 스케줄링(복수문제)
(RL-multiple)










단일 문제 학습은 학습용 스케줄링 문제 4개를 각각 한 문제씩 학습한 강화학습
모델을 의미한다. 복수 문제 학습은 제안기법과 마찬가지로 학습용 스케줄링 문제 4
개를 모두 학습한 모델이다. 복수 문제 학습 중 임의 추출 모델은 학습용 스케줄링 문제
4개 중 하나씩 임의로 추출하여 문제를 학습하고 추출과정을 반복하는 모델이며, 순차
추출 모델은 1,2,3,4번 문제 순서대로 한 문제씩 추출하여 문제를 학습하고 추출과정을
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반복하는 모델이다. 제안기법과 정규화가 사용된 모델은 모두 L2 정규화를 이용하였
다.강화학습기반의모델들은모두 3000번(NS)의스케줄링문제를풀면서학습하도록
하였다. 단일 문제 학습 모델의 경우 학습과정에서 가장 좋은 성능을 보이는 모델을
선택하였다. 복수 문제 학습 모델의 경우 3000번 스케줄링 학습 과정 후 최종 모델을
기준으로 성능비교를 하였다. 3가지의 룰 기반의 스케줄링 방법 중 가장 좋은 성능의
룰과 비교하였다. 제시한 3가지 룰 기반 스케줄링은 [49]를 참고하였다. 또한 테스트
문제에 대한 성능이 어느정도인지 판단하기 위해, 각 테스트 문제를 단일 문제로 학습




5.3.1 강화학습 실험 세팅
심층 Q 네트워크를 학습하기 위한 옵티마이저(optimizer)로 Adam [50]을 이용하
였다. 또한 심층 Q 네트워크의 구조는 앞서 설명한대로, 은닉층이 3개로 구성되어 있고
각각은 64개의 노드를 가진다. 입력층과 출력층은 실험한 데이터셋에 따라 달라진다.
강화학습에서 사용된 탐색 방식인 입실론 그리디 방식에서 입실론을 점점 줄여나가는
방식을 활용하였으며, 초기 ε은 0.3에서 선형적으로 0.01까지 줄여나가는 방식을 택
했다. 또한, 학습의 안정성을 위해 네트워크의 파라미터인 가중치 값이 -1과 1사이로
제한하였다. 강화학습에 필요한 하이퍼파라미터(hyperparameter)는 아래의 표 5.7에
정리하였다.아래의표 5.7는각문제를단일문제로학습할때무작위탐색을통해서성
능이 평균적으로 가장 높은 하이퍼파라미터로 선정하였다. 강화학습을 구현하기 위해
구글의 딥러닝 라이브러리인 tensorflow를 이용하였다 [51].
Table 5.7: 강화학습 하이퍼파라미터
하이퍼파라미터 값
Adam 옵티마이저 학습률 10−4
Adam 옵티마이저 입실론 10−4
임의 행동이 선택될 확률(ε) 초기값 0.3
임의 행동이 선택될 확률(ε) 최종값 0.01
강화학습 할인율, γ 0.7
경험 재현 버퍼 크기, NRB 10
6
미니 배치 크기 64
타겟 Q 네트워크 업데이트 주기, C 10
5.3.2 정규화 학습 실험 세팅
제안기법은학습문제수에따라마지막 Q층의개수가변화한다.본연구의실험에
서는 4개(NP )의학습스케줄링문제를이용하였으므로총 4개의 Q층으로구성된다.정
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규화 학습 2단계에서 진행되는 Q층만 학습하는 과정은 100회씩 진행된다(NQ−update).
또한, 마지막으로 새로운 단일 Q층으로 초기화하여 학습하는 과정은 500회 반복한다
(NnewQ). 정규화 손실함수에 적용되는 정규화 가중치인 λ는 10
−4로 설정하였다. 따로
하이퍼파라미터로 정의하지 않았지만, 3단계에 해당하는 정규화 가중치 학습 단계는 2
단계를 학습하는 NQ−update 당 1회씩으로 고정하였다. 이는, 많은 기울기 업데이트를
진행할 경우 경험적으로 정규화 가중치가 큰 음수값으로 치우쳐 학습에 악영향을 주기
때문이다. 즉, φ에 대한 기울기 업데이트를 조절하면서 모델의 성능을 실험적으로 비
교하여 업데이트 횟수를 설정하였다. 또한, 정규과 가중치인 φ의 영역을 -1과 1사이로
제한하여 학습이 안정적으로 될 수 있도록 하였다.
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5.4 실험 결과
실험 결과는 표 5.6에 제시된 방법들과 본 연구에서 제안한 방법의 테스트 성능
을 비교한다. 그 결과는 아래의 그림 5.1, 그림 5.2, 그림 5.3에 나타내었다. 각 그림은
순서대로 데이터셋1,2,3에 해당하는 결과를 의미한다. 각 그림안에는 4개의 바차트로
구성되어 있으며, 위에서부터 차례대로 테스트 문제 5,6,7,8에 대한 결과이다. 순서대로
(a),(b),(c),(d)라 표현하였다. 그림의 x축에 표현된 명칭은 모두 표 5.6의 방법 명칭에
서의영어표현을이용하였고,룰기반의경우세가지룰기반스케줄링중가장성능이
높은 룰 하나만을 선택하여 표시하였다. 제안된 기법은 Proposed로 표현하였다. 그리
고, 스케줄링 방법에 따라 명암을 주어 구분하였다. 또한, 제안 기법의 성능의 정도를
판단하기 위해 해당 테스트 문제를 학습한 모델의 결과를 빨간선으로 제시하였다.
실험결과중 2가지테스트문제를제외하고제안기법이다른비교모델들보다높은
성능을 보인다. 예외 케이스는 1-5, 3-6번 테스트 문제에서 단일 문제로 학습한 모델보
다 좋지 못한 성능이 도출되었다. 1-5번 문제에서는 학습 문제 중 1-1문제를 단일로
학습한 single1이 제안 기법보다 좋은 성능을 보였다. 하지만 single1 모델은 다른 테스
트 데이터에 대해서는 제안 기법에 비해 월등히 좋지 못한 성능을 보였다. 즉, 하나의
테스트 문제에 대해서는 좋은 성능을 보일 수 있지만 제안기법이 여러 테스트 문제에
대해서 더욱 강건한 성능을 보임을 알 수 있다. 이를 통해, 본 연구에서 가정한 생산환
경의 변화에 다른 모델들에 비해 잘 대응됨을 확인할 수 있고, 이는 제안 기법이 더욱
강건한 강화학습 기반 스케줄링 모델을 학습했다는 것을 보여준다. 또한, 모든 실험
결과에서 (b)에서 (d)로 갈수록 생산요구량이 많아지는데, 스케일이 커지는 문제에서
제안 기법의 성능개선이 두드러짐을 확인 할 수 있다. 이러한 현상은 잡 타입을 더 많이




제안 기법을 통해 학습된 정규화 가중치 분포를 살펴보면 아래의 그림 5.4과 같다.
가로축은 가중치 값을 의미하고, 세로축은 해당 값의 빈도수를 나타낸다. 각 데이터
셋에 따라 정규화의 가중치 총 개수가 다르므로, 빈도수의 차이가 발생한다. 성능을
비교한 강화학습 기반 모델 중 정규화를 활용한 두 가지의 모델은(sampling w/ reg.,
sequential w/ reg.) 모두 가중치가 1인 L2 정규화를 이용하였다. 제안 기법에서는 정
규화의 가중치를 φ로 두고 이를 학습함으로써 기존 모델 대비 성능 개선을 이뤄냈다.
학습된 형태를 살펴보면, 초기 정규화 가중치는 모두 -10−3 에서 10−3로 초기화된 상
태에서 학습을 진행하였고, 대체적으로 음의 값을 갖는 분포로 학습되었다. 데이터셋1
과 2를 학습한 정규화 가중치는 비슷한 분포 형태로 학습이 되었다. 대부분 0 근방의
수치를 가짐을 알 수 있으며 값의 분포로 봤을 때 -0.1이 안되는 수치까지 가중치의
값이 퍼져있는 것을 확인 할 수 있다. 반면, 데이터셋3에서는 가중치의 분포가 좀 더
음수쪽으로 치우처져있으며, -1에서 빈도가 높은 것을 확인 할 수 있다. 이는 학습 당시
에 모든 가중치값을 -1과 1사이로 제한하였기 때문이다. 가중치값들이 이렇게 음수로
가지는 이유는 손실함수에 정규화 손실을 더하였고, 손실함수를 최소화하는 방향으로
학습하기 때문에 자연스럽게 가중치들이 음수를 갖게 된 것으로 예상된다. 이를 통해,
정규화의 가중치가 1로 고정된 모델보다 학습을 통해 다양한 값의 가중치를 가질 때
스케줄링 모델의 성능이 개선되는 것을 확인 할 수 있다.
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Figure 5.1: 데이터셋1 테스트 결과
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Figure 5.2: 데이터셋2 테스트 결과
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Figure 5.3: 데이터셋3 테스트 결과
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Figure 5.4: 학습된 정규화 가중치 히스토그램
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제 6 장 결론
6.1 결론
반도체 패키징 라인에서의 다중 칩 제품 생산은 반복적인 재유입과 셋업 교체 시
간의 소요로 인해 스케줄링의 복잡도가 높다. 또한, 반도체 패키징 라인은 시장 수요의
높은변동성과설비유지보수등에의해생산환경이빈번히변화하는특성을지니고있
다.복잡한스케줄링문제를해결하기위해전역최적화를목표로하는심층강화학습이
스케줄링 연구에 적용되고 있으며,연구의 활용성 측면에서 빈번한 생산환경 변화에 성
능의큰저하없이빠르게대응할수있는심층강화학습기반스케줄링연구의필요성이
대두되고있다.
본 연구에서는 빈번한 생산환경 변화에 재학습 없이 대응할 수 있는 강건한 심층 강
화학습기반반도체패키징라인스케줄링모델학습을위해정규화가중치학습에대한
연구를 수행하였다. 반도체 패키징 라인 스케줄링의 목적함수로 전체공기을 이용하였
으며, 강화학습을 적용하기 위해 문제의 특성에 맞게 상태, 행동, 보상을 정의하였다.
심층 Q 네트워크를 이용하여 스케줄링을 위한 강화학습 모델을 학습하였으며, 강건성
확보를 위한 정규화 학습을 위해 크게 4단계로 구분하여 학습을 진행하였다. 각 단계에
서는 복수 개의 문제의 일반성과 각 문제의 특수성을 학습 할 수 있도록 설계하였다.
제안 기법으로 학습된 반도체 패키징 라인 스케줄링 모델이 잡 타입 별 생산 비율
변화, 설비 초기 셋업 상태 변화, 작업공정 별 설비 비율 변화에 해당하는 생산환경
변화에 대해서 강건한 성능을 보이는지 실험을 통해 확인하였다. 복잡도가 서로 다른
데이터셋에서의 테스트를 통해 성능을 검증하였으며, 룰 기반의 스케줄링 방법과 다양
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한 강화학습 기반의 스케줄링 방법들과 비교하여 제안 기법으로 학습된 모델의 성능이
우수함을 확인하였다. 또한 생산요구량이 증가하는 스케일업 된 스케줄링 문제에서도
강건함을 확인했으며,스케일이 커질수록 다른 방법과의 성능 차이가 더욱 커짐을 확인
할 수 있었다.
본 연구에서 제안한 기법이 강건한 반도체 패키징 라인 스케줄링 모델을 학습하는
데 유효함을 실험을 통해 확인하였고, 이는 실제 공장에서의 강화학습 기반 스케줄링
모델의활용도를높이는연구결과이다.또한,스케일업된스케줄링문제에서의성능의
우수함은 큰 크기의 스케줄링 문제를 작은 크기의 스케줄링 문제로 축소하여 강화학습
기반 스케줄링 모델을 빠르게 학습하여 적용할 수 있다는 근거로서 활용 될 수 있다.
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6.2 한계점 및 향후 연구
본 연구에서는 생산환경이 변화할 때, 학습하지 않은 새로운 문제에 대한 강화학습
기반 스케줄링 에이전트의 성능을 높이고자 정규화의 가중치를 학습하는 방식으로 강
화학습 모델의 강건성을 확보하고자 하였다. 그러나, 본 연구에서 제안한 방법에서도
크게 두 가지의 한계점을 지니고 있으며, 추후 연구를 통해 더욱 강건한 강화학습 기반
스케줄링 에이전트 학습이 가능할 것으로 예상된다.
먼저, 여기서 가정한 생산환경의 변화는 크게 잡 타입 별 생산비율의 변화, 설비
초기 셋업 상태 변화, 작업공정 별 설비 비율 변화로 제한하였다. 세 가지 이외의 많은
변동요인이있을수있으며,대표적으로잡타입수변화를고려하지않았다.잡타입수
변화를 고려하지 않았기 때문에, 데이터셋을 잡 타입 수를 변화시키면서 구성하였다.
본 연구에서는 정의한 상태와 행동이 모두 잡 타입 수에 종속적인 형태로 구성하였기
때문에 잡 타입 수 변화에 대응하지 못한다. 하지만 추후 연구에서는 잡 타입 수에 종속
적이지 않은 형태의 상태와 행동을 구현함으로써 잡 타입 수 변화에 대해서도 강건한
모델을 만들 수 있을 것이라 예상된다. 또한, 다양한 변동요인이 있을 수 있으므로, 이
에 대한 범주를 확장하는 연구가 필요하며, 추후 연구를 통해서 실제 반도체 패키징
라인에서의 강화학습 기반의 모델 활용도가 높아질 것이다.
다음으로, 정규화 학습에 있어서 본 연구에서는 L2 정규화만을 이용하여 실험하
였다. 하지만 제안한 기법은 특정 정규화에만 국한되지 않으므로, 사용하지 않은 L1
정규화도 이용할 수 있다. 뿐만아니라, 정규화 자체를 신경망으로 구성하여 신경망의
가중치를 학습하는 형태를 취할 수도 있다. 다양한 형태의 정규화를 제안기법을 통해
학습하고 이를 실험한다면 제안 기법이 유효함을 검증할 수 있을 것이라 예상된다.
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[31] Jan Kukačka, Vladimir Golkov, and Daniel Cremers. Regularization for Deep
Learning: A Taxonomy. October 2017. arXiv: 1710.10686.
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Abstract
Enhancing Robustness of Deep
Reinforcement Learning based
Semiconductor Packaging Lines Scheduling
with Regularized Training
Joongkyun Kim
Department of Industrial Engineering
The Graduate School
Seoul National University
As the demand for high-performance electronic devices has increased, the semi-
conductor manufacturing process is being developed centering on the production
of multi-chip products. In multi-chip products, re-entrance occurs by repeating the
process several times in the packaging line, and the setup change of equipment is
frequently incurred. These are major factors that make the scheduling of the semi-
conductor packaging line difficult. The production environment frequently changes
due to internal and external variabilities. In addition, since the calculation time re-
quired for scheduling is very important at the manufacturing site, prompt schedule
generation is required. As the research of the semiconductor packaging line schedul-
ing becomes active, the reinforcement learning based scheduling research aiming at
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the global optimization is increasing. In view of the utilization of scheduling research
based on reinforcement learning, there is a need for a method capable of reacting to
various production environment changes and obtaining a good schedule in a short
time.
This study aims at obtaining the robustness of the scheduling model based on
deep reinforcement learning. We propose a regularization training method for semi-
conductor packaging lines scheduling based on deep reinforcement learning without
performance degradation and re-training when a new production environment is
given as a test data. In order to apply reinforcement learning to flexible job-shop
scheduling problem, we designed state, action and reward considering overall process
and trained deep Q network which is a representative algorithm of deep reinforce-
ment learning. The regularization training method proposed in this study is divided
into four stages and designed to train the generalities of the problems reflected in
various production environment and the specificity of each problem. Experiments
were conducted using scheduling problems of different complexity, and it was verified
that the performance was superior to other scheduling models based on rule-based
and deep reinforcement learning.
This study is the first research that focuses on the robustness of the model in the
reinforcement learning based scheduling. Moreover, the result of this study enhances
the practicality of research in real factory application.
Keywords: Semiconductor packaging lines, Flexible job-shop scheduling, Deep re-
inforcement learning, Regularized training
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