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Abstract
In this paper, we study in quantum calculus the correspondence between poles of the q-Mellin transform
(see [A. Fitouhi, N. Bettaibi, K. Brahim, The Mellin transform in Quantum Calculus, Constr. Approx. 23
(3) (2006) 305–323]) and the asymptotic behaviour of the original function at 0 and ∞. As applications,
we give a new technique (in q-analysis) to derive the asymptotic expansion of some functions defined by
q-integrals or by q-harmonic sums. Finally, a q-analogue of the Mellin–Perron formula is given.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
The correspondence between the asymptotic expansion of a function near 0 or ∞ and poles
of its Mellin transform are intensively treated by many authors. Such topic plays a central role in
many fields (see [1,5,14]).
In this paper, we attempt to study the q-analogue of the classical theory. We shall prove that
poles of a q-Mellin transform are closely related to the terms in the asymptotic expansion of
the original function at either 0 or ∞. Each individual term in such asymptotic expansion of a
function f taking the form xb(Logx)k , k ∈ N, is linked to a pole of its q-Mellin transform at
s = −b with multiplicity k + 1. The correspondence fares both ways.
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Mellin transform and translate back its singularities into asymptotic terms in the expansion of f .
We use this correspondence to study the asymptotic behaviour at 0 and ∞ of some functions
defined by q-integrals and by q-harmonic sums. This paper is organized as follows: in Section 2
we present some preliminary results and notations that will be useful in the sequel. In Section 3
we study the asymptotic properties of the q-Mellin transform and we prove the desired corre-
spondence. In Section 4, we give some applications and examples.
2. Notations and preliminaries
Throughout this paper, we will fix q ∈ ]0,1[. We recall some usual notions and notations used
in the q-theory (see [2,9]).
We refer to the book by G. Gasper and M. Rahmen [2], for the notations, definitions and
properties of the q-shifted factorials and the basic hypergeometric functions.
The q-derivative Dqf of a function f is given by
(Dqf )(x) = f (x) − f (qx)
(1 − q)x if x = 0, (1)
(Dqf )(0) = f ′(0) provided f ′(0) exists. If f is differentiable then (Dqf )(x) tends to f ′(x) as
q tends to 1.
The q-Jackson integrals from 0 to a and from 0 to ∞ are defined by (see [8])
a∫
0
f (x)dqx = (1 − q)a
∞∑
n=0
f
(
aqn
)
qn, (2)
∞∫
0
f (x)dqx = (1 − q)
∞∑
n=−∞
f
(
qn
)
qn, (3)
provided the sums converge absolutely.
The q-Jackson integral in a generic interval [a, b] is given by (see [8])
b∫
a
f (x) dqx =
b∫
0
f (x)dqx −
a∫
0
f (x)dqx. (4)
The improper integral is defined in the following way (see [11]):
∞
A∫
0
f (x)dqx = (1 − q)
∞∑
n=−∞
f
(
qn
A
)
qn
A
. (5)
We remark that for n ∈ Z, we have
∞
qn∫
0
f (x)dqx =
∞∫
0
f (x)dqx. (6)
The q-integration by parts is given for suitable functions f and g by
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a
g(x)Dqf (x)dqx = f (b)g(b) − f (a)g(a) −
b∫
a
f (qx)Dqg(x) dqx. (7)
Definition 1. A function f is q-integrable on [0,∞[ if the series ∑n∈Z qnf (qn) converges
absolutely.
We write L1(Rq,+) the set of all functions that are q-integrable on [0,∞[, where Rq,+ is the
set
Rq,+ =
{
qn: n ∈ Z}. (8)
Proposition 1. The q-analogue of the integration theorem by change of variable for u(x) = αxβ ,
α ∈ C and β > 0 is as follows:
u(b)∫
u(a)
f (u)dqu =
b∫
a
f
(
u(x)
)
D
q
1
β
u(x) d
q
1
β
x. (9)
The q-analogues of the exponential function (see [2,9]) are given by
Ezq =0 ϕ0
(−;−;q,−(1 − q)z)= ∞∑
n=0
q
n(n−1)
2
(1 − q)n
(q;q)n z
n = (−(1 − q)z;q)∞, (10)
ezq =1 ϕ0
(
0;−;q, (1 − q)z)= ∞∑
n=0
(1 − q)n
(q;q)n z
n = 1
((1 − q)z;q)∞ . (11)
For the convergence of the second series, we need |z| < 11−q ; however, because of its product rep-
resentation, eq is continuable to a meromorphic function on C and has simple poles at z = q−n1−q ,
n ∈ N. They satisfy the relations (see [9] or [10])
Dqe
z
q = ezq, DqEzq = Eqzq and E−zq ezq = ezqE−zq = 1.
Jackson [8] defined a q-analogue of the Gamma function by
q(x) = (q;q)∞
(qx;q)∞ (1 − q)
1−x, x = 0,−1,−2, . . . . (12)
It is well known that it satisfies
q(x + 1) = 1 − q
x
1 − q q(x), q(1) = 1 and limq→1− q(x) = (x), (x) > 0. (13)
Moreover, it has the q-integral representations
q(s) =
1
1−q∫
0
t s−1E−qtq dq t =
∞
1−q∫
0
t s−1E−qtq dq t. (14)
Using the Ramanujan summation formula for 1ψ1(a, b;q, z) (see [2] or [9]), one can prove
the following proposition:
A. Fitouhi, N. Bettaibi / J. Math. Anal. Appl. 328 (2007) 518–534 521Proposition 2. If (s) > 0, we have
q(s) = Kq(s)
∞
1−q∫
0
xs−1e−xq dqx, (15)
where
Kq(t) = (−q,−1;q)∞
(−qs,−q1−s;q)∞ . (16)
Moreover, if Log(1−q)Log(q) ∈ Z, we obtain
q(s) = Kq(s)
∞∫
0
xs−1e−xq dqx =
∞∫
0
t s−1E−qtq dq t, (17)
where Log(x) means Loge(x).
The Jackson’s third q-Bessel function is denoted by M.E.H. Ismail as (see [7])
J (3)α (z;q) =
(qα+1;q)∞
(q;q)∞
∞∑
n=0
(−1)nq n(n+1)2
(q, qα+1;q)∞ z
α+2n. (18)
The q-cosine and q-sine are defined (see [4]) as
cos
(
x;q2)= ∞∑
n=0
(−1)nqn(n−1) (1 − q)
2n
(q;q)2n x
2n (19)
and
sin
(
x;q2)= ∞∑
n=0
(−1)nqn(n−1) (1 − q)
2n+1
(q;q)2n+1 x
2n+1. (20)
Note that we have (see [12]) the relations
cos
(
x;q2)= q2
( 1
2
)
q(1 + q−1) 12
x
1
2 J
(3)
− 12
(
1 − q
q
x;q2
)
, (21)
sin
(
x;q2)= q2
( 1
2
)
(1 + q−1) 12
x
1
2 J
(3)
1
2
(
1 − q
q
x;q2
)
. (22)
For a, b ∈ R with a < b, we note
〈a;b〉 = {s ∈ C: a < (s) < b}
and
〈˜a;b〉 =
{
s ∈ 〈a;b〉: ∣∣(s)∣∣< −π
Logq
}
.
Finally, the q-Mellin transform of a function f on Rq,+ is defined in [3] by
Mq(f )(s) = Mq
[
f (t)
]
(s) =
∞∫
t s−1f (t) dq t,0
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and it is a periodic function, with period 2iπLogq .
The inversion formula for this transform is given by
f (x) = Log(q)
2iπ(1 − q)
c+ iπLog(q)∫
c− iπLog(q)
Mq(f )(s)x
−sds, x ∈ Rq,+,
where αq,f < c < βq,f .
3. Asymptotic properties of the q-Mellin transform
As mentioned in the introduction, we will prove in this section the direct correspondence of
terms in the asymptotic expansion of the original function at either 0 or ∞ with poles of its
q-Mellin transform. Following P. Flajolet, X. Gourdon and P. Dumas (see [5]), we introduce the
singular expansion. It is basically a sum of the Laurent expansion around all poles truncated to
O(1) term. For example, since
1
s(s − 1) =
1
s − 1 − 1 + O(s − 1), s → 1,
1
s(s − 1) = −
1
s
− 1 + O(s), s → 0,
we write
1
s(s − 1) 
[
1
s − 1
]
s=1
+
[
−1
s
]
s=0
as a singular expansion. In general for a meromorphic function f on a convex set Ω ⊂ C, having
S as set of poles in Ω , the singular expansion is
f (s) 
∑
b∈S
Δb(s), s ∈ Ω,
where Δb(s) is the Laurent expansion of f around s = b up to at most O(1) term.
Let us first begin by the following theorem, that maps the asymptotic singularities of the q-
Mellin transform into asymptotic expansions of the original function for x → 0 and x → ∞. It
is a q-analogue of [5, Theorem 4, p. 17].
Theorem 1. Let f be defined on Rq,+ with q-Mellin transform Mq(f ) defined in a nonempty
strip 〈αq,f ;βq,f 〉.
(i) [Asymptotics for x → ∞] Assume that Mq(f ) admits a meromorphic continuation to the
strip 〈αq,f ;M〉 for some M > βq,f , with a finite number of poles in the set ˜〈αq,f ;M〉 and is
analytic on (s) = M and on (s) = −πLogq .
If Mq(f ) admits the singular expansion
Mq(f )(s) 
∑ ck,b
(s − b)k+1 , s ∈
˜〈αq,f ;M〉,k,b
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f (x) = Logq
1 − q
∑
k,b
(−1)kck,b
k! x
−b(Logx)k + O(x−M), x → +∞ (in Rq,+).
(ii) [Asymptotics for x → 0] Similarly, assume that Mq(f ) admits a meromorphic continua-
tion to the strip 〈−M;βq,f 〉 for some −M < αq,f , with a finite number of poles in the set
˜〈−M;βq,f 〉 and is analytic on (s) = −M and on (s) = −πLogq .
If Mq(f ) admits the singular expansion
Mq(f )(s) 
∑
k,b
ck,b
(s − b)k+1 , s ∈
˜〈−M;βq,f 〉,
then an asymptotic expansion of f at 0 is
f (x) = Logq
q − 1
∑
k,b
(−1)kck,b
k! x
−b(Logx)k + O(xM), x → 0 (in Rq,+).
Proof. Since
Mq
[
f
(
1
t
)]
(s) = Mq(f )(−s)
(see [3, Property (P2)]), it suffices to prove the case (i). The proof makes use of the q-inversion
theorem and of a residue computation using the rectangular contour Cq,f defined by the segments[
γ − iπ
Logq
, γ + iπ
Logq
]
,
[
γ + iπ
Logq
,M + iπ
Logq
]
,[
M + iπ
Logq
,M − iπ
Logq
]
and
[
M − iπ
Logq
, γ − iπ
Logq
]
,
where αq,f < γ < βq,f . For x ∈ Rq,+, consider the integral
J = 1
2iπ
∫
Cq,f
Mq(f )(s)x
−s ds.
By Cauchy’s theorem, J is equal to the sum of residues which by a direct computation
J =
∑
k,b
ck,b Res
(
x−s
(s − b)k+1
)
s=b
=
∑
k,b
ck,b
(−1)k
k! x
−b(Logx)k.
On the other hand,
J = 1
2iπ
γ+ iπLogq∫
γ− iπLogq
Mq(f )(s)x
−s ds + 1
2iπ
M+ iπLogq∫
γ+ iπLogq
Mq(f )(s)x
−s ds
+ 1
2iπ
M− iπLogq∫
M+ iπ
Mq(f )(s)x
−s ds + 1
2iπ
γ− iπLogq∫
M− iπ
Mq(f )(s)x
−s ds.Logq Logq
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fourth integrals is zero. Moreover, the third integral verifies
∣∣∣∣∣
M− iπLogq∫
M+ iπLogq
Mq(f )(s)x
−s ds
∣∣∣∣∣=
∣∣∣∣∣
− πLogq∫
π
Logq
Mq(f )(M + it)x−M−it dt
∣∣∣∣∣
 x−M
− πLogq∫
π
Logq
∣∣Mq(f )(M + it)∣∣dt,
which proves that
M− iπLogq∫
M+ iπLogq
Mq(f )(s)x
−s ds = O(x−M).
Finally, using the q-inversion theorem, we obtain
J = 1 − q
Logq
f (x) + O(x−M).
Thus
f (x) = Logq
1 − q
∑
k,b
ck,b
(−1)k
k! x
−b(Logx)k + O(x−M). 
Conversely, there exists a direct mapping from asymptotic expansions of f near 0 or ∞ to a
singular expansion of Mq(f ). We formulate it in the following theorem which is a q-analogue
of [5, Theorem 3, p. 13].
Theorem 2. Let f be defined in Rq,+, with q-Mellin transform Mq(f ) defined on a nonempty
strip 〈αq,f ;βq,f 〉.
(i) Assume that f admits as x → 0, a finite asymptotic expansion of the form
f (x) =
∑
k,b
ck,b x
b(Logx)k + O(xM),
where −M < −b < αq,f , and the k are nonnegative integers. Then Mq(f ) is continuable to
a meromorphic function in the strip 〈−M;βq,f 〉 and
Mq(f )(s)  q − 1Logq
∑
k,b
ck,b
(−1)kk!
(s + b)k+1 , s ∈
˜〈−M;βq,f 〉.
(ii) Assume that f admits as x → ∞, a finite asymptotic expansion of the form
f (x) =
∑
ck,bx
b(Logx)k + O(x−M),
k,b
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meromorphic function in the strip 〈αq,f ;M〉 and
Mq(f )(s)  1 − qLogq
∑
k,b
ck,b
(−1)kk!
(s + b)k+1 , s ∈
˜〈αq,f ;M〉.
Proof. As before, we need to concentrate on one case. For a change we prove the case x → 0. By
assumption, the function g(x) = f (x) −∑k,b xb(Logx)k is O(xM). In the fundamental strip,
we have
Mq(f )(s) =
1∫
0
g(x)xs−1 dqx +
∑
k,b
1∫
0
xs+b−1(Logx)k dqx +
∞∫
1
f (x)xs−1 dqx.
The first q-integral defines an analytic function in 〈−M;+∞〉, since g(x) = O(xM) as
x → 0. The third q-integral defines an analytic function in 〈−∞;βq,f 〉, so that the sum of these
two q-integrals yields an analytic function in 〈−M;βq,f 〉. Now, using Proposition 4 of [3] and
the fact that (see [3, Example 3])
Mq(1[0,1])(s) = 1 − q1 − qs , s ∈ 〈0;∞〉, (23)
where
1[0,1](x) =
{
1 if x ∈ [0,1],
0 otherwise,
one can see
1∫
0
xs+b−1(Logx)k dqx = d
k
dsk
(
1 − q
1 − qs+b
)
.
On the other hand, the well-known relation (see [13])
1 − q
1 − qs+b =
1 − q
1 − e(s+b)Logq
= q − 1
Logq
1
s + b −
q − 1
2
+ (q − 1)
∞∑
n=2
βn
n! (Logq)
n−1(s + b)n−1,
where βn is the nth Bernoulli number, implies that for all k ∈ N, there exists an analytic function
gk on ˜〈−∞;+∞〉 such that
dk
dsk
(
1 − q
1 − qs+b
)
= q − 1
Logq
(−1)kk!
(s + b)k+1 + gk(s),
which completes the proof. 
Example. (1) q(s) = Mq [E−qtq ](s), s ∈ 〈0;∞〉 and E−qtq = ∑∞n=0 (−1)nq n(n+1)2 (1−q)n(q;q)n xn as
x → 0, then
q(s) 
∞∑ (−1)n+1q n(n+1)2 (1 − q)n+1
(q;q)n Logq
1
s + n, s ∈
˜〈−∞;∞〉,n=0
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Res
(
q(s)
)
s=−n =
(−1)n+1q n(n+1)2 (1 − q)n+1
(q;q)n Logq .
(2) f (x) = 11+x .
The fundamental strip is 〈0;1〉. The two expansions
f (x) =
∞∑
n=0
(−1)nxn, as x → 0 and f (x) =
∞∑
n=1
(−1)n−1x−n, as x → ∞
lead to
Mq(f )(s) 
∞∑
n=0
q − 1
Logq
(−1)n
s + n , s ∈
˜〈−∞;1〉, and
Mq(f )(s) 
∞∑
n=1
q − 1
Logq
(−1)n
s − n , s ∈ 〈˜0;∞〉,
which is consistent with
Mq(f )(s) 
∞∑
n=−∞
q − 1
Logq
(−1)n
s + n , s ∈
˜〈−∞;+∞〉.
4. Applications
4.1. Application 1. Asymptotic approximation of q-integrals
In this subsection, we introduce a new technique, using the q-Mellin transform to study the
asymptotic behaviour at 0 or ∞ of functions having the form:
F(x) =
∞∫
0
f (t)h(xt) dq t, (24)
where f and h are two functions defined on Rq,+. We start by the following theorem.
Theorem 3. If the strip Sh,f = 〈αq,h;βq,h〉 ∩ 〈1 −βq,f ;1 −αq,f 〉 is not empty, then F is defined
on Rq,+ and we have for all s ∈ Sh;f ,
Mq(F)(s) = Mq(f )(1 − s)Mq(h)(s). (25)
Proof. Let σ be a real in Sh;f . Owing to the q-inversion theorem, and the fact (see [3, Prop-
erty (P1)])
∀a ∈ Rq,+, Mq
[
h(at)
]
(s) = a−sMq(h)(s), (26)
we have for all N ∈ N and for all x ∈ Rq,+,
N∑
n=−N
qnf
(
qn
)
h
(
xqn
)= Log(q)
2iπ(1 − q)
σ+ iπLog(q)∫
σ− iπ
N∑
n=−N
q(1−s)nf
(
qn
)
Mq(h)(s)x
−s ds.Log(q)
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∑
n∈Z q(1−s)nf (qn)Mq(h)(s)x−s on [σ − iπLog(q) ,
σ + iπLog(q) ] gives the convergence of the series
∑
n∈Z qnf (qn)h(xqn) and the following relation:
∞∑
n=−∞
qnf
(
qn
)
h
(
xqn
)= Log(q)
2iπ(1 − q)
σ+ iπLog(q)∫
σ− iπLog(q)
∞∑
n=−∞
q(1−s)nf
(
qn
)
Mq(h)(s)x
−s ds.
So,
F(x) = Log(q)
2iπ(1 − q)
σ+ iπLog(q)∫
σ− iπLog(q)
Mq(f )(1 − s)Mq(h)(s)x−s ds,
which proves the proposition. 
Remark. The q-Mellin transform technique can be summarized as:
• Using Theorem 3, write
Mq(F)(s) = Mq(f )(1 − s)Mq(h)(s).
• Looking for the singularities of Mq(F) using the above expression and Theorem 2.
• Translate back the singularities of Mq(F) into asymptotic terms in the expansion of F .
The following examples explain the idea.
Examples. (1) f (t) = 11+t and h(t) = J (3)1
2
(t;q2). We have
• f (t) =
∞∑
n=0
(−1)ntn as t → 0 and f (t) =
∞∑
n=1
(−1)n−1t−n as t → ∞.
• h(t) = (q
3;q2)∞
(q2;q2)∞
∞∑
n=0
(−1)nqn(n+1)
(q2;q)2n t
2n+ 12 as t → 0.
• Mq(f )(s) = q(s)q(1 − s)
Kq(s)
, s ∈ 〈0;1〉, and
Mq(h)(s) = (1 − q)
(
1 − q2)s−1 q2
( 1+2s
4
)
q2
( 5−2s
4
) , s ∈ 〈−1
2
;∞
〉
.
Then, we have for all s ∈ 〈0;1〉,
Mq(F)(s) = (1 − q)
(
1 − q2)s−1 q(s)q(1 − s)
Kq(s)
q2
( 1+2s
4
)
q2
( 5−2s
4
) .
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• Mq(f )(1 − s)  q − 1Logq
∞∑
n=0
(−1)n
s + n , s ∈
˜〈−∞;1〉.
• Mq(f )(1 − s)  q − 1Logq
∞∑
n=1
(−1)n
s − n , s ∈
˜〈0;+∞〉.
• Mq(h)(s)  (q
3;q2)∞
(q2;q2)∞
q − 1
Logq
∞∑
n=0
(−1)nqn(n+1)
(q2;q)2n
1
s + 2n + 12
, s ∈ ˜〈−∞;+∞〉.
Then,
• Mq(F)(s) 
∞∑
n=1
(q − 1)2
Logq
(
1 − q2)n−1 q2
( 1+2n
4
)
q2
( 5−2n
4
) (−1)n+1
s − n , s ∈
˜〈0;+∞〉,
and
• Mq(F)(s) 
∞∑
n=0
an
s + n +
∞∑
n=0
bn
s + 2n + 12
, s ∈ ˜〈−∞;1〉,
where
an = (−1)
n+1(1 − q)2
Logq
(q
5
2 +n;q2)∞
(q
1
2 −n;q2)∞
and
bn = (q
3;q2)∞
(q2;q2)∞
(−1)n+1qn(n+1)(1 − q)2
(q2;q)2n Logq
(q, q,−q−2n− 12 ,−q2n+ 32 ;q)∞
(−1,−q, q−2n− 12 , q2n+ 32 ;q)∞
.
Thus, according to Theorem 1, we obtain for all m ∈ N,
F (x) =
m∑
n=1
(−1)n+1(1 − q)(1 − q2)n−1 q2
( 1+2n
4
)
q2
( 5−2n
4
) 1
xn
+ O(x−m− 12 ), as x → ∞,
and
F(x) =
2m∑
n=0
Logq
q − 1 anx
n +
m∑
n=0
Logq
q − 1 bnx
2n+ 12 + O(x2m+ 32 ), as x → 0.
(2) f (t) = E−qtq and h(t) = cos(t;q2). We have
• f (t) =
∞∑
n=0
(−1)nq n(n+1)2 (1 − q)n
(q;q)n t
n, as t → 0.
• h(t) =
∞∑ (−1)nqn(n−1)(1 − q)2n
(q;q)2n t
2n, as t → 0.n=0
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q2
( 1
2
)
(1 + q−1) 12
qs−
1
2 (1 + q)s− 12 q2
(
s
2
)
q2
( 1−s
2
) ,
s ∈ 〈0;∞〉.
Then, for all s ∈ 〈0;1〉,
Mq(F)(s) = q(1 − s)
q2
( 1
2
)
(1 + q−1) 12
qs−
1
2 (1 + q)s− 12 q2
(
s
2
)
q2
( 1−s
2
) .
The above expansion of f and h give
• Mq(f )(1 − s) 
∞∑
n=1
1
Logq
(−1)n+1q n(n−1)2 (1 − q)n
(q;q)n−1
1
s − n, s ∈
˜〈−∞;+∞〉.
• Mq(h)(s) 
∞∑
n=0
1
Logq
(−1)n+1qn(n−1)(1 − q)2n+1
(q;q)2n
1
s + 2n, s ∈
˜〈−∞;+∞〉.
Then
• Mq(F)(s) 
∞∑
n=0
q − 1
Logq
(−1)nqn(n−1) 1
s + 2n, s ∈
˜〈−∞;1〉.
• Mq(F)(s) 
∞∑
n=1
q − 1
Logq
cn
s − n, s ∈ 〈˜0;∞〉,
where
cn =
q2
( 1
2
)
(1 + q−1) 12
(−1)n(1 − q)n−1
(q;q)n−1 q
n(n+1)−1
2 (1 + q)n− 12 q2
(
n
2
)
q2
( 1−n
2
) .
Thus, for all m ∈ N,
F(x) =
m∑
n=0
(−1)nqn(n−1)x2n + O(x2m+1), as x → 0
and
F(x) = −
m∑
n=1
cn
xn
+ O(x−m− 12 ), as x → ∞.
4.2. Application 2. q-Harmonic sum
In this subsection, we study the asymptotic behaviour of some functions having the form
F(x) =
∞∑
n=0
λnf (μnx), (27)
where (λn)n is a complex sequence and (μn)n is a sequence of Rq,+.
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μsn
has a non-
empty intersection If,c with 〈αq,f ;βq,f 〉. Then, F is defined on Rq,+ and we have for s ∈ If,c ,
Mq(F)(s) = Mq(f )(s)
∞∑
n=0
λn
μsn
. (28)
Proof. In the same way as in Theorem 3 one can prove that F is defined on Rq,+.
Now, let s ∈ If,c . Using the relation (26), we obtain for all n ∈ N,
(1 − q)
∞∑
k=−∞
qksf
(
μnq
k
)= Mq[f (μnx)](s) = μ−sn Mq(f )(s)
and
Mq(F)(s) = (1 − q)
∞∑
k=−∞
∞∑
n=0
λnq
ksf
(
μnq
k
)
.
The interchange of the two summations is legitimate by Fubini’s theorem. 
Example. F(x) =∑∞n=0 sin(qnx;q2).
We have
sin
(
x;q2)= ∞∑
n=0
(−1)nqn(n−1)(1 − q)2n+1
(q;q)2n+1 x
2n+1
and for s ∈ 〈−1;+∞〉,
Mq
[
sin
(
x;q2)](s) = q2
( 1
2
)
(1 + q−1) 12
qs+
1
2 (1 + q)s− 12 q2
(
s+1
2
)
q2
( 2−s
2
) .
Then according to Proposition 3, we have for s ∈ 〈−1;0〉,
Mq(F)(s) =
q2
( 1
2
)
(1 + q−1) 12
qs+
1
2 (1 + q)s− 12 q2
(
s+1
2
)
q2
( 2−s
2
) 1
1 − q−s .
Taking into account the asymptotic expansion at 0 of sin(x;q2) and Theorem 2, we can write
Mq(F)(s)  q − 1Logq
∞∑
n=0
(−1)nqn(n−1)(1 − q)2n+1
(q;q)2n+1(1 − q2n+1)
1
s + 2n + 1 , s ∈
˜〈−∞;0〉,
and
Mq(F)(s) 
2
q2
( 1
2
)
(1 + q−1)Logq
1
s
, s ∈ ˜〈−1;+∞〉.
Thus, for all m ∈ N,
F(x) =
m∑
n=0
(−1)nqn(n−1)(1 − q)2n+1
(q;q)2n+1(1 − q2n+1) x
2n+1 + O(x2m+2) in Rq,+
and
F(x) =
q2
q2
( 1
2
)
1 − q2 + O
(
x−m
)
in Rq,+.
A. Fitouhi, N. Bettaibi / J. Math. Anal. Appl. 328 (2007) 518–534 531Now for s ∈ C, we define the q-Zeta function as follows (see [3])
ζq(s) =
∞∑
n=1
1
{n}sq
,
where
{n}q = 1 − q
n
(1 − q)qn+α( 1−q
n
1−q )
, α(x) = Log(x)
Log(q)
− E
(
Log(x)
Log(q)
)
, x > 0,
and E(Log(x)Log(q) ) is the integer part of
Log(x)
Log(q) .
It is easy to see (see [3, Proposition 7]) that ζq is a holomorphic function on 〈0,∞〉 and if
(s) > 1, ζq(s) tends to ζ(s) as q tends to 1, where ζ is the Riemann Zeta function.
Additionally, if
1 − q = qr, r ∈ N, (29)
then for s ∈ 〈0,∞〉,
ζq(s) =
r∑
n=1
1
{n}sq
+ (1 − q)2s q
s
1 − qs ,
which proves that ζq is continuable to a meromorphic function on C and has a simple poles at
2ikπ
Log(q) , k ∈ Z. The following proposition is a q-analogue of the generalized Euler–Maclaurin
formula.
Proposition 4. Suppose that q satisfies condition (29). Let f be defined on Rq,+ such that
f (x) =
∞∑
k=0
ckx
αk , as x → 0, (30)
with −1 < α0 < α1 < . . . . Assume that Mq(f ) exists in 〈α0;β〉 for some β > 1. Then for all
m ∈ N and for all real M such that αm < M < αm+1, we have
∞∑
n=1
{n}qf
({n}qx)= 1
(1 − q)x
∞∫
0
f (t) dqt +
m∑
k=0
ckζq(−αk − 1)xαk + O
(
xM
)
,
as x → 0. (31)
Proof. Put F(x) =∑∞n=1{n}qf ({n}qx). From Proposition 3, we have for all s ∈ 〈1;β〉,
Mq(F)(s) = Mq(f )(s)ζq(s − 1).
Taking into account the poles of ζq and the asymptotic behaviour of f at 0, we can write
Mq(F)(s)  −1Logq
Mq(f )(1)
s − 1 +
q − 1
Logq
∞∑
k=0
ck
ζq(−αk − 1)
s + αk , s ∈
˜〈−∞;β〉.
The proof is now completed by a straight application of Theorem 1. 
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f (x) =
∞∑
k=0
(−1)k(1 − q)k
(q;q)k x
k, as x → 0.
Then for all m ∈ N,
∞∑
n=1
{n}qe−{n}qxq = 1
(1 − q)x +
m∑
k=0
(−1)k(1 − q)k
(q;q)k ζq(−k − 1)x
k + O(xm+ 12 ), as x → 0.
4.3. Application 3. q-Analogue of the Mellin–Perron formula
In this subsection, we note for a, x ∈ C,
(x − a)(n) =
{1 if n = 0,∏n−1
m=0(x − aqm) if n = 1,2, . . . .
It is easy to see that (see [9]) (x − a)(n) tends to (x − a)n when q tends to 1 and it satisfies
Dq(x − a)(n) = 1 − q
n
1 − q (x − a)
(n−1), n = 1,2, . . . . (32)
Let (λn)n be a complex sequence. The Mellin–Perron formula is as follows (see [6])
n−1∑
k=1
λk
(
1 − k
n
)m
= m!
2iπ
c+i∞∫
c−i∞
( ∞∑
k=1
λk
ks
)
ns
s(s + 1) · · · (s + m) ds, m ∈ N
∗, n ∈ N∗, (33)
where c > 0 lies in the half-plane of absolute convergence of
∑
k1
λk
ks
. The following theorem
gives a q-analogue of the Mellin–Perron formula.
Theorem 4. Let c > 0 lie in the half-plane of the absolute convergence of ∑k1 λk{k}sq . Then for
any integers n 1 and m 1, we have
n−1∑
k=1
λk
( {k}q
{n}q − 1
)(m)
= (−1)
m(q;q)mq m(m−1)2 Logq
2iπ
c+ iπLogq∫
c− iπLogq
( ∞∑
k=1
λk
{k}sq
)
qms{n}sq
(qs;q)m+1 ds.
(34)
n∑
k=1
λk = Logq2iπ
c+ iπLogq∫
c− iπLogq
( ∞∑
k=1
λk
{k}sq
) {n}sq
1 − qs ds. (35)
Remark. Note that when q tends to 1−, (34) tends, at least formally, to (33).
Proof. Put f (x) = (x − 1)(m)1[0,1](x) and μk = {k}q . Owing to the q-Mellin inversion formula
and Proposition 3, we have for c > 0 in the half-plane of the absolute convergence of
∑
k1
λk{k}sq
and x ∈ Rq,+, the equality
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k=1
λkf (μkx) = Logq2iπ(1 − q)
c+ iπLogq∫
c− iπLogq
( ∞∑
k=1
λk
μsk
)
Mq(f )(s)x
−s ds. (36)
Taking into account the relation (23), we obtain after q-integrations by parts, for all s > 0,
Mq(f )(s) = (−1)
m(1 − q)(q;q)mqms+m(m−1)2
(qs;q)m+1 .
Finally, formula (34) is obtained from (36) by setting x = {n}−1q and formula (35) is obtained
from (36) by setting x = {n}−1q and taking m = 0. 
For example, if we take λk = 1 and m = 1 in (34), we get for all c > 0,
n−1∑
k=1
(
1 − {k}q{n}q
)
= Logq
2iπ
c+ iπLogq∫
c− iπLogq
ζq(s)
qs{n}sq
(1 − qs)(1 − qs+1) ds
and if we take λk = 1 in (35), we obtain
n = (1 − q)Logq
2iπ
c+ iπLogq∫
c− iπLogq
ζq(s)
{n}sq
1 − qs ds.
Taking n = 1, we obtain
c+ iπLogq∫
c− iπLogq
ζq(s)
(1 − qs)(1 − qs+1) ds = 0
and
2iπ
Logq
=
c+ iπLogq∫
c− iπLogq
ζq(s)
q−s
1 − qs ds.
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