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Abstract
For q ∈ (0, 1), let Bq denote the limit q-Bernstein operator. In this paper, the distance
between Bq and Br for distinct q and r in the operator norm on C[0, 1] is estimated, and it
is proved that 1 6 ‖Bq −Br‖ 6 2, where both of the equalities can be attained. To elaborate
more, the distance depends on whether or not r and q are rational powers of each other.
For example, if rj 6= qm for all j,m ∈ N, then ‖Bq − Br‖ = 2, and if r = qm,m ∈ N, then
‖Bq −Br‖ = 2(m− 1)/m.
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1 Introduction and statement of results
The limit q-Bernstein operator Bq can be viewed as an analogue of the Sza´sz-Mirakyan operator
pertinent the Euler distribution, also known as the q-deformed Poisson distribution, see [5, Ch. 3,
Sec. 3.4] and [9]. The latter is used in the q-boson theory, which delivers a q-deformation of the
quantum harmonic oscillator formalism [3]. Going into details, the q-deformed Poisson distribution
defines the distribution of energy in a q-analogue of the coherent state [3, 7]. The q-analogue of
the boson operator calculus is recognized as an indispensable area within theoretical physics. It
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brings out explicit expressions for the representations of the quantum group SUq(2), which plays an
important role in various problems such as exactly solvable lattice models of statistical mechanics,
integrable model field theories, conformal field theory, only to mention a few. For additional
information the reader is referred to [4]. Therefore, linear operators related to the q-deformed
Poisson distribution, in particular the limit q-Bernstein operator, are of significant interest for
applications.
The operator Bq also emerges as a limit for a sequence of q-Bernstein polynomials in the case
0 < q < 1. Over the past years, the limit q-Bernstein operator has been studied widely from
different perspectives. Its approximation, spectral, and functional-analytic properties, probabilistic
interpretation, the behavior of iterates, and the impact on the analytic characteristics of functions
have been examined. See, for example, [8, 12, 13]. The review of obtained results along with
extensive bibliography can be found in [10].
Let q > 0. For any a ∈ C, as given in [2, Ch. 10], we denote:
(a; q)0 := 1, (a; q)k :=
k−1∏
s=0
(1− aqs), (a; q)∞ :=
∞∏
s=0
(1− aqs).
Definition 1.1. [6] For each q ∈ (0, 1), and f ∈ C[0, 1], the limit q-Bernstein operator is defined
by f 7→ Bqf where
Bq(f ; x) =


∞∑
k=0
f(1− qk)pk(q; x) if x ∈ [0, 1)
f(1) if x = 1
(1)
in which
pk(q; x) =
xk(x; q)∞
(q; q)k
. (2)
As it can be readily seen that Bq(f ; x) is defined by the values of f on the set
Jq := {1− qk : k ∈ N0}.
Further, Euler’s identity [2, page 490, Corollary 10.2.2]
1
(x; q)∞
=
∞∑
k=0
xk
(q; q)k
, |x| < 1, |q| < 1, (3)
2
implies that
∞∑
k=0
pk(q; x) =


1, x ∈ [0, 1)
0, x = 1.
(4)
Formulae (1) and (4) show that Bq is a positive linear operator on C[0, 1] with ‖Bq‖ = 1.
Recently, the continuity of the operator Bq with respect to the parameter has been examined in [1]
where the outcome below has been presented.
Theorem 1.2. For every f ∈ C[0, 1], one has:
lim
q→a
Bq(f ; x) = Ba(f ; x)
and the convergence is uniform on [0, 1].
This demonstrates the continuity of Bq in strong operator norm. The aim of the current paper is
to investigate whether the continuity persists with respect to the topology produced by the uniform
operator norm. It turns out that in this topology, {Bq}q∈(0,1) forms a discrete set of operators where
each Bq is an isolated point so that ‖Bq − Br‖ > 1 whenever q 6= r.
The reasoning of the present paper is based essentially on the next theorem, which in itself can
be of interest. The idea of the proof is attributed to a statement made by a Mathoverflow user
under the nickname ‘fedja’, see [14].
Theorem 1.3. Let q ∈ (0, 1) and m > 2 be an integer. Then, for all x ∈ [0, 1] and all k ∈ N0, the
following inequality holds:
pmk(q; x) 6 pk(q
m; x). (5)
Obviously, by the triangle inequality, ‖Bq −Br‖ 6 2. In some cases, the equality is attained, as
claimed by the below-mentioned result.
Theorem 1.4. Let q, r ∈ [0, 1]. If Jq ∩ Jr = {0}, then ‖Bq −Br‖ = 2.
Now, comes the case Jq ∩ Jr 6= {0}. This situation occurs when rj = qm for some positive
integers j and m and reveals:
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Theorem 1.5. Let 0 < r < q < 1 and rj = qm where j and m are mutually prime positive integers.
Then ‖Bq − Br‖ > 2(m−1)m .
In the case when j = 1, i.e., Jqm = Jr ⊂ Jq, the exact value of ‖Bq − Br‖ has been obtained.
Theorem 1.6. Let q ∈ (0, 1) and r = qm for some integer m > 2. Then ‖Bq −Br‖ = 2(m−1)m .
Corollary 1.7. For any q 6= r, one has 1 6 ‖Bq−Br‖ 6 2. The inequalities are sharp in the sense
that both equalities are attained.
2 Some auxiliary results
In this section, some results which will later contribute in proving our theorems, are presented. To
begin with, we point out the following:
Observation 2.1. For any positive integer m, one has:
lim
x→1−
∞∑
k=0
pmk(q; x) =
1
m
. (6)
Proof. Clearly,
∞∑
k=0
pmk(q; x) = (x; q)∞
∞∑
k=0
xmk
(q; q)mk
6 (x; q)∞
∞∑
k=0
xmk
(q; q)k
=
(x; q)∞
(xm; q)∞
where the identity (3) is used. Therefore,
∞∑
k=0
pmk(q; x) 6
(x; q)
(xm; q)∞
=
1− x
1− xm
(qx; q)∞
(qxm; q)∞
→ 1
m
as x→ 1−.
On the other hand,
∞∑
k=0
pmk(q; x) = (x; q)∞
∞∑
k=0
xmk
(q; q)mk
> (x; q)∞
∞∑
k=0
xmk
(q; q)∞
=
(x; q)∞
(q; q)∞(1− xm) =
1− x
1− xm
(qx; q)∞
(q; q)∞
→ 1
m
as x→ 1−.
Lemma 2.2. If, for every k ∈ N, inequality (5) holds for x ∈ [0, 1− qmk+m/2], then it holds for all
x ∈ [0, 1].
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Proof. Clearly, [0, 1] = {1}⋃∞k=1[0, 1− qmk+m/2]. For x = 1, the inequality (5) is obvious. Now, by
(2), inequality (5) can be expressed as
xmk(x; q)∞
(q; q)mk
6
xk(x; q)∞
(qm; qm)k
or, equivalently,
uk(x) := x
(m−1)k
k−1∏
j=0
m−1∏
ℓ=1
1
1− qℓ+mj 6
∞∏
j=0
m−1∏
ℓ=1
1
1− qℓ+mjx. (7)
Clearly,
max
j∈N
uj(x) = uk(x)
on [1 − αk−1, 1 − αk] where αk can be found from the equation uk+1(x) = uk(x). Therefore, if for
every k ∈ N, (7) holds on [0, 1− αk], then it holds on [1 − αk−1, 1− αk], and, as a result, on [0, 1].
That is why, (7) is going to be proved on [0, 1− qmk+m/2] ⊇ [0, 1 − αk] for every k ∈ N. To justify
this inclusion, one has to show that αk > q
mk+m/2. Indeed,
(1− αk)m−1 =
m−1∏
ℓ=1
(1− qmk+ℓ)
=
√√√√m−1∏
ℓ=1
[(1− qmk+ℓ)(1− qmk+m−ℓ)]
=
m−1∏
ℓ=1
√
1− qmk+ℓ − qmk+m−ℓ + q2mk+m
6
m−1∏
ℓ=1
√
(1− qmk+m/2)2 = (1− qmk+m/2)m−1
by virtue of the arithmetic-geometric mean inequality. This completes the proof.
Lemma 2.3. Let ρ(t) = 1/(et + e−t − 2), t > 0. Then, for all s, t > 0, the following inequality is
valid:
ρ(s+ t) 6 e−sρ(t). (8)
Proof. Equivalently, one may prove that 1/ρ(s + t) > es/ρ(t), that is, e−t − 2 6 e−2s−t − 2e−s. If
s = 0, then both sides are equal, while for s > 0, the derivative of the right hand side with respect
to s is positive, which yields the statement.
5
For the sequel, a special quadrature formula to approximate
∫ b
a
f(t)dt is needed. More precisely,
we set, for m > 2,
Qm(f ; a, b) :=
b− a
m− 1
m−1∑
j=1
f
(
a+
b− a
m
j
)
. (9)
It is not difficult to see that the quadrature formula gives the exact value of the integral for
polynomials of degree at most 1. Denote by Ra,b(f) the error in this approximation, i.e.,
Ra,b(f) =
∫ b
a
f(t)dt−Qm(f ; a, b). (10)
Lemma 2.4. The error (10) is given by
Ra,b(f) =
∫ b
a
Ka,b(t)f
′′(t)dt (11)
where
Ka,b(t) =


1
2
(t− a)2 if t ∈ [a, a+ h1]
1
2
(
t− a− mh1k
m−1
)2
+
mh2
1
k(m−k−1)
2(m−1)2
if t ∈ [a+ kh1, a+ (k + 1)h1], 1 6 k 6 m− 2
1
2
(b− t)2 if t ∈ [b− h1, b]
(12)
and h1 =
b−a
m
.
Proof. By Peano’s Theorem (see, for example [11, Theorem 3.2.3, page 123]), the error is expressed
by (11) where Ka,b(t) = Ra,b((x− t)+) and
(x− t)+ =


x− t if x > t,
0 if x < t.
Here, (x− t)+ is considered as a function of x. Plain calculation of Ra,b((x− t)+) using (10) results
in (12).
In what follows, given h > 0, denote by K(t) the h-periodic function on R such that K(t) =
K0,h(t) for t ∈ [0, h] where Ka,b(t) is given by (12). In other words, K(t + h) = K(t) for all t ∈ R
and
K(t) =
1
2
t2 − hk
m− 1 t+
h2k(k + 1)
2m(m− 1) for t ∈ [kh1, (k + 1)h1], 0 6 k 6 m− 1 (13)
where h1 = h/m.
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Lemma 2.5. For all m > 2, the following inequality holds:∫ h
0
K(t)
dt
t2
> 8
∫ 3h
h
K(t)
dt
t2
. (14)
Proof. For j = 0, 1, 2, set
Ij :=
∫ h
0
K(t)
(t + jh)2
dt.
The inequality (14) is equivalent to I0 > 8(I1 + I2). Now,
I0 =
∫ h
0
K(t)
t2
dt =
∫ h1
0
K(t)
t2
dt+
m−1∑
k=1
∫ (k+1)h1
kh1
K(t)
t2
dt
=
h
2m
+
m−1∑
k=1
[
h
2m
− hk
m− 1 ln
(
1 +
1
k
)
+
h2k(k + 1)
2m(m− 1)
(
1
kh1
− 1
(k + 1)h1
)]
= h− h
m− 1
m−1∑
k=1
k ln
(
1 +
1
k
)
which gives
(m− 1)I0
h
= m− 1−m lnm+ ln(m!).
On the other hand, for j > 1, using (13) and the substitution x = t+ jh, one obtains
Ij =
∫ h
0
K(t)
(t+ jh)2
dt =
m−1∑
k=0
∫ (k+1)h1
kh1
K(t)
(t+ jh)2
dt.
=
m−1∑
k=0
∫ jh+(k+1)h1
jh+kh1
[
1
2
− h
(
j +
k
m− 1
)
1
x
+ h2
(
j2
2
+
jk
m− 1 +
k(k + 1)
2m(m− 1)
)
1
x2
]
dx
=
h
2
− h
m−1∑
k=0
(
j +
k
m− 1
)
ln
(
1 +
1
jm+ k
)
+ Sj
where
Sj =
h2
h1
m−1∑
k=0
(
j2
2
+
jk
m− 1 +
k(k + 1)
2m(m− 1)
)(
1
jm+ k
− 1
jm+ k + 1
)
=
h
2
[
j2
(
1
j
− 1
j + 1
)
+
1
m− 1
m−1∑
k=0
[2mjk + k(k + 1)]
(
1
jm+ k
− 1
jm+ k + 1
)]
=
h
2
{
j
j + 1
+
1
m− 1
m−1∑
k=0
[
1− jm(jm+ 1)
(
1
jm+ k
− 1
jm+ k + 1
)]}
=
h
2
[
j
j + 1
+
m
m− 1 −
jm(jm+ 1)
m− 1
(
1
jm
− 1
jm+m
)]
=
h
2
.
7
Therefore,
Ij = h− h
m−1∑
k=0
(
j +
k
m− 1
)
ln
(
1 +
1
jm+ k
)
or
Ij
h
= 1− j ln
(
1 +
1
j
)
− m
m− 1 ln(jm+m) +
ln[(jm+m)!]− ln[(jm)!]
m− 1 .
With the help of Stirling’s formula
√
2πnn+1/2e−n+1/(12n+1) < n! <
√
2πnn+1/2e−n+1/(12n),
one gets
I1 + I2
h
= 2 + ln 2− 2 ln 3− m[ln(2m) + ln(3m)]
m− 1 +
ln[(3m)!]− ln(m!)]
m− 1
6 2 + ln 2− 2 ln 3− m[ln(2m) + ln(3m)]
m− 1
+
1
m− 1
[(
3m+
1
2
)
ln(3m)−
(
m+
1
2
)
ln(m)− 2m+ 1
36m
− 1
12m+ 1
]
and as a result
(m− 1)(I1 + I2)
h
6 −2 + 5
2
ln 3− ln 2 + 1
36m
− 1
12m+ 1
,
while
(m− 1)I0
h
> −1 + ln
√
2πm+
1
12m+ 1
.
The needed inequality I0 > 8(I1 + I2) for all m > 2 follows from the fact that
−1 + ln
√
2πm+
1
12m+ 1
> 8
(
−2 + 5
2
ln 3− ln 2 + 1
36m
− 1
12m+ 1
)
,
or equivalently,
ln
√
2πm+
9
12m+ 1
− 2
9m
+ 15− 20 ln 3 + 8 ln 2 > 0.
To see this, let
θ(x) = ln
√
2πx+
9
12x+ 1
− 2
9x
+ 15− 20 ln 3 + 8 ln 2.
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Then,
θ′(x) =
1
2x
− 108
(12x+ 1)2
+
2
9x2
>
1
2x
− 108
(12x)2
+
2
9x2
=
18x− 19
36x2
> 0 for x > 2.
Hence, for all m > 2, one has:
θ(m) > θ(2) ≈ 0.0073,
which completes the proof.
Remark 2.6. In the case m = 2, an alternative proof is presented in [14].
Corollary 2.7. Let ρ(t) be the function from Lemma 2.3. Then
∫ h
0
K(t)ρ(t)dt > 8
∫ 3h
h
K(t)ρ(t)dt.
Proof. The statement is a consequence of the fact that t 7→ 1
t2ρ(t)
= e
t+e−t−2
t2
is an increasing function
for t > 0.
Corollary 2.8. For h 6 h0 := ln 4,∫ h
0
K(t)ρ(t)dt > e3h/2
∫ 3h
h
K(t)ρ(t)dt.
Next, for a given f : [a, b] → R, denote by Ea,b the error in the composite quadrature formula
to approximate
∫ b
a
f(t)dt when the interval [a, b] is divided into n subintervals of equal length h
and the rule (9) is applied on each subinterval. That is,
Ea,b =
∫ b
a
f(t)dt−
n∑
j=1
Qm(f ; a+ (j − 1)h, a+ jh), (15)
where h = (b− a)/n. If b =∞, we take n =∞.
Lemma 2.9. Let f(t) = − ln(1− e−t), t > 0. Then, for all a > 0 and any step size, one obtains:
Es+a,∞ 6 e
−sEa,∞.
Proof. By Peano’s Theorem on the integral representation of the error term,
Es,∞ =
∫ ∞
s
f ′′(t)K(t− s)dt,
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where K(t) is defined by (13). Since f ′′(t) = ρ(t), from Lemma 2.3, application of (8) yields:
Es+a,∞ =
∫ ∞
s+a
ρ(t)K(t− s− a)dt =
∫ ∞
a
ρ(t+ s)K(t− a)dt 6 e−s
∫ ∞
a
ρ(t)K(t− a)dt = e−sEa,∞.
Lemma 2.10. If f(t) = − ln(1− e−t), t > 0, then for all S, T > 0, there holds:
∫ ∞
S
f(t)dt > −ST +
∫ T
0
f(t)dt.
Proof. It can be observed geometrically since f(t) is a decreasing continuous function symmetric
about the line y = x.
3 Proofs of the main results
Proof of Theorem 1.3. As it was done in the proof of Lemma 2.2, inequality (5) is equivalent to
x(m−1)k
k−1∏
j=0
m−1∏
ℓ=1
1
1− qℓ+mj 6
∞∏
j=0
m−1∏
ℓ=1
1
1− qℓ+mjx.
Taking the logarithm of both sides leads to
−(m− 1)k ln
(
1
x
)
+
k−1∑
j=0
m−1∑
ℓ=1
ln
(
1
1− qℓ+mj
)
6
∞∑
j=0
m−1∑
ℓ=1
ln
(
1
1− qℓ+mjx
)
.
Set h = ln(1/qm), S = ln(1/x), T = kh and f(t) = − ln(1− e−t). Then the inequality becomes
−ST +
k−1∑
j=0
h
m− 1
m−1∑
ℓ=1
f(jh+
h
m
ℓ) 6
∞∑
j=0
h
m− 1
m−1∑
ℓ=1
f(S + jh+
h
m
ℓ)
which can be written as
−ST +
k−1∑
j=0
Qm(f ; jh, (j + 1)h) 6
∞∑
j=0
Qm(f ;S + jh, S + (j + 1)h).
The sums in the last inequality can be viewed as the composite quadrature formulas for the integrals∫ T
0
f(t)dt and
∫∞
S
f(t)dt, respectively. Therefore, by (15), one has
−ST +
∫ T
0
f(t)dt−E0,T 6
∫ ∞
S
f(t)dt− ES,∞.
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Using Lemma 2.10, if one can show that
E0,T > ES,∞ (16)
for h 6 h0, the proof will be complete for q > 1/2. Due to Lemma 2.2, we need only to deal with
the case x ∈ [0, 1− qmk+m/2] or
e−S 6 1− e−T−h/2. (17)
By Lemma 2.9, one derives that ES,∞ 6 e
−SE0,∞ and also ET,∞ 6 e
−T+hEh,∞ As f
′′(t) = ρ(t),
using Corollary 2.8 along with Peano’s Theorem implies that Eh,3h 6 e
−3h/2E0,h whenever h 6 h0.
Thence,
Eh,∞ = Eh,3h + E3h,∞ 6 e
−3h/2E0,h + e
−2hEh,∞ 6 e
−3h/2E0,∞,
whence
E0,T = E0,∞ −ET,∞ >
(
1− e−T−h/2)E0,∞ > e−SE0,∞ > ES,∞
due to (17). This is the desired inequality (16). To finish the proof, we observe that for all q ∈ (0, 1
2
),
x ∈ [0, 1] and i ∈ N, it is true that
x
1− qi 6
1
1− qix
and thence, for q ∈ (0, 1
2
) and x ∈ [0, 1]
k−1∏
j=0
m−1∏
ℓ=1
x
1− qℓ+mj 6
k−1∏
j=0
m−1∏
ℓ=1
1
1− qℓ+mjx 6
∞∏
j=0
m−1∏
ℓ=1
1
1− qℓ+mjx.
The proof is complete.
Proof of Theorem 1.4. For given ε > 0, one can find δ > 0 such that p0(q; x) < ε/4 for x ∈
[1− 2δ, 1− δ]. Because of (4), for N ∈ N, one may write:
N∑
k=1
pk(q; x) = 1− p0(q; x)−
∞∑
k=N+1
pk(q; x), x ∈ [0, 1).
Notice that the series in (4) converges uniformly on any closed subinterval of [0, 1), in particular,
on [0, 1− δ]. Therefore, there exists N0 ∈ N, such that
∞∑
k=N+1
pk(q; x) <
ε
4
, for all x ∈ [0, 1− δ], N > N0.
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Hence, on [1− 2δ, 1− δ], there holds:
N∑
k=1
pk(q; x) > 1− ε
2
. (18)
Apply this procedure to find N1, N2 and δ satisfying both
N1∑
k=1
pk(q; x) > 1− ε
2
and
N2∑
k=1
pk(r; x) > 1− ε
2
for x ∈ [1− 2δ, 1− δ]. Setting N = max{N1, N2}, one obtains
N∑
k=1
[pk(q; x) + pk(r; x)] > 2− ε for x ∈ [1− 2δ, 1− δ].
At this point, for every N ∈ N, consider a function fN ∈ C[0, 1] such that ‖fN‖ = 1 and
fN(1− qk) = 1 when k = 1, 2, . . . , N,
fN(1− rk) = −1 when k = 1, 2, . . . , N,
fN(1− qk) = fN (1− rk) = 0 when k 6= 1, 2, . . . , N, .
Then,
(Bq −Br) f(x) =
N∑
k=1
[pk(q; x) + pk(r; x)] > 2− ε for x ∈ [1− 2δ, 1− δ].
Since,
‖Bq −Br‖ > ‖ (Bq −Br) f(x)‖ > 2− ε
and as ε > 0 has been chosen arbitrarily, one concludes that ‖Bq − Br‖ > 2. On the other hand,
by the triangle inequality, one has ‖Bq − Br‖ 6 2, and the statement follows.
Proof of Theorem 1.5. Let f ∈ C[0, 1]. Then, for x ∈ [0, 1),
(Bq − Br) f(x) =
∞∑
k=0
f(1− qk)pk(q; x)−
∞∑
k=0
f(1− rk)pk(r; x)
=
∑
m|k
f(1− qk)pk(q; x) +
∑
m∤k
f(1− qk)pk(q; x)
−
∑
j|k
f(1− rk)pk(r; x)−
∑
j∤k
f(1− rk)pk(r; x)
=
∞∑
k=0
f(1− qmk) [pmk(q; x)− pjk(r; x)]
12
+
∑
m∤k
f(1− qk)pk(q; x)−
∑
j∤k
f(1− rk)pk(r; x)
For each N ∈ N, choose fN ∈ C[0, 1] with ‖fN‖ = 1 in such a way that
fN(1− rk) = −1 for j ∤ k, k 6 N,
fN(1− qk) = −1 for m|k, k 6 N,
fN(1− qk) = 1 for m ∤ k, k 6 N,
fN(1− qk) = fN (1− rk) = 0 for k > N.
Then,
(Bq −Br) fN(x) =
N∑
k=0
pk(q; x) +
N∑
k=0
pk(r; x)− 2
⌊N/m⌋∑
k=0
pmk(q; x).
Following the line of reasoning in the preceding proof and bearing in mind (6), one may opt for
δ > 0 and N ∈ N such that, for every ε > 0,
N∑
k=0
pk(q; x) +
N∑
k=0
pk(r; x)− 2
⌊N/m⌋∑
k=0
pmk(q; x) > 2− 2
m
− ε when x ∈ [1− 2δ, 1− δ].
The statement is now immediate.
Proof of Theorem 1.6. Let f ∈ C[0, 1]. Then
(Bq −Br) f(x) =
∞∑
k=0
f(1− qk)pk(q; x)−
∞∑
k=0
f(1− rk)pk(r; x)
=
∑
m|k
f(1− qk)pk(q; x) +
∑
m∤k
f(1− qk)pk(q; x)−
∞∑
k=0
f(1− qmk)pk(qm; x)
=
∞∑
k=0
f(1− qmk) [pmk(q; x)− pk(qm; x)] +
∑
m∤k
f(1− qk)pk(qm; x)
Using Theorem 1.3 and (4), the last inequality becomes
|(Bq −Br) f(x)| 6 2‖f‖
(
1−
∞∑
k=0
pmk(q; x)
)
, for x ∈ [0, 1).
Now, by (6), for all ε > 0 there exists δ > 0 such that
∞∑
k=0
pmk(q; x) >
1
m
− ε
2
, for x ∈ [1− 2δ, 1− δ].
Therefore,
|(Bq −Br) f(x)| 6 2‖f‖
(
1− 1
m
+
ε
2
)
, for x ∈ [1− 2δ, 1− δ].
This implies that ‖Bq−Br‖ 6 2− 2/m. Together with Theorem 1.5, this yields the statement.
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