Let K be a local non-archimedian field, F = K((t)) and let G be a split semi-simple group. The purpose of this paper is to study certain analogs of spherical and Iwahori Hecke algebras for representations of the group G = G(F) and its central extension G . For instance our spherical Hecke algebra corresponds to the subgroup G(A) ⊂ G(F) where A ⊂ F is the subring OK((t)) where OK ⊂ K is the ring of integers. It turns out that for generic level (cf. [3]) the spherical Hecke algebra is trivial; however, on the critical level it is quite large. On the other hand we expect that the size of the corresponding Iwahori-Hecke algebra does not depend on a choice of a level (details will be considered in another publication).
1. Introduction 1.1. Let Let K be a local non-archimedian field and let F = K((t)). In this paper we shall actually assume that K = F q ((x)) though this is probably not necessary. Denote by O K the ring of integers of K. Set also O F = K[[t]], m F = tO F , A = O K ((t)), E = F q ((t)) and O E = F q [[t]]. We denote by V ect the category of vector spaces over C and by Vect the category of pro-vector spaces over C. Let now G be a connected split reductive algebraic group (defined over Z). Set G = G(F). The category of Rep(G) of representations of G was defined in [3] . The group G admits canonical central extensionĜ by means of K * and we denote by Rep(Ĝ) the category of its representations. For each κ : K * → C * we denote by Rep κ (G) the full subcategory of of Rep(Ĝ) on which the central K * acts by κ.
1.2.
Cherednik algebra as a Hecke algebra. In this paper we want to discuss some examples of "Hecke algebras" for the groupĜ. One of such examples is discussed in detail in [6] and [3] . Namely, let us choose a Borel subgroup B of G defined over K and let U denote its unipotent radical and choose a Cartan subgroup T in B. Let I ⊂ G(O F be the Iwahori subgroup consisting of all elements of G(O F ) whose reduction mod t lies in B(K). Let also I 0 denote the preimage of U (K) under the map I → B(K) and set I 00 = T (O F ). Consider the functor Coinv I 00 : Rep(Ĝ) → Vect sending every representation to its coivariants with respect to I 00 . Let ·· H denote the algebra of endomorphisms of this functor. It is shown in [4] that this algebra is naturally isomorphic to Cherednik's double affine Hecke algebra associated with G. This is an extension of a previous result of Kapranov (cf. [6] ).
1.3. The ring A and the corresponding subgroups. One of the purposes of the present paper is to try to understand the results of [6] in some "global" context. In other words, one would like to develop some kind of two-dimensional theory of automorphic forms. Some speculations about this are presented in the last section of this article; the main part of the paper is devoted to a discussion of certain "Hecke algebras" which are supposed to play the same role in this (not yet constructed) theory as the usual Hecke algebras of p-adic groups play in the theory of automorphic forms. In the theory of representations of the group G(K) the Hecke algebras are attached to open compact subgroups of this group; very often such subgroups can be realized as subgroups of G(O K ) of finite index. Given such a group Γ we can consider the functor Inv Γ : Rep G(K) → V ect sending every representation V to the subspace V Γ ⊂ V of Γ-invariants. (Note that since Γ is compact we have V Γ = V Γ where V Γ is the quotient space of Γ-coinvariants). The corresponding Hecke algebra H(G, Γ) can be defined as the algebra of endomorphisms of this functor. It turns out (cf. some explanations in Section 1.14) that in our case the relevant subgroups of G(F) are of the following form. Let A = O K ((t)). 1 . We have the natural homomorphism A → F q ((t)) (reduction modulo m K ). Hence we get the natural homomorphism η : G(A) → G(F q ((t))) = G(E). The subgroups Γ ⊂ G in which we shall be interested in in this paper are those which are equal to the inverse image of a closed subgroup of G(E). 2 More specifically we are going to concentrate on the following two examples: 1) Γ = G(A).
2) Γ = I 00 A where I 00 A = η −1 (T (O E )U (E)). We shall refer to the first case as the spherical case and to the second as the Iwahori case. It is easy to see that the central extensionĜ splits over G(A). Since G(A) is equal to it's commutator we may consider the group G(A) as a subgroup ofĜ.
1.4. The spherical Hecke algebra. . Fix κ : F * → C * as above and assume that it is trivial on O * F . In this case we may write κ(x) = q cv(x) where c ∈ C. In this case we shall write Rep c (Ĝ) instead of Rep κ (Ĝ). Let Inv c : Rep c (Ĝ) → Vect be the functor of invariants with respect to G(A) 3 . Set H sph c = End (Inv c ).
In other words, H sph c is the universal algebra acting on the (pro)space of G(A)-invariants in any representation of level c.
Remarks.
1. In this case the functor of invariants no longer coincides with the functor of coinvariants. It turns out that we have to use the former (it is not difficult to see that the latter is almost always trivial). 2. One can also study another version of the "double spherical Hecke algebra" when the subgroup G(A) is replaced by G(O F ) (and the functor of invariants is replaced by the functor of coinvariants). This is somewhat simpler but seems to be less relevant for "global" purposes discussed in Section 1.14.
Conjecture 1.5.
(1) For any c the algebra H sph c is commutative. (2) One has H sph c = C unless q c+h ∨ is a root of unity; here h ∨ denotes the dual Coxeter number of G.
Remark. The reader should compare this Conjecture with the corresponding (known) statements for affine Lie algebras. For example the analog of 1) for affine Lie algebras is a very general statement which is proved using the theory of vertex operator algebras. It seems that in our case one has to develop some sort of similar theory in order to prove such statements.
1.6. The case of critical level. The size of the algebra H sph c changes drastically when q c+h ∨ is a root of unity. In this paper we shall actually restrict ourselves to the critical level, i.e. to the case when c = −h ∨ (in this case we shall write H sph crit instead of H sph −h ∨ ). While we still can't show that in this case the algebra is commutative, we can construct a very large commutative subalgebra in it. This is done as follows.
Let us consider the scheme ∆ = Spec(B). By an irreducible curve in ∆ we shall mean a proper principal prime ideal of B. If such a curve C is given by the equation f = 0 for some f ∈ B (i.e. f is a generator of the corresponding ideal) then we say that C is good if the ring B is topologically generated by t and f over F q (thus automatically we have
In other words C is a smooth irreducible curve which intersects the curve X := {t = 0} transversely. Let C denote the set of good curves. Let R be the free commutative C-algebra whose generators are elements of C. Let us also denote by Λ the coweight lattice of G and by Λ + ⊂ Λ the subsemigroup of dominant coweights. Theorem 1.7. The algebra H sph crit contains R[Λ + ] as a subalgebra. In this section we give a rough idea of the proof of Theorem 1.7 (which will also explain why the critical level is special) and provide details later in the paper. The theorem says basically that given any C ∈ C we may construct an embedding α C : C[Λ + ] ֒→ H sph crit and that their images commute for different curves C. In other words, given C as above we need to construct the corresponding element α C (λ) ∈ H sph crit for each λ ∈ Λ + such that for any λ, µ ∈ Λ + we have α C (λ)α C (µ) = α C (λ + µ) and such that for any two curves C, C ′ and any λ, µ ∈ Λ + the elements α C (λ) and α C ′ (µ) commute.
Let C be given by the equation f = 0. Choose a maximal torus T in G and set f λ = λ(f ). Let V be a representation ofĜ of some level c. We need to construct an operator
. Assume for simplicity that V G(A) is a vector space (and not a prospace) so that we can talk about its elements. Then for any v ∈ V G(A) we would like to write
For this formula to make sense we have to a) interpret the integrant g(v)dg as a measure on the set G(A)f λ G(A)/G(A) b) to show that the corresponding integral is convergent.
Let us note that the expression g(v) doesn't make sense on G but only onĜ; more presicely, g(v) makes sense as V-valued function on the Z-torsor over G obtained from the K * -torsor G → G by applying the homomorphism K * → Z. Also the shift by 1 ∈ Z multiplies it by q −h ∨ . Denote by T the −h ∨ -th power of this Z-torsor. Thus g(v) makes sense as a V-valued function on T so that 1 ∈ Z acts by multiplication by q.For a) we remind some basics of the theory of integration on varieites over local fields such as E. Let Y be a smooth algebraic variety of E and let Ω Y denote the line bundle of highest forms on Y . This line bundle defines a E * -torsor over Y (E). By composing it with the valuation homomorphism E * → Z we get a Z-torsor over Y (E). We denote by T Y the dual Z-torsor. Let s be a locally constant function on T Y (with values in any vector space V ) on which the shift by 1 ∈ Z acts by means of multiplication by q. Then it is well known that s defines a V -valued measure on Y (E) for which all open compact subsets are measurable. In particular, K s ∈ V makes sense where K is any open compact subset of X(E). In our case it is easy to see that we have an equality
The latter set is known to be the set of E-points of a smooth variety Gr λ G (the union of all Gr λ G 's is the affine Grassmannian Gr G of G -cf. Section 2). Moreover, the main property of the critical level will be the following:
So we see that the part a) is achieved and we can consider g(v)dg as a measure on the set G(A)f λ G(A)/G(A). If the variety Gr λ G is proper (and thus the set Gr λ G (E) is compact) then the convergence of the above integral would be obvious. However, this happens only in some very limited number of cases, so theoretically some convergence issues may arise. However,we show in Section 2 that the above integral is always absolutely convergent.
1. Note that the algebra C[Λ + ] is (abstractly) isomorphic to the usual "finite" spherical Hecke algebra H sph f for the group G(K) 4 . In Section 3.6 we make this isomorphism canonical by looking at the action of H sph crit in the space of G(A)-invariants in some particular representation. However, apart from the case of G = GL(n) we can't compute this isomorphism explicitly.
2. We expect that the algebra R[Λ + ] is dense in H sph crit in some sense. A precise conjecture is formulated in Section 3.12.
A variant.
Here we want to discuss what happens when the group G(A) is replaced by G(O F ) (as was remarked above this case is somewhat easier but seems to be less relevant for global applications discussed below). In this case we should consider the functor
sending every representation to its coinvariants with respect to G(O F ). We set
As before we believe that the following is true:
We have the following result Theorem 1.11. There exists an embedding C[Λ + ] ֒→ H sph ′ crit . The proof of Theorem 1.11 is basically a word-by-word repetition of the proof of Theorem 1.7 which is discussed in Section 3 except that the last part of the proof (Section 3.10) is not needed in the current case.
In fact, we believe that Theorem 1.11 may be strengthened in the following way. H c as before denote the modified double affine Hecke algebra as defined in [6] and let Z( ..
H c ) denote its center. It follows easily from the results of [6] and [3] that one has a natural map j c : Z( ..
Conjecture 1.13. The map j c is surjective for any c.
1.14. Global dreams. Here we would like to give some (very speculative) motivation for considering the above Hecke algebras. Let S be a smooth surface over F q and let X ⊂ S be a smooth geometrically irreducible projective curve in S. We assume for simplicity that we also have a retraction S X → X which is equal to identity on X. Let S X be the formal neighbourhood of X in S and by S 0 X the formal punctured neighborhood. We define in Section 4 the set Bun G (S 0 X ) of isomorphism classes of G-bundles on S 0 X (over F q ) and a canonical Pic(X)(F q )-torsor Bun G (S 0 X ) over the set Bun G (S 0 X ). Using the degree map Pic(X) → Z we obtain a Z-torsor Bun G (S 0 X ) over Bun G (S 0 X ). Let W be a finite collection of closed points of X as a scheme over F q . Denote by S W the formal neighborhood of W in S and set S 0 W = S W ∩ S 0 X . For every w ∈ W we denote by K w the local field of w in X and by F w the corresponding 2-dimensional local field (the completion of S 0 X along Spec K w ). We let
Similarly let A w ⊂ F w be the subring considered in Section 1.3 and let O S,w denote the formal ring of S at w. Clearly we have O S,w = A w ∩ O Fw and we denote by R w the corresponding free commutative algebra whose generators are good curves in Spec(O S,w ).
Let also
Let us also consider the group G W = G(F W ). We also denote by G W the corresponding central extension of G W by means of Z. Let Bun G (S 0 X , W )(F q ) denote the set of isomorphism classes of the following data:
. Note that the ring A W is exactly the ring of regular functions on S 0 W . Thus it is clear that the group G(A W ) acts on Bun G (S 0 X , W ) by changing the trivialization of M on S 0 W . The following lemma is proved in Section 4.
We expect to be able to define some "correct" pro-space of functions F W on Bun G (S 0 X , W ) which should be a representation of the group G W . In particular, we should also have the pro-space F of functions on Bun G (S 0 X ) by taking W to be the empty set. It can also be defined by
For any c ∈ C we should also consider the spaces F W,c and F c of functions on which 1 ∈ Z acts by means of multiplication by q c . Generalizing (1.2), for every decomposition 
One should think about this action as the "affine" analog of Hecke operators acting on the space of automorphic forms for the group G associated with the global field of rational functions on X. It would therefore be very interesting to construct some examples of common eigen-functions of the above operators. We believe that some generalizations of Eisenstein series considered in [5] should provide such examples.
1.16. Acknowledgements. We would like to thank A. Beilinson, R. Bezrukavnikov, V. Drinfeld, D. Gaitsgory, D. Kaledin and S. Kumar for helpful discussions on the subject. The first author is partially supported by the NSF grant DMS-0300271.
Some results on singularities of affine Schubert varieties
In this section we collect some fact about the canonical class of certain Schubert varieties that we shall need in the future. All the results of this section follow easily from [2] and [1] . In what follows we fix a ground field k and set K = k((x)) and
2.1. The affine Grassmannian. Let G be a split semi-simple group over k and set Gr G = G(K)/G(O K ). It is known that Gr G has a natural structure of a proper ind-scheme over k. More precisely, it is known that the orbits of the group G(O) on Gr G are parameterised by the elements of Λ + . For each λ ∈ Λ + we shall denote by Gr λ G the corresponding orbit and by Gr λ G its closure Gr G . The following theorem is proved in [2] (cf. also [7] and [8] for the corresponding result in characteristic 0).
Theorem 2.2.
(1) Each Gr λ G is a normal and Cohen-Macaulay projective variety over k.
(2) Each Gr λ G has a resolution of singularities 5 and for every such resolution π λ : Gr
(in other words Gr λ G has rational singularities). Remark. In fact the above theorem is proved in [2] in a slightly different context. Namely, let Fl = G(K)/I denote the affine flag variety as in [2] , where I is an Iwahori subgroup of G(O) consisting of those elements of G(O) whose reduction mod t lies in a fixed Borel subgroup of G. The I-orbits of on Fl are parametrised by the elements of the affine Weyl group W af f ; for every w ∈ W af f we let Fl w denote the corresponding orbit and by Fl w its closure in Fl. The above theorem is proved in [2] for the varieties Fl w rather than Gr λ G . However, it is easy to deduce the statement for Gr λ 's from the statement for Fl w 's.
Namely, we have the natural proper smooth projection p : Fl → Gr G . It is well-known that for every λ ∈ Λ + there exist two elements w λ , w λ ∈ W af f such that: 1) The projection p maps Fl w λ to Gr λ and the resulting map is proper and birational. 2) Fl
. It follows from 1) that any resolution of Fl w λ is automatically a resolution of Gr λ G ; this shows that the latter variety has a resolution of singularities. Now given the existence of a resolution, all the properties claimed in Theorem 2.2 are properties of the singularities of Gr λ G ; in particular, it is easy to see that they are equivalent under smooth base change. Hence 2) shows that it is enough to check them for Fl w λ . 2.3. Line bundles on Gr G . It is well-known (cf. [1] and [2] ) that every finite-dimensional representation V of G gives rise to a (determinant) line bundle L V on Gr G . In particular, we let L g (here g is the Lie algebra of G) denote the line bundle corresponding to the adjoint representation of G. We let L crit be the "critical line bundle" on Gr G ; by the definition this is the (unique) square root of L −1 g . In fact, it is well-known (cf. [2] ) that Pic(Gr G ) ≃ Z. Under this identification the line bundle L g is the 2h ∨ -th power of a generator of Z; we shall denote this generator by D.
Let G(K) be the central extension of G(K) by means of k * constructed in the same way as the one discussed in Section 1.1 (with k playing the role of K and x playing the role of t). Then L crit is G(K)-equivariant in such a way that the central k * acts on the fibers of L crit by means of the character a → a −h ∨ . The following result from [1] is crucial for us:
(Here, as in the Introduction, Ω Gr λ G denotes the bundle of highest forms on Gr λ G .
The next result is an easy corollary of Theorem 2.2 and Theorem 2.4.
Abusing the notation we shall denote this sheaf by Ω Gr λ G .
(2) For any λ ∈ Λ + let π λ : Gr 
Let us now prove (2) . According to Theorem 2.
Applying the Grothendieck-Serre duality to both sides of this equality we get Rπ λ * Ω
. By using the fact that the functor π λ * is right adjoint to (π λ ) * we get the map (π λ ) * Ω λ 2) The support of s is equal to the preimage of a compact subset of Y (E). Note that every embedding L 1 → L 2 between two invertible sheaves on Y gives rise to an embedding S(Y,
). Then it is well-known that we have a canonical integration functional
Thus for a pro-vector space V we also get the integration map
Assume now that Y is not necessarily smooth but satisfies the following conditions: 1) Y is Gorenstein (we denote by Ω Y the corresponding line bundle); 2) Y has canonical singularities, i.e. there exists a resolution of singularities π : Y → Y and an embedding π * Ω Y → Ω Y extending the natural identification of these line bundles at the generic point of Y . Then we claim that the integration map Y as above is still well-defined. Indeed, it follows from condition 2) that every s ∈ S(Y, Ω Y ) gives rise to some s ∈ S( Y , Ω Y ) and we define
It is clear that Y s does not depend on a choice of a resolution Y since in fact this integral is equal to the integral of s over the smooth part of Y (the existence of Y with the above properties shows that this integral is absolutely convergent). So, for any pro-vector space and any λ ∈ Λ + we have a well-defined integration map
The Hecke algebras
In this Section we prove Theorem 1.7 and discuss some corollaries of it. First, let us discuss the functor of invariants in more detail.
3.1. The functor Inv c . Since we are dealing with pro-vector spaces let us first explain what we mean by the functor Inv c of G(A)-invariants on the category Rep c (Ĝ). In [3] the authors explain the for any V ∈ Rep(Ĝ) and any subgroup H ∈Ĝ one can define a functor from Vect to V ect which is supposed to be represented by V H . However, this functor is representable only if certain conditions are satisfied. In this sub-section we want to check that these conditions are satisfied in the case of the subgroup G(A) ⊂Ĝ. In fact this is not necessary for the rest of this section. Namely in the next sub-section we are going to construct some endomorphisms of V G(A) (for every V). For this purpose we shall only need the functorial definition V G(A) . However, the fact that V G(A) actually exists as a pro-vector space shows the existence of the functor Inv c : Rep c (Ĝ) → Vect and it still nice to know that the endomorphisms that we are going to construct will actually be endomorphisms of this functor.
Let us recall some definitions from [3] . Let us denote by Set 0 the category of finite sets. Let also Set = Ind(Pro(Set 0 )); Set = Ind(Pro(Set)).
We have the natural functor T : Set 0 → Set. We shall need the functor
which is defined by first applying T to the "inner" Set 0 and then applying Ind(Pro) to both sides.
Let H be an object of Set. In [3] the notion of action of H on a pro-vector space V is defined. Also if H is a group-like object of Set then the notion of a representation of H on a pro-vector space is defined and we also have a well defined category Rep(H) of prorepresentations of H. One has the functor triv : Vect → Rep(H) corresponding to "trivial" representations. It is shown in [3] (cf. Proposition 2.10) that this functor always admits a left adjoint (which should be called the functor of coinvariants of H). In addition, triv also admits a right adjoint functor if the following technical condition is satisfied: (**) As an object of Set the group H can be represented as a limit "lim → "X k 6 where each X k ∈ Pro(Set) is weakly strict (we refer the reader to [3] for the definition of this notion).
In our case let H = G(A). The ring A naturally gives rise to an object of Set since
and the ring O K [[t]] is clearly a projective limit of finite sets. However, we are going to regard the ring A as an object in Set by applying the functor T to the above construction. For any affine algebraic variety X over A we may also regard X(A) as an object of Set by embedding it into A n . Moreover, X(A) always satisfies the condition (**) (it is enough to check this for A itself and in this case this is obvious). Thus the group G(A) may be regarded as a group-like object of the category Set which satisfies (**). Hence the functor of G(A)-invariants is well-defined on the category Rep(G(A)) according to loc. cit. Also, the embedding G(A) →Ĝ is an embedding of group-like objects 6 Here "lim → " means that the limit is taken as an object of the corresponding Ind-category of Set. Hence the restriction functor Rep c (Ĝ) → Rep(G(A)) is well-defined. By composing these two functors we get the functor
3.2. The construction of α C . We want to define the homomorphism α C by means of the formula (1.1). First of all, without loss of generality we may assume that f = x. Consider the ring B = F q [[x, t]] and let F B denote its field of fractions. It is easy to see that the natural embedding
We need now the following result which generalizes slightly Proposition 1.8. It follows from (3.1) that we have the natural identification
The left hand side has a natural K * -torsor over it coming from the central extensionĜ. As before we denote by T the −h ∨ -th power of the corresponding Z-torsor. which is clearly functorial in V. In other words we get an element of H sph crit which by definition is equal to α C (λ).
For the proof of Proposition 3.3 we need the following auxiliary result. By the definition the field F B is embedded naturally into the field F = F q ((x))((t)) as well as into the field F q ((t))((x)). Hence the group G(F B ) acquires two natural central extensions: one by means of K * = F q ((x)) * and the other by means of E * = F q ((t)) * . By applying the valuation homomorphisms K * → Z and E * → Z we get two central extensions of G(F B ) by means of Z. Clearly, these two central extensions are interchanged by the automorphism of G(F B ) induced by the automorphism of F B which interchanges x and t. Proof. Recall that for a field R we have a natural central extension
where K 2 (R) denotes the corresponding Milnor K-group. In the case when R = k((t)) (where k is any field) we have the tame symbol homomorphism K 2 (R) → k * defined as follows. Recall that K 2 (R) is a quotient of Λ 2 (R * ) by means of all the expressions of the form f ∧ (1 − f ). Thus to define the above homomorphism it is enough to define the tame symbol (f, g) ∈ k * for any f, g ∈ R * . Let v : R * → Z be the valuation homomorphism. One defines
g v(f ) (0). The fact that (·, ·) descends to K 2 (R) is well-known (and straightforward).
It is also well-known (cf. [1] ) that by pushing forward the extension (3.3) with respect to the tame symbol we get the central extension
that was discussed above.
The same construction also applies if R is a subfield of k((t)). Let now R be the field of fractions of the ring k[[x, t]]. Then by regarding R as a subfield of both k((x))((t)) and k((t))((x)) we get two tame symbols (·, ·) t : K 2 (R) → k((x)) * and (·, ·) x : K 2 (R) → k((t)) * and two valuation homomorphisms v t : k((t)) * → Z and v x : k((x)) * → Z.
Thus Lemma 3.4 follows from the following equality whose verification we leave to the reader: for any f, g ∈ R * we have
It is now clear that the assertion (1) of Proposition 3.3 follows from Lemma 3.4 combined with Theorem 2.4. From this the assertion (2) is straightforward.
It is easy to see that the homomorphisms α C defined above together define a homomorphism R[Λ + ] → H sph crit . Indeed, for this we have to verify the following two statements: 1) For any C ∈ C and λ, µ ∈ Λ + we have
(3.4)
2) For any C, C ′ ∈ C and λ, µ ∈ Λ + the elements α C (λ) and α C ′ (µ) commute with each other. First of all, if C = C ′ then statement 2) is obvious: in this case both α C (λ) · α C ′ (µ) and α C ′ (µ) · α C (λ) are given by integrals of the same measure over Gr λ (E) × Gr µ (E). Hence it is enough to check 1) (note that (3.4) implies that α C (λ) and α C (µ) commute). For any field k consider the ind-scheme Gr G * Gr G whose set of k points is equal G(K) ×
here as before we denote K = k((x)) and O = k[[x]]). We have the natural maps p 1 : G(K) × Gr G → Gr p 2 : G(K) × Gr G → Gr G and m : Gr G * Gr G → Gr G which are defined by
We also have the natural projection π : G(K) → Gr G . For any λ, µ ∈ Λ + let us set Gr λ G * Gr µ G to be the image of (π
We also denote its closure by Gr which is proper and birational. Thus (using the same notations as in (1.1) we get
It remains to show that this homomorphism is an embedding. Before we proceed with this let us look at one example of the action of R[Λ + ] on V G(A) for some particular representation V.
3.6. The homomorphism H sph crit → H sph f . Let H sph f denote the usual spherical Hecke algebra associated with the group G and the local field K. This algebra can be defined as follows. Let S(G(O K )\G(K)) be the space of C-valued functions on G(O K )\G(K) with finite support. This is a representation of the group G(K) (acting on the right). Then As is well-known the algebra H sph f is also isomorphic to the algebra of G(O K )-biinvariant functions on G(K) (the algebra structure is with respect to convolution; here we choose a Haar measure on G(K) which is characterized by the property that the volume of G(O K ) is equal to 1). Since we have the natural identification
it follows that H sph f has another basis T λ where each T λ is equal to the characteristic function of the corresponding double coset multiplied by (−q) λ,ρ ∨ 7 . It is also well known that if we let ρ ∨ denote the half-sum of the positive roots of G then we have
Let now Γ 1 ⊂ G(O F ) denote the first congruence subgroup (i.e. Γ 1 is the kernel of the natural "reduction mod t" homomorphism G(O F ) → G(K)). Let S(Ĝ/Γ 1 ) denote the Schwartz space 9 ofĜ/Γ 1 in the sense of [3] (equivalently, S(Ĝ/Γ 1 ) is the space of Γ 1coinvariants in the Schwartz space S(Ĝ) introduced in [3] ). For c ∈ C we also denote by S c (Ĝ/Γ 1 ) the coinvariants of K * on S(Ĝ/Γ 1 ) with respect to the character defined by c. This is a representation of G × G(K) where the first factor acts on the left and the second factor acts on the right. In particular, we may consider the space S c (Ĝ/Γ 1 ) G(A) of G(A)invariants with respect to the left action. It has a natural action of G(K). We have the natural embedding φ : G(K) → Γ 1 \G which identifies the left hand side with Γ 1 \G(O K ). Proof. Consider as before the scheme ∆ = Spec(F q [[x, t]]) and let 0 denote its unique closed point. Let also ∆ 0 denote the complement of 0 and denote by j : ∆ 0 → ∆ the natural embedding. Let U = Spec O F and V = Spec A. Then both U and V are open subsets of ∆ 0 and we have ∆ 0 = U ∪ V ; U ∩ V = Spec F. We claim now that any g ∈ G defines a G-bundle G g on ∆ 0 in the following way: consider the trivial G-bundles on U and V respectively and use g to glue them on U ∩ V = Spec F. Note thatG g constructed in this way is automatically trivialized on U and V ; changing these trivializations amounts to multiplying g on the left by elements of G(O F ) and on the right by elements of G(A). It is clear that the isomorphism class of G g is determined by the class of g in G(O F )\G/G(A)). Thus to prove Lemma 3.8 it is enough to show that G g is isomorphic to the trivial G-bundle. We claim that every G-bundle G on ∆ 0 is trivial. First of all observe that G extends canonically (and uniquely) to ∆. Indeed, if M is a vector bundle on ∆ 0 then it is known that j * M gives its unique extension to a vector bundle on ∆. Now a G-bundle on ∆ 0 is the same as a tensor functor from the category of finite-dimensional 7 Here ρ ∨ is the half-sum of all the positive roots of G 8 Here we say that µ < λ if the difference λ − µ is a sum of positive coroots 9 Recall that S(Ĝ/Γ1) is actually a pro-vector space G-modules to the category of vector bundles on ∆ 0 . By applying j * to every such functor we get a tensor functor from the category of finite-dimensional G-modules to the category of vector bundles on ∆ which is the same as a G-bundle on ∆. Now it is enough to show that every G-bundle on ∆ is trivial. This is obvious when F q is replaced by F q . Hence over F q such G-bundles are classified H 1 (Gal(F q /F q ), G ad ) = 0 where G ad denotes the adjoint group of G. However, this group is known to be trivial 10 which finishes the proof.
Since the central extension splits canonically over
Let now h ∈ H sph c . By the definition it gives rise to an endomorphism of S c (Ĝ/Γ 1 ) G(A) which commutes with every endomorphism of this space coming from an endomorphism of S c (Ĝ/Γ 1 ) as aĜ-representation. In particular, it commutes with the right translations by elements of G(K). Hence it follows from Lemma 3.7 that h gives rise to an endomorphism of S(G(O K )\G(K)) which commutes with right translations by elements of G(K). By (3.5) this is the same as an element of H sph f . In this way we get a homomorphism
Lemma 3.9. For every C ∈ C we have
In particular, ι crit • α C is an isomorphism.
Proof. First of all we want to show that ι crit • α C (λ) lies in the span of A µ with µ ≤ λ. This is equivalent to saying that ι crit • α C (λ) lies in the span of T µ with µ ≤ λ. It is clear that it is enough to assume that C is given by the equation x = 0.
To prove this assertion we must look at the support of ι crit •α C (λ) considered as a G(O K )biinvariant function on G(K). In other words, we arrive to the following "set-theoretic" problem. We have the identification
Thus we obtain the map δ : G/G(A) → Gr G (F q ). We need to show that the image of G(A)x λ G(A)/G(A) under δ is contained in Gr λ G (F q ). Recall that we denote by E the field F q ((t)) and that we have the natural identification
] thus we have the well-defined "reduction mod t" map
. It is easy to see that this map actually coincides with the restriction of δ to G(A)x λ G(A)/G(A). On the other hand, since Gr λ G is proper, the above map actually lands in Gr λ (F q ) which is what we had to prove.
10 Here we use in an essential way that G is connected
To compute the coefficient of T λ in ι crit • α C (λ) (which is the same as the coefficient of A λ up to the factor of (−q 1/2 ) λ,ρ ∨ ) we need to study the fibers of the map
is smooth, it follows from Hensel's lemma that each fiber is isomorphic to (tO E ) dim Gr λ G and its volume with respect to a measure coming from a differential form on Gr λ G defined over O E is equal to 1. This finishes the proof. Remark. Let G = P GL(n). Then Lemma 3.9 describes the map ι crit • α C completely. Indeed, since the group P GL(n) is of adjoint type, the semigroup Λ + is generated by the fundamental coweights ω 1 , ..., ω n−1 and thus it is enough to describe all the ι crit (ω i ) • α C . Also in this case for each i = 1, ..., n − 1 the set
We don't know how to describe ι crit for other groups.
3.10. End of the proof. We now want to show that the above homomorphism R[Λ + ] → H sph crit is an embedding. To do that it is sufficient to check the following: let C 1 , ..., C k be pairwise distinct elements of C and let µ 1 , ..., µ k ∈ Λ + . Consider the elements
We need to show that all these elements are linearly independent. For this we want to see how these elements act on the pro-space of G(A)-invariants for representations V n = S crit (Ĝ/Γ n ) where Γ n denotes the n-th congruence subgroup (by definition Γ n is the kernel of the natural homomorphism G(O F ) → G(O F /m n F )). Let ) embeds into the Hecke algebra H(G n , G n,O ). In particular, we may think about the elements α Vn C 1 (µ 1 ), ..., α Vn C k (µ k ) as G n,O -biinvariant functions on G n . Thus it is enough to show that for any finite collection of elements of the type (3.6) their images in the images H(G n , G n,O ) are linearly independent functions for n large enough.
Let f 1 , ..., f k be the equations of the curves C 1 , ..., C k and set
and doesn't vanish on X λ n,C . (2) Assume that the curves C 1 , ..., C k are distinct. Then for any collection ((C ′ 1 , µ 1 ), ..., (C ′ l , µ l )) different from ((C 1 , λ 1 ), ..., (C k , λ k )) and for n large enough the set X λ 1 n,C 1 · ... · X λ k n,C k does not contain X µ 1 ,...,µ l n,C ′ 1 ,...,C ′ l . 11 We shall always assume that λj = 0 unless k = 0
(3) Fix a finite set of pairwise distinct collections (C 1 , λ 1 ), ..., (C k , λ k )). The for n large enough all the corresponding cosets X λ 1 ,...,λ k n,C 1 ,...,C k are pairwise distinct. Proof. The first assertion is proved in exactly the same way as Lemma 3.9. Let us prove (2) and (3). Let us "take the limit" n → ∞. In other words, let us recall the notation
. For (C 1 , λ 1 ), ..., (C k , λ k )) as above set
and hence the assertions (2) and (3) of Lemma 3.11 follow from the following two statements: a) Assume that the curves C 1 , ..., C k are distinct. Then for any
b) The cosets X λ 1 ,...,λ k C 1 ,...,C k are distinct for distinct collections ((C 1 , λ 1 ), ..., (C k , λ k )). To prove a) and b) let us give a geometric interpretation of these statements. Recall that we denote ∆ = Spec B. Then it is easy to see that the set G(B)\G(O F )/G(B) naturally parametrises the following data: 1) Two principal G-bundles F 1 , F 2 on ∆; 2) An identification κ between F 1 and F 2 defined outside the union of all the curves C in ∆ which are different from the curve t = 0 .
Under this identification, the coset X λ 1 ,...,λ k C 1 ,...,C k lies in the subset Y λ 1 ,...,λ k C 1 ,...,C k of all triples (F 1 , F 2 , κ) as above such that κ is well-defined outside the curves C 1 , ..., C k and at the generic point of every C j the singularity of κ is of type λ j (note, however, that in general X λ 1 ,...,λ k C 1 ,...,C k = Y λ 1 ,...,λ k C 1 ,...,C k unless k = 1). This immediately proves b) since the sets Y λ 1 ,...,λ k C 1 ,...,C k are clearly disjoint. To prove a) it is enough to observe that we have
(ii)κ is equal to the composition of all the κ j ;
for every j = 1, ..., k. This implies that κ has singularities only on the curves C 1 , ..., C k and the singularity of κ at the generic point of C j is of type λ j . In other words, this implies that
..,C k . Thus a) follows from the fact that X λ 1 ,...,λ k C 1 ,...,C k ⊂ Y λ 1 ,...,λ k C 1 ,...,C k and from the fact that all the Y λ 1 ,...,λ k C 1 ,...,C k are disjoint.
Let us explain why Lemma 3.11 implies what we need. Let us fix a finite set P of collections (C 1 , λ 1 ), ..., (C k , λ k )) with C 1 , ..., C k pairwise distinct and with all λ j ∈ Λ + and λ j = 0 if k = 0. Define a partial order on the set of all such collections by declaring that (C 1 , λ 1 
) if k ≥ l and after possible renumbering of the C ′ j 's we have C ′ j = C j and λ ′ j ≤ λ j for all j = 1, ..., l.We shall assume that P is closed under the operation of replacing some ((C 1 , λ 1 ), ..., (C k , λ k )) by a smaller element (with respect to the above partial order). We want to show that the corresponding elements α C 1 (λ 1 )...α C k (λ k ) ∈ H sph crit are linearly independent. Choose n > 0 so that the assertions (2) and (3) hold for it. Consider now the corresponding elements α Vn C 1 (λ 1 )...α Vn C k (λ k ). We claim that they are linearly independent as elements of H(G n , G n,O ). Indeed, let us consider the restriction map from H(G n , G n,O ) to the space U n of G n,O -biinvariant functions on X λ 1 ,...,λ k n,C 1 ,...,C k .
Let also T λ 1 ,...,λ k n,C 1 ,...,C k be the characteristic function of X λ 1 ,...,λ k n,C 1 ,...,C k and set U n,P to be the span of all the T λ 1 ,...,λ k n,C 1 ,...,C k with (C 1 , λ 1 ), ..., (C k , λ k )) ∈ P. Then it is clear from (3) above that they form a basis of U n,P . On the other hand, it follows from (1) and (2) that the images (in U n ) of all the α Vn C 1 (λ 1 )...α Vn C k (λ k ) lie in U n,P and that the transformation taking T λ 1 ,...,λ k n,C 1 ,...,C k to the image α Vn C 1 (λ 1 )...α Vn C k (λ k ) in U n is upper triangular with respect to the partial order on P defined above with non-zeros on the diagonal. This shows that the elements α Vn C 1 (λ 1 )...α Vn C k (λ k ) are linearly independent. 3.12. Density conjecture. The above results show that there exists an embedding R[Λ + ] ֒→ H sph crit . Though we do not expect this map to be an isomorphism we still would like to say that the left hand side is dense in the right hand side in some sense. One of the ways to do this is as follows. This conjecture is obvious for n = 0 (more precisely it follows from Lemma 3.8 that S crit (Ĝ/Γ 0 ) = S crit (Ĝ/G(O F )) = C and hence there is nothing to prove). Also, it follows from Lemma 3.9 that Conjecture 3.13 is true for n = 1. We do not know how to prove Conjecture 3.13 for n > 1.
3.14. The Iwahori case. Let us briefly mention what happens in the Iwahori case. In other words we want to study the algebra H c (Ĝ, I 00 A ) which is by definition the algebra of endomorphisms of the functor of I 00 A -invariants on the category Rep c (Ĝ). In this case we can't describe in full detail even a dense subalgebra in H c (Ĝ, I 00 A ). However, from the results [6] and [3] one can derive the following (details will appear elsewhere):
(i) For any C ∈ C one can construct an embedding β C :
..
H denotes the modified Cherednik's double affine Hecke algebra as in [6] .
(ii) There is a natural subalgebra of H c (Ĝ, I 00 A ) isomorphic to C[Λ] which lies in the image of every β C .
Recall that the set C only consists of good formal curves, i.e. curves which are transversal to the curve t = 0. We expect that every irreducible curve in Spec B (cf. Section 1.6) contributes some sort of subalgebra to H c (Ĝ, I 00 A ). It would be extremely interesting to describe these subalgebras explicitly. 4 . Some remarks on G-bundles on S 0 X In this Section we would like to explain some constructions related to G-bundles on the "surface" S 0 X that were used in Section 1.14. We are going to work over an arbitrary ground field k (instead of the finite field F q ). In what follows we fix the following data: 1) A smooth geometrically irreducible algebraic surface S over F q ; 2) A smooth projective geometrically irreducible curve X over F q ; 3) A closed embedding i : X → S; 4) A "retraction" p : S → X such that p • i = id. 12 We denote by I X ⊂ O S the sheaf of ideals corresponding to X.
Also we shall assume that the derived group of G is simply connected.
4.1. The scheme S X . Define the scheme S X by S X = Spec(lim ←− p * (O S /I n X )) By the definition this is an affine scheme over X. Informally one should think about S X as the formal completion of S along X (note, however, that we want to think about it as a scheme and not a formal scheme). Abusing the notation we shall still denote by p the natural projection S X → X.
G-bundles on S 0
X . In Section 1.14 we were talking about G-bundles on S 0 X where the latter was defined as the complement of X in S X . Let first explain what we mean by a G-bundle on S 0 X (in this case one can make sense of S 0 X as a scheme but our notion of a Gbundle is not the same as just a G-bundle on this scheme). Namely, we define the category of G-bundles on S 0 X to be category whose objects are G-bundles on S X and morphisms are isomorphisms of their restrictions on S 0 X (thus, by the definition, every G-bundle on S 0 X extends to a G-bundle on S X ).
Warning. This definition is not good for families of G-bundles on S 0 X . We denote by Bun G (S 0 X ) the set of isomorphism classes of G-bundles on S 0 X with respect to the above definition.
4.3.
Construction of the torsor Bun G (S 0 X ). Let us explain the construction of the torsor Bun G (S 0 X ). Since in this paper we are constructing all the spaces only set-theoretically (i.e. we do not consider families) what we actually have to do is describe a Pic(X)-torsor Bun G (S 0 X ) M for every M ∈ Bun G (S 0 X ). Consider the following functor Schemes over F q −→ Sets which sends every scheme T to the following data: 1) A morphism T → X;
2) A G-bundle G on T × X S X ;
3) An isomorphism G| T × X S 0 X ≃ pr * 2 M where pr 2 : T × X S 0 X → S 0 X denotes the natural projection. This functor is representable by an ind-scheme Gr M endowed with a natural proper map γ : Gr M → X. It is easy to see that every fiber of γ is non-canonically isomorphic to the corresponding affine Grassmannian of Gr G of G considered in Section 2. We now define the Bun G (S 0 X ) M to be the set of isomorphism classes of line bundles D M on Gr M satisfying the following property:
For every x ∈ X the restriction of D M to γ −1 (x) is isomorphic to the generator D of Pic(γ −1 (x) ≃ Pic(Gr G ).
Since D is defined uniquely up to non-canonical isomorphism and since its group of automorphisms is just the multiplicative group (since Gr G is ind-proper) it follows that D M is defined uniquely up to tensoring with a line bundle of the form γ * P where P ∈ Pic(X). Hence Bun G (S 0 X ) is a homogeneous space over Pic(X). Since the map γ has sections (this is equivalent to saying that M extends from S 0 X to S X ) it follows that Bun G (S 0 X ) is actually a Pic(X)-torsor.
4.4.
Proof of Lemma 1.15. We need to construct an action of G W on Bun G (S 0 X , W ). To simplify the notations let us do that for Bun G instead of Bun G (the general case is treated in a very similar manner). Let us denote by S 0 X\W the pre-image of X\W in S 0 X . Then by arguing in a way similar to the one in the proof of Lemma 3.8 we see the group G W may be identified with the set of isomorphism classes of G-bundles on S 0 X trivialized at both S 0 W and S 0 X\W . Hence we have Bun G (S 0 X ) = G(A W )\G W /G(S 0 X\W ) and
Bun G (S 0 X , W ) = G W /G(S 0 X\W ). The right hand side has now a natural action of G W .
