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RÉSUMÉ.La problématique abordée dans cet article est celle de la conception automatique
d’agents autonomes devant résoudre des tâches complexes mettant en œuvre plusieurs objectifs
potentiellement concurrents. Nous proposons alors une approche modulaire s’appuyant sur les
principes de la sélection d’action où les actions recommandées par plusieurs comportements de
base sont combinées en une décision globale. Dans ce cadre, not principale contribution est
une méthode pour qu’un agent puisse définir et construire automa iquement les comportements
de base dont il a besoinvia des méthodes d’apprentissage par renforcement incrémentales.
Nous obtenons ainsi une architecture très autonome ne nécessitant que peu de réglages. Cette
approche est testée et discutée sur un problème représentatif issu du "monde des tuiles".
ABSTRACT.The problem addressed in this article is that of automatically designing autonomous
agents having to solve complex tasks involving several –andpossibly concurrent– objectives.
We propose a modular approach based on the principles of action selection where the actions
recommanded by several basic behaviors are combined in a global decision. In this framework,
our main contribution is a method making an agent able to automatically define and build the
basic behaviors it needs through incremental reinforcement l arning methods. This way, we
obtain a very autonomous architecture requiring very few hand-coding. This approach is tested
and discussed on a representative problem taken from the “tile-world”.
MOTS-CLÉS :problèmes de décision markoviens, apprentissage par renforcement, motivations
multiples.
KEYWORDS:Markov Decision Problems, Reinforcement Learning, Multiple Motivations.
RSTI - RIA – 19/2005. Apprentissage automatique, pages 603 à632
604 RSTI - RIA – 19/2005. Apprentissage automatique
1. Introduction
Un agent (Russellet al., 1995, Jenningset al., 1998) est défini ici comme une
entité immergée dans un environnement au sein duquel cette entité cherche à atteindre
un objectif qui lui est propre. Dans ce but, l’agent interagit vec son environnement :






Figure 1. Agent et son environnement liés à travers une boucle perception/action
Dans nos travaux, nous cherchons à concevoir de manière autom tisée des agents
se trouvant dans des milieux à la fois inconnus, incertains et partiellement observés
(l’état précis du système agent+environnement n’est pas connu). Sous ces hypothèses
difficiles, nous nous limitons à considérer des agents réactifs, adoptant un comporte-
ment de type stimulus-action.
Notre intérêt se porte sur la synthèse de ce comportement parl’utilisation de mé-
thodes d’apprentissage par renforcement(A/R). Dans ce cadre, l’objectif assigné à
un agent est défini par des récompenses lui indiquant quand unévénement considéré
comme positif ou négatif survient. L’apprentissage par renforcement consiste pour un
agent à renforcer les décisions qui lui permettent de maximiser les récompenses qu’il
reçoit. Si de nombreuses recherches ont déjà été conduites sr cette thématique, nous
nous intéressons ici plus particulièrement à la situation dans laquelle un agent possède
plusieurs motivations éventuellement conflictuelles.
L’apprentissage par renforcement passe classiquement parle formalisme des pro-
blèmes de décision markoviens (MDP). Si ceux-ci peuventa priori tenir compte de
différentes motivations du moment qu’elles se traduisent par des fonctions de récom-
penses additives (r = r1 + r2 + . . . ), il devient vite déraisonnable d’apprendre un
comportement dans de grands espaces d’états. Dans l’hypothèse que l’environnement
est constitué d’objets en nombre variable et que les motivations courantes de l’agent
dépendent des objets présents, une approche possible est cell des MDPrelationnels
(Boutilier et al.,2001, Dzeroskiet al.,2001, Grettonet al.,2004) (voir figure 2). Mal-
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heureusement, on ne peut aisément étendre cette approche dans l c s d’un agent avec
observations partielles et sans mémoire à court terme (agent à comportement réactif),
situation dans laquelle il faut chercher une politique stochastique, donc difficilement





Figure 2. Les approches relationnelles pour l’apprentissage par renforcement per-
mettent entre autres d’utiliser la même connaissance pour mettre le bloc[A℄ sur[C℄
dans le cas de gauche que pour mettre[C℄ sur [B℄ ou[D℄ (même couleurs) dans le
cas de droite. Dans ce second cas, on a deux motivations concurre tes : mettre[C℄
sur[B℄ ou mettre[C℄ sur[D℄
1.1. Approche : sélection d’action et apprentissage par renforcement
L’apprentissage par renforcement relationnel classique répondant mal au problème
de la prise de décision avec motivations multiples et en milieu partiellement observé
(sans mémoire à court terme), nous avons orienté nos recherches vers des méthodes
heuristiques de combinaison de comportements (on parle de sélection d’action (Tyr-
rell, 1993), voir section 2.3) pour voir comment elles peuvent entrer dans la conception
d’un agent par apprentissage par renforcement.
Suivant les mêmes principes que (Humphrys, 1996), nous employons une archi-
tecture de sélection d’action dans laquelle un agent connaît différents comportements
de bas niveau (que nous appelonscomportements de base) t doit choisir une action
d’après l’utilité/la préférence que lui associent ces comprtements de base. De précé-
dents travaux dans le domaine de l’A/R pour la sélection d’action se sont concentrés :
– soit sur l’adaptation du processus de combinaison de comportements de base
(Buffet et al.,2002),
– soit sur l’apprentissage/l’amélioration de comportements de base sélectionnés
au préalables (Humphrys, 1996, Buffetet al.,2003).
Alors que ces travaux proposent de fournir à l’agent des comportements sélec-
tionnés manuellement, notre objectif est que l’agent puisse définirde lui-mêmeles
comportements de base dont il a besoin pour prendre de bonnesdécisions, de ma-
nière :
– à compléter, voire remplacer des choix intuitifs de ces comportements, et
– à automatiser autant que possible la conception.
606 RSTI - RIA – 19/2005. Apprentissage automatique
Pour cela, nous suggérons de donner à l’agent les moyens d’apprendre, partant
de zéro, ces comportements. Ceci signifie non seulement apprendre à accomplir une
tâche donnée, mais aussi et surtoutdéterminer quelles tâches apprendre.
Ce type d’apprentissage est rendu possible dans le cadre général de l’apprentis-
sage par renforcement grâce à un nouveau mécanisme de sélection d’action (décrit et
étudié en détails dans (Buffet al.,2003)) qui permet à un agent de combiner de ma-
nière adaptative des comportements de base en un comportement complexe efficace.
Nous montrons que ce même mécanisme peut être utilisé par l’agent pour établir si le
nouveau comportement appris, plus complexe, mérite d’êtreemployé comme unou-
veau comportement de base dans le processus de sélection d’action futur. Ainsi, sans
connaissances préalables, notre agent fait croître de manière i crémentale son propre
ensemblede comportements de base répondant à ses besoins et buts.
1.2. Cadre de travail
Afin d’éviter de possibles méprises, clarifions aussi dès à présent les bases de notre
architecture d’agent :
– l’agent ne connaît pas de modèle de la dynamique de son environ ement et ne
l’observe que partiellement. Les buts de l’agent sont représentés par un signal de ré-
compense scalaire dépendant de l’action et de l’état de l’agnt ;
– l’agent a un ensemble de comportements de base, chacun répondant à un but/une
motivation simple. En outre, chaque comportement de base est de type stimulus-
réaction, guidé par la seule observation courante (pas de mémoire à court terme) ;
– dans une situation donnée (perception + choix d’un objectif), l’agent utilise l’in-
formation (principalement l’utilité des actions) de ses divers comportements de base
pour décider de l’action à effectuer.
1.3. Exemples
Voici deux exemples de problèmes auxquels notre travail s’applique. Le premier
est un problème applicatif (qui nécessiterait une mise en forme plus complète), et le
second servira à valider l’approche proposée.
Assistant personnel intelligent
Un certain nombre de projets actuels visent à rendre notre environ ement (mai-
son, ville, entreprise) “intelligent”. Un outil privilégié dans ce cadre est l’assistant
personnel (PDA), outil informatique portatif que l’on va doter ici de la capacité de
communiquer avec d’autres appareils l’environnant.
Au sein d’une maison, l’assistant pourrait être capable d’accomplir des tâches en
combinant les capacités de différents appareils (afficher sur la télévision une image
stockée dans un appareil photo numérique par exemple). Maisles appareils dispo-
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nibles ne sont pas toujours les mêmes d’un instant à l’autre,et l’assistant peut avoir à
gérer différentes demandes à la fois.
On se retrouve donc dans une situation avec plusieurs motivati ns simultanées,
avec des objets (appareils) apparaissant/disparaissant de son environnement (selon
qu’ils sont utilisés, déplacés...). Cela correspond précisément à la problématique que
nous avons définie précédemment.
Le monde des tuiles
Pour illustrer notre approche et tester nos algorithmes, nous emploierons le clas-
sique problème du monde des tuiles (voir (Joslinet al.,1993)). Dans celui-ci, tel que
représenté sur la figure 3, l’agent doit pousser des tuiles dan es trous tout en évitant
d’y tomber lui-même. Intuitivement, il faut pour cela deux comportements de base :
pousser des tuiles dans des trous, et éviter des trous.
Avec notre algorithme d’apprentissage, un agent devrait apprendre seul quels com-
portements de base sont réellement utiles pour résoudre cette tâche complexe.
Dans ce cadre, le monde des tuiles est des plus intéressants car :
– il fait apparaître des comportements aussi bien positifs (es ayer de pousser un
tuile dans un trou) que négatifs (éviter les trous) ;
– l’un des comportements implique de manipuler plus d’un objet, ce qui évite de
se limiter à des interactions trop simples ;
– des objets peuvent avoir plusieurs “rôles” : une tuile peutn’être qu’un obstacle
dans certaines situations, ou pourrait être placée dans plusieurs trous disponibles.






Figure 3. Une scène avec quelques











1.4. Organisation de l’article
Pour présenter notre algorithme de définition automatique de comportements de
base, nous commençons par définir de manière plus précise la notion demotivation
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et revenons sur les outils que sont l’apprentissage par renforcement et la sélection
d’action (section 2). Ensuite la section 3 introduit la notion decomportement de base,
avant d’expliquer comment des comportements de base sont combinés en de nouveaux
comportements, ces derniers étant des nouveaux comportements de base potentiels.
Le processus d’apprentissage d’un ensemble de comportements de base lui-même est
présenté dans la section 4, expérimenté et analysé en section 5. Une discussion sur
notre algorithme et quelques travaux futurs conclut cet article.
2. Préliminaires
Après avoir introduit quelques notations utiles, cette section présente la notion
de motivation, puis revient sur les principaux outils employés dans notre approche :
sélection d’action et apprentissage par renforcement.
2.1. Perception : de l’état à l’observation
Nous considérons un système constitué d’un agent et de l’environnement dans le-
quel il évolue, l’environnement étant composé d’objets de types définis et reconnais-
sables par l’agent. A chaque instant, l’état du système est donné par l’état de l’agent
et des objets du système. L’agent ne perçoit que partiellement le système à travers
une liste de percepts liés à chaque objet. Ainsi, un agent perçoit la scène courante (la
partie du système qui lui est accessible) comme uneobs rvationqui est un ensemble
d’objetstypésdéfinis par leurspercepts.
En notantT l’ensemble des types d’objets présents dans le système, nous all ns
spécifier quelques concepts utilisés par la suite :
– objet perçuobj : défini par son type et la perception courante que l’agent en a:
obj = [t, per] où t ∈ T. Nous noteronst(obj) et O(obj) le type et la perception
courante de l’objet ;
– observationo : ensemble d’objets (typés) actuellement perçus par l’agent : o =
{obji} ;
– configurationc : une configuration est un sous-ensemble ordonné d’objets de
l’observation. L’ordre est important, car deux objets de même type peuvent avoir des
rôles différents ;
– type de configurationCT : un type de configurationCT = 〈t1, . . . tn〉 est une
liste de types d’objets (non nécessairement uniques). Celanous permet de définir un
opérateurCT qui extrait d’une observation donnéeo toutes les configurationscompa-
tiblesavec le type de configuration :CT (o) = {c ⊆ o telle qu’il existe une application
bijectivem : CT → c} ;
– observation d’une configuration : liste des perceptions associées avec les objets
d’une configurationc : o(c) = (O(obj), obj ∈ c).
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2.2. Motivation liée à un comportement
L’architecture dont nous souhaitons doter notre agent suppose que celui-ci con-
naisse un certain nombre de comportements dits “de base” répondant chacun à une
motivation. En ce sens, il faut en premier lieu définir ce qui constitue une motivation,
puisqu’un comportement sera simplement le résultat d’un apprentissage guidé par une
motivation.
Un premier aspect est naturellement lié aux signaux de récompense. Pour ne pas
être trop restrictifs, une première caractéristique d’unemotivation sera un sous-ensem-
ble (non vide) parmi l’ensemble des signaux de récompense élémentaires disponibles.
Dans le cas du monde des tuiles, cela revient à choisir un ou deux signaux de récom-
pense parmi les deux disponibles : un pour pousser des tuilesdans des trous (noté+)
et un pour éviter des trous (noté−).
Les comportements que nous pouvons concevoir étant lié à un nombre fixe de per-
ceptsi.e.d’objets dans notre exemple), il nous faut aussi préciser letypes et nombres
des objets à prendre en compte (ces types étant instanciés dans un monde donné). Si
l’agent ne vise qu’à pousser des tuiles dans des trous, il peut être intéressant pour lui
de considérer un trou et deux tuiles simultanément, sans quoi l’une des deux tuiles
peut devenir un obstacle non-perçu.
Dans le présent article, une motivationm est ainsi décrite par :
1) r = {re1, . . . , rek} un sous-ensemble de signaux de récompense élémentaires
et
2) CT = 〈t1, . . . tn〉 un type de configuration,
ce qui est représenté sur la figure 4. Cette motivation va guider des approches d’ap-
prentissage par renforcement.
récompense positive
(pousse tuile dans trou)
type de
configuration
(1 trou, 2 tuiles)
+
Figure 4. Une représentation schématique d’une motivation pour 1 trou, 2 tuiles et
une récompense positive (+) quand une tuile est poussée dans un trou.
La position relative des objets n’a aucune sorte d’importance. Seuls leur type et leur
nombre comptent
2.3. Sélection d’action
La sélection d’action pose le problème très général de choisir l’action à accom-
plir face à différents buts parallèles qui peuvent être hétérogènes et même conflic-
tuels, et répond donc en ce sens à la problématique que nous nous posons. Mais si les
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éthologues ont étudié ce problème en profondeur, leurs modèles s’avèrent difficiles à
implémenter, comme l’explique Toby Tyrrell (Tyrrell, 1993).
2.3.1. Problème posé
Un grand nombre de modèles de sélection d’action mis en œuvreévaluent la qua-
lité d’une action par rapport aux divers buts de haut niveau,se basant sur une somme
pondérée de diverses quantités. Le processus obtenu peut être vu comme la consulta-
tion de divers experts pour prendre une décision faisant un compromis entre leurs avis
(voir figure 5). Dans notre cas, il va falloir identifier dans l’environnement courant les
motivations présentes (comme définies dans la section 2.2) pour associer à chacune








O1O2O2s(t) T (; )
(: : : )
Figure 5. Une schéma d’architecture de sélection d’action pour le monde des tuiles.
Le “contrôleur” doit faire un compromis entre les propositions des différents experts
Pour éviter la tâche laborieuse de régler manuellement un gra d nombre de para-
mètres associés à ce processus de pesée et de sélection d’actions, diverses approches
d’apprentissage par renforcement(A/R) ont été étudiées (voir (Lin., 1992, Humphrys,
1996) par exemple). Le présent article se situe dans cette lignée, proposant une ap-
proche innovante pour atteindre une plus grande automatisation de la conception de
l’agent. Comme nous l’avons déjà dit en introduction, des méthodes existent déjà pour
apprendre les comportements de base (l’A/R classique peut suffire) et pour adapter
leur combinaison (l’A/R permet aussi d’optimiser les paramètres du contrôleur). Nous
proposons en plus detrouver quels comportements de base sont utiles.
2.3.2. Notre cadre de sélection d’action
Dans sa thèse (Tyrrell, 1993), Toby Tyrrell a fait une analyse des différentes ca-
ractéristiques principales des architectures de sélection d’action. Nous en tirons deux
choix importants pour notre propre architecture :
– le processus de sélection d’action est de type “flux-libre”: l’action choisie peut
être différente des actions recommandées par les comportemen s de base. L’agent est
capable de combiner les comportements en unenouvelledécision (ex : une action peut
Développement de comportements 611
être classée deuxième par tous les experts, et faire ainsi l’u animité).
Ceci s’oppose aux processus “winner-takes-all” oùunexpert (donc un comportement)
est élu et prend seul la décision ;
– de plus, on ne peut raisonnablement obtenir un contrôleur déte ministe, prenant
toujours la même décision face à une observation donnée. On risque ait alors trop faci-
lement de rester bloqué dans une situation à laquelle la réponse associée est mauvaise.
Il est donc préférable de travailler avec des comportementsstochastiques.
Ce problème est similaire à celui des problèmes de décision markovienspartiellement
observablesdans lesquels la propriété de Markov est perdue (voir section 2.4).
2.4. Notre cadre d’apprentissage par renforcement
2.4.1. Problèmes de décision markoviens partiellement observables
Le problème que nous voulons résoudre dans le cadre de l’apprentissage par ren-
forcement (Kaelblinget al., 1996) peut se formaliser comme un problème de déci-
sion markovien partiellement observable (POMDP) (Littmanet al.,1995, Cassandra,
1998). Cette généralisation des problèmes de décision markoviens (MDP) (Suttonet
al., 1998, Bertsekaset al.,1996, Puterman, 1994) prend explicitement en compte le
fait que le système n’est que partiellement perçu par l’agent qui cherche à le contrôler.
Comme schématisé en figure 6, un POMDP est défini par un uplet
〈S,A, T , Ω,O, r〉. Ici, S est un ensemble fini d’états du système,Ω un ensemble
fini d’observationspossibles etA un ensemble fini d’actions. La dynamique du
système est décrite par unefonction de transition T : S × A × S → [0, 1] où
T (s, a, s′) = Pr(St+1 = s
′|At = a, St = s), et le lien entre état et observation se
traduit par lafonction d’observationO(s, o) = Pr(Ot = o|St = s). Enfin,r est une
application deS × A dansR qui définit larécompenseobtenue par le système après
chaque transition d’état.
L’agent, qui n’a accès qu’aux observations, doit trouver une politique d’action
(par exemple sous la formeπ : Ω→ Π(A)) qui optimise une mesure de performance
basée sur la récompense appelée valeur et notéeV . Typiquement, la valeur peut être la
somme des récompenses sur un horizon fini, la somme pondérée de ces récompenses
sur un horizon infini (
∑∞
t=0 γ
trt où γ ∈ [0, 1)), ou la récompense moyenne obtenue
pendant une transition (i.e.pendant un pas de temps).
Dans le cas où l’observation du système est totale (une observation correspond
sans équivoque à un état), il a été prouvé qu’il existe au moins une politique optimale
déterministe et l’agent peut alors la trouver (Puterman, 1994). Si, comme dans notre
cas, l’agent ne connaît pas la dynamique du système, il peut directement apprendre
une politique optimale (en utilisant leQ-learning (Watkins, 1989) ou SARSA (Sutton
et al.,1998) par exemple) à partir de ses expériences.
Toutefois, dans notre situation, un agent ne perçoit que desobservations partielles
et, desonpoint de vue, le problème de décision n’est pas markovien. Ilpeut donc ne
612 RSTI - RIA – 19/2005. Apprentissage automatique
pas y avoir de politique déterministe parmi les solutions optimales. Les algorithmes
de programmation dynamique mentionnés précédemment ne sont plus adaptés à ce
nouveau cadre, mais peuvent être remplacés par des algorithmes de recherche directe
de politiques tels que la descente de gradient en ligne que nos avons utilisée (due à








Figure 6. Modèle graphique d’un POMDP. Les flèches pointillées indiquent que le
choix d’une action dépend de l’état courant. Ici, les états sont cachés (représentés
avec un fond blanc), contrairement aux observations et actions (fond gris). Les ré-
compenses ne sont pas représentées, afin de garder une figure lisible.
Note : les décisions prises ne sont ici dépendantes que de l’observation courante
L’apprentissage est d’autant plus difficile dans ces nouvelles conditions, du fait de
possibles optima locaux dans lesquels l’agent peut tomber définitivement. Les lecteurs
intéressés peuvent se référer à (Littmanet al.,1995) et (Singhet al.,1994) sur le sujet
de l’utilisation dans un cadrepartiellementobservable d’algorithmes dédiés à un cadre
totalementobservable, et à (Jaakkolaet al.,1994) pour une alternative à la descente
de gradient.
2.4.2. La descente de gradient de Baxter et Bartlett
Sans entrer dans les détails de cette descente de gradient en-lign , nous décrivons
ici succinctement son principe et les conditions dans lesqulles elle a été utilisée.
Comme proposé dans (Baxtert al.,2001a, Baxteret al.,2001b), une politiqueπ
dépend d’un ensemble de paramètresΘ. Ceci conduit à une valeur espéréeV (πΘ) =
V (Θ). La descente de gradient permet d’obtenir une politiquelocalementoptimale en
cherchant unΘ∗ qui annule le gradient∇V (Θ).
L’ensemble de paramètres que nous choisissons estΘ = {θ(o, a), (o, a) ∈ Ω ×
A}, où toutθ(o, a) est un paramètre à valeurs réelles. La politique est définie par les
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A l’aide de cet algorithme, la donnée d’une motivation (définie en section 2.2)
permet d’apprendre la politique qui servira au comportement d base correspondant
dans notre mécanisme de sélection d’action (introduit en section 2.3).
3. Combiner des comportements de base
Nous présentons ici brièvement le mécanisme de sélection d’action (apprentissage
et combinaison de comportements) utilisé dans cet article.Différentes variantes ont été
envisagées, dont une analyse est faite dans (Buffet, 2003) (ainsi qu’une présentation
plus complète).
3.1. Comportements de base
Pour une motivation donnée, tout algorithme d’A/R adapté aux observations par-
tielles peut être utilisé. Il n’est requis que d’avoir une motivation, c’est à dire :
– de définir une fonction de récompense “guide” (comme la somme de fonctions
de récompenses élémentaires sélectionnées), et
– de construire la perception basée sur les observations desobj t (objets corres-
pondants au type de configuration).
Le premier résultat obtenu est une politique stochastique (à l’aide de l’algorithme
vu en section 2.4.2). Néanmoins, il faudra mémoriser d’autres informations pour faire
usage de ce “comportement”. De la motivation de départ, on varetenir le type de
configuration (qui servira à trouver les objets adéquats danl’e vironnement), mais
pas la fonction de récompense : on se contentera de la fonction qualitéQ (qui aidera
à peser l’importance du comportement en fonction de l’espérance de gain).
Un comportementb est ainsi défini par un uplet〈CTb , Pb, Qb〉, où :
1) CTb est le type de configuration : l’uplet des types d’objets implqués dans le
comportement ;
2) Pb(a|o(c)) est la politique de décision stochastique. A toute observation d’une
configuration, elle associe une distribution de probabilité sur les actions ;
3) Qb(o(c), a) est laQ-table de cette politique, donnant l’espérance de récom-
pense actualisée d’une paire (observation, action).
Un tel comportement répond à une motivation donnée. Mais notre objectif est de
trouver un ensemble de comportements qui puissent être combinés ensemble pour
prendre une décision. Ces comportements sélectionnés sontnomméscomportements
de base, notésbb (acronyme de “basic behavior”) et constituent un ensemble notéB.
Avant de voir comment choisir cet ensemble, la prochaine section présente le proces-
sus de sélection d’action utilisé.
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3.2. Principe de notre architecture de sélection d’action
La prise de décision consiste en deux étapes. D’abord, l’agent doit identifier les
ensembles d’objets déclenchant des comportements de base.En uite, les décisions
stochastiques correspondantes sont combinées en une seulefaisant un compromis.
La figure 3 illustre ce processus avec seulement deuxbb intuitifs :
1) bp qui considère une tuile et un trou, et la récompense pour pousser une tuile
dans un trou, et
2) be qui considère un trou, et la récompense pour tomber dans un tro .
On a alors deux raisons pour utiliserbp : les configurations (uplets d’objets)
cfg1 = 〈O1, O2〉 et cfg2 = 〈O3, O2〉, et une raison pour utiliserbe : la configuration
cfg3 = 〈O2〉. A chaque paire(bb, cfg) sont associées une distribution de probabilité
sur les actions et lesQ-valeurs associées, tout cela étant employé pour calculer une
















Figure 7. Comment obtenir une distribution de probabilité sur les actions avec les
trois paires(bb, cfg) identifiées
Les deux sections suivantes décrivent plus en détail les princi ales opérations que
sont la décomposition de la scène et la combinaison de comportement elle-même.
3.2.1. Décomposition de la scène
L’objectif de cette décomposition est de trouver quels sontles comportements de
base applicables dans une situation donnée.
L’environnement de l’agent est constitué d’objets typés (tels que les trous et tuiles
de la figure 3). L’observation de l’agent est un ensemble d’objets perçus dans l’envi-
ronnement. Chaque comportement de base n’est concerné que par c rtains types d’ob-
jets. Ainsi, ils sont “instanciés” en les associant avec desconfigurations (cfg), i.e.des
sous-ensembles d’objets de types appropriés. Cela amène à une décomposition de la
scène en un ensembleBC(o) de paires(comportement de base, configuration).
Revenant à la figure 3, nous avons ici trois telles paires :(be, 〈O2〉), (bp, 〈O1, O2〉) et
(bp, 〈O3, O2〉).
Nous avons vu comment chaque scène est décomposée en paires(bb, cfg). On a
une politique de décision stochastique (Pbb()) pour chaque paire. Et, comme chaque
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observation est associée avec une observationo(cfg), chaque paire fournit une distri-
bution de probabilité sur les actionsPbb(a|o(cfg)).
3.2.2. Combinaison pondérée de comportements de base
Chaque comportement de basebb deBC(o) identifié lors de la décomposition de
la scène est associé avec une politique d’actionPbb() et une qualitéQbb(). Avec ces
données, l’étape de combinaison consiste à calculer une nouvelle distribution de pro-
babilité sur les actions, déterminant ainsi la politique réelle immédiate de l’agent.
La combinaison peut prendre des formes diverses. Celle que nous avons employée
ici dépend d’un ensembleΘ = (θ1, · · · , θn) de paramètres et est exprimée par la






















wb(o, c, a) =
∑
(b,c)∈BC(o)
eθb.|Qb(o, c, a)| )
Apprentissage des poids
La politique combinée globale ne dépend que de l’ensembleΘ de paramètres,
lesquels sont peu nombreux puisqu’il n’y a qu’un paramètre pour chaque compor-
tement de base.
Comme le réglage de ces poids est un problème d’optimisation(maximiser l’es-
pérance du gain moyen), ces paramètres peuvent être appris par enforcement à l’aide
d’un recuit simulé. L’algorithme a juste à faire une bonne estimation de l’espérance
du gain moyen pour chaque jeu de paramètres.
On notera que ce processus de sélection d’action est “extensibl ” puisqu’on peut
utiliser plusieurs instances d’un mêmebb sans apprendre de nouveaux paramètres.
3.3. Problèmes ouverts
L’algorithme que nous venons de brièvement présenter a été tes sur le monde
des tuiles dans (Buffetet al., 2002, Buffet, 2003) en employant deuxbb “intuitif-
s” ([pousse tuile dans trou℄ et [évite trou℄). Malgré de “bons résultats”,
l’optimalité n’était pas atteinte et plusieurs limitations étaient citées. Nous insistons
sur les suivantes :
– Optima locaux. L’apprentissage de paramètres est difficile du fait des nombreux
optima locaux vers lesquels le recuit simulé peut converger. De plus, cet apprentissage
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reste long malgré le faible nombre de paramètres à apprendre: il faut prendre le temps
de bien évaluer le comportement obtenu avec un jeu de paramètres donné.
– Méthode de combinaison. Combiner des avis de divers experts est un problème
très ouvert (voir (Genestet al.,1986) par exemple). Les différentes méthodes évaluées
dans (Buffet, 2003) reflètent en partie leur diversité et l’at ention qu’il faut porter à ce
choix. Nous considérons ici qu’une méthode satisfaisante aé é choisie.
– Choix des comportements de base. L’ensemble des comportements de base
disponibles a une grande influence sur les performances de l’algorithme de combinai-
son. Desbb très généraux (souvent intuitifs) sont requis pour avoir unagent adaptable,
mais d’autres, plus spécialisés, permettraient de répondre à des cas difficiles précis
(voir les deux blocages de la figure 8). Choisir les comportements de base est précisé-
ment le sujet du présent article.
O3O2 O1 O2
O1 O3
a) Blocage avec1 tuile et 2 trous :
Aucun des comportements de base ne
suggère d’aller vers le sud
b) Blocage avec2 tuiles et1 trou (et un mur
st) : Les deuxbb “pousse” suggèrent d’aller
à l’ouest, alors que le bon choix serait le nord
Figure 8. Dans les deux situations a) et b), aucun des comportements debase “intui-
tifs” employés ne suggère une décision appropriée, d’où un long blocage de l’agent,
et donc une grande perte d’efficacité
4. Quels comportements de base utiliser ?
4.1. Comment détecter un nouveau comportement de base
En quelques mots, la construction d’un nouveau comportement de base à partir
d’un ensemble existant debb repose sur trois étapes :
1) apprendre le meilleur comportement combiné pour une motivation donnée,
2) essayer d’améliorer ce comportement et
3) décider s’il sera alors utilisé comme un nouveau comportement de base.
4.1.1. Apprendre à combiner des comportements de base
Etant donné un ensemble de comportements de baseB = {bb1, · · · , bbn}, on sait
donc adapter efficacement la formule qui les combine en optimisant les paramètres de
réglageθb. Le comportement résultant de ce processus d’apprentissage e t uncompor-
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tement combiné1 : cb = F(B, Θ) où Θ = (θ1, · · · , θn) est un vecteur de paramètres
appris de la taille deB.
On constate malheureusement que les choix intuitifs de comportements de base ne
permettent pas de répondre à certaines situations de blocage particulières (voir figure
8), lesquelles sont peu nombreuses (faible pourcentage desétats possibles), mais font
perdre un temps précieux (fort pourcentage du temps de l’agent).
4.1.2. Amélioration
Sachant que seules peu de situations posent réellement problème, on en déduit que
le comportement combinécb obtenu pour la motivationm = (r, CT ) choisie est très
proche d’un comportement très efficace, et n’aurait besoin que de quelques corrections
localisées. De là est venue l’idée de partir d’un tel comportement combiné pour ap-
prendre unnouveau comportement de basenb, l’apprentissage ayant principalement
à corriger les quelques décisions erronées qui font perdre le plus de temps2.
Pour ce faire, une descente de gradient “par renforcement” en ligne (Baxteret
al., 2001b) permet d’améliorer la politique du comportement combiné cb dont nous
disposons, même dans une cadre d’A/R non markovien tel que lenôtr . De la nouvelle
politique ainsi obtenue, nous pouvons dériver un nouveau comportement (noténb)
avec la motivation et la qualité associées. Ce procédé est résumé dans l’algorithme 1
et illustré par la figure 9.
Algorithme 1 Améliorer un comportement combiné en un nouveau comportement
Entrées: B un ensemble de comportements de base.
Une motivationm = (r, CT ) (signaux de récompense + type de configuration).
1: Adapter la combinaison desbb courants deB (pour la motivationm).
Résultat :πcb politique associée àm.
2: Apprendre par renforcement une nouvelle politique pourm, en partant deπcb.
Résultat :π politique améliorée associée àm.
3: En déduire la table deQ-valeurs associée à cette nouvelle politique.
Résultat :Q.
Sorties: Nouveau comportementb associé àm
(de politiqueπ et de table deQ-valeurs associéeQ).
Les expérimentations effectuées (Buffetet al.,2002) montrent qu’il est largement
préférable de suivre cet algorithme plutôt que de faire un apprentissage partant de
zéro. On peut ainsi dépasser des optima locaux (se contenterd’apprendre à éviter des
trous dans notre cas), et l’apprentissage est largement accéléré.
On peut en revanche se demander si l’on n’en apprend pas trop si seules quelques
situations sont problématiques. Malheureusement, il n’est pa évident de détecter ces
1. Attention : un comportement combiné n’est pas un comportement comme défini en section
3.1, ce n’est que le résultat d’une combinaison.
2. cb etnb sont des acronymes de l’anglais “combined behavior” et “newb havior”.







Etant donné un ensemble de comporte-
ments de baseB et une motivationm,
on cherche d’abord un “comportement
combiné” cb pour n’en garder que la
politique πcb. Puis on améliore cette
politique par A/R pour obtenir un nou-
veau comportement de politiqueπ.
Figure 9. Schéma de principe de l’amélioration d’un comportement combiné
situations, d’autant que l’on peut avoir des boucles comportementales dont l’agent ne
sait sortir. Une solution envisageable serait de comparerπcb avecπ pour voir ce qui
a été modifié par l’apprentissage par renforcement. Mais un autre spect à considérer
est le calcul desQ-valeurs : peut-on se contenter de retenir lesQ-valeurs associées
aux décisions nouvelles ? Nous laissons cette question en suspend, nous contentant de
ce nouveau comportement completnb.
4.1.3. Nouveau comportement de base ? Un critère
Supposant qu’il n’est pas évident que le nouveau comportementnb soit bien meil-
leur que le comportement combinécb, la question qui se pose maintenant est de savoir
si l’utilisation denb comme comportement de base dans le mécanisme de sélection
d’action améliorerait le comportement global de l’agent.
Nous proposons ici de baser cette décision sur une comparaison entre la qualité
du comportement combiné et celle du nouveau comportement. L’hypothèse suivie est
que, si un comportement combiné est nettement amélioré par ap rentissage, le nou-
veau comportement obtenu apporte de nouvelles connaissances utiles.
Si on appelle (Vcb) la qualité du comportement combiné et (Vnb) la qualité du
nouveau comportement, le nouveau comportement est choisi comme nouveau com-
portement de base (et ajouté à l’ensembleB) si :
( |Vcb − Vnb| > σs ) ∧
(Permet d’éviter des erreurs dues à des estimations proches.)
{ [ (Vcb < 0) ∧ (Vnb < σ− ∗ Vcb) ]
(Teste s’il y a une amélioration, même faible, d’un résultat.)
∨ [ (Vcb ≥ 0) ∧ (Vnb > σ+ ∗ Vcb) ] }
(Teste s’il y a une amélioration majeure d’un résultat positif.)
NOTE. — Le calcul deV est délicat car il consiste en une estimation par méthode
de Monte-Carlo (MacKay, 2003, chapitre 29). On laisse l’agent évoluer au sein de son
environnement en mesurant au fur et à mesure la récompense moyenne qu’il reçoit.
Comme l’agent peut se retrouver bloqué assez longtemps danscertaines situations,
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une bonne estimation demande un temps relativement long pour que de tels blocages
soient pris en compte à leur juste valeur.
Ce critère dépend de trois paramètres qui ont une grande influnce sur l’algorithme
général, comme détaillé en section 4.2. Dans nos expérimentatio s, ils ont été réglés
manuellement. Un travail important serait de tester leur validité sur d’autres tâches, de
regarder s’ils doivent être beaucoup modifiés d’une tâche à l’autre.
4.2. Recherche des comportements de base utiles
On cherche ici à automatiser le choix des comportements de bas . Comme ex-
pliqué en section 3.3, c’est une question majeure puisque lasélection intuitive de
comportements de base “minimalistes” n’est pas suffisante.De plus, cette étape est
requise pour avoir un agent réellement autonome, demandantun minimum de travail
de conception.
Mais avant de présenter l’algorithme proposé, notons tout d’abord que l’on peut
doter l’ensemble des types de configurations d’une relationd’ rdre partielle : un type
de configurationCTa ayant au moins les mêmes types d’objets et en nombre au moins
égal qu’un autre type de configurationCTb est “plus grand” que ce second type. On
peut de même doter d’une relation d’ordre partielle l’ensembl des sous-ensembles de
fonctions de récompense élémentaires. Et, de là, on peut dédire une relation d’ordre
sur les motivations :ma > mb si et seulement siCTa > C
T
b et ra > rb.
4.2.1. Principe
Pour rechercher les comportements de base jugés utiles, noupr posons de con-
struire incrémentalement un ensemble de comportements de base. Dans ce but, partant
d’un ensemble vide, on y ajoute progressivement des comportements de plus en plus
complexes, en utilisant desbb déjà sélectionnés pour en concevoir de nouveaux. Ceci
conduit à construire un ensemble debb de complexité croissante. Or on vient de voir
qu’on a une relation d’ordre partielle sur les motivations.Cette relation d’ordre im-
plique que la “complexité” d’un comportement vient de deux sources (liées à la moti-
vation associée à ce comportement) : la taille du type de configuration, et les fonctions
de récompense élémentaires choisies.
Pour résumer les principes adoptés, un nouveau type de configuration étant choisi,
les comportements correspondant aux possibles combinaisons de récompense sont
appris et testés pour déterminer leur intérêt. La figure 10 illustre la progression selon
les types de configuration : la complexité croît quand on descend dans l’arbre. Utilisant
le processus décrit en section 4.1.3 pour sélectionner un noveau comportement de
base, la section suivante explique l’algorithme de croissance de l’arbre.
4.2.2. Croissance de l’arbre
Ne prenant en compte que les types de configurations, la relation d’ordre définie
permet de les organiser sous la forme d’un treillis dans lequel les descendants directs
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d’un nœud donné ont chacun un type d’objet différent en plus.Mais faire une re-
cherche de comportements de base utiles dans ce treillis pourrait s’avérer très onéreux.
On va donc orienter cette recherche en créant progressivement l’arbre3 dans lequel est
menée l’exploration.
On construit donc un arbre d’explorationde comportements de complexité crois-
sante selon le nombre d’objets. Chaque nœud de l’arbre est lié à un type de configu-
ration et est en fait un court sous-arbre des combinaisons derécompense possibles.
A l’aide d’un parcours en largeur d’abord, on calcule le meilleur comportement pour
chaque nœud, sur la base d’une combinaison desbb plus anciens (comme expliqué en
section 4.2.1). Chaque nouveau comportementnb est comparé à la combinaison cor-
respondantecb (critère présenté en section 4.1.3) pour déterminer s’il doit être ajouté
à l’ensemble des comportements de base, l’arbre étant alorsdéveloppé à ce nœud par
de nouveaux comportements à explorer.
Revenant à l’exemple de la figure 10, l’arbre suit des types deconfigurations de
plus en plus complexes, et à chacun d’eux correspond un sous-arbre des combinaisons
de récompenses possibles (“−” (respectivement “+”) pour la récompense négative
pour l’évitement de trou (resp. la récompense positive poursser une tuile dans un
trou), et “+−” qui combine les deux).
4.2.3. Algorithme
Avant de le tester, voyons une définition formelle de notre méthode à travers l’al-
gorithme 2. Parmi les données requises par cet algorithme, on a :
– pmax : Comme une croissance sans fin de l’arbre est possible, ce paramètre limite
la profondeur de l’arbre ;
– p : Les fils immédiats d’un nouveaubb ne sont pas les seuls dignes d’intérêt
pour des explorations futures. Ainsi, ce second paramètre définit la profondeur de
développement d’un nœud (voir laprofondeur de frangede (McCallum, 1995)) ;
– Critere(·, ·) : critère d’évaluation des nouveaux comportements (section 4.1.3).
Les expérimentations qui suivent incluent (section 5.2.1)une illustration du com-
portement de cet algorithme sur le problème du monde des tuils.
5. Expérimentations
5.1. Application au monde des tuiles
5.1.1. Description du problème
Le monde des tuiles est un domaine quadrillé dans lequel une case peut contenir un
trou, une tuile ou un agent. L’agent (un seul est considéré) doit pousser des tuiles dans
des trous aussi souvent que possible, et évite de passer lui-même dans ces trous. Pour
3. On parlera ici abusivement d’arbre même s’il s’agit en faitd’un graphe orienté acyclique.
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Algorithme 2 Un arbre croissant de comportements de base
Entrées: Critere(·, ·) : pour évaluer les nouveaux comportements.
pmax : profondeur maximale de l’arbre.
p : profondeur des sous-arbres développés.
1: T arbre vide.B ensemble vide.
2: Ajouter àT tous les comportements ayant de0 àp types d’objets.
3: pour tout Comportementb encore à visiter (jusqu’à la profondeurpmax) faire
4: Adapter la combinaison desbb courants deB :
Vcb ← efficacité de ce comportement combinécb.
5: Apprendreb par une recherche directe de politique (initialisée parcb) :
Vnb ← efficacité de ce nouveau comportementnb.
6: si Critere(Vcb, Vnb) = vrai alors
7: Ajouter àT les fils deb ayant jusqu’àp types d’objets en plus.




Sorties: Un ensembleB de comportements de base retenus.
détailler la simulation, l’agent peut aller librement dansun trou (et en sortir), mais
recevra alors une récompense négative. De plus, quand une tuile st poussée dans un
trou, tuile et trou disparaissent pour réapparaître autre pa t sur la grille. Enfin, pour
éviter quelques situations bloquantes, trous et tuiles ne peuvent être sur des cases du
bord de la grille.
Comme les exemples précédents le montrent (figure 3), une simple décomposi-
tion du problème en comportements de base peut être faite intuitivement : 1-[évitertrou℄ (be, 〈trou〉) et 2-[pousser tuile dans trou℄ (bp, 〈tuile, trou〉). Ils se-
ront utilisées comme référence pour notre génération d’un ensemble debb (notéBref ).
5.1.2. Perceptions, actions et récompenses de l’agent
L’agent voit toujours tous les objets de l’environnement. Le principe de localité
n’en est pas moins respecté, du fait des perceptions imprécises (agent myope). Pour
tout objetO de la scène, laperceptiondeO par l’agent donne :
– direction(O) : donne la direction de l’objet(N-NE-E-SE-S-SO-O-NO), et
– proche(O) : dit si l’objet est sur le carré de 9 cases centré sur l’agent(vrai/faux).
Les seulesactionspossibles pour un agent sont de se déplacer d’une case vers le
nord, le sud, l’est ou l’ouest (il ne peut demander à rester sur une case). Et pour finir,
la récompensedonnée est+1 quand une tuile tombe dans un trou,−3 quand l’agent
passe dans un trou, et0 dans tout autre cas.
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Revenant à la figure 3, les perceptions des 3 objets sont ici :
O1 : proche(O1) = faux, direction(O1) = O
O2 : proche(O2) = faux, direction(O2) = O
O3 : proche(O3) = vrai, direction(O3) = S
5.1.3. Méthodologie
Tout d’abord, précisons que les paramètres apparaissant dans la description de
l’algorithme 2 de croissance d’arbre (y compris le critère de la section 4.1.3) ont été
réglés manuellement, et définis comme suit :
σs = 500 σ− = 0, 9 σ+ = 2 pmax = 5 p = 2
Pour analyser le comportement de l’algorithme proposé, lesexpérimentations
conduites prennent deux directions :
1) appliquer l’algorithme de croissance d’arbre pour produire n ensemble de
comportements de baseBarbre (dans une grille6× 6) et
2) tester son efficacité dans diverses situations plus complexes (avec plus d’objets,
et dans une grille8× 8 pouvant les accueillir).
Les tests conduits dans cette seconde phase consistent à employ r la combinaison
desbb résultants avec différents nombres de tuiles et de trous (jusqu’à cinq de chaque).
La comparaison est alors faite avec les deuxbb “intuitifs” de référence (voir section
5.1.1). L’efficacité d’une combinaison est mesurée à travers le gain total reçu pendant
100 000 pas de simulation.
5.2. Analyse
5.2.1. Croissance de l’arbre
La figure 10 montre l’arbre des comportements évalués qui a été d veloppé par
l’algorithme de croissance d’arbre. Les signes mis entre panthèses indiquent que le
comportement lié à ce type de récompense et au type de configuration correspondant
a été retenu comme comportement de base.
Profitons d’abord de cette utilisation de l’algorithme sur un exemple pour décrire
son fonctionnement (suivre sur la figure 10), sachant que l’arbre n’est que de hauteur
1 (un objet au plus par nœud) au départ.
– L’agent débute sans comportement de base, ce qui résulte end s déplacements
aléatoires (mouvement brownien). Placé d’abord dans un environnement sans objets
(racine de l’arbre), il n’apprend rien, quels que soient lessignaux de récompense
considérés : son mouvement brownien fait aussi bien que toutce qu’il peut apprendre
d’autre.
– On place ensuite ce même agent dans un environnement avec unobjet. Commen-
çant avec un trou, il va se rendre compte qu’il peut apprendreun comportement utile
permettant d’éviter un trou mieux que ne le fait le mouvementbrownien (on retient le
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comportement et étend l’arbre localement, ajoutant un troud’un côté, et une tuile de
l’autre). Par contre, considérer une seule tuile n’amène rien d’intéressant.
– Les situations à deux objets contiennent toutes deux un tro. Si savoir éviter un
trou (le premierbb retenu) permet d’en éviter deux, on peut par contre ici apprendre à
pousser une tuile dans un trou. Cela donne un second comporteen de base (et une
nouvelle extension de l’arbre).
– L’agent continue ainsi son apprentissage, ne réussissantà résoudre que l’une des
































Figure 10. L’arbre des comportements testés et (entre parenthèses) ceux qui ont été
gardés. Les arcs indiquent quels sous-arbres sont développés depuis chaque nœud,
sachant que plusieurs nœuds pourraient être à l’origine du développement d’un même
sous-arbre
Les troisbb ainsi obtenus (ensembleBarbre) correspondent aux deuxbb intuitifs
(deBref ) avec le comportement [1-trou/2-tuiles avec récompense “+”] “spécialisé”
dans la résolution d’un blocage (montré figure 8 b)). L’arbregénéré semble satisfai-
sant puisqu’ajouter le comportement “spécialisé” répond àune situation de blocage
typique.
Pourtant, le comportement [2-trous/1-tuile, récompense “+”] qui résout un autre
blocage (figure 8 a)) n’est pas ajouté à l’ensemble des comportements de base. En fait,
l’amélioration des performances qu’il aurait amené ne satisfai pas le critère (Vnb ≃
1, 5 ∗ Vcb < 2 ∗ Vcb), ce qui explique qu’il soit abandonné. Si l’on utilise un critère
“plus souple” (σ+ = 1,3), les deuxbb spécialisés sont inclus dansB, ainsi que quatre
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autres plus complexes. Cela amène d’autres difficultés, le processus d’apprentissage
de combinaison étant plus complexe et sujet à tomber dans desoptima locaux, même
si chacun de ces comportements répond à une situation spécifique intéressante.
5.2.2. Efficacité de l’arbre
Pour donner une première idée du problème que pose le monde des tuiles, les fi-
gures 11 a) et b) montrent l’efficacité obtenue par un agent sepromenant aléatoirement
(mouvement brownien) d’une part, et un agent utilisant danschaque cas un apprentis-
sage par renforcement simple (descente de gradient) d’autre part. Les axesx et y du
plan horizontal indiquent le nombre de trous et de tuiles dans les situations évaluées
(le nombre d’objets à gérer a contraint à étendre la grille à une taille de8 × 8). Sur
l’axe z est mesurée l’efficacité dans chaque situation (gain moyen sur 100 000 pas
de temps). On constate qu’il s’avère très simple de beaucouptomber dans des trous
sans pousser la moindre tuile dans un trou (agent brownien),et que l’apprentissage
par renforcement, à part dans un monde très simple (une tuileet un trou), ne permet
que d’éviter les trous.
Les figures 11 c) et d) présentent l’efficacité des deux ensembles de comportements
de base :Bref etBarbre, pour pouvoir comparer le second (généré automatiquement
par notre algorithme) avec le premier (conçu à la main). Pourcertains points, des
valeurs numériques sont présentées dans le tableau 1.
A première vue, les deux surfaces sont assez similaires, avec un pic commun dans
la situation1-tuile/1-trou (à laquelle unbb “pousser” est dédié). Une amélioration im-
portante (+30%) peut être observée pour2-tuiles/1-trou, ce qui était attendu puisque
Bref et Barbre ne diffèrent que par le comportement gérant la motivation “pousser”
correspondante. Toutefois, cette amélioration persiste avec un nombre croissant de
tuiles à pousser (résultats multipliés par2) selon l’axe des tuiles (voir figure 12).
Considérant un nombre croissant de trous, les résultats de la figure 11 d) sont
toujours plus proches de la surface de référence 11 c). On a vuqu’un problème lié
au critère empêche les améliorations dans ces cas à deux trous et plus. De plus, les
variations que l’on peut observer sont partiellement dues àl’estimation de l’efficacité.
5.2.3. Observation d’un critère plus souple
La figure 11 e) montre les résultats obtenus avec le critère plus souple que nous
avons déjà mentionné (Vnb > 1,3 ∗ Vcb) et une profondeur maximale de l’arbre
pmax = 4. Ici, le comportement du nœud [2-trous/1-tuile avec récompense “+”]
est maintenant retenu dans l’ensembleB. Cela produit sur l’axe des trous un gain
similaire à celui observé auparavant sur l’axe des tuiles. Avec ce dernier ensemble
B′arbre, l’agent peut même bénéficier des deux améliorations simultanément, comme
le montre le tableau 1. Ce même tableau illustre le fait qu’avoir desbb inutiles amène
une légère perte d’efficacité (voirBarbre dans les cas 2/1 ou 2/2, ouB′arbre dans le cas
1/2). Elle s’explique par le fait que cesbb inutiles ne sont qu’un bruit ajouté dans la
combinaison, perturbant ainsi la prise de décision.
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a) déplacement aléatoire (brownien)



















b) apprentissage par renforcement simple



















c) comportements de base deBref



















d) comportements de base deBarbre



















e) comportements de base deB′arbre
Notes :
– a)B∅= mvt brownien.
– b) Résultat avec un apprentissage
par renforcement (descente de gradient)
partant de zéro dans chaque cas.
– e) Tests identiques, mais avecB′arbre
= Barbre + le comportement de base [2-
trous/1-tuile avec la récompense “+”].
Figure 11. Efficacité de la combinaison (avec différents ensembles de comportements
de base) ou de l’apprentissage par renforcement dans des situations plus complexes
#trous/#tuiles Bref Barbre B
′
arbre
1 / 2 3648,3 4747,5 4680,5
2 / 1 4137,8 4089,6 5660,8
2 / 2 3142,3 2807,5 3673,4
2 / 3 2369,6 2873,9 3356,4
3 / 2 2468,3 2190,3 3007,7
Tableau 1.Comparaison
des efficacités des trois
ensembles. Avec plus de
cinq objets, le gain de-
vient plus difficile à ap-
précier















Figure 12. Comparaison des efficacités deBref et Barbre avec un trou et plusieurs
tuiles
Si la profondeur maximale de l’arbre a été limitée ici àpmax = 4, c’est que sans
cela l’algorithme trouve de trop nombreux comportements éligibles. En observant les
comportements des agents, on se rend compte qu’une combinaison de comportements
ne perd pas de tempsquedans des situations bloquantes telles que celles qu’on a déjà
vues, mais aussi dans des situationsindécises. En effet, si l’agent hésite entre deux
objectifs de poids équivalents (deux tuiles possibles à pousser dans le même trou), il
risque d’osciller.
Si l’on regarde l’exemple de la figure 13 où un agent peut être at iré par deux
sources de nourritureN1 et N2, combiner deux instances d’un comportement allant
vers une source de nourriture va laisser l’agent indécis, alors qu’apprendre un com-
portement considérant lesdeuxsources de nourriture va lui permettre “d’apprendre à






a) La combinaison amène à hésiter et
osciller
b) L’apprentissage permet d’avoir un but
persistant
Figure 13. Apparition d’un phénomène de persistance de l’attention
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6. Discussion, travaux similaires
Si l’on revient aux motivations de notre travail, le but principal de la sélection d’ac-
tion (être capable de faire face à de multiples tâches) a été atteint. Rappelons que les
outils d’apprentissage par renforcement classiques ne s’avèrent pas capables de gérer
plus d’une tuile et un trou simultanément (voir figure 11-b) ou les expérimentations
dans (Buffetet al.,2002)). Un agent utilisant l’A/R classique ne réussit qu’à éviter de
tomber dans les trous, ce qui s’observe par la surface gisantavec un gain nul, mis à
part le pic obtenu pour une tuile et un trou.
Avec notre méthode, l’agent reste capable de se comporter correctement avec jus-
qu’à 5 trous et 5 tuiles. C’est parce qu’elle n’essaye pas de résoudre plusieurs pro-
blèmes (répondre à plusieurs motivations) à la fois sans avoir ttaqué chaque problème
indépendamment dans un premier temps que notre méthode s’ensort. Evidemment,
il y a un compromis à trouver entre un nombre réduit de comportements de base (ap-
prentissage plus rapide) et des performances élevées.
Ce qui n’est pas encore automatisé
Le résultat de notre algorithme dépend toujours de paramètres e en particulier d’un
critère heuristique. Les paramètres sont liés à l’explorati n et à la croissance de l’arbre
de comportements. Comme vu en section 5, l’influence du critère peut être décisive.
Si l’on conserve ce type de critère, un processus plus intelligent serait d’adapter les
paramètresσ pour partir d’un critère souple et le voir se contraindre quand le nombre
de comportements de base croît. Ainsi, de nouveaux comportements ne seraient ajou-
tés que s’ils ont réellement un apport en termes de performances. Bien entendu, des
voies d’exploration importantes sont la recherche d’un critère plus pertinent ou celle
d’une façon d’automatiser le réglage des paramètres.
Pour toujours considérer des aspects pratiques, notre approche n’appartient pas
complètement à l’apprentissage par renforcementavecou sansmodèle. Si l’algo-
rithme élémentaire d’apprentissage utilisé (la descente de gradient) est dans la classe
“sans modèle”, l’algorithme de croissance arborescente requiert le passage par un en-
vironnement simulé (une forme de modèle), de manière à pouvoir conduire des expéri-
mentations contrôlées. Parmi les apprentissagesv c simulation(Kearnset al.,2002),
on peut citer les travaux de Péret et Garcia (Perett al.,2004), lesquels ne nécessitent
pas de mémoriser un modèle complet (états, transitions...)ou une politique complète,
chose qui pourrait s’avérer irréaliste.
Une simulation étant une forme de modèle du système, on se retrouv donc avec
le problème d’obtenir un tel modèle dans le cas où l’on travaille sur une application
réelle. Il faut alors l’intervention d’un concepteur humain ou l’utilisation d’une mé-
thode d’apprentissage artificiel. On aborde là une autre vaste problématique d’une
grande difficulté.
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Travaux similaires
Notre approche a été présentée comme une alternative à l’apprentissage par ren-
forcement relationnel dans un cadre partiellement observable. Cette idée pourrait être
poussée plus loin en comparant le comportement des deux approches (l’A/R relation-
nel et la nôtre) sur des problèmes complètement observables. On devraita priori y
voir des points communs, mais aussi les limitations de notrecadre plus “souple”.
Il serait intéressant de tester et comparer nos travaux sur des projets comparables.
Le “house environment” conçu et utilisé dans (Humphrys, 1996) est un exemple qui
s’impose, du fait que le travail de Humphrys est aussi l’un des rares à combiner sé-
lection d’action et apprentissage par renforcement. C’esttoutefois un problème à la
fois :
– plus simple (que notre monde des tuiles) parce qu’il n’y a pas besoin de plusieurs
instances du même comportement de base, mais en même temps,
– plus complexe à cause du facteur de branchement élevé qu’ilinduirait dans
l’arbre d’exploration (dû à de nombreux types de récompenses (14) et d’objets (8)).
De premiers résultats montrent que les premiers comportements d base appris
sont différents desbb définis manuellement par Humphrys, mais nous n’avons pas les
résultats complets pour comparer les performances globales des deux approches.
En élargissant notre champ d’investigation, on peut distinguer deux principales
sortes de hiérarchies dans les contrôleurs :
– des hiérarchies “parallèles” comme la nôtre ou toutes celles relevant du domaine
de la sélection d’action – plusieurs motivations simultanées guidant l’agent, ce qui
implique de faire un compromis – , et
– des hiérarchies “séquentielles” qui ne vont s’attaquer qu’à une tâche élémentaire
à la fois, ces tâches (ex : trouver une clef) pouvant être les étapes d’une tâche de plus
haut niveau (ouvrir une porte), seule cette dernière amenant une récompense.
Les hiérarchies séquentielles sont plus courantes et mieuxmaîtrisées dans la me-
sure où elles n’essayent pas de faire plusieurs choses à la fois. Dans le monde de
l’apprentissage par renforcement, on peut citer de nombreux t avaux (Mahadevanet
al., 1992, Kaelbling, 1993, Lin, 1993, Dayanet al.,1993, Parr, 1998, Hauskretchet
al., 1998, Dietterich, 2000). Dans les deux problèmes, on retrouve la même difficulté
pour établir la hiérarchie elle-même. Les algorithmes proposés par Digney (Digney,
1998) (nestedQ-learning) et Hengst (Hengst, 2002) (HEXQ), par exemple, permettent
de construire des hiérarchies séquentielles, ce que nous faisons pour notre part dans le
cadre de hiérarchies parallèles.
En fait, dans notre travail, apprendre à la fois des comportements de base et com-
ment les combiner a permis d’accroître l’autonomie de l’agent. Evidemment, la main
de l’homme est toujours requise, en particulier pour indiquer les différents types d’ob-
jets et de récompenses liés à l’environnement. C’est aussi le cas dans (Digney, 1998),
et semble inévitable du point de vue de (Urzelaiet al., 1998). Les travaux de ces
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derniers visent précisément à trouver le juste équilibre entre conception manuelle et
apprentissage artificiel pour concevoir efficacement des agnts autonomes. Ils argu-
mentent que l’humain est plus efficace pour définir des comportements de base, même
s’ils sont grossiers et raffinés ultérieurement par l’agent. No re travail, comme ceux de
(Digney, 1998) voire de (Nehmzowet al.,1993), semble réduire la tâche du concep-
teur humain : il n’a à fournir que des types de récompenses et de perceptions. Enfin, de
telles approches sont à rapprocher du développement cognitif (Weng, 2002) par leur
aspect incrémental (voir aussi chez l’humain (Piaget, 1967)).
7. Conclusion
Notre contribution. Nous avons présenté notre travail sur la conception de com-
portements complexes pour des agents autonomes. Ce travailse situe dans un cadre
de sélection d’action où un comportement complexe est la combinaison de compor-
tements simples. Notre contribution principale concerne la conception automatique
d’un ensemble de comportements de base qui serviront à l’algorithme de combinai-
son. Cette tâche est essentielle à la réalisation de comportements complexes et est
aussi une première étape vers un méta-apprentissage : d’unecertaine manière, l’agent
est capable de sélectionner les capacités dont il a besoin.
L’agent n’a besoin que des signaux de renforcement et des types d’objets pré-
sents dans l’environnement pour définir de manière incrémentale des comportements
de plus en plus complexes. La valeur ajoutée d’un nouveau comportement est utili-
sée pour déterminer s’il viendra compléter l’ensemble des comportements de base de
l’agent, de manière à servir à l’avenir pour élaborer des comportements plus com-
plexes. Ce processus itératif se termine quand il n’y a plus de comportements à consi-
dérer.
Validation. Notre algorithme a été testé sur le problème du monde des tuil. Il a
fourni de bons résultats puisqu’il a été capable de proposerun nsemble de compor-
tements plus complet que l’ensemble intuitif construit à lamain. De plus, il faut noter
que les problèmes difficiles auxquels il a été confronté (du fait du nombre d’objets
présents) ne peuvent être résolus par de l’A/R classique.
Travaux futurs. Un certain nombre d’améliorations et de problèmes ouverts rs-
tent en suspend. Il est très important de travailler à un meilleur critère de sélection
des comportements “pertinents”, le critère actuel étant une heuristique simple. Tes-
ter nos algorithmes sur d’autres problèmes est aussi nécessaire pour déterminer plus
précisément ses capacités et mieux comprendre l’influence des quelques paramètres
de l’algorithme qui sont toujours réglés manuellement. Enfin, comme l’efficacité de
l’algorithme de combinaison peut être affecté par la taillede l’ensemble des com-
portements de base, ce processus de combinaison mériteraitd’être encore étudié et
amélioré.
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La capacité obtenue ici de répondre à plusieurs motivationssimultanées pourrait
être des plus utiles au sein d’un système multi-agent coopérant (Jenningset al.,1998).
En effet, un agent aura la possibilité d’interagir avec l’unou l’autre de ses congé-
nères, voire avec plusieurs. On retrouve donc clairement cebesoin de pouvoir faire un
compromis entre différents objectifs possibles, et d’apprend e des tâches impliquant
des nombres variables de perceptions. Malheureusement, l’apprentissage par renforce-
ment dans un cadre multi-agent est en lui-même déjà un problème des plus complexes
(Dutechet al.,2001, Shohamet al.,2003). L’aborder avec l’approche présentée dans
cet article serait probablement très ambitieux.
Une perspective intéressante serait que l’agent définisse de lui-même desabstrac-
tions d’objets. Pour l’instant, les types d’objets dans l’environnement sont fournis à
l’agent par un concepteur humain, mais nous pensons que la sélection de comporte-
ments pourrait servir à catégoriser automatiquement les objets en classes (telles que
“obstacles”, “but”, “à bouger”, etc). Ce serait une nouvelle étape vers un vrai méta-
apprentissage et une plus grande autonomie des agents.
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