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This dissertation focuses on developing new fabrication techniques for fab-
ricating nano-scale devices and studying their emerging properties, especially
their coupling to magnetic ﬁeld and light.
We have fabricated ultrasmall ferromagnetic electrodes and studied their
magnetoresistance at low temperature. The magnetoresistance ﬂuctuations are
enhanced compared to those of the bulk magnetic material, and can be de-
scribed with a quantum interference theory. A temperature dependence study
conﬁrms this interpretation. During magnetoresistance measurement we also
observed atomic motion induced two-level conductance ﬂuctuations in fer-
romgnetic nanoconstrictions.
We have developed a self-aligned technique to fabricate gold electrodes with
a nanometer scale gap, and used a graphene nanoconstriction as a detector to
read out the plasmon resonance of the gold electrodes using a photocurrent
measurement.
We have fabricated dual-gate graphene devices and used them to perform
steady state and time-domain photocurrent studies of graphene PN junctions.
The gate dependence study reveals hot carrier transport in the photocurrent re-
sponse, while the time-resolved photocurrent study provides information about
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xvCHAPTER 1
INTRODUCTION
Physics in small structures, down to nanometer scale, can take different
forms than that in the bulk and can give rise to interesting phenomena such
as energy quantization due to size conﬁnement, quantum ﬂuctuations and en-
hanced electron-electron interaction. Study in this regime is not only of funda-
mental interest but also relevant to technology innovation. For example, with
the shrinking size of the Field Effect Transistor (FET), eventually the trajectory
of electrons can not be described simply with a classical one-particle picture
picture anymore.
This thesis focuses on developing new fabrication techniques for achieving
nano-scale devices and investigating their emerging properties as a function of
variables such as magnetic ﬁeld, laser excitation and temperature.
We have fabricated ultrasmall ferromagnetic electrodes and studied their
magnetoresistance at low temperature (Chapter 2). The behavior we observe
is signiﬁcantly different from that of the bulk magnetic material, and can be de-
scribed with a quantum interference theory as follows. Phase information of
electrons can be retained after elastic scattering from impurities (as long as the
phase decoherence time is longer than the scattering time) and the transport of
electrons remains coherent. An in-plane external ﬁeld can couple to electron’s
trajectory through spin-orbit coupling and change the phase of the electrons,
which induces interference of electrons from different pathways. This interfer-
ence manifests itself in the differential conductance measurement and causes
deviations from the classical magnetoresistance behavior.
1In the course of exploring the magnetoresistane of ultrasmall ferromagnetic
electrodes, we also observed conductance switching between two conductance
states (Chapter 2). This kind of switching has been observed before in small
metallic contacts and can be attributed to conﬁguration changes due to atomic
motion between two metastable states. Since the metal contact is so small and
only a few conductance channels are open, the conﬁguration change of a few
atoms can cause a signiﬁcant change of the conductance (e.g., can cause one
channel to open or close). What’s new in our work is that we have found that
this conductance switching can be sensitive to external in-plane magnetic ﬁeld
angle and is reproducible as we change the magnetic ﬁeld angle back and forth
at low temperature.
Efﬁcient coupling between electrons and photons in nano-scale devices has
been challenging to achieve because the focusing of light to small scales is by
diffraction limit to spot size on the order of 100’s of nm. However, metallic
nanostructures canworkasantennas to concentratelightintoasmallregionand
solve this issue. We have developed a self-aligned technique to fabricate gold
electrodes with a nanometer scale gap, and used a graphene nanoconstriction
as a detector to read out the plasmon resonance of the gold electrodes using a
photocurrent measurement (chapter 3).
Graphene, a single layer of carbon atoms arranged in a honeycomb lat-
tice, has many unique properties. Near the K (K’) point, carriers in graphene
have linear dispersion relation and can treated as Dirac fermions. There is
no bandgap between the conduction band and the valence band at the K (K’)
point, therefore we can change the carriers type from electrons to holes contin-
uously with electrostatic gating. The absence of a gap also ensures that even
2light with low energy can excite electrons to unoccupied states. Combined
with graphene’s high mobility, this makes graphene a good candidate for use
as a sensitive photodetector over a broad range of light frequency. We have
fabricated large scale dual gate graphene devices and performed steady state
and transient photocurrent studies on the graphene PN junction (Chapter 4).
The gate dependence study reveals hot carrier transport in the photocurrent re-
sponse, while the time-resolved photocurrent study provides information about
the process of electron hole recombination.
We have also explored techniques for fabricating Single Electron Transistor
(SET) devices using chemically synthesized nanoparticles (Chapter 5).
Each of the following chapters contains its own introduction. In this intro-
ductory chapter , we just broadly overview the basic concepts that are relevant.
1.1 Ferromagnetism, Anisotropic Magneto-Resistance and
Quantum Interference
A ferromagnetic metal has a different band structure than a normal metal, as
shown schematically in Figure 1.1. Exchange interactions causes the difference
between the spin up and spin down electrons.
If we pass a current through bulk ferromagnetic electrodes (larger than  m
scale) the resistance depends on the angle (θ) between the current I and the
magnetization M, due to what is known as the anisotropic magnetoresistance
(AMR) effect, as R ∝ cos2θ [1]. In bulk material, this is a small effect, generally
∆R/R < 1%.
3k
E
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Figure 1.1: Schematic representation of a ferromagnetic metal’s band
structure.
We will see, however, that analogous AMR effects in nanoscale magnetic
electrodes can be much larger and can have a angular dependence due to quan-
tum interference effect. At low temperature the phase decoherence time τϕ can
be longer than the scattering time τc. Therefore an electron can retain its phase
information even after a few elastic scatterings. If this electron comes back to the
original spot, it interferes, with the result depending on the the phase difference
accumulated along its scattering pathway. This interference can show up in the
differential conductance vs. voltage measurement as a conductance ﬂuctuation.
1.2 Two-conductance Level Fluctuations due to Atomic Motion
In an amorphous glass material there are peculiar but universal temperature
dependences of heat capacity C (∝ T) and the thermal conductivity (∝ T2)
at low temperature, which can be well explained with a two-level tunneling
model in which impurity atoms or molecules moving in a multi-minima poten-
tial [2]. Two-level switching has also been observed in metallic nanoconstriction
4as telegraph-noise-like resistance ﬂuctuations between two states as a function
of time [3]. This switching is a thermally activated process and the average
dwell time in one resistance state can be expressed as
τ = τoe
−ǫ/kT, (1.1)
where τo is the attempt time and ǫ is the activation energy. BY measuring τ
as a function of temperature, one can determine both the attempt time and the
activation energy.
In our ultra-small ferromagnetic electrodes, we observe this kind of Two-
conductance Level Fluctuations (TLF) too. What’s interesting is that this TLF
can happen reproducibly near a particular magnetization angle, and in a small
window around that angle (∼ 10◦) the switching between these two states is
sensitive to the magnetization direction.
1.3 Plasmons
A plasmon in a metal is a collective motion of electrons. The dielectric constant
of metal can be expressed as [4]
ǫ = 1 −
ω2
p
ω2, (1.2)
where ω is the light frequency and the plasmon resonance ωp can be expressed
as
ωp =
ne2
mǫ0
. (1.3)
Here n is the density of electrons, m is the electron mass and ǫ0 is the vacuum
dielectric constant. Since an electromagnetic wave in a metal has the dispersion
5relation k2 = ǫω2/c2 =
￿
ω2 − ω2
p
￿
/c2 (k is the wave vector and c is the speed of
lightinvacuum), Equation1.2statesatravelingwaveisonlysupportedinmetal
for light frequencies above ωp.
Surface plasmons (SPs) are traveling waves on the metal-dielectric interface
which are conﬁned along the direction perpendicular to the surface [5]. At reso-
nance, the optical near ﬁeld will be greatly enhanced in the vicinity of the metal
surface. By matching the boundary condition at the interface, the dispersion
relation of the surface plasmon resonance can be written as
k =
ω
c
r
ǫm + ǫd
ǫmǫd
, (1.4)
where ǫm (ǫd) is the dielectric constant for metal (dielectric medium) [5]. The
greatly enhanced optical near ﬁeld is useful for amplifying nonlinear optical
signals, which go as ∝ |E|
4 for a second order nonlinear optical process and
increase with higher powers for higher order process. Because of the tight con-
ﬁnement of the SPs, the evanescent wave can enable high resolution imaging
beyond diffraction limit of light. SPs also provides a efﬁcient way of coupling
light to nanoscale electronic devices.
However, a surface plasmon can not be excited directly by far-ﬁeld illumi-
nation. Because of the dispersion relation for plasmon states, the energy of a
photon for a given wave vector (ω = ck) is always larger than that of a SP [5]
(This can also be seen by combining Equation 1.2 and 1.4). Therefore the con-
servation of energy and conservation of momentum cannot be satisﬁed simulta-
neously. This problem can be solved by introducing grating or a rough surface
which relaxes the momentum conservation condition. Periodic patterning of
metal can also tailor the plasmon property such as resonant wavelength.
A plasmon in a small metallic sphere can be intuitively understood by con-
6sidering the dipole moment of a metallic sphere in a uniform electrical ﬁeld,
  P = 4πr
3ǫd
r
ǫm − ǫd
ǫm + 2ǫd
  E
where r is the radius of the sphere. The plasmon resonance occurs when the
dipole moment diverges, i.e., ǫm + 2ǫd = 0.
Because the ﬁeld is enhanced in a very small region, to fully utilize this en-
hanced ﬁeld with an active electronic device requires alignment accuracy down
to the nanometer scale .
1.4 Graphene
Graphene’s dispersion relation can be solved with a tight binding model for a
hexagonal lattice. Near the K (K’) point, the Hamiltonian of graphene can be
simpliﬁed
H = ~VF  σ    k, (1.5)
where VF is the Fermi velocity,   σ is the Pauli matrix for the pseudospin and  k is
the wave vector. The eigenvalue of the energy gives the dispersion relation
E = ±~VF |k|, (1.6)
where “+” corresponds to the conduction band and “-” corresponds to the va-
lence band. This dispersion relation is plotted schematically in Figure 1.2, and
one can see that there is no gap between the conduction band and the valence
band. The Fermi level in graphene can be tuned by electrostatic gating contin-
uously from the conductance band to the valence band. The carrier type can be
determined by the position of the Fermi level. Figure 1.2 shows a conﬁguration
for which carriers in the graphene are p-type (current is carried by holes).
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Figure 1.2: Schematic representation of Graphene’s linear dispersion near
the K (K’) point. The purple line indicates the Fermi surface
and the red arrow indicates the light excitation.
Because of the gapless nature of graphene, even light with long wavelength
can excite the electrons to unoccupied states, as shown by the arrow in Figure
1.2. Therefore we expect graphene to respond to light of a wide range of fre-
quency. If there is a driving force acting on the carriers and separating electron-
hole pairs, we can extract current out and have a responsive photodetector even
in the far infrared regime.
This driving force can be provided by a built-in electrical ﬁeld of a PN junc-
tion. By modulating the electrostatic gating to have one region of graphene
p-doped and the other n-doped, the built-in electrical ﬁeld at the junction can
work as the driving force to separate electron-hole pairs to have current ﬂow. A
temperature gradient can work as the driving force too. Difference in Seebeck
coefﬁcient on the two sides will cause a current ﬂow across the interface. We
will study this in detail in Chapter 4.
8CHAPTER 2
TEMPERATURE DEPENDENCE OF ANISOTROPIC
MAGNETORESISTANCE AND ATOMIC REARRANGEMENTS IN
FERROMAGNETIC METAL BREAK JUNCTIONS
2.1 Introduction
Metallic ferromagnets exhibit anisotropic magnetoresistance (AMR) – their re-
sistance changes as a function of the angle θ between the direction of current
ﬂow and the sample magnetization. In bulk sample, this is a relatively small
effect ( ∆R/R ∼ 1%), and in polycrystalline bulk samples, the form of the angu-
lar dependence is simply ∆R ∝ cos2(θ) [1]. Recently, several experiments have
shown that the AMR can be enhanced in nanometer-scale ferromagnet contacts
at cryogenic temperatures [6, 7, 8]. In this case, the resistance variations as
a function of the applied magnetic ﬁeld angle can be more complicated than
the cos2(θ) form, and nonmonotonic resistance variations of approximately the
same magnitude are also been observed as a function of sample bias. A pro-
posed mechanism for the enhanced AMR in nanoscale contacts is that it might
be the result of a quantum interference effect because changing the direction of
the sample magnetization may modify the electron orbits transversing the sam-
ple due to spin-orbit coupling, thereby reshufﬂing their quantum interference
and changing the resistance [9, 10]. Quantum interference effects are highly
sensitive to temperature, so a necessary check on this proposed mechanism is to
measure the temperature dependence of the AMR variations. Here, we report
that the measurements of this temperature dependence of the AMR variations
are in excellent quantitative agreement with the theoretical expectations.
9In the course of exploring the temperature dependent transport properties
of ferromagnetic contacts, we also observed that time-dependent two-level re-
sistance ﬂuctuations (TLFs) become increasingly common in all of our contacts
aboveafewtensofKelvinandinafewsamplesarepresentevenat4.2K.Similar
ﬂuctuations as a function of time have been observed previously in nanometer-
scale contacts made from a variety of different nonmagnetic metals and have
have been identiﬁed as due to thermally activated reconﬁgurations of atoms or
small clusters of atoms within the device [11, 12, 13]. What we ﬁnd in ferromag-
netic nanocontacts is that the dynamics of TLFs can be extremely sensitive to the
orientation of the sample magnetization. By changing the angle of an external
magnetic ﬁeld by just a few degrees, it is sometimes possible to force an abrupt,
reproducible transition of a TLF between its high and low resistance states. This
can produce abrupt steps in sample conductance as a function of ﬁeld angle that
mimic the dependence predicted due to the“ ballistic AMR ” (or BAMR) effect
[8, 14, 15]. The BAMR theory predicts that changes in the magnetization angle
of a nanoscale magnetic contact may produce abrupt changes in conductance
due to opening or closing discrete quantum channels in the contact- an intrin-
sic electronic effect. However, whenever we have observed this sort of abrupt
conductance step as a function of ﬁeld angle, we ﬁnd that the transitions are
associated with structural reconﬁgurations rather than due to an intrinsic elec-
tronic effect alone.
Our discussion of the ﬁeld-angle-induced conductance changes ﬁrst ap-
peared as a brief communication [16], to which there was a response by Sokolov
et al. [17]. Further discussion of the conductance changes, as well as the quan-
tum interference enhanced AMR, appeared as a detailed study later. [18].
102.2 Temperature Dependence of Enhanced Anisotropic Magne-
toresistance
We have used two different sample geometries in our study. In both cases, the
ferromagnetic samples are ﬁrmly attached to an oxidized silicon substrate to
minimize potential motion due to magnetostriction and magnetostatic forces,
and the devices are deﬁned by electron-beam lithography. One geometry con-
sists initially of a single line of ferromagnetic material (Ni or Co) 200 nm long,
100 nm wide, and 30 nm thick, attached to electrodes that widen gradually (Fig-
ure 2.1 (a) inset). The second sample geometry is the same as in reference [7]–
initially a 30-nm-thick Permalloy ﬁlm (Py = Ni80Fe20) in the shape of two el-
liptical electrodes connected by a 100-nm-wide constriction (Figure 2.1 (c)inset).
Both types of sample are connected to larger gold contact pads through thin
gold pads. To reduce the cross-section of the magnetic contacts to a nanometer
scale, we mount a sample chip in the vacuum can of a liquid-He “dipstick-type”
cryostat and use actively controlled electromigration at a background temper-
ature of 4.2 K [19]. This allows us to narrow each wire gradually and stop the
process when the resistance of the sample has grown near to a desired value. We
then measure at various temperatures the differential resistance of the sample
R = dV/dI as a function of bias voltage magnitude and the angle of an applied
magnetic ﬁeld. The differential resistance is determined using a lock-in ampli-
ﬁer with an excitation bias small enough not to broaden any features in the data.
The temperature is controlled using resistive heating with feedback. We apply
the magnetic ﬁeld with a three-coil vector magnet capable of 0.9 T in any direc-
tion. In studies as a function of ﬁeld angle, we typically apply 0.8 T in the plane
of the sample, which is sufﬁcient to saturate the sample magnetization [7].
11Whenanyofourdevicesisnarrowedusingelectromigrationtothepointthat
theresistanceisgreaterthanabout1kΩ, weobservedenhancedAMRvariations
at T = 4.2 K as a function of in plane ﬁeld angle and as a function of bias, in
agreement with a previous study of Py electrodes [7]. We found qualitatively
similar behavior in Ni [Figure 2.1 (a), (b)], Py [Figure 2.1 (c), Figure 2.2], and
Co (not shown) samples. When we increase the device temperature from 4.2 K
to 12 or 24 K, the AMR variations decrease signiﬁcantly in amplitude, and the
patterns of variation as a function of bias voltage become smoothed.
To analyze the temperature dependence of the enhanced AMR quantita-
tively, we compare to the theory of resistance variations due to quantum inter-
ference [20, 21]. For this purpose, it is more straightforward to analyze the con-
ductance, dI/dV, rather than the resistance. For the case of a nanoscale contact,
in the limit where the resistance of the electrodes adjacent to the constriction is
much less than the total contact resistance, the contribution to quantum interfer-
ence from the two electrodes are expected to separate and becomes simply ad-
ditive [21]. The primary mechanism causing the conductance to be temperature
dependent should be simple energy averaging of the contributions of electrons
over a range on the scale of kBT. Quantitatively, the current as a function of bias
(V) and temperature (T) is predicted to have the form [20, 21]
I(V,T) ∝
e
h
Z
{1 + gL[ǫ −  L(V)] + gR[ǫ −  R(V)]}×{fF[ǫ −  L(V)] − fF[ǫ −  R(V)]}dǫ,
(2.1)
where gL,gR describe the energy dependent contributions to the device trans-
mission from quantum interference in the left and right electrodes, fF is the
Fermi distribution,  L(V) and  R(V) are chemical potential in the left and right
electrodes with  L(V) −  R(V) = eV, and energies are measured relative to the
Fermi energy. After separating the integrals, changing variables of integration,
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Figure 2.1: (a, b) Changes in R = dV/dI for a 8.3 kΩ Ni junction (a) as a
function of in-plane magnetic-ﬁeld angle at zero bias and (b)
as a function of bias at a ﬁxed ﬁeld angle of 0◦ (The current di-
rection before electromigration corresponds to a magnetic ﬁeld
angle of approximately 110 ◦). (c) Changes in R as a function of
bias for a 2.2 kΩ permalloy junction. The insets show scanning-
electron micrographs of the two electrode geometries that we
employed. The ﬁeld magnitude for all traces is 0.8 T, and the
traces are normalized by the differential resistance at 4.2 K av-
eraged over a 360 degree magnetic ﬁeld sweep.
13and taking the derivative with respect to voltage (Appendix A), we have for the
conductance
dI
dV
(V,T) ∝ const −
e2
h
Z "
gL (ǫ)
df
dǫ
(ǫ + eV) + gR (ǫ)
df
dǫ
(ǫ − eV)
#
(2.2)
This implies that dI/dV(V,T) at nonzero temperature T can be determined
by convolving the zero-temperature conductance with the derivative of a Fermi
function,
dI
dV
(V,T) = −
Z
dI
dV
￿ǫ
e
,T = 0
￿ dfF
dǫ
(eV − ǫ)dǫ (2.3)
To compare the prediction of Eq. (2.3) to the experimental data, we approxi-
mate the zero-temperature conductance by the measured dI/dV(V,T) at 4.2 K
and convolve with the derivative of the Fermi function at the experimental tem-
perature. The results are plotted in Figure 2.3 for the same Py device shown in
Figure 2.2. Figures 2.3 (a) and (b) show the bias dependence of the conductance
at 4.2 K and 12 K at two angles of applied magnetic ﬁeld. The convolutions with
a Fermi distribution reproduce the 12 K very well, with no adjustable ﬁtting pa-
rameters. Figures 2.3 (c) and (d) show the dependence of conductance on the
angle of the magnetic ﬁeld at 4.2 K and 12 K for the same sample at two differ-
ent values of bias. To compare to theory for these curves, we convolve the bias
dependence of the conductance with the derivative of Fermi function at each
value of ﬁeld angle, and then plot the angular dependence of the result at the
selected bias points. Again, the agreement is excellent, with no free parameters.
A similar quality of agreement is seen at all of the values of bias and ﬁeld angle
we have explored, for four samples (two Py, one Co, One Ni). We did not make
an attempt to make quantitative comparison to the 24 K data in Figure (2.2)(a)
here because we did not collect 4.2 K data over a sufﬁciently wide bias range for
14an detailed convolution at 24 K, but we still observe good agreement within the
limited bias windows.
The fact that we can express the temperature dependence of the enhanced
AMR by a simple convolution of of the measurement low-temperature bias de-
pendence with the derivative of Fermi function is consistent with the proposal
that the enhanced AMR is produced by quantum interference in the contact
[7, 9], but this is not the only physical mechanism that is consistent with our
results. Other mechanisms that result in an energy-dependent transmission fac-
tor would produce a temperature dependence governed by energy averaging,
similar to that described by Eq.(2.3). For example, transport via resonant states
in tunnel junctions [22] would have a similar form of temperature dependence,
although we do not believe that this model should apply to our devices we
discuss here because they have direct metallic transport. However, our mea-
surements do provide evidence to rule out alternative mechanisms that might
produce changes in conductance as a function of bias and ﬁeld angle on account
of structural changes in the junction, for instance, due to magnetostriction or
magnetostatic force [23, 24], because we would not expect these to have this
simple form of temperature dependence.
2.3 Field-angle Dependent Atomic Rearrangements
While we do not believe that structure instabilities can explain the smoothly
varying enhanced AMR signals that we observed at low temperature, we ﬁnd
that structural instabilities do become increasingly important as the tempera-
ture is increased. All of the ferromagnetic contacts we have studied exhibit
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17thermally activated time-dependent resistance noise and irreversible resistance
changes in resistance at temperature above a few tens of Kelvins. A few sam-
ples (∼10%) show time dependent switching and other large transport artifacts
even at 4.2 K at particular values of magnetic-ﬁeld angle, as we discuss below.
In general, we ﬁnd that as the temperature is ﬁrst increased from 4.2 K, the
time-dependent signals initially take form of simple “telegraph-type” two-level
ﬂuctuations, which switch back and forth between two resistance values. With
further increase in temperature, the switching rate increases, so that these initial
ﬂuctuations may become faster than can be measured in the experimental band-
width, while a large number of additional ﬂuctuators become active. At temper-
ature around 60 K, a sufﬁciently large number of ﬂuctuators are active that ir-
reversible changes in the contact resistance become common on time scale of 10
minutes. Observationsimilartothesehavebeenmadepreviouslyinnanometer-
scale contacts formed from a wide variety of nonferromagnetic metals, and the
ﬂuctuations have been identiﬁed as due to thermally activated transitions of
atoms or small group of atoms between different conﬁgurations in the contact
region, with switching rate governed by a wide distribution of activation en-
ergies [11, 12, 13]. From our measurements, we conclude that nanoscale metal
contact made by electromigration process using Permalloy, Ni, or Co are gen-
erally highly dynamic structures at temperature above 100-150 K, with atoms
undergoing transitions between different positions on time scales much faster
than typical scale of transport experiments.
We attribute one particularly striking type of experimental observation to
structural instabilities. Figure 2.4(a) shows measurements of conductance ver-
sus the angle of an applied magnetic ﬁeld for a Ni device at low temperature.
Near particular values of magnetic-ﬁeld angle that are reproducible for a given
18sample, the conductance undergoes sharp jumps with magnitude on the order
of e2/h. The data resemble a prediction [14] that nanoscale ferromagnetic con-
tacts should exhibit sharp conductance steps versus ﬁeld angle due to BAMR.
This prediction has been cited to explain the recent experiments on Fe and Co
contacts formed by different procedures than electromigration [8, 15]. However,
measurements of the time dependence of the conductance in our devices near
the switching points indicate that the transitions that we observed are due to
atomic reconﬁgurations rather than an intrinsic electronic effect such as BAMR.
If we set the magnetic ﬁeld at an angle close to the transition region, we observe
two level ﬂuctuations as a function of time, with conductance equal to the con-
ductance change at the step. The switching rates of the ﬂuctuator depend very
sensitively on the ﬁeld direction[Figure 2.4(b)]. Over a range of ﬁeld angle of
about 10◦, the dynamics change gradually from a situation in which the sam-
ple is in the high conductance state almost 100% of the time, through switching
with a duty cycle that is approximately 50% in each state, to being in the low
conductance state 100% of the time. This indicates that the relative energy of
the two metastable atomic conﬁgurations depends very sensitively on the ﬁeld
angle, and the abrupt conductance steps observed in Figure 2.4 (a) happen be-
cause the atomic ground state switches from one conﬁguration to the other as
the ﬁeld angle is changed.
We also performed a temperature dependence study on the two-level ﬂuctu-
ations of ferromagnetic nanocontact conductance. For a Ni nanocontact which
showed similar TLF behavior as we varied the magnetic ﬁeld angle[Figure
2.5(a)], we increased the temperature from 4.2 K to 12 K and found that the
conductance transition point could vary [Figure 2.5(b)]. The switching rate be-
come faster as a function of increased temperature [Figure 2.5(c)] as anticipated
19Figure 2.4: (a) Conductance as a function of magnetic ﬁeld angle for a Ni
contact at 4.2 K, for a ﬁeld magnitude of 800 mT. The ﬁeld is
rotated in the plane of the thin-ﬁlm sample. (b) Conductance
as a function of time at several ﬁxed ﬁeld angles at 4.2 K, for
the same sample as in (a). At ﬁeld angles in the vicinity of
the conductance steps in (a), we observe two-level conductance
switching due to atomic motion.
for thermally activated transitions. We have considered the possibility that the
time-dependent two-level ﬂuctuations might simply be due to a background
ﬂuctuator present in the sample over a broad range of ﬁeld angle and unre-
lated to the conductance step, but whose amplitude might be visible only near
the conductance step because its conductance change might be ampliﬁed by the
BAMR effect. We can rule out this possibility because the change in the duty
cycle of the ﬂuctuator over a narrow range of ﬁeld angle about the position of
the conductance indicates that the conductance step and the two-level ﬂuctua-
tor are both caused by the motion of the same atom or small group of atoms.
Structure instabilities and atomic motion can also sometimes cause more
complicated artifacts than the abrupt two-level switching shown in Figure 2.5
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Figure 2.5: (a,b) Abrupt changes in conductance for a Ni junction with an
average resistance of 1.1 kΩ (a) as a function of magnetic-ﬁeld
angle at three temperatures and (b) as a function of time at 4.2
K. (c) Time-dependent conductance ﬂuctuations for the same
1.1 kΩ Ni junction at temperatures of 4.2 K and 12 K. (d) Fluc-
tuations in conductance as a function of magnetic-ﬁeld angle
for a permalloy junction in the tunneling regime (average re-
sistance 170 kΩ) at 4.2 K. In (a) and (d), the sweep speed is 12
degrees/minute.
21(a), for example, Figure 2.5 (d) shows a trace of conductance versus magnetic-
ﬁeld angle for a Permalloy contact in the tunneling regime (with a conductance
less than e2/h), which for a majority of the angular range shows a smooth evo-
lution of conductance but for reproducible segments of angle switches to a dif-
ferent state with both a lower average conductance and fast switching between
two conductance states.
Whenever we have observed abrupt changes in conductance as a function
of magnetic-ﬁeld angle, like those shown in Figure 2.4a, 2.5a, we have also ob-
served time-dependent two level switching for ﬁeld values near the conduc-
tance step. From this, we do not conclude that the theory of BAMR is incorrect.
However, out measurements do show that the atomic conﬁguration within fer-
romagnetic metal contacts can change as a function of the angle of an applied
magnetic ﬁeld, producing abrupt steps in conductance at ﬁeld angles that are
reproducible in a given sample. Because of this sensitivity, special care will be
required in order to test conclusively whether BAMR exists as predicted.
2.4 Conclusion
We have studied the temperature dependence of electron transport in nanoscale
ferromagnetic contacts made using electromigration. We ﬁnd that the enhanced
AMR signals observed previously [7] have the temperature dependence ex-
pected for signals due to quantum interference of electrons near the contact
region. The amplitude of the enhanced AMR signals decrease quickly as the
temperatureisraisedbecausetheirbiasdependencesmoothesoutduetoenergy
averaging and, as a consequence, the enhanced AMR signals are no longer sig-
22niﬁcant well above cryogenic temperatures. The other effect of temperature that
we have observed in these samples is that time-dependent changes in atomic
conﬁguration are present within all devices above about a few tens of Kelvin. In
a small fraction of devices (∼ 10%), time-dependent two-level ﬂuctuations can
be observed even at 4.2 K. These instabilities can be very sensitive to the angle
of an applied magnetic ﬁeld, leading to abrupt steps in conductance that mimic
the signals expected for the BAMR effect.
23CHAPTER 3
PLASMON RESONANCE IN INDIVIDUAL NANOGAP ELECTRODES
STUDIED USING GRAPHENE NANOCONSTRICTIONS AS
PHOTODETECTORS
3.1 Introduction
Plasmonic nanostructures can act as optical antennas [25, 26], concentrating in-
cident light energy into a nanoscale volume with dimensions much smaller than
the light wavelength and thereby greatly enhancing the strength of the optical-
frequency electrical ﬁeld. This enhanced optical ﬁeld has been used for single
molecule Raman spectroscopy [27, 28, 29], second (and higher) harmonic gen-
eration [30, 31, 32], and ﬂuorescence enhancement [33, 34]. Here we explore a
strategy to achieve direct electrical readout of plasmon-enhanced optical ﬁelds,
which is challenging because the region of ﬁeld enhancement is so small. Specif-
ically, we use a self-aligned fabrication process to couple a gold break junction
acting as a plasmonic antenna with a sub-10-nm graphene constriction, whose
nonlinear electrical characteristics allow it to serve as a photodetector. Our dual
goals are to use the nanoscale photodetector to characterize the enhanced opti-
cal ﬁeld produced by the plasmon and also to understand the mechanism that
allows graphene constrictions to generate photocurrent (PC). Our results go be-
yond previous studies of PC in metal break junctions [35], in that we directly
measure the size of the plasmon enhancement by recording the wavelength de-
pendenceoftheresonantly-enhancedPC,andweobservethatthePCisstrongly
modulated by the polarization direction of the incident light, with signiﬁcant
differences in peak frequency and polarization sensitivity between devices. The
24sign of the photocurrent also differs between devices, but is always the same as
the second derivative of the low-frequency current-voltage curve, allowing us
to associate the mechanism of the photocurrent with optical rectiﬁcation. The
plasmon-induced enhancement of the photocurrent varies from a factor of 2 to
100 in different samples.
3.2 Fabrication and Measurement
Our devices consist of a graphene constriction positioned within a sub-10-nm
scale gap between two gold electrodes. We ﬁrst grow the graphene by chemical
vapor deposition [36] on Cu foil (Alfa Aesar). We then spincoat PMMA on top
of graphene and etch Cu away from the backside using FeCl2 wet etch. We
spin PMMA A4 (Anisole 4%) or A2 at 3000 rpm for 60 s to achieve roughly
200 nm or 50 nm thick PMMA layer respectively. We transfer the graphene
with a PMMA backing onto an oxidized Si wafer, and apply a few drops of
anisole to disolve the PMMA and also relieve the stress in the ﬁlm. We then
removethePMMAbysoakinginacetoneordichloromethaneovernight. Weuse
MicroRaman spectoscopy to inspect the graphene after the removal of PMMA
with the laser excitation at 488 nm, which conﬁrms that the graphene is a single
layer. Also the D peak ( 1350 cm−1) is small for good graphene growth with
clean transfer.
We prepattern the graphene using photolithography and oxygen-plasma
etching into 20 × 100  m2 strips. We use two stages of electron-beam lithog-
raphy and lift-off to deposit 100-nm-wide wires made from 1 nm Ti / 20 nm Au
on top of the graphene, connected to wider contacts (3 nm Ti / 100 nm Au ). We
25then use oxygen plasma to etch away the graphene everywhere except under
the Au (inset, Figure 3.1 a). To fabricate nanoscale constrictions, we employ two
steps of electromigration. In the ﬁrst step, we use electromigration with elec-
tronic feedback [19] at room temperature in air to break the Au wire and leave a
nanoscale gap (Figure 3.1 a) that will correspond to the high-electric-ﬁeld region
of the plasmonic antenna. This process requires maximum voltages on the order
of 0.5 V, for which the 100-nm-wide graphene layer underneath the Au remains
conducting (resistances R < 20 kΩ). We then narrow the graphene nanowire into
a nanoconstriction (Figure 3.1b) without breaking it fully using a 2nd stage of
electromigration in vacuum, similar to previous experiments by other groups
[37, 38, 39]. Because graphene nanoribbons can sustain much higher current
density than Au [40], this requires much larger voltages, 2-5 V, consistent with
previous reports [39].
3.3 Results and Discussion
Figure 3.1 c shows current-voltage (I-V) curves at 4.2 K as a graphene junction
is progressively narrowed by repeated electromigration. After the ﬁrst stage of
electromigrationofjustthegoldwire(leavingthegrapheneintact), theI-Vcurve
has a simple linear form (inset, Figure 3.1 c). After subsequent electromigration
of the graphene, the I-V characteristics become nonlinear, with a region of low
current near zero bias whose width in source-drain bias increases with each ad-
ditional step of electromigration (Figure 3.1 c, main panel). Figure 3.1 (d) shows
the I-V curves for a different device on which photocurrent measurements were
performed. The zero-bias resistance at low temperature (100 K) is R ≈ 100 MΩ
with a turn-on of current near V = ± 0.2 V. At room temperature (inset in Figure
263.1 d) the nonlinearities in the I-V curve are smaller than at low temperature and
the zero-bias resistance is 5 MΩ. The I-V characteristics in Fig. 3.1c and 3.1d
are similar to previous transport studies of nanoscale graphene constrictions
fabricated by electron-beam lithography [41, 42, 43, 44, 45, 46, 47],by chemical
preparation of nanoribbons [48], and by electromigration [37, 39, 38]. Lateral
patterning and the associated formation of localized states leads to an energy
gap for electron transport in graphene that suppresses conduction at low volt-
age and low temperature[46, 47]. Since our constrictions are short, the large
gap as a function of source-drain voltage (> 0.1 V) that we observe implies that
the constriction width for the graphene in our samples is signiﬁcantly less than
10 nm [39, 38, 42, 49]. The ﬁnal device structure therefore allows the graphene
to measure the optical intensity in a much smaller region than, e.g., previous
Ge-based photodetectors integrated into infrared dipole antennas with 60 nm
gaps [50]. Our devices also have much smaller conductance (0.001-1 e2/h) than
the scale required to short out the plasmon resonance mode ( 10’s of e2/h) [51],
so we expect the graphene to produce negligible perturbation to the plasmon
properties.
We perform photocurrent (PC) measurements using a Ti-sapphire tunable
continuous wave laser source focused to a 1.2  m spot size with incident power
ranging from 1  W to 1 mW. We measure the PC and the reﬂected light simul-
taneously as we scan the position of the laser spot. A reﬂection image of a
graphene device with Au nanogap electrodes is shown in Figure 3.2a. For scans
along the centerline of the electrodes (the dotted line in Figure 3.2a) we ﬁnd that
the PC response can differ qualitatively depending on the device resistance and
the width of the graphene. For low-resistance devices (with room-temperature
R=5-20kΩ, correspondingto100-nmwidegraphenenanoribbonsafterthegold
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Figure 3.1: (a) Scanning electron microscope picture of a Au/graphene de-
vice after the Au wire is broken by electromigration. (inset)
Geometry of the Au electrodes and larger contact pads. (b)
Artist’s conception of a device structure after a second stage of
electromigration is used to create a graphene nanoconstriction
in the nanogap between gold electrodes. (c) Current-voltage
curves for device 8 at 4.2 K, after two stages of electromigration
that progressively narrowed the graphene constriction and in-
creased the transport gap. (inset) Current-voltage curve for the
same device at 4.2 K after the gold wire was broken by electro-
migration, but before any electromigration of the graphene. (d)
Current-voltage curve of device 6 at 100 K and (inset) at room
temperature. Athighbiasthecurvesarenoisyduetoresistance
ﬂuctuations.
28electrodes are broken by electromigration but before the electromigration of the
graphene), we observe two types of PC. One is a PC that antisymmetric in sign
about the position of the nanocontact, with the largest signal magnitudes for
laser spot positions within the Au electrodes, approximately 0.5 microns away
from the contact (Figure 3.2c). The other type of signal is an antisymmetric PC
superimposed together with a symmetric peak (with either positive or negative
sign) centered at the position of the graphene constriction (Figure 3.2d). In con-
trast, the antisymmetric signals are absent for the sub-10-nm graphene constric-
tiondevices(withroom-temperatureR>50GΩ), leavingonlythesymmetric-in-
position PC peak with a sign that varies from device to device (Figure 3.2e). The
PC in this case is observable only when the laser spot overlaps the narrowest
region of the break junction device (Figure 3.2). PC signals that are antisymmet-
ric as a function of position along the electrodes have been observed previously
for contacts to large-area graphene, and have been explained as due to heating
in the electrodes [52, 53]. The heating contribution is expected to take the form
[54]:
I =
h
2π
2ek
2
BT/3h
i
∆T
 
dt
dE
!
EF
, (3.1)
where T is the average temperature, ∆T is the temperature difference across
the junction, and t is the transmission coefﬁcient depending on the carrier
energy E. The thermal current decrease rapidly as the junction conductance
G =
h￿
2e2/h
￿
t(EF)
i
decreases. A detailed derivation of Equation refeq:Ithermal
can be found in Appendix B.
The antisymmetric photothermal current for the high resistance graphene-
constriction devices is suppressed, while the amplitude of the symmetric PC
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Figure 3.2: (a) Reﬂected light image of a typical device. The dashed line
denotes the centerline of the Au electrodes, the orientation of
the scans in panels (c)-(e). (b) Photocurrent response as a func-
tion of laser spot position for device 6. (c), (d), (e) Photocur-
rent response at 780 nm as a function of laser position for (c):
a 100-nm wide graphene ribbon with room-temperature resis-
tance R = 8 kΩ, (d): a 100-nm wide graphene ribbon with R =
10 kΩ, and (e): device 6, a graphene nanoconstriction with R =
5 MΩ. These panels show the evolution from an antisymmetric
thermal PC response to a symmetric rectiﬁcation response. The
symmetric rectiﬁcation signal can be positive or negative.
30signals vary strongly as a function of the wavelength and polarization of the
incident light. Figure 3.3a shows the wavelength response of the PC from a
5MΩ contact at room temperature. The PC is sharply peaked at 790 nm, typical
for the plasmon resonance of an Au nanostructure[55], with a full width at a half
maximum of 40 nm. This linewidth is relatively sharp because we measure the
plasmon resonance in the single break junction, without linewidth broadening
due to ensemble averaging. In different devices, we ﬁnd that the plasmon peak
variesoverarangeof740-890nm(Figure3.3b), presumablyduetodifferencesin
the break junction geometries. We can estimate a lower bound on the plasmon
enhancement of the PC by comparing the peak value of the PC on resonance to
the value far into the tail (this is a lower bound since our ability to measure far
into the tail is limited to the range shown by the wavelength tunability for our
laser). For the device shown in Figure 3.3a, the plasmon enhancement factor for
the PC is about 7. For the other devices with room-temperature resistance in the
range 50 kΩ - 5 MΩ, the PC enhancement factors vary from 2 to 7 (Table 3.1).
Because the enhancement in the PC should go as the square of the enhancement
in the local electric ﬁeld (see below), the electric ﬁeld enhancement factor by this
method is a factor of 1.5-2.5. This variation likely reﬂects both that the strength
ofthetrueplasmon-enhancedelectricﬁeldvariesfromdevicetodevice, because
for example the spacing between the gold electrode is different, and also that
the effect of the plasmon-enhanced electric ﬁeld on the PC may depend on the
precise position of the tunnel barrier in the gap. The narrowest region of the
graphene nanoconstriction will not necessarily be centered between the gold
electrodes, and if it is closer to an electrode in some devices rather than the
others, this could strongly affect the sensitivity of photodetection.
The dependence of the PC on the polarization of the incoming light is shown
31for a different (R = 80 kΩ) device in Figure 3.3c. The PC varies strongly with
the polarization angle in a simple dipole pattern, with a factor of 11 varia-
tion from minimum to maximum response [equal to a polarization sensitivity
(PCmax − PCmin)/(PCmax + PCmin)≈ 85% ]. To the best of our knowledge, such
a strong polarization dependence has not been demonstrated previously for a
nanogap electrodes acting as a plasmon antenna. The polarization angle for
maximum PC for the device in Figure 3.3c is 39o relative to the direction of the
long axis of the gold nanowire. For graphene constrictions in the range 50 kΩ -
5 MΩ, our polarization sensitivity varies from 50% to 85% and the polarization
angle for maximum PC can lie in any direction in the sample plane, with no ap-
parent correlation to the long axis of Au wire (Figure 3.3d). This might reﬂects
the irregular geometry of junctions formed by electromigration, in which the
orientation of the gap need not be aligned with the long axis of the wire.
As control devices, we studied both Au break junctions with no graphene
and graphene nanoconstrictions without nanogap electrodes. Au break junc-
tions without graphene do not produce any measurable photocurrent response.
For graphene nanoconstrictions in which the nanogap Au electrodes are re-
moved by a wet etch, we observe only the photothermal currents that are anti-
symmetric in sign as a function of spot position. These do not have a resonant
dependence on wavelength in our tuning range, from 700 nm to 980 nm.
As we have noticed above, the sign of the PC peak that we observe in the
high-resistance graphene nanoconstriction devices varies seemingly randomly
from device to device. The simplest approach to explain the mechanism behind
the photocurrent is to postulate that the optical-frequency voltage generated
by the plasmon enhancement is rectiﬁed by the nonlinear electrical transport
32characteristic of the graphene device, which yields the prediction (in the regime
that a lowest-order Taylor series in Vopt is accurate)
IPC =
1
4
d2I
dV2V
2
opt, (3.2)
where Vopt is the plasmon-enhanced optical frequency voltage dropped
across the device and d2I/dV2 is calculated at the optical frequency. We have
veriﬁed that IPC has a simple linear dependence on the incident laser power
in all our devices, so that the lowest-order Taylor-series approximation is ap-
propriate. Assuming that the tunneling time is short compared to the optical
period[35], we can test Equation 3.2 by measuring the curvature d2I/dV2 at low
frequencybyconventionalelectricaltransporttechniquesandcheckingwhether
the sign of d2I/dV2 is the same as IPC. The curvature at room temperature near
zero bias is not large (see Figure 3.1c inset); we measure it using a lock-in am-
pliﬁer with AC voltages ≤ 100 mV. The results are shown in Table 3.2. For ﬁve
devices with resistances in the 25-180 kΩ range for which we have done this
measurement, two showing positive PC and three negative, the sign of d2I/dV2
agreed with the sign of the PC in each case. Assuming an electrode spacing of
d = 3-10 nm, the values of the enhanced electric ﬁeld Eopt = Vopt/d derived from
Equation 3.2 and the measured values of d2I/dV2 are 1-20 times the bare value
without plasmon enhancement (Ebare =
q
2P
ǫocA, where P is the optical power, ǫo is
the permittivity constant, c is the speed of light, and A is the spot size)[56]. The
order of magnitude of the plasmon enhancement estimated from Equation 3.2 is
consistent with the completely-independent measurement of the enhancement
based on the amplitude of the resonance curves as a function of wavelength.
This reinforces our conﬁdence both in these estimates and in our identiﬁcation
33a
0 60 120 180
0
1
2
C
o
u
n
t
s
Polarization axis (degrees)
d
P
h
o
t
o
c
u
r
r
e
n
t
 
(
f
A
/
µ
W
) c
0.0
3.0
0
60
120
180
240
300
3.0
 
1.5
1.5
4.5
4.5
720 760 800 840 880 920
0
2
4
C
o
u
n
t
s
Wavelength (nm)
b
P
h
o
t
o
c
u
r
r
e
n
t
 
(
p
A
/
µ
W
)
700 750 800 850 900
0.00
0.05
0.10
wavelength(nm)
Figure 3.3: (a) Wavelength dependence of the photocurrent from device 6,
showing a plasmon resonance at 790 nm with a full width at
half maximum of 40 nm. (b) Histogram of the plasmon res-
onance peak frequencies in 9 devices. (c) Polarization depen-
dence of the photocurrent for device 2 at 780 nm, plotted rela-
tive to the long axis of the gold wire. (d) Histogram of the po-
larization axes for maximum photocurrent response, relative to
the long axis of the wire.
of optical rectiﬁcation as the mechanism for the photocurrent.
Up to this point we have discussed only devices with room-temperature re-
sistances in the range 20 kΩ - 5 MΩ for which, based on the similarity of our
I-V curves to previous studies of graphene constrictions, we conclude that the
graphene remains physically continuous even though it possesses an energy
34Device R Resonance wavelength (nm) PC enhancement
2 80 kΩ 780 3
4 160 kΩ 740 5
6 5 MΩ 790 4
7 25 MΩ 710 6
8 > 50 GΩ 770 104
Table 3.1: Plasmon enhancement of the photocurrent response measured
from the peak-to-background ratio of the resonance curve ver-
sus wavelength.
Device R d2I/dV2(A/V2) PC (pA/ W)
1 25 kΩ (2.77 ± 0.07) × 10−6 2.51
2 80 kΩ (6 ± 1) × 10−7 0.0047
3 90 kΩ (−8 ± 2) × 10−6 -1.49
4 160 kΩ (−9 ± 1) × 10−7 -6.11
5 180 kΩ (−6 ± 4) × 10−7 -0.78
Table 3.2: Comparison of the sign and size of the nonlinearity in the
current-voltage curve measured electrically with the sign and
size of the photocurrent.
gap that presents a tunnel barrier for electron ﬂow. However, following the ﬁrst
stage electromigration-induced breaking of our Au wires, in about 1% of de-
vices we observe much higher resistances resistances (3 GΩ to greater than 50
GΩ), for which we cannot tell whether the graphene is continuous, or whether
it might be fully broken or contain a grain boundary[57] or a crease. These
devices can show much more dramatic plasmon enhancements than the lower-
resistancegraphenenanoconstrictions. Figure3.4showsthePCresonancecurve
for a device with R > 50 GΩ at room temperature. The peak-to-tail ratio yields
a lower bound on the PC plasmon enhancement of 100 (electric ﬁeld enhance-
ment of 10). The polarization sensitivity (Figure 3.4b) for the same device is
> 99%. These devices were particularly sensitive to large incident laser powers;
after the device in Figure 3.4 was exposed to a pulsed laser excitation of 100
mW peak power with 250 fs pulses, the PC reversed sign (Figure 3.4c,d). The
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Figure 3.4: Photocurrent from a very high resistance device. (a) Wave-
length dependence of the photocurrent of device 8, with room-
temperature resistance > 50 GΩ. (b) Polarization dependence
of the photocurrent in the same device, demonstrating polar-
ization sensitivity > 99%. (c) A positive photocurrent signal
before the device response switched under pulsed laser illu-
mination. (d) Negative photocurrent signal after the device
switched.
resonant wavelength did not change signiﬁcantly on account of this switch, but
the polarization axis shifted by 20o This switching indicates the high degree of
sensitivity of the plasmon enhancement to the nanoscale atomic arrangements
within the device.
Finally we performed photocurrent study at low temperature. For a device
showed both symmetric and antisymmetric photocurrents(similar to the case
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Figure 3.5: Power dependence of photocurrent at 20 K with the excitation
wavelength at 800 nm. The inset shows the photocurrent re-
sponse as the laser scan across the center of the device. The
blue dots are magnitude of the symmetric photocurrent from
the center, and the red dots are magnitude of the antisymmet-
ric photocurrent from the side.
shown in Figure 3.2d), we cooled it down to 20 K with a continuous helium ﬂow
cooled optical cryostat. At room temperature, both the symmetric photocurrent
at the center and the antisymmetric photocurrent on the side were linearly de-
pendent on the excitation power. At 20 K, as shown in Figure 3.5, the symmet-
ric photocurrent was still linearly proportional to the excitation power, while
the asymmetric photocurrent on the side clearly showed saturation behavior at
high excitation power. This saturation behavior can be explained by the ther-
mal nature of the photocurrent, where the thermal conductivity is a function of
temperature[53]. However, the symmetric photocurrent at the center remained
linearly proportional to the excitation power. This is consistent with our inter-
pretation of the photocurrent due to optical rectiﬁcation (Eq. 3.2).
373.4 Conclusion
In summary, we have demonstrated a self-aligned procedure for fabricating
graphenenanoconstrictionscoupledtogoldnanogapplasmonicantennasothat
the graphene device can perform direct electrical read-out of the enhanced elec-
trical ﬁeld generated by the plasmon. Our integrated device structure allows
us to characterize the wavelength and polarization dependence of the plasmon
resonance in individual nanogap antennas, which has not been achieved pre-
viously. We ﬁnd that the polarization dependence is particularly striking, with
polarization sensitivity as large as 99%, and the polarization sensitivity and res-
onant polarization axis both vary from device to device, presumably due to the
irregular geometry of gold break junction. This integration of plasmonic anten-
nas with intrinsically-nanoscale photodetectors for electrical readout provides
a powerful platform for understanding how light energy may be controlled on
small length scale and how the propoerties of plasmon resonance depend on
nanoscale variations in device geometry.
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PHOTOCURRENT STUDY ON GRAPHENE PN JUNCTION
4.1 Introduction
Graphene, a single layer of carbon atoms arranged in a honeycomb lattice, has
unique electronic and optical properties that enable new types of optoelectronic
devices [58]. Graphene has high mobility at room temperature because the back
scattering of electrons is inhibited [59]. Graphene also shows remarkable opti-
cal properties. For every single layer of graphene, the absorption is uniform,
at roughly 2.3% of visible light. This transparency enables graphene’s applica-
tion to devices such as solar cell and touch screens [58]. The linear dispersion
of the Dirac fermions in graphene also enables wideband tunability. Utilizing
graphene’s unique electronic and optical properties, graphene- based photode-
tectors can work in a broad range of frequency and have fast response times
[52, 60].
The mechanism of the photocurrent response within graphene-based de-
vices has been the subject of considerable debate. The photocurrent response
from graphene-metal junction has been attributed to the photovoltaic effect in-
duced by the the work function mismatch between the metal and graphene
[61, 60, 62]. But photocurrent generation in graphene has also been explained
by the photon-induced thermoelectric effects [52]. Recently the photocurrent
from a single layer/bilayer graphene interface was demonstrated to be of ther-
mal origin [53]. The build-in electrical ﬁeld of a graphene PN junction can be
controlled by electrostatic gating, providing an interesting system to study pho-
tocurrent response. The photocurrent from graphene PN junction is sensitive
39to chemical potential of graphene in both regions. It has been reported that the
photocurrent response from the graphene PN junction interface is much larger
than the photocurrent from the same spot when the carriers in both regions are
the same type (PP or NN junction), which enables a photodector that be con-
trolled on or off by electrostatic gating [63]. It is theoretically proposed that the
gate dependence of the photocurrent response from a graphene PN junction can
distinguish the difference between photovoltaic effect and photothermal contri-
butions [64]. Furthermore, there are theoretical predictions for carrier multi-
plication in graphene [64, 65], which enables a photon to electron conversion
efﬁciency greater than unity, which can be utilized to increase the efﬁciency of
solar cell.
We have achieved two goals with our photocurrent study on graphene PN
junctions. First, we investigate the gate dependence of the photocurrent from
thegraphenePNjunctiontorevealhotcarriermediatedphotocurrent. Secondly,
weperformatime-domainstudytouncoverthechargecarrierdynamicsrelated
to the photocurrent generation. We ﬁnd carrier recombination dominates the
observed dynamics in the photocurrent response.
Carrier dynamics in graphene have been studied previously with optical
pump probe measurements. Saturable absorption has also been demonstrated
where the pump beam induces Pauli blockade causing increased transparency
of the probe beam [66]. Such strong Pauli blocking effects illustrate graphene’s
potential as a mode locker for solid-state lasers [67]. Ultrafast relaxation dynam-
ics studies on graphene also have revealed hot carrier characteristics for which
the temperature of hot carriers is decoupled from the environment temperature
[66, 68, 69]. Brieﬂy this model can be described as follows: the excitation laser
40pulsecreatesextremelyhotcarriersandthesecarriersreachthermalequilibrium
among themselves in tens of femotoseconds through carrier-carrier scattering.
Then the energy from the hot carriers is transfered to the strongly coupled op-
tical phonons with a characteristic time of hundreds of femtoseconds. Finally
the strongly coupled optical phonons reach equilibrium with the phonon bath
in a slow time scale, which is on the order of picoseconds. This very inefﬁcient
cooling of the hot carriers is interesting because this process may lead to carrier
multiplication.
For the time domain study, we adapt the principle of optical pump-probe
to bring time resolution to our existing scanning photocurrent set-up. We are
able to investigate fast dynamics of the photocurrent response using 160 fs laser
pulses. The time-resolved photocurrent study reveals kinetics relevant to pho-
tocurrent response. Carrier multiplication process in graphene is a process sen-
sitive to carrier dynamics as well [65].
4.2 Fabrication
We grow single layer graphene on copper foil using Chemical Vapor Deposition
(CVD) method [36] in a furnace with home-made seal adapters (which alone im-
prove the vacuum base pressure from 10 mtorr to 1 mtorr) and a trubomolecular
pump (Varian TPS-Compact Dry TV81M) which ensures base pressure further
down to 10−4 mtorr. The base pressure is signiﬁcantly lower than that of the
old furnace, which is typically about 10 mtorr. We use a standard growth recipe
which is described as follows: we pre-anneal the copper foil at 980◦C with H2
ﬂow rate of 60 sccm, then we grow the graphene at 980◦C by ﬂowing H2 at 60
41sccm and methane at 137 sccm for 13 minutes. Afterward we stop heating and
let the quartz tube cool down before we stop both hydrogen and methane and
let argon ﬂow at 200 sccm to ﬁnish the whole process. After growth, we use
Micro-Raman spectroscopy to inspect graphene on copper. The Raman spec-
troscopy conﬁrms that it is single layer graphene with no visible D peak, which
is indicative of high quality graphene.
We transfer graphene in a similar way as described in Chapter 3, except for
that after transferring the PMMA/graphene thin ﬁlm through multiple deion-
ized (DI) water (18 MΩ cm) baths, we leave it in the DI water overnight so
that the absorbed residue of the ethant can diffuse away. We then transfer the
thin ﬁlm through multiple DI water baths again before ﬁnally transferring the
graphene/PMMA ﬁlm onto the silicon chip.
We pattern the silicon chip with alignment marks through dry etching. In
the dry etching process, we ﬁrst use photoresist as an etch mask to etch away
300 nm SiO2 using a CHF3/O2 recipe, and follow this by ∼ 2  m deep Si etch-
ing. After the transfer of the graphene/PMMA ﬁlm to the silicon/SiO2 chip and
following removal of PMMA, we introduce a metal deposition step to “clamp
down”the graphene. To achieve that, we deﬁne small squares of 50  m by 50
 m by photolithography and follow that by 3 nm/100 nm Ti/Au deposition
and lift-off. We then shape the graphene to 30  m by 100  m stripes using a
photoresist deﬁned mask followed by oxygen plasma etching. We use oxford
81 oxygen recipe for 15 seconds to achieve the plasma etching. Similar results
has also been achieved with an argon recipe which is supposed to have less
etching from the side. We avoid overetching since long etching times causes
difﬁculty in removing photoresist afterwards. The photoresist is removed by
42soaking the chip in Shipley 1165 (photoresist remover) overnight followed by
thorough IPA rinse. The ﬁrst clamp step is critical for removing photoresist
without peeling-off graphene from the substrate. Because the adhesion be-
tween graphene and SiO2 is not ideal, the deﬁned graphene stripes can easily
be washed away without the “clamp”. After the removal of the photoresist, we
patterned the graphene with large pads ( 150  m by 200  m) for electrodes. It
is important for the electrode pads be much larger than the “clamp” pads and
sit ﬁrmly on SiO2 surface. Any graphene underneath the electrodes pads will
cause problem at the wirebonding stage since the contact pads will be slippery
and can be easily peeled off or moved during wirebonding. We deposited 3
nm/150 nm Ti/Au to deﬁne the source drain electrodes, varying the spacing
from 10  m to 40  m.
It is challenging to grow a good dielectric on graphene. Although Atomic
Layer Deposition (ALD) provides a way to deposit high quality thin oxides
conformally, it can not be applied to graphene directly since graphene is a
perfect 2D material and does not have the initial bonding sites for the precur-
sor molecules [70, 71, 72]. For this batch of device we deposited about 10 nm
SiO2 using electron beam deposition as the seeding layer, and followed that by
HfO2 deposition using Atomic Layer Deposition (ALD) at 110 ◦C with a thermal
recipe. We can experimentally read out the actual capacitance of the top gate us-
ing the known back gate thermal oxide thickness and related conductance gate
dependence study. Finally we pattern the contact for the top gate, and deposit
2 nm/20 nm Ti/Au. The width of the top gate is about 6  m. A typical optical
image of the device is shown in Figure 4.1a.
434.3 Measurement and Discussion
4.3.1 Electrical Characterization
We ﬁrst test the devices using probe station under ambient conditions. Volt-
age scans of both gates independently give a Dirac Point close to zero. We test
the device by applying a voltage between the gate and drain, and we observed
negligible leakage current. The thermal silicon oxide, back gate dielectric, is
usually of high quality and has a breakdown voltage larger than 100 V for 300
nm oxide. The top gate oxide, ALD grown HfO2 with ebeam evaporated SiO2
seeding layer, turns out to be of good quality as well. No noticeable leakage
current is observed (<1 pA) as we sweep the voltage between the top gate and
drain from -5 V to 5 V. However, strong hysteresis is associated with both gate
sweeps, likely due to charge traps at the graphene-dielectric interface [73, 74].
The gate sweep hysteresis goes away as we cool down the device. We further
characterize the device using a cryogenic probe station with a base pressure of
10−6 torr, and we observe no hysteresis at least up to 100 K, for both the top
gate and the back gate. As we sweep the back gate, we observe two dips in the
conductance plot as a function of the back gate. In Figure 4.1b, the dip around
zero is the Dirac point of the graphene region which is not under the top gate,
and position of this dip is not sensitive to the top gate voltage. The other dip
is the Dirac point of the graphene region which is under the top gate voltage,
and its position is highly sensitive to the exact value of the top gate because it
controls the initial doping of the graphene region underneath the top gate. The
position of the second Dirac point can be expressed as:
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Figure 4.1: Electrical characterization of a dual gate graphene device at 5
K. (a) Optical reﬂection image of a typical device with a source-
drain spacing of 20  m. The dashed line shows the outline of
the graphene strip, which is 30  m wide. (b) Conductance as a
function of back gate voltage at given top gate voltage values.
(c) Conductance as a function of top gate voltage at given back
gate voltages. (d) Conductance color map plotted as a function
of top gate and back gate voltage.
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Figure 4.2a shows the conductance as a function of the top gate voltage at
different back gate voltages. The position of the Dirac point could also be de-
termined using Equation 4.1. Figure 4.2b shows the Dirac point position for the
top gate at different values of back gate. The slope of the linear ﬁt gives the ratio
between the top gate capacitance and back gate capacitance, which is 0.11. Since
the back gate dielectric is 300 nm thermal SiO2, we know the top gate dielectric
is equivalent to 33 nm thermal SiO2. The density of carriers as a function of back
gate voltage and top gate voltage can be written as n = 7.2×1010∆VBG [cm−2] and
n = 6.5 × 1011∆VTG [cm−2] respectively.
By assuming that the graphene outside of the top gate region functions as
part of the electrodes, we can estimate the mobility of the top-gated graphene
using
G0 = ne , (4.2)
where G0 is the conductivity of graphene, n is the carrier density (n = CTGVTG =
6.5×1011∆VTG [cm−2] as we discussed above), and   is the mobility. The conduc-
tivity of the graphene can be extracted from our resistance as a function of top
gate voltage, considering the geometry factor of our graphene device. For the
graphene underneath the top gate, it has width W (∼ 6  m ), Length L (∼ 30  m),
and conductance G. G0 can be obtained as
G0 = G
L
W
, (4.3)
Since our resistance measurement is a two probe measurement, the conductance
can be derived from our resistance measurement as G = 1/(R − Rcontact). Finally
46we have an expression for mobility:
  =
L
W
∆G
CTGe∆VTG
. (4.4)
For a room temperature resistance measurement as shown in Figure 4.3, when
we assume the resistance at top gate voltage > -1.5 V is the contact resistance (∼
4.7 kΩ), we obtain a mobility of ∼ 9000 cm2V−1s−1. The mobility of the top gated
device can be alternatively obtained through a ﬁtting function [75]
R − Rcontact =
L
W
1
q
n2
imp +C2
TGV2
TGe 
, (4.5)
with two free ﬁtting parameters, density carrier due to impurity nimp and mo-
bility   (Rcontact is not exactly free since it has to match the resistance at the satu-
ration limit).
The room temperature mobility of our devices varies between 2000-9000
cm2V−1s−1, while for most devices it is approximately 5000 cm2V−1s−1. The con-
ductance map shown in Figure 4.1d plots the conductance as a function of the
top gate and the back gate voltages. The vertically-aligned blue line feature cor-
responds to the Dirac point with respect to the global back gate and the tilted
blue line feature corresponds to the Dirac point with respect to the top gate.
The conductance map is clearly divided into four regions, based on the doping
detail. p-p’-p (p’ for the region under the top gate) stands for the fact that the
graphene is tuned to be p doped globally, while the graphene underneath the
local top gate is locally tuned to p doping (p’). A PN junction is formed at the
edge of the top gate in the regions of p-n’-p or n-p’-n. The slope of the tilted
blue line is determined by the ratio of the back gate capacitance and top gate
capacitance.
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Figure 4.2: (a) Conductance vs. top gate voltage at different back gate
voltages at 5 K. (b) Dirac point position for the top gate vs.
back gate voltage. The red line is a linear ﬁt giving a slope of
−0.11 ± 0.0005.
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Figure 4.3: Room temperature resistance measurement as a function of top
gate voltage (black). The red line is a ﬁt using the ﬁtting func-
tion Equation 4.3.1 which gives mobility 8990 ± 90 cm2V−1s−1.
4.3.2 Steady-State Photocurrent Measurement: Gate Depen-
dence of Photocurrent
The steady state photocurrent setup is similar to the one that we used in Chap-
ter 3. To avoid hysteresis, we perform the measurement in a liquid helium ﬂow
cooledOxfordopticalcryostat. Thebasepressurewasontheorderof10−6 mtorr.
We mount the chip by silver paint on the home-made chip carrier,which is fab-
ricated using photolithography patterning followed by 3 nm/100 nm Ti/Au
lift-off on thin quartz plate. We solder the pins of the carrier with the electri-
cal feedthroughs inside the cryostat ﬁrst, and then use wirebonding to connect
the chip carrier with devices to be studied. The Ti/Au layer was on the thin
side in this case and can peel off during the soldering or wirebonding process.
The metal thickness should be increased for future chip carriers, and 10 nm/200
49nm Ti/Au should be enough. We can not ground the device easily during the
wirebonding process, however, this type of device is robust enough to survive
wirebonding.
We use a wavelength tunable Ti:Sapphire laser as our excitation source, and
weswitchbetweencontinuouswaveexcitationmodeandpulseexcitationmode
for different aspects of the experiment. The focal beam spot of the laser is about
1  m. For the pulse excitation mode, the width of the pulse is ∼ 160 fs with a
pulse repetition rate of 76 MHz. With a pulse excitation of 620  W at 800 nm,
we obtained a typical spatial photocurrent map as a function of laser scanning
position, shown in Figure 4.4a, for a device with the source-drain spacing of 20
 m, and the top gate and back gate both set to zero. As we scan the laser spot
along the dotted line in Figure 4.4a, we obtain photocurrent as a function of
scanning position, shown by the line cut in Figure 4.4b. There are two types of
photocurrent present in ﬁgure 4.4b. The ﬁrst type of photocurrent appears at the
edge of the source-drain electrode and has opposite sign for the two electrodes.
This type of photocurrent is the same as the antisymmetric photocurrent we
discussed in Chapter 3 and can be attributed to heating. The second type of
photocurrent lies at the edge of the top gate, and has been reported recently
[63]. The origin of this photocurrent might be attributed to photon-generated
carriers driven out of the laser spot by a built-in electrical ﬁeld due to formation
of the PN junction or to thermal temperature gradient due to heating [64], or to
a combination of both effects.
In this study we focus on the second type of photocurrent, the photocurrent
attheedgeofthetopgate. Thisphotocurrentisnotsensitivetotheincidentlight
polarization. This excludes the possibility that the photocurrent might be due
50Au
Au
Top Gate
0 µm
20 µm
a
-5 0 5 10 15 20 25
-0.3
-0.2
-0.1
0.0
0.1
0.2
0.3
P
h
o
t
o
c
u
r
r
e
n
t
 
(
n
A
)
Position (µm)
b
Figure 4.4: Spatially-resolvedphotocurrentofatypicaldualgategraphene
device with both back gate and top gate set to zero. (a) Pho-
tocurrent plotted as a function of position, with the positive
photocurrent denoted as red and negative photocurrent de-
noted as blue. The orange dotted line indicates the outline of
the electrodes and the top gate. (b) Photocurrent response as a
function of position as we scan the focused laser spot along the
black dotted line in (a)
51to resonant absorption of photons by electrons [76]. We will use this insensitiv-
ity to incident polarization in our later time-resolved photocurrent experiments
where it is convenient to have the polarization of the pump and the probe per-
pendicular to each other to minimize pulse interference effects.
We ﬁrst perform the gate dependence study to reveal the mechanism that
dominates the generation of photocurrent at the graphene PN junction–whether
the driving force is mainly provided by a built-in electrical ﬁeld or a thermal
temperature gradient resulted from heating. These two mechanisms are ex-
pected to cause distinctively different photocurrent response at the interface as
we vary the chemical potential on each region respectively [64]. If we model
the system simply as a graphene layer with two regions where the chemical
potential can be changed independently, as described in reference [64], the pho-
tocurrent at interface due to the built-in electrical ﬁeld of the PN junction can be
rewritten as
IPV = −
1
RW
Z Z
σ
−1 ￿
  r
￿
eηnx
￿
  r
￿
∇Ug
￿
  r
￿
dxdy, (4.6)
where R is the resistance of the graphene, W is the width of the graphene, σ is
the local conductivity, η is the mobility(to avoid the confusion with the chemical
potential), nisthedensityofphoto-inducedcarriers, andUg isthepotentialdrop
across the PN junction.
We assume that the size of the photo-excitation spot is larger than the deple-
tion length, and use a conductance model:
σ( ) = σmin
 
1 +
 2
∆2
!
(4.7)
where σmin is the minimum conductivity of graphene at the Dirac point,   is the
52chemical potential of the graphene measured relative to the Dirac point, and ∆
is the energy width of the neutrality region. By setting eUg (r) =  (r) =  (y), us-
ing Equation 4.7, and changing the integration variable from
R R
...∆Ug (r)dxdy
to W
R
...∆Ug (y)dy = W
R
...dUg, we ﬁnd that the ﬁnal expression for the pho-
tocurrent due to the photovoltaic effect can be expressed as follows [64]:
IPV =
 ∆
σminR
￿
tan
−1 1
∆
− tan
−1 2
∆
￿
¯ nx (y = 0), (4.8)
where  1 is the chemical potential in region 1,  2 is the chemical potential in re-
gion 2, and ¯ nx is the average density of carriers. This expression shows that the
photocurrent response is maximized at the presence of PN junction. However,
this does not distinguish the photovoltaic effect from the photothermal effect
[63]. The key feature of Equation 4.8 is that with one chemical potential ﬁxed,
the photocurrent must vary monotonically as we vary the second chemical po-
tential. The photocurrent is zero only under the condition that the chemical
potentials in both regions are equal.
The photon-induced thermal current behaves differently. The photothermal
current can be expressed as:
IPT =
S 1 − S 2
R
∆T, (4.9)
where S is the Seebeck coefﬁcient, and ∆T is the temperature difference between
the interface and the environment.
The Seebeck coefﬁcient can be obtained using Mott formula:
S = −
π2k2
BT
3e
1
σ
dσ
d 
. (4.10)
If we use the conductance model in Equation 4.7, the photothermal current can
be expressed as:
53IPT = −
π2k2
BT
3e
2( 1 −  2)
￿
∆2 −  1 2
￿
￿
∆2 +  2
1
￿￿
∆2 +  2
2
￿ . (4.11)
One immediate result is that the photothermal current is also maximized when
there is a PN junction formed at the interface of region 1 and 2. However, the
key feature which sets the photothermal current apart from the photovoltaic
current is the multiple sign change of the photocurrent. In the case of pho-
tothermal current, the current will be zero when  1 =  2 or  1 2 = ∆2 according
to Equation 4.11. If we ﬁx one chemical potential. the photocurrent will vary
non-monotonically as we vary the other chemical potential, due to the non-
monotonic dependence of the Seebeck coefﬁcient on chemical potential. The
corresponding multiple photocurrent sign change provides a footprint to dis-
tinguish the photothermal effect from the photovoltaic effect.
To investigate this experimentally we focus the laser spot at the edge of the
top gate, and record the photocurrent response as we vary the both gate volt-
ages. We cool the sample to 10 K, and apply a continuous wave excitation at a
wavelength of 970 nm, with an excitation power 620  W. The focus spot diame-
ter is about 1   m. The photocurrent response as a function of top gate and back
gate is plotted in Figure 4.5a, which shows similar pattern as the theoretical pre-
diction for the photothermal current [64]. The signature of the photothermal
effect can be best visualized if we take a line cut at a back gate voltage of -15 V
(dotted line in Figure 4.5a). As can be seen in Figure 4.5c, the photocurrent is
negative when the top gate is less than 1.5 V. When the top gate is between 1.5
V to 2.4 V, the photocurrent becomes positive. As we increased the top gate to
be more than 2.4 V, the photocurrent became negative again. This multiple sign
change of the photocurrent demonstrates that the thermal contribution clearly
manifest itself in the photocurrent response.
54A quantitative analysis shows that the multiple sign change of the photocur-
rent is similar to the theoretical predictions [64]. We measured the conductance
of the same device as a function of top gate and back gate, shown in Figure 4.5b.
Utilizing the previous theoretical discussion, we can estimate the position for
the photocurrent to be zero. Figure 4.5d plots the conductance versus top gate
with the back gate set to be -15 V. It shows the Dirac point for the top gate is ∼
2.4 V. The Dirac point for the back gate can be read from the Figure 4.5b, which
is roughly 0 V. The chemical potential of the graphene can be determined by the
density of carriers. In the linear regime (not too far away from the K point), the
Fermi energy of graphene is related to the wave vector and density of carriers
as
EF = ~vF|kF| = ~vF
√
πn
where vF is the Fermi velocity, kF is the wave vector at the Fermi surface, and
n is the density of carriers. The density of carriers can be calculated from the
capacitance of the gate, and for our 300 nm thick SiO2 back gate dielectric, n =
7.2 × 1010∆VBG[cm−2], where ∆VBG is the displacement of the back gate voltage
away from the Dirac point. The chemical potential can be calculated by Ef ≈
31.4
√
∆VBG [meV]. The top gate is 9 times more efﬁcient in capacitive coupling,
therefore it can be calculated that n = 7.2×1011∆VTG[cm−2] and Ef ≈ 31.4
√
9∆VTG
[meV]. The ﬁrst photocurrent zero point happens at  1 =  2. At the back gate -15
V, we have ∆VTG = ∆VBG/10 ∼ 1.5 V, therefore ﬁrst zero-point for photocurrent
should occur at VTG ∼ 0.9 V.
A determination of the second zero photocurrent point involves an estima-
tion of the width of the neutrality region. Since the back gate dependence on
conductance often involves two Dirac points, we simplify the problem by as-
suming the the neutrality region is same for both the back gate dependence
55and the top gate dependence. This assumption is reasonable based on the fact
that our mobility is still relatively high [72]. Despite the asymmetry between
the hole-doping side and electron-doping side, we simply choose the width of
the neutrality to be the average of both sides, ∼ 200 meV. Using the expression
 1 2 = ∆2, we get the second zero point for the photocurrent at VTG ∼ 2.4 V.
Experimentally we read out from Figure 4.5c that the two regions of zero pho-
tocurrent production happen at VTG= 1.5 V, 2.4 V, compared to the theoretical
estimate 0.9 V and 2.4V.
This gate dependence study of the photocurrent at a graphene PN junction
clearly shows the contribution from photothermal current. However, as we
measure photocurrent as a function of the excitation power, the photocurrent
generated by pulsed laser excitation is less than the photocurrent generated by
continuous wave laser excitation. The photocurrent response at low temper-
ature shows a different saturation behavior for pulsed and continuous wave
excitation modes. At 12 K for under continuous wave excitation centered at
800 nm, shown in Figure 4.6a, the photocurrent is a linear function of excitation
power up to ∼ 50  W (Figure 4.6a inset). As we increase the excitation power,
the photocurrent started to deviate from the linear dependence. The overall
photocurrent can be ﬁtted as IPC ∝ P0.74±0.01, where P is the power. This non-
linear behavior has been observed before for the photocurrent at the interface
between single layer graphene and bilayer graphene, where a power exponent
of 0.8 was observed at high excitation power, which was attributed to the tem-
perature dependence of the thermal conductivity κ. In the case of the pulsed ex-
citation, the nonlinear dependence of photocurrent on power is different. There
were no linear regime observed at 12 K with the excitation wavelength at 800
nm down to excitation power ∼ 1  W, and the photocurrent seems to have a
56b
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Figure 4.5: (a) Gate dependence of the photocurrent for a device with the
source-drain spacing of 10  m, under the continuous wave ex-
citation of 620  W with the wavelength centered at 970 nm.
The temperature is 10 K. The red color corresponds to positive
photocurrent and the blue color corresponds to negative pho-
tocurrent. (b) Conductance as a function of top gate and back
gate of the same device at 10K. (c) Photocurrent as a function
of top gate voltage with the back gate VBG set to -15 V. This is
the line cut along the black dotted line indicated in (a). The red
line indicates zero photocurrent. (d) Conductance of the same
device as a function of top gate at back gate VBG= -15 V.
57universal dependence on excitation power as IPC ∝ P0.56±0.03. The overall pho-
tocurrent magnitude is lower than that from continuous wave excitation for a
given power, which is surprising from the photothermal photocurrent point of
view. This square root dependence is unlikely to be explained by absorption
saturation, which requires much higher intensity of laser [67]. The power de-
pendence of the photocurrent be explained by an additional annihilation pro-
cess: carrier recombination. The kinetic equation for the photon excited carrier
can be expressed:
dn
dt
= γP −
n
τ
− kn
2, (4.12)
where P is the continuous excitation power, γ is the conversion efﬁciency from
excitation power to carrier creation, τ is the escape time and k is the rate for
carrier recombination. Assuming we achieve a steady state (dn
dt = 0) under con-
tinuous wave excitation, we have n ∝ P at low excitation powers where the re-
combination is negligible. At high excitation powers recombination dominates
and we instead get n ∝
√
P behavior. Since our collected photocurrent is directly
proportional to n, this explains our linear photocurrent behavior at low contin-
uous wave excitation power, while the power dependence approaches a square
root dependence at high excitation powers. Similarly. pulse excitation gives an
intrinsically high carrier density and closely exhibits n ∝
√
P behavior for all
power investigated. We are going to investigate this in the following section of
time domain photocurrent measurement..
4.3.3 Time-Resolved Photocurrent Study
Here we adapt the principle of optical pump-probe spectroscopy to perform
time-resolved photocurrent experiments. Experimentally we achieve this by
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Figure 4.6: Power dependence of the photocurrent at 12 K. (a) Photocur-
rent vs. excitation power under continuous wave excitation at
800 nm, the red line is the ﬁtting which shows IPC ∝ P0.7. The
inset shows that the photocurrent at low excitation power can
be ﬁtted with a linear function. (b) Photocurrent vs. excitation
power under pulse excitation at 800 nm. The black ﬁlled dots
dots and the empty dots are two sets of data on the same de-
vice, the red line is the ﬁtting shows square root dependence.
59using a beam splitter to separate the incident pulse laser into two beams and
control the optical path length of one beam using a delay stage. Spatial and
temporal overlap of the two beams are conﬁrmed with an autocorrelation mea-
surement. Byusingoneofthebeamsasthepumpandcontrollingthetimedelay
between the “pump” and the “probe” beam, we can study the photocurrent re-
sponse as a function of the time delay. We are able to probe fast photocurrent
kinetics within instrument response resolution of 160 fs. More speciﬁcally, if the
pump beam and the probe come at exact the same time, the photocurrent re-
sponse will be greatly reduced compared to that when the delay time between
the two beams is very long. This result is a consequence of the nonlinear depen-
dence of the photocurrent on the excitation power (Figure 4.6b).
For this experiment we cool the sample to 15 K and applied an excitation
at 800 nm. The power was 0.93 mW for the pump beam, and 1.55 mW for the
probe beam. We observe a photocurrent dip (Figure 4.7a) at time delay zero
followed by photocurrent increase on both the falling side (time delay positive)
and the rising side (time day negative). Fitting these data with an exponential
function requires two exponentials to obtain reasonable ﬁtting, while they can
be ﬁtted well with a reciprocal function I = I0/(1 + kI0t) (Figure 4.7b) using one
free ﬁtting parameter k. Here I0 is the current drop at time delay zero, and k
is the decay constant. Fitting gives k ∼ 4.7 ns−1pA−1, and I0 ∼ 84 pA, which
corresponds to a characteristic time τ=1/(k I0) ∼ 2.5 ps. The asymmetry between
the rising side and the falling side is due to power asymmetry on each side.
On the rising side and the falling side, the “pump” and the “probe” beam are
switched, and they do not have the same power. On the falling side we have the
conventional strong pump beam and weak probe beam, while the on the rising
side we have the opposite scenario.
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Figure 4.7: Transient photocurrent measurement at 15 K with excitation
wavelength 800 nm. (a) Photocurrent measured as a function
of the time delay between the pump beam and the probe beam.
(b) With background subtracted and current sign reversed, the
transient photocurrent data is ﬁtted with an carrier recombina-
tion rate model.
61This observed agreement of our photocurrent decay with a reciprocal func-
tion of time τ can be explained by a recombination model. For pulse excitation,
the rate equation for density of carriers can be written as follows:
dn
dt
= Gδ(t) −
n
τ
− kn
2, (4.13)
where n is density of carriers, G is the generation of carriers, τ is the decay
time, and k is the decay constant for recombination. We approximate the laser
pulse as a delta function δ(t). Outside of the laser pulse width, if the linear
decay contribution n/τ is sufﬁciently small, the rate equation can be expressed
as dn/dt ≈ −kn2. With I ∝ n, this gives a solution:
I = I0/(1 + kI0t), (4.14)
which is the equation we used to ﬁt our data.
The kinetics revealed by the time resolved photocurrent is rather unique,
and the carrier annihilation information is not accessible to conventional optical
pump-probe absorption measurement which utilize Pauli blockade induced ab-
sorption change to probe energy relaxation. It is also important to have knowl-
edge of the recombination time so that devices with competitive electron escape
times can be engineered to enable high efﬁciency photodetectors or solar cells.
4.4 Conclusion
We have fabricated high quality dual gate graphene devices using CVD grown
graphene, and investigated the photocurrent response from the graphene PN
junctions. Our gate dependence study shows photocurrent contribution from
hot carrier transport, a conclusion similar to recent work from MIT [77]. We
62are also able to adapt the optical pump probe technique to resolve the ultrafast
dynamics of photocurrent generation in graphene, and ﬁnd that the transient
decay of the photocurrent signal provides the carrier recombination.
63CHAPTER 5
OTHER PROJECTS AND SUGGESTIONS FOR FUTURE WORK
Here I am going to brieﬂy mention our electrical transport studies on single
electron transistor (SET) devices made of colloidal nanoparticles and graphene-
based devices.
We have tried to use the electrophoresis trapping technique to develop a
general strategy for fabricating SET device made of colloidal nanoparticles. We
succeeded to fabricate one device with 5 nm gold nanoparticle and performed
conductance measurements at 4K. We have also successfully fabricated SETs
made of chemically synthesized Pt or Pd nanoparticles using a chemical as-
sembly method and performed conductance measurements in a dilution refrig-
erator with the electronic temperature ∼ 100 mK. We have performed electri-
cal transport studies on graphene-based devices and found differential conduc-
tance ﬂuctuations due to quantum interference.
5.1 Electrophoresis Trapping of Single Colloidal Nanoparticle
for Single Electron Transistor Device
5.1.1 Motivation
A single electron transistor (SET) refers to a transistor in which the current re-
sults from single electron tunneling instead of classical electron ﬂow. It usually
consists of a quantum dot connected to source and drain electrodes through
tunnel barriers. When the capacitance of the quantum dot is small enough, the
64charging energy induced by adding a single electron, e2/2C (C being the ca-
pacitance), induces an energy barrier that the electron has to overcome hopping
from source to drain. In this Coulomb blockade regime, a ﬁnite bias has to
be applied to overcome the charging energy to have current ﬂow, and current
vs. bias plot shows “staircase” behavior at the temperature where the thermal
broadening ≪ the charging energy. In the Coulomb blockade regime, nonzero
conductance occurs at zero bias when a gate voltage is adjusted so that the en-
ergies for having n and n+1 electrons in the dot are the same.
Coulomb blockade is a classical phenomenon, while further reduced quan-
tum dot size leads to energy quantization which results in additional differen-
tial conductance vs. bias peaks. Tunneling spectroscopy of these energy lev-
els in metallic nanoparticles is a powerful tool enabling the study of quantum
effects (electron-electron interaction, spin-orbit coupling, ferromagnetism etc.)
under reduced dimensions. Kuemmeth and Bolotin [78] achieved high quality
tunneling spectra using chemically synthesized gold nanoparticles. They chem-
ically synthesized 10 nm gold nanoparticle stabilized with citrate, and created
nanogap electrodes using the electromigration of gold nanowires. By function-
alizing the device surface with positive-charged molecules in aqueous solution,
they were able to form a dense but isolated gold particle assembly on the de-
vice. Ifonenanoparticlehappenedtobridgethesourceanddrain, themolecules
(both the functionalizing molecules on the surface and the citrate stabilizing the
gold nanoparticles) worked as tunnel barriers and formed a SET device. As
much as 40 excited states were observed at electronic temperature ∼ 100 mK.
Chemically synthesized nanoparticles have many important advantages for
tunneling spectra study. First, compared to metal clusters formed by evapo-
65ration onto a substrate, the chemical synthesis usually produces crystalline or
polycrystalline particles which have less defects compared to evaporated metal-
lic nanoclusters. Kuemmeth and Bolotin have shown that the transport in a
crystalline nanoparticle is nearly ballistic [78]. Second, we can choose the func-
tionalization molecules to be good insulating tunnel barriers whose transmis-
sion are not sensitive to bias or gate. The APTES+citrate barrier has already
enabled observation of as many as 40 excited states in gold nanoparticle [78].
Finally, chemists have developed synthesis and assembly recipes for various
particles and gained signiﬁcant knowledge about controlling the size, shape,
functionalization and even doping of nanoparticles. All these motivated us
to develop a general strategy for fabricating SETs with chemically synthesized
nanoparticles.
Here we present our data for a SET device with a 5 nm gold nanoparticle fab-
ricated using the electrophoresis trapping technique. Differential conductance
vs. bias and back gate at 4.2 K suggests that it is a single particle device. We also
barely resolve some of the excited states due to the relatively large level spacing
in 5 nm gold nanoparticles (average level spacing ∼ 2 mV).
5.1.2 Experiment and Result
Electropheresis trapping is a proven strategy for manipulating nano-object to
fabricate functional devices [79, 80, 81]. The basic idea is that if a nanoparticle is
placed in a nonuniform electrical ﬁeld, there will be a driving force, ∝ −∇(  P    E),
actingontheparticleandtendingtobringparticletothespotwiththeminimum
energy. In the break junction conﬁguration, the electrical ﬁeld is the strongest
66in the gap. Therefore the energy is minimized in the gap region. Once the
nanoparticle is trapped in the gap region and bridge the source and drain, the
electrical ﬁeld in the gap disappears and the trapping process stops. This self-
limiting mechanism ensures the trapping of a single nanoparticle.
Experimentally, we used a HP function generator to provide a sine wave
signal. The signal was applied to the gold break junction using a probe station.
Extra ions left from synthesis are bad for electrophoresis trapping because they
cause the screening of the trapping signal. We eliminated the extra ions by let-
ting the colloid solution diffuse through a half permeable membrane to a water
bath. The membrane would not allow the gold particle to pass through. Af-
ter we eliminated extra ions in the gold particle aqueous solution, we applied
a droplet of solution on the break junction using pipette. The frequency of the
sine wave is chosen to be 1 - 10 MHz to minimize possible charge screening.
The signal was sent to a digital oscilloscope to monitor the trapping. Usually
the trapping occur
However, the devices after trapping generally failed to show clear Coulomb
blockade behavior. The typical resistance of the device after particle trapped
was in the range of kΩ - MΩ, signiﬁcantly less than the SET fabricated using
chemicalassemblyofnanoparticles. Sometimestheresistancecouldbeaslowas
100 Ω. Scanning electron microscope image, as shown in Figure 5.1, shows that
the particles often form clusters, or even melt to form new electrodes, similar
to previous report [79]. One reason for this may be that citrate is a very weak
stabilizer for the nanoparticles and it only bind to gold nonspeciﬁcally.
We tried to ﬁx this issue by using nanoparticles coated with surfactant that
provides better protection of the gold surface. We used 5 nm gold nanoparticles
67Figure 5.1: Electrophoresis trapping of 20 nm citrate-stabilized gold
nanoparticle with gold break junction.
coated with dodecanethiol (Sigma-Aldrich), which were dissolved in toluene.
The thiol group strongly binds to gold surface. For one device, we were able to
observe clear Coulomb blockade at 4.2 K, as shown in Figure 5.2. The presence
of degeneracy points suggests that it is a single particle device. For a 5 nm
gold nanoparticle, the average level spacing is ∼ 2 mV, which is slightly larger
than the thermal broadening at 4.2 K (∼ 1.3 mV). Some of the excited states
barely show up in the Figure 5.2 as lines parallel to the diamond edges. The
conductance jump at back gate ∼ 8 V in Figure 5.2 is due to charge ﬂuctuations,
similar to data reported by Bolotin and Kuemmeth [82].
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Figure 5.2: Conductance vs. bias and back gate for a 5 nm gold nanopar-
ticle at 4.2 K. The gold nanoparticle was coated with dode-
canethiol to be stabilized in toluene solution. DC current vs.
bias and back gate were measured at 4.2 K, and we obtained
the dIdV through numerical differentiation.
5.1.3 Future work
Despite the success of this particular device, there are several issues to be ad-
dressed before one proceeds.
First, the trapping process is time-consuming and the yield is not high. The
electrophoresis trapping has be performed for each individual device indepen-
dently, and only one out of 36 devices we measured showed nice single particle
Coulomb blockade behavior. This might be resolved with a new electrophoresis
trapping technique employed in reference [81], where the oscillating signal (for
trapping) is only applied between one electrode and the global gate while the
69other electrode is left ﬂoating. If the signal frequency is high enough (≥ 100kHz),
the impedance between the gate and the ﬂoating electrode can be engineered to
be small (1/jωC, ω being the the signal frequency, C being the capacitance be-
tween the gate and the ﬂoating electrode). Therefore it is possible to design a
common electrode for all distinct devices, and perform electrophoresis trapping
for all devices by simply applying a AC voltage between the common electrode
and the gate.
The second challenge is that the trapping is not as self-limiting as it is de-
signed to be. After examining the device after trapping with SEM, we often
observe multiple particles or particle clusters in the gap. The failure of the self-
limiting scheme is probably due to the large resistance of the SET we eventually
achieve. The double tunnel barriersbetween the nanoparticle and the electrodes
limit the resistance of the device in the MΩ - GΩ range, therefore cannot reduce
the electrical ﬁeld in the gap efﬁciently. This problem can be solved by intro-
ducing a active feedback mechanism. We can send in a small lock-in signal in
conjunction with the AC trapping signal, and use the lock-in signal to detect the
resistance change of the device. Once the resistance drop from a open circuit
resistance (> 10 GΩ) to MΩ - GΩ range, the computer controlled program can
immediately shut off the AC trapping voltage to stop the trapping process.
Third, one practical issue we had was that the organic solvent evaporated
too fast. We could only try trapping a few devices a time before the evaporation
of the solution became serious. Bolotin [83] addressed that by cooling the stage
down by tens of degrees. However, the cooling also reduced the motion of the
nanoparticles and one is often limited by the freezing-point of the solvent. We
can address this by introducing a microﬂudic channel which seals the device
70and the solution to prevent the evaporation. In addition, by controlling the ﬂow
rate of the solution ﬂow in the channel during the trapping, much more efﬁcient
trapping of a single object can be achieved [84].
Lastly, we can rely on chemist to synthesize more complicated struc-
ture like nanoparticle-molecule-nanoparticle-molecule-nanoparticle structure
or nanowire-molecule-nanoparticle-molecule-nanowire structure. we can trap
the complex and use the nanoparticles or nanowires on the end as electrodes
and study the center particle as the quantum dot. The advantage is that the
electrophoresis trapping force is proportional to the dipole moment of the nano-
object and we might have larger moment by building larger structure. Also the
larger structure might be easier to bridge the source and drain electrodes. It has
been shown [80] that by linking the two gold nanoparticles to form a gold dimer
and trapping the gold dimer to the gapped region, the conductance of the link
molecule can be studied.
5.2 Single Electron Transistor Fabricated with Single Colloidal
Pt or Pd Nanoparticle
5.2.1 Motivation
Electron-electroninteractionsatthenanoscalecanbedramaticallydifferentthan
in the bulk and can lead to exotic states such as mesoscopic magnetism [85, 86].
The Stoner criterion predicts that spontaneous ferromagnetism occurs when the
gain in exchange interaction is larger than the loss in kinetic energy ( δ  Js > 1,
71 δ  is the density of states at Fermi level and Js is the exchange interaction).
For Platinum (Pt) or Palladium (Pd)  δ  Js is slightly less than 1, and the bulk
material of Pt or Pd remains nonmagnetic.
However, theresultcanbedifferentforananoscalePtorPdparticleinwhich
the energy levels are discrete. For a simpliﬁed picture as shown in Figure 5.3,
assuming the electron-electron interaction is repulsive and ignoring the Cooper
channel term, we have a universal Hamiltonian as [85, 86, 87]:
H =
X
α,σ=±
ǫαˆ nα,σ − Js ˆ S
2, (5.1)
where ˆ n is a number operator, α is the orbital index, σ is the index for spin, ˆ S
is the operator for the total spin and we assume the exchange interaction Js is
a constant. In this conﬁguration, the energy difference between the the singlet
state (S=0, Figure 5.3a) and the triplet state (S=1, Figure 5.3b) can be written as:
E0(S = 1) − E0(S = 0) = (ǫ1 − 2Js) − ǫ0 = δ1 − 2Js. (5.2)
We can see that the triplet state is favored if Js > δ1/2 which can be easier to
satisfy than the Stoner criterion for spontaneous magnetization.
Furthermore, randomness of the nanoparticle shape causes level spacing
ﬂuctuations which facilitate the formation of the high spin ground state in the Pt
or Pd nanoparticles. One might hope to observe this “mesoscopic magnetism”
directly by performing tunneling spectra study on a SET device made of a single
Pt or Pd particle.
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Figure 5.3: Lowest energy conﬁguration for (a) singlet state (S=0) and (b)
triplet state (S=1).
5.2.2 Fabrication and Measurement
After our success of obtaining a high quality tunneling spectrum from a SET
device made of a chemically synthesized gold nanoparticle, we tried to ex-
tend this technique to chemically synthesized Pt or Pd nanoparticles. By care-
fully tailoring the synthesis condition, we could reproducibly achieve Pt or Pd
nanoparticles of either single crystalline or polycrystalline quality. We syn-
thesized Pt nanocrystalline stabilized with Polyvinylpyrrolidone (PVP) [88],
which is one of most common stabilizers for Pt nanoparticle. We have also
made Pt nanoparticles with the surfactants sodium polyacrylate (Na-PAA)
[89], tetradecyltrimethylammonium bromide (TTAB) [90], and sodium citrate
[91]. The stabilizer of the synthesized nanoparticle can also be replaced with
amine- or thio- terminated ligands [92, 93] or K2BSPP (dipotassium bis(p-
sulfonatophenyl)phenylphosphane dihydrate) [94].
We focused in our exploratory work on citrate-stabilized nanoparticles.
73Sodium citrate has the advantages that it is a short ligand and the ﬁnal tunnel
barrier will not be too thick for conductance measurement. Secondly, the nega-
tive charge of the citrate ion can be adjusted with the pH of the solution (three
stages of ionization of the citrate ion) and the ﬁnal assembly density can there-
fore be tuned by tuning the repulsive force between nanoparticles. However, as
we discussed previously, citrate is a very weak stabilizer and therefore citrate-
stabilized nanoparticles can not be obtained through ligand exchange. We syn-
thesized nanoparticles directly adopting the recipe used in reference [91].es that
it is a short ligand and the ﬁnal tunnel barrier will not be too thick for con-
ductance measurement. Secondly, the negative charge of the citrate ion can be
adjusted with the pH of the solution (three stages of ionization of the citrate
ion) and the ﬁnal assembly density can therefore be tuned by tuning the repul-
sive force between nanoparticles. However, as we discussed previously, citrate
is a very weak stabilizer and therefore citrate-stabilized nanoparticles can not
be obtained through ligand exchange. We synthesized nanoparticles directly
adopting the recipe used in reference [91].
The details of synthesis are as follows. We prepare 0.1 mM K2PtCl4 aqueous
solution with deionized (DI) water (18 MΩ cm), mixed with 2-5 X concentrate
sodium citrate as a stabilizer. The concentration of sodium citrate is not critical
for the average nanoparticle size, but it does affect the shape of the particles. We
keep the mixture of the solution in a glass ﬂask sealed by a rubber cap, and use
one pre-annealed needle immersed in the solution for argon gas and hydrogen
gas injection. We use a second needle to release gas to another connected wa-
ter bath. The bubbling of the water bath is used to roughly monitor the ﬂow
rate of the gas. We purge the solution with nitrogen for 15 minutes to get rid
of oxygen, and then purge the solution with H2 gas for 30 minutes to ensure
74that the solution is saturated with hydrogen gas. A slow and constant ﬂow is
desirable and should result in a very gentle bubbling of the water bath. After
the ﬂow of hydrogen gas, the ﬂask is sealed immediately, and left overnight for
a complete reaction. The remaining hydrogen gas works as the reducing agent
to reduce the Pt2+ to Pt atoms. This reducing process is very slow and needs to
be left undisturbed to complete the reduction. The mixture color is initially yel-
lowish. At the end of H2 injection, it turns a little darker. After overnight when
the reduction is complete, the solution will have turned very dark brown. This
recipe produces Pt nanoparticles with average size of about 10 nm, as shown
in Figure5.4a. Unlike the gold nanoparticle, the Pt nanoparticles take on dif-
ferent forms other than spherical. The non-monodisperse distribution of size
and shape is not important here since we are aiming at studying a single parti-
cle. We have also synthesized smaller Pt nanoparticles (∼ 5 nm) stabilized with
sodium citrate simply by replacing K2PtCl4 by H2PtCl4, as shown in Figure 5.4b.
We have also synthesized Pd particle with similar size by replacing K2PtCl4 by
K2PdCl4 ( ∼ 10 nm nanoparticle) or replacing H2PtCl4 by H2PdCl4 ( ∼ 5 nm
nanoparticle).
We achieved Pt or Pd nanoparticle assembly with a similar strategy
as used for gold nanoparticles [78], except that we replaced (Aminoethy-
lamino)propyltrimethoxysilane(APTS)withaminopropyltriethoxysilane(APTES).
APTES turns out to be superior for two reasons. First, APTES is shorter than
APTS, which ensures a thinner barrier which is good for conductance measure-
ment. Second, the pKa of APTES is ∼ 10 [95] which is much higher than that of
APTS ( ∼ 6). It is easier to protonate the ATPES that APTS without jeopardizing
the stability of nanoparticles in solution. We only need to adjust the pH of the
colloid solution to control the particle-particle repulsion.
75We soaked the SiO2chip in 0.5% (v:v) fresh-prepared APTES aqueous solu-
tion for 10 minutes. The silane group of the APTES binds to SiO2 through cova-
lent binding (binds to the exposed -OH group). A submonolayer of APTES was
formed at the SiO2 surface after soaking. We adjusted the pH of the Pt colloid
solution to ∼ 3 and incubated the chip in the solution overnight ( 12 hours). At
a pH value of 3, all the APTES molecules are completely protonated and form
a positive-charged layer on the SiO2 surface, attracting the negatively-charged
citrate stabilized Pt nanoparticles. Because citrate is only partially negatively
charged at pH ∼ 3, Pt particle is also partially negatively-charged. The repul-
sion force between particles is reduced and we can form a dense-while-well-
separated particle assembly with the particle-particle spacing ∼ 10-20 nm, as
shown in Figure 5.4.
We applied this assembly recipe to achieve more than 10 SET devices with
a single Pt particle. The device geometry was similar to previous devices used
for gold nanoparticles [78], except that we employed a 20 nm thermal SiO2 back
gate dielectric instead of 30nm to enhance capacitive coupling to the particle.
We include a brief description of the fabrication here: 1) The alignment keys
was ﬁrst patterned on a 4 inch highly As-doped silicon wafer with 200 nm ther-
mal oxide with photolithography using a contact aligner. We achieve the ﬁnal
keys by a dry etch of the SiO2 followed by a deep Si etch. 2) Using the alignment
keys, we use stepper with photolithography to deﬁne the back gate window,
which is 60  m by 60  m squares. Photoresist is used as etch mask for HF wet
etch (BOE 6:1). After stripping off photoresist and MOS cleaning, we grow 20
nm thermal oxide on the gate window at 950oC. We then redo the wet etch again
without the etch mask, etching away the 20 nm oxide completely (and also thin-
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Figure 5.4: Scanning-electron-microscopy image of chemically synthe-
sized Pt nanoparticles. (a) Citrate stabilized Pt nanoparticles
synthesized with the precursor K2PtCl4. The average size is
about10nm. (b)CitratestabilizedPtnanoparticlessynthesized
with the precursor H2PtCl4. The average size is about 5 nm.
ning down the oxide outside the gate windows). We grow 20 nm thermal oxide
again on the gate windows. This two step oxide growth ensures a high quality
gate dielectric. 3) We lithographically deﬁne the back gate contacts of 200  m by
200  m squares followed by a complete HF etch of the SiO2 and then immedi-
ate ebeam evaporation of 2 nm Ti/10 nm Pt/ 50 nm Au. 4) We lithographically
deﬁne thin gold leads followed by ebeam evaporation of 2 nm/16 nm Ti/Au.
5) We lithographically deﬁne thick gold leads followed by ebeam evaporation
77of 3 nm/ 150 nm Ti/Au. 6) We use ebeam lithography to deﬁne a gold bowtie
stucture with the narrowest region being about 100 nm wide and follow that
with an ebeam evaporation of 16 nm gold. The gold bowtie has good electrical
contact with the thin gold electrodes.
We used electromigration at room temperature to create gold electrodes with
a nanogap. We coated the chip with APTES as described previously. The chip
then was incubated overnight in a Pt nanoparticle colloid solution to achieve the
ﬁnal device. We test the device after incubation using a probe station at ambient
conditions. Before incubation, all devices showed open circuit resistance, > 10
GΩ. After incubation with 10 nm Pt nanoparticle colloid, about 10-20% devices
shows ﬁnite resistance in the range 100 MΩ- GΩ. We cool the chip to 4.2 K and
nearly 100% of the devices with ﬁnite resistance reading shows single quantum
dot Coulomb blockade behavior.
We then cooled the device further down using a dilution refrigerator which
has a base temperature < 20 mK. The copper powder ﬁlter we used ensures an
electronic temperature of ∼ 100 mK. Because of the inhomogeous size distri-
bution, we had one SET made of a ∼ 30 nm Pt particle, shown in Figure 5.5a.
Because the resistance is large, we performed DC current vs. bias measurement
andobtainedtheconductancebynumericalderivation. WeusedanHPfunction
generator to provide a triangle waveform as the source excitation and collected
the current through a current ampliﬁer (Ithaco). The conductance measurement
showed that for the device with the large Pt nanoparticle the charging energy
was < 10 mV (Figure 5.5b). Becaused of the improved gate coupling, and more
imporantly the larger size of the particle, ∼ 40 charge states could be accessed
when the back gate was tuned between -4 V and 4 V, as shown in Figure 5.5c.
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Figure 5.5: A single-electron-transistor (SET) device made of a large Pt
nanoparticle (∼ 30 nm). (a) Scanning tunneling microscope im-
age of the device, with a ∼ 30 nm Pt nanoparticle connecting
the source and drain. (b) Conductance as a function bias and
the back gate voltage shows Coulomb blockade at a dilution
refrigerator base temperature < 20 mK. (c) Conductance mea-
surement with back gate voltage from -4 V to 4 V shows that
we can access 40 charge states by tunning the back gate.
With 20 nm good quality SiO2, it was possible to apply a gate voltage of more
than 10 V without any noticeable leakage current. In principle, we should be
able to add ∼ 100 electron to the 30 nm Pt particle one by one.
The image of a typical device with ∼ 10 nm Pt particle we obtain is shown in
Figure 5.6a. Figure 5.6b shows current vs. bias at back gate = 0 V. Conductance
map as a function of bias and back gate for this device is shown in Figure 5.6c,
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Figure 5.6: A single-electron-transistor made of a 10 nm Pt nanoparticle.
(a)Scanning tunneling microscope image of the device with a
10 nm Pt nanoparticle connecting gold break junction. (b) I-
V measurement at base temperature less than 20 mK shows
Coulomb blockade with the back gate voltage set to zero. (c)
Conductance measured as a function of the bias and back gate
voltage at base temperature less than 20 mK.
from which we can read out the charging energy, 2EC = e2/C, is ∼ 60 mV, compa-
rable to previous values obtained for 10 nm gold nanoparticles. However, when
we zoom in to the degeneracy point, we fail to observe discrete levels as in the
case for a 10 nm gold nanoparticle. This is possibly due to the large density of
states at the Fermi level for Pt, which is 8 times of that for gold, meaning that
the averaging spacing for 10 nm Pt nanoparticle will be 1/8 of that for 10 nm
gold nanoparticle, being ∼ 40  eV, comparable to the thermal broadening at 100
mK (∼ 30  eV).
We have tried to make a SET device with ∼ 5 nm Pt particle. However, the
yield for a single particle device was low in this case. We attempted to increase
80the density of the assembly by lowering the pH of the colloid solution, and we
obtained a device showing a “non-closing” Coulomb diamond which is typi-
cally for multiple particles connecting the source and drain, shown in Figure
5.7. A closer look at bias around -50 mV and 50 mV, with back gate between
-5.8 V to -5.2 V showed signs of discrete levels. A detailed scan, between bias
10 mV to 25 mV and back gate -5.5 V to -5.2 V (Figure 5.7c), showed parallel
conductance peaks similar to discrete states in single particle. This can be ex-
plained by two small Pt particle in series, which is consistent with the fact that
the conductance sign alternated between positive (red) and negative (blue).
5.2.3 Future Work
Although we observed signs of discrete levels in the particles-in-series scenario,
we failed to observe discrete levels in a single Pt particle, mostly due to the difﬁ-
culty of obtaining a single sub-5 nm particle SET device. The major challenge is
that while it is possible to create nanometer scale gap through electromigration,
it is hard to keep electrodes gap small because the gap widens at room temper-
ature during the chemical assembly, which we believe causes the low yield for
obtaining a SET with a sub-5 nm particle.
We have tried various methods to improve the device yieldfor sub-5 nm par-
ticles. We have used Pt break junction electrodes to create smaller and more sta-
ble gaps. We have tried to fabricate three gold bowties in parallel (parallel elec-
tromigration) to triple the devices number on a single chip. We have tried to as-
semble Pt particles speciﬁcally on a gold surface ﬁrst using 4-Aminothiophenol
(ATP) and then break the gold break junction at 4.2 K. We have also tried as-
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Figure 5.7: A device possibly consisting of multiple Pt nanoparticles in se-
ries was measured at a dilution refrigerator base temperature
less than 20 mK. (a) Conductance measurement as a function
of the bias and back gate showing Coulomb blockade with-
out degeneracy point, which is typical for multiple particles in
series.(b) A “zoomed-in” conductance measurement with the
back gate between -5.8V and -5.2 V shows signs of discrete lev-
elsinthebiasrange-75mVto75mV.(c)Afurther“zoomed-in”
conductance measurement for biases between 10 mV to 25 mV
and back gate voltages -5.5 V to -5.2 V.
82sembling Pt particle on SiO2 ﬁrst and then growing 1 nm Al2O3 using ALD and
then performed electromigration of gold bowtie on top of that at 4.2 K. None of
these methods worked.
However, with the recent ease of making large scale devices using CVD
graphene, it may be possible to solve this problem using graphene break junc-
tions. We can contact graphene stripes (with widths from 1  m to 5  m ) with
electrodes of a source-drain spacing of 1.5  m, we then perform electromigra-
tion of graphene at room temperature. Because of the stability of the carbon-
carbon bond and the large aspect ratio of graphene break junction, we hope to
get better yield for small particle SET devices. Without much tuning, we have
had some initial success with a 2 nm gold nanoparticle following the assembly
recipe discussed above. We loaded the device into a helium ﬂow cooled cryo-
stat and cool down the device in vacuum to 5 K. Figure 5.8 indicates that the
current vs. bias plot of this device shows Coulomb blockade with a large charg-
ing energy 2EC = e2/C ∼ 200 meV. Although the SiO2 as gate dielectric is as
thick as 300 nm, the Coulomb blockade is tunable with the back gate and we are
able to access the degeneracy point at the back gate 20 V. Further optimization
of this graphene break junction recipe might enable detailed study of sub-5 nm
nanoparticles at low temperature.
5.3 Transport Study of Gold Break Junction on Graphene
Graphene, a atomic layer of carbon atoms arranged in the honeycomb structure,
has risen to the frontier of scientiﬁc research because of its unique electrical,
optical, thermal and mechanical properties [96]. We have conducted studies of
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Figure 5.8: A single-electron-transistor (SET) device with a 2 nm gold
nanoparticle bridging a graphene break junction. Highly n-
doped Si underneath the 300 nm SiO2 works as the back gate,
and the degeneracy point is at the back gate voltage ∼ 20 V.
electron transport in graphene devices.
Quantum Hall measurements reveal that the carriers in graphene behave as
Dirac fermions [97, 98]. Graphene also has intrinsically high room temperature
mobility because of a prohibition against back scattering. However, ballistic
transport has been hard to observe possibly due to electron hole puddles on
graphene [99], fabrication induced defects, and/or scattering from low energy
phonon modes in SiO2.
Ballistic transport over a  m scale has been demonstrated on suspended
graphene [100, 101]. By getting rid of the SiO2 using HF wet etch and eliminat-
ing absorbed impurities by current annealing, clean graphene devices with mo-
bility as high as 200,000 cm2V−1s−1 were achieved, which enabled observation
84of the Fractional Quantum Hall Effect (FQHE). In our work, we tried to achieve
ballistic transport by decreasing the spacing of electrodes. A CVD graphene de-
vice with mobility of ∼ 1,000 cm2V−1s−1 can be readily achieved and we demon-
strated in Chapter 4 that further improvement is possible. With the mobility
of ∼ 1,000 cm2V−1s−1, the mean free path is about 10 nm, while we can achieve
sub-10 nm gap electrodes with electromigration.
We patterned gold bowtie electrodes on CVD grown single layer graphene
in a similar way as the devices we used for single nanoparticle SET . We ﬁnished
the gold bowtie structure by evaporating 1 nm/20 nm Ti/Au and follow that by
lift-off. The graphene underneath was 20  m wide. We performed electromigra-
tion at 4.2 K to ensure a small gap between electrodes.
Figure 5.9 shows the data from a device for which we performed electromi-
gration at 4.2 K and measured the differential resistance (dV/dI) using a small
lock in excitation (∼100  V). Before electromigration the resistance was about 50
Ω and after electromigration the resistance was in the kΩ regime. In Figure 5.9a
we plot the resistance a function of back gate and bias. It shows that the Dirac
point is at back gate ∼ 20 V. A detailed scan (Figure 5.9b) of the back gate voltage
between 15 and 25 V shows that there are ﬁne oscillations of resistance near the
Dirac point. To better understand this, we measured the resistance (dV/dI) as a
function of back gate voltage as shown in Figure 5.9c. The resistance oscillations
in Figure 5.9c are clearly sensitive to the back gate voltage such that they have
a higher frequency close to the Dirac point. This behavior can be understood in
terms of quantum interference [102]. The Fermi wavelength kF is related to the
gate voltage as
kF =
√
πn =
p
πCVg, (5.3)
85where n is carrier density, Vg is the absolute value of back gate voltage away
from the Dirac point, and C = 7.4 × 1010cm−2V−1 as we calculated in Chapter 4
for 300 nm SiO2 as back gate dielectric. This expression leads to
∆kF =
1
2
s
πC
Vg
∆Vg. (5.4)
With a simpliﬁed one dimensional picture, if the electrodes spacing is d, quan-
tum interference occurs if kFd = 2nπ or ∆kF = 2π/d. With this, we have
∆Vg =
4
d
r
π
C
p
Vg (5.5)
(∆Vg is an absolute value), which tells us that when Vg is closer to the Dirac
point, the scale of ∆Vg is smaller and the resistance (dV/dI) oscillations become
more frequent. Because the design of this batch of device was complicated and
there were multiple electron pathways available, it is hard to quantitatively ex-
tract the electrode spacing. In the future this might be improved with better
design of electrodes which ensures a single electrode pathway with a well de-
ﬁned spacing.
WealsostudiedtheresistanceﬂuctuationasafunctionoftheDCbias, shown
in Figure 5.9d. The resistance has a peak at zero bias and this peak is most
prominent at Dirac point.
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Figure 5.9: Resistance measurement at 4.2 K for a gold break junction de-
vice on CVD graphene sheet. (a) Resistance as a function of
Bias and back gate. (b) “zoomed-in” resistance measurement
reveals ﬁne oscillations. (c) Gate-dependent resistance mea-
surement shows quantum interference induced oscillations.
(d) Bias-dependent resistance measurement shows resistance
peak around zero bias, and the peak is the sharpest at the Dirac
point, which is at Back gate being about 20 V.
87APPENDIX A
DERIVATION OF THE SIMPLIFIED CONVOLUTION FORM
Here is a derivation of the simpliﬁed convolution form we used in Chapter
2.
The interference comes from the region adjacent to the point contact and the
transmission can be expressed as [21]
Ξ = 1 + gL + gR
where gL comes from transmission modiﬁcation due to quantum interference
from the left electrode and gR comes from the right electrode. This assumption
is valid for our device whose resistance is dominated by the point contact and
the reﬂection amplitude of electrons at the point contact is small.
After separating the integrals, the ﬁrst term can be written as
e
h
Z
￿
fF
￿
ǫ −  L (V)
￿
− fF
￿
ǫ −  R (V)
￿￿
dǫ ≈
e2
h
V fF (ǫ,T)
while one can see that integrals of the two terms:
R
gL × fF
￿
ǫ −  L (V)
￿
and
R
gR ×
fF
￿
ǫ −  R (V)
￿
are constants by changing variables of integration as follows:
Z
gL
￿
ǫ −  L (V)
￿
fF
￿
ǫ −  L (V)
￿
dǫ =
Z
gL (ǫ) × fF (ǫ)dǫ = const
Theonlynontrivialtermsaretheintegralsofthecrossterms:
R
gL
￿
ǫ −  L (V)
￿
×
fF
￿
ǫ −  R (V)
￿
and
R
gR
￿
ǫ −  R (V)
￿
× fF
￿
ǫ −  L (V)
￿
.
These can also be rewritten by a change of variables:
Z
gL
￿
ǫ −  L (V)
￿
fF
￿
ǫ −  R
￿
dǫ =
Z
gL (ǫ) fF (ǫ + eV)dǫ
88Z
gR
￿
ǫ −  R (V)
￿
fF
￿
ǫ −  L
￿
dǫ =
Z
gR (ǫ) fF (ǫ − eV)dǫ
After all these, we can take the derivative of (2.1) and have for the conduc-
tance
dI
dV
(V,T) ∝ const −
e2
h
Z "
gL (ǫ)
df
dǫ
(ǫ + eV) + gR (ǫ)
df
dǫ
(ǫ − eV)
#
(A.1)
89APPENDIX B
DERIVATION OF THERMAL CURRENT
Here is the derivation of the thermal current expression we used in Chapter
3. Equation refeq:Ithermal can be derived analytically using Landauer formula,
which is appropriate for our devices with resistance R = 5-20 kΩ.
I =
2e
h
Z
(f1 − f2)t(E)dE =
2e
h
Z
∂f
∂T
∆T × t(E)dE
This can be further converted to
I =
2e
h
Z
t(E)
 
−
∂f
∂E
!
E − EF
T
dE × ∆T
Using the fact that ∂f/∂E is an even function and only keeping the leading
nonzero term, we have
I ≈
2e2
h
k
e
Z  
∂t
∂E
!
EF
 
−
∂f
∂E
!￿E − EF
kT
￿2
with the special integral
Z
x2
1 + x2e
xdx =
π2
3
The expression can be ﬁnally achieved as following:
I ≈
 
π2
3
k2
e
T
!
2e2
h
 
∂t
∂E
!
EF
× ∆T =
 
π2
3
k2
e
T
! 
∂G
∂E
!
EF
× ∆T
which is our expression for the thermal current in Equation 3.1.
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