Abstract. We study the questions of existence and uniqueness of non-negative solutions to the Cauchy problem
(Communicated by the associate editor name)
Abstract. We study the questions of existence and uniqueness of non-negative solutions to the Cauchy problem    ρ(x) ∂tu = ∆u m in Q := R n × R + u(x, 0) = u 0 in dimensions n ≥ 3. We deal with a class of solutions having finite energy
E(t) = R n ρ(x)u(x, t) dx
for all t ≥ 0. We assume that m > 1 (slow diffusion) and the density ρ(x) is positive, bounded and smooth. We prove existence of weak solutions starting from data u 0 ≥ 0 with finite energy. We show that uniqueness takes place if ρ has a moderate decay as |x| → ∞ that essentially amounts to the condition ρ / ∈ L 1 (R n ). We also identify conditions on the density that guarantee finite speed of propagation and energy conservation, E(t) = const. Our results are based on a new a priori estimate of the solutions.
1. Introduction. This paper studies the questions of existence and uniqueness of non-negative solutions to the Cauchy problem for the following Porous Medium Equation in an inhomogeneous medium (shortly IHPME)
where we assume that n ≥ 3, m > 1 (slow diffusion), and ρ(x) is positive, bounded and smooth. This type of non-homogeneous equation has been proposed as an approximate model of heat transfer by radiation in highly inhomogeneous media, Setting and motivation. We devote the next paragraphs to explain the setting, motivation and main precedents to the present work. The weighted space L 1 ρ := {f measurable in R n :
R n ρf dx < ∞} will play a prominent role throughout the paper. We introduce the following notation for the positive cone:
ρ : f ≥ 0 a.e.}. The condition u 0 ∈ L + ρ is natural both mathematically and in the applications. When we think of the equation in (1) as a model of heat transfer by radiation in a non-homogeneous medium, as mentioned above, the quantity u L 1 ρ represents the total thermal energy associated to the distribution of temperature u (we are assuming that the quotient diffusivity/specific heat has been scaled to unity). Thus, such distributions correspond to a finite amount of thermal energy in the space. From the mathematical point of view, this space is the analog of L 1 (R n ) for the homogeneous porous medium equation, and is the space where the equation generates a semigroup of contractions.
We will use the following definition of weak solution.
We say that a function u(x, t) is a weak solution to (1) if (i) u(x, t) is non-negative and continuous in Q;
THE INHOMOGENEOUS PME IN SEVERAL SPACE DIMENSIONS Contents of the paper. Section 2 is devoted to state and prove the main estimate, Theorem 2.1, and is in turn divided into smaller paragraphs containing the different steps of the proof, which relies on rather different tools from the symmetrization techniques, as introduced in [ReV1] and subsequently used in [ReV2] . Essentially, we reduce the problem to estimating solutions to a certain related elliptic problem. The core of the new estimate is contained in a separate appendix since it might have some interest in itself.
Section 3 deals with the existence question, arriving at the existence result of Theorem 3.1. We get rid of all radial symmetry assumptions considered in our previous work [ReV2] and show existence of solutions for merely bounded densities ρ(x). The estimate proved in the previous section is the key ingredient in order to extend the class of data.
In Section 4 we state and prove our uniqueness result, Theorem 4.1. We show that the solution is unique in a class of functions with finite energy and bounded for positive times, for all densities which are power-like at infinity with a moderate decay
see Theorem 4.1. In a sense, the natural semigroup condition u ∈ C([0, +∞) : L 1 ρ ) replaces the growth condition (59) used in the literature, [E] , [EK] , [EiKP] , at least for densities satisfying (3). This result is optimal in the class of power-like decaying densities, since for ρ ∼ |x| −γ with γ > n our class includes the bounded functions where non-uniqueness takes place. See discussion on previous literature in Appendix III.
Section 5 is devoted to the question of finite propagation and energy conservation. We prove that compactly supported data remain compactly supported for t > 0 if ρ(x) ∼ |x| −γ with γ < γ 2 . This result is an improvement on those in [KK] . The proof makes use of our new estimates and the existence of a family of compactly supported Barenblatt-type solutions.
Three appendices are included for the reader's convenience: Appendix I contains the explicit calculations of the Barenblatt-type solutions of the singular problem (33). These solutions are used in the proof of the finite propagation property in Section 5. Appendix II contains an estimate for subsolutions of a certain sublinear elliptic problem, used in the proof of our main estimate in Section 2. Finally, Appendix III contains a detailed reference to previous work that may be useful to the reader in assessing the present work and the open problems.
2. Boundedness of solutions. Main estimate. In establishing a priori estimates, and prior to the proof of uniqueness, we need to deal with the class of minimal solutions as defined in [EK] by approximation with weak solutions of Dirichlet problems in bounded domains, see Appendix III. Thus, we will consider in this section the corresponding minimal solution u(x, t) of Problem (1) defined in E and let u(x, t) be the corresponding minimal solution as in [EK] . Assume that ρ(x) is positive, bounded, smooth and such that
, then there exists a constant C > 0 depending only on E, m, n, and γ such that
only on E, d, m, n , and γ such that
In (i) and (ii) above γ 2 := n − (n − 2)/m, and the value of the exponents is
Remark 1. The authors show in [RV1], by means of the technique of weighted symmetrization, that the IHPME enjoys an L 1 ρ -L ∞ regularizing effect, i.e., solutions with L 1 ρ initial data are bounded for every t > 0. The above theorem is an improvement on the results of [RV1] in two respects: (i) no radial symmetry assumption is needed on ρ, and (ii) the decay rate depends on γ (note that α increases with γ in the range 0 ≤ γ < γ 2 = n − (n − 2)/m ), and the constant in (5) and (6) depends on ρ in a very simple way. We will show in [ReV3] that the exponent in (5) is sharp for large times.
The full proof of Theorem 2.1 will be given in Subsection 2.2 below. As a first and fundamental step, we prove a simplified version. This proof in turn depends on a series of lemmas. 
where
Proof. (I)
The basic idea is that of reducing the result to estimating subsolutions of a related elliptic problem. The lemma below takes care of this reduction.
Then, for a.e. t > 0, its restriction to t is a weak subsolution of the elliptic equation
Proof. Let u R denote the solution of the approximate problem (54). Since the operator L(u) = [ρ(x)] −1 ∆u m is homogeneous in u of degree m, the homogeneity estimate of Bénilan and Crandall [BC] implies that
holds in the sense of distributions in B R ×(0, +∞). Then it follows from the integral identity (2) that
. This inequality holds in the limit R → ∞ for the minimal solution u = lim R→∞ u R to problem (1), since we have a uniform control on ∇u m R L 2 , given by (56), as well as on
By the arbitrariness of ω, we conclude that
for a.e. t > 0. Note that by density the same holds for ζ ∈ H 1 (R n ). This proves our assertion.
(II) We take times t ∈ (0, T ) where the last lemma holds. From part (I), it follows by potential theory that u (t) m ≤ N , where N (x) is the minimal positive solution to − ∆N = Kρu.
In order to justify this assertion, we need to examine the properties of N and then justify the comparison.
(i) First, we need some basic facts on Marcinkiewicz spaces. They are defined for all 1 < p < ∞ as
for all measurable S ⊂ R n with finite Lebesgue measure, |S| < ∞. We recall that the smaller constant above, i.e.,
It is a known fact in potential theory that the Newtonian potential of an L 1 (R n )-function lives in M n/(n−2) (R n ), the solution map being continuous, cf. [BBC, BS] .
(ii) To justify the comparison we argue as follows: we use approximation with the solutions 0 ≤ u R (x, t) ≤ u(x, t) of (54) and apply Lemma 2.3 to u R ; we then obtain the inequality u 
Passing to the limit R → ∞, we conclude that u m ≤ N .
In order to exploit this result, we need one more fact about Marcinkiewicz spaces: for any ε > 0 there holds
One way of obtaining this decomposition is as follows: just write u = u 1 + u 2 , where u 1 = uχ {u<1} and u 2 = uχ {u>1} . It turns out that u 1 ∈ L p+ε and u 2 ∈ L p−ε and the maps u → u i are continuous. Combining this fact with (12), we get
for any ε > 0 and on any ball B = B R (x 0 ), x 0 ∈ R n , where C 3 depends only on n, R and ε. Since q > n/2, we can fix ε = ε(m, n, q) small such that
(III) The next step is obtaining better regularity for u m , more precisely local boundedness, starting from the regularity already obtained. We give the detailed argument in Lemma 7.1, Appendix II. This technical lemma, which contains the steps of the bootstrap argument, has been treated separately, since it may have independent interest. In the application, we take a point x 0 ∈ R n and work in a ball B as above. We take v = u m , r = 1/m, q as in the statement and p = p 0 . Lemma 7.1 yields the estimate
The conclusion of Theorem 2.2 follows from (14), (15) by letting the center of the ball vary on R n . The extension to all t > 0 is done by continuity.
Remark 2. The estimate above blows up as t → 0.
2.2. Proof of Theorem 2.1. The previous estimate can be strengthened for solutions defined for all t > 0 by means of a scaling argument. The function
is also a solution of the IHPME with weight
It is clear that ρ(x) satisfies the same bound (4) as the original ρ(x). Besides, we get the energy equality E = ρ(y) u 0 (y) dy = 1 if
At this point, we have to make a distinction between the cases 0 ≤ γ < 2 and 2 ≤ γ < γ 2 . In the first case, we choose q < n/γ. Then, the bound (4) guarantees that ρ L q (B R (x0)) is uniformly bounded, both with respect to L > 0 and the center of the ball x 0 , by a constant depending on A 1 and γ.
In the second case, however, such a choice of q is impossible. For any q > n/2, if the ball contains the origin, we lose the control of ρ L q (B R (x 0 )) as L → ∞. Thus, in this case we restrict our estimate to the complement of a ball B d centered at the origin. Choosing R < d/2, we can take x 0 arbitrarily in this set. The constant in (15) will depend on d through R.
Therefore, if 0 ≤ γ < 2 , estimate (8) holds for u at t 0 = 1 in the form
with A 1 the constant from (31). In the case 2 ≤ γ < γ 2 , it holds in the form
Translating this result in terms of u, we obtain, in the first case, the estimate
and, in the second,
It only remains to express k and L as functions of E, T . An easy calculation shows that
Plugging these values into (18) or (19), we get the desired result, (i) or (ii) in Theorem 2.1, accordingly.
3. Existence of solutions. As a straightforward consequence of previous existence theory and the new a priori estimate, we prove in this section we existence of weak solutions to (1) for general bounded densities. Proof. Much as in [ReV2] , we proceed by approximation.
Denote by u k the corresponding minimal solution. We know from the contractivity property (55) 
On the other hand, our main estimate (5) for γ = 0 gives
Plugging these estimates into (56), we obtain
where σ = σ(m, n) > 0 and C > 0 depends only on E, ρ L ∞ . Thanks to contractivity, we conclude that {u k } is a Cauchy sequence in C([0, +∞) : L 1 ρ )) converging to a limit u in this space. Thanks to (21), (20) , and the regularity results of [DiB] , it follows that u is a weak solution to (1) with data u 0 and estimates (55), (20) and (21) hold in the limit. The construction is complete and Theorem 3.1 is proved.
4.
Uniqueness. This Section is devoted to the proof of the following uniqueness result.
let us assume that
on R n for a constant A 0 > 0. Then, there is at most one weak solution to problem (1) according to Definition 1.1.
Proof. The proof strongly relies on the minimal construction from [EK] . We start by proving minimality in the class of bounded weak solutions, according to Definition 1.1.
Then, the solution constructed in [EK] is minimal in the class of solutions that meet all the requirements in Definition 1.1 up to τ = 0.
and denote by T Σ (f ) the trace of f on Σ. Thanks to our gradient estimate (56), restricted to the balls B R , the solutions of the approximate problems (54) are solutions in the sense of the following adaptation of Definition 1.1:
holds for every test function φ ∈ C 1 (Q R ) that vanishes on Σ and for large t.
Let now v be the restriction to Q R of a solution to (1) in the sense stated in the lemma. Clearly, v m ∈ L 2 (0, ∞ : H 1 (B R )) and has a well defined trace on Σ. From this and the facts that (iv) in Definition 1.1 holds with
there follows (Prop. 5.1, [Va2] ) that v is a solution of the nonhomogeneous problem in the sense of Definition 4.3, with condition (iv) replaced by (iv) :
Using now the comparison result in Theorem 5.14, [Va2] , we conclude that u R ≤ v in Q R . Passing to the limit R → ∞, we obtain u ≤ v, as desired.
Uniqueness will be a consequence of minimality and the following lemma.
, let u be any solution to (1) in the class described in Lemma 4.2, and let u denote the minimal solution with the same data. Let n ≥ 3, and let
Proof. Let 0 < t 1 < t 2 and let θ ε (t) with ε < (t 2 − t 1 )/2 be a smooth approximation of
, we plug the function
as a test in Definition 1.1. Passing to the limit ε → 0, taking into account that
in the sense of distributions and that u is continuous and bounded for t ≥ t 1 , we have
or, after integration by parts in space,
The same procedure can be applied to u, giving rise to an identity, analogous to (25) with u replaced by u. Subtracting these identities and denoting w = u m − u m ≥ 0 we obtain 
on [0, +∞)), with C 1 , C 2 > 0 not depending on R. We now pick R 0 > 1 and, for R > R 0 + 1, consider the function
if r ≥ R 0 . It is easy to see that ϕ R is continuous, nonnegative and compactly supported on R n . By modifying it in a small δ-neighborhood of R 0 with δ < 1, we can make it of class C 2 and such that the modified function, that we call ϕ R , satisfies ϕ R , ϕ R < 0 in that neighborhood.
Define now the radial function Φ R (x) = ϕ R (|x|). Plugging it into (26), and taking into account that ∆Φ R ≤ 0 for |x| < R and ∆Φ R = 0 for |x| > 2R we obtain
(28) Our goal is to show that the right-hand side in (28) tends to zero as R → ∞. Since uρ, uρ are integrable, u(t), u(t) are bounded for t ≥ 0 and (22) holds, using the bound from below for ρ and the mean value theorem, we have
where A(R) = {R ≤ |x| ≤ 2R}. By virtue of (27) and the fact that f : r → (r/R 0 ) 2−n is harmonic and f , |f | are bounded by c 1 (R 0 )R 2−n and c 2 (R 0 )R 1−n , respectively, we have
and C > 0 depends on R 0 and u L ∞ (Q) , the constants in (31), m, s and the constants C 1 and C 2 in (27), but not on R.
, the last integral goes to 0 as R → ∞ for t 1 and t 2 fixed. Passing to the limit R → ∞ we get from (28) and (29) that
1 , the monotone convergence theorem entails (24) for 0 < t 1 < t 2 . Continuity of the maps t → u(t), u(t) from [0, +∞) to L 1 ρ allows to pass to the limit t 1 → 0 in the above inequality. This proves the lemma. Now we can resume the proof of Theorem 4.1. Applying the previous Lemma with t 2 = t and t 1 = 0, we conclude that
for t > 0. By minimality, the integrand is non-negative, hence it is zero, by continuity. Thus we conclude the solution is unique in the class described in Lemma 4.
at t = 0, the uniqueness result proved above and the contractivity estimate for minimal solutions, see [ReV2] for the details.
We remark that the result holds also for n = 1, 2 and the proof is simpler, it does not need the harmonic adaptation in the annulus R 0 < |x| < R. We also observe that contraction for general bounded solutions with datum u 0 ∈ L + ρ is proved by [GHP] for those low dimensions, without any decay assumption on ρ. For n ≥ 3 and ρ ∼ |x| −γ with γ > 2, uniqueness does not take place in the class of bounded solutions, though it is recovered in the restricted class of solutions, decaying to zero in a certain sense, [EK] . In our class, uniqueness fails for γ > n, as it follows from the existence result in [KPT] , imposing Dirichlet condition u = const > 0 at infinity. Therefore, the uniqueness result above is sharp, in some sense.
5. Finite propagation and energy conservation. We recall that for ρ decaying like |x| −γ with γ > γ 2 , [KK] prove that the energy of minimal solutions decreases and, consequently, initially compactly supported solutions lose this property after some positive time. We prove below that under the complimentary hypothesis (the case γ = γ 2 is critical), the support remains bounded for all t > 0.
if u(x, t) denotes the corresponding weak solution, there holds supp u(·, t) ⊂ R (t + 1)
β (32) for some R > 0.
Proof. We recall that if 0 ≤ γ < γ 2 , there exist Barenblatt solutions to the singular problem |x|
for any E > 0. These solutions are explicit and have a self-similar structure. There are two regular cases and one critical, γ = 2, cf. Appendix I:
• 0 ≤ γ < 2: The solutions are
and profile F : [0, +∞) → [0, +∞) given by the explicit formula
where C = C(E) > 0. Observe that the profile F is continuous and compactly supported. Moreover, by the self-similar structure, the energy is conserved in time,
• 2 < γ < γ 2 : In this case the self-similarity exponents remain unchanged, and the profile F above is replaced by
and C = C(E) > 0, as above. Thus in this case the profile F is singular and compactly supported. The singularity at x = 0 is U E ∼ |x| (2−γ)/(m−1) . Condition γ < γ 2 guarantees that the total energy is finite, U E ∈ L 1 |x| −γ for each t > 0. As before, it is an invariant of the evolution.
• γ = 2. In this case, we have a logarithmic profile, that is,
. and values of α and β given by formulae (7) with γ = 2, while k = 1/m(n − 2). As in the previous case, the profile is compactly supported and singular at the origin, U E ∼ −k log |x| as x → 0. The energy is finite and preserved.
Our next goal is to compare the approximations u R with U (x, t) := U E (x, t + 1) in the region
where Ω = { U t > 0}, E is large enough and R = R(T ) such that supp U (t) ⊂ B R for 0 ≤ t ≤ T . If n = 2 and γ ∈ [0, 2), this has been done in full detail in [ReV2] . The same proof works for γ ≥ 3 and γ ∈ [0, γ 2 ), as it can be easily seen. Actually, the proof only depends on the existence of Barenblatt solutions of the singular problem (33), the L ∞ -estimates in Theorem 2.1 (which depend on the upper barrier in (31), and the possibility of taking the Barenblatt solutions as upper barriers, which is a consequence of the left inequality in (31). The L ∞ -estimate is used only for lateral comparison on ∂Ω = {|x| = Ct β , t ≥ 0}, C > 0, hence both (5) and (6) are suitable and the whole range γ ∈ [0, γ 2 ) is covered. We refrain from writing down the details and refer the reader to [ReV2] . We thus conclude in the limit T → +∞, R → ∞ that u ≤ U in Q, which in particular implies (32).
A straightforward consequence of the previous lemma is the conservation of energy, cf. [KK] , p. 119. The following holds. E and let (31) hold. Then, the total energy of the corresponding solution u(x, t) is preserved, i.e.,
Proof. For compactly supported data, it follows as in [KK] 
By the previous argument, the corresponding minimal solutions u k preserve the total energy,
Remark 3. By taking C = 0 in formula (37), we still obtain a solution U ∞ which is singular at x = 0 and positive on R n \ {0} for each t > 0 and such that
This solution has infinite energy ( E → ∞ as C → 0), thus justifying the notation. It plays the role of universal bound for all solutions in our class, in the range 2 < γ < γ 2 . In this respect, it is worth observing that if C > 0, nor (36) neither (37) are supersolutions to the equation in (1), due to the fact that U t changes sign, while ρ(x) and the singular density |x| −γ are ordered. If C = 0 in (37), however, we have
and U ∞, t < 0 for t > 0. It should be noticed that the decay rate given by U ∞ on sets of the form |x| ≥ ct β is worse than the one given in (6). Indeed, it is the rate corresponding to the slowest case γ = 2.
Remark 4. In [KK] , assuming only the left inequality in (31), the authors prove that for γ ∈ [0, 2], the interface of bounded, initially compactly supported solutions remains bounded for all t > 0. Consequently, the energy of solutions is preserved and the conclusion of Theorem 4.1 holds under this sole assumption.
6. Appendix I. Selfsimilar solutions. We devote this appendix to the explicit calculation of the Barenblatt solutions to (33), as well as to discussing their range of existence. Thus, to start with, we assume only γ ≥ 0. Since m > 1, it is natural to switch to the pressure variable
The equation for v reads
By analogy with the homogeneous case γ = 0, we try solutions of the form
with k = 0 and ε = 0 to have nontrivial x-dependence. In the region {V > 0} we have
On the other hand,
and the equation amounts to
Regrouping terms we see that necessarily δ = 1 and ε = 2−γ. This already excludes γ 1 = 2. The last two terms must cancel each other, so that
which also excludes the exponent
We now use the remaining two terms to calculateα:
This exponent changes sign if γ 3 = n. Summing up, there are three critical exponents to be taken into account. They coincide in dimension n = 2 which gives a special flavor to that dimension.
• Case 1. n ≥ 2 and 0 ≤ γ < 2. In this case ε,α and k are positive. It is easily seen that the function U = [(m − 1)/mV ] 1/(m−1) has compact support and solves the equation in (33) in the classical sense in {U > 0} ∪ {U > 0} c for x = 0 and t > 0. We still have to check the condition of weak solution on the free boundary, given by |x| = r(t), where
We must have ∇(U m ) = 0, i.e.. ∇V m/(m−1) = 0 on {|x| = r(t)} . Clearly, it is enough to have ∇V bounded since m > 1 and V = 0 on the free boundary. This last condition is obviously fulfilled. As a further comment for the experts, the Darcy's law at the free boundary means that |x| −γ V t = |∇V | 2 on the free boundary, which boils down to r (t) = −r (t) γ |∇V (r(t), t)|. Now, this holds since
Note finally that the concept of weak solution is satisfied by U at x = 0, even if the solution is not smooth there.
We can choose C > 0 as a free parameter that determines the energy
which is a conserved quantity. In this way, we have constructed a one-parameter family of weak solutions to (33) that extends the well known Barenblatt solutions of the homogeneous case γ = 0. They have the self-similar structure
with α =α/(m − 1) andα, β as in (43) and (44).
The energy E plays the same role as the L 1 -norm in the standard case. Moreover, we have |x|
in the sense of bounded measures in R n . Observe that for n = 2 , γ 2 = 2. Hence, all Barenblatt solutions in this case have been described above. Let us turn our attention to higher dimensions, where novelties appear.
• Case 2. n ≥ 3 and 2 < γ < γ 2 . Note that 2 < γ 2 < n. We can extend the Barenblatt formula to this interval as a singular Barenblatt solution, the name meaning that, since k < 0 and ε = 2 − γ < 0, the solution has an infinite value at x = 0. Moreover, replacing C by −C we can obtain a compact support. Note that α is still positive. The final formula is
with
The free boundary is still |x| = r(t) with r(t) = ct β and β > 0. The energy is finite, as can be easily checked. Note that α, β → 0 as γ → γ 2 which points out that γ 2 is the endpoint of this type of solution. We note in passing that besides being singular at x = 0 the Barenblatt solutions fail to have the regularity ∇u m ∈ L 2 loc when γ ≥ γ, where γ := 2 + ((m − 1)(n − 2)/2m) ∈ (2, γ 2 ). • Critical case. n ≥ 3 and γ = 2. As we noticed above, in this case no solution of the form (40) exists. Instead, we try the selfsimilar structure
Computations, similar to those carried out above, lead to the conclusionsα = 1, k = δ = 1/(m − 1)(n − 2). Due to the presence of the logarithm, this solution is, as in case 2, singular at the origin, where it is integrable with weight |x| −2 . There is a free boundary |x| = r(t) with r(t) = ct δ . Again, the energy is preserved during the evolution and (46) holds.
For completeness, we also consider the one dimensional case.
• Case 3. n = 1. This is a very particular case in which γ 3 = 1 < γ 2 = 1 + 1/m < 2 = γ 1 . For 0 ≤ γ < 1 we obtain regular Barenblatt solutions, with formula
.
(48) The space scale exponent is β = 1/(m + 1 − mγ).
For 1 ≤ γ < (m + 1)/m we get solutions with singular derivative at the origin. They do not decrease in time and they are not useful in describing the asymptotic behavior of solutions of the standard problems, cf. [GKKV] (they are super-solutions of the Cauchy Problem).
Remark 5. Barenblatt solutions for n = 1 and 0 ≤ γ < 1 were introduced in [KR1] , while for n = 2 and 0 ≤ γ < 2 they appeared in [ReV2] .
7. Appendix II. Elliptic regularity. We prove that weak subsolutions of certain semilinear elliptic equations are bounded, even in the presence of singular weights. Let B be a ball B = B R (x 0 ) in R n .
Lemma 7.1. Let 0 < r ≤ 1 and let v ∈ L p (B), p > r, be a nonnegative weak subsolution of the elliptic equation 
Proof. (i) Without loss of generality, we assume that v is positive and smooth. Under our assumptions, we have f :
with f s 1 bounded in terms of ρ q and v p in the same ball. As in (11) we consider the Newtonian potential N (x) of a modification of the right-hand side; more precisely, N will be the solution of
in the class M n/(n−2) (R n ). It is clear that N is uniformly bounded below in B R/2 by some positive constant depending only on R, n. We then consider the difference
and
(ii) In order to get a uniform estimate on w, we make use of the following result which is a simplified version of the Local Maximum Principle of [GT, Thm. 9.20] .
where the positive constants C and c depend on n and p.
In view of (51), we can apply the above lemma with g = 0 and p as in the statement of Lemma 7.1 to the function w defined in part (i). Taking into account that w + ≤ v, we conclude that w ≤ C 1 for some constant C 1 depending only on n, p, R and v p . It then follows from the definition of w that
for some constant C 2 depending only on n, p, R and v p . We are thus left with the task of estimating N .
(iii) By standard elliptic regularity and Sobolev imbedding, we have N ∈ L r 1 (B R/4 ) with 1
Moreover,
Since w is bounded, the function v is in the same L p -space as N , and then, by the Hölder inequality, f ∈ L s2 (B R/4 ) with
Again by regularity and Sobolev imbedding, we have N ∈ L r 2 (B R/8 ) with
Iterating the argument, we have N ∈ L r i+1 (B R/2 i+2 ) with
all the norms in the corresponding balls being controlled by a function of p, r, n, q, R, ρ q , v p . Clearly, thanks to our choice of q, {r i } is strictly increasing and r i → ∞ as i → ∞ (this is where we use that q > n/2). Therefore, for some i 0 , (p, r, n, q, R, ρ q , v p ) , hence the result.
and the Sobolev imbedding theorem then implies
Remark 6. The arguments above can be easily adapted in order to show that v is indeed bounded on any smaller ball B R (x 0 ) by a constant that depends only on p, r, n, q, R, R and the norms ρ q and v p in the ball B.
Remark 7. Concerning the sharpness of the assumptions on the exponent q in the L q -space of ρ, observe that the restriction q > p/(p−r) is necessary in order to have an L 1 function in the right-hand side of (49). As for the other restriction, let us take q < n/2 and let ρ(x) = c|x| −s with c > 0 and 2 < s < n/q so that ρ ∈ L q (B), B = B 1 (0). Given any p for which q > p/(p − r), take v(x) = C|x| −α with C > 0 and α < n/p, so that v ∈ L p (B). It is easy to check that v is a subsolution to (49) in B if
and C is suitably chosen. The assertion is thus false if q < n/2. 8. Appendix III. Related literature. 1) We discuss first a number of precedents on well posedness of the Cauchy problem for our type of equations. In the papers [E] , [EK] , assuming n ≥ 3, ρ and u 0 locally bounded, ρ > 0, u 0 ≥ 0 and
a solution to Problem (1) is constructed as the monotone limit of solutions to the initial-boundary problems
where B R = {x : |x| < R}. More precisely, denoting by u R the unique solution to (54) (which is in turn constructed by means of an approximation procedure), we
in Q, and this limit is a solution to (1) in the sense of Definition 1 in [EK] . We remark that the solution obtained in this way is minimal, i.e., u ≤ v for any other solution v according to the construction plus a simple comparison principle. Since minimality will play a prominent role in our arguments and we are going to be also using a different definition of solution, we prove in Section 4 that this property also holds in the class of solutions that meet the requirements in Definition 1.1 up to τ = 0.
2) In the paper [ReV2] , and assuming some radial symmetry and decay assumptions on ρ, we constructed the L 1 ρ -semigroup solution to (1) taking as starting point the minimal solutions of [EK] . The proof relies on using new a priori estimates. As a part of this construction, it has been shown that given two initial data
, and denoting by u 1 and u 2 the corresponding minimal solutions, we
for all t > 0. It should be mentioned that the solutions in [EK] are understood in the very weak sense, in the terminology of [Va2] , i.e. no derivative is retained in the equation, which is satisfied only in the distributional sense. However, when data are taken in the class L 1 ρ , it is possible to get a uniform (on R) "energy" estimate on the gradient ∇u m R , cf. [GHP] , [ReV2] , giving rise to a more regular minimal solution in the sense of Definition 1.1 above, with τ allowed to be zero. In the limit R → ∞, this estimate reads
(56) for any minimal solution u and 0 ≤ τ < T . This higher regularity is also found in [E] , for the author takes u 0 ∈ L ∞ (R n ) and ρ ∈ L 1 (R n ).
3) The uniqueness question for linear problems of the form ρ(x, t) u t = i,j a ij (x, t)u x i x j + i b i (x, t)u x i + c(x, t)u in Q := R n × R + u(x, 0) = u 0 has been considered in [EiKP] . In the particular case of problem (1) is a class of uniqueness for the Cauchy problem. In the critical case γ = 2, uniqueness takes place in a more restricted class of slowly increasing functions. On the other hand, if γ > 2, then non-uniqueness takes place in the class of bounded functions, and is restored if some decay assumption is imposed as |x| → ∞. For n ≥ 3, [EiKP] , the following condition is sufficient: [0,T ] |u(x, t)|] = 0, T > 0.
(4) The Cauchy problem
for n ≥ 3 and structural assumptions on G including both the linear (m = 1) and the nonlinear case m > 1 in problem (1) has been considered in [E] , [EK] , [KKT] , where the authors prove non-uniqueness in the class of bounded functions for γ > 2. This is done by showing that in this case minimal solutions satisfy
(here (53) plays an important role) and observing that constants are admissible solutions. Condition (59), which is slightly weaker than (57), turns out to be sufficient for uniqueness. This last condition, modified in order to avoid t = 0, is also used in [ReV2] .
4)
In the recent paper [KPT] , in the linear case m = 1, the authors prove a more general well-posedness result in the class of bounded functions, by showing that one can prescribe non-homogeneous Dirichlet or Neumann conditions "at infinity". Appropriate Dirichlet conditions have the form
where f ∈ Lip (R + ) is given. This problem is shown to be well-posed under an assumption that amounts to γ > 2 for power-like decaying densities. As for Neumann conditions at infinity, they are understood as energy conservation, and determine the solution uniquely if ρ ∈ L 1 . A related concept of Neumann conditions at infinity had appeared in the work of A. Rodríguez and one of the authors on very fast diffusion equations, [RoV1, RoV2] . It could be interesting to explore further that connection,which in both cases leads to existence and uniqueness of "unusual" solutions.
5)
The preceding results may be generalized in a number of directions to nonlinear parabolic equations with variable coefficients. Let us for instance mention the work of Tedeev [T] who treats doubly nonlinear equations of the type ρ(x)u t = div(u m−1 |∇u| l−1 ∇u).
