Clustering techniques have gained great popularity in neuroscience data analysis especially in analysing data from complex experiment paradigm where it is hard to apply traditional model-based method. However, when employing clustering analysis, many clustering algorithms are available nowadays and even with an individual clustering algorithm, choices like parameter settings and distance metrics are very likely to have impacts on the final clustering results. In our previous work, we have demonstrated the benefits of integrating clustering results from multiple clustering algorithms, which provides more stable, reproducible, and complete clustering solutions. In this paper, we aim to further inspect the possible influences from the choices of distance metrics in clustering analysis.
INTRODUCTION
Clustering has gained great popularity in exploring and identifying the natural distribution of huge amount of data in various research fields such as neuroscience [1] [2] [3] , bioinformatics [4] [5] [6] [7] and image processing [8, 9] . Clustering techniques are designed to partition the input dataset into several categories without explicitly training the classifier using labeled training data. This nature of clustering technique makes it a powerful tool when a new dataset without many ground truths is to be analysed, e.g. in biological or neuroimaging data analysis. However, clustering technique is described as an ill-posed problem whose solution violates at least one of the common assumption regarding cluster consistency, richness, and scale invariance [10] . Due to the fact that no a priori knowledge is used, the clustering algorithms could yield results based on its underlying assumption of the data structures that might be different from the structure of the input data. Thus, it is important to recognise that clustering results should be interpreted with great caution.
To address this, we have demonstrated the benefits of using consensus strategy in clustering analysis of fMRI dataset in our previous work [11] . We found individual clustering algorithm is exposed to the risk of failing to detect one or more clusters covering important brain regions while the scenario that clustering results from multiple algorithms are combined in a tunable manner is able to compensate the bias and incompleteness of individual clustering result, yielding more stable, reproducible, and complete consensus clustering solutions. Three clusters covering visual cortex, reward system, and auditory area were found to consistently show synchronised fMRI BOLD response patterns during affective processing of emotions conveyed in music listening [10, 11] . It is one of the few successful studies that have obtained such findings in the context of cognitive neuroscience of music.
In addition to the choice of various clustering algorithms, another factor that is likely to influence the clustering result is the distance metric or similarity metric, as it defines the space where objects are compared and assigned to corresponding clusters based on the chosen algorithms. In our previous work, we used Euclidean distance by default for all the clustering algorithm, i.e., K-means, hierarchical clustering and self organising map (SOM), aiming to mimic the real situation where many clustering algorithms have been used as well as the commonly used Euclidean distance metric.
In this paper, we set the scope to explore further the possible effect of the choice of distance/similarity metrics in consensus clustering analysis of fMRI data, thus enhancing the understanding of the performance of consensus clustering. We adopted the reverse engineering idea where we quantitatively compared the four distance/similarity measure within two clusters (Visual and Reward) reported in [11] . The distance/similarity measures we chose are L1 norm, L2 norm, Pearson correlation, and cross-correlation, all of which have been used in various neuroimaging studies [10] [11] [12] [13] [14] [15] [16] . We compared the distributions of these four distance/similarity values between objects in each cluster and the corresponding cluster centre. Results show that the clusters have very good quality and the intra cluster similarity conforms to the cluster selection criterion.
METHODS

fMRI experiment
The fMRI data comes from an experiment studying human brain responses to music with different preference and emotions, i.e. liked happy category (LH) [this represents the case of when a participant considers the music is "happy" and "likes" it], liked sad category (LS) [this represents the case of when a participant considers the music is "sad" and "likes" it], disliked happy category (DH) [this represents the case of when a participant considers the music is "happy" and "dislikes" it], and disliked sad category (DS) [this represents the case of when a participant considers the music is "sad" and "dislikes" it]. A total of 13 musicians and 16 non-musicians participated in the fMRI scanning sessions. The whole fMRI experiment for one participant has 450 scans (TR = 3s) including 32 music categories with each one repeated twice and each scan contains 228,453 voxels after preprocessing. In total, there are 1856 fMRI data segments corresponding to 1856 (= 29×64) listening trials. The study was approved by the ethical committee of the Helsinki University Central Hospital and complied with the Helsinki Declaration.
Consensus partition matrix generation
There are in total 1856 data excerpts with each one representing an experimental condition. Each excerpts data (normalized to zero mean and unit variance) was clustered based on Euclidean distance (L2 norm) by K-means, Hierarchical and SOM with K equals to 10, 25, 50, and 100 respectively. The individual clustering generated 22272 partition matrices that will be fed into a consensus clustering paradigm called binarisation of consensus partition matrices (Bi-CoPaM) [18] . The following procedure was applied on these individual partition matrices to produce the fuzzy consensus partition matrix with different tightness (intra cluster similarity) level.
(i) Relabeling: because clustering is unsupervised, there are no labels for the clusters in the different partitions, i.e. the ith cluster in one partition is not guaranteed to match the i-th cluster in another partition. Relabeling reorders, the clusters in the partitions so that they become aligned. Min-min approach was used to perform relabeling. Note that this relabeling method works on the clustering results with the same number of clusters K. The relabeling does not yield a complete correspondence between clustering solutions, however, the following steps will attenuate the inconsistency and keep the most consistent cluster members across multiple clustering solutions.
(ii) Fuzzy consensus partition matrix (CoPaM) generation: the relabeled partitions are averaged to produce a fuzzy CoPaM in which each voxel has a fuzzy membership value in each of the clusters based on the number of individual partitions that assigned it to it.
(iii) Quenching/Binarization: the fuzzy CoPaM is binarised to produce the final binary partition. Different threshold binarization (DTB) technique assigns a voxel to a cluster if and only if its fuzzy membership value in that cluster is higher than its closest competing cluster fuzzy membership value by the value of the parameter d. The parameter d ∈ [0, 1] controls the tightness of the cluster where d =0.0 is the least tight (most sparse) and d =1.0 is the tightest, indicating the best cluster quality.
Extracting clusters with good quality
The above procedure yielded consensus clustering solutions The M-N scatter plot technique [18, 19] is applied to optimize the final cluster results. All of the individual clusters appearing in the results are plotted on a 2-D plot (Figure 1) where the vertical axis (N) represents the logarithm of the number of voxels in the cluster and the horizontal axis (M) represents the average mean square error (MSE) values of the cluster over all of the dataset. The cluster closest to the top left corner of the plot (red dot) is selected as the best cluster (blue dot). This cluster consists of a large number of voxels (high vertical axis value), yet tight with high correlation (low horizontal axis value). Then the selected cluster and all of the other clusters that have overlaps with it, are removed from the plot. For the remaining clusters (dots), the closest remaining cluster to the top left corner of the plot is selected as the second best distinct cluster. The steps of selecting clusters and removing those with overlaps with the selected ones are repeated iteratively up to a preset maximum number of clusters or earlier when the scatter plots are empty.
Cluster topological filtering
The following filtering procedure was applied on the clusters generated by Bi-CoPaM and M-N scatter plot technique. Firstly, if a voxel's variance is greater than half of the mean of the variance for all the voxels in a particular cluster, and if more than seventy percent of the subjects showed a strong response at this particular voxel, the voxel was labeled as having "strong response". Secondly, the resulting clusters from the previous step were filtered by hypergeometric distribution test to exclude minor structures within each cluster. Voxels within a certain brain structure covering large connected brain area would feature a very small p value (normally below 0.001 level) while those covering tiny isolated brain structures would result in a relatively high p value (normally above 0.1 level). We chose p less than 0.001 to distinguish the major brain structures from the minor ones within each cluster. Finally, we used the fMRItoolbox, developed at University of Jyvaskyla [20] to remove the scattered small clusters.
Distance and similarity metric
Four distance and similarity metrics were used to inspect the cluster quality. Assume two BOLD time series vector and . The four metrics are defined as follows: a) L1 norm 
For each cluster (Visual and Reward) and each BOLD data excerpt, the above four metrics between every object in the cluster and the corresponding cluster centre (mean of all the objects) are computed. We then plotted the histogram of all the metric values with respect to each cluster and each metric to inspect the distribution of these distance and similarity values. Note that for the normalised cross correlation, the value is taken from the maximum value among all the delays, indicating the maximum correlation between two BOLD time series. The cross correlation metric is thus able to take the delay between two signals into account and find the best match at a certain delay.
RESULTS
Topology of clusters
Figure 2. and Figure 3 are the topology of the two clusters we chosen to inspect. Cluster Visual is the second cluster selected by M-N scatter plot and cluster Reward is the ninth. These two clusters consistently show synchronised BOLD response patterns during affective processing. Visual area is believed to be responsible for imagination and reward system is capable of processing various emotions and preference people perceived from the music listening.
Distribution of distance/similarity within cluster
The histogram is plotted for each cluster and each distance/similarity measure as shown in Figure 4 . The left column is the distribution of metric values in cluster Visual and the right column is the distribution of metric values in cluster Reward. From the second row, we can see the two clusters generated by Euclidean distance (L2 norm) has a very high tightness, where a majority of objects has a short distance to the cluster centre. Comparing cluster Visual with cluster Reward, Visual has an even tighter feature than Reward. This is a confirmation of the logic used in M-N scatter plot technique, which is to extract the clusters with a better quality (tight) before the rest of the clusters (less tight). Thus this is a good validation of the obtained clusters with dense objects around the cluster centres.
L1 norm, compared to L2 norm, still reflect the general tightness of two clusters Visual and Reward. Visual is more tight in the sense that more objects are closer to the centre. However, in terms of the norm values along the horizontal range, the L1 norm gives a larger mean distance from objects to the centre. This may not influence the clustering results when L1 norm is used, as the distance between objects in different clusters are also larger accordingly.
Similarly, the correlation and cross correlation metric in each cluster reflect the strong intra cluster similarity of the objects. Again, by comparing the two plots at the third row and fourth row respectively, the cluster Visual shows a tighter feature than cluster Reward, which conforms to the M-N plot strategy discussed before. An interesting point regarding the correlation and cross correlation metric (the last two plots on the second column) is there are some negative correlation values but no negative peak cross correlation values were obtained. This indicates a possible scenario that there is some phase lag between certain voxels' BOLD response patterns of a stimuli. Because the Pearson correlation measures the signal similarity at zero lag while cross correlation takes the signal lag into account and thus able to capture the most similar temporal features of two BOLD response patterns.
DISCUSSIONS AND CONCLUSIONS
Clustering has gained great popularity in exploring and identifying the natural distribution in neuroimaging data. However, clustering itself is an ill-posed problem whose solution violates at least one of the common assumption regarding cluster consistency, richness, and scale invariance. We have demonstrated the benefits of integrating clustering results from multiple algorithms instead of using only one clustering method. In this paper, we further explored another factor, i.e., similarity/distance metric, which is likely to introduce the differences between clustering results. Towards this aim, we adopted the reverse engineering idea where we quantitatively compared the four distance/similarity measure within two clusters (Visual and Reward) in our previous work [11] . That is to say, we did not carry out individual clustering experiments with respect to the similarity/distance metrics, rather we computed these four metric values for all the objects within each cluster already obtained by Euclidean distance (L2 norm). Here four similarity/distance metrics (L1 norm, L2 norm, Pearson correlation, and cross-correlation) were used to evaluate the intra cluster similarity of these consensus clustering results.
We found that these two clusters inspected (Visual and Reward) have good cluster quality in terms of the dense distribution of objects around the cluster centre. In addition, we further demonstrated the efficacy of cluster selection process by M-N scatter plot. The cluster Visual has a tighter cluster feature (higher intra cluster similarity) than the cluster Reward, which was selected after Visual, in all the four similarity/distance metrics. We spotted an interesting difference between correlation and cross-correlation metric in cluster Reward, where cross correlation can take the BOLD response pattern lag into account and being able to capture the most similar temporal features of two signals. This scenario is very possible as the coupling of brain regions are not always simultaneous.
Based on the results of the inspection, we can further confirm the quality of clusters obtained by consensus clustering paradigm Bi-CoPaM. By comparing the distributions of four metric values in each of the two clusters, we reckon that the similarity/distance metric selection will not significantly influence the consensus clustering results, despite the inevitable discordance due to the random behaviour of certain clustering algorithms, as they all reflect a similar cluster tightness feature. Hence the findings in this study enhance the understanding of consensus clustering analysis of fMRI data in terms of similarity/distance metric used in clustering.
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