The eight-point scheme is the simplest and fastest scheme for estimating the fundamental matrix (FM) from a number of noisy correspondences. As it ignores the fact that the FM must be singular, the resulting FM estimate is often inaccurate. Existing schemes that take the singularity constraint into consideration are several times slower and significantly more difficult to implement and understand. This paper describes extended versions of the eight-point (8P) and the weighted eight-point (W8P) schemes that effectively take the singularity constraint into consideration without sacrificing the efficiency and the simplicity of both schemes. The proposed schemes are respectively called the extended eight-point scheme (E8P) and the extended weighted eight-point scheme (EW8P). The E8P scheme was experimentally found to give exactly the same results as Hartley's algebraic distance minimization scheme while being almost as fast as the simplest scheme (i.e., the 8P scheme). At the expense of extra calculations per iteration, the EW8P scheme permits the use of geometric cost functions and, more importantly, robust weighting functions. It was experimentally found to give near-optimal results while being 8-16 times faster than the more complicated schemes such as Levenberg-Marquardt schemes. The FM estimates obtained by the E8P and the EW8P schemes perfectly satisfy the singularity constraint, eliminating the need to enforce the rank-2 constraint in a post-processing step.
Introduction
Numerous schemes have been proposed for estimating the FM from a set of noisy correspondences. Prominent examples are the (normalized) eight-point scheme (8P) [7] , the iteratively re-weighted eight-point scheme (W8P) [27, 28] , the Levenberg-Marquardt (LM) iterative minimization of the Sampson distance (LMS) [27, 28] , Hartley's LM-based algebraic distance minimization scheme (ADMS) [8] , the renormalization scheme (RNS) [11] , the fundamental numerical scheme (FNS) [2] , the heteroscedastic-errors-in-variable scheme (HEIV) [20] , the constrained FNS (CFNS) [4] , and the extended FNS (EFNS) [26] . Most of these schemes suffer from one or more of the following issues: c 2010. The copyright of this document resides with its authors. It may be distributed unchanged freely in print or electronic forms.
1. Implementation difficulty: Apart from the 8P and W8P schemes, most FM estimation schemes are relatively difficult to implement and understand for non-experts. 2. Improper incorporation of the singularity constraint: Some schemes do not take the singularity constraint into account while estimating the FM. Among these are the 8P and W8P schemes, FNS, HEIV, and RNS. An additional post-processing step is performed to correct the obtained estimate F 3 so that it satisfies the singularity constraint. This is performed either by the singular value decomposition (SVD) correction [9] or by iteratively correcting the estimates obtained by FNS or HEIV [11, 20, 26] . Whereas SVD-correction gives inaccurate results [21, 26, 28] , iterative-correction takes longer to run and makes the FM estimation process more complicated. 3. Minimization of non-geometric cost functions: Some schemes minimize the algebraic cost function to gain more speed at the expense of lower accuracy [8] . From accuracy point of view, however, it was experimentally and mathematically found that the switch from a geometric to an algebraic cost function has a smaller effect on accuracy than that incurred by the inappropriate incorporation of the singularity constraint [21, 26] . 4. Slow convergence: All FM estimation schemes run several times slower than the 8P scheme. For instance, Sugaya and Kanatani [26] found in an FM estimation experiment involving n = 100 correspondences that FNS (followed by SVD correction), FNS (followed by iterative correction), CFNS, LMS, and EFNS take 13, 15, 25, 22, and 37 times, respectively, longer to run than the 8P scheme. 5. Lack of robustness: Apart from LM schemes, all the FM estimation schemes that take the singularity constraint into account (such as EFNS and CFNS) produce poor results with data sets contaminated with outliers and/or badly-located data. This is because they are non-robust least-squares techniques [27] that consider all data, including outliers and badly-located ones, equally important. 6. Divergence possibility: Some iterative schemes may exhaust all iterations and terminate at a very bad result, even worse than the initial estimate. Such schemes are not very reliable to be used in practice. We show in our experimental evaluation (Sect. 5) that (the stable version of) FNS [4] and EFNS [26] may diverge. In addition, we provide the data set that makes them diverge as part of the supplemental material [5] .
This paper presents a simple, efficient, and effective approach for taking the rank-2 constraint into consideration during the estimation of FMs using the 8P and the W8P schemes. The two resulting schemes are called the extended eight-point scheme (E8P) and the extended weighted eight-point scheme (EW8P), respectively. The E8P scheme minimizes an algebraic cost function whereas the EW8P scheme minimizes a weighted algebraic cost function. Given an initial guess F k of the optimal FM estimate, the proposed approach replaces the nonlinear determinant function by a Taylor linear approximation at F k . A better estimate F k+1 is then obtained by solving the resulting linear system of equations, and the process is repeated until convergence. This is in contrast to the 8P and the W8P schemes which totally ignore the singularity constraint. The resulting iterative procedure is similar in concept to Newton's root finder and indeed has a similar rapid convergence.
The two proposed schemes have several advantages: 1. They are as simple to understand and implement as the traditional 8P schemes. 2. The E8P scheme was experimentally found to give exactly the same results as ADMS while being almost as fast as the simplest scheme (i.e., the 8P scheme).
3. The EW8P scheme not only improves the accuracy of the W8P scheme, but also runs about twice as fast. Experimental results indicate that it gives near-optimal results (its reprojection error is within 0.1% of the best result most of the time) while being 8-16 times faster than the more complicated schemes such as Levenberg-Marquardt schemes. 4. Similar to the LM scheme and the W8P scheme, the EW8P scheme offers a very flexible structure that permits the use of geometric cost functions and/or robust weighting functions. 5. The FM estimates obtained by the E8P and the EW8P schemes have unit Frobenius norm 1 and perfectly satisfy the singularity constraint, eliminating the need for a postprocessing step to enforce the rank-2 constraint.
Background
Let I and I be two perspective images of the same scene taken from different viewpoints. The epipolar constraint specifies that there exists a 3 × 3 rank-2 matrix F such that if p p p and p p p are the image coordinates of any 3D point P P P on respectively I and I , theñ
wherep p p = p p p T 1 T . The matrix F is called the Fundamental Matrix (FM) and the pair of points M M M = (p p p, p p p ) is referred to as a correspondence. We refer to the quantity
can be written in the following dot-product form:
where m m m = xx xy x yx yy y x y 1 T is called the measurement vector
T is the 9-vector containing the 9 entries of F in row-major order.
In theory, 7 correspondences between I and I are generally enough to estimate F. In practice, we are given a number n > 7 of noisy correspondences
. In this case, there is no a 3 × 3 rank-2 matrix that exactly satisfy the epipolar constraint (1) for all these noisy correspondences. So, we select the FM F that best fits these correspondences by solving an optimization problem of the following form:
where r i measures the residual of the correspondence M M M i as a function of the FM F( f f f ), and
Different FM estimation schemes may differ in the particular definition they adopt for the residual function r i , the way in which they enforce the rank-2 constraint, and/or the numerical scheme they use to solve the optimization problem in Eq. (3). Ideally, the residual function r i should measure the Euclidean distance d Ei in 4D space between the noisy correspondence M M M i and the hyper-surface S implicitly defined by the epipolar constraint (1). The Euclidean distance d E is also referred to as the reprojection error [9] . The rank-2 matrix
Ei is the maximum-likelihood (ML) estimate [9] and the schemes that carry out this optimization, such as bundle adjustment (BA) schemes, are regarded as the gold standard (GS). Since they are relatively expensive, GS techniques mainly serve as a benchmark against which other approximate schemes are evaluated.
A more efficient, yet accurate alternative to d E is Sampson distance d S . It has the following closed-form expression:
where w Si is the Sampson weighting [27] , l j is the jth component of the epipolar line l l l = Fp p p i , and l j is the jth component of the epipolar line l l l = F Tp p p i . Sampson distance d 2 S has the advantage of being a first-order approximation of
3 The Extended Eight-Point (E8P) Scheme
Derivation
The E8P scheme aims to minimize the same algebraic cost function of the 8P scheme but subject to the additional constraint that the estimated matrix is singular:
Let the measurement matrix M be the n × 9 matrix whose ith row is m m m i . It follows that
We hereafter refer to the 9×9 positive (semi-)definite matrix A as the moment matrix. Let
We shall refer to g 1 and g 2 as the constraint functions. It follows that Eq. (6) can be re-written as follows:
Introducing Lagrange multipliers converts (7) into the following unconstrained optimization problem 2 :
This leads to the following system of equations:
Assume that we are given a guess f f f k of the minimizerf f f . Let i be the first-order Taylor series approximation of the constraint function g i at f f f k . Then, i is given as follows:
The linearization i can be used to approximate the behavior of g i at any point f f f , but the approximation is highly accurate when f f f is sufficiently close to f f f k and when g i is a low-order polynomial that is free from exponentials, trigonometric functions, or any highly nonlinear functions. Consequently, if the guess f f f k is provided sufficiently close tof f f , we can replace each constraint function g i in Eq. (9) by its linearization i to obtain:
Substituting with the definitions of i into Eq. (11) yields
where 
and the 2 × 1 vector c c c k
The above system of equations can then be compactly rewritten as follows:
This is a linear system of 11 equations in the vector of 11 unknowns
. Finally, we can rewrite Eq. (13) in the following more elegant form:
where the 11 × 11 symmetric matrix L k and the 11-vector b b b k are defined as follows:
The linear system of equations (15) can be solved for x x x using standard elimination techniques such as the LU decomposition [6] . The first nine entries of x x x give the desired estimatef f f , whereas the two other entries give the less-interesting value of the Lagrange multiplier λ λ λ . It should be stressed that we do not make any use of λ λ λ in any subsequent computation. The estimate of f f f obtained from Eq. (15) may not exactly be equal to the minimizerf f f of (7) because the linearizations i may not have approximated the behavior of the original constraint functions g i atf f f exactly. Nevertheless, this estimate can be used as a better guess f f f k+1 of the minimizerf f f , allowing us to obtain more accurate linearizations i of the constraints g i and solve Eq. (15) again. Equation (15) should then be written in the following recurrent form:
This process is repeated until we find that subsequent estimates of f f f are sufficiently close.
Since the E8P approach relies on linear Taylor approximations near the solution, it exhibits a similar behavior to the Newton-Raphson scheme for root-finding: Once the current estimate is sufficiently close to the solution, the convergence becomes highly rapid. This is especially true in our case because the constraints being linearized are low-order polynomials that involve no exponentials or trigonometric functions.
It is not difficult to show that, upon convergence, the obtained estimate f f f k is a critical point (and hopefully the global minimizer) of the Lagrange version (8) of the optimization problem given in Eq. (7). Indeed, substitutingf f f = f f f k into the expanded update equation (12) reveals that f f f k satisfies the equation set in (9). This equation set defines the necessary conditions for the critical points of the optimization problem of Eq. (8) . The satisfaction of the last of these equations (g 2 ( f f f k ) = 0) does also imply that f f f k satisfies the singularity constraint.
A (17) every iteration [6] , where d = 11. Yet, a more efficient update procedure can be obtained if the 9 × 9 moment matrix A = M T M is invertible. This procedure further reduces the count of flops performed in each iteration to just (2d 2 ), where d = 9. The more efficient procedure can be derived as follows. If A is invertible, we can multiply both sides in Eq. (13) by A −1 to obtain the following formula for f f f k+1 in terms of λ λ λ :
Substituting Eq. (18) into Eq. (14) yields:
Define the 9 × 2 matrix T k = A −1 J T k and the 2 × 2 symmetric matrix 
An efficient and robust implementation should be able to switch between the two alternative solution procedures (17) and (20) based on the rank of M. When it discovers that M has rank 9, it should calculate A −1 once in a pre-processing step and use Eq. (20) to update the solution at each iteration. If it discovers that M does not have rank 9, it should calculate A once in a pre-processing step and use Eq. (17) to advance the solution. We describe one such implementation at the end of this section.
The E8P scheme requires an initial estimate f f f 0 of the minimizerf f f . As with the traditional 8P scheme, we can use the right singular vector v v v 9 corresponding to the smallest singular value d 9 of the measurement matrix M. Among all unit vectors, v v v 9 is the minimizer of |M f f f | 2 when the singularity constraint is ignored. With this particular choice, it takes the E8P scheme only 3-4 iterations to converge in most of the cases. We have also considered different choices of the initial estimate f f f 0 . When we used the estimate obtained by running the 7-point scheme [9] on a random subset of 7 correspondences, it took our technique about 5-6 iterations to converge. In all our experiments, the E8P scheme never diverged to a bad solution. This indicates that our technique converges rapidly and reliably to the correct solution whenever provided with a reasonable initial estimate f f f 0 .
Implementation
We present an efficient implementation of the E8P scheme in a MATLAB-like pseudocode. The implementation switches to the more efficient iterative formulation (20) if it discovers that the rank of M is 9. This will almost always be the case in practice because we are provided with n >> 8 noisy correspondences. It is assumed that we are given as input a set of correspondences
, a convergence constant δ , a maximum number of iterations max, and an optional initial estimate f f f 0 . It is also assumed that the coordinates of the input correspondences have been normalized as described in [7] .
M ← BuildMeasurementMatrix(C);
Use update equation (20) to advance the solution; Stop when max iterations are exhausted or when f f f k+1 − f f f k 2 ≤ δ 2 ;
else Precalculate A = M T M; Use update equation (17) to advance the solution; Stop when max iterations are exhausted or when f f f k+1 − f f f k 2 ≤ δ 2 ;
return f f f conv ;
The Extended Weighted Eight-Point (EW8P) Scheme
The (traditional) weighted eight-point scheme (W8P) attempts to minimize a cost function of the following form:
where each weight w i depends on both the correspondence M M M i and the FM f f f . The scheme carries out the optimization in the following iterative fashion. At iteration k, the FM estimate f f f k is used to evaluate the weight w i for each correspondence M M M i . The factor w i is then used to weight the corresponding row m m m T i in the measurement matrix M. The optimization problem can then be written as follows:
where the n × 9 matrix M k = W k M and W k is the n × n diagonal matrix diag(w 1 , w 2 , . . . , w n ). The W8P scheme can be made to minimize the Sampson geometric cost function by setting w i = w Si = 1/ |∇ ∇ ∇d Ai | [27, 28] . The scheme that results when this particular form of w i is used is called the Sampson scheme [3] . It can also be made to minimize a robust geometric cost function as in [27] by setting w i = w Si w Hi where w Hi is the robust Huber weighting that helps lower the effect of badly-located correspondences on the estimated FM. Similar to the 8P scheme, the W8P can be extended to directly incorporate the rank-2 constraint into the optimization. We refer to the resulting scheme as the extended weighted eight-point (EW8P) scheme. It differs from the E8P scheme in that the measurement matrix M has to be re-weighted in each iteration k by the weight matrix W k , yielding M k = W k M. Consequently, the update equation (17) changes into:
The implementations of the EW8P and the 8P schemes differ in two ways. First, the EW8P scheme calculates in each iteration a set of different weights and subsequently a new moment matrix A k = M T k M k . Second, the EW8P scheme does not use the solution procedure given in Eq. (20) because it needs to compute a different inverse A −1 k every iteration which wastes any possible gain in efficiency. Apart from these two differences, the EW8P and the 8P schemes have quite similar implementations.
Unlike the E8P scheme, the count of flops made in each iteration of the EW8P scheme is no more independent of n. This is due to the need to calculate a set of different weights and subsequently calculate a new moment matrix A k = M T k M k every iteration. This scheme may not, consequently, be as efficient as the E8P scheme. Practical experiments, however, show that the EW8P scheme runs many times faster than the other more complicated schemes (such as FNS, EFNS, LM). It is even faster than the less-accurate W8P scheme and Hartley's ADMS (as long as n is not very large).
Results and Discussion
The accuracy and efficiency of the proposed schemes were examined against several other existing schemes using 6 pairs of real images with varying numbers of correspondences. The schemes that were included in the evaluation are (a) the 8P scheme with SVD correction, (b) the E8P scheme, (c) the ADMS [8] , (d) the W8P scheme with Sampson weighting and SVD correction, (e) the EW8P scheme with Sampson weighting, (f) the stable version of FNS with SVD correction (FNSS) [2, 4] , (g) the stable version of FNS with iterative rank correction (FNSI) [26] , (h) the EFNS [26] , and (i) the LM minimization of ∑ i d 2 Si using the SVD 7-parameterization of Bartoli and Sturm (LMBS7) [1] . We have set the maximum iteration count of all schemes to 200. The normalization step proposed by Hartley [7] was applied on the input set of matches to improve the conditioning of the calculations with all schemes except for the EFNS where the points were uniformly scaled down with a factor f 0 = 1/600. The experiment and all schemes were implemented in C++ using double-precision arithmetic. The experiment was carried out on a Dell Vostro notebook equipped with an Intel Core 2 Duo T7500 (2.2 GHz) processor and 2.0 GB RAM.
For each pair of images, correspondences were established using the scale invariant feature transform (SIFT) [18] . Outlier matches were then removed using RANSAC along with the seven-point scheme [9] . The resulting set of inliers was then used as input to all the FM estimation schemes under evaluation. For each scheme, we recorded the root-mean-square reprojection error E of the obtained FM estimate F, the computing time T (in milliseconds), the least singular value σ 3 of the version of F having unit Frobenius norm, and the number of iterations i taken to converge. The quantity σ 3 is the singularity distance or the distance between the FM F and the hyper-surface in 9D of singular matrices. It is used to measure the degree by which F deviates from satisfying the singularity constraint. The reprojection error of a given correspondence M M M i with respect to F was measured by first correcting M M M i intoM M M i with Kanatani's iterative correction [13] and measuring the distance between M M M i andM M M i .
The 6 image pairs used in our experiment are shown in Fig. 1 . The measurements taken on these pairs are shown in Table 1 and are discussed below.
Across all data sets, the E8P scheme runs almost as fast as the 8P scheme while achieving a lower reprojection error. It gives almost the same results as ADMS while being much simpler and 2-22 times faster. Indeed, the two schemes are just different ways of minimizing the same algebraic cost function subject to the same set of constraints. Although these schemes are not as accurate as LMBS7, the accuracy gap shrinks with the increase in the number of correspondences (as in the Castle and Moebius sequences).
The EW8P scheme has an impressive performance. It achieves almost the same accuracy (quantity E in Table 1 ) as the more complicated schemes while being, on average, 11 times faster than LMBS7, 120 times faster than EFNS, and 12 times faster than FNSI 4 . Not only does it improve the accuracy of the W8P scheme but its running time as well. It also runs faster than ADMS except when the number of correspondences n gets very large (as in the Moebius sequence).
(a) Mosque A (36) [16, 17] (b) Sphinx (72) [23, 24] (c) Mosque B (172) [14, 15] (d) Corridor (412) [9] (e) Castle (524) (g) Moebius (2411) [10] Figure 1: The image pairs used in our experiment sorted ascendingly based on the number of matches (shown between brackets). The Castle sequence contains images 0 and 5 of the Lueven castle sequence [19, 22] . Table 1 : The performance of each scheme over the different data sets. E is the RMS reprojection error, T is the computing time in milliseconds, σ 3 is the singularity distance, and i is the number of iterations taken to converge.
As mentioned above, the accuracy of the EW8P scheme is almost the same as that of LMBS7 (its reprojection error E is within 0.1% of LMBS7). The only exception to this is the Mosque B sequence in which the reprojection error of EW8P is 7.6% higher than that of LMBS7. Yet, it is better than the reprojection errors achieved by all other schemes. In particular, both FNS and EFNS diverge in that particular case. Indeed, they exhaust all of the 200 iterations and terminate at a solution with a reprojection error that is relatively high. We have tried to do the estimation using the implementation written by the original authors of EFNS [25] but it also diverged. This indicates that the use of FNS and EFNS should be made with sufficient precautions to avoid their divergence possibility. As evidence, we provide, as part of the supplemental material, the set of correspondences identified in our experiment for the Mosque B sequence [5] . Table 1 also indicates that the singularity distance σ 3 of the proposed schemes is within the same small orders of magnitude of the singularity distances of the inherently rank-2 schemes (such as ADMS and LMBS7) and the SVD-or iteratively-corrected schemes (such as 8P, W8P, FNSS, and FNSI). It can therefore be deduced that the proposed schemes converge to singular FM estimates and no further post-processing is required to enforce that constraint. This observation agrees with the theoretical argument given in Sect. 3 that the convergence of the schemes implies the satisfaction of the singularity constraint.
Conclusion
We have presented two accurate, yet fast and simple schemes for FM estimation. The two schemes are called the extended eight-point scheme (E8P) and the extended weighted eightpoint scheme (EW8P). As their names imply, they extend the 8P and W8P schemes to effectively take the singularity constraint into consideration without sacrificing the efficiency and the simplicity of both schemes. Experimental results confirmed that the E8P scheme runs as fast as the 8P scheme while giving exactly the same accuracy of the ADMS. It is interesting to point out that the EW8P scheme improves the accuracy of the W8P scheme while running about twice as fast. Whereas the E8P scheme minimizes the sum of squared algebraic errors, the EW8P scheme minimizes the sum of weighted algebraic errors. With proper weights, the EW8P scheme can be made to minimize a geometric criterion or more importantly weight down bad data to obtain robust FM estimates.
When simplicity and/or ultimate speed are the major concern, the E8P scheme should be preferred to the 8P scheme as it offers better accuracy while being as fast and as simple. By sacrificing a little more speed, the EW8P scheme offers near-optimal results while still running 8-16 times faster than the more complicated schemes such as LMBS7. If accuracy is the major concern, the output of the EW8P scheme should be refined on using either LMBS7 or BA. When the input data set is contaminated with outliers and badly-located data, it becomes necessary to use the EW8P scheme and optionally follow it by LMBS7 or BA. In this case, a robust weighting function should be adopted and initial estimates of the FM as well as the noise standard deviation should be obtained using a robust technique like Least Median of Squares [27, 28] . Finally, the use of FNS and EFNS should be made with enough precautions due to their divergence possibility.
