Abstract. We prove a weak invariance principle in the Skorohod J 1 -topology for ergodic sums of locally (but not necessarily uniformly) Lipschitz continuous observables in the domain of attraction of a non-Gaussian stable law under the action of a Gibbs-Markov map, using the classical approach via finitedimensional marginals and J 1 -tightness.
Introduction
The study of ergodic dynamical systems naturally leads to many questions about stationary sequences with nontrivial dependence structure. If T is a map preserving a probability measure µ on (X, A), and f : X → R some observable (that is, a measurable function), the stationary sequence (f • T k ) k≥0 on (X, A, µ) is expected to exhibit properties similar to those of iid sequences as soon as T possesses sufficiently strong mixing properties, and f is regular enough. In particular, the sequence of ergodic sums S n (f ) := n−1 k=0 f • T k should behave like a classical partial sum process, for which functional limit theorems are available. Indeed, there is a well developed theory clarifying the asymptotic behavior of such sequences in situations with a Gaussian limit, see for example [MPU] .
In the present article we are interested in situations where f has a heavy tail, and its distribution µ • f −1 is in the domain of attraction of some non-Gaussian α-stable random variable G. Then there exist two sequences of constants A n ∈ R and B n > 0, n ≥ 1, such that distributional convergence (1.1) 1 B n (S n (f ) − A n ) =⇒ G as n → ∞ takes place provided that (f •T k ) k≥0 is an iid sequence. In the classical iid setup, the Stable Limit Theorem (SLT) (1.1) automatically entails a Functional Stable Limit Theorem (FSLT) (or weak invariance principle) in (D[0, ∞), J 1 ), which asserts distributional convergence of the partial sum processes S [n] given by (1.2) S [n] : X → D[0, ∞), n ≥ 1, S
[n]
to the α-stable Lévy process S = (S t ) t≥0 with S 1 distributed like G (see [S1] , [S2] ),
Here, D[0, ∞) is the Skorohod space of right-continuous real functions x : [0, ∞) → R possessing left limits everywhere, and we always use the Skorohod J 1 -topology (details below).
The SLT (1.1) has been extended, from the iid case, to some classes of measure preserving maps T and sufficiently regular observables f . However, it is well known that for dependent stationary sequences, the J 1 -FSLT (1.3) does not, in general, follow from the SLT (1.1). Instead, there are natural situations in which one has to use a weaker topology on D[0, ∞), like Skorohod's M 1 -topology. (See [T2] for concrete examples in which the J 1 -FSLT fails, and [MZ] for a positive M 1 -FSLT result.)
An important basic class of systems which we shall focus on is that of (mixing) Gibbs-Markov maps T . In this context, SLTs have for example been established in [AD] , [G1] , [G2] for certain observables f which are Lipschitz on cylinders.
Based on work in [T1] , the article [T2] proves a J 1 -FSLT (1.3) in certain dynamical situations, including that of piecewise constant observables on a Gibbs-Markov system. The very efficient approach used in these two papers is to study the asymptotic behaviour of the point processes which capture the occurrences of large individual observations, thus proving convergence to the limit process via its Lévy-Itô representation. Regarding FSLTs in dynamical systems it is remarked in [T2] that "... proving or disproving [the FSLT] seems to be much harder if one tries the typical approach using tightness arguments and convergence of finite dimensional distributions."
The purpose of the present paper is to do exactly this. We offer a way of using the classical "finite dimensional marginals plus tightness" approach in the setup of Gibbs-Markov maps.
In doing so, we extend the J 1 -FSLT from the class of piecewise constant observables f covered in §4.1 of [T2] beyond the standard class of uniformly piecewise Lipschitz observables studied in [AD] . The regularity condition we use is that the tail of the cylinderwise Lipschitz constant should not be heavier than the tail of f itself (which is not quite as general as the condition for the SLT used in [G2] ).
Main result
We begin by fixing notations and collecting the required background material.
Domains of attraction and canonical normalization. Let f be a measurable function on the probability space (X, A, µ). Recall that its distribution µ • f −1 is in the domain of attraction of some non-Gaussian α-stable random variable G, if there are α ∈ (0, 2), a slowly varying function ℓ (that is, positive and measurable with ℓ(ρs)/ℓ(s) → 1 as s → ∞ for every ρ > 0), and constants c 1 , c 2 ≥ 0 with c 1 + c 2 > 0 such that, as t → ∞,
The law of the specific variable G is then characterized by its Fourier transform
where c := Γ(1 − α) cos(απ/2) if α = 1 and c := π/2 if α = 1, β := c 1 − c 2 , while ω(α, t) := tan(απ/2) if α = 1 and ω(α, t) := −(2/π) log |t| if α = 1. The sequences (A n ) and (B n ) are defined in terms of the distribution of f in exactly the same way as in the case of the SLT (1.1) for iid sequences, so that
for n ≥ 1, and A n = 0 if α < 1, A n = γn (with an explicit constant γ) if α > 1, while the definition of A n is more complicated in case α = 1, see [AD] . One property which will be important below is that these constants always satisfy
We shall refer to (A n , B n ) n≥1 as the canonical normalizing sequence for f .
Distributional convergence. If R l , l ≥ 1, are Borel measurable maps of (X, A) into some complete separable metric space (E, d E ), ν l are probability measures on (X, A), and R is another random element of E (defined on some (Ω, F , Pr)), then we write
. This is distributional convergence to R of the R l when the latter functions are regarded as random variables on the probability spaces (X, A, ν l ), respectively. It includes the case of a single measure ν, where R l ν =⇒ R means that the distributions ν • R [B] , [GS] , [S1] , or [W] ). Two functions x, y ∈ D are close in this topology if they are uniformly close after a small distortion of the domain. Formally, let Λ be the set of increasing homeomorphisms λ : [0, 1] → [0, 1], and let λ id ∈ Λ denote the identity. Then t etc.
Gibbs-Markov systems. A piecewise invertible probability preserving system is a tuple (X, A, µ, T, ξ) where T : X → X is a measure preserving map on (X, A, µ), and ξ ⊆ A is a countable partition (mod µ) of X with A = σ(T −k ξ : k ≥ 0) and such that the restriction of T to any cylinder Z ∈ ξ is a measurably invertible map T | Z : Z → T Z with inverse v Z : T Z → Z. The partition and the system are said to be Markov if for each Z ∈ ξ the image T Z is measurable ξ (mod µ). It has the big image property if inf Z∈ξ µ(T Z) > 0. Write ξ n := n−1 k=0 T −k ξ for the family of cylinders of rank n ≥ 1. We denote the element of ξ n containing x by ξ n (x) (well defined for a.e. x).
The separation time of two points x, y ∈ X is s(x, y) := inf{n ≥ 1 : ξ n (x) = ξ n (y)}. For a parameter θ ∈ (0, 1) define a dynamical metric by letting d θ (x, y) := θ s(x,y) . Evidently, T is uniformly expanding w.r.t.
Consider the Radon-Nikodym derivatives v
with the big image property is said to be Gibbs-Markov if, in addition,
. In this case a routine argument shows that the system has bounded distortion in that there is some R ∈ [0, ∞) such that (2.6)
whenever n ≥ 1, Z ∈ ξ n , and E ∈ A.
Ergodic sums for our system will be denoted
If f is understood, we will simply abbreviate S n := S n (f ). To deal with observables f : X → R which are not necessarily uniformly piecewise Lipschitz, consider the associated ξ-measurable function
If ϑ f is unbounded, the decay rate of its tail µ(ϑ f > t) as t → ∞ provides a meaningful way of quantifying the overall regularity of the function. The stable limit theorems of [AD] which assume boundedness of ϑ f have been extended significantly in [G2] , where it is shown that for f in the domain of attraction of G, the assumption that ϑ η f dµ < ∞ for some η ∈ (0, 1] is sufficient for the SLT (1.1).
Statement of the J 1 -FSLT. Our main result takes the following form.
Theorem 2.1 (Functional Stable Limit Theorem for Gibbs-Markov maps).
Let (X, A, µ, T, ξ) be a mixing probability preserving Gibbs-Markov system, and f : X → R an observable in the domain of attraction of some α-stable random variable G, α ∈ (0, 2). Assume also that
Then, for the canonical normalizing sequence (A n , B n ) of f ,
Moreover, considering the partial sum processes given by
t ) t≥0 converge to the α-stable Lévy process S = (S t ) t≥0 with stationary independent increments S t+s − S t distributed like s 1/α G,
In (2.9) and (2.11), distributional convergence holds with respect to any probability measure ν ≪ µ on (X, A).
Remark 2.1. This result remains true if
a variant of the partial sum process which some authors prefer (see [T1] , [T2] , [W] ).
This is clear since sup
Remark 2.2. We emphasize that the method of [T1] , [T2] can also be used to deal with certain observables f which are less regular that the piecewise constant functions of the general result in §4.1 of [T2] . Indeed, Theorem 4.4 of that article even allows for certain observables which may be unbounded on cylinders. Note, however, that there cannot be sufficient conditions for the J 1 -FSLT which cover those observables f and, like (2.8), are in terms of (X, A, µ) and ξ alone (meaning that they do not relate f to the dynamics otherwise): Examples 1.2 and 2.1 of [T2] study observables with a singularity of the type x −→ x −1/α , α ∈ (0, 2), near x = 0 + under mixing Lebesgue measure preserving piecewise affine Gibbs-Markov maps on an interval. It is shown that a J 1 -FSLT holds in some cases, while it fails in others.
Preparations and Convergence of Marginals
We first record that due to bounded distortion (2.6) and the big image property, ♭ := inf Z∈ξ µ(T Z) > 0, a Gibbs-Markov system satisfies
This enables good control of conditional probabilities on cylinders. For our argument it will be crucial to keep track of the oscillations of ergodic sums on cylinders. We do so using the functions
The value which the ξ n -measurable function ϑ f,n takes on some rank-n cylinder Z ∈ ξ n will be denoted ϑ f,n (Z). This controls the oscillations of S n (f ):
Lemma 3.1 (Oscillation of ergodic sums on cylinders). Let (X, A, µ, T, ξ) be a probability preserving Gibbs-Markov system, and f : X → R an observable with ϑ f < ∞ on X. Then, for any n ≥ 1 and Z ∈ ξ n , we have
This easy estimate will be exploited through the following general observation.
Lemma 3.2 (Tails of exponentially weighted ergodic sums). Let T be a measure-preserving map on the probability space (X, A, µ), assume that g : X → R is a measurable function, and ρ ∈ (0, 1). Let
If the tail of |g| satisfies µ(|g| > t) = O(τ (t)) as t → ∞ for some regularly varying function τ of order −α (some α > 0), then there are constants ζ, s * > 0 such that
Proof. (i) Write τ (t) = t −α ℓ(t), t > 0, with ℓ slowly varying. Fix some q ∈ (ρ, 1). According to Potter's Theorem for slowly varying functions (Theorem 1.5.6 of [BGT] ), there is some s 0 > 0 such that ℓ(t)/ℓ(s) ≤ 2 max((t/s) α/2 , (t/s) −α/2 ) for s, t ≥ s 0 . Therefore there is some κ > 0 for which
whenever j ≥ 1 and s ≥ s 0 .
As a consequence,
(ii) Now observe, using T -invariance of µ, that for 1 ≤ m < n and t > 0,
Iterating this we obtain, for every n ≥ 1 and s > 0,
(In the last step we can drop the surplus ρ since ρ < 1.) With c > 0 a constant such that µ(|g| > t) ≤ cτ (t) for t ≥ t 0 , we then obtain, recalling (3.6),
which establishes our claim (3.5).
This leads to
Lemma 3.3 (Uniform tail estimate for the ϑ f,k ). Under the assumptions of Theorem 2.1, there is some constant ζ f > 0 such that
Proof. Observe first that the assumption that f be in the domain of attraction of G and the condition (2.8) on the tail of ϑ f together imply that
Finiteness of ϑ η f dµ for some η ∈ (0, 1], however, is the fundamental regularity assumption of [G2] . Theorem 1.5 of [G2] asserts that if such an observable f is in the domain of attraction of G, then its ergodic sums satisfy a a stable limit theorem as in (1.1), with constants (A n ) and (B n ) obtained from the law of f in exactly the same way as in the iid case. In particular, (2.3) then shows that
Now the assumptions of Theorem 2.1 also allow us to apply Lemma 3.2 to g := ϑ f and τ := τ f to obtain ζ f , s * > 0 such that for all ε > 0 we have µ (ϑ f,k /B n > ε) ≤ ζ f τ f (ε B n ) whenever k ≥ 1 and n is so large that ε B n ≥ s * . Combined with (3.9) this gives (3.7).
By standard arguments, the good distortion properties of T can also be expressed in terms of the transfer operator T of T , which is characterized by f • T · u dµ = f · T u dµ for f ∈ L ∞ (µ) and u ∈ L 1 (µ). We are going to use this via Lemma 3.4 (An L 1 -compact invariant set for T ). Let (X, A, µ, T, ξ) be a probability preserving Gibbs-Markov map. There is some strongly compact convex set H ⊆ L 1 (µ) such that T H ⊆ H, while for every n ≥ 1 and W ∈ ξ n , the normalized density µ(W )
Proof. This follows from bounded distortion, see for example [AD] . One can choose H := {f ∈ L 1 (µ) : f ≥ 0, f dµ = 1, and f has a version with D ξ (f ) < K} for a suitable constant K > 0.
We provide one more abstract lemma which is useful for proving convergence of finite-dimensional marginals.
Lemma 3.5 (Uniform changes of measures). Let (X, A, µ, T ) be an ergodic probability preserving system, and (G n ) n≥0 a uniformly bounded sequence of measurable functions G n : X → [0, ∞) satisfying
Suppose that H is a family of probability densities, (strongly) compact in L 1 (µ). Then
Proof. This follows from a classical companion (see [Y] or Theorem 2 of [Z3] ) to the mean ergodic theorem. In fact, it is contained in Proposition 3.1 of [Z2] .
We can then establish Proposition 3.1 (Convergence of finite-dimensional marginals). Under the assumptions of Theorem 2.1 we have, for all d ≥ 1,
Proof. (i) As pointed out in the proof of Lemma 3.3, Theorem 1.5 of [G2] yields (1.1), with the canonical normalizing sequence (A n , B n ). In partcular, (♦ 1 ) is satisfied.
For the inductive step, we fix any d ≥ 1 and assume validity of (♦ d ). To prove (♦ d+1 ) we fix any tuple 0 < t < t 1 < . . . < t d ≤ 1 (the case t = 0 being trivial), and any s ∈ R for which Pr[G ≤ s] > 0, and show that (3.12) (S
where E n := {S
[n] t ≤ s}. This suffices since S is a stable Lévy motion, and (♦ 1 ) guarantees that µ(E n ) → Pr[S t ≤ s] > 0.
(ii) We will work with conditioning events F n more convenient than the E n . Define E ′ n := {S [n] t − ϑ f,⌊tn⌋ /B n ≤ s} and F n := Z∈ξ ⌊tn⌋ :sup Z S
[n] t ≤s Z, n ≥ 1. Then E n ⊆ F n ⊆ E ′ n by Lemma 3.1, and Lemma 3.3 gives (3.13) ϑ f,⌊tn⌋ /B n µ −→ 0 as n → ∞.
Since S t has a continuous distribution, (µ(E ′ n )) has the same limit as (µ(E n )), and hence we also have µ(F n ) → Pr[S t ≤ s]. Therefore, (3.12) is equivalent to (3.14) (S
(Use (2.4) and the fact that (f • T k )/B k µ −→ 0, which is immediate from (2.1) and (2.3).) Therefore (3.14) is equivalent to
Note that F n is a ξ ⌊tn⌋ -measurable set. Therefore the density of µ Fn • T −⌊tn⌋ , that is, u n := T ⌊tn⌋ (µ(F n ) −1 1 Fn ) belongs to the closed convex set H of Lemma 3.4.
(iii) The desired convergence (3.15) can be established by checking that for every G :
Due to assumption (♦ d ), (3.15) is valid if the µ Fn • T −⌊tn⌋ are replaced by the single measure µ, and hence (3.16) is valid if the u n are replaced by the density 1 of µ. Therefore, (3.16) follows once we prove that
it is easy to see that
with £ a common Lipschitz constant for the g j , and Γ := max 1≤j≤d sup |g j |. Since T preserves µ and B n → ∞, the asymptotic invariance property (3.10) follows. Lemma 3.5 then gives (3.17) since u n ∈ H for all n ≥ 1.
Maximal Inequalities and Tightness
The proof of tightness will depend on the following maximal inequalities, which constitute the main technical tool of the present paper. (They generalize the maximal inequalities used in [Z1] .) Lemma 4.1 (Maximal inequalities for ergodic sums). Let (X, A, µ, T, ξ) be a probability preserving Gibbs-Markov map, and g : X → R an observable with ϑ g < ∞ on X. Denote S n = S n (g), n ≥ 0. Then, for any n ≥ 1 and κ > 0,
Moreover, for any n ≥ 1 and κ > 0,
Proof. (i) We fix κ > 0 and define families of cylinders by
and, since inf Z |S k | > κ − ϑ g,k (Z) for Z ∈ γ k (κ) by Lemma 3.1, we get
According to (3.1) we see that for any
Combining these observations we find that
where the last step again uses that {Z ∈ γ k (κ) : k ≥ 1} is a family of pairwise disjoint sets. This implies our maximal inequality (4.1) if we also note that
The second inequality (4.2) of our lemma is immediate from
(ii) Fixing κ > 0, we first note that by (4.5),
for some m ≤ n, and therefore there are k ∈ {1, . . . , n} and Z ∈ γ k (κ/2) such that
According to the definition of γ k (κ/2) above, we have
In case j = k this is clear for m = l, by our choice of j and l. On the other
, proving our claim. We therefore see that for any k ∈ {1, . . . , n} and Z ∈ γ k (κ/2),
and hence
for such Z, and therefore
Combining the last two estimates yields inequality (4.3).
We shall also need the following observation regarding the sequence (A n ). Note that the assertion below is trivial in most cases (when A n = 0 or A n = const · n).
Lemma 4.2 (Uniform control of translation constants A n ). For any distribution in the domain of attraction of a stable law, the canonical normalizing sequence (A n , B n ) satisfies (4.6) max
Proof. (i) Assume the contrary. Then there are η > 0 and sequences (n j ) j≥1 and (k j ) j≥1 in N such that k j ≤ n j and
But we are going to show that for any t * and (t * n ) n≥1 in (0, 1] with t * n → t * , (4.8) 1 B n t * n A n − A ⌊t * n n⌋ −→ 0 as n → ∞, which contradicts (4.7) and therefore proves (4.6).
(ii) To quickly validate (4.8) we use the classical case of the J 1 -FSLT. Assume that t * > 0 (the case t * = 0 being easier). Take an iid sequence (Z k ) k≥1 of random variables on some probability space (Ω, F , P) with the given distribution, let S n := n−1 k=0 Z k , and define
n ( S ⌊tn⌋ −⌊tn⌋ A n /n), so that by Skorokhod's functional stable limit theorem ( [S2] ), S
[n] =⇒ S. In particular,
=⇒ S 1 , and due to regular variation of (B n ),
Now consider homeomorphisms λ n ∈ Λ of [0, 1] with λ n (t * ) = t * n , and affine on [0, t * ] and [t * , 0], then λ n − λ id → 0 as n → ∞. Define time-changed processes
λn(t) , and note that (4.10)
(For any n ≥ 1 and ω ∈ Ω, the paths x = (
) −→ 0 uniformly as n → ∞, and therefore convergence of (
But (4.9) and (4.11) together give (4.8).
We can now tackle the crucial tightness condition. 
Proof. (i)
We check that the distributions under µ of the S [n] are uniformly tight as a sequence of Borel probability measures on D[0, 1] (equipped with the J 1 -topology). As a straightforward consequence of Theorem IX.5.2 of [GS] , this can be done by showing that for every j ∈ {1, 2, 3},
where, for x ∈ D[0, 1] and δ ∈ (0, 1),
To efficiently deal with the A n we define new observables f n : X → R with
for n ≥ 1 and t > t ′ > 0.
For later use, pick a constant
(ii) We first establish (♥ 1 ). To this end, we fix ε > 0 and observe that ∆
(1)
n S k (f n ) , which allows us to apply (4.1) of Lemma 4.1 to g := f n . This gives
1) and n ≥ 1. (4.14)
Consider the first expression on the right-hand side of (4.14). By Lemma 4.2, there is some n
Due to (2.9), we see that for every δ ∈ (0, ε α ) there is some k * (δ) such that
Since (B n ) ∈ R 1/α , there are k * and, for each δ ∈ (0, ε α ), some n * (δ) for which
(Indeed, There is some non-decreasing sequence (B * n ) ∈ R 1/α for which B * n ∼ B n as n → ∞, see Theorem 1.5.3 of [BGT] . Choose k * for which B *
δn for k ≤ δn.) Combining (4.17) and (4.18) we find that
Recalling (4.16) we thus obtain, for all δ ∈ (0, ε α ),
On the other hand, (4.15) shows that for every given k ≥ 1,
due to (2.9) and (2.4). Therefore,
Together with (4.20) this yields, for every δ ∈ (0, ε α ), Turning to the second term on the right-hand side of (4.14), observe first that trivially ϑ fn = ϑ f for every n ≥ 1, and hence ϑ fn,k = ϑ f,k for all k, n ≥ 1. But then Lemma 3.3 immediately shows that Using T -invariance of µ, and the inequalities (4.2) and (4.1) (again for g := f n ), we then find that µ ∆ Since n − ⌊(1 − δ)n⌋ ∼ δn as n → ∞, assertion (♥ 2 ) follows from (4.22) and (4.23).
(iv) We finally turn to (♥ 3 ). For any δ ∈ (0, 1), if n ≥ 1/δ then ⌊2δn⌋ ≥ δn, and thus for any triple t ′ < t < t ′′ as in the definition of ∆
δ , the points ⌊t ′ n⌋ ≤ ⌊tn⌋ ≤ ⌊t ′′ n⌋ are contained in an interval of the form [k ⌊2δn⌋ , (k + 3) ⌊2δn⌋]. Consequently, ∆
Therefore, {∆
δ (S [n] ) > ε} is contained in 0≤k≤n/⌊2δn⌋
and due to T -invariance of µ, we find that for δ ∈ (0, 1/2) and n so large that 1 + n/ ⌊2δn⌋ ≤ 1/δ,
Hence, applying (4.3) to g := f n ,
In view of (4.22) and (4.23) this shows that for every δ ∈ (0, 1/2),
and (♥ 3 ) follows as δ ց 0.
We can now conclude with the Proof of Theorem 2.1 . The SLT (2.9) is a consequence of the FSLT (2.11) since the limit process S is stochastically continuous. According to Corollary 3 of [Z3] it suffices to prove S
[n] ν =⇒ S in D[0, ∞) with respect to ν = µ, distributional convergence S
[n] ν =⇒ S for arbitrary ν ≪ µ then being automatic.
