Online teaching evaluations have replaced in-class teaching evaluations as the new norm for assessing teaching performance among institutions of higher education. Faculty are reluctant to adopt online teaching evaluations and raise concerns regarding lower response rates compared to traditional in-class evaluations. A low response rate implies an underrepresentation of the target student population and threatens the validity of the evaluation. The literature comparing online with in-class evaluations focuses on the average evaluation ratings and concludes, with few exceptions, that the two methods produce statistically indifferent results. The reliability of an evaluation, however, is not addressed. This study employs Monte Carlo simulation to investigate the effects of various evaluation conditions, including response rates, class sizes, and observed evaluation scores, on evaluation accuracy. The complex distribution of evaluation ratings are carefully simulated based on a real dataset, and the effects of the investigated factors on evaluation accuracy are calculated and analyzed. Implications for assessing teaching performance are discussed.
Introduction
Student evaluations of teaching are widely adopted as the main measure of faculty teaching performance among institutions of higher education (Layne, DeCristoforo, and McGinty, 1999; Dommeyer, Baum, Hanna, and Chapman, 2004; Fike, Doyle, and Connelly, 2010; Spooren, Brockx, and Mortelmans, 2013) . Validity of the measure centers on how well the participating students represent the whole class, i.e., the response rate. A low response rate implies an underrepresentation of the target student population and threatens the validity of the evaluation. The collected data are likely to suffer from nonresponse bias and yield inaccurate mean evaluation ratings (Thorpe, 2002; Nulty, 2008) . If non-responders hold some extreme but different opinions, the results will be misleading. This issue is also referred to as "Berkson's fallacy" (Berkson, 1946) in the study of conditional probability.
Concern with low response rates increases as higher education continues to replace paper-based, in-class teaching evaluations with online teaching evaluations (Anderson et al., 2006) as the latter often yield a lower response rate than the former. After reviewing a number of online evaluation studies, Nulty (2008) concluded that the online response rate averages about 23% lower than the in-class response rate. Given the important uses of teaching evaluations in academia -improving teaching performance and making promotion, tenure, and merit decisions -these concerns have led to research on the topic.
Numerous empirical studies have been conducted to compare online with in-class evaluations in terms of response rates and mean evaluation ratings (Avery, Bryant, Mathios, Kang, and Bell, 2006; Guder and Malliaris, 2010; Capa-Aydin, 2016) . With few exceptions, most studies concluded that online evaluations produce statistically indifferent results compared to in-class evaluations (Capa-Aydin, 2016) .
The results, although encouraging, do not alleviate the concerns regarding online evaluations and low response rates. The conclusion about the validity of online teaching evaluations is drawn from the statistical comparison between the mean evaluation ratings calculated from the two evaluation methods, either in experimental studies or field comparison studies. The reliability of these mean evaluation ratings, however, is not examined. This raises the concern of to what extent we can trust a mean evaluation rating associated with a low response rate, regardless of the evaluation method employed. In a commentary on the use of surveys, Evans (1991) proposed that to produce reliable results, a response rate should be 80% or higher, a threshold that is difficult to achieve in the context of teaching evaluations. From a statistical perspective, Nulty (2008) analyzed the sample bias caused by low response rates in teaching evaluations and provided a guide of required response rates based on class size; however, the guide was only suggestive as many sampling conditions were unknown. Another concern associated with a low response rate is the use of the arithmetic mean for teaching evaluations. Some colleagues question the calculation of evaluation means as student evaluation ratings are often grouped more heavily on one end, thereby not following the presumed normal distribution (Avery et al., 2006) .
This study employs the Monte Carlo Method (MCM) to investigate the effects of response rates on teaching evaluations to examine the variations of mean evaluation ratings induced by different sampling conditions (i.e., class sizes and response rates) and provide recommendations on the acceptable levels of response rates under different evaluation conditions. More specifically, the study attempts to answer the following three research questions:
1. To what extent does response rate affect the accuracy of teaching evaluations? 2. To what extent does class size affect the accuracy of teaching evaluations? 3. Does the observed teaching scores affect the accuracy of teaching evaluations?
The rest of the paper is organized as follows. First, MCM is explained as the main research method for the study. Second, a historical dataset of teaching evaluations from a public university is used for analyzing the data distribution pattern. Then, a simulation is carefully designed to reflect the evaluation process so that the simulated data duplicate a similar distribution pattern as that of the historical dataset. With the simulated data, deviations of two evaluation scores -'observed evaluation score' calculated from a random selection (simulating response rates) of a simulated evaluation population and 'true evaluation score' calculated as the average of the evaluation population (or 100% response rate) -are analyzed. The effects of the three factors (the underlying true evaluation score, class size, and response rate) on the observed deviations are examined, and implications from the MCM simulation results are discussed.
MCM Simulation
MCM is employed as the main research method for the study. Essentially, MCM uses a computer to model a problem with random data generated with certain probability distributions and conducts repeated data experiments to obtain values of interest that may provide insights into the problem solving (Kroese, Brereton, Taimre, Botev, 2014) . For the current research, the power of MCM is that the method allows a direct comparison between an "evaluation population" and an "evaluation sample", both of which are modeled by computer after the common pattern of evaluation processes. The evaluation population is unlikely to be directly measured in other empirical settings. As such, how sample means deviate from the relevant population means will shed light on the effects of the simulated factors in teaching evaluations.
The success of the method relies largely on the extent to which the simulated data can duplicate actual teaching evaluation data in terms of distribution patterns. A historical teaching evaluation dataset from a public university is used to form the baseline for the simulation.
Data Distribution Pattern in a Typical Teaching Evaluation
Student ratings of teaching evaluation do not follow a normal distribution. The data are typically negatively skewed, i.e., ratings concentrate on the higher end of the scale. On a typical 1-5 evaluation scale, the mean ratings commonly range from 3.5 to 4.5 (Avery et al., 2006) . For example, Fike et al. (2010) found evaluation means ranged from 4.2 to 4.51 for online and in-class evaluations. At the authors' institution, the teaching evaluation means range from 3.6 to 4.7 with an average around 4.2, and standard deviations range from 0.75 to 1.0. Such skewed distributions have been discussed in survey research as the ceiling effect (Vogt, 2005) . Another common bias in teaching evaluation data is the so-called "central tendency bias" (Rea and Parker, 2014) , of which students tend to give an "average" rating instead of an extreme one. These effects must be carefully modeled to form the simulated evaluation population.
To better understand the distribution pattern in the teaching evaluations, we used a historical teaching evaluation dataset from 2016 from a medium-sized public university. The dataset includes 12,580 teaching evaluations from 1,064 classes. Teaching evaluation questionnaires are designed by departments and are not consistent at the university level -the number of questions ranges from 13 to 35; most questions ask students to evaluate the teaching performance of the instructor as well as the learning experiences in class, but the wording of the questions is different across departments. After scrutinizing these questionnaires, we selected the question of communication: on a 1-5 Likert scale of which 1 is strongly disagree and 5 is strongly agree, a student is asked the extent to which he or she agrees that the instructor effectively communicated course content to the class. This question is consistently used across different questionnaires with similar wordings, and is therefore deemed a representative evaluation question for which the results can be compared across different departments.
To understand the data distribution pattern of the teaching evaluations, three factors are examined as shown in Figure 1 : the observed teaching evaluation score, the class size, and the response rate.
Average evaluation score: 4.23; SD: 0.68 Average class size: 23.5; SD: 15.6
Average response rate: 49.6%; SD: 22.7%
Figure 1. Average Evaluation Scores, Class Sizes, and Response Rates of the Dataset
Further examination reveals that the three factors correlate to each other in a moderate but significant way. Table 1 reports the correlations among the three factors with p-values in parentheses.
Evaluation Score Class Size Response Rate Evaluation Score 1 Class Size -0.074 (0.014) 1 Response Rate 0.095 (0.002) -0.136 (0.000) 1
Table 1. Correlations between Simulation Factors
The observed evaluation score is apparently affected by both class size and response rate. Note the negative correlation between class size and response rate, indicating large classes are often associated with low response rates. The correlation is moderate in size and significant, suggesting that the effects of class size and response rates on evaluation score are not independent, and a considerable interaction effect of the two factors on teaching evaluation score has to be counted in the simulation.
In the calculation of the descriptive statistics of the dataset, the following classes are viewed as atypical and are dropped from further analysis.
1. Team-teaching involving two or more instructors 2. Classes enrolling fewer than five students 3. Fewer than four students completing the evaluation
The effective dataset includes 10,858 teaching evaluations from 844 classes. To achieve a good level of homogeneity among the data for setting simulation parameters, the dataset is split into subsets in which the key descriptive statistics of mean evaluation score, standard deviation, skewness, and kurtosis are reasonably convergent. Based on the data pattern of Figures 1A, 1B , and 1C, we divided the dataset based on evaluation scores (four levels: low scores ranging from 1 to 3.49, medium scores ranging from 3.5 to 3.99, high scores ranging from 4 to 4.49, and very high scores ranging from 4.5 to 5), class size (four levels: small classes enrolling 5 to 19 students, medium classes enrolling 20 to 39 students, large classes enrolling 40 to 59 students, and very large classes enrolling 60 or more students), and response rate (three levels: low response rate of <40%, medium response rate of 40%-60%, and high response rate of >60%). This results in 48 data subsets, the descriptive statistics of a selection of which are reported in 
Simulation Design
The simulation takes the following steps:
1. For a selected subset, generate a set (simulating the class size) of random numbers with normal distribution using parameters from Table 2 . 2. Round the random numbers to 1-5 discrete integer ratings, with numbers less than 1.5 rounded to 1, and numbers larger than 4.5 rounded to 5 (simulating the process of evaluation and the ceiling effects). The resulting dataset is viewed as a simulated evaluation population. 3. Randomly sample the simulated evaluation population with a random percentage ranging from 10% to 90% (simulating the response rates). 4. Calculate statistics of the random sample, including the mean evaluation score, the standard deviation, skewness, and kurtosis. If all four statistics fall within the 80% confidence intervals of the relevant statistic from Table 2 , the simulated evaluation sample is viewed as a good match with the real evaluation data and both datasets of the simulated evaluation population and evaluation sample are saved as one successful evaluation case. If any of the four statistics falls outside of the 80% confidence interval, the simulation is viewed as unsuccessful and discarded. 5. After generating certain number (proportional to the size of historical dataset with a ratio of 12:1) of successful cases for a particular set, the descriptive statistics of the subset of simulated data, including the average evaluation score, the average standard deviation, the average skewness, and the average kurtosis, are compared to that of the relevant subset of historical data; if a historical data subset is too small, the neighboring subsets are compiled for comparison. If any of the statistics deviate significantly (p-value <0.10) from that of the historical data, the simulation of the subset is redone by adjusting the parameters (Step 1). Figure 2 illustrates the simulation process. The left side of Figure 2 shows a simulated evaluation population for a hypothesized class of 30 students. The right side randomly selects 50% of the scores from the population. Four statistics of the simulated sample, including mean, standard deviation, skewness, and kurtosis, are calculated. All four statistics fall within the 80% confidence intervals of the relevant historical data, i.e., statistics of subset 26 in Table 2 . Both the simulated evaluation population and the evaluation sample are saved as one successful simulation case.
Figure 2. A Simulated Evaluation Population and an Evaluation Sample
In short, the study employs three factors to simulate an evaluation process. They are expected evaluation mean, class size, and response rate. Class size and expected evaluation mean are used for generating an evaluation population; random sampling with the response rate is used for generating an evaluation sample. In the study, expected evaluation means range from 1 to 5, simulated class sizes range from 5 to 150, and expected response rates range from 10% to 100%. The simulation generates 10,035 simulation cases. Each subset of the simulated dataset is compared to the baseline historical dataset on the four descriptive statistics. Two independent sample comparison analysis yields T-values ranging from -1.26 to 1.55, and p-values all larger than 0.10. As such, the simulated dataset is deemed to duplicate the baseline historical teaching evaluation dataset.
Data Analysis
For each simulation case, an evaluation deviation is calculated as the difference between the observed teaching evaluation score and the true evaluation score. A large absolute value of an evaluation deviation suggests a poor performance of the evaluation. Figure 3 shows the distribution of evaluation deviations against the three main simulation factors: observed mean evaluation score, class size, and response rate.
To avoid the diagram being overwhelmed by the large amount of simulated data, a random sample of 1% was used for the three figures. The resulting sample has 1,023 cases, and mean rating deviations range from -1.046 to 0.820, with an average of 0.002.
Figure 3. Distribution of Evaluation Deviations across Observed Evaluation Scores, Class Sizes, and Observed Response Rates
The figure shows that: 1. All of the data center on 0 with different variances. This indicates that regardless of the simulated mean evaluation ratings, class sizes, and response rates, random sampling produces results reflecting the "true" evaluation score. Random sampling is a valid sampling method for the nonnormal distribution of student evaluation ratings. The reliability of the method depends on the extent to which the variance among mean ratings can be reduced to acceptable levels. 2. Of the three simulated factors, response rate seems to be the most influential factor on the variation of evaluation deviations. The variation of evaluation deviations decreases with the increase in response rates, showing a horizontal cone-shape that converges toward 0. 3. Class size also affects the variances of evaluation deviations. As class sizes increase, the variances of evaluation deviations decrease; but significant variances still remain for large class sizes. 4. The impact of the observed evaluation scores on evaluation deviations is not obvious. Large variances remain across all observed evaluation scores. To empirically quantify the impacts of these factors on the performance of teaching evaluations, a regression analysis is performed. The dependent variable is the square root of absolute deviation between the oberserved and the true evaluation scores: using the absolute value of the deviation because positive and negative devations are equally bad in teaching evalution; using the square root so that the regression is sensitive to small values as most devaitions are less than 1. The results are reported in Table 3 1. Dependent variable is the aquare root of absolute value of evaluation deviation 2. Sample Size is the product of response rate and class size, an interaction effect of the two factors as suggested in the analysis of the historical dataset 3. Adjusted R-square: 0.371
Table 3. Regression Analysis Results
All the investigated factors present significant effects on the accuracy of teaching evaluations. Their practical influences, as demonstrated by the unstandardized coefficients, vary dramatically. Response rate demonstrates the most influence on evaluation deviation; the second most influential factor is the observed evaluation score. The other two factors, though significant, barely affect the accuracy of teaching evaluations in a practical manner. The simulation results answer the three research questions as follows:
1. High response rates help to achieve accurate teaching evaluation. For every 10% increase in the response rate, the deviation of an observed teaching evaluation score from the true teaching evaluation score is reduced by an average of 0.02 on a 1-5 scale of teaching evaluation. 2. Large class sizes help to achieve accurate teaching evaluation. The influence of class size on the accuracy of teaching evaluation, however, is not salient on a practical scale. 3. Higher observed teaching evaluation scores seem to be more accurate than lower observed teaching evaluation scores. For an increase of 1 in teaching evaluation scores, the deviation of the observed from the true evaluation score is reduced by 0.022 on a 1-5 scale of teaching evaluations.
Discussion
The study simulates teaching evaluations based on a historical dataset of actual teaching evaluations. The simulated data match the data distribution pattern, including the average, the standard deviation, the skewness, and the kurtosis, of the historical dataset. Analyses of the simulated data answer the three questions regarding the effects of response rate, class size, and teaching evaluation score levels.
To further analyze the effects of the investigated factors on the accuracy of teaching evaluations, the deviations of observed teaching evaluation scores from the true evaluation scores are calculated under different evaluation conditions. As demonstrated in Table 4 , reliable teaching evaluations can be achieved when response rate and/or teaching performance are reasonably high. With varying evaluation conditions, evaluation deviations generally decrease with the increase of response rate, evaluation scores, and class size. For an evaluation score around 4, a response rate of 50% or above is desired for reaching a reasonable deviation range of ±0.10; when response rate is higher than 60%, evaluation scores are acceptable in common evaluation conditions. When the response rate is above 70% and the observed teaching evaluation score is larger than 4.5, the evaluation score can be deemed very accurate with absolute deviation less than 0.05.
The results in Table 4 seem to contradict recommendations from the literature. For example, Evans (1991) called for a response rate of 80% or higher for small samples if a 100% response rate is impossible to achieve in practice. Nulty (2008) calculated required response rates by class size: under "stringent conditions" assuming a 3% sample error and a 95% confidence level, a response rate of 95% is required for a class of 40 students while 70% is sufficient for a large class of 300 students or more. Table 4 suggests lower response rate minimums, levels commonly seen in practice. The recommendations from Evans (1991) and Nulty (2008) are based on worst case scenarios where severe sampling bias (overrepresented extreme opinions) exists, whereas our simulation is based on actual teaching evaluations.
Low response rates are criticized in the literature for possible sampling bias where opinions of nonrespondents systematically differ from respondents. Our simulated data support the acceptance of moderate response rates. But it does not mean that our simulated data is free from sampling bias as the simulation process actually incorporates possible sampling bias. During the simulation, random sampling is employed to form an evaluation sample from a simulated population. But the sample is assessed on the compliance of its data distribution pattern to that of the historical dataset of actual teaching evaluations.
Only the samples whose descriptive statistics (average, standard deviation, skewness, and kurtosis) match that of the historical dataset are accepted. Therefore, the sampling process is not really "random", and sampling bias, if it exists in the historical dataset, will also be present in the simulated data.
To assess the severity of sampling bias, we conduct a regression analysis similar to that of evaluation accuracy. An evaluation scale presentation deviation, calculated as the difference between the frequency percentages of each evaluation scale from the response rate, is used as the dependent variable. If sampling bias does not exist, each evaluation scale should present with a frequency percentage matching the response rate. A significant deviation of the frequency percentage from the response rate indicates a misrepresentation of the scale in the dataset. Table 5 reveals that low teaching evaluation scores of 1 and 2 are overrepresented (as shown by their positive constants), and score 3 is underrepresented (as shown by its negative constant) in our simulation data. As for the scales of 4 and 5, their misrepresentations are of less concern as their constants are comparably small in magnitude. To further assess the severity of misrepresentation of each evaluation scale, we calculate the representation deviations under different evaluation conditions. For simplicity, we use a class size of 30 students. The results are reported in Table 6 . Misrepresentations mostly happen to scale 1. For a very low observed teaching evaluation score (2.5 or less), scale 1 is overrepresented in the simulation data by 10-38%; for a high observed teaching evaluation score of 4.5, scale 1 is underrepresented by 10-18%. For other scales, misrepresentation is of less concern as most deviations are less than 10%.
In the literature, most discussions of sampling bias caused by low response rates have been conceptual regarding its sources and possible impacts. But the actual extent of sampling bias is rarely investigated and empirically measured. When it is impossible to measure sampling bias by studying both respondents and non-respondents, it is recommended that "the estimation of bias should be made pessimistically" to avoid misleading conclusions (Evans, 1991, p. 303) . Our study empirically assesses the extent of sampling bias in a simulated dataset duplicating the actual teaching evaluations. The findings provide valuable implications not only to teaching evaluations, but also to survey studies in general.
As a simulation study, the research has several limitations. First, the simulation duplicates an actual dataset from one public university. Simulations using datasets from other sources are desired so that results can be compared across different settings. Second, the simulation study examines the evaluation scores from a single question. In practice, education institutions often use multiple questions, and an average of answers is used as the measure of teaching performance. Using multiple questions helps cancel out errors in individual answers. Future simulations incorporating multiple evaluation questions are needed. Third, the simulation calculates evaluation scores by calculating the arithmetic mean. Other scoring methods, such as the median and the truncated mean commonly adopted in sports (calculating the mean after discarding some extreme values), deserve investigation in a future study. Finally, the simulation examines evaluation accuracy by calculating the difference between observed evaluation scores (from a simulated evaluation sample) and true evaluation scores (from the simulated evaluation population). Perhaps the simulating parameters, i.e., the means and the standard deviations used for generating the random numbers, are of more interest as they may represent an underlying consensus among the expressed opinions from simulated subjects.
