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Abstract. This paper gives an overview of an architecture and search
organization for large vocabulary, continuous speech recognition (LVCSR
at RWTH). In the rst part of the paper, we describe the principle and
architecture of a LVCSR system. In particular, the issues of modeling and
search for phoneme based recognition are discussed. In the second part,
we review the word conditioned lexical tree search algorithm from the
viewpoint of how the search space is organized. Further, we extend this
method to produce high quality word graphs. Finally, we present some
recognition results on the ARPA North American Business (NAB'94)
task for a 64 000-word vocabulary (American English, continuous speech,
speaker independent).
1 Introduction
During the last decade, the performance of automatic systems for continu-
ous speech recognition has been drastically improved. This progress has been
achieved by improving both the statistical modeling techniques and the search
strategies so that more complex knowledge sources could be handled. In this
paper, we address the search problem in continuous speech recognition. The
characteristic features of the presentation given in this paper are:
{ The baseline strategy is the time-synchronous one-pass algorithm.
{ The time-synchronous concept is extended towards a tree organization of
the pronunciation lexicon so that the search eort is signicantly reduced.
{ By further extension of the one-pass search strategy, it has been possible to
construct word graphs.
{ We present experimental results on the 64,000-word North American Busi-
ness (NAB'94) task, which demonstrate the high performance and high e-
ciency of the word graph method.
2 Architecture of the Speech Recognition System
Every approach to automatic speech recognition faces the problem of taking
decisions in the presence of ambiguity and context and of modeling the inter-
dependence of these decisions at various levels. If it were possible to recognize
phonemes (or words) with a very high reliability, it would not be necessary to
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Fig. 1. Application of Bayes decision rule to speech recognition.
rely heavily on delayed decision techniques, error correcting techniques and sta-
tistical methods. In the near future, this problem of reliable and virtually error
free phoneme or word recognition without using high-level knowledge is unlikely
to be solved for large vocabulary continuous speech recognition. As a conse-
quence, the recognition system has to deal with a large number of hypotheses
about phonemes, words and sentences, and ideally has to take into account the
\high-level constraints" as given by syntax, semantics and pragmatics. Statisti-
cal decision theory tells us how to minimize the probability of recognition errors
[Bahl et al. 1983]:
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sequence of words w
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(of unknown lengthN) which has most prob-
ably caused the observed sequence of acoustic vectors x
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(over time
t = 1:::T ) which are derived from the speech signal in the preprocessing step
of acoustic analysis.
By applying Bayes' theorem on conditional probabilities, the problem can
be written in the following form: Determine the sequence of words w
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This so-called Bayes decision rule is illustrated in Fig. 1. The rst term in the
optimization criterion, the a-priori probability of word sequences Pr(w
1
:::w
N
),
is independent of the acoustic observations and is completely specied by the
language model. It incorporates restrictions on how to concatenate words of
the vocabulary to form whole sentences and thus captures syntactic and se-
mantic restrictions. The acoustic-phonetic modeling is reected by the second
term. Pr(x
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jw
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), the acoustic probability, is the conditional probabil-
ity of observing the acoustic vectors x
1
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T
when the speaker utters the words
w
1
:::w
N
. These probabilities are estimated during the training phase of the recog-
nition system. For a large vocabulary system, there is typically a set of basic
recognition units that are smaller than whole words. Examples of these so-called
subword units are phonemes, demisyllables or syllables. The word models are
then obtained by concatenating the subword models according to the phonetic
transcription of the words in a pronunciation dictionary. The decision on the
spoken words must be taken by an optimization procedure which combines infor-
mation of several knowledge sources: the language model, the acoustic-phonetic
models of single phonemes, and the pronunciation dictionary. The optimization
procedure is usually referred to as search in a state space dened by the knowl-
edge sources.
3 Knowledge Sources
3.1 Phoneme and Word Units: Hidden Markov Models
As pointed out in the preceding section, the statistical approach requires the
conditional probability Pr(x
1
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T
jw
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N
) of observing an acoustic vector se-
quence x
1
:::x
T
, given the word sequence w
1
:::w
N
. These probabilities are ob-
tained by concatenating the corresponding word models, which again are ob-
tained by concatenating phoneme or other subword unit models according to
the pronunciation lexicon. As in many other systems, these subword units are
modeled by so-called Hidden Markov Models (HMM). Hidden Markov Models
are stochastic nite-state automata (or stochastic regular grammars) which con-
sist of a Markov chain of states, modeling the temporal structure of speech, and
a probabilistic function for each of the states, modeling the emission and obser-
vation of acoustic vectors [Baker 1975, Bahl et al. 1983, Levinson et al. 1983].
Words are obtained by concatenating the HMM phoneme units according to the
nominal phonetic transcription. For the following, it suces to consider only the
product of the emission and transition probabilities:
q(x
t
; sj;w) = a(sj;w) b(x
t
j;w); (2)
which is the conditional probability that, given state  in word w, the acoustic
vector x
t
is observed and the state s is reached.
3.2 Acoustic Search and Time Alignment
For an utterance to be recognized, there is a huge number of possible state
sequences, and all combinations of state and time must be systematically con-
sidered. An ecient method for computing the probability Pr(x

:::x
t
jw), i.e.
that, given a word model w, the acoustic vectors x

:::x
t
are produced and cover
the time interval ; ::; t, is the Baum recursion [Baker 1975, Bahl et al. 1983,
Levinson et al. 1983]. We introduce an auxiliary quantity Q(t; s;w):
Q(t; s;w) := probability that, for a given word w and a xed start time  ,
the acoustic vectors x

:::x
t
are produced by state sequences going
through state s.
For this quantity Q(t; s;w), we have the recursive equation:
Q(t; s;w) =
X

q(x
t
; sj;w) Q(t  1; ;w); (3)
where we have explicitly expressed the dependence of all quantities on the word
identity w. For t =  a suitable initialization must be chosen. The summation
is carried out over all states  from which the state s can be reached. Denoting
the terminal state of word w by S
w
, we have for the probability that the word
w produces the acoustic vectors x

:::x
t
:
Pr(x

:::x
t
jw) = Q(t; S
w
;w): (4)
The experimental results show that for continuous densities the so-called
Viterbi approximation results in the same recognition performance. In lieu of
summing up the contributions of all transitions, only the transition with the
highest contribution is considered. Thus the Viterbi algorithm, which is no more
than a dynamic programming (DP) recursion, computes the probability of the
single best state sequence rather than the probability of all state sequences:
Q(t; s;w) = max

f q(x
t
; sj;w) Q(t  1; ;w) g : (5)
This equation basically performs a nonlinear time alignment. As will be shown
later, the recursive evaluation of the best state sequence within a word will be
integrated into the search for the unknown word sequence. The start time  will
then be determined implicitly by reformulating the time alignment problem at
the level of word sequences rather than single words.
3.3 Language Modeling
The task of a language model is to capture the restrictions on the combinations
of words due to the inherent redundancy of the language subset handled by the
system. This redundancy results from the syntactic, semantic and pragmatic
constraints of the recognition task and may be modeled by probabilistic or non-
probabilistic ('yes/no') methods. In large vocabulary recognition tasks, bigram
or trigram models have been used primarily. For a trigram model, we have the
approximation:
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4 Search Organization
In this section, we describe the search strategy for a recognition system that is
able to handle 64 000 and more words. There are a number of other large vo-
cabulary recognition systems which use concepts like n-best, stack decoding (A

search) or forward-backward search. The characteristic property of the search
strategy to be presented here is that it is still conceptually based on a time-
synchronous beam search strategy.
4.1 Basic Concept: Time-Synchronous Beam Search
The decision on the spoken sentence is taken in the search procedure which at-
tempts to determine the word sequence which best explains the input speech
signal in terms of the given knowledge sources. The search space can be de-
scribed as a huge nite-state network [Ney et al. 1992b], which consists of nodes
representing a certain state in the language model and suitable types of di-
rected arcs representing acoustic word models. By approximating the 'most likely
word sequence' by the 'most likely state sequence' [Baker 1975, Bahl et al. 1983,
Levinson et al. 1983], a dynamic programming search procedure allows us to
compute the probabilities
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1
:::w
N
)  Pr(x
1
:::x
T
jw
1
:::w
N
)
in a left-to-right fashion and to carry out the optimization over the unknown
word sequence at the same time. Within the framework of the Viterbi criterion,
the dynamic programming algorithm presents a closed-form solution for handling
the interdependence of nonlinear time alignment, word boundary detection and
word identication in continuous speech recognition [Ney 1984].
As language model, we will rst use a bigram model and extend the search
method later to a trigram model. In the word interior, the recursive equation is
the same as introduced in the section on acoustic-phonetic modeling:
Q(t; s;w) = max

f q(x
t
; sj;w) Q(t  1; ;w) g : (7)
To include word boundaries, we introduce a special state s = 0 which is used
to start up a word. When encountering a potential word boundary, we have to
perform the recombination over the predecessor words, which is expressed by
the recursion:
Q(t; 0;w) = max
v
f p(wjv) Q(t; S
v
; v) g ; (8)
where p(wjv) are the conditional bigram probabilities. This equation assumes
that the normal states s = 1:::S
w
are evaluated for each word w before the
start-up states s = 0 are evaluated. The same time index t is used intentionally,
because the language model does not 'absorb' an acoustic vector. Note that the
scores Q(t; s;w) capture both the acoustic observation-dependent probabilities
resulting from the HMM and the language model probabilities.
The sequence of acoustic vectors extracted from the input speech signal is
processed strictly from left to right. The search procedure works with a time-
synchronous breadth-rst strategy, i.e. all hypotheses for word sequences are
extended in parallel for each incoming acoustic vector. To reduce the storage
requirements, it is suitable to introduce backpointers that are propagated from
state to state during the dynamic programming recursion and traceback arrays
so that the recognized word sequence can be recovered eciently [Ney 1984].
4.2 Word Conditioned Lexical Tree Search Method
So far, we have considered a straightforward approach to organize the search
space, which was based on the use of a bigram language model and a linear-
organized pronunciation lexicon, i.e. each word is represented as a linear sequence
of phonemes, independently of other words. In a 64 000-word vocabulary, there
are typically many words that share the same beginning phonemes. Therefore it
seems natural and very desirable for eciency reasons to organize the pronun-
ciation lexicon in the form of a lexical (prex) tree [Ney et al. 1992a]. However,
for a bigram language model (and other more complicated language models) in
combination which such a lexical prex tree, there is an added complication due
to the fact that the identity of the hypothesized word w is known only when a
leaf of the tree has been reached. Therefore, the language model probabilities can
only be fully incorporated after reaching the terminal state of the second word of
the bigram. Therefore, we introduce a separate copy of the lexical prex tree for
each predecessor word v so that during the search process we always know the
predecessor word v when a word end w with terminal state S
w
is hypothesized.
To formulate the dynamic programming approach, we introduce the following
two quantities [Ney 1993]:
Q
v
(t; s) := overall score of the best partial path that ends at time t in state s
of the lexical tree for predecessor v.
B
v
(t; s) := starting time of the best partial path that ends at time t in state
s of the lexical tree for predecessor v.
Both quantities are evaluated using the dynamic programming recursion for
Q
v
(t; s):
Q
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v
(t  1; ) g (9)
B
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(t; s)) ;
where 
max
v
(t; s) is the optimum predecessor state for the hypothesis (t; s) and
predecessor word v. q(x
t
; sj) is the product of transition and emission proba-
bilities of the Hidden Markov models used for the phonemes. The back pointers
B
v
(t; s) are propagated according to the dynamic programming decision. Unlike
the predecessor word v, the index w for the word under consideration is only
needed and known when a path hypothesis reaches an end node of the lexical
tree: each end node of the lexical tree is labeled with the corresponding word of
the vocabulary. Using a suitable initialization for  = 0, this equation includes
the optimization over the unknown word boundaries. At word boundaries, we
have to nd the best predecessor word v for each word w. To this purpose, we
dene:
H(w; t) := max
v
f p(wjv) Q
v
(t; S
w
) g ; (10)
where the state S
w
denotes the terminal state of word w in the lexical tree. To
propagate the path hypothesis into the lexical tree hypotheses or to start them
up if they do not exist yet, we have to pass on the score and the time index
before processing the hypotheses for time frame t:
Q
v
(t  1; s = 0) = H(v; t  1) (11)
B
v
(t  1; s = 0) = t  1 :
For a trigram language model, the situation is more complicated: two hy-
potheses about partial word sequences can only be considered to be equiva-
lent when they do not dier in their last two words. Therefore the algorithm
must keep track of the two non-silence predecessor words for each word. This
is achieved by making a separate copy of the lexical prex tree for each pair of
non-silence predecessor words. The full technical details of the integrated search
algorithm are given in [Ney 1993, Ortmanns et al. 1996].
Since full search is prohibitive, we use the time-synchronous beam search
strategy, where at each time frame only the most promising hypothe-
ses are retained. The pruning approach consists of three steps namely
acoustic pruning, language model pruning and histogram pruning. These
pruning steps are performed every 10-ms time frame [Steinbiss et al. 1994].
The eciency of these pruning approach can be improved by using the
so-called look-ahead techniques [Ortmanns et al. 1997], e.g. language model
look-ahead [Alleva et al. 1996, Steinbiss et al. 1994] and phoneme look-ahead
[Ney et al. 1992a]. In this work, we employed only what we call unigram lan-
guage model look-ahead [Steinbiss et al. 1994].
4.3 Word Graph Method
The basic idea of a word graph is to represent all word sequence hypotheses
whose scores are very close to the locally optimal hypothesis in the spirit of
beam search. The advantage of a word graph is that a fairly good degree of
decoupling between acoustic recognition at the 10-ms level and the nal search
at the word level using a complicated language model can be achieved. The
algorithm for word graph construction is based on the so-called word pair ap-
proximation [Schwartz & Austin 1991]: Given a word pair and its ending time,
the word boundary between the two words is independent of the further prede-
cessor words. This assumption can be expressed by the word boundary equation:
(t;w
n
1
) = (t;w
n
n 1
) :
By taking this property into account, we obtain the following algorithm for
the word graph construction which ts directly into a word-conditioned search
organization [Ney & Aubert 1994]:
{ At each time frame t, we consider all word pairs (v; w). Using a beam search
strategy, we limit ourselves to the most probable hypotheses (t; v; w), i.e.
word pair (v; w) with ending time t.
{ For each triple (t; v; w), we have to keep track of:
 the word boundary (t; v; w)
 the word score h(w; (t; v; w); t)
{ At the end of the speech signal, the word graph is constructed by tracing
back through the bookkeeping lists.
Given a word graph and an m-gram language model, the second-pass of the
word graph method can be carried out at the sentence level using a left-to-right
dynamic programming algorithm as described in [Ney & Aubert 1994]. Because
the word graph generated by the acoustic recognition process can be very large,
pruning methods can be applied to reduce the size of the word graph without
aecting the word error rate. A detailed description of the word graph method
is given in [Ortmanns, Ney & Aubert 1997].
5 Experimental Results
The experimental tests were carried out on the ARPA North American
Business (NAB'94) H1 development corpus including 310 sentences with 7387
words by 10 male and 10 female speakers. 39 of the spoken words were out-
of-vocabulary words. The emission probability distributions of the underlying
Hidden Markov models were trained on the so-called WSJ0 and WSJ 1 train-
ing data as described in [Dugast et al. 1995]. In all the experiments, we used a
64 000-word lexicon and a language model as described in [Wessel et al. 1997].
To study the quality and the eciency of the word graph method, a conserva-
tively large word graph was constructed using a bigram language model with a
test set perplexity (PP ) of 237. The acoustic search space (when computing the
initial word graph) consisted of 64 691 active states, 18 087 active arcs and 193
Table 1. Recognition results for the word graph method on the NAB'94 H1 develop-
ment data (64 000-word task, trigram language model with PP = 172:0; OOV rate:
0.5%)
Graph density Graph word error rate Recognition word error rate
f
lat
WGD NGD BGD DEL / INS GER[%] DEL / INS WER[%]
200 1571.5 763.6 18.3 27 / 18 2.6 146 / 134 12.3
100 517.3 224.3 12.4 31 / 17 2.7 146 / 134 12.3
70 116.6 48.1 7.1 38 / 19 3.1 146 / 134 12.3
40 12.6 6.8 2.9 69 / 35 4.6 149 / 130 12.3
20 2.7 2.1 1.6 125 / 72 8.6 161 / 116 12.5
10 1.7 1.5 1.4 168 / 98 11.5 175 / 113 13.1
1 1.3 1.3 1.2 196 / 124 14.2 199 / 127 14.3
Table 2. Recognition results for the integrated search method (64 000-word task, tri-
gram language model with PP = 172:0) as a function of the search space.
Average number of active Recognition word error rate
States Arcs Trees DEL / INS WER[%]
3950 1164 30 151 / 161 14.2
8259 2378 50 137 / 149 13.0
16068 4593 76 136 / 144 12.4
43381 10754 129 132 / 142 12.2
60177 16904 150 132 / 145 12.2
active trees per time frame during the rst pass of the two-pass search strategy
and results in a word error rate of 14:0%. Then the size of the word graph was
reduced by applying a pruning operation using a pruning threshold f
lat
. For
this resulting word graph, Table 1 reports the size of the word graph in terms
of the word graph density (WGD), the graph word error rate (GER) and the
recognition word error rate (WER), for both of which the number of word dele-
tions (DEL) and insertions (INS) is also given. For the recognition test, a full
search through the word graph was performed using a trigram language model
(perplexity of 172). To verify the viability and the quality of the word graph
method, we use the speech recognition results obtained for the integrated search
method in combination with a trigram language model (Table 2). Table 2 shows
the search space, which is given in terms of the average number (per time frame)
of active states, of active arcs, active trees and the recognition word error rate.
Comparing the results of the integrated method with the results of the word
graph method, we can see that the integrated method leads to a slight improve-
ment of the recognition accuracy. Nevertheless, we have to keep in mind that
the integrated method does not oer the exibility of the word graph method.
6 Conclusion
This paper has given a description of the search problem in large vocabulary
continuous speech recognition. Starting with the one-pass beam search, we have
presented the word conditioned search algorithm using a tree-organized pronun-
ciation lexicon. In addition, we have used the so-called word pair approximation
in the construction of very-high quality word graphs and studied its viability in
recognition experiments on the ARPA 64000-word NAB'94 task.
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