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RESUMO
Este trabalho aborda homotopias na˜o usuais entre soluc¸o˜es de equac¸o˜es pertencentes
a uma colec¸a˜o de equac¸o˜es. Cada colec¸a˜o de equac¸o˜es e´ denominada pelo termo sistema e
neste trabalho sa˜o considerados dois tipos de sistemas, os sistemas de Young e os sistemas
rugosos. Sob determinadas condic¸o˜es, mostramos que um conjunto de pontos acess´ıveis de
um sistema de Young admite recobrimento e um resultado ana´logo para sistemas rugosos
tambe´m e´ va´lido. Ale´m disso, mostramos que a concatenac¸a˜o de trajeto´rias de um sistema
ainda e´ uma trajeto´ria deste sistema. Com esse resultado e´ poss´ıvel definir uma operac¸a˜o
entre as classes de homotopias de trajeto´rias de um sistema. Outro ponto abordado e´ estender
ao contexto de um sistema de Young a noc¸a˜o de trajeto´rias regulares de equac¸o˜es diferenciais
ordina´rias pertencentes a um sistema de controle. Nesta direc¸a˜o obtivemos um resultado o
qual diz que a concatenac¸a˜o entre uma trajeto´ria regular e qualquer outra trajeto´ria produz
uma trajeto´ria regular. Por fim, estudamos como o conceito de homotopia entre trajeto´rias
de um sistema rugoso se relaciona com conjugac¸a˜o de sistemas e com equac¸o˜es diferenciais
estoca´sticas.
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ABSTRACT
This work accosts unusual homotopy between solutions of equations belonging to a
collection of equations. Each collection of equations is called by system and in this work are
considered two types of systems, Young systems and rough systems. Under certain conditions,
we show that a set of points accessible from an Young system admits covering and a similar
result for rough systems is also valid. Furthermore, we show that the concatenation of
trajectories of a system is also a trajectory of the system. With this result it is possible
to define an operation between the classes of homotopy between trajectories of a system.
Another point discussed is to extend to the context of trajectories of an Young system the
notion of regularity of trajectories of ordinary differential equations belonging to a control
system. In this way we obtain a result which says that the concatenation of a regular
trajectory and any other trajectory produces a regular trajectory. Finally, we study how
the concept of homotopy between trajectories of a rough system relates with conjugation of
systems and stochastic differential equations.
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INTRODUC¸A˜O
Uma homotopia pode ser entendida como uma deformac¸a˜o cont´ınua entre duas aplicac¸o˜es
cont´ınuas. Dentre as homotopias de maior interesse esta˜o aquelas cujas aplicac¸o˜es que se
deformam sa˜o caminhos cont´ınuos sobre um determinado espac¸o topolo´gico M .
Suponha que num espac¸o topolo´gico M na˜o dispomos, na˜o conhecemos, ou ainda, na˜o
controlamos todos os poss´ıveis caminhos cont´ınuos tomando valores em M , mas que ape-
nas temos controle sobre uma parte dos poss´ıveis caminhos cont´ınuos tomando valores em
M . Uma questa˜o natural que surge e´ a seguinte: Ainda e´ poss´ıvel realizar homotopias so-
mente entre caminhos cont´ınuos em M sobre os quais temos controle? Se sim, esta noc¸a˜o de
homotopia se difere da noc¸a˜o usual de homotopia?
Tais questo˜es foram tratadas por Colonius, Kizil e San Martin [2] no contexto em que os
caminhos sob os quais se tem controle sa˜o as soluc¸o˜es de um sistema controlado de equac¸o˜es
diferenciais ordina´rias e as homotopias entre estas soluc¸o˜es receberam o nome de homotopias
monotoˆnicas.
Nesta tese, trataremos sobre as questo˜es acima mencionadas no contexto de sistemas de
Young e no contexto de sistemas rugosos. Outras questo˜es relacionadas ao estudo de homo-
topias monotoˆnicas dos sistemas citados tambe´m sera˜o abordadas aqui, a saber, construc¸a˜o
de recobrimento via homotopia monotoˆnica, estudo de trajeto´rias regulares de sistemas de
Young, relac¸a˜o entre homotopia monotoˆnica e conjugac¸a˜o de sistemas e relac¸a˜o entre homo-
topia monotoˆnica e equac¸o˜es diferenciais estoca´sticas.
Dados E1 e E2 espac¸os de Banach e fixada uma aplicac¸a˜o f : E2 → L(E1, E2), um sistema
de Young e´ basicamente uma colec¸a˜o de equac¸o˜es integrais (no sentido de integrac¸a˜o de
Young) do tipo
yt = y0 +
∫ t
0
f(ys) dXs (1)
1
onde cada uma das equac¸o˜es e´ obtida escolhendo um integrador X num certo conjunto ∆
de integradores. Neste caso, os integradores sa˜o caminhos cont´ınuos com p -variac¸a˜o finita
tomado valores em E1 e as soluc¸o˜es “y” das equac¸o˜es acima, quando existirem, sa˜o caminhos
cont´ınuos com p -variac¸a˜o finita tomado valores em E2. Deste modo, integrais no sentido de
Young presentes num sistema de Young sa˜o generalizac¸o˜es de integrais no sentido Riemann,
visto que seus integradores na˜o se restringem apenas ao integrador “dt”.
Um sistema de controle evoluindo sobre Rn, com equac¸o˜es do tipo
y˙ = wt(y) (2)
onde cada controle w e´ um caminho cont´ınuo tomando valores num subespac¸o de dimensa˜o
finita E do espac¸o dos campos de vetores sobre Rn, pode ser visto como um sistema de Young,
bastando para isto considerar uma aplicac¸a˜o f : Rn → L(E,Rn) dada por f(y)(w) = w(y) e
considerar para cada controle wt o integrador X
w
t =
∫ t
0
ws ds. De fato, no caso em que X e´
um integrador de classe C1 tem-se que
∫ t
0
f(ys) dXs =
∫ t
0
f(ys)(X˙s) ds e como X˙
w
t = wt, segue
que yt = y0 +
∫ t
0
f(ys) dXs e y˙ = wt(y) sa˜o equac¸o˜es equivalentes.
Um sistema de Young qualquer pode ter equac¸o˜es dirigidas por integradores mais gerais
do que integradores de classe C1, como por exemplo, integradores com p -variac¸a˜o finita,
sendo p um valor alto. Em outras palavras, os integradores de um sistema de Young podem
ser bastante irregulares, o que implica no sistema de Young ter soluc¸o˜es bastante irregu-
lares, podendo estas soluc¸o˜es inclusive na˜o serem diferencia´veis em todos os pontos dos seus
domı´nios, o que na˜o ocorre com as soluc¸o˜es de um sistema de controle.
O segundo tipo de sistema considerado neste trabalho sa˜o os sistemas rugosos, cujas
equac¸o˜es sa˜o dirigidas por caminhos chamados rugosos. Os caminhos rugosos sa˜o caminhos
tomando valores em um grupo de Lie, cujos elementos sa˜o sequ¨eˆncias truncadas de integrais
iteradas no sentido de Young.
Para as homotopias abordadas nesta tese, os objetos a serem avaliados como homoto´picos
sa˜o trajeto´rias, isto e´, soluc¸o˜es dadas por equac¸o˜es de um sistema, seja este um sistema
de Young ou um sistema rugoso. Nestas homotopias, ale´m das condic¸o˜es usuais exigidas
para que se tenha uma deformac¸a˜o cont´ınua de uma trajeto´ria em outra (trajeto´rias vistas
a princ´ıpio apenas como caminhos), exigem-se ainda condic¸o˜es adicionais, a saber, que as
curvas intermedia´rias sejam tambe´m trajeto´rias do sistema em questa˜o e que a continuidade
da homotopia seja com respeito a` topologia do espac¸o de trajeto´rias.
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Objetivos
Os objetivos desta tese sa˜o essencialmente treˆs.
O primeiro constitui-se em estender ao contexto de sistemas de Young os principais re-
sultados associados ao conceito de homotopia monotoˆnica para sistemas de controle. Dentre
os resultados, citamos a construc¸a˜o de recobrimento para um conjunto de acessibilidade de
um sistema e resultados relacionados ao conceito de regularidade de uma trajeto´ria.
O segundo objetivo e´ construir uma noc¸a˜o ana´loga de homotopia monotoˆnica para as
trajeto´rias de um sistema rugoso, e para tanto, se faz necessa´rio mostrar que concatenac¸a˜o de
duas trajeto´rias de um sistema rugoso ainda e´ uma trajeto´ria deste sistema, algo fundamental
se quisermos ter um produto entre classes de equivaleˆncia dada pela relac¸a˜o de homotopia
entre as trajeto´rias do sistema.
Por fim, o terceiro objetivo e´ estudar como o conceito de homotopia monotoˆnica entre
trajeto´rias de um sistema rugoso se relaciona com conjugac¸a˜o de sistemas e com equac¸o˜es
diferencias estoca´sticas.
Estrutura dos To´picos Apresentados
Abaixo segue um resumo do conteu´do da tese, qual foi dividido em cinco cap´ıtulos.
Cap´ıtulo 1
No cap´ıtulo 1 e´ apresentada a noc¸a˜o de sistema de Young, que nada mais e´ do que uma
colec¸a˜o de equac¸o˜es indexadas por paraˆmetros tomados num subconjunto apropriado de um
espac¸o de caminhos.
A definic¸a˜o de sistema de Young exige o conhecimento pre´vio de alguns objetos ma-
tema´ticos, que sa˜o eles: os caminhos de p -variac¸a˜o finita, aos quais se destina a sec¸a˜o 1.1,
as aproximac¸o˜es poligonais de caminhos de p -variac¸a˜o finita, vistas na sec¸a˜o 1.2, e as inte-
grais no sentido de Young, cuja existeˆncia e´ garantida pelo Teorema de Young, sendo estas
integrais e o teorema citado abordados na sec¸a˜o 1.3.
Na sec¸a˜o 1.4 apresentaremos as equac¸o˜es integrais no sentido de Young e comentamos
sobre resultados de existeˆncia e unicidade de soluc¸o˜es relacionados a estas equac¸o˜es.
O cap´ıtulo 1 e´ finalizado com a sec¸a˜o 1.5, onde formalizaremos a ide´ia de um sistema de
Young Σ = (f,∆,M) e do espac¸o de suas trajeto´rias T (Σ, u, v).
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Cap´ıtulo 2
O cap´ıtulo 2 trata o conceito de homotopia monotoˆnica de trajeto´rias de um sistema de
Young. Na sec¸a˜o 2.1 provaremos o seguinte resultado:
Proposic¸a˜o: Seja Σ um sistema de Young consistente. Se IΣ(u,X) ∈ T (Σ, u, v) e IΣ(v, Y ) ∈
T (Σ, v, w) enta˜o
IΣ(u,X) ∗ IΣ(v, Y ) ∈ T (Σ, u, w) . (3)
O termo consistente utilizado na proposic¸a˜o acima visa apenas renomear em sistemas
de Young a propriedade de existeˆncia e unicidade de soluc¸a˜o encontrada nas equac¸o˜es de
Young presentes nos teoremas da sec¸a˜o 1.3. A importaˆncia do resultado acima e´ que ele
da´ consisteˆncia a` definic¸a˜o de produto entre classes de equivaleˆncia dadas pela relac¸a˜o de
homotopia monotoˆnica entre as trajeto´rias do sistema Σ.
Na sec¸a˜o 2.2 apresentaremos a definic¸a˜o de homotopia monotoˆnica entre as trajeto´rias de
um sistema de Young Σ, algumas propriedades desta homotopia e um exemplo de que tal
homotopia difere da homotopia usual entre caminhos cont´ınuos.
Na sec¸a˜o 2.3 apresentaremos um resultado que estabelece em que condic¸o˜es um conjunto
de pontos acess´ıveis A(Σ, x) de um sistema Σ admite recobrimento. Em outras palavras, na
sec¸a˜o 2.3 demonstraremos o seguinte resultado:
Teorema: Sejam p ∈ [1,∞) e Σ = (f,∆,M) um sistema consistente com p -variac¸a˜o. Se
∆ conte´m algum sinal constante e A(Σ, x) e´ localmente conexo por trajeto´rias de Σ e semi-
localmente simplesmente conexo por trajeto´rias de Σ, enta˜o A(Σ, x) admite recobrimento.
Na sec¸a˜o 2.4 apresentaremos uma caracterizac¸a˜o que possibilita decidir se duas trajeto´rias
em T (Σ, u) sa˜o ou na˜o monotonicamente homoto´picas.
Cap´ıtulo 3
No cap´ıtulo 3 estudaremos as trajeto´rias regulares de um sistema de Young. Na sec¸a˜o 3.1
definiremos trajeto´rias regulares e apresentaremos propriedades ba´sicas associadas, enquanto
que nas sec¸o˜es 3.2 e 3.3 demonstraremos resultados preparato´rios para obtenc¸a˜o dos principais
resultados deste cap´ıtulo, resultados estes apresentados na sec¸a˜o 3.4. Abaixo indicamos os
principais resultados da sec¸a˜o 3.4.
Teorema: Seja Σ um sistema de Young regular da forma Σ = (f,∆,M). Enta˜o
D(eΣ,u)|(X∗Y )(Z1 ∗ Z2) = (D(ΦΣ,YT )|v ◦D(eΣ,u)|X)(Z1) +D(eΣ,v)|Y (Z2) (4)
para todo u ∈M , X, Y ∈ ∆ e Z1, Z2 ∈ span(∆).
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No teorema acima, eΣ,u denota a aplicac¸a˜o que associa a cada integrador X ∈ ∆ o ponto
final da trajeto´ria IΣ(u,X) ∈ T (Σ, u), v indica o ponto eΣ,u(X) e ΦΣ,YT denota a aplicac¸a˜o
que associa a cada ponto w ∈M o ponto final da trajeto´ria IΣ(w, Y ) ∈ T (Σ, w).
Teorema: Sejam Σ um sistema de Young regular, α ∈ T (Σ, x, y) e β ∈ T (Σ, y, z). Se α ou
β forem trajeto´rias regulares enta˜o α ∗ β e´ uma trajeto´ria regular.
Na sec¸a˜o 3.5 definiremos homotopia monotoˆnica regular e abordaremos alguns resultados
oriundos deste conceito.
Cap´ıtulo 4
O Cap´ıtulo 4 e´ dedicado a fazer uma introduc¸a˜o ba´sica de caminhos rugosos. Basicamente
este cap´ıtulo introduz as definic¸o˜es, notac¸o˜es e resultados considerados como pre´-requisitos
para se definir um caminho rugoso.
Na sec¸a˜o 4.1 sa˜o apresentadas as se´ries formais, em especial as se´ries da forma
(1,
∫
0≤u1≤T
dXu1 , . . . ,
∫ ·· · ∫
0≤u1<...<un≤T
dXu1 ⊗ ...⊗ dXun) , (5)
onde X : [0, T ] → E e´ um caminho de p -variac¸a˜o finita tomando valores no espac¸o vetorial
E, p ∈ [1, 2) e as integrais consideradas sa˜o integrais no sentido de Young. Uma se´rie formal
de integrais iteradas, como a acima, e´ chamada de assinatura truncada de X de ordem n
com respeito ao intervalo [0,T].
Na sec¸a˜o 4.2 constataremos que o conjunto das assinaturas de todos os caminhos cont´ınuos
de p variac¸a˜o finita tomando valores em E e´ um grupo de Lie, o qual denotamos por Gn(E).
A sec¸a˜o 4.3 tem como objetivo introduzir uma me´trica invariante a` esquerda para o grupo
Gn(E), a chamada me´trica de Carnot-Caratheodory. Na sec¸a˜o 4.4 e´ apresentada a definic¸a˜o
de caminhos rugosos e na sec¸a˜o 4.5 sa˜o apresentadas as equac¸o˜es dirigidas por caminhos
rugosos.
Cap´ıtulo 5
No cap´ıtulo 5 estenderemos ao contexto de sistemas rugosos resultados sobre homoto-
pias monotoˆnica de sistemas de Young obtidos no cap´ıtulo 2. Ale´m disso, relacionaremos a
homotopia monotoˆnica entre trajeto´rias de um sistema rugoso com conjugac¸a˜o de sistemas
rugosos e com equac¸o˜es diferencias estoca´sticas.
Na sec¸a˜o 5.1 definiremos homotopia rugosa, que e´ a homotopia monotoˆnica entre as
trajeto´rias de um sistema rugoso do tipo Λ = (f,∆,M). Na sec¸a˜o 5.2 demonstraremos o
seguinte resultado:
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Teorema: Sejam E1 e E2 espac¸os vetoriais de dimensa˜o finita, u ∈ E2, p ∈ [1,∞) e
f ∈ Lipbpc+1(E2,L(E1, E2)). Se X,Y ∈ V0,p1 (J,Gbpc(E1)) (isto e´, X e Y sa˜o caminhos
p -rugosos geome´tricos com respeito a E1) e v = I
u
f (X)(T ), enta˜o
Iuf (X) ∗ Ivf (Y) = Iuf (X ∗Y) (6)
onde Iuf (X), I
v
f (Y) e I
u
f (X∗Y) denotam trajeto´rias dadas respectivamente por X, Y e X∗Y .
Tal resultado e´ um ana´logo do resultado principal da sec¸a˜o 2.1, contudo no contexto de
sistemas rugosos a demonstrac¸a˜o se torna mais trabalhosa, na medida em que faz necessa´ria
a utilizac¸a˜o do Teorema de Chen.
Na sec¸a˜o 5.3, apresentaremos a versa˜o do teorema que diz sob quais condic¸o˜es, o conjunto
de pontos acess´ıveis de um sistema rugoso admite recobrimento e tambe´m apresentaremos
uma caracterizac¸a˜o para homotopia rugosa entre duas trajeto´rias.
A sec¸a˜o 5.4 e´ dedicada a estudar a relac¸a˜o entre homotopia rugosa e conjugac¸a˜o entre
dois sistemas rugosos. Nesta sec¸a˜o apresentamos os seguintes resultados.
Teorema: Sejam Λ um sistema p -rugoso com respeito ao intervalo compacto J = [0, T ] e
L : J × [0, 1]→M uma aplicac¸a˜o cont´ınua. Se H(s) ∈ T (Λ, u, v), para todo s ∈ [0, 1], onde
H(s)(t) = L(t, s) (7)
enta˜o as seguintes afirmac¸o˜es sa˜o va´lidas:
i) Existe uma sequ¨encia {Hn}n∈N ⊂ C([0, 1],V1(J,E2)) tal que
lim
n→∞
d¯q(H
n(s), H(s)) = 0 (8)
para todo s ∈ [0, 1] e para todo q > p.
ii) Se sup
s∈[0,1]
‖H(s)‖p,J < ∞ enta˜o H : [0, 1] → T (Λ, u, v) e´ uma homotopia q -rugosa, para
todo q > p.
Teorema: Sejam Λ e Λ′ sistemas p -rugosos e α, β ∈ T (Λ, u, v). Se α ∼p β e h e´ uma
conjugac¸a˜o de classe C1 entre Λ e Λ′ enta˜o h ◦ α ∼q h ◦ β, para todo q > p.
Estes dois u´ltimos teoremas admitem verso˜es similares no contexto de sistemas de Young
e homotopias p -monotoˆnicas entre trajeto´rias de um sistema de Young e ale´m disso, as
demonstrac¸o˜es sa˜o ana´logas.
Por fim, na sec¸a˜o 5.5 relacionaremos homotopia rugosa com homotopia entre trajeto´rias
amostrais de uma soluc¸a˜o de uma equac¸a˜o diferencial estoca´stica. Nesta sec¸a˜o provaremos
os seguintes resultados.
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Teorema: Sejam p ∈ (2, 3), f ∈ Lip3(Re,L(Rd,Re)), B o movimento Browniano canoˆnico
em Rd e P a medida de Wiener associada a B. Se Y e´ a u´nica soluc¸a˜o cont´ınua no intervalo
J da equac¸a˜o diferencial estoca´stica
dYt = f(Yt) ◦ dBt (9)
com condic¸a˜o inicial Y0 = y ∈ Re enta˜o
Y (ω) ∈ T (Λ, y) (10)
para P -quase todo ω, onde T (Λ, y) denota conjunto de trajeto´rias iniciadas em y do sistema
p -rugoso
Λ = (f, V 0,p1 (J,G
2(Rd)),Re) . (11)
Teorema: Sejam p ∈ (2, 3), f ∈ Lip3(Re,L(Rd,Re)), B o movimento Browniano canoˆnico
em Rd e P a medida de Wiener associada a B. Se Y e´ a u´nica soluc¸a˜o cont´ınua no intervalo
J da equac¸a˜o diferencial estoca´stica (9) enta˜o
suppPY = T (Λ, y)
dp
(12)
onde Λ e´ o sistema p -rugoso (f, V 0,p1 (J,G
2(Rd)),Re) .
Estes dois resultados possibilitam, atrave´s do conceito homotopia rugosa, definir uma ho-
motopia entre duas trajeto´rias amostrais da soluc¸a˜o de uma equac¸a˜o diferencial estoca´stica,
de forma que as deformac¸o˜es intermedia´rias da homotopia ainda sejam trajeto´rias amos-
trais desta soluc¸a˜o. Isto permite estudar conjugac¸a˜o de soluc¸o˜es de equac¸o˜es diferenciais
estoca´sticas como um problema relacionado a` conjugac¸a˜o de sistemas rugosos e nesta direc¸a˜o
a homotopia rugosa e´ usada como crite´rio de obstruc¸a˜o para ocorreˆncia de conjugac¸a˜o.
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CAPI´TULO 1
SISTEMAS DE YOUNG
Uma equac¸a˜o diferencial ordina´ria do tipo
y˙ = F (y) , (1.1)
com condic¸a˜o inicial y(0) = y0 e soluc¸o˜es definidas num intervalo [0, T ] e tomando valores
num espac¸o de estados E, digamos E = Rd, pode ser interpretada como uma equac¸a˜o integral
do tipo
y(t) = y0 +
∫ t
0
F (y(s)) ds (1.2)
com t ∈ [0, T ], onde a integral considerada e´ uma integral no sentido de Riemman.
Temos que as equac¸o˜es que compo˜em um sistema de Young sa˜o uma generalizac¸a˜o do
conceito de equac¸o˜es diferenciais ordina´rias, uma vez que considerado um sentido de inte-
grac¸a˜o adequado, tais equac¸o˜es sa˜o do tipo
y(t) = y0 +
∫ t
0
F (y(s)) dx(s) (1.3)
com t ∈ [0, T ], onde x : [0, T ]→ R e´ um caminho cont´ınuo com uma determinada variac¸a˜o.
Em outras palavras, nas equac¸o˜es diferencias ordina´rias o integrador, presente nas inte-
grac¸o˜es consideradas, e´ sempre o caminho id : [0, T ]→ R dado por
id(s) = s (1.4)
enquanto numa equac¸a˜o de um sistema de Young, o integrador pode ser um caminho
x : [0, T ]→ R totalmente diferente do caminho id : [0, T ]→ R.
9
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Nesta generalizac¸a˜o uma soluc¸a˜o de uma equac¸a˜o pertencente a um sistema de Young
pode na˜o ser diferencia´vel em relac¸a˜o ao tempo, fato que na˜o ocorre com as soluc¸o˜es de
uma equac¸a˜o diferencial ordina´ria, as quais sa˜o diferencia´veis no tempo. Neste sentido, o
ambiente das soluc¸o˜es de um sistema de Young e´ mais amplo que o ambiente das soluc¸o˜es de
uma equac¸a˜o diferencial ordina´ria.
1.1 Caminhos de p -Variac¸a˜o Finita
Em todo o texto o conjunto de todas as partic¸o˜es D = {a = t0 < ... < tk−1 < tk = b}
de um intervalo [a, b] sera´ denotado por P([a, b]). Seja T > 0 e tambe´m em todo o texto
o intervalo [0, T ] sera´ denotado por J , o conjunto dos caminhos cont´ınuos de J em E sera´
denotado por C(J,E), o conjunto dos caminhos de classe Ck de J em E sera´ denotado por
Ck(J,E), com k = 1, 2, . . . e por fim o conjunto caminhos suaves (classe C∞) de J em E sera´
denotado por C∞(J,E).
Definic¸a˜o 1.1.1. Sejam p ∈ (0,∞) e (E, d) um espac¸o me´trico. A p -variac¸a˜o de um caminho
cont´ınuo X : J → E com respeito ao subintervalo [a, b] do domı´nio J e´ definida por
‖X‖p,[a,b] = ( sup
D∈P([a,b])
∑
ti∈D
(d(Xti+1 , Xti))
p)
1
p . (1.5)
Dizemos que um caminho cont´ınuo X : J → E tem p -variac¸a˜o finita se ‖X‖p,J <∞.
Exemplo 1.1.2. Sejam (Ω,F ,P) um espac¸o de probabilidade
B = {Bt : Ω→ R | t ∈ [0,∞)} (1.6)
um movimento Browniano. O caminho X : J → L2(Ω,P) dado por
X(t) = Bt (1.7)
tem 2 -variac¸a˜o finita. De fato,∑
ti∈D
‖Xti+1 −Xti‖2L2 =
∑
ti∈D
E((Bti+1 −Bti)2) =
∑
ti∈D
ti+1 − ti = T
para todo D ∈ P(J). Portanto, ‖X‖2,J = T 1/2.
O conjunto de todos os caminhos cont´ınuos de J em E com p -variac¸a˜o finita e´ denotado
por Vp(J,E).
Se E e´ um espac¸o de Banach com respeito a uma norma ‖ · ‖ enta˜o o conjunto Vp(J,E)
e´ um espac¸o de Banach, quando munido com a norma
‖X‖Vp(J,E) = ‖X‖p,J + ‖X‖∞,J (1.8)
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onde
‖X‖∞,J := sup
t∈J
‖Xt‖ (1.9)
denota a norma da convergeˆncia uniforme em C(J,E). A norma descrita na expressa˜o (1.8)
e´ chamada de norma da p -variac¸a˜o e tal norma pode ser denotada simplesmente por ‖X‖Vp
quando na˜o houver perigo de confusa˜o com os espac¸os envolvidos em um dado contexto.
Se (E, d) e´ um espac¸o me´trico, enta˜o aplicac¸a˜o d∞ : C(J,E)× C(J,E)→ R+ dada por
d∞(X, Y ) = sup
t∈J
d(Xt, Yt) (1.10)
e´ uma me´trica em C(J,E) chamada me´trica da convergeˆncia uniforme.
No caso em que (E, ‖·‖) e´ um espac¸o de Banach, a aplicac¸a˜o d¯p : Vp(J,E)×Vp(J,E)→ R+
dada por
d¯p(X, Y ) = ‖X − Y ‖p,J + d∞(X, Y ) (1.11)
e´ uma me´trica em Vp(J,E) chamada me´trica da p -variac¸a˜o, a qual nada mais e´ do que a
me´trica induzida pela norma da p -variac¸a˜o em Vp(J,E), isto e´,
d¯p(X, Y ) = ‖X − Y ‖p,J + ‖Xt − Yt‖∞,J = ‖X − Y ‖Vp . (1.12)
Proposic¸a˜o 1.1.3. Seja (E, d) um espac¸o me´trico. Se p ∈ (0, 1) e X : J → E e´ caminho
cont´ınuo com p -variac¸a˜o finita enta˜o X e´ constante, isto e´, X(t) = X(0) para todo t ∈ J .
Demonstrac¸a˜o: Seja D ∈ P(J). Enta˜o
d(Xt, X0) ≤
∑
ti∈D
d(Xti+1 , Xti) ≤ max
i
d(Xti+1 , Xti)
1−p · ‖X‖pp,J .
Usando a continuidade uniforme deX no intervalo compacto J, podemos tomar max
i
d(Xti+1 , Xti)
arbitrariamente pequeno tomando uma partic¸a˜o D, com |D| = max
i
|ti+1− ti| suficientemente
pequeno.
Portanto, d(Xt, X0) = 0 para todo t ∈ J , donde segue que X(t) = X(0) para todo t ∈ J .
Proposic¸a˜o 1.1.4. Sejam (E, d) um espac¸o me´trico e X ∈ C(J,E). Se 1 ≤ p ≤ q < ∞
enta˜o
‖X‖q,J ≤ ‖X‖p,J . (1.13)
Em particular,
V1(J,E) ⊂ Vp(J,E) ⊂ Vq(J,E) ⊂ C(J,E) . (1.14)
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Demonstrac¸a˜o: Segue da desigualdade
(
∑
i
|ai|q)1/q ≤ (
∑
i
|ai|p)1/p .
Proposic¸a˜o 1.1.5. Sejam (E, d) um espac¸o me´trico, X ∈ C(J,E) e p ∈ [1,∞). As seguintes
afirmac¸o˜es sa˜o verdadeiras.
i) Se ϕ : J → J e´ sobrejetiva e na˜o-decrescente, enta˜o
‖X‖p,J = ‖X ◦ ϕ‖p,J . (1.15)
ii) Tem-se que
sup
s,t∈J
d(Xt, Xs) ≤ ‖X‖p,J . (1.16)
iii) Se {X(n)}n≥0 e´ uma sequ¨encia em Vp(J,E) que converge pontualmente ao caminho X,
enta˜o
‖X‖p,[s,t] ≤ lim inf
n→∞
‖X(n)‖p,[s,t] (1.17)
para todo s < t em J .
Demonstrac¸a˜o: i) Temos que∑
ti∈D
d(Xϕ(ti+1), Xϕ(ti))
p =
∑
li∈ϕ(D)
d(Xli+1 , Xli)
p (1.18)
para todo D ∈ P(J).
Da igualdade (1.18) segue que ∑
ti∈D
d(Xϕ(ti+1), Xϕ(ti))
p ≤ ‖X‖pp,J
para todo D ∈ P(J), donde decorre que
‖X ◦ ϕ‖p,J ≤ ‖X‖p,J .
De modo ana´logo, utilizando a igualdade (1.18) temos que ‖X‖p,J ≤ ‖X ◦ ϕ‖p,J .
ii) Sejam s, t ∈ J tal que s ≤ t. Considere a partic¸a˜o D = {0 ≤ s ≤ t ≤ T} do intervalo J.
Temos que
d(Xt, Xs)
p ≤ ∑
ti∈D
d(Xti+1 , Xti)
p ≤ ‖X‖pp,J .
Logo,
d(Xt, Xs) ≤ ‖X‖p,J
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para todo s, t ∈ J , donde segue que
sup
s,t∈J
d(Xt, Xs) ≤ ‖X‖p,J .
iii) Sejam s < t em J . Como {X(n)}n≥0 ⊂ Vp(J,E) converge pontualmente a X segue que∑
ti∈D
d(Xti+1 , Xti)
p = lim inf
n→∞
∑
ti∈D
d(X
(n)
ti+1 , X
(n)
ti )
p ≤ lim inf
n→∞
‖X(n)‖pp,[s,t]
para todo D ∈ P([s, t]).
Portanto,
‖X‖p,[s,t] ≤ lim inf
n→∞
‖X(n)‖p,[s,t] .
Seja E um espac¸o de Banach. O subespac¸o de Vp(J,E) constitu´ıdo por todos os caminhos
iniciados em 0 ∈ E e´ denotado por Vp0 (J,E). A aplicac¸a˜o dp : Vp0 (J,E)×Vp0 (J,E)→ R+ dada
por
dp(X, Y ) = ‖X − Y ‖p,J (1.19)
e´ uma me´trica e ela e´ equivalente a me´trica d¯p restrita a Vp0 (J,E). De fato, pelo item ii) da
Proposic¸a˜o 1.1.5 temos que
‖X‖p,J ≤ ‖X‖Vp = ‖X‖p,J + sup
t∈J
‖Xt −X0‖ ≤ ‖X‖p,J + sup
s,t∈J
‖Xt −Xs‖ ≤ 2‖X‖p,J
para todo X ∈ Vp0 (J,E) e portanto
dp(X, Y ) ≤ d¯p(X, Y ) ≤ 2 dp(X, Y )
para todo X, Y ∈ Vp0 (J,E).
Para todo p ∈ [1,∞), o conjunto
Dp = {X ∈ Vp(J,E) : ‖X‖p,J ≤ 1} (1.20)
e´ fechado na topologia uniforme de C(J,E). De fato, se {X(n)}n≥0 ⊂ Dp e´ uma sequ¨encia
convergente na norma uniforme com lim
n→∞
X(n) = Y , enta˜o pelo item iii) da Proposic¸a˜o 1.1.5
temos que ‖Y ‖p,J ≤ lim
n→∞
inf ‖X(n)‖p,J ≤ 1 , o que implica que Y ∈ Dp. Portanto Dp e´
fechado na topologia uniforme.
Definic¸a˜o 1.1.6. Seja ∆T = {(s, t) ∈ [0, T ]2 : s ≤ t} o conjunto simplexo. Uma aplicac¸a˜o
c : ∆T → R e´ dita uma func¸a˜o de controle ou um controle em [0, T ] se:
i) c e´ cont´ınua;
ii) c(s, t) ≥ 0, para todo (s, t) ∈ ∆T e c(t, t) = 0, para todo t ∈ [0, T ];
iii) c(s, u) + c(u, t) ≤ c(s, t), para todos s, u, t ∈ J , com s ≤ u ≤ t.
CAP. 1 • SISTEMAS DE YOUNG 14
Observac¸a˜o 1.1.7. A condic¸a˜o iii) na definic¸a˜o anterior e´ denominada superaditividade.
Exemplo 1.1.8. Sejam (E, d) um espac¸o me´trico, p ∈ [1,∞) e X ∈ Vp(J,E). A func¸a˜o
cX,p : ∆T → R dada por
cX,p(s, t) = ‖X‖pp,[s,t] (1.21)
e´ um exemplo de controle.
O controle cX,p : ∆T → R, onde X ∈ Vp(J,E), e´ uma func¸a˜o na˜o-decrescente na se-
gunda varia´vel, isto e´, para cada s ∈ J fixado, a func¸a˜o t 7→ cX,p(s, t) e´ na˜o-decrescente.
Analogamente, para cada t ∈ J fixado, a func¸a˜o s 7→ cX,p(s, t) e´ na˜o-crescente.
A soma finita de controles ainda e´ um controle. Se a soma de uma infinidade de controles
converge pontualmente, enta˜o a soma ainda e´ um controle. O ma´ximo de dois controles pode
na˜o ser um controle pois a superaditividade pode falhar.
Definic¸a˜o 1.1.9. Dizemos que a p-variac¸a˜o de um caminho cont´ınuo X : J → E e´ controlada
por um controle c : ∆T → R se
‖X‖p,[s,t] ≤ c(s, t)
1
p (1.22)
para todo (s, t) ∈ ∆T .
Proposic¸a˜o 1.1.10. Sejam (E, d) um espac¸o me´trico, X ∈ C(J,E), p ∈ [1,∞) e K > 0 uma
constante. Se c : ∆T → R satisfaz a condic¸a˜o de superaditividade e d(Xv, Xu) ≤ Kc(u, v)1/p,
para todo (u, v) ∈ ∆T , enta˜o
‖X‖p,[s,t] ≤ Kc(s, t)1/p (1.23)
para todo (s, t) ∈ ∆T .
Demonstrac¸a˜o: Sejam (s, t) ∈ ∆T . Usando hipo´tese que d(Xv, Xu)p ≤ Kpc(u, v), para
todo (u, v) ∈ ∆T e a superaditividade de c temos que∑
ti∈D
d(Xti+1 , Xti)
p =
∑
ti∈D
Kpc(ti, ti+1) ≤ Kpc(s, t)
para todo D ∈ P([s, t]).
Portanto,
‖X‖p,[s,t] ≤ Kc(s, t)
1
p .
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Proposic¸a˜o 1.1.11. Sejam (E, d) um espac¸o me´trico, p0 ∈ [1,∞) e X ∈ Vp0(J,E). Para
todo s < t em J , a aplicac¸a˜o νX,[s,t] : [p0,∞)→ [0,∞) dada por
νX,[s,t](p) = ‖X‖p,[s,t] (1.24)
e´ na˜o-crescente e satisfaz
lim
q↘p
‖X‖q,[s,t] = ‖X‖p,[s,t] . (1.25)
Demonstrac¸a˜o: Segue da Proposic¸a˜o 1.1.4 que a func¸a˜o νX,[s,t] e´ na˜o-crescente. Em parti-
cular isto implica que
c(s, t)1/p := lim
q↘p
‖X‖q,[s,t]
existe e satisfaz
c(s, t)1/p ≤ ‖X‖p,[s,t] .
Mostremos a desigualdade inversa. Decorre do item ii) da Proposic¸a˜o 1.1.5 que d(Xv, Xu) ≤
‖X‖q,[u,v], para todo q ∈ [p,∞) e da´ı fazendo q ↘ p temos que
d(Xv, Xu) ≤ c(u, v)1/p (1.26)
para todo u < v no intervalo J .
Mostremos que c e´ superaditiva. Observe que
c(s, t) = (lim
q↘p
‖X‖q,[s,t])p = lim
q↘p
‖X‖qq,[s,t] = limq↘p cX,q(s, t) .
Usando a superaditividade de cX,q temos que
c(s, t) + c(t, u) = lim
q↘p
(cX,q(s, t) + cX,q(t, u)) ≤ lim
q↘p
cX,q(s, u) = c(s, u)
para todo s < t < u no intervalo J , ou seja, c e´ superaditiva.
Logo, usando a desigualdade 1.26 e a superaditividade de c, segue pela Proposic¸a˜o 1.1.10 que
‖X‖p,[s,t] ≤ c(s, t)1/p .
Portanto,
lim
q↘p
‖X‖q,[s,t] = c(s, t)1/p = ‖X‖p,[s,t] .
Definic¸a˜o 1.1.12. Sejam (E, d) um espac¸o me´trico e α > 0. Um caminho X : J → E e´ dito
α -Holder se existe uma constante K > 0 tal que d(Xt, Xs) < K|t− s|α , para todo s, t ∈ J .
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O conjunto de todos os caminhos α -Holder de J em E e´ denotado por Hα(J,E) e o
conjunto de todos os caminhos α -Holder de J em E iniciados em 0 ∈ E e´ denotado por
Hα0 (J,E).
Sejam (Ω,F ,P) um espac¸o de probabilidade e B = {Bt : Ω → R | t ∈ [0,∞)} um mo-
vimento Browniano. Vimos que o caminho X : J → L2(Ω,P) dado por X(t) = Bt tem
2 -variac¸a˜o finita. Entretanto, P-quase sempre os caminho amostrais que compo˜em o movi-
mento Browniano sa˜o α -Holder, com α ∈ (0, 1/2) (Ver [17], pa´gina 6). Em outras palavras,
dado α ∈ (0, 1/2), existe Ω′ ⊂ Ω, com P (Ω′) = 1, tal que os caminhos Xω : J → R dados por
Xω(t) = Bt(ω) (1.27)
sa˜o α -Holder, para todo ω ∈ Ω′.
Uma questa˜o que surge e´ se os caminhos amostrais do movimento Browniano restritos ao
intervalo compacto J teriam P-quase sempre p -variac¸a˜o finita para algum p ∈ [1,∞) .
Seja p > 0. Temos que qualquer caminho (1/p) -Holder e´ um caminho cont´ınuo com
p -variac¸a˜o finita. De fato, se X ∈ H1/p(J,E), enta˜o existe uma constante K > 0 tal que
d(Xt, Xs) < K|t− s|1/p , para todo s, t ∈ J . Logo,∑
ti∈D
d(Xti+1 , Xti)
p ≤ Kp∑
ti∈D
|ti+1 − ti| = KpT
para todo D ∈ P(J) e portanto
‖X‖p,J ≤ KT 1/p
isto e´, X ∈ Vp(J,E).
Baseado nisto, conclu´ımos que P-quase sempre os caminhos amostrais do movimento
Browniano tem p -variac¸a˜o finita, com p ∈ (2,∞).
Proposic¸a˜o 1.1.13. Sejam (E, d) um espac¸o me´trico e X ∈ C(J,E). Se X ∈ Vp(J,E)
e t → cX,p(0, t) e´ uma func¸a˜o crescente, enta˜o existem uma func¸a˜o crescente h : J → J e
Y ∈ H1/p(J,E) tais que
X = Y ◦ h . (1.28)
Demonstrac¸a˜o: Seja X ∈ Vp(J,E). Considere a aplicac¸a˜o h : J → J dada por
h(t) =
T
cX,p(0, T )
· cX,p(0, t) . (1.29)
Temos que h e´ uma bijec¸a˜o, pois cX,p e´ uma func¸a˜o crescente.
Considere
Y = X ◦ h−1 . (1.30)
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Segue do item ii) da Proposic¸a˜o 1.1.5 que
‖Xh−1(t) −Xh−1(s)‖p ≤ ‖X‖pp,[h−1(s),h−1(t)]
para todo s ≤ t em J e como cX,p e´ superaditiva, segue que
‖Y (t)− Y (s)‖p = ‖Xh−1(t) −Xh−1(s)‖p
≤ cX,p(h−1(s), h−1(t))
≤ cX,p(0, h−1(t))− cX,p(0, h−1(s))
=
cX,p(0, T )
T
· (h ◦ h−1(t)− h ◦ h−1(s))
=
cX,p(0, T )
T
· (t− s)
para todo s ≤ t em J , donde seque que Y ∈ H1/p(J,E).
Portanto, X = Y ◦ h, onde h e´ um func¸a˜o crescente e Y ∈ H1/p(J,E).
1.2 Aproximac¸o˜es de Caminhos de p -Variac¸a˜o Finita
Definic¸a˜o 1.2.1. Seja (E, d) um espac¸o me´trico. Dizemos que Υa,b : [0, 1]→ E e´ um caminho
geode´sico ligando os pontos a, b ∈ E se Υa,b(0) = a, Υa,b(1) = b e
d(Υa,b(s),Υa,b(t)) = |t− s| · d(a, b) (1.31)
para todo s < t em [0, 1].
Se quaisquer dois pontos de (E, d) sa˜o ligados por um caminho geode´sico, dizemos que E
e´ um espac¸o geode´sico.
Temos que Rd munido com a me´trica euclidiana e´ um espac¸o geode´sico. Em geral, um
espac¸o vetorial normado (E, ‖ · ‖) e´ um espac¸o geode´sico. De fato, dados a, b ∈ E, enta˜o o
caminho γa,b : [0, 1]→ E dado por
γa,b(t) = (1− t)a+ tb (1.32)
e´ um caminho geode´sico ligando os pontos a, b ∈ E, visto que
‖γa,b(t)− γa,b(s)‖ = |t− s| · ‖b− a‖ , (1.33)
para todo s < t em [0, 1].
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Definic¸a˜o 1.2.2. Sejam (E, d) um espac¸o geode´sico, X ∈ C(J,E) e D = {t0 = 0 < t1 <
. . . < tn = T} uma partic¸a˜o do intervalo J . Uma aproximac¸a˜o geode´sica de X com respeito
D e´ um caminho XD ∈ C(J,E) dado por
XD(t) =
{
X(t) ,
ΥXti ,Xti+1 ( t−ti
ti+1−ti) ,
se t ∈ D
se t ∈ (ti, ti+1)
(1.34)
onde cada ΥXti ,Xti+1 e´ um caminho geode´sico em (E, d).
Se (E, ‖ · ‖) e´ um espac¸o vetorial normado, X ∈ C(J,E) e D e´ uma partic¸a˜o do intervalo
J enta˜o a aproximac¸a˜o poligonal do caminho X com respeito a D e´ a aproximac¸a˜o geode´sica
dada por
XD(t) =
{
X(t) ,
γXti ,Xti+1 ( t−ti
ti+1−ti) ,
se t ∈ D
se t ∈ (ti, ti+1)
(1.35)
lembrando que cada γXti ,Xti+1 : [0, 1]→ E e´ dado por
γXti ,Xti+1 (t) = (1− t)Xti + tXti+1 . (1.36)
Proposic¸a˜o 1.2.3. Sejam (E, d) um espac¸o geode´sico e X ∈ C(J,E). Se {Dn}n≥0 e´ uma
sequ¨encia de partic¸o˜es do intervalo J tais que |Dn| → 0, quando n → ∞, enta˜o qualquer
sequ¨eˆncia {XDn}n≥0 de aproximac¸o˜es geode´sicas de X, com respeito as partic¸o˜es Dn, converge
uniformemente para X, isto e´,
lim
n→∞
d∞(XDn , X) = 0. (1.37)
Demonstrac¸a˜o: Dado  > 0, existe δ > 0 tal que
osc(X, δ) := sup
|t−s|<δ
d(Xs, Xt) < /2 (1.38)
o que e´ poss´ıvel, uma vez que X e´ um caminho cont´ınuo no intervalo compacto J = [0, T ] e
portanto uniformemente cont´ınuo.
Como |Dn| → 0, enta˜o existe n0 ∈ N tal que |Dn| < δ, para todo n ≥ n0. Enta˜o tomando a
partic¸a˜o Dn0 e ti < ti+1 dois pontos consecutivos em D
n0 , para t ∈ [ti, ti+1] temos que
d(XDnt , Xt) ≤ d(XDnt , Xti) + d(Xti , Xt)
= d(XDnt , X
Dn
ti
) + d(Xti , Xt)
=
∣∣∣∣ t− titi+1 − ti
∣∣∣∣ d(Xti , Xti+1) + d(Xti , Xt)
≤ 2 osc(X, δ) < 
CAP. 1 • SISTEMAS DE YOUNG 19
para todo n ≥ n0.
Logo
d∞(XDn , X) = sup
t∈J
d(XDnt , Xt) < 
para todo n ≥ n0 e portanto lim
n→∞
d∞(XDn , X) = 0 .
Lema 1.2.4. Sejam E um espac¸o de Banach e 1 ≤ p < q. Se X, Y ∈ Vp(J,E) enta˜o
‖X − Y ‖Vq(J,E) ≤ (2‖X − Y ‖∞,J)1−
p
q (‖X − Y ‖p,J)
p
q + ‖X − Y ‖∞,J (1.39)
e consequentemente
‖X − Y ‖Vq(J,E) ≤ (2‖X − Y ‖∞,J)1−
p
q (‖X‖Vp(J,E) + ‖Y ‖Vp(J,E))
p
q + ‖X − Y ‖∞,J . (1.40)
Demonstrac¸a˜o: Primeiramente mostremos que se 1 ≤ p < q e Z ∈ Vp(J,E) enta˜o vale a
desigualdade
‖Z‖q,J ≤ (sup
s,t∈J
‖Zt − Zs‖)1−
p
q (‖Z‖p,J)
p
q . (1.41)
De fato, tal desigualdade segue do fato que∑
ti∈D
‖Zti+1 −Zti‖q =
∑
ti∈D
‖Zti+1 −Zti‖p‖Zti+1 −Zti‖q−p ≤ (sup
s,t∈J
‖Zt−Zs‖)q−p
∑
ti∈D
‖Zti+1 −Zti‖p
para todo D ∈ P(J).
Agora usando a desigualdade (1.41) para Y = X − Y temos que
‖X − Y ‖q,J ≤ (sup
s,t∈J
‖Xt − Yt − (Xs − Ys)‖)1−
p
q (‖X − Y ‖p,J)
p
q
≤ (2 sup
t∈J
‖Xt − Yt‖)1−p/q(‖X − Y ‖p,J)p/q
donde segue imediatamente as desigualdades desejadas.
Lema 1.2.5. Sejam E um espac¸o de Banach, {X(n)}n>0 ⊂ C(J,E) e X ∈ C(J,E) e
p ∈ [1,∞). Se X(n) converge uniformemente para X, supn ‖X(n)‖p,J < ∞ e q > p enta˜o
{X(n)}n≥0 converge para X na norma da q-variac¸a˜o, isto e´
lim
n→∞
d¯q(X
(n), X) = 0 . (1.42)
Demonstrac¸a˜o: Como X(n) converge uniformemente para X segue do item iii) da Pro-
posic¸a˜o 1.1.5 que
‖X‖p,[s,t] ≤ lim inf
n→∞
‖X(n)‖p,[s,t]
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para todo s < t em J e como supn ‖X(n)‖p,J <∞, segue que X tem p -variac¸a˜o finita.
Como X(n) converge uniformemente para X segue que supn ‖X(n)‖∞,J <∞. Logo
sup
n
‖X(n)‖Vp(J,E) ≤ sup
n
‖X(n)‖∞,J + sup
n
‖X(n)‖p,J <∞ .
Usando a desigualdade anterior e a desigualdade (1.40) do Lema 1.2.4 para X −X(n) segue
que
‖X−X(n)‖Vq(J,E) ≤ (2‖X−X(n)‖∞,J)1−
p
q (‖X‖Vp(J,E) +sup
n
‖X(n)‖Vp(J,E))
p
q +‖X−X(n)‖∞,J .
Como X(n) converge uniformemente para X (isto e´, lim
n→∞
‖X −X(n)‖∞,J = 0) decorre desta
u´ltima desigualdade que lim
n→∞
‖X − X(n)‖Vq(J,E) = 0, ou seja, lim
n→∞
d¯q(X
(n), X) = 0 como
quer´ıamos.
Corola´rio 1.2.6. Sejam E um espac¸o de Banach, 1 ≤ p < q e X um subconjunto de
Vp(J,E). Se X e´ limitado e uniformemente equicont´ınuo, enta˜o X e´ relativamente compacto
em Vq(J,E).
Em particular, se c e´ um controle em J , enta˜o o conjunto
{X ∈ C(J,E) : X0 = 0 e ‖X‖p,[s,t] ≤ c(s, t)1/p , ∀ (s, t) ∈ ∆T} (1.43)
e´ relativamente compacto em Vq(J,E).
Demonstrac¸a˜o: Decorre do teorema de Arzela´-Ascoli e do Lema 1.2.5.
Teorema 1.2.7. Sejam E um espac¸o de Banach, 1 ≤ p < q. Se X ∈ Vp(J,E) e {Dn}n≥0
e´ uma sequ¨encia de partic¸o˜es do intervalo J tais que |Dn| → 0, quando n → ∞, enta˜o a
sequ¨eˆncia {XDn}n≥0 ⊂ V1(J,E) de aproximac¸o˜es poligonais de X converge na norma da
q-variac¸a˜o para X, isto e´,
d¯q(X
Dn , X)→ 0 , quando n→∞ . (1.44)
Demonstrac¸a˜o: Uma vez que X ∈ Vp(J,E), vale a desigualdade
‖XD‖p,J ≤ 31−1/p‖X‖p,J (1.45)
para todo D ∈ P(J) (Ver [5]).
Logo,
sup
n
‖XDn‖p,J ≤ 31−1/p‖X‖p,J <∞
e deste fato, juntamente com as demais hipo´teses, segue pelo Lema 1.2.5 que
lim
n→∞
d¯q(X
Dn , X) = 0 .
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Sejam E um espac¸o de Banach e p ∈ [1,∞). Denotaremos o fecho de C∞(J,E) em relac¸a˜o
a me´trica d¯p da p -variac¸a˜o no espac¸o Vp(J,E) por V0,p(J,E), ou seja,
V0,p(J,E) = C∞(J,E) d¯p . (1.46)
O conjunto V0,p(J,E) e´ um subespac¸o vetorial fechado de Vp(J,E) e portanto e´ um espac¸o
de Banach. Da mesma forma
V0,p0 (J,E) = C∞0 (J,E)
d¯p
= C∞0 (J,E)
dp
(1.47)
e´ tambe´m um subespac¸o vetorial fechado de Vp(J,E) e portanto e´ um espac¸o de Banach.
Proposic¸a˜o 1.2.8. Sejam E um espac¸o de Banach e p ∈ (1,∞). Se Ω ⊂ V1(J,E) e
V0,1(J,E) ⊂ Ω d¯1, enta˜o
Ω
d¯p
= V0,p(J,E) . (1.48)
Demonstrac¸a˜o: Primeiramente mostremos que
V0,p(J,E) ⊂ Ω d¯p .
Decorre da Proposic¸a˜o 1.1.4 que se 1 ≤ p ≤ q <∞ enta˜o
Ω
d¯1 ⊂ Ω d¯p ⊂ Ω d¯q .
Usando o fato acima e a hipo´tese que V0,1(J,E) ⊂ Ω d¯1 , temos que
C∞(J,E) ⊂ C∞(J,E) d¯1 = V0,1(J,E) ⊂ Ω d¯1 ⊂ Ω d¯p
donde segue que
V0,p(J,E) = C∞(J,E) d¯p ⊂ Ω d¯p .
Agora mostremos a outra inclusa˜o. Temos
V1(J,E) ⊂ V0,p(J,E) .
De fato, qualquer X ∈ V1(J,E) pode ser aproximado uniformemente por uma sequeˆncia
Xn ∈ C∞(J,E) tal que sup
n
‖Xn‖1,J < ∞ e da´ı usando o Lema 1.2.5 (em relac¸a˜o a 1 e p)
temos a inclusa˜o acima.
Logo,
Ω ⊂ V1(J,E) ⊂ V0,p(J,E) = C∞0 (J,E)
d¯p
e portanto
Ω
d¯p ⊂ C∞0 (J,E)
d¯p
= V0,p(J,E)
como quer´ıamos.
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Como consequ¨eˆncia imediata da Proposic¸a˜o 1.2.8 temos que
V1(J,E) d¯p = V0,p(J,E) . (1.49)
Se E e´ um espac¸o de Banach e 1 ≤ p < q, temos que
Vp(J,E) ⊂ V0,q(J,E) . (1.50)
De fato, dado X ∈ Vp(J,E), decorre do Teorema 1.2.7 que existe uma sequ¨eˆncia {XDn}n∈N
de aproximac¸o˜es poligonais de X tal que cada XDn ∈ V1(J,E) e lim
n→∞
d¯q(X
Dn , X) = 0. Logo,
X ∈ V1(J,E) d¯q = V0,q(J,E).
1.3 Teorema Young
Sejam E1 e E2 espac¸os de Banach. Denote por L(E1, E2) o conjunto de todas as aplicac¸o˜es
lineares cont´ınuas de E1 em E2.
Definic¸a˜o 1.3.1. Sejam X : [a, b] → E1 e Y : [a, b] → L(E1, E2) caminhos cont´ınuos. Se o
limite
lim
|D|→0
D∈P([a,b])
∑
si∈D
Ysi(Xsi+1 −Xsi) (1.51)
existe, dizemos que tal limite e´ uma integral de Riemann-Stieltjes de Y com respeito a X no
intervalo [a, b] e o denotamos por ∫ b
a
Ys dXs . (1.52)
Seja E um espac¸o vetorial normado, X ∈ C(J,E) e v ∈ E. Definimos operador translac¸a˜o
por v em C(J,E) como sendo a aplicac¸a˜o Lv : C(J,E)→ C(J,E) dada por
Lv(X)(s) = X(s) + v . (1.53)
Proposic¸a˜o 1.3.2. Sejam E1 e E2 espac¸os de Banach, X ∈ C([r, t], E1), Y ∈ C([r, t],L(E1, E2)).
As seguintes afirmac¸o˜es sa˜o verdadeiras.
i) Se v ∈ E1 enta˜o ∫ t
r
Ys dXs =
∫ t
r
Ys d(Lv(X))s . (1.54)
ii) Se ϕ : [a, b]→ [r, t] e´ um homeomorfismo crescente enta˜o∫ ϕ(b)
ϕ(a)
Ys dXs =
∫ b
a
(Y ◦ ϕ)s d(X ◦ ϕ)s . (1.55)
iii) Se ϕ : [a, b]→ [r, t] e´ um homeomorfismo decrescente enta˜o∫ ϕ(a)
ϕ(b)
Ys dXs = −
∫ b
a
(Y ◦ ϕ)s d(X ◦ ϕ)s . (1.56)
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Demonstrac¸a˜o: i) Decorre da igualdade∑
si∈D
Ysi(Xsi+1 −Xsi) =
∑
si∈D
Ysi((Xsi+1 + v)− (Xsi + v)) =
∑
si∈D
Ysi(Lv(X)si+1 − Lv(X)si)
a qual e´ valida para todo D ∈ P([r, t]).
ii) Seja D = {a = s0 < s1 < . . . < sk = b} e considere ϕD = {r = ϕ(s0) < ϕ(s1) < . . . <
ϕ(sk) = t}.
Temos que aplicac¸a˜o ϕ¯ : P([a, b])→ P([r, t]) dada por
ϕ¯(D) = ϕD (1.57)
e´ uma bijec¸a˜o e ale´m disso |D| → 0 se, e somente se, |ϕD| → 0.
Assim, denotando ϕ(si) = s¯i para si ∈ D, temos que∑
s¯i∈ϕD
Ys¯i(X ¯si+1 −Xs¯i) =
∑
si∈D
Yϕ(si)(Xϕ(si+1) −Xϕ(si))
=
∑
si∈D
(Y ◦ ϕ)si((X ◦ ϕ)si+1 − (X ◦ ϕ)si) .
Segue da igualdade acima que se existe o limite de um dos termos da igualdade, enta˜o existe
o limite do outro termo e ale´m disso,∫ ϕ(b)
ϕ(a)
Ys dXs =
∫ t
r
Ys dXs
= lim
|ϕD|→0
ϕD∈P([r,t])
∑
s¯i∈ϕD
Ys¯i(X ¯si+1 −Xs¯i)
= lim
|D|→0
D∈P([a,b])
∑
si∈D
(Y ◦ ϕ)si((X ◦ ϕ)si+1 − (X ◦ ϕ)si)
=
∫ b
a
(Y ◦ ϕ)s d(X ◦ ϕ)s .
iii) Decorre de maneira ana´loga a demonstrac¸a˜o do item ii).
Proposic¸a˜o 1.3.3. Sejam E1 e E2 espac¸os de Banach. Se X ∈ V1(J,E1) e Y ∈ C(J,L(E1, E2))
enta˜o para cada t ∈ J existe a integral ∫ t
0
Ys dXs . (1.58)
Ale´m disso,
∫ t
0
Ys dXs e´ linear em relac¸a˜o a Y e em relac¸a˜o a X e vale que
‖∫ t
0
Ys dXs‖E2 ≤ (sup
t∈J
‖Yt‖L(E1,E2))‖X‖1,[0,t] . (1.59)
Demonstrac¸a˜o: Veja E. Lima [14], pa´gina 194.
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Uma questa˜o que surge e´ se existe a integral de Riemann-Stieltjes
∫ t
0
Ys dXs, se por a caso
X na˜o tiver 1 -variac¸a˜o, mas sim um grau de variac¸a˜o maior.
L. C. Young [28] apresentou as condic¸o˜es suficientes para que a integral
∫ t
0
Ys dXs exista,
caso a variac¸a˜o de X seja maior do que 1. Mais precisamente ele provou que a integral existe
quando X tem p -variac¸a˜o finita, Y tem q -variac¸a˜o finita e e´ satisfeita a condic¸a˜o 1
p
+ 1
q
> 1.
Em seguida apresentaremos uma demonstrac¸a˜o deste resultado baseada na demonstrac¸a˜o
apresentada por T. Lyons e colaboradores [17].
Teorema 1.3.4 (Young). Sejam E1 e E2 espac¸os de Banach e p, q ∈ [1,∞). Se X ∈
Vp(J,E1), Y ∈ Vq(J,L(E1, E2)) e 1p + 1q > 1 enta˜o para cada [s, t] ⊂ J existe a integral∫ t
s
Yu dXu . (1.60)
Ale´m disso,
∫ ·
0
Yu dXu ∈ Vp(J,E2) e existe um constante Cp,q dependente de p e q tal que
‖∫ ·
s
Yu dXu‖p,[s,t] ≤ Cp,q‖Y ‖Vq([s,t],L(E1,E2))‖X‖p,[s,t] (1.61)
para todo [s, t] ⊂ J .
Demonstrac¸a˜o: Seja [s, t] ⊂ J .
No caso em que ‖X‖p,[s,t] = 0, temos que X|[s,t] e´ um caminho constante, logo
∫ t
s
Yu dXu = 0
e a condic¸a˜o (1.61) e´ satisfeita para qualquer constante C.
No caso em que ‖Y ‖q,[s,t] = 0, temos que Y |[s,t] e´ um caminho constante, logo∫ t
s
Yu dXu = Ys(Xt −Xs)
e
‖∫ ·
s
Yu dXu‖p,[s,t] ≤ ‖Ys‖L(E1,E2)‖X‖p,[s,t]
lembrando que neste caso, ‖Y ‖Vq([s,t],L(E1,E2)) = ‖Ys‖L(E1,E2).
No caso em que ‖X‖p,[s,t] 6= 0 e ‖Y ‖q,[s,t] 6= 0, considere o caminho X˜ : [s, t]→ E1 dado por
X˜(t) =
X(t)
‖X‖p,J (1.62)
e o caminho Y˜ : [s, t]→ L(E1, E2) dado por
Y˜ (t) =
Y (t)
‖Y ‖q,J . (1.63)
Defina c : ∆[s,t] → R por
c(u, v) =
(‖X‖p,[u,v]
‖X‖p,[s,t]
)p
+
(‖Y ‖q,[u,v]
‖Y ‖q,[s,t]
)q
. (1.64)
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Segue que c(s, t) = 2 e c controla a p-variac¸a˜o de X˜ e a q-variac¸a˜o de Y˜ em [s, t].
Seja D = {t0 = s < t1 < ... < tr−1 < tr = t} uma partic¸a˜o do intervalo [s, t] ⊂ J e considere∫
D
Y dX :=
r−1∑
i=0
Yti(Xti+1 − Xti). Queremos limitar ‖
∫
D
Y dX‖E2 independentemente de D.
Para isso removeremos pontos de D.
Se D possui apenas treˆs pontos, retiramos o ponto intermedia´rio t1. Se r > 2, escolhemos ti,
com i ∈ {1, ..., r − 1}, tal que
c(ti−1, ti+1) ≤ 2
r − 1 · c(s, t). (1.65)
Tal ti existe. De fato, suponha que c(ti−1, ti+1) > 2r−1 · c(s, t) para todo i ∈ {1, ..., r − 1}.
Segue disto e da superaditividade de c que:
• Se r − 1 e´ ı´mpar, enta˜o
2·c(s, t) = (r−1) 2
r − 1 ·c(s, t) <
r−1∑
i=1
c(ti−1, ti+1) ≤ c(s, tr)+c(t1, tr−1) ≤ 2·c(s, t) . (1.66)
• Se r − 1 e´ par, enta˜o
2·c(s, t) = (r−1) 2
r − 1 ·c(s, t) <
r−1∑
i=1
c(ti−1, ti+1) ≤ c(s, tr−1)+c(t1, tr) ≤ 2·c(s, t) . (1.67)
Logo, c(s, t) < c(s, t), o que e´ absurdo.
Agora, considere a partic¸a˜o D1 = D0 − {ti}, onde D0 = D e ti ∈ D e´ o ponto escolhido
acima. Temos que
‖∫
D
Y˜ dX˜ − ∫
D1
Y˜ dX˜‖E2 = ‖Y˜ti−1 (X˜ti − X˜ti−1) + Y˜ti (X˜ti+1 − X˜ti)− Y˜ti−1 (X˜ti+1 − X˜ti−1)‖E2
= ‖(Y˜ti − Y˜ti−1)(X˜ti+1 − X˜ti)‖E2
≤ ‖Y˜ti − Y˜ti−1‖L(E1,E2) · ‖X˜ti+1 − X˜ti‖E1
≤ ‖Yti − Yti−1‖L(E1,E2)‖Y ‖q,[s,t] ·
‖Xti+1 −Xti‖E1
‖X‖p,[s,t]
≤ ‖Y ‖q,[ti−1,ti]‖Y ‖q,[s,t] ·
‖X‖p,[ti,ti+1]
‖X‖p,[s,t]
=
((‖Y ‖q,[ti−1,ti]
‖Y ‖q,[s,t]
)q) 1q
·
((‖X‖p,[ti,ti+1]
‖X‖p,[s,t]
)p) 1p
≤ c(ti−1, ti)
1
q · c(ti, ti+1)
1
p .
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Assim,
‖∫
D
Y˜ dX˜ − ∫
D1
Y˜ dX˜‖E2 ≤ c(ti−1, ti)
1
q · c(ti, ti+1)
1
p
≤ c(ti−1, ti+1)
1
q · c(ti−1, ti+1)
1
p
≤ c(ti−1, ti+1)
1
p
+ 1
q
≤
(
2
r − 1 · c(s, t)
) 1
p
+ 1
q
=
(
4
r − 1
) 1
p
+ 1
q
.
De modo recursivo, para cada n = 2, ..., r − 1 obtemos Dn = Dn−1 − {tn−1j }, onde t(n−1)j ∈
Dn−1 = {t(n−1)0 = s < t(n−1)1 < ... < t(n−1)r−n < t(n−1)r−(n−1) = t}, j ∈ {1, ..., r − n} e t(n−1)j satisfaz
c(t
(n−1)
j−1 , t
(n−1)
j+1 ) ≤
2
r − n · c(s, t) (1.68)
e
‖∫
Dn−1Y˜ dX˜ −
∫
Dn
Y˜ dX˜‖E2 ≤
(
4
r − n
) 1
p
+ 1
q
. (1.69)
Assim,
‖∫
D
(Y˜ − Y˜s) dX˜‖E2 = ‖
∫
D
Y˜ dX˜ − Y˜s(X˜t − X˜s)‖E2
= ‖∫
D
Y˜ dX˜ − ∫
Dr−1Y˜ dX˜‖E2
≤
r−1∑
n=1
‖∫
Dn−1Y˜ dX˜ −
∫
Dn
Y˜ dX˜‖
= 4
1
p
+ 1
q ·
r−1∑
n=1
(
1
r − n
) 1
p
+ 1
q
= 4
1
p
+ 1
q ·
r−1∑
n=1
1
(n)
1
p
+ 1
q
.
Como
‖∫
D
(Y˜ − Y˜s) dX˜‖E2 = ‖
∫
D
(
Y − Ys
‖Y ‖q,[s,t]
)
d
(
X
‖X‖p,[s,t]
)
‖E2 =
‖∫
D
(Y − Ys) dX‖E2
‖Y ‖q,[s,t]‖X‖p,[s,t]
e
ξ(
1
p
+
1
q
) :=
∞∑
n=1
1
(n)
1
p
+ 1
q
<∞ ,
uma vez que
1
p
+
1
q
> 1 ,
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segue que
‖∫
D
(Y − Ys) dX‖E2 ≤ Cp,q‖Y ‖q,[s,t]‖X‖p,[s,t] , (1.70)
onde Cp,q = 4
1
p
+ 1
q · ξ(1
p
+ 1
q
) .
Logo,
sup
D∈P([s,t])
‖∫
D
(Y − Ys) dX‖E2 ≤ Cp,q‖Y ‖q,[s,t]‖X‖p,[s,t] (1.71)
para todo [s, t] ⊂ J .
Temos tambe´m que
|‖∫
D
Y dX‖E2 − ‖Ys(Xt −Xs)‖E2| ≤ ‖
∫
D
(Y − Ys) dX‖E2 ≤ Cp,q‖Y ‖q,[s,t]‖X‖p,[s,t]
enta˜o
‖∫
D
Y dX‖E2 ≤ Cp,q‖Y ‖q,[s,t]‖X‖p,[s,t] + ‖Ys(Xt −Xs)‖E2
≤ Cp,q‖Y ‖q,[s,t]‖X‖p,[s,t] + ‖Ys‖L(E1,E2)‖Xt −Xs‖E1
≤ Cp,q‖Y ‖q,[s,t]‖X‖p,[s,t] + ‖Y ‖∞,[s,t]‖X‖p,[s,t]
≤ Cp,q(‖Y ‖q,[s,t] + ‖Y ‖∞,[s,t])‖X‖p,[s,t]
≤ Cp,q‖Y ‖Vq([s,t],L(E1,E2))‖X‖p,[s,t] .
Portanto
sup
D∈P([s,t])
‖∫
D
Y dX‖E2 ≤ Cp,q‖Y ‖Vq([s,t],L(E1,E2))‖X‖p,[s,t] (1.72)
para todo [s, t] ⊂ J .
Agora usaremos um argumento de aproximac¸a˜o para garantir que a integral existe. Seja p′ ≥ p
tal que 1
p′ +
1
q
> 1. Segue pela Teorema 1.2.7 que existe uma sequ¨encia (X(n))n∈N ⊂ V1(J,E1)
de aproximac¸o˜es poligonais X tal que
lim
n→∞
d¯p′(X
Dn , X) = 0 . (1.73)
Ale´m disso, para cada n ∈ N, como X(n) tem 1-variac¸a˜o, decorre da Proposic¸a˜o 1.3.3 que
existe a integral de Riemann-Stieljes∫ t
s
Yu dX
(n)
u = lim|D|→0
D∈P([s,t])
∫
D
Y dX(n). (1.74)
Desta forma da  > 0 existe n0 ∈ N tal que
‖X(n0) −X‖Vp′ ≤

3Cp,q‖Y ‖Vq (1.75)
e existe δ > 0 tal que
‖∫
D
Y dX(n0) − ∫
D′Y dX
(n0)‖E2 ≤

3
(1.76)
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para todo D,D′ ∈ P([s, t]) satisfazendo max{|D|, |D′|} < δ.
Logo existe δ > 0 tal que
‖∫
D
Y dX − ∫
D′Y dX‖E2 ≤ ‖
∫
D
Y dX − ∫
D
Y dX(n0)‖E2
+ ‖∫
D
Y dX(n0) − ∫
D′Y dX
(n0)‖E2 + ‖
∫
D′Y dX
(n0) − ∫
D′Y dX‖E2
≤ ‖∫
D
Y d(X −X(n0))‖E2
+ ‖∫
D
Y dX(n0) − ∫
D′Y dX
(n0)‖E2 + ‖
∫
D′Y d(X
(n0) −X)‖E2
≤ 2Cp,q‖Y ‖Vq([s,t],L(E1,E2))‖X(n0) −X‖Vp′ ([s,t],E1) +

3
< 
para todo D,D′ ∈ P([s, t]) satisfazendo max{|D|, |D′|} < δ, ou seja, existe a integral∫ t
s
Yu dXu = lim|D|→0
D∈P([s,t])
∫
D
Y dX . (1.77)
Por fim, usando a desigualdade (1.72) temos que
‖∫ ·
s
Yu dXu‖pp,[s,t] = sup
D∈P([s,t])
∑
ti∈D
‖∫ ti+1
ti
Yu dXu‖pE2
≤ sup
D∈P([s,t])
∑
ti∈D
(
Cp,q‖Y ‖Vq(J,L(E1,E2))
)p ‖X‖pp,[ti,ti+1]
≤ (Cp,q‖Y ‖Vq(J,L(E1,E2)))p sup
D∈P([s,t])
(∑
ti∈D
‖X‖p,[ti,ti+1]
)p
≤ (Cp,q‖Y ‖Vq(J,L(E1,E2))‖X‖p,[s,t])p ,
isto e´,
‖∫ ·
s
Yu dXu‖p,[s,t] ≤ Cp,q‖Y ‖Vq([s,t],L(E1,E2))‖X‖p,[s,t] (1.78)
para todo [s, t] ⊂ J .
Definic¸a˜o 1.3.5. Sejam E1 e E2 espac¸os de Banach, X ∈ C(J,E1), Y ∈ C(J,L(E1, E2)).
Dizemos que a integral de Riemann-Stieltjes
∫ T
0
Yu dXu e´ uma integral no sentido de Young
se existem p, q ∈ [1,∞) tais que X ∈ Vp(J,E1) Y ∈ Vq(J,L(E1, E2)) e 1p + 1q > 1.
Para finalizar esta sec¸a˜o enunciaremos uma proposic¸a˜o que fornece uma descric¸a˜o de uma
integral de Riemann-Stieltjes como integral de Riemann, caso o integrador seja um caminho
de classe C1.
Contudo, antes disso e´ importante informar sobre a notac¸a˜o utilizada nesta tese para
a derivada de uma aplicac¸a˜o. Dados V e W espac¸os vetoriais, U ⊂ V um aberto e uma
aplicac¸a˜o g : U → W diferencia´vel, denotaremos a sua aplicac¸a˜o derivada Dg : U → L(V,W )
avaliada num ponto u ∈ U por Dg|u, ou seja, Dg(u) = Dg|u.
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Proposic¸a˜o 1.3.6. Sejam E1 e E2 espac¸os de Banach. Se X ∈ C1(J,E1) e Y ∈ C(J,L(E1, E2))
enta˜o ∫ t
0
Ys dXs =
∫ t
0
Ys(X˙s) ds , (1.79)
para todo t ∈ J , onde X˙ : J → E1 e´ o caminho derivada dado por X˙(t) = DX|t(1).
Demonstrac¸a˜o: Veja E. Lima [14], pa´gina 195.
1.4 Sistemas de Young
Nesta sec¸a˜o no´s propomos dar uma notac¸a˜o mais formal para uma colec¸a˜o de equac¸o˜es
integrais (no sentido de Young) cujos integradores sa˜o caminhos cont´ınuos com p -variac¸a˜o
finita. A cada uma destas colec¸o˜es de equac¸o˜es demos a denominac¸a˜o de sistema de Young.
Proposic¸a˜o 1.4.1. Sejam V1 e V2 espac¸os de Banach, f : V1 → V2 uma aplicac¸a˜o Holder
cont´ınua com expoente γ ∈ (0, 1] e Y ∈ Vp(J, V1), com p ∈ [1,∞). Enta˜o f ◦ Y ∈ V
p
γ (J, V2)
e existe um constante C ≥ 0 tal que
‖f ◦ Y ‖ p
γ
,J ≤ C‖Y ‖Vp(J,V1) . (1.80)
Demonstrac¸a˜o: Como f : V1 → V2 e´ Holder cont´ınuo com expoente γ ∈ (0, 1], enta˜o existe
uma constante C ≥ 0 tal que
‖f(u)− f(v)‖V2 ≤ C‖u− v‖γV1 . (1.81)
Enta˜o para toda partic¸a˜o D ∈ P(J) temos que
‖f ◦ Y ‖ p
γ
,J = ( sup
D∈P(J)
∑
ti∈D⊂J
‖f(Yti+1)− f(Yti)‖
p
γ )
γ
p
≤ ( sup
D∈P(J)
∑
ti∈D⊂J
C
p
γ ‖Yti+1 − Yti‖p)
γ
p
= C
( sup
D∈P(J)
∑
ti∈D⊂J
‖Yti+1 − Yti‖p
) 1
p
γ
= C‖Y ‖γp,J ≤ C‖Y ‖γVp .
Observac¸a˜o 1.4.2. Sejam f : V1 → V2 uma aplicac¸a˜o Holder cont´ınua com expoente γ ∈
(0, 1] e Y ∈ Vp(J, V1), com p ∈ [1,∞). Estudar a continuidade da aplicac¸a˜o Y 7→ f(Y )
e´ uma problema dif´ıcil. O que verificamos com alguma facilidade e´ que se uma sequ¨eˆncia
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{Y (n)}n≥0 ⊂ Vp(J, V1) e´ tal que lim
n→∞
d¯p(Y
(n), Y ) = 0, enta˜o a sequ¨encia {f(Yn)}n≥0 e´ limitada
na norma da p
γ
-variac¸a˜o e lim
n→∞
d∞(f(Yn), f(Y )) = 0. Da´ı, usando o Lema 1.2.4 temos que
lim
n→∞
d¯ q
γ
(f(Yn), f(Y )) = 0, para todo q > p, isto e´, a sequ¨encia {f(Yn)}n≥0 converge na norma
da q
γ
-variac¸a˜o para f(Y ), para todo q > p.
Observac¸a˜o 1.4.3. Um outro ponto importante a mencionar e´ que se f : E2 → L(E1, E2) e´
uma aplicac¸a˜o Holder cont´ınua com expoente γ ∈ (0, 1] e se Y ∈ Vp(J,E2) enta˜o de acordo
com a Proposic¸a˜o 1.4.1 tem-se que f ◦ Y ∈ V pγ (J,L(E1, E2)). Desta forma, se X ∈ Vp(J,E1)
e f ◦ Y ∈ V pγ (J,L(E1, E2)), para poder utilizar o Teorema de Young e assim garantir que a
integral
∫ ·
0
f(Ys) dXs existe e´ suficiente que a desigualdade
1
p
+
γ
p
> 1⇔ 1 + γ > p (1.82)
seja va´lida, e uma vez va´lida, esta desigualdade implica que p ∈ [1, 2), visto que γ ∈ (0, 1].
Dado um numero real γ ∈ (0,∞), denotaremos por bγc, o maior inteiro estritamente
menor do que γ, isto e´,
γ = bγc+ {γ} , onde bγc ∈ N e {γ} ∈ (0, 1] . (1.83)
Definic¸a˜o 1.4.4. Sejam V1 e V2 dois espac¸os vetoriais normados e γ ∈ (0,∞). Uma aplicac¸a˜o
f : V1 → V2 e´ chamada de γ -Lipschitz se f e´ bγc -vezes continuamente diferencia´vel e existe
um constante C > 0 tal que:
i) supx∈V1 ‖f (k)(x)‖ < C, para k = 0, . . . , bγc, onde f (k) denota a k -e´ssima derivada de f ;
ii) ‖f (bγc)(x)− f (bγc)(y)‖ ≤ C‖x− y‖{γ}V1 , para todo x, y ∈ V1.
Denotamos o conjunto das aplicac¸o˜es de V1 em V2 que sa˜o γ -Lipschitz por Lip
γ(V1, V2) e
ressaltamos que o nu´mero γ e´ chamado de expoente Lipschtiz.
Definic¸a˜o 1.4.5. Sejam E1 e E2 espac¸os de Banach, p ∈ [1,∞), ∆ ⊂ Vp(J,E1) e f ∈
Lipγ(E2,L(E1, E2)), com γ ∈ (0,∞). Para cada X ∈ ∆ e para cada u ∈ E2 dizemos que um
caminho α ∈ C(J,E2) e´ uma soluc¸a˜o para a equac¸a˜o de Young{
dY = f(Y ) dX
Y0 = u ∈ E2
(1.84)
se α ∈ Vp(J,E2) e satisfaz
αt = u+
∫ t
0
f(αs) dXs (1.85)
para todo t ∈ J , onde a integral ∫ t
0
f(αs) dXs e´ uma integral no sentido de Young.
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A aplicac¸a˜o f na definic¸a˜o acima e´ chamada de campo, o caminho X de sinal (ou controle)
de integrac¸a˜o e o elemento u de de condic¸a˜o inicial. E´ importante mencionar que uma
soluc¸a˜o para a equac¸a˜o de Young (1.84) pode na˜o ser diferencia´vel com respeito aos pontos
do intervalo J .
Teorema 1.4.6 (Cauchy-Peano). Sejam E1 e E2 espac¸os de Banach, p ∈ [1, 2) e γ ∈ (0, 1].
Se X ∈ Vp(J,E1), f ∈ Lipγ(E2,L(E1, E2)) e 1 + γ > p, enta˜o para todo u ∈ E2 a equac¸a˜o{
dY = f(Y ) dX
Y0 = u ∈ E2
(1.86)
admite soluc¸a˜o.
Demonstrac¸a˜o: Veja T. Lyons [17], pa´gina 16.
Teorema 1.4.7 (Picard-Lindelo¨f). Sejam E1 e E2 espac¸os de Banach, p ∈ [1, 2) e γ ∈
(1, 2]. Se X ∈ Vp(J,E1), f ∈ Lipγ(E2,L(E1, E2)) e γ > p, enta˜o para todo u ∈ E2 a equac¸a˜o{
dY = f(Y ) dX
Y0 = u ∈ E2
(1.87)
admite uma u´nica soluc¸a˜o.
Ale´m disso se If (u,X) denota a soluc¸a˜o iniciada em u ∈ E2 da equac¸a˜o acima, enta˜o a
aplicac¸a˜o
If : E2 × Vp(J,E1)→ Vp(J,E2) (1.88)
(u,X) 7→ If (u,X)
e´ cont´ınua.
Demonstrac¸a˜o: Veja T. Lyons [17], pa´gina 22.
Definic¸a˜o 1.4.8. Sejam E um espac¸o de Banach, p ∈ [1,∞) e ∆ ⊂ Vp(J,E). Dizemos que:
i) ∆ e´ um conjunto fechado por reparametrizac¸o˜es positivas se para cada X ∈ ∆ e para cada
func¸a˜o ϕ : J → [0, t], com t ∈ J , cont´ınua, C1 por partes, sobrejetiva e na˜o-decrescente,
temos que X ◦ ϕ ∈ ∆.
ii) ∆ e´ um conjunto fechado por concatenac¸o˜es cont´ınuas se para cada (X, Y ) ∈ ∆×∆ temos
que X ∗ Y ∈ ∆, onde
(X ∗ Y )t =
{
Xt ,
Y2t−T +XT − Y0 ,
se t ∈ [0, T
2
]
se t ∈ [T
2
, T ]
. (1.89)
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Observac¸a˜o 1.4.9. No item i) da definic¸a˜o anterior a exigeˆncia de que as func¸o˜es ϕ consi-
deradas sejam C1 por partes e´ colocada para que o subconjunto de V1(J,E) constitu´ıdo de
caminhos C1 por partes seja um conjunto fechado por reparametrizac¸o˜es positivas.
Definic¸a˜o 1.4.10. Sejam E1 e E2 espac¸os de Banach, 1 ≤ p < γ, f ∈ Lipγ(E2,L(E1, E2)),
∆ ⊆ Vp(J,E1) um conjunto fechado por reparametrizac¸o˜es positivas e por concatenac¸o˜es
cont´ınuas e M subespac¸o topolo´gico de E2. Dizemos que a tripla Σ dada por
(f,∆,M) (1.90)
e´ um sistema de Young com p -variac¸a˜o.
Dado um sistema de Young Σ = (f,∆,M) dizemos que f e´ o campo, ∆ e´ o conjunto de
sinais (ou controles) de integrac¸a˜o e M e´ o espac¸o de estados do sistema Σ.
De agora em diante quando nos referirmos a um sistema de Young (f,∆,M) com p -
variac¸a˜o, entenderemos, mesmo na˜o sendo mencionado explicitamente, que este sistema esta´
relacionado a espac¸os de Banach E1 e E2 e a algum γ ∈ (p,∞], onde f ∈ Lipγ(E2,L(E1, E2)),
∆ ⊆ Vp(J,E1) e M e´ subespac¸o topolo´gico de E2. Quando for necessa´rio explicitar as
considerac¸o˜es acima, diremos que E1 e E2 sa˜o os espac¸os associados ao sistema de Young
(f,∆,M).
Definic¸a˜o 1.4.11. Seja Σ um sistema de Young da forma (f,∆,M) com p -variac¸a˜o. Os
elementos do conjunto
T (Σ) = {α ∈ Vp(J,E2) : α· = u+
∫ ·
0
f(αs) dXs, X ∈ ∆ e α(J) ⊂M} (1.91)
sa˜o chamados de trajeto´rias do sistema de Young Σ.
Dados u, v ∈ M , o conjunto das trajeto´rias do sistema Σ que iniciam em u e´ denotado
por T (Σ, u), enquanto o conjunto das trajeto´rias do sistema Σ que iniciam em u e terminam
em v e´ denotado por T (Σ, u, v). O conjunto
A(Σ, u) = {w ∈M : w = α(T ) para algum α ∈ T (Σ, u)} (1.92)
e´ chamado de conjunto dos pontos acess´ıveis (ou conjunto de acessibilidade) a partir de u
com respeito ao sistema Σ.
Agora, construiremos alguns exemplos de sistemas de Young. Sejam R e S espac¸os de
Banach. Tome E1 = C
k(R, S), E2 = S e g ∈ Ck(S,R). Defina fg : E2 → L(E1, E2) dada por
fg(x)(h) = (h ◦ g)(x). (1.93)
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Temos que fg e´ de classe C
k e
D(fg)|x(y)(h) = D(h ◦ g)|x(y). (1.94)
Sejam X i ∈ Vp(J,E1), com i = 1, . . . , n. Denotamos por
[X1, ..., Xn]p (1.95)
o menor subconjunto de Vp(J,E1) fechado por reparametrizac¸o˜es positivas e concatenac¸o˜es
cont´ınuas contendo X1, . . . , Xn−1 e Xn.
Tomando ∆ = [X1, . . . , Xn]p, temos que Σ dado por
(fg,∆, S) (1.96)
e´ um sistema de Young com p -variac¸a˜o.
Se na construc¸a˜o do exemplo gene´rico acima, tomarmos X i : J → E1 diferencia´veis enta˜o
o sistema de Young Σ acima tem 1 -variac¸a˜o e suas trajeto´rias coincidem com as soluc¸o˜es do
sistema de controle 〈F 1, ..., F n〉 gerado pelos campos F i : J × S → S dados por
F i(s, x) = ((D(X i)|s(1)) ◦ g)(x) = (X˙ is ◦ g)(x) . (1.97)
De fato, usando a Proposic¸a˜o 1.3.6 temos que
dYt = fg(Yt) dX
i
t ⇔ dYt = fg(Yt)(X˙ it) dt⇔ Y˙t = X˙ it(g(Yt))⇔ Y˙t = F i(t, Yt) .
Exemplo 1.4.12. Seja E1 = L(R2,R2), E2 = R2 e considere a transformac¸a˜o linear
A(x, y) = (y,−x) .
Enta˜o a aplicac¸a˜o fA : E2 → L(E1, E2) e´ dada por
fA(x, y)(L) = (L ◦ A)(x, y) .
Considere
∆ = [0, X1, X2]
onde 0 denota o caminho constante X0 = 0 e os caminhos X i : J → E1, i = 1, 2, sa˜o dados
por
X1t (x, y) = (tx, ty)
e
X2t (x, y) = (−ty,−tx) .
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Portanto as trajeto´rias do sistema de Young
(fA,∆,R2)
coincidem com as soluc¸o˜es do sistema de controle (veja ilustrac¸a˜o)〈
0, X˙1t ◦ A, X˙2t ◦ A
〉
= 〈0, A, F 〉
onde
F (x, y) = (x,−y) .
u0
u1
v1
v0
y
x
Σ = (fA,∆,R2)
A
F
w0 = w1
Figura 1.1: Algumas trajeto´rias do sistema de Young (fA,∆,R2).
Definic¸a˜o 1.4.13. Seja Σ um sistema de Young da forma (f,∆,M). Dizemos que o sistema
Σ e´ consistente se cada (u,X) ∈ M ×∆ esta´ em correspondeˆncia com uma u´nica trajeto´ria
α ∈ T (Σ) tal que αt = u+
∫ t
0
f(αs) dXs, para todo t ∈ J , e ale´m disso, tal correspondeˆncia e´
cont´ınua.
Se Σ e´ um sistema de Young consistente da forma (f,∆,M), enta˜o faz sentido definir a
aplicac¸a˜o de Itoˆ IΣ : M ×∆→ T (Σ) dada por
IΣ(u,X) = α (1.98)
onde
αt = u+
∫ t
0
f(αs) dXs (1.99)
para todo t ∈ J . Segue da definic¸a˜o de Σ ser consistente que IΣ e´ uma aplicac¸a˜o cont´ınua.
Exemplo 1.4.14. Sejam E1 e E2 espac¸os de Banach e Σ = (f,∆, E2) um sistema de Young
com p -variac¸a˜o, onde p ∈ [1, 2), k ≥ p, f ∈ Ck(E2,L(E1, E2)) e ∆ ⊆ Vp(J,E1). Enta˜o segue
pelo Teorema de Picard-Lindelo¨f que Σ e´ consistente.
CAPI´TULO 2
HOMOTOPIA MONOTOˆNICA
ASSOCIADA A SISTEMAS DE
YOUNG
Este cap´ıtulo tem por objetivo estender ao contexto de sistemas de Young resultados
associados ao conceito de homotopia monotoˆnica para sistemas de controle. A homotopia
monotoˆnica para trajeto´rias de um sistema de controle e seus resultados associados foram
apresentados por F. Colonius, E. Kizil e L. A. San Martin em [2].
2.1 Concatenac¸a˜o entre Trajeto´rias de Young
Uma das consequ¨eˆncias da consisteˆncia de um sistema de Young, e´ que a concatenac¸a˜o de
duas trajeto´rias deste sistema ainda continua sendo uma trajeto´ria deste sistema. Abordamos
tal fato na seguinte proposic¸a˜o.
Proposic¸a˜o 2.1.1. Seja Σ um sistema de Young consistente. Se IΣ(u,X) ∈ T (Σ, u, v) e
IΣ(v, Y ) ∈ T (Σ, v, w) enta˜o
IΣ(u,X) ∗ IΣ(v, Y ) = IΣ(u,X ∗ Y ) (2.1)
e portanto
IΣ(u,X) ∗ IΣ(v, Y ) ∈ T (Σ, u, w) . (2.2)
Demonstrac¸a˜o: Seja Σ um sistema de Young consistente da forma (f,∆,M).
35
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Usando o item ii) da Proposic¸a˜o 1.3.2 temos que se t ∈ [0, T/2], enta˜o
(IΣ(u,X) ∗ IΣ(v, Y ))(t) = IΣ(u,X)(2t)
= u+
2t∫
0
f(IΣ(u,X)(s)) dXs
= u+
t∫
0
f(IΣ(u,X)(2s)) dX2s
= u+
t∫
0
f(((IΣ(u,X) ∗ IΣ(v, Y ))(s)) d(X ∗ Y )s .
Usando os itens i) e ii) da Proposic¸a˜o 1.3.2 temos que se t ∈ [T/2, T ], enta˜o
(IΣ(u,X) ∗ IΣ(v, Y ))(t) = IΣ(v, Y )(2t− T ) + IΣ(u,X)(T )− IΣ(v, Y )(0)
= v +
2t−T∫
0
f(IΣ(v, Y )(s)) dYs + u+
T∫
0
f(IΣ(u,X)(s)) dXs − v
= u+
T/2∫
0
f(IΣ(u,X)(2s)) dX2s +
t∫
T/2
f(IΣ(u, Y )(2s− T )) dY2s−T
= u+
T/2∫
0
f(IΣ(u,X)(2s)) dX2s
+
t∫
T/2
f(IΣ(u, Y )(2s− T )) d(LXT−Y0(Y ))2s−T
= u+
T/2∫
0
f(((IΣ(u,X) ∗ IΣ(v, Y ))(s)) d(X ∗ Y )s
+
t∫
T/2
f(((IΣ(u,X) ∗ IΣ(v, Y ))(s)) d(X ∗ Y )s
= u+
t∫
0
f(((IΣ(u,X) ∗ IΣ(v, Y ))(s)) d(X ∗ Y )s .
Assim,
(IΣ(u,X) ∗ IΣ(v, Y ))(t) = u+
t∫
0
f((IΣ(u,X) ∗ IΣ(v, Y ))(s)) d(X ∗ Y )s ,
para todo t ∈ J .
Por outro lado, como Σ e´ consistente, temos que
IΣ(u,X ∗ Y )(t) = u+
t∫
0
f(IΣ(u,X ∗ Y )(s)) d(X ∗ Y )s
para todo t ∈ J .
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Mais ainda, como Σ e´ consistente enta˜o existe unicidade de soluc¸o˜es neste sistema e portanto
IΣ(u,X) ∗ IΣ(v, Y ) = IΣ(u,X ∗ Y ) .
A importaˆncia do resultado acima e´ que ele da´ consisteˆncia a definic¸a˜o de produto entre
classes de equivaleˆncia dadas pela relac¸a˜o de homotopia monotoˆnica entre as trajeto´rias do
sistema Σ.
Definic¸a˜o 2.1.2. Seja Σ um sistema de Young da forma (f,∆,M). Dizemos que Σ e´ um
sistema revers´ıvel se para todo X ∈ ∆ temos que X−1 ∈ ∆, onde X−1t = XT−t, para todo
t ∈ [0, T ].
Abaixo apresentaremos um outro resultado numa linha similar ao do resultado abordado
anteriormente.
Proposic¸a˜o 2.1.3. Seja Σ um sistema de Young consistente. Se Σ e´ revers´ıvel e IΣ(u,X) ∈
T (Σ, u, v) enta˜o
(IΣ(u,X))
−1 = IΣ(v,X−1). (2.3)
Demonstrac¸a˜o: Usando o item iii) da Proposic¸a˜o 1.3.2 temos que
((IΣ(u,X))
−1(t) = (IΣ(u,X))(T − t)
= u+
T−t∫
0
f(IΣ(u,X)(s)) dXs
= u−
T∫
t
f(IΣ(u,X)(T − s)) dXT−s
= u−
T∫
0
f(IΣ(u,X)(T − s)) dXT−s +
t∫
0
f(IΣ(u,X)(T − s)) dXT−s
= u+
T∫
0
f(IΣ(u,X)(s)) dXs +
t∫
0
f(IΣ(u,X)
−1(s)) dX−1s
= v +
t∫
0
f(IΣ(u,X)
−1(s)) dX−1s
para todo t ∈ J .
Por outro lado, como Σ e´ consistente, temos que
IΣ(v,X
−1)(t) = v +
t∫
0
f(IΣ(v,X
−1)(s)) dX−1s
para todo t ∈ J .
Mais ainda, como Σ e´ consistente enta˜o existe unicidade de soluc¸o˜es neste sistema e portanto
(IΣ(u,X))
−1 = IΣ(v,X−1).
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2.2 Homotopia Monotoˆnica em um Sistema de Young
Homotopias entre trajeto´rias de um sistema de controle dado por equac¸o˜es diferenciais
ordina´rias foram tratadas por F. Colonius, E. Kizil e L. A. San Martin em [2]. Tais homotopias
presente neste artigo receberam o nome de homotopias monotoˆnicas. Nesta sec¸a˜o nossa
proposta e´ apresentar uma versa˜o de homotopia monotoˆnica para trajeto´rias de um sistema
de Young.
Sejam p ∈ [1,∞), Σ = (f,∆,M) um sistema de Young com p -variac¸a˜o e E1 e E2 os
espac¸os de Banach associados ao sistema Σ. Temos que T (Σ, x, y) ⊂ Vp(J,E2) e portanto
consideraremos T (Σ, x, y) munido com a topologia T p induzida pela norma da p -variac¸a˜o em
Vp(J,E2).
Note que
T (Σ, x, y) ⊂ Vp(J,E2) ⊂ Vq(J,E2) ⊂ C(J,E2) , (2.4)
para todo 1 ≤ p < q e denote por T ∞ a topologia induzida em T (Σ, x, y) pela norma
da convergeˆncia uniforme em C(J,E2). Segue da expressa˜o (1.8), a qual define a norma
p -variac¸a˜o, que dado α ∈ Vp(J,E2) enta˜o
‖α‖J,∞ ≤ ‖α‖Vp (2.5)
e portanto T ∞ ⊂ T p.
Definic¸a˜o 2.2.1. Sejam p ∈ [1,∞), Σ um sistema Young com p -variac¸a˜o e α, β ∈ T (Σ, x, y).
Dizemos que α e´ p -monotonicamente homoto´pica a β com respeito ao sistema Σ se existe
um caminho cont´ınuo H : [0, 1] → T (Σ, x, y) em relac¸a˜o a topologia T p tal que H(0) = α e
H(1) = β.
O caminho cont´ınuo H e´ chamado homotopia p -monotoˆnica entre α e β e usamos a
notac¸a˜o α 'p β para dizer que α e´ p -monotonicamente homoto´pica a β. Tambe´m usamos a
notac¸a˜o H : α 'p β quando queremos indicar que H e´ a homotopia p -monotoˆnica entre α e
β a ser considerada.
A relac¸a˜o 'p e´ uma relac¸a˜o de equivaleˆncia em T (Σ). O espac¸o quociente dado pela
relac¸a˜o de equivaleˆncia 'p e´ denotado por
Γ(Σ) = T (Σ)upslope 'p (2.6)
e para cada α ∈ T (Σ), sua classe de equivaleˆncia em Γ(Σ) e´ denotada por [α]p. Para cada
x ∈M o espac¸o quociente T (Σ, x)upslope 'p e´ denotado por Γ(Σ, x).
O pro´ximo resultado elementar sera´ u´til no resto da sec¸a˜o.
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Proposic¸a˜o 2.2.2. Sejam p ∈ [1,∞), Σ um sistema de Young com p -variac¸a˜o da forma
(f,∆,M) e α, β ∈ T (Σ, x, y). Se α e´ p -monotonicamente homoto´pica a β com respeito ao
sistema Σ, enta˜o existe uma aplicac¸a˜o cont´ınua L : J × [0, 1]→M satisfazendo:
i) L(t, 0) = αt e L(t, 1) = βt, para todo t ∈ J .
ii) Ls ∈ T (Σ, x, y), para todo s ∈ [0, 1], onde Ls(t) = L(t, s).
Demonstrac¸a˜o: Seja H : α 'p β. Temos que H : [0, 1]→ T (Σ, x, y) e´ um caminho cont´ınuo
com respeito a topologia T p. Como T ∞ ⊂ T p enta˜o H e´ cont´ınuo com respeito a topologia
T ∞ e deste fato segue que L : J × [0, 1]→M dado por
L(t, s) = H(s)(t) (2.7)
e´ uma homotopia cla´ssica entre os caminhos α e β. Portanto a aplicac¸a˜o L e´ cont´ınua (com
respeito a topologia em M) e a verificac¸a˜o que as propriedades i) e ii) sa˜o satisfeitas por L
segue imediatamente da definic¸a˜o de L.
Segue da Proposic¸a˜o 2.2.2 que se α 'p β enta˜o α ' β, onde ' denota a relac¸a˜o de
equivaleˆncia dada pela homotopia cla´ssica entre caminhos cont´ınuos. Entretanto, existem
sistemas de Young Σ com α, β ∈ T (Σ, x, y) nos quais α ' β e na˜o existe H : [0, 1]→ T (Σ, x, y)
tal que H : α 'p β. Abaixo formalizamos um exemplo de A. A. Agrachev, que nos foi
comunicado oralmente por E. Kizil, o qual ilustra esta situac¸a˜o mencionada.
Sejam E1 = L(R3,R3) e E2 = R3. Considere a transformac¸a˜o linear
A(x, y, z) = (−y, x, z) ; (2.8)
a aplicac¸a˜o fA : E2 → L(E1, E2) dada por
fA(x, y, z)(L) = (L ◦ A)(x, y, z) (2.9)
e
∆ = [0, X1, X2] (2.10)
onde os caminhos X i : J → E1 sa˜o dados por
X1t (x, y, z) = (tx, ty, tz) e X
2
t (x, y, z) = (tz,−tx,−ty). (2.11)
Considere o sistema de Young Σ dado por
(fA,∆,S2) (2.12)
o qual suas trajeto´rias coincidem com as soluc¸o˜es do sistema de controle 〈0, A, F 〉, onde
F (x, y, z) = (z, y,−x). Considere tambe´m u = (1, 0, 0) e as trajeto´rias α, β ∈ T (Σ, u, u)
dadas por
α(t) = (1, 0, 0) e β(t) = (cos(2pit/T ), sen(2pit/T ), 0). (2.13)
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No´s temos que α ' β, pois S2 e´ simplesmente conexo. Entretanto, na˜o existe H : [0, 1]→
T (Σ, x, y) tal que H : α 'p β.
De fato, supondo que exista H : α 'p β, decorre da Proposic¸a˜o 2.2.2 que existe uma
aplicac¸a˜o cont´ınua L : J × [0, 1]→M satisfazendo:
i) L(t, 0) = αt and L(t, 1) = βt, para todo t ∈ J .
ii) Ls ∈ T (Σ, u, u), para todo s ∈ [0, 1], onde Ls(t) = L(t, s) = H(s)(t).
Tomemos uma pequena vizinhanc¸a W ⊂ S2 de u = (1, 0, 0), tal que (0, 1, 0) /∈ W e
(0, 0, 1) /∈ W . Usando o fato que L e´ cont´ınua, enta˜o existe algum s ∈ [0, 1] tal que Ls(J) ⊂
W , Ls 6= α e Ls(0) = Ls(T ) = u, isto e´, existe uma trajeto´ria na˜o constante em forma de
loop contida em W . Mas isto e´ absurdo, visto que os sinais de ∆ fornecem apenas trajeto´rias
do sistema Σ contidas em W que sejam diferentes de loops, como pode ser visto na ilustrac¸a˜o
abaixo.
x
y
z
β
β
u
u
A
F
Σ = (fA,∆, S2)
Figura 2.1: Trajeto´rias homoto´picas no sentido usual que na˜o sa˜o p -monotonicamente homoto´picas.
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2.3 Recobrimento de um Conjunto de Acessibilidade
de um Sistema de Young
F. Colonius, E. Kizil e L. A. San Martin em [2] mostraram que um conjunto de acessi-
bilidade (via trajeto´rias regulares) de um sistema de controle admite recobrimento e para
a construc¸a˜o de tal recobrimento foi utilizado o espac¸o das classes de equivaleˆncia da-
das pela relac¸a˜o de homotopia monotoˆnica entre as trajeto´rias regulares deste sistema de
controle. Resumidamente, para cada condic¸a˜o inicial u num espac¸o de estados eles consi-
deraram uma aplicac¸a˜o que associava a cada controle w a sua respectiva trajeto´ria iniciada
em u, a qual denotaram por trju(w). Ale´m disso, consideraram a aplicac¸a˜o de avaliac¸a˜o
evu(w) = trju(w)(T ), onde T representa o tempo final. Desta forma, em [2], controles re-
gulares sa˜o aqueles controles, cuja derivada de D(evu)|w e´ sobrejetora e trajeto´rias regulares
sa˜o aquelas trajeto´rias provenientes de algum controle regular.
Em sistemas de Young, respeitadas as particularidades deste contexto, os sinais de in-
tegrac¸a˜o correspondem aos controles dados em [2] e a aplicac¸a˜o de Itoˆ IΣ(u, ·) corresponde
a aplicac¸a˜o trajeto´ria trju. Desta forma e´ poss´ıvel considerar no contexto de sistemas de
Young a noc¸a˜o de trajeto´rias regulares, o que sera´ tratado no Cap´ıtulo 3.
Entretanto, tambe´m estamos interessados em estudar as homotopias monotoˆnicas entre
trajeto´rias quaisquer de um sistema de Young, para que no cap´ıtulo 5 possamos estender
esta noc¸a˜o a trajeto´rias quaisquer de um sistema rugoso e por fim, atrave´s do teorema do
suporte de Stroock Varadham, relacionar tais homotopias com as trajeto´rias amostrais de
um processo estoca´stico soluc¸a˜o de uma equac¸a˜o diferencial estoca´stica.
Devido a este interesse de se estudar homotopias monotoˆnicas entre trajeto´rias quais-
quer de um sistema de Young, nesta sec¸a˜o mostraremos que, sob determinadas condic¸o˜es,
um conjunto de acessibilidade (via trajeto´rias quaisquer) de um sistema de Young com p -
variac¸a˜o admite recobrimento e tambe´m utilizaremos o espac¸o das classes de equivaleˆncia
dadas pela relac¸a˜o de homotopia p-monotoˆnica entre as trajeto´rias do sistema de Young para
tal finalidade.
As condic¸o˜es para a construc¸a˜o deste recobrimento sa˜o condic¸o˜es de natureza topolo´gica
relacionadas as trajeto´rias do sistema de Young e desta forma nos basearemos nas te´cnicas
encontradas na construc¸a˜o de recobrimentos utilizando o espac¸o de classes de homotopia
cla´ssica entre caminhos cont´ınuos sobre um espac¸o topolo´gico, como pode ser conferido em M.
J. Greenberg e J. R. Happer [6]. As te´cnicas baseadas em [6] e empregadas aqui sa˜o diferentes
das te´cnicas empregadas em [2], nas quais o espac¸o das classes de equivaleˆncia (segundo
relac¸a˜o de homotopia p-monotoˆnica) e´ munido de uma estrutura de variedade diferencia´vel
obtida atrave´s de uma famı´lia de injec¸o˜es, o que sera´ discutido na sec¸a˜o 5 do cap´ıtulo 3.
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Proposic¸a˜o 2.3.1. Sejam Σ um sistema de Young consistente, α0, α1 ∈ T (Σ, x, y) e β0, β1 ∈
T (Σ, y, z). Se α0 'p α1 e β0 'p β1 enta˜o α0 ∗ β0 'p α1 ∗ β1.
Demonstrac¸a˜o: Se α0 'p α1, enta˜o existe F tal que F : α0 'p α1 e da mesma forma, se
β0 'p β1, enta˜o existe G tal que G : β0 'p β1.
Para cada s ∈ [0, 1], temos que F (s) ∈ T (Σ, x, y) e G(s) ∈ T (Σ, y, z). Assim, resulta pela
Proposic¸a˜o 2.1.1 que F (s) ∗G(s) ∈ T (Σ, x, z), para cada s ∈ [0, 1].
Defina H : [0, 1]→ T (Σ, x, z) por
H(s)(t) = (F (s) ∗G(s))(t) =
{
F (s)(2t), se t ∈ [0, T/2]
G(s)(2t− T ), se t ∈ [T/2, T ] . (2.14)
Segue que H e´ uma homotopia p -monotoˆnica entre as trajeto´rias α0 ∗ β0 e α1 ∗ β1.
Sejam p ∈ [1,∞), Σ um sistema de Young com p -variac¸a˜o, [α]p ∈ Γ(Σ, x) e [β]p ∈ Γ(Σ, y),
onde αT = y. Definimos o produto de [α]p por [β]p da seguinte forma:
[α]p [β]p = [α ∗ β]p . (2.15)
A Proposic¸a˜o 2.3.1 garante que este produto na˜o depende da escolha das trajeto´rias que
representam as classes [α]p e [β]p, isto e´, se [α]p = [α
′]p e [β]p = [β
′]p enta˜o [α ∗ β]p = [α′ ∗ β′]p.
Analogamente, se Σ e´ um sistema de Young revers´ıvel com p -variac¸a˜o, p ∈ [1,∞), e
[α]p ∈ Γ(Σ, x) enta˜o definimos sua classe inversa por
[α]−1p = [α
−1]p . (2.16)
Sejam Σ um sistema de Young com p -variac¸a˜o da forma (f,∆,M). Se o ∈ ∆ e´ um sinal
constante e x ∈ M enta˜o o caminho cx : J → M dado por cx(t) = x e´ uma trajeto´ria de Σ.
Dito de outra forma, se ∆ conte´m algum sinal constante o, enta˜o cx ∈ T (Σ, x, x), para todo
x ∈M . De fato, para todo t ∈ J segue que
cx(t)− x = 0 =
t∫
0
f(cx(s)) dos . (2.17)
Proposic¸a˜o 2.3.2. Sejam Σ um sistema de Young consistente com p -variac¸a˜o, α ∈ T (Σ, x, y),
β ∈ T (Σ, y, z) e γ ∈ T (Σ, z, w). As seguintes afirmac¸o˜es sa˜o va´lidas:
i) Se ∆ conte´m algum sinal constante e α−1 ∈ T (Σ, y, x), enta˜o [α]p [α]−1p = [cx]p e
[α]−1p [α]p = [cy]p , onde cx(t) = x e cy(t) = y, para todo t ∈ J .
ii) Se ∆ conte´m algum sinal constante, enta˜o [cx]p [α]p = [α]p = [α]p [cy]p.
iii) ([α]p [β]p) [α] = [α]p ([β]p [α]).
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Demonstrac¸a˜o: As provas destas propriedades sa˜o similares as provas das mesmas proprie-
dades no caso da homotopia cla´ssica.
Sejam p ∈ [1,∞) e Σ um sistema de Young consistente com p -variac¸a˜o. Considere a
aplicac¸a˜o Σ : Γ(Σ, x)→ A(Σ, x) dada por
Σ([α]p) = α(T ) . (2.18)
Sejam y ∈ A(Σ, x) e β ∈ T (Σ, y). Podemos definir o caminho β¯ : J → T (Σ, y), onde para
cada s ∈ J , a trajeto´ria β¯s : J →M e´ dada por
β¯s(t) = β((s/T ) · t) . (2.19)
Note que cada aplicac¸a˜o β¯s : J → M e´ uma trajeto´ria, pois ∆ e´ fechado por reparame-
trizac¸o˜es positivas e Σ e´ um sistema consistente. Mais ainda, usando o fato que y ∈ A(Σ, x)
e a Proposic¸a˜o (2.1.1) temos que β¯s(J) ⊂ A(Σ, x), para cada s ∈ J .
Como y ∈ A(Σ, x) enta˜o T (Σ, x, y) 6= ∅. Portanto, para cada α ∈ T (Σ, x, y), podemos
definir o caminho βα : J → T (Σ, x) dado por
βαs = α ∗ β¯s (2.20)
e podemos definir tambe´m o caminho βˆα : J → Γ(Σ, x) dado por
βˆαs =
[
α ∗ β¯s
]
p
. (2.21)
Mais ainda, temos que
Σ ◦ βˆα = β . (2.22)
Diante das considerac¸o˜es acima apresentaremos o seguinte resultado.
Proposic¸a˜o 2.3.3. Sejam p ∈ [1,∞), Σ um sistema de Young consistente com p -variac¸a˜o,
Γ(Σ, x) munido com alguma topologia T , α1, α2 ∈ T (Σ, x, y) e β ∈ T (Σ, y). Se os caminhos
βˆαi : J → Γ(Σ, x), com i = 1, 2, sa˜o cont´ınuos com respeito a T e Σ : Γ(Σ, x) → A(Σ, x)
satisfaz a propriedade de levantamento u´nico enta˜o a seguinte propriedade e´ va´lida:
[α1]p [β]p = [α2]p [β]p ⇔ [α1]p = [α2]p . (2.23)
Demonstrac¸a˜o: Se [α1]p = [α2], segue da Proposic¸a˜o 2.3.1 que [α1]p [β]p = [α2]p [β]p
Se [α1]p [β]p = [α2]p [β]p enta˜o βˆ
α1(T ) = βˆα2(T ). Como os caminhos βˆαi sa˜o cont´ınuos e
Σ ◦ βˆαi = β, para i = 1, 2, enta˜o βˆα1 e βˆα2 sa˜o levantamentos dos caminho β a partir de
βˆα1(T ) = βˆα2(T ). Como Σ tem a propriedade de levantamento u´nico enta˜o βˆ
α1 = βˆα2 e
portanto βˆα1(0) = βˆα2(0), isto e´, [α1]p = [α2].
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Definic¸a˜o 2.3.4. Sejam p ∈ [1,∞) e Σ um sistema de Young consistente com p -variac¸a˜o.
Dizemos que Σ tem a propriedade de cancelamento a` direita se para todo α1, α2, β ∈ T (Σ)
tal que α1 ∗ β 'p α2 ∗ β , temos que α1 'p α2.
Portanto, em um sistema Σ com a propriedade de cancelamento a` direita vale:
[α1]p [β]p = [α2]p [β]p ⇒ [α1]p = [α2]p . (2.24)
No caso em que Σ = (f,∆,M) e´ um sistema de Young consistente revers´ıvel e ∆ conte´m
algum caminho constante, enta˜o Σ tem a propriedade de cancelamento a` direita.
Agora, considere Σ = (f,∆,M) um sistema de Young consistente, ∆ contendo algum
sinal constante e BΣx a famı´lia de todos os conjuntos da forma
[α,W ]p = {[α ∗ β]p : β ∈ T (Σ, α(T )) e β(J) ⊂ W}, (2.25)
onde α ∈ T (Σ, x) e W e´ uma vizinhanc¸a aberta de α(T ) em M . Temos que:
i) Γ(Σ, x) =
⋃
[α,W ]p∈BΣx
[α,W ]p.
ii) Se [γ]p ∈ [α1,W1]p ∩ [α2,W2]p , enta˜o [γ,W1 ∩W2]p ⊂ [α1,W1]p ∩ [α2,W2]p.
De fato, [γ]p ∈ [α1,W1]p ∩ [α2,W2]p , enta˜o [γ,Wi]p ⊂ [αi,Wi]p, para i = 1, 2 e portanto
[γ,W1 ∩W2]p ⊂ [γ,W1]p ∩ [γ,W2]p ⊂ [α1,W1]p ∩ [α2,W2]p.
Portanto, a famı´lia BΣx e´ uma base topolo´gica em Γ(Σ, x) e a topologia gerada por B
Σ
x
em Γ(Σ, x) e´ denotada por T Σx .
Sejam [α, V ]p ∈ BΣx e y ∈ Σ([α, V ]p). Enta˜o existe [γ]p ∈ [α, V ]p tal que γT = y.
Logo, [γ]p = [α ∗ β]p, com β(J) ⊂ V , e consequ¨entemente y = γT = βT ∈ V . Portanto
Σ([α, V ]p) ⊂ V .
Definic¸a˜o 2.3.5. Sejam Σ um sistema de Young da forma (f,∆,M) e A um subespac¸o
topolo´gico de M .
i) Dizemos que A e´ conexo por trajeto´rias de Σ se
{α ∈ T (Σ, u, v) : α(J) ⊂ A} 6= ∅ (2.26)
para todo (u, v) ∈ A× A.
ii) Dizemos que A e´ localmente conexo por trajeto´rias de Σ se para cada y ∈ A e para cada
vizinhanc¸a Wy 3 y em A existe uma vizinhanc¸a aberta Vy tal que y ∈ Vy ⊂ Wy e
{α ∈ T (Σ, u, v) : α(J) ⊂ Vy} 6= ∅ (2.27)
para todo (u, v) ∈ Vy × Vy.
CAP. 2 • HOMOTOPIA MONOTOˆNICA ASSOCIADA A SISTEMAS DE YOUNG 45
Exemplo 2.3.6. Considere o sistema de Young Σ1 = (g,∆1,R2), onde g : R2 → L(R3,R2) e´
dada por
g(x, y)(a, b, c) = (a− c, b− c) (2.28)
e ∆1 = [0, X
1, X2, X3], sendo cada caminho X i : J → R3, i = 1, 2, 3, dado por
X1t = (t, 0, 0)
X2t = (0, t, 0) (2.29)
X3t = (0, 0, t) .
O sistema Σ1 na˜o e´ revers´ıvel, R2 e´ conexo por trajeto´rias de Σ1 e localmente conexo por
trajeto´rias de Σ1.
u0
u1
v1
v0
y
x
Σ1 = (g,∆1,R2)
Wy
Vy
y
Figura 2.2: Conexidade e conexidade local por trajeto´rias do sistema de Young Σ1.
Ja´ o conjunto A = {(x, y) ∈ R2 |x ∈ Q} ∪ {(x, y) ∈ R2 | y = 0} na˜o e´ conexo por trajeto´rias
de Σ1 e tambe´m na˜o e´ localmente conexo por trajeto´rias de Σ1.
Exemplo 2.3.7. Considere o sistema de Young Σ2 = (h,∆2,R2), onde h : R2 → L(R2,R2)
e´ dada por
h(x, y)(a, b) = (a, b) (2.30)
e ∆2 = [0, X
1,−X1, X2,−X2], sendo cada caminho X i : J → R2, i = 1, 2, dado por
X1t = (t, 0)
X2t = (0, t) . (2.31)
O sistema Σ2 e´ revers´ıvel e R2 e´ localmente conexo por trajeto´rias de Σ2 e conexo por
trajeto´rias de Σ2.
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Σ2 = (h,∆2,R2)
Figura 2.3: Conexidade e conexidade local por trajeto´rias do sistema de Young Σ2.
Ja´ o conjunto A = {(x, y) ∈ R2 |x ∈ Q} ∪ {(x, y) ∈ R2 | y = 0} e´ conexo por trajeto´rias de
Σ2, mas na˜o e´ localmente conexo por trajeto´rias de Σ2.
Proposic¸a˜o 2.3.8. Sejam Σ = (f,∆,M) um sistema de Young consistente, no qual ∆
conte´m algum sinal constante, e [α,W ]p ∈ BΣx . Se A(Σ, x) e´ localmente conexo por trajeto´rias
de Σ enta˜o existe [α, V ]p ∈ BΣx tal que V ⊂ W e Σ([γ, V ]p) = V , para todo γ ∈ T (Σ, x, y),
com y ∈ V . Em particular, Σ([α, V ]p) = V .
Demonstrac¸a˜o: Como A(Σ, x) e´ localmente conexo por trajeto´rias de Σ, enta˜o existe um
aberto V tal que αT ∈ V ⊂ W e {β ∈ T (Σ, u, v) : β(J) ⊂ V } 6= ∅, para todo u, v ∈ V .
Sejam γ ∈ T (Σ, x, y), com y ∈ V e z ∈ V . Como {β ∈ T (Σ, u, v) : β(J) ⊂ V } 6= ∅, para
todo u, v ∈ V , enta˜o existe β′ ∈ T (Σ, y, z) tal que β′(J) ⊂ V . Assim, [γ ∗ β′]p ∈ [γ, V ]p e
consequ¨entemente z = Σ([γ ∗ β′]p) ∈ Σ([γ, V ]p).
Logo, V ⊂ Σ([γ, V ]p). A inclusa˜o Σ([γ, V ]p) ⊂ V e´ sempre va´lida.
Portanto, Σ([γ, V ]p) = V , para todo γ ∈ T (Σ, x, y), com y ∈ V .
Definic¸a˜o 2.3.9. Sejam Σ um sistema de Young da forma (f,∆,M) e A um subespac¸o
topolo´gico de M .
i) Dizemos que A e´ localmente simplesmente conexo por trajeto´rias de Σ se para todo u ∈ A
existe uma vizinhanc¸a Wu 3 u em A satisfazendo a seguinte propriedade:
Se α, β ∈ T (Σ, u, v) e α(J), β(J) ⊂ Wu, enta˜o existe H : α 'p β, com H(J × [0, 1]) ⊂ Wu.
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ii) Dizemos que A e´ semi-localmente simplesmente conexo por trajeto´rias de Σ se para todo
u ∈ A existe uma vizinhanc¸a Wu 3 u em A satisfazendo a seguinte propriedade:
Se α, β ∈ T (Σ, u, v) e α(J), β(J) ⊂ Wu enta˜o existe H : α 'p β. (2.32)
Segue imediatamente das definic¸o˜es que se A e´ um conjunto localmente simplesmente
conexo por trajeto´rias de um sistema de Young enta˜o A e´ semi-localmente simplesmente
conexo por trajeto´rias deste mesmo sistema de Young.
Exemplo 2.3.10. Considere os sistemas de Young Σ1 e Σ2 apresentados nos exemplos (2.3.6)
e (2.3.7) respectivamente. Temos que R2 e´ localmente simplesmente conexo por trajeto´rias
de Σ1 e localmente simplesmente conexo por trajeto´rias de Σ2.
Exemplo 2.3.11. Considere o sistema de Young Σ = (h,∆,R3), onde h : R3 → L(R3,R3) e´
dada por
h(x, y, z)(a, b, c) = (a, b, c) (2.33)
e ∆ e´ o conjunto todos os caminhos X : J → R3 cont´ınuos e C1 por partes. As trajeto´rias
do sistema de Young Σ sa˜o translac¸o˜es em R3 dos caminhos de ∆.
Para cada n ∈ N, seja Cn o circulo de centro (0, 1/n, 0) e raio 1/n. Note que cada c´ırculo Cn
tangencia o eixo x na origem (0, 0, 0).
Sejam C = ∪nCn e A o espac¸o obtido tomando um cone de base C e identificando o ve´rtice
deste cone com a origem (0, 0, 0).
O espac¸o A e´ semi-localmente simplesmente conexo por trajeto´rias de Σ, pois cada ponto
de A possui uma vizinhanc¸a, na qual a propriedade 2.32 e´ satisfeita. Entretanto, A na˜o
e´ localmente simplesmente conexo por trajeto´rias de Σ, pois dada qualquer vizinhanc¸a W0
da origem (0, 0, 0), na˜o e´ poss´ıvel obter uma homotopia 1 -monotoˆnica H : o '1 α, com
H(J × [0, 1]) ⊂ W0, onde o e´ trajeto´ria constante (0, 0, 0) e α e´ uma trajeto´ria que da´
um nu´mero inteiro positivo de voltas completas em torno de um c´ırculo Cn, para algum n
suficientemente grande.
O seguinte resultado e´ o resultado central deste cap´ıtulo.
Teorema 2.3.12. Sejam p ∈ [1,∞) e Σ um sistema consistente com p -variac¸a˜o da forma
(f,∆,M). Se ∆ conte´m algum sinal constante e A(Σ, x) e´ localmente conexo por tra-
jeto´rias de Σ e semi-localmente simplesmente conexo por trajeto´rias de Σ, enta˜o a aplicac¸a˜o
 : Γ(Σ, x) → A(Σ, x) e´ uma aplicac¸a˜o de recobrimento com respeito a topologia T Σx em
Γ(Σ, x).
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Demonstrac¸a˜o: Seja W um aberto em A(Σ, x).
Temos que [α,W ]p ⊂ −1Σ (W ), para todo [α,W ]p ∈ BΣx , e consequ¨entemente −1Σ (W ) ∈ T Σx .
De fato, se [γ]p ∈ [α,W ]p enta˜o [γ]p = [α ∗ β]p, para alguma trajeto´ria β tal que β(J) ⊂ W .
Assim, γT = βT ∈ W e [γ]p ∈ −1Σ (W ).
Portanto, a aplicac¸a˜o Σ e´ cont´ınua com respeito a topologia T Σx .
Sejam Wˆ ∈ T Σx e y ∈ Σ(Wˆ ). Enta˜o existe [α]p ∈ Wˆ tal que Σ([α]p) = y e existe [γ,W ]p ∈ BΣx
tal que [α]p ∈ [γ,W ]p ⊂ Wˆ . Assim,
[α]p ∈ [α,W ]p ⊂ [γ,W ]p ⊂ Wˆ . (2.34)
Como A(Σ, x) e´ localmente conexo por trajeto´rias de Σ, usando a Proposic¸a˜o 2.3.8 enta˜o
existe [α, V ]p ∈ BΣx tal que V ⊂ W e Σ([α, V ]p) = V , e usando (2.34) temos que y ∈ V ⊂
Σ(Wˆ ).
Portanto Σ e´ uma aplicac¸a˜o aberta com respeito a topologia T Σx .
Seja y ∈ A(Σ, x). Sendo A(Σ, x) um conjunto de acessibilidade, existe γ ∈ T (Σ, x, y). Como
A(Σ, x) e´ semi-localmente simplesmente conexo por trajeto´rias de Σ, existe uma vizinhanc¸a
Wy 3 y em A(Σ, x) satisfazendo a propriedade (2.32). Tomemos [γ,Wy]p ∈ BΣx .
Como A(Σ, x) e´ localmente conexo por trajeto´rias de Σ, decorre da Proposic¸a˜o 2.3.8 que
existe uma vizinhanc¸a aberta Vy 3 y tal que Vy ⊂ Wy e
Σ([α, Vy]p) = Vy (2.35)
para todo [α]p ∈ By, onde By = {[α]p : Σ([α]p) ∈ Vy}.
Temos que cada Vy satisfaz
−1Σ (Vy) =
⋃
[α]p∈By
[α, Vy]p (2.36)
e dado [α1]p , [α2]p ∈ By com [α1]p 6= [α2]p, enta˜o
[α1, Vy]p ∩ [α2, Vy]p = ∅ ou [α1, Vy]p = [α2, Vy]p . (2.37)
A verificac¸a˜o de (2.36) e´ imediata.
Para verificar (2.37) considere [α1]p , [α2]p ∈ By e suponha que exista [α]p ∈ [α1, Vy]p∩[α2, Vy]p.
Assim, [α1 ∗ β1]p = [α]p = [α2 ∗ β2]p, com βi(J) ⊂ Vy, para i = 1, 2.
Como A(Σ, x) e´ localmente conexo por trajeto´rias, existem η ∈ T (Σ, (α1)T , (α2)T ), com
η(J) ⊂ Vy, e µ ∈ T (Σ, (α2)T , (α1)T ), com µ(J) ⊂ Vy. Como A(Σ, x) e´ localmente sim-
plesmente conexo por trajeto´rias, Vy ⊂ Wy ∆ conte´m algum sinal constante, temos que
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[η ∗ µ]p = [c(α1)T ]p e [µ ∗ η]p = [c(α2)T ]p, onde c(αi)T indica a trajeto´ria constante igual ao
ponto αi(T ), com i = 1, 2. Enta˜o
[α1 ∗ η]p [µ ∗ β1]p = [α1]p [η]p [µ]p [β1]p = [α1]p [η ∗ µ]p [β1]p = [α1]p
[
c(α1)T
]
p
[β1]p
= [α1]p [β1]p = [α1 ∗ β1]p = [α2 ∗ β2]p = [α2]p [β2]p .
Como A(Σ, x) e´ semi-localmente simplesmente conexo por trajeto´rias e Vy ⊂ Wy, enta˜o
[µ ∗ β1]p = [β2]p, consequ¨entemente
[α1 ∗ η]p [β2]p = [α2]p [β2]p . (2.38)
Usando novamente o fato que A(Σ, x) e´ localmente conexo por trajeto´rias, ou mais especifi-
camente, usando o fato que a vizinhanc¸a Vy (conforme descrito na prova da Proposic¸a˜o 2.3.8)
satisfaz
{γ ∈ T (Σ, u, v) : γ(J) ⊂ Vy} 6= ∅ (2.39)
para todo u, v ∈ Vy, segue que existe γ ∈ T (Σ, (β2)T , (β2)0) tal que γ(J) ⊂ Vy.
Assim, como A(Σ, x) e´ semi-localmente simplesmente conexo por trajeto´rias e Vy ⊂ Wy,
segue que [β2 ∗ γ]p = [c(α2)T ]p e disto juntamente com a expressa˜o (2.38), decorre que
[α1 ∗ η]p = [α2]p , (2.40)
isto e´, [α2]p ∈ [α1, Vy]p e portanto [α2, Vy]p ⊂ [α1, Vy]p.
Similarmente, [α1, Vy]p ⊂ [α2, Vy]p e portanto [α1, Vy]p = [α2, Vy]p, donde-se conclui que (2.37)
e´ va´lido.
Finalmente, temos que a restric¸a˜o Σ|[α,Vy ]p e´ uma bijec¸a˜o em Vy. De fato, se ([α ∗ β1]p) =
([α ∗ β2]p) enta˜o β1(T ) = β2(T ). Como β1, β2 ∈ T (Σ, αT ), β1(J) ⊂ Vy e β2(J) ⊂ Vy,
A(Σ, x) e´ localmente simplesmente conexo por trajeto´rias e Vy ⊂ Wy, enta˜o β1 'p β2 e
[α ∗ β1]p = [α ∗ β2]p.
Portanto Σ e´ uma aplicac¸a˜o de recobrimento.
2.4 Caracterizac¸a˜o da Homotopia Monotoˆnica
Baseados nas te´cnicas encontradas no contexto de homotopia cla´ssica entre caminhos
apresentaremos um resultado que caracteriza quando duas trajeto´rias de um sistema de
Young com p -variac¸a˜o sa˜o p -monotonicamente homoto´picas.
Seja Σ = (f,∆,M) um sistema de Young consistente tal que ∆ conte´m algum sinal
constante. Suponha que A(Σ, x) e´ localmente conexo por trajeto´rias de Σ e localmente
simplesmente conexo por trajeto´rias Σ. Sejam y ∈ A(Σ, x) e [α]p ∈ −1Σ (y). Temos que βˆα e´
um caminho cont´ınuo com respeito a topologia T Σx em Γ(Σ, x).
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Proposic¸a˜o 2.4.1. Sejam p ∈ [1,∞) e Σ um sistema consistente com p -variac¸a˜o da forma
(f,∆,M). Se ∆ conte´m algum sinal constante e A(Σ, x) e´ localmente conexo por trajeto´rias
de Σ e semi-localmente simplesmente conexo por trajeto´rias de Σ, enta˜o Σ tem a propriedade
de cancelamento a` direita.
Demonstrac¸a˜o: A proposic¸a˜o acima satisfaz as hipo´teses do Teorema 2.3.12, logo a aplicac¸a˜o
 : Γ(Σ, x) → A(Σ, x) e´ uma aplicac¸a˜o de recobrimento com respeito a topologia T Σx em
Γ(Σ, x).
Toda aplicac¸a˜o de recobrimento satisfaz a propriedade de levantamento u´nico e a aplicac¸a˜o
 : Γ(Σ, x)→ A(Σ, x) e´ uma aplicac¸a˜o de recobrimento (com respeito a topologia T Σx ).
Como cada βˆα e´ um caminho cont´ınuo com respeito a topologia T Σx e  : Γ(Σ, x) → A(Σ, x)
satisfaz a propriedade de levantamento u´nico, resulta da Proposic¸a˜o 2.3.3 que Σ tem a pro-
priedade de cancelamento a` direita.
Considere a aplicac¸a˜o Θα : Γ(Σ, y)→ Γ(Σ, x) dada por
Θα([β]p) = [α ∗ β]p . (2.41)
Temos que a aplicac¸a˜o Θα esta´ bem definida. Na verdade, usando a Proposic¸a˜o (2.3.1),
se [β′]p = [β]p enta˜o
Θα([β
′]p) = [α ∗ β′]p = [α ∗ β]p = Θα([β]p). (2.42)
Mais ainda, como Σ tem propriedade de cancelamento, se
[α ∗ β′]p = Θα([β′]p) = Θα([β]p) = [α ∗ β]p (2.43)
enta˜o
[β′]p = [β]p , (2.44)
isto e´, a aplicac¸a˜o Θα e´ injetora. Ale´m disso,
Θα([β]p) = [α ∗ β]p = βˆα(T ). (2.45)
Teorema 2.4.2. Sejam Σ = (f,∆,M) um sistema consistente com ∆ contendo algum sinal
constante, y ∈ A(Σ, x), [α]p ∈ −1Σ (y) e β1, β2 ∈ T (Σ, y). Suponha que A(Σ, x) e´ localmente
conexo por trajeto´rias de Σ e semi-localmente simplesmente conexo por trajeto´rias de Σ.
Enta˜o, β1 'p β2 se, e somente se, βˆα1 (T ) = βˆα2 (T ).
Demonstrac¸a˜o: Se β1 'p β2 enta˜o βˆα1 (T ) = Θα([β1]p) = Θα([β2]p) = βˆα2 (T ).
Reciprocamente, se βˆα1 (T ) = βˆ
α
2 (T ) enta˜o Θα([β1]p) = Θα([β2]p) e como Θα e´ injetora enta˜o
[β1]p = [β2]p, isto e´, β1 'p β2.
CAPI´TULO 3
TRAJETO´RIAS REGULARES DE
UM SISTEMA DE YOUNG
F. Colonius, E. Kizil e L. A. San Martin no artigo [2] apresentaram o conceito de tra-
jeto´rias regulares de um sistema de controle. Tal conceito tambe´m pode ser trabalhado no
contexto de trajeto´rias de um sistema de Young e no´s verificamos que o principal resultado
obtido por Colonius, Kizil e San Martin sobre concatenac¸o˜es de trajeto´rias regulares de um
sistema de controle ainda continua va´lido para trajeto´rias de um sistema de Young, muito
embora os resultados preliminares para se chegar ao resultado principal se tornem resultados
com provas mais trabalhosas. Isto ocorre pois os controles de integrac¸a˜o de uma equac¸a˜o de
Young na˜o precisam ser necessariamente caminhos diferencia´veis, o que por sua vez implica
que as fo´rmulas utilizadas no trabalho de Colonius, Kizil e San Martin, por serem prove-
nientes de relac¸o˜es de dependeˆncia de paraˆmetros para equac¸o˜es diferenciais ordina´rias, na˜o
podera˜o ser aplicadas diretamente para equac¸o˜es de Young. No´s contornamos estes proble-
mas, verificando que cada uma das fo´rmulas necessa´rias possuem uma versa˜o correspondente
e apropriada para equac¸o˜es envolvendo integrac¸o˜es no sentido de Young.
3.1 Trajeto´rias Regulares
Sejam E1 e E2 espac¸os de Banach. X. D. Li e T. Lyons [13] mostraram que se p ∈ [1, 2),
u ∈ E2 e f ∈ Lipγ(E2,L(E1, E2)), com bγc ≥ 1 e {γ} > {p}, enta˜o a aplicac¸a˜o
ψf,u : Vp(J,E1)→ Vp(J,E2) (3.1)
dada por
ψf,u(X) = If (u,X) (3.2)
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e´ bγc -vezes Frechet diferencia´vel.
Lembre-se que If denota a aplicac¸a˜o de Itoˆ associada ao campo f , isto e´, para cada u ∈ E2
e X ∈ V p(J,E1) fixados, If (u,X) denota a soluc¸a˜o da equac¸a˜o{
dY = f(Y ) dX
Y (0) = u
. (3.3)
Note tambe´m que a condic¸a˜o de que bγc ≥ 1 e {γ} > {p} implica que γ > p e portanto pelo
Teorema de Picard-Lindelof a equac¸a˜o acima admite uma u´nica soluc¸a˜o If (u,X).
Mais ainda, para cada s ∈ J e cada sinal X ∈ Vp(J,E1) temos que a equac¸a˜o{
dY = f(Y ) dX
Y (s) = u
(3.4)
tem um fluxo φf,X de difeomorfismos de classe Cbγc em E2 (veja P. Friz [5]), isto e´, para cada
(s, t) ∈ J × J , com s < t, existe um difeomorfismo φf,Xs,t : E2 → E2 de classe Cbγc dado por
φf,Xs,t (u) = If (s;u,X)(t) (3.5)
onde If (s;u,X)(t) e´ a u´nica soluc¸a˜o da equac¸a˜o (3.4), e este difeomorfismo satisfaz
φf,Xs,t ◦ φf,Xr,s = φf,Xr,t (3.6)
para todo r ≤ s ≤ t em J .
Considere a seguinte situac¸a˜o. Tome E1 = R, E2 = Rn, p ∈ [1, 2), ∆ um subcon-
junto aberto em V0,p(J,E1) fechado por reparametrizac¸o˜es e concatenac¸o˜es cont´ınuas e f ∈
Lipγ(E2,L(E1, E2)), com bγc ≥ 1 e {γ} > {p}. Ale´m disso, suponha que M ⊂ E2 e´ uma
variedade diferencia´vel compacta, u ∈ M , a aplicac¸a˜o F : E2 → E2 e´ tal que restrita a M e´
um campo de vetores tangentes a M e que f(v)(λ) = λF (v). Verifica-se que:
• Σ = (f,∆,M) e´ um sistema de Young consistente;
• a aplicac¸a˜o ΦΣ,Xt : E2 → E2 dada por
ΦΣ,Xt (u) = If (u,X)(t) (3.7)
e´ um difeomorfismo de classe Cbγc (e portanto de classe C1), para cada (t,X) ∈ J ×∆
e ale´m disso, como Σ e´ consistente tem-se que ΦΣ,Xt (M) ⊂M .
• a aplicac¸a˜o ΨΣ,ut : ∆→M dada por
ΨΣ,ut (X) = IΣ(u,X)(t) (3.8)
e´ aplicac¸a˜o de classe Cbγc (e portanto de classe C1) para cada (t, u) ∈ J ×M .
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As propriedades descritas acima inspiram a definir a seguinte classe de sistemas de Young.
Definic¸a˜o 3.1.1. Sejam p ∈ [1,∞), Σ um sistema de Young com p -variac¸a˜o da forma
(f,∆,M) e E1 e E2 os espac¸os associados a Σ. Dizemos Σ e´ um sistema regular se as
seguintes condic¸o˜es sa˜o satisfeitas:
i) ∆ e´ aberto em V0,p(J,E1);
ii) Σ e´ consistente;
iii) para cada (t,X) ∈ J ×∆ tem-se que ΦΣ,Xt : E2 → E2 e´ um difeomorfismo de classe C1;
iv) para cada (t, u) ∈ J ×M tem-se que ΨΣ,ut : ∆ ⊂ V0,p(J,E1) → M e´ uma aplicac¸a˜o de
classe C1.
Observac¸a˜o 3.1.2. a) Na definic¸a˜o acima ∆ e´ considerado munido com topologia induzida
pela topologia de V0,p(J,E1), e esta topologia por sua vez e´ induzida pela topologia Tp de
Vp(J,E1), onde p e´ o grau da variac¸a˜o do sistema Σ considerado.
b) As condic¸o˜es ii) iii) e iv) sa˜o baseadas nas propriedades do exemplo citado anteriormente.
Ja´ a condic¸a˜o i) e´ uma condic¸a˜o te´cnica, uma vez que para todo caminho X ∈ V0,p(J,E1)
existe uma sequ¨encia caminhos suaves converge na me´trica da p -variac¸a˜o para X (e na˜o
apenas na me´trica da q -variac¸a˜o, com q > p). Tal condic¸a˜o sera´ utilizada em resultados que
sera˜o vistos posteriormente.
Definic¸a˜o 3.1.3. Sejam Σ um sistema de Young regular da forma (f,∆,M), X ∈ ∆ e
u ∈ M . Dizemos que X e´ um sinal regular com respeito a u se a derivada D(ΨΣ,uT )|X e´
sobrejetiva.
Num sistema de Young regular Σ da forma (f,∆,M), denotaremos o conjunto dos sinais
regulares com respeito a u ∈M (relativamente ao sistema Σ) por ∆˙u.
Definic¸a˜o 3.1.4. Sejam Σ um sistema de Young regular da forma (f,∆,M) e α ∈ T (Σ, u).
Dizemos que α e´ uma trajeto´ria regular se existe X ∈ ∆˙u tal que α = IΣ(u,X).
Denotaremos o conjunto de todas as trajeto´rias regulares de Σ por T˙ (Σ), o conjunto das
trajeto´rias regulares de Σ iniciando em x ∈ U por T˙ (Σ, x) e o conjunto de todas as trajeto´rias
regulares de Σ iniciando em x ∈ U e terminando em y ∈M por T˙ (Σ, x, y).
O conjunto
A˙(Σ, x) = {v ∈M : v = α(T ) para algum α ∈ T˙ (Σ, x)} (3.9)
e´ chamado de conjunto de acessibilidade regular de x com respeito a Σ.
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3.2 Fo´rmulas Relacionadas a uma Equac¸a˜o de Young
Nesta sec¸a˜o iremos trabalhar no sentido de encontrar expresso˜es que descrevam as deri-
vadas das aplicac¸o˜es ΨΣ,ut e Φ
Σ,X
t , onde Σ e´ um sistema de Young regular. Estes resultados
sa˜o importantes para a conclusa˜o de outros resultados nas sec¸o˜es posteriores. O primeiro
resultado e´ o seguinte:
Proposic¸a˜o 3.2.1. Sejam p ∈ [1,∞) e E1 e E2 espac¸os de Banach. Se Σ e´ um sistema de
Young regular da forma (f,∆,M) com p -variac¸a˜o e E1 e E2 espac¸os associados, enta˜o
D(ΨΣ,ut )|X (Z) =
t∫
0
Df|ΨΣ,us (X)(D(Ψ
Σ,u
s )|X(Z)) dXs +
t∫
0
f(ΨΣ,us (X)) dZs (3.10)
para todo (t, u,X, Z) ∈ J ×M ×∆× V0,p(J,E1).
Demonstrac¸a˜o: Como f ∈ Lipγ(E2,L(E1, E2)), com γ > p, segue que f e´ de classe Cbγc,
onde bγc ≥ 1, enta˜o podemos definir a aplicac¸a˜o fˆ : E2 × E2 → L(E2,L(E1, E2)) dada por
fˆ(x, y)(v) =
∫ 1
0
Df|(λy+(1−λ)x)(v) dλ . (3.11)
Como f e´ de classe Cbγc segue que Df : E2 → L(E2,L(E1, E2)) e´ cont´ınua e isto implica que
fˆ e´ cont´ınua.
A aplicac¸a˜o fˆ satisfaz
fˆ(x, x) = Df|x (3.12)
e
f(y)− f(x) = fˆ(x, y)(y − x) . (3.13)
De fato, a verificac¸a˜o da propriedade (3.12) e´ imediata. Para verificar a propriedade (3.13),
considere g : [0, 1]→ E2 dada por g(λ) = λy + (1− λ)x. Enta˜o
f(y)−f(x) =
∫ 1
0
D(f◦g)(λ) dλ =
∫ 1
0
Df|(λy+(1−λ)x)(Dg|λ) dλ = fˆ(x, y)(Dg|λ) = fˆ(x, y)(y−x).
Sejam (t, u,X, Z) ∈ J × M × ∆ × V0,p(J,E1) e λ ∈ R. Como Σ e´ regular (e portanto
consistente) temos que para cada (u,X) ∈ U ×∆ existe um u´nico IΣ(u,X) tal que
IΣ(u,X)(t) = u+
t∫
0
f(IΣ(u,X)(s)) dXs
CAP. 3 • TRAJETO´RIAS REGULARES DE UM SISTEMA DE YOUNG 55
e da´ı usando (3.13) e considerando λ suficientemente pequeno temos que
ΨΣ,ut (X + λZ)−ΨΣ,ut (X)
λ
=
IΣ(u,X + λZ)(t)− IΣ(u,X)(t)
λ
=
t∫
0
f(IΣ(u,X + λZ)(s)) d(X + λZ)s
λ
−
t∫
0
f(IΣ(u,X)(s)) dXs
λ
=
t∫
0
f(IΣ(u,X + λZ)(s))− f(IΣ(u,X)(s)) dXs
λ
+
t∫
0
f(IΣ(u,X + λZ)(s)) d(Z)s ,
ou seja,
ΨΣ,ut (X + λZ)−ΨΣ,ut (X)
λ
= A1(λ) + A2(λ) (3.14)
onde
A1(λ) =
t∫
0
fˆ(ΨΣ,ut (X + λZ),Ψ
Σ,u
t (X))(
ΨΣ,ut (X + λZ)−ΨΣ,ut (X)
λ
) dXs (3.15)
e
A2(λ) =
t∫
0
f(ΨΣ,ut (X + λZ)) d(Z)s . (3.16)
Note que ΨΣ,ut e´ cont´ınuo e que para X ∈ int(∆) existe D(ΨΣ,ut )|X , uma vez que Σ e´ regular.
Ale´m disso,
DZ(Ψ
Σ,u
t )(X) = lim
λ→0
ΨΣ,ut (X + λZ)−ΨΣ,ut (X)
λ
(3.17)
e
DZ(Ψ
Σ,u
t )(X) = D(Ψ
Σ,u
t )|X(Z) . (3.18)
Portanto, tomando limite quando λ tende a 0 na expressa˜o (3.14), usando a continuidade
das aplicac¸o˜es fˆ e ΨΣ,ut e usando (3.12) e (3.17), segue que
D(ΨΣ,ut )|X(Z) =
t∫
0
Df|ΨΣ,us (X)(D(Ψ
Σ,u
s )|X(Z)) dXs +
t∫
0
f(ΨΣ,us (X)) dZs .
Com demonstrac¸a˜o semelhante, apresentamos outro resultado que sera´ u´til para a pro´xima
sec¸a˜o.
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Proposic¸a˜o 3.2.2. Sejam p ∈ [1,∞) e E1 e E2 espac¸os de Banach. Se Σ e´ um sistema de
Young regular da forma (f,∆,M) com p -variac¸a˜o e E1 e E2 espac¸os associados, enta˜o
D(ΦΣ,Xt )|u(v) = v +
t∫
0
Df|ΦΣ,Xs (u)(D(Φ
Σ,X
s )|u(v)) dXs (3.19)
para todo (t, u,X, v) ∈ J ×M ×∆× E2.
Demonstrac¸a˜o: Como f ∈ Lipγ(E2,L(E1, E2)), com γ > p, de modo ana´logo a Proposic¸a˜o
3.2.1, tem-se a aplicac¸a˜o cont´ınua fˆ : E2 × E2 → L(E2,L(E1, E2)) dada por
fˆ(x, y)(v) =
∫ 1
0
Df|(λy+(1−λ)x)(v) dλ (3.20)
e que satisfaz
fˆ(x, x) = Df|x (3.21)
e
f(y)− f(x) = fˆ(x, y)(y − x) . (3.22)
Sejam (t, u,X, v) ∈ J ×M ×∆×E2 e λ ∈ R. Para cada w ∈ E2 temos que ΦΣ,Xt (w) satisfaz
ΦΣ,Xt (w) = w +
t∫
0
f(ΦΣ,Xs (w)) dXs , (3.23)
e da´ı considerando e λ ∈ R temos que
ΦΣ,Xt (u+ λv)− ΦΣ,Xt (u)
λ
= v +
t∫
0
f(ΦΣ,Xt (u+ λv)(s))− f(ΦΣ,Xt (u)) dXs
λ
(3.24)
donde, usando (3.22), decorre que
ΦΣ,Xt (u+ λv)− ΦΣ,Xt (u)
λ
= v+
t∫
0
fˆ(ΦΣ,Xt (u+λv),Φ
Σ,X
t (u))(
ΦΣ,Xt (u+ λv)− ΦΣ,Xt (u)
λ
) dXs . (3.25)
Note que ΦΣ,Xt e´ cont´ınuo e que para u ∈M existe D(ΦΣ,Xt )|u, um vez que Σ e´ regular. Ale´m
disso,
Dv(Φ
Σ,X
t )(u) = lim
λ→0
ΦΣ,Xt (u+ λv)− ΦΣ,Xt (u)
λ
(3.26)
e
Dv(Φ
Σ,X
t )(u) = D(Φ
Σ,X
t )|u(v) . (3.27)
Portanto, tomando limite quando λ tende a 0 na expressa˜o (3.25), usando a continuidade
das aplicac¸o˜es fˆ e ΦΣ,Xt e usando (3.21) e (3.26), segue que
D(ΦΣ,Xt )|u(v) = v +
t∫
0
Df|ΦΣ,Xs (u)(D(Φ
Σ,X
s )|u(v)) dXs .
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3.3 Fo´rmula de Variac¸a˜o dos Paraˆmetros para
Equac¸o˜es de Young
A fo´rmula de variac¸a˜o de paraˆmetros para equac¸o˜es diferenciais ordina´rias foi utilizada
de maneira direta por F. Colonius, E. Kizil e L. A. San Martin [2] para se obter uma fo´rmula
ou expressa˜o intermedia´ria a qual conduz ao resultado principal relacionado a concatenac¸a˜o
de trajeto´rias regulares. Como ja´ foi dito anteriormente, fo´rmulas provenientes do contexto
de equac¸o˜es diferenciais ordina´rias podem na˜o ser aplicadas a equac¸o˜es de Young, uma vez
que as soluc¸o˜es destas u´ltimas na˜o sa˜o necessariamente diferencia´veis em relac¸a˜o ao tempo.
Neste sentido, trabalhamos nesta sec¸a˜o para encontrar uma fo´rmula apropriada no contexto
de sistemas de Young a qual cumpra um papel similar a da fo´rmula de variac¸a˜o de paraˆmetros
para equac¸o˜es diferenciais ordina´rias. Em outras palavras, o objetivo desta sec¸a˜o e´ o provar
o seguinte resultado.
Proposic¸a˜o 3.3.1. Sejam p ∈ [1,∞) e E1 e E2 espac¸os de Banach. Se Σ e´ um sistema de
Young regular da forma (f,∆,M) com p -variac¸a˜o e E1 e E2 espac¸os associados, enta˜o
D(ΨΣ,ut )|X(Z) = D(Φ
Σ,X
t )|u
(
t∫
0
(D(ΦΣ,Xs )|u)
−1 ◦ f(ΦΣ,Xs (u)) dZs
)
(3.28)
para todo (t, u,X, Z) ∈ J ×M ×∆× V0,p(J,E1).
No restante desta sec¸a˜o apresentaremos os resultados preliminares para se obter a prova
da Proposic¸a˜o 3.3.1.
Sejam E1 e E2 espac¸os de Banach e considere as aplicac¸o˜es cont´ınuas Y : J → L(E1, E2)
e X : J → E1. Se existe o limite
lim
|Dn|→0
∑
ti∈Dn⊂J
(Yti+1 − Yi)(Xti+1) (3.29)
enta˜o o denotaremos por
t∫
0
Xs dYs.
Lema 3.3.2. Sejam E1, E2 espac¸os de Banach, t ∈ J , Y ∈ C(J,L(E1, E2)) e X ∈ C(J,E1).
A integral
t∫
0
Ys dXs existe se, e somente se, a integral
t∫
0
Xs dYs existe. Mais ainda, a equac¸a˜o
Yt(Xt)− Y0(X0) =
t∫
0
Ys dXs +
t∫
0
Xs dYs (3.30)
e´ va´lida.
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Demonstrac¸a˜o: A prova segue das igualdades abaixo
Yt(Xt)− Y0(X0) =
∑
ti∈Dn⊂J
Yti+1(Xti+1)− Yti(Xti)
=
∑
ti∈Dn⊂J
Yti+1(Xti+1)− Yti(Xti+1) + Yti(Xti+1)− Yti(Xti)
=
∑
ti∈Dn⊂J
(Yti+1 − Yti)(Xti+1) +
∑
ti∈Dn⊂J
Yti(Xti+1 −Xti) .
Lema 3.3.3. Sejam U ,V e W espac¸os de Banach. Se g ∈ C(J,L(U, V )) e h ∈ C(J,L(V,W ))
enta˜o a aplicac¸a˜o k : J → L(U,W ) dada por
k(t) = h(t) ◦ g(t) (3.31)
e´ cont´ınua, ou seja, k ∈ C(J,L(U,W )).
Demonstrac¸a˜o: Seja  > 0.
Como g ∈ C(J,L(U, V )) e J e´ um intervalo compacto enta˜o existe uma constante C1 > 0 tal
que ‖g(t)‖L(U,V ) < C1, para todo t ∈ J . Do mesmo modo, como h ∈ C(J,L(V,W )) e J e´ um
intervalo compacto enta˜o existe uma constante C2 > 0 tal que ‖h(t)‖L(V,W ) < C2, para todo
t ∈ J .
Ale´m disso, decorre da continuidade uniforme de g ∈ C(J,L(U, V )) que existe δ1 > 0 tal que
‖g(t)− g(s)‖L(U,V ) < 2C2 , sempre que |t− s| > δ1. Do mesmo modo, a continuidade uniforme
de h ∈ C(J,L(V,W )) implica que existe δ2 > 0 tal que ‖h(t) − h(s)‖L(V,W ) < 2C1 , sempre
que |t− s| > δ2.
Assim,
‖k(t)− k(s)‖L(U,W ) = ‖(h(t) ◦ g(t))− (h(s) ◦ g(s))‖L(U,W )
≤ ‖h(t)(g(t))− h(t)(g(s))‖L(U,W ) + ‖h(t)(g(s))− h(s)(g(s))‖L(U,W )
≤ ‖h(t)(g(t)− g(s))‖L(U,W ) + ‖(h(t)− h(s))(g(s))‖L(U,W )
≤ ‖h(t)‖L(V,W ) · ‖g(t)− g(s)‖L(U,V ) + ‖h(t)− h(s)‖L(V,W ) · ‖g(s)‖L(U,W )
≤ C2 · 
2C2
+

2C1
· C1 =  ,
sempre que que |t− s| > max{δ1, δ2}.
Portanto, k ∈ C(J,L(U,W )).
Lema 3.3.4. Sejam E1 e E2 espac¸os de Banach e Σ um sistema de Young regular da
forma (f,∆,M) com E1 e E2 espac¸os associados. Para cada s ∈ J considere a aplicac¸a˜o
Fs : L(E2, E2)→ L(E1,L(E2, E2)) dada por
[Fs(T )(x)](v) = Df|ΦΣ,Xs (u)(T (v))(x) , (3.32)
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onde (u,X) ∈M ×∆ e denote L(E2, E2) por W2.
As seguintes afirmac¸o˜es sa˜o va´lidas:
i) Cada aplicac¸a˜o Fs e´ uma transformac¸a˜o linear cont´ınua, isto e´, Fs ∈ L(W2,L(E1,W2)).
ii) O caminho s 7→ Fs e´ cont´ınuo, isto e´ F ∈ C(J,L(W2,L(E1,W2))).
iii) O caminho µ : J → W2 dado por
µ(t) = D(ΦΣ,Xt )|u (3.33)
satisfaz
µt = Id+
t∫
0
Fs(µs) dXs (3.34)
para todo t ∈ J , onde Id e´ a transformac¸a˜o identidade de E2 em E2.
Demonstrac¸a˜o: i) Primeiramente verifiquemos que cada aplicac¸a˜o Fs tem o contradomı´nio
correto. Para isto, verificaremos que:
a) Para cada (T, x) ∈ W2 × E1 fixado, enta˜o Fs(T )(x) ∈ W2.
b) Para cada T ∈ W2 fixado, enta˜o Fs(T ) ∈ L(E1,W2).
Note que f : E2 → L(E1, E2) e ΦΣ,Xs (u) ∈M ⊂ E2, logo Df|ΦΣ,Xs (u) ∈ L(E2,L(E1, E2)).
Sejam v, w ∈ E2, λ ∈ R e considere (T, x) ∈ W2 × E1 fixo. Usando que Df|ΦΣ,Xs (u) ◦ T ∈
L(E2,L(E1, E2)), temos que
[Fs(T )(x)](v + λ · w) = Df|ΦΣ,Xs (u)(T (v + λ · w))(x)
= Df|ΦΣ,Xs (u)(T (v))(x) + λ ·Df|ΦΣ,Xs (u)(T (w))(x)
= [Fs(T )(x)](v) + λ · [Fs(T )(x)](w) .
Logo, Fs(T )(x) e´ uma transformac¸a˜o linear de E2 em E2.
Considere a constante positiva Cs,x,T (dependente da escolha de s ∈ J , x ∈ E1 e T ∈ W2)
dada por
Cs,x,T = ‖Df|ΦΣ,Xs (u)‖L(E2,L(E1,E2)) · ‖T‖W2 · ‖x‖E1 . (3.35)
Como
‖[Fs(T )(x)](v)‖E2 = ‖Df|ΦΣ,Xs (u)(T (v))(x)‖E2 ≤ Cs,x,T · ‖v‖E2 (3.36)
para todo v ∈ E2, segue que Fs(T )(x) e´ cont´ınua e
‖Fs(T )(x)‖W2 ≤ Cs,x,T . (3.37)
Portanto Fs(T )(x) ∈ L(E2, E2), como deseja´vamos provar para o item a) acima.
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Sejam x, y ∈ E2, λ ∈ R e considere T ∈ W2 fixo. Usando que (Df|ΦΣ,Xs (u) ◦T )(v) ∈ L(E1, E2),
para todo v ∈ E2, temos que
[Fs(T )(x+ λ · y)](v) = Df|ΦΣ,Xs (u)(T (v))(x+ λ · y)
= Df|ΦΣ,Xs (u)(T (v))(x) + λ ·Df|ΦΣ,Xs (u)(T (v))(y)
= [Fs(T )(x)](v) + λ · [Fs(T )(y)](v)
para todo v ∈ E2, ou seja,
Fs(T )(x+ λ · y) = Fs(T )(x) + λ · Fs(T )(y) .
Logo, Fs(T ) e´ uma transformac¸a˜o linear de E1 em W2.
Considere a constante Cs,T (dependente da escolha de s ∈ J e T ∈ W2) dada por
Cs,T = ‖Df|ΦΣ,Xs (u)‖L(E2,L(E1,E2)) · ‖T‖L(E2,E2) . (3.38)
Como
‖Fs(T )(x)‖W2 ≤ Cs,x,T = Cs,T · ‖x‖E1 (3.39)
para todo x ∈ E1, segue que Fs(T ) e´ cont´ınua e
‖Fs(T )‖L(E1,W2) ≤ Cs,T . (3.40)
Portanto Fs(T ) ∈ L(E1,W2), como deseja´vamos provar para o item b) acima.
Sejam S, T ∈ W2, λ ∈ R. Usando que Df|ΦΣ,Xs (u) ∈ L(E2,L(E1, E2)), temos que
[Fs(S + λ · T )(x)](v) = Df|ΦΣ,Xs (u)((S + λ · T )(v))(x)
= Df|ΦΣ,Xs (u)(S(v))(x) + λ ·Df|ΦΣ,Xs (u)(T (v))(y)
= [Fs(S)(x)](v) + λ · [Fs(T )(x)](v)
para todo v ∈ E2 e para todo x ∈ E1, ou seja,
Fs(S + λ · T ) = Fs(S) + λ · Fs(T ) .
Logo, Fs e´ uma transformac¸a˜o linear de W2 em L(E1,W2).
Considere a constante Cs (dependente de s ∈ J) dada por
Cs = ‖Df|ΦΣ,Xs (u)‖L(E2,L(E1,E2)) . (3.41)
Como
‖Fs(T )‖L(E1,W2) ≤ Cs,T = Cs · ‖T‖W2 (3.42)
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para todo T ∈ W2, segue que Fs e´ cont´ınua e
‖Fs‖L(W2,L(E1,W2)) ≤ Cs . (3.43)
Portanto Fs ∈ L(W2L(E1,W2), como deseja´vamos provar para o item i).
ii) Sejam s, t ∈ J .
Para x ∈ E1 e T ∈ W2 fixos, considere a constante positiva C(s,t),x,T dada por
C(s,t),x,T = ‖Df|ΦΣ,Xt (u) −Df|ΦΣ,Xs (u)‖L(E2,L(E1,E2)) · ‖T‖W2 · ‖x‖E1 . (3.44)
Logo
‖[Ft(T )(x)](v)− [Fs(T )(x)](v)‖E2 ≤ C(s,t),x,T · ‖v‖E2 (3.45)
donde segue que
‖Ft(T )(x)− Fs(T )(x)‖W2 ≤ C(s,t),x,T . (3.46)
Da´ı procedendo de forma ana´loga ao item i) e considerando a constante C(s,t),T dada por
C(s,t),T = ‖Df|ΦΣ,Xt (u) −Df|ΦΣ,Xs (u)‖L(E2,L(E1,E2)) · ‖T‖L(E2,E2) (3.47)
tem-se que
‖Ft(T )− Fs(T )‖L(E1,W2) ≤ C(s,t),T (3.48)
e em seguida considerando a constante Cs,t dada por
Cs,t = ‖Df|ΦΣ,Xt (u) −Df|ΦΣ,Xs (u)‖L(E2,L(E1,E2)) (3.49)
conclui-se que
‖Ft − Fs‖L(W2,L(E1,W2)) ≤ Cs,t . (3.50)
Como num sistema de Young a aplicac¸a˜o f e´ no mı´nimo de classe C1, segue que Df e´
uma aplicac¸a˜o cont´ınua e como s 7→ ΦΣ,Xs (u) e´ um caminho cont´ınuo decorre que s 7→
Df|ΦΣ,Xs (u) e´ caminho cont´ınuo (lembre-se que Df|ΦΣ,Xs (u) denota Df(Φ
Σ,X
s (u))). Assim, segue
pela continuidade de s 7→ Df|ΦΣ,Xs (u) e pela desigualdade (3.50) que s 7→ Fs e´ um caminho
cont´ınuo.
iii) Mostrar que vale a igualdade
µt = Id+
t∫
0
Fs(µs) dXs (3.51)
e´ equivalente a mostrar que igualdade
µt(v) =
(
Id+
t∫
0
Fs(µs) dXs
)
(v) (3.52)
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e´ va´lida para todo v ∈ E2.
Como Σ e´ um sistema regular segue da Proposic¸a˜o 3.2.2 que a igualdade
D(ΦΣ,Xt )|u(v) = v +
t∫
0
Df|ΦΣ,Xs (u)(D(Φ
Σ,X
s )|u(v)) dXs (3.53)
e´ va´lida para todo v ∈ E2 e esta igualdade por sua vez e´ equivalente a igualdade (3.52),
donde conclu´ımos o que deseja´vamos.
Agora apresentaremos a prova da Proposic¸a˜o 3.3.1.
Demonstrac¸a˜o da Proposic¸a˜o 3.3.1: Seja (t, u,X, Z) ∈ J ×M ×∆× V0,p(J,E1).
Considere o caminho η : J → L(E1, E2) dado por
η(t) = (D(ΦΣ,Xt )|u)
−1 ◦ f(ΦΣ,Xt (u)) = (D(ΦΣ,Xt )|u)−1 ◦ f(ΨΣ,ut (X)) . (3.54)
Decorre do Lema 3.3.3 que o caminho η e´ cont´ınuo.
Agora, considere os caminhos cont´ınuos
µ(t) = D(ΦΣ,Xt )|u (3.55)
e
ν(t) =
t∫
0
ηs dZs =
t∫
0
(D(ΦΣ,Xs )|u)
−1 ◦ f(ΦΣ,Xs (u)) dZs . (3.56)
Primeiramente provaremos o resultado para o caso em que X ∈ ∆∩C1(J,E1), Z ∈ C1(J,E1).
Como Z ∈ C1(J,E1) enta˜o segue, pela Proposic¸a˜o 1.3.6, que
ν(t) =
t∫
0
ηs(Z˙s) ds (3.57)
e neste caso ν e´ diferencia´vel e sua derivada e´ dada por
ν˙(t) = ηt ◦ Z˙t (3.58)
a qual tambe´m e´ uma aplicac¸a˜o cont´ınua, uma vez que e´ uma composic¸a˜o de aplicac¸o˜es
cont´ınuas. Em resumo, no caso em que Z ∈ C1(J,E1), temos que ν tambe´m e´ um caminho
de classe C1.
Se a integral
t∫
0
µs dνs existe, segue do Lema 3.3.2 que
µt(νt) = µt(νt)− µ0(ν0) =
t∫
0
µs dνs +
t∫
0
νs dµs . (3.59)
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A integral
t∫
0
f(ΨΣ,us (X)) dZs =
t∫
0
f(ΨΣ,us (X))(Z˙s) ds (3.60)
existe, pois e´ uma integral de Riemann com integrando cont´ınuo.
Garantiremos que a integral
t∫
0
µs dνs existe mostrando que
t∫
0
µs dνs =
t∫
0
f(ΨΣ,us (X)) dZs . (3.61)
Temos que
t∫
0
f(ΨΣ,us (X)) dZs =
t∫
0
(D(ΦΣ,Xs )|u ◦ (D(ΦΣ,Xs )|u)−1 ◦ f(ΨΣ,us (X))) dZs =
t∫
0
µs ◦ ηs dZs
logo
t∫
0
f(ΨΣ,us (X)) dZs =
t∫
0
µs ◦ ηs dZs =
t∫
0
µs ◦ ηs ◦ Z˙s ds =
t∫
0
µs ◦ ν˙s ds =
t∫
0
µs dνs .
Agora mostraremos que
t∫
0
νs dµs =
t∫
0
Df|ΨΣ,us (X)(µs(νs)) dXs . (3.62)
Decorre do item iii) do Lema 3.3.4 que
µt =
t∫
0
Fs(µs) dXs (3.63)
onde Fs : L(E2, E2)→ L(E1,L(E2, E2)) e´ dada por
[Fs(T )(x)](v) = Df|ΦΣ,Xs (u)(T (v))(x) . (3.64)
Assim, como X ∈ C1(J,E1) segue que
µt =
t∫
0
Fs(µs)(X˙s) ds (3.65)
e usando o item ii) do Lema 3.3.4 temos, neste caso, que o caminho µ e´ diferencia´vel e
µ˙t = Ft(µt)(X˙t) . (3.66)
Logo,
t∫
0
νs dµs =
t∫
0
µ˙s(νs) ds =
t∫
0
Fs(µs)(X˙s)(νs) ds
=
t∫
0
Df|ΦΣ,Xs (u)(µs(νs))(X˙s) ds
=
t∫
0
Df|ΦΣ,Xs (u)(µs(νs)) dXs
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como quer´ıamos.
Usando as expresso˜es (3.59), (3.61) e (3.62) temos que
µt(νt) =
t∫
0
Df(ΨΣ,us (X))(µs(νs)) dXs +
t∫
0
f(ΨΣ,us (X)) dZs . (3.67)
Pela Proposic¸a˜o 3.2.1 temos que D(ΨΣ,ut )|X(Z) tambe´m satisfaz a equac¸a˜o (3.67) e como tal
equac¸a˜o tem soluc¸a˜o u´nica, uma vez que X,Z ∈ C1(J,E1), segue que
D(ΨΣ,ut )|X(Z) = µt(νt) ,
isto e´,
D(ΨΣ,ut )|X(Z) = D(Φ
Σ,X
t )|u
(
t∫
0
(
D(ΦΣ,Xs )|u
)−1 ◦ f(ΨΣ,us (X)) dZs) .
Por fim, a fo´rmula ainda e´ va´lida para X ∈ ∆ ⊂ V0,p(J,E1) e Z ∈ V0,p(J,E1), uma
vez que C1(J,E1) e´ denso em V0,p(J,E1) (segundo a Proposic¸a˜o 1.2.8) e que as aplicac¸o˜es
D(ΨΣ,ut ), Φ
Σ,·
t e Ψ
Σ,u
s sa˜o cont´ınuas em relac¸a˜o a topologia de V0,p(J,E1).
3.4 Concatenac¸a˜o entre Trajeto´rias Regulares
Nesta sec¸a˜o mostraremos o principal resultado deste cap´ıtulo, o qual diz que num sistema
de Young a concatenac¸a˜o de uma trajeto´ria regular com uma trajeto´ria qualquer produz uma
outra trajeto´ria regular.
Sejam Σ um sistema de Young regular da forma (f,∆,M) e u ∈ M . A aplicac¸a˜o
evΣ,u : ∆→M dada por
evΣ,u(X) = ΨΣ,uT (X) (3.68)
e´ chamada avaliac¸a˜o de ponto final do sistema Σ com respeito a u.
Como Σ e´ um sistema de Young regular decorre da Proposic¸a˜o 3.3.1 que
D(evΣ,u)|X(Z) = D(Φ
Σ,X
t )|u
(
T∫
0
(D(ΦΣ,Xs )|u)
−1 ◦ f(ΦΣ,Xs (u)) dZs
)
. (3.69)
Abaixo apresentamos uma fo´rmula crucial para a alcanc¸ar o objetivo desta sec¸a˜o.
Teorema 3.4.1. Se Σ e´ um sistema de Young regular da forma (f,∆,M) enta˜o
D(evΣ,u)|(X∗Y )(Z1 ∗ Z2) = (D(ΦΣ,YT )|v ◦D(evΣ,u)|X)(Z1) +D(evΣ,v)|Y (Z2) (3.70)
para todo u ∈ U , X, Y ∈ ∆ e Z1, Z2 ∈ span(∆), onde v = evΣ,u(X).
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Demonstrac¸a˜o: Como Σ e´ regular, segue pela Proposic¸a˜o 3.3.1, ou mais especificamente
pela equac¸a˜o (3.69), que
D(evΣ,u)|(X∗Y )(Z1 ∗Z2) = D(ΦΣ,X∗YT )|u
(∫ T
0
(D(ΦΣ,X∗Ys )|u)
−1 ◦ (f(ΨΣ,us (X ∗ Y )) d(Z1 ∗ Z2)s
)
.
(3.71)
Usando a Proposic¸a˜o 2.1.1 temos que
ΦΣ,X∗YT = Φ
Σ,Y
T ◦ ΦΣ,XT .
Logo,
D(ΦΣ,X∗YT )|u = D(Φ
Σ,Y
T ◦ ΦΣ,XT )|u = D(ΦΣ,YT )|ΦΣ,XT (u) ◦D(Φ
Σ,X
T )|u (3.72)
e substituindo a expressa˜o (3.72) na expressa˜o (3.71), segue que
D(evΣ,u)|(X∗Y )(Z1 ∗ Z2) = D(ΦΣ,YT )|v(A+B) = D(ΦΣ,YT )|v(A) +D(ΦΣ,YT )|v(B) (3.73)
onde
A = D(ΦΣ,XT )|u
(∫ T/2
0
(D(ΦΣ,X∗Ys )|u)
−1 ◦ (f(ΨΣ,us (X ∗ Y )) d(Z1 ∗ Z2)s
)
e
B = D(ΦΣ,XT )|u
(∫ T
T/2
(D(ΦΣ,X∗Ys )|u)
−1 ◦ (f(ΨΣ,us (X ∗ Y )) d(Z1 ∗ Z2)s
)
.
Para s ∈ [0, T/2], temos que
ΦΣ,X∗Ys = Φ
Σ,X
2s
e
ΨΣ,us (X ∗ Y ) = ΨΣ,u2s (X)
donde segue, usando a Proposic¸a˜o 1.3.2, que∫ T/2
0
(
D(ΦΣ,X∗Ys )|u
)−1 ◦ (f(ΨΣ,us (X ∗Y )) d(Z1 ∗Z2)s = ∫ T0 (D(ΦΣ,Xs )|u)−1 ◦ (f(ΨΣ,us (X)) d(Z1)s
e usando a Proposic¸a˜o 3.3.1 que
A = D(ΦΣ,XT )|u
(∫ T
0
(
D(ΦΣ,Xs )|u
)−1 ◦ (f(ΨΣ,us (X)) d(Z1)s) = D(evΣ,u)|X(Z1) . (3.74)
De modo similar, para s ∈ [T/2, T ], temos que
ΦΣ,X∗Ys = Φ
Σ,Y
2s−T ◦ ΦΣ,XT
e
ΨΣ,us (X ∗ Y ) = ΨΣ,v2s−T (Y )
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donde resulta, usando a Proposic¸a˜o 1.3.2, que
B = D(ΦΣ,XT )|u
(∫ T
T/2
(D(ΦΣ,X∗Ys )|u)
−1 ◦ (f(ΨΣ,us (X ∗ Y )) d(Z1 ∗ Z2)s
)
= D(ΦΣ,XT )|u
(∫ T
T/2
(D(ΦΣ,XT )|u)
−1 ◦ (D(ΦΣ,Y2s−T )|v)−1 ◦ (f(ΨΣ,v2s−T (Y )) d(Z2)2s−T
)
= D(ΦΣ,XT )|u ◦ (D(ΦΣ,XT )|u)−1
(∫ T
T/2
(D(ΦΣ,Y2s−T )|v)
−1 ◦ (f(ΨΣ,v2s−T (Y )) d(Z2)2s−T
)
=
∫ T
0
(
D(ΦΣ,Ys )|v
)−1 ◦ (f(ΨΣ,vs (Y )) d(Z2)s
e usando a Proposic¸a˜o 3.3.1 que
D(ΦΣ,YT )|v(B) = D(Φ
Σ,Y
T )|v
(∫ T
0 (D(Φ
Σ,Y
s )|v)
−1 ◦ (f(ΨΣ,vs (Y )) d(Z2)s
)
= D(evΣ,v)|Y (Z2) . (3.75)
Portanto, substituindo as expresso˜es (3.74) e (3.75) na expressa˜o (3.73), temos que
D(evΣ,u)|(X∗Y )(Z1 ∗ Z2) = (D(ΦΣ,YT )|v ◦D(evΣ,u)|X)(Z1) +D(evΣ,v)|Y (Z2) .
O teorema a seguir e´ o resultado central deste cap´ıtulo.
Teorema 3.4.2. Sejam Σ um sistema de Young regular da forma (f,∆,M), α ∈ T (Σ, u, v)
e β ∈ T (Σ, v, w). As seguintes afirmac¸o˜es sa˜o va´lidas:
i) Se α e´ uma trajeto´ria regular enta˜o α ∗ β e´ uma trajeto´ria regular.
ii) Se β e´ uma trajeto´ria regular enta˜o α ∗ β e´ uma trajeto´ria regular.
Demonstrac¸a˜o: Se α e β sa˜o trajeto´rias regulares, enta˜o existem X ∈ ∆˙u ⊂ ∆ e Y ∈ ∆˙v ⊂
∆ tais que α = IΣ(u,X) e β = IΣ(v, Y ). Segue pela Proposic¸a˜o 2.1.1 que α∗β = IΣ(u,X∗Y ).
Seja E2 o espac¸o de Banach associado ao sistema Σ tal que M ⊂ E2. Abaixo constam as
demonstrac¸o˜es das afirmac¸o˜es i) e ii) respectivamente.
i) Para mostramos que α ∗ β = IΣ(u,X ∗ Y ) e´ um trajeto´ria regular, basta mostrarmos que
D(ΨΣ,uT )|X∗Y = D(ev
Σ,u)|(X∗Y ) e´ sobrejetiva, ou seja, basta mostrarmos que dado a ∈ E2,
existe Z ∈ span(∆) tal que D(evΣ,u)|(X∗Y )(Z) = a.
Seja a ∈ E2. Como D(ΦΣ,YT )|v e´ bijetiva enta˜o existe b ∈ E2 tal que
D(ΦΣ,YT )|v(b) = a (3.76)
e como α e´ uma trajeto´ria regular enta˜o existe Z1 ∈ span(∆) tal que
D(evΣ,u)|X(Z1) = D(Ψ
Σ,u
T )|X(Z1) = b . (3.77)
Como Σ e´ um sistema regular, vale o Teorema 3.4.1, donde decorre que
D(evΣ,u)|(X∗Y )(Z1 ∗ 0) = (D(ΦΣ,YT )|v ◦D(evΣ,u)|X)(Z1) +D(evΣ,v)|Y (0) = a .
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Assim, tomando Z = Z1 ∗ 0 temos que
D(evΣ,u)|(X∗Y )(Z) = a , (3.78)
como quer´ıamos.
Logo D(evΣ,u)|(X∗Y ) e´ sobrejetiva, o que resulta em X ∗ Y ∈ ∆˙u. Portanto α ∗ β e´ uma
trajeto´ria regular.
ii) Da mesma forma, para mostramos que α∗β = IΣ(u,X ∗Y ) e´ um trajeto´ria regular, basta
mostrarmos que dado a ∈ E2, existe Z ∈ span(∆) tal que D(evΣ,u)|(X∗Y )(Z) = a.
Seja a ∈ E2. Como β e´ uma trajeto´ria regular enta˜o existe Z2 ∈ span(∆) tal que
D(evΣ,v)|Y (Z2) = D(Ψ
Σ,v
T )|Y (Z2) = a . (3.79)
Como Σ e´ sistema regular, vale o Teorema 3.4.1, donde decorre que
D(evΣ,u)|(X∗Y )(0 ∗ Z2) = (D(ΦΣ,YT )|y ◦D(evΣ,u)|X)(0) +D(evΣ,v)|Y (Z2) = a .
Assim, tomando Z = 0 ∗ Z2 temos que
D(evΣ,u)|(X∗Y )(Z) = a , (3.80)
como quer´ıamos.
Portanto, D(evΣ,u)|(X∗Y ) e´ sobrejetiva, donde resulta que X ∗Y ∈ ∆˙u e α∗β e´ uma trajeto´ria
regular.
3.5 Homotopia Monotoˆnica entre Trajeto´rias
Regulares
De forma similar ao cap´ıtulo 2, os resultados de homotopia p -monotoˆnica podem ser
refeitos, para o conjunto de trajeto´rias regulares de um sistema de Young. Isto e´ o que
discutiremos nesta sec¸a˜o.
Definic¸a˜o 3.5.1. Sejam p ∈ [1,∞), Σ um sistema de Young regular com p -variac¸a˜o e
α, β ∈ T˙ (Σ, u, v). Dizemos que α e´ p -monotonicamente regular homoto´pica a β com respeito
ao sistema Σ se existe um caminho cont´ınuo K : [0, 1] → T˙ (Σ, u, v) com relac¸a˜o a topologia
T p tal que K(0) = α e K(1) = β.
A aplicac¸a˜o K e´ chamada homotopia p -monotoˆnica regular entre α e β, e usamos a
notac¸a˜o α '˙p β para dizer que α e´ p -monotonicamente regular homoto´pica a β.
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A relac¸a˜o '˙p e´ uma relac¸a˜o de equivaleˆncia em T˙ (Σ). O espac¸o quociente dado pela
relac¸a˜o de equivaleˆncia '˙p e´ denotado por
Γ˙(Σ) = T˙ (Σ)upslope'˙p (3.81)
e para cada α ∈ T˙ (Σ), suas classe de equivaleˆncia em Γ˙(Σ) sa˜o denotadas por ˙[α]p . Para
cada u ∈M o espac¸o quociente T˙ (Σ, u)upslope'˙p e´ denotado por Γ˙(Σ, u).
Seja Σ um sistema de Young regular e α, β ∈ T˙ (Σ). Temos que se α '˙p β enta˜o α wp β
e portanto α w β, onde w e´ a relac¸a˜o de equivaleˆncia dada pela homotopia cla´ssica entre
caminhos cont´ınuos.
Proposic¸a˜o 3.5.2. Sejam Σ um sistema de Young regular, α0, α1 ∈ T˙ (Σ, u, v) e β0, β1 ∈
T˙ (Σ, v, w).
i) Se α0 '˙p α1 e β0 'p β1 enta˜o α0 ∗ β0 '˙p α1 ∗ β1.
ii) Se α0 'p α1 e β0 '˙p β1 enta˜o α0 ∗ β0 '˙p α1 ∗ β1.
Demonstrac¸a˜o: i) Se F : α0 '˙p α1 enta˜o F : α0 'p α1 e como G : β0 'p β1 enta˜o segue
pela Proposic¸a˜o 2.3.1 que existe H : β0 ∗ α0 'p β1 ∗ α1, onde
H(s)(t) =
{
F (s)(2t) ,
G(s)(2t− T ) ,
se t ∈ [0, T
2
]
se t ∈ [T
2
, T ]
. (3.82)
Temos que H(s) = G(s) ∗ F (s) ∈ T˙ (Σ, x, z), ∀ s ∈ [0, 1].
De fato, por hipo´tese F (s) ∈ T˙ (Σ, x, y) e G(s) ∈ T (Σ, x, y), enta˜o segue pelo Teorema 3.4.2
que F (s) ∗G(s) ∈ T˙ (Σ, x, z). Portanto H : α0 ∗ β0 '˙p α1 ∗ β1
ii) Segue de modo similar.
Utilizando trajeto´rias regulares de um sistema de controle Σ evoluindo sobre um variedade
diferencia´vel M , F. Colonius, E. Kizil e L. A. San Martin aplicando um resultado sobre
construc¸a˜o de variedades a partir de uma familia de injec¸o˜es (ver [16], Lema 1, pa´gina 137)
verificaram que o conjunto de classes de homotopia regular Γ˙(Σ, u) tem uma estrutura de
variedade diferencia´vel e (Σ)|Γ˙(Σ,u) e´ uma aplicac¸a˜o de recobrimento. Fixado u ∈ M , eles
consideraram a famı´lia
Fu = {(φw, Aw) : w ∈ ∆˙u} (3.83)
onde ∆˙u denota os controles regulares do sistema de controle no ponto u; cada Aw e´ um
aberto difeomorfo a um aberto da variedade M (o que decorre do fato de w ser controle
regular) e cada φw : Aw → Γ˙(Σ, u) e´ dada por
φw = piΓ˙ ◦ (trju)|Aw (3.84)
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sendo trju a aplicac¸a˜o que associa cada controle w a sua trajeto´ria iniciada em u e piΓ˙ a
projec¸a˜o das trajeto´rias em suas classes de homotopia monotoˆnica regular.
No contexto de um sistema de Young Σ, de modo similar ao que se fez em [2], e´ poss´ıvel
definir injec¸o˜es φX : AX → Γ˙(Σ, u) dadas por
φX = piΓ˙ ◦ (IuΣ)|AX (3.85)
onde X sa˜o sinais regulares e AX abertos correspondentes. Tambe´m e´ poss´ıvel provir Γ˙(Σ, u)
de uma topologia tal que as bijec¸o˜es φX sejam homeomorfismos, contudo com tal topologia
na˜o podemos garantir uma “boa”estrutura de variedade diferencia´vel para Γ˙(Σ, u).
Uma alternativa para construir um recobrimento para o conjunto de acessibilidade regular
de um sistema de Young regular com p -variac¸a˜o e´ proceder de modo ana´logo ao Teorema
2.3.12.
Teorema 3.5.3. Sejam p ∈ [1,∞) e Σ um sistema de Young regular com p -variac¸a˜o da
forma (f,∆,M). Se ∆ conte´m algum sinal constante e A˙(Σ, u) e´ localmente conexo por
trajeto´rias de Σ e semi-localmente simplesmente conexo por trajeto´rias de Σ, enta˜o A˙(Σ, u)
admite um espac¸o de recobrimento.
Demonstrac¸a˜o: Usando a Proposic¸a˜o 3.5.2 e´ poss´ıvel considerar a famı´lia B˙Σu de todos os
conjuntos da forma
˙[α,W ]p = { ˙[α ∗ β]p : β ∈ T (Σ, α(T )) and β(J) ⊂ W}, (3.86)
onde α ∈ T˙ (Σ, u) e W e´ uma vizinhanc¸a aberta de α(T ) em A˙(Σ, u).
A famı´lia B˙Σu e´ uma base para a topologia em Γ˙(Σ, u). A restric¸a˜o (Σ)|Γ˙(Σ,u) e´ a aplicac¸a˜o
de recobrimento procurada e o resto da prova e´ similar a prova do Teorema 2.3.12.
CAPI´TULO 4
CAMINHOS RUGOSOS
O objetivo neste cap´ıtulo e´ fazer uma breve apresentac¸a˜o dos conceitos ba´sicos relativos
a caminhos rugosos (“rough paths”), os quais se fazem necessa´rios para o desenvolvimento
posterior do cap´ıtulo 5.
4.1 Se´ries Formais e Assinaturas de Caminhos
Nesta sec¸a˜o discutiremos, segundo T. J. Lyons, M. Caruana e T. Levy [17], sobre as
se´ries formais e as assinaturas de caminhos introduzidos por K. Chen.
Definic¸a˜o 4.1.1. Seja E um espac¸o de Banach e considere E⊗0 = R. O conjunto
T (E) = {(a0, a1, ...) | an ∈ E⊗n, ∀n ∈ N} (4.1)
e´ denominado espac¸o das se´ries formais de tensores de E.
Sejam a = (a0, a1, ...), b = (a0, a1, ...) ∈ T (E) e λ ∈ R. Consideramos o espac¸o T (E)
munido com as seguintes operac¸o˜es:
a + b =(a0 + b0, a1 + b1, ...)
a⊗¯b =(c0, c1, ...), onde cn =
n∑
k=0
ak ⊗ bn−k
λa =(λa0, λa1, ...)
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O espac¸o T (E) das se´ries formais de E com as operac¸o˜es acima e´ uma a´lgebra associativa,
na˜o-comutativa e com unidade 1 = (1, 0, 0, 0, ...). Um elemento a = (a0, a1, ...) ∈ T (E) e´
invers´ıvel se, e somente se, a0 6= 0, e caso seja invers´ıvel seu inverso e´ dado por
a−1 =
1
a0
∑
n≥0
(1− a
a0
)n . (4.2)
Para cada n ∈ N considere o conjunto
Bn = {(a0, a1, ...) ∈ T (E) | a0 = ... = an = 0} (4.3)
o qual e´ um ideal de T (E). A a´lgebra tensorial truncada de ordem n de E e´ o espac¸o quociente
T n(E) =
T (E)
Bn
. (4.4)
Considere o homomorfismo canoˆnico pin : T (E)→ T n(E) dado por
pin(a0, ..., an, ...) = (a0, ..., an) . (4.5)
Vale ressaltar que a´lgebra tensorial truncada T n(E) e´ isomorfa a
n⊕
k=0
E⊗k munido com o
produto
(a0, ..., an)⊗¯(b0, ..., bn) = (c0, ..., cn) (4.6)
onde ck =
k∑
i=0
ai ⊗ bk−i. Ale´m disso, a a´lgebra tensorial truncada T n(E) possui uma norma
usual dada por
‖(a0, ..., an)‖Tn(E) = (
n∑
i=0
‖ai‖2E⊗i)1/2 . (4.7)
A a´lgebra T (E) tem dois subconjuntos relevantes que sa˜o
T1(E) = {(a0, a1, ...) ∈ T (E) : a0 = 1} (4.8)
e
T0(E) = {(a0, a1, ...) ∈ T (E) : a0 = 0}. (4.9)
Do mesmo modo, a a´lgebra quociente T n(E) tem os subconjuntos
T n1 (E) = {g ∈ T n(E) : g = (1, g1, . . . , gn)} (4.10)
e
T n0 (E) = {a ∈ T n(E) : a = (0, a1, . . . , an)}. (4.11)
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Definic¸a˜o 4.1.2. Sejam E um espac¸o de Banach eX ∈ Vp(J,E), com p ∈ [1, 2). A assinatura
de X com respeito um subintervalo [s, t] ⊂ J e´ o elemento S(X)s,t ∈ T (E) dado por
S(X)s,t = (1, X
1
s,t, X
2
s,t, ...) (4.12)
onde
Xns,t =
∫ ·· · ∫
s≤u1<...<un≤t
dXu1 ⊗ ...⊗ dXun (4.13)
para todo n ∈ N\{0}.
O elemento pin(S(X)s,t) ∈ T n(E) e´ chamado de assinatura truncada de X de ordem n
com respeito ao subintervalo [s, t] ⊂ J e tal elemento sera´ denotado por Sn(X)s,t.
A assinatura e´ uma aplicac¸a˜o com domı´nio no conjunto de caminhos tomando valores em
E, com contra-domı´nio na a´lgebra T (E) e e´ invariante por translac¸o˜es e reparametrizac¸o˜es,
o que e´ uma decorreˆncia da Proposic¸a˜o 1.3.2.
E´ interessante notar que o conjunto de caminhos, a menos translac¸o˜es e reparametrizac¸o˜es,
tomando valores em E tem uma operac¸a˜o de multiplicac¸a˜o que e´ a concatenac¸a˜o entre ca-
minhos. Dados dois caminhos cont´ınuos X : [r, s] → E e Y : [s, t] → E a concatenac¸a˜o
cont´ınua simples de X por Y e´ o caminho X ∨ Y : [r, t]→ E dado por
(X ∨ Y )t =
{
Xu ,
Yu + (Xs − Ys) ,
se u ∈ [r, s]
se u ∈ [s, t] . (4.14)
Teorema 4.1.3 (Chen). Seja E um espac¸o de Banach. Se X ∈ V1([r, s], E) e Y ∈
V1([s, t], E) enta˜o
S(X ∨ Y )r,t = S(X)r,s⊗¯S(Y )s,t . (4.15)
Demonstrac¸a˜o: Sejam S(X)r,s = (1, X
1
r,s, X
2
r,s, ...), S(Y )s,t = (1, Y
1
s,t, Y
2
s,t, ...) e Z = X ∨ Y .
Temos que S(Z)r,t = (1, Z
1
r,t, Z
2
r,t, ...), onde
Znr,t =
∫ ·· · ∫
r<u1<...<un<t
dZu1 ⊗ ...⊗ dZun , ∀n ∈ N\{0}.
Por outro lado, S(X)r,s⊗¯S(Y )s,t = (1, A1, A2, ...), onde
An =
n∑
k=0
Xkr,s ⊗ Y n−ks,t , ∀n ∈ N\{0}
ou mais especificamente,
An =
n∑
k=0
[(
∫ ·· · ∫
r<u1<...<uk<s
dXu1 ⊗ ...⊗ dXuk)⊗ (
∫ ·· · ∫
s<v1<...<vn−k<t
dYv1 ⊗ ...⊗ dYvn−k)].
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Pelo Teorema de Fubini tem-se que An = Znr,t, ∀n ∈ N\{0}. De fato,
An =
n∑
k=0
[(
∫ ·· · ∫
r<u1<...<uk<s
dXu1 ⊗ ...⊗ dXuk)⊗ (
∫ ·· · ∫
s<v1<...<vn−k<t
dYv1 ⊗ ...⊗ dYvn−k)]
=
n∑
k=0
[(
∫ ·· · ∫
r<u1<...<uk<s
dXu1 ⊗ ...⊗ dXuk)⊗ (
∫ ·· · ∫
s<uk+1<...<un<t
dYuk+1 ⊗ ...⊗ dYun)]
=
n∑
k=0
[(
∫ ·· · ∫
r<u1<...<uk<s
dZu1 ⊗ ...⊗ dZuk)⊗ (
∫ ·· · ∫
s<uk+1<...<un<t
dZuk+1 ⊗ ...⊗ dZun)]
=
∫ ·· · ∫
r<u1<...<un<t
dZu1 ⊗ ...⊗ dZun = Znr,t .
Portanto S(X ∨ Y )r,t = S(X)r,s⊗¯S(Y )s,t.
Agora relembre que se (X, Y ) ∈ Vp(J,E)× Vp(J,E) enta˜o X ∗ Y ∈ Vp(J,E) e´ dada por
(X ∗ Y )t =
{
X2t ,
Y2t−T +XT − Y0 ,
se t ∈ [0, T
2
]
se t ∈ [T
2
, T ]
. (4.16)
Um resultado simples, consequ¨eˆncia do Teorema de Chen, que no´s observamos e´ o se-
guinte:
Corola´rio 4.1.4. Seja E um espac¸o de Banach. Se X ∈ V1(J,E) e Y ∈ V1(J,E) enta˜o
S(X ∗ Y )0,T = S(X)0,T ⊗¯S(Y )0,T . (4.17)
Demonstrac¸a˜o: Note que
X ∗ Y = [X ∨ (Y ◦ ϕ)] ◦ µ, (4.18)
onde ϕ : [T, 2T ]→ [0, T ] e´ dado por ϕ(t) = t− T e µ : [0, T ]→ [0, 2T ] e´ dado por µ(t) = 2t.
Enta˜o usando o fato de que a assinatura de um caminho e´ invariante por reparametrizac¸o˜es
deste caminho e usando o Teorema de Chen temos que
S(X ∗ Y )0,T = S([X ∨ (Y ◦ ϕ)] ◦ µ)0,T
= S([X ∨ (Y ◦ ϕ)])µ0,µT
= S([X ∨ (Y ◦ ϕ)])0,2T
= S(X)0,T ⊗¯S(Y ◦ ϕ)T,2T
= S(X)0,T ⊗¯S(Y )ϕT ,ϕ2T
= S(X)0,T ⊗¯S(Y )0,T .
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Com a intenc¸a˜o de simplificar a notac¸a˜o, a assinatura de um caminho X : J → E com
respeito ao pro´prio intervalo J sera´ denotado simplesmente por S(X) e a denominaremos
por assinatura de X, sem mencionar o subintervalo. Em outras palavras, S(X) = S(X)0,T .
Tambe´m denotaremos pin(S(X)) por Sn(X).
Naturalmente podemos considerar a aplicac¸a˜o Sn : Vp(J,E)→ T n(E) dada por
S(X) = S(X)0,T (4.19)
denominada aplicac¸a˜o assinatura e a aplicac¸a˜o Sn : Vp(J,E)→ T n(E) dada por
Sn(X) = Sn(X)0,T (4.20)
denominada aplicac¸a˜o assinatura truncada de ordem n.
Uma pergunta natural e´ se o teorema de Chen ainda vale para caminhos de p-variac¸a˜o
finita, com p > 1 ? A resposta e´ sim para p ∈ (1, 2).
Proposic¸a˜o 4.1.5. Sejam X ∈ Vp(J,E), com p ∈ [1, 2) e £ : T n(E) → L(E, T n(E)) dada
por
£(a0, ..., an)(x) = (0, a0 ⊗ x, ..., an−1 ⊗ x) . (4.21)
Enta˜o o caminho LX : [0, T ]→ T n(E) dado por
LXt = Sn(X)0,t = (1, X
1
0,t, ..., X
n
0,t) (4.22)
e´ a u´nica soluc¸a˜o da equac¸a˜o diferencial
dLt = £(Lt) dXt, com L0 = (1, 0, ..., 0) . (4.23)
Demonstrac¸a˜o:
t∫
0
£(LXs ) dXs = lim|D|→0
∑
ti∈D∩[0,t]
£(LXti )(Xti+1 −Xti)
= lim
|D|→0
∑
ti∈D∩[0,t]
£(1, X10,ti , ..., X
n
0,ti
)(Xti+1 −Xti)
= lim
|D|→0
∑
ti∈D∩[0,t]
(0, 1⊗ (Xti+1 −Xti), ..., Xn−10,ti ⊗ (Xti+1 −Xti))
= (0, lim
|D|→0
∑
ti∈D∩[0,t]
(Xti+1 −Xti), ..., lim|D|→0
∑
ti∈D∩[0,t]
Xn−10,ti ⊗ (Xti+1 −Xti))
= (0,
∫
0<u1<t
dXu1 ,
∫
0<u2<t
X10,u2 ⊗ dXu2 , ...,
∫
0<un<t
Xn−10,un ⊗ dXun)
= (0,
∫
0<u1<t
dXu1 , ...,
∫∫
0<u1<...<un<t
dXu1 ⊗ ...⊗ dXun)
= (1,
∫
0<u1<t
dXu1 , ...,
∫∫
0<u1<...<un<t
dXu1 ⊗ ...⊗ dXun)− (1, 0, ..., 0)
= LXt − LX0 .
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Como X ∈ Vp(J,E), com p ∈ [1, 2), a unicidade da soluc¸a˜o decorre do Terorema de Picard-
Lindelo¨f.
Denominamos por aplicac¸a˜o de Lyons de ordem n a aplicac¸a˜o Sn : Vp(J,E)→ Vp(J, T n(E))
dada por
Sn(X) = L
X (4.24)
onde LX : [0, T ] → T n(E) e´ soluc¸a˜o da equac¸a˜o acima dirigida por X ∈ Vp(J,E), com
p ∈ [1, 2). Ja´ o caminho Sn(X) : [0, T ]→ T n(E) dado por
Sn(X)(t) = L
X
t = Sn(X)0,t (4.25)
e´ denominado o n -levantamento de Lyons do caminho X ∈ Vp(J,E). O caminho Sn(X)
avaliado em um ponto t ∈ J tambe´m pode ser denotado por Sn(X)t.
Apesar de parecer mais sugestivo denotar o n -levantamento de Lyons de um caminho
X ∈ Vp(J,E) por LX , o denotaremos a partir de agora somente por Sn(X) que e´ a notac¸a˜o
mais frequ¨ente encontrada nos livros sobre “rough paths”. Ressaltamos que o leitor deve ter
sempre em mente que Sn(X) denota n -levantamento de Lyons de X, o qual e´ um caminho
tomando valores em T n(E), enquanto Sn(X) e´ a n -assinatura de X, a qual e´ um elemento
de T n(E). Mais ainda,
Sn(X)T = Sn(X). (4.26)
Corola´rio 4.1.6. Sejam p ∈ [1, 2) e E um espac¸o de Banach. Temos que as aplicac¸o˜es
Sn : Vp(J,E)→ Vp(J, T n(E)) e Sn : Vp(J,E)→ T n(E) sa˜o cont´ınuas.
Demonstrac¸a˜o: Decorre do teorema de Picard-Lindelo¨f que a aplicac¸a˜o de Itoˆ I£ : Vp(J,E)×
T n(E)→ Vp(J, T n(E)), na qual cada I£(X, a) e´ soluc¸a˜o da equac¸a˜o
dLt = f(Lt) dXt, com L0 = a (4.27)
dada na Proposic¸a˜o 4.1.5, e´ uma aplicac¸a˜o cont´ınua.
Logo a restric¸a˜o I1£ : Vp(J,E)→ Vp(J, T n(E)) dada por
I1£(X) = I£(X,1) = Sn(X)
e´ cont´ınua, isto e´, I1£ = Sn e portanto Sn e´ cont´ınua.
Agora, como para todo t ∈ J a aplicac¸a˜o pit : Vp(J, T n(E))→ T n(E) dada por
pit(H) = Ht
tambe´m e´ cont´ınua, consequ¨entemente piT ◦ I1£ e´ cont´ınua.
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Mas, para todo X ∈ Vp(J, T n(E)) tem-se que
(piT ◦ I1£)(X) = piT (I1£(X)) = piT (Sn(X)) = Sn(X)T = Sn(X) .
Logo piT ◦ I1£ = Sn e portanto Sn e´ cont´ınua.
Corola´rio 4.1.7. Sejam p ∈ [1, 2) e E um espac¸o de Banach. Para cada s, t ∈ J a aplicac¸a˜o
Ss,tn : Vp(J,E)→ T n(E) dada por Ss,tn (X) = pin(S(X)s,t) e´ cont´ınua.
Demonstrac¸a˜o: Ana´logo a demonstrac¸a˜o do corola´rio anterior.
Proposic¸a˜o 4.1.8. Sejam Xk : J → E caminhos Lipschitz tais que ‖Xk‖Lip ≤ C , para todo
k ∈ N. Se a sequ¨encia (Xk)k∈N converge pontualmente para X : J → E enta˜o ‖Sn(Xk)‖Lip ≤
C1 e (Sn(Xk))k∈N converge pontualmente para o caminho Sn(X). Em particular, Sn(Xk)
converge Sn(X).
Demonstrac¸a˜o: Para cada k ∈ N temos que Sn(Xk) e´ a u´nica soluc¸a˜o da equac¸a˜o
dLt = £(Lt) d(Xk)t, com L0 = 1, (4.28)
isto e´, I£(Xk) = Sn(Xk). Do mesmo modo, Sn(X) e´ a u´nica soluc¸a˜o da equac¸a˜o
dLt = £(Lt) dXt, com L0 = 1, (4.29)
isto e´, I£(X) = Sn(X). Logo, usando as hipo´teses segue de resultados para equac¸o˜es dife-
renciais dirigidas por caminhos Lipschitz que ‖I£(Xk)‖Lip ≤ C1 e que (I£(Xk))k∈N converge
pontualmente para o caminho I£(Xk), o que e´ exatamente o que quer´ıamos.
O pro´ximo resultado e´ chamado de teorema generalizado de Chen.
Teorema 4.1.9. Seja E um espac¸o de Banach. Se X ∈ Vp([r, s], E) e Y ∈ Vp([s, t], E), com
p ∈ [1, 2), enta˜o
S(X ∨ Y )r,t = S(X)r,s⊗¯S(Y )s,t . (4.30)
Demonstrac¸a˜o: Seja p ∈ [1, 2). Escolha q ∈ [p, 2). Como X ∈ Vp([r, s], E) e Y ∈
Vp([s, t], E) existem sequ¨encias (X(n))n≥0 ⊂ Vp([r, s], E) e (Y (n))n≥0 ⊂ Vp([s, t], E) tais que
lim
n→∞
d¯q(X
(n), X) = 0 e lim
n→∞
d¯q(Y
(n), Y ) = 0.
Como cada X(n) e Y (n) sa˜o aproximac¸o˜es poligonais de X e Y respectivamente, tem-se que
cada X(n) ∈ V1([r, s], E) e Y (n) ∈ V1([s, t], E), logo pelo Teorema de Chen vale que
S(X(n) ∨ Y (n))r,t = S(X(n))r,s⊗¯S(Y (n))s,t, ∀n ∈ N\{0}. (4.31)
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e da´ı segue que
pim(S(X
(n) ∨ Y (n))r,t) = pim(S(X(n))r,s⊗¯S(Y (n))s,t)
= pim(S(X
(n))r,s)⊗¯pim(S(Y (n))s,t), ∀n,m ∈ N\{0}. (4.32)
Pelo Corola´rio anterior, para cadam ∈ N\{0} as aplicac¸o˜es pim(S(·)r,t), pim(S(·)r,s) e pim(S(·)s,t)
sa˜o cont´ınuas, e como lim
n→∞
d¯q(X
(n), X) = 0 e lim
n→∞
d¯q(Y
(n), Y ) = 0, segue de (4.32) que
pim(S(X ∨ Y )r,t) = pim(S(X)r,s)⊗¯pim(S(Y )s,t), ∀m ∈ N\{0} (4.33)
e portanto
S(X ∨ Y )r,t = S(X)r,s⊗¯S(Y )s,t . (4.34)
Corola´rio 4.1.10. Seja E um espac¸o de Banach. Se X ∈ Vp(J,E) e Y ∈ Vp(J,E), com
p ∈ [1, 2), enta˜o
S(X ∗ Y ) = S(X)⊗¯S(Y ) . (4.35)
Demonstrac¸a˜o: Ana´loga a demonstrac¸a˜o do Corola´rio 4.1.4.
4.2 A Imagem da Aplicac¸a˜o Assinatura
A imagem da aplicac¸a˜o assinatura truncada Sn : Vp(J,E)→ T n(E) e´ um objeto impor-
tante e portanto nosso objetivo nesta sec¸a˜o e´ descreveˆ-lo. O teorema de Chen afirma que
esta imagem e´ fechada pela multiplicac¸a˜o de T n(E). Como o termo de grau 0 em Sn(X) e´
1, segue que Sn(X) e´ invers´ıvel em T
n(E). Se X ∈ Vp(J,E), com p ∈ [1, 2), enta˜o
(S(X))−1 = S(X−1) (4.36)
onde X−1t = XT−t. Isto garante que (S(X))
−1 ainda esta´ na imagem da aplicac¸a˜o assinatura.
A partir de agora considere E como sendo um espac¸o vetorial de dimensa˜o finita. Fixado
n ∈ N\{0}, temos que (T n0 (E), [·, ·]) e´ uma a´lgebra de Lie, onde o colchete e´ dado por
[a,b] = a⊗¯b− b⊗¯a . (4.37)
Considere a aplicac¸a˜o exp: T n0 (E)→ T n1 (E) dada por
exp(a) = 1 + a +
a⊗¯2
2!
+
a⊗¯3
3!
+ . . . (4.38)
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Dito isto, e identificando E com o conjunto {(0, v, 0, . . . , 0) ∈ T n0 (E) : v ∈ E} podemos
definir os seguintes conjuntos:
Ln(E) = E ⊕ [E,E]⊕ [E, [E,E]]⊕ . . . ⊂ T n0 (E) (4.39)
o qual e´ uma subalgebra de Lie de T n0 (E) e
Gn(E) = exp(Ln(E)) (4.40)
o qual e´ um grupo de Lie, sendo Ln(E) a sua algebra de Lie associada.
Como ja´ foi visto na Proposic¸a˜o 4.1.5, dado X ∈ V1(J,E) o n -levantamento de Lyons
Sn(X) : J → T n(E) e´ a u´nica soluc¸a˜o da equac¸a˜o diferencial
dLt = £(Lt) dXt, com L0 = 1 (4.41)
onde £ : T n(E)→ L(E, T n(E)) e´ dada por
£(a0, ..., an)(x) = (0, a0 ⊗ x, ..., an−1 ⊗ x) = (a0, ..., an)⊗¯(0, x, 0, ..., 0) . (4.42)
Note que para cada a ∈ T n(E) tem-se que £(a) e´ um transformac¸a˜o linear, logo dado
uma base B = {v1, ...vd} do espac¸o vetorial E, se x = λ1v1 + ...+ λdvd enta˜o
£(a)(x) = λ1.£(a)(v1) + ...+ λd.£(a)(vd) . (4.43)
Considerando as aplicac¸o˜es £i : T
n(E)→ T n(E), com i = 1, ..., d , dadas por
£i(a) = £(a)(vi) (4.44)
segue que a equac¸a˜o diferencial acima pode ser reescrita como o sistema de equac¸o˜es diferen-
ciais
dLt =
n∑
i=1
£i(Lt) dX
i
t , com L0 = 1 (4.45)
onde cada X i, com i = 1, ..., d , representa uma coordenada do caminho X ∈ V1(J,E) em
relac¸a˜o a base B, isto e´, Xt = (X
1
t , ..., X
d
t )B.
Teorema 4.2.1. Seja E um espac¸o vetorial de dimensa˜o finita. Se X ∈ V1(J,E) enta˜o o
n -levantamento de Lyons Sn(X) toma valores no grupo de Lie G
n(E), isto e´,
Sn(X)t ∈ Gn(E), ∀ t ∈ J. (4.46)
Em particular,
Sn(V1(J,E)) ⊂ Gn(E). (4.47)
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Demostrac¸a˜o: Como ja´ foi dito o caminho Sn(X) : J → T n(E) e´ a u´nica soluc¸a˜o do sistema
de equac¸o˜es diferenciais
dLt =
n∑
i=1
£i(Lt) dX
i
t , com H0 = 1 ∈ Gn(E) (4.48)
onde cada X i, com i = 1, ..., d , representa uma coordenada do caminho X ∈ V1(J,E) em
relac¸a˜o a uma base B = {v1, ...vd} de E. Lembremos que Gn(E) e´ um grupo de Lie, e portanto
uma variedade. Se {£1, ...,£d} forem campos de vetores tangentes a variedade Gn(E), enta˜o
qualquer soluc¸a˜o de um sistema de equac¸o˜es diferenciais dada por estes campos de vetores
e com condic¸a˜o inicial em um ponto de Gn(E) permanece ao longo do tempo em Gn(E).
Mostremos que os campos de vetores {£1, ...,£n} sa˜o tangentes a variedade Gn(E), logo
Sn(X)t ∈ Gn(E), ∀ t ∈ J. (4.49)
De fato, considere para cada g ∈ Gn(E), a aplicac¸a˜o mg : Gn(E)→ Gn(E) dada por mg(h) =
g⊗¯h. Temos que a derivada D(mg)|1 : T1Gn(E)→ TgGn(E) e´ dada por D(mg)|1(x) = g⊗¯x
Para cada i = 1, ..., d, denote vi = (0, vi, 0, ..., 0) ∈ T n(E) e note que na verdade vi ∈
Ln(E) = T1G
n(E), logo
£i(g) = g⊗¯vi = D(mg)|1(vi) ∈ TgGn(E), ∀g ∈ Gn(E), (4.50)
ou seja, cada £i e´ um campo tangente a G
n(E) como quer´ıamos.
Por fim Sn(X)T = Sn(X) e da´ı segue como caso particular do que provamos acima que
Sn(X) ∈ Gn(E), donde decorre que
Sn(V1(J,E)) ⊂ Gn(E). (4.51)
O teorema de Chow (veja P.Friz [5] pa´gina 10) diz que para todo g ∈ Gn(E) existe um
caminho X : J → E Lipschitz linear por partes (e portanto X ∈ V1(J,E)) tal que g = Sn(X).
Logo, segue do Teorema de Chow que
Gn(E) ⊂ Sn(V1(J,E)) . (4.52)
Assim conclu´ımos, a partir das expressso˜es (4.47) e (4.52) que a imagem da aplicac¸a˜o
assinatura truncada Sn : Vp(J,E)→ T n(E) coincide com o grupo de Lie Gn(E), ou seja,
Sn(V1(J,E)) = Gn(E) . (4.53)
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4.3 Me´trica de Carnot-Caratheodory
Definic¸a˜o 4.3.1. Considere λ ∈ R e E um espac¸o de Banach sobre R. A aplicac¸a˜o
δλ : T
n(E)→ T n(E) dada por
δλ(g0, g1, ..., gn) = (g0, λ
1g1, ..., λ
ngn) (4.54)
e´ chamada aplicac¸a˜o de dilatac¸a˜o.
Se X ∈ Vp(J,E), com p ∈ [1, 2), decorre diretamente da definic¸a˜o de assinatura de um
caminho que
Sn(λX)s,t = δλ(Sn(X)s,t) . (4.55)
Definic¸a˜o 4.3.2. Seja E um espac¸o vetorial sobre R de dimensa˜o finita. Uma aplicac¸a˜o
cont´ınua ‖ · ‖ : Gn(E)→ R+ e´ dita uma norma homogeˆnea se satisfaz as seguintes condic¸o˜es:
i) ‖g‖ = 0 se, e somente se, g = 1
ii) ‖ · ‖ e´ homogeˆnea com respeito a aplicac¸a˜o de dilatac¸a˜o δλ, isto e´, ‖δλg‖ = |λ|‖g‖ para
todo λ ∈ R.
Uma norma homogeˆnea e´ dita sime´trica se ‖g‖ = ‖g−1‖. Uma norma homogeˆnea e´ dita
sub-aditiva se ‖g⊗¯h‖ ≤ ‖g‖+ ‖h‖.
Se ‖ · ‖ : Gn(E) → R+ e´ uma norma homogeˆnea na˜o-sime´trica, seque que a aplicac¸a˜o
g 7→ ‖g‖ + ‖g−1‖ e´ uma norma homogeˆnea sime´trica. Ale´m disso, a propriedade de sub-
aditividade e´ preservada sob tal simetrizac¸a˜o.
Exemplo 4.3.3. A aplicac¸a˜o cont´ınua ‖ · ‖ : Gn(E)→ R+ dada por
‖(1, g1, ..., gn)‖ = max{(‖gk‖E⊗k)1/k : k = 1, ..., n} (4.56)
e´ uma norma homogeˆnea.
Proposic¸a˜o 4.3.4. Se ‖ · ‖ : Gn(E)→ R+ e´ uma norma homogeˆnea sub-aditiva e sime´trica
enta˜o aplicac¸a˜o d : Gn(E)×Gn(E)→ R+ dada por
d(g,h) = ‖g−1⊗¯h‖ (4.57)
e´ uma me´trica invariante a esquerda.
Demonstrac¸a˜o: Primeiramente, usando a propriedade i) da definic¸a˜o de norma homogeˆnea
temos que
d(g,h) = 0⇔ ‖g−1⊗¯h‖ = 0⇔ g−1⊗¯h = 1⇔ g = h .
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Segue do fato de que a norma homogeˆnea e´ sime´trica que
d(g,h) = ‖g−1⊗¯h‖ = ‖(g−1⊗¯h)−1‖ = ‖h−1⊗¯g‖ = d(h,g)
e usando o fato de que a norma homogeˆnea e´ sub-aditiva temos que
d(g,k) = ‖g−1⊗¯k‖ = ‖(g−1⊗¯h)⊗¯(h−1⊗¯k)‖ ≤ ‖g−1⊗¯h‖+ ‖h−1⊗¯k‖ = d(g,h) + d(h,k) .
Todos os fatos conclu´ıdos acima, junto como o fato de que a aplicac¸a˜o d assume valores
positivos, implica que d e´ uma me´trica.
Por fim, temos que
d(g⊗¯h,g⊗¯k) = ‖(g⊗¯h)−1⊗¯(g⊗¯k)‖ = ‖h−1⊗¯g⊗¯g−1⊗¯k‖ = ‖h−1⊗¯k‖ = d(h,k) ,
ou seja, d e´ invariante a esquerda.
Seja g ∈ Gn(E) e considere o conjunto
`g = {
∫ T
0
‖dXu‖E : X ∈ V10 (J,E) e Sn(X) = g} (4.58)
onde ∫ T
0
‖dXu‖E = lim|D|→0
D∈P([0,T ])
∑
ti∈D
‖Xti+1 −Xti‖E . (4.59)
Para cada g ∈ Gn(E) existe λ ∈ `g tal que λ = inf `g. Em outras palavras, o conjunto `g
admite mı´nimo (veja P. Friz [5] pa´gina 11).
Proposic¸a˜o 4.3.5. A aplicac¸a˜o ‖ · ‖cc : Gn(E)→ R+ dada por
‖g‖cc = inf `g = min `g (4.60)
satisfaz as seguintes propriedades:
i) ‖g‖cc = 0 se, e somente se, g = 1.
ii) homogeinidade: ‖δλg‖cc = |λ|‖g‖cc para todo λ ∈ R.
iii) sime´tria: ‖g‖cc = ‖g−1‖cc.
iv) sub-aditividade: ‖g⊗¯h‖cc ≤ ‖g‖cc + ‖h‖cc.
v) |‖g‖cc − ‖h‖cc| ≤ ‖g−1⊗¯h‖cc.
vi) continuidade: ‖ · ‖cc e´ cont´ınua.
Demonstrac¸a˜o: i) Dado g ∈ Gn(E), existeX ∈ V10 (J,E) tal que Sn(X) = g e
∫ T
0
‖dXu‖E =
‖g‖cc. Portanto,
‖g‖cc = 0⇔
∫ T
0
‖dXu‖E = 0⇔ X e´ constante⇔ Sn(X) = 1⇔ g = 1 .
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ii) Se λ = 0 enta˜o vale que ‖δλg‖cc = |λ|.‖g‖cc. Suponhamos que λ 6= 0. Seja X ∈ V10 (J,E)
tal que Sn(X) = g e
∫ T
0
‖dXu‖E = ‖g‖cc. Temos que Sn(λX) = δλ(Sn(X)) = δλ(g). Isto
implica que
‖δλ(g)‖cc ≤
∫ T
0
‖d(λXu)‖E = |λ|
∫ T
0
‖dXu‖E = |λ|‖g‖cc .
A desigualdade oposta segue substituindo λ por 1/λ e g por δλ(g) na desigualdade acima.
iii) Dado g ∈ Gn(E), existe X ∈ V10 (J,E) tal que Sn(X) = g e
∫ T
0
‖dXu‖E = ‖g‖cc. Temos
que Sn(X
−1) = (Sn(X))−1 = g−1. Isto implica que
‖g−1‖cc ≤
∫ T
0
‖dX−1u ‖E =
∫ T
0
‖dXu‖E = ‖g‖cc .
A desigualdade oposta segue substituindo g por g−1 na desigualdade acima.
iv) Dados g,h ∈ Gn(E), existem X, Y ∈ V10 (J,E) tais que Sn(X) = g, Sn(Y ) = h,∫ T
0
‖dXu‖E = ‖g‖cc e
∫ T
0
‖dYu‖E = ‖h‖cc. Decorre do teorema de Chen generalizado, ou
mais especificamente do Corola´rio 4.1.10, que Sn(X ∗ Y ) = Sn(X)⊗¯Sn(Y ) = g⊗¯h. Logo,
‖g⊗¯h‖cc ≤
∫ T
0
‖d(X ∗ Y )u‖E =
∫ T/2
0
‖d(X ∗ Y )u‖E +
∫ T
T/2
‖d(X ∗ Y )u‖E
=
∫ T
0
‖dXu‖E +
∫ T
0
‖dYu‖E = ‖g‖cc + ‖h‖cc .
v) Usando o item iv) temos que
‖h‖cc = ‖g⊗¯g−1⊗¯h‖cc ≤ ‖g‖cc + ‖g−1⊗¯h‖cc
donde segue que
−‖g−1⊗¯h‖cc ≤ ‖g‖cc − ‖h‖cc . (4.61)
Por outro lado, usando o item iv) temos que
‖g−1‖cc = ‖g−1⊗¯h⊗¯h−1‖cc ≤ ‖g−1⊗¯h‖cc + ‖h−1‖cc
donde decorre, usando o item iii), que
‖g‖cc − ‖h‖cc ≤ ‖g−1⊗¯h‖cc . (4.62)
Portanto, segue de (4.61) e (4.62) que
|‖g‖cc − ‖h‖cc| ≤ ‖g−1⊗¯h‖cc .
vi) Primeiramente mostraremos a continuidade no elemento neutro 1 de Gn(E).
Considere uma sequ¨encia {h(k)}k∈N ⊂ Gn(E) tal que lim
k→∞
‖h(k) − 1‖Tn(E) = 0. Enta˜o
lim
k→∞
‖h(k)i ‖E⊗i = 0, para todo i = 1, . . . , n e decorre disto e do teorema de Chow que para cada
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k ∈ N existe um caminho X(k) : J → E Lipschitz linear por partes tal que Sn(X(k)) = h(k) e
lim
k→∞
‖ ∫ T
0
dX
(k)
u ‖E = 0
Assim
0 ≤ lim
k→∞
‖h(k)‖cc ≤ lim
k→∞
∫ T
0
‖dX(k)u ‖E = 0
e portanto,
lim
k→∞
‖h(k)‖cc = 0 = ‖1‖cc ,
isto e´, ‖ · ‖ e´ continua em 1.
Agora, sejam g ∈ Gn(E) e {g(k)}k∈N ⊂ Gn(E) uma sequeˆncia tal que lim
k→∞
‖g(k)−g‖Tn(E) = 0.
Logo lim
k→∞
‖((g(k))−1⊗g)−1‖Tn(E) = 0, o que implica lim
k→∞
‖(g(k))−1⊗g‖cc = ‖1‖cc = 0 e da´ı
usando o item v) temos que
0 ≤ lim
k→∞
|‖g(k)‖cc − ‖g‖cc| ≤ lim
k→∞
‖(g(k))−1⊗¯g‖cc = 0 .
Portanto,
lim
k→∞
‖g(k)‖cc = ‖g‖cc ,
ou seja, ‖ · ‖ e´ continua em g.
Conclu´ımos da proposic¸a˜o anterior que aplicac¸a˜o ‖ · ‖cc : Gn(E)→ R+ dada por
‖g‖cc = inf `g = min `g (4.63)
e´ uma norma homogeˆnea sime´trica e sub-aditiva. Logo, decorre da Proposic¸a˜o 4.3.4 que
dcc(g,h) = ‖g−1⊗¯h‖cc (4.64)
e´ uma me´trica invariante a esquerda em Gn(E). Esta me´trica e´ chamada me´trica de Carnot-
Caratheodory.
4.4 Espac¸o dos Caminhos Rugosos
Dado um caminho X : J → Gn(E), denotaremos Xs,t = X−1s ⊗¯Xt. Em tudo o que segue
o grupo Gn(E) estara´ munido com a topologia dada pela me´trica de Carnot-Caratheodory.
Sendo assim, para p ∈ [1,∞), a p -variac¸a˜o de um caminho cont´ınuo X : J → Gn(E) com
respeito ao subintervalo [a, b] do domı´nio J e´ dada por
‖X‖p,[a,b] = ( sup
D∈P([a,b])
∑
ti∈D
dcc(Xti+1 ,Xti)
p)
1
p = ( sup
D∈P([a,b])
∑
ti∈D
‖Xti,ti+1‖pcc)
1
p . (4.65)
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Dados X,Y ∈ C(J,Gn(E)) considere
dp -var(X,Y) = ( sup
D∈P(J)
∑
ti∈D
dcc(Xti,ti+1 ,Yti,ti+1)
p)
1
p . (4.66)
Com o objetivo de simplificar a notac¸a˜o em todo o texto denotaremos dp -var simplesmente
por dp. Vale ressaltar que dp(1,X) = ‖X‖p,J . A aplicac¸a˜o (X,Y) 7→ dp(X,Y) e´ positiva,
sime´trica e satisfaz a desigualdade triangular. Por outro lado, temos que
dp(X,Y) = 0⇔ dcc(Xs,t,Ys,t) = 0, ∀ s, t ∈ J
⇔ X0,t = Y0,t, ∀ t ∈ J
⇔ Xt = (X0⊗¯Y−10 )⊗¯Yt, ∀ t ∈ J,
ou seja, se dp(X,Y) = 0 enta˜o os caminhos X e Y podem na˜o ser iguais, mas e´ certo que
um e´ uma translac¸a˜o do outro por uma constante, a saber, (X0⊗¯Y−10 ) ∈ Gn(E). Portanto,
dp -var na˜o e´ uma me´trica para conjunto Vp(J,Gn(E)), entretanto, dp -var e´ uma me´trica para
o conjunto
Vp1(J,Gn(E)) = {X ∈ Vp(J,Gn(E)) : X0 = 1} . (4.67)
Ale´m disso,
d¯p(X,Y) = sup
t∈J
dcc(Xt,Yt) + dp(X,Y) (4.68)
e´ uma me´trica genu´ına para o conjunto Vp(J,Gn(E)).
Proposic¸a˜o 4.4.1. Seja 1 ≤ p < q. Se X,Y ∈ Vp(J,Gn(E)) enta˜o
dq(X,Y) ≤ ( sup
0≤s<t≤T
dcc(Xs,t,Ys,t))
1−p/q(‖X‖p,J + ‖Y‖p,J)p/q . (4.69)
Demonstrac¸a˜o: Temos que∑
ti∈D
dcc(Xti,ti+1 ,Yti,ti+1)
q =
∑
ti∈D
dcc(Xti,ti+1 ,Yti,ti+1)
pdcc(Xti,ti+1 ,Yti,ti+1)
q−p
≤ ( sup
0≤s<t≤T
dcc(Xs,t,Ys,t))
q−p∑
ti∈D
dcc(Xti,ti+1 ,Yti,ti+1)
p
≤ ( sup
0≤s<t≤T
dcc(Xs,t,Ys,t))
q−p∑
ti∈D
‖X−1ti,ti+1⊗¯Yti,ti+1‖pcc
para todo D ∈ P(J).
Usando as propriedades de sub-aditividade e simetria de ‖ · ‖cc vistas na Proposic¸a˜o 4.3.5
tem-se∑
ti∈D
dcc(Xti,ti+1 ,Yti,ti+1)
q ≤ ( sup
0≤s<t≤T
dcc(Xs,t,Ys,t))
q−p∑
ti∈D
(‖Xti,ti+1‖cc + ‖Yti,ti+1‖cc)p
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para todo D ∈ P(J).
Usando a desigualdade (
∑|ai + bi|p) 1p ≤ (∑|ai|p) 1p + (∑|bi|p) 1p , segue que∑
ti∈D
dcc(Xti,ti+1 ,Yti,ti+1)
q ≤ ( sup
0≤s<t≤T
dcc(Xs,t,Ys,t))
q−p((
∑
ti∈D
‖Xti,ti+1‖pcc)
1
p+(
∑
ti∈D
‖Yti,ti+1‖pcc)
1
p )p
para todo D ∈ P(J), donde resulta a desigualdade desejada.
Proposic¸a˜o 4.4.2. Seja 1 ≤ p < q. Se (Xk)k∈N e´ uma sequ¨encia em C(J,Gn(E)), a
qual e´ equicont´ınua, limitada e sup
k∈N
‖Xk‖p,J < ∞, enta˜o existe X ∈ Vp(J,Gn(E)) e uma
subsequ¨eˆncia (Xkl)l∈N de (Xk)k∈N tal que
lim
l→∞
d∞(Xkl ,X) = 0 (4.70)
e
lim
l→∞
d¯q(Xkl ,X) = 0 . (4.71)
Demonstrac¸a˜o: Se (Xk)k∈N e´ uma sequ¨encia equicont´ınua e limitada em C(J,Gn(E)), segue
gue do teorema de Arzela´-Ascoli que existe X ∈ C(J,Gn(E)) e uma subsequ¨eˆncia (Xkl)l∈N
de (Xk)k∈N tal que lim
l→∞
d∞(Xkl ,X) = 0.
Usando o item iii) da Proposic¸a˜o 1.1.5 e a hipo´tese que sup
k∈N
‖Xk‖p,J < ∞ temos que X ∈
Vp(J,Gn(E)).
Por fim, decorre da Proposic¸a˜o 4.4.1 que lim
l→∞
d¯q(Xkl ,X) = 0.
Definic¸a˜o 4.4.3. Seja p ∈ [1,∞). Definimos V0,p1 (J,Gn(E)) como o conjunto dos caminhos
cont´ınuos X : J → Gn(E), com X0 = 1, para o qual existe um sequ¨encia de caminhos suaves
Xk : J → E tais que
lim
k→∞
dp(X, Sn(Xk)) = 0 . (4.72)
Em outras palavras,
V0,p1 (J,Gn(E)) = Sn(C∞(J,E))
dp
(4.73)
onde Sn(C∞(J,E))
dp
denota o fecho do conjunto imagem Sn(C
∞(J,E)) em relac¸a˜o a topo-
logia induzida pela me´trica dp em Vp1(J,Gn(E)).
Outro conjunto a ser considerado e´ o conjunto
V0,p(J,Gn(E)) = {X ∈ Vp(J,Gn(E)) : X1 ∈ V0,p1 (J,Gn(E))} (4.74)
onde X1 : J → Gn(E) e´ dado por
X1t = X
−1
0 ⊗¯Xt . (4.75)
Segue da continuidade da aplicac¸a˜o de Lyons Sn : V1(J,E)→ V1(J,Gn(E)) que
Sn(V0,1(J,E)) ⊂ V0,11 (J,Gn(E)) . (4.76)
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Proposic¸a˜o 4.4.4. Sejam E um espac¸o vetorial de dimensa˜o finita e p > 1. Se Ω ⊂
V11(J,Gn(E)) e V0,11 (J,Gn(E)) ⊂ Ω d1, enta˜o
Ω
dp
= V0,p1 (J,Gn(E)) . (4.77)
Demonstrac¸a˜o: A prova desta proposic¸a˜o e´ similar a prova da Proposic¸a˜o 1.2.8.
Um caso particular da Proposic¸a˜o acima e´ que
V11(J,Gn(E))
dp
= V0,p1 (J,Gn(E)) . (4.78)
O teorema de Lyons (veja [17], [18] e [5]) diz que se p ∈ [1,∞) e n ∈ N sa˜o tais que n ≥ p ,
enta˜o a aplicac¸a˜o pin,p : Vp(J,Gn(E))→ Vp(J,Gbpc(E)) dada por
pin,p(1,X
1(·), . . . ,Xn(·)) = (1,X1(·), . . . ,Xbpc(·)) (4.79)
e´ bijetiva e a partir disto tem-se a seguinte definic¸a˜o.
Definic¸a˜o 4.4.5. Seja p ∈ [1,∞). O conjunto Vp(J,Gbpc(E)) e´ chamado espac¸o dos ca-
minhos p -rugosos e o conjunto V0,p(J,Gbpc(E)) e´ chamado espac¸o dos caminhos p -rugosos
geome´tricos.
Para finalizar esta sec¸a˜o, daremos um exemplo de caminho p -rugoso, o qual sera´ constru´ıdo
a partir de um movimento Browniano. Seja B = (B1, ..., Bd) um movimento Browniano em
Rd.
Definic¸a˜o 4.4.6. Seja t ∈ J e i, j ∈ {1, ..., d}. A a´rea de Levy e´ a matriz At = (Ai,jt )d×d,
onde
Ai,jt =
1
2
(
∫ t
0
Bis ◦ dBjs −
∫ t
0
Bjs ◦ dBis) (4.80)
e as integrais
∫ ◦ d consideradas sa˜o integrais no sentido de Stratonovich.
Se X : J → Rd e´ um caminho Lipschitz iniciado em 0 ∈ Rd (consequ¨entemente, X ∈
V10 (J,Rd)) enta˜o o seu 2 -levantamento de Lyons e´ dado por
S2(X)t = exp(Xt + at) , (4.81)
onde Xt + a
i,j
t denota o elemento (0, Xt, at) ∈ L2(Rd), at = (ai,jt )d×d,
ai,jt =
1
2
(
t∫
0
X is dX
j
s −
t∫
0
Xjs dX
i
s) (4.82)
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e as integrais consideradas sa˜o integrais no sentido de Young. Para verificarmos que o levan-
tamento de Lyons satisfaz as igualdade acima, observe primeiramente que se g = (0,g1,g2) ∈
T 20 (E), enta˜o
exp(g) =
∞∑
k=0
1
k!
g⊗¯k
= (1, 0, 0) + (0,g1,g2) +
1
2
.(0,g1,g2)⊗¯(0,g1,g2) + . . .
= (1,g1,g2) +
1
2
.(0, 0,g1 ⊗ g1)
= (1,g1,g2 +
1
2
.(g1 ⊗ g1)) .
Assim,
exp (0, Xt, at) = (1, Xt, at +
1
2
.(Xt ⊗Xt))
= (1, (X1t , . . . , X
d
t ), (a
i,j
t )d×d +
1
2
.(X it .X
j
t )d×d)
= (1, (X1t , . . . , X
d
t ),
1
2
.(
t∫
0
X is dX
j
s −
t∫
0
Xjs dX
i
s)d×d +
1
2
.(
t∫
0
X is dX
j
s +
t∫
0
Xjs dX
i
s)d×d)
= (1, (X1t , . . . , X
d
t ), (
t∫
0
X is dX
j
s )d×d)
= (1,
t∫
0
dXu1 , . . . ,
∫∫
0≤u1<u2≤t
dXu1 ⊗ dXu2)
= S2(X)t .
Definic¸a˜o 4.4.7. Seja B = (B1, ..., Bd) um movimento Browniano em Rd. O movimento
Browniano “enhanced” associado ao movimento Browniano B e´ o processo estoca´stico B
tomando valores em G2(Rd) dado por
Bt = exp(Bt + At) = exp(0, Bt, At) , (4.83)
onde At e´ a a´rea de Levy associada ao movimento Browniano B.
Como B = {Bt}t≥0 e´ um processo tomando valores em G2(Rd), enta˜o para cada t ≥ 0
fixado, Bt : Ω → G2(Rd) e´ uma varia´vel aleato´ria. Para quase todo ω ∈ Ω, tem-se que
B(ω) : J → G2(Rd) e´ um caminho p -rugoso geome´trico, com p ∈ (2, 3] (veja P. Friz [5],
pa´gina 33), ou seja, B(ω) ∈ V0,p1 (J,G2(Rd)) para quase todo ω ∈ Ω.
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4.5 Equac¸o˜es Dirigidas por Caminhos Rugosos
Sejam E1 e E2 espac¸os vetoriais de dimenso˜es finitas, 1 ≤ p < γ e f ∈ Lipγ(E2,L(E1, E2)).
Considere todas as equac¸o˜es do tipo
dY = f(Y ) dX (4.84)
com X ∈ V1(J,E1) e condic¸a˜o inicial u ∈ E2.
Como ja´ foi visto nos cap´ıtulos anteriores, fixado u ∈ E2, a soluc¸a˜o de uma equac¸a˜o do
tipo (4.84) associada a cada X ∈ V1(J,E1) e´ caminho em V1(J,E2) da forma
Yt = u+
∫ t
0
f(Ys) dXs (4.85)
e a aplicac¸a˜o de Itoˆ Iuf : V1(J,E1)→ V1(J,E2) dada por Iuf (X) = Y e´ diferencia´vel e portanto
cont´ınua. Logo, dados X ∈ V1(J,E1) e  > 0, existe δ > 0 tal que
d¯1(X,Z) < δ ⇒ d¯1(Iuf (X), Iuf (Z)) <  . (4.86)
Visto que V1(J,E2) ⊂ Vp(J,E2) podemos considerar Iuf com contra-domı´nio Vp(J,E2) e
ainda assim temos que Iuf : V1(J,E1)→ Vp(J,E2) permanece cont´ınua em relac¸a˜o a topologia
induzida pela d¯p em Vp(J,E2), uma vez que
d¯p(I
u
f (X), I
u
f (Z)) = ‖Iuf (X)− Iuf (Z)‖p,J ≤ ‖Iuf (X)− Iuf (Z)‖1,J = d¯1(Iuf (X), Iuf (Z)) .
Proposic¸a˜o 4.5.1. Sejam (E, d1) um espac¸o me´trico, (W,d2) um espac¸o me´trico completo
e V ⊂ E. Se g : V → W e´ uniformemente cont´ınua em subconjuntos limitados de V , enta˜o
existe uma u´nica aplicac¸a˜o cont´ınua g¯ : V → W tal que g¯|V = g.
Demonstrac¸a˜o: Para cada v ∈ V \V existe um sequ¨encia {vk}k∈N ⊂ V tal que limk→∞ vk =
v. Como {vk}k∈N e´ convergente, segue que {vk}k∈N e´ um subconjunto limitado de V , e da´ı
como g : V → W e´ uniformemente cont´ınua em conjuntos limitados segue dado  > 0, existe
δ > 0 tal que d2(g(u), g(w)) < , para todo u,w ∈ {vk}k∈N satisfazendo d1(u,w) < δ.
Como {vk}k∈N e´ uma sequ¨encia de Cauchy (pois e´ convergente), enta˜o existe k0 ∈ N tal
d1(vk, vl) < δ , ∀ k, l ≥ k0 .
Desta forma, dado  > 0, existe k0 ∈ N tal
d2(g(vk)g(vl)) <  , ∀ k, l ≥ k0 ,
isto e´, {g(vk)}k∈N e´ uma sequ¨encia de Cauchy, e como W e´ completo, enta˜o lim
k→∞
g(vk) ∈ W .
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Defina
g¯(v) =
{
g(v) ,
lim
k→∞
g(vk) ,
se v ∈ V
se v ∈ V \ V
onde {vk}k∈N e´ uma sequ¨eˆncia convergente para v.
Mostremos que g¯ esta´ bem definida, isto e´ que se {uk}k∈N ⊂ V e´ outra sequ¨encia tal que
lim
k→∞
uk = v enta˜o lim
k→∞
g(uk) = lim
k→∞
g(vk).
Coloque x = lim
k→∞
g(vk) e y = lim
k→∞
g(uk). Seja  > 0 e considere B(v, 1) a bola de centro v e
raio 1. Por hipo´tese g e´ uniformemente cont´ınua em B(v, 1) ∩ V e portanto existe 0 < δ < 1
tal que d2(g(u), g(w)) < /3 sempre que d1(u,w) < δ e u,w ∈ B(v, 1) ∩ V .
Como vk → v enta˜o existe k1 ∈ N tal que d1(v, vk) < δ/2, para todo k ≥ k1. Da mesma forma
existe k2 ∈ N tal que d1(v, uk) < δ/2, para todo k ≥ k2. Enta˜o para todo k ≥ max{k1, k2}
temos que d1(vk, uk) < δ, o que implica que d2(g(vk), g(uk)) < /3.
Por outro lado, existe k3 ∈ N tal que d2(x, g(vk)) < /3, para todo k ≥ k3, pois g(vk) converge
para x. Analogamente existe k4 ∈ N tal que d2(y, g(uk)) < /3, para todo k ≥ k3, pois g(uk)
converge para y.
Tomando l ≥ max{k1, k2, k3, k4}, segue
d2(x, y) ≤ d2(x, g(vl)) + d2(g(vl), g(ul)) + d2(g(ul, y) ≤  .
Como  e´ arbitra´rio, enta˜o d2(x, y) = 0 e portanto x = y.
Por fim, a continuidade de g¯ decorre da sua pro´pria definic¸a˜o e a sua unicidade e´ de fa´cil
verificac¸a˜o.
Temos que C∞(J,E1) ⊂ V1(J,E1), logo
Sbpc(C∞(J,E1)) ⊂ Sbpc(V1(J,E1)) (4.87)
e consequ¨entemente
Sbpc(C∞(J,E1))
d1 ⊂ Sbpc(V1(J,E1)) d1 . (4.88)
Em outras palavras, a inclusa˜o
V0,11 (J,Gbpc(E1)) ⊂ Sbpc(V1(J,E1))
d1
(4.89)
e´ sempre va´lida, e disto resulta, usando a Proposic¸a˜o (4.4.4), que
Sbpc(V1(J,E1)) dp = V0,p1 (J,Gbpc(E1)) . (4.90)
Sejam p ∈ [1,∞) e Sbpc : V1(J,E1) → V1(J,Gbpc(E1)) a aplicac¸a˜o de Lyons. Considere a
aplicac¸a˜o iuf : Sbpc(V1(J,E1))→ Vp(J,E2) dada por
iuf (Sbpc(X)) = I
u
f (X) . (4.91)
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Se f ∈ Lipbpc+1(E2,L(E1, E2)), tem-se que a aplicac¸a˜o
iuf : Sbpc(V1(J,E1))→ Vp(J,E2) (4.92)
e´ uniformemente cont´ınua em subconjuntos limitados de seu domı´nio Sbpc(V1(J,E1)), com
respeito a me´trica dp de Vp1(J,Gbpc(E1)) (veja P. Friz [5], pa´gina 25).
Logo, decorre da Proposic¸a˜o 4.5.1 que iuf : Sbpc(V1(J,E1))→ Vp(J,E2) admite uma u´nica
extensa˜o cont´ınua
Iuf : V0,p1 (J,Gbpc(E1))→ Vp(J,E2) . (4.93)
O domı´nio V0,p1 (J,Gbpc(E1)) da aplicac¸a˜o Iuf pode ser substitu´ıdo por V0,p(J,Gbpc(E1)) da
seguinte maneira:
Iuf (X) = I
u
f (X
1) (4.94)
para todo X ∈ V0,p(J,Gbpc(E1)), onde X1 : J → Gn(E) e´ dado por X1t = X−10 ⊗¯Xt.
Definic¸a˜o 4.5.2. Sejam E1 e E2 espac¸os vetoriais de dimenso˜es finitas, p ∈ [1,∞),
f ∈ Lipbpc+1(E2,L(E1, E2)) e X ∈ V0,p(J,Gbpc(E1)). A equac¸a˜o{
dY = f(Y ) dX
Y0 = u ∈ E2
(4.95)
e´ chamada equac¸a˜o diferencial dirigida pelo caminho p -rugoso geome´trico X, ou simples-
mente, equac¸a˜o diferencial p -rugosa dirigida por X e a sua (u´nica) soluc¸a˜o e´ definida como
sendo o caminho
Iuf (X) ∈ Vp(J,E2) . (4.96)
E´ importante salientar que da maneira como foram constru´ıdas as equac¸o˜es diferenciais ru-
gosas, a soluc¸a˜o de uma equac¸a˜o diferencial rugosa dirigida por Sbpc(X), com X ∈ V1(J,E1),
coincide com a soluc¸a˜o da equac¸a˜o diferencial de Young dirigida por X, caso o campo f seja
o mesmo para as duas equac¸o˜es.
Teorema 4.5.3 (Wong-Zakai). Seja B um movimento Browniano em Rd. Considere a
equac¸a˜o diferencial estoca´stica no sentido de Stratonovich
dY = f(Y ) ◦ dB, com Y0 = y ∈ Re (4.97)
onde f ∈ Lip3(Re,L(Rd,Re)). Tal equac¸a˜o tem uma u´nica soluc¸a˜o cont´ınua Y no intervalo
J (a menos de indistinguinabilidade).
Mais ainda, Iyf (B(k)) converge para Y em probabilidade e uniformemente no intervalo J , onde
cada Iyf (B(k)) e´ a u´nica soluc¸a˜o da equac¸a˜o
Y˙ = f(Y )B˙(k), com Y0 = y ∈ Re (4.98)
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e {B(k)}k∈N e´ uma sequ¨encia de aproximac¸o˜es poligonais do movimento Browniano B em
relac¸a˜o ao intervalo J .
Demonstrac¸a˜o: Veja P. Friz [5], pa´gina 36.
Proposic¸a˜o 4.5.4. Seja B um movimento Browniano em Rd e f ∈ Lip3(Re,L(Rd,Re)).
Enta˜o Iyf (B) e´ uma versa˜o da u´nica soluc¸a˜o da equac¸a˜o diferencial estoca´stica no sentido de
Stratonovich
dY = f(Y ) ◦ dB, com Y0 = y ∈ Re . (4.99)
Demonstrac¸a˜o: Temos que lim
k→∞
dp(S2(Bk(ω)),B(ω)) = 0, para quase todo ω ∈ Ω, visto
que B(ω) ∈ V0,p1 (J,G2(Rd)), com p ∈ (2, 3], para quase todo ω ∈ Ω. Decorre da continuidade
de Iyf que
lim
k→∞
d¯p(I
y
f (S2(Bk(ω))), I
y
f (B(ω))) = 0 (4.100)
para quase todo ω ∈ Ω, logo
lim
k→∞
d∞(I
y
f (S2(Bk(ω))), I
y
f (B(ω))) = 0 (4.101)
para quase todo ω ∈ Ω.
Por outro lado, Iyf (S2(Bk(ω))) = I
y
f ((Bk(ω))) e decorre do teorema de Wong-Zakai que
lim
k→∞
d∞(I
y
f (S2(Bk(ω))), Y (ω)) = lim
k→∞
d∞(I
y
f ((Bk(ω))), Y (ω)) = 0 (4.102)
para quase todo ω ∈ Ω, onde Y e´ o u´nico processo soluc¸a˜o da equac¸a˜o
dY = f(Y ) ◦ dB, com Y0 = y ∈ Re .
Portanto, Y (ω) = Iyf (B(ω)), para quase todo ω ∈ Ω.
CAPI´TULO 5
HOMOTOPIA MONOTOˆNICA
ASSOCIADA A SISTEMAS
RUGOSOS
Neste cap´ıtulo temos como objetivo estender os resultados de p -homotopia monotoˆnica
entre trajeto´rias de um sistema de Young para o contexto de trajeto´rias provenientes de
equac¸o˜es dirigidas por caminhos rugosos. Estas homotopias sera˜o denominadas de homo-
topias rugosas. Ale´m disso, neste cap´ıtulo e´ verificado que a homotopia monotoˆnica entre
trajeto´rias de um sistema rugoso e´ preservada por conjugac¸a˜o de sistemas rugosos. Finali-
zamos este cap´ıtulo estabelecendo uma relac¸a˜o entre homotopia rugosa e homotopia entre
trajeto´rias amostrais de um processo estoca´stico, o qual e´ soluc¸a˜o de uma equac¸a˜o diferencial
estoca´stica determinada pelo mesmo campo do sistema rugoso considerado.
5.1 Homotopia entre Trajeto´rias Dadas por Caminhos
Rugosos
Comec¸aremos esta sec¸a˜o definindo a noc¸a˜o de concatenac¸a˜o entre caminhos tomando
valores em Gn(E).
Definic¸a˜o 5.1.1. Sejam E um espac¸o vetorial de dimensa˜o finita e X,Y ∈ C(J,Gn(E)). A
concatenac¸a˜o cont´ınua entre os caminhos X e Y, denotada por X ∗Y, e´ o caminho
(X ∗Y)t =
{
X2t ,
(XT ⊗¯Y−10 )⊗¯Y2t−T ,
se t ∈ [0, T
2
]
se t ∈ [T
2
, T ]
. (5.1)
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Dizemos que um subconjunto de ∆ de C(J,Gn(E)) e´ fechado por concatenac¸o˜es cont´ınuas
se para todo X,Y ∈ ∆ tem-se que X ∗Y ∈ ∆.
Sejam E1 um espac¸o vetorial de dimensa˜o finita, E2 um espac¸o de Banach, p ∈ [1,∞),
f ∈ Lipbpc+1(E2,L(E1, E2)), ∆ ⊂ V0,p1 (J,Gbpc(E1)) um conjunto fechado por concatenac¸o˜es
cont´ınuas e reparametrizac¸o˜es positivas e M ⊂ E2.
Dizemos que a tripla Λ = (f,∆,M) representa um sistema p -rugoso. Para u, v ∈ M
definimos o conjunto
T (Λ, u, v) = {Iuf (X) ∈ Vp(J,E2) : Iuf (X)(T ) = v, X ∈ ∆ e Iuf (X)(J) ⊂M} (5.2)
o qual denominamos de conjunto das trajeto´rias do sistema p -rugoso Λ.
Usaremos a notac¸a˜o IuΛ(X) para a trajeto´ria I
u
f (X) de um sistema p -rugoso Λ = (f,∆,M),
pois com esta notac¸a˜o fica subentendido, pela definic¸a˜o do que e´ uma trajeto´ria de Λ, que
IuΛ(X) ⊂M e X ∈ ∆.
Como T (Λ, u, v) ⊂ Vp(J,E2), consideraremos o conjunto T (Λ, u, v) munido com a to-
pologia induzida pela topologia de Vp(J,E2), lembrando que a topologia de Vp(J,E2) e´ a
topologia proveniente da me´trica d¯p.
Definic¸a˜o 5.1.2. Sejam α, β ∈ T (Λ, u, v). Dizemos que α e´ p -rugosamente homoto´pica a β
se existe um caminho cont´ınuo H : [0, 1]→ T (Λ, u, v) tal que H(0) = α e H(1) = β.
A aplicac¸a˜o H e´ chamada homotopia p -rugosa entre α e β e empregaremos a notac¸a˜o
α ∼p β ou H : α ∼p β para dizer que α e´ p -rugosamente homoto´pica a β.
A relac¸a˜o ∼p e´ uma relac¸a˜o de equivaleˆncia em T (Λ, u) = {α ∈ T (Λ, u, v) : v ∈ M} e o
espac¸o quociente T (Λ, u) upslope ∼p e´ denotado por Υ(Λ, u)
Uma homotopia p -rugosa e´ basicamente um ana´logo da homotopia p -monotoˆnica para
trajeto´rias de equac¸o˜es diferenciais no sentido de Young. A diferenc¸a reside no fato de que
as trajeto´rias de um sistema p -rugoso do tipo Λ = (f,∆,M) sa˜o controladas por caminhos
p -rugosos pertencentes ao conjunto ∆ ⊂ V0,p1 (J,Gbpc(E1)), enquanto as trajeto´rias de um
sistema de Young com p -variac¸a˜o do tipo Σ = (f,∆′,M) sa˜o controladas por caminhos de
p -variac¸a˜o finitas pertencentes ao conjunto ∆′ ⊂ Vp(J,E1).
Proposic¸a˜o 5.1.3. Sejam Λ um sistema p -rugoso e α, β ∈ T (Λ, u, v). Se α e´ p -rugosamente
homoto´pica a β, enta˜o existe uma aplicac¸a˜o cont´ınua L : [0, T ]× [0, 1]→M satisfazendo:
i) L(t, 0) = αt e L(t, 1) = βt, para todo t ∈ J .
ii) Ls ∈ T (Λ, u, v), para todo s ∈ [0, 1], onde Ls(t) = L(t, s).
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Demonstrac¸a˜o: A prova desta proposic¸a˜o e´ ana´loga a prova da Proposic¸a˜o 2.2.2.
De acordo com a proposic¸a˜o acima, se α ∼p β, enta˜o α ' β, lembrando ' denota a relac¸a˜o
de homotopia cla´ssica. Entretanto, existem sistemas p -rugosos Λ , com α, β ∈ T (Λ, u, v), tais
que α ' β, mas na˜o existem aplicac¸o˜es cont´ınuas H : [0, 1]→ T (Λ, u, v) tais que H : α ∼p β.
Exemplo 5.1.4. Um exemplo que ilustra o comenta´rio acima e´ o exemplo das trajeto´rias
α(t) = (1, 0, 0) e β(t) = (cos(2pit/T ), sen(2pit/T ), 0) do sistema de Young Σ = (fA,∆,S2),
onde fA e´ dada pela expressa˜o (2.9) e ∆ e´ gerado por caminhos expressos em (2.11). Vimos
que as trajeto´rias α e β sa˜o homoto´picas no sentido cla´ssico, mas na˜o sa˜o 1 -monotonicamente
homoto´picas. Tais trajeto´rias sa˜o tambe´m trajeto´rias do sistema 1 -rugoso Λ = (fA, S1(∆),S2),
visto que ∆ ⊂ V1(J,E1) e consequentemente IufA(Z) = IufA(S1(Z)), para todo Z ∈ ∆. Disto,
resulta que α na˜o e´ 1 -rugosamente homoto´pica a β, pois se existisse uma homotopia 1 -rugosa
entre elas, esta homotopia tambe´m seria uma homotopia 1 -monotoˆnica, o que geraria uma
contradic¸a˜o.
5.2 Concatenac¸a˜o entre Trajeto´rias Dirigidas por
Caminhos Rugosos
Nesta sec¸a˜o apresentamos um resultado importante sobre concatenac¸o˜es entre soluc¸o˜es
de equac¸o˜es diferenciais p -rugosas, isto e´, equac¸o˜es do tipo dY = f(Y ) dX, onde X ∈
V0,p(J,Gbpc(E1)). A prova deste resultado no contexto equac¸o˜es rugosas exige um pouco
mais de trabalho para ser realizada do que a prova de seu ana´logo no caso de sistemas de
Young. Comec¸amos com o seguinte lema.
Lema 5.2.1. Sejam E um espac¸o de Banach e X, Y ∈ V1(J,E). Temos que
Sn(X) ∗ Sn(Y ) = Sn(X ∗ Y ) . (5.3)
Demonstrac¸a˜o: Temos que
(Sn(X) ∗ Sn(Y ))t =
{
Sn(X)2t ,
(Sn(X)T ⊗¯(Sn(Y )0)−1)⊗¯Sn(Y )2t−T ,
se t ∈ [0, T
2
]
se t ∈ [T
2
, T ]
o que equivale a
(Sn(X) ∗ Sn(Y ))t =
{
Sn(X)0,2t ,
Sn(X)0,T ⊗¯Sn(Y )0,2t−T ,
se t ∈ [0, T
2
]
se t ∈ [T
2
, T ]
.
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Computemos agora Sn(X ∗ Y ). Primeiramente lembremos que
(X ∗ Y )2t =
{
Xt ,
Y2t−T +XT − Y0 ,
se t ∈ [0, T
2
]
se t ∈ [T
2
, T ]
.
Seja t ∈ [0, T/2]. Enta˜o
Sn(X ∗ Y )t = Sn(X ∗ Y )0,t
= (1,
∫
0≤u1≤t
d(X ∗ Y )u1 , . . . ,
∫ ·· · ∫
0≤u1<...<un≤t
d(X ∗ Y )u1 ⊗ ...⊗ d(X ∗ Y )un)
= (1,
∫
0≤u1≤t
dX2u1 , . . . ,
∫ ·· · ∫
0≤u1<...<un≤t
dX2u1 ⊗ ...⊗ dX2un)
= (1,
∫
0≤u1≤2t
dXu1 , . . . ,
∫ ·· · ∫
0≤u1<...<un≤2t
dXu1 ⊗ ...⊗ dXun)
= Sn(X)0,2t .
Agora consideremos t ∈ [T/2, T ]. Notemos que
X ∗ Y = [X ∨ (Y ◦ ϕ)] ◦ µ
onde ϕ : [T, 2T ] → [0, T ] e´ dado por ϕ(t) = t − T e µ : [0, T ] → [0, 2T ] e´ dado por
µ(t) = 2t, e disto decorre, usando o fato de que a assinatura de um caminho e´ invariante por
reparametrizac¸o˜es e usando o Teorema de Chen, que
Sn(X ∗ Y )0,t = Sn([X ∨ (Y ◦ ϕ)] ◦ µ)0,t
= Sn([X ∨ (Y ◦ ϕ)])µ0,µt
= Sn([X ∨ (Y ◦ ϕ)])0,2t
= Sn(X)0,T ⊗¯Sn(Y ◦ ϕ)T,2t
= Sn(X)0,T ⊗¯Sn(Y )ϕT ,ϕ2t
= Sn(X)0,T ⊗¯Sn(Y )0,2t−T .
Logo,
Sn(X ∗ Y )t =
{
Sn(X)0,2t ,
Sn(X)0,T ⊗¯Sn(Y )0,2t−T ,
se t ∈ [0, T
2
]
se t ∈ [T
2
, T ]
.
Portanto,
Sn(X) ∗ Sn(Y ) = Sn(X ∗ Y )
como quer´ıamos.
Agora apresentaremos o resultado central desta sec¸a˜o.
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Teorema 5.2.2. Sejam E1 e E2 espac¸os vetoriais de dimensa˜o finita, u ∈ E2, p ∈ [1,∞) e
f ∈ Lipbpc+1(E2,L(E1, E2)). Se X,Y ∈ V0,p1 (J,Gbpc(E1)) e v = Iuf (X)(T ), enta˜o
Iuf (X) ∗ Ivf (Y) = Iuf (X ∗Y) . (5.4)
Demonstrac¸a˜o: Como X ∈ V0,p1 (J,Gbpc(E1)) enta˜o existe uma sequ¨encia {Xk}k∈N ∈ C∞(J,E1)
tal que lim
k→∞
dp(Sbpc(Xk),X) = 0.
Da mesma forma, como Y ∈ V0,p1 (J,Gbpc(E1)) enta˜o existe uma sequ¨encia {Yk}k∈N ∈ C∞(J,E1)
tal que lim
k→∞
dp(Sbpc(Yk),Y) = 0.
Pela definic¸a˜o de I·f restrita a elementos do conjunto Sbpc(C
∞(J,E1)) temos que
Iuf (Sbpc(Xk)) ∗ Ivf (Sbpc(Yk)) = Iuf (Xk) ∗ Ivf (Yk) .
Segue do Teorema 2.1.1 que
Iuf (Xk) ∗ Ivf (Yk) = Iuf (Xk ∗ Yk) .
Mas
Iuf (Xk ∗ Yk) = Iuf (Sbpc(Xk ∗ Yk))
e decorre do Lema 5.2.1 que
Iuf (Sbpc(Xk ∗ Yk)) = Iuf (Sbpc(Xk) ∗ Sbpc(Yk)) .
Portanto,
Iuf (Sbpc(Xk)) ∗ Ivf (Sbpc(Yk)) = Iuf (Sbpc(Xk) ∗ Sbpc(Yk)) . (5.5)
Por fim, usando a continuidade das aplicac¸o˜es Iuf e I
v
f e o fato que lim
k→∞
dp(Sbpc(Xk),X) = 0
e lim
k→∞
dp(Sbpc(Yk),Y) = 0 (e consequ¨entemente que lim
k→∞
dp(Sbpc(Xk) ∗ Sbpc(Yk),X ∗Y) = 0),
resulta tomando limite quando k →∞ na equac¸a˜o (5.5) que
Iuf (X) ∗ Ivf (Y) = Iuf (X ∗Y)
como quer´ıamos.
Corola´rio 5.2.3. Seja Λ um sistema de p -rugoso. Se IuΛ(X) ∈ T (Λ, u, v) e IvΛ(Y) ∈
T (Λ, v, w) enta˜o
IuΛ(X) ∗ IvΛ(Y) = IuΛ(u,X ∗Y) (5.6)
e portanto
IuΛ(X) ∗ IvΛ(Y) ∈ T (Λ, u, w) . (5.7)
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A importaˆncia deste resultado, mais precisamente de seu corola´rio, esta´ no fato de que ele
garante que a concatenac¸a˜o entre duas trajeto´rias, com respeito a um sistema p -rugoso Λ, e´
tambe´m uma trajeto´ria com respeito Λ. Logo podemos definir uma operac¸a˜o de produto entre
classes de equivaleˆncia dada pela relac¸a˜o de homotopia p -rugosa. Isto e´, se α ∈ T (Λ, u, v) e
β ∈ T (Λ, v, w), enta˜o definimos
〈α〉p〈β〉p = 〈α ∗ β〉p . (5.8)
Este produto esta´ bem definido pois vale o seguinte resultado.
Proposic¸a˜o 5.2.4. Sejam Λ um sistema p -rugoso, α0, α1 ∈ T (Λ, u, v) e β0, β1 ∈ T (λ, v, w).
Se α0 ∼p α1 e β0 ∼p β1 enta˜o α0 ∗ β0 ∼p α1 ∗ β1.
Demonstrac¸a˜o: Se α0 ∼p α1, enta˜o existe F tal que F : α0 ∼p α1 e da mesma forma, se
β0 ∼p β1, enta˜o existe G tal que G : β0 ∼p β1.
Para cada s ∈ [0, 1], temos que F (s) ∈ T (Σ, u, v) e G(s) ∈ T (Σ, v, w). Assim, resulta pelo
Corola´rio (5.2.3) que F (s) ∗G(s) ∈ T (Σ, u, w), para cada s ∈ [0, 1].
Defina H : [0, 1]→ T (Σ, u, w) por
H(s)(t) = (F (s) ∗G(s))(t) =
{
F (s)(2t), se t ∈ [0, T/2]
G(s)(2t− T ), se t ∈ [T/2, T ] . (5.9)
Segue que H e´ uma homotopia p -rugosa entre as trajeto´rias α0 ∗ β0 e α1 ∗ β1.
5.3 Recobrimento de um Conjunto de Acessibilidade
de um Sistema Rugoso
Da mesma forma que, sob determinadas condic¸o˜es topolo´gicas, um conjunto de pontos
acess´ıveis de um sistema de Young possui recobrimento, o mesmo e´ va´lido para um conjunto
de acessibilidade de um sistema p -rugoso, sendo que as condic¸o˜es exigidas sa˜o ana´logas a
exigidas para sistema de Young.
Seja Λ = (f,∆,M) um sistema p -rugoso e x ∈M . O conjunto
A(Λ, x) = {v ∈M : v = α(T ) para algum α ∈ T (Λ, x)} (5.10)
e´ chamado conjunto dos pontos acess´ıveis a partir de x com respeito ao sistema p -rugoso Λ.
Definic¸a˜o 5.3.1. Seja Λ = (f,∆,M) um sistema p -rugoso e A ⊂M . Dizemos que:
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i) O sistema Λ tem a propriedade de cancelamento a` direita se para todo α1, α2 ∈ T (Λ, u, v)
e β ∈ T (Λ, v, w) a propriedade abaixo vale:
〈α1〉p〈β〉p = 〈α2〉p〈β〉p ⇒ 〈α1〉p = 〈α2〉p. (5.11)
ii) O conjunto A e´ localmente conexo por trajeto´rias de Λ se para cada y ∈ A e para cada
vizinhanc¸a Wy 3 y em A existe uma vizinhanc¸a aberta Vy tal que y ∈ Vy ⊂ Wy e
{α ∈ T (Λ, u, v) : α(J) ⊂ Vy} 6= ∅ (5.12)
para todo (u, v) ∈ Vy × Vy.
iii) O conjunto A e´ semi-localmente simplesmente conexo por trajeto´rias de Λ se para todo
u ∈ A existe uma vizinhanc¸a Wu 3 u em A satisfazendo a seguinte propriedade:
Se α, β ∈ T (Λ, u, v), α(J) ⊂ Wu e β(J) ⊂ Wu enta˜o α ∼p β . (5.13)
Seja Λ um sistema p -rugoso, p ∈ [1,∞). Considere a aplicac¸a˜o Λ : Υ(Λ, x) → A(Λ, x)
dada por
Λ(〈α〉p) = α(T ) . (5.14)
Teorema 5.3.2. Se um sistema p -rugoso Λ = (f,∆,M) e´ tal que ∆ conte´m algum sinal
constante e o conjunto de pontos acess´ıveis A(Λ, u) e´ localmente conexo por trajeto´rias de Λ
e semi-localmente simplesmente conexo por trajeto´rias de Λ, enta˜o A(Λ, u) admite um espac¸o
de recobrimento.
Demonstrac¸a˜o: Considere a famı´lia BΛu de todos os conjuntos da forma
〈α,W 〉p = {〈α ∗ β〉p : β ∈ T (Σ, α(T )) e β(J) ⊂ W}, (5.15)
onde α ∈ T (Λ, u) e W e´ uma vizinhanc¸a aberta de α(T ) em A˙(Λ, u).
A famı´lia BΛu e´ uma base para a topologia em Υ(Λ, u). A restric¸a˜o (Λ)|Υ(Σ,u) e´ a aplicac¸a˜o
de recobrimento procurada e o resto da prova e´ similar a prova do Teorema 2.3.12.
A famı´lia BΛu , descrita na demonstrac¸a˜o do teorema anterior, e´ uma base topolo´gica em
Υ(Σ, u) e a topologia gerada por BΛu em Υ(Λ, u) e´ denotada por T Λu .
Seja Λ = (f,∆,M) um sistema p -rugoso tal que ∆ conte´m algum sinal constante. Su-
ponha que A(Λ, u) e´ localmente conexo por trajeto´rias de Λ e semi-localmente simplesmente
conexo por trajeto´rias Λ. Sejam v ∈ A(Λ, u) e 〈α〉p ∈ −1Λ (v). Temos que βˆα, definido de ma-
neira similar a (2.21), e´ um caminho cont´ınuo com respeito a topologia T Λu em Γ(Λ, u). Sendo
(Λ)|Υ(Σ,u) uma aplicac¸a˜o de recobrimento, segue que βˆα e´ o levantamento de β em Γ(Λ, u)
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iniciando em 〈α〉p ∈ −1Λ (v). De forma similar ao realizado da demonstrac¸a˜o da Proposic¸a˜o
2.4.1, conclui-se que Λ satisfaz a propriedade de cancelamento a` direita.
Considere a aplicac¸a˜o Θα : Γ(Λ, v)→ Γ(Λ, u) dada por
Θα(〈β〉p) = 〈α ∗ β〉p . (5.16)
Temos que a aplicac¸a˜o Θα esta´ bem definida. Na verdade, usando a Proposic¸a˜o (5.2.4),
se 〈β′〉p = 〈β〉p enta˜o Θα(〈β′〉p) = 〈α ∗ β′〉p = 〈α ∗ β〉p = Θα(〈β〉p). Mais ainda, como Λ
tem a propriedade de cancelamento, se 〈α ∗ β′〉p = Θα(〈β′〉p) = Θα(〈β〉p) = 〈α ∗ β〉p enta˜o
〈β′〉p = 〈β〉p , isto e´, a aplicac¸a˜o Θα e´ injetora. Ale´m disso,
Θα(〈β〉p) = 〈α ∗ β〉p = βˆα(T ) . (5.17)
Teorema 5.3.3. Sejam Λ = (f,∆,M) um sistema p -rugoso com ∆ contendo algum sinal
constante, v ∈ A(Λ, u), 〈α〉p ∈ −1Λ (v) e β1, β2 ∈ T (Λ, y). Suponha que A(Λ, u) e´ localmente
conexo por trajeto´rias de Λ e semi-localmente simplesmente conexo por trajeto´rias de Λ.
Enta˜o, β1 'p β2 se, e somente se, βˆα1 (T ) = βˆα2 (T ).
Demonstrac¸a˜o: Se β1 'p β2 enta˜o βˆα1 (T ) = Θα(〈β1〉p) = Θα(〈β2〉p) = βˆα2 (T ).
Reciprocamente, se βˆα1 (T ) = βˆ
α
2 (T ) enta˜o Θα(〈β1〉p) = Θα(〈β2〉p) e como Θα e´ injetora enta˜o
〈β1〉p = 〈β2〉p, isto e´, β1 'p β2.
5.4 Relac¸a˜o ente Conjugac¸a˜o de Sistemas Rugosos e
Homotopia Rugosa
No estudo dos sistemas rugosos um problema que pode ser considerado e´ o de comparar
dois sistemas, identificando-os se eles tiverem as mesmas propriedades essenciais de estrutura.
Nos sistemas rugosos as trajeto´rias sa˜o os elementos mais relevantes. Portanto, e´ de se esperar
que qualquer noc¸a˜o de equivaleˆncia entre sistemas rugosos preserve, de alguma forma, as
trajeto´rias. Nesta sec¸a˜o apresentaremos a noc¸a˜o de conjugac¸a˜o entre dois sistemas rugosos e
a sua relac¸a˜o com homotopia rugosa.
Definic¸a˜o 5.4.1. Sejam Λ = (f,∆,M) e Λ′ = (g,∆, N) dois sistemas p -rugosos com respeito
ao intervalo J = [0, T ]. Dizemos que Λ e´ topologicamente conjugado a Λ′ se existe um
homeomorfismo h : M → N , chamado de conjugac¸a˜o, tal que
h(IuΛ(X)(t)) = I
h(u)
Λ′ (X)(t) (5.18)
para todo (t, u,X) ∈ J ×M ×∆.
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Se uma conjugac¸a˜o h entre dois sistemas p -rugosos e´ uma aplicac¸a˜o de classe Ck, dizemos
que esta e´ uma conjugac¸a˜o de classe Ck entre os sistemas rugosos.
As homotopias rugosas podem ser aplicadas no contexto de conjugac¸a˜o de sistemas rugosos
como um invariante. Mais especificamente, homotopias rugosas podem ser utilizadas como
crite´rio para dizer que certos homeomorfismos na˜o podem ser uma conjugac¸a˜o entre dois
sistemas rugosos.
Para abordarmos tal questa˜o obtivemos previamente um resultado que funciona como
uma rec´ıproca fraca da Proposic¸a˜o 5.1.3, ou seja, se uma homotopia no sentido cla´ssico entre
caminhos satisfaz a condic¸a˜o ii) da Proposic¸a˜o 5.1.3, mais uma condic¸a˜o adicional, enta˜o esta
e´ uma homotopia rugosa.
Teorema 5.4.2. Sejam Λ um sistema p -rugoso com respeito ao intervalo compacto J = [0, T ]
e L : J × [0, 1]→M uma aplicac¸a˜o cont´ınua. Se H(s) ∈ T (Λ, u, v), para todo s ∈ [0, 1], onde
H(s)(t) = L(t, s) (5.19)
enta˜o as seguintes afirmac¸o˜es sa˜o va´lidas:
i) Existe uma sequ¨encia {Hn}n∈N ⊂ C([0, 1],V1(J,E2)) tal que
lim
n→∞
d¯q(H
n(s), H(s)) = 0 (5.20)
para todo s ∈ [0, 1] e para todo q > p.
ii) Se sup
s∈[0,1]
‖H(s)‖p,J < ∞ enta˜o H : [0, 1] → T (Λ, u, v) e´ uma homotopia q -rugosa, para
todo q > p.
Demonstrac¸a˜o: i) Sendo Λ um sistema p -rugoso, enta˜o T (Λ, u, v) ⊂ Vp(J,E2), onde E2 e´
um dos espac¸os de Banach associado ao sistema Λ.
Seja {Dn}n∈N ⊂ P(J) uma sequ¨encia de partic¸o˜es do intervalo J tal que |Dn| → 0, quando
n→∞. Para cada n ∈ N, consideremos a aplicac¸a˜o Hn : [0, 1]→ V1(J,E2) dada por
Hn(s) = (H(s))Dn (5.21)
onde (H(s))Dn e´ aproximac¸a˜o poligonal do caminho H(s) ∈ T (Λ, u, v) ⊂ Vp(J,E2) com
respeito a partic¸a˜o Dn.
Sejam  > 0 e s, s′ ∈ [0, 1].
Recordemos que
d¯1(H
n(s), Hn(s′)) = ‖Hn(s)−Hn(s′)‖1,J + sup
t∈J
‖Hn(s)(t)−Hn(s′)(t)‖E2 .
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Como Hn(s) e Hn(s′) sa˜o caminhos poligonais temos que
‖Hn(s)−Hn(s′)‖1,J =
∑
ti∈Dn
‖Hn(s)(ti+1)−Hn(s′)(ti+1)−Hn(s)(ti) +Hn(s′)(ti)‖E2
≤ ‖Hn(s)(0)−Hn(s′)(0)‖E2 + ‖Hn(s)(T )−Hn(s′)(T )‖E2
+ 2
kn−1∑
i=1
‖Hn(s)(ti)−Hn(s′)(ti)‖E2
≤ ‖L(0, s)− L(0, s′)‖E2 + ‖L(T, s)− L(T, s′)‖E2
+ 2
kn−1∑
i=1
‖L(ti, s)− L(ti, s′)‖E2
onde kn + 1 representa nu´mero de elementos da partic¸a˜o Dn e temos tambe´m que
sup
t∈J
‖Hn(s)(t)−Hn(s′)(t)‖E2 = max
ti∈Dn
‖Hn(s)(ti)−Hn(s′)(ti)‖E2 = max
ti∈Dn
‖L(ti, s)− L(ti, s′)‖E2 .
Por hipo´tese temos que L e´ cont´ınua e [0, 1] × J e´ um compacto, enta˜o L e´ uniformemente
cont´ınua. Logo existe δ(n) > 0 tal que ‖L(t, s) − L(t′, s′)‖E2 < /(2kn + 1), para quaisquer
(t, s), (t′, s′) ∈ J × [0, 1] cumprindo a condic¸a˜o max{|s− s′|, |t− t′|} < δ(n).
Logo, para todo n ∈ N, tomando δ(n) > 0 como mencionado acima temos que
d¯1(H
n(s), Hn(s′)) = ‖L(0, s)− L(0, s′)‖E2 + ‖L(T, s)− L(T, s′)‖E2
+ 2
n−1∑
i=1
‖L(ti, s)− L(ti, s′)‖E2 + max
ti∈Dn
‖L(ti, s)− L(ti, s′)‖E2
≤ (2kn + 1) 
2kn + 1
= 
sempre que |s− s′| < δ.
Portanto {Hn}n∈N ⊂ C([0, 1],V1(J,E2)) e ale´m disso, para cada s ∈ [0, 1], como H(s) ∈
T (Λ, u, v) ⊂ Vp(J,E2), decorre do Teorema 1.2.7 que
lim
n→0
d¯q((H(s))
Dn , H(s)) = 0 (5.22)
para todo q > p. Logo lim
n→∞
d¯q(H
n(s), H(s)) = 0, para todo s ∈ [0, 1] e para todo q > p. Em
outras palavras, Hn converge pontualmente para H com respeito a me´trica d¯q, para todo
q > p.
ii) Usando a hipo´tese que sup
s∈[0,1]
‖H(s)‖p,J <∞, segue que
‖(H(s))Dn‖p,J ≤ 31−1/p‖H(s)‖p,J ≤ 31−1/p sup
s∈[0,1]
‖H(s)‖p,J
para todo s ∈ [0, 1] e para todo n ∈ N.
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Ale´m disso, como L e´ cont´ınua e [0, 1]× J e´ compacto segue que sup
(t,s)∈J×[0,1]
‖L(t, s)‖E2 ≤ ∞,
donde resulta que
sup
t∈J
‖(H(s))Dn(t)‖E2 = max
ti∈Dn
‖(H(s))Dn(ti)‖E2 = max
ti∈Dn
‖L(s, ti)‖E2 ≤ sup
(t,s)∈J×[0,1]
‖L(t, s)‖E2
para todo s ∈ [0, 1] e para todo n ∈ N.
Logo,
sup
s∈[0,1]
‖Hn(s)‖Vp ≤ K (5.23)
para todo n ∈ N, onde
K = 31−1/p sup
s∈[0,1]
‖H(s)‖p,J + sup
(t,s)∈J×[0,1]
‖L(t, s)‖E2 . (5.24)
Dado  > 0, como L e´ uniformente cont´ınua, existe δ > 0 tal que ‖L(t, s)− L(t′, s′)‖E2 < ,
para quaisquer (t, s), (t′, s′) ∈ J × [0, 1] cumprindo a condic¸a˜o max{|s − s′|, |t − t′|} < δ.
Assim, para todo n ∈ N, temos que
‖Hn(s)−Hn(s′)‖∞,J = sup
t∈J
‖Hn(s)(t)−Hn(s′)(t)‖E2 = max
ti∈Dn
‖L(ti, s)− L(ti, s′)‖E2 < 
(5.25)
sempre que |s− s′| < δ.
Como Hn ∈ C([0, 1],V1(J,E2)), V1(J,E2) ⊂ Vq(J,E2) e ‖ · ‖Vq ≤ ‖ · ‖V1 , resulta que
{Hn}n∈N ⊂ C([0, 1],Vq(J,E2)).
Usando o Lema 1.2.4 e a expressa˜o (5.23) temos que
‖Hn(s)−Hn(s′)‖Vq ≤ (2‖Hn(s)−Hn(s′)‖∞,J)1−
p
q (2K)
p
q + ‖Hn(s)−Hn(s′)‖∞,J (5.26)
para todo q > p, donde resulta, usando a expressa˜o (5.25), que para todo n ∈ N
‖Hn(s)−Hn(s′)‖Vq ≤ (2)1−
p
q (2K)
p
q +  (5.27)
sempre que |s− s′| < δ.
Logo, a sequ¨eˆncia que {Hn}n∈N ⊂ C([0, 1],Vq(J,E2)) e´ uma sequ¨encia equicont´ınua em
relac¸a˜o a me´trica d¯q.
Lembremos que se uma sequ¨eˆncia aplicac¸o˜es equicont´ınuas converge pontualmente, enta˜o
seu limite e´ uma aplicac¸a˜o cont´ınua. Como {Hn}n∈N ⊂ C([0, 1],Vq(J,E2)) e´ uma sequ¨encia
equicont´ınua a qual converge pontualmente para H em relac¸a˜o a me´trica d¯q, segue que
H ∈ C([0, 1],Vq(J,E2)).
Portanto H e´ uma homotopia q -rugosa, para todo q > p.
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Agora estamos em condic¸o˜es de relacionar homotopias rugosas com conjugac¸o˜es de siste-
mas rugosos.
Teorema 5.4.3. Sejam Λ e Λ′ sistemas p -rugosos e α, β ∈ T (Λ, u, v). Se α ∼p β e h e´ uma
conjugac¸a˜o de classe C1 entre Λ e Λ′ enta˜o h ◦ α ∼q h ◦ β, para todo q > p.
Demonstrac¸a˜o: Seja H uma homotopia p -rugosa entre α e β. Como H : α ∼p β segue da
Proposic¸a˜o 5.1.3 que
L(t, s) = H(s)(t) (5.28)
e´ uma homotopia no sentido cla´ssico entre α e β, ou seja L : α ' β.
Note que Ls = H(s) ∈ T (Λ, u, v), para todo s ∈ [0, 1], uma vez que H e´ uma homotopia
p -rugosa com respeito ao sistema Λ.
Como h e´ uma aplicac¸a˜o cont´ınua de classe C1 enta˜o
h ◦ L : h ◦ α ' h ◦ β . (5.29)
Usando a hipo´tese que h e´ uma conjugac¸a˜o entre Λ e Λ′ temos que h◦Ls ∈ T (Λ′, h(u), h(v)),
para todo s ∈ [0, 1].
Como L(J × [0, 1]) e´ compacto e h e´ uma aplicac¸a˜o de classe C1, segue que h e´ Lipschitz
sobre L(J × [0, 1]). Logo, como na demonstrac¸a˜o da Proposic¸a˜o 1.4.1, existe uma constante
C > 0 tal que
‖h ◦ Ls‖p ≤ C‖Ls‖Vp (5.30)
para todo s ∈ [0, 1].
Como H uma homotopia p -rugosa, enta˜o H e´ cont´ınua no intervalo [0, 1] com respeito a
me´trica d¯p, logo sup
s∈[0,1]
‖Ls‖Vp = sup
s∈[0,1]
‖H(s)‖Vp <∞ e
sup
s∈[0,1]
‖h ◦ Ls‖p <∞ . (5.31)
Definido G(s) = (h ◦ Ls), para todo s ∈ [0, 1], temos que G satisfaz as hipo´teses do Teorema
5.4.2, donde segue que
G : h ◦ α ∼q h ◦ β (5.32)
para todo q > p.
Abaixo apresentamos um exemplo de situac¸a˜o na qual a Teorema 5.4.3 pode ser empre-
gada.
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Exemplo 5.4.4. Considere o sistema 1 -rugoso Λ = (fA, S1(∆),S2) e as trajeto´rias α(t) =
(1, 0, 0) e β(t) = (cos(2pit/T ), sen(2pit/T ), 0) deste sistema, como no exemplo (5.1.4).
Na˜o existe sistema 1 -rugoso do tipo Λ′ = (g, S1(∆),S2) que seja conjugado, via um difeomor-
fismo de classe Ck, k ≥ 2, ao sistema Λ acima e que satisfac¸a a condic¸a˜o de que quaisquer
duas trajeto´rias em formato de loop sejam 1 -rugosamente homoto´picas entre si.
De fato, se existisse um sistema rugoso Λ′ como foi citado, enta˜o existiria um difeomorfismo
h de classe Ck, k ≥ 2, que seria uma conjugac¸a˜o entre Λ e Λ′. Deste modo, ter´ıamos que
h ◦ α, h ◦ β ∈ T (Λ′, h(u), h(u)) e enta˜o h ◦ α ∼1 h ◦ β. Da´ı, se h ◦ α ∼1 h ◦ β resultaria pelo
Teorema 5.4.3 que h−1 ◦ h ◦ α ∼q h−1 ◦ h ◦ β, para todo q > 1, ou equivalentemente, que
α ∼q β para todo q > 1. Mas isto e´ um absurdo, pois α na˜o e´ q -rugosamente homoto´pica
a β com respeito ao sistema Λ, o que pode ser verificado de maneira ana´loga ao exemplo do
final da sec¸a˜o 2.2.
Observac¸a˜o 5.4.5. Resultados similares ao Teorema 5.4.2 e ao Teorema 5.4.3 sa˜o va´lidos no
contexto de sistemas de Young e homotopias p -monotoˆnicas entre trajeto´rias de um sistema
de Young. Ale´m disso, as demonstrac¸o˜es sa˜o similares.
5.5 Relac¸a˜o entre Equac¸o˜es Estoca´sticas e Homotopia
Rugosa
Nesta sec¸a˜o caracterizaremos, atrave´s de uma homotopia p -rugosa, uma homotopia entre
duas trajeto´rias amostrais de uma soluc¸a˜o de uma equac¸a˜o diferencial estoca´stica, de modo
que os caminhos intermedia´rios desta homotopia sejam trajeto´rias amostrais desta soluc¸a˜o.
Tome o espac¸o de probabilidade (Ω,F ,P), onde Ω = C([0,∞),R), F = Borel(C([0,∞),R))
e P e´ a medida de Wiener. Seja B o movimento Browniano canoˆnico em R, ou seja,
Bt(ω) = ω(t) . (5.33)
Considere a equac¸a˜o diferencial estoca´stica no sentido de Stratonovich
dYt = rYtdt+ αYt ◦ dBt (5.34)
onde r e α sa˜o constantes e B e´ um movimento Browniano em R.
Do fato que as integrais de Stratonovich e as integrais de Itoˆ se relacionam mediante a
fo´rmula
t∫
0
Z ◦ dX =
t∫
0
Z dX +
1
2
[X,Z] (5.35)
CAP. 5 • HOMOTOPIA MONOTOˆNICA ASSOCIADA A SISTEMAS RUGOSOS 106
e que [t, Bt] = 0 e [Bt, Bt] = t, segue que a equac¸a˜o (5.34) e´ equivalente a` equac¸a˜o diferencial
estoca´stica no sentido de Itoˆ
dYt = (r +
1
2
α2)Ytdt+ αYt dBt . (5.36)
Considere a equac¸a˜o diferencial estoca´tica de Itoˆ
dY t = rY tdt+ αY t dBt (5.37)
onde r e´ uma constante. Usando ferramentas de Ca´lculo Estoca´stico deduz-se que
Y t = Y 0 exp((r − 1
2
α2)t+ αBt) (5.38)
e´ soluc¸a˜o da equac¸a˜o (5.37). No caso particular em que r = r + 1
2
α2 temos que a equac¸a˜o
(5.37) coincide com a equac¸a˜o (5.36) e
Yt = Y0 exp(rt+ αBt) (5.39)
e´ soluc¸a˜o das equac¸o˜es diferenciais estoca´sticas (5.36) e (5.34). Tomando r = 0 e α = 1,
segue que
Yt = exp(Bt) (5.40)
e´ soluc¸a˜o da equac¸a˜o diferencial estoca´tica no sentido de Stratonovich
dYt = Yt ◦ dBt (5.41)
com condic¸a˜o inicial Y0 = 1. Decorre da Proposic¸a˜o 4.5.4 que existe um subconjunto Ω
′ ⊂ Ω,
com P(Ω′) = 1 tal que
Yt(ω) = exp(Bt(ω)) (5.42)
e´ soluc¸a˜o da equac¸a˜o rugosa
dYt = Yt dBt(ω) (5.43)
com condic¸a˜o inicial Y0 = 1, para todo ω ∈ Ω′.
Este exemplo simples ilustra uma situac¸a˜o em que o conhecimento de soluc¸o˜es de equac¸o˜es
diferenciais estoca´stica permite conhecer soluc¸o˜es de equac¸o˜es rugosas com o mesmo campo
da equac¸a˜o estoca´stica e dirigidas pelos caminhos amostrais do movimento Browniano en-
hanced. Mais do que simplesmente isto, este exemplo sinaliza a possibilidade de relacionar
homotopias entre os caminhos amostrais no suporte da soluc¸a˜o de uma equac¸a˜o estoca´stica
com homotopias rugosas entre trajeto´rias de um sistema rugoso associado a estas equac¸a˜o
estoca´stica. Antes de explicitarmos de que maneira se da´ esta relac¸a˜o entre homotopias,
apresentaremos a seguir algumas informac¸o˜es relevantes relacionadas a suportes associados
processos estoca´sticos.
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Definic¸a˜o 5.5.1. Seja µ uma medida de probabilidade em um espac¸o me´trico (E, d). O
suporte da medida µ, com respeito a topologia induzida por d, e´ o menor conjunto fechado
A ⊂ E tal que µ(A) = 1. Denotamos A por supp µ.
Dada uma varia´vel aleato´ria Z : Ω → E, onde E e´ um espac¸o me´trico e (Ω,F ,P) um
espac¸o de probabilidade P, induzimos uma medida de probabilidade PZ em E por
PZ(A) = P(Z−1(A)) (5.44)
para todo A ∈ Borel(E). A medida de probabilidade PZ e´ denominada lei de Z e o suporte
de PZ e´ denominado suporte associado a` varia´vel aleato´ria Z.
Sejam (Ω,F ,P) um espac¸o de probabilidade e B o movimento Browniano canoˆnico em Rd,
onde Ω = C([0,∞),Rd), F = Borel(C([0,∞),Rd)) e P e´ a medida de Wiener. O movimento
Browniano B pode ser visto como uma varia´vel aleato´ria tomando valores em C(J,Rd), onde
J = [0, T ] e T > 0. Em outras palavras, B : Ω→ C(J,Rd), pode ser visto como uma varia´vel
aleato´ria dada por
B(ω) = ω . (5.45)
Para p ∈ (2,∞), temos que B(ω) ∈ Vp0 (J,Rd), para quase todo ω ∈ Ω. Mais do que isso,
temos que o suporte associado ao movimento Browniano B, visto como varia´vel aleato´ria, e´
precisamente
suppPB = V0,p0 (J,Rd) (5.46)
onde p ∈ (2,∞) (Veja P. Friz [5]). Ja´ o suporte do movimento Browniano “enhanced” B
interpretado como uma varia´vel aleato´ria B : Ω→ C(J,G2(Rd)) e´
suppPB = V0,p1 (J,G2(Rd)) (5.47)
onde p ∈ (2,∞).
Um resultado de grande importaˆncia para o estudo de suportes de soluc¸o˜es de equac¸o˜es
diferenciais estoca´sticas e´ o teorema suporte de Stroock-Varadham.
Teorema 5.5.2 (Stroock-Varadhan). Sejam p ∈ (2, 3), f ∈ Lip3(Re,L(Rd,Re)) e B o
movimento Browniano canoˆnico em Rd. Se Y e´ a u´nica soluc¸a˜o cont´ınua no intervalo J (a
menos de indistinguinabilidade) da equac¸a˜o diferencial estoca´stica no sentido de Stratonovich
dY = f(Y ) ◦ dB, com Y0 = y ∈ Re (5.48)
enta˜o Y (ω) ∈ Vp(J,Re), para quase todo ω ∈ Ω e
suppPY = {Iyf (h) : h ∈ C∞0,∧(J,Rd)}
d¯p
(5.49)
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onde C∞0,∧(J,Rd) indica o conjunto dos caminhos cont´ınuos de J em Rd iniciados em 0 e
suaves por partes, d¯p indica a me´trica de Vp(J,Rd) e cada Iyf (h) e´ a u´nica soluc¸a˜o da equac¸a˜o
diferencial ordina´ria
Y˙ = f(Y )h˙ , com Y0 = y ∈ Re . (5.50)
Uma prova relativamente curta para o Teorema de Stroock-Varadhan, a qual se utiliza de
ferramentas da teoria dos caminhos rugosos, esta´ dispon´ıvel nas notas de P. Friz [5]. Outras
provas deste teorema podem ser encontradas em [11], [20] e [26].
O Teorema de Stroock-Varadhan pode ser interpretado da seguinte maneira: O suporte
associado ao processo estoca´stico Y , soluc¸a˜o da equac¸a˜o (5.48), e´ dado por
suppPY = T (Σ, y)
dp
(5.51)
onde T (Σ, y) denota conjunto de trajeto´rias iniciadas em y do sistema de Young com 1 -
variac¸a˜o (ou sistema 1 -rugoso)
Σ = (f, C∞0,∧(J,Rd),Re) (5.52)
ou seja, o conjunto de trajeto´rias deste sistema e´
T (Σ, y) = {Iyf (h) : h ∈ C∞0,∧(J,Rd)} . (5.53)
Baseado nestes fatos, seria interessante definir um tipo especial de homotopia entre as
trajeto´rias amostrais de um processo estoca´stico Y , soluc¸a˜o de uma equac¸a˜o do tipo (5.48),
de tal forma que os caminhos intermedia´rios desta homotopia continuem sendo trajeto´rias
amostrais de Y . A estrate´gia de definir diretamente uma homotopia entre trajeto´rias amos-
trais satisfazendo tal condic¸a˜o leva imediatamente a questa˜o sobre a possibilidade de se definir
um produto entre as classes desta relac¸a˜o de homotopia. Dito de outra forma, a questa˜o que
surge e´ se a concatenac¸a˜o entre trajeto´rias amostrais de um processo estoca´stico continua
sendo trajeto´ria amostral deste processo. Uma ide´ia para tratar esta problema´tica seria en-
quadra´-la em um ambiente ja´ conhecido, que seria o ambiente das homotopias rugosas, uma
vez que neste ambiente o produto de classes de homotopia esta´ bem definido.
Uma primeira tentativa neste sentido seria definir tal homotopia como sendo a homotopia
1 -rugosa entre as trajeto´rias do sistema Σ = (f, C∞0,∧(J,Rd),Re), entretanto poderia ocorrer
das trajeto´rias amostrais de Y na˜o serem P -quase sempre trajeto´rias de T (Σ, y), muito
embora tenha-se pelo teorema do suporte que suppPY = T (Σ, y)
dp
. Contudo podemos
enxergar as trajeto´rias amostrais de Y P -quase sempre inclusas em um espac¸o trajeto´rias de
um outro sistema rugoso. Formalizamos isto no seguinte resultado.
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Teorema 5.5.3. Sejam p ∈ (2, 3), f ∈ Lip3(Re,L(Rd,Re)), B o movimento Browniano
canoˆnico em Rd e P a medida de Wiener associada a B. Se Y e´ a u´nica soluc¸a˜o cont´ınua no
intervalo J da equac¸a˜o diferencial estoca´stica (5.48) enta˜o
Y (ω) ∈ T (Λ, y) (5.54)
para P -quase todo ω, onde T (Λ, y) denota conjunto de trajeto´rias iniciadas em y do sistema
p -rugoso
Λ = (f, V 0,p1 (J,G
2(Rd)),Re) . (5.55)
Demonstrac¸a˜o: Seja Ω o espac¸o amostral associado a P. Decorre da Proposic¸a˜o 4.5.4 que
existe um subconjunto Ω′ ⊂ Ω, com P(Ω′) = 1 tal que
Yt(ω) = I
y
f (B(ω)) (5.56)
para todo ω ∈ Ω′, onde Iyf (B(ω)) e´ soluc¸a˜o da equac¸a˜o rugosa
dY = f(Y ) dB(ω) (5.57)
com condic¸a˜o inicial Y0 = y.
Tome Ω′′ = Ω′ ∩ (B−1(suppPB)). Temos que P(Ω′′) = 1 e se ω ∈ Ω′′ enta˜o B(ω) ∈ suppPB.
Como suppPB = V 0,p1 (J,G2(Rd)) enta˜o I
y
f (B(ω)) ∈ T (Λ, y) para todo ω ∈ Ω′′. Por outro
lado Yt(ω) = I
y
f (B(ω))(t) para todo ω ∈ Ω′′.
Portanto, Yt(ω) ∈ T (Λ, y) para todo ω ∈ Ω′′ e P(Ω′′) = 1.
Definic¸a˜o 5.5.4. Seja Y o processo soluc¸a˜o no intervalo J de uma equac¸a˜o estoca´stica do
tipo (5.48). Dizemos que duas trajeto´rias amostrais de Y , digamos Y (ω0) e Y (ω1), sa˜o
estocasticamente homoto´picas se as seguintes condic¸o˜es sa˜o satisfeitas.
i) YT (ω0) = YT (ω1).
ii) Y (ω0), Y (ω1) ∈ T (Λ, y), onde Λ = (f, V 0,p1 (J,G2(Rd)),Re) e p ∈ (2, 3).
iii) Y (ω0) e´ p -rugosamente homoto´pica Y (ω1), com respeito ao sistema p -rugoso Λ.
Se Y (ω0) e Y (ω1) sa˜o trajeto´rias amostrais do processo Y (soluc¸a˜o de uma equac¸a˜o
estoca´stica do tipo (5.48)) e H e´ uma homotopia p -rugosa entre Y (ω0) e Y (ω1) em T (Λ, y),
onde Λ = (f, V 0,p1 (J,G
2(Rd)),Re), enta˜o dizemos que H e´ uma homotopia estoca´stica entre
Y (ω0) e Y (ω1).
Sejam Y o processo soluc¸a˜o no intervalo J de uma equac¸a˜o estoca´stica do tipo (5.48)
e H : Y (ω0) ∼p Y (ω1) uma homotopia estoca´stica com respeito a Y . Embora os caminhos
intermedia´rios da homotopia estoca´stica H pertenc¸am ao conjunto de trajeto´rias T (Λ, y) do
sistema p -rugoso Λ = (f, V 0,p1 (J,G
2(Rd)),Re), uma questa˜o que falta verificarmos e´ se este
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caminhos intermedia´rios da homotopia estoca´stica H sa˜o trajeto´rias amostrais de Y , isto e´,
para cada s ∈ [0, 1] existe algum ωs ∈ Ω tal que H(s) = Y (ωs) ? A resposta para isto e´ que
os caminhos intermedia´rios da homotopia estoca´stica H sa˜o trajeto´rias amostrais de Y e este
fato e´ uma consequ¨eˆncia imediata do teorema a seguir.
Teorema 5.5.5. Sejam p ∈ (2, 3), f ∈ Lip3(Re,L(Rd,Re)), B o movimento Browniano
canoˆnico em Rd e P a medida de Wiener associada a B. Se Y e´ a u´nica soluc¸a˜o cont´ınua no
intervalo J da equac¸a˜o diferencial estoca´stica (5.48) enta˜o
suppPY = T (Λ, y)
dp
(5.58)
onde Λ e´ o sistema p -rugoso (f, V 0,p1 (J,G
2(Rd)),Re) .
Demonstrac¸a˜o: Seja Ω o espac¸o amostral associado a P. Segue da Proposic¸a˜o 5.5.3 que
existe um subconjunto Ω′′ ⊂ Ω, com P(Ω′′) = 1 e Y (ω) ∈ T (Λ, y), para todo ω ∈ Ω′′.
Assim
1 = P(Ω′′) ≤ P(Y −1(Y (Ω′′)) = PY (Y (Ω′′)) ≤ PY (T (Λ, y)) ≤ PY (T (Λ, y) dp) ≤ 1
e enta˜o segue da definic¸a˜o de suporte que
suppPY ⊂ T (Λ, y) dp .
Decorre do teorema de Stoock-Varadhan que suppPY = Iyf (C∞0,∧(J,Rd))
dp
.
Temos que Iyf (C
∞
0,∧(J,Rd)) = I
y
f (S2(C
∞
0,∧(J,Rd))), logo suppPY = I
y
f (S2(C
∞
0,∧(J,Rd)))
dp
.
Assim,
S2(C
∞
0,∧(J,Rd)) ⊂ (Iyf )−1(Iyf (S2(C∞0,∧(J,Rd)))) ⊂ (Iyf )−1(suppPY ) . (5.59)
Segue da Proposic¸a˜o 4.4.4 que V 0,p1 (J,G
2(Rd)),Re) = S2(C∞0,∧(J,Rd))
dp
e como Iyf e´ cont´ınua,
segue que (Iyf )
−1(suppPY ) e´ fechado e consequ¨entemente, segue da expressa˜o (5.59) que
V 0,p1 (J,G
2(Rd)),Re) = S2(C∞0,∧(J,Rd))
dp ⊂ (Iyf )−1(suppPY ) .
Portanto,
T (Λ, y) = Iyf (V
0,p
1 (J,G
2(Rd)),Re)) ⊂ suppPY .
como quer´ıamos.
Corola´rio 5.5.6. Seja p ∈ (2, 3). Se Λ e´ o sistema p -rugoso (f, V 0,p1 (J,G2(Rd)),Re) e Σ e´
o sistema 1 -rugoso (f, C∞0,∧(J,Rd),Re) enta˜o
T (Λ, y)
dp
= T (Σ, y)
dp
. (5.60)
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Demonstrac¸a˜o: Decorre da proposic¸a˜o anterior e do teorema de Stroock-Varadhan.
Para finalizar, apresentaremos um exemplo que ilustra que sob determinadas condic¸o˜es
e´ poss´ıvel explicitar a homotopia p -rugosa entre trajeto´rias de um sistema do tipo Λ′ =
(f, V 0,p1 (J,G
2(Rd)),M), onde M e´ um variedade diferencia´vel contida em Re.
Exemplo 5.5.7. Sejam F1, . . . , Fd campos de vetores C
∞ em Re. Considere sistema p -
rugoso Λ′ = (h, V 0,p1 (J,G
2(Rd)),M), onde p ∈ (2, 3), M ⊂ Re e´ uma variedade diferencia´vel
e h : Re → L(Rd,Re) e´ dado por
h(x)(y1, . . . , yd) = y1F1(x) + . . .+ ydFd(x) . (5.61)
Temos que T (Λ′, z0) ⊂ suppPY , onde Y e´ o processo estoca´stico soluc¸a˜o da equac¸a˜o
dY = h(Y ) ◦ dB = F1(Y ) ◦ dB1 + . . .+ Fd(Y ) ◦ dBd (5.62)
com condic¸a˜o inicial Y (0) = z0 e B = (B
1, . . . , Bd) e´ o movimento Browniano canoˆnico em
Rd.
Se F1, . . . , Fd sa˜o campos de vetores (com respeito a M) completos e que comutam entre si
enta˜o
Yt(ω) = exp(B
1
t F1) ◦ . . . ◦ exp(Bdt Fd)(z0) (5.63)
onde exp tFi e´ o grupo de transformac¸o˜es a 1 -paraˆmetro gerado pelo campo de vetores Fi,
i = 1, . . . , d, ou seja, φit(x) = exp(B
i
tFi) e´ soluc¸a˜o de dφ
i
t = Fi(φ
i
t) ◦ dBit (ver H. Kunita [11],
D. W. Stroock [26] ).
Neste caso, dados α, β ∈ T (Λ′, z0) temos que α e β sa˜o trajeto´rias amostrais de Y , digamos
α(t) = Yt(ω
0) e β(t) = Yt(ω
1), e portanto α e´ p -rugosamente homoto´pica a β se, e somente
se, α e´ estocasticamente homoto´pica a β. Ou ainda, α e´ p -rugosamente homoto´pica a β se,
e somente se, ω0 e ω1 esta˜o na mesma componente conexa por caminhos de Y −1(suppPY ).
De fato, se L e´ um caminho cont´ınuo ligando ω0 e ω1 em Y −1(suppPY ) enta˜o
H(s, t) = exp(L1(s, t)F1) ◦ . . . ◦ exp(Ld(s, t)Fd)(z0) (5.64)
com s ∈ [0, 1], t ∈ J , e´ uma homotopia p -rugosa entre α e β. Reciprocamente se H e´
uma homotopia p -rugosa entre α(t) = Yt(ω
0) e β(t) = Yt(ω
1) enta˜o H(s) ∈ T (Λ′, z0) ⊂
Y −1(suppPY ) para todo s ∈ [0, 1] e H e´ da forma
H(s, t) = exp(B1t (ω
s)F1) ◦ . . . ◦ exp(Bdt (ωs)Fd)(z0) . (5.65)
Logo, exp(Bit(ω
s)Fi) e consequ¨entemente B
i
t(ω
s) sa˜o cont´ınuos em relac¸a˜o s ∈ [0, 1], para
i = 1, . . . , d. Como ωs(t) = Bt(ω
s) = (B1t (ω
s), . . . , Bdt (ω
s)) segue que L(s) = ω(s) e´ um
caminho cont´ınuo ligando ω0 e ω1 em Y −1(suppPY ).
CONSIDERAC¸O˜ES FINAIS
Sejam p ∈ (2, 3); f, g ∈ Lip3(Re,L(Rd,Re)); M,N ⊂ Re e B o movimento Browniano
canoˆnico em Rd. Se Y e´ a soluc¸a˜o no intervalo J da equac¸a˜o diferencial estoca´stica
dY = f(Y ) ◦ dB, com Y0 = y ∈M (5.66)
e Z e´ a soluc¸a˜o no intervalo J da equac¸a˜o diferencial estoca´stica
dZ = g(Z) ◦ dB, com Z0 = z ∈ N (5.67)
enta˜o um problema que pode ser considerado e´ se existe um difeomorfismo h : M → N de
classe Ck, k ≥ 2, tal que
h ◦ Y = Z , (5.68)
ou seja, se existe difeomorfismo h de classe Ck, k ≥ 2, que leve trajeto´rias amostrais de Y
em trajeto´rias amostrais de Z.
Uma possibilidade para o estudo de tal problema seria enxerga´-lo como um problema
de conjugac¸a˜o entre o sistema p -rugoso ΛY = (f, V
0,p
1 (J,G
2(Rd)),M) e o sistema p -rugoso
ΛZ = (g, V
0,p
1 (J,G
2(Rd)), N), associados respectivamente aos processos estoca´sticos Y e Z.
Por exemplo, suponha que o campo f na equac¸a˜o (5.66) seja dado por
f(y)(y1, . . . , yd) = y1F1(y) + . . .+ ydFd(y) (5.69)
onde F1, . . . , Fd sa˜o campos de vetores em M completos e que comutam entre si. Do mesmo
modo, suponha que o campo g na equac¸a˜o (5.67) seja dado por
g(z)(z1, . . . , zd) = z1G1(z) + . . .+ zdGd(z) (5.70)
onde G1, . . . , Gd sa˜o campos de vetores em N completos e que comutam entre si. Se
Y −1(suppPY ) tiver duas componentes conexas por caminho e Z−1(suppPZ) tiver uma u´nica
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componente conexa por caminhos enta˜o os seus respectivos sistemas rugosos associados, ΛY
e ΛZ , na˜o sa˜o conjugados por meio de um difeomorfismo de classe C
k, k ≥ 2,.
De fato, se existisse uma conjugac¸a˜o h entre ΛY e ΛZ tal que h e´ um difeomorfismo de
classe Ck, k ≥ 2, enta˜o tomando ω0 e ω1 eventos em componentes conexas por caminhos
distintas de Y −1(suppPY ) ter´ıamos que h ◦ Y (ω0) = Z(ω¯0), para algum ω¯0 ∈ Z−1(suppPZ)
e h ◦ Y (ω1) = Z(ω¯1), para algum ω¯1 ∈ Z−1(suppPZ). Como ω¯0 e ω¯1 esta˜o na mesma com-
ponente conexa por caminho de Z−1(suppPZ), pelo que foi visto no exemplo 5.5.7, ter´ıamos
que Z(ω¯0) ∼p Z(ω¯1). Logo, pelo Teorema 5.4.3 ter´ıamos que h−1 ◦ Z(ω¯0) ∼q h−1 ◦ Z(ω¯1)
para q ∈ (p, 3), ou seja, Y (ω0) ∼q Y (ω1) para q ∈ (p, 3) e da´ı, novamente pelo que foi visto
no exemplo 5.5.7, concluir´ıamos que ω0 e ω1 estariam na mesma componente conexa por
caminho de Y −1(suppPY ), o que seria um absurdo.
O que observamos na situac¸a˜o acima e´ que podemos utilizar a invariaˆncia por conjugac¸o˜es
das homotopias rugosas (ou homotopias estoca´sticas) como crite´rio de obstruc¸a˜o para iden-
tificar casos em que na˜o existem difeomorfismos de classe Ck, k ≥ 2, que levem trajeto´rias
amostrais da soluc¸a˜o de uma equac¸a˜o diferencial estoca´stica em trajeto´rias amostrais da
soluc¸a˜o de uma outra equac¸a˜o diferencial estoca´stica.
Evidentemente, o fato de se considerar a situac¸a˜o acima, em que as equac¸o˜es diferenciais
estoca´sticas sa˜o dadas por campos de vetores completos e que comutam entre si, nos permite
ter conhecimento mais expl´ıcito das homotopias estoca´sticas entre as trajeto´rias amostrais que
compo˜em as soluc¸o˜es destas equac¸o˜es. Portanto, nesta situac¸a˜o a utilizac¸a˜o das homotopias
rugosas como crite´rio de obstruc¸a˜o para identificar casos em que na˜o existem conjugac¸o˜es
entre soluc¸o˜es de equac¸o˜es estoca´sticas se mostra uma ferramenta considera´vel.
Uma questa˜o que surge, e que nos da´ uma direc¸a˜o para continuar futuras pesquisas
neste tema, e´ como utilizar de maneira efetiva a invariaˆncia por conjugac¸o˜es das homotopias
rugosas como crite´rio de obstruc¸a˜o nos casos em que as equac¸o˜es diferenciais estoca´sticas na˜o
sa˜o dadas por campos de vetores que comutam entre si? Neste sentido, um problema que
ainda requer estudos e´ o de se caracterizar como sa˜o as homotopias rugosas (ou estoca´sticas)
entre trajeto´rias amostrais de soluc¸o˜es de equac¸o˜es diferenciais estoca´sticas, cujos campos de
vetores na˜o comutam entre si.
Uma outra linha para se dar continuidade a futuras pesquisas seria o problema de com-
putar a probabilidade de cada classe de equivaleˆncia segundo a relac¸a˜o de homotopia rugosa
associada a soluc¸a˜o de uma equac¸a˜o diferencial estoca´stica. Decorre do Teorema 5.5.5 que
dado Y uma soluc¸a˜o de uma equac¸a˜o estoca´stica do tipo (5.48), enta˜o
T (Λ, y) ⊂ suppPY (5.71)
onde Λ e´ o sistema rugoso (f, V 0,p1 (J,G
2(Rd)),Re) associado a Y e portanto as classes de
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equivaleˆncia homoto´pica das trajeto´rias de T (Λ, y) sa˜o subconjuntos disjuntos em suppPY
os quais possuem um certa medida de probabilidade.
Um outro problema em aberto seria caracterizar nos sistemas de Young em que condic¸o˜es
uma homotopia p -monotoˆnica entre duas trajeto´rias regulares e´ estritamente uma homo-
topia p -monotoˆnica regular entre estas duas trajeto´rias, visto que a rec´ıproca (homotopia
p -monotoˆnica regular implica em p -monotoˆnica) desta questa˜o e´ sempre va´lida.
Verificar a possibilidade de estender a sistemas de Young e a sistemas rugosos resultados
de Teoria de Controle, como por exemplo, resultados sobre controlabilidade e acessibilidade
e´ uma outra direc¸a˜o de estudos que tambe´m pode ser adotada.
Uma outra linha para estudos futuros, baseados no tema homotopia rugosa, seria a linha
de explorar propriedades topolo´gicas provenientes da homotopia rugosa, como por exemplo,
explorar questo˜es relativas a recobrimentos (obtidos atrave´s das homotopias rugosas) daqueles
subconjuntos de um espac¸o de estados de um sistema rugoso que admitam recobrimento,
ou enta˜o, estudar grupos fundamentais associados a homotopias rugosas naqueles sistemas
rugosos que admitam trajeto´rias em formato de loop.
O estudo de trajeto´rias de equac¸o˜es dirigidas por caminhos rugosos ainda pode ser ex-
plorado em muitas direc¸o˜es e o que apresentamos nestas considerac¸o˜es finais foram apenas
algumas das questo˜es que podem ser tratadas em futuras pesquisas sobre o tema.
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I´NDICE REMISSIVO
p -variac¸a˜o
controlada, 14
de um caminho, 10, 84
finita, 10
A´rea
de Levy, 87
Aplicac¸a˜o
γ -Lipschitz, 30
assinatura, 75
assinatura truncada, 75
avaliac¸a˜o de ponto final, 64
campo, 31, 32
de dilatac¸a˜o, 81
de Itoˆ, 34
de Lyons, 76
norma homogeˆnea, 81
sime´trica, 81
sub-aditiva, 81
Aproximac¸a˜o
geode´sica de um caminho, 18
poligonal de um caminho, 18
Assinatura
de um caminho, 73
truncada de um caminho, 73
Caminho
geode´sico, 17
rugoso, 87
rugoso geome´trio, 87
Concatenac¸a˜o
cont´ınua entre caminhos, 31, 93
cont´ınua simples entre caminhos, 73
Conjugac¸a˜o
de classe Ck entre sistemas rugosos, 101
entre sistemas rugosos, 100
Conjunto
conexo por trajeto´rias, 44
de acessibilidade
de um sistema de Young, 32
de um sistema rugoso, 98
regular de um sistema de Young, 53
fechado
por concatenac¸o˜es cont´ınuas, 31, 94
por reparametrizac¸o˜es positivas, 31
localmente
conexo por trajeto´rias, 44, 99
simplesmente conexo por trajeto´rias, 46
semi-localmente
simplesmente conexo por trajeto´rias, 47,
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Func¸a˜o de controle, 13
Homotopia
p -monotoˆnica, 38
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p -monotoˆnica regular, 67
p -rugosa, 94
estoca´stica, 109
Integral
de Riemann-Stieltjes, 22
no sentido de Young, 28
Levantamento de Lyons, 76
Me´trica
da p -variac¸a˜o, 11
da convergeˆncia uniforme, 11
de Carnot-Caratheodory, 84
Movimento Browniano “enhanced”, 88
Norma
da p -variac¸a˜o, 11
da convergeˆncia uniforme, 11
Propriedade de cancelamento a` direita, 44, 99
Se´ries formais, 71
Sinal
(ou controle) de integrac¸a˜o, 31, 32
regular, 53
Sistema
de Young, 32
revers´ıvel, 37
consistente, 34
regular, 53
rugoso, 94
Soluc¸a˜o
de uma equac¸a˜o de Young, 30
de uma equac¸a˜o diferencial rugosa, 91
Suporte
associado a uma varia´vel aleato´ria, 107
de uma probabilidade, 107
Teorema
de Cauchy-Peano, 31
de Chen, 73
generalizado, 77
de Picard-Lindelo¨f, 31
de Wong-Zakai, 91
de Young, 24
do suporte de Stroock-Varadhan, 107
Trajeto´rias
p -monotonicamente homoto´picas, 38
p -monotonicamente regulares homoto´picas,
67
p -rugosamente homoto´picas, 94
de um sistema de Young, 32
de um sistema rugoso, 94
estocasticamente homoto´picas, 109
regulares de um sistema de Young, 53
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