ulations, face the constraints of being retrospective analyses of de-identified data, limited by coding inaccuracies of hospital billing information. Prospective multiinstitutional, disease-specific registries have been reported, but their usefulness is constrained by the intrinsic variability in data accuracy as reported by the various contributors and the lack of effective auditing. 2, 5, 16 Increasing evidence indicates that compliance with process measures, such as SCIPs implemented by the CMS, is limited in its translation into quality outcomes for patients undergoing surgery.
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In the process of improving the quality of health care, accurate measurement of health outcomes emerges as the first necessary implementation step. Development of a quality of care assessment that is comprehensive, accurate, and auditable can be achieved by the prospective study of individual patient outcomes, collected at various points of service after surgical intervention, along clinically relevant validated measures recorded in an EMR. We undertook this project as a feasibility study of accurate surgical outcome collection in neurosurgery. Our hypothesis is that accurate surgical outcome information can be successfully and accurately collected in the setting of a large neurosurgical practice. In this prospective study, we report on our primary end points of institutionwide compliance with the process and accuracy of recorded information. Surgical outcomes as measured by procedure-and disease-specific measures were secondary end points and are only reported in a limited way, that is, as a general accuracy guideline for our results compared with the plethora of outcomes data already published on the various procedures. Our discussion follows with the lessons learned in the design, implementation, and auditing of our system; we hope that our experience will help refine outcome collection processes that can be applied, not only to other neurosurgery practices, but also to other medical specialty practices. The ultimate goal of this process is overall improvement of neurosurgical care mitigated by the focus placed on outcome collection. We are currently in the process of analyzing the longer-term patient care quality effect of the outcomes initiative and will be reporting these data in a later publication.
Methods
In an institution-wide initiative, the Mayfield Clinic, a single-specialty academic neurosurgery group, prospectively began to collect surgical case outcome data in 2006. Data were collected by physicians and ancillary personnel using the EMR system (Centricity, General Electric). Our practice includes 19 neurosurgeons who operate in multiple hospitals, including the University of Cincinnati Hospital (the only Level I trauma center in the region) and our ambulatory spine surgery center. Data were compiled and analyzed for 5361 consecutive elective and emergency surgical cases performed during 2009 to represent our often performed procedures (> 60/ year) ( Table 1 ). The insurance payer information for all patients is listed in Table 2 .
The Outcomes Project was overseen by a task force of physicians, nurses, and ancillary personnel and was led by a surgeon and a clinical nurse; this nurse's full-time job was dedicated to project implementation, data analysis, and auditing of the results. Based on the initial data parameters specified by the task force, we redesigned our EMR forms. During the initial 1-year trial period (2007) (2008) , 3 surgeons voluntarily monitored and troubleshot problems that were encountered using the process in their practices. Thereafter, the data collection process was integrated throughout our organization.
Outcome data were recorded on the health and functional status of the patient at specified point-of-service encounters in the immediate and delayed postoperative setting. The data format was tailored according to the preferences of the physician practices: those using dictations completed designated outcomes forms, whereas physicians using prespecified EMR forms filled in specific outcome fields. Data were recorded by physicians, nurses, nurse practitioners, medical secretaries, and medical assistants. If a nonphysician team member completed the outcome form, it was routed to the responsible physician for electronic sign-off. Data included LOS, major and minor complications, disposition at hospital discharge, return to work, scores on relevant validated scales (Oswestry Disability Index for patients with spinal disease, the Karnofsky Performance Scale and Eastern Cooperative Oncology Group Performance Status for patients with tumors, and the modified Rankin Scale for patients with vascular conditions and trauma), and symptom severity.
Complications were classified according to a combined scheme of type and severity along the lines of the National Cancer Institute Common Terminology Criteria for Adverse Effects (CTCAE version 4.0, ctep.cancer. gov). Major complications were defined as Grade 3 or 4 adverse effects along the system organ classes of nervous system disorders, infections and infestations, and surgical and medical procedures as deemed appropriate, or as Grades 2 through 4 for the development of a new stroke or new seizure disorder. Minor complications were defined as Grade 1 or 2 adverse effects or medical complications that, although related to the perioperative state of the patient, were not thought to be a direct result of the surgical intervention. Both minor and major complication EMR fields included a "none" rating to differentiate between the lack of complication or incomplete field (Appendix).
On an ongoing basis, compliance in recording outcome data was assessed. The results tabulated electronically every quarter included compliance (that is, rates of EMR outcome form completion), rates of major complications, specific clinical outcomes per procedure, LOS, and surgeon-specific clinical outcomes. We also compiled procedure-specific outcome data for 5 of our most commonly performed spinal and cranial procedures: craniotomy for aneurysm or intraaxial tumor, diagnostic cerebral angiogram, ACDF, and lumbar discectomy without instrumentation.
Auditing and Reporting Outcome Data
Our auditing process included a quarterly data review of randomly chosen (computer-generated) patient charts (5% for each surgeon). The audit included all information on the EMR and additional information from the hospital data systems. The great majority of the charts audited had the outcomes fields already completed by the physician teams. Our auditing process did not focus on charts with incomplete record fields. For all outcome categories identified, inconsistencies were reviewed and, if found discrepant, were adjudicated by the physician manager. The process by which the physician manager resolved an inconsistency was straightforward with the inclusion of all data reviewed and, when questionable, weighed toward overreporting a complication. For example, a lumbar laminectomy procedure had an outcome form that reported LOS information, discharge disposition, and no major complications; however, according to the hospital chart, a wound swab was positive for Staphylococcus aureus growth in culture. Therefore, the record was revised to include culture-proven infection (major complication), and the inconsistency was noted as a missed complication.
Quarterly reports included misreported complication rates and a confidential outcome review for each surgeon's most-often performed procedures. Results of clinical outcomes by procedure were quantified, both for each surgeon and the clinic as a whole, quarterly and for the duration of a surgeon's career at Mayfield Clinic. Blinded data were reviewed by our Risk Management Committee; this review was designed as an assessment of the organization's standards of quality rather than as a comparison among surgeons. If performance exceeds 2 standard deviations below the clinic norm, data are unblinded for assessment and intervention.
Results
During the 1-year period, of the 5361 surgical procedures performed by 19 neurosurgeons, about two-thirds were spinal procedures and slightly more than one-third were cranial procedures. Considering the complication data available for 4593 procedures (85.7%), 4367 (95.1%) had no complications. The rates of major complications reported included culture-proven infection (0.61%), CSF leakage (0.89%), reoperation within the same hospitalization (0.38%), and new neurological deficits (0.77%; Fig. 1 ). Discharge disposition included home in 86.2% of cases, rehabilitation center in 8.9%, and nursing home in 2.5%; 0.76% of patients died.
Compliance
Our first primary end point of organization-wide compliance (rates for completed fields in the EMR) improved for each successive quarter. The EMR field data were complete in 80.7% of records for major complications and 48.9% for discharge disposition during the first quarter; these rates increased to 90.3% and 58.9%, respectively, during the fourth quarter. Along with review of quarterly data reports, the physicians and staff received training in process implementation and reporting accuracy. We evaluated the rates of completion for the major complication field (that is, its absence or presence). For instance, the field for major complications for ACDF was complete for 79% in the first quarter and 95% in the fourth quarter following clinic-wide education about outcome reporting. Additionally, interventions targeted to improve reporting proved to be effective. For the physician office reporting on the presence or absence of major complications associated with diagnostic angiography, field completion was 41% in the first quarter and 74% in the fourth quarter. In comparison, completion rates for basic required universal fields, that is, patient weight and height, were 80.8% and 79.5%, respectively.
Auditing
Our second primary end point of accuracy of information recorded improved with each successive quarter. Of 5361 procedures performed, 265 charts (4.9%) were audited. During the study period, we identified missing data fields for major complications in 8.5% of the charts reviewed; however, this rate steadily declined for each successive quarter, starting at 11% and ending with 4%. Auditing was conducted 3 months after the quarter's end to ensure adequate time for complication recording.
Procedure-Specific Outcomes
Major complications by procedure are shown for 5 commonly performed procedures (craniotomy for aneurysm or intraaxial tumor, diagnostic cerebral angiogram, ACDF, and lumbar discectomy) (Fig. 2) . The median hospital LOS was 3 days for craniotomy for aneurysm or intraaxial tumor and less than 1 day for angiography, ACDF, or lumbar discectomy (Fig. 3) .
Reporting
Surgeon outcomes were compiled quarterly for each surgeon's most commonly performed procedures. Considering that the acuity and complexity of the disease naturally varied for each patient, no weighing process adjusted for these differences. However, each surgeon received his or her own quarterly data, his or her lifetime data with the clinic, and a glimpse into significant deviations from the clinic average. Our risk management committee reviewed individual surgeon reports in a blinded fashion to identify possible outlying results. Throughout this process, we found no instance that required unblinding and further review of the data.
Discussion
Evaluating our prospectively collected outcome data for more than 5000 surgeries during 2009, we achieved our primary end point of institution-wide compliance and data accuracy as evidenced by the improvement in reporting compliance for each successive quarter and the decreased rate of missed complications reported. Our compliance rates, although not yet optimal, continue to progress as we aim toward completely capturing all outcome data. As indicated in Results, completion of even rudimentary information fields (for example, height and weight) required for all patients hovered around 80% during the same period; this rate indicates a relatively high familiarity with the EMR but by no means a universal capture of all pertinent patient information. During the several years of development and pilot studies, we refined the components of this process to include staged implementation with physician oversight, nurse participation, point-of-service data capture, EMR form modification, targeted interventions in underperforming physician's offices, data auditing, and confidential reports to the surgeon.
With no universally accepted definition for quality of care, several outcomes studies have used surrogates for quality of care including patient-centered data, such as rates of mortality, major complications, and discharge disposition to home, and systemic indicators, such as hospital-level diagnosis-based data, 9 malpractice claims, 13 and accepted process adherence data. 17 These surrogates, although not accurately reflecting health care outcomes for individual patients, are nonetheless powerful indicators of certain dimensions of care averaged over many patients with similar conditions or similar treatments within specific-care settings. Analysis of such secondary databases is often accurate and relatively straightforward. As such, early outcomes research was performed in this fashion.
The study of secondary databases to derive quality of health outcomes has limitations related to data validity and general applicability of conclusions. A primary limitation is the inability to correlate data from individual patient hospitalizations. Because most secondary database information is de-identified, analysis of comorbidity and disease severity is limited. Information on secondary hospital-billing ICD-9 codes, traditionally used to stratify disease severity, can often be inaccurate and incomplete. Most importantly, the nature of secondary data makes auditing of the accuracy of individual patient data recorded impossible, disallowing data entry error recognition and correction.
Increasing evidence shows that secondary data analyses and surrogates of direct patient level outcomes, particularly for surgical interventions, may not accurately represent quality of care. In a 2010 study, Nicholas et al. 12 found low correlation between rates of compliance with perioperative process of care as suggested by the CMS SCIPs and postoperative patient outcomes in 2000 US hospitals. The authors emphasized a shift toward either more robust process measures or away from process measures altogether.
Collecting primary outcome data has limitations as well. The data can be difficult to measure accurately, or they can be easy to measure for small subgroups but difficult to generalize for other applications. One example is the measurement of patient mortality after surgical intervention, such as the system used to track mortality rates after coronary artery bypass graft surgery for hospitals and individual surgeons in New York state.
7 This initiative was widely commended and resulted in improvements in health care utilization and cardiac surgery outcomes. Mortality, although straightforward to measure, poses significant limitations when applied as a primary outcome measure, even related to inpatient surgical care. As Dimick et al. 4 suggested regarding surgical patients, a procedure must have a significantly high mortality rate if the rate is to function as a quality indicator. Similar to most noncardiac surgeries, the majority of neurosurgical procedures have nearly negligible mortality rates. Our overall mortality rate is 0.76% and 0.46% when adjusted to exclude emergency operative interventions for intracerebral nonaneurysmal hemorrhage; this rate is in the range of previously reported studies for neurosurgery (0.13%-1.3%) 5, 14 but is certainly much lower than the 3.3% ± 0.6% rate for inpatient admissions for coronary artery bypass graft (AHRQ, http://www.ahrq.gov/qual/nhqr04/ fullreport/Data_Tables/DT1_50.htm).
The alternative to primary outcome measures, such as surgical mortality, that are simple to define and collect but difficult to generalize may be a range of measures that can be difficult to define and measure but more relevant to health care delivery in most settings. In a VA study of perioperative outcomes, Khuri et al. 8 prospectively collected data from 400,000 surgical procedures performed at 123 VA hospitals. Data collected included rates of mortality and major complications, which are generally accepted as relevant and easily generalizable primary outcome measures. Patients reported 30-day outcomes and complications to the study coordinators in a process that allowed for correlation between the data and each patient's chart information. Although the process was effective, accuracy of data collection and auditing was limited; outcomes were reported in part by patients themselves and, given the large size of the study, only samples of patients were recorded and audited. Yet, similar to our experience, the authors found that the presence of on-site Fig. 3 . Hospital LOS for 5 commonly performed procedures. Because lumbar laminectomy without fusion and ACDF are now mostly performed as outpatient surgery in our practice, there is no LOS. In auditing our data for this outcome, we noted that this EMR field was incomplete for Quarters 1 and 2. Troubleshooting this process, we then found that our billing department could readily provide records for hospital LOS (Quarters 3 and 4).
trained clinical nurse coordinators ensured accurate collection, validity, and reliability for the data.
In a follow-up VA study, Ghaferi et al. 6 reviewed data for all general and vascular surgeries at 180 VA hospitals where expected mortality rates were greater than 1%. The authors created a prospective, de-identified, patient data registry that included mortality and morbidity hospitallevel data. However, again, the rates estimated were based on data collected in a random sampling of patients who underwent each procedure.
In the field of neurosurgery, notable examples of outcome studies based on disease-specific multiinstitutional databases are the Glioma Outcome Project collecting data on craniotomies for primary brain tumors, and the Scoliosis Research Society morbidity and mortality database for spinal surgery. 2, 5, 16 In both registries, data collection was standardized and yielded information for a number of surgical procedures. Yet, as they were multiinstitutional databases, the information was de-identified and could not be audited. Accuracy is ensured only by the completeness at initial input of the information by the primary provider, a weakness that is shared with most secondary database analyses.
Early in our process, we proposed that an effective and accurate system for outcome data collection should be EMR based, focused on point-of-service data collection, and coupled to a strong auditing process. Outcome information was collected within the EMR for various parameters that were important to patients, physicians, and payers along many point-of-care interactions. Auditing confirmed the accuracy of our process in a surgical subspecialty practice.
In agreement with a recently published smaller study on spine surgery that found prospectively collected, ICD-9 based complication rates to be more accurate than rates derived via retrospective analysis of the same data, 21 we found that our prospectively collected complication rates were similar to those of published smaller prospective disease-specific studies that, by design, were significantly more detailed. Our reported rate of major complications after craniotomy for an intraaxial brain tumor was 10.3%, similar to the 13% rate reported in a large prospective study by Sawaya et al.
14 Our major complication rates for ACDF and lumbar discectomy were 1.6% and 2.4%, respectively, similar to the 2.4% and 3.6% overall complication rates for such cases from the Scoliosis Research Society morbidity and mortality database.
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Study Limitations
Our process has several limitations, including that our data were typically provided by the primary surgeons. As others have shown, there is an inherent reservation for practitioners when individual providers' outcomes data become public. 3 However, our auditing process revealed a low rate of reported inaccuracies. We attribute this low reporting bias to the fact that all members of the health care team were empowered to record outcome information at each point of service. The accuracy of the information reported by the different-level providers (physician, nurse, and medical assistant) was not addressed in this study and may be another important source of bias.
Nonetheless, expansion of the auditing review beyond the random 5% of each surgeon's cases may be prudent. Additionally, targeted review of random samples of the charts with unreported complications may reveal a bias of underreporting of major complications when they occur; however, our auditing process to date has not revealed any differences in accuracy between the charts with complete or incomplete outcome fields.
Despite the adoption of the National Cancer Institute Common Terminology Criteria for Adverse Effects in defining complication severity, what constitutes a procedure-related complication remains subject to debate. Sentinel events or laboratory results are not open to interpretation, yet other outcomes are harder to define. Transient ones, such as the postoperative development of a new neurological deficit, may be expected to improve in the immediate postoperative period. Others, such as fusion following spinal instrumentation, have no universally used diagnostic criteria.
15 Timing of such events can also diminish reporting accuracy, such as the case of a spinal instrumentation failure identified 6 months postoperatively that was in fact previously unrecognized yet related to the initial procedure.
The definitions of major and minor complications were relative and should not be interpreted as important versus unimportant ones. Although these designations were initially made for practical reasons related to the design complexity of the EMR forms, our experience has shown that redesigning the forms to include all relevant complications (both surgical and medical) under a single field may be better.
Detailed analysis of disease-specific outcomes rather than procedure-related outcomes may allow the identification of inaccuracies that are not yet obvious. Rates of compliance with established guidelines for certain diseases were not tabulated and will be reported in subsequent studies. Reporting accuracy for comorbidities varied, given that, at times, there was a lack of available clinical history for the patient, particularly in cases of an urgent or emergency procedure. This limitation, combined with the frequent multiorgan effects of severe brain and spine injury, made identification of procedure-related complications inadequate at times. Although emergency procedures constitute only a small fraction of the total volume, these cases still may have caused inaccuracies in our reported rates.
Last, but by no means least, the patient population under study is of paramount importance with respect to outcomes of surgical intervention. As the primary end points were related to implementation of our outcome collection process, we purposefully did not significantly delve into patient characteristics. Although representative of any other setting, our practice spans the world of academic and private practice neurosurgery and covers the entire breadth of neurosurgical procedures performed nationally. The payer mix and the ratio of emergency to elective surgery are representative of many other large practices.
Despite these limitations, our large study during this multiyear endeavor has brought many lessons bearing on the development and implementation of a process that can be generalized for many medical settings, thus helping practices achieve easier, quicker success in collecting outcome data. First, detailed planning of the parameters to be measured, with good definitions and time points, was crucial in facilitating EMR design and implementation, and avoiding down-the-line modifications that disrupt the process. Second, given that the data gathering involved most of our organization, system-wide education on this process was imperative. Focused interventions in underperforming offices often showed misunderstandings about the process; these were generally well accepted and effective. Third, a trial period, when a few technology-apt physicians input data and identified systemic problems, was important for a smooth organization-wide implementation. Fourth, auditing is a must. Our auditing process surveyed a random percentage of patients' charts, although alternative ways can be equally effective. Finally, quarterly presentations reviewed by all those involved served as a powerful motivator for the continued success of the initiative.
The overarching goal of this process is the improvement of quality of surgical care that we provide our patients. During these initial 5 years of development, we
have not yet proven that quality enhancement is a measurable result of our intervention. Qualitatively, however, the culture of our entire organization has benefited from the increased attention to outcomes. That is, clinic-wide our point-of-care interactions are designed to immediately report untoward events directly on specific outcome forms that are now familiar to all health care providers. This improvement has provided a focus on overall patient care that was previously tedious, fragmented, and often inaccurate.
Conclusions
The future direction of our effort focuses on enhancing the accuracy of outcome information collected. Analyzing disease-specific data, interfacing with the neurosurgical ICU database to improve the accuracy of reporting complications in the face of comorbidities, introducing risk adjustment for disease severity, and broadening the auditing process are all processes underway. As accurate outcome data become available, the biggest challenge will be determining how to use the information creatively in ways that effect changes in treatment and ensure outcome improvement.
