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Abstract
An identity orientation of a graphG= (V ,E) is an orientation of some of the edges of E such that
the resulting partially oriented graph has no automorphism other than the identity. We show that the
complete bipartite graphKs,t , with s t , does not have an identity orientation if t3s−log3(s−1).
We also show that if (r+ 1)(r+ 2)2s thenKs,3s−r does have an identity orientation. These results
improve the previous bounds obtained by Harary and Jacobson (Discuss. Math. - Graph Theory 21
(2001) 158).We use these results to determine exactly the values of t for which an identity orientation
of Ks,t exists for 2s17.
© 2004 Published by Elsevier B.V.
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1. Introduction
An identity orientation of a graph G = (V ,E) is an orientation of some of the edges
of E such that the resulting partially oriented graph has no automorphism other than the
identity [3]. Harary and Jacobson [4] posed the following problem: For which values
of s, t does the complete bipartite graph Ks,t have an identity orientation? They estab-
lished that if s2 and t3s , thenKs,t has no identity orientation. Furthermore, they showed
that if t = 3s − s/3 then Ks,t does have an identity orientation. They also established
that K1,3,K2,8,K3,26,K4,79 have identity orientations but K1,4,K2,9,K3,27,K4,80 do not
have identity orientations. Our purpose is to improve the aforementioned bounds.
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We start with the necessary background, notations and deﬁnitions. In Section 2, we derive
an improved lower bound for values of t for which an identity orientation of Ks,t does not
exist. We use this improved lower bound to determine the exact threshold value of t for
whichK5,t andK6,t have an identity orientation (andK5,t+1,K6,t+1 do not). In Section 3,
we discuss howwe can use the ideas presented in Section 2 to determine the threshold value
of t for whichKs,t has an identity orientation for 7s17. In Section 4, we present a better
upper bound for the values of t for which an identity orientation of Ks,t exists. We use the
improved lower and upper bounds to show that an identity orientation of K10,310−2 does
not exist but K10,310−3 has an identity orientation. We also use the ideas presented here to
determine exactly, for 2s17, the values of t for which Ks,t has an identity orientation.
1.1. Background and deﬁnitions
We follow in general the graph theoretic terminology of [1,2].
To orient an edge e = uv of a graph G = (V ,E) is to assign one of the two possible
directions (u, v) or (v, u) to e. An oriented graph is obtained from a graph G by orienting
every edge of G. Let V be a ﬁnite set of nodes and Ê ⊂ V × V × {1, 0,−1} that satisﬁes
the constraints
• ∀u, v ∈ V, u = v ⇒ (u, v, d) ∈ Ê for at most one d ∈ {1, 0,−1} and
• (u, v, d) ∈ Ê ⇔ (v, u,−d) ∈ Ê.
A partially oriented graph G can then be represented as a pair (V, Ê). Intuitively, for
the 3-tuple (u, v, d), d = 1 corresponds to the orientation (u, v), d = 0 means that {u, v}
is not oriented and d = −1 corresponds to the orientation (v, u). If (u, v, d) /∈ Ê for any
d ∈ {1, 0,−1}, this corresponds to the nonexistence of edge {u, v} in G.
An automorphism  of a partially oriented graph G= (V , Ê) is a 1–1, map from V to V
that satisﬁes
∀u, v ∈ V [(u, v, d) ∈ Ê ⇔ ((u),(v), d) ∈ Ê].
For any partially oriented graph, the identity function is trivially an automorphism. An
automorphism that is not the identity is called a nontrivial automorphism.
By deﬁnition, a permutation of a ﬁnite set S is a 1–1 map from S onto S. An s-vector u
over S is an s-tuple 〈u1, u2, . . . , us〉 where each ui ∈ S. A permutation  of {1, 2, . . . , s}
applied to u results in the s-vector (u)= 〈u(1), u(2), . . . , u(s)〉.
2. A better lower bound for nonexistence of identity orientations for Ks,t
We show that if t3s − log3(s − 1) then Ks,t does not have an identity orientation.
This improves the result in Harary and Jacobson [4], where it was shown that if t3s
then Ks,t has no identity orientation. For simplicity, the proof is obtained via a sequence
of lemmas.
2.1. Some simple combinatorial lemmas
The proofs of the following statements are straightforward.
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Lemma 1. Let ={a1, a2, . . . , ak} be a ﬁnite set of size k1. Let r, s be positive integers
with s > kr . Let {u1, u2, . . . , ur} be any set of r s-vectors over . Then there exists a
nontrivial permutation  of {1, 2, . . . , s} such that for all i, 1 ir , (ui)= ui .
For 1 is, let ci be the r-vector (u1i , u2i , . . . , uri). If for some 1 i < js, ci = cj ,
then the permutation that maps i and j to each other and is the identity on the rest of the
elements of {1, 2, . . . , s} − {i, j} is a permutation of the required type. Since there are
only kr distinct r-tuples, if s > kr a non-trivial permutation of the required type must exist.
Lemma 2. Let G = (V ,E) be a partially oriented graph. Let u ∈ V and let  be a
nontrivial automorphism of G such that (u) = u. Then  restricted to V − {u} is a
nontrivial automorphism of G− u.
Corollary 3. Let G = (V ,E) be a partially oriented graph. Let S ⊂ V and let  be a
nontrivial automorphism ofG such that for all u ∈ S,(u)=u. Then is also a nontrivial
automorphism of G− S.
2.2. A special orientation of Ks,3s
Let the vertex set ofKs,t be U ∪W where |U | = s, |W | = t and s t as above, and each
edge joins a vertex of U and a vertex of W. Number the nodes of U as {1, 2, . . . , s}. Let
K̂s,t = (U ∪W, Ê) be a partial orientation of Ks,t . For each i ∈ {1, 2, . . . , s}, let li (w) be
the unique d ∈ {1, 0,−1} such that (w, i, d) ∈ Ê. For a vertex w ∈ W , we can then assign
a label, l(w), as follows:
l(w)= 〈l1(w), l2(w), . . . , ls(w)〉.
It is worth noting that if ∃w1, w2 ∈ W,w1 = w2 such that l(w1)= l(w2), then deﬁned
below is a nontrivial automorphism of K̂s,t :
(w1)= w2,
(w2)= w1,
∀x ∈ U ∪W − {w1, w2}, (x)= x.
It is possible to partially orient Ks,3s in a way such that
∀w1, w2 ∈ W [w1 = w2 ⇒ l(w1) = l(w2)].
In such a partial orientation, the labels of the vertices inW are all possible 3s s-vectors over
{1, 0,−1}. Let K̂s,3s be the partially oriented graph that results from any such orientation
and let Ê denote its edge set.
Deﬁnition 4. Let U ∪W be the vertex set of K̂s,3s . Let  be a permutation of {1, 2, . . . , s}
and w a vertex in W . Let w′ be the unique vertex in W with l(w′) = (l(w)). Then 
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denotes the function from U ∪W onto U ∪W deﬁned as follows:
(i)= −1(i), if i ∈ U,
(w)= w′, if w ∈ W.
Note that  is well-deﬁned as for any s-vector a over {1, 0,−1} there exists a unique
vertex wa ∈ W such that l(wa)= a.
Lemma 5. If  is a permutation of {1, 2, . . . , s}, then  is an automorphism of K̂s,3s .
Proof. We must show that (v, i, d) ∈ Ê ⇔ ((v),(i), d) ∈ Ê.
⇒: (v, i, d) ∈ Ê ⇒ li (v)= d .
Since l((v))= (l(v))= 〈l(1)(v), l(2)(v), . . . , l(s)(v)〉,
it follows that 〈(v),−1(i), l(−1(i))(v)〉 ∈ Ê, that is,
〈(v),(i), d〉 ∈ Ê.
⇐: This is established in a similar fashion. 
2.3. A better lower bound
Theorem 6. Let r be an integer such that 3r+1s. ThenKs,3s−r does not have an identity
orientation.
Proof. Let t = 3s − r . Consider any partial orientation K̂s,t and assign the labels to the
vertices of V as described previously. If two different vertices u, v ∈ V get the same label,
then the resulting orientation has a nontrivial automorphism. Otherwise, every vertex in V
gets a distinct label. Hence, this orientation can be thought of as being obtained from one
of the special orientations of K̂s,3s by deleting the vertices with the r “missing” labels.
Let {u1, u2, . . . , ur} be the missing labels in the orientation ofKs,t and let {v1, v2, . . . , vr}
be the vertices of Ks,3s that have these labels. Since the ui are s-vectors over {1, 0,−1}
and s3r + 1 by Lemma 1 there exists a nontrivial permutation  of {1, 2, . . . , s} such
that for all i, 1 ir , (ui) = ui . Consider the automorphism  of Ks,3s . For each
i, 1 ir , (vi) = vi . Then, by Corollary 3,  is also a nontrivial automorphism of
K̂s,3s − {v1, v2, . . . , vr} = K̂s,t . 
Corollary 7. If t3s − log3(s − 1) then Ks,t does not have an identity orientation.
Corollary 8. The graphs K5,242 and K6,728 do not have identity orientations.
This ﬁlls the gap in the result of Harary and Jacobson that states that K5,241 and K6,727
do have identity orientations.
Corollary 9. The graph K10,310−2 does not have an identity orientation.
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3. Discussion and further results
Ideas in the previous section can be extended to prove the following:
Lemma 10. Let t > s and let K̂s,t be any orientation of Ks,t such that all vertices w ∈ W
have a different label. Then any automorphism of K̂s,t is an induced automorphism  for
some permutation  of U .
Proof. Let  be any automorphism of K̂s,t . Since t > s the degree constraints imply that
(U) = U and (W) =W . Hence,  induces a permutation  on U. Let w be any vertex
in W. Since  is an automorphism, it follows that (w) = w′ where l(w′) = −1(l(w′)).
Hence,  is the induced automorphism  where = −1. 
Theorem 11. The graphs K7,37−2 and K8,38−2 have identity orientations.
Proof. Consider the partial orientation K̂7,37−2 which is obtained from K̂7,37 by removing
the two vertices with labels
1 1 1 0 0 −1 −1
1 0 −1 0 −1 0 −1
Note that in K̂7,37−2 the vertices 1, 2, 3, 4, 7 of U have distinct degree triples (d+, d0, d−).
Moreover, these triples are different from the triple for vertices 5 and 6 which have the
same degree triple. Hence the only possible nontrivial automorphism of K̂7,37−2 must map
vertex 5 to vertex 6 and every other vertex in U to itself. But then the vertex w ∈ W
with l(w) = 〈1, 1, 1, 0,−1, 0,−1〉 must be mapped to a vertex w′ ∈ W with l(w′) =
〈1, 1, 1, 0, 0,−1,−1〉. But no vertex inWhas this label since the vertexwith label 〈1, 1, 1, 0,
0,−1,−1〉 was removed. Hence, this is an identity orientation of K̂7,37−2.
Similarly, removing the two vertices with labels
1 1 1 0 0 0 −1 −1
1 0 −1 1 0 −1 0 −1
from K̂8,38 yields an identity orientation of K8,38−2. In this case, vertices 1, 3, 5, 8 of U
have distinct degree triples (d+, d0, d−). Vertices 2 and 4 have the same degree triple and
this triple differs from the degree triple of vertices 6 and 7 which have the same degree
triple. Hence any non-trivial automorphism of K̂8,38 must be identity on {1, 3, 5, 8} and
must either map vertex 2 to vertex 4 or map vertex 6 to vertex 7. If vertex 2 is mapped
to vertex 4 but vertex 6 (and hence vertex 7) is mapped to itself, then the vertex w ∈ W
with label l(w) = 〈1, 0, 1, 1, 0, 0,−1,−1〉 must map to a vertex w′ ∈ W with l(w′) =
〈1, 1, 1, 0, 0, 0,−1,−1〉. But no vertex inW ′ has this label since the vertex with this label
was removed. If vertex 2 is mapped to vertex 4 and vertex 6 is mapped to vertex 7, then the
vertexw′ ∈ W with label l(w)=〈1, 0, 1, 1, 0,−1, 0,−1〉mustmap to a vertexw′ ∈ W with
l(w′)=〈1, 1, 1, 0, 0, 0,−1,−1〉. But no vertex inW ′ has this label since the vertex with this
label was removed. Finally, if vertex 2 (and hence vertex 4) is mapped to itself and vertex 6
is mapped to vertex 7, then the vertex w ∈ W with label l(w) = 〈1, 1, 1, 0, 0,−1, 0,−1〉
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must map to a vertex w′ ∈ W with l(w′) = 〈1, 1, 1, 0, 0, 0,−1,−1〉. But no vertex in W ′
has this label since the vertex with this label was removed. 
Interestingly, we can also establish that:
Theorem 12. The graph K9,39−2 does not have an identity orientation.
Proof. Consider any oriented K̂9,39−2. Label the vertices in W as before. Once again if
any two different vertices inW get the same label, then this is not an identity orientation.
Otherwise, think of K̂9,39−2 as K̂9,39 with only two labels “missing”. Let v1, v2 be the two
vertices of K̂9,39 that have the label u1, u2 respectively which are missing from Kˆ9,39−2.
Both the missing labels u1, u2 (which are 9-vectors) must have three 0’s, three 1’s and
three−1’s. If not, let u1 have four 0’s in positions j1, j2, j3, j4. Within these four positions
of u2 one of 0, 1 or −1 must repeat. Let us say this happens for positions jk1 and jk2 . Then
consider the permutation  of {1, 2, . . . , s} that maps jk1 and jk2 onto each other and is the
identity elsewhere. The automorphism  of K̂9,39 induced by this  maps each of v1, v2
onto itself and hence is an automorphism of Kˆ9,39−2.
Otherwise, without loss of generality let u1 = 〈1, 1, 1, 0, 0, 0,−1,−1,−1〉. If the ﬁrst
three positions of u2 are not a permutation of 0, 1,−1, one can again easily construct an
automorphism as before that maps the vertices v1, v2 with labels u1, u2 to themselves.
Hence, without loss of generality,
u2 = 〈1, 0,−1, 1, 0,−1, 1, 0,−1〉.
In this case, consider the permutation
= (1)(5)(9)(2 4)(3 7)(6 8).
Then (u1)= u2 and (u2)= u1. Hence,  maps the vertices v1, v2 with labels u1, u2
to each other. So, it is also an automorphism of K̂9,39−2. Obviously, it is nontrivial. 
This completes the result of Harary and Jacobson [4] that states that K9,39−3 does have
an identity orientation.
4. A better upper bound for the existence of an identity orientation for Ks,t
Let Pt(r) denote the number of ordered t-partitions of r where 0 partitions are allowed.
Note that, equivalently,Pt(r) is the number of non-negative integral solutions to the equation






For a given s, let rs denote the smallest integer r such that P3(r)s. It is easy to estab-
lish that:
Fact 1: For all s > 0, rs = 
√
2s − 3/2.
Fact 2: For all s > 2, rs < 3s−2.
Fact 3: For all s > 2, 2rs < s < 3s−1.
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Let A be a set of s-vectors over {1, 0,−1}. For each a ∈ {1, 0,−1} let #aA(i) denote the
number of vectors in Awhose ith component is a. For 1 is, the ith column-sum triple is
the triple 〈 #1A(i),#0A(i), #−1A(i)〉. The set A is said to have distinct column-sum triples
if for all 1 i < js, the ith column-sum triple is different from the jth column-sum triple.
In what follows, we shall omit the subscripts in the notation when the set A is clear from
the context.
Theorem 13. Let r be the smallest integer such that P3(r)s. Let rj3s − r . Then
there exists a set J of j distinct s-vectors over {1, 0,−1} that has distinct column-sum
triples.
Proof. The proof is by induction on s. If s= 1, then r = 0. Hence, 0j3. Choosing J as
a subset of {〈1〉, 〈0〉, 〈−1〉} with cardinality |J | = r the claim holds for s = 1.
It is also easy to see the result for s = 2. In this case, r = 1 and 1j8.
For j=1,J1={〈0, 1〉}, for j=2,J2={〈1, 1〉, 〈0, 1〉}, for j=3,J3={〈1, 1〉, 〈0, 1〉, 〈−1, 1〉}
and for j = 4, J4 = {〈1, 1〉, 〈0, 1〉, 〈−1, 1〉, 〈1, 0〉} are appropriate choices. For 5j8,
J = {1, 0,−1}2 − J9−j is the appropriate choice.
Let s > 2. Assume that the theorem holds for all q < s. Let r be the smallest integer such
that P3(r)s.
To establish the result for s, we split the values of j into four ranges:
1. rj3s−1 − r . Let r ′ be the smallest integer such that P3(r ′)s − 1. Clearly,
r ′r . Hence r ′j3s−1 − r ′. By the inductive hypothesis, there exists a set of J ′ of
(s − 1)-vectors with |J ′| = j that has distinct column-sum triples. Consider the equation
x1 + x2 + x3 = j . Each of the (s − 1) column-sum triples of J ′ satisﬁes this equation.
Moreover, since P3(j)P3(r)s, there exists a solution (t1, t2, t3) to this equation that is
different from any of the (s − 1) column-sum triples. We modify J ′ to a set of s-vectors J
by making 1 the sth component of the ﬁrst t1 vectors of J ′, making 0 the sth component of
the next t2 vectors of J ′ and making −1 the sth component of the remaining t3 vectors of
J ′. Then the set J of s-vectors has distinct column-sum triples and |J | = j .
2. 3s−1 − r < j3s−1 + r . We ﬁrst note that since s > 2, r > 0. Consider the set T of all
3s−1 s-vectors over {1, 0,−1} whose last component is 1. If j3s−1, say j = 3s−1− k, let
T ′ be the set of vectors obtained by removing from T the following r + k s-vectors:
r + k vectors


1 1 1 . . . 0 1 1 . . . 1 1
1 1 1 . . . 1 1 1 . . . 1 1
. . . . . . 1 1 1 . . . 1 1
. . . . . . 1 1 1 . . . 1 1
. . 0 . . . 1 1 1 . . . 1 1
1 0 1 . . . 1 1 1 . . . 1 1
0 1 1 . . . 1 0 0 . . . 0 1
Note that this is possible by Fact 3 as r+k2r−1<s−1 for s > 2. In the special casewhere
r=1 and k=0, we continue the construction by removing the single s-vector 〈1, 1, 1, . . . , 1〉
from T. The above set of vectors has the same column-sum triple (r+k−1, 1, 0) for each of
the ﬁrst s−1 columns and hence T ′ also has the same column-sum triple for each of the ﬁrst
s − 1 columns. Let R be a set of r (s − 1)-vectors with distinct column-sum triples. The set
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R exists by inductive hypothesis as rs−1rs = r3s−1 − rs−1 by Fact 3. Let R′ be the set
of r s-vectors obtained by adding 0 as the last component to all the vectors in R. Then the set
T ′ ∪ R′ has distinct column-sum triples. This is true obviously for the ﬁrst s − 1 columns.
The column-sum triple for the last triple is different from all the other column-sum triples
because the last column has at least 3s−1−2r+1 1’s, which is more than any other column
(at most 3s−2) by Fact 2. If j > 3s−1 say j = 3s−1 + k′, repeat the above construction by
removing the following r − k′ s-vectors
r − k′ vectors


1 1 1 . . . 0 1 1 . . . 1 1
1 1 1 . . . 1 1 1 . . . 1 1
. . . . . . 1 1 1 . . . 1 1
. . . . . . 1 1 1 . . . 1 1
. . 0 . . . 1 1 1 . . . 1 1
1 0 1 . . . 1 1 1 . . . 1 1
0 1 1 . . . 1 0 0 . . . 0 1
from T. Once again, the special case where r − k = 1, is handled by removing the single
s-vector 〈1, 1, 1, . . . , 1〉 from T.
3. 3s−1 + r < j < 3s/2. Once again, let T be the set of all 3s−1 s-vectors over {1, 0,−1}
whose last component is 1.We will add a set of k=j−3s−1 s-vectors with distinct column-
sums to T to obtain the desired set. Since 3s−1 + r < j < 3s/2, r < k < 3s/2 − 3s−1 or
r < k < 3s−1/2. Since r < 3s−1/2, r < k < 3s−1 − r . Hence by the inductive hypothesis,
there is a set K of k (s − 1)-vectors with distinct column-sums. Add to T the set K × {0}.
This set has all distinct column sums and has cardinality j.
4. 3s/2<j3s − r . Here, r3s − j < 3s/2. From cases 1–3 it follows that there
exists a set of s-vectors J ′ with |J ′| = 3s − j with distinct column-sum triples. Then
J ={1, 0,−1}s − J ′ is a set of j s-vectors with distinct column-sum triples. Note that cases
1–3 use the inductive hypothesis to prove the existence of the desired set J ′.
This establishes the result for s and hence completes the proof. 
Corollary 14. Let r be the smallest integer such that P3(r)s. Let r t3s − r . Then
Ks,t has an identity orientation.
Proof. Let K̂s,t be the partial orientation obtained by assigning to the vertices v1, v2, . . . , vt
of W a set of distinct labels from {1, 0,−1}s that constitute a set of vectors with distinct
column-sum triples. Then all the vertices u ∈ U have distinct (d+(u), d0(u), d−(u)) triples.
Let  be any automorphism of K̂s,t . If t = s, then (U)=U and consequently (W)=W .
These two conditions imply that for all u ∈ U , (u) = u and hence also for all v ∈ W ,
(v)= v. Hence,  is the identity automorphism.
For the case when t = s, let U = {u1, u2, . . . , us} and W = {v1, v2, . . . , vs}. The
orientation where the edge {ui, vj } is directed as (ui, vj , 1) iff j i is an identity ori-
entation of Ks,t . 
This vastly improves the result of Harary and Jacobson [4], where it was shown that
Ks,3s−s/3 has an identity orientation.
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Corollary 15. The graph K10,310−3 has an identity orientation.
Explicitly, the three labels that could be removed from K̂10,310 to get an identity orien-
tation of K10,310−3 are:
1 1 1 1 1 1 0 0 0 −1
1 1 1 0 0 −1 0 0 −1 −1
1 0 −1 0 −1 −1 0 −1 −1 −1
This complements the result proved earlier that K10,310−2 does not have an identity
orientation.
Combining the ideas presented in this section with the ideas in the previous section, we
can also see thatK11,311−3 has an identity orientation. Explicitly, the three labels that could
be removed from K̂11,311 to get an identity orientation of K11,311−3 are:
1 1 1 1 1 1 0 0 0 −1 0
1 1 1 0 0 −1 0 0 −1 −1 1
1 0 −1 0 −1 −1 0 −1 −1 −1 −1
The reason this yields an identity orientation of K10,311−3 is that in any automorphism
 of K̂10,311−3 all vertices of U except 5 and 11 must map onto themselves. Moreover, if
 is nontrivial, 5 and 11 must map onto each other. But then for the vertex w ∈ W with
label 〈1, 1, 1, 1, 0, 1, 0, 0, 0,−1, 1〉,(w)must have a label 〈1, 1, 1, 1, 1, 1, 0, 0, 0,−1, 0〉
which is one of the removed labels.
A similar argument shows thatK12,312−3 has an identity orientation. Explicitly, the three
labels that could be removed from K̂12,312 to get an identity orientation of K12,312−3 are:
1 1 1 1 1 1 0 0 0 −1 0 0
1 1 1 0 0 −1 0 0 −1 −1 1 1
1 0 −1 0 −1 −1 0 −1 −1 −1 −1 1
The same idea can be used to show that for 13s17,Ks,3s−3 has an identity orientation.
The appropriate three labels to be removed from W are obtained by choosing the ﬁrst s
columns of the following three 17-vectors:
1 1 1 1 1 1 0 0 0 −1 0 0 1 0 −1 −1 −1
1 1 1 0 0 −1 0 0 −1 −1 1 1 −1 1 −1 0 0
1 0 −1 0 −1 −1 0 −1 −1 −1 −1 1 1 0 1 0 −1
5. Conclusions
We established general better upper and lower bound results for whenKs,t has an identity
orientation. This allowed us to establish the following speciﬁc results:
• For 2s3, Ks,t has an identity orientation iff 1 t3s − 1.
• For 4s8, Ks,t has an identity orientation iff 2 t3s − 2.
• For 9s17, Ks,t has an identity orientation iff 3 t3s − 3.
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