



ANALISA DAN PERANCANGAN SISTEM 
Pada bab ini membahas analisa dan perancangan sistem, analisa sistem 
meliputi arsitektur sistem, deskripsi sistem, persiapan data dan analisa kebutuhan 
fungsional, sedangkan perancangan sistem meliputi Deep Learning, Long Short  
Term Memory dan perancangan antarmuka. 
Pada penelitian ini, dibangun sistem yang mendukung data prediksi data 
time series dengan menggunakan metode Deep Learning dan arsitektur Long Short  
Term Memory pada data curah hujan kota Malang. Data ini  didapat dari sumber  
yang sudah dikaji sebelumnya. 
3.1. Analisa Sistem 
3.1.1. Arsitektur Sistem 
Pada aplikasi ini, menu dibagi menjadi 3 yaitu : 
1. Manajemen Data Curah Hujan 
Berfungsi untuk mengelola data curah hujan. 
2. Proses Prediksi 
Merupakan pengolahan data masa lalu guna melihat perkiraan data di masa 
depan.  
3. Uji Prediksi   
Berfungsi untuk kelola data hasil prediksi.  
Berikut arsitektur sistem disajikan pada Gambar 3.1 
 
Gambar 3. 1 Arsitektur Sistem 
3.1.2. Deskripsi Sistem 
Deskripsi sistem pada aplikasi regresi curah hujan ini meliputi prediksi 
curah hujan dan error rate (RMSE). User hanya dapat melakukan prediksi 
berdasarkan jumlah data yang ada. Misal data dimasa lalu berjumlah 10.000 data, 
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maka data seluruhnya digunakan sebagai acuan untuk memperkirakan data masa 
depan.  
Pada aplikasi ini, jaringan LSTM mengumpulkan data dan alur yang 
dijelaskan pada Aplikasi Prediksi Curah hujan untuk memprediksi waktu prakiraan. 
Singkatnya, aplikasi menggunakan nilai data untuk memprediksi kapan terjadi 
curah hujan di masa depan sehingga prakiraannya bisa direncanakan terlebih 
dahulu. 
Sistem ini berfungsi sebagai panduan bagi yang ingin mengetahui prediksi 
curah hujan dan menggunakan alur dimana sumber data yang tepat digunakan untuk 
membuat prediksi. Dalam alur prediksi curah hujan yang lebih tepat seperti dalam 
Panduan aplikasi prediksi curah hujan, ada banyak sumber data lainnya. Yang 
mungkin memerlukan jenis data yang berbeda untuk digunakan dalam Deep 
Learning. 
3.1.3. Persiapan Data 
Data yang digunakan untuk penelitian ini diperoleh dari kantor BMKG 
Malang dari tahun 1989 hingga tahun 2017. Secara keseluruhan data dari tahun 
1989 hingga tahun 2017. Atribut yang digunakan pada data tersebut yaitu atribut 
Curah Hujan. Data tersebut dijadikan acuan sebagai informasi dari masa lalu yang 
mana akan digunakan pada proses pelatihan data (data training) menggunakan Deep 
Learning dengan arsitektur Long Short Term Memory (LSTM). 
3.1.4. Sample Data 
Sample data adalah contoh sekumpulan data mentah. Dalam penelitian ini 
ada banyak datanya, tetapi hanya beberapa saja yang akan ditampilkan dan menjadi 
isi dari sample data penelitian ini. Table 3.1 adalah contoh isi dari sample data untuk 
selama 1 bulan penuh yaitu bulan januari tahun 2017. 




































































2017 22,2 27,8 
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2017 20,9 26,4     
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3.1.5. Preprocessing Data 
Preprocessing data merupakan sebuah proses dimana data yang akan 
digunakan sebagai pelatihan disiapkan terlebih dahulu. Pada penelititan ini 
preprocessing data disiapkan dengan melalui sebuah proses untuk menangani data 
yang hilang atau kosong dengan berbagai cara seperti mencari rata-rata suatu atribut 
untuk kelas yang sama. 
Kemudian data di normalisasi menggunakan MinMaxScaler dengan range 
(0, 1). Metode Min-Max merupakan metode normalisasi dengan melakukan 
transformasi linier terhadap data asli. Peneliti dapat dengan mudah menormalkan 





𝑥′ : Data setelah dinormalisasikan  
𝑥: Data yang akan dinormalisasikan  
𝑚𝑖𝑛X : Nilai minimum dari keseluruhan data  
𝑚𝑎𝑥X : Nilai maksimum dari keseluruhan data 
3.1.6. Deep Learning (LSTM) 
Deep learning merupakan istilah yang digunakan untuk “jaringan saraf 
ditumpuk” yaitu jaringan yang terdiri dari jumlah layer yang banyak. Perbedaan 
Deep learning dengan neural network  yaitu Deep Learning mempunyai lebih 
banyaknya hidden layer.[20] 
Deep learning mungkin menjadi cabang dari machine learning karena 
didukung sekelompok algoritma yang merupakan model abstraksi tingkat tinggi 
dengan struktur yang rumit.[6] Deep learning merupakan elemen yang lebih luas 
dari machine learning karena dapat memproses dan merepresentasikan informasi-
informasi yang ada yang ada menjadi sebuah informasi yang dicari atau diharapkan. 
Contoh hasil implementasi dari deep learning yaitu dalam pengenalan wajah atau 







seperti Convolutional neural networks, Deep belief networks, Deep reservoir 
computing, Deep Boltzmann machines, Long Short Term Memory (LSTM). Pada 
penelitian ini peneliti menggunakan LSTM karena sangat sesuai untuk belajar dari 
pengalaman untuk mengklasifikasikan, memproses dan memprediksi deret waktu 
yang diberikan dengan waktu yang tidak diketahui dan terikat antara kejadian 
penting. Kemudian kelebihan LSTM yaitu unggul dalam mengingat nilai untuk 
periode waktu yang panjang atau pendek. Tidak hanya itu, LSTM mempunyai 
kelebihan yaitu hemat penggunaan memori karena LSTM dapat menghapus 
informasi atau data yang tidak diperlukan, jadi data tidak menumpuk dan tidak 
menghabiskan memori. 
Long Short Term Memory (LSTM) adalah arsitektur yang sangat sesuai 
digunakan untuk mengklasifikasikan, memproses dan memprediksi deret waktu 
bila ada kekurangan waktu yang tidak diketahui dan terikat antara kejadian penting. 
Unit LSTM adalah unit jaringan rekuren yang unggul dalam mengingat nilai untuk 
jangka waktu yang panjang atau pendek. Semua jaringan saraf rekuren memiliki sel 
berulang yang berbentuk rantai. Dalam RNN standar, modul berulang ini memiliki 
struktur yang sangat sederhana yaitu lapisan tanh tunggal. LSTM juga memiliki 
struktur seperti rantai, namun modul berulangnya memiliki struktur yang berbeda. 








Pengujian wajib dilakukan untuk mengukur keberhasilan dalam melakukan 
suatu prediksi dengan mengukur kesalahan dari hasil prediksi. Pengujian pada 
penelitian ini dilakukan dengan cara mengukur tingkat kesalahan dari hasil prediksi 
adalah menggunakan rumus RMSE (Mean Squarred Error). Rumus uji prediksi 
tersebut diterapkan dalam program yang sudah dibuat. Berikut adalah nilai 
parameter yang akan diuji: 
- Komposisi data : data train 50% data test 50%, data train 60% data test 
40%, data train 70% data test 30%, data train 80% data test 20%, data 
train 90% data test 10% 
- Jumlah neuron pada hidden layer 16, 32, 64, 128, 256, 512 dan 1024. 
- Jumlah epoch 100, 150, 200, 250, 300, 350, 400, 450, 500, 550, dan 600. 



















Gambar 3. 3 Flowchart sistem 
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1. Input Data, Data yang telah didapat dimasukkan ke dalam program untuk 
selanjutnya dilakukan tahap preprocessing atau tahap pembersihan. 
2. Cleaning Data, dilakukan dengan menghapus atribut yang tidak diperlukan.  
3. Mengisi data yang kosong dengan cara mencari data yang paling banyak muncul 
pada tanggal dan bulan tersebut. 
4. Menormalisasi data atau membuat data numeri atau data yang berupa angka 
tersebut nilainya berada dalam rentang 0 – 1. Dan data akan dibagi menjadi data 
train yang akan dalam LSTM dan data test untuk menguji pola yang berhasil 
dianalisa oleh LSTM. 
5. LSTM Model, Barulah data akan diproses dengan menggunakan LSTM (Long Short 
Term Memory). LSTM yang digunakan yaitu LSTM 4 layer atau bisa disebut Deep 
LSTM karena syarat Deep Learning yaitu mempunyai Hidden Layer lebih dari satu. 
Prosesnya yaitu data masuk pada layer pertama kemudian terjadi proses 
perhitungan dalam sel LSTM. Prosesnya yaitu data masuk ke dalam forget gate 
yang fungsinya mengontrol dan melakukan seleksi terhadap informasi pada 
memori, setelah itu data masuk menuju input gate yang fungsinya mengontrol dan 
menentukan informasi baru apa yang akan ditambahkan kedalam sel LSTM 
tersebut. Selanjutnya memori pada sel LSTM tersebut diupdate. Kemudian masuk 
menuju output gate yang fungsinya menghasilkan atau mengeluarkan data yang 
sudah dilakukan perhitungan pada sel LSTM tersebut. Dari situ selanjutnya masuk 
ke layer kedua(hidden layer) dan terjadi proses perhitungan sama seperti layer 
pertama. Prosesnya terjadi sampai dengan layer keempat. Proses tersebut terjadi 
sampai menghasilkan hasil yang paling optimal.  
6. Hasil Prediksi, pola yang telah dianalisa oleh LSTM akan menghasilkan sebuah 
Model atau data yang berisi pola dari data train. Kemudian model akan diuji dengan 
menggunakan data test untuk mengetahui apakah model yang dibuat sudah 
memiliki akurasi yang baik serta nilai kesalahan atau error yang kecil atau bisa 
ditoleransi. 
 
3.1.9. Perhitungan Long Short Term Memory (LSTM) 
Rumus Long Short Term Memory 
Keterangan: 
𝑓𝑡 : Forget Gate     
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𝑖𝑡 : Input Gate     
𝐶𝑡 : Memory Update     
𝑂𝑡 : Output Candidate    
ℎ𝑡 : Output Gate 
𝑋𝑡 : Nilai Input 
ℎ𝑡−1  : Nilai Output Blok sebelumnya 
𝑐𝑡𝑡−1 : Memory Blok Sebelumnya  
b : Bias 
W  : Weight 
ɸ : Tanh 
𝜎 : Sigmoid 
 
1. Forget Gate[12] 
Kita menghitung nilai Forget Gate (𝑓t) 
 
2. Input Gate [12] 
Kemudian kita menghitung nilai input gate ( ) 
 
3. Memory Update [12] 
Setelah mendapat nilai input gate ( ) dan forget gate , maka kita dapat 
menghitung  memory sel new state 
 
4. Output Gate [12] 
 
ℎ𝑡 = 𝑂𝑡 𝜊 ɸ(𝐶𝑡) 
Contoh Perhitungan LSTM 







𝑊𝑖1       𝑊𝑖2        𝑊𝑖3        𝑏𝑖
𝑊𝑐1       𝑊𝑐2       𝑊𝑐3       𝑏𝑐
𝑊𝑓1       𝑊𝑓2       𝑊𝑓3       𝑏𝑓
𝑊𝑜1       𝑊𝑜2       𝑊𝑜3       𝑏𝑜











0.5       0.25       0.15       0.01
0.3       0.4         0.5         0.05
0.03       0.06       0.08       0.002
0.02       0.04       0.06       0.001







𝑓t = 𝜎(𝑊𝑓𝑥𝑋t + 𝑊𝑓ℎℎt−1 + 𝑊𝑓𝑐𝐶t−1 + 𝑏𝑓) 
𝐶𝑡 = 𝑓𝑡 𝜊 𝐶𝑡−1 + 𝑖𝑡 
𝑂𝑡 = 𝜎(𝑊𝑂𝑥𝑋𝑡 + 𝑊𝑂ℎℎ𝑡−1 + 𝑊𝑂𝑐𝐶𝑡 + 𝑏𝑂) 
𝑖𝑡 = 𝜎(𝑊𝑖𝑥𝑋t + 𝑊𝑖ℎℎ𝑡−1 + 𝑊𝑖𝑐𝐶𝑡−1 + 𝑏𝑖) 𝜊 ɸ(𝑊𝑐𝑥𝑋𝑡 + 𝑊𝑐ℎℎ𝑡−1 + 𝑏𝑐) 
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Forget Gate 
𝑓1 = 𝜎(𝑊𝑓1𝑋1 + 𝑊𝑓2ℎ1−1 + 𝑊𝑓3𝐶1−1 + 𝑏𝑓) 
   =  𝜎((0.03 ∗ 2) + (0.06 ∗ 0) + (0.08 ∗ 0) + 0.002) 
   = 𝜎(0.042) 
   =
1
1+𝑒^(−0.042)
   = 0.510 
Input Gate 
𝑖1 = 𝜎(𝑊𝑖1𝑋1 + 𝑊𝑖2ℎ1−1 + 𝑊𝑖3𝐶1−1 + 𝑏𝑖) 𝜊 ɸ(𝑊𝑐1𝑋1 + 𝑊𝑐2ℎ1−1 + 𝑏𝑐) 
     =  𝜎((0.5 ∗ 2) + (0.25 ∗ 0) + (0.15 ∗ 0) + 0.01)𝜊 ɸ ((0.3 ∗ 2) + (0.4 ∗ 0) +
0.01) 
     = 𝜎(1.01) 𝜊 ɸ(0.65) 
     =
1
1+𝑒^(−1.01)
 𝜊 ɸ(0.65) 
      = 0.502 𝜊 0.571 
    = 0.286  
Update Memory 
𝐶1 = 𝑓1 𝜊 𝐶1−1 + 𝑖1 
 = (0.510 𝜊 0) + 0.286 
 = 0.286  
Output Gate 
𝑂1 = 𝜎(𝑊𝑂1𝑋1 + 𝑊𝑂2ℎ1−1 + 𝑊𝑂3𝐶1 + 𝑏𝑂)
     =  𝜎((0.02 ∗ 2) + (0.04 ∗ 0) + (0.06 ∗ 0.286 ) + 0.001) 
     = 𝜎(0.058)  
     =
1
1+𝑒^(−0.058)
      = 0.514 
ℎ1 = 𝑂1 𝜊 ɸ(𝐶1) 
 = 0.514 𝜊 ɸ(0.286) 
 = 0.514 𝜊 0.278 
 = 0.142 
