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ON HIGHLY REGULAR EMBEDDINGS
PAVLE V. M. BLAGOJEVIC´, WOLFGANG LU¨CK, AND GU¨NTER M. ZIEGLER
Abstract. A continuous map Rd → RN is k-regular if it maps any k pairwise
distinct points to k linearly independent vectors. Our main result on k-regular
maps is the following lower bound for the existence of such maps between
Euclidean spaces, in which α(k) denotes the number of ones in the dyadic
expansion of k:
For d ≥ 1 and k ≥ 1 there is no k-regular map Rd → RN for
N < d(k − α(k)) + α(k).
This reproduces a result of Cohen & Handel from 1978 for d = 2 and the
extension by Chisholm from 1979 to the case when d is a power of 2; for the
other values of d our bounds are in general better than Karasev’s (2010), who
had only recently gone beyond Chisholm’s special case. In particular, our lower
bound turns out to be tight for k ≤ 3.
A framework of Cohen & Handel (1979) relates the existence of a k-regular
map to the existence of a low-dimensional inverse of a certain vector bundle.
Thus the non-existence of regular maps into RN for small N follows from the
non-vanising of specific dual Stiefel–Whitney classes. This we prove using the
general Borsuk–Ulam–Bourgin–Yang theorem combined with a key observa-
tion by Hung (1990) about the cohomology algebras of configuration spaces.
Our study produces similar lower bound results also for the existence of
ℓ-skew embeddings Rd → RN , for which we require that the images of the
tangent spaces of any ℓ distinct points are skew affine subspaces. This extends
work by Ghomi & Tabachnikov (2008) for the case ℓ = 2.
1. Introduction and statement of the main results
A k-regular embedding X → RN maps any k pairwise distinct points in a topo-
logical space X to k linearly independent vectors. The study of the existence of
k-regular maps was initiated by Borsuk [7] in 1957 and later attracted additional
attention due to its connection with approximation theory. The problem was ex-
tensively studied by Chisholm [8], Cohen & Handel [10], Handel [16], and Handel
& Segal [18] in the 1970’s and 1980’s. In the 1990’s the study of k-regular maps,
and in particular the related notion of k-neighbourly submanifolds, was continued
by Handel [17] and Vassiliev [29]. The most complete result from that time, which
gives a lower bound for the existence of k-regular maps between Euclidean spaces,
is the following result of Chisholm [8, Theorem 2]:
For d a power of 2, k ≥ 1, there is no k-regular map Rd → Rd(k−α(k))+α(k)−1,
where α(k) denotes the number of ones in the dyadic expansion of k.
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This result was only recently extended by Karasev [21, Corollary 9.4 and 9.6] beyond
the case when d is a power of 2.
The framework of Cohen & Handel [10] relates the existence of a k-regular map to
the existence of a specific inverse of the regular representation vector bundle over
the unordered configuration space. Using Stiefel–Whitney classes of this vector
bundle, combined with a key observation by Hung [20], we here get an extension
of the Chisholm result with explicit lower bounds for all values of d; it will appear
below as Theorem 2.1:
For any d ≥ 1 and k ≥ 1 there is no k-regular map Rd → Rd(k−α(k))+α(k)−1.
This reproduces Chisholm’s bound for the case of d being a power of 2, while for
other values of d our bounds are in general better than Karasev’s. In particular,
our lower bound will turn out to be tight for k = 3. We mention without giving
details that our methods can also be used to get rid of the assumption that k is a
power of 2 in the theorem of Vassiliev appearing in [30, Theorem 1].
A smooth embedding M → RN of a manifold M is an ℓ-skew embedding if for
any ℓ pairwise distinct points on M the corresponding tangent spaces of the image
in RN are skew. The notion of ℓ-skew embeddings is a natural extension of the
notion of totally skew embeddings (2-skew embeddings) as introduced and studied
in 2008 by Ghomi & Tabachnikov [14]. The existence of 2-skew embeddings was
studied in a number of concrete examples by Baralic´ et al. [2]. Following the same
pattern as in the case of the k-regular maps, we get a new lower bound for the
existence of ℓ-skew embeddings that will appear later as Theorem 3.1:
For d ≥ 1, ℓ ≥ 1 and γ(d) = ⌊log2 d⌋+ 1 there is no ℓ-skew embedding
R
d → R2
γ(d)(ℓ−α(ℓ))+(d+1)α(ℓ)−2.
In particular, for ℓ = 2 our bound contains the bound of Ghomi & Tabachnikov [14,
Theorem 1.4 and Corollary 1.5].
The concept of k-regular-ℓ-skew embeddings combines the notions of k-regular
maps and ℓ-skew embeddings. It was introduced and studied in 2006 by Stojanovic´
[28]. Based on our results for k-regular and ℓ-skew embeddings, we derive a new
lower bound for the existence of k-regular-ℓ-skew embeddings between Euclidean
spaces that considerably improves other known lower bounds and appears as The-
orem 4.1:
For any k, ℓ, d ≥ 2 there is no k-regular-ℓ-skew embedding
R
d → R(d−1)(k−α(k))+(2
γ(d)−d−1)(ℓ−α(ℓ))+(d+1)ℓ+k−2.
The main technical points of this paper are related to the study of the dual
Stiefel–Whitney classes of the regular representation vector bundle over the un-
ordered configuration space: see the proof of Lemma 2.15, Corollary 2.16 and the
proof of Theorem 3.7. Many related calculations were performed in the classi-
cal literature. In particular, the map H∗(BSk) → H∗(BO(k)) was studied by
Kochman [22] in the language of Dyer–Lashof operations. Frederick Cohen, in his
landmark paper from 1976 [9], described the map H∗(F (R
d, k))→ H∗(BSk).
Acknowledgments. Thanks to Fred Cohen for thoughtful remarks that initi-
ated this study. We are grateful to Peter Landweber for valuable discussions and
comments and to the referee for helpful observations and references.
2. k-regular maps
In this section we will define and then study k-regular maps, review relevant
known results and eventually prove the following extension of the result by Chisholm
[8, Theorem 2].
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Theorem 2.1. Let k, d ≥ 1 be integers. There is no k-regular map Rd → RN for
N ≤ d(k − α(k)) + α(k)− 1,
where α(k) denotes the number of ones in the dyadic expansion of k.
This result is easily seen to be true and tight for the cases d = 1, k = 1, and
k = 2. As we will see it also gives the complete answer in the case of 3-regular
maps. This same fact was observed by Handel in [15, Proposition 2.3].
Corollary 2.2. A 3-regular map Rd → RN exists if and only if N ≥ d+ 2.
In the case d = 2 of k-regular maps from the plane we get the following complete
answer in the case when k is power of 2.
Corollary 2.3. Let m ≥ 1 be an integer. Then a 2m-regular map R2 → RN exists
if and only if N ≥ 2m+1 − 1.
2.1. Definition and first bounds. All topological spaces we consider are Haus-
dorff spaces and all maps are continuous.
The configuration space of n ordered pairwise distinct points in the topological
space X is the subspace of Xk defined by
F (X, k) = {(x1, . . . , xk) ∈ X
k : xi 6= xj for all i 6= j}.
The symmetric group Sk acts freely on the configuration space by permuting the
points.
Definition 2.4 (Regular maps). Let X be a topological space, k ≥ 1 be an integer,
and f : X → RN be a continuous map. Then we say that the map f is
(1) k-regular map if for every (x1, . . . , xk) ∈ F (X, k) the vectors f(x1), . . . , f(xk)
are linearly independent, and
(2) affinely k-regular map if for every (x0, . . . , xk) ∈ F (X, k + 1) the points
f(x0), . . . , f(xk) are affinely independent.
Obviously, each k-regular map is also an affinely (k−1)-regular map. Moreover the
following lemma is a direct consequence of the definition.
Lemma 2.5. A map f : X → RN is affinely (k − 1)-regular if and only if the map
g : X → R× RN , defined by g(x) = (1, f(x)), is k-regular.
Example 2.6.
(1) The map fR : R → R
k given by fR(x) = (1, x, x
2, . . . , xk−1) and the map
fC : C → R × C
k−1 given by fC(z) = (1, z, z
2, . . . , zk−1) are k-regular maps
due to the nonvanishing of the Vandermonde determinant at every point of
F (R, k) and F (C, k).
(2) The standard embedding i : Sn → Rn+1 is affinely 2-regular. Indeed, no affine
line in Rn+1 intersects the sphere Sn := i(Sn) = {x ∈ Rn+1 : ‖x‖ = 1} in
more than two points. Thus, for every (x1, x2, x3) ∈ F (S
n, 3) the set of points
{i(x1), i(x2), i(x3)} cannot be on a single line, i.e., it is affinely independent.
(3) If X embeds into Sn, then there exists a 3-regular map X → Rn+2, [18, The-
orem 2.3]. Indeed, by the previous example there exists an affinely 2-regular
map i : Sn → Rn+1. Then by Lemma 2.5 the map j : Sn → R×Rn+1 given by
j(x) = (1, i(x)) is a 3-regular map. In particular, there exists a 3-regular map
Rn → Rn+2.
Notation 2.7. In the sequel we often abbreviate a tuple (x1, x2, . . . ., xk) by x, and
analogously for y and λ.
The first necessary condition for the existence of k-regular maps between Eu-
clidean spaces was given by Boltjanski˘ı, Rysˇkov & Sˇasˇkin in [6].
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Theorem 2.8 (Boltjanski˘ı, Rysˇkov, Sˇasˇkin, 1963). If there exists a 2k-regular map
f : Rd → RN , then (d+ 1)k ≤ N .
Proof. Let f : Rd → RN be a 2k-regular map. Consider k pairwise disjoint non-
empty open balls D1, . . . , Dk in R
d and let g : D1 × · · · × Dk × (R\{0})
k → RN ,
(x, λ) 7→
∑k
i=1 λif(xi). This map g is injective: Indeed, let us assume that g(x, λ) =
g(y, µ), or, equivalently, that
∑k
i=1 λif(xi) −
∑k
i=1 µif(yi) = 0. This linear com-
bination can be rewritten in the form
∑
z∈Z γzf(z) = 0,, where Z is the union of
{x1, x2, . . . , xk} and {y1, y2, . . . , yk}, γz = λi, if z = xi and xi 6= yi, γz = µi, if
z = yi and xi 6= yi, and γz = λi − µi if z = xi = yi. Since card(Z) ≤ 2k, the 2k-
regularity of f implies that γz = 0 for all z ∈ Z. So (x, λ) = (y, µ) and g is injective.
This implies that dk + k = dim(D1 × · · · ×Dk × (R\{0})
k) ≤ dimRN = N . 
2.2. A topological criterion. In order to obtain better bounds we apply more
elaborate tools. First we introduce the Stiefel manifold of k-frames in a Euclidean
space.
Definition 2.9 (Stiefel manifold). Let 1 ≤ k ≤ N be integers. The Stiefel manifold
Vk(R
N ) of all ordered k-frames is a subset of the product (RN )k given by
Vk(R
N ) = {(y1, . . . , yk) ∈ (R
N )k : y1, . . . , yk are linearly independent},
and equipped with the subspace topology.
The symmetric group Sk acts freely on the Stiefel manifold by permuting the
vectors in the frame, that is, the columns of the matrix (y1, . . . , yk) ∈ (R
N×k).
With this we can formulate the following elementary but essential lemma. It is
a direct consequence of the definition of a k-regular map.
Lemma 2.10. If there exists a k-regular map X → RN , then there exists a Sk-
equivariant map
F (X, k)→ Vk(R
N ).
Now we are in the realm of equivariant topology and study the existence of
an Sk-equivariant map F (X, k)→ Vk(R
N ). For that purpose we use the following
problem about the existence of an inverse bundle, which was formulated and proved
to be equivalent by Cohen & Handel in 1978.
Consider the Euclidean space Rk as an Sk-representation with the action given
by coordinate permutation. Then the subspace Wk = {(a1, . . . , ak) ∈ R
k :
∑
ai =
0} is an Sk-subrepresentation of R
k. Let us introduce the following vector bundles
over the unordered configuration space
ξX,k : R
k −→ F (X, k)×Sk R
k −→ F (X, k)/Sk
ζX,k : Wk −→ F (X, k)×Sk Wk −→ F (X, k)/Sk
τX,k : R −→ F (X, k)/Sk × R −→ F (X, k)/Sk
where the last vector bundle is a trivial line bundle. There is an obvious decompo-
sition:
ξX,k ∼= ζX,k ⊕ τX,k.
Lemma 2.11 (Cohen & Handel, [10]). An Sk-equivariant map F (X, k)→ Vk(R
N )
exists if and only if the k-dimensional vector bundle ξX,k admits an (N − k)-
dimensional inverse.
Proof. (⇐=): Let η be an (N − k)-dimensional inverse of ξX,k. Then the composi-
tion f of the inclusion (of total spaces) of vector bundles followed by the projection
to the fiber (of a trivial vector bundle):
f : ξX,k → ξX,k ⊕ η ∼= τ
N
X,k = F (X, k)/Sk × R
N → RN
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when restricted on each fiber is a linear monomorphism. Using the map f we
define the required Sk-equivariant map
g : F (X, k)→ Vk(R
N ), x 7→
(
f(x, e1), . . . , f(x, ek)
)
,
where {e1, . . . , ek} denotes the standard basis of R
k.
(=⇒): Let g : F (X, k)→ Vk(R
N ) be anSk-equivariant map. Consider the following
map
h′ : Vk(R
N )×Sk R
k → RN , (y, λ) 7→
k∑
i=1
λiyi.
It is a linear monomorphism on each fiber of the vector bundle
ν : Rk → Vk(R
N )×Sk R
k → Vk(R
N )/Sk.
Thus h′ induces a fiberwise injective map h : ν → θ, where θ is the trivial bundle over
Vk(R
N )/Sk with the fiber R
N . The maps g and h induce the following composition
of morphisms of vector bundles:
F (X, k)×Sk R
k
g×Sk id
//
ξX,k

Vk(R
N )×Sk R
k h //
ν

Vk(R
N )/Sk × R
N
θ

F (X, k)/Sk
g/Sk
// Vk(R
N )/Sk
id
// Vk(R
N )/Sk
Since the morphism induced by h is a linear monomorphism on each fiber, we get
that coker
(
h : ν → θ
)
is a vector bundle, [19, Corollary 8.3, page 36]. Thus, the
pullback bundle
(id ◦ g/Sk)
∗coker
(
h : ν → θ
)
is the required (N − k)-dimensional inverse of the vector bundle ξX,k. 
Now we formulate an immediate consequence of Lemmas 2.10 and 2.11 that gives
us a direct criterion for the non-existence of a k-regular map.
Lemma 2.12.
(1) If ξX,k does not admit an r-dimensional inverse, then there cannot be any k-
regular map X → Rk+r.
(2) If the dual Stiefel–Whitney class wr+1(ξX,k) does not vanish, then there cannot
be any k-regular map X → Rk+r.
Now according to Lemma 2.12 (2) we see that Theorem 2.1 is the consequence
of the following result.
Theorem 2.13. Let k, d ≥ 1 be integers. Then the dual Stiefel–Whitney class
w(d−1)(k−α(k))(ξRd,k) does not vanish.
Using the connectivity of the Stiefel manifold Vk(R
N ) and the criterion of Cohen
& Handel (Lemma 2.11) this theorem yields an interesting consequence.
Corollary 2.14. If k is a power of 2, then an Sk-equivariant map
F (Rd, k)→ Vk(R
N )
exists if and only if N ≥ (d− 1)(k − 1) + k.
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2.3. Proof of Theorem 2.13. Theorem 2.13 will be proved in two steps, first
when k is a power of 2 (Lemma 2.15) and then for all k ≥ 1 (Lemma 2.17). We
start with the following extension of [8, Lemma 3] and [10, Lemma 3.2]. All our
cohomology groups are understood to be with F2 coefficients.
Lemma 2.15. Let d ≥ 1 be an integer, and k = 2m for some m ≥ 1. Then the
dual Stiefel–Whitney class w(d−1)(k−1)(ξRd,k) does not vanish.
Proof. Step 1. Let Em = (Z/2)
m be the subgroup of Sk given by the regular
embedding (reg) : Em → Sk, [1, Example 2.7, page 100]. The regular embedding is
determined by the left translation action of (Z/2)m on itself. To each g ∈ (Z/2)m
we associate a permutation Lg : (Z/2)
m → (Z/2)m from Sym((Z/2)m) ∼= Sk given
by Lg(x) = g + x.
The image of the restriction of H∗(Sk) from Sk to Em is H
∗(Em)
GLm(F2). There
are specific elements qm,s in H
2m−2s(Em)
GLm(F2) for 0 ≤ s ≤ m − 1, called the
Dickson invariants, such that H∗(Em)
GLm(F2) is isomorphic to F2[qm,m−1, . . . , qm,0]
as a graded F2-algebra, see [24, Chapter 3.E on page 57ff]. Let 〈qm,0〉 denote
the ideal generated by the top Dickson invariant qm,0 inside the polynomial ring
F2[qm,m−1, . . . , qm,0]. Then we obtain a sequence of isomorphisms of graded F2-
modules
H∗(Sk) ∼= ker(res
Sk
Em
)⊕ im(resSkEm)
∼= ker(res
Sk
Em
)⊕H∗(Em)
GLm(F2)
∼= ker(res
Sk
Em
)⊕ F2[qm,m−1, . . . , qm,0]
∼= ker(resSkEm)⊕ F2[qm,m−1, . . . , qm,1]⊕ 〈qm,0〉.
Step 2. Let ηk be the vector bundle given by the Borel construction for the
permutation action of the symmetric group Sk on R
k:
R
k −→ ESk ×Sk R
k −→ BSk.
When k = 2m is a power of 2, we conclude from [24, Lemma 3.26 in Chapter 3.E
on page 59] that
wi(ηk)
{
= qm,s, for i = 2
m − 2s and 0 ≤ s ≤ m− 1;
∈ ker(resSkEm), otherwise.
Now consider the vector bundle ξRd,k and the corresponding classifying map
αd,k : F (R
d, k)/Sk → BSk
associated to the free Sk-space F (R
d, k). It induces a pullback morphism of vector
bundles ξRd,k → ηk. Thus the Stiefel–Whitney classes of the vector bundle ξRd,k
are given by:
wi := wi(ξRd,k) = α
∗
d,kwi(ηk)

= 0, for i ≥ 2m = k,
= α∗d,kqm,s, for i = 2
m − 2s and 0 ≤ s ≤ m− 1,
∈ α∗d,k(ker(res
Sk
Em
)), otherwise
(1)
Here are three additional known facts on Stiefel–Whitney classes of the vector
bundles ξRd,k and ηk that we will use:
• From [3, Lemma 8.14] we have that
0 6= w(d−1)(k−1)(ξ
⊕(d−1)
Rd,k
) = wd−1k−1 ∈ H
(d−1)(k−1)(F (Rd, k)/Sk), (2)
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or in another words, since wd−1k−1 = α
∗
d,k(q
d−1
m,0 ),
qd−1m,0 /∈ IndexSk(F (R
d, k)) := kerα∗d,k; (3)
• Moreover, as in [5, Corollary 4.4], specializing to F2 coefficients we have
H(d−1)(k−1)(F (Rd, k)/Sk) = 〈w
d−1
k−1〉 = 〈(α
∗
d,kqm,0)
d−1〉 ∼= F2, (4)
and in dimensions i > (d− 1)(k − 1) we get Hi(F (Rd, k)/Sk) = 0;
• The following decomposition of H∗(F (Rd, k)/Sk) was proved by Hung in [20,
(4.7), page 279]:
H∗(F (Rd, k)/Sk)
∼= α∗d,k
(
ker(resSkEm)⊕ F2[qm,m−1, . . . , qm,1]
)
⊕ α∗d,k(〈qm,0〉). (5)
In particular, this implies that
α∗d,k
(
ker(resSkEm)⊕ F2[qm,m−1, . . . , qm,1]
)
∩ α∗d,k(〈qm,0〉) = {0}.
Directly from (4) and (5) we conclude that:
u ∈ ker(resSkEm)⊕ F2[qm,m−1, . . . , qm,1] and deg u ≥ (d− 1)(k − 1)
=⇒ u ∈ IndexSk(F (R
d, k)).
Thus, for all j1, . . . , jk−2 ≥ 0, such that
∑k−2
r=1 r · jr ≥ (d− 1)(k − 1):
wj11 · · ·w
jk−2
k−2 = 0 ∈ H
∗(F (Rd, k)/Sk), (6)
or, equivalently, in the notation of the Fadell–Husseini index [13]:
w1(ηk)
j1 · · ·wk−2(ηk)
jk−2 ∈ IndexSk(F (R
d, k)). (7)
Step 3. Next we prove that for all j1, . . . , jk−2 ≥ 0 and 1 ≤ jk−1 ≤ d− 2 such that∑k−1
r=1 r · jr ≥ (d− 1)(k − 1) we have
wj11 · · ·w
jk−2
k−2 w
jk−1
k−1 = 0 ∈ H
∗(F (Rd, k)/Sk). (8)
or equivalently
w1(ηk)
j1 · · ·wk−2(ηk)
jk−2wk−1(ηk)
jk−1 ∈ IndexSk(F (R
d, k)). (9)
In order to prove the equivalent equations (8) and (9) we need the following claim
which we will show next.
Claim. Let n ≥ 2 and k = 2m. Then
wk−1(ηk) · IndexSk(F (R
n, k)) ⊆ IndexSk(F (R
n+1, k)).
The claim is a consequence of the general Borsuk–Ulam–Bourgin–Yang theorem [3,
Section 6.1], applied to
• the Sk-equivariant map φ : F (R
n+1, k) → Wk that is the composition of the
obvious inclusion F (Rn+1, k) → (Rn+1)k and the two orthogonal projections
(Rn+1)k → (R× {0} × · · · × {0})k = Rk and Rk →Wk, and
• the set Z := {0} ⊆Wk.
Thus by the general Borsuk–Ulam–Bourgin–Yang theorem we get:
IndexSk(Wk\Z) · IndexSk(φ
−1(Z)) ⊆ IndexSk(F (R
n+1, k)).
First, Wk\Z = Wk\{0} is Sk-homotopy equivalent to the sphere S(Wk). Thus
IndexSk(Wk\{0}) = IndexSk(S(Wk)) = 〈e(νk)〉,
where e(νk) is the Euler class, with F2-coefficients, of the vector bundle νk:
Wk −→ ESk ×Sk R
k −→ BSk,
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see [4, Proof of Proposition 3.11, page 1338]. In this case, due to F2 coefficients,
e(νk) = wk−1(νk) = wk−1(ηk) = qm,0.
The inverse image φ−1(Z) is the set of points (x1, . . . , xk) ∈ F (R
n+1, k) in the
configuration space such that all first coordinates of the points x1, . . . , xk are equal.
Thus we can identify φ−1(Z) with R× F (Rn, k) ≃Sk F (R
n, k).
All these facts imply that:
〈wk−1(ηk)〉 · IndexSk(F (R
n, k)) ⊆ IndexSk(F (R
n+1, k)).
This finishes the proof of the claim above.
Let us assume that j1, . . . , jk−2 ≥ 0 and 1 ≤ jk−1 ≤ d − 2 with
∑k−1
r=1 r · jr ≥
(d− 1)(k − 1). Thus
∑k−2
r=1 r · jr ≥ (d− 1− jk−1)(k − 1). We conclude from (7)
w1(ηk)
j1 · · ·wk−2(ηk)
jk−2 ∈ IndexSk(F (R
d−jk−1 , k)).
Now the validity of the equivalent equations (8) and (9) follows from the claim.
Step 4. Finally, the dual Stiefel–Whitney class w(d−1)(k−1) := w(d−1)(k−1)(ξRd,k),
is defined by w = 11+w1+w2+··· =
∑
n≥0(w1+w2+ · · · )
n. The multinomial theorem
implies the following presentation:
w(d−1)(k−1)
=
∑
j1,...,jk−1≥0
j1+2j2+···+(k−1)jk−1=(d−1)(k−1)
(
j1 + · · ·+ jk−1
j1, j2, . . . , jk−1
)
wj11 · · ·w
jk−1
k−1
= wd−1k−1 +
∑
j1,...,jk−2≥0; d−2≥jk−1≥0
j1+2j2+···+(k−1)jk−1=(d−1)(k−1)
(
j1 + · · ·+ jk−1
j1, j2, . . . , jk−1
)
wj11 · · ·w
jk−1
k−1 ,
where
(
j1+···+jk−1
j1, i2, ..., jk−1
)
stands for the multinomial coefficient
(j1+···+jk−1)!
(j1)!···(jk−1)!
modulo 2.
For d and k powers of 2, Chisholm proved [8, Lemma 3] that w(d−1)(k−1) 6= 0 by
evaluating a pullback of w(d−1)(k−1) on a specific homology class Q
I [1]. Here QI
denotes a Dyer–Lashof operation where
I = (2m−1(d− 1), . . . , 2(d− 1), d− 1)
is an admissible sequence of degree (d− 1)(k− 1) and excess d− 1. First, he proved
that the pullback of wd−1k−1 evaluated at Q
I [1] is nonzero. Then he verified that the
pullback of wj11 · · ·w
jk−1
k−1 evaluated at Q
I [1] is zero if at least one of ji is nonzero
for i < k − 1 odd. Finally, he showed that all multinomial coefficients(
j1 + · · ·+ jk−1
j1, j2, . . . , jk−1
)
= 0
vanish in the case when d is power of two, 0 ≤ jk−1 ≤ d − 2 and j1 = j3 = · · · =
jk−3 = 0 with
j1 + 2j2 + · · ·+ (k − 1)jk−1 = (d− 1)(k − 1).
For details consult [8, pages 188-189].
Here d ≥ 2 is arbitrary (but still k = 2m). We use the fact (2), but instead of
analyzing multinomial coefficients we consider the monomials in Stiefel–Whitney
classes
wj11 · · ·w
jk−1
k−1 ,
for j1, . . . , jk−2 ≥ 0, 1 ≤ jk−1 ≤ d−2 and j1+2j2+· · ·+(k−1)jk−1 = (d−1)(k−1).
According to (6) and (8) all these monomials vanish. Therefore,
w(d−1)(k−1) = w
d−1
k−1,
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which does not vanish, by (2). This finishes the proof of Lemma 2.15. 
For later purposes we prove
Corollary 2.16. Consider a matrix [jr,s]1≤r≤t,1≤s≤k−1 of non-negative integers
with pairwise distinct rows. Assume that for some 0 ≤ j ≤ d−1 and each 1 ≤ r ≤ t
k−1∑
s=1
s · jr,s = (k − 1)j.
Then, assuming the notation of Lemma 2.15, with wi := wi(ξRd,k), d ≥ 2 and
k = 2m:
t∑
r=1
λr · w
jr,1
1 · · ·w
jr,k−2
k−2 w
jr,k−1
k−1 = w
j
k−1 (10)
for some λ1, . . . , λt ∈ F2 if and only if there exists a (unique) r0 ∈ {1, 2, . . . , t} such
that
• λr = 0 if and only if r 6= r0, and
• jr0,1 = · · · = jr0,k−2 = 0, jr0,k−1 = j.
Proof. Multiplying the equation (10) with wd−1−jk−1 we get
t∑
r=1
λr · w
jr,1
1 · · ·w
jr,k−2
k−2 w
jr,k−1+d−1−j
k−1 = w
d−1
k−1.
The equation (2) implies that the right hand side of the equation does not van-
ish. We conclude from equations (6) and (8) that w
jr,1
1 · · ·w
jr,k−2
k−2 w
jr,k−1+d−1−j
k−1 is
different from zero only if jr,1 = · · · = jr,k−2 = 0, jr,k−1 = j holds. 
In order to complete the proof of Theorem 2.1 we extend Lemma 2.15 to all
k ≥ 1 and prove the final fact.
Lemma 2.17. Let d, k ≥ 1 be integers. Then the dual Stiefel–Whitney class
w(d−1)(k−α(k))(ξRd,k) does not vanish.
Proof. Let a := α(k) and k = 2r1 + · · · + 2ra where 0 ≤ r1 < r2 < · · · < ra. We
define a morphism of vector bundles
∏a
t=1 ξRd,2rt and ξRd,k such that the following
commutative square is a pullback diagram:∏a
t=1 ξRd,2rt
Θ
//

ξRd,k
∏a
t=1 F (R
d, 2rt)/S2rt
θ
// F (Rd, k)/Sk.
Choose embeddings ei : R
d → Rd for i = 1, 2 . . . , a such that their images are pair-
wise disjoint open d-balls. They induces embeddings F (Rd, ℓ)→ F (Rd, ℓ) denoted
by the same letter ei for all natural numbers ℓ. The map θ is induced by the map
a∏
t=1
F (Rd, 2rt)→ F (Rd, k), (x1, . . . , xa) 7→ e1(x1)× · · · × ea(xa).
The map Θ is given by(
(x1, v1), . . . , (xa, va)
)
7→
(
e1(x1)× · · · × ea(xa), v1 × · · · × va
)
.
Thus, the pullback bundle is a direct product bundle
θ∗ξRd,k ∼=
a∏
t=1
ξRd,2rt . (11)
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Now the naturality property of the Stiefel–Whitney classes [25, Axiom 2, page 37]
implies that in cohomology we get
θ∗w(d−1)(k−a)(ξRd,k) = w(d−1)(k−a)
( a∏
t=1
ξRd,2rt
)
.
The product formula [25, Problem 4-A, page 54] gives us the following equality of
total dual Stiefel–Whitney classes
w
( a∏
t=1
ξRd,2rt
)
= w(ξRd,2r1 )× · · · × w(ξRd,2ra ).
Consequently
θ∗w(d−1)(k−a)(ξRd,k) = w(d−1)(k−a)
(
a∏
t=1
ξRd,2rt
)
=
∑
s1+···+sa=(d−1)(k−a)
ws1(ξRd,2r1 )× · · · × wsa(ξRd,2ra ).
Since each term ws1(ξRd,2r1 )× · · · × wsa(ξRd,2ra ) of the previous sum belongs to a
different direct summand of the cohomology, when the Ku¨nneth formula is applied,
H(d−1)(k−a)
( a∏
t=1
F (Rd, 2rt)/S2rt
)
∼=
⊕
s1+···+sa=(d−1)(k−a)
Hs1(F (Rd, 2r1)/S2r1 )⊗ · · · ⊗H
sa(F (Rd, 2ra)/S2ra )
we get the following criterion:
w(d−1)(k−a)(
a∏
t=1
ξRd,2rt ) 6= 0⇐⇒
ws1(ξRd,2r1 )× · · · × wsa(ξRd,2ra ) 6= 0 for some s1 + · · ·+ sa = (d− 1)(k − a).
By Lemma 2.15 we have that w(d−1)(2rt−1)(ξRd,2rt ) 6= 0, and therefore
0 6= w(d−1)(2r1−1)(ξRd,2r1 )× · · · × w(d−1)(2ra−1)(ξRd,2ra ) ∈
H(d−1)(k−a)
( a∏
t=1
F (Rd, 2rt)/S2rt
)
.
Thus, θ∗w(d−1)(k−a)(ξRd,k) = w(d−1)(k−a)(
∏a
t=1 ξRd,2rt ) 6= 0 and consequently
w(d−1)(k−a)(ξRd,k) 6= 0. 
Remark 2.18. The result w(d−1)(k−α(k))(ξRd,k) 6= 0 of Lemma 2.17 provides an
alternative proof of Roth’s result [27, Theorem 1.4, page 449] on the Lusternik–
Schnirelmann category of the unordered configuration space:
cat
(
F (Rd, k)/Sk
)
≥ (d− 1)(k − α(k)).
for every d, k ≥ 2.
Now, from Lemma 2.12 (2) and Lemma 2.17, we conclude that there cannot be
any k-regular map
R
d → Rd(k−α(k))+α(k)−1.
This finishes the proof of Theorem 2.1.
Finally, when Theorem 2.1 is combined with Example 2.6 (3) it implies Corol-
lary 2.2, and when Example 2.6 (1) is used, we get Corollary 2.3.
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3. ℓ-skew embeddings
In this section we will first define ℓ-skew embeddings, which were previously
considered for ℓ = 2 by Ghomi & Tabachnikov [14], and in even greater generality
by Stojanovic´ [28]. We then prove the following Chisholm-like theorem for ℓ-skew
embeddings.
Theorem 3.1. Let ℓ, d ≥ 2 be integers. There is no ℓ-skew embedding Rd → RN
for
N ≤ 2γ(d)(ℓ− α(ℓ)) + (d+ 1)α(ℓ)− 2,
where α(ℓ) denotes the number of ones in the dyadic expansion of l and γ(d) =
⌊log2 d⌋+ 1.
In the notation of the paper by Stojanovic´ [28] the claim of Theorem 3.1 can be
stated as the following lower bound
N0,ℓ(M) ≥ N0,ℓ(R
d) ≥ 2γ(d)(ℓ − α(ℓ)) + (d+ 1)α(ℓ)− 1,
where M is any d-manifold. This bound, as illustrated in the table below, is a
considerable improvement of the bound N0,ℓ(R
d) ≥ (d + 1)ℓ − 1 obtained in [28,
Remark 2.3].
ℓ Bounds d = 2 d = 3 d = 4 d = 5 d = 6 d = 7 d = 8
3 2γ(d) + 2d+ 1 9 11 17 19 21 23 33
3(d+ 1)− 1 8 11 14 17 20 23 26
4 3 · 2γ(d) + d 14 15 28 29 30 31 56
4(d+ 1)− 1 11 15 19 23 27 31 35
5 3 · 2γ(d) + 2d+ 1 17 19 33 35 37 39 65
5(d+ 1)− 1 14 19 24 29 24 39 44
Moreover, it improves even the bound N0,ℓ(M) ≥ (d+1)ℓ, [28, Theorem 3.2], given
for any closed manifold M , in all the cases except when d = 2r − 1 for some r ≥ 2.
For ℓ = 2 the lower bound, in the notation of Ghomi & Tabachnikov [14], becomes
N(d) ≥ d+ 2γ(d).
This bound was not explicitly given in [14, Theorem 1.4 and Corollary 1.5] but
could have been derived. See Case 3.3.2 in our proof of Theorem 3.7.
3.1. Definition and the first bound. The affine subspaces L1, . . . , Lℓ of the
Euclidean space RN are affinely independent if the affine span of their union is an
affine space of affine dimension (dimaff L1 + 1) + · · · + (dimaff Lℓ + 1) − 1. Notice
that any two lines in R3 are skew if and only if they are affinely independent.
For a d-dimensional manifoldM we denote by TM the tangent bundle ofM and
by TyM the tangent space of M at the point y ∈M .
Definition 3.2 (Skew embedding). Let ℓ ≥ 1 be an integer, and M be a smooth
d-dimensional manifold. A smooth embedding f : M → RN is an ℓ-skew embedding
if for every (y1, . . . , yℓ) ∈ F (M, ℓ) the affine subspaces
(ι ◦ dfy1)(Ty1M), . . . , (ι ◦ dfyℓ)(TyℓM)
of RN are affinely independent.
Here df : TM → TRN denotes the differential map between tangent vector bundles
induced by f , and
ι : TRN → RN (12)
sends a tangent vector v ∈ TxR
N for x ∈ RN to x + v where we use the standard
identification TxR
N = RN .
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Now, directly from the definition we get the following lower bound for the exis-
tence of an ℓ-skew embedding.
Lemma 3.3. Let ℓ ≥ 1 be an integer, M be a smooth d-dimensional manifold, and
f : M → RN be an ℓ-skew embedding. Then (d+ 1)ℓ− 1 ≤ N .
Proof. Since f is an ℓ-skew embedding, then for any (y1, . . . , yℓ) ∈ F (M, ℓ) the
following inequality has to hold
(d+ 1)ℓ− 1 = dimaff span
{
(ι ◦ dfy1)(Ty1M) ∪ · · · ∪ (ι ◦ dfyℓ)(TyℓM)
}
≤ N. 
3.2. A topological criterion. Now similarly to the case of k-regular maps, we
derive a topological criterion for the existence of an ℓ-skew embedding. Let M be
a smooth d-dimensional manifold, TM be its tangent bundle, and ℓ ≥ 1 be an
integer.
The tangent manifold TF (M, ℓ) over the configuration space F (M, ℓ) ⊆ M ℓ is
the restriction of the direct sum of the pullback bundles
TF (M, ℓ) ∼=
(
π∗1(TM)⊕ · · · ⊕ π
∗
ℓ (TM)
)∣∣∣
F (M,ℓ)
,
where πi : M
ℓ →M denotes the projection on the ith coordinate.
The symmetric group Sℓ acts naturally on the configuration space F (M, ℓ) and
consequently on the tangent bundle TF (M, ℓ). Since the action is free the quotient
space TF (M, ℓ)/Sℓ can be identified with the tangent bundle of the unordered con-
figuration space F (M, ℓ)/Sℓ, i.e., T (F (M, ℓ)/Sℓ) ∼= TF (M, ℓ)/Sℓ. For example, it
is obvious that
T (F (Rd, ℓ)/Sℓ) ∼= d ξRd,ℓ. (13)
The first ingredient of our topological criterion is the existence of the following
fiberwise linear monomorphism.
Lemma 3.4. Let ℓ ≥ 1 be an integer, and M be a smooth d-dimensional manifold.
If there exists an ℓ-skew embedding M → RN , then the (d+1)ℓ-dimensional vector
bundle T (F (M, ℓ)/Sℓ) ⊕ ξM,ℓ over the unordered configuration space F (M, ℓ)/Sℓ
admits an (N − (d+ 1)ℓ+ 1)-dimensional inverse.
Proof. Let us introduce the following two embeddings a : RN → RN+1 and b : RN →
R
N+1 defined by
a(t1, . . . , tN) = (t1, . . . , tN , 1) and b(t1, . . . , tN) = (t1, . . . , tN , 0).
Now assume that f : M → RN is an ℓ-skew embedding. Next we define a morphism
of vector bundles covering the identity on the base space F (M, ℓ)/Sℓ
ω : T (F (M, ℓ)/Sℓ)⊕ ξM,ℓ −→ F (M, ℓ)/Sℓ × R
N+1,
as follows. Let p : F (M, ℓ) → F (M, ℓ)/Sℓ be the projection. For y ∈ F (M, ℓ) the
linear map
ωp(y) : Tp(y)(F (M, ℓ)/Sℓ)⊕ (ξM,ℓ)p(y) → R
N+1
is given by the formula(
(y, v), (y, λ)
)
7→ λ1 · (a ◦ f(y1)) + b ◦ dfy1(v1) + · · ·+ λℓ · (a ◦ f(yℓ)) + b ◦ dfyℓ(vℓ).
where v ∈ TF (M, ℓ)y ∼= Ty1M ⊕ · · · ⊕ TyℓM and λ ∈ R
ℓ. Since f is an ℓ-skew
embedding, this ω is a linear monomorphism on each fiber. Hence the vector
bundle T (F (M, ℓ)/Sℓ)⊕ ξM,ℓ admits an (N − (d+1)ℓ+1)-dimensional inverse. 
As a direct consequence of the Lemma 3.4, we get the following criterion for the
non-existence of an ℓ-skew embedding M → RN .
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Lemma 3.5. Let d, ℓ ≥ 1 be integers and let M be a smooth d-dimensional mani-
fold. If the dual Stiefel–Whitney class
wN−(d+1)ℓ+2
(
T (F (M, ℓ)/Sℓ)⊕ ξM,ℓ
)
does not vanish, then there is no ℓ-skew embedding M → RN .
In the case when M is the Euclidean space Rd the relation (13) implies the
following criterion.
Lemma 3.6. Let d, ℓ ≥ 1 be integers. Suppose that the dual Stiefel–Whitney class
wN−(d+1)ℓ+2((d + 1) ξRd,ℓ) does not vanish. Then there is no ℓ-skew embedding
Rd → RN .
Thus Theorem 3.1 is a consequence of Lemma 3.6 and the following Theorem 3.7
Theorem 3.7. Let d, ℓ ≥ 1 be integers. Then the dual Stiefel–Whitney class
w(2γ(d)−d−1)(ℓ−α(ℓ))
(
(d+ 1) ξRd,ℓ
)
does not vanish.
3.3. Proof of Theorem 3.7. The proof of Theorem 3.7 will be done in four steps,
for increasing generality of parameters d ≥ 2 and ℓ ≥ 2. (For d = 1 or ℓ = 1 the
result is trivially true.)
3.3.1. The special case d = 2 and ℓ ≥ 2. In this case we use the fact that 2ξR2,ℓ is
a trivial vector bundle [11, Theorem 1]. Thus
w(2γ(d)−d−1)(ℓ−α(ℓ))((d+ 1) ξRd,ℓ) = wℓ−α(ℓ)(3 ξR2,ℓ) = wℓ−α(ℓ)(ξR2,ℓ) 6= 0,
by Lemma 2.17.
3.3.2. The special case d ≥ 2 and ℓ = 2. In this case the base space of the vector
bundle ξRd,ℓ = ξRd,2 is homotopy equivalent to a projective space, F (R
d, 2)/S2 ≃
RPd−1. More precisely, consider the inclusion RPd−1 → F (Rd, 2)/S2 induced by
another inclusion Sd−1 → F (Rd, 2) defined by x 7→ (x,−x). Then the vector bundle
ξRd,2 over F (R
d, 2)/S2 pulls back to the vector bundle isomorphic to the direct sum
of the tautological bundle and trivial line bundle over the projective space RPd−1.
Thus, if H∗(RPd−1,F2) ∼= H
∗(F (Rd, 2)/S2,F2) = F2[w1]/〈w
d
1〉 where deg(w1) = 1,
then w(ξRd,2) = 1 + w1. Consequently,
w((d+ 1) ξRd,2) = w(ξRd,2)
d+1 = (1 + w1)
d+1.
Since 2γ(d) is a power of two and 2γ(d) ≥ d we have that
w((d + 1) ξRd,2)(1 + w1)
2γ(d)−d−1 = (1 + w1)
d+1(1 + w1)
2γ(d)−d−1
= (1 + w1)
2γ(d) = 1 + w2
γ(d)
1
= 1,
and therefore
w((d + 1) ξRd,2) = (1 + w1)
2γ(d)−d−1 = 1 + · · ·+ w2
γ(d)−d−1
1 .
The inequality 2γ(d) ≤ 2d implies that 2γ(d) − d− 1 < d and so
w(2γ(d)−d−1)(l−α(l))((d+ 1) ξRd,l) = w2γ(d)−d−1((d+ 1) ξRd,2) = w
2γ(d)−d−1
1 6= 0.
(This sort of argument is quite classical, see e.g. [26, Proposition 3.4, page 260].)
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3.3.3. The special case d ≥ 2 and ℓ = 2m for m ≥ 1. From the equation (1) we
have that
w(ξRd ,ℓ) = 1 + w1 + · · ·+ wℓ−1 = 1 + u,
where wi := wi(ξRd,ℓ), and u := w1 + · · ·+ wℓ−1. Then
w((d + 1) ξRd,ℓ) = w(ξRd,ℓ)
d+1 = (1 + w1 + · · ·+ wℓ−1)
d+1 = (1 + u)d+1.
Let γ(d, ℓ) := ⌊log2(d− 1)+ log2(ℓ− 1)⌋+1 be the smallest power of 2 that exceeds
(d− 1)(ℓ− 1). Thus,
w((d + 1) ξRd,ℓ)(1 + u)
2γ(d,ℓ)−d−1 = (1 + u)d+1(1 + u)2
γ(d,ℓ)−d−1
= (1 + u)2
γ(d,ℓ)
= 1+ u2
γ(d,ℓ)
= 1+ w2
γ(d,ℓ)
1 + · · ·+ w
2γ(d,ℓ)
ℓ−1
= 1,
since 2γ(d,ℓ) > (d − 1)(ℓ − 1), and Hi(F (Rd, ℓ)/Sℓ) = 0 for all i > (d − 1)(ℓ − 1).
Therefore,
w((d+ 1) ξRd,ℓ) = (1 + u)
2γ(d,ℓ)−d−1
= (1 + w1 + · · ·+ wℓ−1)
2γ(d,ℓ)−d−1
=
∑
k0,k1...,kℓ−1≥0
k0+k1+···+kℓ−1=2
γ(d,ℓ)−d−1
(
2γ(d,ℓ) − d− 1
k0, k1, . . . , kℓ−1
)
wk11 · · ·w
kℓ−1
ℓ−1 .
The (ℓ − 1)(2γ(d) − d − 1) component of this total dual Stiefel–Whitney class can
be expressed in the following way:
w(ℓ−1)(2γ(d)−d−1)((d+ 1) ξRd,ℓ)
=
∑
k0,k1...,kℓ−1≥0
k0+k1+···+kℓ−1=2
γ(d,ℓ)−d−1
k1+2k2+···+(ℓ−1)kℓ−1=(ℓ−1)(2
γ(d)−d−1)
(
2γ(d,ℓ) − d− 1
k0, k1, . . . , kℓ−1
)
wk11 · · ·w
kℓ−1
ℓ−1 .
For the choice of indices k0 = 2
γ(d,ℓ) − 2γ(d), k1 = · · · = kℓ−2 = 0, and kℓ−1 =
2γ(d) − d− 1 we get a presentation
w(ℓ−1)(2γ(d)−d−1)((d+ 1) ξRd,ℓ)
=
(
2γ(d,ℓ) − d− 1
2γ(d,ℓ) − 2γ(d), 0, . . . , 0, 2γ(d) − d− 1
)
w2
γ(d)−d−1
ℓ−1 +Rest, (14)
where Rest is a linear combination of monomials in Stiefel–Whitney classes different
from the monomial w2
γ(d)−d−1
ℓ−1 , i.e.,
Rest :=
∑
k0,k1...,kℓ−1≥0, kℓ−1<2
γ(d)−d−1
k0+k1+···+kℓ−1=2
γ(d,ℓ)−d−1
k1+2k2+···+(ℓ−1)kℓ−1=(ℓ−1)(2
γ(d)−d−1)
(
2γ(d,ℓ) − d− 1
k0, k1, . . . , kℓ−1
)
wk11 · · ·w
kℓ−1
ℓ−1 .
Since by Lucas’ theorem [23] from 1878(
2γ(d,ℓ) − d− 1
2γ(d,ℓ) − 2γ(d), 0, . . . , 0, 2γ(d) − d− 1
)
=
(
2γ(d,ℓ) − d− 1
2γ(d) − d− 1
)
= 1,
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and since in Rest only the monomials in Stiefel–Whitney classes that are different
from the monomial w2
γ(d)−d−1
ℓ−1 can appear, applying Corollary 2.16 we get that
w(ℓ−1)(2γ(d)−d−1)((d+ 1) ξRd,ℓ) 6= 0.
This concludes the proof of this case.
3.3.4. The general case, d ≥ 2 and ℓ ≥ 2. In the final step we use the proof of
Lemma 2.17 combined with the result of the previous special case 3.3.3.
Let a := α(ℓ) and ℓ = 2r1 + · · · + 2ra where 0 ≤ r1 < r2 < · · · < ra. The
isomorphism of vector bundles (11)
θ∗ξRd,ℓ ∼=
a∏
t=1
ξRd,2rt
implies that
θ∗((d + 1) ξRd,ℓ) ∼=
a∏
t=1
(d+ 1) ξRd,2rt .
Consequently,
θ∗w
(
(d+1) ξRd,ℓ
)
= w
( a∏
t=1
(d+1) ξRd,2rt
)
= w((d+1) ξRd,2r1 )×· · ·×w((d+1) ξRd,2ra ).
In order to simplify the formulas that follow we denote by:
• σ := (2γ(d) − d− 1)(ℓ− α(ℓ)), and
• σi := (2
γ(d) − d− 1)(2ri − 1) for all 1 ≤ i ≤ a.
Now similarly to the proof of Lemma 2.17, using the presentation (14), we get
θ∗wσ((d+ 1) ξRd,ℓ)
=
∑
s1+···+sa=σ
ws1((d+ 1) ξRd,2r1 )× · · · × wsa((d+ 1) ξRd,2ra ).
As in the proof of Lemma 2.17, each term in the previous sum belongs to a different
direct summand of the cohomology
Hσ
( a∏
t=1
F (Rd, 2rt)/S2rt
)
∼=
⊕
s1+···+sa=σ
Hs1(F (Rd, 2r1)/S2r1 )⊗ · · · ⊗H
sa(F (Rd, 2ra)/S2ra ).
Thus
θ∗wσ((d+ 1) ξRd,ℓ) 6= 0 ⇔
ws1((d+ 1) ξRd,2r1 )× · · · × wsa((d+ 1) ξRd,2ra ) 6= 0 for some s1 + · · ·+ sa = σ.
From the previous special case 3.3.3 we have that
wσ1((d+ 1) ξRd,2r1 )× · · · × wσa((d + 1) ξRd,2ra ) 6= 0,
and consequently θ∗wσ((d+ 1) ξRd,ℓ) 6= 0, implying that
wσ((d+ 1) ξRd,ℓ) 6= 0.
This completes the proof of Theorem 3.7.
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4. k-regular-ℓ-skew embeddings
The notion of k-regular-ℓ-skew embedding combines the notions of affinely k-
regular map and ℓ-skew embedding. It was introduced by Stojanovic´ in [28] and
originally called (k, ℓ)-regular maps. In this section we will define k-regular-ℓ-
skew embeddings, derive some properties, and finally prove the following common
generalization of our Theorems 2.1 and 3.1.
Theorem 4.1. Let ℓ, d ≥ 2 be integers. There is no k-regular-ℓ-skew embedding
Rd → RN for
N ≤ (d− 1)(k − α(k)) + (2γ(d) − d− 1)(ℓ − α(ℓ)) + (d+ 1)ℓ+ k − 2,
where α(c) denotes the number of ones in the dyadic expansion of c, and γ(d) :=
⌊log2 d⌋+ 1.
Using the notation of [28] the previous theorem can be stated as
Nk,ℓ(M) ≥ Nk,ℓ(R
d) ≥ (d−1)(k−α(k))+(2γ(d)−d−1)(ℓ−α(ℓ))+(d+1)ℓ+k−1,
where M denotes any smooth d-manifold. It is an exercise to verify that the new
bound presents a considerable improvement of the previously known bounds [28,
Theorem 3.1].
4.1. Definition and first bounds. Here is the common generalization of “k-
regular maps” and “ℓ-skew embeddings”.
Definition 4.2 (Regular-skew embeddings). Let k, ℓ ≥ 1 be integers, and M be a
smooth d-dimensional manifold. A smooth embedding f : M → RN is k-regular-
ℓ-skew embedding if for every (x1, . . . , xk, y1, . . . , yℓ) in F (M,k + ℓ) the affine
subspaces
{f(x1)}, . . . , {f(xk)}, (ι ◦ dfy1)(Ty1M), . . . , (ι ◦ dfyℓ)(TyℓM)
of RN are affinely independent, where ι has been defined in (12).
For ℓ = 0, the notion of the k-regular-ℓ-skew embedding coincides with the notion
of affinely (k − 1)-regular map. On the other hand, for k = 0 we get the notion of
ℓ-skew embedding.
The following lower bound for k-regular-ℓ-skew embeddings was obtained by Sto-
janovic´ [28, Theorem 3.1] as a direct consequence of Theorem 2.8 due to Boltjanski˘ı,
Rysˇkov and Sˇasˇkin.
Lemma 4.3. Let k, ℓ ≥ 1 be integers, and M be a d-dimensional manifold, and
f : M → RN be a k-regular-ℓ-skew embedding. Then ⌊k2 ⌋d+ ⌊
k−1
2 ⌋+ (d+ 1)ℓ ≤ N .
Combining the proof of the previous lemma and our Theorem 2.1 we get the
following new and improved bound.
Lemma 4.4. Let k, ℓ ≥ 1 be integers, M be a d-dimensional manifold, and f : M →
R
N be a k-regular-ℓ-skew embedding. Then d(k − α(k)) + α(k) + (d+ 1)− 1 ≤ N .
Proof. Consider (y1, . . . , yℓ) ∈ F (M, ℓ). Let U be the affine span of (ι◦dfy1)(Ty1M)∪
· · ·∪ (ι◦dfyℓ)(TyℓM). Denote, as before, by a : R
N → RN+1 the embedding sending
(t1, . . . , tN ) to (t1, . . . , tN , 1). The linear span of the affine subspace a(U) in R
N+1
will be denoted by V .
Then the map
g : M\{y1, . . . , yℓ} → R
N+1/V ≈ RN+1−(d+1)ℓ
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induced by the restriction of a◦f and the projectionRN+1 → RN+1/V is a k-regular
map. Thus by Theorem 2.1 we get that N +1− (d+1)ℓ > d(k−α(k)) + α(k)− 1,
that is,
d(k − α(k)) + α(k) + (d+ 1)ℓ− 1 ≤ N.

4.2. A topological criterion. As in the previous two sections, we derive a topo-
logical criterion for the existence of a k-regular-ℓ-skew embedding. Again, M de-
notes a smooth d-dimensional manifold and TM the tangent bundle over M . Let
us also assume that k, ℓ ≥ 1, since the cases when k = 0 or ℓ = 0 are already
discussed.
In this section we consider two configuration spaces F (M,k + ℓ) and F (M, ℓ)
with actions of, respectively, Sk ×Sℓ and Sℓ on them. Let
p : F (M,k + ℓ)/(Sk ×Sℓ)→ F (M, ℓ)/Sℓ
be the projection given by forgetting the first k elements in F (M,k + ℓ).
The group Sk×Sℓ can naturally be seen as a subgroup of the symmetric group
Sk+ℓ that acts on R
k+ℓ by permuting coordinates. The inclusion Sk ×Sℓ ⊂ Sk+ℓ
induces an action of Sk ×Sℓ on R
k+ℓ. A new vector bundle we consider is γM,k,ℓ
given by
R
k+ℓ −→ F (M,k + ℓ)×(Sk×Sℓ) R
k+ℓ −→ F (M,k + ℓ)/(Sk ×Sℓ).
If we denote by
r : F (M,k + ℓ)/(Sk ×Sℓ)→ F (M,k + ℓ)/Sk+ℓ
the quotient map, then it is not hard to see that
r∗ξM,k+ℓ ∼= γM,k,ℓ.
As before, the first step in obtaining our topological criterion is the existence of
a fiberwise linear monomorphism.
Lemma 4.5. If there is a k-regular-ℓ-skew embedding M → RN , then the (k+(d+
1)ℓ)-dimensional vector bundle p∗T (F (M, ℓ)/Sℓ)⊕ γM,k,ℓ over F (M,k+ ℓ)/(Sk ×
Sℓ) admits an (N + 1− k − (d+ 1)ℓ)-dimensional inverse.
Proof. As in the proof of Lemma 3.4 let a : RN → RN+1 and b : RN → RN+1 denote
the embeddings
a(t1, . . . , tN) = (t1, . . . , tN , 1) and b(t1, . . . , tN) = (t1, . . . , tN , 0).
Let f : M → RN be a k-regular-ℓ-skew embedding. Next we will construct a
morphism of vector bundles
α : p∗T (F (M, ℓ)/Sℓ)⊕ γM,k,ℓ −→ F (M,k + ℓ)/(Sk ×Sℓ)× R
N+1
that is a monomorphism on the fibers. Consider z ∈ F (M,k+ ℓ). Let x ∈ F (M ; k)
and y ∈ F (M, ℓ) respectively be the elements obtained from z by ignoring the last
ℓ coordinates and the first k coordinates respectively. Let qk+ℓ : F (M,k + ℓ) →
F (M,k + ℓ)/(Sk × Sℓ) and qℓ : F (M, ℓ) → F (M, ℓ)/Sℓ be the projections. An
element (v, w) in the fiber of p∗T (F (M, ℓ)/Sℓ) ⊕ γM,k,ℓ over qk,ℓ(z) is given by
elements v ∈ Tqℓ(y)(F (M, ℓ)/Sℓ) and w ∈ (γM,k,ℓ)qk,ℓ(z). The vector v is specified
by a sequence of vectors vi ∈ TyiM for i = 1, . . . , ℓ and w by an element λ ∈ R
k+ℓ.
Consider the element in RN+1 given by
λ1(a ◦ f(x1)) + · · ·+ λk(a ◦ f(xk)) + λk+1(a ◦ f(y1)) + · · ·+ λk+ℓ(a ◦ f(yℓ))
+ b ◦ dfy1(v1) + · · ·+ b ◦ dfyℓ(vℓ).
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It defines an element in the fiber over qk,ℓ(z) of the trivial vector bundle bundle
F (M,k + ℓ)/(Sk × Sℓ) × R
N+1 → F (M,k + ℓ)/(Sk × Sℓ) which we declare to
be the image of (v, w) under α. One easily checks that α is a well-defined mor-
phism of vector bundles which is injective on each fiber. Thus the vector bundle
p∗T (F (M, ℓ)/Sℓ)⊕ γM,k,ℓ admits the required inverse. 
A direct consequence of Lemma 4.5 is the following criterion for the non-existence
of a k-regular-ℓ-skew embedding expressed in terms of a dual Stiefel–Whitney class
of the vector bundle p∗T (F (M, ℓ)/Sℓ)⊕ γM,k,ℓ over F (R
d, k + ℓ)/(Sk ×Sℓ).
Lemma 4.6. Let M be a smooth d-dimensional manifold. If the dual Stiefel–
Whitney class
wr+1(p
∗T (F (M, ℓ)/Sℓ)⊕ γM,k,ℓ)
does not vanish, then there is no k-regular-ℓ-skew embedding M → Rr+k+ℓ(d+1)−1.
4.3. Proof of Theorem 4.1. For the rest of this section assume that M = Rd.
Consider two embeddings e1, e2 : R
d → Rd whose images are disjoint. They induce
in the obvious way a map
q : F (Rd, k)/Sk × F (R
d, ℓ)/Sℓ → F (R
d, k + ℓ)/(Sk ×Sℓ).
One easily checks
q∗γRd,k,ℓ ∼= ξRd,k × ξRd,ℓ. (15)
Lemma 4.7. Let ℓ, k, d ≥ 2 be integers. There exist isomorphisms of vector bundles
over F (Rd, k)/Sk × F (R
d, ℓ)/Sℓ
q∗
(
p∗T (F (Rd, ℓ)/Sℓ)⊕ γRd,k,ℓ)
)
∼= ξRd,k × (T (F (R
d, ℓ)/Sℓ)⊕ ξRd,ℓ)
∼= ξRd,k × ((d + 1) ξRd,ℓ).
Proof. The first isomorphism follows from (15), while the second isomorphism is a
direct consequence of the isomorphism (13). 
Theorem 4.8. Let ℓ, k, d ≥ 2 be integers. The dual Stiefel–Whitney class
w(d−1)(k−α(k))+(2γ(d)−d−1)(ℓ−α(ℓ))(ξRd,k × ((d + 1) ξRd,ℓ))
does not vanish.
Proof. In order to simplify the notation let us denote r := (d − 1)(k − α(k)) and
s := (2γ(d) − d− 1)(ℓ− α(ℓ)).
First, let us recall what has been proved so far:
• wr(ξRd,k) 6= 0, Theorem 2.13, and
• ws((d+ 1) ξRd,ℓ) 6= 0, Theorem 3.7.
Now we apply the product formula [25, Problem 4-A, page 54]:
w
(
ξRd,k × ((d + 1) ξRd,ℓ)
)
= w(ξRd,k)× w((d+ 1) ξRd,ℓ),
where × on the right hand side denotes the cross product in the cohomology. Hence
we get
wr+s
(
ξRd,k × ((d+ 1) ξRd,ℓ)
)
= wr(ξRd,k)× ws((d + 1) ξRd,ℓ) +
∑
i+j=r+s,i6=r,j 6=s
wi(ξRd,k)× wj((d+ 1) ξRd,ℓ).
Since wr(ξRd,k)× ws((d+ 1) ξRd,ℓ) 6= 0 it follows by the Ku¨nneth formula that
wr+s
(
ξRd,k × ((d+ 1) ξRd,ℓ)
)
6= 0. 
Now Theorem 4.1 follows from Lemma 4.6, Lemma 4.7 and Theorem 4.8.
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