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DISSERTATION ABSTRACT 
 
Dmitry Anatolevich Kislitsyn 
 
Doctor of Philosophy 
 
Department of Chemistry and Biochemistry 
 
December 2016 
 
Title: Spectroscopic Studies of Nanomaterials with a Liquid-Helium-Free High-Stability 
Cryogenic Scanning Tunneling Microscope 
 
 
This dissertation presents results of a project bringing Scanning Tunneling 
Microscope (STM) into a regime of unlimited operational time at cryogenic conditions. 
Freedom from liquid helium consumption was achieved and technical characteristics of 
the instrument are reported, including record low noise for a scanning probe instrument 
coupled to a close-cycle cryostat, which allows for atomically resolved imaging, and 
record low thermal drift. Subsequent studies showed that the new STM opened new 
prospects in nanoscience research by enabling Scanning Tunneling Spectroscopic (STS) 
spatial mapping to reveal details of the electronic structure in real space for molecules 
and low-dimensional nanomaterials, for which this depth of investigation was previously 
prohibitively expensive. 
Quantum-confined electronic states were studied in single-walled carbon 
nanotubes (SWCNTs) deposited on the Au(111) surface. Localization on the nanometer-
scale was discovered to produce a local vibronic manifold resulting from the localization-
enhanced electron-vibrational coupling. STS showed the vibrational overtones, identified 
as D-band Kekulé vibrational modes and K-point transverse out-of plane phonons. This 
study experimentally connected  the properties of well-defined localized electronic states 
 v 
 
to the properties of associated vibronic states. 
Electronic structures of alkyl-substituted oligothiophenes with different backbone 
lengths were studied and correlated with torsional conformations assumed on the Au(111) 
surface. The molecules adopted distinct planar conformations with alkyl ligands forming 
cis- or trans- mutual orientations and at higher coverage self-assembled into ordered 
structures, binding to each other via interdigitated alkyl ligands. STS maps visualized, in 
real space, particle-in-a-box-like molecular orbitals. Shorter quaterthiophenes have 
substantially varying orbital energies because of local variations in surface reactivity. 
Different conformers of longer oligothiophenes with significant geometrical distortions of 
the oligothiophene backbones surprisingly exhibited similar electronic structures, 
indicating insensitivity of interaction with the surface to molecular conformation.  
Electronic states for annealed ligand-free lead sulfide nanocrystals were 
investigated, as well as hydrogen-passivated silicon nanocrystals, supported on the Au(111) 
surface. Delocalized quantum-confined states and localized defect-related states were 
identified, for the first time, via STS spatial mapping. Physical mechanisms, involving 
surface reconstruction or single-atom defects, were proposed for surface state formation to 
explain the observed spatial behavior of the electronic density of states. 
This dissertation includes previously published co-authored material. 
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direction and are positioned in a way that minimizes the terminal S to Au 
top-site distance ............................................................................................... 74 
 
5.3. Adsorption of trans-DDQT molecules on Au(111) in the low coverage 
regime. (a) STM image [set point 100 mV, 50 pA] of a trans-DDQT 
molecule with one alkyl ligand adjacent to another molecule’s ligand. 
Au(111) crystallographic directions are deduced from the surface 
reconstruction ridges found in vicinity of the molecules. (b) Model of 
trans-DDQT molecule from (a) matched to the Au(111) surface lattice. The 
oligothiophene backbone is positioned on the lattice in a way that 
maximizes proximity of sulfur atoms to Au top-sites. The adsorption 
geometry of alkyl ligands is different for the free ligand (angles to       
and       directions are indicated) and ligand bound via van der Waals 
forces to another molecule (aligned along       . (c) STM image [set point 
100 mV, 5 pA] of trans-DDQT molecule with both alkyl ligands freely 
positioned on gold surface. (d) Model of trans-DDQT molecule from (c) 
matched to the Au(111) surface lattice. The adsorption configuration 
allows for more optimal positioning of the oligothiophene’s sulfur atoms 
on the gold lattice as compared to (b). Both alkyl ligands are positioned 
symmetrically, 9.2° offset to the       direction ............................................ 75 
 
5.4. Adsorption of DDQT molecules on Au(111) in the intermediate coverage 
regime. (a) STM image [set point 100 mV, 5 pA] of a large area featuring 
a finite-sized 2D crystal of DDQT with individual DDQT dimers in the 
vicinity. Dotted frame indicates enlarged area shown in (c). (b) STM 
image from (a) with indicated molecular orientations, Au(111) 
crystallographic directions, and highlighted reconstruction ridges (the 
three       directions of Au(111) surface correspond to straight sections 
of surface reconstruction ridges). The quaterthiophene backbones of 
DDQT molecules not included in the crystal are aligned along one of three 
      directions of the Au(111) surface, whereas the backbones of DDQT 
forming the crystal are aligned along the       direction perpendicular to 
     . (c) STM image [set point 100 mV, 20 pA] with overlaid molecular 
structures of the part of the crystal indicated in (a). (d) Models of DDQT 
backbones matched to the Au(111) surface lattice for the crystal section 
shown in (c). Au(111) crystallographic directions are indicated. DDQT 
backbones are aligned with the       direction and are positioned in a  
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 way that minimizes the distances from sulfur atoms of terminal thiophene 
rings to the corresponding Au top-sites ........................................................... 79 
 
5.5. Adsorption of DDQT molecules on Au(111) in the high coverage regime. 
(a) STM image [set point 200 mV, 5 pA] of a large area featuring extended 
2D crystals of DDQT molecules and DDQT dimer agglomerations. Dotted 
frames indicate enlarged areas shown in (b) and (c). (b) Part of STM image 
from (a) with indicated molecular orientations and Au(111) 
crystallographic directions. The quaterthiophene backbones of DDQT 
molecules are all aligned along one of three       directions of the 
Au(111) [which are perpendicular to       directions], regardless of 
whether or not they are in an ordered crystal. DDQT prefers adsorbing in 
fcc regions of the Au(111) reconstruction, while hcp regions are avoided 
and mostly empty. (c) STM topography image [set point 200 mV, 5 pA] 
with overlaid molecular structures of part of the crystal indicated in (a). 
(d) Models of DDQT backbones matched to the Au(111) surface lattice for 
the crystal section shown in (c). Au(111) crystallographic directions are 
indicated. DDQT backbones are found to be aligned with  110  direction 
and are positioned in a way that minimizes the distances from sulfur atoms 
of terminal thiophene rings to the corresponding Au top-sites ........................ 83 
 
5.6. Spatial mapping of DDQT orbitals. (a) STS spectrum measured on the 
quaterthiophene backbone of the molecule in the bottom right corner (curve 
DDQT), and STS spectrum of the gold substrate near the dimers [curve 
Au(111)]. Portions of both spectra are magnified to show fine structure. (b) 
STM image of a group of DDQT dimers. (c) STM image from (b) 
processed to “sharpen” the topographic features. (d) Density of states 
(DOS) for the LUMO orbital [2.1 V, see curve DDQT in (a)] overlaid on 
image from (c). Mapped area is confined within the dashed lines. Low 
DOS intensity (near-background) areas were rendered transparent to show 
registry with topography. (e) Same as (d) for the HOMO orbital [-0.9 V, 
see curve DDQT in (a)].................................................................................... 85 
 
5.7. LUMO molecular orbital of the DDQT crystal of the type formed in the 
intermediate molecular coverage regime. (a) STM image [set point 100 
mV, 5 pA] of part of the crystal with overlaid DDQT models of backbone 
(ellipse) with attached alkyl chains (lines). Shown are three regular rows of 
trans-DDQT comprising the crystal and three additional DDQT molecules 
attached to a crystal with perpendicular backbones (two trans and one cis 
conformer). (b) dI/dV spectroscopy scans [set point 1.0 V, 1.0 pA] of the 
LUMO orbitals taken on top of every backbone indicated with A-L in (a). 
Dashed line at 2.1 V is the most common LUMO peak energy in this 
crystal, but deviations from 2.1 V in both directions are observed. (c) STM  
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 image from (a) processed to “sharpen” the topographic features. (d) LUMO 
DOS map at 2.1 V superimposed on enhanced topography showing LUMO 
localization. The DOS maps are superimposed on the enhanced topography 
from (c), with areas of low DOS [Au(111) background] rendered 
transparent in order to reveal registry with the topography ............................. 87 
 
5.8. LUMO of a DDQT crystal of the type formed in the high molecular 
coverage regime. (a) STM image [set point 200 mV, 5 pA] of part of the 
crystal with overlaid DDQT models of backbone (ellipse) with attached 
alkyl chains (lines). Regular chain of the crystal consisting of five DDQT 
molecules is shown. (b) dI/dV spectroscopy scans [set point 1.8 V, 2.0 pA] 
of the LUMO orbitals taken on top of every backbone indicated with A-E 
in (a). (c) STM image from (a) processed to “sharpen” the topographic 
features. (d)-(g) LUMO DOS maps for voltages corresponding to specific 
LUMO peaks in (b). The DOS maps are superimposed on the enhanced 
topography from (c), with areas of low DOS [Au(111) background] 
rendered transparent in order to reveal registry with the topography .............. 89 
 
6.1. Adsorption of 8T molecules on Au(111). (a) STM image [set point 100 
mV, 5 pA] of an aggregate of oligothiophene molecules absorbed on the 
Au(111) surface. (b) Close-up STM topography of the region confined by 
the dotted rectangle in (a). Atomic models of 8T molecules are overlaid on 
the STM image. The atomic models show that molecules are attached to 
each other via alkyl substituents. The thiophene rings comprising the 
DDQT backbones are nearly flat on the Au(111) surface, as determined by 
STM topographies. (c) STM image from (a) with indicated molecular 
orientations and Au(111) crystallographic directions and highlighted 
surface-reconstruction ridges. The oligothiophene backbones of 8T 
molecules are aligned along the       directions of the Au(111) surface, 
perpendicular to the straight sections of surface-reconstruction ridges 
which run parallel to the       directions. (d) Model of 8T molecules from 
(b) matched to the Au(111) surface lattice. Au(111) crystallographic 
directions are indicated. Dashed circles indicate the van der Waals radii of 
the hydrogen atoms .......................................................................................... 98 
 
6.2. Spatial (STS) DOS mapping across for a CCC conformer of 8T molecules. 
(a) STM image with an overlaid atomic model of the CCC-8T molecule. 
(b) STM image from (a) showing the path of mapping (dashed line). 
(c) DOS as a function of the bias voltage and position x along the path 
shown in (b). (d) LUMO, LUMO+1 and LUMO+2 DOS along the path 
shown in (b), obtained at voltages corresponding to the vertical dashed 
lines in (c). These voltages were chosen to maximize the contributions of 
the corresponding individual orbitals. Curves are shifted and normalized  
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 for clarity. (e) Backbone profile (z height vs. x coordinate) along the 
dashed line from (b). (f) Individual STS spectra from (c) measured at x=2.1 
and 2.7 nm as indicated by horizontal lines in (c). Spectra are shifted for 
clarity. The LUMO state manifests itself as a peak at 1.85 V in the 
spectrum measured at x=2.7 nm, while LUMO+1 is observed as a peak at 
2.3 V in the spectrum measured at x=2.1 nm. Only a shoulder of the 
LUMO+2 states is observed at 2.6 V (x=2.7 nm) ............................................ 104 
 
6.3. Same as Figure 6.2 for a TTT conformer of 8T molecules. The molecule is 
situated in the center of the molecular aggregate, with alkyl chains on both 
sides (see Figure D1d) ..................................................................................... 105 
 
6.4. Same as Figure 6.2 for a CTT conformer of 8T molecules ............................. 105 
 
6.5. Calculated electronic DOS for a CCC conformer of 8T molecules. (a) DOS 
(compare to Figure 6.2c) as a function of the bias voltage and position x 
along the path similar to that shown in Figure 6.2b. (b) LUMO, LUMO+1 
and LUMO+2 DOS (compare to Figure 6.2d) along the same path as in (a), 
obtained at voltages corresponding to the vertical dashed lines in (a). These 
voltages were chosen to maximize the contributions of the corresponding 
individual orbitals. Curves are shifted and normalized for clarity. (c) Three-
dimensional representations of DOS for LUMO, LUMO+1 and LUMO+2 
showing nodal patterns (along the molecular backbone) characteristic of the 
particle-in-a-box nature of these states (no nodes for LUMO, one node for 
LUMO+1 and two nodes for LUMO+2). (d) Individual DOS spectra from 
(a) measured at spatial locations indicated by horizontal lines in (a). 
Spectra are shifted for clarity. The LUMO state manifests itself as a peak at 
1.86 V (top curve), while LUMO+1 is observed as a peak at 2.32 V 
(bottom curve). Electronic structure calculations were performed with 
density functional theory (DFT) calculations using B3LYP/6-31G* .............. 107 
 
6.6. Same as Figure 6.5 for a TTT conformer of 8T molecules ............................. 108 
 
6.7. Same as Figure 6.6 for a CTT conformer of 8T molecules ............................. 108 
 
7.1. Adsorption of oligothiophene molecules on Au(111). (a-c) STM images 
[set point 100 mV, 5 pA] of aggregates of oligothiophene molecules 
absorbed on the Au(111) surface. (d-f) STM images from (a-c) with 
indicated molecular orientations, Au(111) crystallographic directions, and 
highlighted surface-reconstruction ridges (white dashed lines). The 
oligothiophene backbones are aligned along the       directions of the 
Au(111) surface, perpendicular to the straight sections of surface-  
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 reconstruction ridges, which run parallel to the       directions. Dashed 
boxes in (a-c) correspond to STM images in Fig. 7.2 ...................................... 117 
 
7.2. Model of 8T molecules from Fig. 7.1 matched to the Au(111) surface 
lattice. (a-d) STM images [set point 100 mV, 5 pA] of sub-areas from Figs. 
7.1a-c. (e-h) Models of oligothiophene molecules from (a-d) overlaid on 
the Au(111) lattice. Crystallographic directions are indicated. Dashed 
circles indicate the van der Waals radii of the hydrogen atoms ...................... 119 
 
7.3. Molecular orbitals for a straight 8T conformer. (a) DOS spectra measured 
on the straight 8T molecule in the locations indicated in (d-e) and DOS 
spectrum of the gold substrate. (b) STM image of the molecule. (c) STM 
image from (b) processed to “sharpen” the topographic features. (d) DOS 
for the LUMO orbital overlaid on image from (c). Mapped area is confined 
within the dashed lines. Areas with low DOS intensity (near-background) 
were rendered transparent to show registry with topography. (e) Same as 
(d) for the LUMO+1 orbital. (f) Individual DOS spectra calculated at 
spatial locations A, B, and C in (i) and (j). Spectra are shifted for clarity. 
(g-h) Theoretically calculated wavefunctions of LUMO and LUMO+1 
showing the particle-in-a-box nature of these states (no nodes for LUMO, 
one node for LUMO+1). (i-j) Theoretically calculated DOS maps of 
LUMO and LUMO+1, exhibiting similar behavior to (d) and (e), 
respectively. For details of theoretical calculations see text ............................ 122 
 
7.4. Molecular orbitals for a kinked 8T conformer. Data arrangement and 
markings are identical to those used in Fig. 7.3 ............................................... 126 
 
7.5. Molecular orbitals for a curved 8T conformer. Data arrangement and 
markings are identical to those used in Fig. 7.3 ............................................... 127 
 
7.6. LUMO energies for all measured and calculated 8T and 7T conformations. 
The data were obtained from Figs. 7.3f, 4f, 5f and Figs. E1f, E2f, E3f of the 
supplementary material
42
. Gray triangles are theoretical LUMO energies, 
and black circles are measured LUMO energies (experimental error ~50 
mV) .................................................................................................................. 129 
 
8.1. Representative dI/dV spectra for five PbS NCs (set point voltages and 
currents range from 1.2 V to 2.5 V, and 10 pA to 30 pA for the spectra 
shown). The bias voltage effectively serves as the energy scale (see, 
however, discussion associated with Figure F2 for a more complete 
description of the relationship between the bias voltage and energy).  
Occupied and unoccupied states are indicated by arrows and marked with  
 xxvi 
 
Figure Page 
 
 
 an 'H' and 'E' for electrons and holes respectively. The apparent band gaps 
for each of the NCs are marked with double sided arrows .............................. 137 
 
8.2. STM/STS characterization of a representative nanocrystal NC1. (a) STM 
topography image of NC1 [set point 1.0 V, 1.0 pA]. (b) Topographical 
features attributable to step edges oriented along specific crystallographic 
directions. The majority of features indicate 120° angles, which suggests 
that the top facet of NC1 corresponds to a {111} plane.  (c) A cross-section 
of the topography [path indicated by the arrow in (a)] showing that the top 
facet of NC1 is at a small angle with respect to the Au(111) surface. 
Individual steps are marked with dashed lines, with the step height (0.342 
nm) corresponding to the distance between the sulfur {111} planes. (d) A 
representative STS spectrum [set point 2.0 V, 15 pA] measured at the 
location marked by the star in (a). Prominent occupied and unoccupied 
states are marked with an 'H' and 'E' respectively ............................................ 139 
 
8.3. Spatial DOS (STS) mapping across nanocrystal NC1. (a) Topographic 
image [set point 1.0 V, 1 pA] showing the path of mapping (points P1 
through P5). (b) Density of states [set point 2.0 V, 10 pA] as a function of 
bias voltage and position x along the path shown in (a).  (c) Individual STS 
spectra from (b) measured at points P2 through P5. Occupied and 
unoccupied states are marked 'H' and 'E' respectively in both (b) and (c). 
Spectral feature H
**
 corresponds to “reverse” tunneling35, 36 through a 
localized occupied state outside of the mapping path ...................................... 141 
 
8.4. (a) Topographic images of NC1 [set point 1.0 V, 1 pA]. Bottom image is 
marked to indicate step edges with 120° angles oriented along <110! 
directions, the same set of marks is used in the bottom images of (b) and (c) 
for reference. (b) DOS maps for unoccupied states of NC1 [set point 2.0 V, 
15 pA] measured at the indicated bias voltages. Parallel dashed red lines 
indicate the apparent orientation of stripe-like features associated with 
states E1,n. (c) DOS maps for occupied states of NC1 [set point 2.0 V, 15 
pA] measured at the indicated bias voltages. High intensity signals in the 
top left and top right of the H2 map in (c) are attributed to spectral features 
of nearby NCs. The spatial extent of maps in (b) and (c) corresponds to the 
yellow rectangle shown in (a). Numbered markers in the bottom images of 
(b) and (c) [identical for both sets of maps] indicate locations of high DOS 
intensity for states E1,n  (1-9) and E2 (10-15).  Location 16 marks a region 
with a localized higher energy state [ ~1.9 V, map not shown], likely 
corresponding to a smaller NC (with a different crystallographic 
orientation) that is in the process of merging with NC1 ................................... 142 
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9.1. STM topographies of ligand-covered (a)-(c) and ligand-free (d)-(f) PbS 
NCs. Figures (g)-(i) highlight topographical features observed in (d)-(f). 
The crystallographic directions and NC boundaries are identified with the 
aid of STS DOS mapping. All STM topographies measured with set-point 
2.0 V bias, 1-2 pA tunneling current................................................................ 156 
 
9.2. (a) DOS spectra for six representative PbS NCs (individual spectra shifted 
for clarity). Occupied (unoccupied) states denoted by Hn (En) respectively. 
All dI/dV curves measured with set-point 1.6-2.6 V bias, 15-30 pA 
tunneling current. Histogram (bottom) of energetic locations and 
distributions for discernible states E1,1, E2, and H1 for 13 NCs, bin size 
0.2 eV (b) Bandgaps vs. height for measured NCs overlaid on data for two 
limiting cases: spherical NCs and 2D PbS quantum wells. Open symbols 
correspond to the E1,1 - H1 energy differences, whereas closed symbols 
correspond to values obtained from PIAB orbitals differences of many 
measured DOS spectra in Figure 9.2a are considerably lower than those (as 
determined from DOS mapping). The curve for spherical PbS NCs, and 
gray shaded region corresponding to 2D PbS quantum wells, were obtained 
from Moreels et al.
65
 and Lee et al.,
66
 respectively .......................................... 158 
 
9.3. (a) STM topographic image of a PbS NC. (b) DOS "cross-section" 
mapping along the path of the dotted line in (a).  (c) Individual DOS 
spectra measured at locations marked in (a). STS measurements in (b) and 
(c) were taken with a set-point of 1.9 V bias and 30 pA tunneling current. 
Variations in the energies of electronic states across the NC roughly follow 
the NC topography, which is a result of the location-specific variation of 
the bias voltage drop inside the NC.
56
 ............................................................. 161 
 
9.4. (a) STM topographic image of NC1. (b) DOS mapping of NC1 along the 
path of the dotted line in (a). (c) Individual DOS spectra for locations 
marked in (a). STS measurements in (b) and (c) were taken with set-point 
1.6 V bias, 30 pA tunneling current ................................................................. 162 
 
9.5. 2D DOS maps of unoccupied (a-c) and occupied (d, e) states for NC1. DOS 
state representations show (from left to right) combination 
topography/DOS map overlay (yellow outline indicates area of DOS 
mapping), DOS map only, and DOS map with black lines showing DOS 
features that are in registry with NC1 crystallographic features from Figure 
9.1g. Parameter α is distance between two neighboring {211} planes, as 
shown in the model in Figures 9.6a and b. STS measurements taken with 
set-point 1.6 V bias, 30 pA tunneling current. STM topography image 
measured with set-point 2.0 V bias, 2 pA tunneling current ........................... 164 
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9.6. Model representations of relevant PbS fcc crystallographic facets with 
idealized reconstruction features. (a, c) (111)-plane views showing rows of 
Pb adatoms oriented along <110> and <211> directions respectively, with 
indicated inter-atomic-row distances in integer multiples of distances α and 
β respectively. (b, d) (110)-, and (211)-plane side-views of same structures 
as in (a) and (c) showing vertical atomic steps responsible for appearance 
of varied distances between the bright DOS “stripes” in Figure 9.5 and 
Figure 9.8 ......................................................................................................... 167 
 
9.7. DOS spectra for NC2 measured at locations P1-3 shown in the inset STM 
topography. Sections of spectra P1 and P2 containing relevant states have 
been magnified by designated amount for clarity. STS measurements were 
taken with set-points of 1.5-2.2 V bias, 10-20 pA tunneling current. STM 
topography image measured with set-point 2.0 V bias, 1 pA tunneling 
current .............................................................................................................. 172 
 
9.8. Same as Figure 9.5 for NC2. Parameters α and β are the distances 
between two neighboring {211} and {110} planes respectively, as 
shown in the model in Figures 9.6. STM topography image measured 
with set-point 2.0 V bias, 1 pA tunneling current. STS maps measured 
with set-point 1.5 V bias, 20 pA tunneling current ................................... 173 
 
10.1. Spatial mapping of LDOS for NC1. (a) STM topographic image. (b) LDOS 
(measured as dI/dV) as a function of the bias voltage and position x along 
the path shown in (a). R1-R3 indicate regions with specific patterns of 
LDOS spectra. In (b), the individual unoccupied and occupied LDOS 
spectra were normalized separately, for clarity. (c) Individual LDOS 
spectra from (b) measured at points P1 through P4. Spectra are offset for 
clarity. Identical spectra for P1 and P2 scaled by ×0.2 are also shown. 
Occupied and unoccupied states are marked “H” and “E” respectively in 
both (b) and (c). Individual LDOS peaks are observed at slightly different 
voltages across the NC due to the finite location-dependent voltage drop 
inside the NC. (d) Topography from (a) overlaid with its contour plot. 
Contours correspond to vertical separation of 0.68 Å (half of one Si(100) 
atomic step). (e-j) 2D LDOS maps for voltages corresponding to the peaks 
indicated in (c). Upper row shows the LDOS maps overlaid with contour 
lines from (d). Lower row of LDOS maps shows Si(100) lattice directions 
identified in the spatial LDOS intensity distributions. Solid lines are       
and       directions (perpendicular to each other), dashed lines are       
and       , dotted lines are       and       , dash-dotted lines are       
and       . [Assignment of the primary directions       and       is made 
using the predominant orientation of linear features in the LDOS patterns.] 
Measure of localization   is calculated for every 2D map, as explained in  
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 the main text. (k) Calculated representation of NC1 shape (see Supporting 
Information in Appendix H for details) with its contour plot overlaid. Black 
and white lines on top of the contours correspond to Si(100) directions......... 183 
 
10.2. Theoretical LDOS for a model near-spherical (diameter ~3.5 nm) SiNC 
(with composition H412Si1087). (a) NC geometry. (b) Calculated 1D LDOS 
map as a function of the bias voltage and position x along the path shown 
in (a). (c) Individual LDOS spectra from (b) measured at points P1 through 
P3. Spectra are offset for clarity. The number of discrete states in each peak 
is indicated. (d) NC geometry rotated by 90° around the vertical axis and 
exposing facets mapped in (b) as well as in (e-j). (e-j) 2D maps of LDOS 
for selected states near the electronic bandgap. LDOS intensities were 
calculated on a 3D surface equidistantly offset from the NC surface by 3 Å, 
similarly to the path shown in (a). In order to more closely reproduce 
experimental conditions, all spectra were normalized to give the same total 
current at 1.35 V (see Methods for details). Measure of localization   is 
calculated for every 2D map, as explained in the main text ............................ 187 
 
10.3. Spatial mapping of LDOS for NC2. Data arrangement and markings are the 
same as in Figure 10.1. In (b), the individual unoccupied and occupied 
LDOS spectra were normalized separately, for clarity. Peak E2 is measured 
at three voltages E2
n .......................................................................................... 190 
 
10.4. Theoretical LDOS for a model near-spherical (diameter ~2 nm) SiNC with 
a bridged oxygen (Si−O−Si) impurity, and composition H114Si175O. Data 
arrangement and markings are the same as in Figure 10.2. In (c), P1 
corresponds to the maximum of orbital E
* 
LDOS, P2 corresponds to the 
defect location, and P3 is positioned on the opposite side of NC with 
respect to P2. The top and bottom rows in (d-j) show two opposite sides of 
the NC, respectively. To more closely reproduce experimental conditions, 
all spectra were normalized to give the same total current at 1.7 V ................ 193 
 
11.1. STM/STS characterization and theoretical modeling of SiNCs. (a) 
Topography of an area showing several SiNCs. (b) Enlarged topography 
corresponding to the dashed square in (a). (c) STS spectra measured at 
locations A and B marked in (b). Curves A1 through A7 show 
transformations of the LDOS spectra in location A with successive 
application of bias voltage pulses (see text for details). States marked 'H' 
and 'E' correspond to occupied and unoccupied states, respectively, except 
for features caused by “reverse” tunneling, as described in the text. Spectra 
are offset for clarity. (d) Model of fully hydrogen-passivated SiNC 
(composition H172Si239). (e) Theoretical LDOS spectra averaged over the 
entire NC surface. Spectra FH and R correspond to the fully hydrogen-  
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 passivated SiNC in (d), and to the completely reconstructed SiNC in (f), 
respectively. Spectrum PR corresponds to a partially reconstructed version 
of SiNC from (d), with 33% of dihydrides converted to monohydride 
dimers. D  ,  D  , and D   are spectra of the completely reconstructed 
model with an additional DB and charges 0,   , and –  , correspondingly. 
Spectrum SD   illustrates the effect of “bipolar” tunneling on STS of 
electronic states with LDOS described by curve D  . Spectra were 
Gaussian-broadened by 100 mV, with onsets corresponding to the discrete 
energy levels obtained from DFT calculations. All spectra were modeled 
assuming a finite bias voltage drop inside the SiNC (see text). (f) Model of 
a monohydride-passivated SiNC (composition H100Si239) with 21:H 
surface reconstruction, and silicon core identical to that of (d). Location of 
the DB is also indicated. .................................................................................. 203 
 
11.2. Spatial mapping of LDOS for the SiNC from Fig. 11.1(b) after (partial) 
dehydrogenation, but before DBs were generated. (a) Topography of the 
SiNC. (b) LDOS as a function of the bias voltage and position x along the 
path (solid line) shown in (a) ........................................................................... 207 
 
11.3. Spatial mapping of LDOS for the SiNC from Fig. 11.1(b) after DBs were 
generated. (a,c) STM topographic images of the SiNC. (b) LDOS as a 
function of the bias voltage and position x along the path (solid line) shown 
in (a,c). (d,e) 2-D LDOS maps for voltages corresponding to HD, ED LDOS 
peaks marked in (b). Mapping area corresponds to the dotted squares in 
(a,c). Dashed lines are topographic contours from (c) ..................................... 209 
 
A1. Representative STM images of several CNTs deposited on the Au(111) 
surface using the “dry contact transfer” method.  Nanotubes constituted 
~70% of the SWNT-containing powder obtained from Sigma-Aldrich, 
which explains the presence of small clusters around the nanotubes in the 
majority of the STM images ............................................................................ 230 
 
A2. (a) STM topography of a SWNT, different from that of Figure 3.1b of the 
main text. (b) STS signal as a function of the   coordinate [as shown in (a)] 
and sample bias voltage.  (STS signal serves as a measure of the local 
density of electronic states.) The spatial range corresponds to the dashed 
line between points    and    in (a). Positive voltages correspond to 
unoccupied electronic states, while negative voltages correspond to 
occupied states. All data were measured along the nanotube centerline. The 
spectra show Van Hove singularities, with the most visible states being   -
type (derived from the valence band),   -type (derived from the conduction 
band), and   -type (derived from the band immediately above the 
conduction band).    Some bandgap variation is observed in the STS map  
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 shown in Figure A2b, with levels   
  and   
  on the left side of the map, 
and levels   
   and   
   on the right side.   The observed bandgap variation 
is likely a result of the non-uniform environment of the nanotube: the 
vicinity of point    shows a higher density of impurities located around the 
nanotube ........................................................................................................... 231 
 
A3. STS spectra showing fine spectral structures.  (a) Spectra for the nanotube 
shown in Figure A2a, the bottom three spectra measured outside of the 
region contained between points    and   .  (b)  Additional spectra from 
localized states in other nanotubes ................................................................... 232 
 
A4. Zoomed-out view of the SWNT from Figure 3.1b showing the geometry of 
the Au trench straddled by the nanotube.......................................................... 233 
 
A5. Voltage drop in a biased STM junction with a SWNT under the STM tip ..... 234 
 
A6. Spatial dependence of STS peaks corresponding to states       [shown in 
(a)] and   
   [shown in (b)] from Figure 3.2.  The spatial coordinate x is 
identical to that used in Figure 3.2. The STS signal has been renormalized 
so as to give constant integral DOS within the ranges shown ......................... 235 
 
A7. Spatial dependence of STS peaks corresponding to bipolar transport 
through state    that originates from a defect located on the same nanotube 
as that shown in Figure 3.2.  See text for definitions of band onsets   
  and 
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B1. Possible adsorption configurations for DDQT conformers in the main text. 
S atoms at Au top-sites are highlighted by green circles. (a) cis-DDQT 
conformer with S atoms at Au top-sites as observed in Chapter IV along 
with other possible orientations with (b) both exterior S atoms at Au top-
sites and (c)-(g) one exterior and one interior S atom at Au top-sites. (h) 
trans-DDQT conformer with exterior S atoms at Au top-sites as observed 
in Chapter IV along with other possible orientations with (i) both exterior S 
atoms at Au top-sites, (j) adjacent interior and exterior S atom in Au top-
sites (this is the only possibility for trans-DDQT having neighboring S 
atoms located at Au top-sites), and (k) and (l) non-adjacent interior and 
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B2. Manipulation of cis-DDQT monomer and alkyl side chains with STM tip. 
After the initial topography (a), the DDQT monomer rotated by 60 on the 
substrate (b). Subsequent STS measurements of this cis-conformer resulted 
in the alkyl chains folding over themselves (c) and the DDQT backbone 
(d)-(e). Topographies acquired at 1.0 V bias, 5.0 pA set point........................ 238 
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B3. Examples of scission observed during STS at higher (~2.5-3.0 V) bias. 
Topographies (a) before STS, and (b) after. This susceptibility of DDQTs 
to scission limited the lifetime of individual DDQT cis-conformers and 
inhibited detailed study of unoccupied states beyond the LUMO. In 
addition to the scission of DDQT backbones, alkyl side chains could also 
dislocate from the stable dimer position (b). STM topographies were 
acquired at 100 mV bias, 5.0 pA set point ....................................................... 238 
 
B4. Density Functional Theory gas-phase electronic structure calculations of 
(a) trans DDQT and (b) cis DDQT. (c) and (d) LUMOs and their energies 
for trans and cis conformers, correspondingly. (e) and (f) HOMOs and their 
energies for trans and cis conformers, correspondingly.  The dipole 
moment of the trans (cis) conformation is 0.06 Debye (2.32 Debye). 
Computations were performed with Gaussian09
4
 using B3LYP/6-31G* and 
visualized with Avogadro
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B5. Registry of DDQT molecules with the underlying Au(111) surface as in 
Figure 4.2 of the main text, with surface reconstruction ridges highlighted 
by white dashed lines delineating face-centered-cubic (fcc) and hexagonal-
close-packed (hcp) regions of the Au(111) surface (d)-(f). (a)-(c) STM 
images of DDQT molecules on Au(111) substrate. DDQT molecules 
primarily adsorbed in the fcc regions, with the quaterthiophene backbones 
aligned along one of three       directions of the Au(111) surface, 
perpendicular to Au(111) surface reconstruction ridges aligned primarily 
along the       directions, as shown in Figure 4.2 (main text). STM 
imaging was carried out at bias voltages 0.1-1.0 V and tunneling currents 
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B6. Distributions of LUMO energies for 50 cis and 18 trans-conformers, as 
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C1. DDQT crystals agnostic to Au(111) surface features. (a) STM image [set 
point 100 mV, 10 pA] of a crystal formed over a single-atom step. The 
crystal order on both sides of the step are identical, and the DDQT 
molecules on higher terrace are connected to the molecules below in a 
regular manner. Note that the hcp areas of the Au(111) reconstruction are 
avoided. (b) Image from (a) with marked molecular orientations and 
Au(111) crystallographic directions. Oligothiophene backbones are 
oriented along the  112  directions and the alkyl ligands are positioned 16° 
from the  110  direction, as evident from the edges of the crystal formation. 
(c) STM image [set point 100 mV, 5 pA] of a crystal formed over a 
Au(111) surface reconstruction ridge, resulting in occupation of the 
energetically unfavorable hcp region. The crystallographic order of the  
 xxxiii 
 
Figure Page 
 
 
 DDQT crystal and DDQT backbone orientation are not modified as 
compared to a regular case of crystal formed in fcc area. (d) Image from 
(c) with marked molecular orientations and Au(111) crystallographic 
directions. Oligothiophene backbones are oriented along the  112  
directions and the alkyl ligands are positioned 16° from the  110  
direction ........................................................................................................... 243 
 
C2. Spatial mapping of DDQT LUMO. (a) STS spectra measured on the 
quaterthiophene backbone of the molecules A and B indicated in (b) 
[curves DDQT], and STS spectrum of the gold substrate near the dimers 
[curve Au(111)]. Spectrum for molecule A is shifted for clarity as indicated 
by 0 of the signal on the right vertical axis. (b) STM image of a DDQT 
dimer. (c) STM image from (b) processed to “sharpen” the topographic 
features. (d) Density of states (DOS) for the LUMO orbital [2.1 V, see 
curve DDQT in (a)] overlaid on image from (c). Mapped area is confined 
within the dashed lines. Low DOS intensity (near-background) areas were 
rendered transparent to show registry with topography ................................... 245 
 
C3. Distribution of LUMO orbital energies of DDQT backbones in cis and 
trans conformations. Trans-1 refers to trans conformers observed at low 
and intermediate coverage, and trans-2 refers to tans conformers observed 
in the high coverage regime ............................................................................. 246 
 
C4. STS dI/dV scans of the DDQT crystal in Figure 5.8 of the main text, 
demonstrating that LUMO peak voltages were not sensitive to the precise 
location of the tip on the measured molecules. (a)-(d) Density of states 
maps obtained by overlaying spatially mapped STS dI/dV signal [set point 
1.8 V, 2.0 pA, lock-in modulation 100 meV] on the enhanced topography 
to show LUMO orbital localization. Low dI/dV signal of the map 
(background) was rendered transparent in order to reveal alignment with 
the topography. (e) dI/dV spectroscopy scans [set point 1.8 V, 2.0 pA, lock-
in modulation 100 meV] taken at indicated locations on top of backbones 
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C5. Expansion of the DOS maps shown in Figure 5.8 in the main text. (a) STM 
image [set point 200 mV, 5 pA] of part of the crystal with overlaid DDQT 
models of backbone (ellipse) with attached alkyl chains (lines). Regular 
chain of the crystal consisting of five DDQT molecules is shown. (b) dI/dV 
spectroscopy scans [set point 1.8 V, 2.0 pA, lock-in modulation 100 meV] 
taken on top of every backbone indicated with A-E in (a). (c) STM image 
from (a) processed to “sharpen” the topographic features. (d)- (p) DOS 
mapping from 1.85-2.50 V in 50 mV increments ............................................ 248 
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C6. LUMO DOS maps of a DDQT crystal of the type formed in the high 
molecular coverage regime. (a) STM image [set point 200 mV, 5 pA] of 
part of the crystal with overlaid DDQT models of backbones (ellipses) with 
attached alkyl chains (lines). Regular chain of the crystal consisting of 
three DDQT molecules is shown. (b) STM image from (a) processed to 
“sharpen” the topographic features. (c)-(j) Density of states maps from 1.8-
2.5 V in 100 mV increments obtained by overlaying spatially mapped STS 
dI/dV signal [set point 1.8 V, 2.0 pA, lock-in modulation 100 meV at 570 
Hz] on the enhanced topography to show LUMO orbital localization. Low 
dI/dV signal of the map (background) was rendered transparent in order to 
reveal alignment with the topography. (k) dI/dV spectra [set point 1.8 V, 
2.0 pA, lock-in modulation 100 meV at 570 Hz] taken on top of every 
backbone indicated with A-C in (a) ................................................................. 249 
 
D1. Sample characterization using nanoelectrospray ionization (nano-ESI) mass 
spectrometry [solution in THF, ESI voltage 1.4 kV]: (a) part of the spectra 
corresponding to alkyl-substituted 7T (calculated for C64H88S7 1080.49, 
found 1080.45), (b) part of the spectra corresponding to alkyl-substituted 
8T (calculated for C80H114S8 1330.66, found 1330.58). The progression of 
peaks beyond the main m/z peak is the isotope series for each 
conformational isomer ..................................................................................... 250 
 
D2. Adsorption of 7T molecules on Au(111). (a) STM image [set point 100 
mV, 5 pA] of an aggregate of 7T molecules absorbed on the Au(111) 
surface. (b) Close-up STM topography of the region confined by the dotted 
rectangle in (a) with overlaid atomic models of 7T molecules showing that 
molecules attach to each other via alkyl substituents. The molecular models 
show that the thiophene rings comprising the DDQT backbones are nearly 
flat on the Au(111) surface, as determined from STM topography. (c) STM 
image from (a) with indicated molecular orientations and Au(111) 
crystallographic directions and highlighted surface reconstruction ridges. 
The oligothiophene backbones of 7T molecules are aligned along the       
directions of the Au(111) surface, perpendicular to the straight sections of 
surface-reconstruction ridges, which run parallel to the       directions. 
(d) Model of 7T molecules from (b) matched to the Au(111) surface lattice. 
Au(111) crystallographic directions are indicated. 7T backbones are 
roughly aligned along the       direction. Dashed circles indicate the van 
der Waals radii of the hydrogen atoms ............................................................ 251 
 
D3. 7T molecular aggregates on Au(111). (a) STM image [set point 100 mV, 5 
pA] of an aggregate of 7T molecules absorbed on the Au(111) surface. (b) 
STM image in (a) with indicated molecular orientations and Au(111) 
crystallographic directions and highlighted surface-reconstruction ridges.  
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 The oligothiophene backbones of 7T molecules are preferentially adsorbed 
in fcc regions of the Au(111) surface reconstruction and aligned along the 
      directions of the Au(111) surface, perpendicular to the straight 
sections of surface reconstruction ridges, which run parallel to the       
directions. (c) and (d) close-up STM topographies of molecular chains 
indicated in (a) showing chains extending over a Au(111) step ...................... 252 
 
D4. Distribution of LUMO and LUMO+1 energies of 7T and 8T acquired by 
STS. 5 8T molecules (2 CCC, 1 each of TTT, CCT and CTT) and 50 7T 
molecules (23 TC, 16 TT, 9 CC and 2 CT) were measured. Standard 
deviations for the 7T conformations are 0.031 eV (TC), 0.038 eV (TT), 
0.051 eV (CC) and 0.117 eV (CT). DFT results are presented for 
comparison ....................................................................................................... 253 
 
D5. Same as Figure 6.3 for a CC conformer of 7T molecules. (a) STM image 
with an overlaid atomic model of the CCC-7T molecule. (b) STM image 
from (a) showing the path of mapping (dashed line). (c) DOS as a function 
of the bias voltage and position x along the path shown in (b).  (d) LUMO, 
LUMO+1 and LUMO+2 DOS along the path shown in (b), obtained at 
voltages corresponding to the vertical dashed lines in (c). These voltages 
were chosen to maximize the contributions of the corresponding individual 
orbitals. Curves are shifted and normalized for clarity. (e) Backbone profile 
(z height vs. x coordinate) along the dashed line from (b). (f) Individual 
STS spectra from (c) measured at x=2.1 and 2.7 nm as indicated by 
horizontal lines in (c). Spectra are shifted for clarity. The LUMO state 
manifests itself as a peak at 1.85 V in the spectrum measured at x=2.7 nm, 
while LUMO+1 is observed as a peak at 2.3 V in the spectrum measured at 
x=2.1 nm. Only a shoulder of the LUMO+2 state is observed ........................ 254 
 
D6. Same as Figure 6.3 for a TT conformer of 7T molecules ................................ 255 
 
D7. Same as Figure 6.3 for a TC conformer of 7T molecules ................................ 255 
 
D8. Calculated electronic DOS for a CC conformer of 7T molecules. (a) DOS 
(compare to Figure D3c) as a function of the bias voltage and position x 
along the path similar to that shown in Figure D3b. (b) LUMO, LUMO+1 
and LUMO+2 DOS (compare to Figure D3d) along the same path as in (a), 
obtained at voltages corresponding to the vertical dashed lines in (a). These 
voltages were chosen to maximize the contributions of the corresponding 
individual orbitals. Curves are shifted and normalized for clarity. (c) Three-
dimensional representations of  DOS for LUMO, LUMO+1 and LUMO+2 
showing the particle-in-a-box nature of these states. (d) Individual DOS 
spectra from (a) measured at spatial locations indicated by horizontal lines  
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 in (a). Spectra are shifted for clarity. The LUMO state manifests itself as a 
peak at 1.9 V (top curve), while LUMO+1 is observed as a peak at 2.3 V 
(bottom curve). Electronic structure calculations were performed with 
density functional theory (DFT) calculations using B3LYP/6-31G* .............. 256 
 
D9. Same as Figure D8 for a TT conformer of 7T molecules ................................ 257 
 
D10. Same as Figure D8 for a TC conformer of 7T molecules ................................ 257 
 
E1. Molecular orbitals for a straight 7T conformer. (a) DOS spectra measured 
on the straight 7T molecule in the locations indicated in (d-e) and DOS 
spectrum of the gold substrate. (b) STM image of the molecule. (c) STM 
image from (b) processed to “sharpen” the topographic features. (d) DOS 
for the LUMO orbital overlaid on image from (c). Mapped area is confined 
within the dashed lines. Areas with low DOS intensity (near-background) 
were rendered transparent to show registry with topography. (e) Same as 
(d) for the LUMO+1 orbital. (f) Individual DOS spectra calculated at 
spatial locations A, B, and C in (i) and (j). Spectra are shifted for clarity. 
(g-h) Theoretically calculated wavefunctions of LUMO and LUMO+1 
showing the particle-in-a-box nature of these states (no nodes for LUMO, 
one node for LUMO+1). (i-j) Theoretically calculated DOS maps of 
LUMO and LUMO+1, exhibiting similar behavior to (d) and (e), 
respectively. For details of theoretical calculations, see Expanded 
Experimental Details above ............................................................................. 258 
 
E2. Molecular orbitals for a kinked 7T conformer. Data arrangement and 
makings are identical to those used in Figure E1 ............................................ 260 
 
E3. Molecular orbitals for an L-shaped 7T conformer. Data arrangement and 
makings are identical to those used in Figure E1 ............................................ 261 
 
F1. STM topographic images showing crystallographic features for three PbS 
NCs. (a), (b), (c) Topographies for three representative NCs. (d), (e), (f) 
NC topographies, [same as in (a), (b), and (c) respectively] with lines and 
relative angles indicating orientations of crystallographic features for each 
NC. The observed angles suggest that the top NC facets corresponds to 
crystal planes (111), (100), and (100) respectively. (g), (h), (i) Enhanced 
topographic images [for the same NCs] with same crystallographic 
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F2. Voltage drop in a biased STM junction with a NC under the STM tip ........... 263 
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F3. Plot of the energy difference between the E2 and E1,1 states vs. the energy 
difference between the E1,1 and H1 states for 10 measured NCs. During this 
experiment, many of the measured NCs did not exhibit clearly-defined H1 
or E2 states, and thus were not included here................................................... 264 
 
F4. Absorbance and PL spectra of PbS NCs following thiol-ligand exchange.  
The emission peak at 977 nm (1.27 eV) corresponds to an approximate 
diameter of 3.2 nm PbS NC ............................................................................. 266 
 
G1. Figure shows the prominent unoccupied states for NC1. Subfigures (a-f) 
include (from left to right) a combination of topography(grayscale), and 
DOS map(color)  overlay (where the yellow outline encloses the area of 
DOS mapping), DOS map only, and DOS map with black lines showing 
DOS features that are in registry with NC1 crystallographic features from 
Figure 9.1g in the main text. Parameter α is defined as the distance between 
two neighboring {211} planes, as shown in the model in Figures 9.6a and b 
in the main text. STS measurements taken with set-point 1.6 V bias, 30 pA 
tunnelling current. STM topography image measured with set-point 2.0 V 
bias, 2 pA tunneling current ............................................................................. 267 
 
G2. Figure shows the prominent occupied states for NC1. Same area and 
representation as Figure G1 for the occupied states of NC1. Parameter β is 
defined as the distance between two neighboring {110} planes, as shown in 
the model in Figures 9.6c and d in the main text. Set-points of STM 
topography image and STS maps same as in Figure G1 ................................. 269 
 
G3. Figure shows the prominent unoccupied states of NC2.  Same 
representation as in Figure G1 for NC1. Parameter β is defined as before 
for figure G2, and as shown in the model in Figures 9.6c and d in the main 
text. STM topography measured with set-point 2.0 V bias, 1 pA tunneling 
current. STS maps measured with set-point 1.5 V bias, 20 pA tunneling 
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G4. Figure shows the prominent occupied states of NC2. Same representation 
as in Figure G3 for NC2. Parameter α is defined as the distance between 
two neighboring {211} planes, as shown in the model in Figures 9.6a and b 
in the main text. Set-points of STM topography image and STS maps same 
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G5. Figure shows examples of PbS NCs displaying localized defect-related 
states in their DOS. Unoccupied E1,n and occupied H1 states show marked 
intensity differences depending on location, and are associated with the 
reconstruction of polar PbS (111) surfaces or regions of marked  
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 non-stoichiometry in which excess S (Pb) atoms at the surface lead to sub-
bandgap states broken off from the valence(conduction) bands. These 
observations are in keeping with and further support conclusions made with 
regard to the sub-bandgap states observed for NCs discussed in the main 
journal article ................................................................................................... 272 
 
G6. DOS maps for H1,n and E1,n states of NC2 showing anti-correlation in their 
spatial distributions. White circles (black x’s) mark locations of local high 
intensity for states E1,n (H1,n)DOS intensity maps for the sub-bandgap states 
of NC2 (Figure G6), show that the locations of high intensity for states H1,n  
in general correspond (on the atomic scale) to locations of low intensity for 
states E1,n, and vice-versa suggesting that H1,n and E1,n patterns are carried 
by atoms corresponding to different elements. Theoretical calculations 
predict that H1,n and E1,n patterns result from non-stoichiometric surface S 
and Pb atoms respectively.
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H1. Scanning Tunneling Spectroscopy of SiNCs. (a) Representative DOS 
spectra for five different SiNCs (Set point voltages and currents range from 
1.0 V to 1.5 V, and 5 pA to 10 pA for the spectra shown). (b) Calculated 
DOS for a model with size comparable to a NC featuring spectrum S5 from 
(a). Occupied and unoccupied states are indicated by arrows and marked 
with an 'H' and 'E' for holes and electrons respectively ................................... 274 
 
H2. STM/STS characterization of NC1. (a) STM topography image of NC1 [set 
point 1.2 V, 5.0 pA]. (b) STS spectra [set point 1.2 V, 10 pA] measured at 
the locations A-I marked in (a). Spectra are offset for clarity. Prominent 
occupied and unoccupied states are marked with an 'H' and 'E' respectively. 
Individual DOS peaks are observed at slightly different voltages across the 
NC due to the location-dependent voltage drop inside the NC.  (c-d) Close-
up of spectra from B, C and H locations showing finer structure (spectra 
marked “*” were acquired with better signal-to-noise ratio by using longer 
acquisition times) ............................................................................................. 275 
 
H3. Reconstruction of the NC shape from STM topography. (a) Trajectory of a 
STM tip over a three-dimensional object when scanned in the “constant 
tunneling current” regime typically used for STM topography. Apparent 
object shape is enlarged and sharp features are rounded due to the finite tip-
sample distance and the possibility to tunnel sideways. Additional 
broadening occurs, in a similar fashion, due to the finite dimensions of the 
tip apex. Both effects can be accounted for (in the first approximation) by 
assuming that the tunneling current only depends on the distance (defined 
in three dimensions) between the tip apex and object of interest. This is 
equivalent to assuming that the tip wavefunctions have an approximately  
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s-orbital nature at the tip apex, a common approximation in theoretical 
calculations of STM images. If the tip-object separation R is known [see 
(a)], then a model of the actual object shape can be calculated by 
constructing a 3D surface that consists of points located at identical 
minimal distances R from the experimental topographical surface [see (a)].  
The calculation can also be reversed and a model of the STM topography 
can be recalculated from the calculated NC shape. The difference between 
the experimental STM topography and recalculated STM topography can 
be used as a measure of the accuracy of such a representation. The 
accuracy is affected by the noise in STM topography, and the value chosen 
as R. For example, if R is smaller than the characteristic dimensions of all 
features in the STM topography, the error is zero. If features with 
dimensions smaller than R are present in the STM topography, then they 
may not contribute to the model of real NC shape, and may be lost in the 
recalculated STM topography, thus adding to the error. This means that 
when R is smaller than the actual gap (usually on the scale of several 
angstroms), the error is mostly dominated by the topographic noise and 
atomic-scale features. However, once R exceeds the real tunneling gap (the 
latter defines the curvature of the features in STM topography), an 
additional component of the error, caused by the mismatch between the 
true and calculated NC shapes, becomes non-zero. It is easy to show that 
the dependence of this error component on R is quadratic. In order to find 
the best fit to the real effective gap, we calculated the described error using 
different values of R, and found that at small values of R (where noise 
dominates) the dependence is linear [see (b)]. By subtracting this 
component from the error and plotting its square root as a function of R, we 
found that at higher R the dependence is linear, in accordance with the 
geometric considerations. A linear fit to this function allows us to find the 
best approximation to true R, as shown in figure (b).  
 (c) Experimental STM topography of NC1 with its contour lines overlaid. 
(d) Calculated shape of the NC1 using R=0.8 nm. Top facet of NC1 was 
found to be flat and almost horizontal. (e) Model of NC1 digitally processed 
to “sharpen” the features (pseudo-3D rendering). (f-h) Same as (c-e) for the 
NC2 ................................................................................................................... 276 
 
H4. Volume distribution of theoretical DOS for a model near-spherical 
(composition H412Si1087, diameter ~3.5 nm) SiNC without impurities. (a) 
NC geometry. (b-g) DOS for the peaks from Figure 10.2c. N is the number 
of individual states comprising the peak. First row represents the 
normalized DOS maps on the surface (identical to Figure 10.2e-j). Second, 
third, and fourth rows show bulk unnormalized DOS distributions across 
the main coordinate planes going through the center of the SiNC. Each 
  
 xl 
 
Figure Page 
 
 
 displayed DOS datapoint was averaged over a 3.6 Å-long segment 
orthogonal to, and bisected by the corresponding plane .................................. 278 
 
H5. Bulk cross-sections for individual orbitals of a model near-spherical 
(composition H412Si1087, diameter ~3.5 nm) SiNC without impurities. 
Section planes and view angles are the same as in Figure H4. Each 
displayed DOS datapoint was averaged over a 3.6 Å-long segment 
orthogonal to, and bisected by the corresponding plane. (a) Highest 
occupied molecular orbitals (HOMO).  (b) Lowest unoccupied molecular 
orbitals (LUMO) .............................................................................................. 278 
 
H6. STM/STS characterization of NC2.  (a) STM topography image of NC2 [set 
point 2.2 V, 5.0 pA].  (b) DOS spectra [set point 2.0 V, 20 pA] measured at 
the locations A-I marked in (a). Spectra are offset for clarity. Prominent 
occupied and unoccupied states are marked with an 'H' and 'E' respectively.  
(c-d) Close-up of spectra from C, G and J locations........................................ 280 
 
H7. Theoretical DOS for a model near-spherical (composition H114Si175O, 
diameter ~2 nm) SiNC with a Si=O impurity. Data arrangement and 
markings are the same as in Figure 10.2. In (c), P2 corresponds to the defect 
location. Locations P1 and P3 correspond to locations P2 and P3 in Figures 
10.4, H8 and H9. The top and bottom rows in (d-j) show opposite sides of 
the NC. To more closely reproduce experimental conditions, all spectra 
were normalized to give the same total current at 1.7 V ................................. 281 
 
H8. Theoretical DOS for a model near-spherical (composition H116Si175, 
diameter ~2 nm) SiNC without impurities. Data arrangement and markings 
are the same as in Figure 10.2. In (c), locations P1, P2 and P3 are the same 
as in Figures 10.4 and H9. The top and bottom rows in (d-i) show opposite 
sides of the NC. To more closely reproduce experimental conditions, all 
spectra were normalized to give the same total current at 1.7 V ..................... 283 
 
H9. Theoretical DOS for a model near-spherical (composition H116Si175O, 
diameter ~2 nm) SiNC with a Si–OH impurity. Data arrangement and 
markings are the same as in Figure 10.2. In (c), P1 is the same location as in 
Figure 10.4. Location P2 corresponds to the defect location. Location P3 is 
positioned on the opposite side of NC with respect to P2. The top and 
bottom rows in (d-i) show opposite sides of the NC. To more closely 
reproduce experimental conditions, all spectra were normalized to give the 
same total current at 1.7 V ............................................................................... 285 
 
H10. Volume distribution of theoretical DOS for a model near-spherical 
(composition H114Si175O, diameter ~2 nm) SiNC with a Si=O impurity.  
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 (a) NC geometry. (b-g) DOS for the peaks from Figure H7c. N is the 
number of individual states comprising the peak. First row represents the 
normalized DOS maps on the surface (identical to Figure H7e-j). Second 
and third rows show bulk unnormalized DOS distributions across the main 
coordinate planes containing the oxygen atom. Each displayed DOS 
datapoint was averaged over a 3.6 Å-long segment orthogonal to, and 
bisected by the corresponding plane ................................................................ 287 
 
H11. Bulk cross-sections for individual orbitals of a model near-spherical 
(composition H114Si175O, diameter ~2 nm) SiNC with a Si=O impurity. 
Section planes and view angles are the same as in Figure H10. Each 
displayed DOS datapoint was averaged over a 3.6 Å-long segment 
orthogonal to, and bisected by the corresponding plane. (a) Highest 
occupied molecular orbitals (HOMO).  (b) Lowest unoccupied molecular 
orbitals (LUMO) .............................................................................................. 289 
 
H12. Volume distribution of theoretical DOS for a model near-spherical 
(composition H114Si175O, diameter ~2 nm) SiNC with a Si−O−Si impurity. 
(a) NC geometry. (b-g) DOS for the peaks from Figure 10.4c. N is the 
number of individual states comprising the peak. First row represents the 
normalized DOS maps on the surface (identical to Figure 10.4e-j). Second 
and third rows show bulk unnormalized DOS distributions across the main 
coordinate planes containing the oxygen atom. Each displayed DOS 
datapoint was averaged over a 3.6 Å-long segment orthogonal to, and 
bisected by the corresponding plane ................................................................ 291 
 
H13. Bulk cross-sections for individual orbitals of a model near-spherical 
(composition H114Si175O, diameter ~2 nm) SiNC with a Si−O−Si impurity. 
Section planes and view angles are the same as in Figure H12. Each 
displayed DOS datapoint was averaged over a 3.6 Å-long segment 
orthogonal to, and bisected by the corresponding plane.  (a) Highest 
occupied molecular orbitals (HOMO).  (b) Lowest unoccupied molecular 
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H14. Volume distribution of theoretical DOS for a model near-spherical 
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    is the bias voltage, and     is a function of the SiNC dimensions and 
dielectric susceptibility. Tunnelling into the state thus occurs when the 
Fermi level of the tip is aligned with the electronic state, which happens 
when             (here, and everywhere in Fig. I1, we assume that 
all quantities are positive). The onset tunnelling voltage can thus be 
calculated as         .
3, 11
 (b) “Reverse” tunneling through an occupied 
state. In contrast to “direct” tunnelling, “reverse” tunneling is initiated 
when the Fermi level of the Au(111) substrate is aligned with the electronic 
state, which happens at opposite polarity to that of (a), when        . 
This gives the onset tunnelling voltage of     .
3, 11
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    , and             for peaks    and   
 . (In the main text, we use 
      as a representative value for SiNCs, to estimate the energy-voltage 
relationships for STS features corresponding to “direct” and “reverse” 
tunneling.) Voltage onsets for both “direct” and “reverse” tunnelling (at 
opposite bias polarities) vary with tip position on the NC surface. This is 
particularly noticeable for “reverse” tunneling peaks   
  and   
 , while the 
onsets of “direct” tunneling peaks   and    are relatively insensitive to the 
position along the SiNC. These onset variations are explained by the 
sensitivity of   to the geometry of the junction.3 Indeed, both the tip 
position with respect to the SiNC, and the relative tip height z, which can 
both be expected to affect  , vary considerably across the scan range 
shown in the topography profiles (a) and (b). The larger sensitivity of peaks 
  
  and   
  to spatial location is explained by the fact that the onsets for 
these are inversely proportional to   (changes significantly), while the 
onsets for peaks    and    are inversely proportional to     (changes 
relatively insignificantly due to the small value of  ) ..................................... 306 
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bending mode,
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CHAPTER I 
INTRODUCTION 
1.1. Background 
Scanning tunneling microscopy (STM) was the very first technique to utilize 
scanning of a sample surface with a sharp probe (tip), without a direct contact, to achieve 
atomic resolution of surface features.
1–3
 Despite the development of a very wide range of 
other approaches, which constitute the more general field of Scanning Probe Microscopy 
(SPM),
4–6
 STM still remains one of the most important and popular SPM techniques.
7–9
 It 
continues to inspire development of innovative instruments and novel experimental 
methods. Prominent recent breakthroughs in STM technology include development of 
Inelastic Electron Tunneling Spectroscopy (STM–IETS),10,11 which allows chemical 
fingerprinting of molecules with a single-bond sensitivity; Scanning Tunneling Hydrogen 
Microscopy (STHM)
12–14
 and Scanning Tunneling Microscopy With Single Molecule 
(CO) Inelastic Tunneling Probe (STM-itProbe),
15
 both of which utilize decoration of the 
microscope tip with a molecule (tip fictionalization) to achieve sub-molecular resolution; 
and Scanning Tunneling Luminescence (STL),
16–19
 which combines STM with a photon 
collection system to enable optical studies with sub-diffractional spatial resolution. There 
is also an ongoing project to bring STM into the domain of industrial application 
(metrology) by combining nanometer measuring precision with the ability to scan over an 
extremely large area (the goal is to scan up to 50   , which is an enormous length 
comparing to ~10     of a maximum scan area for a typical STM).20 In addition, STM is 
not only flourishing and evolving on its own, but also can be combined with other SPM 
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techniques in a single tool,
21–23
 providing versatility of measurements and unique 
experiments, such as simultaneous operation as an Atomic Force Microscope (AFM) and 
a STM.
24
 
The impact and longevity of STM are due to its unique use of the quantum 
tunneling phenomenon. When a sharp conductive tip and conducting surface are brought 
within sub-nanometer proximity, a tunneling current can be detected between them, 
which is extremely sensitive to the local electronic structure of both a tip and a sample. 
Moreover, it is very sensitive to the voltage bias applied between the sample and the tip 
(usually referred to as the sample bias, because the tip is grounded in the standard 
configuration), because it defines which states participate in forming tunneling current 
and which are not.
8
 This allows a STM to extract selective information about different 
electronic states by controlling the sample bias. One prominent example is the use of 
topographic scanning at different biases which under certain conditions provides a direct 
visualization of molecular orbitals of an individual molecule adsorbed on the surface.
25–27
 
Sample bias defines which orbital(s) dominates tunneling current, hence determining the 
complete geometry of a topographic image.
28,29
  
Another important ramification of bias control is the spectroscopic capabilities of 
the STM-based instrument.
30
 Scanning tunneling spectroscopy (STS) is a technique that 
employs recording of the tunneling current, or its derivative, after freezing the tip 
position (opening the feedback loop) and then ramping the bias voltage in a selected 
range. Thus obtained curves as a function of bias are called      or       STS spectra. 
The later is especially important because it directly corresponds to the local density of 
states (LDOS) as a function of energy. In studies of molecules adsorbed on the surface, 
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the availability of       spectroscopy is the main advantage of STM over other SPM 
methods, because it enables the identification of energies of electronic states, such as the 
highest occupied molecular orbital (HOMO) and the lowest unoccupied molecular orbital 
(LUMO), thus giving a direct measurement of the electronic bandgap, which defines 
optical properties of the molecule under study. While       spectra can in principle be 
obtained by numerically differentiating     , the resulting signal-to-noise ratio is usually 
low, so hardware-based techniques of measuring       signal are the preferred 
approach. 
Two described techniques complement each other and often provide very 
convincing direct measurement of the electronic structure of a molecule, with 
experimental values, like the electronic state energies and orbital symmetry and shape, in 
good agreement to the ones obtained from theoretical calculations.
25
 Nevertheless, both 
of these methods have limitations. Topographic orbital imaging was only achieved for 
several planar molecules in environments where they were sufficiently decoupled from 
the electronic states of the conductive substrate (for example, with the help of thin 
insulating films).
25
 If degenerate or closely spaced electronic states are present, then the 
topography will reflect a mixture of contributions from all orbitals that significantly 
contribute to tunneling at a given sample bias. Special treatment of the tip, such as 
fictionalization or a particular geometry of the dangling state at the end of the tip, might 
be required and could make reproducibility of results very difficult.
28
 STS, on the other 
hand, is essentially a single-point technique and its simplest form does not provide 
information about the spatial distribution of electronic states. It is natural, however, to 
extend the STS technique into the one-dimensional (1-D) and the two-dimensional (2-D) 
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realm by performing the series of the single-point STS measurements over 1-D array or 
2-D grid of points.
31,32
 These techniques are called STS mapping or spectroscopic STM 
imaging.
33
 1-D STS mapping provides a cross-section of the electronic density of states 
in one spatial direction and is especially useful when a system has a uniform LDOS 
distribution, such as a symmetrical single-point impurity center,
34
 or has a particular axis 
along which the evolution of the LDOS can provide interesting physical insight, such as 
two impurity centers interacting and changing the LDOS along the axis connecting 
them.
35
 2-D STS mapping, on the other hand, has a complete analogy with STM 
topographic mapping of orbitals in real space. One important difference (and a main 
advantage over topographic orbital mapping) is the ability to select specific energy for 
visualizing the LDOS. While topography at a particular bias      is affected by all states 
between the Fermi level and     , the       signal at selected voltage corresponds only 
to the LDOS of corresponding energy. STM topographic mapping is affected by the 
LDOS in a range of energies from the Fermi level up to the energy defined by a sample 
bias voltage. Therefore, it is able to image a single orbital only if the orbital makes a 
dominant contribution into the tunneling current. At energies, that are further away from 
the Fermi level than lowest unoccupied and highest occupied orbitals, this generally is 
not the case.
8
 2-D STS mapping, on the other hand, uses only a narrow range of energies 
for imaging (usually defined by a lock-in modulation). This results in ability to produce 
orbital images for more complex LDOS structures with number of orbitals, and the 
technique is also less demanding for molecular environment. It helped to image 
electronic states in situations, where the STM topographic imaging didn’t work, for 
example, in systems which are strongly coupled to the electronic states of the metallic 
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substrate, like artificial atomic chains,
36
 molecules
37
 and a coupled system of a molecule 
and metal atom chains
38
 (note that the latter system was also complicated by degeneracy 
of electronic states of the molecule, but orbital symmetries were still well-resolved). 
Advantages of the 2-D STS mapping come with the steep price of a very long 
data acquisition time, which translates into strict requirements for the system stability and 
high cost of running of an experiment. Usually researchers can afford only very limited 
set of data, such as       at only one single bias voltage value.39,40 The main motivation 
for a project of new STM instrument construction, described in this dissertation, was to 
make STS map acquisitions more affordable and less limited for the duration of single 
scan, as well as to increase overall experiment running time. This new system achieved 
unprecedented stability and an order of magnitude improvement in operation time, and 
thus is referred to as Scanning Tunneling Microscope with Unlimited Operation (STM-
UO) in this dissertation. In addition, longer experimental time opens a possibility to 
investigate materials, that are considered difficult for SPM studies and therefore existing 
reports had limited information obtained on single-molecule (nanoparticle) scale. 
Combining these two research avenues, we acquired more complete and insightful 
physical pictures of materials that are challenging to investigate with STM, but 
interesting from a technological perspective. The next two sections describe in more 
detail the foundations of the research presented in this dissertation. 
1.2. Advantages of STM-UO for STS Spatial Mapping 
STM instruments operate with the tunneling junction held in a wide range of 
environmental conditions, such as junction medium (vacuum, atmosphere, high-pressure, 
liquid), and temperature (cryogenic, room temperature, elevated temperatures), and 
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others (external magnetic field, illumination, etc.).
41
 The most controlled state of 
environment is achieved using ultra-high vacuum (UHV) and cryogenic technology.
42
 
UHV allows preparation of atomically well-defined sample:
43
 a typical sample is a 
substrate with wide, atomically flat terraces, single-atom steps between terraces and a 
monolayer or sub-monolayer of deposited molecules of interest, but with minimal amount 
of extraneous adsorbate molecules (e.g. physisorbed or chemisorbed gas molecules that 
are unavoidable in ambient conditions). Low temperatures freeze the motion of 
molecules, reduce the noise in the tunneling current, improve stability of the tunneling 
junction and lower the thermal broadening of electronic states in spectroscopy. The 
instrument capable of state-of-the-art STS and sub-molecular resolution has to 
incorporate UHV and cryogenic environments, so these were the first requirements for 
the design of our new microscope. 
The effect of these two requirements for the duration of the STM experiment is 
opposite. While UHV greatly increases the time available for investigating of the surface 
(by dramatically decreasing the rate at which surface is bombarded by gas molecules), 
cryogenic state requires constant supply of cryo-cooler to maintain the low temperature. 
Conventional way to operate cryogenic STM is to couple the scanner with continuous 
flow cryostat which supplies liquid nitrogen or helium as a coolant agent.
44–46
 Liquid 
helium is a preferred medium because of the extremely low temperatures that can be 
achieved provide optimal STM conditions. However, the price of liquid helium supply 
limits the time available for a single experiment and significantly increases its cost. A 
new generation of closed-cycle cryostats (CCC) offers a solution to this problem, which 
dramatically increases the limit for one experiment time and decreases expenses. 
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Coupling of a STM with a CCC presents significant technological difficulties that were 
for the first time overcome in our group as described in Chapter II of this dissertation, 
which was previously published under the title “High-stability cryogenic scanning 
tunneling microscope based on a closed-cycle cryostat” in Review of Scientific 
Instruments and co-authored by Jason D. Hackley, Dmitry A. Kislitsyn, Daniel K. 
Beaman, Stefan Ulrich, and George V. Nazin. 
There are three straightforward advantages that the extended operation regime of 
STM-UO offers to the STS technique. Most important is improvement in the quality of 
the STS data that can be achieved by extending the scanning time. Second is a reduction 
of thermal drift by better thermal stability of the scanning head. Third is the availability 
of more time for conditioning of the STM tip to make it appropriate for spectroscopy.  
Improvement in quality stems from an increase in signal-to-noise and an 
opportunity to remove tunneling gap fluctuations. dI/dV spectroscopy with lock-in 
technique is the standard tool for quality of STS. One spectroscopic curve is obtained by 
measuring dI/dV signal for a set of sample bias voltages. The signal-to-noise ratio is 
directly affected by the time allocated for a single point measurement (fixed X, Y and V 
coordinates) and an amplitude of lock-in modulation. Higher modulation amplitude 
defines the low limit for energy resolution of spectroscopic features (electronic states and 
vibrational overtones) and its reduction is often desirable and can be compensated by 
increase of the sampling time of the lock-in signal. A compromise between the quality of 
the signal and the total time of acquisition has to always be made.  
The STM-UO instrument significantly improves quality of data, especially if low 
tunneling current is required as described in the next section. The following example 
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illustrates trade-offs between data quality and acquisition time. For materials presented in 
this dissertation, typical sampling time 1000 ms was giving a good quality of dI/dV 
spectra (this is judged by reproducibility and stability of resolved features in the STS 
spectrum). If a voltage range of 2.0 to -2.0 V has to be covered with 10 mV resolution, 
then 400 points are to be acquired for a spectrum in every spatial pixel. Typical resolution 
for a 1-D STS mapping is 64 pixels to obtain sub-molecular spatial resolution (for 
example, if 1-D trajectory is 3 nm, then resolution is 0.5  Å). Total time required for one 
1-D STS pass is then ~7 hours. This type of scan can be setup for overnight acquisition. It 
is often desirable to produce two passes of 1-D STS mapping over the same trajectory to 
check the reproducibility of the measurement, while keeping the total acquisition time 
below 10 hours (this is a typical time that can be extended for the highest quality up to 24 
hours, which is a practical limit posed by the thermal drift as described below). In this 
case, in order to maintain quality, one needs to sacrifice the number of points for a single 
spectrum (e.g. use 20 mV spacing between the voltage points) or increase the modulation 
(thus reduce feature resolution) and reduce the single point sampling time. Limitations 
become increasingly severe when one goes from 1-D to 2-D STS spatial mapping. For 
example, if one would like to obtain 32x32 pixel map with the same parameters as above, 
it will take ~114 hours! Obviously, significant tradeoffs should be incorporated to make 
2-D STS mapping feasible. The most widely used one is the reduction of the number of 
bias points for a single spectra for every pixel. For example, when we go to a 100 mV 
distance between points, the total acquisition time drops to 11 hours. 
Fluctuations of the gap between the tip and the sample of STM can significantly 
affect the quality of STS mapping images. Ideally, constant-current STS mapping 
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consists of a set of spectroscopy curves obtained with a tunneling gap in every spatial 
point corresponding to given tunneling current and sample bias setpoint (this is current    
and voltage    used by STM to move on the surface, before the tip Z position is frozen 
for every spectroscopic measurement). However, there is a slight stochastic deviation in 
the actual tunneling gap realized in every pixel. Since the tunneling signal depends 
exponentially on the tip-sample distance, even miniscule errors in this distance produce a 
noticeable increase or decrease of the measured dI/dV signal. The effect of this on single 
point STS is usually negligible because it is the relative intensity of the features in 
spectrum that give valuable information. However, spatial STS mapping is affected 
adversely by this phenomenon with the visual quality of produced images usually being 
unsatisfactory (appearing as image noise) unless a special filtering procedure is applied to 
the spectroscopic data. This is called “normalization” and consists of equalizing the 
surface of the area under the positive part of every curve: 
   
  
        
  
  
                  
where    is a setpoint sample bias, which is usually the upper limit of the voltage range. 
The goal of the normalization is to get dI/dV data closer to 
 
   
  
       
  
 
              const , 
which would be the case in the absence of stochastic fluctuations in tunneling gap. In 
practice, this results in improvement of the image’s quality and reduction of noise, 
because the transition from a pixel to pixel becomes smoother at each particular voltage 
value. Numerically, normalization can be achieved in two ways. The first one is to use 
the dI/dV curve itself to approximate           in every pixel: 
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The second method is to use           from the I(V) curve, which is always recorded for 
every pixel simultaneously with dI/dV during STS. The first method generally produces 
much better results, because it fixes not only the error in tunneling junction gap that 
originates from imperfection in Z position of the scanner at the beginning moment of 
disconnecting the feedback loop (the second method only does this), but also takes into 
account the Z position fluctuation during the spectroscopic measurement itself. It 
essentially calculates “average” or “effective”              for the whole duration of the 
voltage ramp. Therefore the first normalization technique is preferred, but it is only 
possible if enough data points is present in the spectroscopic dI/dV curve, because the 
accuracy of the normalizing integral depends on this number. As we have seen in the 
example above, 1-D STS mapping can easily achieve very high voltage resolution with 
STM-UO system. 2-D STS mapping, on the other hand, is always more limited in the 
number of data points for every curve and a researcher needs to decide whether the first 
or the second normalization method is justified for every particular case. For the 32x32 
pixel map example with 20 points per positive side of the dI/dV curve, the first technique 
usually produces a good result without introducing any artifacts. For higher spatial 
resolutions with 64x64 pixel maps, where usually only one, two or three voltage points 
are used, only the second normalization technique is a viable option. STM-UO provides 
opportunity to use first type of normalization in cases where it would not be possible for a 
system with limited operation time. 
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A second major advantage of STM-UO is the ability to stabilize the temperature 
of the scanner head using the feedback control of a heater. As shown in Chapter II, this 
results in dramatic decrease of the spatial thermal drift and increase of acquisition time 
for 1-D and 2-D STS mapping up to 24 hours, without adverse spatial distortion. 
Nevertheless, the thermal drift has to be taken into account to calculate an actual 
trajectory of a STS map and determine the exact spatial relations between different STS 
maps and the topography of a nano-object of study. Another advantage of very low drift 
rates is possibility to account for a drift accurately using the approximation of 
unidirectional uniform drift velocity. 
An additional advantage of STM-UO for STS is the possibility to spend longer 
time cleaning and checking the tip. Preparing an atomically sharp and adsorbate-free tip 
is critical for STS success, and it can be a tedious and time-consuming task. Furthermore, 
two standard tip preparation techniques, field emission by voltage pulse and controlled 
tip crush, require clean metallic substrate to be efficient. While some deposition methods, 
like in-vacuum sublimation, result in a well-controlled percentage of the surface area 
being a clean flat metallic surface, others, like dry-contact transfer and in-vacuum pulse 
valve deposition from solution, result in a scarcity of clean exposed metal and require 
special tip treatment techniques that are less predictable and hence require more time. 
Some materials need to be deposited by less perfect techniques as described in the next 
section. 
1.3. Application of STM-UO to Materials With Special Requirements 
STM-UO system not only makes STS mapping very affordable and allows for 
routine operation, but it extends other experimental capabilities. An experiment can be 
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run continuously for as long as ~60 days and is only limited by the slow build-up of 
frozen atmosphere gases that leak into the helium-filled cryostat-scanner interface (see 
Chapter II). This allows for detailed studies of materials that present difficulties for 
conventional STM instruments. As mentioned before, an ideal STM sample has a clean 
well-defined surface. Additional preferences are for the molecule of study to be flat and 
have a very stable adsorption configuration. Flatness of the molecule reduces the 
probability that molecule will be disturbed while the tip is moving over it. It also 
minimizes the influence of the tip shape on imaging (every part of the molecule is 
interacting with the tip apex positioned directly over it, as compared to interaction with 
the side of the tip). Larger nanoparticles, like nanotubes and quantum dots, have a curved 
top shape and tall profile, thus requiring careful and prudent maneuvering on the surface, 
as well as recoverability of the tip in case of crashes and accidental object adsorption by 
the tip. By virtue of its longer operating times, STM-UO is uniquely able to address these 
challenges. 
The stability of the molecule's adsorption configuration allows for the use of 
higher tunneling currents in a conventional STM setup. While typical tunneling currents 
used for high stability systems range from 0.5-4 nA, the currents needed to be used with 
gentle materials presented in this dissertations were below 30 pA, i.e. orders of 
magnitude lower. The magnitude of the tunneling current is inversely proportional to the 
signal-to-noise ratio. The only way to improve signal-to-noise is to use longer 
acquisitions times. 
The scope of this dissertation is to utilize the full potential of the new STM-UO 
system in the forefront of research of three classes of materials. Two fundamental 
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challenges presented above define three regimes of STM-UO operation in the order of 
complexity. First, we explore the molecules that present challenges in terms of flatness 
and substrate cleanliness, but are very robust under STM probing. The second case is the 
opposite: molecules that can be deposited in conventional atomically clean fashion and 
have flat geometry, but do not survive high tunneling currents. And finally, the third 
material combines both challenges and thus provides an opportunity for an ultimate test 
of the capabilities of STM-UO for research of challenging materials. 
The first type of system was realized by study of Single-Wall Carbon Nanotubes 
(SWCNT). These large molecules cannot be sublimated onto the surface, thus the dry-
transfer contact technique was implemented which results in unavoidable mechanical 
damage to a substantial part of the substrate.
47
 Use of STM-UO helped overcome 
difficulties with substrate imperfections, enabling STS spatial mapping to relate the 
properties of electronic states in a well-defined localization regime to the characteristics 
of associated vibrational modes. These results are described in Chapter III, which was 
previously published under the title “Vibrational Excitation in Electron Transport through 
Carbon Nanotube Quantum Dots” in The Journal of Physical Chemistry Letters and co-
authored by Dmitry A. Kislitsyn, Jason D. Hackley, and George V. Nazin. 
The second type of system is represented by studies of a class of organic 
molecules that are becoming increasingly important in various electronic applications: 
alkyl-substituted quaterthiophenes.
48
 These molecules were discovered to not be able to 
withstand high tunneling currents,
27
 and even with using lower values a certain 
probability to permanently damage a molecule remained. STM-UO allowed longer 
acquisition times as well as large number of attempts to obtain data if a molecules 
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became damaged. Successful implementation of standard STM imaging, as well as 
imaging of electronic orbitals using 2-D STS mapping, showed advantages of STM-UO 
in addressing the challenges presented by delicate molecules. The results are presented in 
Chapter IV, which was previously published under the title “Adsorption-Induced 
Conformational Isomerization of Alkyl-Substituted Thiophene Oligomers on Au(111): 
Impact on the Interfacial Electronic Structure” in ACS Applied Materials & Interfaces, 
co-authored by Benjamen N. Taber, Dmitry A. Kislitsyn, Christian F. Gervasi, Stefan C. 
B. Mannsfeld, Lei Zhang, Alejandro L. Briseno, and George V. Nazin; Chapter V, which 
was previously published under the title “Coverage-Dependent Self-Assembly Regimes 
of Alkyl-Substituted Thiophene Oligomers on Au(111): Scanning Tunneling Microscopy 
and Spectroscopy” in The Journal of Physical Chemistry C, co-authored by Dmitry A. 
Kislitsyn, Benjamen N. Taber, Christian F. Gervasi, Stefan C. B. Mannsfeld, Lei Zhang, 
Alejandro L. Briseno, and George V. Nazin; Chapter VI, which was previously published 
under the title “Oligothiophene wires: impact of torsional conformation on the electronic 
structure” in Physical Chemistry Chemical Physics, co-authored by Dmitry A. Kislitsyn, 
Benjamen N. Taber, Christian F. Gervasi, Lei Zhang, Stefan C. B. Mannsfeld, Jim S. 
Prell, Alejandro L. Briseno, and George V. Nazin; and Chapter VII, which was 
previously published under the title “Real-space visualization of conformation-
independent oligothiophene electronic structure” in The Journal of Chemical Physics, co-
authored by Benjamen N. Taber, Dmitry A. Kislitsyn, Christian F. Gervasi, Jon M. Mills, 
Ariel E. Rosenfield, Lei Zhang, Stefan C. B. Mannsfeld, James S. Prell, Alejandro L. 
Briseno, and George V. Nazin. 
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The third type of system, which presents the ultimate challenge for STM 
investigationa with combined issues of substrate cleanliness, complex three dimensional 
(3-D) shapes of large nano-objects and weak stability on the surface, was provided by 
colloidal nanocrystal quantum dots
49
 deposited from solution using the in-vacuum pulse 
valve technique.
50
 STM-UO is the very first system to implement STS spatial mapping 
studies of these challenging materials: first applied to PbS nanocrystals, for which we 
discovered that the ligand shell had to be removed in order to make STM studies feasible, 
and second to H-Si nanocrystals, which were investigated with the hydrogen passivation 
shell preserved intact (and then controllably damaged to create point defects). STM-UO 
achieved unprecedented imaging of electronic states of nanocrystals in real space and 
provided an important insight into the mechanisms that govern the behavior of individual 
surface defects and the surface reconstruction of nanocrystals’ facets, and revealed 
physical and chemical processes related to the performance of colloidal nanocrystals in 
technical applications. These results are presented in Chapter VII, which was previously 
published under the title “Spatial Mapping of Sub-Bandgap States Induced by Local 
Nonstoichiometry in Individual Lead Sulfide Nanocrystals” in The Journal of Physical 
Chemistry Letters, co-authored by Dmitry A. Kislitsyn, Christian F. Gervasi, Thomas 
Allen, Peter K. B. Palomaki, Jason D. Hackley, Ryuichiro Maruyama, and George V. 
Nazin; Chapter IX, which was previously published under the title “Diversity of sub-
bandgap states in lead-sulfide nanocrystals: real-space spectroscopy and mapping at the 
atomic-scale” in Nanoscale, co-authored by Christian F. Gervasi, Dmitry A. Kislitsyn, 
Thomas L. Allen, Jason D. Hackley, Ryuichiro Maruyama, and George V. Nazin; 
Chapter X, which was previously published under the title “Mapping of Defects in 
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Individual Silicon Nanocrystals Using Real-Space Spectroscopy” in The Journal of 
Physical Chemistry Letters, co-authored by Dmitry A. Kislitsyn, Vancho Kocevski, Jon 
M. Mills, Sheng-Kuei Chiu, Christian F. Gervasi, Benjamen N. Taber, Ariel E. 
Rosenfield, Olle Eriksson, Ján Rusz, Andrea M. Goforth, and George V. Nazin; and 
Chapter XI, which was previously published under the title “Communication: 
Visualization and spectroscopy of defects induced by dehydrogenation in individual 
silicon nanocrystals” in The Journal of Chemical Physics, co-authored by Dmitry A. 
Kislitsyn, Jon M. Mills, Vancho Kocevski, Sheng-Kuei Chiu, William J. I. DeBenedetti, 
Christian F. Gervasi,  enjamen N. Taber, Ariel E. Rosenfield, Olle Eriksson, Ján Rusz, 
Andrea M. Goforth, and George V. Nazin. 
Chapter XII concludes the dissertation and describes future research directions to 
further utilize the unique advantages of STM-UO system in order to study a plethora of 
new materials and phenomena on the nanoscale. 
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CHAPTER II 
HIGH-STABILITY CRYOGENIC SCANNING TUNNELING 
MICROSCOPE BASED ON A CLOSED-CYCLE 
CRYOSTAT 
 
This chapter by Jason D. Hackley, Dmitry A. Kislitsyn, Daniel K. Beaman, Stefan 
Ulrich, and George V. Nazin has been previously published under the same title in 
Review of Scientific Instruments 85, 103704 (2014). Copyright © 2014 AIP Publishing 
LLC. 
2.1. Introduction 
This chapter reports on the design and operation of a cryogenic ultra-high vacuum 
(UHV) scanning tunneling microscope (STM) coupled to a closed-cycle cryostat (CCC).  
The STM is thermally linked to the CCC through helium exchange gas confined inside a 
volume enclosed by highly flexible rubber bellows. The STM is thus mechanically 
decoupled from the CCC, which results in a significant reduction of the mechanical noise 
transferred from the CCC to the STM. Noise analysis of the tunneling current shows 
current fluctuations up to 4% of the total current, which translates into tip-sample 
distance variations of up to 2 picometers.  This noise level is sufficiently low for atomic-
resolution imaging of a wide variety of surfaces.  To demonstrate this, atomic-resolution 
images of Au(111) and NaCl(100)/Au(111) surfaces, as well as of carbon nanotubes 
deposited on Au(111), were obtained.  Thermal drift analysis showed that under 
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optimized conditions, the lateral stability of the STM scanner can be as low as 0.18 
Å/hour.  Scanning Tunneling Spectroscopy measurements based on the lock-in technique 
were also carried out, and showed no detectable presence of noise from the closed-cycle 
cryostat.  Using this cooling approach, temperatures as low as 16 Kelvin at the STM 
scanner have been achieved, with the complete cool-down of the system typically taking 
up to twelve hours.  These results demonstrate that the constructed CCC-coupled STM is 
a highly stable instrument capable of highly-detailed spectroscopic investigations of 
materials and surfaces at the atomic scale. 
2.2. Background 
Now in its fourth decade of existence, scanning tunneling microscopy (STM)
1
 has 
become an essential tool that has provided unique insights into the atomic structures of a 
wide variety of surfaces and nanoscale systems. Scanning Tunneling Spectroscopy 
(STS)
1
 is one of the important capabilities of STM that provides atomic-resolution 
information about the electronic structures of sample surfaces.  STM experiments probing 
the spatially-dependent spectroscopic properties of surfaces at the atomic scale typically 
require ultra high vacuum (UHV) conditions and cryogenic temperatures: UHV enables 
preparation and use of well-defined atomically clean surfaces, while low-temperatures 
greatly enhance the mechanical stability of the STM junction, freeze the motion of 
weakly-bound adsorbates, and improve the spectroscopic resolution of STM by reducing 
the thermal broadening of spectroscopic features. The majority of STM systems intended 
for high-performance STS experiments have so far been constructed coupled to a variety 
of different cryostats, such as continuous-flow
2-4
 or bath-cryostats.
5-7
 So far, operation of 
all of these cryostats relied on the use of cryogens, with the best operating conditions 
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achievable with liquid helium.   The dramatic increase of liquid helium costs over the 
past decade
8
 has led to a situation where using liquid-helium for STM instruments is 
becoming prohibitively expensive. Near-future projections predict further price increases 
by up to 50%.
8
 Development of a cryogen-free STM operating at near liquid-helium 
temperatures is thus important for sustaining the current level of activity of STS-based 
studies in a variety of research fields. 
In this communication, we present a novel cryogenic UHV-STM instrument that, 
for the first time, achieves temperatures as low as 16 K by using a closed-cycle cryostat 
(CCC).
9
  The cryostat is based on the Gifford-McMahon (GM) design, which uses 
recirculating helium-gas thus obviating the need for liquid helium.  The use of a CCC for 
STM is counterintuitive due to the inherent noise of CCCs: GM cold-heads, in particular, 
incorporate moving parts located in close proximity of the cold finger where 
instrumentation is typically mounted. Another variation of CCC, pulse-tube based 
refrigerators also display significant mechanical vibrations.
10
 By using a novel CCC, 
which is thermally linked to the STM system through helium exchange gas confined 
inside a volume confined by highly flexible rubber bellows, we have achieved a 
significant reduction of the mechanical noise transferred from the CCC to the STM. 
The performance of the new STM is comparable to the established designs based 
on the continuous flow- or bath-cryostats. Noise analysis of the tunneling current shows 
current fluctuations up to 4% of the total current, which translates into tip-sample 
distance variations of up to 2 picometers.  This noise level is sufficiently low to allow 
atomic-resolution imaging of most surfaces typically studied with STM, as demonstrated 
in this manuscript using Au(111) and NaCl(100)/ Au(111) surfaces, as well as carbon 
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nanotubes deposited on Au(111).  With the need for conservation of liquid helium 
removed, we are able to actively stabilize the temperature of the scanner using a heater 
controlled by a feedback mechanism.  This enables temperature stability on the scale of 
+/-1 milli-Kelvin, which leads to extremely low lateral and vertical (tip-sample distance) 
drift rates.  Thermal drift analysis showed that under optimized conditions, the lateral 
stability of the STM scanner can be as low as 0.18 Å/hour.  STS measurements (based on 
the lock-in technique) with the new STM show no detectable presence of noise from the 
closed-cycle cryostat. 
2.3. System design 
STM/Scan Head 
Despite the mechanical separation of the STM chamber from the CCC, residual 
mechanical noise appearing as spikes of up to 5 nanometers can still be present on the 
cryostat cold-finger mounted on the STM chamber side.
11
  These vibrations have a low 
frequency of 2.4 Hz, which makes it imperative for the STM scanner assembly (including 
the sample and sample holder) to be as rigid as possible.  The Pan-style design
6
 was 
therefore chosen for the STM scanner, as it is one of the most rigid designs developed so 
far.  The scan-head was designed in cooperation with RHK Technology, Inc., which has 
pioneered the commercial development of Pan-style STM scanners.
12
  
The STM scanner, constructed by RHK Technology, incorporates a set of piezo-
drive positioners, which, in addition to the coarse approach capability realized by a Pan-
style Z-positioner, allow lateral coarse-positioning of the sample using a combined XY 
piezo-drive positioner.
13
  The total range of all three positioners covers a volume of 8 mm 
x 4.5 mm x 4.5 mm.  The positioners are assembled onto a rigid gold-coated  
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FIG. 2.1.  STM scanner suspended inside the thermal radiation shields. Left: front view 
of STM in shields with front-facing shields removed. Right: side view of STM in shields 
with side-facing shields removed.  The inner radiation shield is mounted directly to the 
cold tip, which is the second cooling stage of the cold finger.  The outer radiation shields 
mount directly to the first cooling stage of the cold finger (not shown).  Springs extend 
approximately four inches above the area shown. 
 
molybdenum housing (Fig. 2.1). Molybdenum was chosen because in addition to high 
stiffness, it possesses good thermal conductivity and a low thermal expansion coefficient 
that is a good match for other components of the system.  The body of the scanner was 
designed to accommodate an additional set of piezo motors for positioning of optics for 
Scanning Tunneling Luminescence experiments.
14-17
 The constructed STM scanner is 
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highly immune to external vibrations and is capable of atomic-resolution imaging (of 
graphite surfaces) in ambient conditions with minimal vibrational isolation (for example, 
a rubber pad placed under the scanner was found to be sufficient). For optimal vibrational 
isolation, our STM is suspended on stainless steel springs, and is eddy-current damped by 
eight samarium-cobalt magnets attached to the STM body (Fig. 2.1).  Each spring 
consists of two sections connected with a ceramic/stainless-steel coupler acting as an 
electrical and thermal break.  The natural frequency of the hanging STM is 1.7 Hz, below 
the fundamental noise frequency generated by the CCC. 
Radiation shields 
To achieve near-liquid helium temperatures, our design incorporates two nested 
thermal radiation shields constructed from gold-plated oxygen-free high-conductivity 
copper (Fig. 2.1).
3
  The two radiation shields are mounted to two cooling stages of the 
CCC: the outer thermal shield is attached to the first cooling stage (not shown), which 
during experiment is at 25-35 K; and the inner radiation shield is attached to the second 
cooling stage (Cold Finger in Fig. 2.1), and is typically at ~15 K. The target temperature 
is typically maintained a fraction of a degree above the minimal attainable temperature 
using a heater wound on the cold finger.   The heater is regulated using the feedback 
control loop of the temperature controller.   
The STM body is cooled via a bundle of fine copper wires (0.005 in) connected to 
the top of the inner radiation shield via a sapphire piece (sapphire was chosen in order to 
avoid direct electrical contact).  Additional cooling is provided by electrical connections 
(0.005 in copper wires) connected to electrical feedthrough panels mounted on the 
backside of the inner shield (Fig. 2.1).   The feedthrough panels were made from 
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Shapal,
18
 which has high thermal conductivity thus providing efficient thermal anchoring 
of electrical connections to the inner shield.  Electrical connections from the inner shield 
feedthrough panels to the outside were made using stainless steel wires to minimize the 
thermal leak.  To minimize the thermal load on the feedthrough panels, the stainless steel 
wires are thermally anchored at the outer thermal shield.  During cool down, two spring-
loaded screws mounted on the inner radiation shield are used to clamp the STM scanner 
to the back plate of the inner radiation shield (Fig. 2.1).  The screws are released upon 
reaching the target temperature, so that the STM scanner hangs free, with the scanner 
temperature about 1.3 K higher than that of the inner radiation shield. 
Each radiation shield incorporates a set of windows (sapphire for the inner shield 
and fused silica for the outer shield), which allow fine-scale observation of the STM 
junction and sample, as well as monitoring tip- or sample exchange.  The radiation 
shields, as well as the STM scanner, were designed and constructed with line-of-site 
openings for in-situ evaporation/dosing directly into the STM junction by using thermal 
evaporators or gas sources mounted in the UHV system.   
Cooling system 
To achieve cryogenic temperatures, we used a CCC manufactured by Advanced 
Research Systems, Inc.
9
 The main components of the CCC are: 1) the GM cryocooler 
[DE202PF, Fig. 2.2(a)]; 2) a low-vibration interface (DMX-20) incorporating a UHV-
compatible cold finger to which the STM radiation shields are mounted [Fig. 2.2(a)]; 3) a 
water-cooled compressor (ARS-2HW, not shown) that supplies compressed helium to the 
cryocooler.  The cryocooler, the main source of the 2.4 Hz noise, is mounted on a 
separate support structure that is mechanically decoupled from the STM system   
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FIG. 2.2.  Overview of the vacuum and cooling systems. (a) Thermal connection between the Cryocooler and Cold Finger is realized 
via He-filled volume confined by a rubber bellows. (b) View of the UHV system. The cryostat is mounted above the UHV system to 
the cryostat support structure. The cryostat support structure has no contact with the UHV system.  
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FIG. 2.3.  View of the main chamber interior looking through the view port.  Both the 
outer and inner radiation shield doors are open, affording a view of the STM.   
 
[Fig. 2.2(b)], and is anchored directly to the floor surface that is direct contact with the 
underlying bedrock below the laboratory space.  The thermal link between the cooler and 
cold finger is realized using a heat exchange interface consisting partly of a rubber 
bellows filled with helium gas, with the rubber bellows being the only source of 
mechanical coupling between the cryocooler and the UHV system.  While this does not 
completely eliminate vibrations, the residual vibrational noise typically registered at the 
cold finger end is within 5 nanometers, four orders of magnitude lower than the noise 
level at the cryocooler.
11
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UHV system design  
Several measures were taken to minimize the noise experienced by the STM 
system. The UHV STM system was assembled on the rigid concrete floor of the 
basement.  The floor is anchored to the underlying bedrock via six reinforced concrete 
piers.  The UHV chamber sits on an optical table with rigid mount legs without any 
additional vibrational isolation.  The system is located in a “sound proof” room with low-
noise ventilation baffles and dampers maintaining laminar air flow.  The roughing pumps 
are located in an isolated pump room.  The vacuum backing lines were attached to the 
chamber via stainless steel bellows, and are routed through sand-filled boxes to damp the 
mechanical vibrations generated by the backing pumps.   
The vacuum system is composed of the main chamber, a load-lock chamber for 
quick tip and sample exchange, and a process gas manifold, each with a dedicated 
pumping line composed of a 75 L/s turbo pump and a dry scroll pump. In the case of the 
main chamber, the 75 L/s turbo pump serves as a backing pump for a 300 L/s 
magnetically-levitated turbo pump mounted directly on the chamber.   In addition, the 
main chamber is pumped by a 300 L/s ion pump integrated with a combination of a 
titanium sublimation pump and cryogenically-cooled shroud. The baseline pressure in the 
main chamber is ~410-11 torr, and at 210-11 torr during experiments at cryogenic 
temperatures, due to the cryo-pumping action of the radiation shields/cryostat.   
Sample Preparation 
In addition to the STM, the main chamber houses the tip- and sample preparation 
and storage facilities.  Samples (mounted on molybdenum sample holders) and tips are 
stored in a “carousel” module inside the main chamber (Fig. 2.3) with nine slots for 
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samples and thirty slots for tips.  The samples and tips are exchanged between the load 
lock and the main UHV chamber by using a precision magnetic manipulator.  Inside the 
main chamber, the samples and tips are manipulated using a wobble-stick allowing three-
dimensional translation and rotation around the wobble-stick axis.  Tips and samples are 
prepared in-situ via cycles of annealing and neon-ion-sputtering using a custom 
multifunctional processing module (Fig. 2.3).  The module incorporates a current-
carrying filament that can either be used for e-beam or radiation heating of individual 
samples and tips.
3
  During the annealing process, the temperature of the sample is 
monitored by a pyrometer. An ion gun is used for sample sputtering, while tips are self-
sputtered when biased to high voltage in neon pressure.  
After an atomically clean sample surface is obtained, a wide variety of materials 
can be deposited on the surface using several facilities implemented in the system:  1) 
four different ports are available on the main chamber for mounting either gas/vapor 
sources or thermal evaporators [Fig. 2.2(b)], two of which are aligned into the STM 
junction.  Thus, materials with appropriate vapor pressures can be evaporated in situ. All 
of these ports have dedicated gate valves, which allow exchange of gas/vapor sources or 
thermal evaporators without breaking vacuum in the main chamber; 2) a “dry contact 
transfer”19 capability is available for deposition of nanoscale materials and molecular 
materials that do not have sufficient vapor pressures for evaporation, such as carbon 
nanotubes, graphene flakes, and polymers;  3) a facility for deposition of materials from 
solution using a pulsed valve
20, 21
 is implemented in the load-lock, and has been 
successfully used for deposition of colloidal quantum dots. 
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2.4. Performance 
Cool-down and operation 
Full cool-down of the STM from room temperature to near-liquid helium 
temperatures takes approximately twelve hours [Fig. 2.4(a)], and is typically carried out 
overnight. During cool down, the STM is clamped to the back plate of the inner radiation 
shield.  Upon reaching the target temperature the STM is unclamped and hangs free.  
After the cool-down, the cold-finger temperature is actively stabilized using a heater 
controlled by a feedback mechanism, such that the STM temperature remains stable for 
days within +/-1 mK [Fig. 2.4(b)].  The high temperature stability enables extremely low 
lateral and vertical tip-sample drift rates, as described below. So far, we have found no 
limitation on the duration of individual experiments: we have conducted experiments 
lasting several weeks without any major changes in operating conditions, except for the 
need to periodically (every several days) to increase the feedback set-point temperature.  
This is likely due to condensation of air/water vapor inside the volume filled with 
exchange He gas. 
Atomic resolution 
The imaging capabilities of the new STM under cryogenic conditions were tested 
on several different samples with different surface structures.  Fig. 2.5(a) shows a 
topography scan of a Au(111) surface (acquired at ~16 K), which displays a clear 
hexagonal atomic pattern characteristic of the Au(111) surface,
22
 with no identifiable 
features attributable to the CCC noise.  Fig. 2.5(c), a cross-section of topography from 
Fig. 2.5(a), shows well-defined atomic corrugation of ~10 pm.  Another example of 
atomic- scale resolution, Fig. 2.5(b), shows a topography scan of a NaCl(100) monolayer   
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FIG. 2.4.  (a) Typical cool down curves showing temperatures measured at the STM and 
at the Cold Finger.  The two curves in the upper right corner show the variation of the 
temperatures after unclamping of the STM (seen as a spike in the top curve). (b) 
Histogram showing typical variations of the STM temperature when the temperature 
stabilization feedback mechanism is engaged. Each count corresponds to an individual 
reading of the temperature by the controller electronics.  
 
film thermally deposited on the Au(111) surface (image acquired at ~16 K).   Fig. 2.5(b) 
shows a square lattice with a lattice constant of 0.39 nm, as expected for the NaCl(100) 
lattice.  Similarly to Fig. 2.5(a), no identifiable features attributable to the CCC noise are 
present in the image.  Fig. 2.5(d), a cross-section of topography from Fig. 2.5(b), shows 
well-defined atomic corrugation of ~10 pm, suggesting that the CCC noise is 
significantly less than this number. Atomic-resolution images were also obtained on 
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FIG. 2.5.  Atomic-resolution images acquired with the new STM.  (a) Topography scan 
showing atomic resolution of a reconstructed Au(111) surface [set point: 50 mV, 50 pA].  
The bright peaks represent the Au atoms. (b) Topography scan of monolayer of 
NaCl(100) thermally evaporated on the Au(111) surface [set point: 1.50 V, 10.0 pA].  
The bright peaks represent the Cl atoms. (c) Cross-section of topography from (a) taken 
along the black line shown in (a).  (d) cross-section of topography from (b) taken along 
the black line shown in (b).  (e)  Atomically resolved surface of single-wall carbon 
nanotube [set point: 1.50 V, 5.0 pA].  
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single-walled carbon nanotubes deposited on the Au(111) surface, with one example 
shown in Fig. 2.5(e).   
Noise analysis 
To quantify the noise generated by the CCC more directly, with the STM 
operating at 16 K, we measured the tunneling current as a function of time (Fig. 2.6) after 
turning off the z-piezo feedback, thus allowing the tip-sample distance z to be modulated 
by the external mechanical/acoustical noise.  The tunneling current in Fig. 2.6 clearly 
shows periodic spikes with a period of ~0.42 s, matching that expected for the 
fundamental frequency of the CCC (2.4 Hz).  The typical amplitude of each spike is on 
the scale of ~ 16 pA, a ~4% correction to the total current.  We estimate the 
corresponding noise-induced variation in Z by measuring the relationship between the 
tunneling current and Z at a fixed bias voltage (Fig.2.6(c)). Using the found exponential 
relation, we find that a ∼4% variation in current should produce a 1.5 pm variation in Z.  
 
 
FIG. 2.6.  Quantification of the CCC-induced noise in the tunneling current. 
(a) Tunneling current as a function of time (gray curve, z-feedback turned off), with the 
CCC operating at 15 K. To more clearly show the mechanical component of the CCC-
noise, the current was measured with a low-pass filter with a corner frequency of 250 Hz. 
Despite the spike-like shape of the CCC-noise, only a limited number of higher 
harmonics with frequencies upto∼19 Hz are distinguishable in the Fourier spectra of the 
tunneling current[Fig. 2.6(b)], which means that the CCC mechanical noise in Fig. 2.6(a) 
is not affected by the 250 Hz filter. The dark blue curve, obtained by numerical filtering 
of the tunneling current data, serves as a guide to the eye. (b) Fourier transform of the 
tunneling current showing the overtones of the CCC fundamental frequency (∼2.4 Hz) at 
4.76, 7.16, 9.56 and 16.73 Hz. (c) Exponential dependence of the tunneling current on Z. 
Tunneling set point used: 1 V, 410 pA.  
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This is a small number as compared to the atomic corrugations observed in Fig.5, 
explaining the lack of CCC-induced noise features in our STM images. 
corrugations observed in Fig. 2.5, explaining the lack of CCC-induced noise features in 
our STM images.  
Scanning Tunneling Spectroscopy 
STS measurements were carried out using the lock-in technique, with the 
modulation frequency typically in the range from 500 to 1000 Hz. With typical lock-in 
time constants being on the scale of at least a few hundred milliseconds, the lock-in 
signal is not expected to be very sensitive to the small current noise generated by the 
CCC, due to its low frequency of 2.4 Hz, even though higher harmonics (up to∼19 Hz) 
are distinguishable in the Fourier spectra of the tunneling current (Fig.2.6(b)). This 
expectation is universally corroborated by the STS spectra measured for several 
nanoscale and molecular materials including: carbon nanotubes, PbS and CdSe quantum 
dots, and oligothiophene molecules. As a representative example of STS measurements, 
here we show a spectrum of a carbon nanotube deposited on the Au(111) surface 
(Fig.2.7). The STS spectrum of the nanotube clearly shows the first and second Van 
Hove singularities visible both in the valence and conduction bands, with the bandgap 
being ∼1.3 eV. Both forward and backward sweeps are presented showing 
reproducibility of the data. 
Spatial drift analysis 
One of the critical specifications of a spectroscopic STM is its intrinsic rate of spatial 
drift: many types of STM-based spectroscopic measurements require extended data 
acquisition, which makes results sensitive to spatial drift on the atomic scale. Examples   
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FIG. 2.7.  STS spectroscopy of a single-wall carbon nanotube. (a) STM image of the 
nanotube. (b) Two STS spectra measured in one sweep from -1.5 V to 1.5 V (red curve) 
and back to -1.5 V (blue curve). The spectra were measured in the location shown by an 
asterisk in (a).  The peaks observed in (b) are identified as Van Hove singularities 
associated with the valence (peak   ) and conduction (peak   ) bands.  Higher order 
bands    and    are also observed. The STS spectra were obtained by measuring 
differential conductance, dI/dV, using the lockin-technique with a modulation of 20 mV. 
Tunneling set point: 1.5 V, 0.1 nA. Acquisition time: 2 minutes per spectrum. 
 
of such spectroscopic measurements are the Inelastic Tunneling Spectroscopy,
23
 
Scanning Tunneling Luminescence,
15
 or simply detailed mapping of STS spectra of 
individual molecules. To quantify the typical rates of spatial drift in our STM, we 
compared STM images taken over the course of 120 hours (images not shown).   
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FIG. 2.8.  X-Y spatial drift as a function of time. The drift was calculated by comparing 
STM images of the same area.   
 
Fig. 2.8 shows that the lateral drift (caused primarily by the piezo creep after moving by 
40 nm into a new area) slows down dramatically over the period of the first 15 hours, and 
reaches a small steady drift rate of 0.18 Å/hour after the first 30 hours. 
2.5. Conclusions 
The atomically-resolved data collected using the new STM demonstrate, for the 
first time, the feasibility of combining an ultra-high vacuum STM instrument with a 
closed-cycle cryostat for achieving near-liquid helium temperatures necessary for the 
optimal performance of the spectroscopic mode of STM, Scanning Tunneling 
Spectroscopy.  The use of a closed-cycle cryostat eliminates costs associated with liquid-
helium, and removes limitation on the durations of individual experiments. The quality of 
the collected data shows that the new STM is functionally equivalent to the existing high-
performance cryogenic STM systems. Additionally, the STM spatial drift rate may be 
further reduced by using active stabilization of the scanner temperature with a feedback-
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controlled heater. The combination of a virtually unlimited experiment duration and 
reduced spatial drift afforded by the new design will enable significantly more detailed 
spectroscopic investigations of samples that require extended characterization times. 
This, for example, includes a wide variety of samples important for nanoscale materials 
science, because nanoscale materials (quantum dots, carbon nanotubes, nanowires, thin 
films, etc) often exhibit pronounced structural or compositional inhomogeneities. 
2.6. Bridge to Chapter III 
In following chapters the new instrument will be applied to study several classes 
of materials. The materials were chosen using two principles. First is to select materials 
that are difficult to research with conventional STM, and hence not enough studies in real 
space on single-particle scale had existed. Second is to choose materials promising for the 
development of future electronic devices, organic molecular electronics and nano-
electronics. Unique characteristics of STM-UO allowed detailed investigations of local 
electronic structure using 1-D and 2-D STS spatial mapping and helped to reveal 
important microscopic mechanisms, that govern properties of these materials, therefore 
making progress towards better understanding of their physical and chemical properties, 
and future use in technological applications. 
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CHAPTER III 
VIBRATIONAL EXCITATION IN ELECTRON 
TRANSPORT THROUGH CARBON NANOTUBE 
QUANTUM DOTS  
 
This chapter by Dmitry A. Kislitsyn, Jason D. Hackley, and George V. Nazin has 
been previously published under the same title in The Journal of Physical Chemistry 
Letters 5, 3138–3143 (2014). Copyright © 2014 American Chemical Society. 
3.1. Introduction 
Electron transport in single-walled carbon nanotubes (SWCNTs) is extremely 
sensitive to environmental effects. SWCNTs experiencing an inhomogenous environment 
are effectively subjected to a disorder potential, which can lead to localized electronic 
states.  An important element of the physical picture of such states localized on the 
nanometer-scale is the existence of a local vibronic mainfold resulting from the 
localization-enhanced electron-vibrational coupling. In this report, Scanning Tunneling 
Spectroscopy (STS) is used to study the quantum-confined electronic states in SWCNTs 
deposited on the Au(111) surface. STS spectra show the vibrational overtones identified 
as D-band Kekulé vibrational modes and K-point transverse out-of plane phonons.  The 
presence of these vibrational modes in the STS spectra suggests rippling distortion and 
dimerization of carbon atoms on the SWCNT surface.  The present study thus, for the 
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first time, experimentally connects the properties of well-defined localized electronic 
states to the properties of their associated vibronic states.  
3.2. Background 
Semiconducting single-walled carbon nanotubes (SWCNTs) are a promising 
material with unique photophysical
1, 2
 and electronic properties
3, 4
 which are, however, 
easily masked by interactions with the nanotube immediate environment. An important 
example of this environmental sensitivity is electron transport through SWCNTs, where 
environmental effects have been shown to be responsible for charge carrier scattering,
5-7
 
localization,
8, 9
 and random-telegraph-signal noise.
10, 11
 These effects have been attributed 
to the existence of charge traps localized in the nanotube vicinity, inferred from the 
marked spatial modulations of electrostatic potentials observed using scanning-gate 
microscopy
12, 13
 and scanning photovoltage microscopy.
5
 Despite the insights obtained 
using these techniques, their spatial resolution is limited (10 nm for scanning probe 
techniques), which leaves the effects of shorter-scale disorder largely unexplored. Short-
scale disorder is highly relevant to optoelectronic applications because optical excitation 
can produce photo-ionized charges transiently trapped in the SWCNT vicinity, a scenario 
suggested by blinking and spectral diffusion of SWCNT photoluminescence,
14
 and by 
scanning photovoltage measurements.
5
 Trapped charge would lead to the simultaneous 
creation of an effective potential barrier for one type of charge carriers (electrons or 
holes), and a potential well for the other type of charge carriers. While the influence of 
the former on charge transport is relatively well-understood,
15
 the impact of a potential 
well is difficult to predict. Due to the electron-phonon coupling, the electronic states 
localized in the well can be expected to produce a manifold of local vibronic states 
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sensitive to the degree of localization. Such local vibronic states would have a direct 
impact on electron transport because they would mediate charge transfer across the 
localized electronic states. 
3.3. Experimental details 
Experiments were carried out in a home-built ultra-high vacuum (UHV) 
cryogenic STM system.  All imaging and spectroscopic measurements were carried out at 
a temperature of 15 Kelvin using electrochemically-etched silver tips. SWCNTs 
(obtained from Sigma-Aldrich) were deposited on Au(111)/mica substrates using the in-
vacuum “dry contact transfer” (DCT) method,  analogous to the approach demonstrated 
recently in other STM studies of carbon nanotubes.
16, 17
   Figure A1 (Supporting 
Information in Appendix A) shows representative STM images of several SWCNTs on a 
Au(111) surface. 
3.4. Results and discussion 
We used Scanning Tunneling Spectroscopy
18
 (STS) to study, for the first time, the 
electron-phonon coupling for electronic states localized in short segments of 
semiconducting SWCNTs. STM imaging of SWCNTs deposited on the Au(111) surface 
(see Experimental Methods) shows SWCNTs in a variety of environments.  STS of 
SWCNTs adsorbed on Au(111) terraces (Figure A1) shows relatively spatially-uniform 
density of states (DOS)  consistent with those reported in literature:  the spectra are 
dominated by Van Hove singularities associated with the electronic band onsets.
19, 20
  
Due to the presence of non-SWCNT material in the SWCNT-containing powder used for 
deposition, a significant fraction of SWCNTs in our experiments show unidentified 
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material in the nanotube vicinity.  This material can locally prevent nanotubes from 
making extended contact with the surface resulting in height variations such as that 
shown in Figure A2a.  The intermittent contact leads to spatially-modulated charge 
transfer interaction with the Au(111) substrate, capable of producing quantum-confined 
states.
21
 In these conditions, the DOS-peaks found in the STS spectra of such SWCNTs 
(Figure A2b) contain fine structures with voltage-spacings reproducible for many 
different nanotubes (Figure A3). This suggests vibrational nature of these features, but to 
unequivocally establish their origin, it is useful to study examples of SWCNTs where 
electronic confinement is more pronounced, and the nanotube adsorption configuration is 
more well-defined. One such example corresponds to the situation where a SWCNT is 
suspended across an atomic step on the Au(111) surface, as schematically illustrated in 
Figure 3.1a. An STM image of a SWCNT adsorbed in this geometry is shown in Figure 
3.1b.  The topographic profiles of the nanotube and underlying surface (Figure 3.1c) 
show that the height change from point L to point R is identical to the height of an atomic 
step on the Au(111) surface. This allows us to conclude that the nanotube is in contact 
with the surface in points L and R assuming that the local electronic structures of the 
nanotube in these points are similar (this is corroborated by the STS measurements 
discussed below). The segment of the nanotube between these two points is relatively 
straight (as seen from Figure 3.1c), which suggests that at least a portion of this nanotube 
segment is not in direct contact with the substrate.  As described in the following 
paragraph, the local electronic structure of this partially suspended nanotube shows the 
existence of strongly localized electronic states.  
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Figure 3.1. Geometry of a SWCNT adsorbed across a gap between two atomic steps on 
the Au(111) surface. (a) A schematic representation of the system under study (not to 
scale). (b) STM topography of the nanotube. Au(111) step edges are marked as    and 
  . To the left of point    and to the right of point    the nanotube  contains defects, 
which manifest themselves as protrusions in the topographical image. Tunneling set 
point: 1.5 V, 10 pA. (c) Height profiles taken along lines    and    in (b).    corresponds 
to the nanotube top, and    to the gold substrate  near the nanotube.  The profile of the 
nanotube shows point L is 2.34 Å, a number identical to the Au(111) step height (2.34 Å),  
lower than point   , which suggests that the nanotube touches the bottom of the Au 
trench at point L.  The nanotube profile between points L and R is relatively straight, 
which suggests that part of the nanotube is suspended above the substrate between these 
points.  
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As shown in Figure 3.2, the voltage-dependent DOS of the nanotube from Figure 
3.1b is considerably more structured than that of nanotubes on Au terraces (Figure A2b).  
However, for every spatial location mapped in Figure 3.2, the origins of the observed 
electronic states can be similarly traced to the same sequence of states, the most visible 
states being   -type (derived from the valence band),   -type (derived from the 
conduction band), and   -type (derived from the band immediately above the conduction 
band).  For example, in the center section of the nanotube, these bands correspond to 
states     ,      and     . In points L and R (where the nanotube makes a contact with the 
Au surface), the electronic bands (levels   
  and   
  [these states coalesce with states   
   
in Figure 3.2] together with their valence-band counterparts   
  and   
 ) are rigidly 
shifted up in energy by 200-250 meV, as compared to states     ,       and      in the 
center section of the nanotube.  The band bending observed in points L and R is explained 
in a straightforward manner by the charge transfer
22
 between the nanotube and Au 
substrate caused by the mismatch in their effective workfunctions.
21
   This mismatch is 
clearly seen for the suspended section of the SWCNT, which is not subject to direct 
charge-transfer interaction with the Au surface. For the suspended section, the bias 
voltages corresponding to the onsets of conduction are asymmetric (~0.5 V for positive 
voltages and ~-0.7 V for negative voltages) suggesting that the SWCNT workfunction 
(4.8 eV
22
) is ~100 meV higher than the effective workfunction of the Au substrate.  (This 
number is lower than the workfunction of the pristine Au(111) surface [5.3 eV] 
apparently due to the direct proximity of a Au atomic step running along the SWCNT, as 
described in Figure A4 of Supporting Information in Appendix A).   
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The upshifts of electronic bands seen at points L and R are thus explained by 
partial electron transfer from the Au substrate to the nanotube, compensating somewhat 
for the mismatch of the workfunctions.  Electronic levels   
  and   
  to the left of point L, 
as well as levels   
   and   
    to the right of point R, are shifted further up, as expected 
for a SWCNT section in a more extended contact with the Au surface.  Overall, the 
bandgap of the nanotube does not change appreciably, and no new mid-gap states appear, 
suggesting that the spatially-dependent DOS in Figure 3.2 results primarily from band-
bending.   
 
 
Figure 3.2.  STS signal (obtained by measuring differential conductance, dI/dV, using 
the lockin-technique) as a function of the   coordinate [identical to that in Figure 3.1c] 
and sample bias voltage.  (STS signal serves as a measure of the local density of 
electronic states.) The spatial range corresponds to the part of line    contained between 
points    and    in Figure 3.1b and Figure 3.1c. Positive voltages correspond to 
unoccupied electronic states, while negative voltages correspond to occupied states. 
Vertical dashed lines at          and         (corresponding to points L and R in 
Figure 3.1) indicate positions of the nanotube contact with the Au substrate where the 
nanotube electronic bands are bent due to the charge transfer between the nanotube and 
Au. [The charge transfer is caused by a workfunction mismatch.] These points of contact 
reveal themselves through the appearance of shifted electronic levels   
  (and   
 ) and   
  
(and   
 ), as compared to the bands in the region between points L and R. The region in 
between points L and R (         and        ) forms a quantum dot (QD) with three 
sets of particle-in-a-box states    ,      and     (n=1, 2).  All QD energy levels are 
marked with horizontal dashed lines. Electronic levels   
  and   
  to the left of point L, as 
well as levels   
   and   
   to the right of point R are shifted further up.  All data were 
measured along the nanotube centerline. Tunneling set point: 1.5 V, 0.1 nA. 
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Figure 3.3. Cross-sections of the data from Figure 3.2 along the horizontal dashed lines 
showing the spatial behavior of     states of the QD from Figure 3.2.  Spatial 
distributions of states     ,       and      show single maxima in the QD center, whereas 
states     ,      and      each show a node in the QD center.   States   
  and   
  are more 
strongly localized as compared to the QD states    .  Individual cross-sections are offset 
for clarity.   
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Electrons propagating along the suspended part of the nanotube are repelled by 
the potential-barriers caused by local band bending in points L and R, which results in 
electron confinement and formation of a quantum dot (QD) in the suspended section of 
the nanotube.  The electron confinement is easily identifiable in Figure 3.2, with three 
sets of particle-in-a-box states    ,     and     (n=1, 2)  derived from three different 
electronic bands   ,    and    (states derived from band    are only visible in the 
suspended section of the nanotube, apparently due to the enhanced DOS produced by the 
confinement).  The spatial behavior of these states is further clarified in Figure 3.3: 
spatial distributions of states     ,      and      show single maxima in the QD center, 
whereas states     ,      and      each show a node in the QD center. This spatial 
structure identifies states     ,      and      as ground electronic states of the three 
progressions, while states     ,       and      correspond to single-node excited states. 
Each of the three state progressions is truncated at n=2, because only these states lie 
lower in energy than the height of the confining potential (~200 meV, estimated from 
  
      ).  States   
  and   
  as well as states   
  and   
  are more strongly localized 
than the QD states (the spatial extents of states   
  and   
 , somewhat exaggerated by the 
tip-convolution effects, are shown in Figure 3.3, bottom curves), which means that 
single-node excited states associated with states   
 ,   
 ,   
  and   
  cannot be observed 
because these states cannot be confined by the band bending observed in Figure 3.2.  
Indeed, due to their localized nature, such states would have to lie higher in energy than 
those of     and    , above the confining potential barrier. 
Close inspection of spectroscopic peaks associated with individual electronic 
states reveals fine structure, which is particularly pronounced for the localized occupied   
 47 
 
 
Figure 3.4.  Cross-sections of the data from Figure 3.2 taken along the vertical dashed 
lines in Figure 3.2, showing DOS as functions of the sample bias voltage (the 
corresponding x-coordinates of these cross-sections are also shown).  Individual cross-
sections are offset for clarity.   All spectra were measured along the nanotube centerline 
except the top curve in (b). (a) Occupied states that correspond to several distinct 
locations where the nanotube makes contact with the Au substrate. The onset of each 
spectrum shows a peak accompanied by two overtones (seen either as peaks or 
shoulders).  For all spectra, the lower energy overtone is ~ 72 mV below the main peak, 
whereas the higher energy overtone is ~108 mV above the main peak. (b) Unoccupied 
states. In addition to three spectra measured roughly on top of the nanotube, a spectrum 
measured at        slightly away from the nanotube centerline is also shown (top 
curve, all features contained in this curve are upshifted due to the larger fraction of the 
bias voltage dropped across the nanotube diameter). The manifold of     states is seen 
at positive voltages as peaks. Similarly to the occupied states in (a), states      and      
contain fine structure, which is most clearly seen for the two spectra measured at 
      :  the top curve shows overtones at ~ 72 mV below the corresponding       and 
     peaks;  for the spectrum measured along the nanotube centerline (second from top) 
the main       and      peaks are accompanied by a side-peak and a shoulder 
correspondingly, both  ~108 mV higher than the corresponding main peaks.   
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states, as shown in Figure 3.4a (states   
 ,   
 ,   
  and   
  ).  The onset of each spectrum 
shows a central peak accompanied by two overtones on either side of the peak (these are 
seen either as peaks or shoulders).  For all spectra, the lower energy overtone is ~ 72 mV 
below the main peak, whereas the higher energy overtone is ~108 mV above the main 
peak.  Similarly to the occupied states in Figure 3.4a, fine structures are also observed for 
states      and      (Figure 3.4b).  The fine structures of the      and      states are less 
pronounced than those of the occupied states in Figure 3.4a, but similar overtone 
spacings are observed, the visibility of these features being somewhat location-
dependent: 108±4 meV overtones (seen as a side-peak for      and a shoulder for     ) 
are clearly observed on top of the nanotube (Figure 3.4b, second curve from the top), 
while the ~72±4 meV overtones are more pronounced slightly away from the nanotube 
centerline (Figure 3.4b, top curve).  States other than      and      may also possess 
vibrational structures, which may be obscured by the complex DOS pattern in Figure 3.2.  
The similarity in the spacings of the fine features observed at both positive and 
negative voltages in Figure 3.4 suggests that these fine features are not of electronic 
origin – in that scenario one would expect the fine structures to be different because of 
the different extents of localization observed for these states (states from Figure 3.4a as 
contrasted to states      and     ).  Indeed, Figure 3.3 shows that states   
  and   
   are 
more strongly localized than the QD states    , and the different degree of localization 
would have produced different electronic splittings.  The fine structures observed in 
Figure 3.4 must therefore be associated with vibrational excitation, analogous to the 
results reported for the STS spectroscopy of individual molecules.
23-26
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Vibrational patterns typically observed in STS spectroscopy on individual 
molecules are closely related to the changes in the molecular geometry caused by the 
transition to a transiently charged molecular state (anionic or cationic, depending on the 
bias polarity) that occurs during an electron tunneling event.
27
 The precise patterns could 
either follow Frank-Condon patterns for displaced oscillators,
28
 or have more complex 
structures when the transiently charged molecular state shows Jahn-Teller activity.
29, 30
  
Spectra shown in Figure 3.4 can be analyzed analogously, since the electron confinement 
observed in Figure 3.2 effectively creates localized molecular-sized electronic orbitals 
inside the SWCNT.    
To identify the types of vibrations that can be excited in electron tunneling 
through the quantum-confined nanotube states, we thus need to identify the nature of 
structural distortions occurring in the presence of an extra localized charge in the 
nanotube.  Importantly, neutral species of very short (a few nanometers) SWCNTs are 
predicted to show a variety of structural distortions, the exact structure being sensitive to 
the nanotube chirality,
31
 length,
32
 diameter,
33
 and termination.
33
  In particular, 
calculations for finite-length armchair nanotubes (possessing finite non-zero bandgaps) 
have shown structures combining Clar and/or Kekulé patterns.32, 34  Chainlike distortions 
appearing as trans-poly-acetylene chains oriented roughly along the nanotube axis were 
predicted for infinite chiral nanotubes.
31
  Similar bond alternations in polycyclic aromatic 
hydrocarbon molecules are argued to be related to the “distortivity” of π-electrons 
working against the stabilizing influence of σ-bonds,35 which tends to result in Kekuléan 
distortions.
36
  Such distortions can be generally expected to be more pronounced for more 
strongly localized states, with bond alternation on the scale of ~2 picometers expected for 
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short achiral
37
 and chiral
38
 tubules (a few to several nanometers in length).  In addition to 
the bond alternation, a short-range rippling-type of distortion of SWCNT surfaces was 
also found to occur in theoretical calculations.
38
    
In contrast to neutral SWCNTs, calculations of anionic species for short tubules 
show significantly reduced bond alternation,
37
 which can be interpreted in terms of the 
reduced “distortivity” of π-electrons in this state.  Similar results were also obtained for 
the excitonic states in chiral nanotubes.
38
    We therefore expect a similar behavior in the 
present case: a reduction of the overall local deformation of the nanotube for the charged 
state of the QD. 
To identify the nature of vibrational modes contained in the spectra of Figure 3.4, 
we need to convert the voltage scale to the correct energy scale by taking into account the 
finite voltage drop inside the SWCNT.  As shown in the discussion following Figure A5 
(Supporting Information in Appendix A), the average potential inside the nanotube is 
~10±1% of the total bias voltage, so that the correct energy scale is calculated for the 
present system by multiplying the total applied voltage by a factor of 0.9±0.01.  This 
gives rescaled peak spacings of 65±4 meV and 103±4 meV for the two vibrational 
overtones.  The first energy is equivalent to 518±32 cm-1, which can be explained by the 
presence of a rippling deformation of the QD-CNT surface, analogously to the short-
range rippling deformation found in the calculated geometries of chiral SWCNTs.
38
  
Indeed, the found energy is close to the 559 cm
-1
 energy of the transverse out-of plane-
phonons in graphene at the K-point of the Brillouin zone (nominal optical and acoustical 
branches intersect at this point),
39
 which could generate rippling with a spatial periodicity 
determined by the K-point wavevector. 
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To identify the phonon mode associated with the higher-energy sideband, we 
calculate the corresponding vibrational energy as 65 + 97 meV = 162±6 meV (assuming 
that the onsets of conduction in our spectra correspond to zero-phonon peaks). This is 
equivalent to 1296±48 cm-1, which is close to 1378 cm-1, the energy of the D-band 
Kekulé modes33 calculated for the present nanotube, which has a skeletal diameter of 
~0.7 nm, based on the measured topographic height of ~1.0 nm (Figure 3.1c).  Both of 
the found vibrational energies are red-shifted with respect to the corresponding expected 
values, which could be partially explained by the reduced bond order of the cationic and 
anionic states of the nanotube QD observed in the STS spectra of Figure 3.2 and Figure 
3.4. The presence of Kekulé modes in our spectra suggests a Kekuléan in-plane 
dimerization of carbon atoms on the nanotube surface localized on and around the QD 
section of the nanotube.  
In addition to the identified K-point-transverse out-of plane-phonons and Kekulé 
modes, other unresolved modes are likely present in the spectra of Figure 3.4.  In 
particular, excitation of low energy modes are possible, including the radial breathing 
mode,
40
 and center-of-mass motion perpendicular to the Au(111) surface,
28
 which in the 
present case would involve bending of the nanotube.  Excitation of these, as well as other 
low energy and/or weakly coupled modes, is likely the cause of the substantial widths of 
peaks in the spectra of Figure 3.4.
25
  Further, the spectra may also be affected by non-
adiabatic effects resulting from the vibronic inter-valley coupling, analogously to the 
Jahn-Teller activity identified recently in STS spectra of porphyrin molecules.
29, 30
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3.5. Conclusions 
The present work sheds light on one of the fundamental mechanisms determining 
the influence of local disorder on electron transport through SWCNTs: Figure 3.2 
suggests that the energetically sparse progression of localized electronic states, created in 
a short SWCNT segment by a disorder potential, would be out of resonance with the 
conduction band (or valence band) states of the rest of the nanotube. This means that 
resonant electron transmission through such SWCNT segments would have to occur 
through the vibrational overtones of the localized electronic states (or, more generally, 
vibronic states).  The precise structure of the manifold of such vibronic states also 
determines the rate of energy relaxation for charges traversing the SWCNT segments 
with localized electronic states, which determines the dynamics of charge trapping/de-
trapping.  
3.6. Bridge to Chapter IV 
In the next chapter we will continue studies of localized states in another model 
one-dimensional system and influence of environment on its electronic structure. 
Different physical realization of such system is pi-conjugated organic molecules. We will 
concentrate on alkyl-substituted oligothiophenes with variety of oligothiophene backbone 
lengths. This new class of molecules was never studied with STM before and is 
interesting from both fundamental and technical points of view. We will use the full 
potential of STM-UO to apply STS spatial mapping to visualization of electronic states in 
real space, despite the challenges associated with requirement of low tunneling currents 
for these gentle molecules. 
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CHAPTER IV 
ADSORPTION-INDUCED CONFORMATIONAL 
ISOMERIZATION OF ALKYL-SUBSTITUTED 
THIOPHENE OLIGOMERS ON AU(111): IMPACT ON THE 
INTERFACIAL ELECTRONIC STRUCTURE 
 
This chapter by Benjamen N. Taber, Dmitry A. Kislitsyn, Christian F. Gervasi, 
Stefan C. B. Mannsfeld, Lei Zhang, Alejandro L. Briseno, and George V. Nazin has been 
previously published under the same title in ACS Appl. Mater. Interfaces 7, 15138–15142 
(2015). Copyright © 2015 American Chemical Society. 
4.1. Introduction 
Alkyl-substituted quaterthiophenes on Au(111) form dimers linked by their alkyl 
substituents and, instead of adopting the trans-conformation found in bulk oligothiophene 
crystals, assume cis-conformations. Surprisingly, the impact of the conformation is not 
decisive in determining the LUMO energy. Scanning Tunneling Microscopy and 
Spectroscopy of the adsorption geometries and electronic structures of alkyl-substituted 
quaterthiophenes show that the orbital energies vary substantially due to the local 
variations in the Au(111) surface reactivity. These results demonstrate that interfacial 
oligothiophene conformations and electronic structures may differ substantially from 
those expected based on the band structures of bulk oligothiophene crystals. 
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4.2. Background 
Operation of electronic devices based on organic semiconductors depends, to a 
great extent, on the properties of interfaces between the external electrical contacts and 
organic materials. The interface electronic structure is a particularly important element of 
the physical picture of electron transport, and is often a result of a substantial contact-
induced rearrangement of the local electronic structures of the molecules and electrode 
surfaces.
1, 2
 The conformational flexibility of many classes of organic semiconductors 
composed of conjugated polymers and oligomers presents an additional level of 
complexity: the sensitivity of the molecule-surface interaction to the molecular 
conformation in the interfacial layer
3, 4
 can lead to pronounced inhomogeneities of 
electron transport properties across the interface. These interfacial conformations are 
difficult to study using surface-averaged experimental techniques, and also present an 
excessively large phase space of possible conformers for theoretical simulations.  
An important example of organic semiconductors where interfacial 
conformational effects may be significant is the wide class of materials related to 
oligothiophenes. Recent work on alkyl-substituted oligothiophenes has demonstrated that 
judicious synthetic placement of alkyl substituents improves molecular packing in the 
solid state, which enables better electronic coupling between individual molecules 
resulting in charge carrier mobilities up to 6 cm
2
 V
−1
 s
−1
.
5
 A potential complication that 
may impact oligothiophene-based applications is that the relative flexibility of 
oligothiophene backbones has been found to lead to conformational polymorphism
6, 7
 
resulting in variations of electronic properties in the solid state.
8, 9
 Similarly, effects of 
conformational polymorphism specific to interfaces may be expected to affect charge 
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transport properties in oligothiophene-based devices. This expectation is supported by 
several Scanning Tunneling Microscopy (STM) studies, which demonstrated that 
substituted oligothiophenes can show conformational polymorphisms,
10-12
 as well as 
diverse self-assembly regimes caused by the presence of substituent groups.
13, 14
 
However, while conformation-resolved Scanning Tunneling Spectroscopy (STS) studies 
of substituted oligothiophenes adsorbed on graphite have been reported,
13
 the effects of 
conformational polymorphism on the interfacial electronic structure have not been 
investigated. 
4.3. Experimental details 
Experiments were carried out in a home-built ultra-high vacuum (UHV) 
cryogenic (closed-cycle cryostat-based) STM system incorporating a STM scanner from 
RHK Technology.
15
 A Au(111)/mica substrate was prepared in situ by using multiple 
sputter/anneal cycles. 3,3′′′-Didodecyl 2,2′:5′,2′′:5′′,2′′′ −quaterthiophene (DDQT) 
molecules were prepared by Briseno et al.
16
 DDQT molecules were deposited at ultra-
high vacuum via in situ sublimation on to a clean Au surface. Scale was determined by 
atomic resolution of Au(111) lattice.  
In constant-current mode, a scanning tunneling microscope (STM) can image the 
topography of a sample by recording the changes in z-height necessary for maintaining a 
constant tunneling current as the tip rasters across the surface of the sample. For scanning 
tunneling spectroscopy (STS), the STM is used in constant-height mode, with the STM 
tip held in a constant position (x, y, and z) while the applied bias is varied. In this work, 
STS measurements were carried out using the lock-in technique, with a modulation 
frequency of 570 Hz. This allows for the direct measurement of the differential 
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conductance (dI/dV) of the sample at that spatial location, giving a measurement of the 
local density of states.
17 
4.4. Results and discussion 
This chapter includes the first report of a STS study of the electronic structures of 
substituted oligothiophenes adsorbed in different conformations on a model metal 
[Au(111)] substrate showing atomic-scale chemical interaction with absorbed 
oligothiophenes. In our study, we used alkyl-substituted quaterthiophene 
(didodecylquaterthiophene, or DDQT in the following) containing a conjugated backbone 
composed of four thiophene rings and two alkyl chains attached to the backbone (see 
Figure 4.1 for models of molecular structure). The relatively short thiophene backbone of 
DDQT allows us to isolate the effects of short-range disorder on the electronic structure, 
with the backbone still being long enough for the quantum-confined frontier orbitals to be 
sufficiently close to the Fermi level of the Au substrate, and accessible to STS.  
We used a STM
 
to image DDQT molecules on the Au(111) surface in the regime 
of sub-monolayer molecular surface coverage, which revealed that the majority of 
molecules were self-assembled into pairs.  The molecules in each pair were found to bind 
to each other by interdigitating substituent alkyl chains (Figure 4.1a). In these dimer-like 
structures, the molecules assumed the cis-conformation, with both alkyl chains lying on 
the same side of the quaterthiophene backbone (Figure 4.1a). Individual molecules were 
observed less frequently, and were primarily found in the trans-conformation, with the 
alkyl chains lying on the opposite sides of the quaterthiophene backbone (Figures 1b and 
c). This trans-conformation morphology of the quaterthiophene backbone is close to that 
found in macroscopic crystals of unsubstituted quaterthiophenes,
18
 and is also analogous 
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to that found in DDQT crystals, where the terminal thiophenes are rotated by ~12 out of 
plane with the rest of the backbone.
16
 The alkyl chains in the majority of DDQTs 
typically formed angles of ~90 with respect to the quaterthiophene backbone (Figures 
1a, b and c). More rarely, individual cis-conformers were also observed (Figure 4.1d), 
which showed varied angles between the substituent chains.  
The observed tendency of DDQT molecules to form cis-dimers suggests that at 
room temperature, DDQT molecules are free to migrate on the Au(111) surface until 
encountering other molecules [or Au(111) step edges]. Since very few DDQT monomers 
were found, dimerization driven by the DDQT alkyl chains must provide additional 
stabilization beyond the Au-thiophene interaction. Indeed, a substantial intermolecular 
“binding energy” originating from interaction of alkyl chains can be expected based on 
the fact that interaction energy of a pair of dodecane molecules is calculated to be in the 
range of 0.4-0.5 eV.
19
 The fact that dimers formed from cis-conformers were primarily 
observed, (very few trans-cis dimers and trans-trans dimers were observed), further 
suggests that in molecular aggregates, torsional transformation of molecules between the 
cis and trans conformations leading to minimization of the overall energy of molecular 
aggregates must readily occur at room temperature. This scenario is supported by the fact 
that the terminal rings of oligothiophenes have a low energy barrier for rotation.
20 
Additional stabilization of cis-conformers is provided by the enhanced 
electrostatic interaction of cis-conformers (as compared to trans-conformers) with the 
substrate. This enhanced interaction arises from the non-zero molecular dipole moments 
(2.32 Debye for the cis-conformer versus 0.06 Debye for the trans-conformer—see Table 
B1), which interact with image charges at the metal surface.
21 
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Figure 4.1. Adsorption configuration of DDQT molecules on Au(111). (a) STM image of 
two DDQT molecules in cis-conformation forming a dimer, with overlaid molecular 
structures. (b) And (c) STM images of DDQT molecules in trans-conformation, with 
overlaid molecular structures. (d) Same as (b) and (c) for an individual cis-molecule. (e)-
(h) Models of DDQT backbone matched to the Au(111) surface lattice for adsorption 
configurations from (a)-(d), respectively. (i) STS of the LUMO state corresponding to the 
two molecules from (a) – curves A1 and A2, and molecules from (b), (c) and (d) – curves 
B, C, and D respectively. STM imaging was carried out at bias voltages of 100 mV and 
tunneling current of 5-50 pA.   
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Further inspection of STM images shows that thiophene backbones of the 
majority of observed molecules can assume three distinct orientations on the Au(111) 
surface (Figure 4.2). Specifically, in reference to the herringbone       surface 
reconstruction features of Au(111), the backbones of all molecules were orthogonal to 
one of the three possible directions of the surface reconstruction herringbone ridges 
(these run along the three possible       directions, see Figures 2d to f). The observed 
preferential orientations of the DDQT backbones can be rationalized by analyzing the 
oligomer-surface interaction in terms of the sum of interactions of individual thiophene 
units with the Au(111) surface. DFT calculations predict that binding of individual 
thiophene molecules to Au(111) results in adsorption configurations where the thiophene 
S atom binds directly on top of one of the surface Au atoms,
22
 with other adsorption sites 
being up to 40 meV higher in energy.
23
  The site-specific interaction is accompanied by a 
small charge transfer from Au surface to the S atom, which acquires an extra 0.08 e for 
the perpendicular (with respect to the surface plane) orientation of the thiophene ring, and 
0.10 e for a nearly flat orientation forming a small angle with respect to the Au(111) 
surface.
24
 These differences in the strength of interaction result in the nominally flat-lying 
orientation
22
 being ~40 meV more stable than the vertical orientation.
23
 These predictions 
for individual thiophene molecules are consistent with STM imaging of DDQTs, which 
shows molecular profile heights of ~2 Å, suggesting that the constituent thiophene rings 
are nearly flat on the Au(111) surface. [The flat adsorption geometry is also in 
accordance with previous results obtained for octithiophenes on Au(111) in the low-
coverage regime.
25
]  
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Figure 4.2. Registry of DDQT molecules with the underlying Au(111) surface. (a)-(c) 
STM images of DDQT molecules on Au(111) substrate. (d)-(f) Same as (a)-(c) but 
showing the molecular orientations and Au(111) crystallographic directions. The 
quaterthiophene backbones of DDQT molecules aligned along one of three       
directions of the Au(111) surface, perpendicular to Au(111) surface reconstruction ridges 
aligned primarily along the       directions, as shown. STM imaging was carried out at 
bias voltages 0.1-1.0 V and tunneling currents 1-5 pA.   
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We expect that the site-specific interaction between the Au and S atoms described 
above should result in minimum-energy adsorption configurations of DDQT where the 
oligothiophene backbone is oriented as to allow the constituent S atoms to be in the direct 
vicinity of select Au atom top-sites. To qualitatively evaluate the possible 
DDQT/Au(111) adsorption configurations, we will thus focus on the placements of the S-
atoms of the quaterthiophene backbone with respect to the Au(111) lattice. We first 
consider the two outermost S-atoms because this pair (as compared to other possible pairs 
of S-atoms) may be more easily matched to the Au(111) lattice (due to the larger 
separation between these S-atoms). In addition, the terminal thiophene rings are more 
torsionally flexible than the inner thiophene rings,
20
 which may allow the terminal S-
atoms to make better contact with the corresponding Au atoms. For the planar backbone 
structure of cis-quaterthiophene (trans-quaterthiophene) obtained using geometry 
optimization in the gas phase, the distance between the terminal S atoms is ~1.14 nm 
(1.19 nm), a very close match to 1.15 nm, which is equal to four Au lattice constants 
along the       directions. Observation of molecular orientations parallel to the       
directions (Figure 4.2) is thus consistent with the expectation for the two terminal S 
atoms of every DDQT molecule to be located directly above individual Au atoms 
(Figures 1e to g). The question arises, however, if the geometries shown in Figures 1e to 
g are unique candidates for minimum-energy adsorption configurations based on our 
qualitative reasoning relying on the Au-S interaction. For example, by using the same 
reasoning, one can identify other backbone orientations where two of the four S-atoms 
are located at two different Au top-sites (Figure B1). As Figure B1 shows, such 
orientations are different from that of Figure 4.1e in that the latter orientation is the only 
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one where all four S-atoms are located in the direct vicinity of (different) Au top-sites, 
which means that this orientation should be the most stable. A similar distinction exists 
for the trans- versus cis-conformers aligned along the       directions: the two inner S-
atoms of trans-conformers are located near the Au three-fold hollow sites and bridge 
sites, which makes the trans-conformation less energetically favorable, consistent with 
the higher abundance of cis-conformers in STM images. The predominance of the cis-
conformation may also be in part due to the better lattice-matching of the terminal S-
atoms for the cis-conformation as compared to the trans-conformation (1.14 nm for cis 
versus 1.19 nm for trans matched to 1.15 nm corresponding to four Au lattice constants 
along the       direction). 
We note that despite the fact that intermolecular interaction via alkyl ligands is 
the main driving force for DDQT dimerization, this interaction does not noticeably affect 
the orientations of cis-conformers. This suggests that the interaction of alkyl ligands has a 
relatively weak dependence on orientation with respect to the Au(111) surface. This 
conclusion is supported by the fact that alkyl ligands in Figure 4.1 are aligned close to the 
      directions rather than       directions, as observed for alkanes self-assembled on 
Au(111).
26
 
The presence of both cis and trans DDQT conformers in our STM images 
presents an opportunity to study the effects of torsional conformations on the 
oligothiophene electronic structure. To this end, we measured the local electronic 
structure of individual molecules by using Scanning Tunneling Spectroscopy (STS). In 
STS, the local electronic density of states (DOS) of individual molecules is quantified by 
measuring the derivative of the tunneling current dI/dV as a function of the bias voltage 
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that serves as the energy scale (see Supporting Information in Appendix B for further 
details).
17
 STS spectra recorded on ~70 different DDQT conformers typically showed one 
well-resolved electronic state associated with the lowest unoccupied molecular orbital 
(LUMO) of DDQT, generally in the vicinity of 2.2 V (Figure 4.1i). Identification of 
molecular orbitals other than the LUMO is difficult due to the instability of DDQT 
ligands alkyl chains at higher voltages. This instability resulted in both motion and 
irreversible deformation of alkyl chains (Figure B2). At bias voltages comparable to that 
of the LUMO orbital, scission of the thiophene backbone was often observed (Figure 
B3), limiting molecular lifetime. 
The obtained STS spectra (Figure 4.1i) allow us to make two unexpected 
observations. First, it is surprising that the LUMO energies for trans and cis 
conformations (measured using the same tip) can be very close (curves A2 and B in 
Figure 4.1i), despite the differences in their backbone structures. Indeed, density 
functional theory (DFT) calculations for planar quaterthiophenes predict the cis-LUMO 
to be ~30 meV higher than the trans-LUMO (Figure B4 and Table B1). Furthermore, 
molecules with nominally identical conformations (adsorption configurations) were 
found to have LUMO energies (measured using the same tip) differing by as much as 150 
meV (for example, see curves A1 and A2 for the cis conformation, and curves B and C 
for trans conformation). These observations suggest that the energies of DDQT 
molecular orbitals are strongly affected by factors other than the apparent torsional 
conformation.  
A possible explanation for the seemingly random variations of the observed 
LUMO energies is obtained through analysis of the locations of individual molecules on 
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the Au(111) surface. Indeed, the properties of the Au(111) surface are spatially 
modulated due to the presence of the herringbone       surface reconstruction, which 
leads to variations in coordination of the surface Au atoms. For example, recent density-
functional calculations of hydrogen and fluorine atoms adsorbed on Au(111) show that 
these atoms are more stable in the face-centered-cubic (fcc) areas, as compared to 
hexagonal-close-packed (hcp) areas.
27
 In accordance with these predictions, we find that 
DDQTs adsorb primarily in the fcc regions of Au(111), rather than hcp areas (Figures 3a-
c and B5). Further, similar preferential adsorption in the fcc areas was observed in STM 
studies of unsubstituted terthiophenes on Au(111).
28
 In an analogous fashion, the 
spatially modulated coordination of the surface Au atoms can be expected to affect the 
Au-S interaction, and, consequently, the energies of DDQTs electronic orbitals. In line 
with these general expectations, we find that in our STS measurements, the LUMO 
energies of DDQT molecules are affected by proximity to hcp regions and reconstruction 
ridges. Specifically, as can be inferred from Figure 4.3, molecules located in the vicinity 
of the reconstruction ridges (molecules with black numbers in Figures 3a, b and c) exhibit 
LUMO peaks (black curves in Figure 4.3d) downshifted by up to ~100 mV as compared 
to molecules located further from the reconstruction ridges. A statistical analysis of 
LUMO energies determined from STS measurements for 68 molecules of both 
conformations (Figure B6) shows variations of the LUMO energies with a standard 
deviation of ~80 meV, which is considerable as compared to the ~30 meV energy 
difference between the cis- and trans-LUMOs obtained in DFT calculations (Table B1). 
Figure B6 shows that the average energy of cis-LUMOs is 50±23 meV higher than that of 
the trans-LUMO, consistent with the DFT calculations.  
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Figure 4.3. Correlation of DDQT adsorption location with LUMO peak energy. (a)-(c) 
STM topographies. Black dashed lines show the Au(111) reconstruction ridges. (d) STS 
spectra showing LUMO peaks for molecules in (a)-(c). Each numbered spectrum 
corresponds to a molecule appearing with the same number in (a)-(c). Molecules with 
black numbers in (a)-(c) are located closer to the reconstruction ridges than their 
neighbors. STS spectra of these molecules [black curves 2, 4, 8 and 10] in (d) show 
LUMO peaks downshifted by ~100 mV in their respective groups of molecules (a), (b) 
and (c). Proximity of DDQT backbone to reconstruction ridges thus reduces the LUMO 
energy. STM imaging was carried out at bias voltages of 0.3-1.0 V and tunneling current 
of 5 pA.  
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While spatial variations in the surface reactivity clearly have a substantial effect 
on the LUMO energies, other, conformation-sensitive factors may also have significant 
contributions. Indeed, the varied matching of different conformers to the Au(111) lattice 
is likely to produce conformation-specific molecular structural relaxations and 
hybridization of molecular orbitals with the Au(111) states, which can both lead to 
conformation-specific orbital shifts.
29
 For the same reasons, the overall Au-S interaction 
is likely to be different for cis- and trans-conformers resulting in different adsorption 
distances, which should, in addition to the factors noted above, affect the molecular 
orbital energies by altering the magnitude of image-potential screening.
30
 Indeed, the 
adsorption distance of cis-conformers to the Au surface is likely smaller than that for the 
trans-conformers due to the better match to the Au(111) lattice (Figures 1a to c), and the 
much larger dipole (2.32  Debye for cis versus 0.06  Debye for trans, Table B1) 
interacting with its image in the Au surface.
21
 The closer molecule-substrate distance, in 
turn, leads to a greater screening of the LUMO, which should result in a downshift of the 
orbital for cis-conformers.
30
  
4.5. Conclusions 
Our findings highlight the complexity of physical and chemical interactions at the 
interfaces of metals and organic semiconductors. The atomic lattice of the Au(111) 
predominately induces the cis-conformation of oligothiophene molecules that is very 
different from the trans-conformation found in bulk crystals. One can thus generally 
expect that in devices incorporating oligothiophene molecules and metal electrical 
contacts, the structure of the interfacial molecular layer may be entirely different from 
that of the molecular bulk of the device. The electronic structures of the molecules in the 
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interfacial layer can be expected to display differences caused by local atomic-scale 
variations of the surface reactivity, which may be caused by either surface reconstruction 
or the presence of polycrystalline facets at metal contacts. While the current chapter 
presents a direct visualization of this behavior, understanding the complex interplay 
between conformational variability and local reactivity, as well as their impact on the 
interfacial electronic structure, will require further studies.  
4.6. Bridge to Chapter V 
In the next chapter we will use STM to explore adsorption configurations of 
alkyl-substituted quaterthiophenes and the impact of surface coverage of molecules on 
their self-assembly, from diluted to high density concentration on the surface. This results 
in formation of ordered structure and drastic difference in molecular conformations, as 
compared to dilute molecular concentration. We will utilize STS spatial mapping to study 
electronic structure of the molecules in order to understand how it is affected by 
conformational diversity and differences in local molecular environments. It will be 
shown that molecules of identical apparent adsorption configurations can exhibit 
significant electronic differences. These results indicate the necessity for investigations of 
interface-induced transformations in the molecular electronic structure and its affect on 
charge transport in organic electronic devices.  
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CHAPTER V 
COVERAGE-DEPENDENT SELF-ASSEMBLY REGIMES 
OF ALKYL-SUBSTITUTED THIOPHENE OLIGOMERS 
ON AU(111): SCANNING TUNNELING MICROSCOPY 
AND SPECTROSCOPY 
 
This chapter by Dmitry A. Kislitsyn, Benjamen N. Taber, Christian F. Gervasi, 
Stefan C. B. Mannsfeld, Lei Zhang, Alejandro L. Briseno, and George V. Nazin has been 
previously published under the same title in J. Phys. Chem. C 119, 26959–26967 (2015). 
Copyright © 2015 American Chemical Society. 
5.1. Introduction 
Charge transport in electronic applications involving molecular semiconductor 
materials strongly depends on the electronic properties of molecular-scale layers 
interfacing with external electrodes. In particular, local variations in molecular 
environments can have a significant impact on the interfacial electronic properties. In this 
study, we use Scanning Tunneling Microscopy and Spectroscopy to investigate the self-
assembly regimes and resulting electronic structures of alkyl-substituted quaterthiophenes 
adsorbed on the Au(111) surface. We find that at dilute molecular concentrations, 
dimerized cis conformers were formed, while at higher concentrations corresponding to 
small fractions of a sub-monolayer the molecular conformation converted to trans, with 
the molecules self-assembled into ordered islands. At approximately half-monolayer 
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concentrations, the structure of the self-assembled islands transformed again showing a 
different type of the trans conformation and qualitatively different registry with the 
Au(111) lattice structure. Molecular distributions are observed to vary significantly due 
to variations in local molecular environments, as well as due to variations in the Au(111) 
surface reactivity. While the observed conformational diversity suggests the existence of 
local variations in the molecular electronic structure, significant electronic differences are 
found even with molecules of identical apparent adsorption configurations. Our results 
show that a significant degree of electronic disorder may be expected even in a relatively 
simple system composed of conformationally-flexible molecules adsorbed on a metal 
surface, even in structurally well-defined self-assembled molecular layers. 
5.2. Background 
Over the last two decades, organic semiconductors have emerged as promising 
electronic materials for a wide range of applications including thin film transistors, light-
emitting diodes, and photovoltaics.
1-6
 Among other device-engineering aspects, the 
capability to control the properties of electrical contacts to organic materials in such 
devices is critical for efficient charge transport. To a large extent, the performance of 
electrical contacts is defined by the electronic structure at the interface of the electrodes 
and the organic material in question. Importantly, the interfacial electronic structure is 
difficult to predict a priori due to often substantial contact-induced rearrangement of the 
local electronic structures of both the organic material and electrode surfaces.
7-10
 For 
organic materials composed of conformationally-flexible molecules and polymers, an 
additional level of complexity arises from the structural diversity resulting from 
conformation-sensitive molecular packing and molecule-metal interaction.
11, 12
 The 
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resulting conformation-driven variations in electron transport properties are extremely 
difficult to understand using traditional sample-averaged experimental techniques that do 
not provide information about the local molecular conformational structure.  
While problems described above are common for the majority of polymer- and 
oligomer based organic materials, oligothiophenes form a particularly important class of 
organic semiconductors where conformational effects are expected to be important. The 
well-defined structures of oligothiophenes allow growth of high-quality crystals with a 
low density of structural defects, which, in turn, enable charge carrier mobilities of up to 
6 cm
2
 V
−1
 s
−1
.
13
 Oligothiophenes have also been successfully used as hole-transport 
materials in organic photovoltaic devices,
14, 15
 achieving power conversion efficiencies as 
high as 8.4%.
16
 The structural flexibility of oligothiophenes has been shown to result in 
conformational polymorphism
17, 18
 and variations in electronic properties in the solid 
state.
19, 20
 Similar polymorphic effects can also be expected to play a role at molecule-
metal interfaces, with potentially significant consequences for charge transport in 
oligothiophene-based devices.  
Interest in oligothiophenes and poly-thiophenes as electronic materials has 
stimulated a number of studies of adsorption of oligothiophenes on a variety of 
conductive surfaces. Electronic structures of unsubstituted oligothiophenes have been 
studied using two-photon photoemission,
21
 Scanning Tunneling Spectroscopy (STS),
22-26
 
high resolution electron energy loss spectroscopy,
27
 and a combination of ultraviolet 
photoelectron spectroscopy and inverse photoelectron spectroscopy.
28
 Studies combining 
complementary techniques are also available.
29
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In contrast to unsubstituted oligothiophenes, substituted oligothiophenes typically 
incorporate alkyl side chains to enhance solubility for processing, a functionality 
particularly important for large-area device applications. Scanning Tunneling Microscopy 
(STM) studies of adsorption of substituted oligo- and polythiophenes on a variety of 
surfaces show diverse self-assembly regimes caused by the presence of substituent 
groups.
30-36
 Polymorphisms of oligothiophene backbone conformations have also been 
observed with STM.
37-40
 However, the impact of the oligothiophene film morphology and 
associated conformational properties on the oligothiophene electronic structure has not 
been experimentally quantified. While investigations of the electronic structures of 
substituted oligothiophenes adsorbed on graphite have been reported,
30, 31
 no structure-
specific analysis has been presented. A conformationally-resolved STS study of the 
electronic structures of substituted oligothiophenes adsorbed on a Au(111) surface in the 
low molecular coverage regime was reported recently.
41
 To obtain a more detailed picture 
of molecule-surface interaction and its impact on the molecular electronic structure, 
systematic studies targeting varied molecular structures in different surface coverage 
regimes are needed. 
Here we present STM/STS studies of alkyl-substituted oligothiophenes 
(didodecylquaterthiophene, or DDQT in the following, see Figure 5.1 for molecular 
structure.) self-assembled on Au(111). These model studies focus on the coverage-
dependent evolution of the properties of self-assembled oligothiophene structures. We 
observe dramatic transformations in the molecular adsorption configurations in 
transitioning from dilute to half-monolayer molecular surface coverage. We show that at 
higher coverage regimes, the molecules begin to self-assemble into well-ordered two-   
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Figure 5.1. Molecular structures of didodecylquaterthiophene (DDQT) in both trans and 
cis conformations. 
 
dimensional islands, with the internal structures of the islands varying dramatically 
depending on the molecular coverage. STS spectroscopy shows that for all coverages, 
substantial variations of the electronic orbital energies are observed. STS shows 
qualitative changes in the spatial maps of electronic orbitals of different molecular 
conformers. 
5.3. Experimental details 
Experiments were carried out in a home-built ultra-high vacuum (UHV) 
cryogenic (closed-cycle cryostat-based) STM system incorporating a STM scanner from 
RHK Technology.
42
 A Au(111)/mica substrate was prepared in situ by multiple 
sputter/anneal cycles. 3,3′′′-Didodecyl 2,2′:5′,2′′:5′′,2′′′ −quaterthiophene (DDQT) 
molecules were prepared by Briseno et al.
43
 DDQT molecules were deposited on to the 
Au surface (held at room temperature) via in situ sublimation in UHV conditions. All 
imaging and spectroscopic measurements were carried out at ~20K using 
electrochemically etched silver tips. All STS spectra were recorded using the lock-in 
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technique at ~600 Hz, and bias modulations varying from 10 mV (individual spectra, and 
one-dimensional spatial scans) to 50 mV (two-dimensional DOS maps). 
5.4. Results and discussion 
STS measurements were conducted for three different coverage regimes: 0.013, 
0.12 and 0.55 monolayer (ML). Before presenting results of STS measurements, we first 
discuss the variations in the molecular adsorption configurations for the three regimes, as 
described in the following.  
DDQT dimer formation at dilute (~0.013 ML) coverage. 
For dilute molecular coverage (much less than a monolayer), the majority of 
DDQT molecules were found to self-assemble into pairs (Figure 5.2a) bound by their 
interdigitating alkyl substituents (Figure 5.2b). In DDQT pairs, the molecules displayed 
the cis conformation, with both alkyl substituents located on the same side of the DDQT 
backbone (Figure 5.2b). The thiophene backbones of individual molecules were typically 
aligned along one of the three different       directions of Au(111) [Figure 5.2b and c], 
as established from the geometry of the Au(111) surface-reconstruction herringbone 
ridges, which are preferentially aligned along the       directions (Figure 5.2c).44 While 
the majority of observed DDQT molecules were incorporated into cis dimers, isolated 
individual molecules were also sometimes observed. Individual molecules displayed 
primarily the trans conformation, with the alkyl substituents located on the opposite sides 
of the DDQT backbone (Figure 5.3). This trans conformation structure of DDQTs is 
similar to that found in three-dimensional DDQT crystals.
43
 Similarly to cis conformers, 
the backbones of individual trans-DDQTs were found to be aligned along the       
directions.   
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Figure 5.2. Adsorption of cis-DDQT molecules on Au(111) in the low coverage regime. 
(a) STM image [set point 100 mV, 1 pA] of a large area featuring reconstruction ridges of 
the Au(111) surface with sparingly absorbed DDQT molecules. Most of the molecules 
prefer the cis conformation, forming dimers. Dotted frame indicates enlarged area shown 
in (c). (b) STM image from (a) with indicated molecular orientations, Au(111) 
crystallographic directions, and highlighted reconstruction ridges. The quaterthiophene 
backbones of DDQT molecules aligned along one of three       directions of the 
Au(111) surface, perpendicular to the       directions revealed by straight sections of 
surface reconstruction ridges. (c) STM image [set point 50 mV, 50 pA] with overlaid 
molecular structures of two DDQT molecules forming a dimer. (d) Model of DDQT 
backbones from (c) matched to the Au(111) surface lattice. Au(111) crystallographic 
directions are indicated. DDQT backbones are aligned along the       direction and are 
positioned in a way that minimizes the terminal S to Au top-site distance.   
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Figure 5.3. Adsorption of trans-DDQT molecules on Au(111) in the low coverage 
regime. (a) STM image [set point 100 mV, 50 pA] of a trans-DDQT molecule with one 
alkyl ligand adjacent to another molecule’s ligand. Au(111) crystallographic directions 
are deduced from the surface reconstruction ridges found in vicinity of the molecules. (b) 
Model of trans-DDQT molecule from (a) matched to the Au(111) surface lattice. The 
oligothiophene backbone is positioned on the lattice in a way that maximizes proximity 
of sulfur atoms to Au top-sites. The adsorption geometry of alkyl ligands is different for 
the free ligand (angles to       and       directions are indicated) and ligand bound via 
van der Waals forces to another molecule (aligned along       . (c) STM image [set 
point 100 mV, 5 pA] of trans-DDQT molecule with both alkyl ligands freely positioned 
on gold surface. (d) Model of trans-DDQT molecule from (c) matched to the Au(111) 
surface lattice. The adsorption configuration allows for more optimal positioning of the 
oligothiophene’s sulfur atoms on the gold lattice as compared to (b).  oth alkyl ligands 
are positioned symmetrically, 9.2° offset to the       direction.   
 76 
 
The predominance of cis conformations and the existence of preferred DDQT 
orientations on the Au(111) surface can be understood by considering the nature of the 
molecule-surface interaction. This interaction contains several main contributions: 1) van 
der Waals interactions associated with thiophene backbones
45
 as well as alkyl ligands,
46
 
2) electrostatic interactions of the dipole moments of individual thiophene units with 
image charges at the metal surface,
47
 and 3) charge-transfer interaction between the S-
atoms in thiophene units and Au surface. The enhanced stability of the cis conformations 
can be explained, at least in part, by the substantial van der Waals interactions between 
the interdigitating alkyl ligands,
46
 which for an isolated pair of dodecane molecules is 
predicted to be in the range of 0.4-0.5 eV.
48
 The cis conformation is additionally 
stabilized by the enhanced image-charge interaction originating from the dipole moments 
of thiophene units for this conformation (as opposed to the all-trans-conformation with S-
atoms in neighboring thiophene rings pointing in opposite directions, which is typically 
found for oligothiophene crystals).
49
  
Further stabilization of all molecules is provided by the ligand-surface van der 
Waals interactions. For cis dimers DDQT alkyl ligands form an angle of ~ 18 with 
respect to the       directions of Au(111), an orientation intermediate between that of 
the free DDQT molecules, where the ligands are nearly orthogonal to the backbone, and 
the near-parallel orientation (to the       directions) of self-assembled alkane molecules 
on Au(111), as established by STM-based studies.
50, 51
 Similarly, theoretical simulations 
of the alkane adsorption geometry predict a small angle of ~7.52 Trans molecules in 
Figure 5.3a and c show orientations with ligand-      angles of 13.5 and 21, and 
varied ligand–backbone angles.  
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The departure of the alkane ligand orientation from optimal in Figure 5.2 and 5.3 
suggests that the directionality in DDQT adsorption does not originate from van der 
Waals interactions associated with the alkyl ligands. Instead, this directionality can be 
attributed to the sensitivity of the Au-thiophene charge-transfer interaction and the 
precise matching of individual thiophene rings in the DDQT backbone with the atomic 
lattice of Au(111). Indeed, DFT calculations for thiophene molecules on Au(111) predict 
that in the lowest-energy binding configuration, the S atom is located at one of the top-
sites on the Au(111) surface,
53
 with the adsorption energy being up to 40 meV less 
favorable for other surface sites.
54
 For cis conformers, among the possible adsorption 
configurations with the thiophene backbone oriented according to Figure 5.2c, only the 
configuration shown in Figure 5.2d corresponds to all four S-atoms being in direct 
proximity of four different Au top-sites.
41
 Similarly to cis conformers, the backbones of 
individual trans conformers were aligned approximately along the       directions 
allowing the S-atoms to be placed in the vicinity of Au top-sites, even though the exact 
geometry was slightly different for different trans conformers (Figure 5.3b). A similar 
scenario has been described in a computational study of adsorbed quaterthiophene 
molecules on the Cu(111) surface.
45
 In this study, the lowest adsorption energies were 
found for quaterthiophene molecules (in trans conformations) aligned along the       
directions with S-atoms located directly on top of Cu top-sites, a direct consequence of 
the preferential adsorption of individual thiophene rings with their S-atoms at the Cu top-
sites.  
A nearly flat orientation of the thiophene ring is also predicted,
55
 with its energy 
being ~40 meV lower than that of the vertical orientation.
54
 STM images of DDQTs are 
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consistent with this prediction: observed molecular profiles typically have heights of 
approximately 2 Å, which suggests that the thiophene rings comprising DDQT backbones 
lie nearly flat on Au(111). It can therefore be expected that the lowest-energy DDQT 
adsorption configurations have the constituent thiophene rings oriented nearly parallel to 
the substrate, with S atoms being located close to a set of Au top-sites. Indeed, as shown 
in the atomic model of Figure 5.3b and d and analogous to the model of Figure 5.2d, S-
atoms of the thiophene subunits are located close to Au top-sites. The consistency of the 
backbone orientations for different conformers thus provides additional support to the 
picture of Au-S interaction employed above.  
DDQT island formation at intermediate (~0.12 ML) coverage. 
At higher (small fractions of a sub-monolayer) DDQT surface coverages, the 
predominant adsorption configurations of molecules were found to be dramatically 
different: most of the molecules self-assembled into regular-two-dimensional islands 
(Figure 5.4a), with the majority of molecules adopting a variation of the trans 
conformation (Figure 5.4c), even though some cis dimers similar to those displayed in 
Figure 5.2 were also observed (Figure 5.4b). In addition, islands composed of trans 
conformers were typically terminated with cis conformers, which allowed “passivation” 
of the trans ligands (Figure 5.4b as well as Figure C1a and c). Using the surface-
reconstruction features as a reference (Figure 5.4c), we find that the trans conformers in 
two-dimensional “islands” are oriented roughly along the       directions, rather than 
      directions found for structures at lower coverage (Figure 5.2 and 3). For this 
backbone orientation it is impossible to place all four S-atoms of each DDQT molecule at 
Au top-sites. Moreover, the pattern observed in Figure 5.4b is incommensurate with the 
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Au(111) lattice in the direction corresponding to vector     in Figure 5.4d, which suggests 
that the S atoms of each DDQT molecule in Figure 5.4b are not matched to an identical 
pattern of Au surface atoms underneath (Figure 5.4d), such that the Au-S interaction 
described above can be expected to be suboptimal.  
The structure of the DDQT island in Figure 5.4b can instead be described as 
close-packed, leading to optimized van der Waals interactions and (apparently) a higher 
stabilization energy per molecule as compared to cis dimers. Some of this enhanced 
stability is likely afforded by the closer contact of the alkyl ligands of DDQT molecules 
in 2D islands (compare Figure 5.2d and Figure 5.4d). Additional stabilization of the 2D 
islands is provided by the van der Waals interaction originating from the proximity of 
 
 
Figure 5.4. Adsorption of DDQT molecules on Au(111) in the intermediate coverage 
regime. (a) STM image [set point 100 mV, 5 pA] of a large area featuring a finite-sized 
2D crystal of DDQT with individual DDQT dimers in the vicinity. Dotted frame indicates 
enlarged area shown in (c). (b) STM image from (a) with indicated molecular 
orientations, Au(111) crystallographic directions, and highlighted reconstruction ridges 
(the three       directions of Au(111) surface correspond to straight sections of surface 
reconstruction ridges). The quaterthiophene backbones of DDQT molecules not included 
in the crystal are aligned along one of three       directions of the Au(111) surface, 
whereas the backbones of DDQT forming the crystal are aligned along the       
direction perpendicular to      . (c) STM image [set point 100 mV, 20 pA] with overlaid 
molecular structures of the part of the crystal indicated in (a). (d) Models of DDQT 
backbones matched to the Au(111) surface lattice for the crystal section shown in (c). 
Au(111) crystallographic directions are indicated. DDQT backbones are aligned with the 
      direction and are positioned in a way that minimizes the distances from sulfur 
atoms of terminal thiophene rings to the corresponding Au top-sites. 
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alkyl ligands to terminal thiophene rings of neighboring DDQT molecules. Finally, the 
orientation of alkyl ligands of DDQT molecules comprising 2D-islands form an angle of 
~13 with one of the       directions shown in Figure 5.4d, which is closer (as compared 
to cis dimers) to that of self-assembled alkane molecules on Au(111), and thus likely 
lower in energy.
52
  
It is significant that while many 2D DDQT islands were observed (see also Figure 
C1a and c for additional examples), all of them showed nearly identical orientations of 
molecular backbones and ligands (Figure 5.4d as well as Figure C1b and d). Surprisingly, 
the internal structure of the islands was not affected by even substantial perturbations in 
the underlying surface structure such as observed for islands stretching across Au(111) 
step edges (Figure C1a). The robustness of the island structure suggests that Au-S 
interactions do play an important role in determining the orientation of DDQT molecules 
in islands. Indeed, by analyzing the adsorption pattern of molecules in 2D islands, we 
find that molecules can adsorb in a roughly commensurate fashion along vector     in 
Figure 5.4d, even though deviations from this geometry are also observed. Therefore, the 
structure of DDQT islands such as shown in Figure 5.4 likely emerges from competition 
of several factors including the Au-S interaction, inter-ligand and ligand-thiophene van 
der Waals interactions, as well as potentials associated with deformation of DDQT 
molecules.  
DDQT island formation at high (~0.55 ML) coverage. 
Deposition of DDQT molecules at still higher (~half-monolayer) surface 
coverages resulted in further transformation of the molecular self-assembly regimes. 
Similar to the results obtained for lower surface coverages, the molecules predominantly 
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adsorbed in the face-centered cubic (fcc) regions of the surface, with the hexagonal close-
packed (hcp) regions remaining almost completely free of molecules (Figure 5.5a). 
Depending on the lateral dimensions of the fcc areas, different modes of self-assembly 
were observed: in sufficiently narrow fcc regions, the molecules typically formed cis 
dimers (top-right part of Figure 5.5b) or disordered islands (bottom right corner of Figure 
5.5b). In wider fcc regions, ordered islands composed of trans-DDQT molecules were 
observed (left part of Figure 5.5b). The structure of these islands was found to be 
distinctly different from that of the island shown in Figure 5.4. Most notably, the DDQT 
backbones in Figure 5.5 were oriented approximately along the       directions (Figure 
5.5c), rather than       directions as for molecules in Figure 5.4. Furthermore, the 
placement of the molecules is commensurate with the Au(111) surface, even though it is 
not entirely periodic (Figure 5.5d). Importantly, this allows for better matching of the S 
atoms to the Au(111) lattice. In addition, alkyl ligands in Figure 5.5d are nearly 
orthogonal to the corresponding DDQT backbones, unlike ligands in Figure 5.4d, which 
form a notably different angle (~103) even though the angles between ligands and the 
      directions are nearly identical in both cases. 
DDQT DOS. 
Figure 5.5a and b show that local molecular adsorption configurations can be very 
diverse, and both the molecular conformation (cis versus trans, or alkyl chain tilting) as 
well as the atomic structure of the underlying Au(111) surface can vary considerably (as 
can be seen by comparing Figure 5.2d, 5.4d and 5.5d). The diversity of molecular 
adsorption configurations likely leads to variations of the molecular orbital energies, 
either due to molecule-molecule effects or to varied molecule-surface interactions.  
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Figure 5.5. Adsorption of DDQT molecules on Au(111) in the high coverage regime. (a) STM image [set point 200 mV, 5 pA] of a 
large area featuring extended 2D crystals of DDQT molecules and DDQT dimer agglomerations. Dotted frames indicate enlarged 
areas shown in (b) and (c). (b) Part of STM image from (a) with indicated molecular orientations and Au(111) crystallographic 
directions. The quaterthiophene backbones of DDQT molecules are all aligned along one of three       directions of the Au(111) 
[which are perpendicular to       directions], regardless of whether or not they are in an ordered crystal. DDQT prefers adsorbing in 
fcc regions of the Au(111) reconstruction, while hcp regions are avoided and mostly empty. (c) STM topography image [set point 200 
mV, 5 pA] with overlaid molecular structures of part of the crystal indicated in (a). (d) Models of DDQT backbones matched to the 
Au(111) surface lattice for the crystal section shown in (c). Au(111) crystallographic directions are indicated. DDQT backbones are 
found to be aligned with  110  direction and are positioned in a way that minimizes the distances from sulfur atoms of terminal 
thiophene rings to the corresponding Au top-sites. 
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Quantifying the extent of such variations is important for the realization of electronic 
devices based on organic semiconductors, where local energetic inhomogeneities can 
effectively act as charge traps. To evaluate the extent of electronic disorder for DDQT on 
Au(111), we measured the local electronic structures of individual DDQT molecules in 
different self-assembled arrangements by using Scanning Tunneling Spectroscopy (STS, 
see Experimental Section for details). STS measurements were carried out by recording 
the derivative of the tunneling current, dI/dV, as a function of the bias voltage (see 
Experimental Section for further details).
56
 The magnitude of the dI/dV signal serves as a 
measure of the local electronic density of states (DOS), while the bias voltage (multiplied 
by the electron charge) provides the energy scale. 
DOS spectra measured on cis conformers typically show a peak at ~2.1 V 
attributed to the lowest unoccupied molecular orbital (LUMO) of DDQT (Figure 5.6a, 
top two curves).
41
 Spatial mapping of the electronic DOS associated with this peak shows 
that it is localized in the vicinity of the DDQT backbone (Figure 5.6d, see also Figure 
C2d), confirming the molecular origin of this state. The highest occupied molecular 
orbital (HOMO) was not clearly distinguishable in the DOS spectra due to the structured 
background associated with the Au d-bands (Figure 5.6a, bottom two curves). For this 
reason, in the following we focus on the LUMO orbitals when comparing the electronic 
structures of different molecules. The presence of the HOMO orbital, however, can be 
established with STS mapping at -0.9 V (Figure 5.6e), which shows DOS localized in the 
vicinity of the DDQT backbone with enhanced intensities at the terminal thiophene rings. 
Based on the results of STS measurements, we roughly estimate the HOMO-LUMO   
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Figure 5.6. Spatial mapping of DDQT orbitals. (a) STS spectrum measured on the 
quaterthiophene backbone of the molecule in the bottom right corner (curve DDQT), and 
STS spectrum of the gold substrate near the dimers [curve Au(111)]. Portions of both 
spectra are magnified to show fine structure. (b) STM image of a group of DDQT dimers. 
(c) STM image from (b) processed to “sharpen” the topographic features. (d) Density of 
states (DOS) for the LUMO orbital [2.1 V, see curve DDQT in (a)] overlaid on image 
from (c). Mapped area is confined within the dashed lines. Low DOS intensity (near-
background) areas were rendered transparent to show registry with topography. (e) Same 
as (d) for the HOMO orbital [-0.9 V, see curve DDQT in (a)].   
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energy difference to be in the range of ~3eV, in agreement with the expected band-gap of 
quaterthiophenes.
57
 
Representative DOS data for molecules comprising the island from Figure 5.4 are 
presented in Figure 5.7a. The island is primarily comprised of trans molecules, but a few 
cis molecules are also present (these are marked as such in Figure 5.4b). The LUMO 
peaks for all molecules within the spatial range of Figure 5.7a are primarily clustered 
around 2.1 V (Figure 5.7b), commensurate with Figure 5.6 and slightly lower than the 
mean of cis conformers in Figure C3 and molecule C in Figure 5.7a (see curve C in 
Figure 5.7b). (Note that the LUMO peak voltages in all reported STS measurements were 
not sensitive to the precise location of the tip on the measured molecules. This is 
illustrated by the representative set of data shown in Figure C4. In addition, the variations 
in LUMO peak voltages for different molecules are not a result of changes in the tip 
structure, as was confirmed by repeated measurements of their spectra.) The most 
prominent outliers among the trans molecules in Figure 5.7b are molecules A, B, and G, 
which are clearly subjected to local environments different from the rest of the trans 
molecules D-F and H-L: molecules A, B have a distinctly different orientation, and are 
attached (via their alkyl chains) in a different manner to the rest of the island, while 
molecule G is likely affected by the proximity of molecules B and C that produces a local 
potential dissimilar to that seen by the remaining trans molecules in the island (Figure 
5.7a). A somewhat smaller perturbation at 1.9 eV is evident in the spectrum of molecule 
E (Figure 5.7b), which is only affected by the proximity of dissimilar molecule A.  
While the DOS spectra of trans and cis conformers are qualitatively similar, we 
find that the spatial behavior of the trans-LUMOs is very different from that of  
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Figure 5.7. LUMO molecular orbital of the DDQT crystal of the type formed in the 
intermediate molecular coverage regime. (a) STM image [set point 100 mV, 5 pA] of part 
of the crystal with overlaid DDQT models of backbone (ellipse) with attached alkyl 
chains (lines). Shown are three regular rows of trans-DDQT comprising the crystal and 
three additional DDQT molecules attached to a crystal with perpendicular backbones 
(two trans and one cis conformer). (b) dI/dV spectroscopy scans [set point 1.0 V, 1.0 pA] 
of the LUMO orbitals taken on top of every backbone indicated with A-L in (a). Dashed 
line at 2.1 V is the most common LUMO peak energy in this crystal, but deviations from 
2.1 V in both directions are observed. (c) STM image from (a) processed to “sharpen” the 
topographic features. (d) LUMO DOS map at 2.1 V superimposed on enhanced 
topography showing LUMO localization. The DOS maps are superimposed on the 
enhanced topography from (c), with areas of low DOS [Au(111) background] rendered 
transparent in order to reveal registry with the topography.   
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cis-LUMOs. LUMO states for cis conformers are generally localized slightly off-center 
from the DDQT backbones, on the opposite side from the ligands (Figure 5.6d and S2d, 
as well as the map of molecule C in Figure 5.7d). In contrast, each trans-LUMO state 
spanned a stripe-like area transecting the corresponding DDQT backbone, appearing on 
both sides of the backbone (Figure 5.7d), comparable to the LUMO patterns found for 
unsubstituted terthiophene on Au(111).
22
 Furthermore, LUMO maps of different trans 
molecules showed substantial variations in their shapes, despite apparent similarities in 
spectra (compare, for example, molecules D, J, and K in Figure 5.7d). This observation 
may be explained by the fact that these molecules were interfaced with slightly different 
local atomic Au(111) structures, as shown in Figure 5.4d.  
DOS maps of DDQT islands observed at higher coverages (Figure 5.4) offer 
another opportunity to test the impact of the atomic structure of the molecule-Au 
interface on the molecular DOS. As shown in Figure 5.4d, these molecules have very 
similar adsorption configurations relative to the Au(111) atomic lattice, suggesting that 
their DOS maps should look very similar. This is indeed the case, as shown in Figure 5.8. 
Specifically, unlike molecules in Figure 5.7d, molecules A-E in Figure 5.8a all show 
similarly shaped spatial distributions of their LUMO DOS (Figure 5.8d-g, see Figure C5 
for a complete set of DOS maps). Similar trends are observed for other DDQT molecules 
self-assembled into similar 2D islands (Figure C6). Surprisingly, despite the similarities 
in their adsorption configurations and LUMO spatial maps, different molecules show 
varied LUMO energies, as can be seen in Figure 5.8b and S6b. A statistical survey of all 
studied molecules shows wide variations in LUMO state energies with the mean LUMO  
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Figure 5.8. LUMO of a DDQT crystal of the type formed in the high molecular coverage 
regime. (a) STM image [set point 200 mV, 5 pA] of part of the crystal with overlaid 
DDQT models of backbone (ellipse) with attached alkyl chains (lines). Regular chain of 
the crystal consisting of five DDQT molecules is shown. (b) dI/dV spectroscopy scans 
[set point 1.8 V, 2.0 pA] of the LUMO orbitals taken on top of every backbone indicated 
with A-E in (a). (c) STM image from (a) processed to “sharpen” the topographic features. 
(d)-(g) LUMO DOS maps for voltages corresponding to specific LUMO peaks in (b). 
The DOS maps are superimposed on the enhanced topography from (c), with areas of low 
DOS [Au(111) background] rendered transparent in order to reveal registry with the 
topography.   
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energies for all conformations within the typical standard deviations of ~80 meV for each 
conformer (Figure C3). Several possible mechanisms are likely to be responsible for 
these variations. An important factor affecting molecular DOS is the spatially-modulated 
surface reactivity originating from the herringbone       reconstruction of the 
Au(111) surface, as shown in recent density-functional calculations,
44
 as well as STS 
studies of DDQT molecules in the dilute regime.
41
 The surface reconstruction leads to 
variations in the coordination of the surface gold atoms, which, in turn, affects the local 
reactivity on the atomic scale. Indeed, as mentioned earlier, preferential adsorption of 
oligothiophene molecules in the fcc areas observed in Figure 5.2b, 5.4c, and 5.5a may be 
attributed to the higher surface reactivity of the fcc areas versus hcp. One can expect the 
spatially varied coordination of the surface Au atoms to have an effect on the Au-S 
interaction, which is likely to affect the energies of molecular orbitals, as was shown in a 
recent STS study.
41
 However, the spatially varied surface reactivity alone does not 
explain the observed orbital energy variations, as can be seen, for example, from Figure 
5.8d-g and C6c-j, where the variations in the LUMO peak energies are not monotonic 
across the island, which is located within a fcc region of Au(111). This suggests that 
subtle variations in molecular conformations resulting from slight variations in local 
environment, and indistinguishable in STM images, may be responsible for the variations 
in the LUMO peak energies. Conformational effects may also affect the nature of the Au-
DDQT interface, leading to conformation-specific structural relaxations and 
hybridization of DDQT orbitals with the Au(111) states, both of which can result in 
conformation-dependent orbital shifts.
45
 Similar conformational effects must be 
responsible, in part, for the differences in the orbital energies of cis and trans conformers.  
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5.5. Conclusions 
Our results show that a significant degree of structural as well as electronic diversity 
can be expected even in a relatively simple system composed of short substituted 
oligothiophenes adsorbed on a metal surface. Diverse self-assembly regimes of DDQT 
molecules on the Au(111) surface result from competition between the different types of 
molecule-metal and molecule- molecule interactions, including the surface-thiophene 
atomic-level interactions and van der Waals interactions involving the alkyl ligands, 
thiophene backbones, and the Au surface. We find that the molecular conformations and 
registry with the Au(111) surface are dramatically different for different self-assembly 
modes suggesting that different “crystal” phases may exist in oligothiophene thin films 
used in electronic applications. While the coexistence of several self-assembly regimes 
and the resulting conformational diversity observed in our work suggests the existence of 
local variations in the molecular electronic structure, we observed that even with 
molecules of identical apparent adsorption configurations (as observed in STM images), 
significant electronic differences are found. These electronic differences between 
molecules of identical apparent adsorption conformations may be attributed to local 
atomic-scale variations of the surface reactivity, varied molecule-surface atomic 
interfaces, slightly different environments originating from the neighboring molecules, 
and subtle conformational variations unobservable by STM. 
5.6. Bridge to Chapter VI 
In the next chapter we will extend our studies of alkyl-substituted oligothiophenes 
to the molecules with longer oligothiophene backbones. Longer oligothiophenes have 
lower electronic energies, so more electronic states can be accessed and mapped with 
 92 
 
STS technique. For each oligothiophene conformer, by mapping the electronic density of 
states in real space, we will identify a progression of particle-in-a-box-like states 
corresponding to the LUMO, LUMO+1 and LUMO+2 orbitals. These molecules also 
have a higher degree of conformational polymorphism, which allows one to investigate 
how greater conformational disorder affects interaction between the molecules, self-
assembly in higher density regime and electronic structure of alkyl-substituted 
oligothiophenes.  We show that different possible molecular conformations result in very 
similar molecular electronic structures. By using density functional theory calculations, 
we show that the lack of variation in electronic structures among the different 
oligothiophene conformers implies that the effect of the Au-oligothiophene interaction is 
nearly identical for all studied torsional conformations. 
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CHAPTER VI 
OLIGOTHIOPHENE WIRES: IMPACT OF TORSIONAL 
CONFORMATION ON THE ELECTRONIC STRUCTURE 
 
This chapter by Dmitry A. Kislitsyn, Benjamen N. Taber, Christian F. Gervasi, 
Lei Zhang, Stefan C. B. Mannsfeld, Jim S. Prell, Alejandro L. Briseno, and George V. 
Nazin has been previously published under the same title in Phys. Chem. Chem. Phys. 18, 
4842–4849 (2016). Copyright © 2016 Royal Society of Chemistry. 
6.1. Introduction 
Charge transport in polymer- and oligomer-based semiconductor materials 
depends strongly on the structural ordering of the constituent molecules. Variations in 
molecular conformations influence the electronic structures of polymers and oligomers, 
and thus impact their charge-transport properties. In this study, we used Scanning 
Tunneling Microscopy and Spectroscopy (STM/STS) to investigate the electronic 
structures of different alkyl-substituted oligothiophenes displaying varied torsional 
conformations on the Au(111) surface. STM imaging showed that on Au(111) 
oligothiophenes self-assemble into chain-like structures, binding to each other via 
interdigitated alkyl ligands. The molecules adopted distinct planar conformations with 
alkyl ligands forming cis- or trans- mutual orientations. For each molecule, by using STS 
mapping, we identify a progression of particle-in-a-box-like states corresponding to the 
LUMO, LUMO+1 and LUMO+2 orbitals. Analysis of STS data revealed very similar 
unoccupied molecular orbital energies for different possible molecular conformations. By 
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using density functional theory calculations, we show that the lack of variation in 
molecular orbital energies among the different oligothiophene conformers implies that 
the effect of the Au-oligothiophene interaction on molecular orbital energies is nearly 
identical for all studied torsional conformations. Our results suggest that cis-trans 
torsional disorder may not be a significant source of electronic disorder and charge 
carrier trapping in organic semiconductor devices based on oligothiophenes. 
6.2. Background 
Solution-processable thiophene-based polymers and oligomers represent an 
important class of organic semiconductor materials
1, 2
 with potential applications in field-
effect transistors,
3-5
 light-emitting diodes,
6, 7
 photodetectors
8
 and photovoltaic devices.
9-11
 
The electronic structures of polymers and oligomers, and consequently their charge 
transport properties, are determined to a significant degree by the conformations of their 
π-conjugated backbones.12-14 Molecular conformations not only govern the extent of 
electronic conjugation, but are also interdependent with molecular packing,
15, 16
 which 
controls intermolecular charge transport in polymer- and oligomer-based thin films.
17
 
While bulk molecular packing is of central importance in defining the electronic transport 
characteristics,
18
 the latter are also often strongly affected by the properties of molecular 
interfaces with other materials used in electronic devices, where molecular structures can 
be quite different from those of the bulk.
19, 20
 Examples of such interfaces include the 
molecule-dielectric interfaces, found in field-induced conduction channels in 
transistors,
21-23
 and molecule-electrode interfaces.
24-26
 Furthermore, the thin film 
morphology can be strongly impacted by the structure of the molecular layer at the 
interface.
27
 The nature of the interface has a profound impact on the molecular 
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morphology and self-organization, which are defined by the competition between the 
intermolecular and molecule-surface interactions. For this reason, molecular structures at 
interfaces with solids and other molecular layers have been a subject of numerous studies, 
with techniques based on scanning tunneling microscopy (STM) being particularly 
powerful in the absence of long-range order due to their ability to resolve local molecular 
structures. Many STM studies have focused on molecular self-assembly in the regime of 
weak molecule-surface interactions simulating molecule-dielectric interfaces, with 
molecules often deposited on highly-oriented pyrolytic graphite surfaces.
28-34
 The 
resulting structures are typically dominated by the intermolecular interactions between 
the ligands, attached to thiophene backbones in order to enhance solubility and facilitate 
processing.  
Several STM studies have addressed the regime of stronger molecule-surface 
interactions with molecules deposited on metal surfaces simulating molecule-electrode 
interfaces.
30, 35-42
 A common observation of these studies was the existence of 
conformational polymorphisms of both polythiophenes
40, 41
 and oligothiophenes,
36-39
 with 
the overall degree of disorder being higher than that found for more weakly interacting 
surfaces.
30, 40
 Understanding the degree of electronic disorder associated with such 
conformational polymorphisms is important in view of the potentially significant impact 
of molecular conformation on the electronic structure.  Theoretical and optical 
spectroscopic investigations of organic donor-acceptor molecules incorporating 
thiophene donors revealed that unoccupied frontier electronic levels were largely 
unaffected by cis-trans conformational isomerization, finding variations in LUMO 
energies due to rotational disorder of less than 90 meV.
43, 44
 STM offers the capability to 
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probe the impact of conformational polymorphism on molecular electronic structure 
directly via scanning tunneling spectroscopy (STS), which has been used to investigate 
oligothiophene electronic structures on both strongly and weakly interacting surfaces.
29, 
30, 45-49
 However, the role of conformational effects in defining the molecular electronic 
structure has so far only been investigated in very short oligothiophenes (incorporating 
only four thiophene rings), where few electronic states are accessible to STS due to their 
relatively high energies.
50, 51
 
Here we report a conformation-resolved STM/STS study of alkyl-substituted 
oligothiophenes adsorbed on the Au(111) surface. To obtain a more complete physical 
picture of the oligothiophene properties on Au(111), we investigated two types of 
oligothiophenes with similar structures: molecules incorporating eight thiophene rings 
and four alkyl ligands (we will refer to these molecules as 8T in the following), as well as 
molecules incorporating seven thiophene rings and three alkyl ligands (7T in the 
following). Both types of molecules are sufficiently long to be considered as finite-length 
models for probing conformational effects in application-relevant alkyl-substituted 
thiophene-based polymers and oligomers. The Au(111) surface serves as a model of Au 
metal electrodes often used in proof-of-principle organic semiconductor devices. We 
obtained STS maps of oligothiophene molecules to identify the nature of molecular 
orbitals, and found that all molecules displayed particle-in-a-box-like progressions of 
electronic states. Further, we found that different oligothiophene conformations, despite 
considerable structural differences, result in nearly indistinguishable molecular electronic 
structures. We use density functional theory (DFT) calculations to show that the 
electronic structures of oligothiophenes of different torsional conformations (in the gas 
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phase) are quite similar. The lack of conformational sensitivity in our experimental 
electronic structure data thus suggests that the Au-oligothiophene interaction is relatively 
insensitive to the specific molecular torsional conformation. 
6.3. Experimental details 
STM and STS measurements were performed at ~20 K using a home-built ultra-
high vacuum (UHV) cryogenic (closed-cycle cryostat-based) STM system incorporating 
a STM scanner from RHK Technology.
52
 Atomically clean Au(111) on mica was 
prepared in UHV by multiple cycles of Ne-ion bombardment followed by ~300°C 
anneals. 8T and 7T molecules were prepared by Briseno et al.
53
 The composition was 
verified with nanoelectrospray ionization mass spectrometry (Figure D1). Sub-
monolayers of oligothiophene molecules were deposited on the Au surface via in situ 
sublimation with the sample held at room temperature and vacuum pressure not 
exceeding 10
-10
 Torr. STS spectra were measured in constant-height mode using the lock-
in technique, with a modulation frequency of 570 Hz and a bias modulation of 50 mV. 
This allowed for the direct measurement of the local differential conductance (dI/dV) of 
the sample, which serves as a measure to the local density of electronic states.
54
 DFT 
computations were performed with Gaussian 09
55
 using B3LYP/6-31G*,
56, 57
 and 
analyzed with Multiwfn.
58
 
6.4. Results and discussion 
Molecular adsorption configurations from STM imaging 
After deposition on the Au(111) surface, STM imaging revealed that 8T and 7T 
molecules self-assembled into chain-like aggregates comprised of varying numbers of   
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Fig. 6.1. Adsorption of 8T molecules on Au(111). (a) STM image [set point 100 mV, 5 
pA] of an aggregate of oligothiophene molecules absorbed on the Au(111) surface. 
(b) Close-up STM topography of the region confined by the dotted rectangle in (a). 
Atomic models of 8T molecules are overlaid on the STM image. The atomic models 
show that molecules are attached to each other via alkyl substituents. The thiophene rings 
comprising the DDQT backbones are nearly flat on the Au(111) surface, as determined 
by STM topographies. (c) STM image from (a) with indicated molecular orientations and 
Au(111) crystallographic directions and highlighted surface-reconstruction ridges. The 
oligothiophene backbones of 8T molecules are aligned along the       directions of the 
Au(111) surface, perpendicular to the straight sections of surface-reconstruction ridges 
which run parallel to the       directions. (d) Model of 8T molecules from (b) matched 
to the Au(111) surface lattice. Au(111) crystallographic directions are indicated. Dashed 
circles indicate the van der Waals radii of the hydrogen atoms.   
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molecules (Figures 6.1a, D2a and D3a). High-resolution STM images show that the 
molecules bind to each other with their alkyl ligands, forming interdigitating patterns 
(Figures 6.1b and D2b). Adsorption of oligothiophenes was highly correlated with the 
structural features of the Au(111) surface associated with the Au(111)       surface 
reconstruction, which results in the formation of regions with fcc (face-centered cubic) 
and hcp (hexagonal close-packed) surface structures separated by reconstruction “ridges” 
visible in STM images (dashed lines in Figures 6.1c, D2c and D3b). The molecular 
aggregates primarily formed in the fcc regions of the Au(111) surface, and were almost 
entirely absent from the hcp regions (Figures 6.1c, D2cand D3b), consistent with results 
for shorter oligo- thiophenes.
45, 50
 This preferential adsorption has been attributed to 
different reactivities of the fcc and hcp regions, a result of varied coordination of the 
surface Au atoms in the two regions.
50
 STM images of 8T and 7T backbones also showed 
molecular profiles of ~2 Å with typical variations of < 0.1 Å, consistent with flat 
molecular backbones.
49
 
The molecular aggregates showed reproducible registry with the Au(111) surface 
lattice, as can be observed by comparing molecular orientations with the ridge-like 
surface reconstruction features (Figure 6.1c for 8T, D2c and D3b for 7T). In particular, in 
the straight sections of fcc regions, where the Au crystal structure is more regular, the 
oligothiophene backbones were preferentially oriented along the <110> directions of 
Au(111), orthogonal to the growth-directions of molecular aggregates corresponding 
approximately to the <112> directions (Figures 6.1c, D2c and D3b). This backbone 
orientation is analogous to that observed for shorter four-thiophene oligomers (4T in the 
following) on Au(111),
50
 which is a direct consequence of the similarities in 
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intermolecular and molecule-surface interactions for both systems. In particular, the 
preferred orientations of 4T molecules along the <110> directions have been attributed to 
the charge-transfer interaction involving S atoms of the thiophene units comprising 4T 
molecules and the Au surface. For individual thiophene units, this interaction results in 
preferential adsorption on Au top sites,
59
 with a local energy minimum of 40 meV.
60
 The 
tendency of 4T oligothiophenes to align along the <110> directions on Au(111) has been 
explained by the fact that this orientation leads to the best matching of all four S-atoms of 
4T to the top sites of the Au(111) surface lattice.
50
 In accordance with this picture, 
locations of S-atoms in 8T and 7T molecules show similar patterns (Figure 6.1d and 
D2d), even though some deviations from perfect top-site placement are evident. The 
existence of these deviations is not unexpected, since the longer molecular structures of 
7T and 8T molecules are more difficult to match to the Au(111) lattice. For example, 
while in 4T molecules the distance between the S-atoms of the outer thiophene rings 
(1.19 nm) was closely matched to four Au atoms along the <110> direction (1.15 nm), 
for 8T molecules the distance between the S-atoms of the outer thiophene rings (~2.8 nm) 
is a poorer match to Au(111) surface lattice sites, with the best match corresponding to 
ten lattice constants (2.89 nm). The lack of commensurability between the molecular 
structures and the Au(111) surface may also be the reason for the commonly observed 
deviations from linearity of 7T and 8T backbones, in contrast to 4T molecules, which 
appeared straight in all STM images.
50
 
Another important factor that likely impacted the shapes of 7T and 8T backbones 
is the intermolecular interactions originating from the alkyl ligands. These include both 
alkyl-alkyl interactions as well as interactions involving terminal methyl groups of alkyl 
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ligands and thiophene units of neighboring molecules. For example, the strength of the 
alkyl-alkyl interaction can be expected to be substantial given that for a pair of dodecane 
molecules the interaction energy is estimated to be 0.4-0.5 eV.
61
 This interaction tends to 
affect individual molecules differently due to the widely varied inter-digitation patterns 
of alkyl substituents connecting neighboring molecules (Figures 6.1b and D2b), and may 
contribute to the observed deviations from linearity for the oligothiophene backbones. 
Indeed, this argument is supported by the fact that despite the variations in the 
oligothiophene backbone shapes, the patterns formed by alkyl chains show highly 
reproducible angles, especially when close alkyl-alkyl contacts are formed (Figures 6.1b 
and D2b). The observed orientations of tightly packed alkyl ligands on the Au(111) 
lattice form angles of ~12° with respect to the       direction (Figures 6.1d and D2d). 
This ligand orientation is intermediate between those of the gas-phase molecules (ligand 
nearly orthogonal to the backbones), and alkanes self-assembled on Au(111), which 
typically align themselves approximately along the       directions62 (with theoretical 
calculations giving an angle of ~7°).63 This observation suggests that orientations of the 
alkyl ligands are also affected by the local bonding orientation and placement of the 
oligothiophene backbones. 
The specific interdigitating structures formed by alkyl ligands of neighboring 
molecules depend on the particular torsional conformations adopted by the corresponding 
thiophene backbones. Oligothiophene aggregates studied in our work contained a variety 
of molecules adopting different torsional conformations (corresponding to the different 
possible mutual orientations of thiophene units along the oligothiophene backbone, as can 
be seen in Figures 6.1b and D2b), which is one of the reasons for varied intermolecular 
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binding interactions. In addition to controlling the structure of oligothiophene aggregates, 
torsional conformations can be expected to control the electronic structures of the 
corresponding molecules, since changing the mutual orientation of individual thiophene 
units can affect the energies of molecular orbitals. From the point of view of electronic 
applications based on oligothiophene materials, it is then important to understand the 
extent of electronic structure variations caused by the existence of different torsional 
conformers, as well as the physical driving forces responsible for the diversity of 
torsional conformations in oligothiophene thin films. 
The observed tendency of 8T molecules to form relatively ordered aggregates 
suggests that after deposition, these molecules have sufficient energy (at room 
temperature) to be able to freely migrate on the surface on the Au(111) surface. 
Moreover, the well-ordered assembly of interconnecting alkyl ligands suggests that 
molecular torsional transformations readily occur in these conditions. This is illustrated, 
for example, by the fact that alkyl ligands unattached to neighbouring molecules were 
almost never observed in STM imaging, with one particular manifestation of this being 
the fact that molecules located at the ends of the oligothiophene aggregates typically 
assumed a conformation with all alkyl ligands facing the rest of the aggregate, whenever 
possible (a rare exception to this is the left molecule in Figure D2a, where one of the 
ligands is facing away from the molecular aggregate due to interference from a ligand of 
a neighbouring molecule). 
Scanning Tunneling Spectroscopy 
We investigated the effect of length and conformation on oligothiophene 
electronic structure by using Scanning Tunneling Spectroscopy (STS) to measure the 
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local electronic structure of 8T and 7T molecules adsorbed on the Au(111) surface. 
Specifically, these measurements were carried out by recording the differential 
conductance (derivative of the tunneling current, dI/dV), which is representative of the 
local electronic density of states (DOS). By recording the differential conductance as a 
function of the applied bias voltage (which serves as the energy scale), we obtain energy-
dependent DOS spectra (see Experimental Methods for further details).
54
 In total, 55 
straight oligothiophene molecules were studied using this approach (see Figure D4), and 
STS maps were obtained for 31 molecules, as described below.  
Among the different possible conformations of 8T molecules, we focus on three 
representative conformations: CCC (orientation of ligands corresponding to a cis-cis-cis 
combination, Figure 6.2a), TTT (trans-trans-trans ligand orientations, Figure 6.3a), and 
CTT (cis-trans-trans ligand orientations, Figure 6.4a). While we are unable to discern the 
orientations of thiophenes lacking alkyl chains, it is likely that, since the oligothiophene 
backbones are straight, neighboring thiophenes are preferentially oriented ~180 relative 
to each other, as oligothiophene backbones containing neighboring thiophenes oriented 
~0 relative to each other have a tendency to bend due to the steric hindrance between 
neighboring thiophenes.
30
 By recording progressions of STS spectra along the 
oligothiophene backbones (corresponding spatial paths shown in Figures 6.2b, 3b and 4b) 
we obtain DOS maps showing the spatial landscape of molecular electronic states 
(Figures 6.2c, 6.3c and 6.4c). Here we focus on the unoccupied states because the 
occupied molecular orbitals were not clearly distinguishable in the DOS spectra due to 
the structured background originating from the d-bands of the Au(111)surface. All three 
DOS patterns (Figures 6.2c, 6.3c and 6.4c) show a very high degree of similarity. Each   
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Fig. 6.2. Spatial (STS) DOS mapping across for a CCC conformer of 8T molecules. (a) STM image with an overlaid atomic model of 
the CCC-8T molecule. (b) STM image from (a) showing the path of mapping (dashed line). (c) DOS as a function of the bias voltage 
and position x along the path shown in (b). (d) LUMO, LUMO+1 and LUMO+2 DOS along the path shown in (b), obtained at 
voltages corresponding to the vertical dashed lines in (c). These voltages were chosen to maximize the contributions of the 
corresponding individual orbitals. Curves are shifted and normalized for clarity. (e) Backbone profile (z height vs. x coordinate) along 
the dashed line from (b). (f) Individual STS spectra from (c) measured at x=2.1 and 2.7 nm as indicated by horizontal lines in (c). 
Spectra are shifted for clarity. The LUMO state manifests itself as a peak at 1.85 V in the spectrum measured at x=2.7 nm, while 
LUMO+1 is observed as a peak at 2.3 V in the spectrum measured at x=2.1 nm. Only a shoulder of the LUMO+2 states is observed at 
2.6 V (x=2.7 nm).   
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Fig. 6.3. Same as Figure 6.2 for a TTT conformer of 8T molecules. The molecule is situated in the center of the molecular aggregate, 
with alkyl chains on both sides (see Figure D1d). 
 
 
 
Fig. 6.4. Same as Figure 6.2 for a CTT conformer of 8T molecules. 
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map contains features attributable to a progression of three orbitals—LUMO, LUMO+1 
and LUMO+2—showing the characteristic particle-in-a-box spatial distributions: the 
LUMO+1 and LUMO+2 orbitals show one and two spatial nodes respectively, while the 
LUMOs are relatively featureless along the molecular backbones (Figures 6.2d, 6.3d and 
6.4d). The assignment of LUMO, LUMO+1 and LUMO+2 orbitals in Figures 6.2, 6.3 
and 6.4 is supported by DFT calculations carried out for 8T molecules in gas phase 
(Figures 6.5, 6.6 and 6.7). Indeed, for CCC, TTT and CTT conformations DOS patterns 
similar to those of Figures 6.2c, 6.3c and 6.4c are found in calculations (Figures 6.5a, 
6.6a and 6.7a). For each molecular conformation, the patterns are  formed by three states, 
LUMO, LUMO+1 and LUMO+2 with particle-in-a-box-like spatial structures (Figures 
6.5b, 6.6b and 6.7b)  similar to those in Figures 6.2d, 6.3d and 6.4d. The particle-in-a-
box-nature of these states is evident from the corresponding calculated wavefunctions 
showing the characteristic nodal patterns (Figures 6.5c, 6.6c and 6.7c). 
The LUMO+1 and LUMO+2 orbitals appear more delocalized relative to the 
LUMO orbitals (compare DOS profiles in Figures 6.2d, 6.3d and 6.4d to topography 
profiles in Figures 6.2e, 6.3e and 6.4e), which is a consequence of several factors. First, 
due to the longer spatial wavelength of the lowest-energy particle-in-a-box state, the 
probability density of this state changes on a longer scale and therefore is suppressed over 
a longer spatial range at the ends of the oligothiophene backbone. In addition, higher-
energy states are generally more spatially extended due to the lower effective tunneling 
barrier. Finally, the fact that the tunneling current (identical for all measured spectra) is 
composed of contributions from each unoccupied state means that the LUMO 
contribution is further suppressed via topographic effects when the tip is positioned near   
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Fig. 6.5. Calculated electronic DOS for a CCC conformer of 8T molecules. (a) DOS (compare to Figure 6.2c) as a function of the bias 
voltage and position x along the path similar to that shown in Figure 6.2b. (b) LUMO, LUMO+1 and LUMO+2 DOS (compare to 
Figure 6.2d) along the same path as in (a), obtained at voltages corresponding to the vertical dashed lines in (a). These voltages were 
chosen to maximize the contributions of the corresponding individual orbitals. Curves are shifted and normalized for clarity. (c) 
Three-dimensional representations of DOS for LUMO, LUMO+1 and LUMO+2 showing nodal patterns (along the molecular 
backbone) characteristic of the particle-in-a-box nature of these states (no nodes for LUMO, one node for LUMO+1 and two nodes for 
LUMO+2). (d) Individual DOS spectra from (a) measured at spatial locations indicated by horizontal lines in (a). Spectra are shifted 
for clarity. The LUMO state manifests itself as a peak at 1.86 V (top curve), while LUMO+1 is observed as a peak at 2.32 V (bottom 
curve). Electronic structure calculations were performed with density functional theory (DFT) calculations using B3LYP/6-31G*.  
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Fig. 6.6. Same as Figure 6.5 for a TTT conformer of 8T molecules. 
 
 
 
 
Fig. 6.7. Same as Figure 6.6 for a CTT conformer of 8T molecules. 
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the ends of the oligothiophene backbone, where higher-energy states have larger 
contributions to the tunneling current (the feedback loop was opened at a bias of 2.6 V 
for all STS maps. The tip height was therefore determined by contributions from the first 
three unoccupied molecular orbitals). A similar relationship between the localization 
scales of the LUMO, LUMO+1 and LUMO+2 orbitals is reproduced in our theoretical 
calculations (Figures 6.5b, 6.6b and 6.7b). 
While the unoccupied molecular orbital energies are the same within experimental 
error for all conformations, there are asymmetries observed in DOS intensity across the 
molecular backbones (Figures 6.2d, 6.3d and 6.4d). Since DFT calculations for the CCC 
and TTT conformers do not exhibit asymmetry in DOS intensity (Figures 6.5b and 6.6b),  
it is likely that the observed asymmetric experimental DOS intensity (Figures 6.2d and 
6.3d) is due to factors other than conformational variation for these conformers. This is 
unsurprising as all neighboring thiophenes in the CCC and TTT backbones adopt mutual 
cis- and trans-configurations, respectively. However, this is not the case for the CCT 
conformer, and indeed DFT results show uneven LUMO, LUMO+1 and LUMO+2 
intensity across the molecular backbone (Figure 6.7b), suggesting that torsional 
conformation variations can lead to variations in DOS intensity.  
Despite the completely different torsional conformations and variations in DOS 
intensity in the excited unoccupied molecular orbitals of the molecules in Figures 6.2, 6.3 
and 6.4, their orbital energies are essentially the same (1.8V for LUMO and 2.3 V for 
LUMO+1, as determined from Figures 6.2f, 6.3f, and 6.4f) within the experimental error 
(~50 mV). These observations are mirrored by the calculated state energies (obtained 
from Figures 6.5d, 6.6d and 6.7d), which are very similar for all torsional conformations, 
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as summarized in Figure 6.8. Because our calculations were carried out for molecules in 
the gas phase, the similarity of the experimentally determined and calculated orbital 
energies suggests that the oligothiophene interaction with the Au(111) surface is 
relatively insensitive to the molecular conformation, with any differences between 
conformers being less than 50 mV. To further test this conclusion, we studied 7T 
molecules with analogous conformations to those of 8T (Figures D5, D6 and D7). 
Because of their different structure and reduced symmetry, the interaction of 7T 
molecules with Au(111) may be different from that of 8T molecules, which could 
potentially lead to a different magnitude of electronic structure variations for different 7T 
conformers. Similarly to 8T molecules, we identify three representative conformations: 
CC (orientation of ligands corresponding to a cis-cis combination, Figure D5a), TT 
(trans-trans ligand orientations, Figure D6a), and CT (cis-trans ligand orientations 
following an unsubstituted section of the backbone, Figure D7a). Analogously to the case 
of 8T molecules, DOS maps of different conformers of 7T oligothiophenes (Figures D5c, 
D6c and D7c) show patterns attributable to progressions of three particle-in-a-box-like 
orbitals, LUMO, LUMO+1 and LUMO+2, consistent with theoretical calculations 
(Figures D8, D9 and D10). As with the 8T molecules, all studied conformers of the 7T 
molecules showed, within the 50 mV experimental error, nearly the same orbital energies 
(1.9 V for LUMO and 2.5 V for LUMO+1), which are close to the theoretically predicted 
values summarized in Figure 6.8. 
Another example of the lack of sensitivity of the oligothiophene electronic 
structure to molecular conformation is provided by our recent work on 4T molecules, 
where similar orbital energies were found for both cis and trans conformations, and the 
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variation in molecular orbital energies were found to be attributable to the local variations 
in the Au(111) surface reactivity caused by the       surface reconstruction.50 In the 
present study, similar orbital energy variations with standard deviations of 40-60 mV 
(depending on the molecular structure and conformation), comparable to the 
experimental error (~50 mV) were found. Thus, because the oligothiophene unoccupied 
molecular orbital energies were found to be insensitive to the torsional conformation of 
molecules with a wide range of structures, it is likely that conformational differences in 
the oligothiophene interaction with the Au(111) surface are less than 50 meV. 
6.5. Conclusions 
Our results, obtained using STS spectroscopy, demonstrate that different torsional 
conformers of oligothiophene molecules with different lengths and (alkyl) substitutional 
patterns show molecular orbital energies nearly independent of the molecular 
conformations. While these results are consistent with theoretical simulations for 
oligothiophenes in the gas phase, the experimental demonstration of similar unoccupied 
molecular orbital energies (within 50 meV) across multiple planar molecular 
conformation, as demonstrated in our work, suggests that the oligothiophene interaction 
with the Au(111) surface on molecular energy levels in general is relatively insensitive to 
the molecular conformation. This is an important result for applications utilizing charge 
transport through thin films based on longer substituted oligothiophenes and poly-
thiophenes, where significant local variations in conformational structure are often 
found.
30, 32, 40, 41
 While decreasing bulk crystallinity, indicating an increase in 
conformational disorder, in poly- and oligo-thiophene films is associated with an increase 
in trap density,
64
 our results demonstrate that oligothiophene conformational disorder 
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does not lead to a corresponding diversity in planar molecular electronic structure, 
implying that previously observed bulk electronic disorder is due to intermolecular 
effects not investigated in this work. The insensitivity of the oligothiophene molecular 
electronic structure to torsional conformation presented here may mean a low degree of 
electronic disorder, and consequently, lower probability of charge carrier trapping within 
molecular backbones in poly- and oligo-thiophene materials. Indeed, molecular orbital 
energy variations found in our STS measurements are comparable to the energetic 
disorder (20-40 meV) characteristic of high-mobility (~0.1 cm
2
/Vs) polythiophene 
samples.
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6.6. Bridge to Chapter VII 
In the next chapter we will extend our STM/STS study of alkyl-substituted 
oligothiophenes to the molecules featuring conformations with bent backbones. We will 
fully utilize STM-UO potential in this final study by using two-dimensional (2-D) STS 
spatial mapping, that will help to visualize in real space particle-in-a-box-like 
oligothiophene molecular orbitals for backbones deviating from straight shape to 
different degree. It will be shown that different planar conformers with significant 
geometrical distortions of oligothiophene backbones posses similar electronic structures, 
strengthening the claim that oligothiophene materials have a negligible conformation-
induced electronic disorder when deposited on a metal surface. 
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CHAPTER VII 
REAL-SPACE VISUALIZATION OF CONFORMATION-
INDEPENDENT OLIGOTHIOPHENE ELECTRONIC 
STRUCTURE 
This chapter by Benjamen N. Taber, Dmitry A. Kislitsyn, Christian F. Gervasi, 
Jon M. Mills, Ariel E. Rosenfield, Lei Zhang, Stefan C. B. Mannsfeld, James S. Prell, 
Alejandro L. Briseno, and George V. Nazin has been previously published under the 
same title in The Journal of Chemical Physics 144, 194703 (2016). Copyright © 2016 
AIP Publishing LLC. 
7.1. Introduction 
We present scanning tunneling microscopy and spectroscopy (STM/STS) 
investigations of the electronic structures of different alkyl-substituted oligothiophenes 
on the Au(111) surface. STM imaging showed that on Au(111), oligothiophenes adopted 
distinct straight and bent conformations. By combining STS maps with STM images, we 
visualize, in real space, particle-in-a-box-like oligothiophene molecular orbitals. We 
demonstrate that different planar conformers with significant geometrical distortions of 
oligothiophene backbones surprisingly exhibit very similar electronic structures, 
indicating a low degree of conformation-induced electronic disorder. The agreement of 
these results with gas-phase DFT calculations implies that the oligothiophene interaction 
with the Au(111) surface is generally insensitive to molecular conformation. 
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7.2. Background 
Alkyl-substituted, solution processable oligo- and polythiophenes are an 
important category of semiconductor materials,
1-3
 with such applications as photovoltaic 
devices,
4-6
 field-effect transistors,
7-10
 and light-emitting diodes.
11, 12
 The conformation of 
the π-conjugated backbone determines, to a considerable degree, the electronic structure 
of oligomers and polymers, and therefore can have an impact on their charge transport 
properties. Molecular conformation of substituted oligo- and polythiophenes is 
intertwined with molecular packing,
13, 14
 which largely governs intermolecular charge 
transport in thin films based on oligomers and polymers.
15, 16
 While bulk molecular 
packing is important in determining charge transport,
17
 electronic transport is also 
strongly affected by the properties of interfaces between disparate materials, which can 
be structurally different from the bulk. 
A powerful approach for investigating interfacial molecular structure is afforded 
by scanning tunneling microscopy (STM), with a large body of STM-based work 
available for molecular self-assembly in the regime of weak molecule-surface 
interactions, with molecules typically adsorbed on such surfaces as highly-oriented 
pyrolytic graphite.
18-24
 In this weak substrate-interaction regime, molecular packing 
structures are generally defined by intermolecular interactions between the alkyl 
substituents. STM studies of stronger molecule-substrate interaction regimes often 
employed metal surfaces, representing molecule-electrode interfaces,
20, 25-33
 and reported 
significant conformational polymorphism in polythiophenes
26-28
 and oligothiophenes,
29-32
 
especially in contrast to thiophene-containing molecules on weakly interacting surfaces 
such as graphite.
26
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STM also enables investigations of the effect of molecular conformational 
disorder on electronic structure by using scanning tunneling spectroscopy (STS), which 
has been used to study oligothiophene electronic structure on a variety of surfaces.
19, 20, 34-
38
 In particular, STS studies of unsubstituted linear and cyclic oligothiophenes showed 
that, to a first approximation, electronic states in both types of oligothiophenes can be 
described as particle-in-a-box (PIAB) states subjected to appropriate boundary 
conditions.
35
 Recently, by using STS, our group showed that the electronic structures of 
linear alkyl-substituted oligothiophenes of varied lengths displayed PIAB-character, and 
were not affected by variations in their torsional conformations.
39
 The nature of 
electronic states in oligothiophenes subjected to other types of conformational distortions 
such as bending deformations, however, has so far not been established experimentally. 
Here we report a STM/STS study of the electronic structures of alkyl-substituted 
oligothiophenes adsorbed in different conformations on the Au(111) surface. Substituted 
oligothiophenes with eight and seven thiophene subunits, hereafter referred to as 8T and 
7T, respectively, are sufficiently long to be treated as finite-length models of 
polythiophenes. We deposited sub-monolayer coverages of these molecules on a Au(111) 
substrate, which serves as a model electrode surface. We visualize molecular orbitals by 
combining electronic density of states (DOS) maps with STM topographies, revealing 
progressions of PIAB-like molecular states. Surprisingly, these molecular electronic 
states are similar across different conformations, including highly bent, distorted 
molecules. Density functional theory (DFT) gas-phase electronic structure calculations 
closely correlate to the experimentally-observed molecular orbitals, which suggests that 
the Au-oligothiophene interaction is largely insensitive to planar molecular conformation. 
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7.3. Experimental details 
STM and STS measurements were conducted at ~22 Kelvin, with a home-built 
cryogenic (closed-cycle cryostat-based) ultra-high vacuum (UHV) STM system featuring 
a Pan-style scanner from RHK Technology.
40
 To prepare atomically flat Au(111) 
substrates in situ, gold films on mica were repeatedly subjected to a cycle consisting of 
Ne-ion bombardment and subsequent ~300° C anneals. 8T and 7T molecules were 
prepared by Briseno and coworkers,
41
 nanoelectrospray ionization (nano-ESI) mass 
spectrometry [solution in THF, ESI voltage 1.4 kV] was used to confirm molecular 
structure (See Fig. D1 in the Supporting Information in Appendix D). Sub-monolayer 
concentrations of oligothiophene molecules were deposited on the Au surface at room 
temperature via in situ sublimation, with the vacuum pressure no higher than 10
-10
 Torr. 
STS measurements were conducted using the lock-in technique (modulation frequency 
570 Hz), which gives differential conductance (dI/dV) proportional to the local density of 
states (LDOS).
42
  
Electronic structure calculations were performed by density functional theory 
(DFT) electronic structure calculations with Gaussian 09
43
 using B3LYP/6-31G*,
44, 45
 
and analyzed with Multiwfn.
46
 In order to create theoretical density of states (DOS) maps 
similar to the experimental DOS maps, we created a cube file of the relevant molecular 
orbital in Gaussian09, squared the cube file using MultiWfn, and plotted the now squared 
cube in Matlab after applying a spatial blurring filter. For single-point experimental 
LDOS spectra, we assigned a full-width half-maximum of 500 meV in MultiWfn to the 
LDOS of the indicated spatial locations [MultiWfn option 3.12.4]. 
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Fig. 7.1. Adsorption of oligothiophene molecules on Au(111). (a-c) STM images [set 
point 100 mV, 5 pA] of aggregates of oligothiophene molecules absorbed on the Au(111) 
surface. (d-f) STM images from (a-c) with indicated molecular orientations, Au(111) 
crystallographic directions, and highlighted surface-reconstruction ridges (white dashed 
lines). The oligothiophene backbones are aligned along the       directions of the 
Au(111) surface, perpendicular to the straight sections of surface-reconstruction ridges, 
which run parallel to the       directions. Dashed boxes in (a-c) correspond to STM 
images in Fig. 7.2.   
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7.4. Results and discussion 
Molecular adsorption arrangements.  
STM imaging of 8T and 7T, following room-temperature sublimation on to the 
Au(111) surface, showed that the molecules self-assembled into aggregates of varying 
size (Fig. 7.1, see also Figs. 7.2a-d for the internal structures of molecular aggregates). 
The arrangement of molecules in such aggregates varied considerably, from linear chain-
like structures (Fig. 7.1a) to “curved” chain-like structures (Fig. 7.1b) to two-dimensional 
islands (Fig. 7.1c). Oligothiophene adsorption corresponded to structural features of the 
Au(111)       surface reconstruction, which produces alternating regions of face-
centered cubic (fcc) and hexagonal close-packed (hcp) lattice structures separated by 
reconstruction "ridges" visible in STM images (dashed lines in Figs. 7.1d-f). Molecular 
aggregates formed primarily in the fcc regions of the Au(111) surface and were 
essentially nonexistent in the hcp regions (Figs. 7.1d-f), in agreement with observations 
for shorter oligothiophenes.
34, 47, 48
 The oligothiophene preference for fcc adsorption is 
likely caused by the varied surface-Au atom coordination in the two regions, which 
results in differing reactivities.
47
 The oligothiophene backbones within the molecular 
aggregates exhibited reproducible registry with the Au(111) lattice, as seen by comparing 
lattice directions (deduced from the ridge-like surface reconstruction features) with 
molecular backbone orientations in Figs. 7.1d-f. In straight fcc regions, indicative of a 
more regular Au surface crystal structure, the oligothiophene backbones are usually 
straight and generally oriented along the       directions, perpendicular to the       
directions of the Au(111) surface reconstruction ridges (Figs. 7.1d-f). 
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Fig. 7.2. Model of 8T molecules from Fig. 7.1 matched to the Au(111) surface lattice. (a-
d) STM images [set point 100 mV, 5 pA] of sub-areas from Figs. 7.1a-c. (e-h) Models of 
oligothiophene molecules from (a-d) overlaid on the Au(111) lattice. Crystallographic 
directions are indicated. Dashed circles indicate the van der Waals radii of the hydrogen 
atoms.   
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High-resolution STM images show that along with relatively straight molecular 
conformations (Fig. 7.2a), “kinked” (Figs. 7.2b,c) and “C-shaped” (Fig. 7.2d) 
conformations also exist on the Au(111) surface. For all imaged oligothiophene 
molecules (Figs. 7.2a-d), alkyl ligands typically formed interdigitating patterns, 
suggesting that intermolecular interactions originating from the alkyl ligands play an 
important role in oligothiophene self-assembly, in accordance with previous studies.
48-51
 
The importance of ligand-ligand interactions is corroborated by theoretical modeling of 
the interaction energy for a pair of dodecane molecules, which gives values of 0.4-
0.5 eV.
52
 Figs. 7.2a-d further suggest that the self-assembly is also influenced by the 
interactions of thiophene sub-units and terminal methyl groups of alkyl ligands.  
It is unlikely, however, that intermolecular interactions alone are responsible for 
the preferential orientations of oligothiophene backbones along the       directions of 
Au(111). This follows from the lack of clear registry between the ligand orientation and 
the crystallographic directions of Au(111) [Figs. 7.2e-h], as well as varied backbone-
ligand orientations, which were observed even for molecules corresponding to same 
conformational class (“straight” vs. “kinked” and “C-shaped” in Figs. 7.2e-h). The lack 
of directionality in ligand orientations is in contrast with STM-based experimental 
results
53
 and theoretical calculations
54
 for alkanes self-assembled on Au(111), where the 
molecules are found to align themselves approximately along the       directions. These 
observations suggest that a mechanism other than intermolecular interaction is 
responsible for the observed preferential orientations of oligothiophene backbones. 
An explanation for the preferential orientations of oligothiophene backbones 
along the       directions of Au(111) is offered by recent studies of shorter four-
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thiophene oligomers (4T in the following) on Au(111),
47
 where intermolecular and 
molecule-surface interactions were similar to those for 8T and 7T molecules, and similar 
oligothiophene backbone orientations were observed. For 4T molecules, the preferred 
orientations along the       directions were ascribed to the direction-sensitive charge-
transfer interaction between S atoms of the thiophene subunits and the Au surface. In the 
case of single thiophene molecules, this charge-transfer interaction results in the S atoms 
preferentially adsorbing on Au top sites,
55
 and having a local energy minimum of 40 
meV.
56
 By orienting along the       directions, 4T backbones achieve the best matching 
of all four S-atoms to the Au(111) top-sites.
47
 Straight 8T and 7T backbones exhibit a 
similar relationship (Figs. 7.2e-h), although there are some deviations from ideal Au top-
site arrangements. These deviations are expected, as matching to the Au(111) lattice is 
more difficult for the longer 8T and 7T backbones. For 8T, the distance between the 
outer-most S atoms (~2.8 nm) most closely correlates to the distance between ten Au 
atoms in the       direction (2.88 nm), while 4T better matches the Au(111) lattice, with 
the distance between the outer-most S atoms (1.19 nm) being comparable to the distance 
between four Au atoms in the       direction (1.15 nm). Thus, while 4T backbones 
appeared straight in all STM images,
47
 the discrepancy between the molecular structure 
and the Au(111) surface may have contributed to the observed non-linearity of 8T and 7T 
backbones in Fig. 7.2. Indeed, molecular models for “kinked” oligothiophene 
conformations (Figs. 7.2f-g) show that 8T and 7T backbones are effectively composed of 
segments, each roughly oriented along a different       direction. The “C-shaped” 
conformation (Fig. 7.2f), while being less common, also allows placement of the majority 
 122 
 
of its S atoms in the vicinity of the Au top sites (Fig. 7.2h), in accordance with the Au-S 
based molecule-surface interaction model.  
Scanning tunneling spectroscopy.  
In order to investigate the effect of length and conformation on oligothiophene 
molecular electronic structure, we used scanning tunneling spectroscopy (STS) to probe 
the electronic orbitals of 8T and 7T molecules. In our STS measurements, we recorded 
the differential conductance (dI/dV) as a function of voltage under open feedback-loop 
conditions, giving a representation of the local energy-dependent DOS (see Experimental 
Methods for details).
42
 Here we focus on the unoccupied molecular orbitals, as the 
occupied states were not clearly distinguishable from the structured background resulting 
from the Au(111) surface d-bands.  
We investigated the spatial behavior of oligothiophene orbitals by recording two-
dimensional spatial maps of the local DOS at selected bias voltages. An example of such  
 
 
Fig. 7.3. Molecular orbitals for a straight 8T conformer. (a) DOS spectra measured on the 
straight 8T molecule in the locations indicated in (d-e) and DOS spectrum of the gold 
substrate. (b) STM image of the molecule. (c) STM image from (b) processed to 
“sharpen” the topographic features. (d) DOS for the LUMO orbital overlaid on image 
from (c). Mapped area is confined within the dashed lines. Areas with low DOS intensity 
(near-background) were rendered transparent to show registry with topography. (e) Same 
as (d) for the LUMO+1 orbital. (f) Individual DOS spectra calculated at spatial locations 
A, B, and C in (i) and (j). Spectra are shifted for clarity. (g-h) Theoretically calculated 
wavefunctions of LUMO and LUMO+1 showing the particle-in-a-box nature of these 
states (no nodes for LUMO, one node for LUMO+1). (i-j) Theoretically calculated DOS 
maps of LUMO and LUMO+1, exhibiting similar behavior to (d) and (e), respectively. 
For details of theoretical calculations see text.  
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a measurement for a “straight” 8T conformer is shown in Fig. 7.3. DOS spectra measured 
at different locations on the oligothiophene backbone show two main peaks, attributable 
to LUMO and LUMO+1 (Fig. 7.3a). DOS maps recorded at voltages corresponding to 
the LUMO peaks (Fig. 7.3d) show DOS concentrated in the centers of the 8T backbones, 
whereas in maps corresponding to LUMO+1 (Figs. 7.3e) the DOS intensities are more 
delocalized along the molecular backbones, with suppressed intensity in the centers of the 
backbones. This spatial behavior is indicative of the PIAB character of the LUMO and 
LUMO+1 states, which is more clearly seen in theoretically calculated unoccupied 
orbitals. Indeed, wavefunctions of unoccupied orbitals calculated using density functional 
theory (see Methods for details) can be described as standing waves with the number of 
nodes determined by the orbital energy, similar to the PIAB states. In the energy range 
corresponding to Figs. 7.3a, d and e, the theoretical DOS contains two states, which 
correspond to the LUMO and LUMO+1 orbitals (Fig. 7.3f). In accordance with the PIAB 
picture, the theoretically calculated LUMO (ground PIAB state) does not change sign 
along the molecular backbone (Fig. 7.3g), while LUMO+1 (first excited PIAB state) has 
different polarities at the opposite ends of the molecule (Fig. 7.3h). The spatial DOS 
distributions for the theoretically calculated LUMO and LUMO+1 wavefunctions (Figs. 
7.3i-j) closely reproduce the experimental DOS maps (Figs. 7.3d-e), with the simulated 
LUMO DOS being relatively featureless along the molecular backbones (Fig. 7.3i), and 
the LUMO +1 DOS showing a spatial node (Fig. 7.3j). 
In both the experimental and theoretical DOS maps, the LUMO appears more 
localized than the LUMO+1 (compare Figs. 7.3d and e, as well as Figs. 7.3i and j). This 
behavior can be attributed to the following factors. First, higher-energy states typically 
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appear more spatially extended due to the lower effective tunneling barrier at higher bias 
voltage. Second, the probability density of the lowest PIAB state changes over a longer 
spatial scale, and is therefore relatively suppressed at the ends of the oligothiophene 
backbone. Finally, because of the fact that all unoccupied states from the (substrate) 
Fermi level to the energy corresponding to the STM bias voltage contribute to the 
tunneling current (in this case including both the LUMO and LUMO+1), the LUMO is 
additionally suppressed via topographic effects near the ends of the molecular backbone 
due to the relatively greater contribution of the LUMO+1 state to the tunneling current. 
This “topographic” source of spatial modulation is responsible for the difference between 
the spatial extents of experimental and theoretical LUMO DOS (Figs. 7.3d and i, 
respectively). Even though this effect of “topographic” modulation can be well-
reproduced in modeling, we do not incorporate it in Figs. 7.3i-j in order to show the 
intrinsic DOS distributions of LUMO and LUMO+1.  
DOS measurements for “kinked” 8T molecules (Fig. 7.4) and even more strongly 
deformed “C-shaped” 8T molecules (Fig. 7.5) show behavior very similar to that 
described above for the “straight” 8T conformers. In particular, DOS spectra for both 
“kinked” and “C-shaped” 8T conformers show the presence of LUMO and LUMO+1 
states (Figs. 7.4a and 5a), with spatial distributions showing the DOS concentrated in the 
center of the molecules for the LUMO (Figs. 7.4d and 5d), and at the ends of the 
molecule for the LUMO+1 (Figs. 7.4e and 5e). Mirroring the experimental results, 
theoretically calculated electronic orbitals for “kinked” and “C-shaped” conformers (Figs. 
7.4f-g and 5f-g) are analogous to those obtained for “straight” conformers (Figs. 7.3f-g), 
and produce spatial DOS patterns (Figs. 7.4i and 5i for LUMOs, and Figs. 7.4j and 5j for 
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Fig. 7.4. Molecular orbitals for a kinked 8T conformer. Data arrangement and markings are identical to those used in Fig. 7.3.   
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Fig. 7.5. Molecular orbitals for a curved 8T conformer. Data arrangement and markings are identical to those used in Fig. 7.3.   
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LUMO+1 states) similar to those found in Figs. 7.3i-j. Thus, the states in “kinked” and 
“C-shaped” 8T molecules can still be described as having PIAB character, despite the 
deviations from linearity of these molecular backbones. 
To further study the effect of oligothiophene conformation on molecular 
electronic structure, we investigated alkyl-substituted 7T molecules, with structures 
similar to 8T molecules described above (See Figs. E1, E2, and E3 in the Supporting 
Information in Appendix D). Similarly to 8T molecules, we identified three 
representative conformations: “straight” (Fig. E1), “kinked” (Fig. E2), and “L-shaped” 
(Fig. E3, analogue of the 8T “C-shaped” conformation). Because of their different 
structure and reduced symmetry, the interaction of 7T molecules with Au(111) may be 
different from that of 8T molecules, which could potentially lead to a different magnitude 
of electronic structure variations for different 7T conformers. As was the case with 8T 
molecules, DOS mapping of the different 7T conformers (Figs. E1d-e, E2d-e, and E3d-e) 
showed very similar spatial patterns, attributable to the first two PIAB orbitals. The 
measured LUMO and LUMO+1 DOS distributions for 7T were also consistent with 
theoretical calculations (Figs. E1i-j, E2i-j, and E3i-j). 
Surprisingly, despite the completely different conformations of “straight”, 
“kinked”, and “C-shaped” 8T and 7T conformers, their LUMO energies, summarized in 
Fig. 7.6, are essentially the same within the experimental error (~50 mV). Fig. 7.6 also 
showsthe theoretically calculated LUMO energies (for the same 8T and 7T conformers), 
which are in close agreement with the experimental data. The similarity between the 
experimentally observed and calculated orbital energies implies that, since the DFT  
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Fig. 7.6. LUMO energies for all measured and calculated 8T and 7T conformations. The 
data were obtained from Figs. 7.3f, 4f, 5f and Figs. E1f, E2f, E3f in the Supporting 
Information in Appendix D. Gray triangles are theoretical LUMO energies, and black 
circles are measured LUMO energies (experimental error ~50 mV). 
 
calculations were carried out in the gas phase, the oligothiophene interaction with the 
Au(111) surface is insensitive to molecular conformation.  
Another illustration of the insensitivity of oligothiophene molecular electronic 
structure to molecular conformation has been reported in our recent, related work on 8T 
and 7T, where similar orbital energies were found for different torsional conformations of 
linear 8T and 7T molecules.
39
 The observation that oligothiophene molecular electronic 
structure is insensitive to a wide range of bending and torsional conformations for 
oligothiophenes of different structures suggests that, in the general case, the 
oligothiophene interaction with the Au(111) surface is to a large extent insensitive to 
variations in molecular conformation. 
7.5. Conclusions 
By using spatially-resolved DOS mapping, we have demonstrated that different 
bending conformations of oligothiophenes adsorbed in a variety of planar configurations 
exhibit very similar electronic structures. These results are consistent with DFT gas-phase 
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calculations, indicating that the oligothiophene interaction with the Au(111) surface is 
insensitive to molecular conformation. Because similar results were reported recently for 
varied in-plane torsional conformations of oligothiophenes,
39
 we can expect that the 
molecular electronic structures of different oligothiophene conformers may, in general, 
be largely insensitive to the molecular conformation as long as the thiophene units of the 
constituent molecules remain in-plane with each other. The experimental demonstration 
of this insensitivity is a significant result, since considerable local variations in 
conformational structure often exist in thin films (used in applications involving charge 
transport) based on substituted oligo- and polythiophenes.
20, 22, 26-28
 The established 
insensitivity to conformational structure suggests that electronic disorder (and, 
consequently, charge carrier trapping) in oligo- and polythiophene materials with in-
plane conformational disorder may not be significant. Indeed, the molecular orbital 
energy variations found in our experiments (~50 mV) are comparable to the energetic 
disorder of ~20-40 meV typically found in high-mobility (~0.1 cm
2
/Vs) polythiophene 
samples.
1
 Experimental quantification of the impact of out-of-plane distortions on the 
molecular electronic structure, however, has not been carried out, and deserves further 
experimental study. 
7.6. Bridge to Chapter VIII 
In the next series of chapters we will see application of STM-UO to even more 
challenging system for STM investigation on single particle level – colloidal quantum 
dots deposited from solution using in-vacuum pulse valve. In addition to demanding 
requirements for use of low tunneling currents and longer acquisition time due to low 
stability under excitation with tunneling electrons, this system presents challenges 
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associated with mobile ligands present on the surface of quantum dots as well as complex 
3-D shape (in contrast to planar molecules). Unique characteristics of STM-UO allowed 
to overcome these difficulties and achieve unprecedented level of detail in 
characterization of electronic structures of colloidal quantum dots on molecular scale. 
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CHAPTER VIII 
SPATIAL MAPPING OF SUB-BANDGAP STATES 
INDUCED BY LOCAL NON-STOICHIOMETRY IN 
INDIVIDUAL LEAD-SULFIDE NANOCRYSTALS 
 
This chapter by Dmitry A. Kislitsyn, Christian F. Gervasi, Thomas Allen, Peter K. 
B. Palomaki, Jason D. Hackley, Ryuichiro Maruyama, and George V. Nazin has been 
previously published under the same title in J. Phys. Chem. Lett. 5, 3701–3707 (2014). 
Copyright © 2014 American Chemical Society. 
8.1. Introduction 
The properties of photovoltaic devices based on colloidal nanocrystals are 
strongly affected by localized sub-bandgap states associated with surface imperfections. 
To understand the nature of such surface states, a correlation between their properties and 
the atomic-scale structure of chemical imperfections responsible for their appearance 
must be established. In this chapter, Scanning Tunneling Spectroscopy is used to 
visualize the manifold of electronic states in annealed ligand-free lead sulfide 
nanocrystals supported on the Au(111) surface. Delocalized quantum-confined states and 
localized sub-bandgap states are identified, for the first time, via spatial mapping. Maps 
of the sub-bandgap states show localization on non-stoichiometric adatoms self-
assembled on the nanocrystal surfaces. The present model study sheds light onto the 
mechanisms of surface state formation that, in a modified form, may be relevant to the 
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more general case of ligand-passivated nanocrystals, where under-coordinated surface 
atoms exist due to the steric hindrance between passivating ligands attached to the 
nanocrystal surface. 
8.2. Background 
Recently, thin films composed of lead chalcogenide colloidal semiconducting 
nanocrystals (NCs) have emerged as a promising class of photovoltaic materials that 
allow great flexibility in controlling their properties by means of tailored synthesis, 
processing and film deposition.
1, 2
 Further, quantum confinement effects in NCs can be 
exploited to control their photoexcitation dynamics in order to achieve multiplication of 
photo-generated carriers
3-7
 and/or hot-electron extraction,
8
 which may enable solar cells 
with efficiencies in excess of the Shockley–Queisser limit.9 While substantial progress 
has been made towards improving the efficiency of NC-based photovoltaic devices, with 
recent reports of efficiencies above 8%,
10, 11
 the microscopic picture of the fundamental 
physical processes of photo-generation and charge transport in NC films remains 
incomplete. One of the important outstanding questions is the impact of the NC surface 
chemistry on the electronic properties of NCs. Imperfections in surface passivation or 
stoichiometry are thought to cause sub-bandgap states, which can have a significant 
impact on electron–hole recombination.12 While evidence for such surface states was 
found in recent photoluminescence studies of as-synthesized lead chalcogenide NCs,
13, 14
 
fabrication of functional photovoltaic devices may introduce further surface 
imperfections as it often involves a sequence of synthetic and processing steps including 
surface ligand exchange
15, 16
 and (in some studies) thermal annealing
17, 18
 that can both 
affect the nanocrystal surface chemistry.  Indeed, sub-bandgap states have been identified 
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in processed NC films using a variety of techniques, including photoluminescence;
14
 a 
combination of current-based deep level transient spectroscopy, thermal admittance and 
Fourier transform photocurrent spectroscopies;
19
 Scanning Tunneling Spectroscopy 
(STS);
20
 and photocurrent measurements in NC-based field-effect transistor devices.
21
 
Despite the insights provided by such studies, they do not provide direct information 
about the local chemical and spatial structures of surface states. This information is 
critically important for addressing the remaining uncertainties regarding the nature of 
such surface states, especially given the diversity of atomic sites present on NC surfaces 
arising from variations in ligand coverage and the presence of different crystallographic 
facets.  
8.3. Experimental details 
Experiments were carried out in a home-built ultra-high vacuum (UHV) 
cryogenic STM system incorporating a STM scanner from RHK Technology.
22
 An 
Au(111)/mica substrate was prepared in situ by using multiple sputter/anneal cycles. 
Thiol-terminated PbS NCs (synthesis of PbS NCs is described in the Supporting 
Information in Appendix F) were deposited on the Au(111) substrate in the load-lock 
section of the vacuum system using an in-vacuum solenoid pulse valve. The deposition 
parameters were chosen so as to obtain sub-monolayer NC coverage. The Au(111) 
substrate with deposited PbS NCs was then annealed overnight in ultra-high vacuum at 
progressively higher temperatures, with the final temperature of ~170°C. This annealing 
temperature was chosen to achieve removal of residual unstable species remaining after 
the initial annealing steps. Figure F1 shows representative STM images of several NCs 
on a Au(111) surface. STM images were processed using the WSxM Software.
23
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All imaging and spectroscopic measurements were carried out at a temperature of 
15 K using electrochemically etched silver tips. All STS spectra were recorded using the 
lock-in technique at ~600 Hz, and bias modulations varying from 10 mV (individual 
spectra, and one-dimensional spatial scans) to 50 mV (two-dimensional DOS maps). 
8.4. Results and discussion 
This chapter includes the first report of the spatial mapping of sub-bandgap states 
in individual PbS NCs using a combination of Scanning Tunneling Microscopy (STM) 
and Scanning Tunneling Spectroscopy (STS). PbS NCs deposited on Au(111) surfaces 
were annealed in ultra-high vacuum at 170 °C to remove surface ligands (see 
Experimental Details). Ligand-free NCs were targeted because they are unaffected by the 
uncertainties associated with different possible ligand shell configurations, and therefore 
serve as a useful model amenable to theoretical simulations.
24-26
 (+ ref 37) NCs in devices 
are also often stripped of ligands to increase inter-particle electronic coupling*.
27
 In total, 
we studied 16 individual PbS NCs. The NCs were annealed at progressively higher 
temperatures until well-defined and reproducible NC topographies consistent with 
complete removal of ligands were obtained (Figure F1). The apparent heights of thus 
prepared NCs are typically 1-2 nm, while their lateral dimensions are 2-5 nm with 
width/height ratios being typically 2:1 to 3:1, which suggests that the NC shapes change 
significantly upon annealing. Importantly, annealed ligand-free NCs display topographic 
features, such as crystal facet steps and edges, showing visible angles consistent with 
different crystallographic directions (Figure F1).  
STS spectra of individual NCs were obtained by measuring the differential 
tunneling conductance dI/dV as a function of the applied bias voltage (see Experimental 
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Details).
28
 The recorded dI/dV signal serves as a measure of the local density of states 
(DOS). STS spectra of annealed NCs show progressions of occupied and unoccupied 
states separated by apparent band gaps of different magnitudes (Figure 8.1). All spectra 
in Figure 8.1 show similar progressions of states H1 (highest occupied state), E1,1 (lowest 
unoccupied state), E1,2 and E2 (both unoccupied states), with individual state energies 
varying for different NCs. The overall structure of the STS spectra shown in Figure 8.1 is 
consistent with the energy-dependent DOS curves calculated for ligand-free lead-
chalcogenide NCs,
24-26
 where DOS was found to be dominated by quantum-confined 
electronic states derived from the conduction and valence bands. These calculations show 
that the lowest-energy quantum-confined electronic states in stoichiometric ligand-free 
lead-chalcogenide NCs exhibit roughly s- and p- symmetries (the envelope component of 
the wavefunction), modulated on the atomic scale by their corresponding Bloch 
wavefunctions.
24
 However, as we show below, the nature of states E1,1 and E1,2 in Figure 
8.1 is different.  
A common feature of all spectra in Figure 8.1 is that states E1,1 and E1,2 are 
separated by ~0.2 V in all cases. Identifying the nature of states E1,1 and E1,2 is important 
because the lowest-lying unoccupied states are primarily responsible for the 
photophysical and electron transport properties of NC-based materials.
21
 We note that 
overtones E1,2 are unlikely to be caused by vibrational excitation of NCs
29
 due to their 
relatively large energetic spacing, inconsistent with the vibrational energy scale of PbS.
30
 
This energetic spacing also appears too large to be explained by electronic splitting  
(caused by the NC anisotropy) of the different L-valleys in the Brillouin zone.
31
 Similar 
spectral features observed in STS studies of electrochemically-grown PbS NCs were   
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Figure 8.1. Representative dI/dV spectra for five PbS NCs (set point voltages and 
currents range from 1.2 V to 2.5 V, and 10 pA to 30 pA for the spectra shown). The bias 
voltage effectively serves as the energy scale (see, however, discussion associated with 
Figure F2 for a more complete description of the relationship between the bias voltage 
and energy).  Occupied and unoccupied states are indicated by arrows and marked with 
an 'H' and 'E' for electrons and holes respectively. The apparent band gaps for each of the 
NCs are marked with double sided arrows.  
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attributed to  particle-in-a-box-like states.
32
  According to this interpretation, state E1,1 
should correspond to the ground state, state E2 should correspond to the excited state 
varying along the Z-direction, and E1,2 is attributable to excited states varying in the XY 
plane. Spatial mapping of NC DOS shows that the nature of E1,n states in the present case 
is more complex, as described below. 
To understand the nature of the E1,n bands, we have carried out DOS mapping for 
several NCs. Representative data for one such NC (referred to as NC1 in the following) 
are presented below.  STM topography of NC1 shows a series of steps angled at 120° 
degrees with respect to each other (Figure 8.2a,b). This observation suggests that these 
directions correspond to the <110> crystallographic directions, while the top surface of 
NC1 should correspond to the (111) crystallographic orientation, based on the stability of 
these facets established in TEM studies of restructuring of PbS NCs under similar 
temperatures in vacuum.
33, 34
 A cross-section of the topography for NC1 (Figure 8.2c) 
shows that the top facet, oriented at ~10° with respect to the Au(111) surface, is relatively 
flat with corrugation at the angstrom-scale, consistent with complete removal of ligands. 
A STS spectrum measured on top of NC1 (Figure 8.2d) shows an electronic DOS 
with a ~0.8 eV bandgap formed by states E1,1 and H1. Additional states E2 (1.3 eV) and 
H2 (-1.4 eV) are found at higher voltages. The lowest unoccupied state E1,1 shows a side-
peak (E1,2), which is observed in most annealed NCs (Figure 8.1). STS spectra measured 
at different locations on NC1 show considerable variation in state energies and character. 
To visualize these variations, we recorded a spatial “cross-section” of the electronic DOS 
along a linear path across NC1 (Figure 8.3a).  The resulting DOS cross-section (Figure 
8.3b) shows quasi-periodic oscillations in intensity for the electronic DOS of states E1,n.   
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Figure 8.2. STM/STS characterization of a representative nanocrystal NC1. (a) STM 
topography image of NC1 [set point 1.0 V, 1.0 pA]. (b) Topographical features 
attributable to step edges oriented along specific crystallographic directions. The majority 
of features indicate 120° angles, which suggests that the top facet of NC1 corresponds to 
a {111} plane.  (c) A cross-section of the topography [path indicated by the arrow in (a)] 
showing that the top facet of NC1 is at a small angle with respect to the Au(111) surface. 
Individual steps are marked with dashed lines, with the step height (0.342 nm) 
corresponding to the distance between the sulfur {111} planes. (d) A representative STS 
spectrum [set point 2.0 V, 15 pA] measured at the location marked by the star in (a). 
Prominent occupied and unoccupied states are marked with an 'H' and 'E' respectively.   
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The spatial variations of all states E1,n (Figure 8.3b) are nearly identical suggesting 
similar origins for the main peak and its sidebands. The spatial modulation of states E1,n 
occurs with an average period of ~0.9 nm, a large number as compared to the typical 
inter-atomic distances along the PbS(111) surface, which means that this modulation is 
not caused by the elemental contrast between Pb and S lattice sites that could be expected 
on a defect-free PbS surface.
37
 In accordance with this assessment, the highest occupied 
state H1, which is expected to be comprised of sulfur 3p atomic orbitals,
26
 is not visibly 
modulated.  The only identifiable variation of the H1 state is a minor change in H1 energy 
(from -0.8 V to -0.7 V and back to -0.8 V) as the scan progresses along the path in Figure 
8.3a from P1 to P5.  
The trajectory of the H1 energy variation roughly follows the NC topography 
(high topographic locations correspond to the lower (in absolute value of applied voltage) 
onsets of resonant tunneling through H1), which is explained by the variation of the 
voltage drop inside the NC.
38
 A smaller variation in the tunneling onset energy is found 
for the unoccupied states, which is attributable to the different work-functions of the tip 
and sample, as explained further in the Supporting Information in Appendix F. Insight 
into the nature of states E1,n can be gained from a detailed analysis of their spatial 
behavior, as discussed in the following. 
To characterize the spatial behavior of the NC1 electronic structure, we recorded 
STS spectra on a two-dimensional grid of (32 by 32) points covering the spatial range 
shown by the yellow rectangle in Figure 8.4a. In the overall bias voltage range sampled 
in these spectra, several spatial DOS patterns associated with distinct electronic states 
shown in Figure 8.3 are identified (Figure 8.4). These patterns show that the distributions  
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Figure 8.3. Spatial DOS (STS) mapping across nanocrystal NC1. (a) Topographic image [set point 1.0 V, 1 pA] showing the path of 
mapping (points P1 through P5). (b) Density of states [set point 2.0 V, 10 pA] as a function of bias voltage and position x along the 
path shown in (a).  (c) Individual STS spectra from (b) measured at points P2 through P5. Occupied and unoccupied states are marked 
'H' and 'E' respectively in both (b) and (c). Spectral feature H
**
 corresponds to “reverse” tunneling35, 36 through a localized occupied 
state outside of the mapping path. 
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of individual electronic states across NC1 are highly inhomogeneous. States E1,n are 
primarily concentrated in the left and bottom parts of NC1 (locations 1-9 in Figure 8.4b, 
0.35 V) in the vicinity of the steps observed in the STM topography (Figure 8.4a). The 
DOS intensity corresponding to these states forms stripe-like features running through 
locations 1-9 in Figure 8.4b. These four stripes correspond to the four DOS peaks 
observed along the x-coordinate for the E1,1 states in Figure 8.3b. All states E1,n have very 
similar two-dimensional spatial distributions of their DOS, as can be seen in Figure 8.4b, 
consistent with the one-dimensional scan of Figure 8.3b. Figure 8.4b shows that the 
“stripes” are localized in the vicinity of the NC1 step edges (highlighted in the bottom 
maps of Figure 8.4b). In contrast, unoccupied state E2 is delocalized throughout NC1, and  
 
 
Figure 8.4. (a) Topographic images of NC1 [set point 1.0 V, 1 pA]. Bottom image is 
marked to indicate step edges with 120° angles oriented along <110! directions, the same 
set of marks is used in the bottom images of (b) and (c) for reference. (b) DOS maps for 
unoccupied states of NC1 [set point 2.0 V, 15 pA] measured at the indicated bias 
voltages. Parallel dashed red lines indicate the apparent orientation of stripe-like features 
associated with states E1,n. (c) DOS maps for occupied states of NC1 [set point 2.0 V, 15 
pA] measured at the indicated bias voltages. High intensity signals in the top left and top 
right of the H2 map in (c) are attributed to spectral features of nearby NCs. The spatial 
extent of maps in (b) and (c) corresponds to the yellow rectangle shown in (a). Numbered 
markers in the bottom images of (b) and (c) [identical for both sets of maps] indicate 
locations of high DOS intensity for states E1,n  (1-9) and E2 (10-15).  Location 16 marks a 
region with a localized higher energy state [ ~1.9 V, map not shown], likely 
corresponding to a smaller NC (with a different crystallographic orientation) that is in the 
process of merging with NC1.     
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is primarily concentrated in the upper right part of NC1 (locations 10-15 in Figure 8.4b, 
1.15 V) where no clear topographic steps exist. 
Similar distinction between localized states at the onset of tunneling and 
delocalized states at higher voltages is found for occupied states: the highest energy state 
H1
†
 appearing at -0.58 V (Figure 8.4c), is localized (analogously to states E1,n) near the 
step edges, while states H1 (-0.7 V) and H2 (-1.4 V) show relatively uniform distributions. 
The latter are, in fact, even more homogenous than they appear: their apparent DOS in 
locations 13-15 is suppressed due to the effect of variable voltage drop across the NC 
described in the discussion of Figure 8.3b.  
Theoretical calculations show that unoccupied states in PbS are formed 
predominantly by Pb-derived atomic 6p orbitals, whereas occupied states are formed 
predominantly by S-derived atomic 3p orbitals.
26
 According to these predictions, the 
DOS of states E1,n and E2, for unpassivated NCs, is carried by surface Pb-atoms, while the 
DOS of states H1
†
, H1 and H2 is carried by surface S-atoms. The S- and Pb-character of 
occupied and unoccupied states correspondingly holds true even in the presence of under-
coordinated Pb- or S-atoms, which form localized states split-off from the conduction- 
and valence-bands.
39
 Because Pb- and S-atoms located at step edges lack nearest 
neighbors, they are in under-coordinated environments compared to other surface atoms, 
and therefore may form sub-band gap states.
40
 Localization of states E1,n and H1
†
 near the 
step edges, where atomic coordination is disrupted, suggests that these states correspond 
to sub-bandgap trap states, while the spatially delocalized states E2, H1 and H2 are 
identified as quantum-confined states derived from the conduction (E2) and valence (H1 
and H2) bands. Consistent with the identification of states E1,n and H1
†
 as states primarily 
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localized on Pb- or S-atoms respectively, DOS maps for these states (Figure 8.3b,c) show 
complementary intensities in most of locations 1-15. The differences in the spatial 
distributions of states H1
†
 and E1,n are attributable to the different spatial distributions of 
the under-coordinated Pb- and S-atoms, which is likely a result of the different quantities 
of Pb versus S atoms, as can be expected based on the fact that as-synthesized PbS NCs 
typically have Pb-rich surfaces.
41, 42
 Our spectroscopic data corroborates this expectation: 
the splitting of non-stoichiometric trap states from the main quantum-confined states has 
been predicted to be larger for NCs with greater non-stoichiometry,
39
 and can thus be 
used as a measure of the degree of local non-stoichiometry. Specifically, on the energy 
scale, state H1
†
 appears only 0.12 eV higher than the onset of band H1 in Figures 8.3b,c, 
which is comparable with calculations for states localized at S-atoms within step edges 
on the stoichiometric PbS(100) surface.
40
 In contrast, the energy difference E2 - E1,1 is 
relatively large: ~0.8 eV. The same trends are observed in the spectra of most other NCs 
(Figure 8.1) suggesting that the number of under-coordinated Pb atoms is indeed higher 
than that of under-coordinated S-atoms in the studied NCs. These trends, and their 
consistency with the theoretical predictions
39
 further reinforce our assignment of states 
E1,n and H1
†
 as defect states. 
Additional support for assignment of states E1,n as trap states is provided by the 
analysis of their energies in other studied NCs. Inspection of STS spectra of such NCs 
(Figure 8.1) shows that energy splitting E2 - E1,1 varies among different NCs, but does not 
show a correlation with their apparent bandgaps E1,1 - H1 (Figure F3). This is contrary to 
what would be expected if all states H1, E1,1 and E2 had quantum-confined nature – in this 
case, according to STS results obtained on PbS NCs with similar aspect ratios,
32
 state E2 
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would be attributable to a higher-order particle-in-a-box-like state quantized in the Z-
direction, which would mean that both energy differences E2 - E1,1 and E1,1 - H1 would 
scale with the NC thicknesses, resulting in a linear correlation between them. Since it has 
been established above that states H1 and E2 are delocalized and are of quantum-confined 
nature, state E1,1 must be of different origin. 
The origin of states E1,n may be alternatively explained by using the physical 
picture developed in several recent STS studies of ordered chain-like atomic structures,
43-
45
 where the linear-combination-of-atomic-orbitals (LCAO) model was applied to 
describe the observed extended electronic states formed through coupling of orbitals 
associated with individual adatoms. According to this physical picture, in the present case 
E1,n bands may correspond to LCAO-like states formed through coupling of the orbitals 
associated with individual under-coordinated Pb atoms, with individual E1,n states 
roughly corresponding to different linear combinations of such orbitals. The model 
explains the presence of multiple states in STS spectra, as well as the similarity of their 
spatial DOS maps. The latter may only be different in their (spatial) nodal structures, 
which could not be resolved in our measurements.  
While the precise atomic structure of the NC surface could not be determined 
from the collected STS data, the obtained maps of E1,n states suggest that the NC surface 
is reconstructed analogously to the reconstructions of the PbS(111) surfaces predicted by 
recent density functional theory calculations.
46
 This study concluded that PbS(111) 
surfaces tend to undergo an extensive reconstruction beyond surface bond-length 
modifications obtained in theoretical calculations of small metal-chalcogenide NCs.
24
 
Specifically, PbS(111) surface was found to reconstruct by forming sub-monolayer 
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stripe-like patterns of Pb adatoms that reduce the electrostatic energy of the PbS(111) 
surface.** Indeed, our E1,n maps show stripes oriented at ~30° with respect to the step 
edges. Since the latter are aligned along the <110> crystallographic directions, the E1,n 
stripes are likely aligned with one of the <211> directions, consistent with self-assembly 
of surface Pb atoms in patterns defined by surface crystallographic directions, as would 
be expected on a reconstructed surface. Existence of well-defined patterns of non-
stoichiometric Pb adatoms is also consistent with the observation of the well-defined 
progressions of STS features corresponding to E1,n states. Such STS features can be 
expected to be smeared out into featureless bands for less ordered NC surfaces, as was 
found for NCs annealed at lower temperatures (data not shown).  
8.5. Conclusions 
Presented results suggest that self-assembly of non-stoichiometric adatoms on 
PbS NC surfaces may result in formation of extended LCAO-like sub-bandgap states, 
which have important implications for the more general case of imperfectly passivated 
ligand-covered NCs. Even when the density of dangling bonds per NC is small, the 
tendency of under-coordinated adatoms to co-localize near structural imperfections, as 
observed in our work, may lead to stronger electronic coupling of dangling bonds 
resulting in larger modifications of the sub-bandgap electronic structure than that 
expected for isolated dangling bonds. The atomic-scale spatial structure of these sub-
bandgap states should have a strong impact on the photophysical properties of such NCs, 
and will be a subject of our future studies. Finally, STS-based real-space mapping of 
electronic DOS demonstrated in this chapter has the potential to provide insights into the 
nature of a variety of defects and impurities occurring on NC surfaces. 
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8.6. Bridge to Chapter IX 
In the next chapter we will further explore PbS NC electronic states using STS 
two-dimensional spatial mapping and will discover atomic-scale patterns that allow us to 
identify the possible atomic morphologies of surface reconstructions in the studied NCs. 
We will find that reconstruction of polar {111} surfaces in individual PbS NCs results in 
the formation of sub-bandgap electronic states. Several possible modes of surface 
reconstruction leading to varied occupied/uoccupied sub-bandgap states will be proposed. 
We will also identify, for the first time, strongly localized defect-related “edge-states” 
states arising from extreme local non-stoichiometry. These states are found deep in the 
main NC band gap, oftentimes nearly closing the gap between occupied and unoccupied 
states. 
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CHAPTER IX 
DIVERSITY OF SUB-BANDGAP STATES IN LEAD-
SULFIDE NANOCRYSTALS: REAL-SPACE 
SPECTROSCOPY AND MAPPING AT THE ATOMIC-
SCALE 
 
This chapter by Christian F. Gervasi, Dmitry A. Kislitsyn, Thomas L. Allen, 
Jason D. Hackley, Ryuichiro Maruyama, and George V. Nazin has been previously 
published under the same title in Nanoscale 7, 19732–19742 (2015). Copyright © 2015 
Royal Society of Chemistry. 
9.1. Introduction 
Colloidal semiconductor nanocrystals have emerged as a promising class of 
technological materials with optoelectronic properties controllable through quantum-
confinement effects.  Despite recent successes in this field, an important factor that 
remains difficult to control is the impact of the nanocrystal surface structure on the 
photophysics and electron transport in nanocrystal-based materials.  In particular, the 
presence of surface defects and irregularities can result in the formation of localized sub-
bandgap states that can dramatically affect the dynamics of charge carriers and electronic 
excitations. Here we use Scanning Tunneling Spectroscopy (STS) to investigate, in real 
space, sub-bandgap states in individual ligand-free PbS nanocrystals. In the majority of 
studied PbS nanocrystals, spatial mapping of electronic density of states with STS shows 
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atomic-scale variations attributable to the presence of surface reconstructions. STS 
spectra show that the presence of surface reconstructions results in formation of surface-
bound sub-bandgap electronic states. The nature of the surface reconstruction varies 
depending on the surface stoichiometry, with lead-rich surfaces producing unoccupied 
sub-bandgap states, and sulfur-rich areas producing occupied sub-bandgap states. Highly 
off-stoichiometric areas produce both occupied and unoccupied states showing 
dramatically reduced bandgaps. Different reconstruction patterns associated with specific 
crystallographic directions are also found for different nanocrystals. This study provides 
insight into the mechanisms of sub-bandgap state formation that, in a modified form, are 
likely to be applicable to ligand-passivated nanocrystal surfaces, where steric hindrance 
between ligands can result in under-coordination of surface atoms. 
9.2. Background 
Tunable thin-film structures formed from lead-chalcogenide (PbX, where X=S, Se 
or Te) nanocrystals (NCs) are a promising class of semiconducting materials with a 
combination of unique functionalities that makes them highly attractive for a new 
generation of optoelectronic applications.
1-4
  Some of these functionalities are made 
possible by the ultra-small size of NCs, with such examples as greatly increased 
efficiencies for exciton-multiplication,
5-10
 and enhanced extraction of unrelaxed hot 
charge-carriers.
11
 Another important functionality of NCs is the tunability of their 
properties via synthetic means, which allows one to systematically control the electronic 
bandgap by tuning the NC size. Additional means of control, to improve the injection and 
extraction of charge carriers in PbX NC thin films, have been implemented through post-
synthesis techniques
12
 involving ligand exchange.
13-15
 Thus processed PbSe NC thin 
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films show significantly reduced inter-particle spacings and dramatically increased 
conductivities.
16-18
 Less commonly, thermal annealing of the NC films is used,
15, 16, 19, 20
 
which can result in extensive rearrangements of ligand shells as well as (at higher 
temperatures) sintering
21
 and even fusion
22, 23
 of NCs. These processing steps, necessary 
for achieving optimal charge transport properties in NC films, simultaneously present 
significant challenges because they tend to radically alter the surface chemistry of NCs, 
with the potential to create surface imperfections that can result in the appearance of sub-
bandgap trap states, which, in turn, have a strong impact on charge-carrier dynamics, 
recombination, and extraction from NC films.
24-26
  
Indeed, recent breakthroughs in increasing the efficiency of PbX NC-based 
photovoltaic devices were made possible, to a great extent, by developments in surface 
passivation techniques that enabled a significant reduction in the density of surface trap 
states,
27, 28
 with some of the reported efficiencies exceeding ~8%.
29, 30
 Some of the 
promising approaches have employed passivation with 3-mercaptopropionic acid,
31
 
atomic passivation with halogen ions and SCN
-
,
25, 32
 and inorganic ligands,
33
 metal halide 
and chalcogenide salts,
18, 34
  amorphous alumina,
18
 and  alkylselenide ligands.
35
 
Conceptually, complete elimination of trap states requires consideration of the 
“passivating effect” of individual surface ligands, and careful balancing of the number of 
ligands with the NC core stoichiometry, a difficult task in practice. In particular, 
theoretical calculations show that in the limiting case of ligand-free stoichiometric NCs, 
midgap states do not exist,
36, 37
  but in non-stoichiometric Pb-rich (Pb-poor) NCs sub-
bandgap states are found near the conduction (valence) bands.
36, 38
 A similar picture holds 
for ligand-passivated NCs: attachment of ligands effectively changes NC stoichiometry, 
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such that an appropriate number of ligands can effectively compensate for the non-
stoichiometry of the NC core, and eliminate the sub-bandgap states.
38
 The importance of 
NC stoichiometry in defining the NC electronic structure is corroborated by recent 
experimental studies where the trap state densities were found to be sensitive to 
controlled variations in NC stoichiometry achieved either through post-synthesis ligand 
exchange,
35
 direct thermal deposition,
39
 solution-based colloidal atomic layer 
deposition,
40
 and successive ionic layer adsorption and reaction (SILAR).
41
 
Optimization of the “effective” NC stoichiometry is complicated by the varied 
chemistry of facets associated with different crystallographic directions (typically {111}, 
{100} and, to a lesser extent, {110}
42
).
35
 A stark manifestation of this variability is the 
fact that unlike stable {110} and {100} surfaces,
43, 44
 (unpassivated) polar {111} surfaces 
are unstable and are predicted to undergo reconstruction resulting in formation of an 
ordered sub-monolayer of Pb atoms.
45
 Evidence for surface reconstruction is provided by 
Rutherford backscattering experiments on PbSe thin films, where a sub-monolayer 
(~40%) of Pb atoms, consistent with surface reconstruction, was found.
46
 Additional 
evidence was provided by TEM imaging of PbSe NC {111} facets showing ribbon-like 
Pb structures attributed to surface reconstruction.
45
  
While considerable advances in controlling the properties of PbX NC films have 
been made, and several theoretical studies showing the importance of surface trap states 
are available,
25, 38, 47
 the role of surface trap states in the physical picture of charge-carrier 
photo-generation and dynamics remains to be fully addressed. Experimental studies of 
surface trap states have been carried out using a variety of techniques. 
Photoluminescence studies showed the existence of trap states in as-synthesized ligand-
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passivated PbX NCs,
48, 49
 even before NC film formation. Photoluminescence 
measurements of ligand-exchanged PbX NC films demonstrated the presence of trap 
states
31, 50
 that could be manipulated with NC size and surface treatment.
31, 49
 Trap states 
in ligand-exchanged PbX NCs were also found in studies utilizing deep-level transient 
and Fourier-transform photocurrent spectroscopies,
51
 and in spectroscopic measurements 
of photocurrent in PbS field-effect transistor devices.
52
 Even though these studies have 
provided rich insights into the spectroscopic properties of surface trap states, they lacked 
the spatial resolution to visualize the relationship between the local structure of NC 
surfaces and properties of such states. The capability to probe this relationship is 
critically important for the development of a microscopic picture of surface trap states 
because of the wide diversity of local atomic-scale surface structures associated with 
variations in ligand-shell morphologies, the presence of different crystallographic facets, 
NC shape variations, and the effect of surface reconstruction. 
A direct spectroscopic approach for real-space investigations of surface states in 
individual NCs is afforded by a combination of Scanning Tunneling Microscopy (STM) 
and Scanning Tunneling Spectroscopy (STS), which have been used to probe the 
electronic states in ligand-exchanged PbS NC films.
53, 54
 Realization of this technique in a 
high-stability cryogenic STM system
55
 enables detailed atomic-scale mapping of 
electronic states in individual NCs. STS-based mapping of the local density of states 
(DOS) was recently used to study the spatial localization and spectral properties of sub-
bandgap states in NCs arising due to local off-stoichiometry.
56
  Here we apply this 
experimental approach to obtain atomic-scale DOS maps of individual ligand-free PbS 
NCs. Ligand-free NCs represent a well-defined model PbX system, unaffected by the 
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uncontrolled variances of the ligand shell morphology, which makes this system more 
open to theoretical simulations.
44, 57, 58
 STS maps show that the majority of studied NC 
surfaces underwent reconstruction accompanied by formation of ordered atomic patterns 
commensurate with the crystallographic structures of the NC surfaces. While these results 
are in accordance with density-functional theory calculations of polar PbS surfaces, 
where similar modes of surface reconstruction were predicted,
45
 the current manuscript 
reports, for the first time, results demonstrating the connection between the atomic-scale 
NC surface morphology and atomic-scale variations in the electronic DOS.  Importantly, 
we find that NC surface reconstruction results in formation of surface-bound sub-
bandgap electronic states, with spectral and spatial properties sensitive to the local 
stoichiometry of NC surfaces. In addition, we find that highly off-stoichiometric NC 
regions show qualitatively different defect states with energies deep inside the NC 
bandgaps. By employing results of calculations for off-stoichiometric PbX NCs,
38
 we 
infer the presence of off-stoichiometric areas from local DOS spectra, and use DOS maps 
to analyze the local spatial variations in stoichiometry. 
9.3. Experimental details 
A Au(111) substrate surface was prepared, under ultra-high vacuum conditions 
(~10
-11
 Torr), by several cycles of sputtering/annealing, using Ne gas, and annealed at 
~400°C. Pentanethiol-terminated PbS NCs were synthesized as described previously,1 
suspended in pentane, and deposited onto the Au(111) surface using a solenoid pulse-
valve. During deposition, the Au(111) substrate was held inside the load-lock section of 
the vacuum system, with the pressure not exceeding 10
-6
 Torr during deposition. Several 
successive bursts of the solenoid valve were used to obtain a sub-monolayer of PbS NCs 
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on the Au(111) surface. The Au(111) substrate with deposited NCs was annealed in ultra-
high vacuum conditions at increasingly higher temperatures until well-defined 
reproducible STM imaging of individual NCs was achieved, with a final annealing 
temperature of ~170°C. 
Experiments were conducted using a home-built ultra-high-vacuum STM 
incorporating a Pan-type scanner provided by RHK Technology.
2
 All STS spectra were 
recorded using a lock-in amplifier operating at a modulation frequency of ~600 Hz, and 
bias voltage modulation varying from ~10 mV (for individual spectra and one-
dimensional spatial DOS maps) to ~50 mV (for two-dimensional DOS maps). All STM 
images and STS spectra were obtained at a temperature of ~15 K with electrochemically 
etched Ag tips. STM images were processed using WSxM Software. 
9.4. Results and discussion 
Sample preparation 
PbS NCs with pentane-thiol ligand shells were deposited on Au(111) surfaces and 
annealed at progressively higher temperatures until ligands were removed. The removal 
of ligands was monitored with STM imaging, which, at the initial stages of annealing, 
typically showed fuzzy patterns consistent with dynamic reorientation of ligands present 
on the NC surface (Figures 9.1a-c). At the final stages of annealing, the majority of NCs 
showed reproducible topographic patterns suggesting the absence of ligand reorientation 
(Figures 9.1d-f). In addition, STM images of fully-annealed NCs showed disc-like width-
to-height aspect ratios of 2:1 to 3:1 suggesting that significant reconstruction of the 
overall shapes of NCs occurred during the annealing process. The disc-like shapes of 
annealed NCs are consistent with similar shapes of PbS and PbSe NCs grown by  
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Fig. 9.1. STM topographies of ligand-covered (a)-(c) and ligand-free (d)-(f) PbS NCs. 
Figures (g)-(i) highlight topographical features observed in (d)-(f). The crystallographic 
directions and NC boundaries are identified with the aid of STS DOS mapping. All STM 
topographies measured with set-point 2.0 V bias, 1-2 pA tunneling current.   
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electrodeposition on Au(111).
59, 60
 The predominance of disc-like shapes in a polar 
material like PbS, is attributable to the reduced electrostatic NC energy (due to screening 
by the gold surface) enabled by this geometry. Importantly, images of fully-annealed NCs 
often showed surface features aligned at specific angles attributable to well-defined 
crystallographic directions in PbS NCs (Figures 9.1g-i). The majority of fully-annealed 
NCs showed topographic features (e.g. NC boundaries and topographic steps) oriented 
along three main spatial directions (specific to each NC) forming 120 degree angles with 
respect to each other (Figures 9.1g and h), even though other orientations have also been 
observed (Figure 9.1i). The existence of such directional order suggests that the top-most 
NC surfaces (in most cases) roughly correspond to {111} crystallographic surfaces, 
consistent with results of TEM studies of PbS NCs terminated with Au clusters,
61
 where 
the polar nature of the {111} facets was reported to lead to preferential formation of 
Au/PbS{111} interfaces. Results described in the following summarize our studies of 10 
fully-annealed individual PbS NCs. 
DOS-spectroscopy of NCs 
Energy-dependent DOS spectra (STS spectra) of individual PbS NCs were 
recorded by measuring the differential tunneling conductance, dI/dV, as a function of the 
bias voltage (see Methods for details of the measurements).
62
 DOS spectra for all fully-
annealed NCs show progressions of peaks associated with occupied (negative bias) and 
unoccupied (positive bias) electronic states (Figure 9.2a).  Indeed, while Figure 9.2a 
shows considerable variations in the apparent band gaps (E1,1 - H1 energy difference) for 
different NCs, the DOS spectra, overall, appear quite similar and reminiscent of those 
calculated for stoichiometric ligand-free PbX NCs,
44, 57, 58
 where the electronic states can 
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be described as quantum-confined particle-in-a-box (PIAB) states originating from the 
conduction and valence bands. The lowest-energy PIAB states are predicted to show s- 
and p- overall orbital symmetries, with their atomic-scale behavior determined by the 
corresponding Bloch wavefunctions.
57
 A similar picture of PIAB-like electronic states 
has been used to describe STS spectra for a variety of NCs composed of different 
semiconductor materials.
63
 Then, taking into account the disk-like aspect ratio of studied 
NCs, the unoccupied states in Figure 9.2a could be assigned in the following way: the 
doublet of closely spaced peaks E1,1 and E1,2, may be attributed to electronic states 
quantized in the XY plane (with E1,1 being the ground state), whereas the E2 state may be 
attributed to a single-node state quantized in the Z-direction.
59
 By using the PIAB-like 
picture of electronic states in Figure 9.2a, the variations in the apparent bandgap (E1,1 - 
H1 energy difference) could then be explained by variations in NC dimensions, which 
would modulate the energies of the PIAB states via quantum-size effects.
64
 
 
 
Fig. 9.2. (a) DOS spectra for six representative PbS NCs (individual spectra shifted for 
clarity). Occupied (unoccupied) states denoted by Hn (En) respectively. All dI/dV curves 
measured with set-point 1.6-2.6 V bias, 15-30 pA tunneling current. Histogram (bottom) 
of energetic locations and distributions for discernible states E1,1, E2, and H1 for 13 
NCs, bin size 0.2 eV (b) Bandgaps vs. height for measured NCs overlaid on data for two 
limiting cases: spherical NCs and 2D PbS quantum wells. Open symbols correspond to 
the E1,1 - H1 energy differences, whereas closed symbols correspond to values obtained 
from PIAB orbitals differences of many measured DOS spectra in Figure 9.2a are 
considerably lower than those (as determined from DOS mapping). The curve for 
spherical PbS NCs, and gray shaded region corresponding to 2D PbS quantum wells, 
were obtained from Moreels et al.
65
 and Lee et al.,
66
 respectively. 
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The PIAB-like picture of electronic states in Figure 9.2a is challenged, however, 
by the fact that the spacing between peaks E1,1 and E1,2 does not change appreciably from 
one NC to another, being consistently in the range of ~0.2 eV despite significant 
variations in the NC lateral sizes. Further, the apparent bandgaps (E1,1 - H1) energy 
expected based on the physical dimensions of the corresponding NCs. Indeed, many of 
the apparent bandgaps are lower than what would be expected for two-dimensional PbS 
films of thicknesses matching the observed NC heights (Figure 9.2b),
67
 which is the 
absolute minimum expected for NCs with large spatial dimensions in the XY plane. On 
the other hand, energy differences calculated from E2 - H1 (and in some cases E2 - H2) 
tend to fall in the range expected for bandgaps of disc-like PbS NCs (Figure 9.2b). 
Together, these observations suggest that E1,1 states in Figure 9.2a do not have PIAB-like 
character, and may potentially be associated with sub-bandgap states. Theoretical 
calculations predict that sub-bandgap states are often more strongly localized than PIAB-
like states derived from the conduction and valence bands,
38, 47
 which suggests that to 
establish the nature of electronic states observed in Figure 9.2a, it would be useful to 
obtain information regarding their spatial behavior. To this end, we carried out spatial 
mapping of DOS spectra for several NCs, as described below. 
Surface-Reconstruction observed in DOS maps: Results 
We first present DOS maps for NCs that showed DOS delocalized over the NC 
surfaces. For example, Figure 9.3 shows a “cross-sectional” DOS mapping for a NC 
without apparent spectral or spatial features attributable to sub-bandgap states. Indeed, 
the apparent bandgap of this NC falls within the range expected for disc-like NCs (Figure 
9.2a, diamond-shaped data-point), unlike the majority of studied NCs. The DOS map  
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Fig. 9.3. (a) STM topographic image of a PbS NC. (b) DOS "cross-section" mapping along the path of the dotted line in (a).  (c) 
Individual DOS spectra measured at locations marked in (a). STS measurements in (b) and (c) were taken with a set-point of 1.9 V 
bias and 30 pA tunneling current. Variations in the energies of electronic states across the NC roughly follow the NC topography, 
which is a result of the location-specific variation of the bias voltage drop inside the NC.
56
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Fig. 9.4. (a) STM topographic image of NC1. (b) DOS mapping of NC1 along the path of the dotted line in (a). (c) Individual DOS 
spectra for locations marked in (a). STS measurements in (b) and (c) were taken with set-point 1.6 V bias, 30 pA tunneling current. 
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(Figure 9.3b) is composed of a progression of DOS spectra measured across the NC, as 
shown in Figure 9.3a.  In Figure 9.3b, occupied state H1 and all unoccupied states En are 
visible throughout the scan (even though they also show some variations in their 
intensities), which suggests that they may correspond to delocalized PIAB-like states. 
While delocalized states analogous to those of Figure 9.3b were observed for 
many other NCs, their maps were often different from that of Figure 9.3b in that they 
showed quasi-periodic spatial modulations of their DOS intensities. An example of a 
“cross-sectional” DOS map for one such NC (referred to as NC1 in the following) is 
shown in Figure 9.4. The DOS spectra measured at different locations on the NC1 surface 
show a similar grouping of occupied and unoccupied states with intensities modulated 
depending on the measurement location (Figures 9.4b and c). In particular, distinct 
modulations are observed for states H1, E1,1 and E1,2 (Figure 9.4b). These modulations 
occur on a spatial scale far exceeding the unit cell of PbS (0.59 nm), suggesting that they 
are not a product of elemental contrast originating from the PbS lattice. The magnitudes 
of E1,1 - H1 and  E2 - H1 bandgaps for NC1 (Figure 9.2a, open and closed circle data-
points) suggest the presence of sub-bandgap states. 
To further investigate the spatial behavior of electronic states in NC1, we 
recorded DOS spectra across a two-dimensional grid of points covering (roughly) the 
spatial extent of NC1. 2D-spatial maps of electronic states are obtained from this DOS 
dataset by taking values of the DOS at select bias voltages. Such 2D-maps for the most 
prominent occupied and unoccupied states are shown in Figure 9.5 and in supplementary 
Figures G1 and G2. The 2D-spatial maps in Figure 9.5 show that individual states in NC1 
have very different characters, except in the E1,n states (Figures 9.5c, and G1c-e), as well 
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as states H1 and H
†
 (Figures 9.5d,e; G2a,b), which exhibit similar features and spatial 
localizations respectively. All 2D DOS maps in Figure 9.5 show highly inhomogeneous 
spatial distributions with stripe-like “hot spots” oriented parallel to the <110> 
crystallographic features observed in the STM topography of NC1 (Figure 9.1g). For 
example, the DOS map of state E3 (Figure 9.5a) shows two pairs of parallel bright 
“stripes” (marked by solid black lines in Figure 9.5a).  The “stripes” in each pair are 
separated by distances equal to 0.726 nm, which is a close fit to the distance between 
atomic rows located in two different {211} planes. In the following this distance is 
defined as 3α, where α is the distance between two neighboring {211} planes, as shown 
in the model in Figures 9.6a and b. The two pairs of bright stripes in Figure 9.5a are 
separated by a distance of 0.968 nm   4α, which corresponds to the geometry shown in 
the model in Figure 9.6b, where, in contrast to the model in Figure 9.6a, one of the 
atomic rows is located in a different (lower) {111} atomic plane. This geometry is 
consistent with the topography of NC1 (Figure 9.1d), which shows atomic steps 
separating the regions with the two pairs of DOS stripes seen in Figure 9.5a. The DOS 
map of state E2 (Figure 9.5b) shows somewhat  
 
 
Fig. 9.5. 2D DOS maps of unoccupied (a-c) and occupied (d, e) states for NC1. DOS 
state representations show (from left to right) combination topography/DOS map overlay 
(yellow outline indicates area of DOS mapping), DOS map only, and DOS map with 
black lines showing DOS features that are in registry with NC1 crystallographic features 
from Figure 9.1g. Parameter α is distance between two neighboring {211} planes, as 
shown in the model in Figures 9.6a and b. STS measurements taken with set-point 1.6 V 
bias, 30 pA tunneling current. STM topography image measured with set-point 2.0 V 
bias, 2 pA tunneling current. 
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less-developed structural order, but features aligned along the same set of black lines are 
visible. 
In contrast, DOS maps of E1,n states (Figures 9.5c, and G1c-e) show a different set 
of bight DOS “stripes” (marked with black lines), which are however, separated by the 
same distance of 0.726 nm   3α  as found in Figure 9.5a. In addition, all of the DOS 
“stripes” in Figures 9.5c, and G1c-e are either parallel to, or are oriented at exactly 60 
with respect to the DOS “stripes” from Figure 9.5a, which is consistent with the mutual 
orientation of two different sets of {211} planes, as shown in the model in Figure 9.6a. 
This, together with the spacing of DOS “stripes” in maps of E1,n states, suggests that the 
latter have a similar relationship with the PbS crystallographic structure as features found 
in the maps of states E3 and E2. Stripe-like features similar to those found in maps of E1,n 
states, are also observed for states H
†
 and H1, (black lines in Figures 9.5d and e). The 
DOS map of state H2 (Figure G2c) shows somewhat less-developed order, with several 
features orthogonal to the bright {211} plane features observed throughout (especially in 
Figures 9.5a,b) suggesting that they lie in {110} planes of NC1. This assignment is 
supported by the fact that these features are separated by distances of ~0.838 nm   4β, 
where β is a distance between two neighboring {110} planes (see Figures 9.6c and d). 
The spatial order observed in the DOS maps of NC1 allows us to draw several 
conclusions.  First, the fact that the orientations of bright DOS features in Figures 9.5, G1 
and G2 are in registry with the crystallographic directions and lattice spacings expected 
for a (111) surface, supports the conclusion (originally based on features observed in 
STM imaging – Figure 9.1g) that one of the {111} crystallographic planes of NC1 is 
parallel to the Au(111) surface. By associating the DOS features with specific 
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crystallographic directions, we are also able to identify orientations of topographic 
features in Figure 9.1g as corresponding to different <110> directions. Further, the 
consistency of the spacing observed for these bright DOS features in all maps of Figure 
9.5, G1 and G2 with the crystal structure of PbS suggests that these features are indeed 
associated with an atomic geometry analogous to that seen in the model of reconstructed 
PbS {111} surfaces displayed in Figure 9.6, even though the actual morphology of NC1 
is more complex. 
Surface-Reconstruction: Discussion 
The distances between the stripe-like features in Figures 9.5, G1 and G2 are larger 
than the minimal inter-atomic distances expected for the identified crystallographic 
directions. As the idealized model in Figure 9.6 illustrates, this may result from a 
geometry where rows of atoms are missing on the PbS surface. Such surface morphology 
is consistent with the predicted reconstruction of the PbS(111) surface.
45
 Indeed, the polar 
nature of PbS dictates that termination of a NC with a {111} facet composed of only one 
element is electrostatically unfavorable. Instead, reconstruction of the PbS(111) surface is 
predicted, where, in the ideal case, a {111} facet is stabilized by an additional ordered  
 
 
Fig. 9.6. Model representations of relevant PbS fcc crystallographic facets with idealized 
reconstruction features. (a, c) (111)-plane views showing rows of Pb adatoms oriented 
along <110> and <211> directions respectively, with indicated inter-atomic-row 
distances in integer multiples of distances α and β respectively. (b, d) (110)-, and (211)-
plane side-views of same structures as in (a) and (c) showing vertical atomic steps 
responsible for appearance of varied distances between the bright DOS “stripes” in 
Figure 9.5 and Figure 9.8. 
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half-monolayer composed of the complementary element.
45
 While different 
configurations of the additional half-monolayer are possible, one of the configurations 
that is predicted to give the lowest overall energy has a structure with atoms missing in 
every alternate {211} plane, as shown in the model in Figure 9.6a. This structure results 
in rows of atoms oriented and spaced in a manner identical to the arrangement of bright 
rows in the DOS maps of NC1, which strongly suggests that the observed NC1 DOS 
features are caused by surface reconstruction. 
To establish the composition of the reconstructed layer as well as the nature of 
electronic states in Figures 9.5, G1 and G2, we compare these results to theoretical 
predictions. Electronic structure calculations for unpassivated PbS NCs of different 
shapes show that in PbS, unoccupied states are primarily formed from atomic 6p-orbitals 
of lead, while occupied states are primarily formed from atomic 3p-orbitals of sulfur.
44
 
This distinction is maintained regardless of the NC shape and stoichiometry,
38
 which is 
important for the case of NC1, since the model  surface reconstruction shown in Figure 
9.6a results in surface adatoms in non-stoichiometric environments. We thus expect that 
states E1,n , E2 and E3 must be carried predominantly by surface Pb-atoms, whereas states 
H
†
, H1 and H2 must be carried predominantly by surface S-atoms. Moreover, non-
stoichiometric Pb-atoms (or S-atoms), are predicted to form localized sub-bandgap states 
split-off from the conduction-band (or valence-band for S-atoms).
38
 This prediction 
implies that since E1,n states are the lowest-energy unoccupied states, they must be 
associated with non-stoichiometric Pb-adatoms. The strong localization of E1,n “hot 
spots” along the specific crystallographic lines associated with reconstruction features 
further reinforces this assignment. 
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In contrast, the high degree of delocalization of states E2 and E3 identifies them as 
quantum-confined PIAB states with spatial distributions modulated by the presence of the 
periodic surface structures formed from Pb-adatoms. Analogously, the spatial localization 
of states H
†
 and H1 suggests that they correspond to surface states produced by 
reconstruction, whereas state H2 should correspond to a PIAB state. These assignments of 
the origins of the different NC1 states are supported by the fact that the NC1 bandgap 
calculated as E2 - H2 is in the correct range for a disk-like NC (determined from Figure 
9.2b), unlike the apparent bandgap E1,1 - H1, which is at the extreme low end of values 
corresponding to a 2D PbS thin film. 
Identification of states E1,n as states carried by reconstructed Pb-adatoms allows 
us to address the existence of multiple peaks in the E1,n band, an observation that was 
common for most studied PbS NCs. Indeed, most of the DOS spectra measured on PbS 
NCs showed at least two E1,n states, separated in all spectra by roughly 200 mV (Figure 
9.2a). This energetic separation is much larger than the typical vibrational energy scale of 
PbS,
68
 which rules out current-induced vibrational excitation of NCs
69
 as a potential 
cause for the appearance of multiple E1,n peaks. Instead, the existence of E1,n bands may 
be rationalized by considering adatom-adatom electronic coupling that has been shown to 
lead to formation of “bonding” and “anti-bonding” electronic states.47 This interaction 
mechanism suggests a scenario analogous to that described in a number of recent STS 
studies of atomic structures similar to that exhibited in the model in Figure 9.6a, where 
ordered rows of atoms adsorbed on surfaces with well-defined crystallographic order 
were investigated.
70-72
 In these studies, formation of extended electronic states was 
qualitatively described using the linear-combination-of-atomic-orbitals (LCAO) model. 
 171 
 
By using this model, E1,n bands may be similarly attributed to LCAO-like electronic 
states formed from orbitals of under-coordinated Pb adatoms, such that individual E1,n 
states should correspond to distinctly different linear combinations of atomic orbitals. 
This physical picture not only explains the presence of multiple E1,n states, but also the 
close similarities in their 2D DOS maps (Figures 9.5c, G1c-e): because these states are 
formed from the same atomic orbitals, their linear combinations should only differ in 
their mutual phases, and should produce the same spatial distributions. 
NCs with Edge-Defects 
While the delocalized E1,n states caused by surface-reconstruction were found in 
almost all of the studied NCs, a qualitatively different type of sub-bandgap state 
attributable (as will be shown in the following) to surface defects was also observed in 
several NCs. DOS spectra showing these defect states for a representative NC (this NC is 
referred to as NC2 in the following) are shown in Figure 9.7. Unlike E1,n states, these 
defects exhibited a substantial DOS on the occupied side of the STS spectra (states H
†
, 
H1,1 and H1,2 in Figure 9.7), while defect-related DOS features appearing on the 
unoccupied side were often less pronounced (state E
†
 in Figure 9.7) or absent (see Figure 
G5 for additional NCs showing similar defect-related states). In contrast to E1,n states, the 
defect states were tightly localized, as can be seen, for example, from the dramatic 
differences in DOS spectra measured in neighboring points P1 and P3 in Figure 9.7. 
To visualize the entire spatial extents of these defect-states, we carried out 2D 
DOS mapping using the experimental approach described above for NC1. Maps of 
unoccupied states for NC2 (Figures 9.8a-c and G3) show a progression of E1,n and E2 
states analogous to that of NC1 (Figure 9.5), as well as state E
†
 (Figure 9.8c). For NC2,   
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Fig. 9.7. DOS spectra for NC2 measured at locations P1-3 shown in the inset STM 
topography. Sections of spectra P1 and P2 containing relevant states have been magnified 
by designated amount for clarity. STS measurements were taken with set-points of 1.5-
2.2 V bias, 10-20 pA tunneling current. STM topography image measured with set-point 
2.0 V bias, 1 pA tunneling current.   
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however, the high-intensity DOS “stripes” of states E1,n and E2 are oriented at an angle of 
30 with respect to the NC2 edges, and exhibit spacings of 0.42 nm   2β and 0.63 nm   
3β suggesting that these “stripes” are associated with a different type of surface 
reconstruction with atomic self-assembly along <211> directions, as shown by the atomic 
model in Figures 9.6c and d. 
DOS maps of occupied states H1,n and H2 (Figures 9.8d,e and G4b-d) show a 
progression analogous to that of E1,n and E2, except that DOS “stripes” in maps of H1,n 
show reconstruction along a <110> crystallographic direction. In addition, the nature of 
this reconstruction pattern is different from that of E1,n states: comparison of H1,n and E1,n 
maps for NC2 shows that these states are anti-correlated in intensity on the atomic scale 
(Figure G6), which suggests that H1,n and E1,n patterns are formed by atoms 
corresponding to different elements. As with NC1, E1,n states in NC2 should be primarily 
carried by Pb-atoms, which means that H1,n states should be carried by S-atoms. This 
conclusion is further strengthened by the results of theoretical calculations, which, in the 
absence of strong non-stoichiometry, predict that occupied states should be formed 
mainly from 3-p orbitals of sulfur atoms.
38
 
A spatial distribution that is dramatically different from previously considered 
reconstruction-induced states are found for the lowest-energy unoccupied state E
† 
 
 
 
Fig. 9.8. Same as Figure 9.5 for NC2. Parameters α and β are the distances 
between two neighboring {211} and {110} planes respectively, as shown in the 
model in Figures 9.6. STM topography image measured with set-point 2.0 V bias, 
1 pA tunneling current. STS maps measured with set-point 1.5 V bias, 20 pA 
tunneling current. 
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(Figure 9.8c) and highest occupied state H
† 
(Figure 9.8d), which are both strongly 
localized near the bottom-left boundary of NC2. States localized near the same part of the 
NC2 boundary, almost identically to the localization patterns of E
†
 and H
†
, are also 
identifiable in all maps for the remaining occupied states (Figure 9.8d,e and G4a-d). The 
very small apparent bandgap (E
†
 - H
†) associated with these “boundary states”, together 
with the high degree of their spatial localization, suggests their defect-related origin. The 
spectral characteristics of these states are analogous to those obtained in model DFT 
simulations of highly off-stoichiometric PbS NCs.
38
 As discussed earlier, in these 
calculations, excess of Pb (S) atoms leads to the appearance of split-off states below 
(above) the PIAB-like conduction (valence) band states. In highly off-stoichiometric 
conditions, the energies of split-off states become sufficiently low (high) for them to 
appear on the occupied (unoccupied) side of DOS spectra. Thus, because with the 
exception of state E
†, no other unoccupied “boundary states” are observed (Figures 
9.8a,b), and, in contrast, “boundary states” are observed in maps of all occupied states, 
we associate the “boundary states” with sulfur-rich areas of NC2. 
This assignment is consistent with the presence of extra sulfur atoms in the areas 
of states H1,n, (top-right area of NC2 in Figures 9.8e and G4b,c), which are also localized 
near the NC2 boundaries: the near-boundary localization of states E
†
, H
† 
and H1,n 
suggests that they could have been formed in a similar fashion, possibly due to migration 
of some of the Pb atoms to the Au(111) surface during annealing. Indeed, migration of Pb 
atoms to the Au substrate appears necessary to explain the existence of sulfur-rich areas, 
since as-synthesized PbS NCs are known to have Pb-rich surfaces.
65, 73
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9.5. Conclusions 
Our results show that reconstruction of polar PbS surfaces can produce a wide 
variety of sub-bandgap states with spatial structures and energies sensitive to the local 
stoichiometry. Both unoccupied and occupied trap states can be created in Pb-rich and S-
rich areas, correspondingly. Wide bands of trap states crossing over the Fermi level can 
also exist in areas with sufficient local off-stoichiometry. The fact that the E1,n states were 
observed in the majority of fully annealed NC DOS suggests that most of these NCs 
underwent surface reconstruction. Indeed, one can expect this behavior to be common for 
ligand-free NCs, since their surfaces are likely to terminate with (111) facets, which are 
prone to reconstruction due to their polar nature.
45
 This is consistent with DFT 
calculations, which show that unreconstructed (111) facets, are, in fact, unstable, and 
stability is only obtained for non-polar reconstructed facets.
45
 In contrast, other facets 
corresponding to main crystallographic directions (100) and (110) are stable in their 
unreconstructed forms.
45
 
The presented results are directly applicable to thermally-processed NC solids, 
where loss of ligands is likely. Similar structure-dependent effects in the local DOS can 
also be expected for under-stoichiometric surfaces of ligand-passivated PbX NCs, where 
ligand self-assembly at the PbX-ligand interface may proceed with formation of surface-
bound sub-bandgap states, as also suggested by calculations for CdSe NCs.
74, 75
 The STS-
based characterization approach demonstrated in the present manuscript is applicable to 
NCs passivated with atomic-ligands,
32
 where similar questions of surface adatom self-
assembly and resulting electronic structure need to be addressed. 
 177 
 
9.6. Bridge to Chapter X 
While colloidal nanocrystals studied in this Chapter had to have their ligand shell 
removed in order to make them accessible to STM, it is possible to investigate colloidal 
nanocrystals with passivation intact as will be shown on the system of colloidal 
hydrogenated silicon nanocrystals (SiNCs). Hydrogen passivation models the shortest 
possible ligand and allows to achieve the most complete saturation of dangling bonds of 
nanocrystal’s surface. We will use Scanning Tunneling Spectroscopy (STS) to study the 
impact of surface defects on the electronic structures of SiNCs and visualize, for the first 
time, the spatial structure of individual electronic states in SiNCs, which is essential for 
unequivocal identification of their nature (delocalized quantum-confined vs. localized 
defect-related). By using this analysis, we will identify, for the first time, the localized 
defect-related states, which, according to our theoretical calculations, likely correspond to 
Si–O–Si bridged oxygen or Si-OH surface defects. 
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CHAPTER X 
MAPPING OF DEFECTS IN INDIVIDUAL SILICON 
NANOCRYSTALS USING REAL-SPACE SPECTROSCOPY 
 
This chapter by Dmitry A. Kislitsyn, Vancho Kocevski, Jon M. Mills, Sheng-Kuei 
Chiu, Christian F. Gervasi,  enjamen N. Taber, Ariel E. Rosenfield, Olle Eriksson, Ján 
Rusz, Andrea M. Goforth, and George V. Nazin has been previously published under the 
same title in J. Phys. Chem. Lett. 7, 1047–1054 (2016). Copyright © 2016 American 
Chemical Society. 
10.1. Introduction 
The photophysical properties of silicon semiconductor nanocrystals (SiNCs) are 
extremely sensitive to the presence of surface chemical defects, many of which are easily 
produced by oxidation in ambient conditions. The diversity of chemical structures of such 
defects, and the lack of tools capable of probing individual defects continue to impede 
understanding of the roles of these defects in SiNC photophysics. In this letter, we use 
scanning tunneling spectroscopy to study the impact of surface defects on the electronic 
structures of hydrogen-passivated SiNCs supported on the Au(111) surface. Spatial maps 
of the local electronic density of states (LDOS) produced by our measurements allowed 
us to identify locally-enhanced defect-induced states as well as quantum-confined states 
delocalized throughout the SiNC volume. We use theoretical calculations to show that the 
LDOS spectra associated with the observed defects are attributable to Si–O–Si bridged 
oxygen or Si–OH surface defects. 
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10.2. Background 
Silicon semiconductor nanocrystals (NCs) have recently emerged as a promising 
alternative to metal chalcogenide-based quantum dots (QDs) in a wide range of 
photophysical applications including light-emitting devices
1, 2
 and photovoltaics,
3-6
 as 
well as in biomedical imaging and tracking.
7, 8
 Among the advantages of SiNCs are the 
lower toxicity of silicon and the potential for a more robust covalent passivation of SiNC 
surfaces.
9, 10
 For sufficiently small SiNCs, the indirect electronic bandgap of silicon, 
responsible for the inefficient coupling to light in larger NCs, becomes ill-defined,
11-13
 
which leads to a dramatic brightening of radiative transitions,
14-17
 and thus enables optical 
and optoelectronic applications of SiNCs. Further, multiple exciton generation in ultra-
small SiNCs has been considered as a potential route for increasing the efficiency of 
photovoltaic devices.
18-20
 While beneficial for applications, the ultra-small size of SiNCs 
makes them extremely susceptible to the chemical structure of the NC surface. In 
particular, the tendency of SiNC surfaces to oxidize,
21, 22
 resulting in pronounced changes 
in optical properties, has been a major challenge not only for applications based on 
SiNCs, but also for the basic understanding of SiNC photophysics. The presence of 
oxidative defects on the SiNCs surface has been shown to produce red-shifted 
photoluminescence (PL), with photon energies being considerably less sensitive to the 
SiNC size than predicted for emission from quantum-confined states.
23-28
 The exact 
origin of this emission remains poorly understood, which is due, in part, to the diversity 
of chemical defects resulting from surface oxidation of silicon,
29, 30
 and the lack of 
experimental techniques capable of directly identifying the chemical structures of defects 
responsible for the red-shifted PL. Theoretical studies suggest that Si–O–Si bridged 
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oxygen,
31-33
 as well as sufficient coverage of Si–OH surface groups may result in red-
shifted PL.
13, 34
 Indeed, it would be natural to expect these defects to play a role in PL of 
SiNCs, since both defects appear prominently in Fourier transform infrared spectroscopy 
(FTIR) of porous hydrogen-passivated SiNCs within minutes of exposure to ambient 
air.
23
 Alternatively, a red shift consistent with the experimental data may be attributed to 
emission from individual defects associated with surface silicon-oxygen double (Si=O) 
bonds,
23, 31-33, 35-37
 which have not, however, been observed in FTIR spectra of emissive 
SiNCs. Finally, completely oxidized SiNCs have also been shown to possess delocalized 
electronic states with calculated energies consistent with the experimentally observed 
PL.
38
 The plurality of theoretical models explaining the origin of red-shifted emission 
highlights the need for experimental studies that could directly identify the chemical 
nature and electronic structures of individual defects in individual SiNCs. This capability 
is offered by scanning tunneling spectroscopy (STS),
39
 which has been used to study 
quantum confinement effects in individual SiNCs,
40
 as well as localization of individual 
sub-bandgap states in PbS nanocrystals.
41, 42
 
10.3. Experimental details 
Experiments were carried out in a home-built ultra-high vacuum (UHV) 
cryogenic STM system.
43
 A Au(111)/mica substrate was prepared in situ using multiple 
neon sputter/anneal cycles. Hydrogen-passivated SiNCs were fabricated via thermal 
disproportionation in a polymeric sol–gel hydrosilicate precursor, and subsequently 
liberated from the resulting oxide host matrix via a wet chemical etch (i.e., with 
HF/EtOH/H2O) using a protocol described previously
44
 (for further details see 
Supporting Information in Appendix H). The SiNCs were suspended in pentane, and 
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deposited onto the Au(111) surface in high-vacuum conditions using a solenoid pulse-
valve. The deposition parameters were chosen so as to obtain monolayer NC coverage. 
The Au(111) substrate with deposited SiNCs was then degassed overnight in UHV at ~50 
°C to remove any residual pentane from the sample surface. All STM topographies and 
STS measurements were obtained at a temperature of ~20 K using silver tips prepared by 
electrochemical etching and subsequent sputtering in UHV. All STS spectra were 
recorded using the lock-in technique at 570 Hz and a bias modulations varying from 10 
(individual spectra and 1-D spatial scans) to 50 mV (2-D LDOS maps). 2D LDOS 
mapping requires tip-sample spatial registry throughout the mapping process (typically, 
several hours). This capability is enabled by the unique spatial stability (better than ~0.2 
Å/hour) of our STM system.43  
Theoretical calculations were performed using DFT, as implemented in the 
pseudo-potential package SIESTA,
45, 46
 employing local density approximation (LDA) 
exchange and Ceperlay-Alder parameterization of the potential, as described 
previously.
33
 Numerical atomic orbitals were used as a basis set: “single zeta with 
polarization” orbitals for Si and O, and “double zeta” for H. Further details of the basis 
sets for different elements are given in Ref. 12. For hydrogenated SiNCs smaller than 4 
nm in diameter, the described approach provides a good approximation of electronic 
bandgaps.
12
 
To simulate the experimental data, LDOS was calculated as probability density 
sum                           
 
          of individual Kohn-Sham orbitals 
          obtained from DFT. To account for finite spatial and spectral resolution of the 
experimental data, the contributions of individual orbitals to the total LDOS were 
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Gaussian-broadened by 50 meV in energy, and by 0.2 nm in space. To more closely 
reproduce experimental conditions where the integral of each dI/dV spectrum is equal to 
the setpoint current, calculated LDOS spectra for each specific spatial location were 
normalized such as to yield integrals          equal to the setpoint value    : 
                           
  
 
    
Here          represents the calculated tunneling current in each spatial location, 
and    is the setpoint bias voltage (noted in the corresponding figure captions). 
10.4. Results and discussion 
This chapter includes the first report of the studies of defect-induced electronic 
states on the surfaces of individual hydrogen-terminated SiNCs using spatially-resolved 
STS mapping. Hydrogen-terminated SiNCs were spray-deposited onto a Au(111) 
substrate in vacuum and studied using an ultra-high vacuum (UHV) cryogenic scanning 
tunneling microscope (STM) system
43
 (see Methods for further experimental details). In 
STM images, SiNCs deposited on Au(111) surfaces appeared as protrusions with typical 
dimensions in the 2-4 nm range (Figures 10.1a and 10.3a). Using STS we recorded 
energy-dependent local density of states (LDOS) spectra of individual SiNCs by 
measuring the differential tunneling conductance (dI/dV) as a function of the applied bias 
voltage (see Methods for details of the measurements). We focus our attention on the 
electronic states in the vicinity of the bandgap, since these are the states that are primarily 
responsible for the photophysical and electron transport properties of individual NCs and 
NC-based materials. In the following, we summarize our STS studies of 27 individual 
SiNCs.  
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Individual LDOS spectra measured on different SiNCs showed similar 
progressions of electronic states, comparable to the theoretically predicted progressions 
of states for hydrogen-passivated SiNCs with similar diameters (Figure H1). All SiNCs 
studied could be roughly divided into two classes: nominally “defect-free” SiNCs, which 
showed electronic states delocalized over the whole NC surface, and nominally “defect-
containing” SiNCs exhibiting electronic states with LDOS strongly enhanced at specific 
 
 
Figure 10.1. Spatial mapping of LDOS for NC1. (a) STM topographic image. (b) LDOS 
(measured as dI/dV) as a function of the bias voltage and position x along the path shown 
in (a). R1-R3 indicate regions with specific patterns of LDOS spectra. In (b), the 
individual unoccupied and occupied LDOS spectra were normalized separately, for 
clarity. (c) Individual LDOS spectra from (b) measured at points P1 through P4. Spectra 
are offset for clarity. Identical spectra for P1 and P2 scaled by ×0.2 are also shown. 
Occupied and unoccupied states are marked “H” and “E” respectively in both (b) and (c). 
Individual LDOS peaks are observed at slightly different voltages across the NC due to 
the finite location-dependent voltage drop inside the NC. (d) Topography from (a) 
overlaid with its contour plot. Contours correspond to vertical separation of 0.68 Å (half 
of one Si(100) atomic step). (e-j) 2D LDOS maps for voltages corresponding to the peaks 
indicated in (c). Upper row shows the LDOS maps overlaid with contour lines from (d). 
Lower row of LDOS maps shows Si(100) lattice directions identified in the spatial LDOS 
intensity distributions. Solid lines are       and       directions (perpendicular to each 
other), dashed lines are       and       , dotted lines are       and       , dash-dotted 
lines are       and       . [Assignment of the primary directions       and       is 
made using the predominant orientation of linear features in the LDOS patterns.] 
Measure of localization   is calculated for every 2D map, as explained in the main text. 
(k) Calculated representation of NC1 shape (see Supporting Information in Appendix H 
for details) with its contour plot overlaid. Black and white lines on top of the contours 
correspond to Si(100) directions. 
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locations. LDOS spectra of each “defect-free” SiNC contained a nearly identical set of 
electronic peaks Hn (occupied states) and En (unoccupied states) across the whole NC 
surface, as shown in Figures H2 and 10.1a-c for one representative SiNC (NC1 in the 
following). The relative intensities of electronic peaks Hn and En depend on the specific 
spatial location, as visualized in Figure 10.1b, which shows an array of LDOS spectra 
recorded along the line shown in Figure 10.1a.  
Intriguingly, the LDOS spectra (and intensities of electronic peaks) are nearly 
identical within specific regions on the NC1 surface (regions R1-R3 in Figure 10.1b, 
representative LDOS spectra for each region are shown in Figure 10.1c), and change on 
the angstrom scale at the boundaries between the regions, a behavior that was also 
observed for other “defect-free” SiNCs (data not shown). To further explore the nature of 
peaks Hn and En, we recorded two-dimensional (2D) spatial LDOS maps showing the 
distribution of each electronic state across the NC1 surface (Figures 10.1e-j). To ensure 
that we could identify all of the (possibly localized) electronic states in SiNCs, we 
recorded LDOS spectra on a two-dimensional grid of points covering the spatial range 
corresponding to Figure 10.1d. The 2D maps in Figures 10.1e-j were then generated by 
taking subsections of this LDOS dataset corresponding to specific energies (voltages). 
Thus obtained 2D LDOS maps show that the main states of NC1 are completely 
delocalized (showing non-zero LDOS) on the observable part of the NC1 surface, even 
though 2D-regions of varied intensities (similar to 1D-regions R1-R3 in Figure 10.1b) are 
present. Strikingly, the boundaries of these regions are aligned along specific directions 
attributable to a {100} crystallographic facet (bottom Figures 10.1e-j, see caption for 
details), an observation that was common for the majority of SiNCs studied (in addition 
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to SiNCs showing crystallographic directions attributable to {100} facets, SiNCs 
showing directions consistent with {111} facets were also observed).  
A crystallographic origin of directional order in the 2D LDOS maps is further 
supported by our analysis of the STM images of the corresponding SiNCs. In this 
analysis, we attempted to de-convolute the effects of STM tip-shape and finite tip-NC 
distance (~0.8 nm), which both lead to broadening and rounding of the apparent NC 
shapes observed in the STM images (see Figure H3 for details). Thus deconvoluted 
images show sharply-defined facets (see Figure 10.1k for NC1) with directions identical 
to those found in the LDOS maps (these directions are also present in as-recorded STM 
images – see Figure 10.1d), which strongly suggests that the observed directional order in 
both 2D maps and recalculated STM images originates from the crystallographic 
structures of the SiNCs.  
The correlation with the crystallographic directions and the delocalized nature of 
electronic states in “defect-free” SiNCs together suggest that these states correspond to 
quantum-confined states delocalized throughout the bulk of NC1 rather than defect states 
(the latter, in contrast, can be expected to show LDOS enhanced at the defect locations). 
To test this hypothesis, we carried out density-functional theory (DFT) calculations (see 
Methods for details) for a set of model NCs of different sizes. For the simulations, we 
chose approximately spherical NC shapes (Figure 10.2a), as expected for SiNCs with 
sizes below ~6 nm.
47, 48
 
In agreement with the measured 2D LDOS maps, our calculations for defect-free 
SiNCs (see Figure 10.2 for a SiNC with a size of ~3.5 nm, similar to that of NC1) 
reproduce the progressions of electronic peaks Hn and En observed in LDOS of studied 
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SiNCs. We note that each peak in Figures 10.2b-c is comprised of several closely-spaced 
distinct electronic states formed from states associated with different electronic valleys in 
the Brillouin zone of bulk Si.
49
 These states are not completely resolved in our 
measurements, even though their presence is suggested by the fine structure of LDOS 
spectra (Figures H2c,d). Finer spectral structure could not be observed due to the intrinsic 
broadening of STS spectra associated with coupling of tunneling electrons to vibrational 
excitations,
50
 which exceeds the inter-valley splitting for simulated SiNCs (~50 meV).  
Significantly, our calculations reproduce the existence of distinct surface regions 
with specific LDOS spectra (Figures 10.2b-c), and the presence of directional order in the 
spatial LDOS distributions (Figures 10.2e-j), even though the precise spatial patterns for 
experimental and theoretical 2D maps are not identical. The differences in the two 
datasets are attributable to the fact that the precise shape of NC1, which has a profound 
 
 
Figure 10.2. Theoretical LDOS for a model near-spherical (diameter ~3.5 nm) SiNC 
(with composition H412Si1087). (a) NC geometry. (b) Calculated 1D LDOS map as a 
function of the bias voltage and position x along the path shown in (a). (c) Individual 
LDOS spectra from (b) measured at points P1 through P3. Spectra are offset for clarity. 
The number of discrete states in each peak is indicated. (d) NC geometry rotated by 90° 
around the vertical axis and exposing facets mapped in (b) as well as in (e-j). (e-j) 2D 
maps of LDOS for selected states near the electronic bandgap. LDOS intensities were 
calculated on a 3D surface equidistantly offset from the NC surface by 3 Å, similarly to 
the path shown in (a). In order to more closely reproduce experimental conditions, all 
spectra were normalized to give the same total current at 1.35 V (see Methods for 
details). Measure of localization   is calculated for every 2D map, as explained in the 
main text. 
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impact on the electronic LDOS spatial distribution, is not known (since a large part of the 
NC1 surface is not observable in STM imaging) and thus could not be modeled directly. 
The close similarity between the theoretical and experimental results in Figures 10.1 and 
10.2 reinforces the interpretation of states in Figure 10.1 as those of quantum-confined 
nature, and delocalized in the interior of the NC, analogously to the calculated three-
dimensional LDOS distributions shown in Figures H4 and H5.  
In addition to “defect-free” SiNCs with delocalized electronic states, we have also 
observed SiNCs (6 out of 27 SiNCs studied in our experiments) showing localized areas 
with strongly enhanced LDOS. An example of this behavior is shown in Figures 10.3 and 
H6 for a representative SiNC (NC2 in the following). For example, a one-dimensional 
LDOS map (Figure 10.3b) of NC2 shows peaks E2 and H2 delocalized over the entire 
spatial range of the scan, while peaks H1
*
 and H1
**
 (corresponding to a smaller bandgap) 
are primarily concentrated in regions R1 and R3, respectively. Closer inspection reveals 
peaks E1 and H1 with lower intensities everywhere along the mapping path (Figure 
10.3c). The 2D LDOS maps of these electronic states (Figures 10.3e-j) give a more 
complete picture: states En and Hn of NC2 appear over the entire observable part of NC2, 
showing 2D-regions of varied intensities. Similarly to the directional order in 2D LDOS 
maps of NC1, the boundaries of some of these regions are aligned along the main 
crystallographic directions of NC2 (bottom Figures 10.3e-j). Importantly, spatial 
distributions of several LDOS features appear very different from those of NC1. In 
particular, pronounced spatially-confined maxima H1
*
, H1
**
 and H2
*
 are observed in 
Figures 10.3e and f, with the spatial LDOS concentration in the corresponding maps 
being significantly higher than that in the other maps for NC1 and NC2. To analyze this 
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Figure 10.3. Spatial mapping of LDOS for NC2. Data arrangement and markings are the same as in Figure 10.1. In (b), the individual 
unoccupied and occupied LDOS spectra were normalized separately, for clarity. Peak E2 is measured at three voltages E2
n. 
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localization quantitatively, we implemented a comparison of average and median values 
for a particular LDOS map, which is sensitive to the presence of sharp intense peaks in 
DOS maps. We constructed a measure of localization of the form:   
             
             
      
(where            and     are the average and median values, respectively), which for more 
spatially-concentrated peaks H1
*
, H1
**
 and H2
*
 gives values       (bottom Figures 
10.3e and f), while the rest of the maps shows         (as listed in the respective 
figures), which we consider to be representative of “delocalized” states. The spatial 
concentration of peaks H1
*
, H1
**
 and H2
*
 suggests that they may correspond to defect-
related states (because H1
*
 and H1
**
 are spatially well-separated, they likely correspond to 
two different defects).   
To investigate the nature of observed locally-enhanced peaks H1
*
 and H1
**
, we 
carried out DFT calculations of the electronic structures of SiNCs containing individual 
chemical defects.
33
 Because a substantial fraction (~22%) of studied SiNCs showed 
defects of the type shown in Figure 10.3, these are likely to be of the same chemical 
nature, and must be very common for the hydrogen-passivated SiNCs used in our study. 
Surface oxidation is particularly common for such SiNCs, and is known to produce a 
variety of oxygen-containing bonds on the SiNC surfaces often leading to formation of 
intra-gap states.
23, 31, 35
 We thus restrict our consideration to elementary defects caused by 
oxidation, which include three main classes: Si–O–Si bridged oxygen, Si–OH groups, 
and Si   O bonds. For SiNCs studied in our experiments, the most likely candidate is the 
Si–O–Si bridged oxygen defect, which is the only type of defect identifiable in the FTIR 
spectra of as-synthesized hydrogen-passivated SiNCs used in our study.
44, 51
 Another 
possible candidate are the Si–OH surface groups, which have been identified in FTIR 
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spectra of SiNCs synthesized using a similar technique.
30
 However, the presence of these 
defects in our SiNCs may be somewhat less likely due to their instability under vacuum 
conditions.
52
 Surface Si   O defects have been implicated as a possible source of the red-
shifted defect-induced PL,
23, 31, 35
 and have been observed on the SiNC surfaces under 
vacuum conditions.
52
 
Theoretical simulations of one-dimensional LDOS maps for the Si   O defect on 
the surface of a model SiNC with a size of ~2 nm, similar to that of NC2, show two peaks 
enhanced at the defect location: the highest-occupied peak H1* and the lowest-
unoccupied peak E1
*
 (Figure H7b, see also Figures H7g and h). Comparison of a one-
dimensional LDOS map of this NC (Figure H7b) to those of its defect-free variant 
(Figure H8b), shows that the bandgap of the defective NC is reduced at the defect 
location by ~300 meV. However, the energy differences between the delocalized peaks 
H1 and E1 are nearly identical for both NCs, suggesting that the defect-induced peaks H1
*
 
and E1
*
 effectively correspond to trap states within the defect-free bandgap. In contrast, 
bandgaps obtained from theoretical LDOS of both Si–O–Si and Si–OH defects (Figures 
10.4b and H9b, respectively) are quite similar to that of the defect-free SiNC (Figure 
H8b), consistent with previous theoretical results.
23, 31, 33, 35
 The impact of these defects is 
primarily in the redistribution of the SiNC LDOS, resulting in enhanced LDOS at the 
location of the corresponding defect (compare peaks H1 with maxima H1
*
 in Figures 
10.4e-g and H9e-g to Figure H8e-g). The varied impacts of the different types of defects 
on the SiNC LDOS are directly related to the specific spatial distributions of the 
corresponding electronic states (Figures H10-15). Indeed, in the case of the Si   O defect, 
the bandgap-forming states H1
*
 and E1
*
 are tightly localized (in three dimensions) within 
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the immediate vicinity of the defect (Figure H11), while the bandgap-forming states for 
the Si–O–Si and Si–OH defects are delocalized within the NC interiors, with only a small 
fraction of the total DOS found in the defect vicinity (Figures H12-15), reminiscent of the 
LDOS distributions for the defect-free NC (Figures H16-17).  
Analysis of the specific spatial LDOS distributions expected for the different 
oxidative defects discussed above (Figures 10.4, H7 and H9) allows us to shed light into 
the nature of the defect-induced states shown in Figure 10.3. In particular, the presence of 
the locally-enhanced peak E1
*
 in the theoretical LDOS is incompatible with the 
experimental LDOS for the lowest unoccupied state E1 of NC2 (Figure 10.3g), where 
only a small local maximum, instead of a strongly locally-enhanced peak is observed at 
the defect location corresponding to peak H1
** 
in Figure 10.3f and no maximum is found 
at the location of peak H1
* 
in Figure 10.3f. The same conclusion is suggested by the fact 
that in Figure 10.3g, the localization parameter   is dramatically smaller than those found 
for Figure H7h or Figure 10.3f (   versus 32% and 28%, respectively). The absence of 
strong local DOS maxima in Figure 10.3g thus suggests that the Si   O defects are 
 
 
 
Figure 10.4. Theoretical LDOS for a model near-spherical (diameter ~2 nm) SiNC with a 
bridged oxygen (Si−O−Si) impurity, and composition H114Si175O. Data arrangement and 
markings are the same as in Figure 10.2. In (c), P1 corresponds to the maximum of orbital 
E
* 
LDOS, P2 corresponds to the defect location, and P3 is positioned on the opposite side 
of NC with respect to P2. The top and bottom rows in (d-j) show two opposite sides of the 
NC, respectively. To more closely reproduce experimental conditions, all spectra were 
normalized to give the same total current at 1.7 V. 
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unlikely to be responsible for the locally-enhanced states observed in Figure 10.3. In 
contrast, we find that for the Si–O–Si and Si–OH defects, the agreement between the 
experimental and theoretical DOS is significantly better:  the redistributions of the SiNC 
LDOS, resulting in enhanced occupied LDOS at the location of the corresponding defect 
(peaks H1 with local maxima H1
*
 in Figures 10.4 and H9), are analogous to that found in 
the experimental LDOS for NC2 (peak H1 with maxima H1
*
 and H1
**
 in Figure 10.3). 
Further, in both experimental and theoretical data, the highest occupied states are not 
completely localized at the defect locations, but persist over the whole NC surface 
(compare, for example, Figures 10.3f to 10.4g and 10.9g). The unoccupied states in the 
theoretical LDOS remain relatively uniform across the NC surface, which is also 
consistent with the unoccupied states in the experimental LDOS of NC2 (compare, for 
example, Figures 10.3g-j to 10.4h,j and H9h,i). The unoccupied states in the theoretical 
LDOS are not significantly modified as compared to a completely hydrogen-passivated 
SiNC (Figure H8, H16 and H17), except for some band splitting in E2 (Figures 10.4b and 
H9b), which is more noticeable for Si–O–Si, a consequence of a stronger geometric 
perturbation resulting from this type of defect.
31
 In addition, in the case of Si–O–Si, this 
splitting produces an orbital E
*
 concentrated around the defect (Figure 10.4i). This 
orbital, however, is not resolved in the experimental LDOS, which is likely due to the 
electron-vibrational band broadening effect discussed above. Significantly, the trends 
found for the localization parameter   in Figures 10.4 and H9 are similar to those found in 
Figure 10.3 (we note that we do not expect the theoretical and experimental values of   to 
be in precise quantitative agreement since the corresponding NC structures and surfaces 
used for calculation of   are different). The close qualitative similarities between the 
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theoretical and experimental LDOS suggest that the defects of the type corresponding to 
peaks H1
*
 and H1
**
 in Figure 10.3b may be associated with either Si–OH or Si–O–Si 
defects (the latter is more likely, as mentioned earlier).  
Defects of the type found for NC2 were observed only on SiNCs with relatively 
small diameters (less than ~2.5 nm). In contrast, nominally “defect-free” SiNCs (with 
electronic states delocalized) similarly to those found for NC1 were typically larger. The 
lack of clearly identifiable defects on larger SiNCs does not mean that these SiNCs were 
entirely defect-free: our calculations show that the impact of elementary defects on the 
spatial LDOS patterns of such SiNCs is minimal and nearly nonexistent (for states close 
to the electronic bandgap) for sufficiently large SiNCs (Figure H18), which suggests that 
the LDOS in Figure 10.1 may be spatially modulated by defects, even though the 
presence of such defects could not be unequivocally established from our measurements.   
10.5. Conclusions 
Spatial mapping of the LDOS of individual SiNCs and theoretical calculations 
reported in this chapter show that oxidative defects spatially modulate the LDOS on 
SiNC surfaces producing LDOS patterns of varied degrees of inhomogeneity that depend 
on the NC size. For sufficiently small SiNCs, locally-enhanced LDOS attributable to 
either Si–OH or Si–O–Si defects are observed in LDOS mapping and reproduced in 
theoretical calculations. In contrast, spatial LDOS distributions (and, consequently, the 
photophysical properties) of larger SiNCs are relatively insensitive to the presence of 
such defects. The present work was carried out using an ultra-stable closed-cycle 
cryogenic STM system,
43
 which uniquely enables detailed STS mapping of statistically-
significant quantities of individual NCs. We anticipate that further STS studies of NCs 
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using our approach will contribute to building a more complete picture of the diverse 
types of defect states, in particular dangling bond defects, which are known to 
significantly affect the photophysical processes in SiNCs.
53, 54
 
10.6. Bridge to Chapter XI 
In the next chapter we will broaden our study of individual point defects on the 
surface of SiNC by including defects caused by dehydrogenation of SiNC’s passivation 
shell. We will experimentally study, for the first time, the process of DB-creation in 
individual SiNCs, and the impact of DBs on the SiNC electronic structure. DBs are 
created by injecting electrons into individual SiNCs, which results in gradual 
dehydrogenation of SiNC surfaces. We will monitor the changes in surface structure by 
using STS, which shows that dehydrogenation leads to shrinking of the electronic 
bandgap, and eventually produces midgap electronic states corresponding to DB effects. 
We will further find that DBs can exist in different charge states. These findings provide 
a first direct visualization of possible scenarios for defect generation in SiNC-based 
optical and opto-electronic applications, where photo-generated charge carriers with 
sufficient energies could induce creation of DB defects. 
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CHAPTER XI 
VISUALIZATION AND SPECTROSCOPY OF DEFECTS 
INDUCED BY DEHYDROGENATION IN INDIVIDUAL 
SILICON NANOCRYSTALS 
 
This chapter by Dmitry A. Kislitsyn, Jon M. Mills, Vancho Kocevski, Sheng-Kuei 
Chiu, William J. I. DeBenedetti, Christian F. Gervasi, Benjamen N. Taber, Ariel E. 
Rosenfield, Olle Eriksson, Ján Rusz, Andrea M. Goforth, and George V. Nazin has been 
previously published under the same title in The Journal of Chemical Physics 144, 
241102 (2016). Copyright © 2016 AIP Publishing LLC. 
11.1. Introduction 
We present results of a scanning tunneling spectroscopy (STS) study of the 
impact of dehydrogenation on the electronic structures of hydrogen-passivated silicon 
nanocrystals (SiNCs) supported on the Au(111) surface. Gradual dehydrogenation is 
achieved by injecting high-energy electrons into individual SiNCs, which results, 
initially, in reduction of the electronic bandgap, and eventually produces midgap 
electronic states. We use theoretical calculations to show that the STS spectra of midgap 
states are consistent with the presence of silicon dangling bonds, which are found in 
different charge states. Our calculations also suggest that the observed initial reduction of 
the electronic bandgap is attributable to the SiNC surface reconstruction induced by 
conversion of surface dihydrides to monohydrides due to hydrogen desorption. Our 
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results thus provide the first visualization of the SiNC electronic structure evolution 
induced by dehydrogenation, and provide direct evidence for the existence of diverse 
dangling bond states on the SiNC surfaces.  
11.2. Background 
Silicon nanocrystals (SiNCs) have recently attracted a great deal of attention as a 
promising photophysical material with applications in photovoltaics,
1-4 
light-emitting 
devices,
5, 6
 and biological tagging.
7, 8
 SiNCs offer the advantages of low toxicity and 
robust surface passivation involving, for example, formation of covalent Si-C bonds.
9, 10 
Importantly, the optical properties of SiNCs are strongly dependent on their dimensions, 
with a dramatic brightening of radiative transitions observed for sufficiently small 
SiNCs,
11-14 
a consequence of changes in the electronic structure leading to the relaxation 
of the momentum conservation rules known to suppress radiative transitions in bulk 
silicon.
15-17
 While the ultra-small size of SiNCs is essential for optical applications, the 
resulting large surface to volume ratio means that SiNCs are very susceptible to their 
chemical environment and the presence of defects on their surfaces.  
A wide variety of approaches for controlling the SiNC surface chemistry have 
been developed, including passivation with organic molecules
18-20
 as well as oxidation.
21-
23
 One of the most common defects found at SiNC surfaces, regardless of the surface 
passivation technique, is the silicon dangling bond (DB). For example, DBs exist at Si-
SiO2 interfaces
24, 25
 and at the surfaces of alkyl-passivated SiNCs.
26
 DBs can also be 
produced by mild oxidation of hydrogenated SiNCs,
27
 and by exposure to ultra-violet 
radiation.
28, 29
 DBs are known to act as non-radiative recombination centers leading to de-
excitation of electronically excited states.
30
 In contrast, charged DBs have been found to 
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serve as radiative recombination centers in SiNCs with sufficiently large gap energies.
31
 
Further, depending on their charge and local stress, DBs at the surface of oxidized SiNCs 
were predicted to be capable of inducing intermittency in the SiNC photo-
luminescence.
32
 However, the varied impact of the different DB charge states on the 
SiNC photophysics, especially in the context of the different possible surface 
passivations, remains to be fully addressed. 
While the DB-induced electronic states in SiNCs have received a great deal of 
attention,
33, 34
 conventional experimental techniques are often limited to ensemble-level 
measurements, where the variations in DBs structures and local environments are 
averaged out.
32
 A promising approach for addressing individual defects on SiNC surfaces 
is scanning tunneling microscopy (STM), which has proven to be uniquely suited for 
studies of individual DBs on silicon single-crystal surfaces.
35-38
 Further, STM enables 
scanning tunneling spectroscopy (STS),
39
 a technique that has been used to visualize the 
electronic structures of individual DBs,
36
 as well as complex structures composed of 
many DBs.
38, 40-42
 However, until now, no STM/STS results describing DBs on SiNC 
surfaces have been reported, even though STS has been used to study quantum-
confined,
43
 as well as defect-induced,
44
 electronic states in individual SiNCs.  
11.3. Experimental details 
Using previously published protocols,
44
 experiments were performed in a home-
built ultra-high vacuum (UHV) cryogenic (closed-cycle cryostat-based) STM system.
45
 A 
Au(111)/mica substrate was prepared in situ using multiple neon sputter/anneal cycles. 
Hydrogen-passivated SiNCs were fabricated using a protocol described previously.
46
 The 
SiNCs were suspended in pentane, and using a solenoid pulse-valve were deposited onto 
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the Au(111) surface in high-vacuum conditions, parameters were chosen so as to obtain 
monolayer NC coverage. The SiNC covered Au(111) substrate was subsequently 
annealed overnight in UHV at ~50 °C to remove any residual pentane from the sample 
surface. All STM topographies and STS measurements were obtained at a temperature of 
~20 K using silver tips prepared by electrochemical etching and subsequent sputtering in 
UHV. All STS spectra were recorded using the lock-in technique at 570 Hz and bias 
modulations varying from 10 (individual spectra and 1-D spatial scans) to 50 mV (2-D 
DOS maps). Thermal drift has to be carefully monitored during the STS measurements in 
order to maintain tip-sample spatial registry. Typical lateral drift values during the 
reported STS measurements were <0.2 Å for single-point spectra, ~1.7 Å for 1-D STS 
maps, and ~2.7 Å for 2-D maps (the numbers are different due to the different acquisition 
times used for each type of measurement). While displacements during single-point STS 
were negligible, locations of individual data points in STS maps were drift-corrected by 
using an appropriate constant drift rate for each measurement (as determined from STM 
imaging). To ensure constant drift rates, the piezo creep associated with spatial 
repositioning was minimized by allowing the STM piezos to equilibrate for more than 
~15 hours, after which the drift rates were found to be nearly constant within the time 
frame required for acquisition of a STS map.
45
 Theoretical calculations were performed 
using DFT, as implemented in the pseudo-potential package SIESTA,
47, 48
 employing 
local density approximation (LDA) exchange, as described previously,
49
 which, for 
hydrogenated SiNCs smaller than 4 nm in diameter, provides a good approximation of 
electronic bandgaps.
16
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11.4. Results and discussion 
In this chapter we describe spatially-resolved STS mapping of charged and 
neutral DB defects created by current-induced dehydrogenation of individual hydrogen-
terminated SiNCs. SiNCs were sprayed onto a Au(111) substrate held in high-vacuum 
conditions, and studied using an ultra-high vacuum (UHV) cryogenic scanning tunneling 
microscope (STM).
45
 The deposited SiNCs formed a near-monolayer film on Au(111), 
with individual SiNCs appearing as protrusions with lateral dimensions of 2 to 4 nm, as 
shown in Fig. 11.1(a). To characterize the electronic structures of individual SiNCs, we 
recorded the differential tunneling conductance (dI/dV) as a function of the applied bias 
voltage and location. Thus produced dI/dV (STS) spectra are interpreted as energy-
dependent local density of states (LDOS) spectra with the bias voltage giving the energy 
scale. Thirty individual SiNCs were studied in this fashion, as detailed in the following 
for one representative SiNC [Fig. 11.1(b)]. 
STM-induced dehydrogenation of single-crystal silicon surfaces has been studied 
in detail in the past two decades, with significant insights achieved into the physical 
mechanisms of hydrogen desorption
50
 and the electronic structures of dehydrogenated 
areas.
51, 52
 Generally, elevated bias voltages are required, with the exact magnitude of the 
bias voltage and tunneling current strongly affecting the mode of desorption, which can 
involve either direct electronic or multiple-vibrational excitation of the Si-H bond via 
tunneling electrons.
53
 This process is thus referred to as electron-stimulated desorption 
(ESD).
54
 Depending on the chosen parameters of the voltage pulse, hydrogen desorption 
can either occur one atom at a time, or involve several atoms.
55
 In our experiments, in 
order to induce desorption of hydrogen, we applied voltages in the range of ~ 2.5 - 3 V, 
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chosen to be sufficiently low to prevent extensive changes to the SiNC surfaces. For 
single-crystal silicon surfaces, the desorption of hydrogen at such bias voltages was 
previously attributed to multiple vibrational excitation via electrons tunneling through the 
σ* (Si-H) unoccupied orbital.50, 53, 56  
 
 
 
FIG. 11.1. STM/STS characterization and theoretical modeling of SiNCs. (a) 
Topography of an area showing several SiNCs. (b) Enlarged topography corresponding to 
the dashed square in (a). (c) STS spectra measured at locations A and B marked in (b). 
Curves A1 through A7 show transformations of the LDOS spectra in location A with 
successive application of bias voltage pulses (see text for details). States marked 'H' and 
'E' correspond to occupied and unoccupied states, respectively, except for features caused 
by “reverse” tunneling, as described in the text. Spectra are offset for clarity. (d) Model 
of fully hydrogen-passivated SiNC (composition H172Si239). (e) Theoretical LDOS spectra 
averaged over the entire NC surface. Spectra FH and R correspond to the fully hydrogen-
passivated SiNC in (d), and to the completely reconstructed SiNC in (f), respectively. 
Spectrum PR corresponds to a partially reconstructed version of SiNC from (d), with 
33% of dihydrides converted to monohydride dimers. D  ,  D  , and D   are spectra of 
the completely reconstructed model with an additional DB and charges 0,   , and –  , 
correspondingly. Spectrum SD   illustrates the effect of “bipolar” tunneling on STS of 
electronic states with LDOS described by curve D  . Spectra were Gaussian-broadened 
by 100 mV, with onsets corresponding to the discrete energy levels obtained from DFT 
calculations. All spectra were modeled assuming a finite bias voltage drop inside the 
SiNC (see text). (f) Model of a monohydride-passivated SiNC (composition H100Si239) 
with 21:H surface reconstruction, and silicon core identical to that of (d). Location of 
the DB is also indicated. For further details of the measurements including spatial drift 
estimates, see Supporting Information in Appendix I.   
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Before ESD was induced by STM, LDOS spectra measured at different locations 
of “pristine” SiNCs showed progressions of electronic states with electronic bandgaps 
closely matching those predicted by theoretical calculations.
44
 For example, in the case of 
the chosen representative SiNC from Fig. 11.1(b), the apparent bandgap of ~2.5 eV was 
found, formed by an occupied state   
   and an unoccupied state   
   in curve A1 of Fig. 
11.1(c) [we define the bandgap as the voltage difference between the onsets of 
conduction]. This bandgap value is expected to be larger than the real bandgap due to the 
finite bias voltage drop inside the NC: in a biased tunnel junction involving a NC, a finite 
voltage drop occurs across the NC volume shifting the energy of all electronic states by 
     (where    is the bias voltage, and     is a function of the NC dimensions and 
dielectric susceptibility). This means that the voltage corresponding to the onset of 
tunneling for a state with energy    (this energy is measured with respect to the Fermi 
level of the sample, and can be positive or negative) can be then calculated as       
  .57, 58 Here, we roughly estimate   to be ~0.2 (as explained further in the Supporting 
Information in Appendix I, Fig. I1-I2), which gives a real bandgap of 2.5 eV  0.8 = 2 
eV. This value is consistent with that obtained from density functional theory 
calculations,
49
 as illustrated by the LDOS spectrum FH in Fig. 11.1(e),
16
 calculated 
(taking into account the finite value of  ) for a model hydrogen-passivated SiNC shown 
in Fig. 11.1(d). (The diameter of this SiNC is ~2.2 nm, which matches that extracted from 
Fig. 11.1(b) after correcting for the tip convolution effects, as explained in Ref. 44.) Our 
calculations show that each one of the LDOS peaks is comprised of several quantum-
confined electronic states formed from Bloch states associated with different electronic 
valleys in the Brillouin zone of bulk silicon.
16, 17, 44
 Due to their close energy spacing, 
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these states are not completely resolved in our LDOS spectra, where electronic peaks are 
significantly broadened (typical peak width of ~200 mV) by coupling of tunneling 
electrons to vibrational excitations.
59
 
For each “pristine” SiNC, after recording LDOS spectra at several representative 
locations, we attempted to induce ESD by applying higher bias voltages (2.5 - 3 V), and 
quantified the results at each step by detailed mapping of LDOS in order to establish the 
presence of DBs. For the SiNC from Fig. 11.1(b), application of higher bias voltages 
resulted in formation of new peaks   
   and   
   [curve A2 of Fig. 11.1(c)], and a notable 
reduction in the apparent bandgap. Importantly, peaks   
   and   
   are delocalized over 
the entire SiNC surface (Fig. I3) suggesting that they do not correspond to localized 
defects. This behaviour can be explained by reconstruction of the SiNC surface induced 
by the hydrogen desorption. Specifically, while a significant portion of Si surface atoms 
in the as-synthesized SiNCs are passivated with dihydride groups (Fig. I4), hydrogen 
desorption from neighbouring SiH2 can lead to their dimerization analogous to the 21:H 
reconstruction observed on the Si(100) surfaces [see Fig. 11.1(f) for a model of a fully 
reconstructed monohydride-only SiNC with the same Si core as in Fig. 11.1(e)]. The DBs 
at the neighbouring Si atoms form π-electronic bonds producing delocalized states with 
an electronic bandgap reduced by an amount dependent on the extent of surface 
reconstruction, as shown by curves PR and R in Fig. 11.1(e) for the partially- and fully 
reconstructed models of the SiNC. Indeed, curve A2 of Fig. 11.1(c) likely corresponds to 
a partially reconstructed SiNC because further ESD pulses on this SiNC resulted in 
additional reduction of the bandgap [curve A3 of Fig. 11.1(c)], with electronic peaks   
   
and   
   delocalized across the SiNC surface (Fig. 11.2).   
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FIG. 11.2. Spatial mapping of LDOS for the SiNC from Fig. 11.1(b) after (partial) 
dehydrogenation, but before DBs were generated. (a) Topography of the SiNC. (b) LDOS 
as a function of the bias voltage and position x along the path (solid line) shown in (a).  
 
With additional ESD pulses, however, spatially localized midgap LDOS features, 
attributable to defects, appear on the SiNC surface, with three representative examples 
demonstrated by curves B, A4 and A5 in Fig. 11.1(c). Specifically, curves B and A5 show 
pairs of midgap peaks (  
  and   
 , as well as   
   and   
  , respectively), while curve A4 
shows only one midgap peak   
  . Intriguingly, we found that inter-conversion between 
the different defect types was possible. In particular, defects B and A4 in Fig 1(c) could 
be spontaneously converted to defects of type A5 under typical tunneling conditions (bias 
voltage ~2 V). For example, curve A5 was recorded at the same location as A4 
immediately after a positive bias voltage of 2.4 V was applied. Further transformation 
could be induced by applying voltages of ~-1.5 V with the resulting LDOS spectrum 
corresponding to curve A6, which is very similar to that of defect B measured earlier at 
location B [Fig. 11.1(b), and curve B in Fig. 11.1(c)]. Finally, the local spectrum at 
location A was converted from A6 to A7 [Fig. 11.1(c)] showing a shape qualitatively 
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similar to that of A5 (the origin of peak shifts in curve A7 versus A5 is explained in the 
following). 
The spectral characteristics of the observed midgap states, as well as the 
possibility for their inter-conversion, can be explained in the most straightforward 
manner by attributing these midgap states to DB defects, as discussed further below. 
Some of the described peaks, however, are produced by different tunneling processes 
rather than distinctly different electronic states, as can be seen from the dramatically 
different spatial behaviours of these peaks. For example, for curve A7 in Fig. 11.1(c), 
peak   
   shows substantial onset voltage variations across the NC, while peak   
   and 
other unoccupied states appear at nearly the same voltages in all locations, as illustrated 
in Fig. 11.3(b). This is despite the fact that peaks   
   and   
   are closely co-localized in 
the vicinity of location A [Fig. 11.1(b)], as shown by LDOS maps of Fig. 11.3(b) and Fig 
3(d)-(e), and should therefore correspond to the same defect. The described asymmetry in 
onset voltage variations are analogous to those reported for the “bipolar” tunneling 
investigated previously for a variety of molecular systems.
57, 58, 60
 Bipolar tunneling is a 
consequence of the fact that in a biased tunnel junction involving a NC, a finite voltage 
drop occurs across the NC volume, which, in addition to the “direct” type of tunneling 
described earlier [Fig. I1(a)] with the onset voltage of         , also leads to “reverse” 
tunneling [Fig. I1(b)] with the onset voltage of       (where    and   were defined 
previously).
57, 58
 Voltage onsets for both “direct” and “reverse” tunneling (at opposite 
bias polarities) vary with tip position on the NC surface due to the sensitivity of   to the 
geometry of the junction,
57
 as shown in Fig. I2. Nevertheless, because   is typically small 
[      for peaks   
   and   
  ], expression          varies significantly less   
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FIG. 11.3. Spatial mapping of LDOS for the SiNC from Fig. 11.1(b) after DBs were 
generated. (a,c) STM topographic images of the SiNC. (b) LDOS as a function of the bias 
voltage and position x along the path (solid line) shown in (a,c). (d,e) 2-D LDOS maps 
for voltages corresponding to HD, ED LDOS peaks marked in (b). Mapping area 
corresponds to the dotted squares in (a,c). Dashed lines are topographic contours 
from (c). 
 
than     , which explains the differences in the onset voltage variations for peaks   
   
and   
   in Fig. 11.3(b). In addition, the spectral lineshapes of the two types of bipolar 
peaks are affected by the asymmetry in the tip-NC and NC-substrate tunneling rates (the 
former is lower than the latter), which tends to produce notably more intense and sharper 
peaks at the onset of conduction for the “reverse” tunneling process.57, 61 This is indeed 
observed for peak   
  , which, together with its spatial voltage onset variations, suggests 
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that this peak corresponds to the “reverse” tunneling process, while peak   
   
corresponds to “direct” tunneling. The effect of “bipolar” tunneling on the dI/dV curves 
is illustrated by curve SD   in Fig. 11.1(e) [obtained from curve D   by assuming 
     , and a finite rate for tunneling between SiNC and substrate], where peaks   
    
and   
    correspond to the “reverse” and “direct” tunneling processes, respectively, 
analogously to peaks   
   and   
   (we note that the overtone structures of peaks   
   and 
  
   were not included in the modelling). 
Analysis similar to that presented above for peaks   
   and   
  , when applied to 
the rest of the spectra in Fig. 11.1(c), suggests that peaks   
 ,   
  ,   
  ,   
   and   
   are 
all produced by “direct” tunneling, while peaks   
 ,   
  ,   
  ,   
   and   
   should 
correspond to “reverse” tunneling. This assignment results in a clear distinction between 
curves B, A4, A6 versus the curves A5 and A7: while only unoccupied midgap states are 
distinguishable in curves B, A4, and A6, in curves A5 and A7, only occupied midgap states 
are clearly observable. This assignment offers an explanation for the inter-conversion 
between the different types of spectra in Fig. 11.1(c). For example, the transitions from 
spectrum A4 to spectrum A5, and spectrum A6 to spectrum A7 were induced with positive 
voltages (this corresponds to electrons being added to the SiNC), and resulted in 
disappearance of unoccupied midgap states   
   and   
  , as well as appearance of 
occupied midgap states   
   and   
  . Similar spectral transformations in individual 
atoms
62
 and molecules
63
 have been attributed to electron trapping. This suggests that 
individual electrons are likely being trapped in states   
   and   
  , which results in 
appearance of trap states   
   and   
  . On the other hand, transition from A5 to A6 
occurred when negative voltage was applied, and the corresponding spectral changes may 
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be attributed to extraction of an electron from state   
  , which is thereby converted to 
state   
  , similarly to the de-trapping process described for molecules.
63
  
The local charging of SiNC described above is consistent with the presence of 
DBs, which have been shown to exist in different charge states on silicon surfaces,
36, 38, 64
 
and is also consistent with the expectation that desorption of hydrogen atoms should lead 
to the creation of DBs. In addition, DBs appear deep in the silicon electronic bandgap, 
similarly to the states appearing near zero bias in Fig. 11.1(c). This similarity is 
illustrated by the theoretically calculated LDOS for DBs in different charge states on the 
surfaces of model SiNCs [curves DB
0
, DB
+
, and D   in Fig. 11.1(e)]. For example, 
curve A4 only shows an unoccupied midgap state, consistent with curve DB
+
, while curve 
A5 only shows an occupied state, consistent with curve D 
 . Assignment of spectra B, 
A6 and A7 is less certain because the “reverse” tunneling LDOS features seen in these 
curves may be obscuring “direct” tunneling features that would be expected for the 
neutral DB (curve DB
0
). The similarity of spectra A5 and A7, however, suggests that A7 
may also be associated with D  . Curves B and A6 are relatively similar, and given their 
distinct spectral shapes, may be attributed to a neutral state, even though they may also be 
variants of A4 (DB
+
 state) corresponding to slightly different local surface structures. We 
note that similar spectral features attributable to charged and neutral DBs were found in 
other studied SiNCs (Fig. I5).  
11.5. Conclusions 
This chapter shows that when sufficiently high-energy electrons are injected into 
SiNCs, dramatic changes in the SiNC electronic structures are observed: gradual 
shrinking of the SiNC electronic bandgap occurs initially, and is eventually followed by 
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the appearance of localized states deep in the electronic bandgap. We find that these 
midgap states can exist in different inter-convertible charge configurations. These 
observations are consistent with the hypothesis that high-energy electron injection can 
lead to dehydrogenation of the SiNC surfaces, resulting in surface reconstruction driven 
by conversion of surface dihydride species to monohydride groups, and creation of 
dangling bonds in different charge states. These findings provide a direct visualization of 
possible scenarios for defect generation in SiNC-based optical and opto-electronic 
applications, where photo-generated charge carriers with sufficient energies could induce 
creation of surface defects.  
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CHAPTER XII 
CONCLUSIONS AND PROSPECTS 
12.1. Conclusions 
This dissertation presents a new STM instrument with a number of state-of-the 
art, as well as new and unique, features and its application to the studies of a variety of 
different physical and chemical phenomena at the single–molecule (nanoparticle) level. 
STS spatial mapping was used to study electronic states in SWCNTs deposited on 
the Au(111) surface and to identify locations of the quantum-confined states within the 
nanotube. Localization of the states was, for the first time, experimentally shown to result 
in a pronounced sequence of vibronic features, originating from the enhancement of the 
electron-vibrational coupling. The vibrational overtones were assigned as D-band Kekulé 
vibrations and K-point transverse out-of plane phonon modes, suggesting rippling 
distortion and dimerization of carbon atoms on the SWCNT surface. 
STM/STS was used to study alkyl-substituted quaterthiophenes adsorbed onto the 
22 × √3 reconstructed Au(111) surface. Molecules were found to form dimers linked by 
their alkyl substituents and adopt cis-conformations, which is unlike the trans-
conformation found in the bulk. The LUMO electronic state energy was found to be 
affected not by the conformation, but by to the local differences in the Au(111) surface 
reactivity. At higher concentrations (but less than half of a sub-monolayer) the molecules 
assume trans-conformation and self-assemble into two dimensional quazi-crystals. At 
higher than half-monolayer concentrations, the molecules show a different type of the 
trans-conformation and different adsorption configuration on the Au(111) surface. 
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Differences in local molecular environments cause variations in molecular distributions. 
Significant electronic structure differences are discovered between molecules of different 
conformations, as well as, unexpectedly, between the molecules of identical adsorption 
configurations. This study revealed that interfacial oligothiophene conformations and 
electronic structures significantly deviate from those derived from the band structures of 
bulk crystals. In addition, a remarkable electronic disorder exists even in a well-ordered 
quazi-crystal system composed of molecules featuring conformational diversity, adsorbed 
on a metal surface. 
STM topographic and spectroscopic mapping was used to investigate the 
electronic structure of alkyl-substituted seven- and eight-thiophenes featuring different 
cis/trans conformations and backbone distortions onto the 22 × √3 reconstructed Au(111) 
surface. Oligothiophenes on Au(111) were discovered to self-assemble into chain-like 
structures, binding to each other via interdigitated alkyl ligands. Distinct planar 
conformations of the molecules are revealed using alkyl ligand mutual orientations and 
backbone shapes. STS mapping showed a progression of particle-in-a-box-like states 
corresponding to the LUMO, LUMO+1 and LUMO+2 orbitals for each molecule. 
Unoccupied molecular orbitals of different molecular conformations with significant 
geometrical distortions have very similar energies. Density functional theory calculations 
showed that the absence of variations in the molecular orbital energies among the 
different conformers suggests that the interaction of Au atoms and oligothiophene units 
affects molecular orbital energies equally for all studied conformations. One can 
conclude that cis/trans torsional disorder is not a significant source of electronic disorder, 
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and therefore does not affect the charge carrier trapping in oligothiophene-based organic 
semiconductor films. 
STS was used to study annealed ligand-free lead sulfide nanocrystals supported 
on the Au(111) surface, and to visualize the progression of occupied and unoccupied 
electronic states near the bandgap. STS spatial mapping helped to identify delocalized 
quantum-confined states and localized sub-bandgap states. Maps of the sub-bandgap 
states revealed the presence of surface reconstructions, such as non-stoichiometric 
adatoms self-assembled on the quantum dot surfaces. The formation of surface-bound 
sub-bandgap electronic states was associated with the presence of surface 
reconstructions. The surface stoichiometry was found to be responsible for the surface 
reconstruction type: lead-rich surfaces are associated with unoccupied sub-bandgap 
states, while sulfur-rich areas are associated with occupied sub-bandgap states. In 
addition, highly off-stoichiometric areas were found that produce both occupied and 
unoccupied states resulting in dramatically reduced bandgaps. The STM/STS study 
helped to create a model which sheds light onto the microscopic mechanisms of surface 
state formation. These finding will be applicable, in a modified form, to the more general 
case of ligand-passivated nanocrystals, where under-coordinated surface atoms can also 
be produced by the steric repulsion between passivating ligand molecules. 
STS was used to study hydrogen-passivated silicon nanocrystals (SiNCs) 
supported on the Au(111) surface and to find the effects of surface chemical defects, 
produced by oxidation in ambient conditions, on the electronic structure of SiNCs. STS 
spatial maps revealed quasi-localized defect-induced states, as well as quantum-confined 
states delocalized throughout the SiNC volume. We supported the STM study with 
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theoretical calculations and found that the LDOS spectra associated with the observed 
defects are attributable to Si–O–Si bridged oxygen or Si–OH surface defects. These 
findings clarify the mechanisms responsible for early stages of SiNCs oxidation and the 
roles of these defects in SiNC photophysics. 
STS was implemented to investigate the influence of dehydrogenation on the 
electronic structures of SiNCs supported on the Au(111) surface. Injection of high-energy 
tunneling electrons into individual SiNCs first results in gradual dehydrogenation and 
reduction of the electronic bandgap, and then produces electronic states deep in the 
bandgap. Theoretical calculations support the STS findings and help to attribute midgap 
states to silicon dangling bond defects, which can be neutral or acquire an elementary 
charge of either polarity. The calculations attribute the observed initial shrinking of the 
electronic bandgap to SiNC surface reconstruction caused by the conversion of surface 
dihydrides to monohydrides with hydrogen liberation. This study provided the first real-
space visualization of changes in the SiNC electronic structure due to dehydrogenation. 
In addition, direct evidence for the existence of inter-converting charged dangling bonds 
on the SiNC surfaces was established.  
The presented studies demonstrate how the unique capabilities of the STM-UO 
helped to obtain new knowledge that enhances the understanding of the properties of 
three classes of novel materials. The high spatial stability and extended operating time of 
the STM-UO opened new prospects in the research of carbon nanotubes, organic 
oligothiophenes and colloidal nanocrystals. 
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12.2. Prospects for future research 
The STM-UO system was the first in the world to overcome both time and cost 
limits for cryogenic exploration of materials on the nanoscale. Further utilization of the 
STM-UO advantages will open even more exciting opportunities to investigate quantum 
properties and obtain deeper and complementary information by extending STM-UO 
instrumental techniques. 
The first technique available for implementation is measuring the second 
derivative of the tunneling current, which requires extraordinary STM stability and noise 
cancelation ability. The second derivative spectra were shown to be equivalent to the 
inelastic electron scattering spectroscopy (IETS) and allow STM to measure molecular 
vibrations that provide the spectroscopic fingerprints to identify the local chemical 
composition.
1,2
 STM-IETS technique can benefit tremendously from STM-UO’s stability 
and the ability to run long-term experiments. Extending to STM-IETS spatial mapping, 
by analogy with STS spatial mapping, can potentially provide an unprecedented level of 
detail of the physical mechanisms involved on the sub-molecular scale, and reveal a 
plethora of new phenomena, which will greatly improve our understanding of quantum 
chemistry in general and the properties of specific materials. Preliminary experiments 
showed that STM-UO system is capable of measuring second and higher tunneling 
current derivatives, but hardware problems with the electronics were discovered, which 
resulted in the presence of artifacts in addition to real features in the spectra, thus 
preventing immediate wide use of the technique. However, these problems are not of a 
fundamental nature and can be overcome in the near future. 
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The second highly anticipated technique is based on combining electronic 
measurements of STM with capabilities of optical near-field scanning probe microscopy. 
The hardware of STM-UO system was conceived and designed with built-in extendibility 
to provide efficient optical access to the tunneling junction, as well as the capability to 
collect photons originating from the junction with very high efficiency. This can be 
achieved by incorporating a parabolic mirror inside of the STM scanner head, 
surrounding the tunneling junction, and providing record-high photon collection (35%).
3
 
 Injected tunneling electrons undergo a series of transitions in the sample, 
jumping to lower energy levels and eventually ending at the Fermi level of the metallic 
substrate. Some of the transitions go through radiative channels. As the energy of the 
electron injection is controlled by the tip-substrate bias voltage, emitted photons could 
thus provide spectroscopic information about the local electronic levels of the sample. 
This type of experiment is referred to as Scanning Tunneling Luminescence (STL). The 
task of collecting these photons is rather challenging in the case of UHV, cryogenic 
temperatures and STM geometry. It could be achieved by different methods: lens optics 
or a collection mirror either outside or inside of the vacuum chamber. A parabolic mirror 
inside of the STM will provide us with the highest photon collection efficiency, which 
leads to the best sensitivity. We expect significant improvements in the data acquisition 
rate and spectroscopic quality as compared to the existing instruments: for example, Chen 
et al. recently showed remarkable success even using less-effective photon collection by 
a lens mounted inside of the UHV chamber. They were able to reveal details about the 
vibronic coupling and broken degeneracy of the molecular orbitals and visualize intrinsic 
emission properties with submolecular resolution.
4
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We proposed two principal techniques for STL experiments. First is approaching 
the tip to a separately placed molecule. This will allow us to obtain intramolecular 
information about the molecule orbitals and vibrational properties.
5,6
 Another experiment 
is studying spatially extended molecular complexes or closely situated molecules. This 
study will make it possible to investigate charge and energy transfer processes between 
molecules. This approach requires control of the relative alignment of the LUMO and 
HOMO states in order to conduct the experiment and interpret the results. 
The disadvantage of these photon emission experiments is that high energy 
electrons inevitably disturb the environment and the molecule under investigation. For 
this reason, we plan to take advantage of the optical capabilities of the STM-UO and 
conduct less disturbing experiments. These experiments will also help to obtain a more 
universal picture less dependent on the conditions of a particular STM experiment (such 
as state and geometry of the end of the tip and the surface, position and orientation of the 
molecule, rehybridization of molecular orbitals due to the interaction with the substrate, 
etc.). 
The first type of experiment requires special arrangements to create the most 
efficient conditions for the excitation of the plasmon resonances under the tip, which 
include usage of silver tips and substrates and special precautions to achieve atomically 
sharp tips and an atomically clean, well-defined surface. This single molecule absorption 
experiment is analogous to the usual optical absorption spectroscopy but with 
subdiffractional resolution. In this technique, inelastic electron tunneling between the tip 
and substrate excites local plasmon modes, which emit characteristic broad-band spectra 
(white-light).
7–9
 Optical absorption transitions of an individual molecule or a part of the 
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molecule which is placed close enough to the tunneling junction are observed as dips in 
the broad-band spectra of emission caused by quenching at wavelengths corresponding to 
molecular absorption.
10
 High spatial localizations of tip-induced plasmon modes allow 
one to achieve spatial resolution on the order of a few nanometers. 
An analogy can be drawn between this type of experiment and the Enhancement 
of the Förster Resonance Energy Transfer in the vicinity of a metal nanoparticle.11 The 
sharp STM tip plays the role of a nanoparticle, emission out of inelastic electron 
tunneling replaces the emission of a donor molecule and the molecule under study serves 
as an acceptor molecule. Experiments have shown that the resonance energy transfer is 
effectively enhanced by the presence of plasmon modes of metallic surface.
12
 A 
significant increase (21 times) for the rate constant of energy transfer caused by the 
presence of silver particle has been reported.
13
 That makes us believe that efficient energy 
transfer to the molecule will effectively quench the emitted light at the molecule's 
resonant wavelengths, providing us with a high sensitivity signal. 
An alternative approach consists of the optical excitation of the near-field under 
the tip with the help of external laser beam. STM with optical spectroscopy will have a 
geometry that provides pathways for the incident and reflected beams, as well as 
equipment for precise focusing of these. This technique is known as Tip-Enhanced Near-
Field Optical Microscopy (TENOM), and single molecule studies with 10 nm spatial 
resolution have been reported.
14
 One type of experiment is near-field optical 
photoluminescence of the adsorbed molecule that is caused by optical transitions 
following optical excitation of a higher state. Unwanted signal of the incident wave 
scattered by the substrate can be eliminated using appropriate bandpass filters. Another 
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type of experiment is tip-enhanced Raman spectroscopy (TERS), which is a well 
established technique that achieves single-molecule sensitivity.
15–17
 Our approach is to 
combine the STM study of electronic properties with the TENOM performed on the same 
molecule. These complementary measurements will provide us with new, insightful 
information on the correlation of electronic and vibrational properties of the molecules. 
The remarkable advantage of our STM-OS in comparison to existing studies is the ability 
to use pristine silver tips and substrates such as silver known to provide the best 
enhancement factor for the TENOM signal. The usage of silver is usually restricted 
because of the fast silver surface degradation due to formation of oxides and sulfides in 
ambient conditions. 
In the following section, advantages of STM-UO combined with Optical 
Spectroscopy (STM-UO-OS) will be illustrated in application to the system of single-
walled carbon nanotubes (SWCNTs) deposited on the surface in sub-monolayer amount. 
This is a model system that will benefit tremendously from the new instrument and 
highlights the strengths of STM-UO-OS approach for studies of physical properties of 
materials on the single-molecular level. 
12.3. Combined Scanning Tunneling an Optical Probe Microscopy and 
Spectroscopy in application to SWCNT research 
Background 
Single walled carbon nanotubes (SWCNTs) are of a great fundamental interest as 
a physical realization of the one-dimensional electronic system.
18
 SWCNTs properties are 
very tunable because they strongly depend on the molecule’s internal symmetry, and this 
dependence is essentially non-monotonic. In addition, their properties can be efficiently 
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altered by controlled chemical functionalization.
19,20
 This makes SWCNTs promising for 
technical  applications, such as development of the intramolecular field-effect transistors 
(FET).
21,22
 
SWCNTs can be obtained by rolling up a narrow ribbon of graphene into the 
seamless cylinders. The position of the ribbon on the graphene 2D lattice is determined 
by the chiral vector which can be expressed by two integers (n,m). Each specific pristine 
SWCNT is unambiguously defined by the chiral vector, or, equivalently, by the chiral 
angle θ and the nanotube diameter d. The bonding π and the anti-bonding π  orbitals of 
graphene give rise to N branches of SWCNT’s one-dimensional valence and conduction 
bands (N – number of the atoms in the nanotube unit cell). These bands can be used for 
the calculation of the electronic density of states (DOS) of the SWCNT. The maxima and 
minima in the 1-D band structure give rise to singularities, where the DOS goes to 
infinity (Van Hove singularities (vHS)). The described procedure is useful for identifying 
whether a SWCNT is semiconducting or metallic. This is determined by the density of 
states at the Fermi level and depends entirely on the (n,m) index for the pristine SWCNT. 
In the simple free-particle picture, optical transitions in SWCNTs occur predominantly 
between these vHSs, due to the high transition probability arising from the large DOS of 
initial and final state.
23,18
 
This free-particle model is supported by STM studies which were shown to be 
capable of  measuring the DOS revealing the vHSs,
24,25
 and they also show quantitative 
agreement with the experiment after taking into account rehybridization of the σ and π 
states due to the curvature of the nanotube wall.
26
 SWCNT became a subject of intense 
research using Scanning Tunneling Microscopy and Spectroscopy, which addresses 
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issues of inhomogeneity and imperfections of the SWCNTs placed in real environment. 
These include study of carbon-nanotube heterojunctions (change of chirality along the 
nanotube due to defects),
27
 charge transfer between nanotubes and their substrates,
28
 
STM-induced reversible defect engineering,
29
 radial collapse into a flattened tube while 
adsorbed on the surface
30
 and properties of chemically functionalized SWCNTs.
31–33
. 
STM-UO can contribute to understanding of these and related problems, and acquire 
improved and novel results, because of the unlimited time operation and stability of the 
STM-UO and advantages of complementing STM with optical spectroscopy studies as 
explained below. 
1-D electronic band picture is usually sufficient for the description of the 
SWCNTs electronic and optical experiments, though, for the case of such a sensitive 
instrument as STM, a more detailed description may be needed to interpret high spatial 
resolution experiments. Recently it has been shown that details of the molecular π orbitals 
related to the different vHSs can be resolved by mapping the changes of the vHSs 
intensities along the SWCNT circumference.
34
 It will be insightful to correlate orbital 
distribution details to the high-resolution optical excitation data. A similar study 
performed on one-dimensional chains of silver atoms allowed for the first time the 
visualization of the fundamental Fermi’s golden rule.35 
Contrary to the 3-D case, the free-particle description needs to be changed 
dramatically in the case of one-dimensional system in order to describe the optical 
properties. This is due to the enhanced role of Coulomb interactions between the charge 
carriers, which result in two opposite contributions to the energy level. One result of this 
is band gap renormalization (BGR) that has its origin in the repulsive electron-electron 
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interaction, which typically increases the energy of the free-particle band gap.
36
 Another 
important effect is the formation of the excitonic states with energies well below the free-
particle band gap. The exciton binding energy in SWCNTs is orders of magnitude larger 
than in 3-D semiconductors, where Ebind is only several meV and excitons are not stable 
at room temperature.
37,38
 Most of the transition oscillator strength is transferred from the 
free-particle to the lowest exciton state. Hence excitons dominate the optical properties. 
The energy of the lowest optically allowed state responsible for photoluminescence is 
then given by equation EPL=Efp+EBGR−Ebind, where Efp is the free-particle band gap 
energy in the absence of charge carrier interactions. The band gap renormalization EBGR 
is in the order of Efp with hundreds of meV.
39
 The exciton binding energy Ebind 
corresponds to the lowest optically active exciton ("bright" exciton). Theory also predicts 
excitonic states that do not interact with light due to selection rules ("dark" excitons). 
Ebind is also in the range of several hundreds of meV, but usually smaller than EBGR.
40,41
 
The two shifts compensate to a large extent, so that EPL is still close to Efp. 
While optical experiments allow one to find resonances associated with excitons 
(Efp +EBGR −Ebind), Scanning Tunneling Microscopy measures distances between peaks in 
electronic density of states which give values of electron bands energies (Efp +EBGR). The 
difference of these two quantities determines the exciton binding energies Ebind.
42
 
Experimental determination of this difference using STM and optical measurements, 
performed on the same isolated SWCNT, will contribute significantly to the fundamental 
understanding of SWCNT properties. 
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Scanning Tunneling Luminescence 
Literature search does not reveal any STL studies performed on SWCNTs at the 
moment. There are two studies of STM-induced luminescence in multi-wall carbon 
nanotubes (MWCNT).
43,44
 These two works are lacking spatial resolution of emission 
signal. They also drew contradictory conclusions on the nature of the observed photon 
emission. The former work by Coratger et al. relates the photon emission to the defects or 
end effects on MWCNTs, while the later work by Uemura et al. brings forward 
arguments in favor of emission due to radiative transitions of electrons between the one-
dimensional vHs in the density of states of MWCNTs. We plan to elucidate this issue and 
conduct a systematic study of the STL correlation with the local electronic structure, 
influence of endcaps, kinks, defects and dopant atoms, as well as dependence on the 
surface on which SWCNT is supported and its proximity to other nanotubes. This will 
help establish STL as one of the most detailed techniques for nanotube characterization. 
Near-field optical spectroscopy 
After the discovery that SWCNTs’ optical absorption and emission properties are 
dominated by excitons, numerous studies were conducted to understand their behavior 
and to find ways to control their properties. Excitons have a small size (~1−2nm) and 
short coherence length (~10nm), they are highly mobile (they visit ~10
4
 carbon atoms 
during their lifetimes) and are remarkably sensitive to chemical derivatization or 
defects.
45–48
 As a consequence, their motion can be described as 1-D diffusion with a 
diffusion constant of about 0.4cm
2
/s. 
While diffraction-limited optical studies successfully reveal optical characteristics 
of the whole SWCNTs or their large segments,
49,50
 it is appealing to investigate them on 
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the smaller scale. Several near-field optical studies using tip-enhancement of signal with 
Scanning Probe Microscope and external laser excitation have been presented in the 
recent years. These studies revealed details of the local variations in the exciton behavior 
caused by defects, chemisorbed atoms or end effects. Tip-enhanced photoluminescence 
(PL) achieved spatial resolution of 15nm and presented two types of excitonic local 
behavior: exciton quenching near ends and defects
51,52
 and exciton localization due to 
exciton energy variations.
53
 The presented studies could not reveal what kind of 
SWCNTs’ local features causes each type of the exciton behavior. STM will allow us to 
conduct systematic studies of the correlation between SWCNTs’ defects and impurities, 
and the exciton phenomena. 
Another study was performed with the help of UHV STM at the room 
temperature.
54
 It is based on detecting the tunneling current change due to the optical 
absorption of the incident laser excitation by the molecule under the tip. Subnanometer 
spatial resolution was achieved and used to determine exciton penetration into the defect. 
However, the nature of obtained signal remains unclear: it definitely relates to the exciton 
population caused by the laser excitation but the interaction of excitons with the 
tunneling electron is a complex process and its influence on the tunneling probability is 
unclear and requires further investigation. The interaction of the charge carrier with the 
exciton is a question of particular interest in light of the recent discovery of the presence 
of trions in the PL spectra of p-doped CNTs
55
 and pristine SWCNTs.
56
 A trion is a 
coulomb-bound carrier complex of one electron and two holes or two electrons and one 
hole. The experiment for observation of trion peaks in the excitons emission spectra 
controlled by the applied bias of STM has been proposed and spectra were theoretically 
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calculated for the case of an isolated quantum dot under the STM tip.
57
 Conformation of 
the trions' existence with the help of STM will be remarkable achievement in the research 
of 1-D systems, and will open new prospects for device applications. 
STM-UO-OS can reproduce the aforementioned near-field optical experiments 
and significantly improve the depth and quality of results with the help of better spatial 
resolution, stability of adsorbed SWCNT, control of sample surface and combination 
with STS information. The proposed technique of using plasmonic resonance modes as a 
light source instead of the external laser excitation is believed to be a very promising 
approach for achieving this goal. For the case of nanotubes the theoretical foundation for 
this kind of experiments has been recently presented.
58
 
Near-field photoluminescence has also been used to study energy transfer 
between closely situated aligned and crossed nanotubes.
59
 Transfer efficiencies were 
explained by Forster-type electromagnetic near-field coupling. The presented study 
includes approximate indirect derivation of the distance between nanotubes from the 
optical data. This type of experiment will definitely benefit when complemented by the 
STM data about the local topography between SWCNTs. We also would like to perform 
studies of electron and energy transfer between nanotubes using scanning tunneling 
luminescence (by injecting the tunneling electron in one nanotube and obtaining the 
signal from the other) and using plasmon mode excitations induced by the inelastic 
electron tunneling as described before. With the careful control of the experimental 
conditions, we will be able to conduct various types of experiments that have 
fundamental and applied significance. 
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Tip-Enhanced Raman Spectroscopy 
Raman spectroscopy is a well-developed technique and is widely used for 
investigations of CNTs.
60
 It is often used for the SWCNTs chirality assignment (though it 
usually requires data from other experiments to assign it unambiguously), for probing 
vibrational and electronic properties and also for investigating nanotube quality. The 
Raman-scattering signal of CNT is so large, that even single isolated tubes can be easily 
studied by far-field optical methods. However, near-field techniques, those based on the 
Scanning Probe technology, are required to overcome the diffractional limit. AFM was 
successfully used to simultaneously record AFM topography and Raman maps with the 
spatial resolution of about 25nm.
61
 It is well understood that one needs to study 
SWCNTs’ electronic properties simultaneously with their Raman spectra in order to 
completely characterize SWCNTs.
62
 STM spectra obtained simultaneously on the same 
single SWCNT in unaltered experimental conditions will provide us with an 
indispensable tool for such characterization. There is a remarkable example on how 
complementary STM and TERS measurements benefit from each other.
63
 In this work the 
spatial extent of the D-band signal in the vicinity of localized defects in graphenе was 
determined by connecting the D-band intensity with the defect density measured by 
STM. 
STM-UO-OS will show in more detail how SWCNT optical properties are 
influenced by various defects and chemical doping, as well as fluctuations in the local 
environment. Near-field Raman Spectroscopy has been proven to achieve high spatial 
resolution of 15 nm in imaging of localized defects in SWCNTs using the D-band 
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intensity.
64
 New instrumentation will improve this result by several times with the help of 
UHV, cryogenic environment and improved junction stability. 
The described application of STM-UO-OS to SWCNTs demonstrates how this 
powerful technique can tremendously benefit the field of study for one nanomaterial. 
Results of comparable breadth and impact are expected for other advanced materials that 
have bright technological futures in electronic and optoelectronic applications, such as 
organic semiconductors, quantum dots and nanowires. 
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Figure A1.  Representative STM images of several CNTs deposited on the Au(111) 
surface using the “dry contact transfer” method.  Nanotubes constituted ~70% of the 
SWNT-containing powder obtained from Sigma-Aldrich, which explains the presence of 
small clusters around the nanotubes in the majority of the STM images.   
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Figure A2.  
(a) STM topography of a SWNT, 
different from that of Figure 3.1b of 
the main text.  
(b) STS signal as a function of the   
coordinate [as shown in (a)] and 
sample bias voltage.  (STS signal 
serves as a measure of the local 
density of electronic states.) The 
spatial range corresponds to the 
dashed line between points    and 
   in (a). Positive voltages 
correspond to unoccupied electronic 
states, while negative voltages 
correspond to occupied states. All 
data were measured along the 
nanotube centerline. 
The spectra show Van Hove 
singularities, with the most visible 
states being   -type (derived from 
the valence band),   -type (derived 
from the conduction band), and   -
type (derived from the band 
immediately above the conduction 
band).     
Some bandgap variation is observed 
in the STS map shown in Figure 
A2b, with levels   
  and   
  on the left side of the map, and levels   
   and   
   on the 
right side.   The observed bandgap variation is likely a result of the non-uniform 
environment of the nanotube: the vicinity of point    shows a higher density of 
impurities located around the nanotube.   
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Figure A3.  STS spectra showing fine spectral structures.  (a) Spectra for the nanotube 
shown in Figure A2a, the bottom three spectra measured outside of the region contained 
between points    and   .  (b)  Additional spectra from localized states in other 
nanotubes.    
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The band bending observed in points L and R in Figure 3.2 is explained by the 
charge transfer
1
 between the nanotube and Au substrate caused by the mismatch in their 
effective work-functions.
2
   As described in the main text, the SWCNT workfunction is 
4.8 eV,
1
 which is ~100meV higher than the effective workfunction of the Au substrate.   
This number is lower than the workfunction of the pristine Au(111) surface, 5.3 eV, 
apparently due to the direct proximity of a Au atomic step running along the SWCNT, 
shown in Figure A4. Indeed, as can be seen from Figure A4, the Au terrace shown in dark 
blue does not extend above the nanotube. On the other hand, Figure 1c clearly shows that 
the nanotube touches this Au terrace in point L, which is only possible if the top 
boundary of this terrace is runs roughly along the nanotube, as schematically shown in 
Figure A4. The Au step edge carries with it a workfunction-lowering charge 
redistribution caused by the Smoluchowski effect.
1
   
 
Figure A4.    Zoomed-out view of the SWNT from Figure 3.1b showing the 
geometry of the Au trench straddled by the nanotube. 
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Mismatch of workfunctions in the tip      and substrate    , together with the 
finite voltage drop    inside the SWNT, lead to a shift of electronic state    by     
          , where     is  the applied bias voltage,            , and   e is the 
electron charge. Parameter   thus relates the average potential inside the nanotube to the 
external potentials applied across the tunneling gap. Therefore, states    (unoccupied) 
and    (occupied) are observed at 
voltages    and    that are defined by the 
following equations: 
                 
                 
Where    and    are the true 
energies of states    and    with respect 
to the substrate Fermi level. Voltages    
and    are determined directly from the 
STS spectra. Then we can eliminate 
unknown    so that:  
                     
Quantities appearing on the right side of the equation depend on the relative 
lateral distance between the tip apex and the “centers of gravity” of the measured 
localized states    and   . Indeed, Figure 3.2 of the main text shows a noticeable 
“curving” of localized states     ,   
 ,   
  , and other states appearing at onsets of 
conduction. This is primarily a result of the variation of   with distance  x to the “center 
of gravity” of the corresponding state.  
 
Figure A5.  Voltage drop in a biased STM 
junction with a SWNT under the STM tip.   
 235 
 
Then, when the tip is at a lateral distance  x away from states    or   , we can 
write 
                             
And when the tip is immediately above states    or   , we can write:  
                           
Then unknown difference       is eliminated, so that: 
 
     
     
 
           
         
         
Here, quantities       and      , as well as      and     , were extracted from 
Figure S6 using states      and   
 , and         (offset from the “centers of gravity” 
of the corresponding states). 
Quantity           depends primarily on the shape of the tip, and can be 
measured independently by using spectra showing bipolar transport,
3
 which was observed 
at a SWCNT defect located nearby (Figure A7). Bipolar transport through a given state 
 
Figure A6.   Spatial dependence of STS peaks corresponding to states       [shown in (a)] and 
  
   [shown in (b)] from Figure 3.2.  The spatial coordinate x is identical to that used in Figure 
3.2. The STS signal has been renormalized so as to give constant integral DOS within the 
ranges shown.  
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   (in Figure A7 the state originates 
from a defect) can occur either at a 
positive voltage   
  or a negative 
voltage   
  described by the following 
formulae: 
                  
  
               
  
From these we have: 
         
        
  
Which gives for   : 
   
  
 
  
    
  
Here    is a function that 
depends on coordinate x. In principle, 
   may not be equal to  , because the “center of gravity” of the defect state is not 
necessarily at the same height as that of states      and   
 .  However, in the limit of a 
slowly changing tip profile, approximate equality 
   
   
 
     
     
 
applies, which can be used for the evaluation of          .  From Figure S6 we 
determine   
  and   
 , at      and        , which give           .  Then: 
   
   
   
           
is the quantity that determines the average potential inside the nanotube of Figure 3.2.   
 
Figure A7.  Spatial dependence of STS 
peaks corresponding to bipolar transport 
through state    that originates from a 
defect located on the same nanotube as that 
shown in Figure 3.2.  See text for 
definitions of band onsets   
  and   
 . 
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Figure B1. Possible adsorption configurations for DDQT conformers in the main text. S 
atoms at Au top-sites are highlighted by green circles. (a) cis-DDQT conformer with S 
atoms at Au top-sites as observed in Chapter IV along with other possible orientations 
with (b) both exterior S atoms at Au top-sites and (c)-(g) one exterior and one interior S 
atom at Au top-sites. (h) trans-DDQT conformer with exterior S atoms at Au top-sites as 
observed in Chapter IV along with other possible orientations with (i) both exterior S 
atoms at Au top-sites, (j) adjacent interior and exterior S atom in Au top-sites (this is the 
only possibility for trans-DDQT having neighboring S atoms located at Au top-sites), 
and (k) and (l) non-adjacent interior and exterior S atoms at Au top-sites.  
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Figure B2. Manipulation of cis-DDQT monomer and alkyl side chains with STM tip. 
After the initial topography (a), the DDQT monomer rotated by 60 on the substrate (b). 
Subsequent STS measurements of this cis-conformer resulted in the alkyl chains folding 
over themselves (c) and the DDQT backbone (d)-(e). Topographies acquired at 1.0 V 
bias, 5.0 pA set point. 
 
 
 
 
Figure B3. Examples of scission observed during STS at higher (~2.5-3.0 V) bias. 
Topographies (a) before STS, and (b) after. This susceptibility of DDQTs to scission 
limited the lifetime of individual DDQT cis-conformers and inhibited detailed study of 
unoccupied states beyond the LUMO. In addition to the scission of DDQT backbones, 
alkyl side chains could also dislocate from the stable dimer position (b). STM 
topographies were acquired at 100 mV bias, 5.0 pA set point. 
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Figure B4. Density Functional Theory gas-phase electronic structure calculations of (a) 
trans DDQT and (b) cis DDQT. (c) and (d) LUMOs and their energies for trans and cis 
conformers, correspondingly. (e) and (f) HOMOs and their energies for trans and cis 
conformers, correspondingly.  The dipole moment of the trans (cis) conformation is 0.06 
Debye (2.32 Debye). Computations were performed with Gaussian09
4
 using B3LYP/6-
31G* and visualized with Avogadro
5
. 
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Functional 
DDQT 
Conform-
ation 
HOMO 
(eV) 
LUMO 
(eV) 
HOMO-
LUMO 
Gap 
(eV) 
Dipole 
Moment 
(Debye) 
B3LYP 
cis -4.95 -1.53 3.41 2.32 
trans -4.94 -1.50 3.45 0.06 
PBE 
cis -4.37 -2.06 2.31 2.46 
trans -4.36 -2.03 2.34 0.06 
PW91 
cis -4.40 -2.10 2.30 2.45 
trans -4.39 -2.07 2.33 0.06 
 
Table B1. Frontier orbital energies and dipole moments from DFT calculations using the 
B3YLP
6, 7
 — a non-local (hybrid) functional — and PBE8 and PW919 — semi-local 
exchange-correlation functionals. The calculated dipole moments of cis-DDQT (2.3-2.5 
Debye) were significantly greater than that of trans-DDQT (0.06 Debye), leading to the 
enhanced interaction of the cis-conformer with image charges at the metal surface. In all 
three calculations, the cis-LUMO was found to be higher (by ~30 meV) than the trans-
LUMO. All DFT computations used the 6-31G* basis set. 
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Figure B5. Registry of DDQT molecules with the underlying Au(111) surface as in 
Figure 4.2 of the main text, with surface reconstruction ridges highlighted by white 
dashed lines delineating face-centered-cubic (fcc) and hexagonal-close-packed (hcp) 
regions of the Au(111) surface (d)-(f). (a)-(c) STM images of DDQT molecules on 
Au(111) substrate. DDQT molecules primarily adsorbed in the fcc regions, with the 
quaterthiophene backbones aligned along one of three       directions of the Au(111) 
surface, perpendicular to Au(111) surface reconstruction ridges aligned primarily along 
the       directions, as shown in Figure 4.2 (main text). STM imaging was carried out at 
bias voltages 0.1-1.0 V and tunneling currents 1-5 pA. 
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Figure B6. Distributions of LUMO energies for 50 cis and 18 trans-conformers, as 
measured by STS.  
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Figure C1. DDQT crystals agnostic to Au(111) surface features. (a) STM image [set 
point 100 mV, 10 pA] of a crystal formed over a single-atom step. The crystal order on 
both sides of the step are identical, and the DDQT molecules on higher terrace are 
connected to the molecules below in a regular manner. Note that the hcp areas of the 
Au(111) reconstruction are avoided. (b) Image from (a) with marked molecular 
orientations and Au(111) crystallographic directions. Oligothiophene backbones are 
oriented along the  112  directions and the alkyl ligands are positioned 16° from the 
 110  direction, as evident from the edges of the crystal formation. (c) STM image [set 
point 100 mV, 5 pA] of a crystal formed over a Au(111) surface reconstruction ridge, 
resulting in occupation of the energetically unfavorable hcp region. The crystallographic 
order of the DDQT crystal and DDQT backbone orientation are not modified as 
compared to a regular case of crystal formed in fcc area. (d) Image from (c) with marked 
molecular orientations and Au(111) crystallographic directions. Oligothiophene 
backbones are oriented along the  112  directions and the alkyl ligands are positioned 16° 
from the  110  direction.   
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Figure C2. Spatial mapping of DDQT LUMO. (a) STS spectra measured on the 
quaterthiophene backbone of the molecules A and B indicated in (b) [curves DDQT], and 
STS spectrum of the gold substrate near the dimers [curve Au(111)]. Spectrum for 
molecule A is shifted for clarity as indicated by 0 of the signal on the right vertical axis. 
(b) STM image of a DDQT dimer. (c) STM image from (b) processed to “sharpen” the 
topographic features. (d) Density of states (DOS) for the LUMO orbital [2.1 V, see curve 
DDQT in (a)] overlaid on image from (c). Mapped area is confined within the dashed 
lines. Low DOS intensity (near-background) areas were rendered transparent to show 
registry with topography.   
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Figure C3. Distribution of LUMO orbital energies of DDQT backbones in cis and trans 
conformations. Trans-1 refers to trans conformers observed at low and intermediate 
coverage, and trans-2 refers to tans conformers observed in the high coverage regime. 
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Figure C4. STS dI/dV scans of the DDQT crystal in Figure 5.8 of the main text, 
demonstrating that LUMO peak voltages were not sensitive to the precise location of the 
tip on the measured molecules. (a)-(d) Density of states maps obtained by overlaying 
spatially mapped STS dI/dV signal [set point 1.8 V, 2.0 pA, lock-in modulation 100 
meV] on the enhanced topography to show LUMO orbital localization. Low dI/dV signal 
of the map (background) was rendered transparent in order to reveal alignment with the 
topography. (e) dI/dV spectroscopy scans [set point 1.8 V, 2.0 pA, lock-in modulation 
100 meV] taken at indicated locations on top of backbones A-E in (a)-(d).   
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Figure C5. Expansion of the DOS maps shown in Figure 5.8 in the main text. (a) STM image [set point 200 mV, 5 pA] of part of the 
crystal with overlaid DDQT models of backbone (ellipse) with attached alkyl chains (lines). Regular chain of the crystal consisting of 
five DDQT molecules is shown. (b) dI/dV spectroscopy scans [set point 1.8 V, 2.0 pA, lock-in modulation 100 meV] taken on top of 
every backbone indicated with A-E in (a). (c) STM image from (a) processed to “sharpen” the topographic features. (d)- (p) DOS 
mapping from 1.85-2.50 V in 50 mV increments.
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Figure C6. LUMO DOS maps of a DDQT crystal of the type formed in the high 
molecular coverage regime. (a) STM image [set point 200 mV, 5 pA] of part of the 
crystal with overlaid DDQT models of backbones (ellipses) with attached alkyl chains 
(lines). Regular chain of the crystal consisting of three DDQT molecules is shown. 
(b) STM image from (a) processed to “sharpen” the topographic features. (c)-(j) Density 
of states maps from 1.8-2.5 V in 100 mV increments obtained by overlaying spatially 
mapped STS dI/dV signal [set point 1.8 V, 2.0 pA, lock-in modulation 100 meV at 570 
Hz] on the enhanced topography to show LUMO orbital localization. Low dI/dV signal 
of the map (background) was rendered transparent in order to reveal alignment with the 
topography. (k) dI/dV spectra [set point 1.8 V, 2.0 pA, lock-in modulation 100 meV at 
570 Hz] taken on top of every backbone indicated with A-C in (a).  
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Figure D1. Sample characterization using nanoelectrospray ionization (nano-ESI) mass 
spectrometry [solution in THF, ESI voltage 1.4 kV]: (a) part of the spectra corresponding 
to alkyl-substituted 7T (calculated for C64H88S7 1080.49, found 1080.45), (b) part of the 
spectra corresponding to alkyl-substituted 8T (calculated for C80H114S8 1330.66, found 
1330.58). The progression of peaks beyond the main m/z peak is the isotope series for 
each conformational isomer. 
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Figure D2. Adsorption of 7T molecules on Au(111). (a) STM image [set point 100 mV, 
5 pA] of an aggregate of 7T molecules absorbed on the Au(111) surface. (b) Close-up 
STM topography of the region confined by the dotted rectangle in (a) with overlaid 
atomic models of 7T molecules showing that molecules attach to each other via alkyl 
substituents. The molecular models show that the thiophene rings comprising the DDQT 
backbones are nearly flat on the Au(111) surface, as determined from STM topography. 
(c) STM image from (a) with indicated molecular orientations and Au(111) 
crystallographic directions and highlighted surface reconstruction ridges. The 
oligothiophene backbones of 7T molecules are aligned along the       directions of the 
Au(111) surface, perpendicular to the straight sections of surface-reconstruction ridges, 
which run parallel to the       directions. (d) Model of 7T molecules from (b) matched 
to the Au(111) surface lattice. Au(111) crystallographic directions are indicated. 7T 
backbones are roughly aligned along the       direction. Dashed circles indicate the van 
der Waals radii of the hydrogen atoms.   
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Figure D3.  7T molecular aggregates on Au(111). (a) STM image [set point 100 mV, 5 
pA] of an aggregate of 7T molecules absorbed on the Au(111) surface. (b) STM image in 
(a) with indicated molecular orientations and Au(111) crystallographic directions and 
highlighted surface-reconstruction ridges. The oligothiophene backbones of 7T molecules 
are preferentially adsorbed in fcc regions of the Au(111) surface reconstruction and 
aligned along the       directions of the Au(111) surface, perpendicular to the straight 
sections of surface reconstruction ridges, which run parallel to the       directions. (c) 
and (d) close-up STM topographies of molecular chains indicated in (a) showing chains 
extending over a Au(111) step.   
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Figure D4. Distribution of LUMO and LUMO+1 energies of 7T and 8T acquired by 
STS. 5 8T molecules (2 CCC, 1 each of TTT, CCT and CTT) and 50 7T molecules (23 
TC, 16 TT, 9 CC and 2 CT) were measured. Standard deviations for the 7T 
conformations are 0.031 eV (TC), 0.038 eV (TT), 0.051 eV (CC) and 0.117 eV (CT). 
DFT results are presented for comparison.  
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Figure D5. Same as Figure 6.3 for a CC conformer of 7T molecules. (a) STM image with an overlaid atomic model of the CCC-7T 
molecule. (b) STM image from (a) showing the path of mapping (dashed line). (c) DOS as a function of the bias voltage and position x 
along the path shown in (b).  (d) LUMO, LUMO+1 and LUMO+2 DOS along the path shown in (b), obtained at voltages 
corresponding to the vertical dashed lines in (c). These voltages were chosen to maximize the contributions of the corresponding 
individual orbitals. Curves are shifted and normalized for clarity. (e) Backbone profile (z height vs. x coordinate) along the dashed line 
from (b). (f) Individual STS spectra from (c) measured at x=2.1 and 2.7 nm as indicated by horizontal lines in (c). Spectra are shifted 
for clarity. The LUMO state manifests itself as a peak at 1.85 V in the spectrum measured at x=2.7 nm, while LUMO+1 is observed as 
a peak at 2.3 V in the spectrum measured at x=2.1 nm. Only a shoulder of the LUMO+2 state is observed.   
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Figure D6. Same as Figure 6.3 for a TT conformer of 7T molecules. 
 
 
 
 
Figure D7. Same as Figure 6.3 for a TC conformer of 7T molecules.   
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Figure D8. Calculated electronic DOS for a CC conformer of 7T molecules. (a) DOS (compare to Figure S3c) as a function of the 
bias voltage and position x along the path similar to that shown in Figure S3b. (b) LUMO, LUMO+1 and LUMO+2 DOS (compare to 
Figure S3d) along the same path as in (a), obtained at voltages corresponding to the vertical dashed lines in (a). These voltages were 
chosen to maximize the contributions of the corresponding individual orbitals. Curves are shifted and normalized for clarity. (c) 
Three-dimensional representations of  DOS for LUMO, LUMO+1 and LUMO+2 showing the particle-in-a-box nature of these states. 
(d) Individual DOS spectra from (a) measured at spatial locations indicated by horizontal lines in (a). Spectra are shifted for clarity. 
The LUMO state manifests itself as a peak at 1.9 V (top curve), while LUMO+1 is observed as a peak at 2.3 V (bottom curve). 
Electronic structure calculations were performed with density functional theory (DFT) calculations using B3LYP/6-31G*.  
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Figure D9. Same as Figure S8 for a TT conformer of 7T molecules. 
 
 
 
 
Figure D10. Same as Figure S8 for a TC conformer of 7T molecules.  
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Figure E1. Molecular orbitals for a straight 7T conformer. (a) DOS spectra measured on 
the straight 7T molecule in the locations indicated in (d-e) and DOS spectrum of the gold 
substrate. (b) STM image of the molecule. (c) STM image from (b) processed to 
“sharpen” the topographic features. (d) DOS for the LUMO orbital overlaid on image 
from (c). Mapped area is confined within the dashed lines. Areas with low DOS intensity 
(near-background) were rendered transparent to show registry with topography. (e) Same 
as (d) for the LUMO+1 orbital. (f) Individual DOS spectra calculated at spatial locations 
A, B, and C in (i) and (j). Spectra are shifted for clarity. (g-h) Theoretically calculated 
wavefunctions of LUMO and LUMO+1 showing the particle-in-a-box nature of these 
states (no nodes for LUMO, one node for LUMO+1). (i-j) Theoretically calculated DOS 
maps of LUMO and LUMO+1, exhibiting similar behavior to (d) and (e), respectively. 
For details of theoretical calculations, see Expanded Experimental Details above.   
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Figure E2. Molecular orbitals for a kinked 7T conformer. Data arrangement and makings are identical to those used in Figure E1.  
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Figure E3. Molecular orbitals for an L-shaped 7T conformer. Data arrangement and makings are identical to those used in Figure E1. 
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Figure F1. STM topographic images showing crystallographic features for three PbS 
NCs. (a), (b), (c) Topographies for three representative NCs. (d), (e), (f) NC 
topographies, [same as in (a), (b), and (c) respectively] with lines and relative angles 
indicating orientations of crystallographic features for each NC. The observed angles 
suggest that the top NC facets corresponds to crystal planes (111), (100), and (100) 
respectively. (g), (h), (i) Enhanced topographic images [for the same NCs] with same 
crystallographic markings as in (d), (e) and (f).   
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NC Band Bending 
Mismatch of workfunctions in the tip      and substrate    , together with the 
finite voltage drop    inside the NC, lead to a shift of electronic state    by     
          , where     is  the applied bias voltage,            , and e is the 
electron charge. Parameter   thus relates the average potential inside the nanocrystal to 
the external potentials applied across the tunneling gap. Therefore, states    (unoccupied) 
and    (occupied) are observed at voltages    and    that are defined by the following 
equations:
3, 10
 
     
      
   
 
     
      
   
 
Where    and    are the true 
energies of states    and    with respect 
to the substrate Fermi level. Voltages    
and    are determined directly from the 
STS spectra. Observations of “reverse” 
tunneling spectral features
3, 11
 analogous 
to H
**
 lead to typical values of   on the 
scale of a few percent.  
The changes in voltages    and    observed in Figure 8.3b of the main text are 
caused by the fact that   depends on the relative distance between the tip apex and the 
“centers of gravity” of states    and   . Factor   is higher at the periphery of NC1, as 
compared to the center of NC1's top facet because in the former case the tip is located 
 
Figure F2. Voltage drop in a biased STM 
junction with a NC under the STM tip.   
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Figure F3. Plot of the energy difference between the E2 and E1,1 states vs. the energy 
difference between the E1,1 and H1 states for 10 measured NCs. During this experiment, 
many of the measured NCs did not exhibit clearly-defined H1 or E2 states, and thus were 
not included here. 
 
closer to the Au surface, which results in a larger electric field inside the NC, leading to 
higher effective voltage drop inside the NC. Without the    term, this effect would lead 
to “curving” of    and    trajectories away from axis V = 0 in Figure 8.3b, as observed 
for   . In the present case, however,    is nonzero and negative.  This reinforces the 
“curving” trend observed for   , but counteracts the “curving” of    . 
PbS nanocrystal synthesis 
Synthesis of PbS NCs was performed following a modified procedure from Hines 
and Scholes.
12, 13
 Lead oxide (PbO, 99.0%), oleic acid (OA, technical grade 90%), 1-
octadecene (ODE, technical grade 90%, pumped on at 80° C for 8 hours), toluene 
(99.8%, anhydrous), pentane (anhydrous), methanol (anhydrous), pentanethiol (98%), 
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and pentanedithiol (96%) were purchased from Sigma-Aldrich and used as received 
unless otherwise stated.  Bis(trimethylsilyl)sulfide ((TMS)2S, synthesis grade) was 
purchased from Gelest.   
All syntheses were conducted using standard Schlenk techniques.  In a typical 
synthesis, 4 mL of ODE and 4 mL of OA were combined with 0.30 g of PbO (1.3 
mmol).  The mixture was heated, with stirring, to 100° C for 30 minutes, then heated to 
the injection temperature of 105° C for at least 30 minutes, all under vacuum.  A sulfur 
precursor solution containing 0.167 mL (0.8 mmol) of (TMS)2S in 4 mL of ODE was 
prepared in a glovebox under nitrogen atmosphere.  The sulfur precursor solution was 
quickly injected into the flask and held at 95° C for 1 minute, then cooled to room 
temperature in an ice bath.  Removal of excess ligand and 1-octadecene was completed 
by repeated precipitation in acetone, centrifugation of the particles, and dispersion in 
small amounts of toluene.  Finally, the NC dispersion was filtered through a 0.2 μm 
syringe filter to remove any insoluble material. 
Prior to using PbS NCs in STS experiments, a ligand exchange was performed 
using a combination of pentanethiol and pentanedithiol in an effort to improve NC 
adhesion to the gold substrate and remove highly insulating OA ligands.  In a typical 
ligand exchange procedure 0.3 mL of stock solution of PbS NC (15 mg/mL in toluene) 
was diluted with 5 mL of pentane in a centrifuge tube with an air-tight lid with 
septum. Several drops of pentanethiol stock solution (9:1 pentanethiol:pentanedithiol, 
total concentration 0.15 M in pentane) were added via syringe and then mixed. 
Pentanethiol capped PbS NCs were precipitated from pentane using methanol and 
centrifuged at 3500 rpm. Following removal of the supernatant, NCs were redispersed in 
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Figure F4. Absorbance and PL spectra of PbS NCs following thiol-ligand exchange.  
The emission peak at 977 nm (1.27 eV) corresponds to an approximate diameter of 3.2 
nm PbS NC. 
 
toluene. This cleaning procedure was repeated two times. Finally, PbS NCs were 
dispersed in anhydrous pentane to produce a 0.9 mg/mL stock solution.  The suspension 
was centrifuged to remove aggregates, and the remaining dispersed NCs were transferred 
to a clean tube under N2 for use in STM experiments. 
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Figure G1. Figure shows the prominent unoccupied states for NC1. Subfigures (a-f) 
include (from left to right) a combination of topography(grayscale), and DOS map(color)  
overlay (where the yellow outline encloses the area of DOS mapping), DOS map only, 
and DOS map with black lines showing DOS features that are in registry with NC1 
crystallographic features from Figure 9.1g in the main text. Parameter α is defined as the 
distance between two neighboring {211} planes, as shown in the model in Figures 9.6a 
and b in the main text. STS measurements taken with set-point 1.6 V bias, 30 pA 
tunnelling current. STM topography image measured with set-point 2.0 V bias, 2 pA 
tunneling current.  
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Figure G2. Figure shows the prominent occupied states for NC1. Same area and 
representation as Figure G1 for the occupied states of NC1. Parameter β is defined as the 
distance between two neighboring {110} planes, as shown in the model in Figures 9.6c 
and d in the main text. Set-points of STM topography image and STS maps same as in 
Figure G1.  
 270 
 
 
Figure G3. Figure shows the prominent unoccupied states of NC2.  Same representation 
as in Figure G1 for NC1. Parameter β is defined as before for figure G2, and as shown in 
the model in Figures 9.6c and d in the main text. STM topography measured with set-
point 2.0 V bias, 1 pA tunneling current. STS maps measured with set-point 1.5 V bias, 
20 pA tunneling current.  
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Figure G4. Figure shows the prominent occupied states of NC2. Same representation as 
in Figure G3 for NC2. Parameter α is defined as the distance between two neighboring 
{211} planes, as shown in the model in Figures 9.6a and b in the main text. Set-points of 
STM topography image and STS maps same as in Figure G3. 
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Figure G5. (Right) Figure shows 
examples of PbS NCs displaying 
localized defect-related states in 
their DOS. Unoccupied E1,n and 
occupied H1 states show marked 
intensity differences depending on 
location, and are associated with the 
reconstruction of polar PbS (111) 
surfaces or regions of marked non-
stoichiometry in which excess S 
(Pb) atoms at the surface lead to 
sub-bandgap states broken off from 
the valence(conduction) bands. 
These observations are in keeping 
with and further support conclusions 
made with regard to the sub-
bandgap states observed for NCs 
discussed in the main journal article.  
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Figure G6. DOS maps for H1,n and E1,n states of NC2 showing anti-correlation in their 
spatial distributions. White circles (black x’s) mark locations of local high intensity for 
states E1,n (H1,n) 
DOS intensity maps for the sub-bandgap states of NC2 (Figure G6), show that the 
locations of high intensity for states H1,n  in general correspond (on the atomic scale) to 
locations of low intensity for states E1,n, and vice-versa suggesting that H1,n and E1,n 
patterns are carried by atoms corresponding to different elements. Theoretical 
calculations predict that H1,n and E1,n patterns result from non-stoichiometric surface S 
and Pb atoms respectively.
14
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Figure H1. Scanning Tunneling Spectroscopy of SiNCs. (a) Representative DOS spectra 
for five different SiNCs (Set point voltages and currents range from 1.0 V to 1.5 V, and 5 
pA to 10 pA for the spectra shown). (b) Calculated DOS for a model with size 
comparable to a NC featuring spectrum S5 from (a). Occupied and unoccupied states are 
indicated by arrows and marked with an 'H' and 'E' for holes and electrons respectively. 
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Figure H2. STM/STS characterization of NC1. (a) STM topography image of NC1 [set 
point 1.2 V, 5.0 pA]. (b) STS spectra [set point 1.2 V, 10 pA] measured at the locations 
A-I marked in (a). Spectra are offset for clarity. Prominent occupied and unoccupied 
states are marked with an 'H' and 'E' respectively. Individual DOS peaks are observed at 
slightly different voltages across the NC due to the finite location-dependent voltage drop 
inside the NC.  (c-d) Close-up of spectra from B, C and H locations showing finer 
structure (spectra marked “*” were acquired with better signal-to-noise ratio by using 
longer acquisition times).  
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Figure H3. Reconstruction of the NC shape from STM topography. (a) Trajectory of a 
STM tip over a three-dimensional object when scanned in the “constant tunneling 
current” regime typically used for STM topography. Apparent object shape is enlarged 
and sharp features are rounded due to the finite tip-sample distance and the possibility to 
tunnel sideways. Additional broadening occurs, in a similar fashion, due to the finite 
dimensions of the tip apex. Both effects can be accounted for (in the first approximation) 
by assuming that the tunneling current only depends on the distance (defined in three 
dimensions) between the tip apex and object of interest. This is equivalent to assuming 
that the tip wavefunctions have an approximately s-orbital nature at the tip apex, a 
common approximation in theoretical calculations of STM images. If the tip-object 
separation R is known [see (a)], then a model of the actual object shape can be calculated 
by constructing a 3D surface that consists of points located at identical minimal distances 
R from the experimental topographical surface [see (a)].  
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The calculation can also be reversed and a model of the STM topography can be 
recalculated from the calculated NC shape. The difference between the experimental 
STM topography and recalculated STM topography can be used as a measure of the 
accuracy of such a representation. The accuracy is affected by the noise in STM 
topography, and the value chosen as R. For example, if R is smaller than the 
characteristic dimensions of all features in the STM topography, the error is zero. If 
features with dimensions smaller than R are present in the STM topography, then they 
may not contribute to the model of real NC shape, and may be lost in the recalculated 
STM topography, thus adding to the error. This means that when R is smaller than the 
actual gap (usually on the scale of several angstroms), the error is mostly dominated by 
the topographic noise and atomic-scale features. However, once R exceeds the real 
tunneling gap (the latter defines the curvature of the features in STM topography), an 
additional component of the error, caused by the mismatch between the true and 
calculated NC shapes, becomes non-zero. It is easy to show that the dependence of this 
error component on R is quadratic. In order to find the best fit to the real effective gap, 
we calculated the described error using different values of R, and found that at small 
values of R (where noise dominates) the dependence is linear [see (b)]. By subtracting 
this component from the error and plotting its square root as a function of R, we found 
that at higher R the dependence is linear, in accordance with the geometric 
considerations. A linear fit to this function allows us to find the best approximation to 
true R, as shown in figure (b).  
(c) Experimental STM topography of NC1 with its contour lines overlaid. (d) Calculated 
shape of the NC1 using R=0.8 nm. Top facet of NC1 was found to be flat and almost 
horizontal. (e) Model of NC1 digitally processed to “sharpen” the features (pseudo-3D 
rendering). (f-h) Same as (c-e) for the NC2. 
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Figure H4. Volume distribution of theoretical DOS for a model near-spherical 
(composition H412Si1087, diameter ~3.5 nm) SiNC without impurities. (a) NC geometry. 
(b-g) DOS for the peaks from Figure 10.2c. N is the number of individual states 
comprising the peak. First row represents the normalized DOS maps on the surface 
(identical to Figure 10.2e-j). Second, third, and fourth rows show bulk unnormalized 
DOS distributions across the main coordinate planes going through the center of the 
SiNC. Each displayed DOS datapoint was averaged over a 3.6 Å-long segment 
orthogonal to, and bisected by the corresponding plane. 
 
 
 
 
Figure H5. Bulk cross-sections for individual orbitals of a model near-spherical 
(composition H412Si1087, diameter ~3.5 nm) SiNC without impurities. Section planes and 
view angles are the same as in Figure H4. Each displayed DOS datapoint was averaged 
over a 3.6 Å-long segment orthogonal to, and bisected by the corresponding plane. (a) 
Highest occupied molecular orbitals (HOMO).  (b) Lowest unoccupied molecular orbitals 
(LUMO).  
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Figure H6. STM/STS characterization of NC2.  (a) STM topography image of NC2 [set 
point 2.2 V, 5.0 pA].  (b) DOS spectra [set point 2.0 V, 20 pA] measured at the locations 
A-I marked in (a). Spectra are offset for clarity. Prominent occupied and unoccupied 
states are marked with an 'H' and 'E' respectively.  (c-d) Close-up of spectra from C, G 
and J locations.  
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Figure H7. Theoretical DOS for a model near-spherical (composition H114Si175O, 
diameter ~2 nm) SiNC with a Si=O impurity. Data arrangement and markings are the 
same as in Figure 10.2. In (c), P2 corresponds to the defect location. Locations P1 and P3 
correspond to locations P2 and P3 in Figures 10.4, H8 and H9. The top and bottom rows 
in (d-j) show opposite sides of the NC. To more closely reproduce experimental 
conditions, all spectra were normalized to give the same total current at 1.7 V. 
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Figure H8. Theoretical DOS for a model near-spherical (composition H116Si175, diameter 
~2 nm) SiNC without impurities. Data arrangement and markings are the same as in 
Figure 10.2. In (c), locations P1, P2 and P3 are the same as in Figures 10.4 and H9. The 
top and bottom rows in (d-i) show opposite sides of the NC. To more closely reproduce 
experimental conditions, all spectra were normalized to give the same total current at 
1.7 V. 
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Figure H9. Theoretical DOS for a model near-spherical (composition H116Si175O, 
diameter ~2 nm) SiNC with a Si–OH impurity. Data arrangement and markings are the 
same as in Figure 10.2. In (c), P1 is the same location as in Figure 10.4. Location P2 
corresponds to the defect location. Location P3 is positioned on the opposite side of NC 
with respect to P2. The top and bottom rows in (d-i) show opposite sides of the NC. To 
more closely reproduce experimental conditions, all spectra were normalized to give the 
same total current at 1.7 V. 
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Figure H10. Volume distribution of theoretical DOS for a model near-spherical 
(composition H114Si175O, diameter ~2 nm) SiNC with a Si=O impurity. (a) NC geometry. 
(b-g) DOS for the peaks from Figure H7c. N is the number of individual states 
comprising the peak. First row represents the normalized DOS maps on the surface 
(identical to Figure H7e-j). Second and third rows show bulk unnormalized DOS 
distributions across the main coordinate planes containing the oxygen atom. Each 
displayed DOS datapoint was averaged over a 3.6 Å-long segment orthogonal to, and 
bisected by the corresponding plane. 
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Figure H11. Bulk cross-sections for individual orbitals of a model near-spherical 
(composition H114Si175O, diameter ~2 nm) SiNC with a Si=O impurity. Section planes 
and view angles are the same as in Figure H10. Each displayed DOS datapoint was 
averaged over a 3.6 Å-long segment orthogonal to, and bisected by the corresponding 
plane. (a) Highest occupied molecular orbitals (HOMO).  (b) Lowest unoccupied 
molecular orbitals (LUMO). 
 
 290 
 
 
 291 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure H12. Volume distribution of theoretical DOS for a model near-spherical 
(composition H114Si175O, diameter ~2 nm) SiNC with a Si−O−Si impurity. (a) NC 
geometry. (b-g) DOS for the peaks from Figure 10.4c. N is the number of individual 
states comprising the peak. First row represents the normalized DOS maps on the surface 
(identical to Figure 10.4e-j). Second and third rows show bulk unnormalized DOS 
distributions across the main coordinate planes containing the oxygen atom. Each 
displayed DOS datapoint was averaged over a 3.6 Å-long segment orthogonal to, and 
bisected by the corresponding plane. 
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Figure H13. Bulk cross-sections for individual orbitals of a model near-spherical 
(composition H114Si175O, diameter ~2 nm) SiNC with a Si−O−Si impurity. Section planes 
and view angles are the same as in Figure H12. Each displayed DOS datapoint was 
averaged over a 3.6 Å-long segment orthogonal to, and bisected by the corresponding 
plane.  (a) Highest occupied molecular orbitals (HOMO).  (b) Lowest unoccupied 
molecular orbitals (LUMO). 
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Figure H14. Volume distribution of theoretical DOS for a model near-spherical 
(composition H116Si175O, diameter ~2 nm) SiNC with a Si−OH impurity. (a) NC 
geometry. (b-f) DOS for the peaks from Figure H9c. N is the number of individual states 
comprising the peak. First row represents the normalized DOS maps on the surface 
(identical to Figure H9e-i). Second and third rows show bulk unnormalized DOS 
distributions across the main coordinate planes containing the oxygen atom. Each 
displayed DOS datapoint was averaged over a 3.6 Å-long segment orthogonal to, and 
bisected by the corresponding plane. 
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Figure H15. Bulk cross-sections for individual orbitals of a model near-spherical 
(composition H116Si175O, diameter ~2 nm) SiNC with a Si−OH impurity. Section planes 
and view angles are the same as in Figure H14. Each displayed DOS datapoint was 
averaged over a 3.6 Å-long segment orthogonal to, and bisected by the corresponding 
plane.  (a) Highest occupied molecular orbitals (HOMO).  (b) Lowest unoccupied 
molecular orbitals (LUMO). 
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Figure H16. Volume distribution of theoretical DOS for a model near-spherical 
(composition H116Si175, diameter ~2 nm) SiNC without impurities. (a) NC geometry. (b-f) 
DOS for the peaks from Figure H8c. N is the number of individual states comprising the 
peak. First row represents the normalized DOS maps on the surface (identical to Figure 
H8e-i). Second and third rows show bulk unnormalized DOS distributions across the 
main coordinate planes containing the oxygen atom. Each displayed DOS datapoint was 
averaged over a 3.6 Å-long segment orthogonal to, and bisected by the corresponding 
plane. 
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Figure H17. Bulk cross-sections for individual orbitals of a model near-spherical 
(composition H116Si175, diameter ~2 nm) SiNC without impurities. Section planes and 
view angles are the same as in Figure H16. Each displayed DOS datapoint was averaged 
over a 3.6 Å-long segment orthogonal to, and bisected by the corresponding plane.  (a) 
Highest occupied molecular orbitals (HOMO).  (b) Lowest unoccupied molecular orbitals 
(LUMO). 
 302 
 
 
Figure H18. Comparison of theoretical DOS for model near-spherical (diameter ~3.5 
nm) SiNCs with and without impurities. (a) Geometry of a NC with a Si=O impurity and 
composition H410Si1087O. (b) Calculated 1D DOS map as a function of bias voltage and 
position x along the path shown in (a). (c) Individual DOS spectra from (b) measured at 
points P1 through P3. Spectra are offset for clarity. (d-f) Same as (a-c) for a NC with a 
Si−O−Si impurity and composition H410Si1087O. (g-i) Same as (a-c) for a NC with a 
Si−OH impurity and composition H412Si1087O. (j-l) Same as (a-c) for a NC without 
impurities, and composition H412Si1087. To more closely reproduce experimental 
conditions, all spectra were normalized to give the same total current at 1.35 V. 
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Free-standing H-SiNCs synthesis 
Free-standing H-SiNCs were synthesized following a modified literature 
procedure
15
. Trichlorosilane (HSiCl3, ≤ 98%; Alfa Aesar), pentane (anhydrous C5H12, 
Sigma-Aldrich), aqueous hydrofluoric acid (HF, 48.0–51.0%, Fisher Scientific), aqueous 
hydrochloric acid (HCl, 12N, Fisher Scientific), and ethanol (anhydrous EtOH, ACS 
grade, Pharmco-Aaper) were purchased for syntheses and used without further 
purification. 
A Schlenk line was utilized to maintain an air-free environment during the sol-gel 
polycondensation with Ar flow as the inert gas. Other synthetic procedures, such as 
etching and solvent media switching, were done in air. For all aqueous solutions, 
electrophoretically pure water (nanopure water, 18 MΩ•cm resistivity) was used for 
aqueous mixtures preparation.  
In a typical reaction, 4.5 mL of HSiCl3 (45 mmol) was injected into a two-necked 
round-bottom flask, equipped with a small PTFE-coated magnetic stir bar. The flask with 
HSiCl3(l) was cooled in an ice bath for 10 minutes, then an aliquot (90 mmol) of nanopure 
water was quickly injected into the flask to accomplish hydrolysis and polycondensation 
of HSiCl3. The mixture was cooled for another 3 minutes, then left under flowing Ar for 
18h to purge HCl(g) byproduct. The resulting sol-gel hydrosilicate polymer was 
subsequently dried in vacuo for 18 hrs. This solid precursor was placed in an alumina 
boat, and was annealed at 1100 °C under flowing N2 in a horizontal tube furnace 
(Lindberg Blue, Model TF55035A, Lindberg Scientific, Asheville, NC) for 10 hrs to 
produce nanocrystalline Si nanoparticles (NC Si NPs) embedded in SiOx (x ≤ 2) matrix 
(NC Si NPs/SiOx). The annealed NC Si NPs/SiOx powders (0.5 g) were ball-milled for 10 
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seconds in a tungsten carbide lined milling vial with two 1 cm tungsten carbide balls 
using a Spex 8000M mill mixer (SPEX SamplePrep, Metuchen, NJ). The milled NC Si 
NPs/SiOx powder was subsequently etched in a chemical etching solution of 1:1:1 (by 
volume) ethanol/water/HF(aq) for 1 hr to liberate hydride-terminated Si NPs (SiNCs), 
which were then partitioned into pentane by biphasic extraction (10 × 5 mL of pentane 
extractions).   
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FIG. I1. Impact of the finite bias voltage drop inside a SiNC on the STS spectra. (a) 
“Direct” tunnelling through an occupied electronic state with energy    below the Fermi 
level (EF) of the Au(111) substrate (corresponding states shown in blue). In a biased 
tunnel junction involving a SiNC (corresponding states shown in red), a finite voltage 
drop occurs across the SiNC volume changing the energy of all electronic states by     , 
where    is the bias voltage, and     is a function of the SiNC dimensions and 
dielectric susceptibility. Tunnelling into the state thus occurs when the Fermi level of the 
tip is aligned with the electronic state, which happens when             (here, and 
everywhere in Fig. I1, we assume that all quantities are positive). The onset tunnelling 
voltage can thus be calculated as         .
3, 11
 (b) “Reverse” tunneling through an 
occupied state. In contrast to “direct” tunnelling, “reverse” tunneling is initiated when the 
Fermi level of the Au(111) substrate is aligned with the electronic state, which happens at 
opposite polarity to that of (a), when        . This gives the onset tunnelling voltage 
of     .
3, 11
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FIG. I2. Spatial mapping of LDOS for a representative SiNC showing spectral peaks 
corresponding to “direct” and “reverse” tunneling. (a) STM topographic profile [z height 
vs. x coordinate along the path shown in (b)]. (b) STM topographic image. Solid line is a 
trajectory for 1D STS mapping in (c). (c) dI/dV as a function of the bias voltage and 
position x along the path shown in (a). (d) Individual LDOS spectrum from (c) measured 
in the center of the path. Peaks originating from occupied (unоccupied) states produced 
by “direct” tunneling are marked 'H' ('E'), while peaks originating from “reverse” 
tunneling are marked 'H*' ('E*'). Horizontal error bars indicate the uncertainty in 
identification of the peak onsets. At the center of the SiNC, the ratio of the onsets for 
peaks   and   
  gives            , and             for peaks    and   
 . (In 
the main text, we use       as a representative value for SiNCs, to estimate the energy-
voltage relationships for STS features corresponding to “direct” and “reverse” tunneling.) 
Voltage onsets for both “direct” and “reverse” tunnelling (at opposite bias polarities) vary 
with tip position on the NC surface. This is particularly noticeable for “reverse” tunneling 
peaks   
  and   
 , while the onsets of “direct” tunneling peaks   and    are relatively 
insensitive to the position along the SiNC. These onset variations are explained by the 
sensitivity of   to the geometry of the junction.3 Indeed, both the tip position with respect 
to the SiNC, and the relative tip height z, which can both be expected to affect  , vary 
considerably across the scan range shown in the topography profiles (a) and (b). The 
larger sensitivity of peaks   
  and   
  to spatial location is explained by the fact that the 
onsets for these are inversely proportional to   (changes significantly), while the onsets 
for peaks    and    are inversely proportional to     (changes relatively 
insignificantly due to the small value of  ). 
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FIG. I3. Spatial mapping of LDOS for the SiNC from Fig. 11.1(b) after partial dehydrogenation, but before DBs were generated. (a) 
Topography of the SiNC. (b) LDOS as a function of the bias voltage and position x along the path (solid line) shown in (a). (c) 
Individual LDOS spectra from (b) measured at points 1 and 2. Spectra are offset for clarity. Occupied and unoccupied states are 
marked 'H' and 'E' respectively. 
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FIG. I4. FT-IR spectra of as-prepared hydrogen-terminated SiNCs dispersed in a hexane 
solution as described elsewhere.
16
 (a) Low frequency region. Broad peak at 600-700 cm
-1
 
includes: 1) the Si-H bending modes and Si-H2 rocking mode of Si(100),
17
 2) the Si-H 
bending mode of Si(111)-(1×1),18 and 3) the Si-H bending modes and Si-H2 wagging 
mode originating from step-edges of vicinal H/Si(111) surfaces.
19
 The peak at 904 cm
-1
, 
on the other hand, has no contribution from Si-H: it contains the Si-H2 scissoring bending 
mode,
17, 20
 as well as the Si-H3 degenerate deformation mode
21
 (note that Si-H3 
population is expected to be significantly lower due to 2 times higher oxidation rate while 
exposed to the air during the measurement).
22
 Intensity of both peaks are comparable, 
which suggests a significant presence of Si-H2 on the {100}Times facets of measured 
SiNCs. For comparison, for the Si(100)-(3×1) surface, where ~1/3 of the surface Si atoms 
are terminated with dihydrides (and the rest are terminated with monohydrides), the 
relative intensity of the ~900 cm
-1
 region is an order of magnitude smaller than that of the 
~600 cm
-1
.
17
 (b) High-frequency spectral region associated with silicon-hydride 
stretching modes. While the peak at 2100 cm
-1
 may be associated with both Si-H and Si-
H2, the shoulder observed at 2120-2140 cm
-1
 is indicative of Si-H2.
17
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FIG. I5. STS characterization of additional SiNCs of different sizes. (a-d) STS spectra 
before (“pristine” state) and after application of ESD pulses causing reconstruction 
(narrowing of the bandgap) and the creation of localized DB states deep in the bandgap. 
The observed charge state of the DB is neutral (DB
0
) in (a, b), switching from positive 
(DB
+
) to neutral (DB
0
) in (c), and switching from negative (D  ) to neutral (DB0) in (d). 
Note that “reverse” tunneling features (marked with “*”) are observed in (a) and (d) with 
different values of  . 
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