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In this paper, the boundary value problems for a class of linear ordinary differen- 
tial equations with turning points are studied. Under suitable assumptions, the 
author proves the existence and uniqueness of solutions, and obtains the uniformly 
valid asymptotic expansions of the solutions. 0 1991 Academic Press, Inc. 
1. INTRODUCTION 
For the boundary value problem with a small parameter E > 0 
v” + f(X, E) Y’ + g(4 E) y = 0, 
Y( -0) = 4E), Y(b) = B(E)> 
where a, b > 0 and f(0, 0) = 0, that is, x = 0 is a turning point, under the 
assumption that f’(0, 0) < 0, the asymptotic expansions of solutions have 
been studied in [l-4], respectively. For the case f’(0, 0) > 0 and 
g(0, 0) = 0, the uniformly valid asymptotic expansions of the solutions have 
been obtained in [S]. In this paper, under the assumption that f(x, 0) < 0 
in [--a, 0); f(x, 0) >O in (0, b]; g(0, 0) ~0, for more general inear equa- 
tions the author studies the existence and uniquenness of the solutions, and 
obtains the uniformly valid asymptotic expansions of the solutions. 
We are able to find that in general cases the solution of the boundary 
value problem possesses interior layers at the turning point and has expan- 
sions with powers of E . Ii2 Thus consider the more general boundary value , 
problem 
E2J”’ +f(X, E) y’ + g(X, E) y + h(X, E) = 0, 
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where j-(0,0) = 0, that is, x = 0 is the turning point. We make the following 
assumptions. 
(I) f(x, E), g(x, E) and h(x, E) E C@+‘)( [ -a, b] x [0, ~1) (E,, is some 
positive constant), and A(E), B(E) E C(“+‘)( [0, ~~1). Thus, we have 
f(x, E) = i fi(X) &‘+ O(&n+l), 
i=o 
g(x, E) = i g,(x) E’+ O(&” + ‘), 
,=O 
h(x, E) = i hi(X) Ei + o(&“+ I), 
i=O 
A(E) = f: A,&‘+ O(&n+l), 
i=O 
B(E) = i B,&‘+ O(&“f I), 
i=O 
where fi(x) = (l/i!)[(8/&‘) f(x, E)] IEzO, the functions g,(x) and the 
constants Ai, Bi are similar to fi(x), respectively, and n is an arbitrarily 
given nonnegative integer. 
(II) fo(x) < 0 on [--a, 0); fo(x) > 0 on (0, b], and hence, f;(O) > 0. 
Moreover, g,(O) < 0. 
2. CONSTRUCTING FORMAL SOLUTION 
Before constructing the formal solution, we prove the following theorem. 
THEOREM 1. Under assumptions (I) and (II), the equations 
fOtx) Yi + gO(x) Yi + ci(x) = O (i=O, 1, 2, . . . . n) (3) 
have solutions ji(x) on [0, b] with j,(b) = Bi and j,(x) on [--a, 0] with 
ji( -a) = Aj satisfying 
Yi(O) = -ci(o + o)/gO(“)3 j,(O)= -Ci(“-o)/gO(o), 
where C,(x)= hi(x) + y:‘_,(x) +C;.=, [J(X) yipj(x) + gi(x) vi~j(X)] in 
which the functions with negative subscripts are considered as zero. 
Proqf: It is enough to prove that the equation 
fo(x) Y’ + go(x) Y + H(x) = 0 
has solutions y,(x) on [0, h] with I>, = 11, and j.2(.~) on [-u, 0] with 
yz( -a) = az satisfying 
J,(O) = -wo + O)/go(OL .,‘2(0) = -H(O - 0)/g,(O), 
where H(x) is a continuous solution on C-u, 0) or (0, h] satisfying that 
H(0 +0) and H(O-0) are finite, and a,, az are given constants. 
It is clear that y,(x) on (0, h] and y*(x) on [--a, 0) as follows 
yi(x)=exp[ -jc E dx] 
where b, = b, b, = --a. Since ,fJx)=J’b(O)x+ o(x) (x + 0), the integral 
jz, ( gO(x)/fO(x)) dx is divergent. So, 
lim yi(x)= --Xl~im+ si W(X)/~O(X)) ewCjZ ko(x)/fo(x)) dxl dx x-o+ expC.ff ko(x)/fo(x)) dxl 
(Wx)/.fo(x)) expC.f; ko(xYfo(x)) dxl 
= -x1%+ kob)/fo(x)) expCji (go(xY.fdx)) dxl 
= -H(O + 0)/g,(O). 
Similarly, 
lim y*(x) = -H(O - O)/go(0). 
X-O- 
Therefore, yi(x) on [0, b] and yz(x) on [--a, 0] satisfy 
Y,(O) =-fm + OYgo(Oh Y*(O) = -f-w-0)/g,(O). 
The proof is complete. 
Theorem 1 shows that under assumptions (I) and (II), solutions of the 
problem (l), (2) do not possess shock layers at the origin. Therefore we 
assume that the solution of the problem (l), (2) has the following formal 
expansion 
XE CO, bl, 
XE C-4 01, (4) 
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where z = X/E and 
jqx, E) = j,(x) + jl(X)E + jqX)E2 + .‘., 
5(z, E) = <l(T)&+ 5,(T)E2 + 13W3 + . . . . 
jqx, E) = j,(x) + Y,(X)& + j2(x,&2 + ..., 
(5) 
q(r, E)=~1(Z)E+Y12(Z)&2+YlJ(Z)&2+ . . . . 
in which the functions t;(r), vi(r), vi(x), and j,(x) remain to be deter- 
mined. 
Substituting (4) into Eq. (l), we have, on [0, b], 
E2Y”(X, E) +f(x, 6) Y’(x, E) + g(x, E) Yk 6) + 0, E) 
+ 5”(? E) + i f(=, E) (‘(5 E) + g(w E) ((5 E) = 0, 
and on [-a, 01, 
E2jqX, E) +f(x, E) j’(x, E) + g(x, E) J(x, E) + h(x, E) 
+ $‘(T, E) + f f(TE, E) Ff(z, E) + g(w, E) v(z, E) = 0. 
Since r is a stretched variable, we consider x and t as independent, and set 
E2j”(X, E) +f(x, E) j’(x, E) + g(x, E) j(x, E) + h(x, E) = 0 (0 6 x 6 b), 
Y(? 8) + 5 f(=, E) 5’(5 6) + g(=, E) 5(? 8) = 0 (o<T< a), 
E2j”(X, E) +f(x, E) j’(x, E) + g(x, E) j(x, E) + h(x, E) = 0 (-a<x<O), 
rl”(G &) + f f(=, &I yI’(? 6) + g(=, El rl(? El = 0 (-co<z<O). 
Substituting (5) into the above equations, collecting the terms of like 
powers of E and equating the coefficients to zero, we have 
f&) YXX) + gob) Y,(x) + C(x) = 0 
(0 <x < b), (61, 
51’(r) + Czfd(0) +fi(“)l tltt) + gOto) tib) = Ri(t) 
(OGz< oo), (7)i 
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j;,(x) jl’(x) + g,,(x) F,(x) + T,(x) = 0 
(-a<s60). (81, 
v:‘(7) + IIdw) +.f;(O)l v:(T) +&T,,(O) Vi(T) = H,(T) 
(-Jc<tdO), (9), 
where C,(x) and E,(x) are the C,(x) in (3) in which yk (k =O, 1,2, . . . . 
i- 1) is replaced by jk(x) and F,(x), respectively, co, qO, RO, and H, are 
considered as zero, and R, = H, = 0, for i = 2, 3, . . . . n, 
R!(t)= - i I’i+ I(T) 5: -j(T) + G,(z) 5i- j(r)], 
j= 1 
H;(T) = - 2 [F,+,(7) Li(7) + G,(7) v;-,(7)], 
j= I 
in which 
K(r)=; [$fh 4]icc; G,(r)=i [$ A=, 4]iEzo 
In order to obtain ji(x), ji(x), ri(r), and vi(z) (i=O, 1, . . . . n) from 
(6)i-(9),, we need some suitable boundary conditions. The fact that <(7, E) 
and ~(7, E) are transition layer functions yields 
ti(m)=o, qJ-co)=O. (101, 
In addition, the formal solution (4) must satisfy the condition (2) and some 
initial value conditions at x = 0. Thus, it follows that 
j,(b) = Bi, y=,(--)=A,, (ll)i 
Yi(Of + 5i(“)=ji(o) + Vi(o)2 
K,(O) + 4x01 =.L I(O) + r11(0), 
(12); 
where i = 0, 1, 2, . . . . n, and the terms with negative subscripts are considered 
as zero. Now we prove a result as follows. 
THEOREM 2. Under assumptions (I) and (II), there exists a unique 
solution j,(x) on [-a, 01, j;(x) on [0 b] and ri(7) on [0 a)), vi(T) on 
(-co, 0] satisfying (6)i-(12)i, respectively. In addition, there exists a 
positive constant CJ such that 
t,(r) = O(e-u7) (7+ a), ~~(7) = O(euT) (7+ -03). (13); 
Before proving Theorem 2, we give a lemma as follows. 
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LEMMA 1. Assume that the infinite boundary value problem 
Y” =.0x) Y + g(x), -cn<xx<, (14) 
Y(O) = Yo, Y(a)=0 (or Y(-m)=O), (15) 
satisfies 
(i) there exists a constant m > 0 such that f(x) > m2 on (-co, CD); 
(ii) the functions f(x) and g(x) are continuous on (- 00, 00) and 
g(x) = O(epmx) (x -+ co) (or g(x) = O(emx) (x + -co)). Then, the infinite 
boundary value problem (14), (15) has a unique solution y(x) = 
O(e- n’(1-6)x) (x-00) (or y(x)=O(e”“~“‘“) (x-+ -co)), where 6 is an 
arbitrary positive constant. 
Proof: We shall first prove that the fundamental system of the solutions 
of the equation 
Y” =.0x) Y7 (16) 
cosists of a solution decaying exponentially as x + co and growing 
exponentially as x -+ -CC and a solution growing exponentially as x + co 
and decaying exponentially as x + -co. To do this, we consider the 
equation 
y” = m2y, 
which has two linearly independent solutions eMmx and emx. It is clear that 
~i(x)AO<cp,(x)~e-““, and 
By [7, Theorem 1.7.11 Eq. (16) has a solution yi(x) on [0, co) satisfying 
y,(O) = 1 and ql(x) < yl(x) < (p=(x) on CO, a). In fact, 0 < yl(x) < (p2(x) 
on [0, co) holds. Otherwise, it contradicts the uniqueness of solutions of 
initial value problems for Eq. (16). Thus, let yi(x) = e-p(x), where 
p(x) = -In yi(x) has continuous derivatives up to second order. 
Similarly, the equation 
j”=f(-xx)y 
has a solution j(x) on [0, co) satisfying j(0) = 1 and 0 < j(x) < ePmx on 
[0, co), therefore, the function y2(x) P j( -x) on (- co, 0] is a solution 
of Eq. (16) such that ~~(0) = 1 and O< y2(x) <emx on (-co, 01. Let 
y2( x) = eq(*), where q(x) = In y2(x) has continuous derivatives up to second 
order. 
It is clear that the solutions J.,(X) and J.~(.x) can be extended to 
(-co, co), respectively, satisfying yl(x) 3 cm”” on ( ~ x, 0] and Jam 3 
em’ on [0, a). Now let yj(x)=ePP”’ on (-x, 0] and ~~(1) = eyCy’ on 
co, co), where p(x) = -In J’,(X) and y(x) = In y*(x) have continuous 
derivatives up to second order. Now we obtain the two linearly inde- 
pendent solutions y,(x) and .rz(x) of (16) with behaviors the same as those 
stated above. 
Next, we shall prove that yl(x).l’z(x)=eY“‘~P’~) is bounded on 
(- co, co). The proof is given only for the case for [0, co) because the case 
for ( - co, 0] can be proved similarly. It follows from Liouville’s Theorem 
that 
p--PC\-) &/(.x) 
-p’(x) e-PW q’(x) &x) = K (a constant) # 0. 
that is, 
(p’(x) + q’(x)) eq(*)-p(X) = K. 
In addition, we find that p’(x) >O, q’(x) satisfies the equation 
U’ + u2 =f(x) and q’(0) 2 m. This implies q’(x) 2 m on [0, co ). If this is not 
true, there exists some point x0 E (0, 03) such that q’(x,) < m. Let x = xi be 
the maximal zero point of the function q’(x) - m at the left of the point x0. 
Then there exists at least one point x2 E (x,, x0) such that q”(x2) < 0, but 
this contradicts q”(x2) =f(x,) - q’2(x2) > 0. Thus, p’(x) + q’(x) > m holds 
on [0, co), therefore eq(X)-p(x) is bounded on [0, co). 
Thus we obtain the general solutions of (14) as follows 
Y(X) = CI Y,(X) + ~2 Ye + j-’ by YZ(X) -YI(X) ~2(f)) K-k(t) dl 
0 
= cl Y,(X) + ~2 Ye + K-‘Y,(x) j-’ yl(t) g(t) dt 
0 
- K- ‘Y,(X) i ; yAf) s(f) dt 
= Cl Yl(X) + c2 Y2(X) 
+K-‘Y,(x) j= YI(~) g(t) dt+ I’ yl(t) g(t) dt 
0 oc > 
-KP1y,(x).0(y2(x).exp[-m(1 -6)x]) (x-00) 
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= Cl Yl(X) + c2 Y2b) 
+K-‘y,(x)(L+O(y,(x).exp[-m(l-S)x])(x+ 00)) 
+O(exp[-m(l-6)x]) (x-+ 03) 
= cl y,(x) + (c2 + K-IL) y2(x) + 0(exp[ -m(l -6)x]) (x + co). 
It follows that y(co) = 0 holds if and only if c2 = -K-‘L. By y(O) = y,,, ci 
can be uniquely determined. Thus, the problem (14), (15) has a unique 
solution y(x) = O(exp[ -m(l -6)x]) (x + co). 
Similarly, for the other infinite boundary value problem, we can obtain 
the solutions with y( - co) = 0 as follows: 
Y(X) = CRY, + WexpCm(l - ~)xl) (x+ -co). 
By y(0) =yO, c2 can be uniquely determined. Thus there exists a unique 
solution y(x) = O(exp[m( 1 - 6)x]) ( x + -co). The proof of Lemma 1 is 
complete. 
Proof of Theorem 2. By Theorem 1, we can uniquely obtain j;(x) on 
[0,6] and T,(x) on [--a, 0] successively. In order to obtain t,(z) and vi(r), 
we introduce new variables ui(r) and U,(r) such that t,(r)= v(r) .u,(r), 
u]~(T) =v(z). ii(z), where 
v(s) = exp[ - +(fd(0)r2 + Zfi(O)r)]. 
Then, Eqs. (7)i, (9); are respectively transformed into 
ui’+ C~~~“~~~f~~o~~~~zfd~o)+f*(o~)21ui~v~’~z~ Rib), (17)i 
iii’+ [g,(0)-~f~(O)-f(zf~(0)+f,(0))2]ui=v-1(z) Hi(T). (18)i 
Now we shall discuss the solutions of (17)i, (18), on (-co, cc). By 
Lemma 1, Eqs. (17), and (18), have solutions u(r) and U(r), the behaviors 
of which are the same as those of yi(x) and y2(x) in Lemma 1. Thus, the 
solutions of (17), with ui(co)=O and the solutions of (18), with 
zii ( - co ) = 0 are respectively 
ul(~)=c14~), 4(r) = Cl a), 
where c1 and C, are constants to be determined. Let ii(t) = v. u(r) and 
E( r ) = v . U( r ), then 
S,(t)=cle), VI(Z) = Cl f(z). 
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From (12), , we have 
c,lz(O)-?,&(O)=j,(O)-f,(O) 
(‘, i?‘(O) - c, i’(0) =$)(O) - J;)(o). 
(191 
Since ii(s) and Z?(T) are two linearly independent solutions of (7),, the 
determinant of the coefficients of the system (19) does not vanish. Thus cl 
and C, can be uniquely obtained from (19), so we obtain 
&(r)=v(+O(exPt--(-g,(0)++f:(O))“2(l-&)r]) (T+a), 
11~(T)=V(T).0(eXP[(-g,(0)+~f:(0))”2(1-~,)Tl) (T-+ -cc), 
henceforth hi (i = 1, 2, . ..) are arbitrary positive constants with 6, < 6,+, . It 
is clear that the estimates (13), hold. 
With the defined ti(r) and V,(T) the terms at right sides of (17), 
and (18), are O(exp[ - (-g,(O) + $ff(O))“’ (1 - 6,)~]) (r + co) and 
O(expC( -g,(O) + $fSW” (1 - 6,bl) ( T + -co), respectively. It follows 
from Lemma 1 that the solutions of (17), with u2(03) =0 and the solutions 
of (18), with U2( - co) = 0 are, respectively, 
k(T) = C24T) + O(exP[ - (-g,(O) + +f:(O))“2 (1 - &)r]) (T-‘m) 
and 
i&(T) = C9qz) + O(exp[( -g,(O) + af:(o,,1’2 (1 - 6,)r]) (T-’ -ml, 
where c2 ands E, are constants to be determined, thus 
52(T) = C,:(T) + V(T) 
. WxpC - ( -g,(O) + XWP’ (1 - &dd 1 
v2(T) = C2i(T) + V(T) 
~O(ex~C(-gdO)+ ilW))‘~’ (1 -01) 
From (12), we have 
c2LqO) - c,f(O) = 2, 
c2ii’(O) - C,d’(O) = R, 
(T+ a), 
(T-+ -CO). 
where R and 2 represent definite constants. Since the determinant of the 
coefficients of the above system does not vanish, c2 and C, can be uniquely 
obtained from the above system. Thus we obtain t2(r) and V*(T). It is clear 
that the estimates (13), hold. 
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Similarly, ti(z) and vi(t) can be obtained from (7)i, (9)[, (lO)i, and (12)i 
successively such that the estimates (13); hold. The proof of Theorem 2 is 
now completed. 
3. ESTIMATE OF THE REMAINDERS 
In order to prove Theorem 3 in this section, we need a lemma as follows 
LEMMA 2. Let CC(X) and p(x) be continuous functions on [--a, b] 
satisfying 
(i) a(x)<B(x) on C-a, bl; 
(ii) there exists points x0, x1, . . . . x, with --a = x0 < x1 < ... <x, = b 
such that a(x) and b(x) have continuous derivatives up to second order on 
each interval [xi- ,, xi] (i= 1, 2, ,.., n), undfor i= 1,2, . . . . n (n > l), 
hold, 
a’(xj - 0) d a’(x, + O), j'(Xj - 0) Z fl'(Xi + 0) 
Ifs(x), g(x), and h(x) are continuous in [--a, b], and 
a”(x) +f(x) a’(x) + g(x) a(x) + h(x) > 0, 
B”(x) +f(x) B’(x) + g(x) B(x) + h(x) < 0, 
hold in [xi- I, xi] (i= 1,2, . . . . n), then for arbitrary real numbers A and B, 
if only 
a(-u)<A<fi(-a), a(b)<B<B(b), 
the boundary value probiem 
Y” +f(x) Y’ + g(x) Y + h(x) = 0, -u<x<b, 
y(-a)=A, y(b) = 4 
has a unique solution y(x) satisfying 
a(x) <Y(X) <P(x), -a<xdb. (20) 
Prooj The existence of solutions satisfying (20) can be directly 
obtained from [6, Theorem 21. 
Now we prove the uniqueness. Let y(x) be a solution satisfying (20). 
Suppose that the boundary value problem has another solution y,(x). 
332 
Then 
where c is an arbitrary real number, are solutions of the boundary value 
problem. Consider the set (1.; E(X) < J(.K, c) < b(x) in [--a, h]}. It is clear 
that there exists a real number c* such that X(X) < J$.Y, c*) 6 /1(x) in 
[ --a, b] holds and there exists x* in ( -u, h) such that y(x*, c*) = I(.Y*) 
or y(x*, c*) = fl(x*). For definition, we consider the case that 11(x*, c*) = 
c((x*). It is easy to see that 
y’(x*, c*) 6 a’(x* - 0) ,< a’(x* + 0) < L”(X*, c*) 
thus, y’(x*, c*) = a’(~*). Then we have 
0 = y”(X*, c*) +f(x*) y’(x*, c*) + g(x*) y(x*, c*) + h(x*) 
= y”(X*, c*) - aU(x*) + a”(~*) +f(x*) a’(x*) + g(x*) N(x*) + h(x*) 
> y”(X*, c*) - a”(X*). 
This contradicts that a(x) 6 y(x, c*) in [-a, 61. The proof of Lemma 2 is 
complete. 
Now we can prove the main result in this paper. 
THEOREM 3. Under assumptions (I) and (II), for E in (0, E,] (Ed some 
sufficiently small positive constant) the boundary value problem (1 ), (2) has 
a unique solution y(x, 6) satisfying 
IY(X, &I- Y,(x, &)I <c&“+‘, -a6x66, (21) 
where C is a positive constant independent of E and 
y,(X, E) = 
Y~(x)+j, (ji(X)+Cz(f))&‘, OdXdb. 
4.O(x)+:l (.Fi(x)+Vi(~))Eir -adx<O. 
Proof. From the assumptions, there exist 6, IJ, k, I and E, > 0 such that 
for EE(O,E~], g(x,s)< -0in [-S,S], Ig(x,c)l<lin [-a,b], f(x,e)>k 
in [S, b] and f(x, E) < -k in [--a, -6-J hold. Let 
FJX, E) = 
Y”(X, E) + (2 - eCuL(r’F.)) En+ ‘, O<x<b, 
YJx, E) + eo2(XIE)P +‘, -a<xdO, 
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where 6, and o2 are two positive constants such that 
y;(o) + Gl = g(o) + 02 
holds. It follows that r,Jx, E) has continuous derivative at x = 0. In 
addition, by Theorem 2, for x E [0, b] we have 
= i yf(x)EJ+2 
[ 
+f(x, E) i: y:(x) E’ 
i=O i=O 







T&,E) 1 5:(z)Ei+g(TE,E) 1 5,(T)&’ 
i= I i=l i=l I 
= O(&” + ‘), 
where tn+ i(z) = -ePulr. Similarly, for x E [ -a, 0] we also have 
&‘Yi +f(x, E) Fi+g(x, E) F,,, + h(x, E) = o(&“+‘). 
Thus there exists a constant M> 0 such that for XE [--a, b], 
(&*Y;+f(X,&) F;+g(x,E) Y,+h(x,E)jaw+‘. 
Define the functions 
where 
cI(x, E) = Yn(x, E) - w(x, E), -a<x<h, 
/3(x, E) = P,b, E) + 4x, 81, -adx<b, 
E n+lr~--l(e~l’“+“+~O’-~), -adx< -6, 
W(X, E) = 
E 




-rl2(6-6+&3~- 1)~’ (e-i.z(b- x + 60) - 1 ), 66x<b. 
where 6, is an arbitrarily given positive constant, r is a positive constant 
to be chosen later, and 1, = i/k + O(E~) is a positive root of e2A2 - kR + 
1= 0, 1, = -l/k + O(E~) is a negative root of a2A2 + kl + I = 0. 
It follows from the definition that a(x, E) < p(x, E), and for r sufficiently 
large, 
a(-aa,E)<A(E)<8(-a,E), db, E) <B(E) < P(b, E). 
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Since ~‘(x, E)>O in [--a, -6) and )v’(.u, F) <O in (6, h]. the functions 
a(~, E) and fl(x, c) satisfy 
cw’(-6-O,E)<ct’(-b60,6), x’(d ~ 0, I:) < z’(6 + 0, E). 
p’(-s-o,E)>p’(-6+O,c), [Y(b - 0, E) 3 /?‘(6 + 0, 8). 
In addition, for I- sufficiently large and E in (0, ~~1 we have 
E2d’(X, E) +f(-X, E) Cr’(X, E) + g(X, E) Ct(X, E) + h(X, E) 
= E2y;(X, E) +f(X, E) y;(X, E) + g(X, E) Fn(X, E) + h(X, E) 
- [E’W”(X, E) +,f(X, E) W’(X, E) + g(X, E) W(X, E)] 
i 
- ME” + ’ - [E2W”(X, E) - kW’(X, E) + /W(X, E)], 
-a<xd 4 
-jgp+I +E”+‘a~~~l(p~l’“-ii+60)_ I), 
2 
-66X<& 
-MEn+l - [E2W”(X, E) + kW’(X, E) + /W(X, E)], 
6dx<b. 
> 0. 
Similarly, for f sufficiently large and E in (0, E,], we have 
E28”(x, E) +fb, 8) p’(X, 8) + g(x, 8) fib, 6) + h(x, E) co. 
Now, CI(X, E) and /?(x, E) satisfy all the assumptions of Lemma 2, thus the 
boundary value problem (l), (2) h as a unique solution y(x, s) satisfying 
4x3 El < Y(X, El <KG &I in [-a,bJ. 
Hence it follows that there exists a constant C > 0 such that 
Iv(x,&)-YY,(x,E)(~C&n+l in [-a, b]. 
The proof is complete. 
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We note that there is yet a estimate about ly’(x, E)- Yh(x, &)I in 
Theorem 2. To do this, we need the assumption that j-i(x) = 0 which seems 
too strong. In fact, this is general in some extent. Consider the following 
boundary value problem 
cy” + f(x, E) y’ + g(x, E) y + h(x, E) = 0, 
Y(--a)=A(E), Y(b) = B(E)? 
where f, g, h, A, and B satisfy assumption (I), and f(0, 0) = 0, that is, x = 0 
is the turning point. We know that the solution has expansions with 
powers of E ‘j2. Setting p = E ‘I2 leads to 
P2Y’, +f(x, I**1 Y’ + g(x, CL21 y + 0, P2) = 0. 
Let an expansion of f(x, /A’) with powers of p be 
f(x,~2)=fo(x)+fi(x)~+f2(x)~2+ ...Y 
then it is clear that fi(x) = 0. For this case, we have the following result. 
THEOREM 4. In addition to assumption (I) and (II), assume that f,(x) E 0 
on [ -a, b] and there exists some odd number m > 1 such that f;(O) = . . = 
fb”- “(0) = 0, f;“‘(O) > 0. Th en or E in (0, E,], in addition to (21), f 
Iy’(x,~)- Y:(x,E)~ ~C,~“exp[-ooxm+1/~2]+CZ~n~1+2~~m+1~ 
holds, where C,, C,, and a0 are positive constants independent of E. 
Proof We shall give the proof only for x in [0, b]. The case for 
[ --a, 0] can be proved in a similar manner. 
We know that y(x, E) satisfies 
~*y”(x, E) +f(x, E) y/(x, E) + g(x, E) y(x, E) + h(x, E) = 0. (22) 
In addition, let Y,(x, E) satisfy the equation 
c2y:(x, 8) + f(x, E) y;(x, E) + g(x, E) y,(x, E) + h(x, E) - h(x, E) =O, (23) 
then &x, E) = O(C+ ‘). Th’ IS is because for XE [0, b], 
E2Y;(x,E)+f(x,&) Y;(x,&)+g(x,&) Y,(x,&)+h(x,E)=O(&“+l). 
Let z(x, E) = y(x, E) - Y,(x, E). It follows from (22t(23) that 
E2Zn(X, E) + f(X, E) Z’(X, E) + g(X, E) Z(X, E) + h(X, E) = 0. 
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By (21) and h(x, e) = O(E”+ i), 
h=(x, E) 42 g(x, e) qx, E) + I;(.~, c) = O(E” + ’). (24) 
In addition, we have 
+’ s ‘i;(s,~)exp[-~J1‘I(t.~)dt]ds. (25) E2 o 
It follows from the assumptions that there exists a rro sufficiently small 
such that 
fo(x) > (m + 1) ooxm in [0, b]. 
Thus for O<s<xdb and O<E<E,, 
j5yf(t,E)dtZj[l (f(t,E)-~f(t,O))dt+ao(xm+‘-ss”+‘), 
so by fi(x) E 0, there exists a positive constant C, such that 
exp[-~~~l(r,r)dt]~C,exp[-~(x”i’-sm+l)]. (26) 
Since xmfl -Sm+la(X-.y)*+’ for 0 <s <x < b, there exists a positive 
constant C, such that 
I 
x/s2’” +I
= C+ZI(rn + 1) exp[ -oot”+l] dt 
0 
< C4E2/cm+ 1) (27) 
By Theorem 2, 
z’(0) = q&y. (28) 
Thus it follows from (24)-(28) that there exist positive constants C, and C, 
such that 
z’(x,e)<C1fYexp[-aox”+‘/e2]+C2e”-’+2/(m+1). 
The proof is complete. 
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Now we consider an example of corner layer behavior. The boundary 
value problem 
E2y” + xy’ - y + 1 = 0, (29) 
Y( - 1) = A(E), Y( 1) = WE), (30) 
has a unique solution y(x, E) by Theorem 3, and reduced solutions 
&(x)=(&)-1)x+1 on CO,11 
and 
jQx)=(l-&)x+1 on [-l,O]. 
It is clear that j;(O) f&(O) as B, - 1 # 1 - A,. Thus the solution y(x, E) of 
the problem (29), (30) possesses a corner layer at the origin as 
B,-l#l-A,. 
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