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  Geospatial big data consisting of records at the individual level or with fine 
spatial resolutions, such as geo-referenced social media posts and movement records collected 
using GPS, provide tremendous opportunities to understand complex geographic phenomena and 
their space-time dynamics. Such data have been widely used in many real-world applications, 
such as event detection and population migration analyses. These applications require not only 
efficient data handling and processing capabilities, but also innovative data models and 
analytical approaches that satisfy application-specific requirements. The aim of this dissertation 
research is to establish a suite of innovative methods for analyzing geospatial big data that can be 
modeled as generalized spatial points while addressing the following key research questions: 
how to estimate the spatial and spatiotemporal patterns of geographic phenomena from 
geospatial big data based on spatial point models? How to compare these patterns to gain 
insights into complex geographic phenomena? How to estimate the computational intensity of 
the methods? How can cyberGIS be advanced to resolve the computational intensity? 
Specifically, novel methods are designed in this dissertation research to exploit spatial data 
characteristics, innovate spatial point pattern analytics, and resolve computational intensity 
through high-performance spatial algorithms. Such methods are evaluated in the context of 
several real-world applications, including event detection from social media data and spatial 
movement pattern detection. Experiment results demonstrated that fine-scale spatial patterns can 
be revealed from geospatial big data using the proposed approaches. Novel cyberGIS software 





This dissertation would not have been possible without the support and help from the 
following nice people.  
I would first like to thank my advisor, Dr. Shaowen Wang, and my Ph.D. committee 
members, Dr. Mei-Po Kwan, Dr. Bo Li, and Dr. Sara McLafferty. Shaowen has been guiding me 
through my Ph.D. journey in the past several years. He has provided tremendous support to 
improve my research ability, technical and communication skills, and projection management 
knowledge. I am also grateful to Mei-Po, Bo, and Sara for their support and guidance during this 
process. Their suggestions and insights are invaluable for this dissertation. 
I appreciate all their help and support from current and former members in the 
Department of Geography and Geographic Information Science, the CyberInfrastructure and 
Geospatial Information (CIGI) Laboratory, and the CyberGIS Center for Advanced Digital and 
Spatial Studies. I am especially thankful to Dr. Yan Liu, who has shared me with tremendous 
technical knowledge, and Dr. Anand Padmanabhan, Dr. Junjun Yin, Dr. Myeonghun Jeong, and 
Kiumars Soltani, who have collaborated with me in research papers that contributed significantly 
to my dissertation research. I am also fortunate to work with Dr. Shakil Bin Kashem as his 
teaching assistant, and from this experience I learned a lot about teaching. I would like to thank 
Susan Etter, Matthew Cohn, and Denise Jayne for their support to make my Ph.D. study smooth.  
This dissertation research is based in part upon work supported by the U.S. National 
Science Foundation under grant numbers: 0846655, 1047916, 1354329, 1429699, and 1443080. 
Any opinions, findings, and conclusions or recommendations expressed in this material are those 
of the authors and do not necessarily reflect the views of the National Science Foundation. 
Finally, I thank my family for their endless love and support during my Ph.D. journey. I 
would like to give special thanks to my wife and colleague Ting. Her unending love and support 
iv 
 
are my constant source of courage and inspiration. She does not only manage things for our 
family, but also provides countless insights into my dissertation and servers as the most 
accessible person I could turn to for any thoughts. I also own many thanks to my parents and 
Ting’s parents. They offered their unconditional love and support for us to study at the 
University of Illinois at Urbana-Champaign far away from home. They are the most fantastic 





























TABLE OF CONTENTS 
CHAPTER 1: INTRODUCTION AND BACKGROUND ............................................................ 1 
1.1 MOTIVATION ..................................................................................................................... 1 
1.2 RESEARCH QUESTIONS .................................................................................................. 3 
1.3 BACKGROUND .................................................................................................................. 4 
1.4 GENERALIZED SPATIAL POINT MODEL ................................................................... 10 
1.5 THESIS ORGANIZATION................................................................................................ 15 
CHAPTER 2: MAPPING SPATIOTEMPORAL PATTERNS OF EVENTS USING SOCIAL 
MEDIA: A CASE STUDY OF INFLUENZA TRENDS ............................................................. 18 
2.1 INTRODUCTION .............................................................................................................. 19 
2.2 RELATED WORK ............................................................................................................. 21 
2.3 METHODS ......................................................................................................................... 24 
2.4 CASE STUDY: DETECTING INFLUENZA PATTERNS USING TWITTER DATA .... 30 
2.5 RESULTS ........................................................................................................................... 36 
2.6 CONCLUSIONS................................................................................................................. 47 
CHAPTER 3: A MULTIDIMENSIONAL SPATIAL SCAN STATISTICS APPROACH TO 
MOVEMENT PATTERN COMPARISON ................................................................................. 51 
3.1 INTRODUCTION .............................................................................................................. 52 
3.2 RELATED WORK ............................................................................................................. 55 
3.3 DATA MODEL .................................................................................................................. 57 
3.4 METHOD ........................................................................................................................... 59 
3.5 CASE STUDIES ................................................................................................................. 66 
3.6 CONCLUSIONS AND FUTURE WORK ......................................................................... 76 
CHAPTER 4: SCANNING WINDOW DESIGNS FOR MULTIDIMENSIONAL SCAN 
STATISTICS APPROACH TO MOVEMENT PATTERN ANALYSIS .................................... 81 
4.1 INTRODUCTION .............................................................................................................. 82 
4.2 MULTIDIMENSIONAL SPATIAL SCAN STATISTICS AND OD DATA MODEL .... 84 
4.3 SCANNING WINDOW DESIGNS ................................................................................... 85 
4.4 ALGORITHM AND COMPUTATION ............................................................................. 99 
vii 
 
4.5 EXPERIMENTS AND RESULTS ................................................................................... 107 
4.6 CONCLUSION ................................................................................................................. 121 
CHAPTER 5: CONCLUSION AND FUTURE DIRECTIONS ................................................ 124 
5.1 SUMMARY OF CONTRIBUTIONS............................................................................... 124 
















CHAPTER 1: INTRODUCTION AND BACKGROUND 
1.1 MOTIVATION 
The increasingly availability of geospatial big data consisting of records at individual 
level or fine spatial units, such as geo-located social media posts and movement records 
collected using GPS, provide unique opportunities to understand complex geographic 
phenomena and their space-time dynamics (Dodge et al. 2016, Gonzalez et al. 2008, Guo and 
Zhu 2014). Extensive research using such data have been conducted for many applications, such 
as event detection, movement flow summarization and mapping, and community detections. 
These applications require not only efficient data handling and processing capabilities, but 
innovative data models and analytical approaches that satisfy application-specific requirements. 
However, conventional data models, analytical approaches, and computing resources are often 
unable to handle such big data and to answer new research questions that emerge as a result of 
new datasets and computing resources. The focus of this dissertation research is therefore to 
develop spatial pattern analytical approaches by bridging cyberGIS, new methods for spatial 
pattern analytics, and novel applications, in the context of geospatial big data. 
The specific aim of the dissertation is to establish scalable approaches to analyzing 
geospatial big data that can be modeled as generalized spatial points, and to detect patterns based 
on spatial point representations. Being the simplest but widely used form of spatial data models, 
a spatial point model fits well with many geospatial big data sources containing individual-level 
records (Illian et al. 2008, Diggle 2013). Many of these records represent phenomena each of 
which is associated with one location, and thus can be modeled as points in conventional 
geographic (mostly 2D) spaces, such as individual geo-located social media posts; yet this 
dissertation demonstrates that many other more complicated phenomena that are associated with 
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multiple locations can also be modeled as generalized points in a higher conceptual spaces, such 
as origin-destination (OD) movements or bivariate spatial interactions, each individual record of 
which can be modeled as a point within 4 dimensions (Gao et al. 2018). The point models enable 
spatial pattern discovery through point pattern analysis approaches, in order to answer research 
questions such as pattern comparison and change detection. These point models make the 
detection of fine-scale spatial patterns possible. They can also ensure that no aggregation to areal 
units is necessary and thus the results are less prone to the Modifiable Areal Unit Problem 
(MAUP, Openshaw 1984). The drawbacks of using point models on geospatial big data, 
however, are that the quantity of data used through analytical processes is usually large, and thus 
point analysis approaches such as kernel density estimation (KDE) and scan statistics are 
computationally intensive.  
Performing data-intensive spatial and spatiotemporal point analysis requires computation- 
and data-intensive capabilities and thus cyberGIS (that is, geographic information science and 
systems based on advanced computing and cyberinfrastructure, Wang 2010; Wright and Wang 
2011). CyberGIS has been advanced to resolve the challenges of analyzing geospatial big data by 
seamlessly integrating advanced cyberinfrastructure and high-performance computing resources 
to achieve computation- and data-intensive spatiotemporal analytics. CyberGIS does not only 
speed-up conventional spatial analysis tasks (e.g., to performance kernel density estimations 
from millions of input points), but provides unprecedented opportunities for answering research 
questions that were impossible before (e.g., detecting spatial clusters in multidimensional 
conceptual spaces using scan statistics approaches). Thus, this dissertation research is well 
positioned to advance cyberGIS by transforming data-intensive spatial analytics while posing 
new questions and enabling new approaches to such questions (Wang and Goodchild 2018). 
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Algorithms and software tools are increasingly essential components of scientific 
research (Lazer et al. 2014). New data-intensive pattern analysis tasks are impossible without the 
support of efficient and reliable software. The technical implementations, assumptions, and 
specifications of software tools are also demonstrated to have a large influence on research 
results (Kwan 2016). Developing and sharing open-source software codes and tools are a core 
contribution of this dissertation research since other researchers can easily reproduce our 
methods and understand the technical details associated with the dissertation. These software 
resources will also benefit the scientific community in that other researchers can apply our 
methods to new applications or to continue modifying and improving our methods. Hence, in this 
dissertation research, significant scientific and engineering efforts are also put into the 
development of new software for achieving the aforementioned purpose. 
1.2 RESEARCH QUESTIONS 
The overarching goal of this research is to establish a set of novel data-intensive methods 
for knowledge discovery from geospatial big data based on a generalized spatial point model. 
Using real-world applications such as event detection from social media data, taxi traffic 
analysis, and migration pattern analysis, this dissertation demonstrates show how hidden spatial 
patterns can be detected through methodological innovation. Specifically, novel methods are 
designed to synergistically advance cyberGIS and geospatial data science in the big data era 
through innovative integration of spatial analysis methods, algorithms, computation, and 
application-specific characteristics by addressing the following research questions: 
 How to reveal spatial and spatiotemporal patterns from geospatial big data based 
on spatial point models? 
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 How to compare these patterns for gaining insights into the complexity of such 
patterns? 
 How to estimate the computational intensity of the methods? 
 How can cyberGIS be advanced to resolve the computational intensity? 
In order to answer these research questions, the scope of the dissertation research 
encompasses the following objectives: 
 Develop a set of models, algorithms, and methods for data-intensive spatial point 
pattern analysis; 
 Establish novel cyberGIS approaches to resolving related computational 
challenges; 
 Develop software codes and tools for the developed approaches; and 
 Evaluate the approaches in the context of multiple real-world applications. 
1.3 BACKGROUND 
1.3.1 Geospatial Big Data Analytics 
Recently, complex and massive geospatial data, such as GPS tracking records, large-scale 
surveys, and social media, have become increasingly available due to technological advances and 
significant application demands (Kwan 2016). Geospatial big data collected from various 
sources, have the general properties of big data, that are the 4Vs (Shu 2016, Lee and Kang 2015, 
Barwick 2012, Hilbert 2015). Volume refers to data amount or quantity. Variety means that data 
can be of multiple types or from multiple sources. Velocity refers to the high speed at which data 
are generated. Veracity means that data conform to facts with desirable accuracy. The 
availability of big data and new data analytics provide tremendous opportunities for 
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understanding and modeling complex geographic phenomena. They challenge established 
epistemologies and engender the paradigm of data-driven science (Kitchin 2014, Miller and 
Goodchild 2015). 
Many types of geospatial big data are in the form of individual-level records (or records 
with fine spatial resolutions). For instance, a geo-located Twitter dataset contains tweets as 
individual records, and a taxi-trip dataset contains the pick-up and drop-off locations of each 
individual taxi trip. These individual records collectively may provide valuable insights into 
complex geographic phenomena and processes. When analyzing spatial patterns using these 
individual-level records, previous research often aggregates them into predefined administrative 
boundary or grids. For example, individual social media posts are aggregated to the collective 
behavior at grid cells (Liu et al 2015); individual movement records are aggregated to origin-
destination matrices between regions (Yin et al. 2016). While these aggregation strategies 
dramatically decrease the complexity of spatial analysis problems and reduces big data to small 
data (Lazer et al. 2014), the MAUP is not adequately addressed (Openshaw 1984). In addition, 
the detailed spatial patterns within the aggregate units might be lost.  
The increasing availability and popularity of such geospatial big data have significantly 
increased the importance of computation and algorithms in geographic research (Kwan 2016). 
The use of computational processes and associated algorithms are essential to generate results 
and in many situations, the results are highly mediated by algorithms and computational 
configurations (Lazer et al. 2014). Thus, optimal algorithms and computational approaches with 
high efficiency and effectiveness are critical for spatial pattern discoveries from geospatial big 
data. CyberGIS, a new generation of GIS based on advanced computing and cyberinfrastructure 
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approaches, has emerged to enable computation- and data-intensive spatial pattern discoveries 
(Wang and Liu 2009; Wang 2010; Wang et al. 2013). 
1.3.2 Spatial Point Pattern Analysis 
Spatial point pattern analysis is an important component of spatial analysis and 
GIScience (Illian et al. 2008). It analyzes spatial arrangements, patterns and distributions of a set 
of points across space and time. Most applications assume planar (2D) space while there are also 
one-dimensional and three-dimensional cases (Diggle 2013). In addition, spatiotemporal point 
pattern analysis with one temporal dimension in addition to usual 2D or 3D space is catching 
increasing attention (Diggle 2013, Tango 2010). 
Density estimation is one of the fundamental tasks in spatial point pattern analysis. It 
estimates the underlying probability density function from observed point data (events). Density 
estimation provides a straightforward way to estimate the spatial patterns of point events, which 
describes how the intensity of them varies across space (Cromley and McLafferty 2011). Among 
a variety of density estimation approaches, kernel density estimation (KDE) is one of the most 
widely used methods (Silverman 1986, Shi 2010). KDE is a non-parametric density estimation 
method that can be considered as a sum of ‘bumps’ placed at observations (Silverman 1986). 
KDE can also be used to estimate the relative concentration of certain point events (cases) to a 
background population, by calculating the density ratio between cases and population (Kelsall 
and Diggle 1995a, Kelsall and Diggle 1995b, Shi 2010). 
Clustering analysis of spatial point data plays a key role in many applications of spatial 
point pattern analysis (Diggle 2013). It can be further divided into the detection of clustering and 
the detection of clusters (Cromley and McLafferty 2011). The former type detects whether there 
is a tendency for point events to occur closely together (Diggle 2013, Cromley and McLafferty 
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2011). Classic methods to test spatial clustering include the Ripley's K and L functions (Ripley 
1976) and spherical contact distribution function (Stoyan 1995, Baddeley 2004). The later type 
detects areas with local excesses of point events (Kulldorff 1999). Spatial scan statistics 
(Kulldorff 1997, Kulldorff 1999) are the most popular method for detecting spatial clusters. 
Density-based clustering methods from data mining literature, such as DBSCAN (Ester et al. 
1996), OPTICS (Ankerst et al. 1999) and DENCLUE (Hinneburg and Keim 1998) are widely 
applied. Clustering and clusters may also be a result of point density fluctuation. There is a 
fundamental ambiguity between heterogeneity and clustering, the first corresponding to the 
spatial variation of the intensity function, the second to the stochastic dependence amongst the 
points of the process (Illian et al. 2008). 
1.3.3 Spatial Point Process Models 
A number of spatial point process models have been proposed to describe the spatial 
distributions of point events, primarily in 2D space (Illian et al. 2008, Diggle 2013). These 
models can be expanded to adapt to multidimensional space for the purpose of our generalized 
spatial point processes.  
1.3.3.1 Complete spatial randomness 
Complete spatial randomness (CSR) is one of the most important concepts in spatial 
point pattern analysis. It describes that point events within a given study area are distributed 
completely randomly. Extended from Diggle (2013), CSR in a multidimensional space has the 
following two characteristics: 
 The number of events in any region (hyper-region) A with area |A| follows a 




 Given n events in a region A, they are an independent random sample from the 
uniform distribution on A. 
 
| | | |
!
 (1.1) 
Based on these two characteristics, the intensity of events is constant across space and 
events do not have any interaction with each other.  
CSR is also called homogeneous Poisson point process, and usually serves as a 
benchmark process to test whether points are clustered or dispersed. On one hand, if the inter-
event distances are smaller than that of CSR, the point distribution is clustered. On the other 
hand, if the inter-event distances are larger than that of CSR, the point distribution is dispersed 
(uniform).  
1.3.3.2 Poisson point process model 
A Poisson point process model indicates that the number of events in any region A 
follows a Poisson distribution with mean according to a local underlying intensity  (Equation 
(1.2)). CSR is a special case of Poisson point process (homogeneous Poisson process), where the 
event density is constant and the local intensity is proportional to the area size. In a more general 
case (i.e. a heterogeneous Poisson process), such density is varying across space and can be used 




A Poisson process model is used to evaluate whether the spatial distribution of 
generalized spatial points is different from a known underlying intensity that generates these 
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points. Spatial clusters are then detected against the null-hypothesis that the expected value of 
the Poison distribution is proportional to the known underlying intensity. 
1.3.3.3 Bernoulli point process model 
A Bernoulli point process model is used to compare distributions of two types of 
generalized spatial points. For the convenience of reference, the two types are called type  and 
type  in the remaining parts of this dissertation. A Bernoulli model states that each randomly 
chosen event, regardless of its location, has a constant possibility p (following a Bernoulli 
distribution) to be of type . It infers that the two type events have exactly the same spatial 
distributions. Given a region A of n total events, a Bernoulli model states that the number of  





A Bernoulli model is widely used in case-control studies. It can be used to detect clusters 
in bivariate marked spatial point processes, by testing against a constant possibility (random-
labeling) null-hypothesis. Clusters representing local concentrations of one event type relative to 
the other type can be detected to represent spatial pattern differences between the two types of 
events.  
1.3.4 Spatial Scan Statistics 
Scan statistics was originally proposed to detect clusters in a point process in one-
dimensional (Naus 1965b) or two-dimensional space (Naus 1965a). It was further extended into 
a spatial scan statistic by Kulldorff (1997), which allows the area of scanning windows to vary 
and can detect clusters in spatiotemporal point processes. Spatial scan statistics have then been 
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applied to a wide range of research domains, including but not limited to epidemiology, public 
health, ecology, crime analysis, and astronomy, to find clusters of events (Kulldorff 2015). 
The original and most popular baseline process models in spatial scan statistics are 
(homogeneous or inhomogeneous) Poisson and Bernoulli (Kulldorff 1997). A Poisson model 
deals with the number of events occurring within a time interval and a spatial region. A Bernoulli 
model handles events that are in either one of two states (i.e., belonging to either of two 
categories), which is often used to compare the spatial distributions of two types of events, such 
as in a case-control study. Other models include space-time permutation (Kulldorff et al. 2005), 
ordinal (Jung et al. 2007), exponential (Huang et al. 2007), normal (Kulldorff et al. 2009) and 
multinomial (Jung et al. 2010). 
The most widely used software program of spatial scan statistics is SaTScan™ developed 
by Kulldorff (2015) (the user guide listed hundreds of research papers in a number of domains 
using the software). However, this software only supports analysis in geographic space (with two 
spatial dimensions and optionally one temporal dimension). Furthermore, SaTScan™ is designed 
based on desktop computing, and thus is not scalable to large datasets. Finally, despite being free 
to use, SaTScan™ is not open source (Baker and Valleron 2014). With unclear implementation 
details, it is difficult to adapt or modify its method for serving diverse needs. 
1.4 GENERALIZED SPATIAL POINT MODEL 
This research deals with geographical phenomena involving one or multiple locations 
that can be modeled as a set of multidimensional spatial points , , . . . , . Each of 
these points represents one observation or event of the phenomena, such as a disease case or a 
flow trip. It contains two or more spatial dimensions, and may also include one or more temporal 
dimensions as well as some additional (non-spatiotemporal) attribute values, 
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, , . . . , . . . , . . .  where  is the jth spatial dimension,  is the jth temporal dimension 
and is the jth attribute value. While it seems counterintuitive to have more than one temporal 
dimensions in a spatial data model, it is necessary if multiple components involved in the 
phenomena do not happen simultaneously. For example, suppose an analysis intends to detect 
spatiotemporal patterns of traffic and to model each origin-destination record as a spatial point, 
such a record will have two temporal dimensions, one for the trip start time and the other for the 
trip end time.  
As an example of social media analytics, each geo-located social media post can be 
modeled as a point , , , .  and  are the 2D spatial coordinates of a social 
media post, is the timestamp at which the post is generated, and  may be used to indicate 
either the hashtag of the post, or whether the post is talking about an event (e.g., a disease 
outbreak and natural disaster). Considering OD movement pattern analysis, each OD movement 
flow can be modeled as a point with four spatial dimensions , , , . 
, , ,  is a point in a 4D hyperspace , which results from the 
Cartesian product of the origin’s 2D geographic space and the destination’s 2D 
geographic space  . When comparing the spatial distributions of two OD movement 
datasets, a two-valued indicator variable , which indicates the dataset that each movement 
record belongs to, is added such that , , , , .  This 4D movement data 
model matches with the common sense of OD movement analysis – two movement flows are 
near to each other only if they have both near origins and near destinations, and thus all their four 
spatial dimensions should have similar values, which means their 4D distance is small. If two 
movement flows have the same origin but their destinations are far away from each other, they 
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are not considered as near to each other, and will be modeled as two far apart 4D points whose 
4D distance is their destination’s distance.  
A clarification needs to be made for the usage of "events" and "points". In point pattern 
analysis literature, it is a convention to use events or point events to represent input data or 
observations. Such an event has a different meaning from "event detection" or "event-related 
social media points". However, when multidimensional point models or related computation are 
addressed, we usually call them points, since a point is straightforward to understand with 
geometric meaning.  
1.4.1 The Necessity of the 4D Point Models in Movement Analysis 
Using movement analysis as an example, this subsection explains why a 
multidimensional point model is necessary for spatial pattern analysis of geographical 
phenomena involving multiple locations. On the one hand, with a 4D point model, a pair of 
origin and destination in one flow is naturally considered as a single analytical unit, and the 
spatial interactions between the origin and the destination are modeled with the 4D point 
locations. Such OD integration is essential in movement analysis since the pairwise connections 
between origin and destination are what define movement flows. The spatial patterns of two OD 
movement datasets can be different even if they have exactly the same origin and destination 
distributions. The information about the spatial distributions of origins and destinations, and 
pairwise connections between them are all captured in the 4D point models, and thus researchers 
no longer need to analyze them separately. On the other hand, with a 4D point model, movement 
patterns can be represented in 4D point patterns, and analyzed through 4D point pattern analysis. 
Each flow represents a spatial interaction between two locations. Movement pattern analysis 
(e.g., flow clustering) often requires modeling the relationships a pair of flows, and thus requires 
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describing the spatial relationships among four 2D locations (two for each flow). It is 
challenging for the lack of methods to analyze such four-order relationships. The 4D point model 
converts movement pattern analysis from the four-order relationship between 2D locations to the 
spatial relationship between 4D points. Hence methods designed for analyzing 2D point patterns 
can be extended to analyze movement flows. For instance, Figure 1.1 shows two movement 
datasets. While these two movement patterns appear to be different, describing and quantifying 
such differences are difficult. Through our 4D model, the task to compare these two movement 
patterns can be converted to the comparison of the spatial patterns of two 4D point datasets. It is 
then possible to use a 4D bivariate point process model, and methods such as cross K-function or 
scan statistics for pattern comparison.  
 
 




1.4.2 Comparison with Flow Clustering Literature 
In movement analysis literature, it is a common practice to combine origin coordinates 
and destination coordinates together to calculate the distance or the similarity between movement 
flows for pattern discovery and clustering analysis (Berglund and Karlstrom 1999, Lu and Thrill 
2008, Liu et al. 2015, Tao and Thrill 2016). Conventional point analysis approaches such as 
Getis-Ord’s G (Berglund and Karlstrom 1999), Moran’s I (Liu et al. 2015) and Ripley’s K (Tao 
and Thrill 2016) are applied to movement datasets for movement cluster detection.  However, 
without a 4D point data model, there are two major issues related to these studies. First, it is 
difficult to justify and extend the usage of point pattern analysis approaches for non-point 
datasets. This is because these methods are designed and tested based on point process models 
(such as CSR) and there is no guarantee that these assumptions are still valid when analyzing OD 
pairs. Hence, a point pattern analysis method applied to OD point pairs is a fundamentally 
different method, and needs its own justification. It is also generally believed that flow data is 
different from single point data, and that methods designed for points cannot be directly applied 
to flow data (Tao and Thrill 2016). Yet, in reality, point analysis methods are always applied to 
flow data without sufficient justification. For instance, it is not clear why the point distance in K-
function can be replaced by a movement similarity measure (Tao and Thrill 2016), and what are 
the properties of this new but actually very different K-function. Second, without the help of a 
4D space and its geometry, it is difficult to evaluate the complicated spatial relationships 
between movement flows in a straightforward fashion. Sophisticated categorizations are usually 
necessary in order to describe the spatial associations between individual movement flows (e.g., 
Lu and Thrill 2008). It is even more difficult to evaluate the spatial relationships between 
collections of flows, such as whether two flow clusters are overlapping with each other. 
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The 4D point data model hence can benefit movement pattern analysis research in two 
major ways. First, the 4D point data model builds a straightforward connection between flows 
and simple point data, and makes the extension of 2D point pattern analysis to movement 
analysis much easier both conceptually and practically. Through this data model, spatial 
movements can thus be understood simply as spatial points with more spatial dimensions. Hence, 
the concepts, point process models, pattern indicators and analytical procedures from decades of 
point pattern analysis research can be naturally extended to study movement patterns, just as 
many of the current 2D spatial pattern analysis approaches (such as KDE, scan statistics) are 
extended from 1D.  Second, with the help of 4D geometry, it is much easier to understand and 
analyze the spatial patterns and relationships of flows. In 4D space, the similarity between two 
movement flows can be directly assessed by their 4D point distance. A 4D region can be used to 
represent a collection of OD movements from some origin area to some destination area. When 
detecting movement clusters, each cluster corresponds to one 4D region, which can be used to 
describe the location, size, and shape of the cluster. With the support of 4D geometry, whether a 
specific flow is in a cluster can be evaluated through a 4D point in region check, and the 
similarity between two movement clusters can be measured by computing the intersected areas 
of their 4D regions.   
1.5 THESIS ORGANIZATION 
This dissertation consists of three papers that are centered around the development of 
new conceptual models, methods, and algorithms for spatial pattern detection from geospatial big 
data, and the evaluation of them in real-world applications.  
Chapter 2 describes a systematic approach to detecting spatiotemporal patterns of events 
from massive geo-located social media data. The approach resolves the challenges of estimating 
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potential time spans and influenced areas of an event from social media through several 
interrelated strategies: modeling social media points as space-time points; using kernel density 
estimation for smoothed social media intensity surfaces; utilizing event-unrelated social media 
posts to support mapping of relative event prevalence; and normalizing event indicators based on 
historical fluctuation. It is applied to detect influenza activity patterns in the conterminous US 
using Twitter data. Experiment results demonstrate that fine-scale influenza activity patterns 
consistent with available ground truth data can be detected using this approach.  
Chapter 3 presents a multidimensional spatial scan statistics approach to comparing 
spatial movement patterns based on origin-destination (OD) representation. This approach 
evaluates differences and similarities between the spatial distributions of a pair of OD movement 
datasets and detects areas where the two spatial distributions differ the most. It is based on a 
multidimensional spatial point model for OD movement, where each OD record is modeled as a 
single point in the multidimensional OD space with four spatial dimensions – two dimensions for 
origins and two for destinations. A multidimensional scan statistics approach is hence developed 
to compare movement patterns by analyzing the multidimensional point patterns. The 
effectiveness of this approach is demonstrated in case studies with both individual-level and 
aggregated movement datasets.  
Chapter 4 proposes and evaluates multiple scanning window designs for 
multidimensional scan statistics and provides efficient algorithms and parallel computing 
approaches for them. From shape, location, and size perspectives, this chapter reviews 
commonly used approaches in 2D spatial scan statistics and 3D space-time scan statistics, 
analyzes their advantages and disadvantages, and proposes 4D extensions that are valid for 
movement pattern analysis. Six scanning window designs are then proposed in this chapter based 
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on the analysis in these three perspectives. These scanning windows designs are evaluated and 
compared both analytically and using large real-world OD datasets. The results provide insights 
into the choice of scanning window designs and the trade-off between computing cost and the 
ability to detect high-quality clusters for movement pattern analysis. 
Finally, chapter 5 concludes the dissertation, summarizes the major findings, and 
discusses future research directions. 
18 
 
CHAPTER 2: MAPPING SPATIOTEMPORAL PATTERNS OF EVENTS USING 
SOCIAL MEDIA: A CASE STUDY OF INFLUENZA TRENDS1 
Abstract. Tracking spatial and temporal trends of events (e.g. disease outbreaks and natural 
disasters) is important for situation awareness and timely response. Social media, with increasing 
popularity, provide an effective way to collect event-related data from massive populations and thus 
a significant opportunity to dynamically monitor events as they emerge and evolve. While existing 
research has demonstrated the value of social media as sensors in event detection, estimating 
potential time spans and influenced areas of an event from social media remains challenging. 
Challenges include the unstable volumes of available data, the spatial heterogeneity of event 
activities and social media data, and the data sparsity. This paper describes a systematic approach 
to detecting potential spatiotemporal patterns of events by resolving these challenges through several 
interrelated strategies: using kernel density estimation for smoothed social media intensity surfaces; 
utilizing event-unrelated social media posts to help map relative event prevalence; and normalizing 
event indicators based on historical fluctuation.  This approach generates event indicator maps and 
significance maps explaining spatiotemporal variations of event prevalence to identify space-time 
regions with potentially abnormal event activities. The approach has been applied to detect influenza 
activity patterns in the conterminous US using Twitter data. A set of experiments demonstrated that 
our approach produces high-resolution influenza activity maps that could be explained by available 
ground truth data. 




                                                 
1 Reprint, with permission, from Gao et al., 2018. Mapping spatiotemporal patterns of events using social media: a 




Social media, such as Facebook, Twitter and Flickr, are widely popular (e.g. Twitter has 
320 million monthly active users as of September 30, 20152) and have dramatically simplified 
the way that information is generated, disseminated and exchanged (Kaplan and Haenlein 2010). 
By nature, these social media tend to provide timely individual-level information, and with the 
proliferation of location-aware mobile devices, they are increasingly capturing detailed spatial 
contexts. With spatiotemporal information and rich user-generated content, social media offer a 
distinct source of ambient geospatial information (Stefanidis et al. 2013), and a proxy for 
detecting spatial and temporal trends of events like disease outbreaks and natural disasters 
(McIntosh and Yuan 2005). The value of social media as sensors in event detection has been 
demonstrated by extensive research (e.g. Sakaki et al. 2010, Culotta 2010a, Lee and Sumiya 
2010, Cheng and Wicks 2014).  However, mapping potentially unknown spatiotemporal patterns 
of events based on social media remains challenging for the following reasons. First, both the 
total volumes and spatial distributions of available social media posts can change from time to 
time. Second, raw event magnitude estimated from social media have spatial heterogeneity, since 
both the underlying event activities and the popularity of event-related topics vary across space. 
Third, social media posts about an event can be sparse and thus event mapping may suffer from 
small number problems when posts are aggregated at fine spatial resolutions. Therefore, it is 
difficult to find a consistent event indicator based on social media for revealing informative 
spatiotemporal patterns of events that are worth following investigations at a fine resolution.  
This paper describes a systematic approach to mapping potential spatiotemporal patterns 
of events by tackling the aforementioned challenges. Specifically, a set of interrelated strategies 
is employed in this approach. First, individual social media posts are modeled as space-time 
                                                 
2 https://about.twitter.com/company visited on 01/10/2016 
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points, and a kernel density estimation (KDE) method is used to generate smoothed social media 
intensity surfaces. Second, both posts that reveal observations of a target event (event-related 
posts) and ones that do not (event-unrelated posts) are utilized in this approach (Albuquerque et 
al. 2015). Different from Albuquerque et al. (2015), which uses the frequency of event-related 
tweets in aggregated spatial blocks, this paper uses them to map the relative spatial distribution 
(ratio map) of event-related posts through KDE. Third, these ratio maps are tested against the 
null hypothesis that the value at each location is not different from the local historical values 
where there are no severe events. A normalization process based on local historical fluctuation is 
used to generate the final event indicator from the ratio maps. This normalization process tackles 
the spatial heterogeneity challenge by presenting how abnormal the event activity is, rather than 
providing an absolute event measure. 
Hence, our approach includes the following major phases. First, both event-related posts 
and event-unrelated posts are extracted from geo-located social media datasets by analyzing 
textual contents of these posts. Then, for each period, spatial density maps of both event-related 
posts and all posts are estimated using KDE respectively; maps representing the proportion of 
posts that are event-related (referred to as social media event rate, or SMER) are generated as 
the ratio between the two density maps. Finally, a local baseline of SMER is formed for each 
location according to its historical trends, and SMER maps are tested against and normalized 
based on the local baseline to get both the final event activity maps and the p-value maps 
indicating the significance of event activities. These resulting maps reveal potential 
spatiotemporal patterns of the underlying event. 
Our approach was evaluated in a real-world problem of detecting influenza activity 
patterns in the conterminous US using Twitter data. Influenza-related tweets were first extracted 
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from collected Twitter datasets. These posts were then used to estimate the magnitude, spread 
and trend of influenza activities from 2012 to 2014. Experiments showed that our approach can 
estimate potential spatiotemporal patterns of influenza activities with unprecedented 
spatiotemporal resolutions, many of which can be explained by ground truth data. 
The remainder of this paper is organized as follows. Section 2 reviews related work. 
Section 3 explains the proposed approach. Section 4 describes a case study of monitoring 
influenza activities in the US using Twitter data, applying the approach from section 3. Section 5 
analyses the results from the case study. Finally, section 6 concludes the paper. 
2.2 RELATED WORK 
Social media provide alternatives to traditional data collection approaches like 
questionnaires or interviews for understanding people’s opinions and observations (Lampos 
2012), and are increasingly used in many research domains. Analyzing correlations between 
social media and real-world events has become an active field of research. Extensive research 
has been conducted using social media data to estimate or predict various events, including 
influenza activities (Corley et al. 2009, Lampos and Cristianini 2010, Lampos and Cristianini 
2012, Culotta 2010a, Culotta 2013, Signorini et al. 2011, Achrekar et al. 2011, Nagel et al. 2013, 
Aslam et al. 2014, Paul et al. 2014), box-office revenues (Asur and Huberman 2010), stock 
markets (Bollen et al. 2011) and election results (Tumasjan et al. 2010, and Tsou et al. 2013). 
Most of these studies estimate statistical relationships between event measurements and 
attributes retrieved from social media in predefined study areas, and use these relationships for 
prediction. However, the previous research has the following limitations. First, these methods 
can only be used to estimate event activities at aggregated regions where there are real event 
measurements to train models. Second, due to spatial heterogeneity, an estimation model may 
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not be generalizable to regions other than those where training is conducted. Consequently, it is 
challenging to find a consistent event indicator for revealing spatiotemporal patterns of events at 
a fine resolution using these methods. 
Mining event patterns from social media requires finding the subset of posts that are 
relevant to target events. Methods have been developed to extract event-related social media 
posts. Culotta (2010a, 2010b) estimated a logistic regression model from a small set of labeled 
messages to tell whether a tweet was reporting a flu symptom. Sakaki et al. (2010) used a 
support vector machine (SVM) method to find tweets that report actual earthquake occurrences. 
Aramaki et al. (2011) compared different classification methods for finding influenza-related 
tweets and found that an SVM classifier outperformed other methods. Their classification 
method is adapted in this paper to find social media posts related to particular events. A similar 
method was also used by Sadilek et al. (2012). Doan et al. (2012) and Lamb et al. (2013) went 
further in analyzing semantic features in tweets to find flu-related tweet contents. However, their 
method requires in-depth domain knowledge, and thus cannot be easily generalized to other 
events. 
Spatial event (anomaly) detection with social media data represents another related 
research area. In this area, unusual bursts of social media usage are detected to indicate possible 
real-world events. It can be either an open domain event detection where abnormal behaviors of 
social media users (e.g. clusters of posts, active movements of social media users) are considered 
as signals of events (Lee and Sumiya 2010, Cheng and Wicks 2014), or targeting a particular 
kind of events (Earle et al. 2010, Sakaki et al. 2010). While open-domain methods require 
limited prior knowledge about events, it is consequently difficult to make detection results 
informative. Further analyses are often needed to find what each anomaly or cluster means, and 
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there is no guarantee that events of interest can be identified.  Finally, event (anomaly) detection 
research usually only answers a yes-or-no question – whether an event occurs at certain 
locations. In contrast, our approach focuses on detecting how the magnitude of particular events 
changes spatially and temporally.  
A number of studies used KDE for exploratory analysis of geo-located social media 
(Pozdnoukhov and Kaiser 2011, Chae et al. 2012, Hwang et al. 2013, Li et al. 2013). These 
studies addressed a variety of application problems such as user location recommendation or 
prediction (Kurashima et al. 2010, Zhang and Chow 2013, Lichman and Smyth 2014, Thom et 
al. 2014), human activity pattern analysis (Hasan et al. 2013) and understanding spatial 
relationships between places (Li and Goodchild 2012). Different from previous research, our 
approach exploits the analytical capabilities of KDE through the calculation of density ratios 
followed by a normalization procedure based on historical trends, in response to the challenges 
of event mapping based on social media.  
Other related research includes data searching, visualization and analysis tools for event 
situation awareness based on social media (MacEachren et al. 2011, Tsou et al. 2015), 
demonstrations of the value of twitters as sensors (Crooks et al. 2013), statistical models for 
analyzing spatiotemporal trends of social media data (Helwig et al. 2015) and cyberGIS for 
processing and analyzing massive social media data (Wang 2010, Wang et al. 2013, Hwang et 
al. 2013, Padmanabhan et al. 2014, Cao et al. 2015). Different from these studies, this research 
aims to establish a holistic suite of methods for mapping spatiotemporal patterns of events by 









Our approach is applicable to events that have the following three key characteristics: (1) 
they spread across space and time, (2) they can be observed by social media users and (3) these 
observations can be embedded in social media posts. Disease epidemics, natural disasters and 
festival celebrations are examples of these events. For example, influenza epidemics meet these 
requirements since (1) they spread spatially and span for a period, (2) flu symptoms such as 
coughing and fever are easily observable and (3) these flu observations exist in social media 
posts.  
The overarching workflow (Figure 2.1) includes the following three phases. The first 
phase extracts event-related posts using a classifier that combines keyword filtering and 
supervised classification methods, which is described in Section 3.2. The second phase estimates 
the spatial densities of both event-related posts and all posts, and then generates SMER maps, 
which is described in Section 3.3.  Finally, the third phase is described in Section 3.4. In this 
phase, local event baseline is first estimated by using a sequence of historical SMER maps. 
Based on the baseline, both normalized event activity maps and p-value maps are generated to 
quantify the severity and significance of event activities. 
2.3.2 Extraction of Event-Related Social Media Posts 
This section describes how to extract event-related posts from social media datasets. 
Different from previous research (e.g. Aramaki et al., Sakaki et al. 2010, Signorini et al. 2011) 
that only considers event-related posts, our study requires event-unrelated posts to serve as 
controlling points to map the relative concentration of event-related posts, similar to 
Albuquerque et al. (2015). While social media datasets are usually huge in size, only a small 
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proportion of posts are related to any particular event. These related posts, besides event 
observations, also include general discussions, comments and even stories about the event. 
However, these posts do not necessarily reflect the current event situation and thus should not be 
considered as event-related posts. Hence, in this paper, an event-related post needs to be about a 
recent actual event observation. This constraint also implies that an event-related post is usually 
close to the observed phenomenon in space and time. 
 
Figure 2.1: Overarching workflow.  
 
In this paper, extracting event-related posts is formulated into a two-class classification 
problem to identify each post as either event-related or event-unrelated based on the textual 
content of the posts. The classification problem can be tackled by representing each social media 
post using a bag-of-words model and applying machine learning methods such as SVM classifier 
(Hsu et al. 2003) to these feature vectors. However, this classification problem is often highly 
26 
 
imbalanced, because event-unrelated posts can usually be hundreds or thousands of times more 
than event-related ones. The imbalance does not only limit the performance of classification 
methods (Tang et al. 2009), but also increases the difficulty in preparing training datasets for 
model training. A randomly chosen training dataset with thousands of posts is expected to 
contain only a limited number of event-related posts, which can be highly unrepresentative.  
To resolve such imbalance, a keyword filtering is applied to social media posts before 
supervised classification is used. Keyword filtering is based on the observation that most social 
media posts describing an event contain at least one word from a small set of event-related 
keywords. To do keyword filtering, a keyword list needs to be prepared for a target event. Such a 
keyword list needs to include the most commonly used words to describe the event. It also needs 
to have as fewer keywords as possible to reduce potential noises. Posts without any of these 
keywords are marked as event-unrelated directly. The remaining ones are further classified using 
the supervised classification methods. The supervised classification methods are trained from a 
training dataset of posts that are already labeled as event-related or not. This labeling process 
controls that only posts about recent actual event observations are marked as event-related. 
Mentioning terms like ‘news’, ‘last year’ or ‘everywhere’ usually makes a post event-unrelated. 
2.3.3 Estimation of SMER Maps 
SMER maps are computed as the spatial density of event-related posts (cases) divided by 
the spatial density of all posts (population), and KDE is used to estimate both spatial densities 
(Bithell 1990 and 1991). KDE is a non-parametric density estimation method that can be 
considered as a sum of ‘bumps’ placed at observations (Silverman 1986). It is widely used in 
many research domains to explore spatial patterns of point events and can handle 
inhomogeneous background populations (Shi 2010). This paper utilizes the same kernel 
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bandwidth for both cases and population, which is justified by Kelsall and Diggle (1995a and 
1995b) and Shi (2010). When the same bandwidth is used, Equation (2.1) (Silverman 1986, 
Bithell 1990 and 1991) is used, where ( , )r x y is the estimated SMER value at location ( , )x y , 
()K is the kernel function, h is the bandwidth, ( , )i iX Y is the location of ith social media post and 
iz  indicates whether it is event-related ( 1iz  ) or not ( 0iz  ). This paper uses an Epanechnikov 





The use of SMER instead of count or density of event-related posts is due to the 
instability of daily social media post volumes. On the one hand, the number of social media posts 
depends on the popularity of specific social media services and may change from time to time. 
On the other hand, both people’s posting behaviors (e.g. differences between weekdays and 
weekends) and uncontrollable technical issues (e.g. data volume controlled by data providers) 
influence the number of available posts per day. Consequently, SMER provides a more robust 
event activity measure that can be compared across time.  
Multiple reasons contribute to the choice of KDE as the density estimation method in this 
paper. One reason is that non-parametric density estimation methods are preferred to model 
complex spatial patterns such as event activities. The distribution of social media posts (either 
raw or event-related) across an entire study area cannot be assumed to follow density functions 
of particular forms like Gaussian or to have linear or quadratic spatial trends. Another reason is 
that the sparsity of event-related posts makes methods based on binning ineffective (Helwig et 
al. 2015). For any small area like a raster cell on the output map, the number of social media 
posts can be very small. This problem makes the estimation of each bin highly unreliable. 
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Consequently, KDE, which incorporates neighboring points through a distance decay kernel 
function, is argued to be the most proper method for this research. 
2.3.4 Mapping Event Activities 
Mapping event activities from social media data requires the quantification of how the 
local prevalence of event-related posts (i.e. SMER) in each location deviates from its normal 
situation. Thus, the SMER at each location is tested against the null hypothesis that it is not 
different from its normal values where there are no severe events. Such a null hypothesis is 
different from existing research using KDE (e.g. Kelsall and Diggle 1995a, Lloyd and Cheshire 
2017), where the spatial variations of risks (i.e. the ratio of one density to another) are tested 
against a constant risk null hypothesis. In this research, the SMER at each location is compared 
with and tested against the empirical distribution of the SMERs during a long historical baseline 
period with no severe events.  
There are several reasons why SMER maps are not directly used as event activity 
indicators and why a constant risk is not a proper null hypothesis.  First, event magnitude has 
different baselines across space. A common event (e.g. 3 in of snow) in one place can be 
extraordinarily and highly influencing somewhere else. Second, the popularity of event-related 
topics varies across space. How likely a social media user posts about event-related observations 
can be different in different regions. Third, due to the small number problem, the ratio in less 
populous areas can fluctuate greatly and may easily stand out as extreme event activities due to 
random chances (Cromley and McLafferty 2011, p.153-157).  
In this paper, two measures are used to quantify how event activities deviate from their 
normal (baseline) situations at each individual location. The first measure is a normalized event 
activity level, which is defined as the z-score of SMER - the number of standard deviations the 
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SMER is above the mean. A higher event activity level indicates that the SMER is higher above 
its normal value range when there are no severe event activities. The formula of the normalized 
event activity level ( , )l x y is expressed by Equation (2.2), where ( , )r x y  is the SMER at ( , )x y , 
( , )mean x y is the baseline mean and ( , )sd x y is the baseline standard deviation. The necessity of 
such normalization is also demonstrated in the case study in Section 4.4.  
 , , ,
,
 (2.2) 
The second measure is the p-value indicating the probability to encounter a higher or 
equal SMER value when a SMER is hypothesized to be from its normal situation without severe 
events. Once a baseline period is chosen and the SMER values (e.g. weekly, daily or even 
hourly) during the baseline period are calculated, the p-value at , , , , can be calculated 
by Equation (2.3), where ,  is the number of baseline SMER values, and 
,  is the number of baseline SMER values that are higher or equal to the target 
SMER value. The p-value ranges between 1/ , 1  and 1, with the lowest value 





The two measures are complementary to each other. While the p-value provides the 
statistical significance to judge whether a SMER is different from its normal situation, it does not 
inform how severe the event activity is. Two SMERs can have the same p-values if one is 
slightly above the highest baseline value and the other is five times higher. On the other hand, 
the normalized event activity level provides a straightforward indicator of how abnormally high 
the SMER is, but lacks the power to represent pattern significance as the p-value does.  
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2.4 CASE STUDY: DETECTING INFLUENZA PATTERNS USING TWITTER DATA 
The methods described in the previous section were illustrated and evaluated in a real-
world problem of detecting spatiotemporal patterns of influenza activities in the conterminous 
US using data collected from Twitter. Seasonal influenza epidemics cause respiratory illnesses 
and deaths worldwide each year (CDC 2014). Traditional influenza surveillance systems, such as 
the ones used by the US Centers for Disease Control and Prevention (CDC) or the European 
Influenza Surveillance Scheme are based on virological and clinical data, which typically take 1-
2 weeks to generate reports only at large aggregated regions (Ginsberg et al. 2009). Data from 
social media services like Twitter might be used to supplement traditional surveillance systems 
by providing near real-time estimation of influenza activities with fine-resolution spatiotemporal 
details. 
2.4.1 Data 
Geo-located tweets were collected continuously since 11/01/2012 using the Twitter 
streaming API, with a bounding box covering the conterminous US. The data spanned two 
influenza seasons: 2012-2013 and 2013-2014. After retweets, tweets outside the bounding box 
and non-English language tweets were eliminated; on average over 2 million tweets were 
collected every day (Figure 2.2). The tweet volume is not constant with an overall increasing 
trend and several noticeable drops. 
Weekly influenza surveillance reports in the US provided by CDC3 were considered as 
ground truth in this paper. These reports provide the proportion of patients visiting health care 
providers for influenza-like illness (ILI) from the US Outpatient Influenza-like Illness 
Surveillance Network (ILINet) at the US national level and 10 Health and Human Services 
                                                 
3 Data source: http://www.cdc.gov/flu/weekly/fluviewinteractive.htm 
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(HHS) regions each containing several states. The proportion is referred as CDC ILI value in the 
remaining parts of this paper. The CDC’s reports also include the influenza activity levels in 
each state. The influenza activity level is defined as the number of standard deviations that a 
CDC ILI value is below or above the mean value in the last non-influenza season in the same 
state (CDC 2015).  
 
Figure 2.2: Number of tweets per day after filtering. 
 
 
2.4.2 Tweet Classification 
This paper used the following keywords: ‘FLU’, ‘INFLUENZA’, ‘FEVER’, ‘COUGH’, 
‘SORE THROAT’, ‘RUNNY NOSE’, ‘STUFFY NOSE’ and ‘COLD’ to identify potential flu-
related contents based on the influenza symptoms described by CDC (2015) and previous 
research (Culotta 2010b, Signorini et al. 2011, Lampos and Cristianini 2012). The inclusion of 
‘COLD’ was because flu and cold share many symptoms and that it is very difficult for common 
people to tell their differences (CDC 2011). Tweets without any of these keywords were marked 
as influenza-unrelated and filtered out directly.  
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An SVM classifier was applied to the remaining tweets to decide whether they were 
influenza-related. An influenza-related tweet reports or implies an observation of flu cases or 
symptoms. The SVM classifier was trained using a manually labeled training dataset of 6502 
tweets. These tweets were chosen randomly from the tweets that passed the keyword filtering in 
the 2012-2013 influenza season. A total of 3542 tweets were labeled as event-related and 2960 as 
event-unrelated. Examples of event-related tweets include ‘I have the flu :(’ and ‘Now I have a 
stuffy nose’ while examples of event-unrelated tweets include ‘Going to get a flu shot this year... 
is it worth it?’ and ‘This person has a serious case of the Bieber fever’. Tweets were represented 
using a bag-of-words model; the feature vectors for the SVM model were binary indicators of 
whether words exist. A polynomial kernel with degree 3 was used in the SVM model. A grid 
search was performed during the training process to find the best model parameters based on a 
fivefold cross-validation (Hsu et al. 2003). 
Finding the best tweet classification method or improving the accuracy of specific 
methods is beyond the scope of this paper. However, having a tweet classifier of adequate 
quality is important for spatiotemporal pattern analyses. To evaluate the performance of the 
SVM classifier, a testing dataset of 1000 tweets independent of the training dataset was used and 
manually labeled similarly as the training dataset. The trained SVM classifier was applied to 
classify these 1000 tweets. The F-score is 0.814, showing that our application of the method by 
Aramaki et al. (2011) is of adequate quality as their best F-sore is 0.76 on Japanese tweets.  
2.4.3 Evaluating Regression Analysis Methods to Detect Spatial Patterns of Influenza 
Activities 
Before applying the proposed method, we first evaluated the performance of regression 
analysis methods for detecting spatial patterns of influenza activities. Regression analysis 
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requires the existence of some ground truth influenza activity measures (like CDC ILI values) to 
train and evaluate models. However, these influenza activity measures are not available except in 
a handful of regions where there are official reports. Thus, if regression analysis methods are to 
be used to estimate spatial patterns of influenza activities, some generic relationships between 
social media responses and influenza activity measures need to exist, regardless of spatial scales 
or areas. This requirement is necessary since mapping the spatial extents of influenza outbreaks 
requires an estimation of influenza activities at any location, not merely in the handful of regions 
with reports. 
In order to evaluate whether generic relationships between social media and influenza 
activity measures exist, we performed cross-validations between regions. For each of the 11 
regions (the entire US and 10 HHS regions), regression models were trained to estimate the CDC 
ILI values based on social media. Then each of the models was tested in all 11 regions, and their 
prediction mean squared errors (MSE) were recorded and compared.  
Three models were trained for each region. First, a linear regression model used the 
SMER of flu (the proportion of tweets that are influenza-related) in each region to predict the 
CDC ILI values. Second, an autoregressive with exogenous input (ARX) model (Gilbert 1995) 
was trained to model how the CDC ILI values could be estimated from its past values with the 
input of SMER. ARX models have been demonstrated to predict influenza measures more 
accurately than using only historical data or social media (Achrekar et al. 2011, Paul et al. 2014). 
Using this model, the most recent CDC ILI value was estimated using both lagged (previous) flu 
reports and social media. It helps to model the complex relationships between the time series of 
CDC ILI values and social media measures, since flu prevalence and social media responses in 
previous periods may influence how likely people post about flu. Third, for comparison, an 
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autoregressive (AR) model was trained to estimate CDC ILI values purely based only on its past 
values. Social media were not used in this model. For both the AR and ARX models, the best 
number of lags (the number of previous values used to predict the current value) was determined 
by Akaike Information Criterion. It is worth noting that neither AR nor ARX model can be 
directly used to estimate the influenza activities in regions where no official report is available, 
since they rely on past reported values for prediction.  
2.4.4 Detecting Spatiotemporal Patterns of Influenza Activities 
The methods described in Section 3.3 and 3.4 were used to estimate influenza activity 
maps. SMER maps were first estimated for each week using the KDE method. The KDE used 
the Epanechnikov kernel function and a bandwidth of 200km. Then, the non-influenza season in 
2013 (from 03/13/2013 to 11/26/2013, for a total of 37 weeks) was treated as the baseline period, 
and the baseline mean and baseline standard deviation of SMERs in each map cell were 
calculated. Finally, the SMER values were used to generate both influenza activity maps and p-
value maps based on local baselines. These maps were then used to interpret spatiotemporal 
patterns of influenza activities. 
Although a fixed bandwidth KDE is usually believed to under smooth in areas with few 
observations and over smooth in areas with more observations compared with an adaptive 
bandwidth KDE (Davies and Hazelton 2010), it is used in this research for the following reasons. 
First, the event activity indicator in this research is based on the comparison with local historical 
values, and thus using the same bandwidth per location ensures the SMERs in different time 
periods are estimated from observations in the same spatial extent. Furthermore, both the daily 
available social media volumes and their spatial distributions are not constant given a long time 
period, and thus calculating one bandwidth for each cell and using it extensively over time is 
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problematic. Second, based on our experiments, adaptive KDE has a tendency to predict the risk 
in less populous areas exactly the same as their nearest large cities. This is because the 
bandwidths in these areas need to expand to populous cities to have sufficiently smoothed 
results. Third, the under smoothing in areas with few observations can be mitigated by the 
normalization procedure, since it takes into account the large variance in these areas by 
estimating their SMERs’ distribution during a long historical baseline period. 
The bandwidth of 200km was chosen based on the following justifications. First, 
according to the widely used bandwidth selection method by Bailey and Gatrell (1995), the 
optimal bandwidths for all social media posts within a week are around 50km, and the optimal 
ones for event-related posts are around 350km. The 200km bandwidth lies in between the two 
values. Second, leaving-one-out cross-validation was conducted for bandwidths ranging from 
5km to 600km. The bandwidth that minimizes the MSE was 200km for more than half of the 
weekly datasets being tested. Finally, the 200km bandwidth is an optimal choice because a larger 
bandwidth (e.g. 400km) would generate highly smoothed results and conceal spatial patterns 
within a state while a smaller bandwidth (e.g. 100km or 50km) would lead to patterns with 
noticeable sharp changes. 
The necessity of using the normalization strategy to handle spatial heterogeneity was 
demonstrated using the data in all the 10 HHS regions. By combining the weekly SMERs and 
CDC ILI values in 10 regions altogether, we had 880 (88 weeks × 10 regions) pairs of values. 
The correlation between the SMERs and the CDC ILI values was low (0.5894). This was mainly 
because different regions have different value ranges for SMER and CDC ILI. After normalizing 
both SMERs and CDC ILI values using Equation (2.2), the correlation between the normalized 
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pairs was much higher (0.7463). It demonstrated that the normalization strategy produces a better 




2.5.1 Tweet Classification 
The numbers of extracted influenza-related tweets per day are shown in Figure 2.3. A 
temporal trend of influenza activity is clearly shown in this figure. The tweet number ranged 
from below 500 in non-influenza seasons to above 2000 in influenza seasons. The number of 
influenza-related tweets is low compared with the total number of tweets collected (Figure 2.2) - 
overall less than 0.05% (1 in 2000) tweets are influenza-related. 
 
 





2.5.2: Regression Analysis Evaluation 
The cross-validation results for linear regression models, ARX models and AR models 
are shown in Table 2.1, 2.2 and 2.3 respectively. In these tables, Ntn represents the US national 
dataset, and Rgn represents the data in each HHS region; each row represents a model that is 
trained using the data in the region of the row header, and each column represents the MSE of 
models when applied to the region of the column header; the diagonal elements indicate the 
results when the model is trained and applied in the same region. When only the diagonal 
elements were considered, both ARX and AR models had better performance than linear 
regression models, and ARX models outperformed AR models in 9 of the 11 regions (except for 
Region 1 and Region 3). This result demonstrated that models incorporating data from both 
Twitter and historical CDC flu reports reduced prediction error, which is consistent with Paul et 
al. (2014).  
Table 2.1: Cross-validation MSEs of linear regression models 
Ntn  Rgn1  Rgn2  Rgn3  Rgn4  Rgn5  Rgn6  Rgn7  Rgn8  Rgn9  Rgn10 
Ntn  3.73E‐05  2.66E‐04  7.20E‐05  5.55E‐05  4.23E‐05  7.80E‐05  3.85E‐04  1.41E‐04  1.31E‐04  5.79E‐05  2.26E‐04 
Rgn1  1.78E‐04  1.97E‐05  2.47E‐04  1.66E‐04  1.46E‐04  8.87E‐05  8.93E‐04  1.63E‐04  5.06E‐05  2.74E‐04  4.68E‐05 
Rgn2  5.51E‐05  2.84E‐04  4.83E‐05  7.69E‐05  7.90E‐05  1.18E‐04  3.28E‐04  2.05E‐04  1.81E‐04  4.51E‐05  2.90E‐04 
Rgn3  4.01E‐05  2.01E‐04  7.80E‐05  5.34E‐05  4.45E‐05  6.04E‐05  4.37E‐04  1.24E‐04  9.79E‐05  6.88E‐05  1.80E‐04 
Rgn4  3.97E‐05  3.10E‐04  9.01E‐05  6.00E‐05  3.95E‐05  8.20E‐05  3.90E‐04  1.37E‐04  1.40E‐04  6.73E‐05  2.38E‐04 
Rgn5  7.18E‐05  9.69E‐05  1.35E‐04  7.38E‐05  6.52E‐05  4.09E‐05  6.07E‐04  9.55E‐05  4.31E‐05  1.32E‐04  9.12E‐05 
Rgn6  3.66E‐04  1.56E‐03  3.04E‐04  4.51E‐04  3.14E‐04  7.12E‐04  8.22E‐05  8.52E‐04  9.92E‐04  2.85E‐04  1.23E‐03 
Rgn7  1.05E‐04  1.63E‐04  2.16E‐04  1.07E‐04  9.38E‐05  5.45E‐05  6.85E‐04  8.01E‐05  5.38E‐05  1.88E‐04  1.00E‐04 
Rgn8  1.22E‐04  5.14E‐05  2.04E‐04  1.15E‐04  1.04E‐04  5.38E‐05  7.61E‐04  1.03E‐04  3.07E‐05  2.07E‐04  5.27E‐05 
Rgn9  5.19E‐05  3.47E‐04  5.12E‐05  7.71E‐05  6.93E‐05  1.30E‐04  2.95E‐04  2.11E‐04  2.06E‐04  4.19E‐05  3.23E‐04 
Rgn10  1.95E‐04  3.05E‐05  2.92E‐04  1.80E‐04  1.62E‐04  9.22E‐05  9.38E‐04  1.40E‐04  4.50E‐05  3.05E‐04  3.95E‐05 
The real CDC ILI values are usually below 10% (0.1). If a model predicts the real value with an error of 1% (0.01) 
in every week, which is of poor performance, the MSE is 1.00E-04.  
 
Linear regression methods (Table 2.1), which only used social media to predict CDC ILI 
values, had the worst cross-validation results. A model trained in one region usually performed 
poorly in other regions. When a model trained from another region was applied to a target 
region, the prediction MSE could often be 5 or 10 times larger than that of the model trained 
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from the target region. Furthermore, some models consistently overestimated or underestimated 
the real CDC ILI values. For example, a model trained from region 6 on average predicted the 
CDC ILI values in region 1 one fourth of the real values. ARX models (Table 2.2), which 
combined social media and past CDC ILI values in the prediction model, had much better cross-
validation results. The MSE differences between models trained from the same and different 
regions were much smaller. Finally, AR models (Table 2.3), which used no social media data, 
had the best cross-validation results. In our experiment, applying a model trained from a different 
region could in most cases have a very similar MSE compared with applying the model trained 
from the same region.   
Table 2.2: Cross-validation MSEs of ARX models 
Ntn  Rgn1  Rgn2  Rgn3  Rgn4  Rgn5  Rgn6  Rgn7  Rgn8  Rgn9  Rgn10 
Ntn  1.24E‐05  1.38E‐05  1.57E‐05  2.47E‐05  1.53E‐05  1.31E‐05  4.18E‐05  2.35E‐05  1.20E‐05  1.56E‐05  2.22E‐05 
Rgn1  2.01E‐05  8.21E‐06  2.73E‐05  3.18E‐05  2.06E‐05  1.45E‐05  7.19E‐05  2.70E‐05  1.09E‐05  2.85E‐05  1.56E‐05 
Rgn2  1.39E‐05  2.05E‐05  1.39E‐05  2.58E‐05  1.75E‐05  1.73E‐05  4.86E‐05  3.03E‐05  1.75E‐05  1.38E‐05  2.86E‐05 
Rgn3  2.30E‐05  2.27E‐05  2.87E‐05  3.68E‐05  2.50E‐05  2.13E‐05  7.17E‐05  4.27E‐05  1.97E‐05  3.33E‐05  3.36E‐05 
Rgn4  1.53E‐05  2.74E‐05  2.23E‐05  2.81E‐05  1.47E‐05  1.78E‐05  5.23E‐05  2.73E‐05  1.46E‐05  1.86E‐05  2.63E‐05 
Rgn5  1.30E‐05  7.61E‐06  1.81E‐05  2.66E‐05  1.57E‐05  1.12E‐05  4.86E‐05  2.19E‐05  9.21E‐06  1.80E‐05  1.66E‐05 
Rgn6  2.56E‐05  6.31E‐05  2.60E‐05  4.18E‐05  2.84E‐05  3.75E‐05  3.22E‐05  4.98E‐05  4.46E‐05  2.48E‐05  6.40E‐05 
Rgn7  1.23E‐05  7.94E‐06  1.76E‐05  2.94E‐05  1.59E‐05  1.16E‐05  3.77E‐05  2.17E‐05  8.93E‐06  1.59E‐05  1.61E‐05 
Rgn8  1.41E‐05  6.84E‐06  1.77E‐05  2.51E‐05  1.61E‐05  1.26E‐05  4.55E‐05  2.32E‐05  8.69E‐06  1.85E‐05  1.59E‐05 
Rgn9  1.38E‐05  2.57E‐05  1.49E‐05  2.52E‐05  1.71E‐05  1.85E‐05  4.41E‐05  3.01E‐05  1.78E‐05  1.38E‐05  3.17E‐05 
Rgn10  1.65E‐05  6.27E‐06  2.20E‐05  2.86E‐05  1.80E‐05  1.30E‐05  5.73E‐05  2.34E‐05  9.59E‐06  2.25E‐05  1.50E‐05 
 
These results showed that spatial heterogeneity exists in the statistical relationships 
between social media measures and CDC ILI values. The more a model relied on social media, 
the worse it fit into other areas. It indicated that regression models to predict influenza activities 
based on social media are highly localized. They only reflect the situation in a specific 
aggregated region and may not be generalized to any sub regions or any other regions.  Hence, 
since official influenza reports are not available in all the areas of interest to train or evaluate 
models, regression analysis methods may not be effective to estimate spatiotemporal patterns of 




Table 2.3: Cross-validation MSEs of AR models 
Ntn  Rgn1  Rgn2  Rgn3  Rgn4  Rgn5  Rgn6  Rgn7  Rgn8  Rgn9  Rgn10 
Ntn  1.33E‐05  7.17E‐06  1.75E‐05  2.85E‐05  1.71E‐05  1.23E‐05  3.80E‐05  2.27E‐05  9.70E‐06  1.72E‐05  1.58E‐05 
Rgn1  1.39E‐05  6.92E‐06  1.79E‐05  2.74E‐05  1.72E‐05  1.29E‐05  3.98E‐05  2.46E‐05  9.55E‐06  1.82E‐05  1.59E‐05 
Rgn2  1.40E‐05  7.50E‐06  1.73E‐05  2.73E‐05  1.77E‐05  1.34E‐05  4.35E‐05  2.49E‐05  1.02E‐05  1.74E‐05  1.62E‐05 
Rgn3  1.80E‐05  8.24E‐06  2.06E‐05  2.46E‐05  1.92E‐05  1.72E‐05  5.94E‐05  3.41E‐05  1.18E‐05  2.50E‐05  1.99E‐05 
Rgn4  1.35E‐05  7.08E‐06  1.75E‐05  2.63E‐05  1.64E‐05  1.29E‐05  4.14E‐05  2.38E‐05  9.43E‐06  1.81E‐05  1.61E‐05 
Rgn5  1.33E‐05  7.18E‐06  1.78E‐05  2.89E‐05  1.71E‐05  1.22E‐05  3.74E‐05  2.25E‐05  9.72E‐06  1.74E‐05  1.58E‐05 
Rgn6  1.35E‐05  7.32E‐06  1.85E‐05  3.07E‐05  1.77E‐05  1.22E‐05  3.66E‐05  2.25E‐05  9.91E‐06  1.80E‐05  1.64E‐05 
Rgn7  1.36E‐05  7.25E‐06  1.83E‐05  2.94E‐05  1.72E‐05  1.22E‐05  3.75E‐05  2.24E‐05  9.82E‐06  1.79E‐05  1.58E‐05 
Rgn8  1.36E‐05  6.97E‐06  1.74E‐05  2.60E‐05  1.65E‐05  1.31E‐05  4.18E‐05  2.47E‐05  9.36E‐06  1.82E‐05  1.62E‐05 
Rgn9  1.32E‐05  7.82E‐06  1.67E‐05  3.07E‐05  1.79E‐05  1.27E‐05  4.06E‐05  2.31E‐05  9.80E‐06  1.62E‐05  1.57E‐05 
Rgn10  1.40E‐05  7.37E‐06  1.83E‐05  2.80E‐05  1.72E‐05  1.27E‐05  4.06E‐05  2.31E‐05  9.98E‐06  1.81E‐05  1.55E‐05 
 
2.5.3 Spatiotemporal Patterns of Influenza Activities 
The empirical distribution of SMER values during the baseline period of 37 weeks varies 
greatly for different locations. The baseline mean and standard deviation of SMER are shown in 
Figure 2.4 and Figure 2.5 respectively. These figures indicated that spatial heterogeneity exists in 
SMER values. Generally, the proportion of influenza-related tweets in the North is larger than 
that in the South during the non-influenza season. For the standard deviation, it is the smallest in 
South-eastern parts of the US, and is usually smaller in large cities compared to nearby less 
populous areas. These results also demonstrated that a constant risk is not an informative null 




Figure 2.4: Baseline mean. 
 
 
Figure 2.5: Baseline standard deviation 
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Figure 2.6 shows the estimated influenza activity maps from 09/07/2013 to 10/04/2013. 
These weeks still belong to our baseline period, and thus are shown here for comparison. Based 
on the estimation, in the week ending 09/13/2013 (Week 37), most of the US had a low influenza 
activity level. Beginning from the week ending 09/20/2013 (Week 38), the influenza activity 
level increased in several parts of the country, including the New England region, New York 
State, New Jersey, Michigan, Minnesota, Texas and Washington. In the next week (Week 39), 
this increasing trend continued especially in the New England region, Texas, Washington and 
Oregon. Finally, in the week ending 10/04/2013 (Week 40), the influenza activity was calming 
down in most regions except the west coast and the northeast part of the country. The p-value 
maps during these weeks are shown in Figure 2.7. Since these weeks are still within the baseline 
period, none of these maps have areas with a p-value less than 0.05. However, areas with p-value 
between 0.05 and 0.1 expand in the aforementioned areas.  
 




Figure 2.7: P-value maps from 09/07/2013 to 10/04/2013. 
 
These detected patterns were similar compared to what reported by the CDC and state 
health departments. As reported by the CDC, the CDC ILI value in the New England region 
increased from 0.3% in Week 37 to 0.5% in Week 38. It kept on increasing to 1.0% in Week 39 
and decreased to 0.6% in Week 40. The CDC ILI values in HHS region 2 (which mainly 
includes New York and New Jersey) were 0.7, 0.8, 0.9 and 1.6 in these four weeks. In 
Washington State, based on the reports from the Washington State Department of Health, the 
CDC ILI value also increased for almost three folds from Week 37 to Week 40 (Washington 
State Department of Health 2014). In Texas, the CDC ILI values were 4.15%, 4.49%, 4.63% and 
3.69% in these four weeks, respectively (Texas Department of State Health Services 2013, 
2014). These patterns were all captured in the estimated influenza activity maps.  
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Figure 2.8 and Figure 2.9 show the estimated influenza activity maps and p-value maps 
from 12/07/2013 to 01/03/2014 respectively. In this period, as reported by the CDC, areas with 
high influenza activity expanded from only several Southern states to most parts of the US, 
including the entire Southern parts of the US, the Midwest states, and the west coast. These 
patterns were depicted on the estimated influenza activity maps. On the map of the week ending 
12/13/2013 (Week 50), mostly only the Southern parts of the country from Texas to South 
Carolina were having a higher influenza activity and a low p-value. The high influenza 
prevalence areas spread in the next three weeks similar to what was reported by the CDC. As of 
the week ending 01/03/2014 (Week 01), most parts of the conterminous US were having 
relatively high influenza prevalence and the SMERs were significantly higher than their baseline 
values, with noticeable exception in the northeast part of the country. Such results were 
consistent with the CDC’s reports. 
Figure 2.10 and Figure 2.11 show the estimated influenza activity maps and p-value maps 
from 01/25/2014 to 02/21/2014. The influenza activity level was decreasing in almost all parts of 
the US. In the week ending 01/31/2014 (Week 5), Texas, Oklahoma and Arkansas still had high 
influenza activity levels. States in the south and in the northeast were having moderate influenza 
activities. These areas also had high significance. Influenza activity in these parts decreased in 
the next few weeks. In the week ending 02/21/2014 (Week 8), most parts of the US were only 
having low influenza activity, except for certain parts of Minnesota, where the influenza activity 
increased slightly during this period. The p-value maps also indicated that SMERs in most of the 
US were no longer different from the SMERs in the last non-influenza season. These results 




Figure 2.8: Influenza activity maps from 12/07/2013 to 01/03/2014. 
 





Figure 2.10: Influenza activity maps from 01/25/2014 to 02/21/2014. 
 
Figure 2.11: P-value maps from 01/25/2014 to 02/21/2014. 
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Besides being consistent with the official influenza reports, the influenza activity maps 
derived from social media data revealed potential fine-resolution spatiotemporal patterns of 
disease activities, which were not available from traditional surveillance systems. For example, 
as shown in Figure 2.8, the CDC and state Health Department only reported the overall influenza 
activities in Illinois and Missouri, while our results showed that the areas around St. Louis had a 
much higher influenza activity compared to the areas near Chicago. This finding was consistent 
with the result from Google Flu Trend’s (Ginsberg et al. 2009) (GFT for short) results4 (Table 
2.4). For another example, based on our results, Dallas had the general trend of higher flu 
prevalence compared to Houston during the entire 2013-2014 influenza season (see Table 2.5 for 
comparison with GFT). Multiple limitations of the GFT are worth noting, however. One is that 
GFT’s city-level results are not well justified compared to its state-level results. Another 
limitation is that the highest peak of the GFT has one or two weeks delay after the actual peak 
reported by CDC. While it is more desirable to compare our results with city-level ILI instead of 
GFT, such a comparison was not conducted mainly due to data limitations. Data in many cities 
during the study period are either not available (i.e. St. Louis, Dallas) or only cover influenza 
seasons (i.e. Houston). 










                                                 
4 Data source: Google Flu Trends (http://www.google.org/flutrends) 
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Further, the estimated influenza activity maps were compared with a baseline method that 
simply calculated the normalized influenza activity levels for each bin without using KDE 
(Figure 2.12). The baseline result was generated using a bin size of 50km × 50km. The result was 
of lower quality and less informative when compared to the proposed methods (Figure 2.8). 
Since the number of influenza-related tweets in each bin was low, the estimated influenza 
activity level had a large variance. A bin’s influenza activity level could easily shift between 
high and low values even in continuous weeks. In addition, neighboring bins could have very 
different influenza activity levels, and thus it was difficult to gain insights into spatiotemporal 
trends from these individual bin values.  


















This paper described a novel approach to mapping potentially unknown spatiotemporal 
patterns of events. It aims to provide informative hypotheses on event trends and distributions 
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worth following investigations based on social media data. Challenges that hinder the detection 
of informative patterns including the unstable data volume, spatial heterogeneity and data 
sparsity were identified. Interrelated strategies were employed in response to the challenges and 
produced consistent event activity indicators. The strategies include using KDE to generate 
smoothed social media intensity surfaces; utilizing event-unrelated posts to map the relative 
distribution of event-related posts; and normalizing event activity maps based on local baseline. 
The approach provides cartographic maps representing the estimated spatiotemporal variations of 
event prevalence as well as the statistical significance to identify space-time regions with 
potentially abnormal event activities. These results suggest probable event patterns that require 
additional investigations, and may be important for situation awareness of and timely responses 
to events. 
The approach was applied to a real-world problem of detecting influenza trends in the 
conterminous US using geo-located Twitter data. Influenza-related tweets were extracted, and 
influenza activity maps were generated to capture fine-resolution spatiotemporal patterns of 
influenza activities. Many of the captured patterns could be explained by the best available 
ground truth. Furthermore, our approach provided a solid benchmark of influenza activity maps 
for future research based on social media or other new data sources. The case study also 
demonstrated that regression analysis methods only detect localized and superficial relationships 
between location-based social media and influenza activities. While these methods could be 
effective to predict influenza measures in designated regions, they may not be able to estimate 
the spatial extents of influenza activities. In addition, the case study provided an example of how 
potential unknown spatiotemporal patterns of an event could be estimated based on social media 
using the proposed approach. Except for the choice of influenza keywords and the training of 
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tweet classifiers, which are influenza-specific, the workflow can be generalized to other event 
mapping problems. The workflow first identifies both event-related and event-unrelated posts. 
Then, relative spatial distributions of event-related posts need to be estimated for each period. 
From these relative spatial distributions, localized baselines can be derived. Finally, the relative 
spatial distributions of event-related posts can be normalized to produce the final event activity 
maps and p-value maps.  
This research showed that event patterns detected from social media have high 
consistency with ground truth data at available scales, in spite of the representativeness and the 
quality limitations of social media data. These limitations include users’ demographics, their 
content preferences and the existence of robot or marketer accounts. While these limitations and 
the potential resulting biases cannot be ignored when using social media data, the advantages of 
social media data such as near real-time availability, large scale and individual level of 
granularity mean that social media may sometimes offer the only timely event indicator that 
helps to guide further investigations. The proposed approach leverages these advantages and 
mitigates limitations of social media data including unstable data volumes, unstable spatial 
distribution and spatial heterogeneity of event-related contents’ prevalence. The results 
demonstrated that social media can, through scientific approaches, quickly inform us of unknown 
patterns that are likely to be important and valid.  
Our approach has the following limitations. One limitation is due to the drawback of the 
normalized KDE method in eliminating extreme values and providing informative estimation in 
areas with low social media post density. For an area with few posts, occasional appearances of 
several event-related posts could make the area stand out as a high event activity area. Hence, 
event activity levels estimated in less populous areas are less reliable, and further improvement is 
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needed in the future. Second, the effectiveness of the approach may rely on the choice of 
baseline periods. While for influenza, a non-influenza season naturally serves as a valid baseline, 
it may not be the case for other events. Approaches or guidelines for baseline choices are thus 
another future research direction.  
The quantitative evaluation of the estimated event activity maps is constrained by the 
situation that there is no gold standard or ground truth dataset to compare with. Thus, to better 
understand the uncertainty is an important future research direction. One strategy is to synthesize 
multiple social media data sources collected independently while resolving inconsistencies 
between patterns detected from these datasets. This strategy is also promising to mitigate the 





CHAPTER 3: A MULTIDIMENSIONAL SPATIAL SCAN STATISTICS APPROACH 
TO MOVEMENT PATTERN COMPARISON5 
Abstract. This paper describes a multidimensional spatial scan statistics approach to comparing 
spatial movement patterns based on origin-destination (OD) representation. This approach aims 
to evaluate differences and similarities between the spatial distributions of a pair of OD 
movement datasets, and detect areas where the two spatial distributions differ the most. 
Specifically, two OD datasets being compared are modeled as a bivariate marked spatial point 
process in a multidimensional space, consisting of points representing individual OD movement 
records. Such multidimensional space is formed by the Cartesian product of the origins’ and the 
destinations’ geographic spaces. With this spatial data model, one can evaluate how two 
movement distributions differ from each other by testing against a random labeling null 
hypothesis. A multidimensional Bernoulli spatial scan statistics method is developed to detect 
OD region pairs with abnormally high concentrations of one movement dataset over the other. 
The existence and the spatial extents of these OD region pairs indicate whether and where the 
two movement distributions differ. Two case studies were conducted to evaluate the approach by 
comparing morning and afternoon taxi trips (individual movements), and county-to-county 
migration flows between age groups (aggregated movement flows), and demonstrated that areas 
with the most significant spatial distribution differences could be detected from large movement 
datasets. 
Keywords: CyberGIS, Movement Analysis, Spatial Analysis and Modeling, Spatial Scan 
Statistics 
                                                 
5 Reprint, with permission, from Gao et al., 2018. A multidimensional spatial scan statistics approach to movement 





The analysis of geographic mobility data and associated spatial interactions is of great 
importance to understanding complex geographic phenomena and their space-time dynamics 
(Dodge et al. 2016, González et al. 2008, Guo and Zhu 2014). Deep insights can be gained into 
geographic mobility data through the comparison of spatial patterns revealed from different sets 
of movements (Illian et al. 2008, McGuckin and Murakami 1999, Calabrese et al. 2011). Despite 
that movement pattern comparison has been examined in previous research through visual 
analytics (Guo and Zhu 2014) or correlation analysis (Calabrese et al. 2011), research on 
systematically evaluating whether the spatial patterns of two movement datasets differ is 
missing. As a consequence, given two movement datasets, it is challenging to measure whether 
they have different spatial hotspots or their pattern differences can be explained by random 
chances.  
This paper presents a systematic approach to comparing any two spatial movement 
patterns based on OD representation. OD data are frequently used in many applications including 
for example human migration (Tobler 1981, Tubergen et al. 2004), and traffic analysis (Cascetta 
and Nguyen 1988, Bell 1991). Such data record the origin and destination of each movement but 
not any intermediate locations. The spatial patterns of OD movements are reflected in their 
spatial distributions - the arrangement of individual OD movement records in space. Two OD 
datasets have different spatial patterns if the two spatial distributions are different - there are 
pairs of origin regions and destination regions where one movement dataset has a much higher 
concentration than the other. Hence, the existence and the spatial extents of these OD pairs 
indicate whether and where the two movement distributions differ. 
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Comparing OD movement patterns requires a spatial data model that integrates origins 
and destinations of movements. OD data contain information about the spatial distributions of 
origins and destinations, and pairwise connections between them. The spatial patterns of two OD 
movement datasets can be different even if they have exactly the same origin and destination 
distributions. Separating origin and destination in movement analysis leads to fragmented views 
of the movement patterns. Hence our approach integrates both of them into a single analysis unit. 
Specifically, we construct a multidimensional space by fusing the origins’ space and 
destinations’ space through a Cartesian product, and model each OD record as a single point in 
the multidimensional space. Such a space has four spatial dimensions - two dimensions for 
origins and two for destinations. The spatial distribution of OD movements is reflected in the 
distribution of points in the multidimensional space. By giving different marks (labels) to points 
representing movements in different datasets, any two movement datasets being compared are 
modeled as points from a bivariate marked spatial point process. Hence, the differences between 
two movement distributions can be evaluated by detecting local point clusters of one dataset 
against the null hypothesis that the two datasets have the same spatial distribution. 
In order to detect such point clusters, a multidimensional Bernoulli spatial scan statistics 
method is developed by extending from Kulldorff’s (1997) spatial scan statistics. The method 
tests the spatial distributions of the bivariate marked spatial point process against a random 
labeling null hypothesis. The random labeling null hypothesis assumes that the label of a point is 
independent of its location, and thus the pair of OD datasets represented by these points has the 
same spatial distribution. The method recursively checks pairs of origin area and destination area 
in order to find the pairs that are the most likely clusters. It further uses a Monte Carlo simulation 
to evaluate the statistical significance of identified clusters. Finally, these clusters, with their 
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spatial extents and statistical significance, are summarized to describe the spatial pattern 
differences. 
The proposed approach can help to answer questions that include but are not limited to: 
 Understanding the similarities and differences between movement patterns of 
people with different genders, ages, ethnic groups or occupations; 
 Comparing migration patterns during different years, or daily travel patterns 
during different hours; and 
 Comparing movement patterns collected or estimated from different data sources, 
and evaluating the quality of new data sources (e.g. social media, mobile phones) 
for movement flow estimation. 
There are additional advantages of the proposed approach. First, different from the 
convention of spatial interaction data analysis and modeling, where movement or interaction 
records are aggregated by areal units to derive OD matrix and follow-up analysis is mostly 
aspatial except using distances for deterrence functions (Fischer and Wang 2011), our approach 
takes movement datasets as point-based records through the entire analytical process. 
Furthermore, the approach detects spatial clusters by considering the spatial proximity between 
individual movement records, and does not rely on predefined zones for aggregation. Second, the 
spatial scan statistics method for detecting movement clusters can be easily parallelized to 
exploit cyberGIS (aka geographic information science and systems based on advanced 
computing and cyberinfrastructure) (Wang and Armstrong 2009; Wang 2010; Wang et al. 2016). 
Hence our approach can be applied to large movement datasets with hundreds of thousands of 
OD pairs and even movement records at the individual level.  
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The proposed approach was evaluated using two case studies: (1) comparing morning and 
afternoon taxi trips in New York City and (2) comparing migration patterns of young and senior 
people from county-to-county migration dataset in the US. The first case study provides an 
example of point-based OD data, where there are unique origin and destination for nearly every 
individual movement. The second case study uses area-based OD data, where movement records 
are already aggregated counts between counties. The experiment demonstrated that areas with 
the most significant spatial distribution differences could be detected from these large movement 
datasets.  
3.2 RELATED WORK 
3.2.1 Flow Mapping 
One common approach to OD data presentation and visual-analytics is flow mapping 
based on representing origins and destinations using arrows or bands (Tobler 1981, Tobler 
1987). When flow datasets are comprised of a large number of flows, traditional flow mapping 
approaches are no longer effective due to visual clutter (Cui et al. 2008, Holten and Van Wijk 
2009). In order to resolve visual clutter, three different approaches have been proposed in the 
literature: location aggregation, flow crossing reduction and flow generalization. Location 
aggregation reduces the total number of flows by reducing the number of candidate origins and 
destinations (Tobler 1987, Andrienko and Andrienko 2008, Guo 2009, Andrienko and Andrienko 
2011, Guo et al. 2012). It combines individual level movements or flows between small units 
into flows between larger regions. Flow crossing reduction reroutes and bundles (clusters) edges 
to minimize crossings between flows (Phan et al. 2005, Holten and Van Wijk 2009, Cui et al. 
2008, Buchin et al. 2011). Flow generalization extracts representative flow samples to depict 
major flow patterns through flow sampling (Guo and Zhu 2014) or flow clustering (Zhu and Guo 
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2014).  Furthermore, cyberGIS-based methods, which use a hybrid approach of all three 
techniques, have been developed (Padmanabhan et al. 2014, Wang et al. 2014). 
A major limitation of flow mapping is that it is best suited for visualization rather than 
pattern analysis. While an informative visualization can help understand general trends in 
movement data, the exact spatial structures of movement patterns may not be apparent via visual 
inspections especially when patterns consist of overlapping flows. It is practically impossible to 
detect subtle differences and fine distinctions between movement patterns by only using visual 
analytics. Thus, statistical methods are necessary in order to provide adequate quantifications and 
standardized descriptions of patterns (Illian et al. 2008). Therefore, this paper focuses on 
developing statistical models and analytical procedures to systematically evaluate the spatial 
structure differences between movement patterns. 
3.2.2 Spatial Scan Statistics 
Scan statistic was originally developed to detect clusters in point processes in one-
dimensional (Naus 1965b) or two-dimensional space (Naus 1965a). It was further extended into 
spatial scan statistics by Kulldorff (1997), which allows the area of scanning windows to vary 
and can detect clusters in spatiotemporal point processes. Spatial scan statistics have then been 
applied to a wide range of research domains, including epidemiology, public health, ecology, 
crime analysis, and astronomy, to identify clusters of events (Kulldorff 2015).  
The original and most popular point process models in spatial scan statistics are 
(homogeneous or inhomogeneous) Poisson process and Bernoulli process (Kulldorff 1997). A 
Poisson model deals with the number of events occurring in a time interval and a spatial region. 
A Bernoulli model handles events that are in either one of two states, which is often used to 
compare the spatial distributions of two types of events, such as in a case-control study. Other 
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models include space-time permutation (Kulldorff et al. 2005), ordinal (Jung et al. 2007), 
exponential (Huang et al. 2007), normal (Kulldorff et al. 2009) and multinomial (Jung et al. 
2010). The Bernoulli spatial scan statistic is adapted and extended in this paper to compare any 
two sets of OD movements. 
The most widely used software program of spatial scan statistics is SaTScan™ developed 
by Kulldorff (2015) (the user guide listed hundreds of research papers in multiple domains using 
the software). However, this software only supports analyses in geographic space (with two 
spatial dimensions and optionally one temporal dimension). Furthermore, SaTScan™ is not 
scalable to large datasets. Finally, despite being free to use, SaTScan™ is not open source (Baker 
and Valleron 2014). Without open implementation details, it is hard to adapt or modify its 
method for our needs. Hence, a multidimensional spatial scan program is designed and 
developed in this research. 
3.3 DATA MODEL 
3.3.1 OD Data Representation 
Let M M ,M , . . . , M  be an OD movement dataset that has n records. M
S , S , I  is one OD movement record that starts at location S  and ends at location S .  Both 
S x , y  and S x , y  are points in 2D geographic space. In order to 
distinguish origin and destination, the origin’s 2D geographic space is referred to as X Y , and 
the destination’s 2D geographic space is referred to as X Y . However, it is worth noting that 
X Y  and X Y  usually refer to the same study area. I  indicates non-spatial attributes of the 
movement records. In the context of spatial movement pattern comparison, I  is a binary 
indicator variable that specifies which of the two types this movement belongs to. For instance, 
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when comparing the spatial movement patterns of young and senior people, I  is used to indicate 
whether it is a trip by a young or senior person.  
In many applications, movement records are collected or reported in an aggregated form. 
Instead of recording the origin and the destination of each individual movement, only the 
numbers of movements between each pair of regions are tracked. For example, the US Census 
Bureau only reports the number of individuals migrating between each pair of counties. In this 
case, _  is used to represent a set of aggregated movements that has one record 
for each origin-destination pair with at least one movement, where _ , , , .  
 and  are the counts of trips from two datasets that start at  and end at . For simplicity 
without losing generality, we use points (e.g. areal centroids) to represent  and .  
3.3.2. Multidimensional Spatial Point Data Model 
In this paper, each OD record M  is modeled as one spatial point 
P x , y , x , y  in a 4D space X Y X Y . This 4D space results from the 
Cartesian product of the origins’ 2D geographic space X Y  and the destinations’ 2D 
geographic space  X Y . We refer to this space as OD space in the rest of the paper. Hence, an 
OD movement dataset M is modeled as a set of 4D points P P , which is a realization of 
its underlying spatial point process. When the binary indicator variable I  is considered as the 
mark, the underlying spatial point process is a bivariate marked spatial point process (Diggle 
2013) in the OD space, which contains points representing the two sets of movements being 
compared. In this OD space, a point a, b, c, d  represents a movement that originates from 
a, b  and ends at c, d . Both a, b  and c, d  represent points in the 2D geographic 
space. A 4D region contains a collection of movements from some geographic area A to some 
geographic area B, where A and B may have intersections.  
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The multidimensional data model integrates origins and destinations of movements into a 
single analysis unit, and thus preserves the pairwise connections between them. With this model, 
two movement records, a , b , c , d  and a , b , c , d  are near each other only if they 
have both near origins and near destinations. Spatial point patterns detected in the OD space 
describe the spatial arrangements of such integrated origin-destination units. 
3.4 METHOD 
3.4.1 Overview 
An overview of the proposed approach is shown in Figure 3.1. The approach begins with 
two input OD datasets (α and β in Figure 3.1). Each record in these datasets has an origin point 
and a destination point, and is modeled as a point in multidimensional OD space. A 
multidimensional spatial scan statistic is then used to detect point clusters in the OD space. In 
Figure 3.1, one cluster is detected with a high density of points from dataset α. This point cluster 
has a region in the original space and one in the destination space, and represents a movement 
cluster with a higher concentration of dataset α over β. The existence and the spatial extents of 
these movement clusters indicate whether and where the two movement distributions differ.  
3.4.2 Random Labeling Null Hypothesis and Pattern Difference Representations 
With the multidimensional spatial point data model, the comparison of any two OD 
distributions can be achieved by analyzing the relationships between points from a bivariate 
marked spatial point process in an OD space. When analyzing such relationships, there are two 
straightforward benchmark (null) hypotheses: independent and random labeling (Diggle 2013). 
In an independent hypothesis, the two types of points are generated by two independent 
univariate point processes. In a random labeling hypothesis, each point of a univariate point 
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process is labeled based on independent Bernoulli trials. In other words, the two types of points 
have exactly the same spatial distributions.  
 
Figure 3.1: Conceptual illustration.  
 
The independent null hypothesis is ill-suited to movement distribution comparison, 
because the two sets of movements are often dependent - both are more likely to be from and to 
more popular places. In contrast, the random labeling hypothesis is well suited to detect whether 
two movement distributions are different. Under the random labeling hypothesis, a randomly 
chosen movement record has a constant probability to be from a certain set, regardless of its 
origin or destination. This hypothesis also infers that the two types of movements have the exact 
same spatial distribution, and that the origin and the destination of a trip contain no information 
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about its type. Hence, by testing this hypothesis, the differences between two movement 
distributions can be evaluated.   
When detecting the differences between two OD movement distributions against this null 
hypothesis, it is natural to find pairs of origin and destination regions where there are abnormally 
high concentrations of one movement dataset over the other. For example, if senior migrants are 
half as many as young migrants worldwide, an OD region pair with 1000 senior and 800 young 
migrants represents a higher concentration of senior migrants. As demonstrated previously, such 
a pair of areas is represented as a 4D region in the OD space. Hence the differences between two 
OD movement distributions can be represented as a list of such 4D regions (clusters). To this 
end, a multidimensional Bernoulli spatial scan statistic is used to find these 4D clusters.   
3.4.3 Multidimensional Bernoulli Spatial Scan Statistics 
3.4.3.1 Multidimensional spatial scan statistics 
The multidimensional spatial scan statistics extend Kulldorff’s spatial scan statistics 
(Kulldorff 1997). It aims to detect the locations and sizes of the most likely clusters of OD 
movements represented by points in the OD space. This is done by first putting a large number of 
4D scanning windows over the study area. These scanning windows have different sizes, and 
represent different pairs of origin areas and destination areas. The maximum likelihood of each 
scanning window to be a cluster, L , is calculated based on the underlying point process models. 
The maximum likelihood if there is no cluster is represented as L . Then, the scan statistic λ of 
each scanning window is defined as the ratio of L  to L  (Equation (3.1)). The scanning window 
with the highest likelihood ratio is identified as the primary cluster, and other secondary clusters 
may also be detected. Finally, the statistical significance (p-value) of each detected cluster is 
estimated using Monte Carlo simulation.  
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 /  (3.1) 
3.4.3.2 Bernoulli model 
In this paper, a Bernoulli process model is used to compare distributions of two sets of 
movements. For intuitive reference, the two sets are referred to as α and β. A Bernoulli model 
aims to detect clusters in bivariate marked spatial point processes under a random labeling null 
hypothesis, conditioning on the origins and destinations (but not types or labels) of movements. 
Suppose that we have a scanning window W in the study area A. A Bernoulli model states that 
each point inside W has a Bernoulli distribution of probability p to be from α (and 1 p to be 
from β), and each point outside has a Bernoulli distribution of probability q to be from α. Under 
the random labeling null hypothesis, any movement record has a constant possibility regardless 
of its origin and destination, and hence p q. The likelihood of the observation under the null 
hypothesis L  is maximized when p q N / N N , which is shown in Equation (3.2). 
Here, N  is the total number of movements from α; N  is the total number of movements from β 
respectively;  N W  and N W  are the numbers of movements in the scanning window W. 
 1 1  (3.2) 
Under the alternative hypothesis, p q, which means the scanning window W is either a 
(high) cluster of α  movements (p q) or a (high) cluster of β  movements (p q). When 
p N W / N W N W  and q N N W / N N N W N W , the 




From Equation (3.2), L  only depends on the total number of α movements and the total 
number of β movements, and thus is constant across all scanning windows once datasets are 
given. Thus only L  needs to be considered to find clusters of movements and to test the 
statistical significance of each cluster. 
3.4.3.3 Cluster detection 
While the primary cluster is detected as the scanning window with the highest likelihood, 
finding secondary clusters is not straightforward. As pointed out by Kulldorff (2015), expanding 
or reducing the primary cluster’s size only marginally often forms a secondary cluster that is 
almost identical to the primary one; however, this type of clusters usually provides little 
information about underlying spatial patterns. Hence in this paper, a non-intersection standard is 
used when finding secondary clusters. Specifically, no clusters should have intersections with the 
existing ones. This intersection infers that no 4D regions representing clusters can intersect with 
each other. However, two clusters can have intersecting origins or destinations if the clusters are 
separated in 4D space. With this standard, after each cluster is detected, all scanning windows 
that intersect with it are eliminated. The next cluster, if any, will be detected based on the 
remaining scanning windows with the highest likelihood.  
There are two additional notes for the cluster detection process. First, a movement cluster 
with an origin area and a destination area that are intersecting or even identical is meaningful, as 
it represents movements within a region. However, these clusters may be eliminated by 
excluding scanning windows with intersecting OD pairs, if researchers only want to compare 
inter-region movement patterns. Second, a scanning window from a 2D region A to another 2D 
region B and another scanning window from B to A are two independent scanning windows. 
They represent two separate 4D regions in the OD space (if A and B are not intersecting). Hence, 
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it is possible to have them both detected as clusters of type α movements. For instances, if the 
task is to compare young and senior migration patterns, and both A and B are regions with more 
senior people, it is possible to have both A to B and B to A as clusters of senior migrants. 
3.4.3.4. Monte Carlo simulation 
In order to conduct the statistical inference, it is necessary to find the distribution of the 
highest likelihood that can be generated by random chance under the null hypothesis. Since it is 
difficult to find the analytical form of such distribution, spatial scan statistics use Monte Carlo 
simulation to estimate the p-value of each detected cluster (Kulldorff 1997). During the Monte 
Carlo simulation, many (N ) random replications of movement datasets are generated under 
the null hypothesis. Following Kulldorff’s (1997) spatial scan statistics, each simulated dataset is 
generated by randomly assigning N  labels of α and N  labels of β to all individual movements. 
For each replication, the same clustering detection procedure as described in section 4.3.1. is 
applied to find the cluster with the highest likelihood (the primary cluster). During the 
simulation, only the likelihood of the primary cluster, rather than the cluster’s location, is 
necessary for each replication. The p-value of each original cluster is estimated using Equation 
(3.4), where N  is the number of replications with a larger highest likelihood than the 
cluster’s actual likelihood. This statistical inference approach is able to resolve the multiple 
testing problem, since every detected cluster, including secondary clusters, is tested against the 
highest likelihood of all scanning windows that can be generated by random chances (Kulldorff 
and Nagarwalla 1995). 




The steps of the Monte Carlo simulation are summarized below: 
(1) Keep track of all the original clusters detected before the Monte Carlo simulation, 
including the likelihood value of each cluster; 
(2) Generate a simulated dataset by randomly assigning labels; 
(3) Detect the primary cluster in the simulated dataset and only record its likelihood 
value; 
(4) Repeat step (2) and (3) N  times; 
(5) Estimate the p-value of each original cluster recorded in step (1) using Equation 
(3.4). 
3.4.4 Implementation and Computation 
The spatial scan statistics method to detect movement clusters can be parallelized in a 
straightforward way. This is because the most compute-intensive component - the calculation of 
scan statistics for each scan window - is independent and thus can be calculated in parallel by 
different computing processes. The algorithm for 4D Bernoulli spatial scan statistic is 
implemented using C and OpenMP (Open Multi-Processing). We plan to make the software 
open-sourced. OpenMP is an application programming interface for shared memory 
multiprocessing programming. It is used in our implementation to distribute the scan statistics 
calculation and cluster detection to multiple processor cores, while allowing them to 
simultaneously access all OD records stored in the shared memory.  
Since there are an infinite number of potential scanning windows, it is only possible to 
limit clusters to be of certain shapes and find the best ones among them. Our software makes use 
of 4D spherical scanning windows, as circular (spherical) scanning windows are most widely 
used in spatial scan statistics, and are easy to implement (Kulldorff 1997, Kulldorff 2015). In this 
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research, scanning windows with centers at 4D points that represent input OD records are used. 
In order to determine whether a point is in a window or not, 4D Euclidean distance is used to 
define the distance between a 4D point and a cluster center. A point x , y , x , y  is 
considered in a window centered at x , y , x , y  if 
x x y y x x y y  is smaller than or equal to the 
window radius. Numbers of an equal interval (e.g. 1km, 2km, ..., 100km) are used as scanning 
window radiuses. These values also define the maximum radius of clusters, which controls the 
spatial scale of pattern analysis. If there are n point OD records and a sequence of m numbers as 
window radiuses, the software will check a total of n × m scanning windows to detect clusters. 
An alternative way to define spherical scanning windows is to use a regular grid as centers. An 
advantage of this strategy is that a cluster does not need to have a point at its center. However, 
the computing intensity of this approach is too high in 4D space. For example, in order to have a 
100 × 100 grid for both origins and destinations (which is a coarse resolution), there will be 100 
million potential cluster centers in 4D space to test, which poses a significant computational 
challenge.    
3.5 CASE STUDIES 
To evaluate the effectiveness of the proposed approach to movement pattern 
comparisons, two case studies are carried out in this paper. The first case study compares the taxi 
trips in New York City within different time periods during a day. The taxi trip data provide an 
example of point-based OD data, where each trip has unique pick-up (origin) and drop-off 
(destination) location recorded by GPS devices. The second case study compares the migration 
patterns among different age groups from a US county-to-county migration dataset. This dataset 
is area-based - migration records are aggregated by county and are recorded as counts of 
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migrating individuals between counties. The experiments were conducted using a computing 
node with two Intel Xeon E5-2660 processors (10 cores each) and an RAM of 256G.  
3.5.1 New York City Taxi Trip Analysis 
3.5.1.1 Data source 
All the New York City taxi trips (of both Yellow and Green taxis) on a typical workday 
(01/21/2015) with no major events were retrieved from the official website of New York City6. 
The data include information of pick-up and drop-off timestamps and locations of each taxi trip 
that originates on that day. In total, there are 440,373 valid taxi trips. 
This case study compares the taxi trip distributions during the morning rush hours (7:00 
AM to 10:00 AM) and the distributions during afternoon rush hours (5:00 PM to 8:00 PM). For 
this purpose, taxi trips that start in these two time periods are extracted respectively. These two 
sets of trips are called morning trips and afternoon trips respectively. There are 72,144 morning 
trips and 83,524 afternoon trips. Hence, under the null hypothesis of random labeling, when the 
two sets of trips are combined, each randomly chosen trip has a constant probability of  72,144/
72,144 83,524 0.463 to be a morning trip, regardless of its origin and destination. 
3.5.1.2 Results 
The centers of top 30 clusters are shown in Figure 3.2. These clusters are detected with a 
maximum scan window radius of 2.5km. Since the center of each cluster is a 4D point in OD 
space that corresponds to an origin-destination pair, it is plotted as an arrow from the center of its 
origin to the center of its destination. The color of an arrow indicates whether the cluster 
represents a concentration of morning or afternoon trips in NYC. These clusters depict the major 
                                                 
6 Data source: http://www.nyc.gov/html/tlc/html/about/trip_record_data.shtml 
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distribution differences between morning and afternoon taxi trips. On the one hand, trips to 
Manhattan, especially to the Midtown and the Lower Manhattan CBD, consist of significantly 
more morning trips than afternoon trips. On the other hand, there is a much higher probability for 
afternoon trips to leave from Manhattan and especially the Midtown than morning trips. 
 




For a closer look at the pattern differences, the spatial extents of top five clusters are 
shown in Figure 3.3. Table 3.1 shows the summary statistics of these five clusters. In Table 3.1, 
the type indicates whether it is a high cluster of morning or afternoon trips; the morning trips and 
the afternoon trips represent actual OD trip counts in the cluster; the expected morning trips and 
the expected afternoon trips represent the expected trip counts if morning trips and afternoon 
trips have the same spatial distribution. The p-value is estimated using Monte Carlo simulation 
with 999 runs. The top 5 clusters are mostly in Manhattan, except for the 5th cluster whose 
destination region contains part of Brooklyn. This result is not surprising since Manhattan has 
the most taxi trips and the most dramatic traffic flow changes throughout a day. Among the 5 
clusters, the 1st, the 4th and the 5th are the clusters of afternoon trips; the 2nd and the 3rd are the 
clusters of morning trips. The 1st cluster originates from the Midtown (commercial areas) to the 
Upper West Side and the Upper East Side (residential areas). This cluster has afternoon trips 
almost three times as morning trips, which is significantly different from the expectation of the 
same-distribution null hypothesis. Hence, the probability of a morning trip to be in this cluster is 
much higher than that of an afternoon trip. The 2nd cluster, which has a slightly low likelihood, 
is a cluster of morning trips in the opposite direction: from the Upper West Side and the Upper 
East Side to the Midtown. These two clusters, together, likely depict a home-work travel pattern, 
that people travel to workplaces in the morning and back home in the afternoon. The 3rd cluster 
has a similar destination extent as the 2nd cluster, but the origin is in the south where there is a 
larger proportion of residential area comparing to its destination. The 4th and 5th clusters are 
both afternoon clusters, indicating that people are more likely to travel in the afternoon from the 
Midtown to the Lower Manhattan and from Lower Manhattan to Brooklyn, respectively. To 
evaluate how the choice of maximum cluster radius influences clustering results, the experiment 
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was conducted again by limiting the maximum cluster radius to 1km. The resulting top five 
clusters and summary statistics are shown in Figure 3.4 and Table 3.2. Among these new 
clusters, the 3rd and the 5th are afternoon clusters; the 1st, 2nd and 4th are morning clusters. 
These clusters depict morning and afternoon trip pattern differences with finer spatial details. 
The original cluster 1 is split into new cluster 3 and cluster 5, which depict trips from the 
Midtown to Upper East Side and Upper West Side respectively. New cluster 1 is part of the 
original cluster 2, and only contains trips from Upper West Side. Similarly, new cluster 2 and 4 
are subsets of original cluster 3.  
 
Figure 3.3: New York City taxi trips. Centers and spatial extents of top five clusters with a 




The execution time depends on the number of simulations, and on average each 
simulation takes less than 1 minute in our testing environment. 
 
Table 3.1: New York City taxi trips. Summary statistics of the top 5 clusters with a maximum 

















1  Afternoon  2960  8672  5390.8  6241.2  ‐106324.2  0.001 
2  Morning  8030  3912  5534.5  6407.5  ‐106338.8  0.001 
3  Morning  11120  8112  8913.0  10319.0  ‐106904.6  0.001 
4  Afternoon  628  2507  1452.9  1682.1  ‐107001.9  0.001 






Figure 3.4: New York City taxi trips. Centers and spatial extents of top five clusters with a 
maximum radius of 1km. 
 
 
Table 3.2: New York City taxi trips. Summary statistics of the top 5 clusters with a maximum 















1  Morning  2371  623  1387.6  1606.4  ‐106791.6  0.001 
2  Morning  2144  806  1367.2  1582.8  ‐107055.9  0.001 
3  Afternoon  270  1542  839.8  972.2  ‐107075.4  0.001 
4  Morning  1343  349  784.2  907.8  ‐107091.5  0.001 




3.5.2. US county-to-county migration flow analysis 
3.5.2.1. Data source 
US county-to-county migration flow data derived from 2006-2010 American Community 
Survey were retrieved from the US Census Bureau7. This dataset contains the number of 
residents moving among US counties by age groups. This case study compares the differences 
between migration patterns of age group 25-29 (young migrants) and age group 65-69 (senior 
migrants). After data preprocessing, there are 33,626 separate pairs of origin-destination counties 
with young or senior migrants. In total, there are 1,788,892 young migrants and 175,515 senior 
migrants. This case study aims to find OD region pairs with a high concentration of senior 
migrates relative to young migrants. Our approach and software support this type of query by 
only detecting high clusters of senior migrants. To achieve this, all scanning windows with the 
count of senior migrants below expectation are eliminated in the clustering detection process.  
3.5.2.2 Results 
The top 10 clusters with high concentrations of senior migrants relative to young 
migrants are shown in Figure 3.5. The results are generated with the maximum cluster radius to 
be 1000km. In this figure, the origin extent (solid line) and the destination extent (dashed line) 
for each cluster are displaced in the same color. Arrows labeled by cluster ID represent centers of 
clusters. Individual county-to-county movement flows in these clusters are shown in Figure 3.6, 
and the summary statistics of these clusters are shown in Table 3.3. In Table 3.3, the senior 
migrants and the young migrants represent actual migrant counts in each cluster; the expected 
senior migrants and the expected young migrants represent the expected migrant counts if senior 
and young migrants have the same spatial distribution.  
                                                 
7 Data source: http://www.census.gov/hhes/migration/data/acs/county-to-county.html 
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The most likely cluster (cluster 1) originates from the Northeast parts of the US to mostly 
Florida. This cluster has senior migrants more than three times of the expectation if senior 
migrants and young migrants have the same spatial distribution. This result matches well with 
common sense that Florida has a much higher attraction for senior than for young migrants from 
the Northeast. The other top clusters also depict major regions that attract senior migrants (e.g. 
Florida, Arizona), and regions where senior people are moving out (e.g. California). Most of 
these patterns meet with common knowledge. The most unexpected cluster is from Florida to 
Midwest (cluster 8), which describes that Midwest is more attractive to senior than young 
migrants from the South Atlantic.  
Among the top 10 clusters, both cluster 4 and 7 have the almost identical origin and 
destination. They represent migrations between nearby counties and thus provide little 
information about inter-region migration patterns. In addition, the overlapping origin-destination 
also occurs in cluster 2 and cluster 9. In order to eliminate these situations, the clustering 
approach is executed again without allowing intersecting origin-destination. The results are 
shown in Figure 3.7 and Figure 3.8, and the summary statistics are shown in Table 3.4. In the ten 
new top clusters, six are identical to the original clusters, which are (new) cluster 1, 3, 4, 5, 6 and 
7. The new cluster 2 is similar to the original cluster 2, but avoids overlapping origin-destination. 
A similar situation happens between new cluster 10 and original cluster 4. The original cluster 7 





Figure 3.5: US county-to-county migration. Centers and spatial extents of top ten clusters allowing 
intersecting OD. 
The execution time depends on the number of simulations, and on average each 




Figure 3.6: US county-to-county migration. County-to-county flows in top ten clusters allowing 
intersecting OD. 
 
3.6 CONCLUSIONS AND FUTURE WORK 
This paper presents a multidimensional spatial scan statistics approach to comparing the 
spatial distributions of OD movement datasets. It aims to measure whether two OD datasets have 
different spatial hotspots or their pattern differences can be explained by random chances. This 
approach is based on a multidimensional spatial data model that integrates each OD record into a 
single point with multiple spatial dimensions. A multidimensional spatial scan statistics method 
is developed to detect OD region pairs (point clusters) to indicate whether and where two 
movement distributions differ. Software for the proposed approach was developed. Case studies 
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demonstrated that areas with the most significant pattern differences could be detected from 
large movement datasets. They also showed the effects of parameters (i.e. maximum scanning 
windows, whether to allow intersecting origin-destination) on the clustering results.  
















1  7133  14180  1904.3  19408.7  ‐586280.7  0.001 
2  9566  56880  5936.8  60509.2  ‐590248.9  0.001 
3  961  1130  186.8  1904.2  ‐590350.9  0.001 
4  7446  43689  4568.8  46566.2  ‐590459.9  0.001 
5  675  840  135.4  1379.6  ‐590668.4  0.001 
6  742  1095  164.1  1672.9  ‐590680.6  0.001 
7  2137  8420  943.2  9613.8  ‐590701.2  0.001 
8  2042  8097  905.9  9233.1  ‐590736.5  0.001 
9  5331  31749  3313.0  33767.0  ‐590744.6  0.001 
10  373  243  55.0  561.0  ‐590826.3  0.001 
 
One limitation of our approach is that 4D spherical scanning windows, which are 
currently used, are insufficient to accurately depict the sizes and the shapes of clusters. The 
origin and the destination of a cluster may not necessarily be of the same size. For instance, a 
cluster may represent flows from a small place to a large area. In addition, the origin and the 
destination of a cluster may be in shapes other than a circle. Hence, it is essential to improve the 
clustering approach in order to detect clusters of irregular shapes other than spheres, which is one 
future research direction.  
Another critical future research direction is to expand our approach to include temporal 
dimensions. While temporal information can be treated as the indicator variable as in the first 
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case study to compare morning with afternoon taxi trips, the approach itself is purely spatial. It 
cannot automatically detect spatiotemporal clusters. Hence, it is important to include temporal 
dimensions in multidimensional spatiotemporal models for OD movements, and to develop 
spatiotemporal scan statistics approaches. There may be one (a timestamp for each OD record) or 
two (origin and destination with separate timestamps) temporal dimensions that need to be 
modeled. As a consequence, 5D or 6D spatiotemporal data models and pattern comparison 
approaches are needed. 
 






Figure 3.8: US county-to-county migration. County-to-county flows in top ten clusters without 
intersecting OD. 
 
In addition to OD movement data, the approach may be extended to spatial interaction 
data that involve a pair of locations.  Examples of such data include the follower-followee 
relationships between geo-located social media users, telephone records with geo-located callers 
and callees, and spatial patterns of journal article citations. Through the comparison of these 
interaction patterns, the approach may help researchers from multiple domains to gain insights 
into these spatial interaction phenomena.  
More broadly, this paper provides an example of analyzing complex geographic 
phenomena by modeling them as simple objects (e.g. points) in conceptual spaces. The 
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conceptual spaces may have more spatial dimensions than the physical space, and thus require 
new analytical approaches. The conceptual space model may lead to unique findings that are 
hardly detectable in the physical space. For instances, it may be possible to model spatial 
associations (Anselin 1995) in planar space as a 4D field that represents the association between 
each pair of geographic features. Spatial association patterns might be better understood, by 
modeling not only the associations between neighboring features but also the entire 4D space 
that integrates all pairwise associations. 
















1  7133  14180  1904.3  19408.7  ‐586280.7  0.001 
2  1523  3098  412.9  4208.1  ‐590294.0  0.001 
3  961  1130  186.8  1904.2  ‐590350.9  0.001 
4  675  840  135.4  1379.6  ‐590668.4  0.001 
5  742  1095  164.1  1672.9  ‐590680.6  0.001 
6  2042  8097  905.9  9233.1  ‐590736.5  0.001 
7  373  243  55.0  561.0  ‐590826.3  0.001 
8  364  282  57.7  588.3  ‐590873.8  0.001 
9  1017  3283  384.2  3915.8  ‐590924.5  0.001 








CHAPTER 4: SCANNING WINDOW DESIGNS FOR MULTIDIMENSIONAL SCAN 
STATISTICS APPROACH TO MOVEMENT PATTERN ANALYSIS 
Abstract. Multidimensional spatial scan statistics have recently been developed to analyze 
spatial movement patterns and detect movement clusters based on origin-destination (OD) 
representations. As one of the most important aspects of scan statistics, the scanning window 
designs suitable for movement analysis need to be better understood. The 4D hyperspherical 
windows used in the previous research are not the only valid option and has clear limitations 
including that they cannot effectively detect clusters with an origin and a destination of different 
areal sizes. This chapter explores a variety of 4D scanning window designs for movement 
pattern analysis. From shape, location, and size aspects, the chapter investigates valid options 
for 4D scanning windows. For window shapes, three 4D extensions to 2D circles are identified 
and used, namely duocylinders with the same or different origin and destination radii, and 4D 
hyperspheres. In terms of scanning window centers, this chapter explores both an input record 
approach and a regular grid approach. Six scanning window designs are proposed by combining 
these window shapes and center allocation strategies. Efficient algorithms and parallel 
computing approaches are then developed for the six scanning window designs in order to 
resolve the computational challenges of movement pattern analysis. These scanning window 
designs are evaluated and compared both analytically and using two large real-world OD 
datasets: New York City taxi trips and US county-to-county migration flows. The results provide 
insights into how to select scanning window designs and the trade-off between computing cost 
and the ability to detect high-quality movement clusters. 





Understanding the spatial patterns of geographic mobility and spatial interactions is of 
great importance (Dodge et al. 2016, Gonzalez et al. 2008, Guo and Zhu 2014). Many research 
efforts have been pursued to analyze the spatial patterns of origin-destination (OD) movement 
flows and to detect spatial movement clusters (Berglund and Karlstrom 1999, Lu and Thrill 
2008, Liu et al. 2015, Tao and Thrill 2016). Multidimensional scan statistics have been recently 
developed to analyze spatial movement patterns (Gao et al. 2018). It is able to detect movement 
clusters based on point process models and can be used to compare the spatial patterns of 
different movement datasets. However, it is yet not clear what scanning window designs are 
best-suited for OD movement pattern analysis. For instance, the 4D spherical scanning windows 
used in the existing research have clear limitations since they cannot effectively detect clusters 
with an origin and a destination of different areal sizes (Gao et al. 2018). The aim of this research 
is to explore a variety of scanning window designs for movement analysis.  
The choice of scanning windows is of fundamental importance to any scan statistics 
approach (Kulldorff 1997, Kulldorff 1999, Kulldorff et al. 2006). This is because scanning 
windows define the search space for clusters. Specifically, scan statistics calculate the likelihood 
value for each scanning window for cluster detection, and detected clusters can only be chosen 
from these scanning windows. Since potentially there are an infinite number of scanning 
windows with different shapes and sizes, it is only possible to check a small number of 
representative ones for cluster detection. In conventional 2D spatial point analysis, the most 
commonly used shape of scanning windows is circle since it is the most compact shape and one 
of the easiest to calculate (Kulldorff 1999, Tango and Takahashi 2005, Kulldorff et al. 2006). 
When conducting space-time data analysis, the circular shaped scanning windows naturally 
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extend to cylindrical windows – 2D spatial circles each with a perpendicular line segment 
serving as the height of the cylinder to represent its temporal period (Kulldorff et al. 1998, 
Kulldorff 2001, Kulldorff et al. 2005). However, extending 2D circles into 4D space for 
movement analysis is more challenging. This chapter explores and compares different 4D 
extensions of 2D circles and identifies those that are valid for movement analysis. Specifically, 
this chapter analyzes 4D scanning window designs from the shape, location, and size aspects, 
and explores how 2D windows can be extended into 4D in all these aspects.  Three 4D shapes 
(duocylinders with the same or different origin and destination radii, or 4D hyperspheres) and 
two scanning window allocation approaches (input points or 4D regular grids) are found to be 
valid for 4D movement analysis. The resulting six scanning window designs which combine 
these shapes and centering allocation approaches are proposed and evaluated.  
Computational performance has long been limiting factor of spatial scan statistics 
(Agarwal et al. 2006, Pei et al. 2011, Li et al. 2018). Several computational challenges exist. 
First, a large number of scanning windows need to be tested in order to accurately depict spatial 
clusters. The total number of scanning windows can be orders of magnitude larger than the input 
data volume. Second, for each input point location and each scanning window, it needs to judge 
whether the location is within the scanning window or not. Third, scan statistics require Monte 
Carlo (MC) simulation to estimate the statistical significance of the detected clusters. As a 
consequence, when the data volume is large, the computing cost of spatial scan statistics 
increases dramatically. With a higher dimensionality, these challenges are exacerbated since a 
representative set of scanning windows to cover a 4D region is much larger than one to cover a 
2D region. Hence, computational performance is an essential factor when evaluating scanning 
window designs. In this research, efficient algorithms are developed for all six scanning window 
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designs, and parallel computing approaches are also developed to advance cyberGIS and exploit 
HPC.  
The proposed scanning window designs and algorithms are evaluated using both the New 
York taxi trip and US county-to-county migration data. The analysis of scanning windows and 
the experiment results demonstrated that using scanning windows with origin and destination of 
different areal sizes can detect better movement clusters at higher computational cost, and that 
using regular grids as cluster centers tremendously increases computational intensity but is only 
useful when analyzing aggregated movement. These results provide insights into the choice of 
scanning windows and the trade-off between computing intensity and the result quality of 
movement pattern analysis. 
4.2 MULTIDIMENSIONAL SPATIAL SCAN STATISTICS AND OD DATA MODEL 
Originally developed by Naus (1965a and 1965b) and popularized by Kulldorff (1997), 
spatial scan statistics have been applied to a wide range of research domains to detect clusters in 
a spatial point process Kulldorff (2015). By modeling individual movement records as spatial 
points in a multidimensional OD space, Gao et al. (2018) extended spatial scan statistics to 
analyze spatial patterns of OD movements and to evaluate the spatial structural differences 
between movement patterns. Detailed descriptions of the multidimensional data model and the 
multidimensional spatial scan statistics can be found in chapter 3.  
The general procedure of the spatial scan statistics is as follows (Kulldorff 1997, Gao et 
al. 2018). First, a large number of scanning windows are put in the study area. In OD space, each 
of the scanning windows is a 4D region. Second, for each scanning window, the number of point 
observations in it is counted. Third, the maximum likelihood of each scanning window to be a 
cluster , and the maximum likelihood if there is no cluster  are calculated. The scan 
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statistics (likelihood ratio)  is calculated as / . Fourth, the scanning windows with the 
highest likelihood are identified as clusters. Finally, Monte Carlo simulation is conducted to 
estimate the p-value of each detected cluster for statistical inferences.  
Another important aspect of spatial scan statistics is the point process model that 
describes the probability distribution generating events under the null hypothesis (Kulldorff 
1999). Poisson process and Bernoulli process are two most popular point process models in 
spatial scan statistics (Kulldorff 1997). A Poisson model is often used to analyze the spatial 
distributions of events over a spatially varying population density. It assumes that the number of 
events occurring during a time interval and in a spatial region follows a Poisson distribution. A 
Bernoulli model is used to compare the spatial distributions of two different types of events (e.g., 
people with or without a disease, morning or afternoon traffic) and is popular in case-control 
studies. There are other point process models including space-time permutation (Kulldorff et al. 
2005), ordinal (Jung et al. 2007), exponential (Huang et al. 2007), normal (Kulldorff et al. 2009) 
and multinomial (Jung et al. 2010). For multidimensional spatial scan statistics, Bernoulli models 
have been used to compare the spatial patterns of movements in Chapter 3. This chapter will 
follow Chapter 3 and conduct experiments using a Bernoulli model.  
4.3 SCANNING WINDOW DESIGNS 
For each of the three parameters of scanning window design, this chapter reviews 
commonly used approaches in 2D spatial scan statistics and 3D space-time scan statistics, 
analyzes their advantages and disadvantages, and proposes and evaluates 4D extensions that are 
valid for movement pattern analysis. It first explores a variety of scanning window shapes in 
section 4.3.1 and identifies three shapes that are appropriate for movement analysis. Two 
scanning window center allocation approaches are selected and explored in section 4.3.2. The 
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choice of scanning window sizes is discussed in 4.3.3. A total of six scanning window designs 
are proposed as a combination of the three shapes and the two center allocation approaches, and 
are summarized in section 4.3.4. These six designs are implemented and evaluated later in the 
remaining part of this chapter. Other possible alternative designs are discussed in section 4.3.5.  
4.3.1 Scanning Window Shapes 
4.3.1.1 Scanning windows in lower dimensions 
 
Before designing scanning window shapes in 4D space, it is necessary to first understand 
2D spatial scanning windows and 3D space-time scanning windows from a geometric point of 
view. It would also be necessary to understand the concept of the ball in mathematics, which is 
the space bounded by a sphere. An n-ball means a ball in n dimensions. For instance, a 1-ball is a 
line segment, a 2-ball is a circle, a 3-ball is a sphere, and a 4-ball is a 4D hypersphere.  
For 2D scanning window shapes, the most popular one, circle, is a 2-ball. Some other 
studies such as Naus 1965b, Loader 1991, and Chen and Glaz 1996, used rectangular 2D 
scanning windows. A rectangle is the Cartesian product (×) of two line segments and thus 1-ball 
× 1-ball. There are no other shapes in 2D that are the results of the Cartesian product of balls and 
that can be considered as intermediate between a rectangle and a circle. A circle is usually a 
preferred choice of scanning windows in spatial point analysis since circular windows are more 
compact, more visually appealing, and easier to define (Kulldorff et al. 2005). For rectangular 
scanning windows, if the edges are constrained to be perpendicular to axes as in Naus 1965b, the 
clustering results will be arbitral defined by the axes’ directions; if, on the other hand, the edges 




 In 3D space-time analysis, there are potentially three shapes that are the results of the 
Cartesian product of balls: cuboid, cylinder, and sphere. A cuboid is the Cartesian product of 
three line segments (1-ball × 1-ball × 1-ball), a sphere is a 3-ball, and a cylinder is the only 
intermediate between these two, which is the Cartesian product of a circle and a line segment (2-
ball × 1-ball). Cuboid scanning windows are not popular in space-time scan statistics for the 
same reasons why rectangular windows are not popular in 2D spatial scan statistics. To the best 
of our knowledge, there are no studies using cuboid scanning windows. Spherical scanning 
windows are also not appropriate for space-time analysis since temporal dimension is usually 
considered to be different from spatial dimensions with different linear units, and thus it is 
difficult to define a space-time sphere. Hence among the three shapes, only cylindrical scanning 
windows are valid options for space-time scan statistics and are widely used in existing research 
(Kulldorff et al. 2005, Kulldorff 2015).  
4.3.1.2 4D scanning window shapes 
In 4D space, five shapes are the results of the Cartesian product of balls. In addition to 
Tesseract (4D cuboid) and 4D hypersphere, three shapes exit between these two, namely 
cubinder, duocylinder, and spherinder. The information of all these five shapes is shown below: 
 Tesseract: 1-ball×1-ball×1-ball×1-ball, the Cartesian product of four line segment; 
 Cubinder: 2-ball×1-ball×1-ball, the Cartesian product of one circle and two line 
segment; 
 Duocylinder: 2-ball×2-ball, the Cartesian product of two circles; 
 Spherinder: 3-ball×1-ball, the Cartesian product of one 3D sphere and one line 
segment; and 
 4D hypersphere: 4-ball, a sphere in 4D. 
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Not all five scanning window shapes are appropriate for movement pattern analysis. First, 
a scanning window should not include one origin dimension into one ball with destination 
dimension(s) but leave the other origin dimension separately. Hence, the spherinder is not a valid 
option. Second, the scanning window should treat the 2 origin’s dimensions and the 2 
destination’s dimensions symmetrically. It is thus not appropriate to use squares for origin 
dimensions and circles for destination dimensions. As a consequence, cubinder can also be ruled 
out. Finally, due to the same reason that rectangular windows are not used in spatial analysis and 
cuboid windows are not used in space-time analysis, the tesseract window solution is also less 
preferred. Hence, only duocylinders (with one circle in the two origin dimensions and another 
circle in the two destination dimensions) and 4D hyperspheres remain valid for 4D scanning 
window options, which will be used in this chapter.  
4D hyperspherical scanning windows represent a straightforward approach to evaluate 
the distance or the similarity between two OD movements – the distance between two OD 
movements is measured by their 4D Euclidian distance that incorporated both their origins’ 
distance and their destinations’ distance. A 4D hyperspherical scanning window can be uniquely 
defined by a 4D point , , ,  serving as the window center, and window radius. 
With 4D hyperspherical scanning windows, an OD movement is considered to be in a scanning 
window if the Euclidean distance between the movement and the scanning window center is 
smaller than the scanning window radius. This scanning window shape is used by Gao et al. 
(2018). This scanning window shape will be referred to Hypersphere for short in the remaining 
part of this chapter. The major limitation of the hypersphere window is that it cannot be used to 
detect a movement cluster with an origin and a destination of different areal size. However, in 
movement pattern analysis, a movement cluster may need to have an origin and a destination 
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with different radii in order to detect more realistic and meaningful movement clusters, i.e., from 
a small transportation hub to a larger and sparser residential area. Hence, hypersphere windows 
may be incompetent to handle these situations.  
A duocylindrical scanning window represents a 4D region that is formed by the Cartesian 
product of a 2D circular origin region and a 2D circular destination region. It can be uniquely 
defined by a 4D window center, an origin radius , and a destination radius . An OD 
movement is considered to be in a duocylindrical scanning window when its origin is in the 
window’s origin circular (2D) region and its destination is in the window’s (2D) destination 
region. Hence, the distances of the origins and the destinations between an OD movement and 
the cluster center need to be calculated separately and compared with the origin and the 
destination radii respectively. In this chapter, two kinds of duocylindrical scanning window 
shapes are explored based on whether  can be different from . The first scanning window 
design requires , and thus only one radius is necessary to define a scanning window. This 
scanning window shape is referred to as Duocylinder-Same for short. The second design, on the 
other hand, does not have such a requirement. This design is referred to as Duocylinder-Diff for 
short.  
Duocylinder-Same windows can be considered as a special case and a subset of 
Duocylinder-Diff windows. For instance, when there are three designated scanning window radii 
1km, 2km and 3km, Duocylinder-Diff can have 9 different sizes whose <origin, destination> 
radius pairs are <1km, 1km>, <1km, 2km>, <1km, 3km>, <2km, 1km>, <2km, 2km>, <2km, 
3km>, <3km, 1km>, <3km, 2km> and <3km, 3km> respectively. Among the 9 scanning window 
sizes, only three windows (i.e. <1km, 1km>, <2km, 2km> and <3km, 3km>) are applicable when 
using Duocylinder-Same windows. As a consequence, while movement clusters with an origin 
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and a destination with different radii can be detected with Duocylinder-Diff windows but cannot 
with Duocylinder-Same, Duocylinder-Diff requires checking a much larger set of scanning 
windows and thus having significantly higher computational cost. An illustration of these two 
scanning window shapes is shown in Figure 4.1, where three different scanning windows are 
displayed. All three scanning windows are duocylindrical, each of which is formed by the 
Cartesian product of a circular origin region (shown at the bottom) and a circular destination 
region (shown on the left). All three scanning windows belong to Duocylinder-Diff, but only the 
red one in the middle belongs to Duocylinder-Same.  
 
Figure 4.1: Illustration of Duocylinder-Same and Duocylinder-Diff. 
 
Hypersphere and Duocylinder-Same windows have some similarities since they both can 
only detect movement clusters with an origin and a destination of the same size. However, clear 
differences exist between these two scanning window designs. The differences between them are 
illustrated in Figure 4.2. For a simplified explanation, a 2D analogy is first used (Figure 4.2 left). 
If we consider both the origin and the destination as lines (1D), a Hypersphere (now 2D) window 
is a circle (in blue) and a Duocylinder-Same window is a square (in red). The circle is the 
inscribed circle of the square. The orange dot is an observation that is inside the square but 
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outside the circle. The real shapes of these two type of scanning windows can be understood by 
expanding the origin and the destination from 1D line segments in Figure 4.2 left to 2D circles in 
Figure 4.2 right. The blue circle becomes a 4D hypersphere, and the red square becomes a 
duocylinder that contains the 4D sphere. The hypersphere is still inscribed in the duocylinder. 
The orange observation is inside the Duocylinder-Same scanning window but not the 
Hypersphere one. In terms of the 4D volume, suppose both scanning windows have a radius r, 
the Hypersphere has a volume of /2, and the Duocylinder-Same has a volume of , 
which is twice as that of the Hypersphere. The aforementioned shape differences also showed the 
design principle differences between these two scanning windows. A Duocylinder-Same window 
simply designates an origin area and a destination area, and all the movements from the origin 
area to the destination area belong to this scanning window. On the other hand, a Hypersphere 
window cares more about the similarity between an OD movement and the window center and 
would exclude movements whose both origin and destination are far away from the window 
center.  
4.3.2 Scanning Window Center Locations 
Scanning window centers define where scanning window of shapes mentioned in section 
4.3.1 are placed in the study area. In 2D spatial scan statistics, the most commonly used center 
allocation approach for circular and elliptical scanning windows is using the locations of input 
point records. This strategy is also the default choice of SaTScan™ (Kulldorff 2015). With this 
approach, if the data being analyzed contain records at n unique locations, scanning windows 
with the designated shapes will be placed at all these n locations. The second approach is to use a 
list of user-specified grid points as scanning window centers. This approach is also supported by 
SaTScan™ and its user guide suggests the usage of grid files to limit the number of center 
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locations to reduce computing time if necessary (Kulldorff 2015). For instance, in Kulldorff and 
Nagarwalla 1995, the centroids of census tracts and census groups are used as window centers. 
One approach that is seldomly mentioned in the literature is to use a regular grid as scanning 
window centers. This approach uses equally spaced 2D regular grid points that are aligned into 
rows and columns covering the entire study area as center locations. This approach has a clear 
advantage that it checks for potential clusters at any location, and is able to identify clusters 
without necessarily an input record at its very center. Figure 3.4 demonstrated the input record 
approach (left) and the regular grid points approach (right) for 2D spatial analysis. The input 
point records are shown as black dots, and the circular scanning windows are shown in blue and 
red circles respectively.   
 
Figure 4.2: Comparison between Hypersphere and Duocylinder-Same. 
 
In this chapter, we explore and compare both the input record approach and the regular 
grid approach in 4D space for the multidimensional scan statistics. When using input records as 
window centers, 4D scanning windows are centered at each input OD movement record that is 
represented as a 4D point, and hence the total number of scanning window centers equals to the 
total number of unique OD movement records. When the regular grid approach is used, a 2D grid 
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with  rows and   columns is first used to cover the (2D) study area. Then, the Cartesian 
product of this 2D grid with itself is used as the 4D grid for window centers: every 4D scanning 
window center can be formed by selecting a 2D grid point as the origin center and another 2D 
grid point as the destination center to get a 4D center point. As a result, using this approach, the 
total number of scanning window centers is .  
 
Figure 4.3: 2D circular scanning window center allocations  
 
The major advantage of using regular grid points over input records is that it allows the 
possibility to detect clusters without an actual movement at its center, which can be preferred in 
some real-word scenarios. For instance, an airport may have two taxi pick-up areas on its two 
ends, and the center of these two areas is inside the airport not accessible by taxis. Hence, the 
best cluster to describe taxi trips from the airport to another place (e.g. the downtown) may not 
have a trip at the cluster center. This strategy is also beneficial in regions with relatively low 
point density since it increases the potential locations of clusters in these regions. Furthermore, 
this strategy is especially useful when analyzing aggregated movement datasets, since only using 
the aggregated OD pairs as window centers may result in too small a search space for clusters. 
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An illustrative example of such an issue of aggregated datasets in 2D space is shown in Figure 
4.4, where observations are aggregated into four regions. Each region is represented by its 
centroid. If input records are used as scanning window centers, it is impossible to have a circular 
scanning window that only includes region B and C. However, such a scanning window, for 
instance, the dashed circle, may be possible when a regular grid is used as window centers.  
 
Figure 4.4: An illustrative example of an aggregated dataset. 
 
There are two major disadvantages of using regular grid points, though. One 
disadvantage of using regular grid points is its computational intensity due to the increased 
number of scanning windows. In multidimensional spaces, the number of grid points can be 
much larger than the total number of input observations. For instance, if a 100 rows by 100 
columns grid is used, which is at quite a coarse scale, there will be a hundred million window 
centers in 4D space. Since the volume of input records is not likely to be at this hundred-million 
scale, the total number of scanning windows will be larger when using the regular grid approach. 
Another disadvantage is that the regular grid approach evenly places window centers in the study 
area, and thus cannot adjust for point density differences. In contrast, the input observation 
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approach self-selects more scanning windows in high-density areas where a small change to a 
scanning window's location has a greater impact and fewer windows in low-density areas where 
a scanning window is less sensitive to small changes of its location.  
4.3.3 Scanning Window Sizes 
The choice of scanning window sizes defines how many scanning windows are put at 
each centering location and how large are these windows. In the context of 4D hyperspherical 
and duocylindrical scanning window, it sets a list of window radii (combination of origin radius 
and destination radius for the Duocylinder-Diff case). In the early years of spatial scan statistics, 
it is a common practice to use only one fixed size (e.g. Naus 1965b, Turnbull et al. 1989). While 
such an approach is easy to execute, it cannot be used to efficiently identify the spatial extents of 
clusters and may miss important clusters if the chosen size is different from the true cluster size.  
As a result, modern scan statistics approaches unusually uses scanning window with 
various sizes. At present, the most commonly used approach for window sizes is to use the 
distance between scanning window centers to every input records, which is used in SaTScan™. 
Using this approach, for each scanning window, its distance to all input records are calculated, 
and all these distances will serve as scanning window radii. The rationale for this approach is 
that if we put a circular scanning window at a location and changes its radius from 0 to infinity, 
the point count in (and thus likelihood of) this cluster will only be changed every time a new 
observations is encountered (Kulldorff 1999). As a result, a new scanning window is needed 
every time there is a new observation. In practice, an upper limit is usually set based on either 
maximum radius or the population inside it in order to eliminate clusters that are too large or to 
control the scale of analysis (Kulidorff and Nagarwalla 1995, Kulldorff 2015). While this 
approach is effective when analyzing small datasets, it is highly inefficient when the data volume 
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is large. This is because the number of scanning windows at each center is proportional to the 
total number of inputs, and when the data volume is large, many of these scanning windows are 
very similar to each other and is redundant to check all of them. This approach is also difficult to 
be extended to 4D spaces specifically when using Duocylinder-Diff scanning windows since the 
combination of all origin distances and all destination distances needs to be used and hence the 
number of scanning windows at each center is proportional to the square of input count. The total 
number of scanning windows thus will be too large to handle.   
Hence in this chapter, a list of numbers with an equal interval is used as scanning window 
radii for all our scanning window designs. An example of this with 1km interval and 100 
different radii is 1km, 2km, …, 100km. The maximum cluster radius specified as the last number 
in the list can be used to control the scale of analysis, which is demonstrated in Gao et al. 2018. 
For Hypersphere windows, each number in the list will be used as the radius for a 4D 
hypersphere at each center. For Duocylinder-Same windows, each number in the list will be used 
as both the origin circle radius and the destination circle radius for a duocylindrical window at 
each center. Thus, for the above two cases, the total number of scanning windows at each center 
location equals to the number of designated search radii . When using Duocylinder-Diff 
windows, one radius from the list needs to be picked as the origin radius and another as the 
destination radius. Hence there are  different scanning windows at each center. This list-with-
equal-interval approach has a clear computational advantage over the distance to input approach 
since the size of the designated radii list is usually much smaller than the input count. In 
addition, this list-with-equal-interval approach provides a nice sampling strategy that covers 
scanning windows with different sizes, and avoids redundant calculations if many observations 
are at almost the same distance from a window center. Furthermore, it provides more options for 
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users to control the computational cost by changing the interval size. For instance, using 2km, 
4km, …, 100km instead of 1km, 2km, …, 100km will reduce the total number of scanning 
windows by half.  
4.3.4 Six Scanning Window Designs 
In section 4.3.1, three 4D scanning window shapes are identified to be valid for 
movement pattern analysis, which are Hypersphere, Duocylinder-Same and Duocylinder-Diff. In 
section 4.3.2, two scanning window center allocation approaches are proposed, which uses input 
records (input for short) and 4D regular grid points (grid for short). Hence, this research explores 
and compares six scanning window designs that are the combination of the three shape types and 
two centering allocation approaches. For easy reference, these six designs will be called 
<shape>-<center> for short. For instance, Duocylinder-Same-Input refers to the scanning design 
uses Duocylinder-Same as the shape and input records as centers. All six designs use the list-
with-equal-interval approach for window sizes for the reasons discussed in section 4.3.3. The 
algorithms for these designs and computational intensity of these designs will be discussed in 
section 4.4.  
4.3.5 Alternatives 
There are some less popular alternative approaches for scanning window design mostly 
for 2D space that are used by existing literature. This section is dedicated to describe these 
alternative approaches and discuss whether they could be extended for movement pattern 
analysis. 
There are some other approaches to define circular 2D scanning windows other than the 
center-and-radius approach as mentioned previously. Anderson and Titterington (1997) proposed 
a circular scanning window design with a fixed size d. In their approach, for any pair of input 
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points, two circular windows with radius d are used such that both points are on the circles’ 
circumference. Kulldorff (1999) extends this method to variable sizes by using any three input 
points to define a circular window such that all three points are on the circle’s circumference. It 
could also be possible to define variable-sized circles by using any two input points as the 
diameter. These kinds of scanning window designs, however, only work with very small datasets 
since the total number of scanning windows is the square or cube of input data size. Furthermore, 
while three points can uniquely define a 2D circle, five points are necessary to uniquely define a 
4D hypersphere. As a consequence, the number of 4D windows using similar approach is the 
fifth power of input size, which is not computationally feasible. 
In addition to circular windows, elliptical scanning windows have been developed in 
order to detect clusters with more flexible shapes (Kulldorff et al. 2006). An elliptical scanning 
window can be defined by a center (x,y), a major axis length, a minor axis length (or the 
eccentricity), and its major axis’ direction. As a result of more parameters to define a scanning 
window, the total number of scanning windows is much larger than when using circles. 
Furthermore, checking whether a point is in an ellipse, which involves trigonometric 
calculations, is more complicated and slower than checking points in circles. As a result, 
elliptical scanning windows have a higher computational requirement than circular ones. 
Nevertheless, elliptical scanning windows have the potentials to be extended into 4D spaces for 
movement pattern analysis. For instance, it might be possible to extend 4D hyperspheres into 4D 
ellipsoid in order to detect movement clusters with an origin and a destination of different areal 
sizes. It would also be possible to extend duocylindrical windows such that its origin region and 
destination region are ellipses in order to detect more flexibility shaped movement clusters. 
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These extensions require much more efforts and are beyond the scope of this chapter, but are 
valid future work directions.  
Finally, flexible shaped scan statistics have been developed since neither circle nor 
ellipse can capture spatial clusters of sufficiently complexed shapes. Tango and Takahashi 2005 
is one of the most popular flexible spatial scan statistics, with a standalone software, FlexScan 
(Takahashi et al. 2010). FlexScan combines nearby regions to form irregularly shaped clusters, 
which has high computational requirement. Many approaches have been developed for 
irregularly shaped cluster detection, including simulated annealing (Duczmal and Assuncao 
2004), genetic optimization algorithm (Duczmal et al. 2007) and colony optimization (Pei et al. 
2011). Furthermore, flexibly shaped space-time scan statistics have also been developed 
(Takahashi et al. 2008). The major problem of irregularly shaped movement clusters is that they 
are too difficult to interpret. An irregularly shaped scanning window expanding in the 4D space 
may not be easily interpreted as a collection of movement from an origin region to a destination 
region, and thus lacks necessary geographic meanings. Furthermore, these methods can only 
handle small datasets and assume that the data are aggregated into few regions. As a result, they 
cannot be applied to large individual-level data. They are highly computationally expensive even 
in 2D space, and hence are almost impossible to be applied to 4D space at present.  
 
4.4 ALGORITHM AND COMPUTATION 
4.4.1 Algorithms 
Multidimensional scan statistics algorithm consists of four major phases. The first phase 
is to count the number of observations in each scanning window. It is more efficient to check all 
scanning windows with the same center simultaneously in order to reduce the computing cost for 
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distance calculations. The algorithm in this phase starts by checking each scanning window 
center and input record pair and updating the observation counts of all concentric scanning 
windows at the center location accordingly. Specifically, the algorithm loops through all 
designated scanning window center. For each center, it calculates its distance to every input 
observation. Based on the distance of each input observation, the event counts of all scanning 
windows at this center that the observation falls in are increased by one. The second phase 
calculates the likelihood of each scanning window to be a cluster, based on the observation 
counts from the first phase.  
The third phase detects the locations and the sizes of spatial clusters as the scanning 
windows with the highest likelihood. Both the likelihood values and the geometries of scanning 
windows need to be considered in this phase. This phase starts by first identifying the primary 
cluster as the scanning window within the highest likelihood value. When detecting secondary 
clusters, it is necessary to ensure new clusters have no intersections with existing clusters since 
clusters intersecting with existing ones provide little information about the underlying spatial 
patterns (Kulldorff 2015, Gao et al. 2018). Hence, once a cluster is detected, the algorithms need 
to check all scanning windows and exclude the ones that intersect with the newly detected 
cluster. The algorithm iteratively goes through the detection-elimination procedure until a 
designated number of spatial clusters are identified.  
The final phase of the algorithm estimates the p-value of each cluster detected in the third 
phase for statistical inferences through MC simulation. In each iteration of the MC simulation, a 
random dataset is first simulated under the null hypothesis of no spatial clustering. The clustering 
detection procedure described in phase one to three is applied to the simulated dataset, with the 
only difference that only the primary cluster needs to be detected in each replication. Finally, the 
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p-value of each original spatial cluster is estimated by comparing its likelihood with the primary 
clusters' likelihoods from all simulated datasets. 
The algorithms from six scanning window designs mainly differ in the first phase and the 
intersection elimination in the third phase. In the first stage, for Hypersphere windows, one 4D 
Euclidean distance calculation is necessary for each window center and observation pair; for 
both duocylindrical window shapes, two 2D Euclidean distances need to be calculated for origins 
and destinations respectively. Once the distances are calculated, different procedures are used to 
update the observation counts. For Hypersphere windows, the 4D Euclidean distance between an 
observation and the window center is compared with the spherical radii. After calculating a 4D 
center-to-observation distance, the observation counts of all scanning windows at the that center 
with a larger radius are increased by one. For instance, if scanning window radii range from 10m 
to 80m with an increment of 10m and an observation is 37m from a window center, this 
observation will contribute to the scanning windows with radii 40m, 50m, 60m, 70m and 80m.  
For Duocylinder-Diff windows, the 2D distance between an observation's origin and the 
window center's origin is compared with the origin radii of clusters, and the 2D distance between 
destinations is compared with the destination radii. Using Figure 4.5 as an example, if scanning 
window radii range from 10m to 80m with an increment of 10m, there are 64 different scanning 
windows (represented as 64 squares in Figure 4.5) centered at each location. For an observation 
and a window center, if the observation's origin is 32m from the center's origin and the 
observation's destination is 56m from the center's destination, the observation will contribute to 
all the 15 scanning windows marked with "+1" in Figure 4.5 left. Duocylinder-Same windows 
only consist of a subset of Duocylinder-Diff windows. Only the 8 scanning windows (8 diagonal 
elements as shown in Figure 4.5 right) are valid for Duocylinder-Same, and hence only the 8 
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scanning windows need to be stored. Given the same observation and window center, the 
observation only contributes to 3 scanning windows marked with "+1" in Figure 4.5 right.  
 
Figure 4.5: Updating Observation Counts for Duocylinder-Diff and Duocylinder-Same Windows. 
 
If a regular grid is used as scanning window centers, the computational efficiency could 
potentially benefit from a change of processing order in the first stage. Rather than starting with 
each scanning window center and checking whether each observation is in scanning windows 
located there, it may be more efficient to start with each observation and identify all scanning 
windows that this observation is in. This is because it is more efficient to find grid points near an 
observation by calculating a grid index range than to find observations near a grid point. 
However, such efficiency improvement is limited since the maximum scanning window size is 
comparable with the extent of the study area and as a consequence, each observation may 
contribute to scanning windows centered at a large percent of all grid points. Furthermore, while 
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this approach may increase the efficiency of the sequential algorithm, it is not preferred when the 
algorithm is parallelized since multiple subtasks handling different observations might need to 
update the observation counts for the same scanning window simultaneously and hence cause 
concurrency issues. Resolving the concurrency issues would require either buffering space or 
communication between subtasks and thus introduces additional cost.  
4.4.2 Computational Intensity 
The four most computationally intensive components in aforementioned 
multidimensional scan statistics algorithm are the distance calculation between window centers 
and input points, counting input points in each window, likelihood calculation of each window, 
and cluster detection. The final computational intensity is a sum of these four components and 
depends on both the analysis requirements (data and parameters) and the computing environment 
(e.g., the speed of logarithm calculations). The computational intensities of the four components 
are shown in Table 4.1, Table 4.2, Table 4.3 and Table 4.4 respectively. Each row of these tables 
represents a scanning window shape and each column represents one window center allocation 
strategies. For instance, the value of row "Hypersphere" and column "Input" represents the 
computational intensity of the algorithm for Hypersphere-Input windows. In these tables, nP is 
the number of input point observations, nR is the number of different 4D sphere or 2D circle radii 
for scanning windows, nrow and ncol are the number of rows and columns of the regular grid, nMC 
is the number of replications in MC simulation and nCl is number of clusters to detect.  
Table 4.1 shows the number of distance calculation that is necessary for each of the 
scanning window design. For instance, when using Hypersphere-Grid windows, a total of  
 Euclidian distance calculations are necessary. Table 4.2 provides the upper 
bounds for the number of count updates when counting input points in windows. The actual 
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computational intensity will depend on the distribution of input data and the scanning window 
size, and the actual intensity will be smaller but comparable with the number in Table 4.2. While 
numbers in Table 4.2 has the largest value, it is not the most computational intensive component 
since it only requires trivial count updates, and no mathematical operations (such as square root 
or logarithm) are involved. Table 4.3 shows the number of total log-likelihood calculations, 
which equals to the number of scanning windows times the number of MC simulations. The 
calculation of a single log-likelihood value is the slowest among the four components.  Table 4.4 
shows the number of log-likelihood checks for the final cluster detection. The (2nCl+nMC) term in 
the computational intensity of cluster detection results from the sum of 2nCl in regular cluster 
detection and nMC for MC simulation where only the top cluster needs to be detected in each 
replication.  


























As demonstrated in section 4.3.2,  is usually much larger than  given a 
realistic dataset. Hence, using a regular grid as window centers is usually more computationally 
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intensive. In all the four components, the algorithm using Hypersphere-Input windows have the 
lowest computational intensity, while Duocylinder-Diff-Grid windows have the highest. 
 






















Since the total number of scanning windows is much larger than the number of input 
records or the number of output clusters, the memory requirement of multidimensional scan 
statistics algorithms is decided by the number of scanning windows. Specifically, for each 
scanning window, the numbers of points (e.g., case and control counts when using a Bernoulli 
model, two integers) in it and its log-likelihood value (one floating point) need to be stored. 
Other memory usages, such as storages the input coordinates and final cluster information, are 
much smaller compared to the memory usage for storing the scanning windows.   
4.4.3 Parallel Computing 
The algorithm of multidimensional scan statistics can be parallelized to leverage high-
performance computing resources and cyberGIS (Wang and Armstrong 2009, Wang 2010). First, 
the computation of stage 1 (counting observations in each scanning window) and stage 2 
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(likelihood calculation), are independent for different scanning window centers, and thus can be 
parallelized in a straightforward manner by assigning each subtask to process a share of all 
scanning window centers. Second, stage 3 (cluster detection) can be parallelization using a 
slightly more complicated approach. In this stage, each subtask will still be assigned to the same 
subset of window centers. In order to detect each cluster, each subtask first detects the scanning 
window with the highest likelihood among its subset, and the global scanning window with the 
highest likelihood is identified as the cluster, among these local best ones. The information of 
this detected cluster is then distributed to all subtasks and, in preparation for detecting the next 
cluster, these subtasks invalidate all the remaining scanning windows that intersect with the just-
detected cluster. Third, in stage 4 (MC simulation), since only the maximum likelihood of each 
MC replication is necessary, different replications can be calculated in parallel and only their 
maximum likelihoods need to be collected. In summary, there are three major approaches to 
parallelize the multidimensional scan statistics algorithm: (1) to conduct replications of MC in 
parallel, (2) to parallelize the cluster detection procedure within each replication and (3) to do 
both (1) and (2).  
The choice of parallel approaches and parallel computing models depends on the memory 
constraints. In a typical application of multidimensional scan statistics, the memory requirement 
is mostly defined by the total number of scanning windows, since it is usually several orders of 
magnitude larger than the number of input observations. If approach (2) is used, MC replications 
are conducted sequentially, and hence only one replication of all scanning windows need to be 
kept in memory. Both shared- and distributed- memory parallel computing are valid options. 
When using shared-memory parallelization, all input observations are accessible from every 
parallel process, and each process processes its own share of scanning windows that are stored in 
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the shared memory. If distributed-memory parallelization is used, each process will have an 
entire copy of input observations but only its own share of scanning windows in its memory. 
Messages need to be passed between processes in order to identify scanning windows with the 
highest likelihood. 
If MC simulation is parallelized (using approach (1) or (3)), the memory requirement is 
greatly increased because each replication being processed needs to store the events count and 
likelihood values of all scanning windows. The event counts and likelihood values vary among 
replications, and thus have to be stored independently. Hence, when using approach (1), 
distributed memory parallelization becomes a better option due to both greatly increased total 
memory requirement and limited communication between iterations. A master-slave can be used 
here - the master process that detects clusters from original datasets can simply collect the 
maximum likelihood values from slave processes each processing different MC iterations, and 
then calculate the p-value of each detected cluster. When using approach (3), a hybrid parallel 
computing model can be used. While iterations of MC simulation can be parallelized using a 
distributed-memory model as in approach (1), the cluster detection procedure within each 
iteration can be parallelized using a shared memory model for efficient usage of memory.  
4.5 EXPERIMENTS AND RESULTS 
Two experiments are used to compare the proposed scanning window designs and the 
associated algorithms, in terms of both computational efficiency and the ability to identify 
meaningful clusters. In the first experiment, the New York City taxi trip patterns in the morning 
rush hour and afternoon rush hour are compared. Since almost every taxi trip has a pick-up 
location and a drop-off location that are unique from each other, the dataset contains individual 
OD movement records. In the second experiment, the migration patterns of age group 25-29 and 
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age group 65-69 in the US are compared. The migration dataset is aggregated to county level and 
is presented as the count of individuals migrating between each pair of US counties. The datasets 
for both of these two experiments were previously used by Gao et al. (2018). The algorithms for 
all six scanning window designs were implemented using the second strategy that is mentioned 
in the Parallel Computing section. The software code was written in C and uses OpenMP for 
shared-memory parallel computing. Experiments in this chapter were conducted using a 
computing node with Intel Xeon E5-2680v3 processors (24 cores) and 128 GB DDR4 DRAM.  
4.5.1 New York City Taxi Trip Analysis 
4.5.1.1 Data source and experiment settings 
This experiment uses taxi trip records in New York City on a typical workday 
(01/21/2015). The data were downloaded from the New York City's official website8. It contains 
both Yellow and Green taxi trips. For each taxi trip, its pick-up (origin) and drop-off 
(destination) locations and timestamps are recorded in the dataset. Taxi trips that start during the 
morning rush hours (7:00 AM to 10:00 AM) and afternoon rush hours (5:00 PM to 8:00 PM) are 
extracted respectively, which are referred to as morning trips and afternoon trips respectively. 
The dataset contains 72,144 morning trips and 83,524 afternoon trips.  
Multidimensional scan statistics with a Bernoulli model were used to compare the spatial 
patterns between morning and afternoon taxi trips, and detect spatial clusters against a null 
hypothesis that the probability of each trip in the combined-morning-and-afternoon dataset to be 
a morning trip is, regardless of its origin and destination, constant at 
72144/(72144+83524)=0.463. The clustering detection procedure detects both clusters with a 
significantly high number of morning taxi trips (morning clusters) and the ones with a 
                                                 
8 Data source: http://www.nyc.gov/html/tlc/html/about/trip_record_data.shtml 
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significantly high number of afternoon taxi trips (afternoon clusters) simultaneously. Algorithms 
for all six scanning window designs are applied to the taxi trip dataset. For all six designs, 
scanning window radii vary from 100 m to 2500m with a 100m interval. When using regular grid 
points as scanning window centers, a 400m by 400m grid covering the major part of New York 
City (Figure 4.6) is used. This grid contains 46 rows and 36 columns for a total of 2,742,336 
scanning window centers. Monte Carlo simulation with 99 replications is carried out for 
statistical inferences. 
 
Figure 4.6: New York taxi trips. Regular grid points used as scanning window centers.  
 
4.5.1.2 Results 
The computing times of the six scanning window designs without MC simulation are 
shown in Table 4.5, and results with MC of 99 replications are shown in Table 4.6. For all 
scanning window designs, the computing time with MC (Table 4.6) is nearly 100 times than 
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without MC (Table 4.5). This is because while the most time-consuming clustering procedure 
needs to be repeated in each MC replication, the input, the output and the detection of secondary 
clusters are only conducted once. Among all these six scanning windows, the Hypersphere-Input 
is the fastest and Duocylinder-Diff-Grid is the slowest. For all three scanning window shapes, 
using input records as scanning window centers has a much higher computational efficiency than 
using regular grid points. For both two scanning window centering approaches, the Hypersphere 
has the highest efficiency while Duocylinder-Diff has the lowest. Such computational efficiency 
differences can be mostly explained by the differences of the total scanning windows checked in 
these six algorithms (Table 4.7). Hypersphere-Input and Duocylinder-Same-Input need to check 
the smallest number of scanning windows and are thus faster. Using grid points as centers 
requires checking a much larger number of scanning windows and is thus slower. For the slowest 
case, Duocylinder-Diff-Grid algorithm needs to check almost 2 billion scanning windows and is 
much slower than any other algorithms. Hypersphere approaches are usually slightly faster than 
Duocylinder-Same approaches, although they check the same number of scanning windows. This 
is because Duocylinder-Same approaches need to calculate origin distances and destination 
distances respectively (Table 4.1), and thus is slightly slower in checking whether an observation 
is in a window or not.  
The quality of clustering results from the six scanning window designs are evaluated by 
comparing the log likelihood of the top cluster detected by each algorithm. The results are shown 
in Table 4.8. In scan statistics, given the same dataset, clusters with higher likelihoods are 
considered to be more likely and thus better. Hence, methods that can detect clusters with higher 
likelihood are considered to be more effective. As shown in Table 4.8, in terms of scanning 
window shapes, Hypersphere detects clusters with the lowest likelihood, Duocylinder-Diff 
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detects ones with the highest likelihood, and Duocylinder-Same lies in between. The reason for 
the superiority of Duocylinder-Diff over Duocylinder-Same is clear since the Duocylinder-Same 
windows are only a subset of Duocylinder-Diff windows. In terms of scanning window centers, 
although using regular grid points greatly increased the total computing cost, the results is not 
necessarily better. The scanning window design that has the highest maximum log-likelihood is 
Duocylinder-Diff-Input.  


















To further compare the clustering results of the six algorithms, their top five clusters are 
visualized in Figure 4.7 and Figure 4.8. Since each cluster represents a collection of movement 
flows from some region to another region, it is represented as an arrow indicating the cluster 
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center, a solid circle representing its origin extent, and a dashed circle representing its destination 
extent. Figure 4.7 compares scanning window centering allocations, where windows are centered 
at input records in Figure 4.7 (a) and at regular grid points in Figure 4.7 (b). Both of these results 
are generated using Hypersphere scanning windows. In Figure 4.7 (a), cluster 2 and 3 are 
morning clusters (e.g., clusters with significantly more morning trips than expected), and cluster 
1, 4, 5, are afternoon clusters. More detailed descriptions of results using the same experiment 
settings as Figure 4.7 (a) are provided in Gao et al. 2018. In Figure 4.7 (b), cluster 1 and 4 are 
morning clusters, and cluster 2, 3, 5 are afternoon clusters. High consistency exists between the 
results in Figure 4.7 (a) and (b). Although the exact spatial extents and the orders are slightly 
different, the top five clusters in these two figures are almost the same, and each cluster in Figure 
4.7 (a) has its counterpart in Figure 4.7 (b) (Table 4.9).  






Figure 4.8 compares the results of Duocylinder-Same (Figure 4.8 (a)) and Duocylinder-
Diff (Figure 4.8 (b)) scanning windows. Both of these results use scanning windows that are 
centered at input records. In Figure 4.8 (a), cluster 2 and 4 are morning clusters, and cluster 1, 3 
and 5 are afternoon clusters. The clustering patterns (Figure 4.8 (a)) share many similarities with 
the patterns using Hypersphere windows (Figure 4.7 (a)). Three out of the five top clusters have 
highly similar counterparts in Figure 4.7 (a): 1st to 1st in Figure 4.7 (a), 2nd to 2nd in Figure 4.7 
(a), and 4th to 3rd in Figure 4.7 (a). Cluster 3 is similar to cluster 5 combined with some flows in 
cluster 4 in Figure 4.8 (a). (A Duocylinder-same cluster contains a much larger area than a 
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Hypersphere with the same radius as explained in Figure 4.1.). A cluster similar to the cluster 5 
in Figure 4.8 (a) is the 30th cluster when using Hypersphere windows.  
 
Figure 4.7: New York taxi trips. Result comparison between scanning window center allocation 
approaches. 4.6a. Hypersphere-Input. 4.6b. Hypersphere-Grid.  
 
Table 4.9: New York taxi trips. Top clusters in Figure 4.6 (a) and (b), and their relationship.  
Figure 4.7 (a)  Figure 4.7 (b) 
Cluster ID  Morning trips  Afternoon trips  Cluster ID  Morning trips  Afternoon trips 
1  2960  8672  2  2855  8434 
2  8030  3912  1  7645  3598 
3  11120  8112  4  5428  3258 
4  628  2507  5  801  2697 
5  435  2084  3  427  2396 
 
 
In Figure 4.8 (b), cluster 1, 4 and 5 are morning clusters, and cluster 2 and 3 are afternoon 
clusters. The top clusters shown in Figure 4.8 (b) demonstrate clear differences from the top 
clusters in Figure 4.8 (a). Although cluster 2 and 3 in Figure 4.8 (b) are similar to cluster 1 and 
cluster 3 in Figure 4.8 (a), each of the remaining three clusters in Figure 4.8 (b) has an origin 
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extent and a destination extent of clear different areal sizes. Both cluster 1 and 2 have higher 
likelihoods than the top cluster when using Duocylinder-Same scanning windows (Figure 4.8 
(a)). Cluster 1 in Figure 4.8 (b) is a cluster of morning trips from a large area covering Midtown, 
Upper West Side and Upper East Side to a much smaller area around the Times Square, 
Rockefeller Center and the Midtown section of Fifth Avenue. This cluster likely depicts the 
commuting trips from affluent residential areas in Manhattan to work places in Midtown. Since 
this cluster intersects with cluster 2 in Figure 4.8 (a), a cluster similar to that one is unable to be 
detected using Duocylinder-Diff scanning windows. It is also worth noting that this cluster has 
destination zone located fully within its origin zone. It demonstrates that it is entirely legitimate 
and meaningful to have a cluster's destination intersect with its origin, which is also discussed in 
Gao et al. 2018. Cluster 4 in Figure 4.8 (b) originates from Lower Manhattan and ends at an area 
similar to the destination of cluster 1. Cluster 5 represents the cluster of morning trips from 
Cluster 1's origin to the southernmost part of Manhattan. The destination of this cluster is also a 
history, culture and business center of the New York City with famous landmarks such as the 
Statue of Liberty, Wall Street and the 9/11 Memorial, which are the destinations of many 
morning commuting and business trips.  
4.5.2 US Migration Flow Analysis 
4.5.2.1 Data source and experiment settings 
This experiment uses the US county-to-county migration flow data derived from 2006-
2010 American Community Survey that is available from the US Census Bureau9. This dataset 
contains the estimated annual migrants from each US county to any other US county. The 
centroid of each county is used to represent a county's location, and hence the migration from 
                                                 
9 Data source: http://www.census.gov/hhes/migration/data/acs/county-to-county.html 
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county A to county B is simplified as a flow from A's centroid to B's centroid. The migration 
flows of age group 25-29 and age group 65-69 are extracted, and the migrants in these two age 
groups are referred as young migrants and senior migrants respectively. There are 1,788,892 
young migrants and 175,515 senior migrants between 155,668 different county pairs.  
 
Figure 4.8: New York taxi trips. Result comparison between Duocylinder-Same and Duocylinder-
Diff scanning window shapes. 4.8a. Duocylinder-Same-Input. 4.8b. Duocylinder-Diff-Input. 
 
This experiment also uses a Bernoulli model to compare the spatial migration patterns 
between the two age groups. However, different from the previous experiment, it aims to find 
OD region pairs with a significantly high number of senior migrants against the null hypothesis 
that 0.0893 of migrants are senior anywhere. As a consequence, only clusters of senior migrants 
are identified in the cluster detection procedure. The scanning window radii used in this 
experiment are 40km, 80km, … , 1000km. When using regular grid points as scanning window 
centers, a 100km by 100km grid covering the conterminous United States is used. This grid 
contains 28 rows and 47 columns for a total of 1,731,856 scanning window centers. The 
exclusion of Alaska and Hawaii in the grid is because top detected clusters using input records 
are all in the conterminous United States and that using a single grid that includes non-
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contiguous areas is too computationally expensive. This experiment also uses Monte Carlo 
simulation with 99 replications.  
4.5.2.2 Results 
The computing times of the six scanning window designs are shown in Table 4.10 
(without MC) and Table 4.11 (with MC) respectively. The log likelihoods of the top cluster 
detected by each algorithm are shown in Table 4.12. These performance results demonstrate 
several similar patterns to the New York City taxi trip experiment: using grid points as window 
centers greatly increases the computing cost; Duocylinder-Diff windows are the slowest to 
process but the results have the highest likelihood; using Hypersphere window is slightly faster 
than using Duocylinder-Same windows. However, two patterns different from the previous 
experiment. First, for all three scanning window shapes, using regular grid points as window 
centers consistently generate results with a higher likelihood. A likely reason for such a 
difference is that when aggregated movement data are being analyzed, possible choices for 
scanning window location are limited to these aggregated units. By using regular grid points as 
cluster centers, a larger search space for clusters could be provided and thus better clusters are 
more likely to be found. Second, different from the previous experiment where Duocylinder-
Same windows detect clusters with higher likelihood than Hypersphere for both center allocation 

























To visually compare the clustering results, the top 10 clusters using Duocylinder-Same-
Input, Duocylinder-Diff-Input, Duocylinder-Same-Grid, and Duocylinder-Diff-Grid are shown in 
Figure 4.9, 4.10, 4.11 and 4.12 respectively. These figures show that many movement clusters 
are between regions of different areal sizes, and that Duocylinder-Diff can detect these more 
informative clusters than Duocylinder-Same. Migration clusters from a large sparse area to a 
dense urban area (e.g. cluster 6 in Figure 4.10), from a subcontinental region to a specific state 
(e.g. cluster 1 in Figure 4.10) or from a dense urban area to a larger region (e.g. cluster 8 and 10 
in Figure 4.10) can only be detected with scanning windows that allow for origin and destination 
with areal size differences (i.e. Duocylinder-Diff, Figure 4.10 and Figure 4.12). By limiting 
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clusters to have an origin and a destination of the same size, Duocylinder-Same’s results (Figure 
4.9 and 4.11) lack such explanatory power of these spatial patterns, although the major migration 
trends can still be captured and the detected clusters are still significant. In terms of scanning 
window allocation approaches, when using a regular grid approach (Figure 4.11 and 4.12), more 
clusters from or to low density areas can be detected. These clusters are difficult to be identified 
when using the input location approach, since there have to be actual flows from one county to 
another county in order for this county pair to be considered as a candidate cluster center, which 
can be difficult in low density areas. Furthermore, when using the grid approach, it is possible to 
put the cluster at a location without a nearby county centroid. A noticeable example of this is 
cluster 1 in both Figure 4.11 and 4.12, which describes the migration flows from the Northeast 
and East North Central to South Atlantic region. The best cluster center to describe the origin 
(combined Northeast and East North Central area) is in outside of US boundary in Canada, 
which is only possible when using the regular grid approach. With a input location approach, 
compromise needs to be made such that the origin center of this cluster is set as close to the US-




Figure 4.9: US county-to-county migration. Top 10 clusters using Duocylinder-Same-Input  
 





Figure 4.11: US county-to-county migration. Top 10 clusters using Duocylinder-Same-Grid  
 
 





This chapter explores and evaluates scanning window designs for movement pattern 
analysis with multidimensional scan statistics. For each of the three important aspects of 
scanning window design – shape, location, and size, this chapter reviews commonly used 
approaches in 2D spatial scan statistics and 3D space-time scan statistics, analyzes their 
advantages and disadvantages, and proposes 4D extensions that are necessary and valid for 
movement pattern analysis. Three 4D shapes, Hypersphere, Duocylinder-Same, and 
Duocylinder-Diff, are identified as valid scanning window shapes. Combined with two centering 
allocation strategies – input locations and 4D regular grid points – six scanning window designs 
are proposed. The algorithms for the six scanning window designs are then developed, and 
parallel computing approaches are developed to advance cyberGIS and exploit HPC.  
The six scanning window designs are evaluated and compared both analytically and 
through two real-world applications, in terms of computational performance and the quality of 
clustering results. Analytical and experimental results provide insights into these scanning 
window designs and the trade-off between computing intensity and the ability to detect high-
quality clusters for movement pattern analysis. First, many real movement clusters are from a 
larger origin to a smaller destination or vice versa, and such clusters can only be accurately 
detected when such differences are allowed (i.e. using Duocylinder-Diff windows). However, 
Duocylinder-Diff requires a much higher computing cost. Hypershpere and Duocylinder-Same 
still provide valid options if users need a quick summary of movement patterns. Second, using 
4D regular grid points as window centers greatly increased the computing cost, and it is 
generally not recommended when analyzing individual-level movement records since the results 
will not be better and may even be worse. However, it has a clear edge when analyzing 
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aggregated movement data since it increases the search space for clusters, and hence better 
clusters are more likely to be identified.  
The two experiments described typical and realistic parameter settings. The actual 
computing requirement and clustering results also depend on the choice of other parameters, 
such as the number of window sizes at each location or the grid size when using regular grid 
centers. For instance, when using regular grid points as centers, it is theoretically possible to use 
a very fine grid such that each input observation can be accurately approximated by one grid 
point. Under this setting, the clusters detected using regular grid points as centers will always be 
better than using input records as centers. However, such a fine grid is practically impossible due 
to its high computing cost and not worth exploring. Furthermore, if users intend to use 
Duocylinder-Diff windows but have limited computing resources, they can use window radii 
with a larger interval to reduce the total number of scanning windows and hence the computing 
requirement. By doing so, they can sacrifice cluster radii’s accuracy for the ability to capture the 
origin-destination radius differences.  
Future research can be pursued in multiple directions. First, as mentioned in section 4.3.5, 
it is worthy to explore more flexibly shaped scanning windows such as 4D ellipsoid or 
extensions of duocylindrical windows from circular to elliptical origins and destinations. These 
flexibly shaped scanning windows may be necessary to describe complicated movement patterns 
such as the migration from a coastal area to a river basin, both of which are not circular. It would 
be challenging both methodologically and computationally and hence requires extensive 
investigations. Second, reducing the computational intensity of multidimensional scan statistics 
represents another research direction to improve this methodology. Counting the number of 
observations in each scanning window and testing each scanning window for clusters have high 
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computing requirement. Such requirement could be greatly reduced if the amount of cluster 
testing can be reduced through approaches such as approximations (Agarwal et al. 2006), 
sampling (Matheny et al. 2016), or expansion (Li et al. 2018). Third, the multidimensional scan 
statistics method and different scanning window designs need to be evaluated in a variety of 
applications, using different datasets, and at different spatial scales. In addition to movement or 
migration, it would be worthwhile to explore the application of this method to other spatial 
interaction datasets, such as friendship relations, industry relocations, citations or even the 
hyperlinks on the internet. The experiences gained from these applications will drive 
methodological and computational innovation of the multidimensional scan statistics. 
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CHAPTER 5: CONCLUSION AND FUTURE DIRECTIONS 
5.1 SUMMARY OF CONTRIBUTIONS 
This dissertation established several novel approaches to analyzing geospatial big data 
and to detecting spatial patterns based on generalized spatial point representations. These 
approaches are presented in three pieces of work to address real-world data-intensive 
applications of event detection from social media data and movement pattern analysis. They 
together provide the methodology and techniques for analyzing geospatial big data, and 
examples of how they can be applied to real-world problems to resolve application-specific 
challenges.   
The first piece of work (chapter 2) starts with analyzing conventional spatial points. This 
chapter describes a systematic approach to detecting spatiotemporal patterns of events from 
social media data. Individual geo-located social media posts are perceived as points in space-
time, each representing the location where and the time when a post is generated. Text analysis 
approaches are then employed to identify whether a post is related to a particular event. Finally, 
the collective patterns of massive posts are used to map the spatiotemporal variations of event 
prevalence and to identify space-time regions with potentially abnormal event activities. 
Challenges of mapping spatiotemporal patterns of events based on social media data are 
identified, which include: large but unstable volumes of available data with a potentially 
changing spatial distribution; spatial heterogeneity of both underlying event activities and the 
popularity of event-related topics; and data sparsity when analyzing fine-scale spatial patterns. A 
scientific approach is thus proposed in order to find a consistent event indicator from social 
media data by tackling these challenges. The approach employs several interrelated strategies 
including: using a KDE to generate smoothed social media intensity surfaces; using event-
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unrelated social media posts as controls to map the relative spatial distribution (ratio map) of 
event-related posts through KDE; and uses local historical values as the null hypothesis to 
identify areas with abnormal event activities. The approach was applied to detecting influenza 
trends in the conterminous US using geo-located Twitter data. Results showed that event patterns 
detected from social media data have high consistency with ground truth data at available scales. 
It also provides a solid benchmark of influenza activity maps for future research based on social 
media or other new data sources.  
Starting from the second piece of work (chapter 3), this dissertation goes beyond 
conventional geographical points into generalized points and uses multidimensional conceptual 
points to analyze more complicated geographic phenomena such as spatial movements and 
spatial interactions. Each OD spatial movement trip or spatial interaction record is a directional 
connection between an origin and a destination, both of which are conventional spatial points. 
Chapter 3 of this dissertation proposes a multidimensional point model for OD movements. If 
both the origin and the destination are represented as 2D points, each movement record is 
modeled as a spatial point with four spatial dimensions in a 4D OD space. With this 
multidimensional point data model, the spatial patterns of OD movements are reflected in the 4D 
point patterns. 2D spatial point process models and analytical approaches can thus be extended 
into the 4D space to analyze OD movement patterns. 
In addition to the multidimensional point model, the second piece of work (chapter 3) 
describes a multidimensional scan statistics approach to comparing OD movement patterns based 
upon the data model. This scan statistics approach is able to evaluate the differences and 
similarities between two OD movement patterns by detecting areas where the two spatial 
patterns differ the most. To achieve this goal, a bivariate marked spatial point process model is 
126 
 
used to describe OD movements represented by 4D points. A multidimensional Bernoulli spatial 
scan statistics method is developed to detect OD region pairs with abnormally high 
concentrations of one movement dataset over the other, using random labeling as the null 
hypothesis. The existence and the spatial extents of these OD region pairs indicate whether and 
where the two movement distributions differ. Case studies demonstrated that the approach can 
effectively detect spatial patterns from large movement datasets, and is applicable to both 
individual-level and aggregated movement data.  
The third piece of work (chapter 4) follows chapter 3 and improves the multidimensional 
scan statistics by investigating the most essential element of it - the design and selection of 
scanning windows. Based on the methodological basis of multidimensional point data model and 
scan statistics, this chapter explores what scanning window designs should be used for 
movement pattern analysis. From shape, location, and size perspectives, this chapter analyzes 
commonly used approaches in 2D spatial analysis and 3D space-time analysis and investigates 
how these approaches can be extended into 4D spaces. Six scanning window designs are 
proposed by combining three shapes and two center allocation approaches. This chapter also 
designs efficient algorithms and parallel computing approaches for efficient movement pattern 
analysis from large movement datasets by leveraging cyberGIS and HPC. These scanning 
window designs are evaluated using both individual-level and aggregated movement datasets. 
The analysis of scanning windows and the experiment results demonstrate the advantages and 
disadvantages of these scanning window designs. Recommendations are given for the choice of 
scanning window designs to achieve the trade-off between computing cost and the ability to 
detect high-quality clusters. 
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In summary, the contributions of dissertation can be viewed in methodological, and 
technological, and empirical perspectives. Methodologically, this dissertation presents models, 
methods, and approaches to analyze complex geographic phenomena from spatial big data 
through generalized point analysis approaches. They help to answer questions such as how to 
reveal meaningful spatial and spatiotemporal patterns from large datasets, and how to compare 
these patterns for gaining insights into the complexity of such patterns. From the technological 
point of view, this dissertation describes scientific workflows, computational approaches, and 
software tools that combine spatial analytical approaches, cyberGIS and geospatial big data. 
Computational challenges of the analytical processes are analyzed and HPC approaches are 
provided. This dissertation also leverages cyberGIS resources and platform to retrieve, store, and 
process geospatial big data. On the empirical side, this dissertation applies the aforementioned 
approaches to real-world research questions such as influenza activity mapping, traffic pattern 
analysis, and migration studies. Valuable spatial patterns are detected from these large real 
datasets, which can help to gain insight into the space-time dynamics of the questions being 
studied. The dissertation also provides detailed end-to-end descriptions to analysis procedures, 
the characteristics of the data, and how the choice of experiment settings many influence 
analytical results. These results can also serve as solid benchmarks for future research.  
5.1.1 Open-sourced Software Tools 
Algorithms and software tools are increasingly essential components of scientific 
research. Providing efficient open-sourced codes for the scientific community is another crucial 
component and major contribution of this dissertation work. While many pieces of software 
codes or scripts have been developed during this dissertation research, here the two most 
important pieces are presented. They are GPU-based KDE, and scan statistics (for both 2D and 
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4D spaces).  Both of these two software tools are parallel codes that are designed for cyberGIS 
environment to take advantage of HPC resources.  
5.1.1.1 Multi-GPU KDE 
Multi-GPU KDE is a tool to calculate the spatial density of massive points through a 
distance decay kernel function. The computation of KDE is challenging when the input point 
data volume is large or the output map resolution is high. In data-intensive analytical tasks, it is 
common to have millions or even billions of input points (e.g., there are millions of geo-located 
tweets in the US alone daily). Such computational intensity cannot be well handled by 
conventional sequential KDE algorithms and toolkits, and thus high-performance parallel KDE 
solutions are developed as part of CyberGIS toolkit, taking advantage of HPC resources. The 
Multi-GPU KDE leverages a cluster of graphics processing units (GPUs) for efficient KDE 
calculation. The spatial characteristics of KDE are well-suited for GPU algorithms: 
 First, the calculation for each grid pixel is independent of each other. Thus, each 
pixel can be processed by one thread and the final KDE results can be calculated 
by a large number of parallel threads simultaneously. 
 Second, the process of calculating density values is similar between pixels: 
sequentially reading each input data point, calculating the distance and then 
accumulating the contribution of input data points. This process can be handled 
efficiently using a Single Instruction Multiple Data architecture.  
 Third, a pixel is only influenced by its nearby input data points and nearby grids 
need to access similar input data points. Thus, it is efficient to group the threads 
for nearby grids into blocks with shared memories to be processed together.  
129 
 
The GPU KDE algorithm can be further improved through a grid-based spatial indexing. 
Grid pixels are decomposed into hyperrectangle blocks whose sides are the same as kernel 
bandwidth. All input points are decomposed using the same blocks. Since input points more than 
one bandwidth away from a grid pixel cannot contribute to the density value at a specific pixel, 
only input points in one and its direct-neighboring blocks are necessary to calculate the density 
value for a pixel in that block. In a 2D case, as shown in Figure 5.1, only the input points in the 9 
blocks surrounded by the red square are necessary for any of the blue pixels in Block(2,2). 
Furthermore, the computational tasks of KDE can be decomposed into multiple GPU nodes to 
further increase the speed-up. Such decomposition is conducted based on the estimated spatial 
computational domain to achieve load balancing (Wang and Armstrong 2009). It utilizes blocks 
as the smallest spatial unit for decomposition, and adaptive partitioning approach (Ding and 
Densham 1996) are utilized to decompose the computational domain into subdomains with 
similar computing load. 
The multi-GPU KDE code was implemented using C and Compute Unified Device 
Architecture (CUDA). Message Passing Interface (MPI) is used to communicate and distribute 
tasks between GPU nodes. It is part of CyberGIS toolkit public available at 
https://github.com/cybergis/cybergis-toolkit. A different single GPU version was utilized by the 
Quantum Population Geo-Analytics projects at Construction Engineering Research Laboratory 




Figure 5.1: An illustration of spatial indexing and spatial computational domain decomposition for 
KDE. 
 
5.1.1.2 Parallel spatial scan statistics 
While SaTScan™ developed by Kulldorff has been the most well-known software for 
scan statistics, it has some noticeable drop backs as discussed in chapter 3: only for analysis of 
conventional point in geographic space and designed for the single desktop environment not for 
geospatial big data. Furthermore, SaTScan™ does not open source its code, and thus it is 
difficult to tune or modify its method. Hence, open-sourced cyberGIS solutions to data-intensive 
scan statistics are both crucial to this dissertation research, and may potentially benefit the GIS 
and spatial analysis community. Hence, open-sourced parallel spatial scan statistics are 
developed as part of this dissertation research.  
In this dissertation research, mainly three versions of spatial scan statistics are produced. 
Although all three versions are based on the same scan statistics methodology, they are designed 
for different purposes. The first version is designed for analyzing 2D spatial points and supports 
both Poisson and Bernoulli point process models. Different from SaTScan™ where point to 
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point distances are used as scanning window radius, our codes use numbers of an equal interval 
(e.g. 1km, 2km, ..., 100km) that can be specified by users. With this specification, the number of 
total scanning windows checked can be greatly reduced when analyzing large datasets. The 
sources code and instructions for it is available at https://github.com/tsccsj/SpatialScan. The 
second version is 4D spatial scan statistics that is used in chapter 3. This version uses 4D 
spherical scanning windows that centered at input observations for movement pattern analysis. 
This version is available at https://github.com/tsccsj/4DSpatialScan. Finally, the third version 
extends from the third version, and provides the support to all six scanning window designs that 
are mentioned in chapter 4. The algorithm details for all these scanning windows are described in 
depth in section 4.4. The source code is available at https://github.com/tsccsj/Adv4DSpaScan.  
All three versions are developed in C and OpenMP. OpenMP (Open Multi-Processing) is 
an application programming interface (API) for shared-memory multiprocessing programming. It 
is used in our implementation to distribute the scan statistics calculation and cluster detection 
procedure to multiple processor cores while allowing them to simultaneously access all input 
records and scanning window info stored in the shared memory.  
5.2 FUTURE WORK 
Topics in this dissertation can be expanded in multiple related directions as the future 
work. 
First, we plan to apply the proposed models, methods, and approaches to other 
application areas. For instance, in addition to influenza activity mapping, the methods described 
in chapter 2 might be useful to map other events such as earthquake or tornado to help with the 
real-time awareness of and timely response to natural disasters. The 4D scan statistics approach 
described in chapter 3 can be used to evaluate whether social media can be a solid indicator of 
132 
 
real migration patterns, or to compare the moving patterns of poor and rich families within a city 
to gain insight into urban landform changes. These applications are of similar nature as the case 
study used in this dissertation and should be straightforward to apply the developed approaches. 
The results and feedback from these applications can be helpful to improve the proposed 
approach and suggest new analytical approaches that could be added to our methodological 
framework.  
Second, the scientific communities will benefit from scientific software or toolkits that 
are robust, easy-to-use, and generalizable. While open-sourced software codes have been 
produced as part of this dissertation, more research and technical work is necessary in order to 
improve the computational efficiency and usability of these tools. It is worthy of investigating 
additional performance improvement strategies, necessary parameters for better generalizability, 
user-friendly input and output, and software stability. A long-term goal for this would be to 
produce standalone software tools that can be used on different platforms, have a graphic user 
interface, and contain more related functionalities. Good examples of these tools include 
SatScanTM, GeoDa, and CyberGIS Gateway. Another direction for the software tool is to make 
these analytical functionalities as library that can be called in other programming languages such 
as R or Python.  
Third, it would be essential to explore additional spatial point process models and 
analytical methods for generalized spatial points. While conventional 2D point process models 
such as Poisson or Bernoulli, and conventional 2D spatial analysis approaches such as KDE or 
scan statistics can be extended into multidimensional space, some applications may have 
research questions that are not easily approachable using these existing models or tools. For 
instance, when analyzing spatial interaction models, it is possible to have a spatial point process 
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models that are derived from a gravity model where distance decay influences the spatial 
interaction strength. Then we could possibly detect strong interacts, possibly caused by strong 
socioeconomical ties, that cannot be explained by distance decay alone.  
The fourth future work direction is to further develop the generalized point model and 
associated analytical approaches to other types of geographic phenomena. While this dissertation 
only covers conventional point observations (e.g. social media, 2 spatial dimensions) and OD 
movement flows (or more generally bivariate spatial interactions, 4D points), the generalized 
spatial point models may be applied to analyze other types of data. One example of it is to 
include temporal dimensions in movement analysis, where there may be one (a timestamp for 
each OD record) or two (origin and destination with separate timestamps) temporal dimensions. 
Adding these additional temporal dimensions requires a higher dimensional (e.g., 5D or 6D) 
spatiotemporal point data models. The generalized point model may also help to push spatial 
interactions research from binary spatial interactions (e.g. friendship, director trips) to ternary 
spatial interactions (e.g. A, B are both friends of C, trips with intermediate stops, home-work-
shopping/childcare patterns) or even n-ary spatial interactions. By doing so, more complicated 
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