In this paper we present a simple and accurate second order finite element scheme to simulate the Burgers' equation on the whole real line and subjected to initial conditions with compact support. The numerical simulations are performed by considering a sequence of auxiliary spatially dimensionless Dirichlet's problems parameterized by the domain's semidiameter L. Gaining advantage from the well-known convective-diffusive effects of the Burgers' equation, computations start by choosing L larger than the semidiameter of the support of the initial condition and, as solution diffuses out, L is increased appropriately. By direct comparisons between numerical and analytic solutions and its asymptotic behavior, we conclude this simple scheme is very accurate and can be applied to numerically investigate properties of this and similar equations on infinite domains.
Introduction
Consider the viscous Burger's equation defined on the real line:
subjected to the initial condition:
where ν > 0 is a given viscosity coefficient and g is a given function with compact support on R.
Burgers' equation is known to have appeared firstly in 1915 in the work of Harry Bateman [1] , but it receives its name after to the Dutch physicist J.M. Burgers, who applied this equation in the understanding of turbulent fluids [2] . This homogeneous quasilinear parabolic partial differential equation appears in the modeling of several phenomena such as shock flows, wave propagation in combustion chambers, vehicular traffic movement, acoustic transmission, etc. (see, for instance, [3] and the references therein). Another import characteristic of this equation is its several well known analytic solutions in bounded and unbounded domains. Therefore, this equation is already a classical test case in mathematical analysis and numerical simulations of convective-diffusive partial differential equations.
From the analytic point of view the literature is rich in discussing solutions and properties for the Burgers' equation on bounded and unbounded regions and subjected to a variety of initial and boundary conditions (see, for instance, [2, [4] [5] [6] [7] [8] [9] [10] ). Now, from the numerical simulation point of view the majority of the studies found in the literature are concerned about the Burgers' equation defined in a bounded region and subjected to Dirichlet's boundary conditions. Several numerical schemes have been applied to simulate this problem, for instance: Finite Element Methods [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] , Finite Difference Methods [14, 18, [26] [27] [28] , variational schemes [29] [30] [31] , spectral methods [32, 33] , Hardy's multiquadric method [34] , matched asymptotic expansion methods [35] , multisymplectic box methods [36] , Homotopy Analysis Methods [37] , the quintic B-spline collocation procedure [38] , the gradient reproducing kernel particle method [39] , quasiinterpolation techniques [40] , uniform Haar wavelets [41] .
In this work we present an efficient numerical scheme based on the Finite Element Method to simulate Burgers' equation on the real line and subjected to initial conditions with compact support. The proposed scheme explore the convective-diffusive nature of the differential equation. If for small times the convective effects are predominant demanding very fine and localized meshes, for large times diffusion takes place and the solution tend to relax demanding less refined but large meshes. We deal with it by computing the finite element discretization of the dimensionless spatially form of the Burgers' equation on a fixed mesh and, then, allowing the diameter of the domain to vary as the solution spreads out. This simple idea has been proved very computational efficient producing accurate results. This is supported by direct comparisons between numerical and analytic solutions and their asymptotic behavior.
In the next section we briefly discuss the analytic solution of problem (1)-(2) and its asymptotic properties. In Section 3 we present the proposed time and space discretization of the spatially dimensionless form of the Burgers' equation. In Section 4 we discuss the details of the implementation scheme. Then in Section 5 we present numerical experiments, which endorse the efficiency and accuracy of the scheme as to its potential to be applied to investigate solution properties on the real line. Finally, in Section 6 we close by summarizing the principal aspects of this work.
Analytic solution
Here we recall the well known closed-form expression for u(x, t) obtained by J. Cole and E. Hopf [42, 43] . Introducing θ(x, t) and θ 0 (x) by the Hopf-Cole transformation:
one obtains that θ solves the following initial value problem for the heat equation:
whose unique bounded solution is given by Poisson's formula:
Since u = −2ν θ x θ , it follows that:
This also shows that problem (1)-(2) has a unique solution u(·, t)
, given by (7) above, which satisfies:
is the Sobolev space of functions in L p (R) whose k-th order derivatives belong to L p (R). Moreover, by (7) and standard heat kernel estimates one gets that:
and so on. A more refined analysis in [44] shows that the asymptotic limits:
are well defined and have the following values. Let m be the solution mass, that is:
Then:
with F ∈ L 1 (R) ∩ L ∞ (R) defined by:
where erf(·) is the error function:
and λ, h are given by:
When p = 1, (13) is simply:
and we further have:
, and so on.
These results will be used in Section 5 as further evidence for the accuracy of the numerical approximation scheme developed in the next two sections.
Finite element scheme
We consider the following auxiliary Dirichlet's problem:
wherex := x/L is the dimensionless space variable, L is the reference semidiameter of the domain andg(x) := g(L ·x). From now one we will work with this space dimensionless problem and, for the sake of simplicity, we will omit the tilde, i.e., we will denotesx simply by x andũ by u. Following the Rothe's method, we start by discretizing equation (18) in time. To this end, we consider the following θ-scheme for the time discretization of equation (18):
where u 0 = u(x, 0), u n denotes the approximation of u(x, t n ), n = 1, 2, . . . , t n = n∆t, ∆t is a given time step size and 0 ≤ θ ≤ 1. For simplicity sake, from now one we denote u n+1 by u and u n by u 0 . Now, we consider the following weak formulation of the problem defined by equations (21) , (19) and (20)
Let's consider the following second order finite element triple (K, P 2 (K), Σ), where the cells K ⊂ T h are line segments forming a regular triangulation T h of the segment [−1, 1], the element shape functions
2 , a 0 , a 1 , a 2 ∈ R} are second order polynomials, and the degrees of freedom Σ are located at the end points of each K and its middle point (see, for instance, [45] ). This allows us to define the finite element space:
Then, following the Galerkin's method, we iteratively approximate the solution of (18) subjected to (19) and (20) by the solution of the following full discrete problem: given u 0 h ∈ V h find u h ∈ V h such that:
for all ϕ i in the basis of the finite element space V h . At each time step, we solve the nonlinear system of equations (23) by the Newton's method. The Newton's formulation than reads: given u 0 h ∈ V h we iteratively compute approximations u m+1 h of u h by iterating:
where F (u m h ) denotes the left-hand-side of equation (23) substituting there u h by u m h , δu m is the Newton update, and the Jacobian matrix
have its elements defined by:
where M + 1 counts for the number of degrees of freedom. We now lead the discussion to the implementation of this standard finite element scheme to simulate the Burgers' equation defined on the real line and subjected to an initial condition with compact support.
Implementation scheme
Because of the convective-diffusive nature of the Burgers' equation, very fine meshes are demanded to accurately compute the solution for small times, but as time increases the solution tend to relax allowing the application of less refined meshes. By assuming an initial condition with compact support numerical simulations of the auxiliary Dirichlet's problem (18)- (20) may produce accurate solutions for finite times. To ensure the accuracy we just need to choose appropriate time and spatial meshes, and pick L sufficiently large. However, the larger the physical time we would like to consider the larger L should be.
The convective effects are predominant for small times and it is appropriate to work with a small L, which reduces the demanding in the number of vertices of the discretization scheme. On the other hand, as time increases, the solution spreads out demanding a larger L, but a less refined mesh, to ensure the accuracy of the numerical simulation. We deal with this paradigm as follows.
Let's K be the compact support of the initial condition, i.e. K := {x ∈ R : g(x) = 0} is a compact subset of R. Without loss of generality, we assume that 0 ∈ K and denote d = max x∈K {|x|}. Also, let's denote by K Γ the boundary elements of the finite element space (K, P 2 (K), Σ). With this in mind, the implementation idea is to start simulating the auxiliary Dirichlet's problem (18)- (20) by choosing an appropriate L > d. Then, at each time iteration n we check if the numerical supportK := {x ∈ Σ : |u n h (x)| > 10 −15 } is still a subset of T h \ {K Γ }. If it is not the case, then we simply increase L and interpolate the numerical solution u n h onto T 2h . We point out that the above implementation scheme does not demand one to rewrite the finite element triangulation at each increasing of the reference parameter L, since we are always simulating using the same fixed triangulation built in the domain [−1, 1]. Moreover, if we exactly double L whenK is no longer a subset of T h \ {K Γ }, then the interpolation that is done to restart the computations with the new L is performed by a simple relocation of elements of the coordinate solution vector.
We summarize the implementation procedure as follows:
1. Set a uniform mesh with N vertices built in the domain [−1, 1].
Set the finite element triangulation
, where x i is the abscissa of the i-th degree of freedom. The numerical simulations where implemented in C++ using the deal.II open source finite element library [46] . We applied the UMFPACK sparse direct linear solver implemented there to compute the Newton update δu m from equation (24a). Evaluations of the analytic solution and its asymptotic behavior were performed in Python using the numerical quadrature available in the Scipy module for integration [47] .
Numerical experiments
Here, we present numerical simulations of problem (1) subjected to the initial condition (2) with:
and several values of the diffusion coefficient ν. We first present direct comparisons between the numerical and analytic solution. Then, in the Subsection 5.2 we show that the proposed numerical scheme is able to preserve important analytic properties of the Burgers' equation.
Numerical versus analytic solutions
The analytic solution (7) was evaluated with a precision of five significant digits. All the reported simulations were performed applying the Cranck-Nicolson method by choosing the parameter θ = 1 2 in the finite element scheme. The stop criteria for the Newton iterations was chosen to be δu (m) < 10 −10 , where · denotes the l 2 -vector norm. Table 1 presents numerical and analytic results of the problem (1)- (2) with ν = 1 at time t f = 0.05 and at the domain points x = −1.0, −0.5, 0.0, 0.5, 1.0. Numerical results obtained by finite element simulations with different mesh sizes and time steps are reported. We point out that the proposed numerical scheme has provided results in very good agreement with the analytic solution. The relative accuracy of the numerical results is at least 0, 02% for this case. Simulations with meshes of N = 401 and N = 801 vertices have been sufficient to produce a precision of 5 significant digits. Moreover, the simulations with time step ∆t = 10 −4 provided a small gain in accuracy against the simulations with ∆t = 10 −3 . These good characteristics of the obtained numerical approximations can be also observed in Table 2 , which reports results at times t f = 0.5, 2.5, 10.0, 100.0 and at several different domain points. Graphical comparisons between numerical and analytic solutions when ν = 1.0 are found in Figure 1 . With this large diffusion coefficient we can observe a small effect given by convection, while solution diffuses rapidly and its numerical support increases in diameter. Table 3 contains the physical times when the semidiameter L were doubled in performing numerical simulations with time step ∆t = 10 −3 and mesh of 801 vertices for different diffusion coefficients ν. To enhance the discussion about the accuracy of the results, we will give attention to solution's profiles obtained with different values of L. Table 4 reports numerical and analytic results when ν = 0.1 at times t f = 0.1, 1.0, 5.0, 50.0, 500.0 and at several different points x. As before, results show very good agreement with at least four significant digits. These results are also graphically presented in Figure 2 . We observe that the convective effects are stronger than before, once we now set a smaller diffusion coefficient. Table 5 presents numerical versus analytic solutions for the case when ν = 0.01 at times t f = 0.5, 10, 50, 250, 500 and at several different points. This smaller diffusion coefficient ν = 0.01 cases the convective effects to be much more strong even at large times (see, also, Figure 3) . Nevertheless, diffusion still big enough to our numerical scheme to produce very accurate simulations with a mesh of 801 vertices and time step of ∆t = 10 −3 . The smaller diffusion coefficient which we will report here is ν = 0.001. Table  6 presents the numerical versus analytic solutions for this case at times t f = 5, 50, 100, 250 and at several different points. This small diffusion coefficient provokes solutions with almost a shock wave (see Figure 4) . Even though we can see that our numerical scheme can produce very accurate simulations by x N = 401 N = 801 Analytic t f = 0. taking a time step of ∆t = 10 −3 and a mesh with 801 points. Simulations for smaller diffusion coefficients are also possible, but they demand more (local) refined meshes and smaller time steps.
We now report error measurements in L 1 -, L 2 -and L ∞ -norms of the numerical solutions against analytic solutions. Because of the structure of the finite element space and the dimensionless form of the auxiliary problem (18)-(19), we compute these norms as follows:
where, e h (·, t) := u h (·, t) − u(·, t). Table 7 presents the maximum of the error norms of the finite element solution with δ t = 10 −3 against the analytic solution on the time interval t ∈ [0, 1]. We observe that for the moderate diffusion coefficients ν = 1.0, 0.1, 0.01 errors in all computed norms are less than 10 −4 by using a mesh of 801 vertices. For the smaller diffusion coefficient ν = 0.001 there exists a clear loss of accuracy, which indicates the necessity of applying more refined meshes.
The proposed numerical scheme applies less refined meshes as the solution spreads out. This can lead to a loss of accuracy for large times. Unfortunately, the computation of the analytic solution is too expensive to track the error norms for large time intervals. Alternatively, we next investigate the accuracy of the numerical solution for large times by studing its asymptotic behavior.
Solution properties and its asymptotic behavior
Here, we show that the numerical finite element solution of the Burgers' equation still preserving some important properties of the analytic solution on the real line.
Let's start by discussing on Figure 5 , which presents the profiles of the L 1 , L 2 , L ∞ and H 1 -norms of the numerical solution u h (·, t) for ν = 1.0, 0.1, 0.01, 0.001 with a mesh of 801 vertices. The norms are computed as before in (27) and H 1 -norm as follows: One of the most import characteristics of the Burgers' equation on the real line is that its solution conserves mass. The proposed second order finite element scheme is not conservative, nevertheless we observe that the numerical solutions have a small loss of mass, since the L 1 -norm of the solution are constant up to five significant digits (see Figure 5 ). This is in accordance with the accuracy reported in the last section.
Another observable characteristic of the numerical solution is that the L 2 -and L ∞ -norms monotonically decreases as time increases. For ν = 1.0 and 0.1 the solution is highly diffusive causing the H 1 -norm also to decrease with the time (see Figures 5(a) and (b) ). But, for ν = 0.01 and 0.001 convective effects is stronger than diffusive effects for small times, implying the increasing of the H 1 -norm. However, as time increases so are the diffusion effects, and the H 1 -norm become again a monotonically decreasing function (see Figures 5(c) and  (d) ).
We finish this section by comparing the asymptotic behavior of the numerical against the analytic solutions. More specifically, we check if our numerical solution reproduces the solution behavior for large times described by equation (11) . In order to fix notation, we define:
where t ∞ is such that u h (·, t f ) − u h (·, t f − δ t ) < 10 −10 , where δ t = 0.128, and · denotes the l 2 −vector norm. Table 8 shows the comparison of the analytic γ p and numericalγ p for different values of ν, mesh size, and p = 1, 2 and ∞. We observe that the asymptotic of the numerical solutions agree with at least 3 significant digits with the analytic solutions for all considered diffusion coefficients when a mesh of 801 vertices is applied. These fine tests indicate that the proposed numerical scheme is accurate also for large times.
Final considerations
In this paper we have presented a simple and accurate second order finite element scheme to simulate the Burgers' equation defined on the whole real line and subjected to initial conditions with compact support. The applied numerical scheme takes advantage of the convective-diffusive properties of this equation, which allow us to simulate the problem as a sequence of discrete auxiliary homogeneous Dirichlet's problems with fixed meshes.
Direct comparisons between analytic and numerical solutions have shown that the proposed scheme has good accuracy. Also, we have seen that the obtained numerical solutions reproduce that asymptotic behavior of the analytic solutions, which indicate that the simulations keep a good accuracy on very large time intervals.
We close by observing that the good accuracy and the generality of the developed approach makes it suitable to produce insights about analytical properties of the solutions of the Burgers' equation. By appropriate modifications it may be suitable for related equations, for instance, for Burgers' equation in heterogeneous media. 
