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I. INTRODUCTION
One of the first work on the control of input delay systems is the well-known Smith predictor [2] . It is a frequency domain approach for SISO and open-loop stable systems. In the 80's, the Finite Spectrum Assignment (FSA) [3] , [4] and the model reduction, also called Artstein reduction [5] , have extended Smith's work to MIMO, open-loop unstable systems. All these techniques lead to state feedback controllers because they use the prediction and the full state has to be known to compute the prediction. Furthermore, these reference articles do not deal with disturbance attenuation. A complete analysis of predictive control can be found in [6] .
In spite of numerous works on Time Delay Systems (TDS), very few articles deal with disturbance attenuation in presence of delay in the input even if there is a real interest from a practical point of view. Indeed, it is really a complex challenge even for linear systems. Some robust control methods have been extended to input delay systems. First, sliding mode control, known for its robustness in the delay-free case, has been adapted to input delay systems by using "surfaces" [7] , [8] or a standard surface [9] , [10] . The problem of sliding mode with relay systems is the unavoidable apparition of oscillations [11] . H ∞ control has also been studied for input delay systems and a review is proposed in [12] . A complete analysis of this topic is also provided by [13] . All these works consider that the whole state is available for measurement.
On the contrary, many works tackle the observer-based control problem but in the disturbance free case. The problem of state reconstruction for system with delayed input has been addressed first in [14] and [15] . Then, their works have been extended to observer-based control. In [16] , a predictive feedback control from the reconstructed states is designed. The problem of output feedback for nonlinear systems is addressed in [17] but the designed controller does not involve any prediction. In [18] , the controller is a Truncated Predictor Feedback (TPF) introduced in [19] .
To the authors knowledge, there exist only two works combining output predictive feedback and perturbation attenuation. In the discrete framework, [20] uses a disturbance observer and a linear predictive feedback. In [21] , a geometric approach is used to show the existence of an output predictive feedback that minimizes the effect of the disturbance on the system. However, they use the standard prediction so the disturbance attenuation can be improved by using the new predictive scheme proposed in [1] .
This work extends the results of [1] to the systems with partial state measurement. The combination of an observer with the new predictive scheme allows the design of controllers that performs a better disturbance attenuation than the standard reduction method. This extension is particularly interesting from a practical point of view.
The paper is organized as follows. The problem formulation is given in Subsection II-A and the predictive schemes with full state feedback is recalled in II-B. The predictive schemes for partial state measurement is introduced at the end of Section II. Section III provides a comparison between the standard and the new predictive schemes with partial state measurement. Theoretical results are illustrated by simulations in Section IV. Finally, some conclusions are drawn in Section V.
II. PROBLEM STATEMENT AND PREDICTIVE APPROACHES

A. Problem Statement
The considered systems are LTI systems with a delay h acting on the control input u and an additive disturbance d
Assumption 1: A, B and C are constant and known, the pair (A, B) is controllable, the pair (C, A) is observable.
Assumption 2: h > 0 is constant and known.
Let I ⊆ R be an unbounded interval and S ⊆ R m be a set. The space of locally integrable functions u(.) defined on I and taking values into S is denoted by L 1 loc (I, S).
and for all t ≥ h, 
B. Predictive schemes with full state knowledge
In this subsection, the new predictive scheme designed in [1] is recalled. This scheme is based on the definition of a new prediction Xp:
Definition 1: Let us define:
for all t ≥ h, with xp given by
The integral term in (5) and all the integral terms mentioned in the sequel are well defined thanks to Assumptions 3 and 4.
The term xp is the standard prediction that is used in almost all papers about predictive control of input delay systems [5] , [4] , [2] . Basicaly, Xp(t) is equal to the standard prediction xp(t) corrected by x(t) − xp(t − h). This latter term represents the prediction error at instant t − h due to the unknown perturbation d:
Note that the computation of Xp does not require any knowledge of the perturbation but it requires the full knowledge of x. The reduction method consists in rewritting system (1) in terms of predictions 1 . For the standard prediction xp, the transformation leads to the delay free system:
For the new prediction Xp, it yields tȯ
Then, the objective consists in designing the control law u on delay free systems (6) or (7). In the rest of the paper,
• designing a controller based on the new predictive scheme will refer to the design of a control law on (7) so the controller will read as u = f (Xp).
It has been shown in [1] that a controller of the form u(t) = f (Xp) (with f is a Lipschitz continuous function) leads to a better disturbance attenuation than a controller of the form u(t) = f (xp) for a wide class of perturbations. In next subsection, previous considerations are extended to the partial state measurement case.
C. Predictive schemes with partial state knowledge
The computation of Xp involves the full knowledge of state x in (4). However, when only a part of the state is available, one can design an observer to first recontruct the state and then compute the prediction in a similar way to (4) . Consider the Luenberger observer for (1):
Note that (8) can be implemented because h is known. The coefficient L has to be properly chosen such that the following error dynamics is practically stable
with e(t) = x(t) −x(t). In particular, L can be chosen such that the convergence error of the nominal system, with d(t) = 0, is exponentially stable. Observability Assumption 1 guarantees the existence of such a gain. From Lemma 9.2 in [23] and Assumption 4, one can state that there exists T , Γ > 0 such that for all t > T ||e(t)|| ≤ Γd max (10) and
From the estimated statex, we can computeXp, the "reconstructed new prediction":
Definition 2: Let us define:
for all t ≥ h, withxp given bŷ
Like in subsection II-B, the dynamics of (1) can be rewritten in the coordinate of the reconsructed predictions. The reduction inxp leads to the system :
As for the transformation withXp, one obtainṡ
.
(15) The objective of the next section is to show that the results of [1] still holds when the state is partially known. In other words, it will be proved that designing a controller on (14) (u(t) = f (xp)) leads to better disturbance attenuation than designing a controller on (15) (u = f (Xp)). Similarly, to the full state knowledge case,
• designing a controller based on the standard reconstructed predictive sheme will refer to the design of a control law on (14) so the controller will read as u(t) = f (xp); • designing a controller based on the new reconstructed predictive scheme will refer to the design of a control law on (15) so the controller will read as u = f (Xp).
III. COMPARISON BETWEEN PREDICTIVE SCHEMES WITH PARTIAL MEASUREMENT
For time varying perturbations, i.e when D max > 0, asymptotic stability cannot be achieved, only stability within a ball around the origin is possible. The objective of this subsection is to study the influence of the prediction scheme on the error bound.
Let f be a Lipschitz continuous function and assume the control
is such that the origin of the closed-loop system (14)- (16) with dx = 0 is a globally exponentially stable equilibrium point. The function f : R n → R m is locally Lipschitz and xp is continuous so Assumption 3 holds. Besides, Theorem 4.14 in [23] guarantees the existence of a Lyapunov function V (xp) that satisfies
with c 1 , c 2 , c 3 and c 4 positive constants. In addition, the perturbation of system (14) is bounded and the following maximization holds
Therefore, the assumptions of Lemma 9.4 in [23] are fulfilled (equations (17) and (18)) so one deduces that for all t ≥ T ||xp(t)|| ≤ βe −α(t−T ) + γΓ||LC|| ||e Ah ||d max (19) with α, β and γ positive constants that depends on c 1 , c 2 , c 3 and c 4 . Since (6) and (7) have the same form when there is no perturbation, i.e dx(t) = 0 and dX (t) = 0, the controller
guarantees thatXp = 0 is a globally exponentially stable equilibrium point of the closed-loop system (15)- (20) with dX (t) = 0 for all t > 0. Similarly to u(t) = f (xp(t)), Assumption 3 is verified for u(t) = f (Xp(t)). Besides, inequalities (17) still holds forXp:
From Assumption 4, the inequality
is verified for all t ≥ T . Relations (21) and (22) comply with the assumptions of Lemma 9.4 in [23] so the following inequality is obtained
(23) for all t ≥ T . The constants α, β and γ are the same as in (19) because they only depend on the form of the undisturbed system. As it has been mentioned before, systems (14) and (15) have the same representationχ = Aχ + Bu(t) when there is no observation error. Since x is the solution of (1),
and one haŝ
After evaluating above expression in t − h, it follows that ||x(t)|| ≤ ||xp(t − h)|| + ηd max + ||e Ah || ||e(t − h)|| with η = 0 −h e As ds . Similarly,
Bu(s)ds +x(t)−e(t)−e Ah [x(t−h)−e(t−h)]
Substituting x(t+ h) and x(t) by their expressions from (24) leads tô Xp(t) − x(t + h) = −e Ah e(t) − e(t) + e Ah e(t − h)]
Thus, the following maximization is derived
As a result, if (1) is controlled by the feedback u(t) = f (xp), the inequality
(26) holds and, if (1) is controlled by the feedback u(t) = f (Xp), the inequality
(27) is verified. This proves the following theorem.
Theorem 1: Consider system (1), observer (8) and predictor-controllers (13)- (16) and (12)- (20), resulting in error bounds respectively r 1 in (26) and r 2 in (27). If D max > 0 and the bounds on d(t) comply with the relations
then one gets r 2 < r 1 for ||e Ah || > 1.
In addition, d max and D max are supposed to be known in order to apply this criterion but they are not used in the controller design. Theorem 1 and equations (26) and (27) show that the design of a Lipschitz controller with the new reconstructed predictionXp given by (20) leads to a smaller error bound than designing a controller with the standard reconstructed prediction (16) . Consequently, the new predictive scheme is said to better attenuate the disturbances than the standard one. Note that the criterion (28) is the same as in [1] : it is independent of the observer choice. Indeed, the same observer is designed in both cases: it means that whatever the observer (robust, finite time), (28) will remain unchanged. The result holds for a wide class of functions f so it gives the possibility to robustly stabilizê Xp at zero. However, even ifXp converges to zero, there are inevitable errors in (25) when the perturbation is timevarying:
• ||e(t − h)|| + ||e Ah || ||e(t − h) − e(t − 2h)|| is due to the observation error and it can be attenuated by the design of a robust observer;
• ηhD max is independent of the controller and the observer and cannot be reduced. Note that if the observation error in (26) and (27) is canceled, we get back to the full state knowledge case like in [1] . Theorem 1 holds for time-varying disturbances, i.e when D max > 0. Nevertheless, for constant disturbances, r 1 is not modified and r 2 becomes
so one always has r 2 < r 1 . These results are going to be illustrated in the next section.
IV. SIMULATION
A. Model presentation, observer and predictor-controller design
A second order perturbed system has been chosen to illustrate the results. Its state space representation is   ẋ
(29) with a 0 = 9 and a 1 = −3. The parameters chosen for all the simulations are h = 0.5 s,
T . Two Luenberger observers are tested:
andẋ
with L 1 and L 2 such that (31) is faster than (30). In the sequel, the components of a vector are denoted by the subscript "i". For instance, one has xp = [xp 1 , xp 2 ] T . The PID controllers used in the simulation are defined in Table I and the function f is defined below
Controllers (33) and (34) 
STANDARD PREDICTIVE SCHEME NEW PREDICTIVE SCHEME Full State Measurement In this subsection, the performances of the closed-loop system (29) with one of the four controllers defined above are compared. From the analysis of the results obtained with "slow" observer (30) (see Figure 2) , one concludes that:
• The controllers designed from the new predictions Xp andXp perform a better disturbance attenuation than the controllers from the standard ones: the convergence radius for solid lines is much smaller than for dotted ones.
• The controllers obtained from the reconstructed predictionsxp (respectivelyXp) do not achieve as good attenuation as the controllers from full state predictions xp (respectively Xp): the convergence radius for black solid line (respectively dotted line) is larger than blue solid line (respectively dotted line).
• The observer-based controller (36) designed with the new reconstructed predictive scheme performs better disturbance attenuation than full state controller (33) designed with the standard predictive scheme. This confirms the improvement of the new predictive scheme to attenuate perturbation.
Note that in the full state knowledge case, the new predictive scheme (controller (34)) leads to the perfect rejection of the constant disturbance. In the case of partial measurement, this is not possible anymore because of the observation error. However, it is clear on Figure 3 (results obtained with "fast" observer (31)) that if the observer becomes faster the results from the reconstructed predictions tend to the full state knowledge case. Therefore, perfect rejection is almost achieved for the controller (36) from the new reconstructed scheme.
C. Comparison of the schemes for time-varying disturbances d 2
From the above subsection, it has been illustrated that the faster the observer is, the more attenuated is the perturbation. Therefore, only observer (31) has been used with the timevarying disturbance d 2 . Note that criterion (28) is verified because achieved by a simple PID controller 3 even if it is designed with the new predictive scheme and full state knowledge. Remark that it would not be possible in the delay free case either. The behaviour of the system with observer-based controllers (35) and (36) is diplayed on Figure 4 . It is clear that the controller designed on the new predictive scheme performs better disturbance attenuation than the controller from the standard predictive scheme because the convergence radius for (36) is smaller than the convergence radius for (35). This observation confirms the result of Theorem 1.
V. CONCLUSION
It has been shown that the results of [1] can be extended to the case when only partial state measurement is available. In comparison with our previous work, an inevitable observation error is introduced but the new predictive scheme with the reconstructed state performs a better disturbance attenuation than the standard scheme with the reconstructed state. Besides, the faster the observer is, the closer the results 
