In this article we give an expression of the motivic Milnor fiber at infinity and the motivic nearby cycles at infinity of a polynomial f in two variables with coefficients in an algebraic closed field of characteristic zero. This expression is given in terms of some motives associated to the faces of the Newton polygons appearing in the Newton algorithm at infinity of f without any condition of convenience or non degeneracy. In the complex setting, we compute the Euler characteristic of the generic fiber of f in terms of the area of the surfaces associated to faces of the Newton polygons. Furthermore, if f has isolated singularities, we compute similarly the classical invariants at infinity λc(f ) which measures the non equisingularity at infinity of the fibers of f in P 2 , and we prove the equality between the topological and the motivic bifurcation sets and give an algorithm to compute them.
Introduction
Let k be an algebraic closed field of characteristic zero. Let f be a polynomial with coefficients in k. Using the motivic integration theory, introduced by Kontsevich in [20] , and more precisely constructions of Denef -Loeser in [11, 12, 14] and Guibert -Loeser -Merle in [18] , Matsui-Takeuchi in [23, 24] and independently the second author in [29] (see also [27] and [28] ) defined a motivic Milnor fiber at infinity of f , denoted by S f,∞ . It is an element of M Gm {∞}×Gm , a modified Grothendieck ring of varieties over k endowed with an action of the multiplicative group G m of k. It follows from Denef-Loeser results that the motive S f,∞ is a "motivic" incarnation of the topological Milnor fiber at infinity of f , denoted by F ∞ and endowed with its monodromy action T ∞ . For instance, when k is the field of complex numbers, the motive S f,∞ realizes on the Euler characteristic of F ∞ and the monodromy zeta function or the Steenbrink's spectrum of (F ∞ , T ∞ ).
In the same way, in [29, §4] (see also [24] ) a notion of motivic nearby cycles at infinity S ∞ f,a of f for a value a is defined as an element of the Grothendieck ring M Gm {a}×Gm . This motive is constructed using a compactification X of the graph of f and arcs with origin in the closure of the fiber f −1 (a) in X. It is shown in [29] that this motive does not depend on the chosen compactification. If f has isolated singularities and k is the field of complex numbers, Fantini and the second author proved in [15] that the Euler characteristic of the motive S ∞ f,a is equal to (−1) d−1 λ a (f ), where d is the dimension of the ambient space and λ a (f ) is the classical invariant which measures the lack of equisingularity at infinity of the usual compactification of f in P d C × P 1 C (see for instance [1] and [32] ). Furthermore, the second author introduced in [29] a motivic bifurcation set B mot f as the set of values a which belong to the discriminant of f or such that S ∞ f,a = 0. It is shown in [29] that this set is finite, and for instance if f has isolated singularities at infinity, it is proven in [15] that the usual topological bifurcation set
In this article we investigate the case of polynomials in k[x, y] in full generality (namely without any assumptions of convenience or non degeneracy w.r.t any Newton polygon) using ideas of Guibert in [16] , Guibert, Loeser and Merle in [17] , and the works of the first author and Veys in the case of an ideal of k[[x, y]] in [8, 9] (see also [7] for the equivariant case). -Let E be a nonempty finite subset of N 2 . We consider ∆ 0,∞ (E), ∆ ∞,∞ (E) and ∆ ∞,0 (E) the smallest convex sets containing respectively E + (R + × R − ), E + (R − × R − ) and E + (R − × R + ). For any (i, j) equal to (0, ∞), (∞, ∞) or (∞, 0), we denote by V i,j (E) the set of vertices of ∆ i,j (E). We define the sets
The set V ∞ (E) is called set of vertices at infinity of E and we order its elements in the following way:
-on V ∞,∞ (E) ∪ V 0,∞ (E), we define (α, β) < (α ′ , β ′ ) if and only if α < α ′ , -on V ∞,0 (E) ∪ V ∞,∞ (E), we define (α, β) < (α ′ , β ′ ) if and only if β > β ′ . Write V ∞ (E) = {v 0 , · · · , v m }, with v i = (α i , β i ) and v 0 < v 1 < · · · < v m . Let S i be the line segment whose endpoints are v i−1 and v i . We denote by S the set of these segments. The Newton polygon at infinity of E is defined as the set
For any (i, j) equal to (0, ∞), (∞, ∞) or (∞, 0), we define N i,j (E) = {S ∈ S|S has both end points in V i,j (E)} ∪ V i,j (E). -Let E be a finite set of Z 2 . Let (p, q) be in Z 2 with gcd(p, q) = 1 and l (p,q) : (a, b) ∈ R 2 → ap + bq. Let ∆ be the convex hull of E and F (∆) its set of faces.
1. The maximum of the restriction l (p,q)|∆ , denoted by m(p, q), is reached on a face denoted by γ(p, q) of ∆. Furthermore, the linear map l (p,q) is constant on the face γ(p, q). 2. For any face γ of ∆, we denote by C γ the interior, in its own generated vector space in R 2 , of the positive cone generated by the set {(α, β) ∈ Z 2 | γ(α, β) = γ}. This set is called dual cone of the face γ and is a relatively open rational polyhedral convex cone of R 2 . For a one dimensional face γ, we denote by n γ the normal vector to γ, exterior to ∆, with integral coordinates and the smallest norm. With these notations we have:
3. The dual cone C γ of any one dimensional face γ of ∆ is the cone R >0 n γ . 4. Any zero dimensional face γ of ∆ is an intersection of two one dimensional faces γ 1 and γ 2 of ∆ and its dual cone C γ is the cone R >0 n γ1 + R >0 n γ2 . 5. The set of dual cones (C γ ) γ∈F (∆) is a fan of R 2 , called dual fan of ∆. -Let (p, q) be a primitive vector of Z 2 and µ be an element of k. We define the Newton transformation at infinity σ (p,q,µ) by
in the case p > 0 and q > 0, choosing (p ′ , q ′ ) in Z 2 with′ − pp ′ = 1;
in the case p > 0 and q < 0, choosing (p ′ , q ′ ) in Z 2 with pp ′ −′ = 1;
(1.5) σ (p,q,µ) :
in the case p < 0 and q > 0 choosing (p ′ , q ′ ) in Z 2 with pp ′ −′ = 1;
(1. 6) σ (p,q,µ) :
in the case p = 0, q = 1;
(1. 7) σ (p,q,µ) :
in the case p = 1, q = 0. Remark 1.30. -In the following we will apply these Newton maps, for each face of N ∞ (f ) or N (f ) \ N (f ) and each root of the face polynomials, and we will get elements in k[v −1 , v, w] that we have studied in the previous section. Each µ i is called root of the face polynomial f γ and R γ is the set of these roots. 
If f Σ has non isolated singularities in C * × C, then there is a point M = (a, b) in C * × C and an infinite sequence of distinct points M n = (a n , b n ) in C * × C which converges to M and such that for any n, we have ∂fΣ ∂x1 (M n ) = ∂fΣ ∂y1 (M n ) = 0. As for any n we have a n = 0, we conclude that ∂f ∂y (a A n , a B n b n + P (a n )) = ∂f ∂x (a A n , a B n b n + P (a n )) = 0 which proves that all the points (a A n , a B n b n + P (a n )) are critical points of f . We can assume that all these points are distinct assuming for instance that infinitely many a n are distinct (otherwise there are finitely many a n but infinitely distinct b n ). Then we deduce that the point (a A , a B b + P (a)) is a non isolated critical point of f . Contradiction. -A dicritical face at infinity of f is a one dimensional face of the Newton polygon N ∞ (f ) which contains the origin.
-A dicritical face at infinity is said smooth if its underlying line has an equation of the form pα + qβ = 0 with (p, q) in Z 2 and q = 1 (resp p = 1) if the face belongs to N 0,∞ (f ) (resp N ∞,0 (f )). Proof. -The discriminant of f is a finite set. There is a finite number of dicritical faces of f and for each face the set of roots of the discriminant of the face polynomial is finite. We conclude by the fact that the Newton algorithm at infinity is finite and the set of Newton non generic values of each Newton transform f Σ occurring in the algorithm is finite. Example 1.40. -All along this article, we will consider the following example (see also Examples 3.14 and 3.28).
(1. 8) f (x, y) = x 6 y 4 + (4x 5 + 3x 4 )y 3 + (6x 4 + 11x 3 + 3x 2 )y 2 + (4x 3 + 13x 2 + 2x + 1)y + x 2 + 5x + 1.
Using for instance Grobner basis of the Jacobian ideal of f , we observe that f only has two critical points and their Milnor number is equal to one. We apply the Newton algorithm at infinity of f and compute the Newton bifurcation values of f given by the algorithm. The polynomial f does not have any dicritical face at infinity and f (0, 0) = 1. Let c be in k. The polygon N (f − c) \ N (f − c) only has two one dimensional faces:
supported by the line of equation −x + 2y = 2 and the face polynomial of f − c is y(
supported by the line of equation x − y = 2 and the face polynomial of f − c is x 2 (xy + 1) 4 . We apply the Newton algorithm at infinity:
It does not have a local dicritical face and its Newton polygon has only one one dimensional face, denoted by γ
1 , with face polynomial v −2 (5v + 8w 3 ). We continue the algorithm and get
which is a base case (Theorem 1.17). We conclude that the face γ 
The polynomial f 2 has a local dicritical face γ • Assume c = 1. Thus, c is the root of the discriminant of γ (2) 0 then c is a Newton bifurcation value of f as a local dicritical value of f 2 . We continue the Newton algorithm, this will be used in Examples 3.14 and 3.28. The Newton polygon N (f 2 − 1) has only one one dimensional face, denoted by γ (2) 1 . It is supported by the line of equation 2x + y = 0. The face polynomial is (v −1 w 2 + 1) 2 . We get
The Newton polygon N (f 3 ) has only one one dimensional face γ (3) , it is supported by the line of equation 2x + y = 2. We continue the Newton algorithm and get a base case of Theorem 1.17
• Assume c = c (0,0) (f 2 ) = 2. Thus, as the dicritical face γ
is not smooth, c is a Newton bifurcation value of f . We continue the Newton algorithm. The Newton polygon N (f 2 − 2) has two one dimensional faces: γ
supported by the line of equation 2x + y = 0, with a face polynomial equal to v −2 w 2 (w 2 + 2v) and γ (2) 2 supported by the line of equation x + y = 1, with a face polynomial equal to v(2w 2 v −2 − 4v −1 w − 1) which has two simple roots r 1 and r 2 .
* For the face γ
(2) 1
we immediately get a base case of Theorem 1.17
and one root of the face polynomial, denoted by µ, we also get a base case
has only one one dimensional face, denoted by γ
1 . It is supported by the line of equation 2x + y = 0. Its face polynomial is P γ (2) 0 (x −1 y 2 ) − c which has two simple roots {µ 1 , µ 2 }. Let µ be one of such roots. Applying the Newton algorithm we obtain
where u is a unit and " * " are constants. In particular, the Newton transform (f 2 ) σ γ (2) 1 ,µ (v 1 , w 1 ) is a base case of Theorem 1.17, then c is not a local Newton bifurcation value of f 2 . Furthermore c does not belong to disc f by assumption, then c is not a Newton bifurcation value of f .
Motivic Milnor fibers
We give below an introduction to motivic Milnor fibers and refer to [12] , [13] , [22] , [18] , [17] and [10] for further discussion. -Let k be a field of characteristic 0 and G m its multiplicative group. We call k-variety, a separated reduced scheme of finite type over k. We denote by Var k the category of k-varieties and for any k-variety S, by Var S the category of S-varieties, where objects are morphisms X → S in Var k . We denote by M S the localization of the Grothendieck ring of S-varieties with respect to the class [A 1 k × S → S]. We will use also the G m -equivariant variant M Gm S×Gm introduced in [18, §2] or [17, §2] , which is generated by isomorphism classes of objects, Y → S × G m endowed with a monomial G m -action, of the category Var Gm S×Gm . In this context the class of the projection from A 1 k × (S × G m ) → S × G m endowed with the trivial action is denoted by L. Let f : S → S ′ be a morphism of varieties. The composition by f induces the direct image group morphism f ! and the fibred product over S ′ induces the inverse image ring morphism f *
For a variety (X → S × G m , σ) where σ is a monomial action of G m , we consider its fiber in 1 denoted by X (1) → S and endowed with an induced action σ (1) Lemma 2.1 (Rational summation on a rational polyhedral convex cone). -Let φ and η be two Z-linear forms defined on Z 2 . Let C be a rational polyhedral convex cone of R 2 \ {(0, 0)}, such that φ(C) and η(C) are contained in N. We assume that for any n ≥ 1, the set C n defined as φ −1 (n) ∩ C ∩ Z 2 is finite. We consider the formal series in Z L,
where ω 1 and ω 2 are two non colinear primitive vectors in Z 2 with φ(ω 1 ) > 0 and φ(ω 2 ) > 0 then, denoting P = (]0, 1]ω 1 +]0, 1]ω 2 ) ∩ Z 2 , we have
and lim T →∞ S φ,η,C (T ) = 1 = χ c (C), where χ c is the Euler characteristic with compact support morphism.
2. If C is equal to R >0 ω where ω is a primitive vector in Z 2 with φ(ω) > 0, then we have
where ω 1 and ω 2 are two non colinear primitive vectors in N 2 with φ(ω 1 ) > 0 and φ(ω 2 ) > 0 then, denoting P = (]0, 1]ω 1 +]0, 1]ω 2 ) ∩ Z 2 , we have
Proof. -The points 1 and 2 are similar to [7, Lemma 1] . The point 3 follows from the points 1 and 2.
Euler characteristic and area. -
We recall the following definition introduced in [7] . We assume here k = C. Definition 2.2 (Area of a Newton polygon with respect to a polynomial). -Let N be a Newton polygon or a Newton polygon at infinity. We denote the set of one dimensional faces of N by (S i ) with i in {1, . . . , d}. Let f be a polynomial such that N (f ) = N or N ∞ (f ) = N . For each face S i , we denote by r i the number of roots of f Si , we denote by s i the number of points with integer coordinates on the face S i without its vertices and by S i its area defined by
We define the area of N with respect to f as
-Note that if f is non degenerate with respect to N , then S N ,f = S N where S N is the area of N .
with a in Z * and b in N * , then we have
, with (p, q) a primitive vector of (N * ) 2 and all the µ i 's are different, then we have
with S the area of the associated triangle with vertices (0, 0), (a + q
Proof. -Assume f (x, y) = x a y b with a = 0 and b > 0. Let d be the greatest common divisor of a and b. We denote a ′ = a/d and b ′ = b/d. Let u and v integers such that a ′ u + b ′ v = 1. Considering the change of variables in the torus x = x a ′ 1 y b ′ 1 , y = x −v 1 y u 1 we obtain an isomorphism between the algebraic varieties f −1 (1) and G m × µ d with µ d the group of d-roots of unity. In particular, we deduce that χ c (f −1 (1) ∩ G 2 m ) is zero. Now, we consider the case
with (p, q) a primitive vector of (N * ) 2 and all µ i are different. The case f (x, y) = x a y b r i=1 (x q y p − µ i ) νi is similar. We denote by N = ap + bq + pq r i=1 ν i . We consider u and v integers such that uq − vp = 1. On the torus, we use the change of variables x = x u 1 y sp 1 , y = x v 1 y sq 1 with s = 1 if N ≥ 0 and s = −1 if N ≤ 0. Remark that if N = 0, the two changes of variables are convenient. We obtain the equality
In particular the variety f −1 (1) ∩ G 2 m is isomorphic to the variety g −1 (1) ∩ G 2 m which Euler characteristic is equal to −r |N |. Indeed if N = 0, the variety is |N | copies of the graph of the function
If N = 0, then the variety is isomorphic to (g −1 (x 1 , 1) = 1) × G m which has Euler characteristic zero. To conclude, it is enough to use Definition 2.2 and remark that
This formula is correct in the case of N = 0 because the area of the triangle is zero.
2.3.
Arcs. -Let X be a k-variety. For any integer n, we denote by L n (X) the space of n-jets of X. This set is a k-scheme of finite type and its K-rational points are morphisms Spec K[t]/t n+1 → X, for any extension K of k. There are canonical morphisms L n+1 (X) → L n (X). These morphisms are A d k -bundles when X is smooth with pure dimension d. The arc space of X, denoted by L(X), is the projective limit of this system. This set is a k-scheme and we denote by π n : L(X) → L n (X) the canonical morphisms called truncation maps. For more details we refer for instance to [12, 22, 10] .
For a non zero element ϕ in K[[t]] or in K[t]/t n+1 , we denote by ord (ϕ) the valuation of ϕ and by ac (ϕ) the coefficient of t ord ϕ in ϕ called the angular component of ϕ. By convention ac (0) is zero. The multiplicative group G m acts canonically on L n (X) by λ.ϕ(t) := ϕ(λt). We consider the application origin π 0 : ϕ → ϕ(0) = ϕ mod t.
Let F be a closed subscheme of X and I F be the ideal of regular functions on X which vanish on F . We denote by ord F the function which assigns to each arc ϕ in L(X) the bound inf ord g(ϕ) where g runs on I F,ϕ(0) . -Let X be a smooth k-variety of pure dimension d and f : X → A 1 k be a morphism. We set X 0 (f ) for the zero locus of f and for n ≥ 1, we consider the scheme
The motivic
In particular for any m ≥ n, the truncation π m (X n (f )) denoted by X (m) n (f ), is a (X 0 (f ) × G m )-variety endowed with the standard action of G m . By smoothness of X, we have the equality
this element is the motivic measure of X n (f ) denoted by mes (X n (f )) and introduced by Kontsevich in [20] . In [11, 14] , Denef and Loeser introduce and prove the rationality of the following motivic zeta function
They define the motivic nearby cycles S f and the motivic Milnor fiber S f,x0 at any point x 0 in X 0 (f ) as 
2.4.2.
Motivic nearby cycles morphism. -Using the weak factorisation theorem, Bittner [3] extends the motivic nearby cycles as a morphism defined over all the Grothendieck ring M X . Guibert, Loeser and Merle [18] give a different construction using the motivic integration theory, we explain it below and we will use it in the following. Definition 2.5. -Let X be a smooth k-variety with pure dimension d, let U be an open and dense subset of X, let F be its complement and let f : X → A 1 k be a morphism. Let n be in N * and δ > 0, we consider the arc space X δ n (f ) := {ϕ ∈ L(X) | ord f (ϕ) = n, ord ϕ * F ≤ nδ} endowed with the arrow (π 0 , ac • f ) to X 0 (f ) × G m . Then, we consider the modified motivic zeta function
Proposition 2.6 ([18]( §3.8)). -Let U be an open and dense subset of a smooth k-variety X with pure dimension. Let f : X → A 1 k be a morphism. There is δ 0 > 0 such that for any δ ≥ δ 0 , the series Z δ f,U (T ) is rational and its limit is independent of δ. We will denote by S f,U the limit − lim T →∞ Z δ f,U (T ).
Remark 2.7. -Some remarks: -With above notations, we deduce immediately from the proof of that proposition, the following equality
Indeed it is enough to compare the computation on a log-resolution of (X, X \ f −1 (0)) of both sides of the equality. The computation of the left hand side term of the equality is done taking track of the origin of arcs above f −1 (0) and then forgetting it after application of the pushforward morphism f ! , whereas the computation of the right hand side term is directly done on the resolution. In the following sections, we will identify M Gm {0}×Gm to M Gm Gm and we will simply write
considering for any n ≥ 1, X δ n (f ) endowed with its structural map to G m . -With the same proof, Proposition 2.6 can be extended to the case of X not necessary smooth but U smooth. Indeed, the singular locus of X is contained in F = X \ U and the first step of the proof is a resolution of (X, F ∪ X 0 (f )). 
2.5.
Motivic zeta function and differential form. -In the following, we will need to use motivic zeta functions of a function and a differential. These are induced by the change of variables associated to Newton transformations and studied for instance in [33] , [2] , [8] . More precisely, we will need to consider a modified version taking account of a closed subset. Definition 2.9. -Let X be a k-variety of pure dimension d and g : X → A 1 k be a regular map. Let U be a smooth open subvariety of X. The singular locus of X is contained in the closed subset X \ U denoted by F . We assume U to be dense in X and X to be endowed with a differential form ω of degree d without poles and which zero locus is a divisor denoted by D and included in F . For any δ > 0, n in N * and l in N * , we define X δ n,l (g, ω, U ) = {ϕ ∈ L(X) | ord g(ϕ) = n, ord ϕ * (I F ) ≤ nδ, ord ω(ϕ) = l} endowed with its structural map (π 0 , ac • g) to (D ∩ g −1 (0)) × G m . For any m ≥ n the truncation π m (X δ n,l (g, ω, U )) is endowed with the standard action of G m . We define the motivic zeta function associated to (g, ω, U ) as
Lemma 2.10. -For any δ > 0, the motivic zeta function Z δ g,ω,U (S, T ) is rational in variables S and T . The evaluation Z δ g,ω,U (L −1 , T ) is well-defined, and when T goes to infinity this series has a limit independent from δ large enough.
Proof. -The differential form ω defines a divisor on X denoted by D. We consider a log-resolution (h, Y, E) of the couple (X, D∪g −1 (0)∪F ) such that h −1 (D), h −1 (g −1 (0)) and h −1 (F ) are normal crossing divisors as union of irreducible components of E. We denote by (E i ) i∈A the set of irreducible components of E. We consider the following divisors 
; for any I in I, U I is a variety defined in [18, §3.4 ] endowed with a structural map to the stratum E 0 I = ∩ i∈I E i \ ∪ j / ∈I E j composed with g and a structural map to G m , and
. More generally, the rationality of S I is shown using a partition of the cone C δ I in subcones (generated by a basis of primitive vectors of Z |I| ) and a toric change of variables. This implies the rationality of the zeta function. Furthermore, we remark that S I (L −1 , T ) and Z δ g,ω,U (L −1 , T ) are well defined. Finally, as in the proof of [18, Proposition 3.8] 
Definition 2.11 (Motivic nearby cycles and Milnor fiber relatively to an open set and a differential form)
Let X be a k-variety of pure dimension d and g : X → A 1 k be a regular map. Let U be a smooth open subvariety of X and F be the closed subset X \ U . Assume U to be dense in X. Let ω be a differential form of degree d without poles and which zero locus is a divisor D included in F . We call the zeta function Z δ g,ω,U (L −1 , T ), motivic zeta function of g relatively to the open set U and the differential form ω and we denote it by
We consider also its limit, still called motivic nearby cycles, which does not depend on δ >> 1,
For any point x 0 in X 0 (g), we consider the motivic Milnor fiber of g at x 0 and relatively to U and ω -In this section we study the function f ε at the (indeterminacy) point (0, 0) with value 0. In order to do that, we denote by F ε the closed subset of A 2 k where f ε is not defined and we consider
We have the following commutative diagram
where i ε is the open immersion given by i ε (x, y) = (x, y, f ε (x, y)) and π ε is the projection along the last coordinate which extends the application f ε to X ε . We will work relatively to the open set U ε = {(x, y, z) ∈ X ε | x = 0} and we denote by I ε the sheaf ideal defining X ε \ U ε . We consider an integer ν in N ≥1 and a differential ω on X ε , with zero locus contained in the divisor "x = 0" of X ε and the restriction to the open set i(
The open set U ε is smooth because it is contained in the image of i ε . The singular locus of X ε is contained in the divisor "x = 0" of X ε . For any arc ϕ in L(X ε ), the condition ord
The motive (S f ε ,ω,x =0 ) ((0,0),0) . -We use notations of subsection 2.6.1. We fix δ > 0. We have
by Definition 2.9 and Remark 2.16, where for any integers n ≥ 1 and k ≥ 1, we define
Remark 2.17. -The origin of each arc of X ε,n,k is ((0, 0), 0) and the generic point belongs to U ε , so from the definition of X ε , for any integers n ≥ 1 and k ≥ 1, there is an isomorphism between X ε,n,k and (x(t), y(t)) ∈ L(A 2 k ) ord x(t) = k, ord ω(x(t), y(t)) = (ν − 1)k, ord y(t) > 0, ord f ε (x(t), y(t)) = n , endowed with the map ac • f ε : (x(t), y(t)) → ac (f ε (x(t), y(t))). In this section, we will identify these arc spaces.
Remark 2.18. -We will use the following notation
It follows from the definition of ω and Remark 2.12 that the limit
does not depend on the chosen differential form ω with zero locus contained in the divisor "x = 0" of X ε . In the following, we will simply denote it by (S f ε ,x =0 ) ((0,0),0) . This motive belongs to M Gm {((0,0),0)}×Gm considered as M Gm Gm as in Remark 2.7.
If M ε < 0 then we have
Proof. -Let (n, k) be in (N * ) 2 . If M ε ≥ 0, then (Z f ε ,x =0 (T )) ((0,0),0) is equal to zero because each arc space X ε,n,k is empty. If M ε < 0, then by Remark 2.17 the arc space X ε,n,k is non empty if and only if n = −εM k. The n-jet space π n (X ε,n,k ) endowed with the canonical G m -action on jets is a bundle over (x −εM : G m → G m , σ Gm ) with fiber A 2n−k and σ Gm is the action by translation of G m defined by σ Gm (λ, x) = λ.x for any (λ, x) in G 2 m . Then by definition, the motivic measure of X ε,n,k is equal to [x −εM : G m → G m , σ Gm ]L −k and the result follows by summation and limit.
2.6.4. Computation of (S f ε ,x =0 ) ((0,0),0) in the case g(0, 0) = 0. -Using notations of subsection 2.6.1, the Newton algorithm and the strategy of the first author and Veys in [8] (see also [7] ), we express the motivic zeta function (Z δ f ε ,ω,x =0 (T )) ((0,0),0) and the motivic Milnor fiber (S f ε ,x =0 ) ((0,0),0) in terms of Newton polygons of f and its Newton transforms.
Notations 2.20. -We use notations R γ and σ (p,q,µ) introduced in Remark 1.7 and Definition 1.10. We define σ Gm and σ G 2 m the actions of G m on G m and G 2 m by σ Gm (λ, x) = λx and σ G 2 m (λ, (x, y)) = (λx, λy). For any (p, q) in N 2 , we consider the differential form
By construction of the Grothendieck ring of varieties in [17, §2] and [18, §2] (see [29, Proposition 3.13 
divisible by x and satisfying g(0, 0) = 0. Let ν be in N ≥1 and ω be the associated differential form in Notations 2.15. Let ε be in {±}. Then, writing (a, b) the horizontal face γ h of N (f ) defined in Definition 1.5, we have for any δ > 0
with σ (p,q,µ) the Newton transformation defined in Definition 1.10.
-
• in the case "ε = +", the motivic Milnor fiber (S f,x =0 ) ((0,0),0) is Proof. -In the case "ε = −", if M ≤ 0, namely f belongs to k[x, y], then 1/f does not vanish, so for any integers n and k, the arc space X −,n,k (defined in formula (2.5)) is empty and the motivic zeta function Z 1/f,ω,x =0 (T ) ((0,0),0) is equal to 0. We give the ideas of the general proof and refer to subsection 2.6.5 for details. In subsection 2.6.5.1, formula (2.20), for ε in {±}, we consider the decomposition of the motivic zeta function
In subsection 2.6.5.2, Proposition 2.31, in the case of the horizontal face γ h defined in Definition 1.5, we show the rationality and compute the limit of Z δ ε,γ h ,ω (T ). This limit does not depend on ω. In subsections 2.6.5.3 and 2.6.5.4 we consider the case of a non horizontal face γ. Depending on the fact that the face polynomial f γ vanishes or not on the angular components of the coordinates of an arc (Remark 2.25), we decompose in formula (2.21) the zeta function Z δ ε,γ,ω (T ) as a sum of Z δ,= ε,γ,ω (T ) and Z δ,< ε,γ,ω (T ). In particular if the face γ is zero dimensional then Z δ,< ε,γ,ω (T ) is zero. See also Remark 2.33. In Proposition 2.32 we show the rationality and compute the limit of the zeta function Z δ,= ε,γ,ω (T ). This limit does not depend on ω. In subsection 2.6.5.4, Proposition 2.37 we prove the decomposition
Applying the Newton algorithm (Lemma 1.13) inductively, using the base cases (Examples 2.38 and 2.39), we recover the rationality of (Z δ f ε ,ω,x =0 (T )) ((0,0),0) , compute (S f ε ,ω,x =0 ) ((0,0),0) and check its independence on ω. Using Proposition 2.4, we deduce from Theorem 2.22 a Kouchnirenko type formula computing the Euler characteristic of the motivic Milnor fiber S 1/f,x =0 ((0,0),0) . This formula will be used in Corollary 3.25.
y] not divisible by x and satisfying g(0, 0) = 0. We denote (a, b) = γ h the horizontal face in Definition 1.5.
-If b = 0 then we have, • in the case "ε = +", we have
• in the case "ε = +", we have
2.6.5. Proof of Theorem 2.22. -In all this subsection we consider the rational function f (x, y) equal to x −M g(x, y) with M in Z and g in k[x, y] not divisible by x and satisfying g(0, 0) = 0. We fix also an integer ν in N ≥1 and denote by ω the associated differential form in Notations 2.15. We consider ε in {±} and δ ≥ 1. -For any face γ of N (f ) with dual cone C γ , for any integers n ≥ 1 and k ≥ 1, using Remark 2.17 we consider X γ ε,n,k = {(x(t), y(t)) ∈ X ε,n,k | (ord x(t), ord y(t)) ∈ C γ } , endowed with its structural map to (ac • f ε ) to G m and we decompose
and m the function defined in Proposition 1.9 relatively to ∆(f ). As ord f ε (x(t), y(t)) = n we have m(ord x(t), ord y(t)) ≤ n/ε = nε.
Two cases occur:
• εn = m(ord (x), ord (y)), namely n = εm(ord x, ord y), if and only if f γ (ac x, ac y) = 0.
• m(ord (x), ord (y)) < nε if and only if dim γ = 1 and f γ (ac x, ac y) = 0.
Notations 2.26. -Let ε be in {±} and γ be a face of N (f ). We introduce some notations.
-We consider the cones of R 2 and R 3
-For any (α, β) be in C δ,= ε,γ and any (n, α, β) in C δ,< ε,γ , we consider the arc spaces
, ac y(t)) = 0, ord f ε (x(t), y(t)) = εm(α, β) and
, ac y(t)) = 0, ord f ε (x(t), y(t)) = n endowed with ac f ε , their structural map to G m -For any δ > 0 and any face γ in N (f ), we consider the motivic zeta function
Furthermore, if γ is not horizontal we consider
Remark 2.28. -As γ is not the horizontal face, we observe that for any n ≥ 1, the following sets are finite
Proposition 2.29. -For any δ > 0, for any ε in {±}, we have the decomposition
with the following equality for any non horizontal face γ in N (f )
Proof. -The proof follows from the additivity of the measure, using equality (2.16) for (2.20) and Remark 2.25 for (2.21).
2.6.5.2. Rationality and limit of Z δ ε,γ h ,ω (T ). -In this subsection we study the case of the horizontal face γ h .
-If x is a real number, we will denote by [x] its integral part. We use N (f ) ε defined in Notations 2.13. The dual cone of γ h is C γ h = R >0 (0, 1) + R >0 (p, q) with (p, q) a primitive vector and p = 0. Let N = ap + bq = (γ h | (p, q)).
is computed in formula (2.26) and converges to 1.
is computed in formula (2.27) and converges to 0.
is computed in formula (2.28) and converges to 0.
Proof. -Assume first b = 0. Then, by Remark 2.25, for any arc (x(t), y(t)) with (ord x(t), ord y(t)) in C γ h we have ord f ε (x(t), y(t)) = εm(x(t), y(t)) = εaord x(t).
• Assume εa ≤ 0 then for any (n, k) in N * 2 , the set X δ n,k,γ h is empty and Z δ ε,γ h (T ) = 0. • Assume εa > 0 and δ > 1. As aε is an integer, the condition δord f ε (x(t), y(t)) ≥ ord x(t) is satisfied. Then applying formula (2.17), we have Z δ ε,γ h ,ω (T ) = k≥1 L −(ν−1)k mes (X γ h ε,εak,k )T εak . We prove now formula (2.22) with
A couple (k, l) in (N * ) 2 belongs to C γ h if and only if pl > qk. Then, for any k ≥ 1 we have
and by definition of the motivic measure, we get mes (
We obtain equality (2.24), writing k as lp + r with l in N and r in {0, . . . , p − 1}, and by decomposition of Z δ ε,γ h ,ω (T ) as the sum of p formal series
Assume b = 0, by Remark 2.25, for any arc (
In particular, the motivic zeta function can be written as
. By definition of the motivic measure and Remark 2.21, we get mes (
-Assume "ε = +" and N = ap + bq > 0, namely q p > − a b , then there is δ 0 > 0 such that for any δ ≥ δ 0 , q p ≥ 1−aδ bδ then, for any (k, l) in C γ h , we have δ(ak + bl) > δk(a + bq/p) ≥ δk(a + (1 − aδ)/δ) = k inducing the equality
. Then, applying Lemma 2.1 formula (2.1), we obtain
with P = (]0, 1](0, 1)+]0, 1](p, q)) ∩ N 2 . We have lim T →∞ R δ γ h ,ε,ω (T ) = 1. -Assume "ε = +" and N = ap + bq ≤ 0, namely q p ≤ − a b (this case occurs only for a < 0), then for any δ > 0, 1−aδ bδ > q p and in that case, we remark that
, then there is δ 0 > 0 such that for any δ ≥ δ 0 , we have −(1 + aδ)/(bδ) > q/p and in that case C δ,= ε,γ h = R ≥0 (p, q) + R >0 ω δ with ω δ = (bδ, −(1 + aδ)) and by Lemma 2.1 formula (2.3) we have
2.6.5.3. Rationality and limit of Z δ,= ε,γ (T ) for γ non horizontal. -We use the subset N (f ) ε of N (f ) defined in Notations 2.13 and the actions σ γ defined in Remark 2.21. Similarly to [16] , [17] and [29] we have Proposition 2.32. -Let γ be a non horizontal face of N (f ). The motivic zeta function Z δ,= ε,γ,ω (T ) is rational and for δ large enough, we have the convergence
is a rational function computed in formula (2.31) which does not depend on δ large enough and converges to 1,
is a rational function as in formula (2.32) and converges to 0. -If γ is a one dimensional face supported by a line of equation
is computed in formula (2.33), does not depend on δ and converges to −1.
Proof. -Let γ be a non horizontal face of N (f ). We use Notations 2.26. For any
Then, using Remark 2.21 we have formula 2.29, with
The proof of Proposition 2.32 follows from Lemma 2.1 using the following description of the cone C δ ε,γ . -Assume γ is a zero dimensional face equal to (a, b) with b > 0. The associated cone C γ has dimension 2. It can be described as C γ = R >0 ω 1 + R >0 ω 2 where ω 1 and ω 2 are the primitive normal vectors of adjacent faces γ 1 and γ 2 of γ, elements of N * × N, because γ is not horizontal. For any (α, β) in C γ , we have m(α, β) = (γ | (α, β)).
• Assume ε(ω 1 | γ) > 0 and ε(ω 2 | γ) > 0, namely γ ∈ N (f ) ε . Let δ be a positive real number satisfying
In that case the cone C δ,= ε,γ is equal to C γ . Indeed, let (α, β) be in C γ . There are real numbers λ and µ in R >0 such that (α, β) = λω 1 + µω 2 . Then, the inequalities defining the cone C δ,= ε,γ are satisfied:
Then, applying Lemma 2.1 we obtain
Let
• Assume ε(γ | ω 2 ) > 0 and ε(γ | ω 1 ) < 0. The case ε(γ | ω 1 ) > 0 and ε(γ | ω 2 ) < 0 is symmetrical. By convexity, annulling the linear form (γ | .), the vector ω = (b, −a), is an element of the cone C γ . We observe that any element u in R >0 ω + R ≥0 ω 1 ⊂ C γ does not belong to C δ,= ε,γ , because εm(u) < 0. Then, we conclude that
-Assume γ is a one dimensional compact face supported by a line with equation mp + nq = N with (p, q) non negative integers and gcd(p, q) = 1. In particular in that case we have C γ = R >0 (p, q). Let (a, b) be a point in γ with integral coordinates. Then, for any (kp, kq) in C γ we have m(kp, kq) = ((a, b) | (kp, kq)) = kN and
In particular, under the condition εN ≤ 0 the set C δ,= ε,γ is empty, otherwise for any δ ≥ p εN , the set C δ,= ε,γ is equal to C γ . Applying Lemma 2.1 we obtain the following expression of R δ γ,ε,ω (T ) implying its convergence to −1 For any k > 0, denoting α = pk and β = qk, we have
Proof. -The proof is similar to that of [8, Lemma 3.3] (see also [7, Proposition 6] or the proof of Proposition 3.53 below). 
. In particular the Newton transform f σ (p,q,µ) satisfies the same type of conditions on f , defined in subsection 2.6.1, and the motive (S f ε σ (p,q,µ)
,ωp,q,µ,v =0 ) ((0,0),0) is well defined. 
In particular we have,
Proof. -Let γ be a one dimensional face of N (f ). For any element (α, β) in C γ there is k > 0 such that α = pk and β = qk. Note that m(α, β) = m(pk, qk) = kN . By Notations 2.26, we remark that the cone
m(pk, qk) < εn, 1 ≤ pk ≤ nδ . Using this notation we prove equality (2.34) . For any integer n, we consider
Using Proposition 2.35 we have
but using the definition of the zeta function in formula (2.4) we have
In particular we can conclude thanks to section 2.5, for δ large enough, that the motivic zeta function is rational and has a limit independent on δ when T goes to infinity − lim
Proof. -As U is a unit, as all the arcs (x(t), y(t)) used in the computation of the motivic Milnor fiber at the origin satisfy (x(0), y(0)) = (0, 0), we can assume U (x, y) = 1. As f is a monomial its Newton polygon N (f ) has only one face, the horizontal face γ h = (−M, m) and the proof follows immediately from Proposition 2.31.
with U (0, 0) = 0 and g(x, y) = a+bq>q c a,b x a y b in k[x, y]. We denote by γ the one dimensional compact face. Let ν ∈ N ≥1 and ω the associated differential form in Notations 2.15. Then, there is δ 0 > 0, such that for any δ ≥ δ 0 , we have 
Proof. -The proof is similar to [7, Example 3] . We start the proof by some preliminary remarks. 
,ω (T ). The rationality and the limit of Z δ ε,x qm−M ,ω (T ), Z δ ε,x −M y m ,ω (T ) and Z δ,= ε,γ,ω (T ) are given in Propositions 2.31 and 2.32.
We introduce, for any (k, l) in (N * ) 2 X < l,k (h) = ϕ = (x(t), y(t)) ∈ L(A 2 k ) ord x(t) = k, ord y(t) = qk, ac y(t) = µac x(t) q , ord h(ϕ(t)) = l endowed with the map to G m : (x(t), y(t)) → (ac x) −M (ac h(ϕ)) m ε . Remark that, if X < l,k is not empty, then l > kq.
As h is a polynomial Newton non-degenerate, we have (see for instance [16, Lemme 2.1.1], [18] or [29, Lemme 3.17] )
Using the construction of the Grothendieck ring M Gm Gm , we obtain the equality
The rationality result is a consequence of Lemma 2.1.
-If M ≤ 0 and "ε = +" then the assumption −M k + ml > 0 is always satisfied, the condition k ≤ (−M k + ml)δ is also satisfied for any δ ≥ 1. Then we haveC δ = {(k, l) ∈ (R >0 ) 2 | kq < l} = R >0 (0, 1) + R >0 (1, q) and by Lemma 2.1 denoting P = (]0, 1](0, 1)+]0, 1](1, q)) ∩ N 2 we have
-If M > 0 and "ε = +" remark that for any δ > 0, mδ
• if mq − M ≤ 0, namely γ / ∈ N (f ) + then we have the inequalities mδ/(1 + M δ) < m/M ≤ 1/q implying C δ = (k, l) ∈ (R >0 ) 2 k ≤ mδ 1+Mδ l = R ≥0 (0, 1) + R >0 ω δ with ω δ = (1, (1 + M δ)/(mδ)). By Lemma 2.1 denoting P = (]0, 1](0, 1)+]0, 1]ω δ ) ∩ N 2 we have
• if mq − M > 0, namely γ ∈ N (f ) + , then for δ large enough we have, the inequalities
By Lemma 2.1 denoting P = (]0, 1](0, 1)+]0, 1](1, q)) ∩ N 2 , we have
-If M ≤ 0 and "ε = −", namely γ / ∈ N (f ) − , then the coneC δ is empty and S δ ω (T ) = 0.
with here ω δ = (1, (M δ − 1)/(mδ)) and by Lemma 2.1 denoting P = (]0, 1]
Finally applying Proposition 2.31 and Proposition 2.32 we obtain -if M < 0 then 
Motivic invariants at infinity and Newton transformations
With these notations, we denote by X ∞ the closed subset X \ i(A 2 k ) and by ∞ the point [0 : 1]. We identify a with the point [1 : a] and we denote 1/f the extension of 1/f on X \f −1 (0) and for any value a, we considerf − a the extension of f − a on X \f −1 (∞). In the following, we will compute rational forms of motivic zeta function using a specific compactification defined in subsection 3.3.1.
Motivic
Milnor fiber at infinity. -In this subsection, we recall the notion of Milnor fiber at infinity and motivic Milnor fibers at infinity of a polynomial f in C[x, y], which is a consequence of the studies of Bittner [3] , Guibert-Loeser-Merle [19] on motivic Milnor fibers and developed for instance in [23] and [29] .
3.1.1. Milnor fibration at infinity. -The following result is a consequence of ideas of Thom, see for instance [26] .
is a C ∞ -locally trivial fibration called Milnor fibration at infinity of f . The Milnor fiber at infinity is up to an homeomorphism the fiber f −1 (a) for a > R. The monodromy at infinity is induced by the action of π 1 (C \ D(0, R)) on f −1 (a). 
is rational for δ large enough and has a limit when T goes to infinity independent from the parameter δ. We denote
The motive S f,∞ does not depend on the chosen compactification and is called motivic Milnor fiber at infinity of f . 0) ,0) and the motivic Milnor fiber at infinity is
. In particular, we have By Remark 3.42, it is enough to consider faces γ in N ∞ (f ) o namely faces of N ∞ (f ) which do not contain the origin. In Proposition 3.46, we show the rationality and compute the limit of Z δ γ,− (T ) in the case of a zero dimensional face γ contained in a coordinate axis. In Proposition 3.48 and section 3.3.7, we consider the case of a face γ not contained in a coordinate axis. Depending on the fact that the face polynomial f γ vanishes or not on the angular components of the coordinates of an arc (Remark 3.41), we decompose in formula (3.40) the zeta function Z δ γ,− (T ) as a sum of Z δ,= γ,− (T ) and Z δ,< γ,− (T ). In particular if the face γ is zero dimensional then Z δ,< γ,− (T ) is zero. In Proposition 3.48 we show the rationality and compute the limit of the zeta function Z δ,= γ,− (T ). In Proposition 3.54 and Proposition 3.56, we prove the decomposition
We use section 2.22 to obtain the rationality and an expression of the limit of (Z We assume now that f (x, y) = P (x a y b ) with f (0, 0) = 0, (a, b) in (N * ) 2 and P in k[s] of degree d. We denote by γ the face (ad, bd). Remark that by assumption N ∞ (f ) is the segment [(0, 0), (da, db)] not contained in a coordinate axis. Then, by Proposition 3.44, Remark 3.42 and Remark 3.50, we have the equality Remark 3.11. -We recall that the Milnor fiber at infinity F ∞ of f is the fiber f −1 (R) for R large enough, then it is homeomorphic to the generic fiber f −1 (a gen ) of f , then we have χ c (F ∞ ) = χ c (f −1 (a gen )).
Using that result, Proposition 2.4 and Theorem 3.8 we have 
otherwise in the general case we have
((0,0),0) , with ε (a0,0) (resp. ε (0,b0) ) is equal to 1 and otherwise 0, if and only if (a 0 , 0) (resp. (0, b 0 )) is a face of N ∞ (f ). 
with f 1 and f 2 defined in formulas (1.9) and (1.11).
• Applying Theorem 2.22, we have
is a base case of Theorem 1.17, with M = 3 and m = 1, by Example 2.39 we have (S 1/(f1)
,v1 =0 ) (0,0),0 = 0. • As the set N (f 2 ) − is empty, applying Theorem 2.22, we have (S 1/f2,v =0 ) ((0,0),0) = 0.
Assume now k = C. By Corollary 3.12, we compute the Euler characteristic of the generic fiber of f . We have 
λ-invariant
. -Let f be a non constant polynomial in C[x, y]. We denote by d its degree and by f 0 , . . . , f d , its homogeneous components. In this paragraph, we recall for any value a the definition of the invariant λ a (f ), which roughly speaking measures the non equisingularity at infinity of the fibers of f in P 2 C , see for instance formula (3.10). We consider first, the algebraic variety V = {([x : y : z], a) ∈ P 2 C × A 1 C | G(x, y, z, a) = 0} with G(x, y, z, a) =f (x, y, z) − az d wheref is the homogeneous polynomial associated to f . We denote by i V : A 2 C → V the open dominant immersion which maps (x, y) on ([x : y : 1], f (x, y)). We denote byf V : V → A 1 C the application which maps ([x : y : z], a) to a. The triple (V, i V ,f V ) is a compactification of f . The singular locus of V is the closed subset, denoted by V sing , and given by the equations
We observe that V sing is equal to the product P × A 1 C where P is the closed subset of P 2 C defined by (3.9). As ∂f d ∂x , ∂f d ∂y and f d−1 are homogeneous polynomials in two variables, their zero locus in P 1 C is a finite set, thus P is a finite set. We assume f has isolated singularities. Let p 0 = [x 0 : y 0 : 0] be an element of P. We can assume for instance x 0 = 0. Then we work in the chart x = 0 with the coordinates u = y/x and v = z/x. We define u 0 = y 0 /x 0 , v 0 = 0 and for any a in C, we consider the polynomial H a (u, v) = G(1, u, v, a). The point (u 0 , v 0 ) is an isolated critical point of H a , and we denote by µ p0 (a) the Milnor number µ (u0,v0) (H a ), it does not depend on the choice of the chart. It follows from Thom-Mather theorem that the set of values µ p0 (a) parametrised by a is finite. We finally define for any value a, the classical invariants By upper semi-continuity of the function a → µ p0 (a) (see for instance [4, Prop 2.3]), we observe that λ a (f ) ≥ 0 and equal to zero for almost every value a. This invariant was studied by Suzuki in [30] , Hà and Lê in [34] or the first author in [5] . We refer to [1] or [32] for generalization in dimension ≥ 3. It follows from these references and Theorem 3.16 that We recall some notions of [29, §4] (see also constructions of Matsui, Takeuchi and Tibȃr in [23] , [24] and [31] 
does not depend on the chosen compactification (X, i,f ) and is called motivic nearby cycles at infinity of f for the value a. 
is the limit of the motivic zeta function
with δ an integer large enough (Proposition 2.6) and for any n ≥ 1
endowed with the structural application to (f −1 (a) ∩ X ∞ ) × G m , ϕ → (ϕ(0), ac ((f − a)(ϕ))). -Similarly to Remark 2.7, we will identify M Gm {a}×Gm with M Gm Gm .
In [15] , Fantini and the second author proved the following result stated in dimension 2 here: -If N (f ) is not a segment, then we have
-If f is the monomial x a y b , then we have
-If N (f ) is a segment, we denote by γ the one dimensional face of N (f ). It is a segment with vertices (a 0 , b 0 ) and (a 1 , b 1 ) such that a 0 ≤ a 1 and if a 0 = a 1 then b 0 < b 1 . We define δ (a0,b0) as 1 if (a 0 , b 0 ) = (0, 0) otherwise 0. We choose an equation of the underlying line of γ as ap + bq = N with (p, q) in Z 2 \ (Z ≤0 ) 2 and coprime • If pq < 0, we have 
, with δ N = −1 if N = 0 otherwise 0, and for any root µ, ν(µ) is the multiplicity of µ.
• If pq ≥ 0 we have
All these formulas use Assume N (f ) is not a segment. We only consider faces γ, such that the dual cone C γ is not contained in Z ≤0 × Z ≤0 , then we only consider faces in N (f ). Depending on the fact that the face polynomial f γ vanishes or not on the angular components of the coordinates of an arc (Remark 3.41), we decompose in formula (3.40), the zeta function Z δ γ,+ (T ) as a sum of Z δ,= γ,+ (T ) and Z δ,< γ,+ (T ). In particular if the face γ is zero dimensional then Z δ,< γ,+ (T ) is zero and the case of faces contained in coordinate axes is done in Proposition 3.47. In Proposition 3.49 we show the rationality and compute the limit of the zeta function Z δ,= γ,+ (T ). In Proposition 3.54 and Proposition 3.56, we prove the decomposition
.
We use section 2.22 to obtain the rationality and an expression of the limit of Z Assume N (f ) is a segment. We denote by γ the one dimensional face of N (f ). It is a segment with vertices (a 0 , b 0 ) and (a 1 , b 1 ) such that a 0 ≤ a 1 and if a 0 = a 1 then b 0 < b 1 . We choose an equation of the underlying line of γ as ap + bq = N with (p, q) in Z 2 \ (Z ≤0 ) 2 and coprime.
-Assume pq < 0. In that case we have C γ ∩Ω = R >0 (p, q) + R >0 (−p, −q), then using similar ideas as in the previous case, we obtain formula (3.16) . We remark also that for any Newton transformation at infinity σ associated to a root µ of f with multiplicity ν, the Newton transforms f σ (p,q,µ) and f σ(−p,−q,µ) have the form u(v, w)v −N w ν and u(v, w)v N w ν with u a unit. Applying Example 2.38, formula (3.17) is satisfied. -Assume pq ≥ 0. In that case we have C γ ∩Ω = R >0 (p, q) and then, using similar ideas as in two previous cases, we obtain formula (3.18) . We prove now formula (3.19) . First of all, as pq ≥ 0 we necessarily have N > 0, then ε γ = 0 and as above (S fσ (p,q,µ) ,v =0 ) ((0,0),0) is zero for any roots µ of f . Furthermore,
• if a 0 = 0 (resp b 1 = 0) then the intersection C (a0,b0) ∩ H (a0,b0) ∩ Ω is empty and ε (0,b0) = 0 (similarly ε (a1,0) = 0).
and we obtain ε (a0,b0) = 0 (similarly ε (a1,b1) = 0) by Proposition 3.49. The monomial case follows from Proposition 3.49. -Assume N (f ) is not a segment. Then we have,
, where ε γ belongs to {0, 1} for faces of dimension 1. -Assume f to be quasi homogeneous polynomial with simple roots and which is not monomial. Let γ be its one-dimensional face with primitive exterior normal vector (p, q) and underlying line of equation ap + bq = N . Then, we have -The global Newton polygon of f is a segment, then applying Theorem 3.23 we have (−1,1,1) ,x1 =0 ) (0,0),0 + (S f σ(1,−1,1) ,x1 =0 ) (0,0),0 .
We compute now the coefficients ε x , ε x 2 y , ε x 2 y−x and the motives (S f σ (−1,1,1 (−1, 1) .
Then, by Proposition 3.47 we conclude that ε x = −1.
• We have C x 2 y = {(α, β) | α + β > 0} and H x 2 y = {(α, β) | 2α + β < 0}. In particular we have (−1, 2) .
Then, by point 2(b)ii of Proposition 3.49 we conclude that ε x 2 y = 0.
• By point 4b of Proposition 3.49, we have ε x 2 y−x = 1.
• We have f σ (−1,1,1 ) (x 1 , y 1 ) = x 1 y 1 (y 1 +1) and by Example 2.38 S f σ (−1,1,1 
1 y 1 and by Example 2.38 S f σ(1,−1,1) ,x1 =0 (0,0),0 = 0. From equality 3.23, we obtain 
By Remark 3.24 and Propositions 3.47 and 3.49 , we have ε y = 0, ε x 2 = 0, ε γ (0) 1 = 0, ε γ (0) 2 = 0 and ε x 4 y 6 = 0. Furthermore, N (f 1 − c) + is empty and by Theorem 2.22, we have (S f1−c,v =0 ) (0,0),0 = (S (f1)
− c is an Example 2.39 with M = 3 and m = 1 by formula (1.9), then we obtain the equality
The set N (f 2 − c) + is empty and by Theorem 2.22, we have 
As the Newton transform (f 2 ) σ (2) It has only one vertex (a 0 , b 0 ) if its dimension is zero, otherwise it has two vertices (a 0 , b 0 ) and (a 1 , b 1 ) with a 0 > a 1 .
• Assume the polynomial P γ0 (s) − c 0 has a root µ with multiplicity ν ≥ 2. 
((0,0),0) = 0 which contradicts formula (3.25) . • If all the roots of P γ (s) − c 0 are simple, then necessarily the face γ 0 is not smooth and b 0 ≥ 2. Then, arguing as in (2b) we obtain a contradiction with formula (3.25). -If c 0 is a Newton generic value for h, and c 0 belongs to B Newton h , then there is a polynomialh in the Newton algorithm of h − c 0 , which by assumption has isolated singularities and such that c 0 belongs to B Newtoñ h , then as above we havẽ
((0,0),0) = 0 which is a contradiction with formula (3.25). Proof.
-As f has isolated singularities in C 2 , it follows from Lemma 1.35 that for any composition Σ of Newton transformations, f Σ has isolated singularities in C * × C. Let c 0 be in C \ disc(f ) with λ c0 (f ) = 0. We consider the computations of λ c0 (f ) in Corollary 3.25 for f − c 0 .
• Assume f − c 0 is not a quasi homogeneous polynomial. As λ c0 (f ) = 0, using Lemma 3.32 we observe that in formula (3.21) we have ε γ = 0 for any one dimensional face γ in N (f − c 0 ) and for any Newton transformation in the first step of the Newton algorithm at infinity of f − c 0 , we have and then neither, to any B Newton fΣ for any composition Σ of Newton transformations. Thus, to prove the result it is enough to show that c 0 is not a non Newton generic value at infinity. We proceed by contradiction. Assume c 0 is a non Newton generic value at infinity. So, there is a dicritical face at infinity γ 0 of f with face polynomial P γ0 (x m y n ) with P γ0 in C[s].
1. Assume c 0 = f (0, 0). The polynomial P γ0 (s) − c 0 has a root µ of multiplicity ν ≥ 2. We denote by (p, q) the primitive exterior normal vector to the face γ 0 . Applying the corresponding Newton transformation σ (p,q,µ) , we get
where u and u k,l are units. We remark that N + (f − c 0 ) is not empty and contains a face of dimension 1, then it follows
((0,0),0) = 0 which is a contradiction with formula (3.27). 2. Assume c 0 = f (0, 0). Let γ be the face of maximal dimension of N (f − c 0 ) such that γ ∩ γ 0 = ∅. It has only one vertex (a 0 , b 0 ) if its dimension is zero, otherwise it has two vertices (a 0 , b 0 ) and (a 1 , b 1 ) with a 0 < a 1 .
-Assume that the polynomial P γ0 (s) − c 0 has a root µ with a multiplicity ν ≥ 2.
(a) Assume the root µ = 0. The situation is similar to above case 1 and gives a contradiction. -Assume that the dicritical face at infinity γ 0 is non smooth. As c 0 is a non critical value of f and c 0 = f (0, 0), the point (0, 0) is not critical and x or y is in the support of f − c 0 . Assume for instance x is in the support (the case of y in the support is similar). The dicritical face γ 0 is supported by an equation pα + qβ = 0 with p < 0 and q > 0. By assumption γ 0 is non smooth, then q is different from 1. In particular, the face γ does not have a point of coordinate (1, |p|) and we necessarily have a 0 > 1. Then, we are in the similar case as 2b and obtain a contradiction.
• Assume f − c 0 is a quasi homogeneous polynomial. As λ c0 (f ) = 0, by Corollary 3.25, we consider the cases pq < 0 with N = 0 and pq ≥ 0.
-Assume pq < 0 and N = 0. If f − c 0 has a root µ with multiplicity ν ≥ 2, then f does not have isolated singularities. If f (0, 0) = c 0 then as c 0 is not a critical value, (0, 0) is not a critical point then x or y belongs to the support of f − c 0 which is a contradiction with the assumption N = 0. Then c 0 does not belong to B Newton f . -Assume pq ≥ 0. As f − c 0 is quasi homogeneous, we have f (0, 0) = c 0 . As c 0 is not critical then as above (0, 0) is not a critical point and we can assume that x is in the support, then up to a constant, there is p in N * such that f ( , the face polynomial (h − c) γ has simple roots. Then, for any root µ of (h − c) γ , the Newton transform (h − c) σ (1,q,µ) is an Example 2.38 or 2.39 with M = 0 and m = 1. Then, we have (S (h−c)σ (1,q,µ) ,v =0 ) (0,0),0 = 0 and as above applying Theorem 2.22 we have (S h−c,x =0 ) (0,0),0 = 0. * If c = c (0,0) (h), then as c / ∈ B Newton f , the face γ is smooth and the polynomial P (s) − c has simple roots. In particular, the polynomial h has a monomial x −M ′ y with M ′ > 0.
· Assume the horizontal face of h − c is (a, 0). Necessarily we have a > 0. The polynomial h − c has at most two one dimensional faces: the associated face to the dicritical face of h still denoted by γ, and a one dimensional with vertices (a, 0) and (−M ′ , 1) denoted by γ ′ . We can assume the face polynomial
is an Example 2.38 or 2.39 with M = a > 0 and m = 1 then we have
By Theorem 2.22 we have
As in the proof of Example 2.39 we have . Then, applying the induction we obtain (S (h−c)σ (p ′ ,q ′ ,µ) ,v =0 ) (0,0),0 = 0 and we conclude that (S h−c,x =0 ) (0,0),0 = 0. . Then, applying the induction we obtain (S (h−c)σ (p ′ ,q ′ ,µ) ,v =0 ) (0,0),0 = 0 and we conclude that (S h−c,x =0 ) (0,0),0 = 0.
-Assume c is equal to the constant term c (0,0) (h) of h. In particular (0, 0) does not belong to the support of h − c.
• If h does not have a dicritical face, then we argue as above and get the result.
• Assume that h has a dicritical face γ. As c does not belong to B Newton h , the dicritical face γ is smooth and supported by a line of equation α + βq = 1. Furthermore the face polynomial of h γ is P γ (x −q y) and the polynomial P γ (s) − c has simple roots. Then, we deduce that h has a monomial x −q y and for each non zero root µ of P γ (s) − c we have as above (S (h−c)σ (p,q,µ) ,v =0 ) (0,0),0 = 0.
* Assume the horizontal face of h − c is (−q, 1) then N (h − c) + is empty and again by Theorem 2.22 we have . Then, applying the induction we obtain 
Using similar ideas of the end of the proof of Example 2.39, we have . Then, applying the induction we obtain (S (h−c)σ (p ′′ ,q ′′ ,µ) ,v =0 ) (0,0),0 = 0 and we conclude that (S h−c,x =0 ) (0,0),0 = 0. Proof. -We assume c / ∈ B Newton and prove that S ∞ f,c = 0 using formulas (3.14) , (3.17) and (3.19) .
-Assume c = f (0, 0). We remark first that the point (0, 0) belongs to the support of f − c, then we have ε γ = 0 for any face γ in N (f − c) = N ∞ (f ). Indeed:
• each one-dimensional face γ not contained in a coordinate axis is supported by a line of equation ap + bq = N with N > 0, and (p, q) the primitive exterior normal vector to N ∞ (f ). Then applying Proposition 3.49, we obtain that ε γ = 0. • each one dimensional face γ contained in a coordinate axis, has a dual cone C γ which does not intersect Ω, then by Proposition 3.49 ε γ = 0. • for any face γ which is not horizontal, not vertical, and not in N (0,∞) , N (∞,0) , and N (∞,∞) , the dual cone C γ does not intersect Ω, then by Proposition 3.49 ε γ = 0. • As (0, 0) belongs to the convex polygon N (f − c), using Remark 3.24 we have ε γ = 0 for any zero dimensional face of N (f − c).
• If γ is a dicritical face at infinity, then the face polynomial 
Remark 3.37. -We use notations of Definition 3.1 of the closed subset at infinity X ∞ and values ∞ and a. The fiber
is covered by three charts:
If "ε = +", we simply writef forf + , this function extends f and is equal to z 1 /z 0 . If "ε = −", we simply write 1/f forf − , this function extends 1/f and is equal to z 0 /z 1 . For any n ≥ 1, for any δ ≥ 1, we consider
endowed with the map acf ε to G m . Following Definition 2.5 we denote
and by subsections 3.1.2 and 3.2
where coordinates are formal series in k[[t]] satisfying the equation
and such that none of the couples (x 0 (0), x 1 (0)), (y 0 (0), y 1 (0)) and (z 0 (0), z 1 (0)) is equal to (0, 0). In the following, we only work with arcs not contained in the closed subset X \ i(G 2 m ), namely such that the orders of x 0 (t), x 1 (t), y 0 (t), y 1 (t) are finite. The set of arcs contained in X \ i(G 2 m ) has motivic measure zero. For an arc ϕ as above, we will denote x(ϕ) = x 1 (t)/x 0 (t) and y(ϕ) = y 1 (t)/y 0 (t).
With these notations, we have ordf ε (ϕ) = ord f ε (x(ϕ), y(ϕ)) = εord (z 1 (t)/z 0 (t)).
Remark 3.39. -Let δ > 0 and n ≥ 1. Let ϕ be an arc in X δ n (f ε ). Its origin ϕ(0) belongs to X ∞ , then the product x 0 (0)y 0 (0) is equal to 0 and we consider the following three cases:
1. if x 0 (0) = y 0 (0) = 0 then the arc can be written as
with ordA(t) > 0, ordB(t) > 0 and ordf ε (1/A(t), 1/B(t)) = n. Remark that ordx(ϕ) = −ordA(t), ordy(ϕ) = −ordB(t).
The origin ϕ(0) = ([0 : 1], [0 : 1], [z 0 (0) : z 1 (0)]) belongs to the chart x 1 y 1 = 0. As the equation of X ∞ around ϕ(0) is x 0 y 0 = 0, we have the equality ord ϕ * (I X∞ ) = ord A(t) + ord B(t). 2. if x 0 (0) = 0 and y 0 (0) = 0, then the arc can be written as 
Let P (t) and Q(t) be invertible formal series. Then, we obtain the equalities
In particular, by equation (3.31) , for an arc ϕ in L(X), writing x(ϕ) = P (t)/t α and y(ϕ) = Q(t)/t β , we have: For any face γ in N (f ) \ {γ h , γ v }, the dual cone C γ does not intersect Ω, then Z δ γ,ε (T ) = 0. -We assume that the face γ is not contained in a coordinate axis. For any integer n ≥ 1 and δ > 0, for any (α, β) in C γ ∩ Ω, we consider the arc spaces endowed with their structural map acf ε to G m X n,(α,β) (f ε ) := ϕ ∈ X δ n (f ε ) −(ord x(ϕ), ord y(ϕ)) = (α, β) ,
, ac y(ϕ)) = 0 , and X < n,(α,β) (f ε ) := ϕ ∈ X n,(α,β) (f ε ) f γ (ac x(ϕ), ac y(ϕ)) = 0 . The sets Ω ∩ C δ,= γ,ε and C δ,< γ,ε ∩ ({n} × Ω) are finite for any integer n, and we introduce
mes (X = m(α,β),(α,β) )(f ε ))T n and Z δ,< γ,ε (T ) = n≥1 (α, β) ∈ Ω (n, (α, β)) ∈ C δ,< γ,ε mes (X < n,(α,β) (f ε ))T n .
We deduce from Remark 3.41 and from the additivity of the measure the following proposition: For any face γ which is not contained in a coordinate axes we have 
Similarly, let γ be a face (a 0 , 0) in N ∞ (f ). There is δ 0 such that for any δ ≥ δ 0 , the motivic zeta function Z δ γ,− (T ) is rational
-Assume that η belongs to Z ≤0 × Z >0 . Writing η = (p, q) with p ≤ 0 and q > 0. We observe that
and we conclude that for any n ≥ 1, X δ n,γ -Assume that η belongs to Z >0 × Z >0 . Writing η = (p, q) with p > 0 and q > 0. We observe that
In particular we denote
We decompose the zeta function following these quadrants Z 
• By Remark 3.39, for any arc ϕ in X δ n,(≥,>) (1/f ) we have the equality ordϕ * (I X∞ ) = −ordx(ϕ)−ordy(ϕ). For any δ satisfying δ > δ 3 = max 1 b0 , p+q b0q = p+q b0q , we have the inequality ordϕ * (I X∞ ) ≤ δord(1/f )(ϕ) = −δb 0 ord y(ϕ), for any arc ϕ in L(X) with −(ordx(ϕ), ordy(ϕ)) in R >0 (0, 1)+R ≥0 η. Indeed, let −(ordx(ϕ), y(ϕ)) = k(0, 1)+l(p, q), we have −ord x(ϕ) − ord y(ϕ) = k + l(p + q) ≤ δb 0 k + δb 0 lq ≤ −δb 0 ord y(ϕ). Then, we can decompose Z δ γ,(≥,>) (T ) = n≥1 (α,β)∈C γ,(≥,>) n=βb 0 mes (X (α,β) )T b0β , with for any (α, β) in C γ,(≥,>)
It follows from standard computations of motivic measure that
In particular applying Lemma 2.1 and using P γ = (]0, 1](0, 1)+]0, 1]η) ∩ Z 2 we obtain that
By symmetry, we obtain a similar result for a zero-dimensional face (a 0 , 0). Proposition 3.47 (Case "ε = +"). -Let γ be a face (a, 0) or (0, b) of N (f ). There is δ 0 such that for any δ ≥ δ 0 , the formal series Z δ,= γ,+ (T ) is rational and equal to Z δ γ, There is δ 1 > 0 such that for any δ > δ 1 , we have C δ,= γ,+ ∩Ω = R >0 (−1, 0) + R >0 η and ε γ = −1.
Proof. -Let γ be a face (a, 0) in N (f ) with a > 0. The dual cone of γ has dimension 2. Remark that, for any integer n ≥ 1, for any arc ϕ in X δ n,γ (f ), by Remark 3.41 we have ordf (ϕ) = ord x(ϕ)a = n > 0 which implies that ord x(ϕ) > 0, namely −(ord x(ϕ), ord y(ϕ)) belongs to C γ ∩ H γ ∩ Ω. If C γ ∩ H γ ∩ Ω is empty then Z δ γ,+ (T ) = 0. Assume C γ ∩ H γ ∩ Ω = R >0 (−1, 0) + R >0 (p, q) with p < 0 and q > 0. We observe that
and we conclude that for any n ≥ 1, 
3.3.6. The formal series Z δ,= γ,ε (T ) for γ not contained in a coordinate axes. -Proposition 3.48 (Case "ε = −"). -We assume f (0, 0) = 0.
-If f can be written as f (x, y) = P (x a y b ) with P in k[s] of degree d with (a, b) in (N * ) 2 . Let γ be the face (ad, bd) of N ∞ (f ). If δ > max(1/(da), 1/(db)) then we have
where R δ γ,= (T ) is rational and given in formula (3.66) . -Assume f is not of the previous form. Let γ be a face in N ∞ (f ) o and not contained in a coordinate axes. There is δ 0 > 0 such that for any δ > δ 0 , we have 
. By Remark 2.21 (see also [29, Proposition 3.13] for details) this measure does not depend on (α, β) in C γ and we replace σ α,β by σ γ . Note that, as the face γ is not contained in a coordinate axes, for any integer n, the set of (α, β) in C δ,= γ,− ∩ Ω with n = m(α, β) is finite. Indeed, as the face γ is not contained in a coordinate axes, this face has a point (a 0 , b 0 ) in (N * ) 2 , then for any (α, β) in C δ,= γ,− we have m(α, β) = a 0 α + b 0 β, then the equation and inequation n = m(α, β) = a 0 α + b 0 β, c(α, β) ≤ nδ have finitely many solutions in C δ,= γ,− ∩ Ω. Then, we have the equality
As γ belongs to N ∞ (f ), we remark that C γ is included in Ω. The application c is linear on each cone R ?0 × R !0 with symbols "?" and "!" in {>, <, =} and R =0 = {0}. Then, we decompose the cone C γ along the quadrants of R 2 , as the disjoint union
By Lemma 2.1, each R δ,= γ,(?,!) (T ) is rational and its limit when T goes to infinity is χ c (C δ,= γ,− ∩ (R ?0 × R !0 )). By additivity, we obtain the rational form of R δ,= γ (T ) and its limit is χ c (C δ,= γ ). In the following, we study the cones C δ,= γ and C δ,= γ ∩(R ?0 ×R !0 ). -Assume γ is a zero dimensional face equal to (a 0 , b 0 ) in (N * ) 2 namely not contained in a coordinate axes. As f is not quasi homogeneous, the face γ is the intersection of two one-dimensional faces γ 1 and γ 2 with primitive exterior normal vectors η 1 and η 2 , such that we have the inequality of measure of oriented angles (3.52) mes((1, 0), η 1 ) > mes((1, 0), η 2 ).
The dual cone of γ is C γ = R >0 η 1 + R >0 η 2 and for any δ > 0, by definition C δ,= γ,− = {(α, β) ∈ C γ | c(α, β) ≤ m(α, β)δ}. • Assume the faces γ 1 and γ 2 do not contain the origin. Hence, the vectors η 1 and η 2 belong to Ω and by convexity of the Newton polygon (γ | η 1 ) > 0 and (γ | η 2 ) > 0, these vectors belong to the half plane (γ | .) > 0. We remark that for any δ > 0 larger than
we have for any (α, β) in C γ , the inequalities c(α, β) ≤ |α| + |β| < δm(α, β) inducing the equality C γ = C δ,= γ,− and χ c (C δ,= γ,− ) = 1. Then, by Lemma 2.1 we obtain for any "?" and "!" in {<, >} * if C γ ∩ (R ?0 × R !0 ) = ∅ then R δ,= γ,(?,!) (T ) = 0, * if C γ ∩ (R ?0 × R !0 ) is generated by two vectors ω 1 and ω 2 then
with P γ,(?,!) = (]0, 1]ω 1 +]0, 1]ω 2 ) ∩ Z 2 and
If "?" is " = " and "!" is " > " (the case "?" is " > " and "!" is " = " is similar), we obtain also
• Assume the origin (0, 0) is contained in γ 1 and not in γ 2 (the case where the origin is contained in γ 2 and not in γ 1 is similar). Then, as b 0 > 0, by convention (3.52) on η 1 and η 2 and the fact that these normal vectors are exterior to N ∞ (f ), η 1 belongs to R >0 (−b 0 , a 0 ) and by convexity of the Newton polygon, we have (η 2 | γ) > 0. For any (α, β) in C γ , there is x > 0 and y > 0 such that (α, β) = xη 1 + yη 2 and m(α, β) = (γ | (α, β)) = y(γ | η 2 ). In the following, we show that for any δ large enough, we have the equality C δ,= γ,− = R >0 η δ + R ≥0 η 2 , with η δ = (1 − δb 0 , δa 0 ) and χ c (C δ,= γ,− ) = 0. In order to prove this description, we study below each intersection C δ,= γ,− ∩ (R ?0 × R !0 ) for any "?" and "!" in {>, =, <} and take their union.
In particular, we have the inequalities (η | (1, 0)) ≤ 0, (η | (0, 1)) > 0 and (γ | η) > 0. By Equation (3.36), for any (α, β) in C γ ∩ (R <0 × R >0 ), c(α, β) = β. We introduce L δ = (α, β) → β − δ(γ | (α, β)) and recall that γ = (a 0 , b 0 ). Then, we have
Indeed remark that L δ (η δ ) = 0, L δ (η 1 ) > 0 and L δ (η) = (η | (0, 1)) − δ(γ | η) < 0 for any δ > δ 1 = (η|(0,1)) (γ|η) . And by Lemma 2.1, using P γ,(<,>) = (]0, 1]η δ +]0, 1]η) ∩ Z 2 , we have
is empty or equal to R >0 (0, 1). As b 0 > 0, for any δ > δ 2 = 1/b 0 we have
) and in the non empty case we have by Lemma 2.1 (3.58) R δ,= γ,(=,>) (T ) = L −1 T ((0,1)|γ) 1 − L −1 T ((0,1)|γ) . * The cone C γ ∩ (R >0 × R >0 ) is empty or equal to R >0 (0, 1) + R >0 η with η equal to (1, 0) or η 2 . In particular in the non empty case (η | (1, 0)) > 0 and (η | (0, 1)) ≥ 0. For δ > δ 3 = max 1 (γ|(0,1)) , (η|(1,1)) (γ|η) we have (3.59) C δ,= γ,− ∩ (R >0 × R >0 ) = C γ ∩ (R >0 × R >0 ) = R >0 (0, 1) + R >0 η. Indeed, for any (α, β) in C γ ∩ (R >0 × R >0 ), we have c(α, β) = α + β. Let δ > δ 3 and (α, β) in C γ . There is λ > 0 and µ > 0 such that (α, β) = λ(0, 1) + µη and we conclude that (α, β) belongs to C δ,= γ,− by c(α, β) = α + β = λ + µ(η | (1, 1)) ≤ δ[λ(γ | (0, 1)) + µ(γ | η))]
Then, in the non empty case, we have by Lemma 2.1 with P γ,(>,>) = (]0, 1](0, 1)+]0, 1]η) ∩ Z 2 , L −α0−β0 T ((α0,β0)|γ) (1 − L −1 T ((0,1)|γ) )(1 − L −((1,1)|η) T (η|γ) )
. * The cone C γ ∩ (R >0 × {0}) is empty or equal to R >0 (1, 0). If a 0 = 0 then the cone is empty, otherwise a 0 > 0 and for δ > δ 4 = 1/a 0 , we have ((1,0) |γ) . * The cone C γ ∩(R >0 ×R <0 ) is empty or equal to R >0 (1, 0)+R >0 η 2 with (γ | η 2 ) > 0 and (γ | (1, 0)) = a 0 > 0.
In the second case, we necessarily have (η 2 | (0, 1)) ≤ 0. For any δ ≥ δ 5 = max 1 a0 , (η2|(1,0) ) (γ|η2)
, we have (3.63) C δ,= γ,− ∩ (R >0 × R <0 ) = C γ ∩ (R >0 × R <0 ) = R >0 (1, 0) + R >0 η 2 . Indeed, for any δ ≥ δ 5 and (α, β) in C γ ∩ (R >0 × R <0 ), we have c(α, β) = α, and there is λ > 0 and µ > 0, such that (α, β) = λ(1, 0) + µη 2 . Then we have, (α, β) = (λ + µ(η 2 | (1, 0)), µ(η 2 | (0, 1))) and as δ ≥ δ 5 , we have c(α, β) = α = λ + µ(η 2 | (1, 0)) ≤ δ(λ(γ | (1, 0)) + µ(γ | η 2 )) = δm(α, β). Then, in the non empty case, by Lemma 2.1 we have with P γ,(>,<) = (]0, 1](1, 0)+]0, 1]η 2 ) ∩ Z 2 , L −α0+β0 T ((α0,β0)|γ) (1 − L −((1,−1)|η2) T (η2|γ) )(1 − L −1 T ((1,0)|γ) ) .
The bound δ 0 of the statement can be chosen larger than δ 1 , δ 2 , δ 3 , δ 4 and δ 5 . -Assume γ is a one dimensional face in N ∞ (f ) o . Let (a 0 , b 0 ) be a point of γ and η be the primitive normal vector to γ exterior to the Newton polygon. The cone C γ is R >0 η. The face γ does not contain 0, then (η | (a 0 , b 0 )) > 0. We have the equality C γ = C δ,= γ,− and χ c (C δ,= γ,− ) = −1, for any δ > 0 such that δ ≥ δ 0 := 2 max |(η | (1, 0))| (η | (a 0 , b 0 )) , |(η | (0, 1))| (η | (a 0 , b 0 )) Indeed, for any (α, β) in C γ , there is k > 0 such that (α, β) = kη, by Remark 3.41 we have m(α, β) = k((a 0 , b 0 ) | η) and c(α, β) ≤ |α| + |β| = k |(η|(1, 0))| + k |(η|(0, 1))| ≤ 2(kη|(a 0 , b 0 )) δ 2 = m(α, β)δ.
Then, by Lemma 2.1, and denoting (a 0 , b 0 ) any element of γ, we have (3.65) R δ,= γ (T ) = L −|η|(1,0)|−|η|(0,1)| T (η|(a0,b0)) 1 − L −|η|(1,0)|−|η|(0,1)| T (η|(a0,b0)) .
We assume now that there is (a, b) in (N * ) 2 and a polynomial P in k[s] such that f (x, y) = P (x a y b ). We denote by γ the face (ad, bd). Then the rationality of Z δ,= γ,− (T ) and its rational form follows from above ideas, using the fact that C δ,= γ,− ∩ (R <0 × R >0 ) = R >0 η δ + R ≥0 (0, 1), C δ,= γ,− ∩ (R >0 × R <0 ) = R >0 η ′ δ + R ≥0 (1, 0), C δ,= γ,− ∩ (R ≥0 × R ≥0 ) = R ≥0 × R ≥0 with η δ = (1 − bdδ, adδ) and η ′ δ = (bdδ, 1 − adδ). More precisely, we have for any δ > max(1/(da), 1/(bd)) 2. Assume γ is zero dimensional equal to (a 0 , b 0 ). Let H γ = {(α, β) ∈ R 2 | ((α, β) | γ) < 0} and C γ be the dual cone of γ.
We have C δ,= γ,+ ⊂ H γ and C δ,= γ,+ ∩ Ω = C δ,= γ,+ ∩ ((R >0 × R <0 ) ∪ (R <0 × R >0 )) . For any (?, !) in {(<, >), (>, <)} (a) if C γ ∩ H γ ∩ (R ?0 × R !0 ) = ∅ then C δ,= γ,+ ∩ (R ?0 × R !0 ) is empty and its Euler characteristic is zero (b) if C γ ∩ H γ ∩ (R ?0 × R !0 ) = R >0 ω 1 + R >0 ω 2 , with ω 1 and ω 2 in the closure H γ and non colinear then:
(i) if (γ | ω 1 ) < 0 and (γ | ω 2 ) < 0 then, there is δ 1 > 0 such that for any δ > δ 1 , the cone C δ,= γ,+ ∩ (R ?0 × R !0 ) is equal to R >0 ω 1 + R >0 ω 2 , with Euler characteristic equal to 1. (ii) if (γ | ω 1 ) = 0 and (γ | ω 2 ) < 0 then there is δ 1 > 0 such that for any δ > δ 1 , considering the vector ω δ = (−b 0 − 1/δ, a 0 − 1/δ), the cone C δ,= γ,+ ∩ H γ ∩ (R ?0 × R !0 ) is equal to R >0 ω δ + R ≥0 ω 2 , with Euler characteristic equal to 0. 3. Assume γ is a one-dimensional face supported by a line ap + bq = N with η γ = (p, q) the primitive exterior normal vector of the face γ in N (f ), and C γ = R >0 η γ , we have (a) if N ≥ 0 then the cone C δ,= γ,+ ∩ Ω is empty and ε γ = 0. (b) if N < 0 then there is δ 2 such that for any δ > δ 2 we have C δ,= γ,+ ∩ Ω = C γ ∩ Ω, in particular (i) if η γ belongs to Ω then, C δ,= γ,+ ∩ Ω = R >0 η γ with Euler characteristic −1, then ε γ = 1, (ii) otherwise, C δ,= γ,+ ∩ Ω is empty with Euler characteristic 0 and ε γ = 0. 4. Assume γ is a one-dimensional face supported by a line ap + bq = N with (p, q) the primitive normal vector of the face γ in N (f ), and C γ = R >0 (p, q) + R >0 (−p, −q) with pq < 0 (this case occurs if and only if N (f ) is a segment), we have (a) if N = 0 then the cone C δ,= γ,+ ∩ Ω is empty, and ε γ = 0. (b) if N = 0 then there is δ 2 such that for any δ > δ 2 we have C δ,= γ,+ ∩ Ω = R >0 (p, q) or R >0 (−p, −q) and its Euler characteristic is −1 and ε γ = 1.
Proof. -Let γ be a face in N (f ) and δ > 0. If the cone C δ,= γ is empty then the result is immediate. If there is δ ′ > 0 such that the cone C δ ′ ,= γ ∩ Ω is non empty then, for any δ > δ ′ the cone C δ,= γ ∩ Ω is non empty. In the following of the proof, we work with this assumption. Let δ > 0 and (α, β) be an element of L −|α|−|β| T n .
By Lemma 2.1, each R δ,= γ,(?,!) (T ) is rational and its limit, when T goes to infinity is χ c (C δ,= γ,+ ∩ (R ?0 × R !0 )). By additivity, we obtain the rational form of R δ,= γ (T ) and its limit is χ c (C δ,= γ,+ ∩ Ω). In the following, we study the cones C δ,= γ,+ ∩ Ω and C δ,= γ,+ ∩ (R ?0 × R !0 ) for any (?, !) in {<, =, >} 2 \ {<, =} 2 .
-Assume γ is a zero dimensional face, written as γ = (a 0 , b 0 ). Recall that C δ,= γ,+ = {(α, β) ∈ C γ | 0 <c(α, β) ≤ −m(α, β)δ}. We consider H γ = {(α, β) ∈ R 2 | m(α, β) = ((α, β) | γ) < 0}. By definition, C δ,= γ,+ is a subset of H γ then we have C δ,= γ,+ ∩(R ?0 ×R !0 ) = ∅ for "?" and "!" in {=, >}. Then, we only study the cases C δ,= γ,+ ∩(R >0 ×R <0 ) and C δ,= γ,+ ∩(R <0 ×R >0 ) which are similar. If C γ ∩ H γ ∩ (R <0 × R >0 ) is non empty then, there are two non colinear vectors ω 1 and ω 2 , such that
with (γ | ω 1 ) ≤ 0 and (γ | ω 2 ) ≤ 0.
• If (γ | ω 1 ) < 0 and (γ | ω 2 ) < 0 then, for δ ≥ 2δ 1 with δ 1 = max |(ω1|(0,1))| |(γ|ω1)| , |(ω2|(0,1))| |(γ|ω2)| we have (3.68) C δ,= γ,+ ∩ (R <0 × R >0 ) = C γ ∩ H γ ∩ (R <0 × R >0 ). Indeed, for δ ≥ δ 1 and for any (α, β) in C γ ∩ H γ ∩ (R <0 × R >0 ), there are λ > 0 and µ > 0 such that, (α, β) = λω 1 + µω 2 . As (ω 1 | γ) < 0 and (ω 2 | γ) < 0, (α, β) belongs to C δ,= γ,+ thanks to c(α, β) = β = λ(ω 1 | (0, 1)) + µ(ω 2 | (0, 1)) ≤ δ 1 (λ |(ω 1 | γ)| + µ |(ω 2 | γ)|) = −δ 1 ((α, β) | γ) ≤ −δm(α, β).
Then, by equality (3.68), and Lemma 2.1 we conclude that R δ,= γ,(<,>) (T ) is rational and equal to (3.69) R δ,= γ,(<,>) (T ) = (α0,β0)∈P γ,(<,>) L α0−β0 T −((α0,β0)|γ) (1 − L −((−1,1)|ω1) T −(ω1|γ) )(1 − L −((−1,1)|ω2) T −(ω2|γ) ) with P γ,(<,>) = (]0, 1]ω 1 +]0, 1]ω 2 ) ∩ Z 2 . The limit of R δ,= γ,(<,>) (T ) is χ c (C δ,= γ,+ ) = 1. • Assume (γ | ω 1 ) = 0 and (γ | ω 2 ) < 0 (the case (γ | ω 2 ) = 0 and (γ | ω 1 ) < 0 is similar). Then, for any λ > 0 and µ > 0, we have m(λω 1 + µω 2 ) = µ(ω 2 | γ). Assume δ > δ 1 = − (ω2|(0,1)) (γ|ω2) , and denote ω δ = (−b 0 − 1/δ, a 0 ). We recall that γ = (a 0 , b 0 ). Denote L δ the function (α, β) → β + δ(γ | (α, β)) on C δ,= γ,+ ∩ (R <0 × R >0 ). Then, L δ (ω 2 ) < 0 and L δ (ω δ ) = 0 and we have the primitive normal vector to the face γ exterior to the Newton polygon N (f ). Assume C γ = R >0 (p, q). We have for any k in R + , m(pk, qk) = kN , and C δ,= γ,+ = (pk, qk) ∈ C γ k ∈ R + , 0 < c(pk, qk) ≤ −N kδ .
• If N ≥ 0 then the cone C δ,= γ,+ ∩ Ω is empty. • If N = 0 then the cone C δ,= γ,+ ∩ Ω is empty and R δ,= γ (T ) = 0. • If N = 0 then there is δ 2 such that for any δ > δ 2 we have C δ,= γ,+ ∩ Ω = R >0 (p, q) or R >0 (−p, −q) and its Euler characteristic is −1 and R δ,= γ (T ) is given by formula (3.72). The bound δ 0 in the statement can be chosen larger then the maximum of the bounds δ 1 and δ 2 above. -The dual cone of the one dimensional face γ is the cone C γ = R >0 (p, q) with (p, q) the primitive normal vector to γ exterior to N (f ) and γ is supported by a line of equation pα + qβ = N . As γ belongs to N ∞,∞ (f ), we have p > 0 and q > 0. We write f γ (x, y) = x aγ y bγ µ∈Rγ (x q − µ i y p ) νµ . Let µ be a root in R γ . Using Notations 3.38 and equation (3.38), for any (n, (α, β)) in C δ,< γ,ε , we denote X n,(α,β),µ (f ε ) = {ϕ ∈ X n,(α,β) (f ε ) | −(ord x(ϕ), ord y(ϕ)) = (α, β), ac x(ϕ) q = µac y(ϕ) p }.
endowed with the induced structural map to G m . ord A(t) = α, ord B(t) = β, ord f (1/A(t), 1/B(t)) = n, ac A(t) −q − µac B(t) −p = 0 namely ac B(t) p = µac A(t) q .
