commonly faced by ecologists during study. 43 44 45 3 46 Introduction 47 48
145 critical effect size and maximum acceptable average of α and β for simple linear correlations and 146 a one-way ANOVA with 2, 4, 6 and 8 treatment groups.
147
To directly compare sample size recommendations generated using the optimal α 148 approach with sample sizes generated using the traditional sample size estimation technique that 149 requires specifying desired α and β levels, we chose a two-tailed, two-sample t-test over a range 186 Absolute costs of errors estimated 187 188
The second scenario involves monitoring to see if species abundance is significantly 189 greater than the estimate of minimum viable population size. A significant result would signify 190 that the population is well above the minimum viable size and that no management action is 191 required, while a non-significant result would signify that the population is not significantly 192 greater than its minimum viable size and would trigger conservation management actions. In this 193 case, a Type I error would result in managers being unaware that a population is potentially 194 falling below its minimum viable size, while a Type II error would result in unwarranted 195 conservation management actions. Two absolute costs of errors are examined, one where the 196 focal species is economically valuable so a Type I error will cost ten times more than a Type II 197 error (at $10 000 000 vs. $1 000 000 respectively) and another where the cost of conservation is 198 equivalent to the value of the species (at $1 000 000 each). Two potential sample costs were 226 For example, if we set the maximum acceptable average of α and β at 0.125, halving the critical 227 effect size from 1.0 to 0.5 SD more than triples the optimal sample size ( Fig. 4) . 
Correlation and ANOVA tests 252 253
The influences of critical effect size and maximum acceptable average of α and β on sample 254 size recommendation differ among test types (Fig. 6, Fig. 7 ). For simple linear correlation tests 255 ( Fig. 6) , sample sizes smaller than 10 are rarely informative, as these small sample sizes are only 256 recommended when either the critical effect size is ≥ r = 0.7 (R 2 = 0.5) and/or the maximum 257 acceptable average of α and β is ≥ 0.2. Sample sizes approaching 30 can be more informative, 258 with these sample sizes being recommended when either the critical effect size is r = 0.5 (R 2 = 259 0.25) and/or the maximum acceptable average of α and β is ≥ 0.125. In ANOVA study designs 260 ( Fig. 7) , increasing the number of levels of a factor decreases the number of replicates required 261 within each level of the factor. However, this decrease in the number of replicates required 262 within each factor level comes at the expense of an even greater increase in the total number of 263 replicates required among all factor levels, such that using more replicates within fewer factor 264 levels is more efficient than using fewer replicates within more factor levels. The total number of 265 samples in an ANOVA design required to achieve a maximum acceptable average of α and β of 266 0.05 for a critical effect size of f 2 = 1 is 16 with 2 groups (8 replicates * 2 groups), 24 with 4 267 groups (6 replicates * 4 groups), 30 with 6 groups (5 replicates * 6 groups), and 32 with 8 groups 268 (4 replicates * 8 groups). (Table 1) . Decreasing the Type I vs. Type II error cost from 1 to 0.25 resulted in small 306 increases in sample size recommendations of 2 to 6 samples. A 10-fold decrease in the maximum 307 acceptable average of α and β, and a 2-fold decrease in critical effect size each resulted in a 308 greater than 2-fold increase in the sample size recommendation.
309 Ecologists must consider the effect size that would be important to detect, the relative 327 seriousness of different potential errors and how much error they would be willing to accept as 328 central to good study design. The optimal α approach can directly incorporate each of these 329 important considerations in the calculation of either the minimum sample size that achieves the 330 maximum acceptable average of α and β, or the minimum sample size at which the cost of an 331 additional sample outweighs the reduction in errors associated with the additional sample. By 332 contrast, the traditional sample size estimation approach of calculating the minimum sample size 333 required to achieve a specific β level fails to minimize the number of samples required.
334 1 000 000 1 000 000 1 000 2 12 0.0033 0.0017 12 000 1 000 000 1 000 000 1 000 1 26 0.0092 0.0072 26 000 1 000 000 1 000 000 10 000 2 6 0.0341 0.0157 60 000 1 000 000 1 000 000 10 000 1 10 0.0791 0.0587 100 000 10 000 000 1 000 000 1 000 2 16 0.0003 0.0019 16 000 10 000 000 1 000 000 1 000 1 36 0.0008 0.0080 36 000 10 000 000 1 000 000 10 000 2 10 0.0027 0.0180 100 000 10 000 000 1 000 000 10 000 The optimal α sample size approach shows that a few more samples should be used when 359 one type of error is more serious than the other, relative to the number of samples recommended 360 when Type I and II errors are equally serious. Relative costs of error are rarely addressed in 361 ecological research and even less frequently are they incorporated into study design. The 362 traditional approach to sample size estimation accepts whatever cost-ratio results in α = 0.05 and 363 β = 0.2 at the researcher's chosen critical effect size. Note, that this does not correspond to a 364 Type I vs. Type II error cost ratio of 4, as assumed by Mapstone (1995) , since the error 365 probability ratio and the error cost ratio are not the same (Mudge et al. 2012 ). Mapstone (1995) 366 recommended setting α and β so as to make β/α ratio equal to the Type I / Type II error cost ratio 367 both for sample size estimation and statistical analysis, however the flaw in this approach can be 368 most easily illustrated when costs of Type I and II errors are equal. It may not be intuitively 369 obvious but, when α and β are set to be equal to correspond with equal costs of errors, the 370 outcome of shifting α and β away from equality will virtually always yield a smaller average of α 371 and β, and trading an increase in one error type for a greater corresponding reduction in the other 372 error type is always preferable when Type I and II errors have equal costs.
373
Another approach to incorporating relative costs of errors into study design has been 374 proposed by Field et al. (2004) . Instead of attempting to minimize the probabilities or costs of 375 errors, this approach can be used to estimate sample sizes that minimize the total cost of 376 monitoring and management according to the probabilities and costs of errors. This approach to
