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ABSTRACT
We investigate whether or not the low ionisation fractions in molecular cloud cores can solve
the ‘magnetic braking catastrophe’, where magnetic fields prevent the formation of circum-
stellar discs around young stars. We perform three-dimensional smoothed particle non-ideal
magnetohydrodynamics (MHD) simulations of the gravitational collapse of one solar mass
molecular cloud cores, incorporating the effects of ambipolar diffusion, Ohmic resistivity and
the Hall effect alongside a self-consistent calculation of the ionisation chemistry assuming
0.1µm grains. When including only ambipolar diffusion or Ohmic resistivity, discs do not
form in the presence of strong magnetic fields, similar to the cases using ideal MHD. With
the Hall effect included, disc formation depends on the direction of the magnetic field with
respect to the rotation vector of the gas cloud. When the vectors are aligned, strong magnetic
braking occurs and no disc is formed. When the vectors are anti-aligned, a disc with radius
of 13 AU can form even in strong magnetic when all three non-ideal terms are present, and a
disc of 38 AU can form when only the Hall effect is present; in both cases, a counter-rotating
envelope forms around the first hydrostatic core. For weaker, anti-aligned fields, the Hall ef-
fect produces massive discs comparable to those produced in the absence of magnetic fields,
suggesting that planet formation via gravitational instability may depend on the sign of the
magnetic field in the precursor molecular cloud core.
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1 INTRODUCTION
The ‘magnetic braking catastrophe’ refers to the failure of numer-
ical star formation calculations to produce rotationally supported
Keplerian discs when magnetic fields of strengths comparable
to those observed in molecular clouds (e.g. Heiles & Crutcher
2005) are accounted for. This has been found in analytic
studies (Allen et al. 2003; Galli et al. 2006), axisymmetric nu-
merical models (Mellon & Li 2008) and in 3D calculations
using ideal magnetohydrodynamics (MHD) (Price & Bate
2007; Hennebelle & Fromang 2008; Duffin & Pudritz 2009;
Hennebelle & Ciardi 2009; Commerc¸on et al. 2010; Seifried et al.
2011). By contrast, recent observations suggest the presence of
massive, 50-100 AU discs and evidence for associated outflows in
the earliest (Class 0) stages of star formation around both low and
high mass stars (e.g. Dunham et al. 2011; Lindberg et al. 2014;
Tobin et al. 2015).
Two primary solutions have been proposed: turbulence and
non-ideal magnetohydrodynamics. Seifried et al. (2012) showed in
⋆ james.wurster@monash.edu
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calculations of the collapse of a massive 100 M⊙ core, that 100 AU-
scale disc formation in the presence of strong magnetic fields was
indeed possible, with some argument over whether this is caused by
turbulent reconnection (Santos-Lima et al. 2012, 2013) or another
mechanism (Seifried et al. 2013; Li et al. 2014). Joos et al. (2013)
found, using simulations of collapsing 5 M⊙ cores, that turbulence
diffuses the strong magnetic field out of the inner regions of the
core, and that the non-zero angular momentum of the turbulence
causes a misalignment between the rotation axis and the magnetic
field. Both of these effects reduce the magnetic braking, and allow a
massive disc to form. However, their turbulent discs remain smaller
than the discs formed without magnetic fields.
The other possible solution is to include non-ideal MHD,
which is the focus of our study. The initial studies all assumed ideal
MHD: The gas is fully ionised with the ions and electrons being tied
to the magnetic field lines. This has been known to be a poor ap-
proximation to the true conditions in molecular cloud cores since
at least Mestel & Spitzer (1956). Detailed models for the ionisa-
tion fraction in dense cores find values as low as ne/nH2 = 10−14
(Nakano & Umebayashi 1986; Umebayashi & Nakano 1990, our
Fig. 1). Partial ionisation leads to three main non-ideal MHD ef-
fects: Ohmic resistivity (drift between electrons and ions/neutrals;
c© 2015 RAS
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neither ions nor electrons are tied to the magnetic field), the
Hall effect (ion-electron drift; only electrons are tied to the mag-
netic field), and Ambipolar diffusion (ion-neutral drift; both ions
and electrons are tied to the magnetic field). The relative im-
portance of each of these depends, amongst other things, on
the gas density and magnetic field strength (e.g. Wardle & Ng
1999; Nakano et al. 2002; Tassis & Mouschovias 2007; Wardle
2007; Pandey & Wardle 2008; Keith & Wardle 2014), with Wardle
(2007) suggesting a steady progression through ambipolar, Hall
and Ohmic-dominated regimes as gravitational collapse proceeds.
Shu et al. (2006) found that adding a constant Ohmic resis-
tivity indeed re-enabled Keplerian disc formation in their self-
similar analytic study, but found that an anomalously high resis-
tivity (η ∼ 1022 cm2s−1) was required; this is around two or-
ders of magnitude higher than the microscopic value (see bottom
panel of Fig. 1). Krasnopolsky et al. (2010) were able to reduce
the amount of resistivity required by making different assump-
tions, but the required resistivity is still uncomfortably high. Cor-
respondingly, numerical simulations with Ohmic diffusion show
only small, AU-scale discs (Dapp & Basu 2010; Machida et al.
2011; Tomida et al. 2013). Similarly, a number of authors have
concluded that ambipolar diffusion alone is unable to sufficiently
weaken the magnetic braking to allow large, rotationally supported
discs to form under realistic conditions (Duffin & Pudritz 2009;
Mellon & Li 2009; Li et al. 2011; Dapp et al. 2012; Tomida et al.
2015; Tsukamoto et al. 2015b).
The Hall effect differs from both Ohmic resistivity and am-
bipolar diffusion since it is not dissipative (rather it introduces a
new wave, the whistler mode) and is the only effect which is sensi-
tive to the direction of the magnetic field. The fast timescale associ-
ated with the whistler wave makes the Hall effect difficult to model
numerically (see Section 2.5), so it is usually neglected in numer-
ical simulations. Instead, Braiding & Wardle (2012a,b) presented
similarity solutions to the MHD equations for rotating, isothermal
gravitational collapse. They concluded that, although the Hall ef-
fect was not the dominant term in their calculations, it was the de-
termining factor between a solution yielding a disc with a realistic
surface density or a disc with a surface density much lower than re-
quired for fragmentation and planet formation. The only difference
between the two extremes was the direction of the magnetic field
with respect to the rotation vector. In a related study using idealised
calculations Krasnopolsky et al. (2011), showed that the Hall effect
could indeed enable the formation of ∼10 AU discs depending on
the sign of the magnetic field.
Here, we evaluate the influence of all three non-ideal MHD ef-
fects, including the Hall effect, on the formation of discs, using 3D
non-ideal self-gravitating smoothed particle magnetohydrodynam-
ics simulations of collapsing, low mass cores, following the origi-
nal ideal MHD study of Price & Bate (2007) (hereafter PB07). We
present the numerical formulation in Section 2, including the self-
consistent ionisation calculations (Section 2.2). Our initial condi-
tions are given in Section 3. Results are presented in Section 4,
with discussion and conclusions in Section 5.
2 NUMERICAL METHOD
2.1 Non-ideal Magnetohydrodynamics
We solve the equations of self-gravitating, non-ideal magnetohy-
drodynamics given by
dρ
dt
= −ρ∇ · v, (1)
dv
dt
= −1
ρ
∇
[(
P +
1
2
B2
)
I −BB
]
−∇Φ, (2)
dB
dt = (B ·∇)v −B (∇ · v) +
dB
dt
∣∣∣∣
non-ideal
, (3)
∇2Φ = 4piGρ, (4)
where ddt ≡ ∂∂t+v ·∇ is the Lagrangian derivative, ρ is the density,
v is the velocity, P the hydrodynamic pressure, B is the magnetic
field, Φ is the gravitational potential, and I is the identity matrix.
The magnetic field has been normalised such that the Alfve´n ve-
locity is defined as vA ≡ B/√ρ in code units. The equation set is
closed by the barotropic equation of state,
P =


c2s,0ρ; ρ < ρc,
c2s,0ρc (ρ/ρc)
7/5 ; ρc ≤ ρ < ρd,
c2s,0ρc (ρd/ρc)
7/5 (ρ/ρd)
11/10 ; ρ ≥ ρd,
(5)
where cs,0 is the initial isothermal sound speed, ρc = 10−14 and
ρd = 10
−10 g cm−3. Although we do not employ full radia-
tion magnetohydrodynamics, the barotropic equation of state is de-
signed to mimic the evolution of the equation of state in molecular
clouds (Larson 1969; Masunaga & Inutsuka 2000; Machida et al.
2008).
These threshold densities, ρc and ρd, are the same as used in
Price et al. (2012) and Lewis et al. (2015). The chosen value of ρc is
lower than physically motivated in order to artificially heat the disc
that forms to prevent it from fragmenting. The value of ρd is also
lower than physically motivated based on the temperature at which
the second collapse should start, but it will not affect our results
since our densities seldom reach values greater than ρd due to our
threshold for sink particle creation (see Section 3). We explicitly
caution that these threshold densities are not satisfactory to study
the second collapse, but sink particles are inserted prior to the onset
of the second collapse.
In the given equation of state, the pressure is continuous across
density thresholds. However, since the exponent on ρ changes at
these densities, the local sound speed and temperature, cs and T ,
respectively, will be discontinuous. See Appendix A1 for further
discussion.
The non-ideal MHD term in (3) is the sum of the Ohmic re-
sistivity (OR), the Hall effect (HE), and ambipolar diffusion (AD)
terms, which are given by
dB
dt
∣∣∣∣
OR
= −∇× [ηOR (∇×B)] , (6)
dB
dt
∣∣∣∣
HE
= −∇×
[
ηHE (∇×B)× Bˆ
]
, (7)
dB
dt
∣∣∣∣
AD
=∇×
{
ηAD
[
(∇×B)× Bˆ
]
× Bˆ
}
. (8)
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The general form of the resistivity coefficients (Wardle 2007) is
given by
ηOR =
c2
4piσO
, (9)
ηHE =
c2
4piσ⊥
σH
σ⊥
, (10)
ηAD =
c2
4piσ⊥
σP
σ⊥
− ηOR = c
2
4piσO
σOσP − σ2⊥
σ2
⊥
, (11)
where c is the speed of light, and σ are the conductivities, which
will be calculated in Section 2.3. The use of the magnetic unit vec-
tor, Bˆ, in (7) and (8) is to ensure that all three coefficients have
units of area per time. As will be shown in the next two sections,
the value of η depends on the microphysics of the model, and ηHE
can be either positive or negative, whereas ηOR and ηAD are positive
(e.g. Wardle & Ng 1999). Moreover, since (∇×B) × B is per-
pendicular to∇×B, the Hall effect is non-dissipative and breaks
the degeneracy between left and right polarised Alfve´n waves (e.g.
Bai 2014). To calculate the conductivities, the number densities and
charges of all non-neutral species are required, which we calculate
in the following section.
2.2 Ionisation
In ideal MHD, infinite conductivity is assumed, and the magnetic
field lines are frozen into the fluid. However, in a partially ionised
plasma, diffusion of the field occurs through the relative motions of
the neutral and charged particles. We assume a partially ionised
plasma containing four species: neutral gas, electrons, ions and
(charged) dust grains, denoted by subscripts n, e, i and g, respec-
tively. The particle masses we choose are
mn =
4mp
2X + Y
,
mi =24.3mp,
mg =
4
3
pia3gρb,
where mp is the mass of a proton, mn ≈ 2.38mp using hydrogen
and helium mass fractions of X = 0.70 and Y = 0.28, respec-
tively, mi is the mass of magnesium (e.g. Asplund et al. 2009), and
mg ≈ 7.51 × 109mp using a grain radius and grain bulk density
of ag = 0.1µm and ρb = 3 g cm−3, respectively (Pollack et al.
1994).
Further, we assume the strong coupling approximation, which
allows the medium to be treated using the single fluid approxima-
tion. In this approximation, ion pressure and momentum are neg-
ligible compared to that of the neutrals, i.e. ρ ∼ ρn and ρi ≪ ρ,
where ρ, ρn and ρi are the total, neutral and ion mass densities,
respectively.
The electron charge is Ze ≡ −1 and we assume the ion charge
is Zi = 1. For charge neutrality, we require
ni − ne + Zgng = 0, (12)
where we allow Zg to be a real number rather than an integer. In
general, Zg < 0.
The grain number density is proportional to the total number
density, n (Keith & Wardle 2014), according to
ng =
mn
mg
fdgn, (13)
where fdg = 0.01 is the dust-to-gas mass ratio (Pollack et al. 1994).
For simplicity, we adopt a single-sized grain model. The elec-
tron and ion number densities vary as (e.g. Umebayashi & Nakano
1980; Fujii et al. 2011)
dni
dt
=ζn− keinine − kigning, (14)
dne
dt
=ζn− keinine − kegneng, (15)
where ζ is the ionisation rate and kij are the charge capture rates1.
Following Keith & Wardle (2014), we assume that recombination
is inefficient such that the charge capture by grains dominates (i.e.
kei = 0), and that we have an approximately steady state system
(i.e. dni
dt
≈ dne
dt
≈ 0). This yields ion and electron number densities
of
ni =
ζn
kigng
, (16)
ne =
ζn
kegng
, (17)
respectively. For Zg < 0, the charge capture rates for neutral grains
are (Fujii et al. 2011)
kig =pia
2
g
√
8kBT
pimi
(
1− e
2Zg
agkBT
)
, (18)
keg =pia
2
g
√
8kBT
pime
exp
(
e2Zg
agkBT
)
, (19)
where kB is the Boltzmann constant, e is the electron charge, and
T is the gas temperature. For a given n and T and assuming charge
neutrality (Eqn 12), we can construct an equation that is only de-
pendent on Zg:
Zg =
ζn
n2g
[
1
kig(Zg)
− 1
keg(Zg)
]
,
=
ζ
n
(
mg
fdgmn
)2 [
1
kig(Zg)
− 1
keg(Zg)
]
. (20)
The grain charge can then be calculated by solving (20) using the
Newton-Raphson method. Finally, the neutral number density is
given by
nn =
1
mn
[ρ− (nimi + neme)] . (21)
The grain charge, ion and electron number densities are almost
directly proportional to the ionisation rate, ζ. However, the values
of ζ span a range of several orders of magnitude depending on the
ionising source. If the ionisation is from the decaying radionuclides
from 26Al, then ζ = 7.6 × 10−19 s−1 (Umebayashi & Nakano
2009). Canonically, if the ionisation is from cosmic rays or X-
rays, then the rate is ζ . 10−17 and . 10−18 s−1, respec-
tively, and decreases with the depth the rays penetrate into the
cloud (c.f. Keith & Wardle 2014). However, recent studies have
shown that, depending on environment, the rate can be even larger,
∼10−16 s−1 (Morales Ortiz et al. 2014). For our study, a fiducial
value of ζ = 10−17 s−1 will be used, but the effect of decreasing
the rate to 10−18 s−1 will also be studied; the former value was
used in the study by Wardle & Ng (1999).
The top two panels of Fig. 1 show the grain charge and species
number densities, respectively. In both panels, the solid (dashed)
1 Keith & Wardle (2014) use this form of (14) and (15) whereas Fujii et al.
(2011) use nn rather than n. Given nn ∼ n, we will use the given form for
numerical simplicity.
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lines are for values using ζ = 10−17 (10−18) s−1. The discontinu-
ities at ρn = 10−14 and 10−10 g cm−3 correspond to the disconti-
nuities in temperature caused by the assumed equation of state.
For all densities, −1 < Zg < 0, with Zg → 0 for increas-
ing nn. The value of ζ is important at moderate number densities,
2 × 109 . nn/cm−3 . 1013, where the absolute difference
between grain charges is the highest. At high densities, the relative
difference in grain charge is the highest (i.e. being the same as the
relative difference between the ζ’s), but since these values are near
zero, the exact value of ζ is not important.
In our calculations, the grain number density is directly pro-
portional to the total number density and is independent of the
ionisation rate. For nn . 1010 cm−3, ng is similar to the values
presented in Umebayashi & Nakano (1990), but above this thresh-
old, ng levels off for Umebayashi & Nakano (1990) who calculate
the number density using a full treatment of the reaction rates of
several different molecules. Ion and electron number densities fol-
low a similar trend to that presented in the top panel of fig. 1 of
Wardle & Ng (1999). Our values differ quantitatively to their re-
sults due to the differences in our parameters, the choice of equa-
tion of state, and that Wardle & Ng (1999) used the grain densi-
ties from Umebayashi & Nakano (1990) rather than ng ∝ n. We
briefly analyse the isothermal equation of state in Appendix A2,
and the barotropic equation of state with ρc = 10−13 g cm−3 in
Appendix A3. In general, the ion and electron number densities are
proportional to the ionisation rate, with an exception at moderate
number densities; this is the same range over which the value of ζ
has the largest absolute effect on the grain charge.
2.3 Conductivities
For a charged species, i.e. j ∈ {e, i, g}, the relative magnitude be-
tween the magnetic forces and neutral drag describe the behaviour
of the species. This relation is given by the Hall parameter, whose
general form is
βj =
|Zj |eB
mjc
1
νjn
, (22)
where Zj and mj are the charge2 and mass of species j, respec-
tively, B is the magnitude of the magnetic field and νjn is the
plasma-neutral collision frequency; the Hall parameter also repre-
sents the ratio between the gyrofrequency and the neutral collision
frequency (e.g. Wardle 2007). We have slightly modified the Hall
parameter such that
βe =
|Ze|eB
mec
1
νen + νei
, (23a)
βi =
|Zi|eB
mic
1
νin + νie
. (23b)
With these modifications, we can recover ηOR from
Pandey & Wardle (2008) and Keith & Wardle (2014) under
the assumption βi ≪ βe. Appendix B examines the effect of
modifying the Hall parameter.
The Hall parameter can be used to characterise different
regimes where different effects are dominant. Given the typical
2 Note that some authors use a β that includes the sign of Z; their conduc-
tivities, σ, are then modified accordingly.
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Figure 1. Top to bottom: Grain charge, charged species number densities,
conductivities and resistivity coefficients, using ζ = 10−17 (solid lines)
and 10−18 s−1 (dashed lines). The top ticks on each panel correspond to
mass density (top scale), and the bottom ticks correspond to number density
(bottom scale). The discontinuities at ρn = 10−14 and 10−10 g cm−3 cor-
respond to the discontinuities in temperature caused by the assumed equa-
tion of state.
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value of βe/βi ∼ 1000, Wardle (2007) defines three regimes:
βi ≪ βe ≪ 1: Ohmic resistivity,
βi ≪ 1≪ βe: Hall effect,
1≪ βi ≪ βe: Ambipolar diffusion.
The collisional frequencies, ν, are empirically calculated
rates. The electron-ion rate is given by (Pandey & Wardle 2008)
νei = 51 s
−1
( ne
cm−3
)(T
K
)−3/2
. (24)
The ion-electron rate is given by νie = ρeρi νei. The plasma-neutral
collisional frequency is given by
νjn =
〈σv〉jn
mn +mj
ρn, (25)
where 〈σv〉jn is the rate coefficient for the momentum transfer by
the collision of particle of type j with the neutrals. For electron-
neutral collisions, it is assumed that the neutrals are comprised of
hydrogen and helium, such that the rate coefficient is
〈σv〉en = X 〈σv〉e-H2 + Y 〈σv〉e-He . (26)
Following Pinto & Galli (2008), we use
〈σv〉e-H2 =3.16× 10
−11 cm3 s−1
( vrms
km s−1
)1.3
,
〈σv〉e-He =7.08× 10−11 cm3 s−1
( vrms
km s−1
)
,
with
vrms =
√
v2d +
8kBT
piµen
, (27)
where vd is the drift velocity between the electron and the neutral,
and µen is the reduced mass of the electron-neutral pair; we assume
vd = 0 and µen ≈ me. The ion-neutral rate is (Pinto & Galli 2008)
〈σv〉in =2.81 × 10−9 cm3 s−1 Z1/2i
×
[
X
(
pH2
A˚3
)1/2 (
µi-H2
mp
)−1/2
+ Y
(
pHe
A˚3
)1/2 (
µi-He
mp
)−1/2]
, (28)
where the values of polarisability are pH2 = 0.804A˚
3
and
pHe = 0.207 A˚
3 (Osterbrock 1961).
For grain-neutral collisions, the rate coefficient is given by
(Wardle & Ng 1999; Pinto & Galli 2008)
〈σv〉gn = pia2gδgn
√
128kBT
9pimn
, (29)
where δgn is the Epstein coefficient. From experiments with micron-
sized melamine-formaldehyde spheres, δgn ≈ 1.3 (Liu et al. 2003).
The Ohmic, Hall and Pedersen conductivities can now be cal-
culated (e.g. Wardle & Ng 1999; Wardle 2007) viz.,
σO =
ec
B
∑
j
nj |Zj |βj , (30)
σH =
ec
B
∑
j
njZj
1 + β2j
, (31)
σP =
ec
B
∑
j
nj |Zj |βj
1 + β2j
. (32)
We explicitly note that σO and σP are positive, whereas σH can
be positive or negative. The total conductivity perpendicular to the
magnetic field is
σ⊥ =
√
σ2H + σ
2
P . (33)
The third panel of Fig. 1 shows the Ohmic, Hall and Ped-
ersen conductivities for ζ = 10−17 (solid lines) and 10−18 s−1
(dashed lines). When a magnetic field is required in the calcula-
tion, for the purpose of illustration, we use the relation used in
Wardle & Ng (1999), which follows the standard n1/2n relation for
nn < 10
6 cm−3 (Myers & Goodman 1988) and a weaker depen-
dence at higher densities:
(
B
mG
)
=
{
(nn/10
6cm−3)1/2; nn < 10
6cm−3
(nn/10
6cm−3)1/4; else . (34)
The Hall conductivity is more sensitive to the value of ζ than
the other two conductivities. For both values of ζ, there is a dis-
continuity at nn ≈ 1.5 × 1012 cm−3 across which the value of
σH switches from negative to positive. For ζ = 10−17 s−1,
there is a small range, 2.1 . nn/(109cm−3) . 2.5, where the
Hall conductivity is again positive; at the lower end of this range,
the value of σH naturally switches from negative to positive, while
the changeover at the upper end corresponds to the discontinuity
in temperature caused by the assumed equation of state. The be-
haviour of the Ohmic conductivity is similar to the behaviour of
the grain charge: approximately independent of ζ at low densities
and proportional to it at high densities. The Pedersen conductivity
is proportional to ζ, except at medium number densities. Our val-
ues of the conductivities differ from those in the bottom panel of
their fig. 2 of Wardle & Ng (1999), however, different assumptions
and values were used here; see Appendix A2 for further discussion.
The bottom panel of Fig. 1 shows the value of the coefficients,
η, for Ohmic resistivity, the Hall effect and ambipolar diffusion for
both values of ζ; the magnetic field is again given by (34). It is clear
from this figure that each non-ideal MHD term is dominant at var-
ious densities, with ambipolar diffusion being the most important
at low densities and Ohmic resistivity being the most important at
high densities. The Hall effect has a small range of densities where
it is dominant for ζ = 10−18 s−1, but it is never the dominant
effect for ζ = 10−17 s−1. We caution that this statement is true
given (34), but may not be true in general where B evolves differ-
ently to this (e.g. in our simulations). Moreover, at medium densi-
ties, two or all three effects can be simultaneously important (e.g.
at nn ≈ 2.5 × 1013 cm−3 where all three coefficients are similar).
Given the range of densities in a typical star formation simulation
at any given time, it is possible for different terms to dominate in
different spatial regions.
2.4 Smoothed Particle Magnetohydrodynamics
To perform our simulations, we use the 3D smoothed particle mag-
netohydrodynamics (SPMHD) code PHANTOM with the inclusion
of self-gravity. The ideal magnetohydrodynamic equations (1)–(3)
c© 2015 RAS, MNRAS 000, 1–26
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are discretised into SPMHD (see review by Price 2012) as
ρa =
∑
b
mbWab(ha); ha = hfac
(
ma
ρa
)1/3
, (35)
dvia
dt =
∑
b
mb
[
Sija
Ωaρ2a
∇jaWab(ha) +
Sijb
Ωbρ2b
∇jaWab(hb)
]
− fBia
∑
b
mb
[
Bja
Ωaρ2a
∇jaWab(ha) +
Bjb
Ωbρ2b
∇jaWab(hb)
]
−∇Φa + dv
i
a
dt
∣∣∣∣
artificial
, (36)
dBia
dt = −
1
Ωaρa
∑
b
mb
[
viabB
j
a∇jaWab (ha)
− Biavjab∇jaWab (ha)
]
+
dBia
dt
∣∣∣∣
non-ideal
+
dBia
dt
∣∣∣∣
artificial
,
(37)
∇2Φa = 4piGρa, (38)
where we sum over all particles b within the kernel radius, Wab
is the smoothing kernel, vab = va − vb, Ωa is a dimensionless
correction term to account for a spatially variable smoothing length
ha (Monaghan 2002; Springel & Hernquist 2002), the stress tensor
is given by
Sij ≡ −
(
P +
1
2
B2
)
δij +BiBj , (39)
and dv
i
a
dt
∣∣∣
artificial
is the artificial viscosity, as described in
Price & Federrath (2010).
Numerically, ∇ · B is not exactly zero. However, this term
is inherently contained in the conservative form of the momen-
tum equation (i.e. the first line of Eqn. 36). When 1
2
B
2 > P ,
the inclusion of this term can trigger the tensile instability, which
causes particles to unphysically clump together. To correct for this,
a simple approach is to subtract the source term (i.e. the second
line of Eqn. 36 using f = 1; Børve et al. 2001). Since subtracting
the term violates energy and momentum conservation (but only in-
sofar as the divergence term in (36) is non-zero; e.g. Price 2012;
Tricco & Price 2012), Børve et al. (2004) introduced a variable f
such that 0 < f < 1
2
. However, Tricco & Price 2012 showed that
numerical artefacts can be produced for f < 1, thus suggested
f = 1 everywhere. Since the tensile instability is only triggered for
1
2
B
2 > P , we use
f =


1; β ≤ 1,
2− β; 1 < β ≤ 2
0; β > 2,
(40)
where β = 2P
B2
is the plasma beta; f is calculated for each particle,
a, using only the properties of particle a. This allows the source
term to be removed where it is problematic, but maintains energy
and momentum conservation elsewhere. The function 1 < β ≤ 2
allows a smooth decrease between the two extremes, and to avoid
sharp jumps when β ∼ 1. To avoid confusion with the Hall param-
eters, βe, βi and βg, we will always use β with no subscript to refer
to the plasma beta.
We adopt the usual cubic spline kernel, with hfac = 1.2
in (35) specifying the ratio of the smoothing length to the par-
ticle spacing, equivalent to ∼58 neighbours (Price 2012). Fi-
nally, the magnetic field has been normalised such that vA ≡
B/
√
ρ (see Price & Monaghan 2004). We solve (38) following
Price & Monaghan (2007) at short range, with a k-d tree algorithm
similar to that described in Gafton & Rosswog (2011) used to com-
pute the long range gravitational interaction in an efficient manner.
To calculate the non-ideal MHD terms in (37), we follow the
procedure described in Wurster et al. (2014). First, the current den-
sity, J ≡ ∇ ×B, is calculated using the difference operator (c.f.
Price 2010, 2012):
Ja =
1
Ωaρa
∑
b
mb (Ba −Bb)×∇aWab(ha). (41)
The general non-ideal MHD term is then calculated using the con-
jugate (i.e. symmetric) operator,
dBa
dt
∣∣∣∣
non-ideal
= −ρa
∑
b
mb
[
Da
Ωaρ2a
×∇aWab(ha) (42)
+
Db
Ωbρ2b
×∇aWab(hb)
]
,
where Da is defined for each non-ideal MHD term as
D
OR
a = −ηORJa, (43)
D
HE
a = −ηHEJa × Bˆa, (44)
D
AD
a = ηAD
(
Ja × Bˆa
)
× Bˆa. (45)
Once Ja is calculated, Da can be calculated without knowledge of
any of particle a’s neighbours. Although this algorithm is the same
as in Wurster et al. (2014), here we self-consistently calculate the
resistivity coefficients as described in the previous sections rather
than defining them as constants for the entire simulation. Therefore,
no a priori knowledge is required of which term is dominant. This
algorithm has been thoroughly tested for ambipolar diffusion with
constant resistivity in Wurster et al. (2014); given the non-diffusive
nature of the Hall effect, we present the results from two tests in
Appendix C1.
We compute the artificial resistivity term (Price & Monaghan
2004, 2005) in (37) using
dBa
dt
∣∣∣∣
artificial
=
ρa
2
∑
b
mb (Ba −Bb)
[
vBsig,a
ρ2a
rˆab ·∇aWab(ha)
Ωa
+
vBsig,b
ρ2b
rˆab ·∇aWab(hb)
Ωb
]
(46)
where vBsig =
√
c2s + v
2
A is the signal velocity, set to the fast mag-
netosonic speed. Each particle has its own αB, set using the switch
described in Tricco & Price (2013):
αB = min
(
h|∇B|
|B| , 1.0
)
, (47)
where the magnitude of the gradient matrix is computed from the
2-norm (Tricco & Price 2013). This ensures that resistivity is only
strong where there are strong gradients in the magnetic field. The
Ohmic diffusion resulting from the artificial resistivity term for a
given particle a is given by
ηaart ≈ 12α
a
Bv
B
sig,aha. (48)
We compute this at each step in the calculation and compare it to
the physical diffusion coefficients to ensure that physical resistivity
dominates.
Finally, we control the divergence of the magnetic field using
the constrained hyperbolic divergence cleaning scheme described
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in Tricco & Price (2012). Importantly, this treatment of the mag-
netic field evolution is completely general as in Price et al. (2012)
and Bate et al. (2014), unlike the Euler Potentials method used by
Price & Bate (2007).
2.5 Timestepping
For non-ideal MHD, the timestep for particle a is constrained by
dta < Cnon-ideal
h2a
|ηa| , (49)
where ηa = max (ηOR,a, ηHE,a, ηAD,a) and Cnon-ideal < 1 is a pos-
itive coefficient analogous to the Courant number. Wave calcula-
tions involving the whistler mode suggest Cnon-ideal = 12π as the
optimal value. This agrees with the stability test in Bai (2014), who
optimally sets Cnon-ideal = 16 . We find that values much larger than
this yield unstable results.
In some cases, this timestep can be considerably smaller than
the normal Courant timestep, thus can drastically slow down the
simulation. For the C-shock test presented in Mac Low et al. (1995)
and Wurster et al. (2014), the timestep was 30–40 times shorter for
the case that included ambipolar diffusion compared to the case
using ideal MHD.
For the diffusive terms that are parabolic in nature (i.e. Ohmic
resistivity and ambipolar diffusion; the Hall effect is hyperbolic),
we can relax the stringent condition imposed by (48) by implement-
ing super-timestepping (Alexiades et al. 1996). Super-timestepping
requires stability at the end of a cycle of N steps rather than at
the end of every step. To implement super-timestepping, we first
choose timesteps such that
dt =min (dtCourant, dtHE) , (50)
dt′diff =min (dtOR, dtAD) , (51)
and dictate that the simulation must be stable when it has pro-
gressed time dt. If dt > dt′diff, then the number of timesteps re-
quired to progress dt is N = int
(√
dt
kdt′diff
)
+1 (Choi et al. 2009),
where k ≤ 1 is a positive scalar; we set k = 0.9. We then reset the
diffusive timestep to
dtdiff =
N2
k
dt. (52)
The individual sub-steps are then given by
dτj = dtdiff
[
(ν − 1) cos
(
2j − 1
N
pi
2
)
+ ν + 1
]−1
(53)
for j = 1, ..., N , where 0 < ν < 1 is pre-calculated for a given N
using the relation in (52). The full timestep, dt, is recovered with
dt =
N∑
j=1
dτj = dtdiff
N
2
√
ν
(
(1 +
√
ν)
2N − (1−√ν)2N
(1 +
√
ν)
2N
+ (1−√ν)2N
)
. (54)
Given the predictor-corrector method used by PHANTOM, we de-
crease dt → dt/2 if the signal velocity is predicted to increase
more than 10 per cent during a given dτ . Although decreasing dt
to maintain small changes in the signal velocity can counteract the
benefits of super-timestepping, it does provide the required stability
over dt while allowing a decrease in runtime. In Appendix C2, we
discuss super-timestepping for both test cases and our models; fur-
ther tests of super-timestepping can be found in Commerc¸on et al.
(2011) and Tsukamoto et al. (2013).
The Hall term is hyperbolic, thus super-timestepping cannot
be applied. Further, we have no explicit treatment of this term (i.e.
the minimum timestep is given by Eqn. 50), thus the Hall effect
can cause a considerable slow-down in the simulations. Under cer-
tain circumstances, dtHE can be several hundred or thousand times
smaller than the Courant-limited timestep, which essentially results
in the premature end of the simulation.
3 INITIAL CONDITIONS
Our setup is similar to that used in PB07. We use a spherical cloud
of radius R = 4 × 1016 cm = 0.013 pc, mass M = 1 M⊙,
and mean density of ρ0 = 7.43 × 10−18 g cm−3. The cloud has
an initial rotational velocity of Ω = 1.77 × 10−13 rad s−1, an
initial sound speed of cs,0 = 2.19 × 104 cm s−1, and we assume
a uniform magnetic field aligned (or anti-aligned) with the axis of
rotation, i.e. B0,x = B0,y = 0, B0,z 6= 0. The free-fall time is
tff = 2.4 × 104 yr, which is the characteristic timescale for this
study.
To avoid boundary conditions at the edge of the sphere, the
cloud is placed in a uniform, low-density box of edge length l =
4R = 0.052 pc, which is in pressure equilibrium with the cloud;
the density contrast between the cloud and the surrounding medium
is 30:1. This allows the cloud to be modelled self-consistently, and
the large ratio ensures that the surrounding medium will not con-
tribute significantly to the self-gravity of the cloud. We use quasi-
periodic boundary conditions at the edge of the box, in which SPH
particles interact hydrodynamically ‘across the box’, but not gravi-
tationally.
Sink particles (Bate et al. 1995) are introduced so that we
can follow the collapse efficiently after the formation of the
first hydrostatic core. When the maximum gas density surpasses
ρcrit = 10
−10 g cm−3, the densest gas particle is replaced with
a sink particle when it and its neighbours within racc = 6.7 AU
meet a given set of criteria; all the neighbours are immediately ac-
creted onto the sink particle. Gas which later enters this radius is
checked against given criteria to determine if is accreted onto the
sink particle. Sink particles interact with the gas only via gravity
and accretion. Thus, magnetic fields in the central regions are re-
moved and not allowed to feed back on the surrounding material.
While this is a crude approximation, it enables us to perform our
study efficiently (PB07). However, sink particle boundaries with
magnetic fields are problematic in SPMHD and a systematic study
of alternative approaches would be worthwhile.
The parameters that govern the sink particle (i.e. the critical
density, ρcrit and the accretion radius, racc) must be chosen carefully
since these parameters will influence the results. Objects smaller
than the accretion radius are necessarily unresolved, but the density
profile around the sink will also vary depending on racc since the
sink effectively adds an outflow boundary condition at this radius;
this can lead to the sink influencing the gas on scales larger than
racc (Machida et al. 2014).
Given our initial conditions and our chosen equation of state,
we require at least 30 000 particles to resolve the local Jeans
mass throughout the calculation (Bate & Burkert 1997; PB07). We
present simulations at two different resolutions: 445 000 particles
including 302 000 in the sphere, and 1 484 000 particles including
1 004 000 in the sphere. Thus, this resolution condition is clearly
satisfied in our models. Our primary analysis of a strong magnetic
field and ζ = 10−17 s−1 will be performed at the higher res-
olution, while, for computational efficiency, the remainder of the
analyses will be performed at the lower resolution. Our included
resolution studies indicate that our conclusions are independent of
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Parameter All values to be tested
Non-ideal MHD component ideal MHD, non-ideal MHD
Ohmic-only, Hall-only, ambipolar-only
Initial mass-to-flux ratio, µ0 5.0, 7.5, 10.0
Direction of the magnetic field B0 ·Ω0 > 0, B0 ·Ω0 < 0
Cosmic ray ionisation rate, ζ 10−17 s−1, 10−18 s−1
Resolution (particles in sphere) ∼3×105 , ∼106
Table 1. A list of the parameters varied in this study. The second col-
umn lists values of the parameter that we tested. For our initial condi-
tions, µ0 = 5, 7.5 and 10 correspond to magnetic field strengths of
B = {1.63, 1.09, 0.817}×10−4 G, respectively. We define models listed
as ‘non-ideal’ as containing all three non-ideal MHD terms. Unless other-
wise stated, the cosmic ionisation rate will be set at ζ = 10−17 s−1.
resolution. All particles are set up on a regular close-packed lat-
tice (e.g. Morris 1996). All undesirable effects initially introduced
by the regularity of the lattice are transient and washed out long
before the star formation occurs.
We characterise the magnetic field in terms of the normalised
parameter µ, where
µ ≡ M/ΦB
(M/ΦB)crit
, (55)
where M/ΦB is the mass-to-flux ratio
M
ΦB
≡ M
piR2B
, (56)
and (M/ΦB)crit is the critical value where magnetic fields prevent
gravitational collapse altogether(
M
ΦB
)
crit
=
c1
3pi
√
5
G
, (57)
where M is the total mass contained within the cloud, ΦB is the
magnetic flux threading the surface of the (spherical) cloud at ra-
dius R assuming a uniform magnetic field of strength B, G is the
gravitational constant and c1 ≃ 0.53 is a parameter numerically
determined by Mouschovias & Spitzer (1976). Observations sug-
gest µ ∼ 2 − 10 in molecular cloud cores (e.g. Crutcher 1999;
Bourke et al. 2001; Heiles & Crutcher 2005); this value could be
even smaller once projection effects are taken into account (Li et al.
2013).
In this study, we test the effect of the different non-ideal
MHD terms, the initial mass-to-flux-ratio, µ0, the direction of the
magnetic field, the cosmic ray ionisation rate, and resolution. Ta-
ble 1 lists these parameters, along with values to be tested. Un-
less otherwise stated, the cosmic ionisation rate will be set at
ζ = 10−17 s−1. We define models listed as ‘non-ideal’ as con-
taining all three non-ideal MHD terms.
4 RESULTS
4.1 Ideal MHD
For a baseline comparison, we present four simulations of the ax-
isymmetric collapse of a molecular cloud core using ideal MHD.
This is similar, but smaller in scope, to the study presented in PB07.
Fig. 2 shows the face-on gas column density profiles for µ0 = ∞
(i.e. no magnetic fields; labelled as ‘Hydro’ in the figures), 10, 7.5
and 5 at five different times during the collapse; these ratios corre-
spond to magnetic field strengths of B = {0, 0.817, 1.09, 1.63} ×
10−4 G, respectively. There are initially∼ 3× 105 particles in the
gas sphere.
In Fig. 2, the cloud is initially rotating counterclockwise with
the initial magnetic field directed out of the page (i.e. B0 ·Ω0 > 0).
The hydrodynamic model forms a large, massive disc. This is ex-
pected since there is no mechanism (i.e. magnetic fields) to trans-
port the angular momentum out of the system. For the magnetic
models, increasing the initial magnetic field strength (i.e. decreas-
ing µ0) retards the collapse; this is seen at t = 1.01tff, where the
central density is lower for stronger magnetic fields.
To perform a quantitative comparison, we first define the disc
and the star+disc system. Gas is ‘in the disc’ if it has density
ρ > ρdisc,min = 10
−13 g cm−3, which is one order of magnitude
above which the gas becomes adiabatic. The mass of the star+disc
system is defined as the mass of the disc plus the mass of the sink
particle, which represents the first hydrostatic core. The radius of
the disc is defined as the radius in which 99 per cent mass of the
star+disc system is contained (PB07). We caution that the disc char-
acteristics are variable with time since gas is condensing onto it as
well as being fed to the sink from it. Thus, the star+disc system
yields a more robust analyse of mass since the mass that accretes
onto the disc remains in either the disc or the sink particle. Despite
its temporal variability, the disc properties will be analysed since
whether or not a disc forms is the focus of this study.
The left-hand column of Fig. 3 shows the mass of the star+disc
system and important disc properties, including mass, radius, spe-
cific angular momentum, average magnetic field, and plasma beta.
The star+disc system forms at t ≈ 1.01tff. For the hydrodynamic
model, 97 per cent of the mass that was initially in the gas cloud re-
sides in the star+disc system by t = 1.21tff and 32 per cent of that
mass resides in the disc. When magnetic fields are included, angu-
lar momentum is efficiently transported outwards, so the specific
angular momentum in the disc decreases as the initial magnetic
field strength is increased. As the initial magnetic field strength is
increased, the disc radius and the masses of the disc and star+disc
system decrease. For µ0 = 5, the majority of the high-density ma-
terial is converted into the sink particle during its formation, and the
remaining high-density material is quickly accreted; by t ≈ 1.08tff,
all evidence of the disc has been erased. The non-smooth evolution
of the disc radii is caused by gravitational instabilities that trigger
transient features in the disc, including spiral arms. These are also
pronounced since the disc characteristics are typically calculated at
intervals of dt = 0.01tff.
This analysis is similar to the results in fig. 4 of PB07. While
the same trends are observed, the quantitative results are differ-
ent. This is a result of an error in the initial conditions of PB07,
where the sound speed was not defined in the low-density back-
ground. This resulted in a slower collapse, and less gas reaching
ρ > ρdisc,min since the gas in the initial cloud was not pressure-
confined. Hence, they reported lower disc masses and radii. We
were able to reproduce their values by simulating a model where
our gas cloud was not in a pressure confined medium.
The relationship between magnetic field strength and density
in these models is not as well-defined as in Sections 2.2 and 2.3,
where we described the ionisation and conductivities; there, the
magnetic field was defined as in (34). In these models, the rela-
tionship is typically B ∝ ρp, where p ∈ [ 1
2
, 2
3
]
. This agrees
with the range presented in Tsukamoto et al. (2015b). For the three
magnetic models, the average magnetic field in the disc is simi-
lar; recall, though, that the these models had initial magnetic field
strengths that differed only by a factor of two.
In summary, hydrodynamical collapses result in large, massive
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Figure 2. Face-on gas column density using ideal MHD. The initial rotation is counterclockwise and the initial magnetic field is directed out of the page (i.e.
B0 · Ω0 > 0). Each model is initialised with ∼3×105 particles within the sphere. From left to right, the columns represent snapshots at a given time (in
units of the free-fall time, tff = 2.4 × 104 yr). The rows represent models with different initial magnetic field strengths given in terms of µ0 (i.e. the initial
mass-to-flux ratio normalised to the critical mass-to-flux ratio). The top row has no initial magnetic field and the bottom row has the strongest magnetic field
(i.e. increasing magnetic field strength corresponds to a decreasing value of µ0). The white circles represent the sink particle with the radius of the circle
representing the accretion radius of the sink particle. Each frame is (300 AU)2. The discs grow in size and mass with time. At any given time, the models with
stronger magnetic fields have smaller and less massive discs than the models with the weaker initial magnetic field. The hydrodynamic model yields the largest
and most massive disc in our entire suite of simulations.
discs while magnetohydrodynamical collapses hinder or suppress
the formation of discs, with smaller discs forming in simulations
with stronger initial magnetic fields – assuming a disc forms at all.
In agreement with (e.g.) Allen et al. (2003), PB07, Mellon & Li
(2008), and Hennebelle & Fromang (2008), this demonstrates the
magnetic braking catastrophe.
4.1.1 Resolution
Fig. 4 shows a comparison of the discs formed at resolutions of
∼3× 105 particles in the collapsing sphere (top row) and ∼106
particles (bottom row) using µ0 = 7.5. This magnetic field strength
was used so that disc characteristics could be compared. The∼106
particle model took ∼3.5 times longer to run, which is reasonable
given the increase in resolution.
The two resolutions follow the same general trend, with large
discs forming. For 1.10 . t/tff . 1.21, the star+disc mass,
disc mass and disc radius typically differ by less than 20 per cent.
Thus, these results are relatively robust to the resolution increase
presented here.
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Figure 4. Face-on column density as in Fig. 2 but for ideal MHD at two
different resolutions and zoomed in to (90 AU)2; both use µ0 = 7.5. The
open circles represent the sink particle with the radius of the circle repre-
senting the accretion radius of the sink particle. At both resolutions, disc
masses and radii are similar.
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Figure 3. Disc properties for the ideal (left) and non-ideal (right) MHD models with ∼3×105 particles in the sphere. Top to bottom: Mass of the star+disc
system, the disc mass, disc radius, the specific angular momentum of the disc, the average magnetic field, and the average plasma beta (this frame includes
a reference line at β = 1, where gas and magnetic pressure are equal). The disc is defined by ρ > ρdisc,min = 10−13 g cm−3, which is one order of
magnitude above which the gas becomes adiabatic. The disc radius is defined as the radius which contains 99 per cent of the mass of the star+disc system.
The average magnetic field and plasma beta are averages over all of the particles in the disc. The masses of the disc and star+disc system, as well as the disc
radius and specific angular momentum, decrease for increasing magnetic field strength. The hydrodynamic model yields the largest and most massive disc.
Magnetic fields counteract the gravitational collapse, thus, for both ideal and non-ideal MHD, stronger magnetic fields yield smaller and less massive discs.
For the models with µ0 = 5, all traces of the disc have been erased by t ≈ 1.08tff and ≈ 1.15tff for the ideal and non-ideal MHD models, respectively.
4.2 Ideal MHD — outflows
Fig. 5 shows the edge-on column density for the ideal MHD cal-
culations. We see that the models with magnetic fields launch
bipolar outflows shortly after the collapse of the core, in
agreement with Tomisaka (1998, 2002), Tomisaka et al. (2004),
Machida et al. (2004, 2006, 2008), Hennebelle & Fromang (2008),
Commerc¸on et al. (2010), Bu¨rzle et al. (2011), and Price et al.
(2012); stronger and more collimated outflows are launched in
models with stronger magnetic fields. Some numerical asymme-
tries are visible at t & 1.12tff in the µ0 = 10 and 7.5 models, which
are caused by a lack of momentum conservation in the second term
of (36). Angular momentum, however, is conserved within two per
cent until sink formation. We have verified that the loss in conserva-
tion is independent of whether or not a sink particle is inserted. We
also find that in ideal MHD, in agreement with previous authors, the
outflow properties are resolution dependent. Hence, while a quali-
tative study of the outflows is useful, we urge caution regarding any
quantitative properties.
4.3 Non-ideal MHD
Fig. 6 shows the face-on column density plots for three non-ideal
MHD models using initial magnetic field strengths of µ0 = 10, 7.5
and 5; this figure is directly comparable to the bottom three rows in
Fig. 2. Since the sign of B0 · Ω0 is important for the Hall effect,
the top and bottom panels have the magnetic field initialised with
B0 ·Ω0 > 0 and < 0, respectively.
Of the B0 ·Ω0 > 0 models, only the µ0 = 10 model forms a
disc. At t = 1.21tff, the non-ideal MHD model has a star+disc mass
that is 4.2 per cent more massive and a disc that is 10 per cent less
massive than its ideal MHD counterpart. The radii of the two discs
differ by less than 30 per cent; at any given time throughout the
evolution, there is up to 60 per cent difference in radius, although
it varies which model has the larger disc.
Discs form in all three B0 ·Ω0 < 0 models, and their charac-
teristics are plotted in the right-hand column of Fig. 3. As with the
ideal MHD models, increasing the initial magnetic field strength
decreases the star+disc and disc masses and the radius of the disc,
although the effect is not as pronounced as in the ideal MHD suite.
Since a disc does not form in the ideal MHD model with µ0 = 5,
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Figure 5. Edge-on gas column density using ideal MHD and zoomed out to (3000 AU)2 and using a density range shifted down by a factor of ten to visualise
the full extent of the outflows launched shortly after the collapse (t ≈ 1.02tff) in the magnetic models. The models with stronger magnetic fields have faster
and more collimated outflows.
it is reasonable to only compare star+disc masses. At the remain-
ing two magnetic field strengths, the non-ideal MHD models have
larger disc masses and radii, and the specific angular momentum
is similar or slightly larger. The ideal MHD models have stronger
magnetic fields in the disc; this is expected given the inclusion of
the two dissipative terms in the non-ideal MHD models. On aver-
age, gas pressure dominates the magnetic pressure in the disc.
4.3.1 Resolution
As with our ideal MHD simulations, we analyse the effect of in-
creasing the resolution from ∼3×105 particles in the initial gas
cloud to∼106 particles. Given the h2 dependence that the smooth-
ing length has on the non-ideal MHD timestep, the increase in run-
time is considerable for the models that form discs and include the
Hall effect (since super-timestepping cannot be used). It takes the
non-ideal MHD model with µ0 = 5, B0 · Ω0 < 0 and ∼106
particles ∼19 times longer to reach t = 1.15tff than its ∼3×105
particle counterpart; this is the time when the disc dissipates in the
∼3×105 model. For comparison, it takes the B0 ·Ω0 < 0 model
with ∼106 particles ∼6.8 times longer to reach t = 1.21tff than
its ∼3×105 counterpart.
Fig. 7 shows the face-on gas column densities for the non-
ideal MHD model with µ0 = 5 and B0 ·Ω0 < 0, and Fig. 8 shows
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Figure 7. Resolution study, as in Fig. 4, but for non-ideal MHD with µ0 =
5 and B0·Ω0 < 0. For non-ideal MHD, increasing the resolution decreases
the mass of the star+disc system by only ∼ 5 per cent.
the disc characteristics. Increasing the resolution for the non-ideal
MHD models has a minimal effect on the disc over the time of anal-
ysis (t ≤ 1.15tff; i.e. the life of the disc in the ∼3×105 model).
By increasing the resolution, the mass of the star+disc system de-
creases only by∼5 per cent. The high-resolution disc is more mas-
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Figure 6. Face-on gas column density, as in Fig. 2 but for non-ideal MHD including the effect of Ohmic resistivity, the Hall effect and ambipolar diffusion.
The top plot has the magnetic field initialised with B0 ·Ω0 > 0, and the bottom plot with B0 ·Ω0 < 0. Compared to ideal MHD, disc sizes are smaller for
B0 ·Ω0 > 0, but larger for B0 ·Ω0 < 0. This indicates that the Hall effect is the most important non-ideal MHD term for disc formation.
sive within a factor of two than its counterpart, and the evolution
indicates that it will not dissipate.
Our ∼3×105 particle models meet the resolution criteria set
out by Bate & Burkert (1997) (c.f. Section 3), and our brief res-
olution study indicates that our results agree at both resolutions.
Thus, to save computational costs of the B0 ·Ω0 < 0 models with
weaker magnetic fields, the bottom panel in Fig. 6 shows the lower
resolution models. For consistency, we thus present all the models
in Sections 4.1 and 4.3 at the lower resolution. The remainder of
this study is performed using the ∼106 particle models, with the
exception of our discussion of the cosmic ionisation rate. Note that
the non-ideal MHD model with µ0 = 5 and B0 ·Ω0 < 0 has only
evolved to t ≈ 1.18tff.
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Figure 9. Edge-on gas column density, as in Fig. 5 but for non-ideal MHD including the effect of Ohmic resistivity, the Hall effect and ambipolar diffusion.
The top plot has the magnetic field initialised with B0 ·Ω0 > 0, and the bottom plot with B0 ·Ω0 < 0. Outflows form in the calculations that form small
discs.
4.4 Non-ideal MHD — outflows
Fig. 9 shows the edge-on column density for the non-ideal MHD
calculations, showing the models with B0 ·Ω0 > 0 and B0 ·Ω0 <
0 in the top and bottom plots, respectively. The most interesting
aspect is that outflows appear to anticorrelate with the presence of
discs. That is, outflows carry away angular momentum, which hin-
ders the formation of discs. This is counterintuitive since one would
normally expect outflows to be launched from a disc. Here, as in
Price et al. (2012), the outflows are powered by a rotating, sub-
Keplerian flow, and carry away sufficient angular momentum to
prevent the formation of a Keplerian disc. Non-ideal MHD, in gen-
eral, appears to suppress the formation of outflows. This is quanti-
fied further in Section 4.6, where we discuss the influence of indi-
vidual non-ideal MHD terms.
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Figure 8. As in Fig. 3 but for the non-ideal MHD models with B0 ·Ω0 < 0
and µ0 = 5 at resolutions of ∼3×105 and ∼106 particles in the sphere.
At t = 1.15tff, the star+disc system masses differ by less than ∼5 per cent.
The ∼106 model has only evolved to t ≈ 1.18tff.
4.5 Which non-ideal MHD terms are important?
The results in Section 4.3 clearly show the importance of includ-
ing non-ideal MHD. To determine the specific effect of each term,
we model the collapse using only one non-ideal MHD term at a
time, and using both signs of B0 · Ω0 in models that include the
Hall effect. These models represent contrived and idealised situ-
ations since the physical environment dictates the importance of
each term, thus these terms cannot be selected a priori. However,
these models will allow us to determine the impact each effect
has, as well as to compare our results to those in the literature.
Figs. 10 and 11 show the the face-on and edge-on gas column den-
sity, respectively, for the ideal MHD, Ohmic-only, Hall-only (for
B0 · Ω0 > 0 and < 0), ambipolar-only, and non-ideal MHD (for
B0 ·Ω0 > 0 and < 0) models. All simulations use ∼106 particles
in the sphere and µ0 = 5, since this is the magnetic field strength
in our suite that it is most comparable to observed magnetic field
strengths
At this resolution and magnetic field strength, discs form in the
ideal MHD and Ohmic-only models at t ≈ 1.17tff; by t = 1.21tff,
these discs have grown to r ≈ 14 and 13 AU, respectively. The
ambipolar-only model, and the models that include the Hall effect
with B0 ·Ω0 > 0 fail to form discs. Large discs are formed when
the Hall effect is included and the gas is initialised with B0 ·Ω0 <
0.
Qualitatively, the Hall effect with B0 ·Ω0 < 0 appears to be
the most important non-ideal MHD term. Quantitatively, the impor-
tance of each non-ideal term in the disc can be analysed using the
non-ideal MHD model with B0 · Ω0 < 0. The left-hand panel of
Fig. 12 shows the average coefficients of the three non-ideal MHD
terms and the artificial resistivity, η, and magnetic Reynolds num-
ber, Rm, in the disc at any given time; the right-hand panel shows
the radial profile of these terms at t = 1.12tff.
Shortly after the formation of the disc, the Hall effect is the
dominant term, and ambipolar diffusion is comparable to the ar-
tificial resistivity. As the system evolves, ambipolar diffusion be-
comes the dominant term, and the Hall effect becomes less impor-
tant. Ohmic resistivity becomes important as the density of the disc
increases. At the snapshot of t = 1.12tff, ambipolar diffusion and
Ohmic resistivity dominate the Hall effect within the defined disc.
When considering earlier times (e.g. 1.06tff), the radial profile is
approximately constant with radius, with |η¯HE| > η¯art > η¯AD >
η¯OR.
A magnetic Reynolds number, Rm = vCr/η, where vC =√
GM(r)/r is the circular velocity at radius r and M(r) is the
enclosed star+disc mass, is calculated for each physical and artifi-
cial resistivity. For all time, at least one Reynolds number from a
physical terms is lower than the Reynolds number from artificial
resistivity. This indicates that the physical resistivity is more im-
portant than artificial resistivity. Moreover, the value of Rm & 1
indicates that the diffusion terms are important in the disc.
4.6 Effect of non-ideal MHD terms — outflows
All models that include magnetic fields launch bipolar outflows.
Increasing the magnetic field strength (i.e. Sections 4.1 and 4.3)
yields faster and more collimated outflows, which are sustained
over a longer period of time.
At µ0 = 5 (c.f. Figs. 10 and 11), both the ideal MHD and
Ohmic-only models launch strong, collimated outflows. As the sys-
tems evolve, the base of the outflow broadens, resulting in a less
collimated system, although the remnant of the collimated outflow
persists. By the time the disc forms at t ≈ 1.17tff, the outflow has
been well-established and is in the process of weakening. When the
Hall effect or ambipolar diffusion are included for B0 · Ω0 > 0,
broad outflows form; unlike the ideal MHD and Ohmic-only mod-
els, there is no collimated central outflow. Thus, in models that do
not form discs, strong bipolar outflows form, and the Hall effect
and ambipolar diffusion prevent collimation.
A large disc forms in the Hall-only model with B0 ·Ω0 < 0,
however the outflow is almost completely suppressed. A weak out-
flow is launched at t ≈ 1.05tff, but dissipates by≈ 1.08tff. A small
dense disc forms in the non-ideal MHD model with B0 ·Ω0 < 0,
and a weak outflow is launch at t ≈ 1.07tff. The outflow continues
to expand as the system evolves, however it is never collimated and
never becomes as broad as in the B0 ·Ω0 > 0 models.
As discussed in Section 4.4, we find that the presence of a
collimated outflow is anticorrelated to the presence of a large disc.
4.7 Effect of magnetic field direction
The direction of the magnetic field with respect to the rotation vec-
tor (i.e. the sign of B0 · Ω0) has a profound impact. This can be
seen by comparing third to the fourth row (Hall-only), and the sev-
enth to the eighth row (non-ideal MHD) of Figs. 10 and 11; the
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Figure 10. As in Fig. 2 but for ideal MHD, Ohmic-only, Hall-only, ambipolar-only and non-ideal MHD models, using µ0 = 5 and ∼106 particles in the
sphere. The Hall effect is sensitive to the sign of B0 ·Ω0, thus models including the Hall effect are modelled using both orientations of the initial magnetic
field; all other models are insensitive to the sign of B0 ·Ω0 thus use B0 ·Ω0 > 0. Small discs form at late times in the ideal MHD and Ohmic-only models.
In the Hall-only and non-ideal MHD models, r ≈ 38 and 13 AU disc exists by t = 1.15tff, respectively. The non-ideal MHD model with µ0 = 5 and
B0 ·Ω0 < 0 has only evolved to t ≈ 1.18tff.
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Figure 11. As in Fig. 10 but showing the edge-on gas column density. Strong outflows correspond to models with small or no discs, and the outflow is more
collimated for more ideal models (i.e. ideal MHD and Ohmic-only models).
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Figure 12. Non-ideal MHD coefficients, η (top panels) and magnetic Reynolds numbers, Rm = vCr/η (bottom panels) for the non-ideal MHD model with
µ0 = 5 and B0 ·Ω0 < 0. The left-hand panel shows the average values in the disc, and the right-hand panel shows the radial profile at t = 1.12tff. Horizontal
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Shortly after the formation of the disc, the Hall effect is the dominant term, but as the disc begins to dissipate, the dissipative terms begin to dominate. The
value of Rm & 1 indicates that the diffusion terms are important in the disc.
bottom row in each pair is initialised with B0 · Ω0 < 0. Using
B0 · Ω0 < 0, an r ≈ 38 AU disc forms in the Hall-only model,
and an r ≈ 13 AU disc forms in the non-ideal MHD model by
t = 1.15tff; the Hall-only model has its maximum disc radius at
this time. Thus, at a magnetic field strength of µ0 = 5, discs can
only be formed if the Hall effect is included and B0 ·Ω0 < 0.
Fig. 13 shows the masses and sizes of these discs (along with
the limited information from their B0 ·Ω0 > 0 counterparts). In all
five models in this figure, a sink particle is formed at t ≈ 1.025tff.
By t ≈ 1.07tff, the disc disappears in the Hall-only and non-ideal
MHD models with B0 · Ω0 > 0 as the remainder of the high-
density (ρ > ρdisc,min) material is accreted onto the sink particle. In
these models, a true ‘disc’ may never have formed, and the reported
disc properties are for the high-density material that satisfies our
chosen definition of ‘disc’. Thus, at this magnetic field strength,
there are no discs with B0 ·Ω0 > 0 to which we can compare.
The star+disc masses in the B0 ·Ω0 < 0 models are∼23 and
9 per cent more massive than their B0 ·Ω0 > 0 counterparts for the
Hall-only and non-ideal MHD models, respectively, at t = 1.15tff.
At t = 1.21tff, the Hall-only model with B0 ·Ω0 < 0 has a large
disc, which is ∼64 and ∼68 per cent smaller in mass and radius,
respectively, than the hydrodynamic disc.
Both B0 ·Ω0 < 0 models have magnetic field strengths and
plasma beta’s that differ by less than a factor of two. Thus, the Hall
effect is the non-ideal MHD term that is primarily responsible for
preventing the transport of angular momentum to allow the disc to
grow.
Although average trends appear similar between both models,
the radial structure of both discs differs, as shown in Fig. 14 at
a snapshot at t = 1.12tff. When considering the magnetic field
profile, the Hall-only model has a maximal magnetic field strength
at r ≈ 26 AU, which does not correspond to the radius of the
maximum mass. Thus, the Hall effect traps the magnetic field at
a larger radius, which is near the outer edge of the disc. Interior
to this, and ignoring the slight rise in magnetic field strength near
the sink particle, the maximum plasma beta of β ≈ 184 is at r ≈
11 AU, corresponding to a weaker magnetic field.
When all three non-ideal MHD terms are present, the dissi-
pative processes diffuse the magnetic field, and the maximum field
strength is reduced. However, these processes also diffuse the field
inwards, so the magnetic field for the non-ideal MHD model is
stronger than the Hall-only model for the inner r ≈18 AU. Un-
like the Hall-only model, the maximum mass and plasma beta oc-
curs in the non-ideal MHD model at r ≈ 9 AU; this radius also
corresponds to the maximum non-ideal coefficients, η (c.f. the left-
hand panel of Fig. 12). Within the defined disc, the magnetic field
strength differs by less than 7 per cent, but the magnetic pressure is
less important with respect to the gas pressure.
The previous analysis has focused on the formation of the disc,
however, the surrounding gas is also affected by the processes and
parameters, as suggested by Fig. 11. Fig. 15 shows the velocity
perpendicular to a slice through the outflow (i.e. vy) at t = 1.12tff
for the ideal MHD model, and the Hall-only and non-ideal MHD
models for both B0 · Ω0 > 0 and < 0. In all models, the gas is
initially rotating counterclockwise, and in the B0 ·Ω0 > 0 models,
it continues to do so as the system evolves. The velocity structure
of the ideal MHD model traces the established collimated outflow
and the young broad outflow (c.f. Fig. 11). The Hall-only and non-
ideal MHD models with B0 ·Ω0 > 0 have a large opening angle,
which corresponds to the broad outflow.
When the Hall effect is included in the B0 ·Ω0 < 0 models,
the large angular momentum in the disc results in a decrease in the
angular momentum of the gas in the cloud from conservation laws,
and causes a counter-rotating envelope to form. This can be clearly
seen for the Hall-only model, where a counter-rotating envelope
exists at a radius of r ∈ (90, 150) AU from the rotation axis. The
non-disc material interior to this is slowly rotating, which is distinct
from the remaining models. A weak counter-rotating envelope also
exists in the non-ideal MHD models at r & 150 AU.
4.7.1 Comparison to other works
Given the numerical difficulty associated with the Hall effect, it has
been previously ignored in disc collapse simulations, with the ex-
ception of Tsukamoto et al. (2015a), who independently performed
similar collapse simulations while this study was being undertaken.
In the shearing box simulations of Bai (2014, 2015), their B0 ·
Ω0 < 0 models reduce the horizontal magnetic field which results
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Figure 13. Disc properties as in Fig. 3, but for Hall-only (red) and non-
ideal MHD (blue) models with B0 ·Ω0 < 0 (solid lines) and B0 ·Ω0 >
0 (dashed lines) for µ0 = 5 and ∼106 particles. The properties for the
hydrodynamical model are included for reference. In both cases, initialising
the magnetic field such that B0 ·Ω0 < 0 permits a disc to form, and yields
a larger star+disc mass than their B0 · Ω0 > 0 counterpart. The non-
ideal MHD model with µ0 = 5 and B0 · Ω0 < 0 has only evolved to
t ≈ 1.18tff.
in negligible magnetic braking. This would result in the formation
of large discs, similar to the results obtained in our simulations.
Using self-similar calculations, Braiding & Wardle (2012a)
concluded that the Hall effect is important in determining whether a
disc forms, its size, density and rotational profiles. For B0 ·Ω0 > 0,
their solutions yield a decrease in surface density of the disc com-
pared to a disc without the Hall effect. For B0 · Ω0 < 0, they
determined that the surface density of the disc would be increased
to realistic values for protostellar discs. They also show that a large
amount of Hall diffusion is not required to create the asymmetry
caused by the sign of B0 · Ω0 to be observable. While we were
unable to control the strength of ηHall since it is self-consistently
calculated, we did achieve noticeable differences in the non-ideal
MHD models even when the Hall effect had a secondary effect to
ambipolar diffusion.
Similar to this study, Tsukamoto et al. (2015a) modelled the
collapse of a uniform sphere of gas of M = 1 M⊙ with µ0 =
4. These models included the Hall effect. When their cloud was
initialised with B0 · Ω0 > 0, the result was a disc of r < 1 AU,
while for B0 · Ω0 < 0, the resulting disc had a radius of r >
10-6
10-5
10-4
10-3
10-2
M
di
sc
 
(M
su
n
)
Hall: Ω0.B0 < 0
Non-ideal: Ω0.B0 < 0
1019
1020
|L|
/M
di
sc
 
(cm
2  
s-
1 )
10-2
10-1
100
B
 (G
)
10-2
10-1
100
101
102
103
104
10 15 20 25 30 35
β
Radius (AU)
Figure 14. Radial profile of the disc at t = 1.12tff for the Hall-only (red)
and non-ideal MHD (blue) models with B0 · Ω0 < 0, for µ0 = 5 and
∼106 particles. The profile includes all the gas particles with density ρ >
ρdisc,min, and starts at r = 6.7 AU, which is the sink radius. The vertical
lines at ∼13 and 26 AU represent the defined radii of the discs in the non-
ideal MHD and Hall-only models, respectively. From top to bottom: Disc
mass, specific angular momentum, magnetic field strength, and plasma beta.
20 AU. This is consistent with our results, where our Hall-only
models yielded no disc and an r ≈ 38 AU disc by t = 1.15tff for
the two different orientations, respectively. Given our sink radius
of r = 6.7 AU, we are unable to resolve discs smaller than that;
given our slightly weaker initial magnetic field, we expect a larger
disc in our B0 ·Ω0 < 0 model. Further, their Hall-only model with
B0 ·Ω0 < 0 forms a counter-rotating envelope similar in size and
velocity as ours.
4.8 Effect of the cosmic ray ionisation rate
As discussed in §2.2, the cosmic ray ionisation rate, ζ, is one of
the few free parameters in our algorithm. To test the effect of this
parameter, we decrease it by a factor of ten from our fiducial value
of ζ = 10−17 s−1 to make the simulations ‘more non-ideal.’
This decrease in ζ causes a decrease in dtnon-ideal, and the runtime is
substantially increased; the exact slow-down is model-dependent.
Given the slow-down in the models that form discs, the results in
this section are complied from the ∼3×105 particle models.
In the non-ideal MHD model with B0 · Ω0 > 0, ζ has neg-
ligible effect, and neither model produces a disc. The model with
ζ = 10−18 s−1 has a runtime∼3.25 times longer than its fiducial-
ζ counterpart.
For B0 · Ω0 < 0, a disc forms for both values of ζ. Fig. 16
shows the face-on column density for the non-ideal MHD mod-
els using ζ = 10−17 (top) and 10−18 s−1 (bottom); both models
use µ0 = 5. Decreasing the value of ζ in this model increases
the runtime by a factor of ∼30, and dtHall is typically the lim-
iting timestep after a free-fall time. The resulting disc is larger
and more stable (i.e. survives for a longer period of time) for the
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Figure 15. The velocity perpendicular to a slice through the outflow (i.e.
vy) for five models with µ0 = 5 at t = 1.12tff. Each frame is (900 AU)2,
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core can be seen. The Hall-only model the B0 ·Ω0 < 0 has a weak bipo-
lar outflow, but forms a counter-rotating envelope. A weak counter-rotating
envelope also exists in the non-ideal MHD model with B0 ·Ω0 < 0. None
of the other models develop a counter-rotating envelope. The Ohmic-only
and ambipolar-only models are very similar to the ideal and non-ideal MHD
(B0 ·Ω0 > 0) models, respectively.
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Figure 16. As in Fig. 2, but for two different cosmic ray ionisation rates, ζ ,
for the non-ideal MHD model with µ0 = 5, B0 ·Ω0 < 0, and ∼3×105
particles initially in the sphere. For this model, decreasing ζ allows a large
disc to form and persist for the duration of the simulation; for the larger
value of ζ , the disc dissipates by t ≈ 1.15tff.
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Figure 17. As in Fig. 14, but for two different cosmic ray ionisation rates,
ζ , for the non-ideal MHD model with µ0 = 5 and B0 · Ω0 < 0. The
vertical lines at r ≈11 and 35 AU represent the defined radii of the discs
using ζ = 10−17 and 10−18 s−1, respectively.
ζ = 10−18 s−1 model. Fig. 17 shows the disc properties at
a snapshot at t = 1.12tff. In both models, the magnetic field
strength in approximately constant, but is ∼3 times higher in the
ζ = 10−17 s−1 model. The maximum plasma beta is also ∼15
times higher in the ζ = 10−18 s−1 model, indicating weaker
magnetic fields.
This analysis was intentionally performed using a model with
the Hall effect and B0 ·Ω0 < 0 since a disc forms. Tests show that
the ambipolar-only model is insensitive to the value of the cosmic
ionisation rate. Thus, the physical differences are insensitive to the
precise value of ζ, with the exception of models that include the
Hall effect which are initialised with B0 ·Ω0 < 0.
c© 2015 RAS, MNRAS 000, 1–26
20 Wurster, Price & Bate
4.9 Comparison to other works
The studies presented in previous works, such as Li et al. (2011),
Tomida et al. (2015) and Tsukamoto et al. (2015b), are comple-
mentary to this study. Caution must be used, however, when com-
paring the studies to one another and to ours since there are differ-
ences in initial conditions, physical and numerical processes. None
of these studies included the Hall effect. Regardless of the differ-
ences between the studies, a qualitative comparison is useful.
Li et al. (2011) ran a suite of 2D axisymmetric simulations on
a polar grid to model the collapse of a 1 M⊙ gas cloud of initially
uniform density. Their inner radial boundary is an outflow bound-
ary condition set at 6.7 A.U, which is the same radius as our sink
particles. They varied several parameters including magnetic field
strength, cosmic ionisation rate, the grain model and which non-
ideal MHD terms were included. In strong magnetic fields, they
found that discs did not form, even when Ohmic resistivity and
ambipolar diffusion were included. For weak magnetic fields, they
found small discs normally formed at early times, but later dissi-
pated due to powerful outflows.
Both Tomida et al. (2015) and Tsukamoto et al. (2015b) mod-
elled the collapse of a gas cloud in 3D, and both studies com-
pared three models using a strong magnetic field, µ0 ≈ 4: ideal
MHD, Ohmic-only, Ohmic+ambipolar. Tomida et al. (2015) ini-
tialised their gas cloud as an unstabilised, rotating 1 M⊙ Bonner-
Ebert sphere; their simulations are performed on a nested grid, and
includes radiative transfer. Tsukamoto et al. (2015b) used a radia-
tive SPMHD code without sink particles, initialising their 1 M⊙
gas cloud as an isothermal uniform gas sphere. Both of these mod-
els used a different initial radius than our cloud, thus the absolute
initial magnetic field strength is different in each study.
Qualitatively, the studies agree that strong magnetic fields in
ideal MHD models efficiently transport angular momentum and
prevent the formation of a disc. By adding Ohmic resistivity,
Tomida et al. (2015) form a small disc simultaneous with the for-
mation of the protostellar core. When ambipolar diffusion is also
included, the disc forms prior to the formation of the protostellar
core, and at the end of the first hydrostatic core phase, the disc ra-
dius is r ≈ 5 AU. They predict their disc will continue to grow,
although it is already massive enough to form non-axisymmetric
structures and possibly fragment. Tsukamoto et al. (2015b) form
an r ≈ 1 AU disc just after the formation of the protostellar core in
both of their models that include non-ideal MHD terms.
Caution must be used when comparing our models to pre-
viously published studies, since our sink particle has a radius of
6.7 AU, thus we are unable to track discs smaller than this; more-
over, discs with radii only slightly larger than this may be artifi-
cially created as a result of the sink particle’s interaction with the
nearby gas. Our definition of ‘in the disc’ (where the only require-
ment is ρgas > ρdisc,min) likely allows for different size of discs
to be reported for similar simulations. After the formation of the
sink particle at in our µ0 = 5 models (excluding the Hall-only and
non-ideal MHD models that are initialised with B0 · Ω0 < 0),
the high-density gas is accreted onto the sink particle, leaving the
systems devoid of any disc-like object. This lack of disc agrees
with the other studies. In the high resolution version of our Ohmic-
only model, a disc does reform prior to the end of the simulation at
t = 1.21tff. The disc mass is low, comprising ∼6 per cent of the
star+disc system mass.
5 SUMMARY AND CONCLUSION
We have presented a suite of simulations studying the effect of non-
ideal MHD on the formation of circumstellar discs. Our models
were initialised as a 1 M⊙, spherically symmetric, rotating molec-
ular cloud core with a magnetic field threaded vertically through it.
We followed the gravitational collapse of the core until shortly after
the formation of the first hydrostatic core using a barotropic equa-
tion of state. We tested the impact of each non-ideal MHD term
(Ohmic resistivity, Hall effect, and ambipolar diffusion) both inde-
pendently and together. We further tested the effect of the initial
mass-to-flux ratio µ0, the direction of the seeded vertical magnetic
field with respect to the axis of rotation, the cosmic ray ionisation
rate ζ, and resolution. All of the simulations were performed us-
ing the SPMHD code PHANTOM, including self-gravity. Our key
results are as follows:
(i) Ideal MHD: We performed simulations using ideal MHD
with µ0 = ∞, 10, 7.5 and 5. As in Price & Bate (2007), stronger
magnetic fields (smaller values of µ0) yielded smaller and less mas-
sive discs. A bipolar outflow was launched shortly after a free-fall
time in the magnetic models, with faster and more collimated out-
flows being launched in the models with stronger magnetic fields.
(ii) Non-Ideal MHD: For µ0 = 10, 7.5 and 5, we modelled the
collapse using all three non-ideal MHD terms. For B0 · Ω0 > 0,
the non-ideal MHD models yielded smaller discs than their ideal
MHD counterparts, but yielded larger discs when initialised with
B0 · Ω0 < 0. For µ0 = 5, we modelled the collapse using each
effect separately, and used both signs of B0 · Ω0 for models that
included the Hall effect. Discs did not form in any of the models
initialised with B0 · Ω0 > 0. At all magnetic field strengths, the
evolution of the system is dependent on the Hall effect and the sign
of B0 ·Ω0.
(iii) Outflows: We found an anticorrelation between the size and
speed of the outflow and the size of the disc. That is, outflows carry
away angular momentum and this hinders the formation of discs.
(iv) Direction of the magnetic field: We modelled the Hall-only
and non-ideal MHD models using both signs of B0 · Ω0. For
B0 · Ω0 < 0, the Hall effect resisted the momentum transport,
and large discs formed. In the Hall-only model with µ0 = 5,
an r ≈ 38 AU disc formed. In the non-ideal MHD model, an
r ≈13 AU disc formed. In both models, counter-rotating envelopes
formed at r ∈ (90, 150) and & 150 AU, respectively.
(v) Cosmic ray ionisation rate: Our models are relatively insen-
sitive to the cosmic ray ionisation rate. The exceptions are the mod-
els that include the Hall effect and are initialised with B0 ·Ω0 < 0,
in which larger and more massive discs form in the models with
lower cosmic ionisation rates.
In the presence of strong magnetic fields, Ohmic resistivity
and ambipolar diffusion cannot solve the magnetic braking catas-
trophe; as in ideal MHD models, large discs cannot form. However,
the Hall effect with B0 · Ω0 < 0 can solve the magnetic braking
catastrophe, allowing rotationally supported discs to form. Thus,
the direction of the magnetic field with respect to the rotation axis is
important (e.g. Wardle & Ng 1999), as found in Krasnopolsky et al.
(2011) and Braiding & Wardle (2012b) and confirmed in our study.
Larger and more massive discs form for B0 ·Ω0 < 0, while catas-
trophic magnetic braking may occur for B0 ·Ω0 > 0. Our results
agree with the conclusions found in Tsukamoto et al. (2015a).
As discussed in Braiding & Wardle (2012a), targeted observa-
tions with telescopes such as ALMA should be able to determine
the direction of the magnetic field with respect to the rotation axis
c© 2015 RAS, MNRAS 000, 1–26
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of discs around newly forming stars. Our results on the Hall effect
suggest that a correlation between B0 ·Ω0 and disc size should be
observed.
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APPENDIX A: EQUATION OF STATE
A1 Discontinuous temperatures
The barotropic equation of state given in (5) yields a continuous
pressure, shown as the red curve in Fig. A1. The local sound speed
is given by
cs =
√
γ
P
ρ
, (A1)
where
γ =


1; ρ < ρc,
7/5; ρc ≤ ρ < ρd,
11/10; ρ ≥ ρd.
(A2)
This local sound speed is converted into temperature using
T =
c2s µmp
kB
, (A3)
where µ is the mean molecular mass, mp is the proton mass, and
kB is the Boltzmann constant. It is this temperature that is used
in the ionisation calculations, and is shown as the blue curve in
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Figure A1. Pressure (red) and temperature (blue) resulting from the
barotropic equation of state (Eqn. 5). The vertical lines are the threshold
densities, ρd and ρc. The pressure is a continuous function of density, while
temperature is discontinuous at the threshold densities.
Fig. A1. The discontinuities in temperature at the threshold den-
sities are thus responsible for the discontinuities in grain charge,
number densities, conductivities and resistivities in our test cases
in Sections 2.2 and 2.3. Future work will test the effect of modify-
ing (A3) to be a continuous function of nn.
A2 Isothermal equation of state
As shown in Sections 2.2 and 2.3, the grain charge, species num-
ber densities, conductivities and resistivity coefficients are depen-
dent on the value of ζ. Where possible, we have obtained the re-
maining parameters from experimental values, however the specific
values will necessarily affect the results. In this appendix we will
briefly discuss the effect of the equation of state. For our simula-
tions, we have chosen a barotropic equation of state (c.f. Eqn. 5)
to mimic the expected equation of state in a star formation sce-
nario without requiring a full radiative treatment. In Wardle & Ng
(1999) (herein WN99), an isothermal equation of state is used with
T = 30 K. In the first column of Fig. A2, we plot the grain charge,
number densities of the charges species, conductivities, σ, and re-
sistivity coefficients, η for the isothermal equation of state. For
ρ < ρc = 10
−14 g cm−3, our equation of state assumes an isother-
mal temperature of T = 14 K, which is plotted in the second col-
umn.
At T = 30 K, our calculation of number densities, specif-
ically the grain number density, varies from WN99, who obtain
their values from Umebayashi & Nakano (1990). With the isother-
mal equation of state, the ion and electron number densities at
nn ∼ 1015 cm−3 agree within a factor of∼2 and ni and ne diverge
at approximately the same neutral number density. For low densi-
ties, our ion and electron number densities are constant whereas
they slightly decline in WN99. This discrepancy is likely a result
of the grain charge: Our grain charge is given in the top panel,
while WN99’s charge is ±1. Given the interdependency of num-
ber density, temperature and a grain charge in our algorithms, we
can choose two values and then must self-consistently calculate the
third.
The Hall conductivity is the conductivity that is most modi-
fied by the equation of state. By using an isothermal equation of
c© 2015 RAS, MNRAS 000, 1–26
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Figure A2. Top to Bottom: Grain charge, number densities, conductivities and resistivity coefficients for the isothermal equations of state. In all cases,
ζ = 10−17 s−1. The top ticks on each panel correspond to mass density (top scale), and the bottom ticks correspond to number density (bottom scale).
This is comparable to Fig. 1. Left column: Isothermal equation of state with T = 30 K to match Wardle & Ng (1999). The middle two panels are directly
comparable to their fig. 1. Middle column: Isothermal equation of state with T = 14 K to match our temperature for ρ < ρc = 10−14 g cm−3. Right column:
Barotropic equation of state with ρc = 10−13 g cm−3.
state, the change of sign is at nn ≈ 3.6 × 1011 cm−3 compared
to ≈1.5 × 1012 cm−3 for the barotropic equation of state. As for
ζ = 10−17 s−1, the isothermal case does not have a second change
of sign at lower densities. The Pedersen conductivity is similar for
both equations of state. The Ohmic conductivity can vary by a fac-
tor of ten, and the conductivity calculated with the isothermal equa-
tion of state is in better agreement to the values presented in WN99.
A3 Barotropic equation of state with ρc = 10−13 g cm−3
In the right-hand column of Fig. A2, we plot the grain charge,
number densities of the charges species, conductivities, σ, and
resistivity coefficients, η for the barotropic equation of state us-
ing ρc = 10−13 g cm−3. The result is similar to Fig. 1, where
ρc = 10
−14 g cm−3. With the exception of grain charge, σH and
ηH, the values calculated by both values of ρc are typically differ
by less than a factor of two. The grain charge does not become
c© 2015 RAS, MNRAS 000, 1–26
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as negative with ρc = 10−13 g cm−3. There is a third density at
which σH, ηH → 0; moreover, these values remain negative below
nn ≈ 1.5× 1012 cm−3.
APPENDIX B: THE MODIFIED HALL PARAMETER
The Hall parameter is defined in (22), and our modified parame-
ters are given in (23). The conductivities, σ, and coefficients, η, are
unaffected by the form of the Hall parameter for nn & 109 cm−3.
Below this density, the values of the conductivities and coefficients
calculated with the modified Hall parameters begin to diverge from
their unmodified counterparts. The maximum difference between
the versions of σH, σP, ηHE and ηAD is 1.5 per cent, occurring at
the minimum density tested, nn = 106 cm−3. Both σO and ηOR
yield larger divergences, as plotted in the top panel of Fig. B1. At
nn = 10
6 cm−3, the two forms of σO and ηOR differ by a fac-
tor of ∼12. Although the modified ηOR has a larger value than its
unmodified counterpart, both modified and unmodified values are
more than seven orders of magnitude lower than the resistivities for
the Hall effect or ambipolar diffusion. Thus, the choice of the Hall
parameter is not important for star formation. For consistency with
the ηOR presented in Pandey & Wardle (2008) and Keith & Wardle
(2014), we use the modified versions.
APPENDIX C: VERIFICATION OF NUMERICAL
METHODS
C1 The Hall effect
The algorithm that governs ambipolar diffusion was thoroughly
tested in Wurster et al. (2014). The same general algorithm governs
the Hall effect, but given its non-diffusive behaviour, we verify the
algorithm here.
C1.1 Wave Test
As in Sano & Stone (2002), we test our algorithm by comparing
the numerically measured phase velocity with the linear dispersion
relation, which is given by(
ω2 − v2Ak2
)2
= η2HEk
4ω2, (C1)
where ω is the angular frequency of the wave and k is the wavenum-
ber. In Fig. C1, we plot the analytical dispersion relation for the left-
and right-circularly polarised wave, which correspond to ηHE < 0
and ηHE > 0, respectively. We also plot our numerical results at
fixed wavenumbers and constant Hall resistivities. Our numerical
results agree with the analytical prediction within one per cent.
C1.2 Standing Shock Test
As in Falle (2003) and O’Sullivan & Downes (2006), we test our
algorithm against the 1D isothermal steady-state equations for the
strong Hall effect regime. The analytical result is derived by set-
ting ∂
∂t
= 0 and ddy =
d
dz = 0 in (1)–(3). Assuming dBxdx = 0,
the steady-state can be represented with the following two, coupled
ordinary differential equations,
dBy
dx =
M1R22 −M2R12
R11R22 −R21R12 , (C2a)
dBz
dx =
M1R21 −M2R11
R12R21 −R22R11 , (C2b)
-2
0
2
4
6
8
10
12
10
12
14
16
18
20
22
24
-17 -16 -15 -14 -13 -12 -11 -10 -9
lo
g 
σ
 
(s-
1 )
lo
g 
η 
(cm
2  
s-
1 )
log ρn (g cm-3)
σOηOR
2
6
10
M
od
ifi
ed
/O
rig
in
al σOηOR
0.985
0.995
1.005
6 7 8 9 10 11 12 13 14 15
M
od
ifi
ed
/O
rig
in
al
log nn(cm-3)
σH
σPηHEηAD
Figure B1. Top: Ohmic conductivity and resistivity, using the modified Hall
parameters used in all calculations (solid) and the original Hall parameters
(dashed). In all cases, ζ = 10−17 s−1. The vertical range is different
than in Figs. 1 and A2 to avoid truncating the curves. Middle and bottom:
Ratios of the conductivities and resistivities calculated using the modified
Hall parameters to that using the original Hall parameters. Note that the
bottom two panels have different vertical scales from one another. The top
ticks on each panel correspond to mass density (top scale), and the bottom
ticks correspond to number density (bottom scale). At the lower end of the
given number density range, Ohmic conductivity and resistivity differ sig-
nificantly depending on the Hall parameters; the remaining conductivities
and resistivities are relatively unaffected by the form of the Hall param-
eters. At the densities where the choice of the Hall parameter affects the
Ohmic conductivity and resistivity, Ohmic resistivity is the weakest non-
ideal MHD effect by at least seven orders of magnitude.
where each term on the right-hand side can be written in terms of
only B:
M1 =vxBy − vx,0By,0 + vy,0Bx,0 − vyBx,0, (C3a)
M2 =vxBz − vx,0Bz,0 + vz,0Bx,0 − vzBx,0, (C3b)
R11 =(η
c
OR − ηcAD) B
2
z
B2
+ ηcAD, (C3c)
R12 =(η
c
AD − ηcOR) ByBz
B2
+ ηcHE
Bx
B
, (C3d)
R21 =(η
c
AD − ηcOR) ByBzB2 − η
c
HE
Bx
B
, (C3e)
R22 =(η
c
OR − ηcAD)
B2y
B2
+ ηcAD. (C3f)
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Figure C1. Dispersion relation for the left- and right-circularly polarised
wave, corresponding to ηHE < 0 and > 0, respectively. The solid circles
are the numerically calculated phase velocities.
Once the magnetic field is known, then the velocities are given by
vx =
1
2Q

Kx − B2
2
−
√(
Kx − B
2
2
)2
− 4c2s Q2

 , (C4a)
vy =(Ky +BxBy) /Q, (C4b)
vz =(Kz +BxBz) /Q, (C4c)
where cs is the isothermal sound speed, and Kx, Ky, Kz and
Q = ρvx are constants which can be calculated from the initial
conditions. The resistivities, ηc, are semi-constant, given by
ηcOR = COR, (C5a)
ηcHE = CHEB, (C5b)
ηcAD = CAD
B2
ρ
≡ v
2
A
γADρion
, (C5c)
where COR, CHE and CAD are constants, γAD is the collisional cou-
pling constant between ions and neutrals and ρion is the ion density.
The final term of (C5c) matches the form presented in Wurster et al.
(2014).
For our numerical test, we set up the shock
where the values for the left and right sides
are given by (ρ0, P0, vx,0, vy, vz,0, By,0, Bz,0) =
(1.7942, 0.017942,−0.9759,−0.6561, 0.0, 1.74885, 0.0)
and (1.0, 0.01,−1.751, 0.0, 0.0, 0.6, 0.0), respectively. The
x-magnetic field is constant at Bx = 1, and the isothermal sound
speed is cs = 0.1. The coefficients are COR = 1.12 × 10−9,
CHE = −3.53×10−2 and CAD = 7.83×10−3, thus this evolution
will be dominated by the Hall effect.
The particles are set up on a closed-packed lattice with 512
particles in the x-direction on the left-hand side, and 12 and 13
particles in the y- and z-directions, respectively. Initialising this
idealised test on a three-dimensional lattice will yield instabilities
as the system evolves (Morris 1996); unlike the results presented in
this paper, these particles are expected to evolve on the lattice, thus
the regular shape will not be washed out. To minimise the instabil-
ities, we use the C4 Wendland kernel.
The analytical and numerical results are plotted in Fig. C2.
At any given position, the analytical and numerical solutions agree
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Figure C2. The analytical (solid line) and numerical (crosses) results for
the isothermal standing shock. The initial conditions are given in the text.
At any given position, the analytical and numerical solutions agree within 3
per cent.
within 3 per cent. Similar results are obtained using different ker-
nels and different initial lattice configurations.
C2 Super-timestepping
We have implemented super-timestepping into PHANTOM for both
global and individual particle timesteps. In both cases, dt′diff is de-
termined from the globally minimum min (dtOR, dtAD), while dt
is either the globally or locally minimum min (dtCourant, dtHE) for
global and individual timesteps, respectively.
We use the isothermal C-shock (Draine 1980) with individual
timesteps to test the effectiveness of our super-timestepping imple-
mentation. We include ambipolar diffusion with the semi-constant
resistivity given in (C5c), setting γAD = 1. Given our implemen-
tation of super-timestepping, k is the only free parameter, where a
smaller k yields a larger N . Our tests are run using OpenMP on 12
nodes, and exclude Ohmic resistivity and the Hall effect.
Using ρion = 10−5, we run the C-shock using four values of
k, as well as a fiducial run without super-timestepping. In Table C1,
we summarise the results of these tests at tfinal = 14.5τAD, where
τAD = (γADρion)
−1 is the characteristic timescale for ambipolar
diffusion.
In each of the models with super-timestepping, the number of
real steps (where one real step is defined as progressing time dt) is
4576, which ∼5.9× lower than the number of real steps required
without super-timestepping. As expected, the total number of steps
(where one step is defined as progressing time dτ ) decreases for
increasing k. The required number of sub-steps per step varies as
the simulation evolves, hence the non-linear relation between the
total number of steps and k. The maximum number of sub-steps
is typically Nmax = 3; the corresponding ν is given in the final
column of Table C1. At tfinal, the total energy of each model differs
by less than 0.18 percent. For a second comparison, we sum the
density of each SPH particle i that satisfies ρi > ρ0 ≡ 1; these
sums differ by less than 0.45 per cent.
We urge caution when comparing the runtimes to the model
without super-timestepping. In this test, all of the particles have
c© 2015 RAS, MNRAS 000, 1–26
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ρion k Ntotal Runtime (hours) Etotal (×1019 code)
∑
(ρ > ρ0) (×106 code) N ′max Nmax ν (Nmax)
10−5 - 26 829 6.06 2.273 2.708 - - -
10−5 0.30 17 588 6.05 2.274 2.705 4 4 1.73× 10−1
10−5 0.60 13 238 4.88 2.276 2.677 3 3 6.47× 10−2
10−5 0.90 12 199 4.83 2.277 2.696 3 3 9.72× 10−3
10−5 0.99 11 551 4.55 2.277 2.696 3 3 8.67× 10−4
10−6 - 142 203 24.50 2.4065 2.990 - - -
10−6 0.30 37 456 21.56 2.4061 2.992 0 11 1.92× 10−2
10−6 0.60 41 936 23.94 2.4062 2.992 30 9 7.07× 10−3
10−6 0.90 44 706 25.39 2.4061 2.992 62 9 1.06× 10−3
10−6 0.99 61 445 34.44 2.4061 2.992 393 23 1.44× 10−5
Table C1. The results from the isothermal C-shock test using ambipolar diffusion with constant resistivity using γAD = 1 and ρion as listed in the first column.
The results are presented for the final times of tfinal = 14.5 and 1.25τAD for ρion = 10−5 and 10−6, respectively. The rows with a dash listed for k are
simulations without super-timestepping. The third column is the total number of steps, where one step is defined as progressing time dτ . The fourth column is
the runtime in hours, using individual timesteps and OpenMP on 12 nodes. The fifth column is total energy at tfinal, in code units. The sixth column is the sum
of the density of each SPH particle that satisfies ρ > ρ0. The seventh column is the maximum number of substeps required on any given dt after subdividing
dt if required due to the signal velocity constraint. The eighth column is the maximum number of sub-steps used in the super-timestepping algorithm, and the
ninth column is its corresponding ν.
timesteps that are constrained by ambipolar diffusion. Thus, all par-
ticles are evolved with the super-timestepping algorithm using the
globally minimum dtAD and dtCourant. Thus, in this model, the super-
timestep algorithm essentially uses global timesteps. The model
without super-timestepping continues to optimise the individual
timesteps; although more steps are required in total, not every par-
ticle is evolved on the shortest timestep, thus decreasing the wall
time.
We have also tested our algorithm in the more extreme con-
dition of ρion = 10−6; the results are also presented in Table C1.
Again, ambipolar diffusion was the limiting timestep for all parti-
cles, thus our super-timestepping algorithm essentially used global
timesteps. In this case, the large resistivity meant that large changes
in the signal velocity occurred, hence our algorithm routinely de-
creased dt such that dτ was never ‘too large.’ As expected, this oc-
curred more frequently for larger k, thus smaller k led to a greater
number of steps. Although super-timestepping is not efficient under
these conditions, we can be confident that our algorithm can suc-
cessfully handle steep shocks since the total energies and summed
densities of each model differ by less than 0.017 and 0.33 per cent,
respectively. Further, given that the majority of the particles in the
models presented in this paper are not constrained by Ohmic re-
sistivity or ambipolar diffusion, our super-timestepping algorithm
continues to optimise the individual timesteps to decrease the run-
time.
In the models presented in the paper, the number of steps taken
by the super-timestep algorithm is typically less than ten, but a
few iterations use upwards of 30 sub-steps; these correspond to
ν = 2.26 × 10−2 and 9.47 × 10−5, respectively. Given the tests
presented here, we are confident that our results are not negatively
impacted by super-timestepping.
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