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THE AVERAGE NUMBER OF CRITICAL
RANK-ONE APPROXIMATIONS TO A TENSOR
JAN DRAISMA AND EMIL HOROBET¸
Abstract. Motivated by the many potential applications of low-rank multi-
way tensor approximations, we set out to count the rank-one tensors that are
critical points of the distance function to a general tensor v. As this count
depends on v, we average over v drawn from a Gaussian distribution, and find
a formula that relates this average to problems in random matrix theory.
1. Introduction
Low-rank approximation of matrices via singular value decomposition is among
the most important algebraic tools for solving approximation problems in data
compression, signal processing, computer vision, etc. Low-rank approximation for
tensors has the same application potential, but raises substantial mathematical and
computational challenges. To begin with, tensor rank and many related problems
are NP-hard [H˚as90, HL13], although in low degrees (symmetric) tensor decompo-
sition has been approached computationally in [BCMT10, OO13] by greatly gen-
eralising classical techniques due to Sylvester and contemporaries. Furthermore,
tensors of bounded rank do not form a closed subset, so that a best low-rank
approximation of a tensor on the boundary does not exist [dSL08]. This latter
problem does not occur for tensors of rank at most one, which do form a closed set,
and where the best rank-one approximation does exist under a suitable genericity
assumption [FO12].
In spite of these mathematical difficulties, much application-oriented research
revolves around algorithms for computing low-rank approximations [BW08, BW09,
CGLM08, DL08a, DL08b, DLN08, Lim05, IAvHdL11]. Typically, these algorithms
are of a local nature and would get into problems near non-minimal critical points of
the distance function to be minimised. This motivates our study into the question of
how many critical points one should expect in the easiest nontrivial setting, namely
that of approximation by rank-one tensors. This number should be thought of as
a measure of the complexity of finding the closest rank-one approximation. The
corresponding complex count, which is the topic of [FO12] and with which we will
compare our results, measures the degree of an algebraic field extension needed to
write down the critical points as algebraic functions of the tensor to be minimised.
We will treat both ordinary tensors and symmetric tensors.
Ordinary tensors. To formulate our problem and results, let n1, . . . , np be natural
numbers and let X Ă V :“ Rn1b¨ ¨ ¨bRnp be the variety of rank-one p-way tensors,
i.e., those that can be expressed as x1bx2b¨ ¨ ¨bxp for vectors xi P Rni , i “ 1, . . . , p.
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Given a general tensor v P V :“ Rn1 b ¨ ¨ ¨ bRnp , one would like to compute x P X
that minimizes the squared Euclidean distance
dvpxq “
ÿ
i1,...,ip
pvi1,...,ip ´ xi1,...,ipq2
from v. For the matrix case, where p “ 2, this minimizer is σx1xT2 where σ is the
largest singular value of v and x1, x2 are the corresponding left and right singular
vectors. Indeed, all critical points of dv are of this form, with σ running through all
singular values of v. For p ą 2, several algorithms have been proposed for rank-one
approximation (see, e.g., [BWG07, DDV00]). These algorithms have a local nature
and experience difficulties near critical points of dv. This is one of our motivations
for counting these critical points—the main goal of this paper.
In [FO12], a general formula is found for the number of complex critical points
of dv on XC. In this case the xi can have complex coefficients and the expression
dv is copied verbatim, i.e., without inserting complex conjugates. This means that
dvpxq does not really measure a (squared) distance—e.g., it can be zero even for
x ‰ v—but on the positive side the number of critical points of dv onXC is constant
for v away from some hypersurface (which in particular has measure zero) and this
constant is the top Chern class of some very explicit vector bundle [FO12]. For more
information on this hypersurface, see [DHO`16, Section 7] and [Hor15]. Explicit
equations for these hypersurfaces are not known, even in our setting.
Over the real numbers, which we consider, the number of critical points of dv
can jump as v passes through (the real locus of) the same hypersurface. Typi-
cally, it jumps by 2, as two real cricital points come together and continue as a
complex-conjugate pair of critical points. To arrive at a single number, we there-
fore impose a probability distribution on our data space V with density function
ω (soon specialized to a standard multivariate Gaussian), and we ask: what is the
expected number of critical points of dv when v is drawn from the given probability
distribution? In other words, we want to computeż
Rn1b¨¨¨bRnp
#treal critical points of dv on Xuωpvqdv.
This formula is complicated for two different reasons. First, given a point v P V ,
the value of the integrand at v is not easy to compute. Second, the integral is over
a space of dimension N :“śi ni, which is rather large even for small values of the
ni. The main result of this paper is the following formula for the above integral, in
the Gaussian case, in terms of an integral over a space of much smaller dimension
quadratic in the number n :“ ři ni.
Theorem 1.1. Suppose that v P V is drawn from the (standard) multivariate
Gaussian distribution with (mean zero and) density function
ωpvq :“ 1p2piqN{2 e
´p
ř
α
v2αq{2,
where the multi-index α runs over t1, . . . , n1uˆ ¨ ¨ ¨ˆt1, . . . , npu. Then the expected
number of critical points of dv on X equals
p2piqp{2
2n{2
1śp
i“1 Γ
`
ni
2
˘ ż
W1
|detCpw1q| dµW1 .
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Here W1 is a space of dimension 1`
ř
iăjpni ´ 1qpnj ´ 1q with coordinates w0 P R
and Cij P Rpni´1qˆpnj´1q with i ă j, Cpw1q is the symmetric pn´pqˆpn´pq-matrix
of block shape »
———–
w0In1´1 C1,2 ¨ ¨ ¨ C1,p
CT1,2 w0In2´1 ¨ ¨ ¨ C2,p
...
...
...
CT1,p C
T
2,p ¨ ¨ ¨ w0Inp´1
fi
ffiffiffifl ,
and µW1 makes w0 and the
ř
iăjpni´1q ¨ pnj´1q matrix entries of the Ci,j into in-
dependent, standard normally distributed variables. Moreover, Γ is Euler’s gamma
function.
Not only the dimension of the integral has dropped considerably, but also the
integrand can be evaluated easily. The following example illustrates the case where
all ni are equal to 2.
Example 1.2. Suppose that all ni are equal to 2. Then the matrix Cpw1q becomes
Cpw1q “
»
———–
w0 w12 ¨ ¨ ¨ w1p
w12 w0 ¨ ¨ ¨ w2p
...
...
...
w1p w2p ¨ ¨ ¨ w0
fi
ffiffiffifl
where the distinct entries are independent scalar variables „ N p0, 1q. The expected
number of critical points of dv on X equals
p2piqp{2
22p{2
1
Γp1
1
qpEp| detpCpw1qq|q “
´pi
2
¯p{2
Ep| detpCpw1qq|q,
where the latter factor is the expected absolute value of the determinant of Cpw1q.
For p “ 2 that expected value of |w20 ´ w212| can be computed symbolically and
equals 4{pi. Thus the expression above then reduces to 2, which is just the number
of singular values of a 2 ˆ 2-matrix. For higher p we do not know a closed form
expression for Ep| detpCpw1qq|q, but we will present some numerical approximations
in Section 5. ♦
In Section 3 we prove Theorem 1.1, and in Section 5 we list some numerically
computed values. These values lead to the following intriguing stabilization conjec-
ture.
Conjecture 1.3. Suppose that np´1 ą
řp´1
i“1 ni´1. Then, in the Gaussian setting
of Theorem 1.1, the expected number of critical points of dv on X does not decrease
if we replace np by np ´ 1.
For p “ 2 this follows from the statement that the number of singular values of
a sufficiently general n1ˆn2-matrix with n1 ă n2 equals n1, which in fact remains
the same when replacing n2 by n2 ´ 1. For arbitrary p the statement is true over
C as shown in [FO12], again with equality, but the proof is not bijective. Instead,
it uses vector bundles and Chern classes, techniques that do not carry over to our
setting. It would be very interesting to find a direct geometric argument that does
explain our experimental findings over the reals, as well.
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Example 1.4. Alternatively, one could try and prove the conjecture directly from
the integral formula in Theorem 1.1. The smallest open case is when p “ 3 and
pn1, n2, n3q “ p2, 2, 4q, and here the conjecture says that
?
pi
2
?
2
ż
R
ż
R7
ˇˇˇ
ˇˇˇ
ˇˇˇ
ˇ
det
¨
˚˚˚
˚˝
w0 w12 w13 w14 w15
w12 w0 w23 w23 w25
w13 w23 w0 0 0
w14 w24 0 w0 0
w15 w25 0 0 w0
˛
‹‹‹‹‚
ˇˇˇ
ˇˇˇ
ˇˇˇ
ˇ
e´
w2
0
`
ř
w2
ij
2 dw0dwij
ď
ż
R
ż
R5
ˇˇˇ
ˇˇˇ
ˇˇdet
¨
˚˝˚ w0 w12 w13 w14w12 w0 w23 w24
w13 w23 w0 0
w14 w24 0 w0
˛
‹‹‚
ˇˇˇ
ˇˇˇ
ˇˇ e´
w2
0
`
ř
w2
ij
2 dw0dwij .
The determinant in the first integral is approximately w0 times a determinant like
in the second integral, but we do not know how to turn this observation into a proof
of this integral inequality. ♦
Symmetric tensors. In the second part of this paper, we discuss symmetric ten-
sors. There we consider the space V “ SpRn of homogeneous polynomials of degree
p in the standard basis e1, . . . , en of R
n, and X is the subvariety of V consisting
of all polynomials that are of the form ˘up with u P Rn. We equip V with the
Bombieri norm, in which the monomials in the ei form an orthogonal basis with
squared norms
||eα11 ¨ ¨ ¨ eαnn ||2 “
α1! ¨ ¨ ¨αn!
p!
.
Our result on the average number of critical points of dv on X is as follows.
Theorem 1.5. When v P SpRn is drawn from the standard Gaussian distribution
relative to the Bombieri norm, then the expected number of critical points of dv on
the variety of (plus or minus) pure p-th powers equals
1
2pn2`3n´2q{4
śn
i“1 Γpi{2q
ż
λ2ď...ďλn
8ż
´8
˜
nź
i“2
|?pw0 ´
a
p´ 1λi|
¸
¨
˜ź
iăj
pλj ´ λiq
¸
e´w
2
0
{2´
řn
i“2 λ
2
i {4dw0dλ2 ¨ ¨ ¨ dλn.
Here the dimension reduction is even more dramatic: from an integral over a
space of dimension
`
p`n´1
p
˘
to an integral over a polyhedral cone of dimension n.
In this case, the corresponding complex count is already known from [CS13]: it is
the geometric series 1` pp´ 1q ` ¨ ¨ ¨ ` pp´ 1qn´1.
Example 1.6. For p “ 2 the integral above evaluates to n (see Subsection 4.8 for
a direct computation). Indeed, for p “ 2 the symmetric tensor v is a symmetric
matrix, and the critical points of dv on the manifold of rank-one symmetric matrices
are those of the form λuuT , with u a norm-1 eigenvector of v with eigenvalue λ.
For n “ 2 it turns out that the above integral can also be evaluated in closed
form, with value
?
3p´ 2; a different proof of this fact appeared in [DHO`16]. For
n “ 3 we provide a closed formula in Section 5. In all of these cases, the average
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count is an algebraic number. We do not know if this persists for larger values of
n. ♦
Outline. The remainder of this paper is organized as follows. First, in Section 2
we explain a double counting strategy for computing the quantity of interest. This
strategy is then applied to ordinary tensors in Section 3 and to symmetric tensors in
Section 4. We conclude with some (symbolically or numerically) computed values
in Section 5.
Acknowledgments. This paper fits in the research programme laid out in [DHO`16],
which asks for Euclidean distance degrees of algebraic varieties arising in applica-
tions. We thank the authors of that paper, as well as our Eindhoven colleague Rob
Eggermont, for several stimulating discussions on the topic of this paper.
2. Double counting
Suppose that we have equipped V “ RN with an inner product p.|.q and that we
have a smooth manifold X Ď V . Assume that we have a probability density ω on
V “ RN and that we want to count the average number of critical points x P X of
the function dvpxq :“ pv ´ x|v ´ xq when v is drawn according to that density. Let
Crit denote the set
Crit :“ tpv, xq | v ´ x K TxXu Ď V ˆX
of pairs pv, xq P X ˆ V for which x is a critical point of dv. For fixed x P X the
v P V with pv, xq P Crit form an affine space, namely, x ` pTxXqK. In particular,
Crit is a manifold of dimension N . On the other hand, for fixed v P V , the x P X
for which pv, xq P Crit are what we want to count. Let piV : Crit Ñ V be the first
projection. Then (the absolute value of) the pull-back |pi˚V ωdv| is a pseudo volume
form on Crit, and we haveż
V
#ppi´1V pvqqωpvqdv “
ż
Crit
1|pi˚V ωdv|.
Now suppose that we have a smooth 1 : 1 parameterization ϕ : RN Ñ Crit (perhaps
defined outside some set of measure zero). Then the latter integral is justż
RN
| detJwppiV ˝ ϕq|ωppiV pϕpwqqqdw,
where JwppiV ˝ ϕq is the Jacobian of piV ˝ ϕ at the point w. We will see that if X
is the manifold of rank-one tensors or rank-one symmetric tensors, then Crit (or in
fact, a slight variant of it) has a particularly friendly parameterization, and we will
use the latter expression to compute the expected number of critical points of dv.
In a more general setting, this double-counting approach is discussed in [DHO`16].
3. Ordinary tensors
3.1. Set-up. Let V1, . . . , Vp be real vector spaces of dimensions n1 ď . . . ď np
equipped with positive definite inner products p.|.q. Equip V :“Âpi“1 Vi, a vector
space of dimension N :“ n1 ¨ ¨ ¨np, with the induced inner product and associated
norm, also denoted p.|.q. Given a tensor v P V , we want to count the number of
critical points of the function
dv : x ÞÑ ||v ´ x||2 “ pv|vq ´ 2pv|xq ` px|xq
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on the manifoldX Ď V of non-zero rank-one tensors x “ x1b¨ ¨ ¨bxp. The following
well-known lemma (see for instance [FO12]) characterizes which x are critical for
a given v P V . In its statement we extend the notation pv|uq to the setting where
u is a tensor in
Â
iPI Vi for some subset I Ď t1, . . . , pu, to stand for the tensor inÂ
iRI Vi obtained by contracting v with u using the inner products.
Lemma 3.1. The non-zero rank-one tensor x “ x1 b ¨ ¨ ¨ b xp is a critical point of
dv if and only if for all i “ 1, . . . , p we have
pv|x1 b ¨ ¨ ¨ b xˆi b ¨ ¨ ¨ b xpq “
˜ź
j‰i
pxj |xjq
¸
xi.
In words: pairing v with the tensor product of the xj with j ‰ i gives a well-
defined scalar multiple of xi, and this should hold for all i.
Proof. The tangent space at x to the manifold of rank-one tensors is
řp
i“1 x1 b
¨ ¨ ¨ b Vi b ¨ ¨ ¨ b xp. Fixing i and y P Vi, the derivative of dv in the direction
x1 b ¨ ¨ ¨ b y b ¨ ¨ ¨ b xp is
´2pv ´ x1 b ¨ ¨ ¨ b xp|x1 b ¨ ¨ ¨ b y b ¨ ¨ ¨ b xpq.
Equating this to zero for all y yields that
pv|x1b¨ ¨ ¨b xˆib¨ ¨ ¨bxpq “ px1b¨ ¨ ¨bxp|x1b¨ ¨ ¨b xˆib¨ ¨ ¨bxpq “
˜ź
j‰i
pxj |xjq
¸
xi,
as claimed. 
The lemma can also be read as follows: a rank-one tensor x1b¨ ¨ ¨bxp is critical
for dv if and only if first, for each i the contraction pv|x1 b ¨ ¨ ¨ b xˆi b ¨ ¨ ¨ b xpq is
some scalar multiple of xi, and second, pv|x1 b ¨ ¨ ¨ b xpq equals
ś
jpxj |xjq. From
this description it is clear that if x1 b ¨ ¨ ¨ b xp merely satisfies the first condition,
then some scalar multiple of it is critical for dv. Also, if a rank-one tensor u is
critical for dv, then tu is critical for dtv for all t P R. These considerations give rise
to the following definition and proposition.
Definition 3.2. Define Crit to be the subset of V ˆpPV1ˆ¨ ¨ ¨ˆPVpq consisting of
points pv, pru1s, . . . , rupsqq for which all 2ˆ 2-determinants of the dimViˆ 2-matrix
rpv|u1 b ¨ ¨ ¨ b uˆi b ¨ ¨ ¨ b upq | uis vanish, for each i “ 1, . . . , p.
Proposition 3.3. The projection Crit Ñ śi PVi is a smooth sub-bundle of the
trivial bundle V ˆśi PVi over śi PVi of rank N ´ pn1 ` ¨ ¨ ¨ ` npq ` p, while the
fiber of the projection piV : CritÑ V over a tensor v counts the number of critical
points of dv in the manifold of non-zero rank-one tensors.
Proof. The second statement is clear from the above. For the first observe that the
fiber above u “ pru1s, . . . , rupsq equals Wu ˆ tpru1s, . . . , rupsqu where
Wu “
˜
pà
i“1
u1 b ¨ ¨ ¨ b puiqK b ¨ ¨ ¨ b up
¸K
Ď V.
This space varies smoothly with u and has codimension
ř
ipni ´ 1q, whence the
dimension formula. 
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We want to compute the average fiber size of the projection Crit Ñ V . Here
average depends on the choice of a measure on V , and we take the Gaussian measure
1
p2piqN{2
e´||v||
2{2dv, where dv stands for ordinary Lebesgue measure obtained from
identifying V with RN by a linear map that relates p.|.q to the standard inner
product on RN .
3.2. Parameterizing Crit. To apply the double counting strategy from Section 2,
we introduce a convenient parameterization of Crit. Fix norm-1 vectors ei P Vi, i “
1, . . . , p, write e “ pe1, . . . , epq and res :“ pre1s, . . . , repsq, and define
W :“Wres “
˜
pà
i“1
e1 b ¨ ¨ ¨ b peiqK b ¨ ¨ ¨ b ep
¸K
.
We parameterize (an open subset of) PVi by the map e
K
i Ñ PVi, ui ÞÑ rei ` uis.
Write U :“śpi“1peKi q. For u “ pu1, . . . , upq P U let Ru denote a linear isomorphism
W ÑWre`us, to be chosen later, but at least smoothly varying with u and perhaps
defined outside some subvariety of positive codimension.
Next define
ϕ :W ˆ U Ñ V, pw,uq ÞÑ Ruw.
Then we have the following fundamental identity
1
p2piqN{2
ż
V
p#pi´1V pvqq ¨ e´
||v||2
2 dv “ 1p2piqN{2
ż
WˆU
| detJpw,uqϕ|e´
||Ruw||
2
2 du dw,
where Jpw,uqϕ is the Jacobian of ϕ at pw,uq, whose determinant is measured relative
to the volume form on V coming from the inner product and the volume form
on W ˆ U coming from the inner products of the factors, which are interpreted
perpendicular to each other. The left-hand side is our desired quantity, and our
goal is to show that the right-hand side reduces to the formula in Theorem 1.1.
We choose Ru to be the tensor product Ru1b¨ ¨ ¨bRup , where Rui is the element
of SOpViq determined by the conditions that it maps ei to a positive scalar multiple
of ei ` ui and that it restricts to the identity on xei, uiyK; this map is unique for
non-zero ui P eKi . Indeed, we have
Rui “
ˆ
I ´ eieTi ´
ui
||ui||
uTi
||ui||
˙
`
˜
ei ` uia
1` ||ui||2
eTi `
ui ´ ||ui||2ei
||ui||
a
1` ||ui||2
uTi
||ui||
¸
“
ˆ
I ´ eieTi ´
uiu
T
i
||ui||2
˙
`
˜
ei ` uia
1` ||ui||2
eTi `
ui ´ ||ui||2eia
1` ||ui||2
uTi
||ui||2
¸
where the first term is the orthogonal projection to xei, uiyK and the second term
is projection onto the plane xei, uiy followed by a suitable rotation there. Two
important remarks concerning symmetries are in order. First, by construction of
Rui we have
(1) R´1ui “ R´ui .
Second, for any element g P SOpeKi q Ď SOpViq we have
(2) Rgui “ g ˝Rui ˝ g´1.
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We now compute the derivative at ui of the map e
K
i Ñ SOpViq, u ÞÑ Ru in the
direction vi P eKi . First, when vi is perpendicular to both ei and ui, this derivative
equals
(3)
BRui
Bvi “
1a
1` ||ui||2
pvieTi ´ eivTi q ´
a
1` ||ui||2 ´ 1
||ui||2
a
1` ||ui||2
puivTi ` viuTi q.
Second, when vi equals ui, the derivative equals
(4)
BRui
Bui “
1
p1` ||ui||2q3{2 p´uiu
T
i ` uieTi ´ eiuTi ´ ||ui||2eieTi q.
For now, fix pw,uq P W ˆ U . On the subspace TwW “ W of Tpw,uqW ˆ U the
Jacobian of ϕ is just the map W Ñ V,w ÞÑ Ruw. Hence relative to the orthogonal
decompositions V “WK ‘W and U ˆW , we have a block decomposition
R´1
u
Jpw,uqϕ “
„
Apw,uq 0
˚ IW

for a suitable matrix Apw,uq. Note that this matrix has size pn´pqˆpn´pq, which is
the size of the determinant in Theorem 1.1. As Ru is orthogonal with determinant
1, we have detJpw,uqϕ “ detApw,uq and ||Ruw|| “ ||w||. This yields the following
proposition.
Proposition 3.4. The expected number of critical tank-one approximations to a
standard Gaussian tensor in V is
I :“ 1p2piqN{2
ż
W
ż
U
| detApw,uq|e´
||w||2
2 du dw.
For later use, consider the function F : U Ñ R defined as
F puq “ 1p2piqN{2
ż
W
| detApw,uq|e´
||w||2
2 dw.
From (2) and the fact that the Gaussian density on W is orthogonally invariant, it
follows that F is invariant under the group
śp
i“1 SOpeKi q. In particular, its value
depends only on the tuple p||u1||, . . . , ||up||q “: pt1, . . . , tpq. This will be used in the
following subsection.
3.3. The shape of Apw,uq. Recall that U “
śp
i“1peKi q. Correspondingly, the
columns of the matrix Apw,uq come in p blocks, one for each e
K
i . The i-th block
records theWK-components of the vectors
´
R´1
u
BRu
Bvi
¯
w, where vi “ p0, . . . , vi, . . . , 0q
and vi runs through an orthonormal basis e
p1q
i , . . . , e
pni´1q
i of e
K
i . We have
(5) R´1
u
BRu
Bvi “ Idb ¨ ¨ ¨ bR
´1
ui
BRui
Bvi b ¨ ¨ ¨ b Id.
Furthermore, if vi is also perpendicular to ui, then by 3 and 1
(6) R´1ui
BRui
Bvi “
1a
1` ||ui||2
pvieTi ´ eivTi q `
1´
a
1` ||ui||2
||ui||2
a
1` ||ui||2
pviuTi ´ uivTi q.
On the other hand, when vi is parallel to ui, then
(7) R´1ui
BRui
Bvi “
1
1` ||ui||2 pvie
T
i ´ eivTi q.
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This is derived from (1) and (4), keeping in mind the fact that here vi needs not be
equal to ui, but merely parallel to it. Note that both matrices are skew-symmetric.
This is no coincidence: the directional derivative BRui{Bvi lies in the tangent space
to SOpViq at ui, and left multiplying by R´1ui maps these elements into the Lie
algebra of SOpViq, which consists of skew symmetric matrices.
We decompose the space W as
W “
˜
pà
i“1
e1 b ¨ ¨ ¨ b peiqK b ¨ ¨ ¨ b ep
¸K
“ R ¨ e1 b e2 b ¨ ¨ ¨ b ep
‘
˜ à
1ďiăjďp
e1 b ¨ ¨ ¨ b eKi b ¨ ¨ ¨ b eKj b ¨ ¨ ¨ b ep
¸
‘W 1 “:W0 ‘W 1,
where W 1 contains the summands that contain at least three eKi -s as factors. From
(5) it follows that R´1
u
BRu
Bvi
W 1 ĎW . So for a general w we use the parameters
w “ w0¨e1b¨ ¨ ¨bep`
ÿ
1ďiăjďp
ÿ
1ďaďni´1
ÿ
1ďbďnj´1
w
a,b
i,j e1b¨ ¨ ¨bepaqi b¨ ¨ ¨bepbqj b¨ ¨ ¨bep`w1,
where w0 and w
a,b
i,j are real numbers, and where w
1 P W 1 will not contribute to
Apw,uq. We also write w1 “ pw0, pwa,bi,j qq for the components of w that do contribute.
As a further simplification, we take each ui equal to a scalar ti ě 0 times the
first basis vector e
p1q
i of e
K
i . This is justified by the observation that the func-
tion F is invariant under the group
ś
i SOpeKi q. Thus we want to determine
A´
w,pt1e
p1q
1
,t2e
p1q
2
,...,tpe
p1q
p q
¯. This matrix has a natural block structure pBi,jq1ďi,jďp,
where Bi,j is the part of the Jacobian containing the e1 b ¨ ¨ ¨ b eKi b ¨ ¨ ¨ b ep-
coordinates of
´
R´1
u
BRu
Bvj
¯
w with vj “ p0, . . . , vj , . . . , 0q.
Fixing i ă j, the matrix Bi,j is of type pni ´ 1q ˆ pnj ´ 1q, where the pa, bq-th
element is the e1 b ¨ ¨ ¨ b epaqi b ¨ ¨ ¨ b ep-coordinate of˜
R´1uj
BRuj
Bepbqj
¸
w.
First, if b ‰ 1, then we have a directional derivative in a direction perpendicular to
uj “ tjep1qj . Applying formula 6 for the directions epbqj yields
Bi,jpa, bq “
´wa,bi,jb
1` t2j
.
Second, if b “ 1, then we consider directional derivatives parallel to uj , so applying
formula 7 for direction e
p1q
j , we get
Bi,jpa, 1q “
´wa,1i,j
1` t2j
.
Putting all together, the matrix Bi,j is as follows
Bi,j “
¨
˝ 1
1` t2j
C1i,j ,
1b
1` t2j
C2i,j , . . . ,
1b
1` t2j
C
nj´1
i,j
˛
‚,
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where Cbi,j “
´
´wa,bi,j
¯
1ďaďni´1
are column vectors for all 1 ď b ď nj ´ 1. Denote
the matrix consisting of these column vectors by Ci,j . Doing the same calculations
but now for the matrix Bj,i, and writing Cj,i “ CTi,j , we find that
Bj,i “
˜
1
1` t2i
C1j,i,
1a
1` t2i
C2j,i, . . . ,
1a
1` t2i
Cni´1j,i
¸
.
The only remaining case is when i “ j, and then similar calculations yield that
Bj,j “ 1
p1`t2
j
q
nj
2
w0Inj´1. We summarize the content of this subsection as follows.
Proposition 3.5. For pw,uq PW ˆ U with u “ pt1ep1q1 , . . . , tpep1qp q we have
detApw,uq “
pź
k“1
1
p1` t2kq
nk
2
det
¨
˚˚˚
˝
C1 C1,2 ¨ ¨ ¨ C1,p
CT1,2 C2 ¨ ¨ ¨ C2,p
...
...
...
CT1,p C
T
2,p ¨ ¨ ¨ Cp
˛
‹‹‹‚,
where Ci,j “
´
´wa,bi,j
¯
a,b
and Cj “ w0Inj´1 for all 1 ď i ă j ď p.
For further reference we denote the above matrix pCi,jq1ďi,jďp by Cpw1q.
3.4. The value of I. We are now in a position to prove our formula for the
expected number of critical rank-one approximations to a Gaussian tensor v.
Proof of Theorem 1.1. Combine Propositions 3.4 and 3.5 into the expression
I “ 1p2piqN2
pź
k“1
VolpSnk´2q
ż
W
8ż
0
¨ ¨ ¨
8ż
0
pź
i“1
tni´2i
p1` t2i q
ni
2
|detCpw1q| e´
||w||2
2 dt1 ¨ ¨ ¨ dtpdw.
Here the factors tni´2i and the volumes of the sphere account for the fact that F is
orthogonally invariant and dui “ tni´2i dtdS , where dS is the surface element of the
pni ´ 2q-dimensional unit sphere in eKi . Now recall that
8ż
0
tni´2
p1` t2qni2 dt “
?
pi
2
Γpni´1
2
q
Γpni
2
q ,
and that the volume of the pn´ 2q-sphere is
VolpSni´2q “ 2pi
ni´1
2
Γpni´1
2
q .
Plugging in the above two formulas, we obtain
I “
?
pi
n
?
2pi
N
1śp
i“1 Γ
`
ni
2
˘ ż
W
|detCpwq| e´ ||w||
2
2 dw.
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Now the integral splits as an integral over W1 and one over W
1:ż
W
|detCpwq| e´ ||w||
2
2 d “
ż
W 1
e´
||w1||2
2 dw1
ż
W1
|detCpw1q| e´
||w1||
2
2 dw1
“
?
2pi
dimW
¨
˝ 1?
2pi
dimW1
ż
W1
|detCpw1q| e´
||w1||
2
2 dw1
˛
‚
“
?
2pi
N´pn´pq
Ep| detCpw1q|q
where w1 is drawn from a standard Gaussian distribution on W1. Inserting this in
the expression for I yields the expression for I in Theorem 1.1. 
3.5. The matrix case. In this section we perform a sanity check, namely, we show
that our formula in Theorem 1.1 gives the correct answer for the case p “ 2 and
n1 “ n2 “ n—which is n, the number of singular values of any sufficiently general
matrix. In this special case we compute
J : “
ż
W
|detCpwq| dµW “
8ż
´8
ż
Mn´1
ˇˇˇ
ˇdet
ˆ
w0In´1 B
BT w0In´1
˙ˇˇˇ
ˇ e ||w20||2 dµBdw0 “
“
8ż
´8
ż
Mn´1
ˇˇ
detpw20In´1 ´BBT q
ˇˇ
e
||w0||
2
2 dµBdw0,
where B P Mn´1pRq is a real pn ´ 1q ˆ pn ´ 1q matrix. The matrix A :“ BBT
is a symmetric positive definite matrix and since the entries of B are independent
and normally distributed, A is drawn from the Wishart distribution with density
W pAq on the cone of real symmetric positive definite matrices [Rou07, Section 2.1].
Denote this space by Symn´1. So the integral we want to calculate is
J “
8ż
´8
ż
Symn´1
ˇˇ
detpw20In´1 ´Aq
ˇˇ
e
||w0||
2
2 dW pAqdw0.
Now by [Rou07, Part 2.2.1] the joint probability density of the eigenvalues λj of A
on the orthant λj ą 0 is
(8)
1
Zpn´ 1q
n´1ź
j“1
e
´λj
2a
λj
ź
1ďjăkăn´1
|λk ´ λj |,
where the normalizing constant is
Zpn´ 1q “
?
2
pn´1q2
ˆ
2?
pi
˙n´1 n´1ź
j“1
Γ
ˆ
1` j
2
˙
Γ
ˆ
n´ j
2
˙
.
Using this fact we obtain
J “ 1
Zpn´ 1q
ż
R
ż
λą0
n´1ź
j“1
e
´λj
2a
λj
ź
1ďjăkăn´1
|λk ´ λj |
n´1ź
j“1
|w20 ´ λj |e
||w0||
2
2 dλdw0.
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Now making the change of variables w20 “ λn, so that
J “ 2 Zpnq
Zpn´ 1q .
Plugging in the remaining normalizing constants we find that the expected number
of critical rank-one approximations to an nˆ n-matrix is
I “
?
pi
2n
?
2pi
n2
Γ
´n
2
¯´2
2
Zpnq
Zpn´ 1q “ n.
4. Symmetric tensors
4.1. Set-up. Now we turn our attention from arbitrary tensors to symmetric ten-
sors, or, equivalently, homogeneous polynomials. For this, consider Rn with the
standard orthonormal basis e1, e2, . . . , en and let V “ SpRn be the space of homo-
geneous polynomials of degree p in n variables e1, e2, . . . , en. Recall that, up to a
positive scalar, V has a unique inner product that is preserved by the orthogonal
group On in its natural action on polynomials in e1, . . . , en. This inner product,
sometimes called the Bombieri inner product, makes the monomials eσ :“ śi eαii
(with σ P Zně0 and
ř
i σi “ p, which we will abbreviate to σ $ p) into an orthogonal
basis with square norms
peσ|eσq “ σ1! ¨ ¨ ¨σn!
p!
“:
ˆ
p
σ
˙´1
.
The scaling ensures that that the squared norm of a pure power pt1e1` . . .` tnenqp
equals při t2i qp. The scaled monomials
fσ :“
dˆ
p
σ
˙
eσ
form an orthonormal basis of V , and we equip V with the standard Gaussian
distribution relative to this orthonormal basis.
Now our variety X can be defined by the parameterization
ψ : Rn Ñ SpRn,
t ÞÑ tp “
ÿ
σ$p
tσ11 ¨ ¨ ¨ tσnn
dˆ
p
σ
˙
fσ.
In fact, if p is odd, then this parameterization is one-to-one, and X “ imψ. If p is
even, then this parameterization is two-to-one, and X “ imψ Y p´ imψq.
Definition 4.1. Define Crit to be the subset of V ˆ X consisting of all pairs of
pv, xq such that v ´ x K TxX .
4.2. Parameterizing Crit. We derive a convenient parameterization of Crit, as
follows. Taking the derivative of ψ at t ‰ 0, we find that T˘tpX both equal
tp´1 ¨Rn. In particular, for t any non-zero scalar multiple of e1, this tangent space
is spanned by all monomials that contain at least pn´ 1q factors e1. Let W denote
the orthogonal complement of this space, which is spanned by all monomials that
contain at most pp ´ 2q factors e1. For u P eK1 zt0u, recall from Subsection 3.2 the
orthogonal map Ru P SOn that is the identity on xe1, uyK and a rotation sending
e1 to a scalar multiple of e1 ` u on xe1, uy. We write SpRu for the induced linear
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map on V , which, in particular, sends ep1 to pe1 ` uqp. We have the following
parameterization of Crit:
eK1 ˆ Rep1 ˆW Ñ Crit,
pu,w0ep1, wq ÞÑ pw0SpRuep1, w0SpRuep1 ` SpRuwq.
Combining with the projection to V , we obtain the map
ϕ : eK1 ˆ Rep1 ˆW Ñ V, pu,w0ep1, wq ÞÑ SpRupw0ep1 ` wq.
Following the strategy in Section 2, the expected number of critical points of dv on
X for a Gaussian v equals
I :“ 1p2piqdimV {2
ż
eK
1
ż 8
´8
ż
W
| detJpu,w0,wqϕ|e´pw
2
0
`||w||2q{2dwdw0du,
where we have used that SpRu preserves the norm, and that w K ep1.
To determine the Jacobian determinant, we observe that Jpu,w0,wqϕ restricted to
Tw0ep1Re
p
1 ‘ TwW is just the linear map SpRu. Hence, relative to a block decom-
position V “ pW ` Rep1qK ‘ Rep1 ‘W we find
SppRuq´1Jpu,w0,wqϕ “
»
– Apu,w0,wq 0 0˚ 1 0
˚ 0 I
fi
fl
for a suitable linear map Apu,w0,wq : e
K
1 Ñ pW ‘ Rep1qK.
4.3. The shape of Apu,w0,wq. For the computations that follow, we will need only
part of our orthonormal basis of V , namely, ep1 and the vectors
fi :“ ?pep´11 ei
fii :“
a
ppp´ 1q{2ep´21 e2i
fij :“
a
ppp´ 1qep´21 eiej
where 2 ď i ď n in the first two cases and 2 ď i ă j ď n in the last case. The
target space of Apu,w0,wq has an orthonormal basis f2, . . . , fn, while the domain has
an orthonormal basis e2, . . . , en. Let akl be the coefficient of fk in Apu,w0,wqel. To
compute akl, we expand w as
w “
ÿ
2ďiďj
wijfij ` w1 “: w1 ` w1
where w1 contains the terms with at most p´ 3 factors e1. We have the identity
SppRuq´1
BSpRupei1 ¨ ¨ ¨ eipq
Bel “
pÿ
m“1
ei1 ¨ ¨ ¨ pR´1u
BRu
Bel eimq ¨ ¨ ¨ eip .
For this expression to contain terms that are multiples of some fk, we need that at
least p ´ 2 of the im are equal to 1. Thus akl is independent of w1, which is why
we need only the basis vectors above.
As in the case of ordinary tensors, we make the further simplification that u “
te2. Then we have to distinguish two cases: l “ 2 and l ą 2. For l “ 2 formula (7)
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applies, and we compute modulo xf2, . . . , fnyK
pSpRte2q´1
BpSpRte2pw0ep1 ` w1qq
Be2
“ pSpRte2q´1
BpSpRte2pw0ep1 `
ř
2ďiwiifii `
ř
2ďiăj wijfijqq
Be2
“ 1
1` t2 ppw0e
p´1
1 e2 ´ 2w22
a
ppp´ 1q{2ep´11 e2 ´
ÿ
2ăj
w2j
a
ppp´ 1qep´11 ejq
“ 1
1` t2 pp
?
pw0 ´
a
2pp´ 1qw22qf2 ´
ÿ
2ăj
a
p´ 1w2jfjq.
For l ą 2 formula (6) applies, but in fact the second term never contributes when
we compute modulo xf2, . . . , fnyK:
pSpRte2 q´1
BpSpRte2pw0ep1 ` w1qq
Bel
“ pSpRte2q´1
BpSpRte2pw0ep1 `
ř
2ďi wiifii `
ř
2ďiăj wijfijqq
Bel
“ 1?
1` t2
´
pw0e
p´1
1 el ´ 2wll
a
ppp´ 1q{2ep´11 el
´
a
ppp´ 1qp
ÿ
2ďiăl
wile
p´1
1 ei `
ÿ
lăj
w2je
p´1
1 ejq
¸
“ 1?
1` t2
˜
p?pw0 ´
a
2pp´ 1qwllqfl ´
ÿ
i‰l
a
p´ 1wilfi
¸
;
here we use the convention that wil “ wli if i ą l. We have thus proved the
following proposition.
Proposition 4.2. The determinant of Apte2,w0,wq equals
1
p1 ` t2qn{2 det
¨
˚˚˚
˝?pw0I ´
a
p´ 1 ¨
»
———–
?
2w22 w23 ¨ ¨ ¨ w2n
w23
?
2w33 ¨ ¨ ¨ w3n
...
...
...
w2n w3n ¨ ¨ ¨
?
2wnn
fi
ffiffiffifl
˛
‹‹‹‚.
We denote the pn´ 1q ˆ pn´ 1q-matrix by Cpw1q.
4.4. The value of I. We can now formulate our theorem for symmetric tensors.
Proposition 4.3. For a standard Gaussian random symmetric tensor v P SpRn
(relative to the Bombieri norm) the expected number of critical points of dv on the
manifold of non-zero symmetric tensors of rank one equals
?
pi
2pn´1q{2Γpn
2
qEp| detp
?
pw0I ´
a
p´ 1Cpw1qq|q,
where w0 and the entries of w1 are independent and „ N p0, 1q.
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Proof. Combining the results from the previous subsections, we find
I “ 1p2piqdimV {2VolpS
n´2q
¨
ż 8
0
ż 8
´8
ż
W
| detp?pw0I ´
a
p´ 1Cpw1qq|e´
w2
0
`||w||2
2
tn´2
p1` t2qn{2 dwdw0dt.
Here, like in the ordinary tensor case, we have used that the function F puq in the
definition of I is OpeK1 q-invariant. Now plug in
8ż
0
tn´2
p1 ` t2qn2 dt “
?
pi
2
Γpn´1
2
q
Γpn
2
q and VolpS
n´2q “ 2pi
n´1
2
Γpn´1
2
q
to find that I equals
1
2dimV {2pipdimV´nq{2Γpn
2
q ¨
ż 8
´8
ż
W
| detp?pw0I ´
a
p´ 1Cpw1qq|e´
w2
0
`||w||2
2 dwdw0.
Finally, we can factor out the part of the integral concerning w1, which lives in a
space of dimension dimV ´ 1 ´ pn´ 1q ´ npn ´ 1q{2 “ dimV ´ npn` 1q{2. As a
consequence, we need only integrate over the space W1 where w1 lives, and have to
multiply by a suitable power of 2pi:
I “ 1
2npn`1q{4pinpn´1q{4Γpn
2
q
¨
ż 8
´8
ż
W1
| detp?pw0I ´
a
p´ 1Cpw1qq|e´
w2
0
`||w1||
2
2 dw1dw0
“
?
pi
2pn´1q{2Γpn
2
qEp| detp
?
pw0I ´
a
p´ 1Cpw1qq|q
as desired. 
4.5. Further dimension reduction. Since the matrix C from Proposition 4.3 is
just
?
2 times a random matrix from the standard Gaussian orthogonal ensemble,
and in particular has an orthogonally invariant probability density, we can further
reduce the dimension of the integral, as follows.
Proof of Theorem 1.5. First we denote the diagonal entries of C
w˜ii :“
?
2wii, i “ 2, . . . , n
Then the joint density function of the random matrix C equals
fn´1pw˜ii, wijq :“ 1
2pn´1q{2 ¨ p2piqnpn´1q{4 e
´pw˜2
22
`¨¨¨`w˜2nnq{4´
ř
2ďiăjďn w
2
ij{2.
This function is invariant under conjugating C with an orthogonal matrix, and as
a consequence, the joint density of the ordered tuple pλ2 ď . . . ď λnq of eigenvalues
of C equals
Zpn´ 1qfn´1pΛq
ź
iăj
pλj ´ λiq,
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(see [Mui82, Theorem 3.2.17]1). Here Λ is the diagonal matrix with λ2, . . . , λn on
the diagonal, and
Zpn´ 1q “ pi
npn´1q{4śn´1
i“1 Γpi{2q
.
Consequently, we have
I “
?
pi
2pn´1q{2Γpn
2
q
ż
λ2ď...ďλn
8ż
´8
˜
nź
i“2
|?pw0 ´
a
p´ 1λi|
¸˜ź
iăj
pλj ´ λiq
¸
¨ Zpn´ 1qfn´1pΛq
ˆ
1?
2pi
e´w
2
0
{2
˙
dw0dλ2 ¨ ¨ ¨ dλn.
“ 1
2pn2`3n´2q{4
śn
i“1 Γpi{2q
ż
λ2ď...ďλn
8ż
´8
˜
nź
i“2
|?pw0 ´
a
p´ 1λi|
¸
¨
˜ź
iăj
pλj ´ λiq
¸
e´w
2
0
{2´
řn
i“2 λ
2
i {4dw0dλ2 ¨ ¨ ¨ dλn,
as required. 
4.6. The cone over the rational normal curve. In the case where n “ 2, the
integral from Theorem 1.5 is over a 2-dimensional space and can be computed in
closed form.
Theorem 4.4. For n “ 2 the number of critical points in Theorem 1.5 equals?
3p´ 2.
A slightly different computation yielding this result can be found in [DHO`16].
4.7. Veronese embeddings of the projective plane. In the case where n “ 3,
the integral from Theorem 1.5 gives the number of critical points to the cone over
the p-th Veronese embedding of the projective plane. In this case the integral can
be computed in closed form, using symbolic integration in Mathematica we have
the following result.
Theorem 4.5. For n “ 3 the number of critical points in Theorem 1.5 equals
1` 4 ¨ p´ 1
3p´ 2
a
p3p´ 2q ¨ pp´ 1q.
We do not know whether a similar closed formula exists for higher values of n.
4.8. Symmetric matrices. In Example 1.6 we saw that the case where p “ 2
concerns rank-one approximations to symmetric matrices, and that the average
number of critical points is n. We now show that the integral above also yields n.
Here we have
I “
?
pi
2pn´1q{2Γpn
2
q
ż
λ2ď...ďλn
8ż
´8
˜
nź
i“2
|
?
2w0 ´ λi|
¸˜ź
iăj
pλj ´ λiq
¸
¨ Zpn´ 1qfn´1pΛq
ˆ
1?
2pi
e´w
2
0
{2
˙
dw0dλ2 ¨ ¨ ¨ dλn.
1The theorem there concerns the positive-definite case, but is true for orthogonally invariant
density functions on general symmetric matrices.
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Now set λ1 :“
?
2w0. Then the inner integral over λ1 splits into n integrals,
according to the relative position of λ1 among λ2 ď ¨ ¨ ¨ ď λn. Moreover, these
integrals are all equal. Hence we find
I “ n
?
pi
2pn´1q{2Γpn
2
q
ż
λ1ď...ďλn
˜ ź
1ďiăjďn
pλj ´ λiq
¸
¨ Zpn´ 1q ¨ 1
2n{2 ¨ p2piqpnpn´1q`2q{4 e
´pλ2
1
`¨¨¨`λ2nq{4dλ1 ¨ ¨ ¨dλn
“ n
?
pi
2pn´1q{2Γpn
2
q
ż
λ1ď...ďλn
˜ ź
1ďiăjďn
pλj ´ λiq
¸
¨ Zpn´ 1q ¨ fnpdiagpλ1, . . . , λnqq ¨ p2piqpn´1q{2dλ1 ¨ ¨ ¨ dλn.
Now, again by [Mui82, Theorem 3.2.17], the integral of
ś
1ďiăjďnpλj ´ λiq ¨ fn
equals 1{Zpnq. Inserting this into the formula yields I “ n.
5. Values
In this section we record some values of the expressions in Theorem 1.1 and 1.5.
5.1. Ordinary tensors. Below is a table of expected numbers of critical rank-one
approximations to a Gaussian tensor, computed from Theorem 1.1. We also include
the count over C from [FO12]. Unfortunately, the dimensions of the integrals from
Theorem 1.1 seem to prevent accurate computation numerically, at least with all-
purpose software such as Mathematica. Instead, we have estimated these integrals
as follows: for some initial value I (we took I “ 15), take 2I samples of C from
the multivariate standard normal distribution, and compute the average absolute
determinant. Repeat with a new sample of size 2I , and compare the absolute
difference of the two averages divided by the first estimate. If this relative difference
is ă 10´4, then stop. If not, then group the current 2I`1 samples together, sample
another 2I`1, and perform the same test. Repeat this process, doubling the sample
size in each step, until the relative difference is below 10´4. Finally, multiply the
last average by the constant in front of the integral in Theorem 1.1. We have not
computed a confidence interval for the estimate thus computed, but repetitions of
this procedure suggest that the first three computed digits are correct; we give one
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more digit below.
Tensor format average count over R count over C
nˆm minpn,mq minpn,mq
23 “ 2ˆ 2ˆ 2 4.287 6
24 11.06 24
25 31.56 120
26 98.82 720
27 333.9 5040
28 1.206 ¨ 103 40320
29 4.611 ¨ 103 362880
210 1.843 ¨ 104 3628800
2ˆ 2ˆ 3 5.604 8
2ˆ 2ˆ 4 5.556 8
2ˆ 2ˆ 5 5.536 8
2ˆ 3ˆ 3 8.817 15
2ˆ 3ˆ 4 10.39 18
2ˆ 3ˆ 5 10.28 18
3ˆ 3ˆ 3 16.03 37
3ˆ 3ˆ 4 21.28 55
3ˆ 3ˆ 5 23.13 61
Except in some small cases, we do not expect that there exists a closed form
expression for Ep| detpCq|q. However, asymptotic results on expected absolute de-
terminants such as those in [TV12] should give asymptotic results for the counts in
Theorems 1.1 and 1.5, and it would be interesting to compare these with the count
over C.
From [FO12] we know that the count for ordinary tensors stabilizes for np ´
1 ě řp´1i“1 pni ´ 1q, i.e., beyond the boundary format [GKZ94, Chapter 14], where
the variety dual to the variety of rank-one tensors ceases to be a hypersurface.
We observe a similar behavior experimentally for the average count according to
Theorem 1.1, although the count seems to decrease slightly rather than to stabilize.
It would be nice to prove this behavior from our formula, but even better to give a
geometric explanation both over R and over C.
5.2. Symmetric tensors. The following table contains the average number of
rank-one tensor approximations to SpRn according to Theorem 1.5 (on the left).
The integrals here are over a much lower-dimensional domain than in the previous
section, and they can be evaluated accurately with Mathematica. On the right
we list the corresponding count over C. By [FO12, Theorem 12] these values are
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simply 1` pp´ 1q ` ¨ ¨ ¨ ` pp´ 1qn´1.
pzn 1 2 3 4
1 1 1 1 1
2 1 2 3 4
3 1
?
7 1` 4 ¨ 2
7
¨ ?7 ¨ 2 9.3951
4 1
?
10 1` 4 ¨ 3
10
¨ ?10 ¨ 3 16.254
5 1
?
13 1` 4 ¨ 4
13
¨ ?13 ¨ 4 24.300
6 1
?
16 1` 4 ¨ 5
16
¨ ?16 ¨ 5 33.374
7 1
?
19 1` 4 ¨ 6
19
¨ ?19 ¨ 6 43.370
8 1
?
22 1` 4 ¨ 7
22
¨ ?22 ¨ 7 54.211
9 1
?
25 1` 4 ¨ 8
25
¨ ?25 ¨ 8 65.832
10 1
?
28 1` 4 ¨ 9
28
¨ ?28 ¨ 9 78.185
pzn 1 2 3 4
1 1 1 1 1
2 1 2 3 4
3 1 3 7 15
4 1 4 13 40
5 1 5 21 85
6 1 6 31 156
7 1 7 43 259
8 1 8 57 400
9 1 9 73 585
10 1 10 91 820
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