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Abstract
In this paper, oscillation criteria are established for all solutions of second-order nonlinear differ-
ential equations of the form
(
φp(x
′)
)′ + 1
tp
g(x) = 0, t > 0.
Here φp(y) is the one-dimensional p-Laplacian operator, and g(x) satisfies the signum condition
xg(x) > 0 if x = 0 but is not assumed to be monotone. The equation naturally includes the famous
Euler differential equation and half-linear differential equations. The main purpose is to examine the
influence of certain growth conditions of the nonlinear term g(x) on the oscillation of solutions. The
conditions are shown to be sharp. Some of differential inequalities play important roles to prove our
results. A simple example is included to illustrate the main result. A conjecture on the inverse prob-
lem is also given. Finally, elliptic equations with p-Laplacian operator are discussed as an application
to our results.
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We are concerned with the oscillation problem for the nonlinear differential equation
(
φp(x
′)
)′ + 1
tp
g(x) = 0, t > 0, (1.1)
where φp(y) is a real-valued function defined by φp(y) = |y|p−2y with p > 1 a fixed real
number, and g(x) is a continuous function on R satisfying the signum condition
xg(x) > 0 if x = 0 (1.2)
and a suitable smoothness condition for the uniqueness of solutions of the initial value
problem. We can prove that all solutions of (1.1) are continuable in the future (for the
proof, see Appendix A). Hence, it is worthwhile to discuss whether solutions of (1.1) are
oscillatory or not.
By an oscillatory solution we mean one having an infinite number of zeros on 0 <
t < ∞. Otherwise, the solution is said to be nonoscillatory. Hence, a nonoscillatory solu-
tion eventually keeps either positive or negative. It is called a positive (or negative) solution.
To begin with, we consider a very simple case. When p = 2 and g(x) = λx with λ > 0
a parameter, Eq. (1.1) reduces to the Euler differential equation
x′′ + λ
t2
x = 0, t > 0. (1.3)
It is well known that all nontrivial solutions of (1.3) are oscillatory if λ > 1/4 and are
nonoscillatory if λ 1/4. In other words, 1/4 is the lower bound for all nontrivial solutions
of (1.3) to be oscillatory. Such a number is generally called the oscillation constant (for
example, see [10,13,19]).
Two natural questions now arise: (i) what is the oscillation constant for the linear equa-
tion
x′′ + 1
t2
{
1
4
+ λδ(t)
}
x = 0, t > 0, (1.4)
where λ is a positive parameter, and δ(t) is a positive and continuous function? (ii) what is
the oscillation constant for the nonlinear equation
x′′ + 1
t2
{
1
4
+ λh(x)
}
x = 0, t > 0, (1.5)
where λ is a positive parameter, and h(x) is a positive and continuous function?
As to the first question, by means of Sturm’s comparison theorem, we see that if
limt→∞ δ(t) > 0, then all nontrivial solutions of (1.4) are oscillatory for any λ > 0. More
delicate and interesting case is that
δ(t) ↘ 0 as t → ∞.
When δ(t) = 1/(log t)2, Eq. (1.4) is called the Riemann–Weber version of the Euler dif-
ferential equation. It is famous that the oscillation constant is also 1/4 for Eq. (1.4) with
δ(t) = 1/(log t)2.
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x′′ + 1
t2
g(x) = 0, t > 0. (1.6)
Using the following their results, we can give an answer to the second question.
Theorem A. Assume (1.2) and suppose that there exists a λ with λ > 1/16 such that
g(x)
x
 1
4
+ λ
(log |x|)2
for |x| sufficiently large. Then all nontrivial solutions of (1.6) are oscillatory.
Theorem B. Assume (1.2) and suppose that
g(x)
x
 1
4
+ 1
16(log |x|)2
for x > 0 or x < 0, |x| sufficiently large. Then all nontrivial solutions of (1.6) are nonoscil-
latory.
From Theorems A and B, we see that the oscillation constant for Eq. (1.5) is 1/16
provided h(x) = 1/(log |x|)2 for |x| sufficiently large. Of course, Theorems A and B cover
almost the delicate case that
g(x)
x
↘ 1
4
as |x| → ∞.
Next, consider the case that g(x) = λφp(x). Then Eq. (1.1) becomes the half-linear
differential equation
(
φp(x
′)
)′ + λ
tp
φp(x) = 0, t > 0. (1.7)
Since Eq. (1.7) coincides with Eq. (1.3) when p = 2, we may regard (1.7) as a generaliza-
tion of (1.3). As a matter of fact, the oscillation constant is ((p − 1)/p)p for Eq. (1.7) (see
also [3,6]). This drives us to the further question what are the oscillation constants for the
equations
(
φp(x
′)
)′ + 1
tp
{(
p − 1
p
)p
+ λδ(t)
}
φp(x) = 0, t > 0, (1.8)
and (
φp(x
′)
)′ + 1
tp
{(
p − 1
p
)p
+ λh(x)
}
φp(x) = 0, t > 0, (1.9)
respectively.
Elbert and Schneider [6] have already discussed the oscillation problem for Eq. (1.8).
By their work, the oscillation constant was known for Eq. (1.8) with δ(t) = 1/(log t)2. This
is an improvement of the above result concerning the Riemann–Weber version of the Euler
differential equation.
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remains unsettled. The purpose of this paper is to give an oscillation theorem which can be
applied even to the case that
g(x)
φp(x)
↘
(
p − 1
p
)p
as |x| → ∞.
Our main result is stated as follows:
Theorem 1.1. Assume (1.2) and suppose that
g(x)
φp(x)

(
p − 1
p
)p
+ λ
(log |x|)2 (1.10)
for |x| sufficiently large, where
λ >
1
2
(
p − 1
p
)p+1
.
Then all nontrivial solutions of (1.1) are oscillatory.
Remark 1.2. Since Theorem 1.1 coincides with Theorem A when p = 2, Theorem 1.1 is
a complete generalization of Theorem A.
The remainder of this paper is as follows. To make preparations for proving the main
theorem, we give some lemmas on some differential inequalities of the first order in the
next section. To prove those lemmas, we use the so-called “Riccati technique.” For ex-
ample, we can find Riccati technique for half-linear differential equations in [1,4]. In
Section 3, we complete the proof of our main theorem by means of the obtained results
in the preceding section. In Section 4, we illustrate the main theorem by an example and
we give a simple sufficient condition under which Eq. (1.1) has a nonoscillatory solution.
Also, we conjecture a sufficient condition for all nontrivial solutions of (1.1) to be nonoscil-
latory. Moreover, we apply our results to elliptic equations with p-Laplacian operator in
the final section. We add Appendix A on the global existence of solutions of (1.1).
2. Preliminary
In this section, we prepare some lemmas which is very useful for proving our main
theorem. To this end, we consider the half-linear differential equation(
φp(x
′)
)′ + 1
tp
{(
p − 1
p
)p
+ λ
(log t)2
}
φp(x) = 0, t > 0, (2.1)
where φp(·) is defined in Section 1 and λ is a positive parameter. Although Eq. (2.1) is a
special case of (1.8), this case is essential for our subject.
We show that Eq. (2.1) have a close relation with certain differential inequalities of the
first order. For simplicity, we denote{
p
p−1 (p − 1)p−1
}
H(ξ) = (p − 1) ξ − ξ +
pp
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γp =
(
p − 1
p
)p−1
with p > 1 a fixed real number.
Lemma 2.1. Suppose that the differential inequality
ξ˙ + H(ξ) 0, ˙ = d
ds
(2.2)
has a positive solution on [s0,∞) with s0 > 0. Then the solution is nonincreasing and
tends to γp as s → ∞.
Proof. Since
H(γp) = (p − 1)
{(
p − 1
p
)p
−
(
p − 1
p
)p−1
+ (p − 1)
p−1
pp
}
= 0
and
d
dξ
H(ξ) = pξ 1p−1 − (p − 1),
which is zero if and only if ξ = γp , we see that H(γp) = 0 and H(ξ) > 0 if ξ = γp .
Let ξ(s) be a positive solution of (2.2) on [s0,∞) with s0 > 0. Since H(ξ)  0 for
ξ ∈ R, we see that ξ(s) is nonincreasing for s  s0. Hence, ξ(s) tends to some α  0. If
α = γp , then there exists an s1 > s0 such that
ξ˙ (s)−H (ξ(s))−H ((α + γp)/2)< 0
for s  s1. This means that ξ(s) → −∞ as s → ∞, which is a contradiction to the assump-
tion that ξ(s) is positive for s  s0. The proof is complete. 
We next consider the differential inequality
ξ˙ + H(ξ) + λ
s2
 0, (2.3)
where λ is a positive parameter. Let ξ(s) be a positive solution of (2.3) on [s0,∞) with
s0 > 0 and define
c(s) = −ξ˙ (s) − H (ξ(s))
for s  s0. Then we have
c(s) λ
s2
for s  s0. (2.4)
Changing variable t = es and letting
x(t) = exp
( log t∫
ξ(σ )
1
p−1 dσ
)
,s0
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(
φp(x
′)
)′ + 1
tp
{(
p − 1
p
)p
+ c(log t)
}
φp(x) = 0, t > 0.
Needless to say, the solution x(t) is nonoscillatory. It follows from (2.4) and Sturm’s com-
parison theorem for half-linear differential equations that all nontrivial solutions of (2.1)
are nonoscillatory (as to Sturm’s comparison theorem, for example, see [5,14,15]). Thus,
we have the following result.
Lemma 2.2. Let s = log t . Suppose that the differential inequality (2.3) has a positive
solution on [s0,∞) with s0 > 0. Then all nontrivial solutions of (2.1) are nonoscillatory.
Remark 2.3. It is well known that a positive solution of a second-order linear (or half-
linear) differential equation satisfies its corresponding differential inequality of Riccati
type. For example, see [6, Lemma 1] and [19, Theorem 2.15].
Elbert and Schneider [6, Corollary 2] have presented the following result which plays
an important role in the proof of our main theorem.
Lemma 2.4. The oscillation constant is γp/2 for Eq. (2.1), to be precise, Eq. (2.1) can be
classified into two types as follows:
(i) if λ > γp/2, then all nontrivial solutions of (2.1) are oscillatory;
(ii) if 0 < λ γp/2, then all nontrivial solutions of (2.1) are nonoscillatory.
Remark 2.5. As mentioned in Section 1, when p = 2, Eq. (2.1) is called the Riemann–
Weber version of the Euler differential equation and it is well known that Lemma 2.4 is
true.
3. Proof of the main theorem
To complete the proof of our main theorem, Theorem 1.1, we have to prove the follow-
ing lemma concerning properties of positive solutions of (1.1).
Lemma 3.1. Assume (1.2) and suppose that Eq. (1.1) has a positive solution. Then the
solution is increasing for t sufficiently large and it tends to ∞ as t → ∞.
Proof. Let x(t) be a positive solution of (1.1). Then there exists a T > 0 such that x(t) > 0
for t  T . Hence, by (1.2) we have
(
φp
(
x′(t)
))′ = − 1
tp
g
(
x(t)
)
< 0 (3.1)for t  T .
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exists a t1  T such that x′(t1) 0. Since yφp(y) > 0 if y = 0, by (3.1) we have
φp
(
x′(t)
)
< φp
(
x′(t1)
)
 0
for t > t1. Hence, we can find a t2 > t1 such that x′(t2) < 0. Integrating both sides of (3.1)
from t2 to t , we get
φp
(
x′(t)
)
 φp
(
x′(t2)
)
< 0
for t  t2, and therefore, x′(t) x′(t2) < 0 for t  t2. Integrate this inequality to obtain
x(t) x′(t2)(t − t2) + x(t2) → −∞
as t → ∞. This contradicts the assumption that x(t) is a positive solution. Thus, x(t) is
increasing for t  T .
We next suppose that x(t) is bounded from above. Then we can choose a K > 0 such
that x(t)K for t  T . Since x(t) is increasing, we also see that x(t) x(T ) for t  T
and x′(t) tends to 0 as t → ∞. Let m = min{g(x): x(T ) x K}. Then we get
(
φp
(
x′(t)
))′ = − 1
tp
g
(
x(t)
)
−m
tp
for t  T . Integrating both sides of this inequality from t  T to ∞, we have
φp
(
x′(t)
)
 m
(p − 1)tp−1 ,
namely, x′(t) > C/t for t  T , where
C =
(
m
p − 1
) 1
p−1
> 0.
Hence, we obtain
x(t) − x(T ) C log t
T
for t  T .
This is a contradiction to the assumption that x(t) is bounded from above, thereby com-
pleting the proof. 
Remark 3.2. There are some papers dealing with the problem of existence and asymptotic
behavior of positive solutions of second-order nonlinear differential equations. In those
papers, the set of positive solutions x(t) are classified according to their asymptotic mag-
nitude as t → ∞. The main tool in such papers is the Schauder–Tychonoff fixed point
theorem (for example, see [7,11]). Although Lemma 3.1 is also derived from Theorem 7
with Lemma 5 in [7], our proof is very simple and straightforward.
We are now ready to prove our main theorem.
Proof of Theorem 1.1. The proof is by contradiction. Suppose that Eq. (1.1) has a
nonoscillatory solution x(t). Then, without loss of generality, we may assume that x(t) is
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By Lemma 3.1, there exists a T > 0 such that
x(t) > L and x′(t) > 0
for t  T .
Let s = log t and put u(s) = x(t). Then Eq. (1.1) is transformed into the equation(
φp(u˙)
)˙ − (p − 1)φp(u˙) + g(u) = 0 (3.2)
and u(s) is a positive solution of (3.2). Note that
u(s) > L and u˙(s) = tx′(t) > 0
for s  logT . Hence, φp(u(s)) = u(s)p−1 and φp(u˙(s)) = u˙(s)p−1 for s  logT .
Define
ξ(s) = φp(u˙(s))
φp(u(s))
.
Then ξ(s) > 0 for s  logT . Differentiating ξ(s) and using (1.10) and (3.2), we have
ξ˙ (s) = (φp(u˙(s)))˙φp(u(s)) − (p − 1)φp(u˙(s))u(s)
p−2u˙(s)
φp(u(s))2
= (φp(u˙(s)))˙
φp(u(s))
− (p − 1)
(
u˙(s)
u(s)
)p
= (p − 1)φp(u˙(s))
φp(u(s))
− g(u(s))
φp(u(s))
− (p − 1)
(
u˙(s)
u(s)
)p
 (p − 1)ξ(s) −
(
p − 1
p
)p
− λ
(logu(s))2
− (p − 1)ξ(s) pp−1
= −H (ξ(s))− λ
(logu(s))2
(3.3)
for s  logT . Hence, from Lemma 2.1 we see that
ξ(s) ↘ γp as s → ∞. (3.4)
Since λ > ((p − 1)/p)p+1/2, we can choose an ε0 > 0 so small that
1
2
(
p − 1
p
)p+1
<
γp
2
(
p − 1
p
+ 2ε0
)2
< λ. (3.5)
By (3.4) we can find an s1 > logT such that
ξ(s)
1
p−1 = u˙(s)
u(s)
 p − 1
p
+ ε0
for s  s1. Integrating both sides of this inequality, we obtain
u(s) u(s1)e
( p−1
p
+ε0)(s−s1) for s  s1,
and therefore, there exists an s2 > s1 such that( p−1 )
L < u(s) e p +2ε0 s for s  s2.
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ξ˙ (s)−H (ξ(s))− λ(p−1
p
+ 2ε0
)2
s2
for s  s2. Hence, by Lemma 2.2 we conclude that all nontrivial solutions of the equation
(
φp(x
′)
)′ + 1
tp
{(
p − 1
p
)p
+ λ(p−1
p
+ 2ε0
)2
(log t)2
}
φp(x) = 0, t > 0 (3.6)
are nonoscillatory. However, by (3.5) we have
λ(p−1
p
+ 2ε0
)2 > γp2 .
Hence, from Lemma 2.4(i), we see that all nontrivial solutions of (3.6) are oscillatory. This
is a contradiction. We have thus proved the theorem. 
4. Example and conjecture
To illustrate our main theorem, we give a simple example.
Example 4.1. Let
f (x) = − 1
2e3
{(
p − 1
p
)p
+ 3λ
}
x2 + 1
2e
{
3
(
p − 1
p
)p
+ 5λ
}
and consider Eq. (1.1) with
g(x) =
{
φp+1(x)f (x) for |x| e,{(p−1
p
)p + λ
(log |x|)2
}
φp(x) for |x| > e. (4.1)
Then all nontrivial solutions are oscillatory provided that λ > ((p − 1)/p)p+1/2.
Since f (x) is even and φp(x) is odd, g(x) is an odd function. We have
g(e) = epf (e) =
{(
p − 1
p
)p
+ λ
}
ep−1 = lim
x→e+0g(x).
Also, we obtain
h(x)
def= d
dx
g(x)
=


p|x|p−1f (x) − 1
e3
{(p−1
p
)p + 3λ}|x|p+1 if |x| < e,
(p − 1){(p−1
p
)p + λ
(log |x|)2
}|x|p−2 − 2λ
(log |x|)3 |x|p−2 if |x| > e.From this we see that h(x) → 0 as x → 0 and
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x→e−0h(x) = pe
p−1f (e) −
{(
p − 1
p
)p
+ 3λ
}
ep−2
=
{
(p − 1)
(
p − 1
p
)p
+ (p − 3)λ
}
ep−2 = lim
x→e+0h(x).
We therefore conclude that g(x) is continuously differentiable for x ∈ R. Hence, we can
ensure the uniqueness of solutions of (1.1) with (4.1) to the initial value problem. Since
g(0) = 0 and g(x) > 0 for x > 0, assumption (1.2) is satisfied. It is obvious from (4.1)
that condition (1.10) holds. If λ > ((p − 1)/p)p+1/2, then by Theorem 1.1 all nontrivial
solutions of (1.1) with (4.1) are oscillatory.
It may be worthwhile to state the inverse of Theorem 1.1 in passing. For this purpose, we
consider again the half-linear differential equation (1.7). We can easily check that the func-
tion x(t) = t (p−1)/p is a nonoscillatory solution of (1.7) with λ = ((p − 1)/p)p , namely,
(
φp(x
′)
)′ + 1
tp
(
p − 1
p
)p
φp(x) = 0, t > 0. (4.2)
Hence, from Sturm’s separation theorem for half-linear differential equations, we see
that all nontrivial solutions of (4.2) are nonoscillatory. By virtue of Sturm’s comparison
theorem, we also conclude that all nontrivial solutions of (1.7) are nonoscillatory when
0 < λ < ((p − 1)/p)p . Since φp(·) is an odd function, if y(t) is a solution of (1.7), then
−y(t) is also a solution of (1.7). Hence, if 0 < λ ((p−1)/p)p , then Eq. (1.7) has positive
solutions. Let x(t) be a positive solution of (1.7) with 0 < λ ((p − 1)/p)p .
We here suppose that there exists a λ with 0 < λ ((p − 1)/p)p such that
g(x) = λφp(x) for x > L, (4.3)
where L is a sufficiently large number. From Lemma 3.1 we can find a T > 0 such that
x(t) > L for t  T ,
because x(t) is a positive solution of (1.7) and the function λφp(x) satisfies the assumption
(1.2). Hence, by (4.3) we have
g
(
x(t)
)= λφp(x(t)) for t  T ,
and therefore,(
φp
(
x′(t)
))′ + 1
tp
g
(
x(t)
)= (φp(x′(t)))′ + 1
tp
g(x(t))
φp(x(t))
φp
(
x(t)
)
= (φp(x′(t)))′ + λ
tp
φp
(
x(t)
)= 0
for t  T . Thus, x(t) is also a positive solution of (1.1). The same argument can be carried
out in a negative solution of (1.1).
The preceding paragraph can be summarized in the following sentences: if g(x) satisfies
the assumption (1.2) and
g(x)
φp(x)
= λ
(
p − 1
p
)p
(4.4)for x > 0 or x < 0, |x| sufficiently large, then Eq. (1.1) has a nonoscillatory solution.
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that
(i) from the viewpoint of Theorem B and Lemma 2.4(ii), we should give a sufficient
condition for all nontrivial solutions of (1.1) to be nonoscillatory;
(ii) conditions in Theorems A and B make a matching pair, however, conditions (1.10) and
(4.4) are ill-balanced.
As we have already mentioned, all nontrivial solutions of (1.7) are nonoscillatory in the
case that 0 < λ ((p − 1)/p)p . However, the above result shows only that Eq. (1.7) has a
nonoscillatory solution when 0 < λ ((p − 1)/p)p . This is another reason why the above
result is unsatisfactory.
Judging from the consideration above, it seems reasonable to expect as follows:
Conjecture 4.2. Assume (1.2) and suppose that
g(x)
φp(x)

(
p − 1
p
)p
+ 1
2
(
p − 1
p
)p+1 1
(log |x|)2
for x > 0 or x < 0, |x| sufficiently large. Then all nontrivial solutions of (1.1) are nonoscil-
latory.
Remark 4.3. Theorem B shows that Conjecture 4.2 is true for p = 2. Theorem B is proved
by using phase plane analysis for the system
u˙ = v + u, v˙ = −g(u)
which is equivalent to Eq. (1.6), where u(s) = x(es) = x(t). However, if p = 2, then it is
not easy to find a suitable system for phase plane analysis. Also, it is hard to apply Riccati
technique in solving Conjecture 4.2. These are obstacles in extending Theorem B to the
case p = 2.
5. Application to an elliptic equation
We consider an elliptic equation of the form
∆pu + F(x,u) = 0, x ∈ Ω, (5.1)
where Ω is an exterior domain of RN with N  2, that is, it contains Ga def= {x ∈ RN :
|x| > a} for some a > 0, ∆p is an operator given by
∆pu = ∇ ·
(|∇u|p−2∇u), ∇ = (∂/∂x1, ∂/∂x2, . . . , ∂/∂xN),
and F(x,u) is a continuous function on Ω ×R satisfying the assumption{ there is a continuous function f : [a,∞) ×R → R such that
uF(x,u) uf (|x|, u) 0 for |x| a and u ∈ R, and (5.2)
f (t, u) is nondecreasing with respect to u ∈ R for each fixed t  a.
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(5.1) in Gb if it satisfies Eq. (5.1) at every point x ∈ Gb . We say that a solution of (5.1)
is oscillatory if it keeps neither positive nor negative in any exterior domain. Let D be a
bounded domain in Ω with piecewise smooth boundary ∂D. The domain D is called a
nodal domain of a nontrivial solution u of (5.1) if u = 0 on ∂D. A solution of (5.1) is said
to have the nodal property in Ω if, for arbitrary b  a there exists a nodal domain of the
solution in Gb (refer to [2,9,19]).
A typical case of (5.1) is the half-linear partial differential equation
∆pu + c
(|x|)φp(u) = 0, x ∈ Ω. (5.3)
It is clear that assumption (5.2) is satisfied with f (t, u) = c(t)φp(u) in this case. Kusano
et al. [12, Theorem 2.1] have presented a comparison theorem of Sturm type for Eq. (5.3)
and more general half-linear elliptic equations. By virtue of their work, we have the fol-
lowing result.
Lemma 5.1. If there exists a nodal domain D of a nontrivial solution u of (5.3), then every
solution except a constant multiple of u vanishes at some point of D.
From this and Lemma 2.4(i), we can get a sufficient condition for all nontrivial solutions
of the equation
∆pu + 1|x|p
{(
p − N
p
)p
+ µ
(log |x|)2
}
φp(u) = 0, x ∈ Ω (5.4)
to be oscillatory.
Theorem 5.2. Let N < p. If
µ >
p − 1
2p
(
p − N
p
)p−2
, (5.5)
then all nontrivial solutions of (5.4) are oscillatory; all radial solutions of (5.4) have the
nodal property.
Proof. Let u(x) be a radial solution of (5.4) and let v(t) be the function defined by
v(t) = u(x), t = |x|.
Then we have ∇u(x) = v′(t)x/t , and therefore,
∆p
(
u(x)
)= N∑
i=1
∂
∂xi
(
xi
t
φp
(
v′(t)
))= (φp(v′(t)))′ + N − 1
t
φp
(
v′(t)
)
= 1
tN−1
(
tN−1φp
(
v′(t)
))′
.
Hence, we see that the function v(t) is a solution of the equation
(
N−1 ′ )′ N−1−p{(p − N )p µ }t φp(v ) + t
p
+
(log t)2
φp(v) = 0. (5.6)
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w(s) = v(t), s = t p−Np−1 .
Then we obtain
v′(t) = p − N
p − 1 t
1−N
p−1 w˙(s),
φp
(
v′(t)
)= (p − N
p − 1
)p−1
t1−Nφp
(
w˙(s)
)
and
(
tN−1φp
(
v′(t)
))′ = (p − N
p − 1
)p
s
1−N
p−N
(
φp
(
w˙(s)
))˙.
From the last equality and (5.6) it turns out that w(s) satisfies the equation
(
φp(w˙)
)˙ + 1
sp
{(
p − 1
p
)p
+
(
p − 1
p − N
)p−2
µ
(log s)2
}
φp(w) = 0. (5.7)
Compare Eqs. (5.7) and (2.1). By (5.5) we have(
p − 1
p − N
)p−2
µ >
1
2
(
p − 1
p
)p−1
= γp
2
.
Hence, using Lemma 2.4(i), we can conclude that all nontrivial solutions of (5.7) are os-
cillatory. Of course, w(s) is oscillatory, so that it has an infinite number of zeros clustering
at s = ∞. Since p > N  2, the variable t tends to ∞ as s increases, and therefore, v(t) is
also oscillatory. This means that all radial solutions of (5.4) have the nodal property. Thus,
we can choose a sequence {tm} tending to ∞ such that u(x) = 0 for |x| = tm. Denote
G(tm, tm+1) =
{
x ∈ RN : tm < |x| < tm+1
}
for m ∈ N. Then u(x) = 0 for x ∈ ∂G(tm, tm+1), which is smooth. Hence, from Lemma 5.1,
we see that every nontrivial solution of (5.4) has at least one zero on the closure of
G(tm, tm+1). Since this fact is true for arbitrary m ∈ N, all (nonradial) solutions of (5.4)
are oscillatory. The proof is complete. 
Let us now return to Eq. (5.1). We will give an oscillation theorem for Eq. (5.1) without
using Sturm’s comparison method, such as Lemma 5.1.
Naito and Usami [16] have studied more general quasilinear elliptic equations than
Eq. (5.1) and clarified the relation with associated quasilinear ordinary differential equa-
tions. The following is an immediate consequence of their result.
Lemma 5.3. Assume that (5.2) holds. If every solution of(
tN−1φp(u′)
)′ + tN−1f (t, u) = 0, t  a,
is oscillatory, then every solution of (5.1) is also oscillatory.
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tN−1φp(u′)
)′ + tN−1−pg(u) = 0, (5.8)
where g(u) is a continuous and nondecreasing function on R satisfying the assumption
(1.2). By putting v(s) = u(t) and s = t p−Np−1 , Eq. (5.8) becomes
(
φp(v˙)
)˙ +( p − 1
p − N
)p 1
sp
g(v) = 0.
Let us assume that g(u) satisfies
g(u)
φp(u)

(
p − N
p
)p
+ µ
(log |u|)2 (5.9)
for |u| sufficiently large. Then we have(
p − 1
p − N
)p
g(u)
φp(u)

(
p − 1
p
)p
+
(
p − 1
p − N
)p
µ
(log |u|)2 .
Let λ = ((p − 1)/(p − N))pµ. If
µ >
p − 1
2p
(
p − N
p
)p
, (5.10)
then λ > ((p − 1)/p)p+1/2. Hence, from Theorem 1.1, we conclude that all nontrivial
solutions of (5.8) are oscillatory. Moreover, if g(u) satisfies
uF(u, x) ug(u)|x|p (5.11)
for |x|  a and u ∈ R, then assumption (5.2) holds. Hence, by Lemma 5.3, we see that
all nontrivial solutions of (5.1) are also oscillatory. Thus, combining Theorem 1.1 with
Lemma 5.3, we can obtain the following result.
Theorem 5.4. Let N < p. Suppose that there exist a nondecreasing function g(u) and a
positive number µ satisfying (1.2) and (5.9)–(5.11). Then all nontrivial solutions of (5.1)
are oscillatory.
Appendix A. Global existence of solutions
The purpose in here is to show that all solutions of (1.1) are continuable in the future.
Theorem C. Assume (1.2). Then each solution of (1.1) and its derivative exist in the future.
To prove this, we use Proposition D below which guarantees the global existence of
solutions of the system
x′ = F1(t, x, y), y′ = F2(t, x, y), (A.1)
where F1 : [0,∞) × Rm × Rn → Rm and F2 : [0,∞) × Rm × Rn → Rn are continuous
functions. We call a scalar function V (t, x, y) a Liapunov function for system (A.1) if it is
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function
V˙(A.1)(t, x, y) = lim sup
h→+0
1
h
{
V
(
t + h,x + hF1(t, x, y), y + hF2(t, x, y)
)
− V (t, x, y)}.
We also say that a continuous scalar function ϕ : [0,∞) × R → R is of the class G if, for
any t0  0, u0 ∈ R, the maximal solution u(t, t0, u0) of the equation
u′ = ϕ(t, u)
is continuable in the future. Then we have the following continuation result (for the proof,
see [8,17]).
Proposition D. Let V : [0,∞) ×Rm ×Rn → R be a Liapunov function such that
V (t, x, y) → ∞ as ‖y‖ → ∞ uniformly in x ∈ Rm for each fixed t  0 (A.2)
and
V˙(A.1)(t, x, y) ϕ
(
t, V (t, x, y)
) for some ϕ ∈ G. (A.3)
Suppose that for each K > 0 and T > 0 there exists a Liapunov function W : [0, T ]×Rm ×
SnK → R, SnK = {y ∈ Rn: ‖y‖K} which satisfies
W(t, x, y) → ∞ as ‖x‖ → ∞ uniformly in y ∈ SnK for each fixed t  0 (A.4)
and
W˙(A.1)(t, x, y)ψ
(
t,W(t, x, y)
) for some ψ ∈ G. (A.5)
Then every solution of (A.1) exists in the future.
Proof of Theorem C. Since φp(x) is increasing with respect to x, the inverse function
exists. Let p∗ denote the conjugate exponent of p, that is, the number satisfying 1/p +
1/p∗ = 1. Then φp∗(y) is the inverse function of y = φp(x). Note that φp∗(y) is also
increasing and satisfies
φp∗(y) → ±∞ as y → ±∞. (A.6)
We rewrite Eq. (1.1) as the system
x′ = φp∗(y), y′ = − 1
tp
g(x). (A.7)
Define a Liapunov function
V (t, x, y) =
y∫
0
φp∗(v) dv + 1
tp
x∫
0
g(u)du.
Then, by (1.2) and (A.6) we have
V (t, x, y)
y∫
φp∗(v) dv → ∞0
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V˙(A.7)(t, x, y) = − p
tp+1
x∫
0
g(u)du 0
on [0,∞) × R × R. Let ϕ(t, u) ≡ 0. Then ϕ(t, u) belongs to G. Hence, condition (A.3)
holds. Take
W(t, x, y) = |x|
as another Liapunov function. Then we have
W˙(A.7)(t, x, y)
∣∣φp∗(y)∣∣ ∣∣φp∗(K)∣∣
for y ∈ S1K . It is clear that condition (A.4) is satisfied with n = 1. Let ψ(t, u) ≡ |φp∗(K)|.
Then ψ(t, u) is also belongs to G, and therefore, condition (A.5) holds. Thus, by Proposi-
tion D all solutions of (A.7) are continuable in the future. This means that each solution of
(1.1) and its derivative exist in the future. The proof is complete. 
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