In this paper, we consider the problem of completing missing records of annual water levels. The water levels records are taken once a year, in a group of neighboring wells. The collected records are assembled into a data matrix, where each column refers to a different well and each row refers to a different year. Yet some entries of the matrix are unknown and we want to assign appropriate values to these entries. The need for solving such problems arises in many applications, as many models and programs require a complete set of data. Traditional approaches for handling missing groundwater records are based on statistical techniques for treating missing data. The current paper introduces a new approach for solving this problem. One that is able to take advantage of the 'matrix structure' of annual water levels. This type of 'matrix imputing methods' has been proved successful in many modern areas, but it has not yet been tested in hydrology. Special attention is given to the question of assessing the quality of the imputed water levels. The proposed methods are examined on a number of test cases.
INTRODUCTION
The paper considers a network of observation wells which are used for monitoring the hydrologic situation in a certain aquifer. The water levels which are measured in the wells form the basis of regular reports, numerical modeling, water resources assessments, and various research projects.
Many of these applications are based on annual records of data. That is, data records which are collected once a year, at about the same time. In Israel, for example, each year is composed of two seasons, a rainy one and a dry one, and the annual records of water levels are measured in October, at the end of the dry season. The term water level refers to the height of the water table at a well. Assume that annual records of water levels were taken during m years, in a group of n neighboring wells. Then the collected data form an m x n matrix, in which each row refers to a different year, and each column refers to a different well. Let A denote the resulting data matrix, and let a ij denote the (i,j) entry of A. Then a ij gives the water level measured at the ith year in the jth well, i ¼ 1, …, m, j ¼ 1, …, n (see Table 1 ). Most reports and models require a complete data matrix as input. That is, a matrix without missing entries.
Thus, even one missing entry may prevent us from using the collected data. However, as explained below, in practice it is quite common that some entries of the matrix are missing. In this case it is desired to assign 'appropriate values' to the missing entries. Once all the missing water levels are imputed, the data matrix can be used for any purpose.
The task of imputing missing values is, therefore, to design an algorithm that substitutes appropriate values into the missing entries of a given m x n data matrix, A ¼ There are several reasons for having missing records of water levels. One comes from human factors such as shortage of manpower, illness, strikes, typing errors, etc. A second stems from (unexpected) technical difficulties, such as technical faults in the measuring equipment, blocked roads, cars breakdown, etc. Another difficulty comes from the fact that water levels should be measured in a rest situation. This means that pumping from the well should be stopped a number of hours before taking the measurement.
Yet in practice this is not always possible. Otherwise, when the stop is too short, the measured water level provides erroneous information. Hence, the recorded water levels are always examined and searched for outliers and other types of suspicious records. Once we find an erroneous data we delete it. Then it is necessary to substitute a 'correct' value instead of the wrong one.
The requirement for a complete set of data is typical to several applications. Consider, for example, the plotting of a contour map of the water levels surface. Recall that contour maps provide a useful tool for studying the behavior of an aquifer. In particular, a contour map enables us to draw stream lines, to compute gradients, and to detect the main flow directions. A comparison of two consecutive contour maps enables us to see how the groundwater surface changes from one year to another, and allows us to compute the relevant changes in the storage volume of the aquifer.
Nowadays contour mapping is often done by a computerized plotting system whose input is a list of triplets, where each triplet contains the coordinates and the water level of one well. If one well is located far from the other wells then the water level in this well has a great effect on the shape of the computed water table surface. Deleting the well from the input list is likely, therefore, to cause a severe distortion to the shape of the computed surface. Similar distortions may occur when the missing water level is considerably higher (or lower) than the other water levels.
A further example is the case when the data are needed for the use of numerical models such as finite difference or finite element models. Here the observed water levels are used in the calibration process, to test the quality of the proposed model, and for setting initial and boundary conditions. In this case it is often necessary to transfer the data collected on a network of observation wells into a mesh of cells or elements which constitute the model. Usually each cell (or element) is associated with a small number of neighboring wells, and the water level at the cell is defined as a certain weighted average of the water levels in these wells. This averaging operation is often done by some computer program which does not take into account the effect of missing observations. So missing data are likely to cause either a breakdown or serious malformation to the output.
Missing water level observations are expected to cause similar difficulties in almost any monitoring system that is based on a permanent network of observation wells. The number of observation wells that constitute such a network can be quite large. For example, the Hydrological Service of Israel stores and updates records of over 6000 wells, which are used for monitoring the hydrological regime in several aquifers. In the past the majority of these wells were measured monthly. But twenty years ago the monitoring policy has been changed, and since then in most of the wells water levels are measured only twice a year: Once in the spring and once in the autumn. (However, a small percentage of important wells are still monitored on a monthly basis.) The reasons for this change of policy are two: first, a lack of manpower and budget; second, the belief that reports and models that are based on annual records of data are satisfactory for most purposes. (A similar policy is used in sampling concentrations of chloride and nitrate in wells. These samples are taken once a year, during the dry season.)
Note that there is substantial difference between the imputing of monthly records of water levels and the imputing of annual records. Assume for a moment that we have monthly records of water levels in a certain well, which were measured during m consecutive years, but contain a The new approach achieves imputing by constructing a low-rank approximation of A. Let k denote the rank of the desired approximation, and let
denote the set of all real m x n matrices, B ¼ (b ij ), whose rank is at most k. (The nature of such matrices is clarified in the coming sections.) Then the constructed rank-k approximation is often aimed at solving the least-squares
where the sum in (1b) is restricted to the set of known entries
Let the matrix B k denote a computed solution of Problem
(1). Then, once B k is computed, the missing entries of A are replaced with the corresponding entries of B k . 
METHODOLOGY Statistical imputing of missing values
The analysis of sample surveys is a major task in statistics.
The problem of nonresponse in surveys is an inherent difficulty that hinders users from achieving accurate analysis.
The statistical treatment of missing data is motivated, therefore, by the need to solve this problem, which leads to several differences between the statistical approach and the proposed matrix approach.
One feature that characterizes statistical imputing is that the methods rely on statistical assumptions on the origin of the data and the nature of the missing entries. For example, in maximum likelihood expectation-maximization (EM) methods, and in multiple imputing methods, it is common to assume that the entries of the matrix are generated by some known probabilistic distribution function (such as multivariate normal distribution). In contrast, matrix methods make no assumptions of this kind. Moreover, annual water levels are not expected to obey such assumptions.
Another type of assumption regards the missingness mechanism that determines the locations of the missing entries. Here it is common to distinguish between 'not missing at random', 'missing at random', and 'missing completely averaging the corresponding entries in the ℓ matrices. However, as noted above, the assumption that water levels behave like random draws is somewhat doubtful.
A review of existing matrix imputing methods
Below we describe some popular algorithms and explain the main ideas behind these methods. The review is not extensive and many good methods have been left unmentioned.
It is aimed to serve as a short introduction into the concept of matrix-imputing methods, with a focus on methods that are suitable for handling annual records of water levels.
All the methods share the same aim: To complete the missing entries of a given m x n data matrix, A ¼ (a ij ). The description is based on standard terms and techniques of numerical computing. No assumptions are made on the statistical nature of the observed data.
Averaging methods
Let α denote the average value of the known entries in A. The simplest way of imputing is, perhaps, substituting each missing entry of A by α. This mean-imputing method is useful in handling random matrices, whose entries are considered as random numbers that obey the same probabilistic distribution. However, the mean-imputing method is not suitable for groundwater data. Assume, for example, that a certain row of A refers to a rainy year. Then the (missing) water levels in this row are expected to exceed α. Similarly, consider the case when certain column of A refers to a well whose water levels are considerably lower than those of the other wells. Then the (missing) water levels in this column are expected to stay below the overall average.
The above examples suggest that the basic mean imputing method can be modified in a number of ways. In 'row-averaging' the missing entries in a certain row are replaced by the mean value of the known entries in this row. Similarly, in 'columnaveraging' the missing entries in a certain column are replaced by the mean value of the known entries in this column. Combining the two methods gives an 'additive model' of the form
where w j denotes the average water level at the jth well, y i reflects the changes during the ith year, and ε ij denotes the model error. The parameters of the additive model are easily found by solving the least-squares problem
where the sum is restricted to known entries of A. See Dax () for details. The additive model is often modified in the
where α denotes the overall average. In some cases, a 'multiplicative' model is preferred. In this approach
where here y i can be interpreted as the intensity of rain during the ith year. The parameters are found by solving the related least-squares problem
where the sum is restricted to known entries of A. An algorithm for solving (7) These observations suggest that higher rank approximations are likely to produce smaller model errors. Yet, averaging schemes are often used to compute starting values for the more sophisticated methods that are described below.
Iterative column regression (ICR)
This method is most suitable to cases where the number of years, m, is considerably larger than the number of wells, n.
As its name says, ICR is an iterative algorithm. It starts by set- The ICR algorithm is based on the assumption that we have a small group of neighboring wells whose water levels behave in a similar way. So regressing one well against the others is likely to provide good results. However, if we have a large group of wells, from various places in the aquifer, there is no point in regressing one well against all the others. In this case the regression should be restricted to a smaller group of wells. This idea motivates the next method.
K Nearest Neighbors (KNN) imputing
The KNN algorithm is a simple method that is able to handle a large number of wells. It relies on the assumption that for each well with missing entries we can find a small group of neighboring wells. The method is not iterative. It achieves only one sweep over the columns of A, considering one column at a time.
The treatment of the jth column, j ¼ 1, …, n. 
Using the SVD, we are able to construct a rank-k Trun-
…, v k ] and S k ¼ diag{σ 1 , …, σ k } be obtained from the first columns of U, V, and S, respectively. Then the rank-k matrix
is called a Truncated SVD of A ℓ , and this matrix solves the minimum norm problem
where || . || F denotes Frobenius matrix norm. As in Problem
(1), B k denotes the set of all m x n matrices whose rank is at most k. Recall that the Frobenius norm of a matrix G ¼ (g ij )
, where the sum is over all the entries of the matrix. For detailed discussion of the SVD and its
properties, see Golub & Van Loan ().
The basic iteration:
(a) Given an admissible matrix, A ℓ , compute T k (A ℓ ). 
Rank minimization
This method achieves imputing by solving the rank minimization problem minimize rank(B) (8a) 
Nuclear norm minimization
This approach is also aimed at solving large imputing problems in which the data matrix is known to be a low-rank matrix. The method achieves imputing by computing an admissible matrix that solves the minimum norm problem
where ||B|| ν denotes the nuclear norm of B, which is the sum of its singular values. The replacement of (8) 
A new matrix imputing method
We shall finish the discussion of matrix methods by presenting a new method of this kind. As before, the matrix B k denotes a computed solution of (1). The idea is to build the sequence
by using B k-1 to compute B k . The building process stops at an optimal value for k. The basic building block is a simple iterative algorithm that computes a rank-one approximation of a matrix with missing entries. This algorithm is used in the solution of (1) and enables efficient construction of (10).
Computing a rank-one approximation
Recall that a rank-one m x n matrix has the form u v T , where
Observe that the (i, j) entry of this matrix equals u i v j . In this case, when k ¼ 1, the least-squares problem (1) is reduced to
where the sum is over the known entries of A. Below we describe a simple iterative algorithm for solving this problem.
Let u ℓ-1 and v ℓ-1 denote the current estimate of the solution at the beginning of the ℓ-th iteration. Then the ℓth iteration, ℓ ¼ 1, 2, …, is composed of the following two steps.
Step
T is obtained by solving the least-squares problem
where the sum is over all the known entries of A. That is
where the two sums in (12) are over j indices of known entries in the ith row.
where the two sums in (13) are over i indices of known entries in the jth column. Observe that minimizing f(u,v) by changing one variable at a time, results in the same basic iteration. Define
the sequence {f ℓ } converges.
Computing a rank-k approximation
In this section we describe a simple iterative algorithm for calculating a matrix B k that solves (1). The lth iteration, ℓ ¼ 1, 2, …, starts with an m x n matrix
and ends with the matrix H ℓþ1 that has a similar form. Note that (14) is the general form of an m x n matrix whose rank is, at most, k. Hence the actual objective function that we minimize is obtained from (1) 
An improved building process
We now describe a useful modification of the computational process that builds the sequence (10). The first matrix, B 1 , is obtained by solving (11). Then, for k ¼ 2, 3, …, the matrix B k is obtained from B k-1 in the following way. The matrix B k-1 is presented as the sum of kÀ1 rank-one matrices,
The first step is to compute a rank-one matrix, y k w T k . This task is carried out by solving the rank-one problem (11), using the matrix A -B k-1 instead of A. Once (11) is solved we build the rank-k matrix
Then (1) 
where ν denotes the number of known entries in A. Note that F k is the root mean squared error of the least-squares problem (1). Hence the value of F k provides the average difference between known entries of A and the corresponding entries of B k . Furthermore, the definition of this sequence implies that
Below we derive a similar technique that enables us to assess the quality of the imputed entries.
Assessing the quality of the imputed entries: the use of a 'virtual objective function'
We have seen that F k reflects the distance between known entries of A and the corresponding entries of B k . It is tempting to think that F k is also reflecting the ability of B k to assess the unknown part of A. However, a small value of For this purpose we introduce the concept of a 'virtual objective function'. In order to explain the main idea behind this concept we assume for a moment that the 'true' values of the missing entries in A are known. With this assumption at hand, the virtual objective function is defined as
where the last sum is restricted to the set of missing entries.
Then, in analogy to (17), we define the related sequence of virtual objective function values The idea of using formal and virtual objective functions is borrowed from the statistical Cross-Validation method.
However, it seems to be a new idea in the context of groundwater imputing. The theory behind this method attempts to answer the questions of how many entries to include in the test set, and how to choose the test entries from among the known ones. In our experiments the entries of the test set are randomly chosen from the known entries of A.
Determining an optimal rank
Below we outline a simple rule for determining a value of k for which B k achieves the best imputing. Once we decide on the value of k, the unknown entries of A are replaced by the corresponding entries of B k . The basic tools for achieving this goal are the related sequences of formal and virtual objective functions values.
We have seen that the sequence of formal objective function values is always monotonic decreasing. In contrast, the virtual objective function values, V 1 , V 2 , …, stop to decrease after a few iterations. The 'optimal' value of k is that for which V k attains its smallest value. Usually a brief inspection of the two sequences is sufficient for determining a suitable value of k.
NUMERICAL EXPERIMENTS
In The details of the data matrices are summarized in The actual number of missing entries is, therefore, μ þ τ.
The other m * n -(μ þ τ) entries are used for constructing the formal objective function. Table 3 clearly illustrate the usefulness of the proposed method for determining a value of k for which B k achieves the best imputing.
The experiments in Tables 4 and 5 Table 1 .) The second figure considers the Yartan 4 matrix with τ ¼ 18, using B 2 .
These figures clearly illustrate the ability of the new method to achieve satisfactory imputing.
The current experiments use typical records of annual water levels, which were taken from the archive of the Hydrological Service of Israel. The statistical approach suggests further tests, with various scenarios of missing data. Such as 'missing at random' and 'not missing at random'. However, this interesting issue is left for future research. 
CONCLUDING REMARKS
The need for imputing missing records of annual groundwater data arises in many applications. Traditional approaches for handling this problem are based on statistical techniques for treating missing data. In this paper we introduce a different approach, one that is based on matrix properties of the data matrix. The new approach has been found successful in many modern areas, but it has not yet been used in hydrology. Hence, one aim of this paper is to introduce the matrix approach and to demonstrate its usefulness. Indeed our experiments illustrate the ability of the new method to achieve satisfactory imputation of missing groundwater observations.
The method proposed in this paper is based on three important innovations. The first is a gradual rank increasing process that efficiently builds a sequence of matrices, B k , k ¼ 1, 2, 3, …, where B k is a rank-k matrix that solves (1).
The second innovation regards the construction of a 'virtual objective function' that measures the quality of the imputed entries. This enables us to build a related sequence, V k , k ¼ 1, 2, 3, …, where V k reflects the ability of B k to estimate the missing entries in A. The third innovation is an effective rule for choosing an optimal value of k, for which B k achieves the best imputing. As we have seen, the virtual values, V 1 , V 2 , …, stop decreasing after a few iterations, and the optimal value of k is that for which V k attains its smallest value.
Another benefit of using a 'virtual objective function' is that it enables us to compare the performance of different methods. This point is illustrated in our experiments, which compare the additive model, the ICR algorithm, and the new method.
