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Abstract. Explanations for algorithmic decision systems can take dif-
ferent forms, they can target different types of users with different goals.
One of the main challenges in this area is therefore to devise explanation
methods that can accommodate this variety of situations. A first step
to address this challenge is to allow explainees to express their needs in
the most convenient way, depending on their level of expertise and mo-
tivation. In this paper, we present a solution to this problem based on
a multi-layered approach allowing users to express their requests for ex-
planations at different levels of abstraction. We illustrate the approach
with the application of a proof-of-concept system called IBEX to two
case studies.
Keywords: Algorithmic decision system · explainability · transparency
· black-box model · machine-learning · artificial intelligence · interactive
1 Introduction
Explainability has generated increased interest during the last decade because
accurate ML techniques often lead to opaque Algorithmic Decision Systems
(hereafter “ADS”) and opacity is a major source of mistrust. Indeed, even if
they should not be seen as a silver bullet, well designed explanations can play
a key role, not only to enhance trust in a system, but also to allow its users to
better understand its outputs and therefore to make a better use of them. In
addition, they are necessary to make it possible to challenge decisions based on
the results of an ADS. On the legal side, Recital 71 of the European General
Data Protection Regulation, which concerns decisions “based solely on auto-
mated processing”, states that a data subject has the right “to express his or
her point of view, to obtain an explanation of the decision reached after such
assessment and to challenge the decision.”
Explainability methods produce different types of explanations in different
ways, based on different assumptions on the system [1]. In this paper, we focus
on a category of methods, called ”black-box explanation methods”, which do
not assume the availability of the code of the ADS or its underlying model. The
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only assumption is that input data can be provided to the ADS and its outputs
can be observed.
In practice, explanations can take different forms, they can target different
types of users (hereafter “explainees”) with different interests. One of the main
challenges in this area is therefore to devise explanation methods that can accom-
modate this variety of situations. This is especially crucial to avoid the “inmates
running the asylum” phenomenon [2] and be able to design a system that can
be used by lay persons. A first step to address this challenge is to allow ex-
plainees to express their needs in the most convenient way, which is not an easy
task especially for users lacking technical expertise. In this paper, we present
a solution to this problem based on a multi-layered approach allowing users to
formulate their requests for explanations at different levels of abstraction. The
three levels of abstraction considered here are called respectively the context, the
requirements and the technical options:
1. The context provides high-level information about the profile of the explainee
and his/her objectives.
2. The requirements characterize the desired explanations, including, for exam-
ple, their format, degree of simplicity and generality.
3. The technical options are lower-level choices related to the available expla-
nation techniques.
We provide a mapping between the different levels of abstraction to generate
explanations tailored to the needs of each explainee. In addition, we make it
possible for explainees to react to an explanation. They can, for example, request
more detailed, or simpler explanations, or explanations in a different form.
The idea is that lay users should be able to express their needs at the highest
level of abstraction, without any knowledge of the requirements and technical
options. On the other hand, expert users, for example the designers of the ADS,
may prefer to express their requests directly as requirements or technical options.
Regardless of the level of abstraction adopted by the user, ultimately his/her
needs have to be translated into technical options. In this paper, we describe a
heuristic method to derive requirements from contexts and suggest the derivation
of technical options from requirements for different explanation methods.
We first present the two higher levels of abstraction (context and require-
ments) in Section 2. In Section 3, we show the derivation of requirements from
contexts and suggest how technical options can be derived from requirements.
In Section 4 we illustrate the approach with the application of our proof-of-
concept system IBEX (for “Interactive Black-box Explanations”) to two case
studies. Section 5 discusses related work and Section 6 concludes with prospects
for future work.
2 Context and requirements
In this section, we present successively the higher levels of abstraction of our
framework: the context (Section 2.1) and the requirements (Section 2.2). The
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mapping between these levels is described in Section 3. The methodology fol-
lowed to devise the framework relies on a detailed analysis of existing explanation
methods [3] as well as existing literature to identify the needs and the expec-
tations of the users. The most relevant references are included in the text and
further discussed in Section 5.
2.1 Context
The context is the highest level of abstraction, which should be accessible to any
explainee, including lay users, to express their needs in a simple, non technical,
way. Contexts are made of the ADS to be explained3 and four elements related
to the explainee’s query: Profile, Objective, Focus and Point of interest.
– Profile takes a value in the set {TE,AU, DE,LU}. TE represents techni-
cal experts, AU auditors, DE domain experts and LU lay users. Technical
experts include designers, developers, testers, i.e. people having some knowl-
edge about the design or the techniques used to implement the ADS. Audi-
tors are also assumed to have a high level of expertise but they are involved
in a specific task of auditing or evaluating the ADS. Domain experts are
not assumed to have any expertise about the ADS itself or the technology
used but they are knowledgeable about the application domain. Examples
of domain experts include medical doctors, judges or police officers. The last
category, lay users, includes users who are not assumed to possess any spe-
cific knowledge. They may be persons affected by decisions relying on the
ADS or simple citizens.4
– Objective takes a value in the set {I, T, C,A}. I represents the improvement
of the ADS, T trust enhancement, C challenging a decision and A taking
actions based on a decision. The improvement of the ADS includes its testing,
assessment of its accuracy and any action to detect potential weaknesses.
Trust enhancement includes a variety of objectives related to the use of the
ADS (avoiding wrong decisions [1], enhancing the acceptance of the results
[1], increasing the predictability of the output [6] and being comfortable
with the strengths and limitations of the ADS [7]) or its purpose (causality,
transferability [8, 5]). Challenging a decision and taking an action based on
a decision are two alternative reactions for the person affected by a decision
[9]. Actions that can be taken based on a decision include actions that can
have an impact on the person’s record and therefore on future decisions. An
example of action for the customer of a bank could be to reduce his/her
outstanding loan balance to increase his/her chances to have his/her new
credit application accepted.
– Focus characterizes the scope of the explanation. It takes a value in the
set {G,L}. G stands for global explanation and L for local explanation. An
3 With the associated learning data set, if available.
4 Other taxonomies of explainees’ profiles have already been proposed, in particular
in [4] and [5]. Our contribution is consistent with them, but involves some simplifi-
cations, justified by pragmatic needs.
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explanation is global if the explainee is interested in the behaviour of the
ADS for the whole input dataset. Otherwise, it is local, which means that
the explainee is interested in the behaviour of the ADS for (or around) a
specific input value.
– Point of interest defines the input value x which is the point of interest of the
explainee when the focus of the explanation is local (otherwise, the context
does not involve any point of interest).
We should emphasize that some of these elements can be omitted by ex-
plainees if they are not sure about them. The only mandatory element is the
ADS. Explanations can be generated from partially defined contexts. The draw-
back is that such explanations may not correspond to the expectations of the
explainee who may then have to refine his/her needs through further interaction
steps.
2.2 Requirements
Requirements provide an intermediate level of abstraction. They characterize
the desired explanations more precisely than the context but still in an abstract
way. They can be useful to certain lay users, depending on their level of pro-
ficiency, and to expert users. The requirements are made of seven elements5:
Format, Simplicity, Generality, Point of interest, Realism, Actionability and Na-
ture. Apart from Realism, which is, to the best of our knowledge, an original
contribution, these elements are motivated by previous work and experimental
studies, as mentioned below.
– Format includes the different forms of explanations that can be generated [1,
8]. The impact of the format on the acceptance of explanations is analyzed in
[10, 11]. Examples of formats include rule based explanations (RB), feature
importance (FI), counterfactual explanations (CF ), decision trees (DT ) and
partial dependence plots (PD).
– Simplicity is a key requirement as it generally relates to understandability
[1, 6, 12]. It is usually expressed through a fixed scale of values. The current
version of IBEX considers three increasing levels of simplicity: Simplicity =
{1, 2, 3}.
– Generality characterizes the size of the class of input values that should be
covered by the explanation ([6] p.44). Some authors use the word “cover” to
denote the same concept [12, 13]. It is also expressed through a fixed scale
of values. The current version of IBEX considers three increasing levels of
generality: Generality = {1, 2, 3}. Level 1 covers a single input (the point of
interest), level 3 a wide class of inputs and level 2 is intermediate. Note that
generality is defined only for local explanations since global explanations
cover, by definition, the whole input dataset.
– Point of interest has the same definition as above (for contexts). It also
belongs to the requirements for the sake of comprehensiveness (each level is
5 In addition to the ADS, as defined in the context.
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assumed to be self-contained). Like generality, the point of interest is defined
only for local explanations.
– Realism characterizes the level of realism required for an explanation. By
“realism”, we mean the fact that the explanation process takes into account
the actual distribution of the input data. Realistic explanations are prefer-
able for explainees interested in the actual usage of the ADS. On the other
hand, explainees interested in the internal logic of the ADS, independently
of its actual usage, may proceed without the constraint of realism. Let us
consider this notion with the example of a credit scoring system. The ADS
systematically outputs the maximum risk when the application file mentions
a previous credit fraud. Although this feature has a tremendous impact on
the score, it is rarely used in practice, as few credit applicants are in this
situation. The realistic approach takes into account the low probability of
this feature while the non-realistic approach only considers the model itself,
and thus assigns great importance to this feature. The current version of
IBEX considers three increasing levels of realism: Realism = {1, 2, 3}.
– Actionability expresses the fact that actionable explanations should be pre-
ferred. An actionable explanation is an explanation involving only actionable
features of the input dataset ([9] p.42). For example, in the input file of a
loan applicant, the age variable is not actionable whereas the number of
outstanding loans is actionable. The current version of IBEX considers two
options: Actionability = {T, F}. Value T means that actionability is a re-
quirement. In this case, the explainee has to provide the list of actionable
features.
– Nature corresponds to the presence or absence of probability in the explana-
tions ([6] p.44). The current version of IBEX considers two options: Nature
= {T, F}. Value F means that probabilistic explanations are not desired and
value T that they are acceptable.
Like contexts, requirements can be partially defined. In addition, they may
be expressed in terms of preferences rather than fixed choices. For example, a
technical expert may characterize simplicity by 3 > 2 > 1 to express a pref-
erence for simple explanations but can also cope with intermediate or complex
explanations. On the other hand, lay users may prefer to characterize simplicity
by selecting only value 3. In the following, the former are called soft require-
ments and the latter hard requirements. In addition, soft requirements may also
be prioritized (ranked by order of importance). For example, a technical expert
who wants to debug or improve the ADS may consider that generality is more
important than simplicity (general > simple).
3 From contexts to explanations
In order to produce explanations, the needs described in the previous section have
to be translated into technical options of the generic explainer. In this section,
we present the two phases of this process, the translation of the context into
6 C. Henin et al.
requirements in Section 3.1 and the translation of requirements into technical
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Fig. 1: Overview of the approach.
3.1 From context to requirements
The first step of the translation procedure consists in using the Focus element
of the context to select the subset of formats that can be used. For example, if
Focus = G (meaning that the explainee is interested in a global explanation),
then counterfactual explanations (CF ) are not appropriate. If Focus = L (local
explanation), then the Point of interest element of the requirements is obtained
directly from the same element in the context. The other elements of the re-
quirements are derived from the Profile and Objective elements of the context
as presented in Table 1.
In the following, we provide some intuition about the choices made in Ta-
ble 1. Usually, simple explanations are preferred over complex explanations ([6]
p.44). Simplicity is expressed as a soft requirement with a low priority unless the
profile is Lay User. Lay users generally expect explanations that are as simple
as possible, thus a hard requirement is used (simple = 3).
The generality of an explanation (which is relevant only for local explana-
tions) enhances the explainee’s capabilities to understand the outcomes of the
ADS for input values that have similarities with the point of interest. Therefore
the values of the generality element should be maximum (general = 3 ) when
the objective is to increase the trust in the model ([6] p.44). On the other hand,
when the objective for a lay user is to challenge a specific decision or to take
actions to obtain better decisions from the ADS, a lower level of generality is
more appropriate.
High levels of realism favour the generation of explanations that are sup-
ported by training data [14]. Depending on the context, this choice can be an
advantage or a drawback. Explanations that are not supported by training data
make it possible to analyze decision boundaries that are part of the model,
but are not necessarily reflected in actual field data, as mentioned in the credit
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Technical Expert Domain Expert
Improve* Trust Trust* Challenge Action
format: RB >DT >FI format: RB >DT >FI format: RB >DT >FI format: RB >DT >FI
>PD >CF >PD >CF >PD >CF >PD >CF
format = CF
simplicity: 3 >2 >1 simplicity: 3 >2 >1 simplicity: 3 >2 >1 simplicity: 3 >2 >1 simplicity: 3 >2 >1
generality: 3 >2 >1 generality = 3 generality = 3 generality: 1 >2 >3 generality: 1 >2 >3
realism = 1 realism: 3 >2 >1 realism = 3 realism = 1 realism = 2
actionability = F actionabililty = F actionability = F actionability = F actionability = T
nature = T nature = T nature: T >F nature : F >T nature = F
general >form >simple simple >real >form simple >nat >form form >nat >simple simple >gen
Auditor Lay User
Trust Challenge* Trust* Challenge Action
format: RB >DT >FI format: RB >DT >FI format: RB >DT >FI format: RB >DT >FI
>PD >CF >PD >CF >PD >CF >PD >CF
format = CF
simplicity: 3 >2 >1 simplicity: 3 >2 >1 simplicity = 3 simplicity = 3 simplicity = 3
generality = 3 generality: 1 >2 >3 generality = 3 generality: 1 >2 >3 generality: 1 >2 >3
realism = 3 realism = 1 realism = 3 realism = 1 realism = 2
actionability = F actionability = F actionability = F actionability = F actionability = T
nature: T >F nature: T >F nature : F >T nature : F >T nature = F
simple >nat. >form form >nat. >simple nat. >form form >nat.
Table 1: Translation of the context into requirements. Hard requirements appear
in black type and soft requirements in green type. Objectives marked with a star
are used as default settings.
scoring example of Section 2.2. When the objective of the explainee is trust
enhancement, decision boundaries that are actually used must be the primary
concern, which justifies the choice of realistic sampling. On the other hand, tech-
nical experts may want to investigate these “theoretical” decision boundaries in
order to assess the robustness of the model in all conditions.
As shown by previous studies ([6] p.44), the use of probabilities in explana-
tions is usually not illuminating for explainees (nature = F ), especially when
they are interested in a single point of interest. However some profiles, such
as auditors and technical experts, may be interested in an overall view of the
situation, which is provided by the use of probabilities (nature: F > T ).
To conclude this section, we would like to emphasize that Table 1 corresponds
to the choices made in IBEX but they are not hard-wired in the implementation.
The architecture of the system can accommodate different choices of translation
and this flexibility will be used to improve it based on the feedback of the users
and field experience.
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3.2 From requirements to technical options
The translation of the requirements into technical options depend on the avail-
able explanation methods. For instance, simplicity can be translated into an
acceptable number of non-zero coefficients for explanations expressed as feature
importance or number of nodes for decision trees. Generality has an impact on
the range of the sampling of the explanation method, i.e. the average distance
between the point of interest and the samples. Interested readers can find in
[15] the details of the translation for IBEX, which makes it possible to generate
different forms of explanations based on a variety of parameters.
In general, the translation procedure may yield several possible solutions
(sets of technical options), in particular when soft requirements are involved. In
such cases, it is necessary to choose among them the set of technical options that
is the most likely to address the needs of the explainee. To address this issue
and to ensure that the explanation generated by the explainer will meet the
requirements, the translation process of IBEX includes a last post-hoc evaluation
step: the generation of the explanations corresponding to the different technical
options derived in the previous step, followed by an evaluation of their properties.
Generally speaking, the assessment of the qualities of explanations is still an
open research question. We consider here their compliance with respect to re-
quirements as defined in Section 2.2. More precisely, we focus on the Simplicity
and Generality elements, which are often expressed as soft requirements. The
assessment of simplicity is based on the number of items involved in the explana-
tion (e.g the number of rules in a rule-based model, the number of modifications
in a counterfactual example, etc.). This use of the size of an explanation as a
proxy for simplicity is common [16]. It has some limitations (size does not al-
ways reflect simplicity) but it is operational and it can be instantiated to any
explanation format. In IBEX, the assessment of generality relies on a test of the
explanation on inputs from the population that are close to the point of interest.
If the explanation is not valid for a minimum number of inputs (threshold T1)
then the generality is 1; if it is valid for the T1 closest inputs but not for T2
inputs (T2 > T1), then the generality is 2; if it is valid for the T2 closest inputs
then the generality is 36.
To conclude this section, it is important to stress that the definition of the
needs of the explainee (at one of the three levels of abstractions) is only the
first interaction step of the explainee with IBEX. When an explanation has been
generated by IBEX based on the set of technical options resulting from the
initial step, the explainee can reply to IBEX with a new request. This request
can refer to the initial explanation (e.g. asking for a “richer”, or “less simple”,
explanation, or an explanation in a different format) or can be entirely new and
expressed again at any level of abstraction. By allowing explainees to interact at
a different abstraction levels, IBEX gives them the opportunity to express their
needs in a very precise and interactive way.
6 In the current version of IBEX , threshold T1 is set to 10 and T2 is set to 50.
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4 IBEX at work: application to case studies
In this section, we illustrate our approach with the application of our proof-of-
concept system IBEX to two case studies. The implementation of the interaction
protocol of IBEX follows directly the approach presented in the previous sections
and interested readers can find in [15, 17] complementary information about
the explanation techniques available in IBEX. The code of IBEX is publicly
available7.
Interactions at any level of abstraction are feasible with IBEX. By default,
the interaction is done at the context level which is the most appropriate for lay
users. These interactions take place as follows (questions asked by IBEX):
1. Choose a data set.
2. Are you interested in global (G) or local (L) explanations?
3. What is your point of interest? (optional question: for local explanations
only)
4. How do you want to be considered by IBEX: as a technical expert (TE), a
lay user (LU), a domain expert (DE) or an auditor (AU) ?
5. What is the objective of the explanation: is it to improve the ADS (I), to
enhance your trust in the ADS (T), to challenge the ADS (C), or to take
future actions based on results of the ADS (A)?
6. What are your actionable features? (optional question: for objective A only)
The user may skip any of these questions (except the first one) if he/she is
not sure about the answer. In any case, IBEX then generates a first explanation
based on this (potentially partial) context and asks whether the user has further
questions. If so, the user has two options: either ask an entirely new question
(simple iteration of the protocol) or ask a question based on the previous ex-
planation. In this case, he/she can express his/her wishes as a tuning of the
requirements, for example “simpler explanation”, “more general explanation”,
or “actionable explanation”. Alternatively, the user can ask to see the require-
ments derived from the previous question and modify any of its components by
himself/herself. In both cases, IBEX will then generate new technical options
and a new explanation based on the new requirements. The user will then have
again the options to stop, ask an entirely new question or a question involving
the previous answer.
In order to illustrate the benefits of the approach in terms of versatility and
interactivity, we consider two possible ways of using IBEX to get explanations
about hypothetical ADS based on publicly available datasets.
1. The first situation corresponds to a lay user requesting explanations about
the ADS with the objective of enhancing trust (Section 4.1).
2. The second situation is a lay user requesting explanations with the objective
of taking future actions to improve his/her record. (Section 4.2).
7 https://gitlab.inria.fr/chenin/ibex
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4.1 Explanations to enhance trust
The first case study involves the adult census data set8. This data set, which has
been extracted from the 1994 US census, contains personal information about
American citizens such as their age, education level or marital status. The goal
of the ADS is to predict, from these features, if the individual earns more or
less than 50, 000$ per year. A lay user who wants to enhance his/her trust in
the ADS would choose the following answers: data set=adult census, focus=G,
profile=LU and objective=T. From this context, IBEX has generated the ex-
planation presented in Figure 2. We can see that the explanation is simple, it
is composed of a decision tree with only two nodes and three leaves, which is
consistent with the choices presented in Table 1.
Fig. 2: Explanation generated by IBEX for the adult census data set from the
initial context. The explanation is a decision tree applied to the training data set
with labels replaced by model’s outputs. The following information is associated
with each node: number of samples meeting the conditions leading to the subtree
(samples), numbers of samples belonging respectively to the class >= 50k and
to the class < 50k (value), and the majority class for this subset of samples
(either < 50k or >= 50k ). To meet the simplicity constraint (only 3 leaves),
the tree must be approximate and is therefore only valid for a part of the inputs
(82 %). IBEX has used the following requirements to generate this decision tree:
format=DT, simplicity=3, actionability=F, nature=T, realism=3.
The requirements generated by IBEX for this context are presented in the left
part of Figure 3. We can see that nature = F > T , meaning that an explanation
that does not involve any probability would have been preferred by the user.
Nevertheless, the explanation generated by IBEX involves a probability. The
reason is that the first explanation formats that were considered by IBEX (FI
and PD, which are non probabilistic, in accordance with the soft requirement
nature : F > T ) led to explanations that were considered too complex to satisfy
the hard requirement simplicity = 3. For this reason, the post-hoc evaluation
step of IBEX made the choice of a decision tree format.
8 https://archive.ics.uci.edu/ml/datasets/Adult
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(a) (b)
Fig. 3: (a) Requirements derived by IBEX from the initial context (G,LU, T )
corresponding to the columns Lay User / Trust of Table 1. Because the focus
is “Global”, formats corresponding to local explanations (RB, FI, CF) are not
considered and the generality requirement is empty as it is only applicable to
local explanations; (b) Revised requirements based on the user’s request “less
simple”.
Let us assume now that the user is almost satisfied with this first explanation
but he/she suspects that the logic of the ADS is much more complex and this
explanation is a bit simplistic. Through the IBEX interface, he/she can either
request a “less simple” explanation or ask IBEX to show the requirements de-
rived from the previous question and modify by himself/herself the simplicity
element. In the first case, IBEX would generate the requirements shown in the
right part of Figure 3 leading to a richer decision tree, as shown in [15].
4.2 Explanations to take actions
The second case study concerns the German credit data set9 which contains in-
formation about the credits (amount, duration, purpose, etc.) and the applicants
(type of job, number of ongoing credits, etc.). The ADS classifies applications
as risky (“bad”) or safe (“good”). Let us consider an individual whose credit
application has been rejected and who would like to know how to improve it
to have it accepted in the future. The profile for this query is lay user (LU )
and the objective is to prepare future actions (A) for a specific input (L). From
Table 1, we can see that IBEX associates this context with the CF format and
the average level 2 of realism. Indeed, level 1 would lead to unlikely modifica-
tions of the application that might not be of any practical use. At the other
extreme, level a generation method based on a high realism (3 ) would involve
only real examples. Restricting the search for counterfactuals to real examples is
not necessary in our case and would probably yield counterfactuals that are too
far away from the optimal value. Also, possible modifications need to be limited
to actionable features (e.g. duration of the credit or number of ongoing credits),
which are provided by the explainee. The counterexample generated from this
context by IBEX, shown in Table 2, suggests two modifications of the current
application: the duration of the credit and telephone ownership.
9 https://archive.ics.uci.edu/ml/datasets/statlog+(german+credit+data)
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Actionable features Credit amount Duration Ongoing credits Job Telephone ownership Output
Current 10722 47 1 unskilled resident yes Bad
CF 10722 36 1 unskilled resident none Good
Table 2: Realistic counterfactual explanations based on actionable features. The
first line shows the current attribute values of the Point of Interest while the
second line shows the attribute values of a counterfactual (CF) input being
classified as “Good” (low credit risk) by the system.
Comparing these two case studies gives insight of the diversity of explanations
that can be generated with IBEX. We see that the framework proposed to define
the context and the associated requirements offer an understandable way to
interact with explanations, event for a lay user. Further examples of the use of
IBEX are presented in [17] .
5 Related works
To the best of our knowledge, no existing explanation system provides the di-
versity of explanations and the interaction capabilities offered by IBEX. Some
authors have already proposed taxonomies of explainee’s profiles [4, 18], explana-
tions’ objectives [6, 8, 19] or combinations of profiles and objectives [7, 20, 5]. The
impact of the type of question on the explanation has been analyzed through a
user study in [11]. In the same vein, different forms of explanations are studied
in [21]. Some works also aim at identifying appropriate sets of features of ex-
planations [22, 1, 6]. These contributions are related to this paper in the sense
that the categorization of explainees’ needs is a key element of our interactive
approach. However, the goal of these contributions is to identify and categorize
these needs, rather than to design a generic interactive explainer. To the best
of our understanding, none of them suggests an operational mapping to actual
explanations as presented here.
Some contributions involve a form of interaction with explainees. AIX360
[23] contains eight explainability algorithms and allows users to choose among
them based on a taxonomy including criteria such as “understand the data or
the model” or “self-explaining model or post-hoc explanations”. As it takes into
consideration the user’s needs, AIX360 provides a first level of interaction with
explainees. However, the three levels of abstraction available in IBEX allow for
richer interactivity, for instance, by allowing to choose the levels of simplicity,
generality and realism of the explanation. Moreover, the generic explainer can
be customized to fulfill the requirements of the explainee, which is not possible
with the portfolio approach of AIX360. Finally, IBEX offers the possibility to
react to an explanation, which is also a distinguishing feature.
Glass-Box [24] allows explainees to interact with an adaptive explainer through
a voice-based (or chat-based) interface. The system provides local explanations,
under the form of counterfactuals, and allows explainees to react in order to
obtain a new explanation. Although Glass-Box has similarities with IBEX, its
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interactive capabilities are limited to the choice of actionable features for coun-
terfactuals (which is also included in IBEX).
The bLIMEy system (for ”build LIME yourself”), is a generic explainer re-
lying on the framework proposed in [3]. However, bLIMEy does not include an
analysis of the context of the explainee’s query, neither does it include a mapping
from this context to technical options, as done in IBEX.
Some authors consider interactive explanation frameworks from a more the-
oretical point of view. For instance, [25] defines the specifications of a dialogue
system for explanations and [26] proposes an interaction protocol for XAI. These
works are related to IBEX, and could be useful sources of inspiration to enhance
its interaction facilities. However, their goal is not to propose an operational
explanation system.
Finally, on the implementation side, many projects have recently emerged to
provide implementations of existing methods [27–29]. The goal of these projects
is to integrate a variety of existing methods, but they do not include a com-
prehensive interaction module and a fine-grain decomposition of components as
done in IBEX.
6 Conclusion
The main goal of the work described in this paper is to address the variety of
needs in terms of explanations of ADS and to design an explanation system that
can be used by a wide range of explainees, including lay users. We have shown,
through the IBEX prototype, the feasibility of an interactive explanation system
based on our multi-layered approach. IBEX is a generic explanation generation
system based on a variety of parameters and fine-grained components that can
be combined in different ways. The architecture of IBEX and its components are
described in [17]. As stated above, IBEX is a proof of concept implementation
and it can be improved and extended in several directions. A first improvement
concerns the user interface, which is very basic in the current version. In par-
ticular, it would be interesting to provide a richer and higher-level language to
interact with explainees, for instance a restricted version of natural language that
could be used by explainees to express questions such as “Why is it the case that
my application has been rejected ?” or “Why has this file been accepted and not
this one ?” or to express explanations. In some cases, requirements or technical
options for the generation of explanations could be derived directly from such
questions. In other cases, the explanation system would in turn ask a question to
the explainee in order to allow him/her to refine his/her initial request. Dialogue
specifications could rely on models such as [26]. Another extension of the tool
would be to include an additional component to deal with input data that are
not meaningful for humans, as the pixels of an image for example. An initial
task is necessary to extract an interpretable representation from such data, as
done in LIME [30], for example.
In order to prove its usability as an explanation system in real life, IBEX
should be tested through a randomized user study involving different types of
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explainees, which we plan to do in the near future with applications in the health
care and the judicial sectors. In this perspective, a key aspect of explanations
that has not been developed in this paper is their assessment. Different criteria
have been proposed to assess the quality of an explanation [31]. Our framework
makes it possible to specify quality objectives, either as constraints or as criteria,
but it does not provide any help to evaluate the relevance of these objectives (for
example through an assessment of the understanding of the explainee). This is
a major avenue for further research.
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