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Non-equilibrium time evolution in isolated many-body quantum systems generally results in thermalization.
However, the relaxation process can be very slow, and quasi-stationary non-thermal plateaux are often observed
at intermediate times. The paradigmatic example is a quantum quench in an integrable model with weak inte-
grability breaking; for a long time, the state can not escape the constraints imposed by the approximate integra-
bility. We unveil a new mechanism of prethermalization, based on the presence of a symmetry of the pre-quench
Hamiltonian, which is spontaneously broken at zero temperature, and is explicitly broken by the post-quench
Hamiltonian. The typical time scale of the phenomenon is proportional to the thermal correlation length of the
initial state, which diverges as the temperature is lowered. We show that the prethermal quasi-stationary state
can be approximated by a mixed state that violates cluster decomposition property. We consider two examples:
the transverse-field Ising chain, where the full time evolution is computed analytically, and the (non integrable)
ANNNI model, which is investigated numerically.
Introduction. The dynamics of isolated many-body quan-
tum systems have attracted a lot of attention [1–5]. After
quenching a global Hamiltonian parameter, the physical prop-
erties of these systems become eventually stationary, and can
be described using the language of statistical physics. It is
now common to say that the system has thermalized when
the observables of interest can be described by a Gibbs en-
semble (or by a grand canonical ensemble), notwithstanding
the associated temperature not being generally equal to the
actual temperature of the system. Generic translationally in-
variant models are expected to thermalize [6], with the note-
worthy exception of integrable models, which have infinitely
many (quasilocal) conservation laws that constrain the dy-
namics [7]; the Gibbs ensemble must then be replaced by the
so-called generalized Gibbs ensemble (GGE) [8].
Much less is known of the relaxation process. This can be
extremely slow and, often, a distinct quasi-stationary behavior
emerges at intermediate times. This was called prethermaliza-
tion [9], as it was originally observed in models that were sup-
posed to thermalize. The typical example is non-equilibrium
time evolution in an integrable model with weak integrabil-
ity breaking [10–12]. If the integrability-breaking interactions
are weak enough, in a large time window their effects are mi-
nor and the expectation values of the most local observables
approach quasi-stationary plateaux. Remarkably, these can be
approximately described by a deformed GGE [12]. This phe-
nomenon has been observed in several experiments on ultra-
cold bosonic gases [13]. More recently, it has been shown
that similar phenomena can occur even if the perturbation pre-
serves integrability [14].
In this Letter we unveil a novel mechanism of prethermal-
ization in systems where long-range order is present only at
zero temperature. These systems are characterized by a cor-
relation length which diverges upon lowering the temperature
[15, 16]; however, the physical ground state has a finite corre-
lation length. There is a wide class of models with this prop-
erty, especially in 1D and 2D; there, at finite temperature con-
tinuous symmetries are generally unbroken [17, 18], and, in
1D in particular, this is expected to be true also for discrete
symmetries. Relevant examples are the 1D quantum Ising fer-
romagnet [15] and the 2D quantum Heisenberg antiferromag-
net [16]. We will show that, at low temperature, a quench with
a Hamiltonian that breaks the symmetry of the state gives rise
to an unusual prethermalization.
Quench protocol. Let H0 be the pre-quench Hamiltonian,
and |GSj〉 the ground states ofH0 which can be selected when
the symmetry is broken. We prepare the state at equilibrium at
inverse temperature β, and quench the Hamiltonian by adding
a local perturbation that explicitly breaks the symmetry. The
density matrix at time t reads as
ρ(t) = Z−1e−iHte−βH0eiHt , (1)
where H is the post-quench Hamiltonian and Z is the par-
tition function. We are interested in the behavior of local
observables, so we can focus on the reduced density matrix
ρA(t) = TrA[ρ(t)] of some subsystem A (A is the comple-
ment of A). Generally, at late times, ρA(t) becomes time-
independent and can be described by a Gibbs ensemble (if not
explicitly stated otherwise, we consider a generic, i.e., non-
integrable model):
lim
t→∞ ρA(t) = Z˜
−1TrA
[
e−β˜H
]
; (2)
here β˜ is fixed by the conservation of energy and can be dif-
ferent from the temperature of the initial state.
Prethermalization plateaux. For the sake of simplicity,
we focus on spin chains. At the initial time, if A’s length
|A| is much smaller than the thermal correlation length ξT , at
the leading order, ξT can be assumed to be infinitely large. In
the systems we are considering, this corresponds to the limit
β → +∞. Since the symmetry is unbroken at any finite tem-
perature, this results in replacing the initial state by the fol-
lowing mixed state
lim
β→+∞
Z−1e−βH0 =
1
n
∑n
j=1
|GSj〉 〈GSj | , (3)
where we assumed that the symmetry can be broken in n dis-
tinct ways. We focus on situations in which 〈GSj |H|GSj〉
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FIG. 1. Post-quench dynamics of the connected spin-spin correlators in the Ising spin chain. The initial thermal ensemble of the classical Ising
model HIsx at inverse temperature β is evolved under the rotated Ising Hamiltonian HIsz with transverse field hf . The different panels show
〈σzL/2σzL/2+r〉c, with r = 1, 2 for several quenches, as a function of the time after the quench. The data are tDMRG results for a chain with
L = 32 sites. In all panels the error bars are often smaller than the symbol size. The dashed lines are exact analytical results. The triangles are
the expected values for the prethermalization plateaux. In the infinite time limit the GGE prediction 〈σzL/2σzL/2+r〉c = 0 is recovered.
explicitly depends on j, which is possible only because H
does not share the symmetry of H0. Let us then consider the
time evolution of an observableO, acting nontrivially only on
A. Ref. [19] showed that O(t) = eiHtOe−iHt can be ap-
proximated by a local operator with range |A|+2vt+x, with
x a time-independent parameter, keeping the error exponen-
tially small ∼ e−x/ξ; here ξ is a constant dependent only on
H , and v is the Lieb-Robinson velocity [20]. Thus, the ap-
proximation (3) makes sense also at finite time, provided that
|A|  ξT − 2vt; we can approximate the density matrix (1)
as the incoherent sum of n time-evolving states
ρA(t) ∼ 1
n
∑n
j=1
trA
[
e−iHt |GSj〉 〈GSj | eiHt
]
. (4)
In generic models, each of these states is expected to locally
relax to a thermal ensemble Z˜−1j e
−β˜jH , where β˜j is fixed by
the conservation of energy. By assumption (see below (3)),
β˜j explicitly depends on j. Let us call τ
(j)
A the relaxation
time [21] of the subsystem A after the quench from |GSj〉,
and denote the maximal time by τpthA = maxj τ
(j)
A . If ξT is
sufficiently large (hence, low temperature), in the time win-
dow τpthA < t ξT−|A|2v , ρA(t) will be quasi-stationary
ρA(t)→ ρpthA ≡
1
n
∑n
j=1
trA
[
Z˜−1j e
−β˜jH] . (5)
Eq. (5) reveals a new form of prethermalization, which, as
shown below, differs from prethermalization close to an inte-
grable point in being described by a stationary state without
cluster decomposition (CD) property. We remark that ρpthA is
nonthermal because the energy distribution of (3) is not nar-
row in the thermodynamic limit, which is necessary for ther-
malization to occur (cf. Appendix A of [2]). This, in turn,
reflects that the states appearing in the superposition (4) are
macroscopically different.
CD. The CD property states that correlations between lo-
cal operators factorize at large distances, i.e.,
〈O`Om〉c ≡ 〈O`Om〉− 〈O`〉〈Om〉 |`−m|→∞−−−−−−→ 0. (6)
Here 〈·〉 denotes the state expectation value and 〈·〉c the con-
nected correlation. CD is a fundamental property of generic
physical states, such as ground states of local Hamiltonians,
or thermal states [22], and is deeply related to the spontaneous
symmetry breaking mechanism [23]. In quench dynamics, the
importance of CD was first pointed out in [5]. We show that
ρpth can violate CD by considering the two-point function of
the energy density h` (H =
∑
` h`). We have
〈h`hm〉pth =
∑n
j=1
〈h`hm〉j
n
|`−m|→∞−−−−−−−→
∑n
j=1
〈h`〉2j
n
=
(〈h`〉pth)2 + 1
2n2
∑n
j,j′=1
(〈h`〉j − 〈h`〉j′)2 , (7)
where 〈·〉j and 〈·〉pth denote the expectation values in the ther-
mal state with inverse temperature β˜j , and in ρpth (cf. (5)),
respectively. In the first line, we used cluster decomposition
property of thermal states. Since at least two of the β˜j are dif-
ferent, the last term of (7) is nonzero, i.e., the stationary state
describing the prethermal regime does not have CD property.
As a consequence, the fluctuations of macroscopic quantities,
like |A|−1∑n∈A hn, remain finite even for large |A|, and they
can be used to probe CD violations. This is remnant of the
pre-quench state having long-range order at zero temperature.
As an explicit example, we consider the transverse field Ising
3chain (TFIC). The Hamiltonian reads as
HIsx ≡ −J
∑L
i=1
(σzi σ
z
i+1 + hσ
x
i ), (8)
with σα the Pauli matrices, L the chain length, and h an ex-
ternal magnetic field. We impose periodic boundary condi-
tions (σαL+n ≡ σαn ) and set J = 1. The Hamiltonian HIsx
is invariant under the spin-flip symmetry σz,yi → −σz,yi . At
zero temperature, for h > 1, the ground state is paramag-
netic, while, for h < 1, is ferromagnetic. The two phases
are separated by a second order quantum phase transition at
h = 1. Specifically, in both regions of the phase diagram
and for any finite size and h, the ground state |ψ0〉NS is in
the so-called Neveu-Schwarz sector. This is the sector con-
sisting of the states with
∏L
i=1 σ
x
i = 1. In the ferromagnetic
phase, upon increasing L, |ψ0〉NS becomes degenerate with
the lowest energy state |ψ0〉R in the Ramond sector, which
consists of the states with
∏L
i=1 σ
x
i = −1. In the thermody-
namic limit spin-flip symmetry is spontaneously broken and
one of the two combinations |±〉 ≡ (|ψ0〉NS ± |ψ0〉R)/
√
2
is chosen. Crucially, while both |ψ0〉NS and |ψ0〉R violate
CD, |±〉 does not; this reflects the stability of the selected
symmetry-broken state under local perturbations [23]. In par-
ticular, for h = 0 we have |ψ0〉NS → (|⇑〉 + |⇓〉)/
√
2,
and |ψ0〉R → (|⇑〉 − |⇓〉)/
√
2, with |⇑〉 ≡ |↑ . . . ↑〉 and
|⇓〉 ≡ |↓ . . . ↓〉 (σz |↑〉 = |↑〉 and σz |↓〉 = − |↓〉); CD
is violated since NS(R)〈ψ0|σzi σzj |ψ0〉NS(R) = 1, despite
NS(R)〈ψ0|σzi |ψ0〉NS(R) being zero ∀i, j. On the other hand,
at finite temperature the connected two-point function is given
by 〈σz1σz1+r〉c = tanhr(β), which gives the finite correlation
length ξT = −1/ log(tanhβ).
Quench details & method. We consider the TFIC (8) in
zero field (h = 0) and prepare the system in a thermal state at
inverse temperature β; this is described by the density matrix
ρGibbs ≡ Z−1e−βHIsx . (9)
The state is let to evolve under the ANNNI Hamiltonian
HANz = −
∑L
i=1
(J1σ
x
i σ
x
i+1 + J2σ
x
i σ
x
i+2 + hfσ
z
i ). (10)
Hereafter we set J1 = 1. For J2 = 0, this is the Hamil-
tonian HIsz of the transverse field Ising chain (note that the
direction of the interaction is tilted by pi/2 with respect to
(8)). In that case, by working in the Heisenberg picture, the
time evolution of sufficiently simple observables can be ob-
tained analytically. We focus on the two-point function of the
transverse field 〈σzi σzi+n〉. The operator σzi σzi+n is mapped
to a four fermion operator by the Jordan Wigner transforma-
tion σx,y` =
∏
j<`(ia
y
ja
x
j )a
x,y
` , with a
α
j Majorana fermions
satisfying {aαj , aβ` } = 2δαβδj`. For J2 = 0, time evolution
preserves the number of fermions, so the time-evolving op-
erator still consists of four fermions, and can be worked out
exactly. The expectation value in the initial state is obtained
by extracting the diagonal part of the operator in the σz basis,
which diagonalizes (9) (for h = 0).
For generic J2 the model is not integrable, and the dynam-
ics are investigated numerically. The procedure is as fol-
lows. First, we simulate the initial thermal ensemble (9).
Since the eigenstates of HIsx are product states of the form
|ϕ〉 = ∏Li=1 |si〉, with si =↑ ∨ ↓ , the initial ensemble can
be conveniently generated using a Metropolis scheme; start-
ing from an arbitrary initial state |ϕ0〉, a new eigenstate is
generated by flipping the spins at each site i with probabil-
ity min(1, exp(−β(E′ − E)), E being the energy of |ϕ〉, and
E′ that of the eigenstate with the spin flipped; the iteration of
this procedure generates the initial thermal ensemble. The en-
semble average corresponds to the arithmetic mean of the ex-
pectation values over the sampled eigenstates. Using tDMRG
algorithms [24], the dynamics of each state in the initial en-
semble are simulated one by one, and finally averaged [25].
Results. First, we consider the integrable case J2 = 0. In
the thermodynamic limit, we find that the one-point function
of the transverse field is zero at any time, whereas the two-
point function can be written as follows
〈σz1σz1+r〉 =
∫∫∫ pi
−pi
dkdpdq
(2pi)3
cos(rq)
×
[
K(q)−K(p+ k)
]
det
(
Mp,p−q11 −Mp,p−q12
Mk,k+q21 M
k,k+q
22
)
, (11)
where K(q) ≡ sinh(γ)cosh(γ)−cos(q) , γ ≡ 2 arctanh(e−2β), and
Mp,q11 = sin(εpt) cos(εqt)e
−iθp − cos(εpt) sin(εqt)eiθq
Mp,q22 = sin(εpt) cos(εqt)e
iθp − cos(εpt) sin(εqt)e−iθq
Mp,q12 = cos(εpt) cos(εqt) + sin(εpt) sin(εqt)e
−iθp−iθq
Mp,q21 = cos(εpt) cos(εqt) + sin(εqt) sin(εpt)e
iθq+iθp .
(12)
Here eiθk = 2(eik − h)/εk and εk = 2
√
1 + h2 − 2h cos k.
Fig. 1 shows the time evolution of the connected mid-chain
correlators 〈σzL/2σzL/2+r〉c, for r = 1 and r = 2, after several
quenches. The agreement between finite-size tDMRG data
(symbols) and the exact analytic predictions (dashed lines) is
very good; this shows that finite-size effects are negligible un-
til the largest time simulated. The late-time dynamics are de-
scribed by the GGE with maximal entropy at fixed local inte-
grals of motion. Specifically, for any finite β, every traceless
operator turns out to have zero expectation value. Neverthe-
less, upon increasing β and for r  ξT , the correlators exhibit
a prerelaxation plateau [26] with 〈σzL/2σzL/2+r〉c 6= 0. This is
not described by a standard GGE (Wick’s theorem does not
apply) but, analogously to (5), can be written as the sum of
two of them. The value of the prerelaxation plateau is ob-
tained by taking the limit β →∞ in (11), which gives
〈σz1σz1+r〉c =
∫∫ pi
−pi
dkdq
(2pi)2
cos θk cos θqfr(k, q)
fr(k, q) =(1 + sin θk sin θq) sin(rk) sin(rq)
+ cos θk cos θq(1− cos(rk) cos(rq)) .
(13)
The predictions from (14) are shown as triangles in Fig. 1, and
are in a very good agreement with the approximate plateaux,
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FIG. 2. The thermal ensemble of the classical Ising model HIsx
at inverse temperature β is evolved under the ANNNI Hamiltonian
HANz with J2 = 1/2 and hf = 1/2. We show the post-quench
dynamics of the connected correlators 〈σzL/2σzL/2+r〉c for r = 1
((a)(b)) and r = 2 ((c)(d)). The full lines are obtained using tDMRG.
The shading denotes the statistical error bars. Data are for a chain
with L = 32 sites. In (b)(d) the dash-dotted line is the average of the
time evolutions ensuing from |⇑〉 and |⇓〉. The horizontal lines are
the expected prethermalization plateaux.
visible also in the tDMRG data already for β = 2, 4.
We also identify a prerelaxation scaling limit, where the
dynamics of local observables occur in the typical timescale
(γv)−1 ∼ ξT /v, where v = maxk |ε′k|. Specifically, in the
limit vt 1, γr  1, we find
〈σz1σz1+r〉c →
∫∫ pi
−pi
dkdq
(2pi)2
cos θk cos θqfr(k, q)e
−|ε′k+ε′q|γt.
(14)
For sufficiently large γvt, this behaves as ∼ (γvt)−1, so the
relaxation to the GGE turns out to be very slow. We men-
tion that, if γr is not small, there is an additional contribution,
coming from (11), that varies on the typical distance γr and
time γvt [27]; this describes a light-cone dynamics, which is
always expected in the space-time scaling limit r, vt→∞, at
fixed ratio r/(vt) [2].
We now turn to discuss the non-integrable case, considering
the post-quench dynamics driven by the full ANNNI Hamil-
tonian (10). We restrict ourselves to the case J2 = 1/2 and
hf = 1/2. Fig. 2 plots 〈σzL/2σzL/2+1〉 and 〈σzL/2σzL/2+2〉 as
a function of the time after the quench, and for initial ther-
mal ensembles with β = 1/2, 2. In contrast to the Ising case,
the stationary state at long times is expected to be described
by a Gibbs ensemble. Since the energy is zero, its tempera-
ture is infinite (the Hamiltonian is traceless), and the expecta-
tion value of any traceless operator is zero. The data reported
in Fig. 2 for β = 1/2 are consistent with this picture: after
some initial oscillations, 〈σzL/2σzL/2+r〉c shows the tendency
to vanish. Instead, at lower temperatures, the approach to zero
is much slower and, already for β = 2, in the time window
investigated the dynamics are practically the same as in the
quench from the cat state (4) (dashed-dotted lines). The val-
ues of the prethermalization plateaux have been obtained as
follows. We have considered small chains (up to L = 14)
and extrapolated the effective temperatures, β⇑ and β⇓, corre-
sponding to the quenches from |⇑〉 and |⇓〉, respectively (im-
posing energy densities E/L = ±1/2). Then, we numeri-
cally computed the arithmetic mean of the thermal expectation
values (cf. (5)). These are shown as dashed horizontal lines
in Fig. 2. Clearly (assuming thermalization in the ANNNI
model), the times reached are too small to see the prethermal-
ization plateaux. However, the picture is perfectly consistent
with the mechanism presented: for sufficiently large β, the
dynamics get stuck in a cat state, and cluster decomposition
property is restored very slowly.
Conclusions. We presented a new mechanism leading to
prerelaxation and prethermalization after quantum quenches
in low dimensional quantum many-body systems. We focused
on one-dimensional models with magnetically ordered ground
states. At small temperature and small length scales, the time-
evolving state exhibits remnants of the zero-temperature long-
range correlations, and violates cluster decomposition prop-
erty. Precisely, in a typical time scale proportional to the
finite-temperature correlation length, the state is locally equiv-
alent to a cat state. This happens both in integrable and in non-
integrable post-quench dynamics. The prethermalization (pre-
relaxation) plateaux can be described by the arithmetic mean
of Gibbs (generalized Gibbs) ensembles.
Our work opens several interesting research directions.
First, in the TFIC we identified a prerelaxation scaling limit
where the dynamics occur in a time scale proportional to
the thermal correlation length of the initial state - cf. (14).
The generality of this result has not been established, and, in
the non-integrable case, could be, in fact, undermined by the
slowness of the relaxation process of the emerging cat state.
Further investigations in other models with a faster thermal-
ization dynamics could help clarify this question. Second, in
our scenario we considered the case of broken discrete sym-
metries. While zero-temperature long-range order with break-
ing of a continuous symmetry is forbidden in 1D, quasi-long-
range order (QLRO) is possible. In the light of our findings,
we wonder whether the presence of QLRO could give rise to
similar prethermalization regimes. It would also be interest-
ing to investigate the interplay between long-range order and
prethermalization in higher dimensions, where even continu-
ous symmetries can be broken. In this respect, prethermal-
ization plateaux have been already observed in the relaxation
dynamics from a spiral state in the 3D Heisenberg model [11].
Finally, it would be timely and of great interest to consider this
form of prethermalization in the presence of inhomogeneities,
e.g., splitting the state in two, and preparing the two parts at
different (small) temperatures (see, e.g., the very recent works
[28]), or introducing localized defects in the Hamiltonian [29].
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