INTRODUCTION
We examine the question of determining the "best" linear filter, in an expected squared error sense, for a signal generated by stochastic linear differential equation on a Hilbert space. Our results, which extend the development in Kalman and Bucy (1960) , rely heavily on the integration theory for Banach-space-valued functions of Dunford and Schwartz (1958) . In order to derive the Kalman-Bucy filter, we also need to define and discuss such concepts as stochastic process, covariance, orthogonal increments, Wiener process, and stochastic integral in a Hilbert space context. We do this making extensive use of the ideas in Doob (1953) .
The two crucial points in our treatment are (1) our definition of the covariance as a bounded linear transformation, and (2) our use of a Fubini4ype theorem involving the interchange of stochastic and Lebesgue integration. As a byproduct, we also obtain a fully rigorous theory for the finite-dimensional case which does not rely on Ito's Lemma (cf. Kushner, 1964) . This is of some independent interest.
The remainder of the paper is divided into the following sections: 2. Preliminaries; 3. Wiener Processes; 4. Stochastic Integration; 5. An Existence Theorem; 6. The Wiener-Hopf Equation; 7. The Optimal Filter; 8. Concluding Remarks.
We introduce some basic preliminary notions, the mos~ important of which is the eovariance of two Hilbert-space-valued random variables, in Section 2. Then, we discuss Wiener processes and construct an infinite-dimensional example of such a process. In Section 6, we define stochastic integrals and develop some of their properties. Next, we prove a basic existence theorem for linear stochastic differential equations using some ideas of Beutler (1963) . Having developed the necessary machinery, we state the filtering problem and prove a theorem (that involves a Wiener-ttopf equation) giving the basic necessary and sufficient condition for a solution of this problem in Section 6. We derive the various equations describing the optimal filter in Section 7 and make some final brief comments in Section 8.
PRELIMINARIES
We let (9, (P,/~) be a probability space with (~ as Borel field and ~ as measure throughout the paper. We recall (see Dunford and Schwartz, 1958) that, if X is a Banach space, then a function x(. ) defined on 12 with values in X is measureable if (1) x(.) is essentially separably valued, and (2) x-l((O) C (~ for each open set 0 inX. We shall call such measureable functions, random variables. If x(. ) is an integrable random variable, then we say that x(. ) has an expected value (or mean) which we denote by E{x(. )}; i.e.,
EIx(.)} = f~ x(~) d~.
(1)
We observe that E{x(. )} is also an element of the Banach space X. We shall assume from now on that the random variables which we consider have expected values and we shall often delete the explicit u-dependence of these random variables.
In the sequel, we shall consider parameterized families of random variables, i.e., stochastic processes. In other words, we have: DEF~ITION 2.1. Let T be a real interval and let X be a Banach space.
Then a function x(t, ~) from T X ~ into X, which is measureable in the pair (t, ~) using Lebesgue measure on T, is called a stochastic process.
This definition is somewhat more restrictive than the usual one (cf. Doob, 1953) but is adequate for our purposes. Also, we often write x(t) in place of x(t, ~) when discussing stochastic processes.
If X is a Banach space with dual X*, then we write (y*, x) for the operation of an element y* of X* on an element x of X. Now if xl C X and y~ C X*, then we can define a mapping xl o yl* of X into itself by setting (xl o Yl*) x = xl (Yl*, x)
for all x C X. We observe that, if X = R, (i.e., X is finite-dimensional), then yl o yl* can be identified with the matrix xlyl'. Moreover, we have: PnOPOSITION 2.2 Let X be a Banach space and let ~b be the mapping of X @ X* into 2(X, X) defined by ~b(xl, yl*) = xl o yl*.
Then ¢J has the following properties: (a) ~b (xl , yl Kantorovich and Akilov, 1964) . To establish (d), we note that if y* is an element of X*, then ¢(xl, yl*)* (y*) is an element of X* and Proof. We want to show that x(. ) o y*(. ) is measureable. Since x(. ) and y*(. ) are essential]y separably valued, it is clear that x(. ) o y*( • ) is essentially separably valued and so, it will be enough to prove that, if (9 is open in 32(X, X), then {x(.) o y,(.)}-i ((9) is in 6) (see Dunford and Schwartz, 1958) . Now,
But ~ is continuous implies that ¢7~ (0) is open in X @ X*; thus ~b-~((9) = U (9~ X 0~* where the (9i, (%* are open in X and X*, respectively. It follows that {~:(x(w), y*(~)) E ~b-l(0)} = U C 0k} n {w:y*(~0) c o~*}1 (10)
= U x -1 (01) [7 Y*-l"tv¢^ *'2 Since x(. ) and y*( • ) are measureable, the proposition follows. We now have: DEFINITION 2.5. Let x, y* be X and X* valued random variables,
• 2
respectively. Then the covariance of x and y*, in symbols coy Ix, y*] is the element (if it exists) of 32(X, X) given by
If coy [x, y*] = 0, then we say that x and y* are uncorrelated. If X is a Hilbert space (so that X* is identified with X) and if x and y are X valued random variables, then we write coy [x, y] and speak of "the covariance of x and y." The notion of covariance will play a crucial role in the sequel. Now let us suppose that X = H is a Hilbert space• Then L2(a, H) is 2 Note that we are deleting the ~ dependence in accordance with our earlier remarks. also a Hilbert space with inner product given by = L <x(~), y(~)) d~,
<x, Y>2
where ( , ) denotes the inner product on H. We observe that if x and y are elements of L~(~t, H), then E{x o y} exists so that x o y is a random variable and coy [x, y] exists. Moreover, we note that it is thus possible to speak of "wide sense" concepts in a straightforward manner. For example, we have: DEFINITION 2.6. Let x(t) be an H-valued random process. If E{ tl x(t) ]13} < ~ for all t (i.e., x(t) E L2(•, H) for all t), then x(t) is called a wide-sense martingale if 3
whenever s < t where/~{x(t) Ix(r), r <= s} denotes the projection of x(t) on the subspace of L2(~, H) generated by the x(r), r <= s. We remark that it is also possible to introduce the notion of a martingale for H-valued random processes; however, this notion is not needed here and involves some complicated measure theoretic considerations which would take us too far afield from our main purpose.
We also require the following definition. DEFINITION 2.7. Let x(t) be an H-valued random process. Then x(t) is called a process with orthogonal increments if
} depends only on t --s, then x(t) is said to have (wide sense) stationary increments (see Doob, 1953) .
To indicate some of the structure of processes with orthogonal increments, we now state and prove a simple proposition.
P~OPOSlTION 2.8 Let x( t ) be a process with orthogonal increments. Then:
?~(t) 
A simple calculation, which is omitted, verifies (b). As for (e), we note, first of all, that k(t) -X(s) is symmetric by virtue of (d) of Proposition 2.2. Now, if h C H, then
is a process with orthogonal increments, then X(t) can be used to define an 2(H, H)-valued measure and it would be possible to develop a stochastic integral based on this measure (cf. Doob, 1953) . However, for our purposes here, we shall be considerably less general and shall deal with processes which are analogous to Wiener processes. We define and study these processes in the next section.
WIENER PROCESSES
In this section, we introduce the notion of a Wiener process and exhibit an infinite-dimensional example of such a process. Our development of the stochastic integral will be based on Wiener processes. Now we have: (cf. Dunford and Schwartz, 1958 (1) E{w(t)} = 0 for all t; (2) w(t) has orthogonal increments; (3) w(t) is continuous almost everywhere with respect to ~;
where W is a positive definite element of 2(H, H) with We~ = h,e, for some orthonormal basis I e-} of H; and,
whenever sl < tl _-< s2 < t2 and S C 2~(H,H for t in [0, hi and let pn = ~(P~). Then, as is well known (see Doob, 1953) , 
where oatEN, N~ > N~ > N, and t is in [0, h], we can see that we U1E~ implies that w,e(t, ~) converges and that this convergence is uniform in t.
Combining this observation with (26), we immediately deduce (4). As for (5), we simply observe that since E{b~(t) =} = 1. This completes the proof of the lemma. Now, suppose that ~(t) denotes the limit of the sequence w~(t) in FALB L~(~t, le) and that w(t) denotes the limit of the sequence wN(t) in the almost-everywhere sense. Then, we claim that ~(t) = w(t) almost everywhere with respect to ~. To verify this claim, we note that the convergence of w~(t) to ~(t) in L2(~, 12) implies that there is a subsequence w~j(t) which converges to ~(t) almost everywhere (see Dunford and Schwartz, 1958)7; but, wNj(t) converges to w(t) almost everywhere and so, w(t) = ~(t) almost everywhere. Thus, w(t), which can be written in the form of the sum (20), is an/2-valued random variable with zero mean. Moreover, by (4), w(t) is continuous almost everywhere with respect to ~. Also, since w(t) and w(s) arc elements of L2(~, 12), we have E{ll w(t) -w(s) ]I s} < ~ and so, in order to show that w(t) has orthogonal increments, we must show that
for sl < tj = s2 < t2. To do this, it will be sufficient to show that
E{[w(t~) -w(s~)] o [w(t~) -w(s~)]} ~. = 0 (30)
for all the elements e~ of our orthonormal basis of 12. But
by virtue of Eq. (20). Since the b~(t) are independent Brownian-motion processes, we have established (30). Thus, we have verified that w(t) satisfies conditions (1)- (3) of Definition 3.1. Now, we observe that, by the definition of w(t) [see Eq. (20)] and the fact that the b~(t) are independent Brownian-motion processes,
Hence, if we define W by setting We~ = ~ and extending by linearity, then we deduce from (32) that
The subsequenee may depend on t.
z{[w(t) -w(8)] o [wit) -w(s)]} = it -s lw. (33)
Since W is clearly positive-definite, we have verified that condition (4) of Definition 3.1 is satisfied by w(t). So, all that remains is to show that condition (5) of Definition 3.1 holds for w (t). This we do in the following lemma:
LEMMA 3.3 Let S be an element of 2(H, H). Then

E{<w(t~) -w(82), S[w(t~) -w(s~)])} = 0 (34)
whenever s~ < t~ <= s~ < t2. Proof. To simplify notation, let us se~ (35) where wN(t) is given by (21). Then 
bn(.vl)) @,~, Se~)/m~n 3.
Since the b~(t) are independent Brownian-motion processes, it follows that E{(AjN, SA,~N)} = 0. This completes the proof of the lemma.
s I1 l[: denotes the L2(~, 12) norm and the last inequality in (38) follows from Holder's inequality (see Dunford and Schwartz, 1958) .
FALB
We have thus shown that w(t) is an/2-valued Wiener process and so have constructed an example of an infinite-dimensional Wiener process.
STOCHASTIC INTEGRATION
We are now prepared to discuss the stochastic integra! and to develop some properties of this integral; this will enable us to discuss stochastic differential equations and to state the filtering problem. Our definition of the integral will be based on Definition 3.1. So let us suppose that H is a Hilbert space, that w(t) is an H-valued Wiener process, and that S(t) is a step function from T into 2(H, H). In other words, there are to < tl < -.. < tn in T and Sj,j = 1, 2, ... , nin 2(H,H) such that 
= 22 >_i R;[~(t;) -w(t;-0] o &[~(t,) -w(t,-,)]
~=i k=l and hence that
R~(t, -ts-1)WSs* = f R(t)WS*(t) dt
by virtue of the properties of w(t). Similarly, we deduce from (45), Proposition 2.2, and the properties of w(t) that
~ II R; It" II w II" II &* I1 (tj -t;-1) = f II R(t)II 11 w II II s(t)II dt
as II &*ll ; 11 ssll (see Dunford and Sehwartz, 1958) .
In view of Lemma 4.1, we ean define a stochastic integral in a manner analogous to that used in Doob (1953) . In other words, if @(t) is an element of L2 (T, 2~(H, H) ) so that 
~n--,) o¢
i.e.
{J J '} ~ E ~(t) ~w(t) -~,~(t) dw(t) = 0 (52) so that f ~(t) dw(t) is the limit in mean square of the f Sin(t) dw(t).
We note that (52) follows from (50) by virtue of the inequality (43).
Moreover, f q~(t) dw(t) is also an Hwalued random variable with zero
mean (see Dmfford and Schwartz, 1958 ). Now we have: Proof. Let Rm(t) and S,~(t) be sequences of step functions that define
L~MMA 4.2 Let ~(t) and ~2(t) be elements of L2( T, 2(T/, H)). Then EI f~(t)dw(t) • f'~(t) dw(t) }
• (t) and ~I,(t), respectively. Then, using Proposition 2.2, But, again using Proposition 2.2,
E{ Ef~(t) dw(t)]oEfT(t)dw(t)] } <E{ f[~(t)-Rm(t)]dw(t) • f~(t) dw(t) }
+E{ fR,.(t) dw(t) • f[,~(t)-S,~(t)]dw(t) } +.{ f .o(,).w(t) I f "-(')'w(t)l} •
By virtue of HSlder's inequality, we have
~mE{Hf{e~(t )-R,~(t)]dw(t) . f~(t) dw(t) }
~nd so, in view of (43), we need only show that
or, equivalently, that
lin: f II R,~(t)H'I] Sin(t)[, dt = f ]l~(t)I].l],I'(t)]] dt.
(58)
But
{ f N'~(t) tt lIT( t ) tt dt -f ttRm(t)[t'l}S,~(t)II dti <= f IP~(t) -R,~(t)]l .lib(t)II clt
(59) 1°
+ f l] Bin(t) II" 11 ~,(t) -z~(~) II dr.
Combining (59) with Holder's inequality, we obtain (58) and thus establish the lemma. The argument used in proving Lemma 4.2 is quite standard and will be used in various guises in the sequel. In the interests of economy of exposition, we shall not repeat the argument but shall simply use the phrase "by an approximation argument."
Now Doob, 1953, p. 165.] We shall in the sequel have occasion to consider double integrals of the form where the ~(H, H)-valued function ~(s, t) is measureable in s and continuous in t; we shall define this integral in terms of iterated integrals. (el. Doob, 1953 aa As noted in Section 2, it is possible to introduce the notion of a martingale for H-valued random processes; with this notion in hand, we could show that x(t) was a martingale. However, we shall not pursue this matter here. 
Then both (68) and (72) are valid and it is clear that yl(~) = y2(~).
The lemma then follows by "an approximation argument."
The substance of Lemma 4.6 is that the order of integration is immateriM provided that both (68) and (72) 
Thus (72) holds and the corollary is established.
COUOLLAnY 4.8 Suppose that F, and T are compact intervals. If ¢( s, t) is a regulated mapping ore X T into 2~(H, H) 12 (in particular, if ~(s, t~ is continuous), then both (68) and (72) hold.
We shall make frequent use of Corollaries 4.7 and 4.8 in what follows.
Now we observe that if S(t) is a step function and if T = [To, T1] (or [to, oo )), then the H-valued random process t y(t) = ] S(s) dw(s), t ~ T (82)
~t O is continuous in t almost everywhere with respect to ~0, and hence is Lebesgue-integrable 13 with respect to t on any finite subinterval of T almost everywhere with respect to ~. In the finite-dimensional case, it is reasonably easy to prove that the stochastic integral
o is also continuous in t (see, for example, Doob, 1953) and therefore, Lebesgue-integT~ble. Here, in order to avoid considerable complexity relating to the notions of martingale and semimartingale for H-valued random processes, we shall not discuss the continuity of the "sample paths" of x(t). However, we do have the following results: LE.~MA 4.9.
Let S(t) be a step function and let s < t be elements of T. Then E S(a) dw(a) --S(a) dw(a) < c. 1 t -s ], (84)
o o 12 This means that ¢(s, t) is the limit of a uniformly convergent sequence of finite sums of products of step functions (cf. Dieudonne, 1960) .
13 In the sense of Dieudonne (1960) .
FALB where c is a constant (independent of s and t ) . The proof of this lemma is a simple calculation based on the properties of w( • ) and is omitted. THEORE~ 4.10. Let ~(t) be an element of L~(T, 2~(H, H)). Then x(t, ~) = ]~o O(s) dw(s) ismeasureable in the pair (t, ~) and f x(t, ~) dt exists almost everywhere with respect to ~ on every finite subinterval of T.
Proof. We shall apply Theorem 17, p. 198, of Dunford and Schwartz (1958) . Let F(t) be the mapping of T into L2(~, H) given by
We claim that F(t) is continuous. Assuming for the moment that this claim is valid and that E is a finite subinterval of T, then, by the aforementioned Theorem 17, there is a function f(t, ~), measureable in the pair (t, ~), such that (1) 
f(t, • ) -= x(t, • ) almost everywhere in t; (2) f ( , , ~) is integrable in t almost everywhere in o~; and (3) f F(t) dt = f f(t, .) dt:
In view of the nonuniqueness of the stochastic integral, ~4 the theorem will follow. Now let us verify the claim. Suppose that s < t and that SN(a) is a step function. Then, letting ft t
x~(t) = S~(a) dw(a), o
we have
II F(t) -F(s) II ~ --E{ [] x(t) -x(s) II ~} t c T, (86)
_<_ E{[ 11 x(t) -xN(t)tl + II ~(t) -~(s)II + II x~(s) -x(8)If] ~} --< ¢~{ II x(t) -x,,(t)II ~} + 4E{ lr x,,(t) -x~(s) II~I + 4E{ II xN(s) -x(s) II ~}
a s
E{ II x(t) -x~(t) II ~} ~ £~ o
II cI,(a) --S~(a) II 2 II w II da
=< f II q)(a) --S~(a)II ~. II W II da.
In other words, we may replace x(t, ~) by f(t, ~).
(89)
[since ( I A I ~-I BI )~ --< 2 I A 12 + 2 I B I~1. Now let e > 0 be given; then, since ~(
t) is a limit of step functions in L2(T, 2(H, H)), we can choose an S~(a) such that
E{ [r x(t) -x~(t)11~! < ~/12, E{ I1 x~(s) -x(s)II ~} < ~/12 (8S)
In view of lemma 4.9, it will follow that if (say)
It-s[ < e/12(cN + 1)
where e. is the constant of lemma 4.9 for S.(a), then
11F(t) -F(s)II ~ < ~/3 + (3 + ~/3 =,
and hence, that F(t) is continuous. This completes the proof of the theorem.
AN EXISTENCE THEOREM
We are now prepared to discuss stochastic ]]near differential equations
on the ttilbert space H. So, if we suppose that x0 is an H-valued random variable with E[ H x0112} < ~, that A(t) is a regulated mapping of T into £(H, H), and that M(t) is an element of L2(T, £(H, H)), then we can consider the following (stochastic) integral equation:
f f/
x(t) = Xo "-b A(s)x(s) ds + M(s) dw(s). (92) o o
We often write (92) in the form
dx = A(t)xdt + M(t) dw, x(to) = xo
and we speak of (93) as a "stochastic linear differential equation." Intuitively, we write (93) in the form
where } is "white noise with covariance W$(t -r)." With regard to (92), we have: THEOREM 5.1.
Let xo be an H-valued random variable with E{ I[ x0112} < ~. Let A(t) be a regulated mapping from T into £(H, H) and let M(t) be an element of L~( T, 2( H, H)). Let ~( t, to) be the fundamental linear transformation (i.e., resolvent ) of the ( nonstoehastic ) linear differential equation h = A(t)h (95)
on H (see Dieudonne, 1960) . Then (92) has a (essentially unique) solution x(t) which is given by
{ // } x(t) = ~(t, to) Xo -b 69(to, s)M(s) dw(s) .
to
Moreover, E{ [[ x(t) II 2} < ~ and E{x(t)} = ~(t, to)E{xo}.
Proof. Since (Dieudonne, 1960) . 
P -[-[ A (s)(~(s, to)xo ds = (~(t, to)xo,
e(t, to)y(t) = A (s)e(s, to)y@) ds "4-M(s) dw(s). (99)
O o
We note that the Lebesgue-integral term in (99) may be viewed as an iterated integral in the following way: let ~(s, r) be given by 
I A(s)(~(s, to)@(to,
r
L~(E X E, ~(H, H) ) where E is any finite subinterval of T of the form
[to, h] with t~ __> t. We then deduce from Corollary 4.7 that 
/i A(s)~(s, to)y(s) ds
E I I] x(t) I] 2} < ~ and EIx(t) } = ~(t, to) EIxo} is obvious. LEMMA 5.2. Let E be a compact interval and let X be a Banaeh space. Let f(t) map E into ~(X, X) and let g(t) map E into £(X, X) (or X). If one of the maps f, g is in L~(E, ~(X, X) ) (or, in the case of g, L~(E, 2(X, X)) or L'(E, X)) and the other is regulated then f(t)g(t) is an element of L " ( E , ~ ( X , X ) ) (or L ~ ( E , X ) ) .
Proof. For example, suppose that f is regulated and that g is in LP(E, £(X, X)). If f is a step function, then the result is clear. On the other hand, if f is regulated then (Dieudonne, 1960) there is a sequence f~ of step functions such that f~(. ) converges to f(. ) uniformly on E. [[ g(t) [I for some M > 0 almost everywhere. But Mg(t) is in L~(E, 2(X, X)) and the lemma follows by the Lebesgue dominated convergence theorem (Dunford and Schwartz, 1958~ p. 15!) . The other cases are treated in a similar manner. COROL~RY 5.
It follows that f~(t)g(t) converges to f(t)g(t) almost everywhere and the [I fN(t)g(t) [I <= M
Let C(t) be a regulated mapping of E into 2~(X' X) and let x( t ) be generated by (93). Then ~ l y(t) = C(s)A(8)x(~) ds + ¢(s)M(s) dw(s) (106) 0 tO
: ,
is a well-defined H valued random process with E{ 1] y(t) ]! 2} < ~. In view of Corollary 5.3, we shall often write ftt o C(s) dx(s) in place of y(t).
In other words, we have ......
f C(~) ~ ' -= C(s)A(s)z(s) ds + C(s)M(s) dw(s). (107)
O o O Thus, we are now in a position to study the filtering problem.
THE WIENER-HOPF EQUATION
We suppose that ~he "signal" x(t) is generated by the stochastic linear differential equation (108) 18 and that the "observation" z(t) is generated by the stochastic linear differential equation
(ix = A ( t ) x dt -k B(t)q(t) dw, x(tc) = xo,
where R(t) = r(t) Wlr*(t) is positive-definite, coy [w(t), w1(r)] = 0 and E{(w(t), wl(r))} = 0 for all t and r. Our filtering problem can now be stated as follows:
~,
e(t~ I t)= A(t~, s) dz(s) = A(t~, s) C(s)x(s) ds
to o (110)
+ A(t~, s)r(s) dw~(s)
to [where the bounded linear-transformation-valued function A(.,-) is regulated in both arguments], with the property that E{(x*, x(tl) --~(t~ I t))~}, x* E H* = H (111)
is minimized for all x* (i.e., the expected squared error in estimating any continuous linear functional of the signal is minimized).
T h e following theorem, which involves a "Wiener-Hopf equation," gives the basic necessary and sufficient condition for ~(tl[ t) to be a solution of the filtering problem.
THEOREM 6.1 (Wiener-Hopf Equation). Let ~(tl[ t) = x(tl) --~(t~[ t). Then ~(hl t) is a solution of the filtering problem if and only if
for all ~, r with to < r < a < t, or equivalently, if and only if
for all ~r, ~-with to < r < cr < t. Proof. Since E{x0} = 0, E{z(a) --z(r)} = 0 and so it is clear that (113) and (112) 
x(t) ",~'(t, to)~IZo}~
Now let x* be a fixed element of H* = H and let X(x*) be the space of all real random variables of the form (x*, x(. )> where x( • ) C L2(~, H).
Define an inner product oa X(x*) by E{(x*, x(.)>.($*, y(.))} and let U(x*) denote the subspaee of X(x*) generated by dements of the form for all x* where i" for all x*. Therefore, ~(t,l t) is a solution of the filtering problem.
On the other hand, let us suppose that ~(tll t) is a solution of the filtering problem. H we assume that (112) does not hold, then
E{~(t~l t) o [z(~) -z(~)l} = cov[~(t,I t), z(~) -z(~)l ~ o (12o)
for some ¢, r with to -<_ r < ~ < t. If we let B(t~, s) be given by ~7 Note that U(x*) is the subspaee of X(x*) generated by elements of the form < x*, f~ C (t,, s)dz(s) > with C(t,, s) regulated since, t~(h, s), to < s < q, regulated implies that C(t~, ~) = B(t, s) = 0, q < s -< t, is also regulated.
IO, S ~ T,
then B(tl, s) is regulated (in fact, a step function) and
But (120) implies that there is some x for which the right-hand side of (123) is not zero; this is a contradiction. The proof of the theorem is now complete.
We observe that if r(s) is essentially bounded and if x(s) is essentially
bounded (almost evelTwhere with respect to co), then the theorem applies to estimates of the form f:
to where A( .,. ) is in L 2 in the pair (h, s). In particular this is true in the finite-dimensional case. We shall use Theorem 6.1 to obtain an equation for the optimal filter in the next section.
THE OPTIMAL FILTER
We now develop the equation governing the optimal filter using some properties of covariances We rely heavily on Kalman and Bucy (1960) and begin with some lemmas.
LEMMA 7.1. Let ~(s) and ~(s) be elements of L~( T, 2(H, H) ). Then
E;
] 
and hence that (127) holds since coy [w(t), wl(r)] = 0 for all t, r.
Now, for simplicity of exposition, let us set kz(z) = z(a) -z(to)
where to =< ~ = t. Then The lemma follows immediately.
Az(~) = C(s)x(s) ds + r(s) dw1(s)
o
Now if a(t) and b(t) are random processes with cov[a(t), b(t)] = h(t)
(a "sure" function), then it is natural to set
whenever h(t) exists. Bearing this in mind, we have 
s) is in L~(T X T, 2~(H, H) ) and if OK(t, s)/Ot exists, is regulated in t and is L 2 in s, then, for a < t,
and ¢~(a) is given by (132) .
Proof. First of all, we note that
s)r(s) dwl(s).
o However, in view of (130), Lemma 7.1, the "independence" of :c, and both w(t) and wl(t), and Corollary 4.7 (Fubini), we readily see that 
r.| t OL(t, s)dz(s) -~-L(t, t)C(t)x(t), Az(z)|7
OL(t, s) _ A(t)L(t, s) L(t, t)C(t)L(t, s)
COV ~ to ( (t)L(t, s) Ot (148) --L(t, t)C(t)L(t, s)} dz(s),z(a) -z(,) 1 = O since z(z) -z(r) = Az(o-) -Az(r). Setting A(t, s) = A
(t)L(t, s) OL(t, s) L(t, t)C(t)L(t, s), (149) at
we observe that (148) implies that 
~(t, s) dz(s),
where Q is positive. Since R (s) is positive-definite for all s, we immediately conclude that/((t, s) = 0.
For simplicity of exposition we shall drop the "l t" from now on. (154) with 2(6) = 0 and where K(t) = L (t, t 
(t)C(t)]2 dt + K(t)C(t)x dt + K(t)r(t) dwl
= f,: [f'F(s)L(s,a) dslr(a) dwl(a).
It then follows from (145) that
f, ]
and thus the corollary is established. COROLLARY 7.9. Under the hypotheses of Theorem 7.7, $(t) satisfies the
with 2(to) = xo. Corollaries 7.8 and 7.9 are at the heart of the development of Kalman and Bucy (1960) . Continuing in the same vein, we have the following theorem:
THEOREM 7.10. Suppose that the conditions of Theorem 7.7 are satisfied. Then 
y(¢) = ff(s)x(s) ds = az(~) -r(s) dw~(s).
(163) 
o where ~(t, s) is given by (139). It follows that for ¢ < t 
O~b(t, s) _ L(t, t)C(t)¢(t, s) Ot
(169) +
{A(t)L(t, a) -L(t, t)¢(t)L(t, a)lC(a)~(a, s) c~
by Theorem 7.7. Moreover, L
(t, t)C(t) = P(t)C*(t)R-1(t)C(t).
The theorem then follows from these relations by direct differentiation of (167).
CoRoL~nY 7.11. P( t) is symmetric. Proof. If P(t) satisfies (162), then P*(t) also satisfies (162). As Po = P0*, the result follows from the uniqueness of solutions of Banach-space differential equations (Dieudonne, 1960) .
CO~OLL.~Y 7.12. P(t) = coYlY(t), ~(t)]. Proof. We have
coylY(t), ~(t)] = coylY(t), x(t)] -coylY(t), ~(t)],
coy [~(t), x(t)] = coy Ix(t), x(t)] -coy [:~(t), x(t)], 
However, L(t, s)R(s)
is given by (166) and so the lemma follows by a straightforward calculation and the standard Fubini theorem. We note that the operator Rieeati equation (162) is discussed in Kalman et al. (1967) and in Falb and Kalman (1966) . In particular, it is shown that (162) has a unique solution which is defined on the entire intercal of definition of A, C, R and Q in these references. Let us denote this solution by P~(t) and let us set (178) has a solution 21(t) with 21(t0) --0. If'I,(t, s) is the fundamental linear transformation of the linear differential equation 
K~(t) = P~(t)C*(t)R-I(t) Then the linear stochastic differential equation cl21 = [A(t) --K~(t)C(t)]& dt + K~(t)C(t)x dt + Kl(t)r(t) dw~
/~ = [A(t) --K~(t)C(t)]h,
Ll(t, s) = ~P(t, s)K/s).
We observe that L~(t, t) = K,(t) and that 18 Lemma 7.13 can also be proven using Theorem 6.1 and "an approximation argument." 
OL1(t, s) _ A(t)L1(t, s) -L~(t, t)C(t)L~(t, s)
then it will follow from (168) and (182), by direct differentiation that
= [{if(t, to) --~bl(t, t0)}P0 Pl(t) L
( lS~)
q-f: {~(t, s)-¢~(t,s)}Q(s)O*(to, s) dsjff*(t, to).
Now, a direct computation shows that and that
d-~ coy 2~(t), r(s) dw~(s) = --L~(t,,)R(a).
t} Letting ¢(t, a) = d{eov[~l(t), z~z(a)]}/da, we have ¢(~, ~) = 0 and, after some straightforward computations,
04~(t, a) _ {A(t) --K,(t)C(t)}4J(t, or)
Ot
It follows that ~b(t, a) = fit(t, a)~b(~, a) = 0
and hence that cov[~(t), 5z(a)] = eov[~x(t), ,Sz(to)] = 0. Thus, the theorem is established. In essence, we have shown in Theorem 7.14 that (162) provides the basis for a complete solution to the filtering problem. Moreover, this implies that the duality theorem of Kalman and Bucy(1960) also holds in the infinite-dimensional case.
CONCLUDING REMARKS
We have developed the theory of the Kalman-Bucy filter in a Hilbertspace context. Our development depended upon our definition of the covariance as a bounded linear transformation, our introduction of the stochastic integral, our use of a Fubini-type theorem involving the interchange of stochastic and Lebesgue integration, and some calculations with covariances. We avoided several complex measure-theoretic problems relating to the notions of martingale and sern~martingale for H-valued random processes since these ideas were not needed in our treatment; however, we plan to examine these questions in a subsequent paper. We also note that it is possible to discuss nonlinear filtering in the infinite-dimensional realm using the notions developed here and a suitable generalization of Ito's lemma. Finally, we note that we have obtained a fully rigorous theory for the finite-dimensional case and have not required either the delta function or Ito's lemrna. RECEIVED: October I0, 1966; revised January 4, 1967. 
