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A Remark on Perfect Gaussian Elimination of Symmetric Matrices 
THOMAS ANDREAE 
Let M be a symmetric matrix with non-zero diagonal entries. A result of Golumbic [3, 5) states 
that if M has a perfect elimination scheme then it also has a perfect elimination scheme with the 
additional property that all pivots are chosen along the main diagonal. However, the proof given 
by Golumbic seems to be incomplete. In the present note, we refine Golumbic's proof, thus 
obtaining a complete version of it. 
D. J. Rose [10] characterized the zero-non-zero schemes of those symmetric matrices for 
which some ordering of diagonal pivots produces no fill-in during Gaussian elimination. 
This result was extended by M. C. Golumbic ([3] and [5, Theorem 12.1]) who showed that 
Rose's characterization holds even if off-diagonal pivots are permitted. However, the proof 
given in [3, 5] seems to be incomplete. (This was pointed out to me by C. Scheuch.) In the 
present note, we refine Golumbic's proof, thus obtaining a complete version of it. For other 
results on the combinatorial aspects of Gaussian elimination, see also [1, 2, 4, 6, 7, 8, 9, 11] 
and the bibliography of [5]. 
For the terminology we refer to [5]. In the following, we assume familiarity with Part 1 
and 2 of Golumbic [5, Chapter 12] or, likewise, with [3]. Golumbic's result can be stated as 
follows. 
THEOREM (Golumbic). Let M be a symmetric matrix with non-zero diagonal entries. If 
M has a perfect elimination scheme, then the associated graph G(M) is triangulated. 
PROOF. For shortness we write G for G(M) and B for the bipartite graph B(M) 
associated with M. For x E V(B), x' denotes the partner of x. The next paragraph is 
presented here for completeness only: except for a slight change of notation it is identical 
with Golumbic's argument. 
Suppose G has a chordless cycle VI' V2, ... , Vm, VI' m ~ 4. This corresponds in B to a 
graph C with V(C) = {XI, x;, ... ,xm, x~} and E(C) = {XIX;, ... ,Xm_IX~, xmx;} U 
{XIX~, X2X;, ... , xmx~_ d U {XIX;, ... , xmx~} (Figure 1). Let a be a perfect elimination 
scheme for B and let el be the first edge of a that is incident with a vertex of C. Then 
el ¢ E( C) since none of the edges of C is bisimplicial in C. Put al = XI. a; = x;, and 
assume without loss of generality that el = al a; for some vertex a2 ¢ C. Since in C, 
Adj(xl) = {x;, x;, x~}andAdj(x;) (\ Adj(x;) (\ Adj(x~) = {xd, thebisimplicialityofel 
implies that C (\ Adj(a;) = {ad and by symmetry C (\ Adj(a2 ) = {a;}. 
However, this does not contradict the bisimpliciality of el when it is eliminated (as 
claimed in [3, 5]) but only implies that there exists an edge e2 = a2a) which was eliminated 
before el' We can uniquely define a subgraph L of B (Figure 1) with VeL) = V(C) U 
{a2, a;, ... ,as' a;} and E(L) = E(C) U {a2a), ... ,as_1 a;} u {a;a), ... ,a;_la,} u 
{a2 a;, ... , asa;} such that the edges ej = aja; + I are eliminated before el (j = 2, ... , s - I) 
and such that as is not incident with an edge e which is eliminated before el (s ~ 3). 
Let ex(I), ... , ex(s-I) be the order in which the edges e/i = 1, ... , s - I) appear in a. 
Note that n(s - 1) = 1. Further, let Bj be the graph that results from B by elimin-
ation of all edges of a which appear in (J before ej () = 1, ... , s - 1). Further, for all 
i E {I, ... , s - I}, define the graph Lj as follows: Let ejp eh, ... , ej, be the edges of 
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{e l , ••• , es _ d which are still contained in Bj , }I <}2 < <}" and put }o = 0 
and},+, = s. Then}, = I. Define Lj to be the graph with V(Lj ) = V(C) u {aji: i = I, ... , 
t + I} u {aJi+l: i = I, ... , t} and E(L) = E(C) u {eji: i = I, ... , t} u {aj;afi-2+I: 
i = 2, ... , t + I} u {ajiaL,+I: i = 2, .. , t + I} (see also Fig. 2). We claim: 
(I) Lj £; Bj (i.e. Lj is a subgraph of Bj ),} = 1, . .. , s - 1. 
Note that L = Ln(,) , and thus Bn(,) 2 Ln(l) clearly holds. For an inductive proof of (1) 
assume that Bn(k) 2 Ln(k) for some k(l ~ k < s - 1). We want to show that this implies 
Bn(k +l) 2 Ln(k+I)' Let} = n(k) and let ej"eh, ... ,ej,,}o,},+1 be as in the definition of Lj . 
Note that this implies} = }; for a certain i ~ 2. Let B; be the graph that results from 
Bj by elimination of ej . Since ej = ej; is a simplicial edge of Bj , we have (see Fig. 2) 
aji+,aJi_2+1 E E(Bj) and, if i < t, ah +2 aL, +1 E E(B;). 
This implies Ln(k+l) £; B;. Hence L.(k+1) £; Bn(k+l) and thus (1) is proved. 
In particular, (1) implies B, 2 L
" 
and therefore (since el is a simplicial edge of B I ) we 
have: 
(2) as is a neighbor of x;" ,x; and x;. 
Consequently, there exists a least number k ~ 2 such that ak is a neighbor of x;", x; and 
X2' It follows that a~ is a neighbor of X m , XI and Xl' Assume that k ~ 3 and note that 
ek_1 = ak_la~ E E(Bk - d. Since Lk_1 £; Bk_1 by (1), we find that (in B k _ l ) ak_1 is a 
neighbor of a vertex a; with 2 ~} ~ k - 1. Thus since ek _ 1 is a simplicial edge of Bk -I ' 
we find that a; is a neighbor of xm , XI, X2, which implies that aj is a neighbor of x;", x;, x;. 
This contradicts the minimality of k and thus we have proved that k = 2. 
On the other hand, it was shown above that C n Adj(a2) = {a;}. This contradiction 
completes the proof. 0 
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