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ABSTRACT 
,, .. ,
I 
This thesis analyses the ~equential production 
process. It reviews and comments on the ,vork that 
has been done in this area, and answers sev~ral 
important questions: 
(i) How many stages should there be in a 
line? 
(ii) How large a capacity should be provided 
for each bunker? 
(iii) Where should these bunkers or pulsating 
stores for in-process material be located? 
(iv) Does the savings in handling time and 
reduced idle delay for shorter sequential 
lines make it more advantageous to have 
several short lines rather than a single 
long line? 
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I. STATEMENT OF THE PROBLat 
·one of the most critical jobs of the industrial ( 
' 
e~gineer is the desi~n of production line systems. 
However, this is seldom done in a professional 
manner. Experience with similar lines, along with 
trial and error methods have permitted the industrial 
engineer to design fairly efficient lines. Yet, this 
is not good enough. With the development of truly 
automatic production control systems, it will be 
necessary to have a more complete understanding 
of the interactions 0£ individual machines and of 
the integrated system. 
Three major problems in the design and operation 
of production lines are concerned with (a) the 
number of stages in the line, (b) the location of 
bunkers or pulsating stores for in-process ~aterial, 
and (c) the size of these pulsating stores. The 
published works in this area have made many restrict-
ive assumptions, and have thus limited their appli-
cability. 
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These shortcomings fall basically into four 
areas: 
( i) The model is only applicable for complete-
ly balanced production lines. By this I mean that 
all cycle times must be exactly identical in the 
deterministic case, or else have the same means 
in the stochastic case. 
(ii) The model is only applicable for a very 
small number of stages. 
{iii) The model is only applicable for certain 
specific probability distributions. 
(iv) The model does not accurately define the 
real-world production line. 
The 1nodel I suggest overcomes the above mentioned 
shortcomings, and suggests a technique for evaluating 
the optimum production line length. 
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D.EFINITIONS AND INTRODUCTION ·-, 
Production lines are continuous manufacturing 
and/or assembly operations. Each line consists of tech-
nological stages or units which process the raw or 
partly finished material and pass it to succeeding stages 
., 
for further processing. A line may also include storage 
units or bunkers which receive, hold, and trans111it the 
material to succeedir1g stages after an interval. Figures 
1,- 2, 3, and 4 sl1ow ·the basic types of production lines. 
It can be seen, as shown in figure 5, that practically 
any production line is essentially made up of a combina-
tion of the lines shown in these first· four figures. 
A technological stage 1nay be a machine or tool 
(operated automatically or by hand) or a group of these 
which works on the product or an assembly operation. 
It may be a process (sucl1 as etching or soldering) which 
the product undergoes, or it may merely be the trans-
porting of a product between two stages. 
The rate of a production line is the speed at which 
parts come off the end of the line. This rate can be 
in either parts per time unit or time units per part. 
This rate is governe~ by several factors, the most _,_,--- -
important being the· w~k- cycle times of the various 
4. 
.. 
l ) 
J 
1 
l 
I 
-· . ·,. ......... -:"".'"'·, ,,_'":.'. .'_' '~.- ',. ,. ·-~ - ,,,. ~ • 1 ~ .,•'!:~! ·~, ~, ~- . ."" - ' 
.I 
····-.. ··. 
---·--·--
.;_:.-. ;·: 
,\ 
I 
! .. ~ 
Figure l 
Rigidly Connected .2!: Block Line 
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Bunkers Alternating with Technical Stages 
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Bunkers Spaced Irregularly Throughout the Line 
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Simplified Diagram 21 the Type of Production L-ine Encountered in the Automobile Industry 
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technologicai. stages,, The cycle time for any one stage 
includes the time required to receive, position, work 
8 • 
on, and eject the product, and transport it to a bunker 
or to the next stage. The cycle time of a stage can be 
fixed or it may vary according to the prope1eties of tl1e 
particular work in process or the personal idiosyncrasies 
of the individual operator. The distribution of cycle 
times which has been found to hold for a wide range of 
engineering stages is given in figure 6. This is 
approximately a normal distribution. 
The down times of a production line are taken to 
include both scheduled and unscheduled stoppages. 
Scheduled stoppages might include maintenance checks, 
routine greasings, replacing worn tools, replenishing 
raw materials, etc. Unscheduled stoppages are repairs 
needed when random breakdowns occur. The down time of 
a stage is also characterized by a distribution, and it 
has been found by Vladziyevsky, Palm, and Finch (12) that 
this is often of ti1e exI:conential form • ... 
Although down times are taken into consideration 
in some of the models, the author feels that this is not 
really necessary. The reason for this conclusion is 
based on the fact that down time is suclJ.. a small percent 
Fig\lre 6 
Frequency Distribution .21, Working Cycle Times for a Particular Stage 
.L. 
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of the total up time of any production line. Routine 
maintenance is usually taken care of either at the end 
of each shift or else luring a shift when the line is 
idle. I11 ~dditio11 to the scheduling of planned mainten-
ance, it is often also possible to plan around random 
events. For example, even though the amount of ,vear on 
a bearing over time might be a random variable, the fact 
that something is not working well is quite obvious 
much before we have catastrophic failure. Therefore, 
random events can be noticed, and frequently repaired 
before they cause down time in the system. 
Besides delays that might rarely be caused by 
catastrophic failure in our production line, there 
are two other type delays that must be defined. The 
first of these is a blocked delay. This is caused when 
a technological stage can not get rid of a part on which 
it has completed work because its bunker is full. This 
stage is delayed until its bunker has a vacancy. In 
thP- limiting case of zero bunker capacity a vacancy is 
formed when a stage's succeeding stage is free to start 
work on a preceding stage's part. The second of these 
will be called an idle delay. An idle delay results 
when a stage finishea work on its part, but can not 
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start work oh another·part because another part is not 
available. The amount of this delay at any point in time 
is the increment of tirne froro when a succeedi11g stage 
finishes work on its part until a preceding stage can 
make a part available to this succeeding stage. 
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III. MAffHEMATICAL MODELS 
A. Hunt's Queuing Model (10) 
Hunt uses a waiting line or queuing approach in 
considering four particular cases of service stages 
in series, where any, or all, of the stages may be 
in operation simultaneously. The four cases invest-
igated by Hunt are: 
Case 1: Infinite queues are allowed in front 
of each service facility. 
\ 
Case 2: No queues are allowed, with the exception 
1 
1 that the first stage may have an infinite 
· .. -.-1 
I 
.··.1 
1 queue :I • 
:j 
Case 3:. Finite queues are allowed in front of 
each stage, with the exception that the 
first stage may have an infinite queue. 
Case 4: No queues and no vacant facilities are 
: allowed, with the exception that the first 
t 
,:; 
? stage may have an infinite queue, the line 
t-.: 
't,;, 
' moves all at once, as a unit. This case 
i may be called the "unpaced belt production f~~l ;'// 
~·. -
,,_, . ·,,-..... -., "-.--.·-- .. _,,,.. _,. 
l 
I 
l 
I 
-----,--~~~·,\··~·: --~-~----------~--......----------------.... 
1.3 • 
• 
;._ I 
The following assumptions are made in the above 
cases: 
(i) We have Poisson arrivals and~ exponential 
• times. service 
(ii) 'l'he arrival rate must be less than or equal 
to the effective • rate. service 
In a sequenced system blocking will result • 1n an 
effective service rate for the first stage tha.t • lower 1S 
than the actual service rate of the stage. Therefore, 
the effective service rate can be defined as: 
Effective service rate =' l T t t 
where: 
~= 
3i = 
time first stage is not blocked 
service rate 
' 
For purposes of comparison Hunt utilizes two measures 
of effectiveness: 
(i) The mean number of units in the system. 
(ii) Utilization (as a measure of the effects of 
internal storage space) which equals the 
ratio of the mean arrival rate to the mean 
service rate. 
.~.· 
,· 
'~ 
•._:.:.:.·. 
At any instant the system will be in a definite 
state tl1at can be s1Jecified co1n11letely by the 11umber 
14. 
in the system and disposition, i. e., a certain number 
in each queue and zero or one unit in each stage, either 
undergoing service or with service completed. The 
probability of being in one of these states is what 
one is interested in. In general, solutions can be found 
in which these state probabilities are constant in time. 
Case!• Infinite Queues Allowed: 
The steady state solution for one stage is 
(1) p = (1-~)Qn1 
It\ 
where: P. = the probability of having Ill\ units in 
'" 
the system. 
~ = utilization factor. ( P= ~~ , where " 
is the mean ,,arrival rate and~ 
the mean service rate.) 
The derivation of equation (1) is given in 
Appendix I. 
• l.S 
For poisson arrivals and exponential service, the 
efflux from one stage is also poisson distributed, with 
the same rate as the arrival rate if-'f :> ~ • 
In order to extend our analysis to seYeral stages 
it is necessary to use a·,;slightJJy different notation. 
,·..,._(I····•_-. ..--,.· -- s--,· .,,, ·;,•···~,· . 
'· 
'• ;'.,:,,. 
Let Pn~)= steady state probability 
where 
/. 
n = the total number of units in the system, 
in all queues and all stages. 
N = the number of stages. 
In general, Pn(N) is given by the sum of all the 
products containing N factors of P. for ,vhich f i =Ar\. 
' For example, for two stages 
(2) r"' c l.) = • ::: t\ £ P. f..,_; 
• J 
':.o 
Substituting from (1) we get 
" 4.: 1"11 
'P,., (~)= ( (1-~) ~;. (1- ~) ~"'.;. 
i~o 
, :: lo fM (•-0~: (rJ+-i)et9'1 (1-f)1 
.. : and for three stages 
The mean number of units in a single stage system 
is L which equals: 
(4) 
1.s .•.. 
':':'!': 
,... 
--~---..... -,., .. , ... , ..... ,., ... -...•. , ,. ,,.,,, 
'11•' 
Th'e sum of an infinite geometric progression with~-
the ratio less than unity • l.S: 
where: 
a 
8 
= 1 - r 
a= the first term 
r = the ratio 
Therefore, (4) becomes: 
<5> L=- f 
,-P 
for the single stage. 
In the case where we have several stages, 
( 6) L:: £:. "''P,n (N) :: 
-ff=Q 
NP 
1-P 
The only limitation for a steady-state solution 
for case 1 is that the mean arrival rate be less than 
the mean service rate. Therefore, p = 1. 
max • 
.,,,._. 
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., 
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Case 2. fi!!. Queu~~ Allowed 
, 
' ; : ~ t .... ' ' • .. ' 
... • ·;. • • ,I ; ' ''' ' ' • • ' ', 
, 
• 
Before one can completely specify. the sequential 
system, one must say what happens to a unit after it 
has completed service by the nth station in the line • 
1.7·_: •. 
If the (n + 1) st stage has already finished its previous 
unit, it is free and can take the next unit as it emerges 
th from then stage. But if the (n + l) st stage is 
not free, 
(i) 
(ii) 
the emerging unit could 
emerge from the nth stage and wait • 1.n a 
queue till the (n + 1) st is free, 
-t .. th th t t· say 1n en s a 1.on, blocking it from 
taking on another unit, even though it is 
idle and another unit may be waiting in the 
(n - 1) -st stage, until the (n + 1) st becomes 
free to take the waiting unit, thus unblocking 
the nth stage, 
or,(iii) wait until all stages complete service on 
.the units in them, when all units move at 
once, each into the next stage, the one in 
the last stage leaving the line and one 
from the queue moving into the first stage 
(if there is no unit in the queue-, all units 
wait until another unit arrives, when they 
all move). 
:...:: ... ,..;.. 
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The analysis of situation (iii) will be considered 
in case 4. In all of the situations discusseu above 
it has been assumed that the stages have identical 
exponential service time distributions with the same 
mean rate 4 . 
As a simple example of how the behavior of these 
systems can be worked out, a two-stage service line 
will be assumed. 
The particular state of the system is specified 
by specifying tt1e states of the two stages. 'fhe 
second stage can either be empty (0) or full (1), 
whereas the first stage can be empty (0) or full 
and working (1) or blocked (b) because it has finished 
its service, but the second stage is still occupied. 
The probability functions can be labeled with two 
subscripts, the first for the state of the first 
stage, the second for that of the second. State' 11 
can go to state bl or 10 by completion of service of 
either first or second stage; state bl can go to state 
01 by completion of service of stage 2 (as soon as the 
unit in stage .2 is ejected, the unit blocking stage one 
enters stage 2, and since there is no queue allowed 
-~· 
18 . 
-···~. _.,.,,., ,. .·, ' · .. '-·. ;... .. ~, .. , : . · .. ~··· 
'·)' . 
,, . 
. ~~· -· 
.- .. ·····-·· ..... ~ --~~--· ~. '··-· ~,., ' ~··· ~-
, .. 
' 
.. ... ~ --·-~ .. ~~~.--· . 
ahead of stage l in this example, stage one remains 
I 
e~ty until a new arfival comes along), and so on. 
As in case 1, these states can be expressed 
as equations.( 
Event I: {P00 J 
Event II: {one unit in stage 2 at time t, one 
service in time ( t + A t~ + \no.units 
in stage one or two at time t, no 
arrivals in time ( t + 6 t >} 
Equating events I and II, we get: 
... ~ (f 0,) (-4t At)+ 0,t») (I-A A-t-) 
p • :. f 01 "'i 6t 't 'Poo - 'P•o ,\ At 
substracting P00 from both sides and dividing 
by At gives the 8fuation for steady state. 
(7), '-'1 l>o, - ~ t> ec> :: 0 
~ : I 
... _; 
~-., -
.,, 
··1·9 
' : __ .. 
i i . 
I 
- "'1 
:2,0: • 
.... , 
,.'.I. 
Event 
Event II: (one unit in stage land O units in stage 
2 at time t, l service in time (t +A t)j 
+ l blocked unit in stage land l unit 
being serviced at time t, one service in 
time (t + /:i t}j + 0 units in stage 1 
and l unit in stage 2 at time t, 0 arrivals 
and O services in time (t + At1 
Equating events I and II gives: 
1)01 : 1>10 {~4t) + ~1,, {-t.tAt );.1)0 , (t-,\4t){(-"t4t) 
1)0 ,: P,o"(4t +'Pa,,4'At +'Pc,, -tb,>fAt-~,lbt 
+~,.t(~Afa 
• assuming results in 
subtracting P01 from both sides and dividing 
through by ~t gives the equation for steady 
state. 
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21. 
Event I: ( P1~ . ' 
Event II: O units in stages 1 and 2 at time t, 
1 arrival in time ( t + A tj + l unit in 
stage land O units in stage 2 at time 
t, 0 services in time ( t + At~+ 
( l unit in stage 1 and stage a at time 
t, 1 service in time (t +b,.t)j 
Equating events I and II we get 
1) : 1'00 (-X6f) + ~o (1-r-(tll.:) + f, 1 { .lf Af) r,o 
Subtracting P10 from both sides of the equation 
and dividing through by .t gives 
'~ •· 
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Event I: {Pbl} 
Event II: r unit in stage 1 and 2 at time t, 1 
service in time (t +At)}+( 1 completed 
unit in stage 1 and 1 unit undergoing 
service at time t, 0 services completed 
in time (t +t.t)j 
Equating events I and II 
'P.a., -::. ~.. ( L{ At) + f>i I ( I-,"( A ,t) 
\, = 4 b:X 'P,, + '\'~, - A-'f t,1:"'i)l., 
Subtracting Pbl from both sides of the equation 
· and dividing through by bt results in 
f 
....... 
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Event I: P 11 f. 
Event II: f O uni ts in stage 1 and 1 unit in 
stage 2 at time t, l arrival dur-
. ing the time (t +A t)J +fl unit 
in stage land l unit in stage 2 
at time t, 0 services in the 
time (t +At){ 
Equating events I and II 
'P., =-'Po, (?\At) + "P11 (1-J-'f'A;t) 
'P., :; A A.t"'Po, + 'Pi, - ~A.f ll:t-~, 
Subtracting_. P11 -from both sides and dividing 
through by t\ t gives 
The equations for all the possible states that 
might occur in the two stage problem have now been 
. 
derived. If one defines ~:.. (}) and changes equations 
(7) - (11) so as to replace/' or"'{ with~ , these 
equations can be rewritten as follows: 
.-
. . . .. -~ 
-.~ .. 
----· ' 
., 
,~ . 
-·--····---· -~- ..... , . ·-·· 
?o,Jr • 'Poo I .. .... ... 
'?.o +- 'P.,, ~. -.. ~ ... ... J) .... 01 
. . 
r +- ~ 
iii -'P. - e?oo + 'P.. -10 
iv-. 'K 
- 'P. I b, ... 
(12) 
" - 1' ~ 't" -I I ..... a.. o• 
- -~ .. 
By summing up these probabilities and setting 
them equal to 1, and then solving for these five 
steady-state probabilities in terms of f' , one gets 
the following equations: 
to: a '3,,... +- Y.r +1 
?o I :: at' 
'3~,a + Li-t' +a 
(13) fl, 0 
-
('?.+~~) 
-
'3~,. + 4-f + a 
'P. ? e~ 
--"· ~ ,, ..... 3f~ + '1-f> r a 
The derivation of these equations is .given in 
Appendix II. 
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It can be noted that the mean number of units in 
the system is 
For the case when f = 1, it can be seen that L = 1. 
For the case when p )) 1, one must make a division 
and then throw away in•ignificant terms. 
Therefore, when /J) ,1, L = 5/3. - 8/9.p . 
' 
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For tl1e case o.( P<<. l , one must make a similar 
division to that shown above, and again discard the 
insignificant terms. However, since terms with lesser 
or zero vuwers of/' are more important, the denominator 
and numerator before division will be rewritten. 
o + a . - fa.. f>a 
~-... .ie+Ji o + '+ f . + s-pa 
..,. r +- ca ~ a + bf 3 
- 3~a: - G~3 
- :,e '2 - 6 e3 - 'Yap'+ 
, 9/aP~ 
Therefore, when p (. <..l , L = 2 p - 3/2 p 2 
Summarizing, one gets: 
ae- lea (P<<.1) 
(14) L ----> I - <~ = •) % - ff (P>;>1) 
The mean number of busy service stations is 
(15). $:: 1;, .._?,0 + 1? +"" ~ -I IQ1 ~ II ~ 
> 
. ..,;:. . 
'at'-drace~~·) 
11,(r= D 
¥/,:, - ~ p (f )> ,J 
.. 
-~·,_ 
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Because of the "blocking effect,'' occuring when 
station 1 is finished but can riot take on another unit 
since station 2 is not ready to accept tl1e readied unit, 
this sequential facility can not be as efficient as a 
single-station line. Even when /J ~ oo and the 
facility can pick up an arriving unit nearly any time 
it can take one, each unit is busy only two thirds of 
the time@~ '3-: ~){2/3)] • Because of blocking, the 
maximum utilization possible is 2/3. 
It is possible to derive state equations, in a 
similar manner as that shown above, for the case in 
which there are greater than two stages. From these 
state equations, it is then possible to find the mean 
number of units in the system, and the mean number of 
busy service stations. From the mean number of busy 
service stations, it is then possible to find the 
maximum utilization that is possible from our system. 
The ease where one has different servicing rates for the 
stages can also be solved in a similar manner. 
Bunt gives the maximum utilization for a iwo-stage 
different servicing rate system as: 
(16) Maximum Utilization= 
.. 
~-. 
--~· ~-,··
000
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Case ~. Finite Queues Allowed 
A two-stage system will again be assumed. The 
decrease in useful time caused by bl~cking ~an be 
reduced by allowing a queue in·front of the second 
station. For example, if one allows a queue of length 
1 before the second stage, but none before the first, 
the allowed states are (00, 01, 02, 10, 11, 12, b2), 
where the 2 in the second place indicates that stage 2 
is busy and its queue is also full (blocking can occur 
only· when the queue for stage 2 is filled). 
If one repeats the derivation shown in case 2, 
one would come up with the rollowing steady-state 
equations. 
(17) 
i. : 
., 
,~ + 4) 
't f" +- it+ Cf f + 4 
( E,)~ "t" 4,p) 
4 {5 + 1fa t- 'lt' .. Lf 
~ e'il. 
Y.e3 .... ie'" -r'lf + 4 
e1 + '3fa + 4-e 
:{ 
'--·--" oc,-,._,,., ___ ,, __ " ,,. . .__,_, ~.·- •-""""-"'''"--·-•, 9'•"-"'••-·-· ... ...:.. ..... : ....... ~•• 
... 
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In this case the mean number of units in the 
-'l'·<.,:.· 
system, L, and the mean number of stations busy, B, 
equal: 
c1s> L = ('li'\.,-;i v ... ~ '8 p) 
.... ,i + Y>(>a.-+,jt ... 't 
?of (t'~<. ,) 
a"4$' ( r :: ,) 
°1/a.J ( p >)I) 
(bp3 +,op?.t 1p) 
4f 3 t- ,a. +-~r-'t > 
ae(t'~<-,) 
1r.'%.s- (': '1 
~/a (~>>•) 
In this case, it can be seen, that the maximum 
utilization of the stages is 3/4. In those cases, 
where blocking can occur, it can be seen that the 
fluctuations in arrival and service times actually 
prevent the full utilization of the service facility. 
No matter \vhat value of.A.f is chosen, tt1e fraction of 
time busy can not be increased above the maximum 
value (in these examples 2/3 or 3/4) fix~d by the 
setup. 
"· 
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Case!• The Unpaced Belt Production Line 
The unpaced belt production line is one that 
mo.ves all at once. Ti'1is line must \vait for all 
stages to finish their parts before it can be 
indexed, and work on another part begun. 
If a variable¥N is defined9s the mean through-
put time for an N stage line, and another variable 
~, the mean service rate in parts per time unit 
for our line, then our maximum utilization could be 
defined as: 
(19) mean output rate of line 
mean service rate -
' J9"' -_,......_____ -
Ai 
Let RH( t) be the probability tl1at service in all 
N stages has been completed in a time t after the line 
moves. Then, 
f:c, 
(20) t~~(t) dt 
" . 
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One must now· find an expression for RN(t). 
For two stages, R2(t) is equal to the probability that 
service is completed in the first stage in a time be-
tween t and (t + dt), multiplied by the probability 
that service in the second stage is completed in a 
time less than t, plus a similar quantity for the 
second stage. Thus, the mean throughput time for 
two stages with equal service rates • 1s: 
Integrating 
0 0 
... ,At t M. _µ,.t 
- e -
_. I e -1 -
-"( -
0 
.. ,-4~ . 
- ~e +I ... 
Multiplying this by the first term gives 
'-
(
J_ • .&A 1 - '1..c.& t) I~ 
~J.fe --~.Me ~ 
0 
d) ~ ~ t,ue-"'tctt ... \ *,4 e-"lu~ 
0 . 0 
-
-
-Alt oP 
:: "( ! (-Mt-\) 
0 
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If the second term 
!a =- 3 3 + 
L.f ~ L.JA-{ 
-A1 
-- ).,( --Lf)1 . 
I 
-o--o +--
'+ "'at. 
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• now added: l.S 
' 
3 
--
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-
~J1 If"( 
Putting this into equation (19) gives the 
~-'I" 
maximum utilization for the two stage u.npaced belt 
production line. 
(21) Maximum Utilization= -s_' 
a~ 
I 
---
- 3..t< 
~ii 
... a; 
-- /3 
Hunt gives the mean throughput time for N stages 
',-
as: 
(22) 
0 
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Below is a_ table Hunt has calculated for the 
maximum utilization possible in different cases. 
the notation q = 1, 2, etc. means the bunker capacity 
between stages. 
Case 
-
1 
2 
q - t -
2 
3 
8 
17 
Calculated Values of Maximum Utilization 
Number of Stages 
1 2 3 4 
1.0 1.0 1.0 1.0 
1.0 0~6667 0.5641 0.5115 
1.0 0.75 0.6705 
1.0 o.so ! 
1.0 0.8333 
1.0 0.90 
1.0 o.95 
4 1.0 o.6667 0.5455 o.48 
c-,• 
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~~-,-B-. The .Richman and Elmaghraby Queuing Approximation (16) 
Richman and Elmaghraby approximate the mean storage 
that will be required between any two stages by using 
the expected number of parts formula derived from the 
single stage queuing model. The arrival rate is the 
output of the inverse of the mean cycle time of the 
succeeding stage. 
In his analysis, the author is only concerned 
with straight-line production. If this is the case, 
it is known that the output of stage 2 is conditional 
on the output of stage 1. 
Given: 
P (x2 \x1 ) = the probability of producing 
x2 units in stage 2, having 
produced x1 units in stage 1. 
P (x1 , x 2 ) = the probability of producing 
x 1 units in stage 1, and x 2 
I 
units in stage 2. 
P (x1) = the probability of producing x 1 
units in stage 1. 
By the definition of conditional probability, 
it is knownih"t 
,. 
·;_. 
34. 
.,. 
(.23) = P (xl, x2) 
P (xl) • 
Multiplying both sides of ~quation (23) by P (x1), 
one gets: 
(24) P (x1 ) P (x2 1x1 ) = P (x1 , x2 ) 
But since, by definition, the only form of 
dependence of stage 2 on stage l is, the fact that 
it can not produce more than stage l. It can be 
deduced that 
(25) P (x2 1x1 ) = P (x2 ) for x2 '-x1 
0 for x2 >x1 
Thus, the probability of producing i:1 units in 
I 
stage 1, and x2 units in stage 2 is found by plugging 
(25) into (24). 
(26) P (x1 , x2 ) = P (x1 ) P (x2 ) for x2 $ x1 
0 for x2 > x1 
For any va:lue of x2 , the output of stage 2, one 
sums both sides over all possible values of x1 , and 
gets 
(27) 
. .,:: 
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since the sum of any probability distribution over all 
its values must be equal to 1. 
Knowing the probability of the output of stage 2, 
it is then possible to move on to stage 3, and so on, 
to calculate the probability of output after eyery 
operation of phase. 
Because any succeeding stage can only process less 
than or the same as the preceding operation, it is 
obviQus- that the longer the line, or the more stages 
one has each ,vorking at tl1e same rate, the less \Yill. 
be. the production per man~houro It could also be de-
duced that the needed storage capacity near the end 
of the line will be less than near the front of the 
line. 
If the inverse of the stage mean cycle time is 
taken as a constant ,..A1 (service rate), and if~ 
(arrival rate) is taken as the mean output from the 
previous stage, it is possible to use a single-stage 
queuing formula to calculate the expected number of 
parts in each single-stage system. This assumes that 
arrivals to the system are poisson distributed • 
·36. 
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If 
in each 
one lets f' = ~' 
singlre-stage system 
L - P/ 
- /", .. , 
', ;,[ 
the mean number of units 
is L, where 
. ;, ·: ~--~.·-~ -~ 
This formula has previously been derived. 
The variance from the mean number of units in.the 
single-stage system is given by s2 , where 
S2 
-
'° ~-,.o)i 
The derivation of this formula • • • 1S g1ven in 
Appendix III. 
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c. Vladziyevsky's Loss Transfer Model (12). 
Vladziyevsky assumes that any attempt to cal-
cu~ate the efficiency of a prod·uction system must 
38 •. 
take into account tl1e three parameters which govern 
the rate of output: the two basic time distributions, 
cycle time, l , and setting time, t•, and the distri-
bution of stoppages. The setting or down time, t', 
is the probability that a setting which began at time 
0 will be completed between t' and t' + dt'. This 
has been shown by tl1e author to be exponentially 
distributed, and thus can be expressed by the equa-
tion: 
The time between successive down times is also 
exponentially distributed, and will be denoted by 
t. 
The output interval (time between successive 
units of output) for the ith stage is 
( 28 ) (xc.) L :: 5 .C: + ;tL 
and this has associated with it a distribution 
f uncti· on f(x ) Ci• 
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The mean output interval of a sectional line must 
....... 
be greater than the maximum of the processing· cycles 
for the stages,. thus 
The efficiency of the line can then be defined as 
(30) "1 :. 
The piece productivity of the line, Q, is 
given by 
(31) Q • 
-
where+ is the time available ~or using the line. 
39. 
~ The piece productivity of a line over any time 
increment is an important factor in the design of any 
production line system. However, Vladziyevsky makes 
several assumptions in the determination of (Q) which 
limit the applicability of his approach ~o this problem. 
These assumptions will be discusses in section (IV). 
. ;:; 
The optimum number of stages into which a line 
should Qe di.vided is another problem investigated 
by the author. 
The solution to this problem requires the 
introduction of a parameter, the specific number 
of work cycles which are lost, per completed cycle, 
through down time during setting, indicated by B 
with proper _subscripts. B is then the ratio of 
the setting time to the cycle time, so that 
(32) ' 
For the production line in which one has 
zero storage between stages, and the line is 
broken into m stages, the total loss is given by 
r1 
(33) '?,0 : ~ ~\: 
,_, th 
where Bi is the loss per cycle of the i stage, 
and should be independent of the manner in which 
the stages are ordered. 
If~ is the portion of the loss in the preced-
" 
• 
ing section which i.s added to the loss of the succeed-
ing section (the loss transfer coefficient), then 
for a line divided into two sections, 
... 
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where Bis the total loss of a sectional line. 
Extending.the concept tom sections gives 
(35) B - B ~ B <.2B C'm-lB 
- m + d m-1 + d m-2 + ••·• +• 1 
If one supposes that the line is divided into 
stages with equal amounts of setting time, and that 
the loss in setting an individual stage is 
(36) Bo 8. = = constant l. m 
.. 
where a0 is the loss per cycle in setting a line with 
-zero bunker capacity. The total loss is 
Bo 
+' + ,2 + m - 1) (37) ( 1 B - - ••• + i - m 
Bo }11 
-
-m 
where 1 is the sum of a geometric progression. 
If i, is small, 4'm Z O and 'f = f -4' •. 
..... -
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Multiplying 1 b 1 +fl · 1 + but when ~ y r-:;g gives 1 _ , • 
is small,~ 2 Z O; therefore, 't z 1 +i when~ is 
small. 
The setting losses in the·bunkers themselves have 
so far been omitted. If each of the (m - 1) storage 
. . 
units, assuming storage between each stag~, has a 
setting loss of Bb' then when Bb ~ 0 
(38) 11 B = Bo iii + (m - 1) Bb 
Since Bis the specific work of setting a line 
per minute of operation (or the specific number of 
cycles lost per cycle of operation), the total time 
of use of a line per minute of effective work is, 
(39} + = 1 + B = 1 +Bo!+ (m - 1) Bb 
and the efficiency is given by 
(40) 
To determine the most advantageous division of 
the line, the cost of the product, 9, is written as 
(41) 9 = (E)(xc)mean + I 
, 
,.. . 
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where Eis the cost per machine-minute of a sectional 
line, and I is the unit tool cost per article. 
E can be written as 
(42) E = Eo + Eb (m - 1) 
43. 
~here E0 is the cost per machine-minute of a line with 
zero bunker capacity, and Eb is ~he cost per machine-minute 
of a bunker. The optimum (minimum cost)_ value of m 
is obtained by combining (41) and (42), differentiating 
with respect tom, and equating the derivative to zero. 
With l'= 1 +S, the optimum value of • • m l.S given 
by m9 where l30 ~ ( 'V-1) 
~ (43) I -t- 'Si. ('V -a) m9 -
-
~11 E. 
T ::. Fi, where 
·The solution 
dix IV. 
to this equation is given in Appen-
If maximization of output is used as the optimiz-
ing criterion form, one takes the derivative of '1 
with respect tom and sets it equal to zero. 
with"t = 1 +j 
(44) (I+ 6) 
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-If the constants in (43) and (44) are evaluated, 
it will be shown that m9 is always greater than mQ. 
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D. Bellman's Recurrence Equations for the Sequential· Assembly Line Process (a) 
Dynamic programming is an optimization technique 
whereby a multi-variable single-stage _problem is 
changed into a multi-stage single-variable problem 
prior to optimization. Where the multi~variable 
problem might be very difficult to solve, frequently, 
the single-variable problem is quite easy to solve. 
Production lines are clearly multi-stage systems, 
and seem to beg the dynamic programming, or recursive 
optimization, method of attack. However, up to this 
time the dynamic programming approach has not been 
used to answer the in1portant production line questions: 
(i) What are the optimum nun1ber of stages to 
put in a line? 
(ii) What is the optimum capacity for our 
interstage bunkers? 
, 
Part of the problem in the use of the dynamic 
programn1ing ap11roach is the development of recurrence 
relations to relate the different stages. The devel-
op~ent of these relations is given below. 
.\: 
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1. The Two-Stage A_ssembly Line 
C 
Let •·s assume that we have two machines M1 and 
M2 performing different functions, and a number of 
items, N, which require processing in these machines. 
Let 
(45) the time required by the . th item x. - 1 on 
-1 
the first machine. 
y~ 
- the time required by the ith item on 1 
the second machine. 
This two-stage system is shown schematically 
below. 
o no 
Items 
M. 
1 
. 
' 
\ 
..._ __ _.,4') 
. - _,-.....-,- .. -
The problem is to determine the total delay in-
curred in the processing of the N items, in the 
deterministic case, and the distribution of the delay 
times if the process is stochastic. 
In order to develop the recurrence relations, we 
must define two more quantities. 
'ii I 
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(46) (i) ~ = the delay incurred b·y the kth item 
(47) 
some 
(48) 
waiting on the second machine. 
(ii) rk = the time of arrival of the kth item 
at the waiting line for the second 
machine. 
The basic recurrence relations then become: 
(i) dn+l - max. [ dn + Y n - xn+ 1 ' O] -
(ii) rn+l - rn + xn+l 
2. The Three-Stage Assembly Line 
For the three-stage process we have to define 
additional variables. 
the time required by the . th item on M1 x. - 1 -1 
the time required by the .th item on M2 y. - l. 1 
z. the time required by the .th item on M3 = 1 . l. 
The line is shown schematically below. 
Items 
47. 
' ., . 
.'·. 
.....----,------...--.....--~~ ...... IIIIIIIIIJIIII ..... _______ ......................... - .... _______ _ 
., < 
. ...... 
'· 
In addition to (25), let: 
(49) d. the delay incurred by the .th item wait-- 1 -1 
(50) 
• on the second machine • 1ng 
£l i the delay incurred by the .th item wait-- 1 
ing on the third machine. 
r. = the time of arrival of the ith item at 1 
the waiting line for the second machine • 
. Si = the time of arrival of the i th i tern at 
the waiting line for the third machine. 
The recurrence relations then become: 
(i) rk 
K 
= ~~.t f:, 
(ii) sk = rK + JK +yt( 
(iii) dk 
= Mo."· [r"·• + J,M + YK-1 - r", O] 
(iv) ~k = IV}a,)'• [S.c-, + ~"-• +!K-, -sK,o] 
Equations (27iii) and (27iv) can be simplified 
by the substitution of (27i) and (a7ii). 
.. 
11"•• t(•I 
~-".t. ~di(., + tl(-1 - ~"' - x\( o 
~-, ..t .. , , (50iiia) 
[ J~-1 + >'9'-1 - XK ) 0 J 
A I(=. Mo.x. [ "I(-, + d~-• +111-1 + o +· ~ -" 
9' I( •I 1(-1 'tc-1 
(50iva) 
. - "I( -J'< - Yi< 0] 
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3. The N-Stage Assembly Line 
For the N-stage assembly line it is necessary 
· to generalize the notation. Let 
(i) 
( ii) 
(iii) 
x.(k) = the time required by the ith 1 
item on Mk, k = 1, 2, • • •' N 
. l 2 
1 = ' ' •. • ' m 
di(k) the delay incurred hv the .th - 1 
·-v 
item waiting on the kth h. mac 1ne • 
ri(k) the time of arrival of the . th - 1 
item at tt1e waiting line for the 
kth h. mac 1ne. 
49. 
A schematic of this assembly line is given below: 
Items 
on,-, >z 
••• 
u 
-~ 
The basic recurrence relations for the N-stage 
system then become: 
(52) (i) ri(k) = ri(k - 1) + di(k - 1) + xi(k - 1) 
(ii) di(k) = max. (ri_1(k) + di_1(k) + xi_1(k) 
- ri(k), o] 
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E. Stochastic Recurrence Relations for an N-Stage Sequential Line (1) 
Bellman's recurrence_ relations for the delay 
of any specific part waiting on any specific machine 
have previously been shown. However, in order to 
be more general, the stochastic relation will now 
be developed. 
Using X to indicate the independent·production 
rate of any operation, and D the delay time spent 
by that operation waiting for an item u~on which 
to work, for a queue of length n operations, the 
total time taken by operation n to make item i is 
given by: 
(53) T .=X .+D. n,1 n,1 n,1 
However, 
( 54) D . = T l . - X · l n,1 n- ,1 n,1-
A delay occurs if, and only if, the storage 
between operations n and n - l is empty. Thus, 
( 55) D . = r,. l . - X . 1 P( E
0
i_1 ) n,1 ~n- 1 1 n,1-Jt' 
where the probability term is interpreted to mean 
the probability that the last storage (n 1) • 
-
l.S 
empty at time • the time when operation • 1, n 1S 
• 
• 
.s::<l. 
ready to begin work on item 1. Continuing lll the same 
-~. 
-~- -- .,,.,, I 
! 
I 
I 
! 
L 
'.• 
., 
i,'· . 
. ;/. 
. ' 
-:-::l 
'i 
-~- ·"' ---,·----· . .,... ... " ~--·--~·- ........... -- .. -... , ..... __ ,._, __ -· --- . 
·-
manner as in equations (53) through (55), 
( 56)T . :: X . + 4'\ • r1-,, A, ,,, _,, ,A,, -.LI,.., •• , A-
Substituting th.is equation into equation ( 54), 
one gets 
Substituting (51) in (5,) gives us, 
Repeating this substitution for all n operations 
in the queue, 
• 
( 60)1:l ·= ~,A, 1',.._i, , i. 'P {t~~L.) 
L~I 
-
-1' ,-1, 4-, 'f> (E ~-,) 
• 
The mean total time, the mean output time of the 
sequence of operations is 
.. . 
(61),: + 
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As an example, equation (59), for a two sta:ge 
queue reduces to 
(62) 'Da .i -:: 
J 
The nature of the interdependence between the 
storage state probabilities and the independent pro-
duction rates of the operations in the queue can now 
be determined. Using a two stage sequence for simpli-
city, and continuing from equation (6~), 
(63} ?(E/)~? ("'a,~-,<. x,J~)'P{E,.:-•) 
1' {E/) ::.1' (x ~J,_, < x, .i.)'P (x .. ~· a·<- .x . )(}/', £i-~\ J · "J " - I JC. -I ,-, ~ I f 
Repeating the multiplication for all i items 
. produced, • 
,c. - I 
< 64) 'P(E/) = 
V=• 
Substituting equation (6f) in (6~), 
(65) Dai: 
J 
In a similar manner, the probability that a 
storage is full can be derived. Since an operation 
may· 'be delayed because it cannot deposit a finished 
item in the following storage when that storage is 
. _.,. 
i 
- ,_ fu_J)., the production rate X, as used in the preceding 
equations must include delays of this nature. Thus, 
the probability that the jth storage is full at time 
i can be shown to equal 
=~(x·. < I t,.1. 
where c is the storage capacity of the jth storage. 
;..:·11 
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! Technique for Answering the Production Lin.e Design 
Questions 
In many cases where a mathematical model does · 
not adequately describe a phenomenon, or where a 
ma.thematical model is not, within reasonable limits, 
soluble, a logical simulation process may be substi-
tuted for the original model. By means of the simula-
tion it is then possible to determine results within 
desired statistical limits. 
It is the author's opinion that simulation is the 
best way to handle the production line design problem. 
However, it must be remembered, that simulation is 
merely a tool. Thus, its eff ectiv.eness depends solely 
upon the user. In other words, it is necessary for the 
simulation to accurately describe the situation,, and 
to be designed in a manner that will give its user the 
most useful information. This is only possible after 
the assumptions, decisions, and situation have been 
clearly and realistically defined. 
Prior to designing a line, the industrial engineer 
must be given the required production capacity which 
will be expected from his line. It is hoped that he 
I: 
-~-
--=· 
' ,, 
-~ 
-:.- ~·-=------
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' ~ 
will try to meet this requirement in the most effi-
cient manner. The balanced line is frequently assumed 
the most efficient way to meet this requirement. 
Nevertheless, although a balanced line might be 
sought, it is very seldom that a perfectly balanced 
line can be obtained in reality. It is also real-
istic to assume that the variances of the stages 
in any specific line will.not necessarily be identi-
cal. Therefore, a realistic simulation should be 
based on: 
(i) A known production capacity. 
(ii) A nearly balanced line. 
(iii) Variances that vary with the production 
line stage. 
After making these assumptions, it is then 
necessary to investigate how it would be possible 
to optimize under the above restraints. This is 
predicated on the controllable and uncontrollable 
factors in the problem. The balancing of the line 
will be assumed to have been done in the best possi-
ble manner, and from this balancing it will be 
assumed that the stages in the line have been deter-
mined. Theref.ore, balancing is considered an 
uncontrollable factor. The cycle times and the 
j 
\• 
' 
~; 
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,r; 
I' 
a' 
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variances of each of the stages will also be con-
sidered uncontrollable. 
A combination of stage cycle time, variance; 
and line balancing determine the dela~ that any 
stage will encounter. However, does the fact that 
delay is influenced by uncontrollable factors mean 
that line delay is completely uncontrollable1 The 
answer to this is no. Delay in a line can be broken 
into two types. The first is caused when a stage 
must remain idle· v.rhile it waits for a previous stage 
to provide it with work. This type of delay is a 
function of stage cycle times and variances, and 
is thus uncontrollable. The second type is caused 
when a stage must hold on to a completed part, and 
sacrifice the opportt1ni ty to start work on another 
part because this stage's bunker was full, and it 
could therefore not get nid of its c~mpleted work. 
This delay could be eliminated if sufficient bunker 
capacity were available. Thus, it is a control-
lable factor. It can be seem from the recursive 
-::--. 
~---.....-- -
relations that were developed in sections (D) and 
(E) that a delay in any single stage has a blocking 
or an idling effect on all other stages in the line, 
and thus upon the ultimate productive capacity of the 
line. It seems that if the cost of eliminating as much 
delay as 
56 • 
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possible were less than the gain that could be 
achieved by this elimination, it would behoove one 
to remove this delay. 
57. 
The above discussion requires that several questions 
be answered. 
(i) How much buffer capacity is needed to get 
rid of this controllable or blocked delay? 
(ii) Might it not be advantageous for one to 
incur small amounts of blocked delay, but 
save on space requirements for the line? 
(iii) Where should buffer capacity be located 
in the line in order to optimize delay? 
(iv) How much capacity should be alloted for the 
various buffers in the line? 
Richman and Elmaghraby, in section III B, have 
shown that as more stages working at the same rate are 
added to a line, the less is the production per man-
hour. This brings to light still anoJher question 
...._ - - . 
that must be answered in production line design. 
(v) Might it not be better to obtain the re-
quired production rate by means of several 
short lines rather than by means of a single 
longer line? 
These are the decisions that must be made when-
ever one designs a production line. The answers to 
•I,-,-~-.,-,---~·...,__•••• ••e,• •-
-·-·-.----·----·--,-....,..,-· ........ . , - '. 
58. 
these questions are obviously going to vary with each 
·· different production line, and the industrial engineer 
needs specific answers to these questions; not merely 
rules of thumb. Freeman (6) has developed several rules 
of thumb. These rules are given below in order to 
give the reader some idea of their limited usefulness. 
1. Avoid extren1e allocations, ti1at is no buf·fer 
capacity between some pairs of stages and 
all between other pairs. Even with large 
disparities between the good and bad stages 
this extreme allocation is poor. 
2. The worse a bad stage is, relative to the 
good stages, the more the buffer capacity 
that should be allocated to it. 
3. More buffer capacity should be allocated 
between a bad and a mediocre stage (or 
two bad stages) than between a bad and 
good stage. The worse_ tl1e two bad stages 
are and the larger the total buffer capacity, 
the poorer are the results of misallocation. 
4. The optimum relative allocation is substan-
tially invariant to changes in the total 
buffer capacity. 
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5. The end of a line is more critical than the 
front. If a bad stage occurs toward the end 
of a line it should be allocated an even 
larger share of the total buffer capacity. 
· The author has devised a simulation approach to .. 
production line design that specifically answers the 
above important questions. In none of the previous 
techniques are these questions specifically ~swered. 
This approach is based on the allocating of 
bunker capacity in a manner that will eliminate 
blocked delay. Blocked delay has been shown to be the 
only remaining controllable factor. After having 
eliminated blocked delay, the bunker capacity will 
be decreased to the point where the value of addition-
al space is equal to the gain obtained from additional 
capacity. 
In this technique, each stage's bunker capacity 
is decreased separately, and its effect on the line 
evaluated. The stage buIL~er capacity reduction that 
has the least detrimental effect on the line is the 
capacity that will be reduced. An illustrative example 
using this technique will be shown after the simalators 
59. 
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upon which the technique is based are described. 
The technique is based upon two simulators: 
(a) a production line simulato~ (PLS) and (b) a 
buffer capacity and idle ti1ne simulator (BCITS). 
60. 
The BCITS determines ti1e steady state bunker capacities 
needed to eliminate blocked delay, and the production 
line rate that will be obtained once the blocked de-
lay in the line has been removed. The PLS determines 
the blocked delay that will be obtained under some 
specific allocation of bunker capacity, and the 
production line rate that will also be obtained under 
_this allocation. ... 'l 
' 
Figures 7 and B, the program flow charts, show 
.. 
the logical sequence and interrogations for the PLS 
and the BCITS respectively. 
The PLS requires the following inputs: 
(i) Mean cycle time for each of the stages. 
(ii) Variance of the cycle time for each of the· 
stages. 
(iii) Buffer capacity for each of tne interstage 
buffers. 
_ (iv) Number of parts to be run through the line. 
This should be large in order that steady 
state will be reached. 
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( v) Number of stages in the particular line 
to be investigated. 
The outputs from the PLS qts: 
(i) Production rate of the line in,minutes 
per part. 
(ii) Blocked delay for eaeh of the stages. 
(iii) Idle delay for each of the sta,g~s. 
The inputs for the BCITS are as follows: 
(i) Mean cycle time for each of the stages. 
(ii) Variance of the cycle time for each of 
the stages. 
\ 
(iii) Number of parts to be run through the line. 
This should be large in order that steady 
state will be reached. 
(iv) Number of stages in the particular line to 
be investigated. 
The outputs from the BCITS are: 
(i) Idle delay of each stage. 
(ii) Bunker capacity of each stage. 
(iii) Production rate in minutes per part. 
In order that one obtains a better understanding 
of the simulators, a paper and pencil simQlation for 
-
65. 
the PLS has been run. Tl1is manual simulation is shown 
in figure 9. The system simulated has two stages and 
• 
\0 
\0 
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an interconnecting bunker. The mean cycle times 
for stages one and two are 15, and the variance 
for both stages is 1.4. This example will be 
terminated after three parts are produced. 
The initial state of the storage space is 
empty, both operations have parts to work on, and 
the maximum storage capacity is one. Stage one 
will always have parts available and stage two will 
never be blocked. 
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1. From a normal random number generator select two 
opera_tion times; 01, 15.04 miB11tes; 02, 16.03 
minutes. 
2. Determine which operation finishes first; 01. 
68. 
3. The storage is empty~ Therefore, the part is put 
into storage and another time generated. The next 
time is 17.31. Operation one will finish this 
part at time 32~35 minutes from starting time. 
4. 02 and 01 are again compared to determine which 
finishes first; 02. 
5. A check is made to see if 02 has a part available. 
Since it does, a cycle time is generated, storage 
is reduced by one, and production is increased 
by 1. 02 is 15.37. 
6. The new cycle time for 02 is now added to the old 
cycle time. Time of completion for 02 is now 31.4 
minutes after starting time. 
7. 02 and 01 are again compared. Since 02 is less 
. it finishes first. However, since storage is empty 
an idle delay for 02 is obtained. This is equal 
to 02's completion time subtracted from Ol's. 
This is equal to 0.95,zy'llinutes. 
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8. Producti.on is again increased by one unit, and 
a new cycle.time generated for 02. 02 is 16.00. 
·9. The new cycle time is added to the old completion 
time and··"tthe idle delay to get a new completion 
time for 02 is 31.40 + .95 + 16.00. This equals 
48.35 minutes. 
10.. Again 01 and 02 completion times are compared. 
01 is less. A check is made on its bunker. The 
bunker is at less than capacity. Therefore, no 
blocked delay occurs, and one can genera·te a new 
cycle time for 01. 01 cycle time is 15.65. 
11. 01 bunker is increased by one unit and a completion 
time is calculated. 
12. Completion time is now 32.35 + 15.65. This equals 
48.00. 
13. Again 01 and 02 completion times are compare,. 
01 is less. A check is made on its bunker. The 
bunker is at capacity, and one gets a blocked delay 
for operation· one. 
14. The blocked delay is equal to completion time 0£ 
02 less completion time of 01. This equals 0.35 
minutes. 
15. The new cycle time for 01 is now generated. 01 
cycle time is 13.38 minutes. 
69. 
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16. The next completion time for 01 is the old completion 
time plus blocked delay plus new cycle time. 
New completion time equals 48.00 + 0.35 + 13.38, 
which equals 61.73 minutes. 
,. 
17. The storage remains at one unit. 
18. Again 01 and 02 completion times are compared. 
02 is less. 
19. A part is added to production, and the input 
cutoff of three units is reached. The cycle 
time of the line is now computed, and it is 
printed along with the idle and blocked delay 
for each stage. 
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Illustrative Example 
The answers to the five production line design 
questions will now be derived for a specific p~oblem. 
~ The problem is as follows: 
Assume that t~e Case Manufacturing Company has 
decided to mass produce widgits. Marketing has esti-
mated a weekly demand of 2000 parts, and Case's 
industrial engineer has decided to produce these 
parts on a sequenced production line. He has in-
vestigated the problem, and thinks that these parts 
can be produced on a single balanced five-stage line. 
The cycle time and variance for each stage are as 
follows: 
Stage Cycle Time (min./part) Variance 
l 1.00 .050 
2 o 99 0046 
3 loOl 0048 
4 lo02 .051 
5 098 .050 
Case's industrial engineer has shown that thes·e 
cycle times are normally distributed. 
.~ .• 
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Question #1: 
Q 
How much buffer capacity is needed to get rid 
of the controllable or blocked delay? 
In order to answer this first question, the 
,-
BCITS was run with a sample size of 400 parts and-. 
--
the above variances and cycle times. The following 
results were obtained: 
Stage 
1 
2 
.... 4 
5 
Idle Delay 
3.43 
0.17 
0.06 
17.08 
Bunker Capacity 
l 
6 
4 
1 
Production rate in minutes per part= 1.021. 
In order that there be no confusion as to terms 
and locations of bunkers a schematic of Case's sequen-
tial line is shown below. 
Stage 1 Sta e 2 
Input unker 1 Bunker 2 
l 
.. -· -··--~----· - . - -
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It is clearly shown that the capacities of 
bunkers one through four should be 1, 6, 4, and l 
respectively in order to eliminate blocked delay. 
However, the author feels that a larger sample size 
than was run in this case is necessary in order to 
be confident of the needed steady state bunker capa-
cities. A larger sample size was not run in this 
example because it was not deemed necessary for 
illustrative purposes. 
Question #2 
Might it not be advantageous for one to incur 
small amounts of blocked delay, but save on space 
requirements for the line? . 
In order to answer this question, it is necessary 
to know the value of space in the plant. Case's 
industrial engineer has been told that all assets in 
the plant must provide a 5,b annual rate of return. 
Since a one unit increase in bunker capacity requires 
10 square feet, and space in the plant is valued at 
$30 per square foot, each additional unit of ·bunker 
,. 
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capacity must therefore provide a yearly gain of S15. 
The PLS was used to answer this question. This . /:· 
,·.-
simulator was run with the following bunker.capacities. 
Run 
1 
2 
4 
5 
/.:.6 
•7 
8 
Bunker 1 
0 
l 
l 
1 
l 
1 
1 
1 
Bunker 2 Bunker 3 Bunker 4 
6 4 l 
5 4 1 
6 
6 
4 
6 
6 
5 
3 
4 
4 
2 
4 
3 
1 
0 
1 
1 
1_ 
1 
*This run gives the bunker capacities needed for 
zero blocked delay. 
Since runs one through six require less capacity 
than the zero blocked delay situation, it is obvious 
that some blocked delay will result. However, is this 
delay serious enough to merit additional capacity? 
-~-
I i, 
' <· 
·' ~ The total ·delay resulting from each or these bunker 
capacity allocations will be used as the measure of 
effectiveness • 
. Below is the total delay that results from each 
of the above runs. 
Run 
~ 
·2 
4 
5 
6 
7 
8 
Idle 
Delay 
26.59 
19.53 
20.07 
21.09 
17.91 
20.91 
20 •. 74 
19.53 
Blocked 
Delay 
5.86 
lo45 
1.26 
5.03 
6.67 
s.os 
o. 
3.62 
Total 
Delay 
32.45 
20.98 
21.33 
26.12 
24 •. 58 
28.96 
20074 
23.15 
It can easily be seer1 that run two is the 
least detrimental. If the total delay of the zero 
blocked delay run is subtracted from run two, the 
result of decreasing the capacity or bunker two by 
,•, 
. 
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one unit can be ascertained. If one then divides 
this quantity by the sample size that was simulated, 
one is able to obtain an estimate of tl1.e increase in 
delay per part that results from this capacity reduction. 
With this value, it is then possible to evaluate if 
the increased capacity is worthwhile. The calculations 
are shown below. 
TD(i) = Total delay or the i th run 
S = sample size - r 
(i) TD2 - TD7 = 20.98 - 20.74 - 0.24 minutes 
(ii) TD2 - TD7 0.24 
.0006 minutes/part - 400 -s 
,,._ 
Since production is 2000 parts./week or 1°'000 
parts/year, the total delay that would result in a 
year 'is given by the product of 104,000 and 0.0006. 
(iii) Loss time/year= LT= (.0006)(104,000) 
= 62.4000 minutes/year 
'/ I .. 
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Dividing LT by minutes/hour give~_the loss time 
in hours per year. If this quotient is then.multiplied 
by the value per hour of time on the line the value of 
the decreased bunker capacity can be obtained. Case's 
industrial engineer has found that the average hourly 
wage of men on this line is $4.50. 
(iv) Value of loss time = V = (62.4/60)(4.50) 
= S4. 67 /year 
Since $4.67 is less than what could be obtained 
from this space in some other way, the bunlcer capacity 
of the line will at least be reduced by 1 unit. Now 
the effect of reducing capacity by two units must be 
investigated. However, the capacities shown as runs 
5, 6, and 8 are the only ones that need to be investi-
gated. R·un 8 can be seen to have the least total delay 
of these three. This added delay will be evaluated · 
in a manner similar to that above. 
(i) TD8 • TD7 = 23.15 - 20.74 = 2.41 minutes 
(ii) 
= 
2.41 
466 
-
- .006 minutes/part 
(iii) LT= (.006)(104,000) = 624.000 minutes/~ear 
(iv) V = (624/60)(4.50) = $46.70/year 
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If Case Manufacturing Company reduced bunker space 
by 2 units it would sacrifice $46.70. Any alternative 
use of this space would only provide the company $30.oo.· 
- Therefore, the company will only reduce.capacity by one 
unit. This analysis has thus shown that it is advanta-
geous to suffer a small amount of blocked delay in 
order to save on space requirements. 
·Questions 3 and 4: 
Where should buff er capacity be located in the 
line in order to optimize delay? 
How much capacity should be alloted for the 
various buffers in the line? 
The analysis necessary for answering these questions 
has been done in answering question #2. The optimum 
allocation for this line, and the answers.to questions 
#3 and #4 are to provide 1 unit of capacity for 
bunker 1, 5 units for bunker 2, 4 units for bunker 3, 
and 1 unit for bunker 4. ., ... ··, 
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It has now been shown how it is possible to obtain 
specific answers to four of the five production line 
design questions. However, one question remains to 
be answered, 
How many stages shGuld we put in any specific line'l 
To help answer this question, the BCITS will be 
used. Production lines with two to nine stages were 
simulated with a sample size of 400 parts. The pro-
duction rates in minutes per part of the various lines 
were then· determined. For this study, the lines were 
assumed completely balanced with a mean cycle time per 
sta.tion of 15 minutes, and a variance for each station 
of 1.4. 
The random number generator was started at different 
numbers, and a production rate was determined for the 
sample started at each of the specific numbers. This 
was done so that the production rate would not be 
thought of as a function of some set of random numbers. 
A normally distributed cycle time for each stage was 
also assumed. Tl1is was chosen because cycle times have 
been shown to be approximately normally distributed. 
However, it would be possible to use any type distribu-
tion which was considered appropriate. 
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The production·· rates and ·the mean value of the 
three rates determined for each line are given in 
table I. If a curve could be found that fit the 
means of these points, it would then be possible to 
) 
determine production rates as a function of the 
number of stages in the line. 
It seems conceivable that production rates are a 
function of the variances as well as the cycle times 
of our stages. Therefore, the following relationship 
might be a good approximation of the production 
rate of a line. 
( 67) 'R : O. 5~ [~ (X) -
TABLE I 
Stages 
in line PR(l) PR(2) PR(3) Mean 
2 15.-079 15.097 15.057 15.077 
3 15.056 15.103 15.080 150079 
4 15.082 15.194 15.108 15.128 
5 15.129 15.252 15.102 15~161 
. ' .......... ~ ...... . 
6 15.160 15.206 15.123 15.163 
., 
-
7 15.185 15.171 15.216 150190 
8 15.237 15.174 15.190 150200 
9 15.278 15.254 15.224 15.252 
·" 
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where 
PR(i)., i = 1-+3 = the production 
rate for the ith set of 
random numbers. 
R - R = the deviation of the production rate 
of the line from the mean rate of the 
stages. 
s2 = the squared std deviation of the mean· 
cycle time of the stages. 
a = a constant. 
f(x) = some function of x, where xis the 
number of stages in the line. 
The equation that will be searched for will be 
of the form: 
( 68 ) Y = R - ff = aS 2 [ f ( x )] 
In order to get some idea of what would be the 
82 •. 
best function to use, a.plot was made of the deviations 
from the mean cycle time vs. stages on log and semi-log 
~ paper. The latter showed a linear trend, and is shown 
as figure 18. It would also be possible to use ortho-
gonal polynomials to fit this curve, and it is quite con-
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ceivable that this might result in a better fitting 
curve. However, with an orthogonal polynomial curve 
fit, it is dangerous to predict beyond the range of 
the data. Since this is the purpose of our curve fit, 
orthogonal polynomials will not be used. 
In order to find the proper equation for our 
data, and also to determine if the fata shown in 
. . 
figurelG has significant deviation from linearity, 
a least squares analysis and an analysis of variance 
will be run on our transformed data. This analysis 
is shown in appendix V. 
The equation which was derived is 
(69) Y = (S2 )(.05)e· 13X 
This equation is plotted as a dotted line on 
figure ,e. 
-· ,l 
In order to test the applicability of this 
equation, the BCITS was run with a completely different 
variance of .25 per stage and a different mean of 
5.00 per stage.· A two, three, fo·ur, five, and six 
stage line were run with sample sizes of 400 parts. 
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The actual mean deviation and the predicted deviation 
are given below. 
8'5 _-
•• 
Stage lint Actual Mean Deviation Predicted Deviation 
2 .0146 
.0168 
3 
.0210 
.0192 
4 .0223 
.0218 
5 .0233 
.0248 
6 
.0320 
.0283 
The above data is shown graphically on figure It. 
The analysis uf variance run on the data shows 
that the transformed data has sig~ificant linear and 
curvilinear trend. The significant linear trend was 
expected, but the significant curvilinear trend needs 
some explanation. In order to explain its presence, 
it is first necessary to understand how the linear and 
curvilinear sums of squares come about. The sum of 
the linear and curvilinear sum- of squares is merely 
the sum of squares for treatmentso The treatment sum 
of squares is the sum of the squared deviations of 
the me~n. for each stage from the grand mean. The 
( 
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linear sum of squares is the amount of this deviation 
that can be explained by linear prediction; the remainder 
is the curviliQ.ear sulj of squares. One reason that 
the curvilinear sum of squares is as large as it is, 
is because of the·small number·of data points for each 
stage, 3. This, along with the fact that our variance 
is fairly large, gives us a calculated mean that might 
not be very close to the true mean for each stage. 
It is. obvious that equati<ln ( 69) has not been 
tested enough to definitely.say it is valid. However, 
it does seem to ap·proximate the effect of added stages 
on the production rate of a sequential line, and can 
be used in answering the question pertaining to the 
optimum number of stages in a production line when 
there exists a group of perfectly balanced stages. In 
--~-
the case of a perfectly balanced line this formula 
could be usediat a significant savings in computer 
time. However, in an unbalanced line such as the 
Case Manufacturing problem, this formula can not be 
blindly applied. 
If one has a perfectly balanced-line, equation 
(69) can be used to determine the production rate of 
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this line, and any other· combination of lines which 
meet the 1Jroduction requirement. It is known that as 
a line increases in size, its production.rate in time 
:--- ·----- .... ~,. .... 
units ~per :part increases. On the other l1and, if one 
increases the numb~r of lines and decreases the stages 
per line, there might be an increase in space require-
ments and also a nossible increase in the total number .... 
of stages. The costs 0£ a possible slower total pro-
duction rate have to be evaluated against the costs of 
possible added space and stages in order to determine 
what the optimum line length and number of stages should 
be. 
In the case 0£ an unbalanced line, the same prob-
lem of number of stages and lines exist. However, in 
this case there is. no simple formula that can give one 
the production rates of the various li11es, and the 
lines must therefore be simulated. Either tl1e pro-
duction rates or the delay in the lines could be used 
as a measure of ef':f ectivenessJ For the Case Manufacturing 
prohlP.m previongly mentioned, the production rate will 
be used as the measure of effectiveness • 
. ,, 
• 
.. 
..... !;, ,. 
;i, 
,; 
I 
) 
' :• 
-·-
4 
' 
• 
",,,- ;,.',' ,· 
:.Ui • . 89. 
: :.., 
The industrial engineer for the Case Company 
has the alternative to produce the widgits on the five 
stage line previously mentioned or else on two three-
stage lines. The two three-stage lines are indentical, 
with the following cycle times and variances. 
Stage 
1 
2 
3 
Cycle Time (minutes/part) Variance 
2.20 .oso 
2.19 .049 
2o20 0051 
The BCITS was used to simulate this line, and 
the following results were obtained. 
Stage 
1 
2 
Buff er Capacity 
1 
1 
-
Idle Delay 
-
5.38 
lo48 
The PLS was then used to determine if it would 
be profitable to reduce buffer capacity:. The results 
from these runs are tabulated below • 
... 
,·: 
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Capacities Delays 
··-· . -· 
- ·- - . - -
. Run Bunlker Bunker Idle Blocked Total Delay l 2 Delay Delay 
. 
l 0 1 ·16.33 6.66 22.99 
2 1 0 6025 14.93 21.18 
. *3 1 l 6.86 .. 6.86 
• 
Production rate in minutes per part for the un-
blocked case is 2.204. 
(i) TD2 - TD3 = 21.18 - 6.86 = 14.32 minutes 
(ii) 
= 
1:o&2 = .0358 minutes/part 
(iii) LT= (.0358)(104,000) = 3720 minutes/year 
(iv) V = ( 3~~0 (4.50) m $279/year 
The above analysia clearly shows that the 
capacities in our lines should be l unit for bunker 
one and 1 unit for bunker two. 
Case's industrial engineer has estimated.the 
90 •. 
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' 
life of the three-stage lines and the five-stage lines 
to be ten years. The space requirement for each stage 
*This run has zero blocked delay. 
,, 
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· · · · , has been found to be 100 square. feet. 
;. 
The requirements for "both lines can now be 
tabulated. 
" 
3-Stage 5-Stag 
(a)_ Total bunker space (spaces) 2 X 2 spaces - 4 ..... 11 
(b) Total stage space (stages) 2 X 3 stages - 6 5 
(c) rrotal tin1e to malce yearly 1,909 
demand requirement (hours) 
1,769 
The production rate for the five-stage line with 
reduced bunker capacity is lo02 minutes per part. 
Tpe yearly demand for widgits is 104,000. Multi-
plying the produc~ion rate of the line by this production 
requirement gives one the total time needed to produce 
the parts. 
ti) 
I. 
(104,000 parts)(l.02 minutes/part)= 106,000 min. 
or, approximately 1,769 hrs •.. 
Each line of the two three-stage lines must produce 
half of the total yearly requirement, or 52,000 parts. 
(ii) (52,000 parts)(2.2 minute.s/part) = 114,400 min. 
or, approximately 1,909 hrs • 
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The costs of the various lines can now be obtained 
-: · from the .above r·equirements, and the following addition-
al information. 
' i. • 
I ' ~ 
• t ' • 
Labor cost per hour 
Space cost 
Space per bunker unit 
Space per stage 
Workers per stage . 
Life of the lines 
Cost stage • per in 
5-stage line 
Cost stage • per in 
3-stage line 
The initial install-
ation cost for both 
lines 
The variable and fixed 
expenses for the 
5-stage line 
The variable and fixed 
expenses for the 
3-stage line 
The desired capital 
rate of return_ 
,, 
I ' • ' ' 
, • •. -:: I : • ' ' 
I,, ,' 'i I. 
'/ ' r , '• l 
' l 
= $4.50 
Jf30/ft.2 
- year 
= 10 ft. 2 
= 100 :rt. 2 
= I worker 
= 10 years 
= $3000 
= 1500 
• s10,ooo 
- $4.00/hr. 
-
• $3.00/hr. 
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The initial costs for the,two lines are tabulated 
below. 
. r11stallation 
Sta-ge cost 
Total. 
3-stage lines 
$10,000 
3,000 
$13,000 
5-stage line 
$10,000 
~ 15,000 
$25,000 
The annual costs have also been calcularted and 
are presented for both lines. 
3-stage line 5-stage line 
Labor cost $51,543 $39,803 
Space cost: 
Stages 18,000 15,000 
Bunkers 1,200 3,300 
Variable and fixed 
expenses 5,727 7,076 
' "' 
Total· $76,470 $65,179 
1. Labor cost 
(a) 3-stage line 
' (6 men)($4o50/ man hr.)(1,909 hrs.)= 851,543.00 
(b) 5-stage line ..... 
(5 men)($4.50/man hr.)(1,769 hrs.) = 839,802.50 
., . 
.•. ·1 
i '~· 
. / ~ 
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2. Space cost . 
· (a) 3-stage line 
(4 bunker spaces)(lOft. 2/space) ($30/ft.2) = $1200 
+ (6stage spaces)(DO ft. 2 /space)($30/ft. 2 ) = 18000 
81~00 
(b) 5-stage line 
(11 bunker spaces)(lO ft. 2/space)($30/ft.2)=$3300 
+ (5 stage spaces)(lOO ft. 2/space)($30/ft. 2) =15000 
3. Variable and fixed expense 
(a} 3-stage line 
- ($3.00/hr.)(1,909 hr~.)= $5,727 
(b) 5-stage line 
($4.00/hr.)(1,769 hrs.)= S7,076 
Slt\300 
In order to determine which of the above two 
alternatives is best, the initial expenses of $13,000 
and $25,000 for the 3 and the 5-stage lines respectively 
will be multiplied by the capital recovery factor of 10>/6 
for 10 years, and then added on to the calculated annual 
costs of the respective lines. The line which gives 
(· . ...... 
E 
I 
... ~··-· j 
- . 
(. 
1: 
', 
t . 
.. 
~;?.'.·..-/ 
i i'rf~'. · It 
,it.t·?/t,i.- . 
Ii J.~t;{o'./·· ,, 
'.\,,'.' .. 
the least annual cost is the superior line. 
The capital recovery factor is given by the 
formula 
where: i = interest rate 
n = time periods 
The RPlOJ'-lO years= 0.16275 
4. Capital Recovery 
(a) 3-stage line 
($13,000)(0.16275) = $2,115.75~ $2,116 
(b) 5-stage line 
($25,000)(0 0 16275) = $4,068.75~ $4,069. 
5. Adjusted Annual Costs 
3-stage line 5-stage 
Capital Recovery $2,116 $4,069 
Expenses 
-. ...__, 
76,4~0 652179 
-Total $78,586 $69,248 
Since the 5-stage line has a lessen adjusted 
annual cost, it becomes the best line to use for 
making widgits. 
95. 
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In conclusion, the optimum line for the Ca&e 
Ma;nufacturing Company's product.ion of widgi ts • 1S a 
5-stage line with bunker capacities of 1, 5, 4, and 
1 for bunkers 1, 2~ 3, and 4 respectively. Thus, the 
production line questions have been specifically 
answered. 
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V.~ CONCWSIONS 
When this thesis was first considered, the author 
was primarily concerned with how he might obtain optimum 
efficiency out of production lines whose stages had 
already been designed or were in the process of being 
designed. In other words, the industrial engineer is 
being brought into the production line design job for 
the sole pur}~ose of deciding how the stages in this 
previously designed production line will be laid out. 
With· this job in mind, it is then necessary for the 
industrial engineer to decide: 
1. Where should buffers be located in this 
production line? 
2. What capacities should be provided for these 
buffers'? 
Answers to these questions would be necessary 
in order to optimize the blocked delay in the system. 
Blocked delay, delay that. is caused when a station 
must hold on to its completed part and forego the 
opportunity of beginning work on another part because 
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the succeeding station and/or bunker is full, is the 
only factor the industrial engineer has to work with 
when brought into the production line project at the 
above mentioned stage. 
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Six approaches to the analysis of production lines 
have previously been explained. An evaluation of these 
various techniques will now be made. 
The deterministic and stochastic recurrence relatAons, 
although they sufficiently describe what is hap1)ening 
in a~production line, have not been investigated 
thoroughly enough to ascertain their usefulness. 
The loss transfer model seems to over-simplify 
the problem. It assumes that the loss of a, line is 
the sum of the losses of the individual stages. This 
ignores the fact that when several stages are down 
simultaneously, there is only one loss. The model 
also does not consider the effect of blocked delays 
in decreasing the efficiency of the line. In addition, 
the model assumes that we have a completely balanced 
line. Although this situation might be sought, it 
.. 
is seldom obtained in reality. The above comments, 
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along with the fact that the model does not consider 
the fluctuations of a stochastic model, result in a 
calculated efficiency that is higher than actual. 
Waiting line or queueing model~ • reqt11. re: 
(i) That the arrival rate of items into the 
line be independent of the service rate, 
the rate with which they are rremoved. 
(ii) That the arrival rate must be exponential 
and the service rate constant or exponential. 
In the sequential storage problem, so long as the 
capacity of storage is large enough to eliminate 
blocking, the arrival rate of items into the storage 
is independent of the rate with which it is removed, 
i.e. the service rate. However, if blocking occur~, 
then service and arrival rates are not independent, 
and thus one of the assumptions upon which the queueing 
model is based is violated. The amount of error tbat 
results because of this assumption violation l1as not 
been determined. Before the usefulness of this model 
could be ascertained, fhe effect of the dependence 
between the arrival and service ra-tes in the blocked 
case would have to be analyzed. If the above dependence 
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proves not to be too serious, then the queueing model 
might very ,vell be an excellent abstracti~n, since it is 
one of the few methods that provides the flexibility of 
variable service times, and also takes the effect of 
blocked bunkers into consideration. 
The above methods try to help the industrial 
. 
engineer by giving him expected utiliza.tion and 
efficiency factos that might result with changes • in 
buffer capacity. However, this does not tell him where 
he should place this buffer capacity, and it aiso does 
not tell him what the effects of variance in stage 
cycle times might have on the relative location of this 
total buffer capacity. This is a very important and 
complic,ated proble1n, and at the present time the 
author is only aware of one technique which can 
handle it. This technique is simulation. The simula-
tion approach is not restricted by probability distri-
butions, descrete or continuous, and permits varying 
of means and variances for each of the ,vork stations."~ 
Therefore, an accurate representation of any sequential 
process is within the technique'-s solution domain. 
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Nevertheless, simulation is merely an analysis 
tool, and its main value is in the increased understand-
ing which it provides. Through the aid of simulation 
the author has been able to show in an illustrative 
example what -·the optimum buffer capacity should be, 
and also where in the line ·th-is optimum buffer capacity 
should be located. However, just as, and maybe more 
important than this, is the fact that it is foolish 
to only consider the industrial engineer in production 
line design after the individual stati.on designs have 
been frozen. The industrial engineer should be integrated 
into the project right from the beginning. In this 
way, he can make significant contributions with respect 
to determi11i11.g optimum ]Line length, and also in deter-
mining what problems -might arise under any specific 
series of stages and stage variances. 
On the following page are two graphs, uti1izing 
different sets of random numbers, of idl~e delay in 
time uni ts per stage with zero blocked delay vs. stages 
in a fifteen-stage line. These graphs were generated 
from output .from a sim11lation with sample size of 100., 
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Figure 12-a 
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Mean= 15 
Variance= 1.4 
Samp~e size= 100 
t 'a 1 '+ $' ' ")' t q 10 II ,a ll l't ,,... ,, 1'1 
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stage means of 15, and stage variances of 1.4. These 
' - .,. 
graphs tend to show and increasing trend in idle time 
per stage as tl1e number of stages in a line increases, 
and thus a decrease in the productivity per man or 
stage as the line increases in length. It seems that 
there should be some point at wl1ich two smaller 
production lines would be more efficient than a 
single long line. 
If the optimum production line length were to 
be determined analytically, it would first be 
necessary to derive some function that could tell 
one the decrease in per capita productivity that might 
result with an increase in production line length. 
The author's attempt at deriving such a relationship 
is given as equation (69). The equation is of the 
form: 
where 
y = the deviation o·f the cycle time of any stage 
from the line cycle time in time uni ts/part. 
a and b = constants of the equation • 
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s -~ the standard deviation of the sta·ges. 
x = the number of stages. 
This equation proved to be a fairly good estimate for 
the balanced production line in wh.ich the standard 
deviation of each of the stages is identical. The 
universality of the above equation is, however, some-
what in doubt because of the limited sample sizes used 
in the experimentation and the limited number of 
queue lengths studied. 
To some, it might seem illogival that some 
functional relationship could describe the assembly 
line situation. Nevertheless, it should be agreed 
that the production rate of a sequence of operations 
is a function of the status of the storages, and that 
these states are themselves functions of the production 
rates of the member operations. Systems of this type 
have been studied by Julian S. Huxley in Problems of 
-----
Relative Growth, and the rate with which these systems 
approach equilibrium can be described by the relation-
_ship, 
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Since relative growth problems have been amendable 
to functional relationships, and since the production 
line is similar to these problems, it is not unreal-
istic that these too could be described in a similar 
manner. 
Once alternatives for different line length• with 
their respective stage cycle times and variances have 
been suggested, by means of the above equation, if 
applicable, or by means of simulation, it is then 
possible to determine what would be the optimal line 
length. This has been done by the author in an 
illustrative example. 
Again referring to figure 12, and again observing 
the relative increase in idle time per stage as the 
number of stages is increased brings another question 
to mind. Would it not be possible to improve the 
efficiency of the line by redesigning several of the 
latter stages? The redesign could possibly consolodate 
/ 
some of the operations done in different stages into 
a single stage. This might then reduce the number of 
stages in the line, and thus result in product handling, 
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space, and manpower economies. However, this would 
pro~ably also result in latter stages having smaller-
_production rates than earlier stages. This Shau.Id 
reduce idle time in the latter stages, but would 
probably require larger bunkers to eliminate blocked 
delay between the faster and slower stages. Neverthe-
less, both lines could be designed to produce at the 
· same average rate. The redesigned line, however, 
being more efficient because of production and man-
• 
power economies. If the above is true, the attempt at· 
trying to obtain perfect balance, the production rates 
of all stages being equal, in a production ~ine might 
not always be a worthwhile objective. This objective 
should only be considered after the variances and the 
dynamic inte.r~ctions of the stages have been analyzed. 
In conclusion, the importance of ik0 integrating 
the industrial engineer with the production line design 
from its conception through its final layout can not 
be overemphasized. Because of an assembly line's 
large cost and productive capacity, any improvements 
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with res:pect to line length, stage cycle. time, and inter-
stage buffer capacity can only mean significant savings 
for the company. 
It has been the purpose of this paper to show 
how improvement can be made in the above areas. It 
·is hoped that this objective has been accomplished • 
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. VI~- . RECOMMrNDA'fIONS FOR FUTURE STUDY 
The reason for a more analytic approach to 
production line design has already been explained. 
However, the question regarding the specific area of 
future investigation has yet to be answered. It is 
the author's opinion that the queueing approach, and 
the recurrence relations approach offer the most hope 
for the future. This opinion is based primarily on 
their generality. 
109 • 
Because of the design of the recurrence approach, 
it is probable that it would require a computer solution 
for most real-life problems. However, the amount of 
computer time as compared to the simulation approach 
should be much less. 
Only exponential facilities (and Poisson arrivals) 
give rise to simple linear eq.uations for detailed balance 
of transitions between states, independent of time. 
For other types of dis~ributions it is normally 
/ 
necessary to ~,({ive much more complicated sets of 
eauations. - -yet many OJ~eratinnal si tuat,ions correspond 
to service-time distributions which are appreciably 
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different from exponential. It is possible to simu-
late some of these service distributions by a suitably 
chosen set of exponential facilities. Ho\vever, there 
is still some very worthwhile work that could be done 
in this area.- = 
There also remains a large amount of beneficial 
work that could be done in a more detailed investi-
gation of the effects of added stages on the mean 
cycle time of a line, and on an investigation of the pro-
duction lines shown in figures four and five. It is 
the author's opinion that the work that has been done 
in this area clearly shows that the understanding 
of production line design is only in its infancy. 
A much greater understanding is necessary before we 
can get to the point of more automated and adaptively 
controlled lines • 
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APPENDIX. I 
Derivation that )),., :: ( \- ~) ~~ 
The derivation of this equation is based on a set 
of recursion relations which lead directly to the 
probability distribution for the random variable"\ , 
whe;re "1 is the number of units in the system at any 
specified instant after stability has been achieved. 
Let 
n = number in system (number in queue plus 
number being serviced) 
Pn= probability that there are n units 
in the system at time t (or at any 
other time.) 
A diagram of the waiting-line system is presented 
below. 
I 
Arrivals 
Queue 
0 
-- I 
-
Service 
station 
> 
Departures 
:·· :·,· .-,:, 
,· ... 
' 
1 
,,, 
', 
:'/ 
'{ 
. ,
' . 
. ' 
"- __ .,. - - . -, - . " ,,..,,, ,.,,..,.......,._,..,_~,, n-••·'"'"··~-•·•-··~ ..... ··•-•-,•·,•·• -
' ·,,,. ' ' ' '!'·'····_! ,, , ......... , .... -., ·.,-'!., __ ,;;.,,'.\.·.,_ 
' I 
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- .. - .. -·-:-'-~~·- :.,, 
A.t the instant shovm there are three uni ts in the 
queue and four units in the system. 
It will be assumed tha,t queue discipline is such 
tha.t an arrival rnoves immediately into a servicing 
station if there is a station vacant • 
It is noted that the probability of an arrival in 
a. small time i11terval of length ~ t is i\ ~ t. __ The 
probability of a serviced unit being turned out in 
the interval ( t , t + At) is: 
0 if there are no units in the system at t. 
)AA t- if there is one unit in the system at t. 
The probabilities of more than one arrival in the 
interval ~t, of mone than one service, or of an. 
arrival and service tioth occuring in this interval 
are all taken to be zero, since they are proportional 
to the second-order small quantity (A t)2 o 
One can define the probability of zero units in 
ihe system at time (t +Qt) as P 0 , or else li~t the 
ways in which it could occur. 
i.e. P0 = P { O units in system at time t + l ~ 
= P 8 units in system at time t, nol 
arrivals in ht · 1 
+ \1 unit at time t; 1 service inA,tJ 
' 
··- .. --... ;- .... - -····--:· ,. .. ,• ... . ' ~----·--·~·~~-.--·~ .......... _.___,... ____ . _____ ,~-" -~-
1 
I 
l 
! 
'· 
. ! 
.,_ 
,. 
(la) 
,'. 
1.:.,..,-1 
The above must be equivalent. Therefore, 
P0 = probability of zero units in system at 
( t + ~ t) 
= P0(1 - 7' fl t) = (probability of zero units) 
t_imes (probability of no arrivals in the 
increment of time b t) 
plus P1 (..ttL\ t). 
P1 i.t At being the probability of one unit 
in the system at time t·and one service in 
the time~ t. 
~ : 'Po ( t- '?.. O t) + 'P, .tC A ;t-
f! :: 'Po - fo i\. Of- + f! kt il t 
~ -4 Ax : 'P0 'i' Q~ 
The probability of one unit in the system can 
be obtained in a manner similar to the way in which 
the probability of zero units in the system was 
determined. 
.-J 
•;ii._.1·• 
lll. 
,. 
.---· . 
,. 
. ' ' ' . 
"".-"""~.·-···••''·•--.•.--... ,•-,,;------.....,--._,,,,..~ -~-~- -··· '" .... , ._, __ ,.;., "'' ... , •••••-··•-'-••·•······-···~·' ••--·-···-·--·----.u 
!. 
... 
·'-
··· 
that 
114i' 
Event I 1 : {1 unit in system at time t +f)t) 
Event II2 : ti unit at t, no arrivals or servicesl in At J 
+ f units at t, 1· arrival in At) 
+ \2 units at t, 1 service inAt) 
Event I· 1? 
1· ' 
Event 112 : 'P. (>-?.A*\(1-~4:t.) +'j!(l.ltt:)+?al'IAt)= 
i ( 1-"1 l\t - i\ .at: 1- 'i\"f n.t ~) + 'Po "- At 
1- f'). "i At 
However, since flt is very small, one can assume 
2 (At) z O and event 112 becom~s: 
'P. ( 1- ( ~ -t-M ) llt) + 'Po A At + 'P1 -4 A ;t 
Now, equating these events and solving for P1 , 
one gets: 
'P, = ~ - 'r. "1 A :k - 'r, A n:t + 'e 'i\ at +- 'Pa '4 At:. 
~ -'1 ~t :. 'r.A.f A"t + 'f: A 0~ -fo A. a;t 
"-. - . -·-· 
-r~ - • . 
'~'\' 
!'fl • 
,:;J 
·--. 
.-.:.. .. ~. -~ . 
--
·-· -:-·· 
(3a) 
(4a) 
• 1. e. 
(5a) 
di vi ding both sides by M ~ t, one gets 
'P :: 1' + A ?. __ A f .. ~ 1 "'f I "'f 6 -
or, for the general case 
i 
taking (2a) and substituting for P1 , one obtains 
an easy induction will show tha.t 
by making use of the conditiQD 
'IP ~ r~ =I 
,-,::o 
one gets from (4a) that 
fP M ~ ({) 1'o ~ I 
~:o 
'Po + e = J 
115. 
The sum of the infinite geometric progression with 
first term and ratio= 
-~ 
., .: I' 
. ·,:'·:-:( 
·.:.-· .,: 
t 1,· 
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I 
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substituting this into equation (5a), one gets 
(6a) i\ 1"·1 + ;. 1; 
'f- i\ fo : I --"'- . _ _____::...--- -
-------- . 
solving for P0 ~ 
~ (, + '). ) .:: I 
o "I-A 
I ~ I -
Substituting this value of P0 into equatitin (4a) 
and defining °)\J A.\ as P, one shows 
(7a) t't!'\. = ~i-t (,-,) 
..•. 
. ·. 
:t,o,--,, 
I 
' 
' 
' 
' 1'• I 
f~ .. ·· . 
. ~I~ 
~\ .. 
-{~{:{·~. 
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·,. 
' 
·'"""·· 
,,,. - . 
....... . : 
AAl'Pi11Dll. II r· ',. ,. . . 
Derivation of steady-state equations~ 
(la) ?. T --0 ,c, 1J 
or, ro, + r,o + ~ r\l ;; \ 
Solution for P01 
By making the appropriate substitutions from 
equations (12) into (la) above, one gets 
(2a) 
= \ 
:~· 
=' 
(3a~). '>.'D. -
'o, --
- ~ 
··'.• 
-- ·•·. -
. ( 
. \ 
I . . 
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I 
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I 
I 
d .·
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)• 
Solution for P00·: 
Substituting (3a) into (12-i), one shows 
(4a) 1) :: foo 
Solution for Pl!.: 
I 
r 
.... 
.. 
Substituting (3a) into (12-v), 
-
--
(5a) 'P. ,, 
solution for P10: 
one obtains 
el. 
Substituting (4a) and (5a) into (12-iii), one 
shows 
. (6a) f 10 + 
-
-
j 
. ( 
-- -
_ _,,___:;::.~---· 
~ 
.-. '""' ., 
.. ~· ... ·-
.. 
.J 
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APPENDIX III 
Derivation of the variance of ·the mean. number 
of unit-s in a. single-stage· queuing situation with ,, 
poisson arrivals. 
(la) 
New: 
The variance of any variable is given by: 
E 
where: 
--
E means expe.cted value 
xis the variable 
)-( is the mean of the varj.able 
E -- E 
- E ~,.) - aA-t E(><) + f (.ii') 
--
.. E (1'i) 
- a A.fa. +~~ -
- E (li.) - A13-. 
--
\ 
\-
·~,. i' ;, 
., . 
. " 
','\,'< I 
,. 
119. 
• 
,I-. 
1:.,:i 
''I, 
[ 
I 
l 
I 
I 
. I 
I 
l 
l 
I 
! 
I 
I 
l 
I. ; 
: 
I 
' 
' I 
i 
I 
i 
I 
C 
i 
l 
i 
I 
' i 
I 
. I 
! 
r 
i 
l }· 
,1 •,_• 
. . ,. .,1 ' 
, .. ~- \ .u·. ; ~ ·" 
,, 
·, ·' 
. ' 
; 
. ·~··-
- I i 
,c_:o 
where: 
xis the variable 
,..e,::: _ 
. ___;;., ·-:"". 
-
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P(x) = the probability of having the variable x 
. It.has been previously shown that the mean number 
· - e1 
of uni ts in the system is equal to /t- (3 , and that the 
1(() is equal to (1- ~)f' . 
Therefore, 
(1- t)a. 
Taking the first term in the above expression, 
one gets: 
tP 
(2a) 
Multiply the denominator and numerator of the 
·a 
above expression by (1-r) and one gets 
(3a) 
.... ' ' 
_..---- l... 
. ~-
- l ~-,,.,, 
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121. y 
:: 
~·---,· 
Now, the expressio·~ 
•-.Ji"' 
,,_ r)" l' +- 4f t ,ra. + • • • + tJ,.,_,) 
-::. ( \ + 11' I ... (tJ + ~1o" - ~ .~ o "'._' t'li-1 \.' J "J f IV ' + lt N (".,.. I ) p 
·' 
Substituting this ex-pression into (3a) gives one: 
(4a) e (l+f) 1-(N+1)~f~-t.1P"'· 1 1-LJ.tJ(t.1+1)0" .. ' (•-t),. \ 
Expanding this expression, one obtains: 
(5a) - ~ 
---(1--r),. 
It can be shown by l' Hospital's rule that as 
N --f,oo expression (5a) approaches 
(6a) 
-~ .. 
-· . 
.,.. . 
. . 
• 
,\ 
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The • variance (S2·). 1· s giv~n by 
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·(7a) r 
-
.. --· 
,'C. -·~·7-: 
.,. 
. ··-· ··-·' --~--· - ···--·· ,.,-~-, .............. _,. .. ~-~----·-"--··· .... . 
122. 
~·.:)f~f 
t 
·-··.· 
.,- ... , . ' .- ,...... ,, ·_~ .. ~-. . .. --- " .. -· - .- ------· 
I I 
I ;. 
I 
i 
I 
1. 
1 
l 
f 
t. 
r 
I 
l 
I. I . 
I 
i 
! 
I 
f 
I 
I 
' I 
I i· 
i·· 
i 
i 
l. 
! 
l 
r 
! -
I 
·, 
' . 
. _, ..._. 
,;· 
..... 
APPFlfDIX.IV 
. '· ' 
· Derivation of the optimum number of stages for 
minimum cost in the Vladziyevsky Model. 
It has previously·been shown that 
123. 
(la) "'1 = _s;_ 
(lc\f\eQ.w 
, where S· are the aame for each stage. 
. " 
(2a) 
The efficiency has also been shown to be 
' '1 : 
From (la~) .. and (2a) one gets 
From (3~ and equations (41) and (42), one can 
show: 
(4a) e:: 
The derivative 0£ (4a) with respect tom gives one 
de (5a) ~ o,_., = - ~o S4. 'S0 f M~ .f.. £0 S/B\, -t" Si Eb + «(\, 5.c:fW'l\ 
- 'S,i ~bEb + t\, l'4 ~dt ~-).. - E1, S,: 1\, 
·~-
.;~ 
:" .. :,_"'','"""'_.~~-~ ...... f·~.,,_...,....., ·r:"~. ·:' ... ~-'r':~1""1'~.~·rlt':tt.-~.lW<l'l:l,a..:.,..•,_.,.,.:::.J-!"·~·•-.-. ·-··•---· .. ·-·· - ·--·····--........ --~ _ .. .. ~ .... --...._._ .................... -,.-·--·-·· ... ' :-",·- .. , .. ,' 
--· -.- ............ -~,----~,-- ... ,.,_._,. ... ~ -~--~.-, ..... ,, __ ,-.--••··· ..... ,,.,,. ~ ., ' .. ,. 
. . . 
_, ', 
-· ··:· . . ,. . . . ~"· -~- ' ···"' ·-·-·· 
' ,·, 
" . 
.. \. 
When this derivative is set equal. to zero and 
divided through by ~ and Eb, where E0/Eb = 'I' , 
expression (6a) is obtained. 
124. 
If the constants in this equation are not known, 
it is impossible to solve form explicit,". Therefore, 
Vladziyevsky drops the cubic term and approximates mas 
(7a) ,,,.,, m = 
I +'i\, ('II-a) 
If the constants were known, it would be possible 
to solve form exactly by the following method. 
Equation (6a) can be written in the following manner. 
(Sa) X ""'' + Y wr-ia.. + ~ : 0 
where: 
X, Y, and a are constants. 
If equation (Sa) is divided through by X, equation 
(9a) is obtained. 
- .......... 
··.: 
. 
.. 
, ' ,·' .. ·,, 
•.,:....-- •· 
. ; ... ~~ :· 
ll 
(9a) + e,,,.,,. + f:: 0 
where: y X -- -
r= z: X 
If (x - f /3) is substituted for m, equation (10a) 
. ' 
is obtained. 
(lOa) X 3 + a.~ +- b .: 0 
where _o~ 
a.=-'-i 
rhe roots of the· equation can then be found by 
substituting x in the ·equation m = X - P /3 
where 
X = A +'Bi :. (i•?J) A-'S V +- • 
-1 ) a 
- ("' -1-i) (1-\--i) V-'3 -where ~ a 
A -
;., 
-- \, 
+V b"- Q. '3 ........ a. 4 t-
"7 
-.and !I. 
B = b 
-
J. 
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.APPENDIX: .V -: . 
Least Sqµares A:nalysis of Data . 
bx. b 1 y = ae , log8 y· = log8a + x og8 e 
-, . 
\ 
. , 
X 
2 
2 
3 
3 
4 
4 
4 
5 
5 
5 
6 
6 
6 
"\ -: • ,'i".: 
y 
.079 
.097 
.057 
.056 
.103 
.oso 
.082 
.194 
.10s 
.129 
.252 
.102 
.160 
.206 
.123 
'•L "'" .-•••• •-·•-,.+-•<V. -""""""~"•J.l""..'!'l.. ... _____ ,f~r .. ,,.,,,.. .. , -----~-........ , ......... _,o,,-.,.,. • •<" ••·----··• •••~••••~·••-••·-------~L .. ,~,---,-~---·••••t>·•,•-••,-••••;~~~- ,,,_. o• .-, ,• ••· ·••-~-- •• ,,.,-••o ,-.. •••••• •• >"•·, 
.' : ... 1 
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-r------- - .. 1r11tL'-" 
log8 y 
-2.53831 
-2.33304 
-2.86470 
-2.88240 
-2.27303 
-2052573 
-2050104 
-1063990 
-2.22562 
-2.04794 
-1.37833 
-2.28278 
-1.83258 
-1.57988 
-2.09557 
:"11• . 
" . ._ •-•••- .·-·••, -•~•··-•••• • ~· • ••'""-'"' ••• •··-~-~''' -,~-"To'¥<,,r,-,,.,~-~"".~.' .................... ::-~•'--:' ...... '•~•:"": ••o.••~• 1 ,_ .. -~ ,-·,.» 
. -
\ 
'· 
.1 
... 
X 
7 
7 
7 
8 
-a 
8 
9 
9 
9 
j = 1--+ 8 
i=l 
f 
3 
Mean 
., 
x 1=2 
Tl 
1 Y11 
2 Y21 
3 Y31 
N = 24 ,_ 
n .= 3 J 
-.-'· 
l 
.185 
.171 
.261 
.237 
.174 
.190 
.278 
.254 
· .224 
x2=3 x3 :4 x 4:::5 
T2 T3 T4 
'Y12 Y13 Y14 
Y22 Y23 Y24 
Y32 Y33 Y34 
i ···· ... · .. ·ii! . . 
' '' .. , .. ' ' ·- '··-~-
· 127. 
logeL 
-1.68740 
-1.76609 
-1.53248 
-1.43970 
-1.74870 
-1.66073 
-1.28013 
-1.37042 
-1.49611 
x 5 =6 x 6 =7 x7 =8 x8 =9 
T5 T6 T7 Ts . 
Y15 Y15 Y17 Y1s 
Y25 Y26 Y27 Y2s 
Y35 Y35 Y37 Y3s 
.:T. 
.. 
<· 
,. 
' ,•.· ' 
, • , I 
,. 
, ..... - . 
r:· 
•,·.·'I c: • ,·. 
-..---
~·.>" 0 
,.i__,,. 
' ·, 
·' .. 
. • ,.· ,I 
'•! ·.'.' :,' • 
· ·~ .. 1·-.. ·2·.-.. ·.·a··· .. ·.··-.·. ' '' .. 
. . . '.  . 
•• 
~"O'···........,. degrees .2!_ freedom 
wit-h N - l = 23 d.o.f. 
tJ.~,. J" ...... . 
88curv = SST - 88Iin 
SS error = SSG - SST 
G = 
C = 
,-- _..:.. 
;_ .,.. . .-=---· ~-:- .. - . 
' .".,•.•. :- J I "1 . 
. ' .. ,: ' .- : ... 
. . ,• 
,, ". '. ' I,·:' . 
· . ....-· 
t 
'I ! . . ,.,1 
with J - l = 7 d.o.f. 
with 1 d.o.f •. 
with J - 2 = 6 d.o.f. 
with N - J = 16 d.o.f. 
= -45.98261 
= 97.35411 
= ss.10002 
I• 
f~.--- '.· 
. . 
,1Jc· :, 
• I>, ,, .. : ' 
I 
I 
l. 
J 
I· 
I 
! ' 
I , 
-· :··· 
. , 
·-.., .··; 
Tl 
I 1.~1 
= -7.73605 T2 - -7.68116 T3 - -6.36656 T. 
• -5.70905 T5 - -5.50803 T6 - -4098597 T7 -
= -4.84913 T8 - -4.14666 
= 19.94882 + 19.66673 + 13.51102 
+10.86441 + 10.11279 + 8.28663 
+7.83804 + 5.73159 
S:- < = 95. 96003 
~1' 
x.Y,, 
r "t = -236 • 59002 
- 1,29 • 
-
f "'~ "-J = 132; ( f "l~) G 
l ~ M~ Xj.)G i- ft>= -252. 90435 
= -6069.70452 
~ 
¥~~/· = 852 
( ~'" X;. y, = 17424 } 
:·' 
~·. 
~.-.\ 
...... : 
' 
~. 
·- ••·-•-••·••. ·•,~• --~,._, ... ~,._.....~ • .,..-.,...,.,:., .•••• ,.~':""'""""-~T.~~;)~~~,lJJ;"~l'",lT'c'i;<~i'.f'·~-~-<;->~I ·, ,;• ,; ~1·":"",· 
. . . ... · . 
... 
·.,· ·.·-· 
' .... 
Analysis of Variance 
SSG = 97.35411 - 88.10002 = 9.25409 
SST= 95.96003 - 88.10002 = 7.86001 
_ 24(266 0 15736! _ 6387.77664 _ 1.06039 881in - 20448 = 17424 - 6024 -
sscurv = 7.86001 - 1.06039 = 6.79962 
sserror = 9.25409 - 7.86001 = 1.39408 
.- .. ·--.. . .~,· 
/•"!.-:-·. 
~ .... 
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Tabulated Analgis ot Variance 
(':; ... 
. • 
• ·source. ~Ulll of Squares d.o.f. Mean Square F Sig F 
-
SSG 9.25409 23 .40235 
--- ---• 
SST 7.86001 7 1.12286 12.887 2.66 
~ 
----·· 881in 1.06039 l 1.06039 12.170 4.49 
88curv 6.79962 6 1.13327 13.007 2.74 
88error 1.39408 16 .08713 --- ---
. 
Source §ignificant F at 2.mB -· . unner ·,-
- --,,r.( 
' . 
SSG ---
ss.r 3.22 
881in 6012 
88curv 3o34 
•' !s':.,,"';'" ~ 
.. , (.r 
:-.,, 
-S~error ---
Cals;ulation of least squares parameters for sloDe and 
Y-intercept, 
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k= ~xI}>'l -(~,ci~)(~x.,:) 
"'fil1 - ,-f}xi)i 
~1'_.Y,: = -236.59002 
~ ".: =132 
=E: r_. = -45. 98261 
' ;t. 
:£:.. x;.1· = f\ 52 
" 
,~~;)4 = 17424 
m·- _ (24)(-236.59002) - (132)(-45.98261) 
··~-~- .. -- - 24( 852) ~~-17424 
-
-5678.16048 + 6069,70452 
- 20448 - 17424 
391.54404 .o 12• 48 
= 3024 =- • 8 _ 
k • 852 -45 98261 - -236 59002 132 (24) 852) - 17424 
132. 
... 
-39177,18372 + 31229,88264 _ -7947,30108 ·= -· 2.62808 
= 1021 - 3024 
-·. 
_ .. , -,;·. : 
. ·t 
•\' 
...--,,:._-' ,, ~ ,~ ......_...,__ 
---.. ' 
·..__ 
- r'~ -~ :;_, _, 
logey = log8 a + bx 
log8 y = .12948 x - 2.62808 
log8 a = -2 .• 62808 
In order to find the number to which this loge 
corresponds, one must interpolate 
N 
.072 
.073 
- Q, ,,, O') 
-a., a to 1 
-1·6 •i'3o 
•001 
"-
-
,o'7J 
-2.63109 
-2.62808 
-2.61730 
:o 
Now, this giyes one the £ollowing least squares equation. 
(la:) y = .0722e• 12948x 
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How.ever, if one wants this equation to be a 
function of the variance, one should multiply and 
divide through by the variance. In this case S2=1.4. 
The equation then becomes 
'i' :,. 
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