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© (57) Abstract: Method for encoding a data vector into a transformed encoded vector according to a linear error correction code defined
by a generator matrix (G), wherein: - the data vector and the generator matrix (G) are in the imite field of polynomials defined by:
00 B;=GF2(x)/(P;(x)), p,(x) being an irreducible polynomial which divides the polynomial x +l, i and n being integers, - the transformed
o encoded vector belonging to a ring and being the image, obtained through an isomorphism, of the product of the generator matrix (G)
multiplied by the data vector, the isomorphism of the finite field B in a set A; being defined by: F;, (ρ(χ))=ρ(χ)0_ί(χ) ; where A; is the
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principal idéal of the ring generated by the polynomial χη+1/ρ,(χ), Q,(x) is the unique idempotent of said principal idéal, and p(x) is a
polynomial belonging to the field B, the ring being defined by: R2 = GF2(x)/(x +l), said method comprising: - a step to calculate the
image through the isomorphism F of the data vector to obtain a transformed data vector, - a step to détermine a transformed matrix,
wherein each élément located in a row and in a column is the sum of the image of the élément located in said row and in said column
of a raw matrix (G), obtained through the isomorphism F, and of an élément of the ring which has no component in the principal idéal,
the raw matrix (G) being the generator matrix (G), - a step to multiply the transformed matrix by the transformed data vector to obtain
said transformed encoded vector.
(57) Abrégé : Procédé d'encodage d'un vecteur de donnée en un vecteur encodé transformé, selon un code correcteur d'erreur linéaire
défini par une matrice génératrice (G), dans lequel : - le vecteur de donnée et la matrice génératrice (G) sont dans le corps fini de
polynômes défini par : B;=GF2(x)/(P;(x)), p,(x) étant un polynôme irréductible qui divise le polynôme x +l, i et n étant des entiers,
- Le vecteur encodé transformé appartenant à un anneau et image par un isomorphisme du produit de la matrice génératrice (G) par
le vecteur de donnée, l'isomorphisme, du corps fini B, dans un ensemble A;, étant défini par : F;, (ρ(χ))=ρ(χ)0_ί(χ) ; où A;, est l'idéal
principal de l'anneau engendré par le polynôme χη+1/ρ,(χ), Q,(x) est l'unique idempotent dudit idéal principal, et p(x) un polynôme
appartenant au corps B„ l'anneau étant défini par : R2 = GF2(x)/(x +l) ledit procédé comprenant : - une étape de calcul de l'image
par l'isomorphisme F, du vecteur de donnée pour obtenir un vecteur de donnée transformé, - une étape de détermination d'une matrice
transformée, dans laquelle chaque élément situé à une ligne et à une colonne est la somme de l'image de l'élément situé à ladite ligne
et à ladite colonne d'une matrice brute (G) par l'isomorphisme F, et d'un élément de l'anneau qui n'a aucune composante dans l'idéal
principal, la matrice brute (G) étant la matrice génératrice (G), - une étape de multiplication de la matrice transformée par le vecteur
de donnée transformée pour obtenir ledit vecteur encodé transformé.
CODAGE ET DÉCODAGE CORRECTEUR D'ERREURS PAR MATRICE GÉNÉRATRICE
AVEC MULTIPLICATIONS SIMPLI FIÉES DANS COPRS DE GALOIS
1. Domaine technique de l'invention
L'invention concerne les codes correcteurs qui permettent la correction d'erreurs dans
des données, par exemple suite à leur stockage ou à leur transmission. Elle concerne en
particulier les codes correcteurs linéaires définis par une matrice génératrice G
d'éléments d'un corps fini. Dans un tel code correcteur, l'encodage d'un vecteur de
donnée d de z éléments d'un corps fini en un vecteur encodé c de t éléments de ce
corps fini, t>z, est obtenu par la multiplication de la matrice génératrice G (de t lignes et
z colonnes) par le vecteur de donnée d (c=G x d, ou alors c=d x G ) .
En particulier, le code correcteur peut être un code systématique, c'est-à-dire, dans
lequel les z premiers éléments du vecteur encodé c sont identiques aux z éléments du
vecteur de donnée d. Dans ce cas, la notion de matrice génératrice peut omettre les z
premières lignes qui constituent une matrice identité, et la notion de vecteur encodé
peut omettre z premiers éléments du vecteur encodé identiques aux z éléments du
vecteur de donnée d.
En cas d'erreur lors du stockage ou de la transmission d'un vecteur encodé c, on dispose
alors d'un vecteur à corriger cf, identique au vecteur encodé c sauf pour les éléments de
c qu'on sait erronés, situés à un indice dit « erroné » de cf et qui, dans la suite, sont
supprimés de cf (typiquement une liste des indices erronés est mémorisée en plus des
éléments du vecteur). Pour retrouver le vecteur de donnée d à partir du vecteur à
corriger cf, on multiplie l'inverse de la matrice génératrice (dans le cas d'un code
systématique, i l faut inverser la matrice génératrice définie comme comprenant les z
premières lignes qui constituent une matrice identité) duquel on a supprimé les lignes
de numéros identiques aux indices erronés de cf.
2. Inconvénients de l'état de la technique
Dans le cas où le volume des données à encoder ou à décoder est important, les
multiplications précitées entre un vecteur et une matrice nécessaires à l'encodage ou au
décodage peuvent exiger des temps ou des ressources de calculs prohibitifs.
3. Définitions
On utilise, dans la suite, des objets et des notations classiques pour l'homme de métier.
Toutefois, certaines définitions sont rappelées ci-après.
Soit GF2(x) l'anneau des polynômes à coefficients binaires. Soit ((xn+l)) l'anneau
engendré par le polynôme xn+l, où n entier. Soit (p,(x)) l'anneau engendré par un
polynôme irréductible p,(x) de degré w qui divise le polynôme xn+l, où i entier (i.e. :
(Pi(x)) est l'ensemble des multiples de p,(x)).
On note B , = GF2(x)/(Pi(x)), le corps constitué par le quotient entre l'anneau GF2(x) et
l'anneau engendré par le polynôme irréductible p,(x) de degré w .
On note 2,n = GF2(x)/(x n+l), l'anneau constitué par le quotient entre l'anneau GF2(x) et
l'anneau engendré par le polynôme xn+l.
On définit également l'ensemble A , comme l'idéal principal de l'anneau R2n engendré
par le polynôme χη+1/ ρ ,(χ) (i.e. : un idéal principal d'un anneau est un sous-groupe
additif généré par un seul élément et qui possède la propriété d'absorber la
multiplication). On sait que chaque élément de l'anneau R n peut s'exprimer sous la
forme d'une somme de composantes (autrement dit d'éléments de l'anneau) où
chacune des composantes est dans un idéal principal différent de l'anneau R n. On sait
que pour tout idéal A,, i l existe 2n éléments, comprenant l'élément nul de l'anneau R2n
(i.e. : noté 0, autrement dit l'élément neutre additif) qui n'ont n'aucune composante
dans l'idéal A,.
On rappelle qu'un idempotent est un élément e(x) (ici un polynôme) tel que
e(x)*e(x)=e(x). A , a un unique idempotent.
De manière classique, on dit par extension que le vecteur i=(ii,i 2, ... i , .. ) est l'image par
un isomorphisme I d'un vecteur ο=(θ ,ο , ... o , ...ok), lorsque i = l(o ), quel que soit i
appartenant à {1,2, ...,k) (autrement dit lorsque chaque élément du vecteur i d'un indice
donné est l'image par l'isomorphisme I de l'élément du même indice dans le vecteur o).
On dit qu'on calcule l'image par l'isomorphisme I du vecteur o pour obtenir le vecteur i,
lorsqu'on effectue, pour tout r appartenant à {1,2, ...,k), l'opération i = l(o ) . Le résultat
de ce calcul est le vecteur i (autrement dit chaque élément du vecteur i d'un indice
donné est obtenu par le calcul de (et est égal à) l'image par l'isomorphisme I de
l'élément de même indice dans le vecteur o).
On utilise des définitions analogues pour les matrices (« indice » est remplacé par « ligne
et colonne »).
De manière classique, on dira qu'un vecteur ou une matrice est dans ou appartient à un
ensemble si tous les éléments de ce vecteur ou de la matrice sont dans cet ensemble.
L'utilisation d'une représentation dite à base de XO (XOR signifie : ou exclusif) est
introduite dans l'article suivant : J. BLOEMER, M . KALFANE, M . KARPI NSKI, R. KARP, M .
LUBY AND D. ZUCKERMAN, D. "An XOR-Based Erasure-Resilient Coding Scheme" in
Technical Report ICSI TR-95-048 (August 1995). Elle consiste à représenter chaque
élément par une matrice carrée binaire où chaque nombre binaire de cette matrice
carrée représente des opérations de XOR sur des nombres binaires à réaliser pour une
multiplication avec cet élément (par exemple dans la multiplication d'un élément de la
matrice avec un élément d'un vecteur).
Un polynôme est dit AOP (ou polynôme tout à un, ou en anglais « A One Polynomial »)
lorsque les coefficients de tous ses monômes sont égaux à 1.
Un polynôme g(x) qui s'écrit g(x) = x + x _ ) + x _ ) + . . . + x + 1 = p(x ), où p(x) est un
polynôme AOP de degré r, est dit ESP (ou polynôme uniformément espacé, ou en anglais
« Equally Spaced Polynomial », s et r sont entiers bien entendu).
4. Exposé de l'invention
Pour remédier aux inconvénients précités, l'invention propose un procédé d'encodage
d'un vecteur de donnée, en un vecteur encodé transformé, selon un code correcteur
d'erreur linéaire défini par une matrice génératrice, dans lequel :
- le vecteur de donnée et la matrice génératrice sont dans le corps fini de polynômes,
noté Β , défini de la manière suivante : B , = GF (x)/(Pi(x)), p,(x) étant un polynôme
irréductible qui divise le polynôme xn+l, i et n étant des entiers,
- Le vecteur encodé transformé appartenant à l'anneau n, et est l'image par un
isomorphisme, noté F,, du produit de la matrice génératrice par le vecteur de donnée,
l'isomorphisme F,, du corps fini B , dans l'ensemble A,, l'isomorphisme étant défini de la
manière suivante : F, (p(x)) = p(x) Q,(x)
,
où A , est l'idéal principal de l'anneau R n
engendré par le polynôme χη+1/ ρ ,(χ), Q,(x) est l'unique idempotent dudit idéal principal
A,, et p(x) un polynôme appartenant au corps B,, l'anneau étant défini de la manière
suivante : R2,n = GF2(x)/(x n+l)
ledit procédé comprenant les étapes suivantes :
- Une étape de calcul de l'image par l'isomorphisme F, du vecteur de donnée pour
obtenir un vecteur de donnée transformé,
- une étape de détermination d'une matrice transformée, dans laquelle chaque élément
de la matrice transformée (ou plus généralement d'une partie de la matrice transformée
comprenant un certain nombre de lignes de la matrice transformée) situé à une ligne et
à une colonne est la somme de l'image de l'élément situé à ladite ligne et à ladite
colonne d'une matrice brute par l'isomorphisme F, et d'un élément de l'anneau R n qui
n'a aucune composante dans l'idéal principal A,, la matrice brute étant la matrice
génératrice,
- une étape de multiplication de la matrice transformée par un vecteur transformé, le
vecteur transformé étant le vecteur de donnée transformée, pour obtenir ledit vecteur
encodé transformé (ainsi donc le vecteur encodé transformé est le résultat de la
multiplication de la matrice génératrice transformée par le vecteur de donnée
transformé).
Dans un mode de réalisation du procédé d'encodage, le procédé comprend une étape
de calcul de l'image par un isomorphisme inverse, noté F, 1 , du vecteur encodé
transformé pour obtenir un vecteur encodé, l'isomorphisme inverse F, 1 étant l'inverse
de l'isomorphisme F, et est défini de la manière suivante : p(x) = pn(x) mod p,(x), pn(x)
étant un polynôme de l'anneau R n, le vecteur encodé étant égal au produit de la
matrice génératrice par le vecteur de donnée. Ainsi donc, une fois l'étape de
multiplication réalisée, on peut faire repasser le résultat dans le corps B,. En variante, le
résultat peut rester dans l'anneau n de manière à effectuer ultérieurement le
décodage sans avoir à transformer le vecteur à corriger encodé vers l'anneau R n.
Toujours pour remédier aux inconvénients précités, l'invention concerne aussi un
procédé de décodage d'un vecteur à corriger transformé, en un vecteur de donnée
selon un code correcteur d'erreur linéaire défini par une matrice génératrice, ledit
vecteur à corriger comprenant une pluralité d'indices erronés comprenant un élément
erroné (autrement dit, comprenant une pluralité d'éléments erronés situés à des indices
erronés) dans lequel :
- le vecteur de donnée et la matrice génératrice sont dans le corps fini B,, défini de la
manière suivante : B , = GF2(x)/(Pi(x)), p,(x) étant un polynôme irréductible qui divise le
polynôme xn+l, i et n étant des entiers,
- Le vecteur à corriger transformé appartenant à l'anneau R2,n, défini de la manière
suivante : R2n = GF2(x)/(x n+l)
ledit procédé comprenant les étapes suivantes :
- une étape de détermination d'une matrice transformée, chaque élément de la matrice
transformée (ou plus généralement d'une partie de la matrice transformée comprenant
un certain nombre de lignes de la matrice transformée) situé à une ligne et à une
colonne est la somme de l'image de l'élément situé à ladite ligne et à ladite colonne
d'une matrice brute par l'isomorphisme F, et d'un élément de l'anneau R n qui n'a
aucune composante dans l'idéal principal A,, la matrice brute étant l'inverse de la
matrice génératrice de laquelle sont supprimées les lignes correspondantes à ladite
pluralité d'indices erronés , l'isomorphisme F,, du corps fini B , dans un ensemble A,, étant
défini de la manière suivante : F, (p(x)) = p(x) Q,(x), où A , est l'idéal principal engendré
par le polynôme χη+1/ ρ ,(χ) de l'anneau R2n, Q,(x) est l'unique idempotent dudit idéal
principal A,, et p(x) un polynôme appartenant au corps B,,
- une étape de multiplication de la matrice transformée par un vecteur transformé, le
vecteur transformé étant le vecteur à corriger transformé, pour obtenir un vecteur de
donnée transformé.
- une étape de calcul de l'image par un isomorphisme inverse, noté F, 1, du vecteur de
donnée transformé pour obtenir le vecteur de donnée, l'isomorphisme inverse F, 1 étant
l'inverse de l'isomorphisme F, et est défini de la manière suivante :
p(x) = pn(x) mod p,(x), pn(x) étant un polynôme de l'anneau R n.
Dans un mode de réalisation du procédé de décodage, le procédé comprend,
préalablement à l'étape de multiplication, une étape de calcul de l'image par
l'isomorphisme F, d'un vecteur à corriger pour obtenir le vecteur à corriger transformé,
le vecteur de donnée étant égal au produit de l'inverse de la matrice génératrice de
laquelle sont supprimées les lignes de même numéro que ladite pluralité d'indices
erronés, par le vecteur à corriger. Dans ce cas, le procédé de décodage est compatible
avec un procédé d'encodage où le résultat de l'étape de multiplication est repassé dans
le corps B,.
On présente ci-dessous des avantages et des caractéristiques optionnelles communes à
la fois au procédé d'encodage et au procédé de décodage.
En réalisant ainsi l'étape de multiplication dans l'anneau R n où les multiplications entre
éléments peuvent être plus rapides que dans le corps B,, l'invention permet d'accélérer
l'étape de multiplication.
Selon l'invention (décodage ou encodage), l'élément de l'anneau R n qui n'a aucune
composante dans l'idéal principal A , peut soit être nul, soit être non nul. Dans le cas où i l
est nul, l'élément de la matrice transformée est l'image de l'élément situé à la même
ligne et à la même colonne d'une matrice brute (G) par l'isomorphisme F,.
Lorsque tous les éléments de la matrice transformée sont dans ce cas, la matrice
transformée est l'image de la matrice brute par l'isomorphisme F,.
En variante, au moins un des éléments de la matrice transformée situé à une ligne et à
une colonne est la somme de l'image de l'élément situé à ladite ligne et à ladite colonne
de la matrice brute par l'isomorphisme F, et d'un élément de l'anneau R2,n non nul qui
n'a aucune composante dans l'idéal principal A,. Ainsi donc, l'élément de l'anneau R n
(nul ou pas), qui n'a aucune composante dans l'idéal principal A,, peut être choisi de
manière à minimiser le nombre de XOR engendrés par l'élément de la matrice
transformée ainsi formé dans une multiplication avec un autre élément (dans une
représentation dite à base de XOR, i l s'agit de la quantité de nombres binaires égaux à 1
dans la représentation de cet élément de la matrice transformée).
Cela permet ainsi de réduire le temps ou les ressources nécessaires à l'étape de
multiplication.
Dans un mode de réalisation, le procédé d'encodage ou le procédé de décodage est mis
en œuvre dans une représentation dite à base de ou exclusif dans laquelle chaque
élément de la matrice transformée est représenté par une matrice carrée élémentaire
de n lignes et n colonnes de nombres binaires.
Selon une mise œuvre particulière de ce mode de réalisation, ledit chaque élément est
mémorisé sous la forme d'une seule de ces n lignes ou n colonnes, la matrice
transformée étant ainsi mémorisée sous la forme d'une matrice transformée
compressée constituée de la seule des n lignes ou n colonnes de chaque élément de la
matrice transformée.
Grâce au passage dans l'anneau n, dans une représentation à base de XOR, les
éléments de la matrice transformée n'ont que des diagonales constituées soit que de 1,
soit que de 0. C'est pourquoi, on peut se permettre de ne mémoriser qu'une seule ligne
ou qu'une seule colonne pour chaque élément. On économise ainsi de l'espace
mémoire.
Dans un mode de réalisation (à la fois pour le procédé de décodage et le procédé
d'encodage), chaque élément du vecteur transformé est représenté par un vecteur
élémentaire de n nombres binaires, ladite étape de multiplication de la matrice
transformée par le vecteur transformé comprenant une sous-étape de multiplication de
la matrice carrée élémentaire par le vecteur élémentaire, ladite sous-étape de
multiplication comprenant les étapes suivantes :
- une étape de lecture en mémoire de ladite seule ligne ou seule colonne de la matrice
carrée élémentaire dans la matrice transformée compressée,
- Une étape de traitement dans laquelle, pour chaque nombre binaire occupant une
position de ladite une seule ligne ou seule colonne dans la matrice transformée
compressée, si ledit bit est égal à une valeur déterminée (la valeur déterminée est
souvent égale à 1. De manière générale, i l s'agit d'une valeur qui définit un XOR qui peut
bien entendu être différente de 1 selon les implémentations), les ou exclusifs engendrés
par toute la diagonale de la matrice carrée élémentaire déterminée par cette position
sont calculés.
On réduit ainsi le temps de calcul nécessaire à la réalisation du procédé d'encodage ou
du procédé de décodage puisqu'il suffit de ne lire qu'une seule ligne ou colonne par
élément pour réaliser la sous-étape de multiplication.
Dans un mode de réalisation, le procédé d'encodage ou le procédé de décodage peut
comprendre, préalablement à l'étape de multiplication, les étapes suivantes :
- une étape de détermination d'une sous partie identique comprenant w e éléments
binaires (ayant une valeur définissant un XO . Classiquement cette valeur est 1) dans m
lignes de la matrice transformée compressée, w e supérieur ou égal à deux,
- une étape de calcul d'au moins un résultat intermédiaire à partir de ladite sous partie
identique,
- l'étape de multiplication étant réalisée à partir du résultat intermédiaire de manière à
éviter n.(we.m-(we+m)) opérations de ou exclusifs durant l'étape de multiplication.
En identifiant ainsi une sous-partie identique, on détermine des XOR communs
intervenant dans une pluralité de sous-étapes de multiplication de manière à ne calculer
ces XOR qu'une seule fois pour réaliser la pluralité de sous-étapes de multiplication.
Les sous-parties peuvent être alignées ou bien décalées cycliquement dans la matrice
transformée. L'utilisation de la matrice transformée compressée permet en particulier
de trouver des sous-parties décalées, la recherche de sous parties décalées étant trop
complexe et trop longue dans le cas de l'utilisation d'une matrice transformée sans
compression.
Le polynôme p,(x) peut être un polynôme AOP ou un polynôme ESP.
Dans ce cas, deux approches permettent un calcul rapide des images par l'isomorphisme
F, et l'isomorphisme inverse F, 1.
Selon une première approche :
- chaque élément du corps fini B , étant représenté par un vecteur de données binaires
- le calcul de l'image de chaque élément du corps fini B , par l'isomorphisme F, comprend
l'ajout d'un bit (ou donnée binaire) de parité audit vecteur de données binaires.
- le calcul de l'image de chaque élément du corps fini B , par l'isomorphisme inverse F, 1
(inverse de l'isomorphisme F,) comprend la suppression dudit bit de parité audit vecteur
de données binaires.
Selon une deuxième approche :
- chaque élément du corps fini B , étant représenté par un vecteur de données binaires
- le calcul de l'image de chaque élément du corps fini B , par l'isomorphisme F, comprend
l'ajout d'une donnée binaire (ou bit) égale à l'élément nul (autrement dit, l'élément
neutre additif) à une position dudit vecteur de données binaires.
- le calcul de l'image de chaque élément du corps fini B , par l'isomorphisme inverse F, 1
(inverse de l'isomorphisme F,) comprend l'ajout de la donnée binaire située à ladite
position à une pluralité de données binaires dudit vecteur de données binaires, puis la
suppression de ladite donnée binaire située à ladite position dudit vecteur de données
binaires.
L'invention concerne aussi un dispositif adapté à la mise en œuvre des étapes du
procédé d'encodage ou de décodage.
L'invention concerne également :
Un programme d'ordinateur comprenant des instructions adaptées à la mise en
œuvre de chacune des étapes du procédé d'encodage ou du procédé de décodage
lorsque ledit programme est exécuté sur un ordinateur, et
- Un moyen de stockage d'informations, amovible ou non, partiellement ou
totalement lisible par un ordinateur ou un microprocesseur comportant des instructions
de code d'un programme d'ordinateur pour l'exécution de chacune des étapes du
procédé d'encodage ou du procédé de décodage.
On présente ci-dessous d'autres avantages et caractéristiques optionnelles du procédé
d'encodage uniquement.
Selon un mode de réalisation, l'étape de détermination de la matrice transformée
comprend les étapes suivantes :
- une étape pour engendrer une matrice candidate transformée,
- une étape pour estimer un nombre d'opérations de ou exclusif à réaliser pour l'étape
de multiplication de la matrice transformée par le vecteur transformé, lorsque la
matrice candidate transformée est choisie en tant que matrice transformée,
- une étape pour déterminer, en fonction dudit nombre d'opérations de ou exclusif à
réaliser, si la matrice candidate transformée est choisie en tant que matrice
transformée.
De cette manière, on obtient la matrice transformée qui permet l'étape de
multiplication la moins coûteuse possible en temps de calcul.
Selon une mise en œuvre particulière de ce mode de réalisation, la matrice candidate
transformée peut être constituée d'éléments dans l'anneau 2,n qui sont, dans une
représentation dite à base de XOR, des décalages cycliques de la matrice identité (de n
lignes et n colonnes).
En particulier, le procédé d'encodage peut comprendre :
- durant l'étape pour estimer le nombre d'opérations de ou exclusif à réaliser pour
l'étape de multiplication de la matrice transformée par le vecteur transformé , une
étape de détermination d'une sous partie identique comprenant w éléments binaires
dans m lignes de la matrice transformée compressée, w supérieurs ou égal à deux,
- une étape de calcul du nombre d'opérations de ou exclusif évités, égal à n.(we.m-
(we+m)), à partir desdites sous parties, dans lequel le nombre d'opérations de ou
exclusif à réaliser est estimé à partir dudit nombre d'opérations de ou exclusif évités.
On tient ainsi compte, dans le nombre d'opérations estimées, de la simplification des
calculs effectuée grâce à la recherche des sous parties identiques.
Dans un premier mode de réalisation, la matrice candidate transformée est obtenue
grâce aux étapes suivantes :
- une étape pour engendrer une matrice candidate génératrice définissant un code
correcteur d'erreur qui est MDS (Maximum Distance Séparable).
- une étape de calcul de l'image par l'isomorphisme F, de la matrice candidate
génératrice pour obtenir la matrice candidate transformée
En variante, la matrice candidate transformée est obtenue grâce aux étapes suivantes :
- une étape de calcul de l'image de la matrice candidate génératrice par l'isomorphisme
inverse F, 1 pour obtenir la matrice génératrice candidate,
-Une étape de vérification que la matrice génératrice candidate est MDS.
5. Liste des figures
D'autres buts, caractéristiques et avantages de l'invention apparaîtront à la lecture de la
description suivante donnée à titre uniquement non limitatif et qui se réfère aux figures
annexées dans lesquelles :
La figure 1 représente un dispositif adapté à la mise en œuvre du procédé de
la figure 2.
La figure 2 représente les étapes d'un procédé selon un mode de réalisation
de l'invention.
La figure 3 représente le détail d'une étape de la figure 2, dans un mode de
réalisation.
La figure 4 représente une étape de la figure 3 dans un mode de réalisation
et la figure 5 représente cette même étape dans un deuxième mode de
réalisation.
La figure 6 présente en détail une étape de la figure 2 et la mémorisation de
la matrice transformée.
Les figures 7, 8, 9 et 10 donnent des exemples pour l'isomorphisme F, et son
inverse F, 1.
6. Description détaillée d'un mode de réalisation de l'invention
Les réalisations suivantes sont des exemples. Bien que la description se réfère à un ou
plusieurs modes de réalisation, ceci ne signifie pas nécessairement que chaque
référence concerne le même mode de réalisation, ou que les caractéristiques
s'appliquent seulement à un seul mode de réalisation. De simples caractéristiques de
différents modes de réalisation peuvent également être combinées pour fournir
d'autres réalisations. Sur les figures, les échelles et les proportions ne sont pas
strictement respectées et ce, à des fins d'illustration et de clarté.
Le dispositif de figure 1 comprend une mémoire 200, des disques durs et 300 à 306 dans
lesquels un microprocesseur 100 peut lire et écrire des données par l'intermédiaire d'un
bus de données 400. La mémoire 200 (par exemple un disque amovible ou pas, ou bien
une mémoire sous forme de circuit intégré (par exemple de type flash EEPROM))
comprend, dans une partie 250, les instructions de code d'un programme d'ordinateur
pour l'exécution de chacune des étapes du procédé qui sera décrit en référence à la
figure 2. Une entrée/sortie 500 est également connectée au microprocesseur 100 par
l'intermédiaire du bus 400. D'autres architectures sont bien entendues possibles.
La figure 2 décrit les étapes réalisées par le microprocesseur 100 dans un mode de
réalisation de l'invention. Le microprocesseur comprend une mémoire de travail (non
représentée) utilisée dans les étapes du procédé ci-dessous.
A l'étape 1000, le microprocesseur 100 obtient le vecteur de donnée d par exemple en
le recevant par l'entrée/sortie 500 et via le bus 400. Le vecteur de donnée d est
constituée de z éléments (z étant bien évidemment un entier) du corps B , défini plus
haut.
A l'étape 2000, le microprocesseur 100 calcule l'image du vecteur d par l'isomorphisme
F, défini plus haut et mémorise le résultat dans le vecteur dt constitué de z éléments
dans l'anneau R2,n .
A l'étape 3000, une matrice transformée GT est obtenue par le microprocesseur 100.
Chaque élément de cette matrice transformée GT situé à une ligne et à une colonne
est la somme de l'image de l'élément situé à ladite ligne et à ladite colonne d'une
matrice génératrice G par l'isomorphisme F, et d'un élément de l'anneau R n qui n'a
aucune composante dans l'idéal principal A , défini plus haut.
De manière générale, dans un mode de réalisation, à l'étape 3000, la matrice
transformée GT, peut être préalablement déterminée et mémorisée dans une mémoire,
qui peut-être non volatile, par exemple, dans le mode de réalisation de la figure 2, dans
la mémoire 200 ou dans la propre mémoire du processeur 100. La matrice transformée
GT est alors obtenue, par exemple par le processeur 100, par lecture de cette mémoire,
pour l'encodage d'une pluralité de vecteurs. La figure 3 illustre un mode de réalisation
pour prédéterminer la matrice transformée. En variante, la matrice transformée GT peut
être recalculée à chaque fois que la matrice génératrice transformée est obtenue, par
exemple en appliquant l'isomorphisme F, défini plus haut à la matrice génératrice G elle-
même mémorisée.
La matrice génératrice G est dans le corps B,, et définit un code correcteur linéaire. Elle
peut être constituée de t lignes et z colonnes (t supérieur à z, les z premières lignes de G
peuvent constituer classiquement une matrice identité). La matrice génératrice
transformée GT, dans l'anneau 2,n, a naturellement le même nombre de lignes et de
colonnes que la matrice génératrice G.
A l'étape 4000, on multiplie la matrice transformée GT par le vecteur de donnée dt. Le
résultat de cette multiplication est le vecteur encodé transformé et constitué de t
éléments dans l'anneau R2,n .
A l'étape 5000, on applique l'isomorphisme inverse noté F, 1 défini plus haut au vecteur
encodé transformé et. Le résultat est un vecteur encodé c. le vecteur encodé c est égal
au produit de la matrice génératrice G par le vecteur de données d, autrement dit au
résultat de l'encodage du vecteur de donnée selon le code correcteur linéaire défini par
la matrice génératrice G. Le vecteur encodé c comprend bien entendu t éléments du
corps B,.
A l'étape 6000, le vecteur encodé c est découpé en sept blocs de données (cbO, cb2,
cb3, cb4, cb5, cb6) par le microprocesseur 100 qui mémorise chacun de ces sept blocs
dans chacun des sept disques 300, 301, 302, 304, 305, 306. Ici le nombre sept pour le
nombre de blocs et le nombre de disques est donné bien entendu à titre d'exemple, et
peut-être quelconque. A l'étape 6000', le disque 302, par exemple, est hors service suite
à un incident qui a lieu après que ces blocs aient été mémorisés à l'étape 6000. A titre
d'exemple, cet incident a pour conséquence que le bloc de données cb2 est considéré
comme effacé, perdu ou erroné pour les indices compris entre r et s qui seront dits
erronés. Le vecteur résultant est le vecteur à corriger cf.
A l'étape 7000, on calcule l'image du vecteur à corriger cf par l'isomorphisme F, pour
obtenir le vecteur à corriger transformé cft.
A l'étape 8000, on obtient une matrice transformée G_ T. Chaque élément de la matrice
transformée G_ T obtenue, situé à une ligne et à une colonne, est la somme de l'image
de l'élément situé à ladite ligne et à ladite colonne d'une matrice brute par
l'isomorphisme F, et d'un élément de l'anneau 2,n qui n'a aucune composante dans
l'idéal principal A,, la matrice brute étant l'inverse (G 1) de la matrice génératrice G
duquel inverse sont supprimées les lignes correspondantes à ladite pluralité d'indices
erronés (dans notre exemple les (numéros de) lignes comprises entre r et s).
De manière générale, lors du décodage, (et pas seulement dans ce mode de réalisation),
la matrice transformée G_ T peut être obtenue soit :
- en appliquant l'isomorphisme F, à l'inverse G 1 de la matrice génératrice G duquel
inverse sont supprimées les lignes correspondantes aux indices erronés et
éventuellement en ajoutant, à certains éléments de la matrice, un élément de l'anneau
R n qui n'a aucune composante dans l'idéal principal A , (de manière analogue à ce qui
est décrit ci-dessous à l'étape 3100),
- à partir de l'inverse de la matrice transformée GT utilisée pour l'encodage (dans le
mode de réalisation de la figure 2 déterminée à l'étape 3000, et utilisée pour encoder le
vecteur de donnée à l'étape 4000), duquel inverse G 1 on a supprimé les lignes de même
numéro que les indices erronés.
A l'étape 9000, un vecteur de donnée transformé dt est obtenu à partir de la
multiplication de la matrice transformée G_ T par le vecteur à corriger transformé cft.
A l'étape 10000, on calcule l'image du vecteur de donnée transformé dt par l'application
de l'isomorphisme inverse F, 1 défini précédemment. Le résultat est le vecteur de donnée
d. Le bloc erroné, (autrement dit effacé ou perdu), dans le mode de réalisation de figure
2 cb2, a été ainsi retrouvé grâce l'utilisation du code correcteur d'erreur linéaire défini
par la matrice génératrice G.
Le vecteur de donnée d est alors à nouveau encodé en vecteur encodé c et mémorisé
par exemple dans un nouveau disque 302.
Les étapes 5000 et 7000 peuvent être conjointement omises. On peut en effet
mémoriser dans les disques 300 à 306 à l'étape 6000 le vecteur encodé transformé et
(en blocs de données), qui est dans l'anneau 2,n, au lieu de mémoriser le vecteur
encodé c.
Les procédés d'encodage et de décodage sont décrits en référence à la figure 2 et sont
mis en œuvre par le même dispositif de la figure 1. Toutefois, en pratique, le procédé
d'encodage et le procédé de décodage peuvent bien entendu être réalisés
indépendamment et par des machines différentes.
Le microprocesseur 100 peut être remplacé par un ordinateur, par exemple par un
serveur internet, ou bien être compris dans un serveur internet ainsi que la mémoire
200, les disques 300 à 306 et le bus 400.
L'invention ne s'applique pas uniquement à l'encodage et au décodage de données en
mémoire, par exemple sur un disque dur. Elle peut également s'appliquer à la
l'encodage et au décodage de données pour la communication sur un canal de
communication par exemple hertzien.
De manière connue, le vecteur encodé c est égal au produit de la matrice génératrice G
(définissant le code correcteur linéaire) et du vecteur de donnée d, et le vecteur de
donnée d est égal au produit de l'inverse G 1 de la matrice génératrice, duquel on a
supprimé les lignes de même numéro que les indices erronés du vecteur à corriger.
La figure 3 illustre les étapes pour obtenir la matrice génératrice transformée GT. A
l'étape 3500, une matrice candidate transformée GTc dans l'anneau R2,n est engendrée.
Les figures 4 et 5 donneront plus loin les détails de cette étape, chacune selon un mode
de réalisation de l'invention.
A l'étape 3600, le microprocesseur 100 estime un nombre d'opérations de ou exclusif à
réaliser pour l'étape de multiplication de la matrice transformée GT par le vecteur
transformé dt lorsque la matrice candidate transformée GTc est choisie en tant que
matrice transformée GT. Dans une représentation dite à base de ou exclusif, le nombre
d'opérations de ou exclusif est obtenu à partir du nombre total de 1 dans les éléments
de l'anneau n de la matrice candidate transformée GTc (ou de la matrice transformée
GT).
A l'étape 3700, le processeur 100 détermine si la matrice candidate transformée GTc est
choisie en tant que matrice transformée. De manière générale, dans un mode de
réalisation de l'invention, une pluralité de matrices candidates transformées GTc sont
engendrées (par exemple à partir de nombres aléatoires). La matrice candidate
transformée GTc pour laquelle le nombre d'opérations est le plus petit, parmi la
pluralité de matrices, est choisie.
La figure 4 illustre maintenant comment la matrice candidate transformée GTc peut être
engendrée notamment durant l'étape 3500, dans un premier mode de réalisation. Dans
un mode de réalisation, la matrice transformée GT peut également être obtenue
directement de cette manière à l'étape de détermination de la matrice transformée (à
l'étape 3000 dans le mode de réalisation de la figure 2) sans effectuer les étapes 3600 et
3700.
A l'étape 3100, une matrice candidate génératrice Gc dans le corps B,, définissant un
code correcteur MDS (Maximum Distance Separable) est engendrée, par exemple (dans
un mode de réalisation de l'invention) en utilisant de manière connue les méthodes
pour construire une matrice de Cauchy, de Vandermonde ou de Cauchy généralisée
également connues en soi.
A l'étape 3200, le microprocesseur 100 utilise l'isomorphisme F, pour obtenir la matrice
candidate transformée GTc à partir de la matrice candidate génératrice Gc. Dans un
premier mode de réalisation, on calcule l'image par l'isomorphisme F, de la matrice
candidate génératrice Gc pour obtenir la matrice candidate transformée GTc. En
variante, on ajoute, pour au moins un élément de la matrice candidate transformée
(GTc), à l'image des éléments de matrice candidate génératrice Gc un élément de
l'anneau R n non nul qui n'a aucune composante dans l'idéal principal A,, par exemple
lorsque cet ajout permet de réduire le nombre de 1 (on se place alors ici dans une
représentation dite à base de XOR bien entendu) dans l'élément de la matrice candidate
transformée. Autrement dit, dans un mode de réalisation de l'invention, un élément de
la matrice transformée (GT, G_ T) (ou en particulier, pour cette figure, de la matrice
candidate transformée) situé à une ligne et à une colonne est la somme de l'image de
l'élément situé à ladite ligne et à ladite colonne de la matrice brute (ici la matrice
génératrice ou la matrice candidate génératrice) par l'isomorphisme F, et d'un élément
de l'anneau n non nul qui n'a aucune composante dans l'idéal principal A , par
exemple, lorsque cet élément situé à ladite ligne et à ladite colonne de la matrice
transformée a un nombre de 1 inférieurs au nombre de 1 présents dans l'image de
l'élément situé à ladite ligne et à ladite colonne de la matrice brute. Dans ce mode de
réalisation, l'invention permet alors d'obtenir des matrices transformées peu denses, ce
qui réduit le nombre d'opérations de ou exclusif à réaliser pour l'étape de multiplication
de la matrice transformée par le vecteur transformé, lorsque la matrice candidate
transformée est choisie en tant que matrice transformée.
Les éléments l'anneau R2,n qui n'ont aucune composante dans l'idéal principal A,, sont
les multiples de p,(x) dans cet anneau, et chaque élément peut être obtenu en calculant
au moins une partie de ces multiples.
La figure 5 illustre maintenant comment la ou les matrices candidates transformées GTc
peuvent être engendrées notamment durant l'étape 3500, dans un deuxième mode de
réalisation. A l'étape 3300, une matrice candidate transformée GTc est engendrée.
Selon un mode de réalisation de l'invention, la matrice candidate transformée peut être
constituée d'éléments dans l'anneau R n qui sont, dans une représentation dite à base
de XOR, des décalages cycliques de la matrice identité (de n lignes et n colonnes). A
l'étape 3400, on calcule l'image de la matrice candidate transformée GTc par
l'isomorphisme inverse F, 1 (défini précédemment) pour obtenir une matrice candidate
génératrice Gc (on peut choisir de retrancher de l'image, pour tout ou partie des
éléments de la matrice candidate transformée, un élément de l'anneau R2,n non nul qui
n'a aucune composante dans l'idéal principal A,). Si la matrice candidate génératrice est
MDS, la matrice candidate transformée GTc est retenue (par exemple pour réaliser les
étapes 3600 et 3700 de la figure 3). Sinon, la matrice candidate transformée GTc est
rejetée.
La figure 6 présente plus en détail l'étape 4000 (l'étape 9000 peut être réalisée de la
même manière) et décrit comment la matrice transformée est mémorisée. La figure 6
présente une partie de matrice transformée GT (ou bien la totalité d'une matrice
transformée, par exemple lorsque la notion de matrice génératrice exclue les z
premières lignes qui constituent une matrice identité dans un code systématique)
comprenant trois lignes et trois colonnes, dans le cas où n=5, et où la matrice
transformée est mémorisée dans une représentation dite à base de ou exclusif. Chaque
élément dans l'anneau R2,5 de la matrice transformée GT est une matrice carrée
élémentaire de 5x5 nombres binaires. Les plus petites cases représentent ces nombres
binaires. Celles comprenant un point ou une croix sont celles qui mémorisent des 1. Les
autres mémorisent des 0. La figure représente en particulier une partie de l'étape 4000
de multiplication d'une partie de la matrice transformée GT par une partie du vecteur de
données transformé dt constituée des vecteurs aO, al, a2 dans l'anneau R2,5 pour
obtenir la partie correspondante du vecteur encodé transformé et constituée des
vecteurs pO, pl, p2 dans l'anneau R2,5 ( dans le cas d'un code systématique où on omet
les z éléments identiques au vecteur de donnée, dt et et peuvent représenter
respectivement la totalité du vecteur de donnée et la totalité du vecteur encodé
transformé).
La matrice transformée GT est par exemple mémorisée sous la forme d'une matrice
compressée GT' dans laquelle chaque élément de la matrice transformée GT est
mémorisé sous la forme de sa première ligne par exemple 610. Cela est possible car les
éléments dans l'anneau ont tous des diagonales pleines de 1 ou pleines de 0.
Au lieu d'utiliser la première ligne, on peut utiliser d'autres lignes ou une colonne.
L'utilisation d'une telle matrice compressée permet de réduire l'espace mémoire et le
temps de calcul nécessaire à la réalisation du procédé de la figure 2 ou plus
généralement de l'invention.
En particulier, l'étape 4000 comprend une sous-étape de multiplication de la matrice
carrée élémentaire 610 par le vecteur a0 de dt lors du calcul du vecteur p0 de et. Cette
étape peut être réalisée par la lecture de la ligne 610 sans lire le reste de la matrice
carrée élémentaire 600 en mémoire. Lors de cette lecture, si un nombre binaire, par
exemple 612 vaut 1 dans cette ligne 610, on réalise tous les XOR engendrés par la
diagonale déterminée par la position de 612, par exemple le XOR déterminé par le fait
que le nombre binaire 613 est à 1.
En outre, pour limiter le nombre de XOR réalisés lors de l'étape 4000, on recherche une
sous partie identique dans les trois lignes de la partie de la matrice transformée
compressée GT'. Dans les trois lignes de GT', la sous partie comprise entre les deux
nombres binaires représentés par une case comprenant un point est identique (on ne
tient pas compte des 1 présents entre ces deux nombres binaires). De manière générale,
la sous partie identique définit des XO identiques intervenant dans le calcul de
plusieurs éléments du vecteur et. Dans l'exemple de la figure 6, les trois sous-parties
identiques définissent des XOR qui interviennent dans le calcul des trois éléments p0, Pi
et p2 du vecteur et. De manière générale, on calcule donc un résultat intermédiaire qui
représente le nombre de XOR déterminés par la sous partie identique et on utilise ce
résultat intermédiaire pour le calcul d'autres éléments du vecteur transformé. Ainsi, si la
sous partie identique comprend w e éléments binaires (i.e. : égaux à 1, ou plus
généralement représentant un XOR) et si la sous partie identique est présente dans m
lignes, on économise n(we*m-(we+m)) XOR. Dans l'exemple donné à la figure 6, on
économise par ainsi 5 XOR.
La figure 6 donne un exemple où les occurrences de la sous partie identique sont
alignées dans G' (i.e. : dans la sous partie identique, selon les lignes, les nombres
binaires à 1 sont dans les mêmes colonnes), mais celles-ci peuvent être plus
généralement, dans un mode de réalisation de l'invention, décalées (i.e. : dans la sous
partie identique, selon les lignes, les nombres binaires à 1 (ou plus généralement
représentant un XOR dans une multiplication avec un autre élément) sont dans des
colonnes différentes, la quantité de nombres binaires (à 0 ou 1) entre chaque couple de
1 de la partie identique étant identique). L'utilisation de la matrice compressée permet
de rechercher dans un temps réaliste de telles sous parties identiques décalées,
permettant ainsi de réduire encore plus le nombre de XOR réalisés lors de l'étape 4000.
Selon un mode de réalisation, le polynôme p,(x) est un polynôme AOP ou un polynôme
ESP.
Dans une première variante de ce mode de réalisation, l'application de l'isomorphisme
F, comprend l'ajout d'un bit de parité à l'élément du corps, comme l'illustre les figures 7
et 8. L'application de l'isomorphisme inverse F, 1 consiste alors à supprimer le bit de
parité.
La figure 7 représente le calcul de l'image par l'isomorphisme F,(x) pour n=5 pour un
polynôme p,(x) AOP. Selon cette variante, pour un polynôme AOP, l'application de
l'isomorphisme F, consiste en l'ajout d'un bit de parité (i.e. : résultat du XO ) de tous les
nombres binaires constituant l'élément du corps.
La figure 8 représente le calcul de l'image par l'isomorphisme F, pour un polynôme p,(x)
ESP. On peut montrer que l'idéal correspondant au corps fini déterminé par un ESP est
l'ensemble des éléments qui peuvent se décomposer comme un entrelacement de s
mots de poids pair de longueur r+1. Dans ce mode de réalisation, le calcul de l'image
d'un élément constitué de sr bits formant r blocs de s bits consécutifs (sur la figure 8,
r=2, s=3, le bloc 1 et le bloc 2 forment l'élément) consiste à ajouter un bloc de s bits (sur
la figure 2, le bloc 3) qui est le XOR (bit à bit) des r blocs de s bits de l'élément (sur la
figure 2 qui est le XOR du bloc 1 et du bloc 2. L'image est formée par les bloc 1, 2 et 3) .
Dans une deuxième variante de ce mode de réalisation, le calcul de l'image de chaque
élément du corps fini B , par l'isomorphisme F, comprend l'ajout d'une donnée binaire
égale à 0 à une position dudit vecteur de bit.
Comme l'illustrent les figures 9 et 10, le calcul de l'image de chaque élément du corps
fini B , par isomorphisme inverse F, 1 comprend l'ajout de la donnée binaire située à ladite
position à une pluralité de données binaires dudit vecteur de données binaires, puis la
suppression de ladite donnée binaire située à ladite position dudit vecteur de bit.
La figure 9 représente le calcul de l'image par l'isomorphisme inverse F, 1 pour n=5 pour
un polynôme p,(x) AOP. Dans ce mode de réalisation, de manière générale, le calcul de
l'image de chaque élément du corps fini B , par l'isomorphisme inverse F, 1 consiste à
l'ajout de la donnée binaire située à ladite position à chaque donnée binaire dudit
vecteur de données binaires, puis la suppression de ladite donnée binaire située à ladite
position dudit vecteur de bit. La figure 10 représente le calcul de l'image par
l'isomorphisme inverse noté F^pour un polynôme ESP. Ce calcul consiste à faire des
opérations XOR entre le dernier bloc de s bits et chacun des r blocs de s bits de
l'élément. Dans la figure 10, s = 3 et r = 2.
REVENDICATIONS
1. Procédé d'encodage d'un vecteur de donnée (d), en un vecteur encodé
transformé (et), selon un code correcteur d'erreur linéaire défini par une matrice
génératrice (G), dans lequel :
- le vecteur de donnée (d) et la matrice génératrice (G) sont dans le corps fini de
polynômes, noté B,, défini de la manière suivante : B , = GF2(x )/(Pi (x)), p,(x) étant un
polynôme irréductible qui divise le polynôme xn+l, i et n étant des entiers,
- Le vecteur encodé transformé (et) appartenant à un anneau, noté 2,n, et est l'image
par un isomorphisme, noté F,, du produit de la matrice génératrice (G) par le vecteur de
donnée (d), l'isomorphisme F,, du corps fini B , dans un ensemble A,, étant défini de la
manière suivante : F, (p(x)) = p(x) Q,(x) , où A , est idéal principal de l'anneau R2,n
engendré par le polynôme xn+l/p,(x), Q,(x) est l'unique idempotent dudit idéal principal
A,, et p(x) un polynôme appartenant au corps B,, l'anneau étant défini de la manière
suivante : R2n= GF2(x)/(xn+l)
ledit procédé comprenant les étapes suivantes :
- Une étape de calcul de l'image par l'isomorphisme F, du vecteur de donnée (d) pour
obtenir un vecteur de donnée transformé (dt),
- une étape de détermination d'une matrice transformée (GT), dans laquelle chaque
élément de la matrice transformée (GT) situé à une ligne et à une colonne est la somme
de l'image de l'élément situé à ladite ligne et à ladite colonne d'une matrice brute (G)
par l'isomorphisme F, et d'un élément de l'anneau 2,n qui n'a aucune composante dans
l'idéal principal A,, la matrice brute (G) étant la matrice génératrice (G),
- une étape de multiplication de la matrice transformée (GT) par un vecteur transformé
(dt), le vecteur transformé (dt) étant le vecteur de donnée transformée (dt), pour
obtenir ledit vecteur encodé transformé (et).
2. Procédé d'encodage selon la revendication 1 comprenant une étape de calcul de
l'image par un isomorphisme inverse, noté F, 1, du vecteur encodé transformé (et) pour
obtenir un vecteur encodé (c), l'isomorphisme inverse F, 1 étant l'inverse de
l'isomorphisme F, et est défini de la manière suivante : p(x) = pn(x) mod p,(x), pn(x) étant
un polynôme de l'anneau R n, le vecteur encodé (c) étant égal au produit de la matrice
génératrice (G) par le vecteur de donnée (d).
3. Procédé de décodage d'un vecteur à corriger transformé (cft), en un vecteur de
donnée (d) selon un code correcteur d'erreur linéaire défini par une matrice génératrice
(G), ledit vecteur à corriger comprenant une pluralité d'indices erronés comprenant un
élément erroné dans lequel :
- le vecteur de donnée (d) et la matrice génératrice (G) sont dans le corps fini de
polynômes, noté B,, défini de la manière suivante : B , = GF2(x)/(Pi(x)), p,(x) étant un
polynôme irréductible qui divise le polynôme xn+l, i et n étant des entiers,
- Le vecteur à corriger transformé (cft) appartenant à un anneau, noté R2,n, défini de la
manière suivante : R2,n= GF2(x)/(x n+l)
ledit procédé comprenant les étapes suivantes :
- une étape de détermination d'une matrice transformée (G_ T), chaque élément de la
matrice transformée (G_ T) situé à une ligne et à une colonne est la somme de l'image de
l'élément situé à ladite ligne et à ladite colonne d'une matrice brute ( G 1) par
l'isomorphisme F, et d'un élément de l'anneau R n qui n'a aucune composante dans
l'idéal principal A,, la matrice brute étant l'inverse (G 1) de la matrice génératrice (G) de
laquelle sont supprimées les lignes correspondantes à ladite pluralité d'indices erronés ,
l'isomorphisme F,, du corps fini B , dans un ensemble A,, étant défini de la manière
suivante : F, (p(x)) = p(x) Q,(x) , où A , est idéal principal engendré par le polynôme
xn+l/Pi(x) de l'anneau R2n, Q,(x) est l'unique idempotent dudit idéal principal A,, et p(x)
un polynôme appartenant au corps B,,
- une étape de multiplication de la matrice transformée (G_ T) par un vecteur
transformé(cft), le vecteur transformé (cft) étant le vecteur à corriger transformé (cft),
pour obtenir un vecteur de donnée transformé (dt),
- une étape de calcul de l'image par un isomorphisme inverse, noté F, 1, du vecteur de
donnée transformé (dt) pour obtenir le vecteur de donnée (d), l'isomorphisme inverse
F, 1 étant l'inverse de l'isomorphisme F, et est défini de la manière suivante :
p(x) = pn(x) mod p,(x), pn(x) étant un polynôme de l'anneau R n.
4. Procédé de décodage selon la revendication 3, comprenant, préalablement à
l'étape de multiplication, une étape de calcul de l'image par l'isomorphisme F, d'un
vecteur à corriger(cf) pour obtenir le vecteur à corriger transformé (cft), le vecteur de
donnée (d) étant égal au produit de l'inverse (G 1) de la matrice génératrice (G) de
laquelle sont supprimées les lignes de même numéro que ladite pluralité d'indices
erronés_à ladite pluralité d'indices erronés par le vecteur à corriger (cf).
5. Procédé selon l'une des revendications 1 à 4 dans lequel, la matrice transformée
(GT, G_ T) est l'image de la matrice brute (G, G 1) par l'isomorphisme F,
6. Procédé selon l'une des revendications 1 à 4, dans lequel, au moins un des
éléments de la matrice transformée (GT, G_ T) situé à une ligne et à une colonne est la
somme de l'image de l'élément situé à ladite ligne et à ladite colonne de la matrice
brute (G, G 1) par l'isomorphisme F, et d'un élément de l'anneau n non nul qui n'a
aucune composante dans l'idéal principal A ,
7. Procédé selon l'une quelconque des revendications précédentes mis en œuvre
dans une représentation dite à base de ou exclusif dans laquelle chaque élément de la
matrice transformée (GT, G_ T) est représenté par une matrice carrée élémentaire de n
lignes et n colonnes de nombre binaires, ledit chaque élément étant mémorisé sous la
forme d' une seule de ces n lignes ou n colonnes, la matrice transformée étant ainsi
mémorisée sous la forme d'une matrice transformée compressée constituée de la seule
des n lignes ou n colonnes de chaque élément de la matrice transformée (GT, G_ T).
8. Procédé selon la revendication précédente dans lequel chaque élément du
vecteur transformé (dt,cft) est représenté par un vecteur élémentaire de n nombres
binaires, ladite étape de multiplication de la matrice transformée (GT, G_ T) par le
vecteur transformé (dt,cft) comprenant une sous-étape de multiplication de la matrice
carrée élémentaire par le vecteur élémentaire, ladite sous-étape de multiplication
comprenant les étapes suivantes :
- une étape de lecture en mémoire de ladite seule ligne ou seule colonne de la matrice
carrée élémentaire dans la matrice transformée compressée,
- une étape de traitement dans laquelle, pour chaque nombre binaire occupant une
position de ladite une seule ligne ou seule colonne dans la matrice transformée
compressée, si ledit bit est égal à une valeur déterminée, les ou exclusifs engendrés par
toute la diagonale de la matrice carrée élémentaire déterminée par cette position sont
calculés.
9. Procédé selon la revendication 8, comprenant, préalablement à l'étape de
multiplication, les étapes suivantes :
- une étape de détermination d'une sous partie identique comprenant we éléments
binaires dans m lignes de la matrice transformée compressée, we supérieur ou égal à
deux,
- une étape de calcul d'un résultat intermédiaire à partir de ladite sous partie identique,
- l'étape de multiplication étant réalisée à partir du résultat intermédiaire de manière à
éviter n.(we.m-(we+m)) opérations de ou exclusif durant l'étape de multiplication.
10. Procédé selon l'une quelconque des revendications précédentes prise en
dépendance de la revendication 1 comprenant les étapes suivantes :
- une étape pour engendrer une matrice candidate transformée,
- une étape pour estimer un nombre d'opérations de ou exclusif à réaliser pour l'étape
de multiplication de la matrice transformée (GT) par le vecteur transformé (dt,cft),
lorsque la matrice candidate transformée est choisie en tant que matrice transformée
(GT),
- une étape pour déterminer, en fonction dudit nombre d'opérations de ou exclusif à
réaliser, si la matrice candidate transformée est choisie en tant que matrice transformée
(GT).
11. Procédé selon la revendication 10 prise en dépendance de la revendication 7
comprenant en outre :
- durant l'étape pour estimer le nombre d'opérations de ou exclusif à réaliser pour
l'étape de multiplication de la matrice transformée (GT) par le vecteur transformé
(dt,cft), une étape de détermination d'une sous partie identique comprenant w
éléments binaires dans m lignes de la matrice transformée compressée, w supérieur ou
égal à deux,
- une étape de calcul du nombre d'opérations de ou exclusif évités, égal à n.(we.m-
(we+m)), à partir desdites sous parties, dans lequel le nombre d'opérations de ou
exclusif à réaliser est estimé à partir dudit nombre d'opérations de ou exclusif évités.
12. Procédé selon l'une quelconque des revendications 10 et 11 comprenant en
outre :
-une étape pour engendrer une matrice candidate génératrice définissant un code
correcteur d'erreur qui est MDS.
- une étape de calcul de l'image par l'isomorphisme F, de la matrice candidate
génératrice pour obtenir la matrice candidate transformée
13. Procédé selon l'une quelconque des revendications 10 et 11 comprenant les
étapes suivantes :
- une étape de calcul de l'image de la matrice candidate génératrice par un
isomorphisme inverse F, 1 pour obtenir la matrice génératrice candidate, l'isomorphisme
inverse F, 1 étant l'inverse de l'isomorphisme F, et est défini de la manière suivante : p(x)
= pn(x) mod p,(x), pn(x) étant un polynôme de l'anneau 2,n .
-une étape de vérification que la matrice génératrice candidate est MDS.
14. Procédé selon l'une quelconque des revendications précédentes dans lequel le
polynôme p,(x) est un polynôme AOP.
15. Procédé selon l'une quelconques des revendications précédentes dans lequel le
polynôme p,(x) est un polynôme ESP.
16. Procédé selon l'une quelconque des revendications 14 ou 15, dans lequel
- chaque élément du corps fini B , étant représenté par un vecteur de données binaires
- le calcul de l'image de chaque élément du corps fini B , par l'isomorphisme F, comprend
l'ajout d'un bit de parité audit vecteur de données binaires.
- le calcul de l'image de chaque élément du corps fini B , par un isomorphisme F, 1
comprend la suppression dudit bit de parité audit vecteur de données binaires,
l'isomorphisme inverse F, 1 étant l'inverse de l'isomorphisme F, et est défini de la
manière suivante : p(x) = pn(x) mod p,(x), pn(x) étant un polynôme de l'anneau n.
17. Procédé selon l'une quelconque des revendications 14 ou 15, dans lequel
- chaque élément du corps fini B , étant représenté par un vecteur de données binaires
- le calcul de l'image de chaque élément du corps fini B , par l'isomorphisme F, comprend
l'ajout d'une donnée binaire égale à 0 à une position dudit vecteur de bit.
- le calcul de l'image de chaque élément du corps fini B , par un isomorphisme inverse
noté F, 1 comprend l'ajout de la donnée binaire située à ladite position à une pluralité de
données binaires dudit vecteur de données binaires, puis la suppression de ladite
donnée binaire située à ladite position dudit vecteur de bit, l'isomorphisme inverse F, 1
étant l'inverse de l'isomorphisme F, et est défini de la manière suivante :
p(x) = pn(x) mod p,(x), pn(x) étant un polynôme de l'anneau R2,n .
18. Dispositif adapté à la mise en œuvre des étapes du procédé selon les
revendications précédentes.
19. Programme d'ordinateur comprenant des instructions adaptées à la mise en
œuvre de chacune des étapes du procédé selon l'une quelconque des revendications 1 à
17 lorsque ledit programme est exécuté sur un ordinateur.
20. Moyen de stockage d'informations, amovible ou non, partiellement ou
totalement lisible par un ordinateur ou un microprocesseur comportant des instructions
de code d'un programme d'ordinateur pour l'exécution de chacune des étapes du
procédé selon l'une quelconque des revendications 1 à 17.
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