Due to the development of the Internet, screen rendered text detection and recognition have wide applications such as screen capture translation, medical text reading, screen text assisted reading and so on. A large number of screen-rendered attentions have been paid to the English text detection, multi-language scene detection and indefinite length recognition. However, these studies mainly focus on getting the screen rendered image from the device itself. In the actual scene, lots of screen rendered text is mainly captured by the mobile device, and text image has a certain capturing angle. Because of the tilted text line, the current method has a severe degradation in detection performance. This paper proposes a Chinese-style scene text detection method for tilting screens capturing by mobile devices. Firstly, in order to obtain robust detection performance, the Connectionist Text Proposal Network (CTPN) method is employed for horizontal text detection. Secondly, to overcome the dependence of detection on horizontal text, the lightweight Oxford Visual Geometry Group network (VGGnet) is used to correct the tilted direction of the whole image. Moreover, the word width of special characters and punctuation characters are far below average value, so this paper uses the Gaussian removal method to delete the narrow word width and designed a more accurate network to recognize characters. Experiments show that based on the comprehensive scheme, this paper achieves excellent results, even in some extreme bad cases.
I. INTRODUCTION
In the field of computer vision, the research on text analysis has been widely practised, such as scene text detection [1] - [5] , document reading [6] traffic sign recognition [7] , handwritten character recognition [8] and street number identification [9] . Moreover, these applications always occupy an important position in industrial circles. Screen rendered text detection is an important branch of text detection. It has a wide range of commercial and industrial applications in screen interpretation, medical text reading and screen textassisted reading. However, current research works mainly focus on solving Chinese detection problems, indefinite long text sequence problems, and so on.
The mainstream research methods focus on screen rendered images acquired by the device itself. However, due
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to the popularity of mobile applications, a large number of screen rendered text images are also acquired by mobile application devices. Due to the existence of various irresistible interference factors during capturing, these screen rendered pictures have the problem of global angle tilt. The existing methods cannot handle this problem well, resulting in precision degradationt.
In this paper, as shown in Figure 1 , a lightweight Oxford Visual Geometry Group network (VGGnet) [31] tilt correction layer is firstly used to correct the tilt angle of the whole picture, named slant correction layer. The VGGnet predicts the degree 1-10 and then corrects global text this degree as shown in Figure 1 dotted box (1) . After that, Connectionist Text Proposal Network (CTPN) [12] is used, which further improves the detection performance of Chinese complex text. In order to maintain high recognition accuracy, the character segmentation based on the word width fusion correction [10] is performed in this paper. Because the word width of special FIGURE 1. Flow chart of Chinese text detection method for tilted screen rendered applied to mobile devices. (a) is the method of oblique text detection, (b) is the method of character recognition, and the original method reference is marked with a solid box ( [12] , [11] ). The dotted box (marked (1)-(3)) is the improvement work proposed by this paper to address the tilt problem of mobile devices.
characters and punctuation characters are far below average value in these screen-rendered pictures, the Gaussian removal module is designed. This method is employed between vertical projection and word width fusion method, which is shown in Figure 1 dotted box (2) . In order to avoid removing below average values, the recognition network with better performance is employed, for the character recognition stage. Using Inception-v4 replace Inception-v2 in [10] work as shown in Figure 1 dotted box (3). In the character recognition stage, the character recognition model proposed in this paper is evaluated both by the self-made dataset and the ICDAR (International Conference on Document Analysis and Recognition) 2013 dataset. Both datasets achieve better recognition accuracy than previous work (96.42%, 96.52%).
The advantages of the Chinese text detection method for tilted screen rendered applied to mobile devices are as follows:
1. Perform good tilting text image correction in screen rendered text images that were taken by mobile devices.
2. The detection process can better handle the environment with narrow word width in the text image (such as the screen rendered text image with a large number of special symbols and punctuation marks).
3. Detection and identification methods in this paper can achieve better detection and identification effects.
II. RELATED WORK A. SCENE TEXT DETECTION
Scene text detection has received significant attention over the past few years. The mainstream multi-oriented scene text detection methods can be roughly divided into regression based methods and segmentation based approaches. General object detection classical methods are widely applied to regression-based methods. CTPN detects vertical boxes with fixed width. Benefited from the usage of Bidirectional Long short-term memory (BLSTM) [13] , CTPN can adapt to text line detection in multiple languages. But this method not fits for high inclined texts. Considering some scene texts are with arbitrary orientations, Ma et al. [2] using RRPN to detect multi-directional text, angle information is added to the anchor and ROI Pooling. Liao et al ( [1] , [16] ) by modifying the length of the anchor and kernels of SSD to detect largeaspect-radio scene text. Mainstream segmentation-based approaches are inspired by fully convolutional networks. Regarding the complexity of the process of a large number of text detection methods, it is easy to lose accuracy in various parts, Zhou et al [14] based on U-net [15] to predict a text score map and a final box for each point in the text region, which achieves good results in multi-directional text detection. IncepText [17] used FCIS to detect multi-oriented text boxes from the perspective of instance segmentation. Some methods ( [36] , [37] ) decompose the text into two elements: segments and links to gain high accuracy and fast time performance. Through corner point detection and position sensitive segmentation, Lyu et al. [38] addressed both multi-oriented text problems and different aspect ratio challenges. Although curved text detection ([3]- [5] , [18] ) using segmentationbased approaches has attracteded growing research interests recently, the curved text is uncommon in the screen to render text scene.
B. HANDWRITTEN OFFLINE CHINESE CHARACTER RECOGNITION
In the field of character recognition based on segmentation, benefitting from the ICDAR2013 competition [19] , the researcher proposed a simple network model for the linear identification of a single Chinese character. A multicolumn deep neural network (MCDNN) consisting of multiple CNNs [20] , [21] is the first CNN for offline HCCR in 2013. In 2014, Zhong et al. [11] subsequently proposed a method called HCCR-Gabor-GoogLeNet, which inputs the traditi-onal Gabor features and the original image into a simplified version of GoogLeNet. The HCCR-Gabor-GoogLeNet obt-ained an accuracy of 96.74%, which is the first model exceeding human performance. In 2017 Zhong et al. [22] By cascading, using SqueezeNet [23] Zhong et al. [22] built a comprehensive network by cascading SqueezeNet and achieve the accuracy of 97.14% after equalweighting the three sub-models.
C. SCREEN RENDERED TEXT DETECTION
Screen rendered text detection and recognition technology mainly refer to the recognition of text images rendered by various electronic screens. Wachenfeld et al. [24] firstly proposed the concept of text detection and recognition for screen rendered text detection, and conducted the research based on English. Rashid et al. [25] classifier was constructed by the Hidden Markov Model to identify English text in the screen rendered scene. Photoocr [26] uses the English text picture taken by the camera devices. Unlike our work, this method is mainly for the detection and recognition of English text in complex scenes. In order to obtain a good screen rendered text recognition effect in complex languages such as Chinese, Xu et al. [27] referring to scene text recognition, employed ResNet [28] , GRU [29] and CTC [30] to calculate the loss and predicts the corresponding result, in order to address variable length recognition problem. The memory required by this method is large, and the accuracy of the variable length recognition cannot be guaranteed. In order to obtain the character-level recognition accuracy, Xu et al. [10] adopted the method of character segmentation and designed a novel character recognition model. Although the accuracy can be obtained based on character segmentation, the threshold needs to be adjusted in each detection picture. Moreover, when applied to the mobile device to intercept the screen, this method had bad performance. This paper proposes a new detection and identification method. Learn from the idea of [31] (correcting the text direction by tilting the correction layer) this paper designed a slant correction layer. After that, passing CTPN to detect horizontal text. The new character segmentation method is used for divided horizontal text line into characters, and put these characters to the modified Chinese character recognition network, which is designed by ourselves.
III. THE PROPOSED METHOD
In this paper, the character level oblique screen rendered text detection method is divided into two parts, named text detection and character recognition. As for text detection, the text direction angle adjustment of the whole picture is performed by tilting the text correction layer. And then the sliding window and BLSTM are applied CTPN to extract fine-grained features, which is described in Section III-A.1. In the character recognition stage of character extraction, this paper proposes a novel word width fusion correction method. Moreover, the Gaussian removal module is applied to alleviate the extreme value caused by the capturing of mobile devices. The specific extraction steps will be detailed in Section III-A.2. Because of the Gauss removal method, the single character will be more narrow, and has less semantic information for recognition. Therefore, a new character-level recognition network model is designed to alleviate this problem.
A. TEXT DETECTION 1) TILTED TEXT DETECTION
In the process of text detection, the font size of the screen rendered text is small, and the low resolution poses a great challenge to the Chinese characters. Since the CTPN method employs the BLSTM and sliding window to extract fine-grain text feature, it can explore rich context information, and is more suitable for screen rendered text scene. Nevertheless, this method is mainly designed for the detection of horizontal text. Sometimes capturing by mobile device, screen rendered text has a small degree, which will degrade the performance of text detection. Multi-oriented text detectors acquire great performance in multi-oriented text line detection. However, oblique angle detection will reduce the accuracy of text line detection. Screen rendered text owns a global text title angle which is able to address by predicting the global text angle. Therefore, this paper adds a lightweight VGG tilt text correction layer to predict the score of 1-10 degrees. Detection parameters are small, and the independent correction direction makes the subsequent text detection task focus on the corrected horizontal text detection. Through this method, screen-rendered text detection not only improves the applicability of CTPN, but also preserves its original accuracy.
2) CHARACTER SEGMENTATION
In the character segmentation part, this paper uses vertical projection method to over-segment each character, and then character fusion correction (refer to [10] ) is employed for rectifying over-segmentation. Character fusion correction compares each over-segmented word width with the mean of the whole image. This method can adaptive the fusion threshold according to the global picture. However, this method ignores extreme value capturing by mobile device which will degrades segmentation performance. The word width is too small so that it will pull-down the mean width and gain inaccuracy fusion threshold. Calculate corresponding move(i) by equation (2) 6:
if move(i) < w then 7:
move(i) ∈ l 8:
M --9: end if 10: end for 11: compute W β by equation (3) 12: Output: W β for word width fusion If the bad value of a small width is removed in advance, the problem can be alleviated. Therefore, in the process of vertical projection and word width fusion, this paper designs a Gaussian removal module. Algorithm 1 shows the whole pipeline of Gaussian removal method. By calculating the mean square error of the segmentation block widths and the initial global mean, the deviation between real width and global width mean is acquired. After that bad value is delimited by the Gaussian distribution function. The formula for calculating the mean square error is described in (1):
where ∂Thre represents the deviation between real width and global width mean. Constant W α represents the global mean width which is calculated by averaging each segmentation block width in the input image. Constant M indicates the number of segmentation blocks width in the input image.
Variables W i represents each segmentation block width in the input image (the value of i ranges from 0 to M ). The mean square error of the segmentation block is placed in the Gaussian removal function, and the formula of the Gaussian removal function is defined in (2):
Through the Gaussian removal function, the most extreme narrow width (such as special symbols and punctuation marks) will be removed. Then the global average threshold will be re-calculated without the extreme narrow width. The method of the adaptive threshold of the word width fusion correction is shown in (3):
In the process of this method, the threshold will be recalculated. If the value of move(i) does not belong to the l range, the corresponding segmentation block width will be reincorporated into the calculation range. W β represents the width mean value that is reincorporated into the calculation range. l indicates a set of possible extreme values (e.g. special symbols, punctuations etc).
B. CHARACTER RECOGNITION
When the screen rendered text is processed by the detection phase, the text becomes a single word for character-level text recognition. Due to the addition of the Gaussian removal module, the removal of extreme values degrade the recognition performance. To alleviate this problem, in the character recognition phase, this paper proposes a new character recognition network model after modifying previous work [10] . The specific network model diagram is shown in Figure 2 . In the previous work, HCCR-GoogLeNet was modified and achieved good results on both the self-made dataset and ICDAR dataset. Because of the tilt angle captured by the mobile device, character recognition becomes more difficult. To alleviate the drop in recognition accuracy, this article modifies the work of Inception-v2 [32] . Four modules with Inception-v4 [33] are replaced as shown in Figure 2 marked dotted box. Besides, other network architecture details all follow the previous work [10] . Comparing to the model structure of Inception-v2, the modified version of v4 uses two versions of Inception, as shown in Figure 2 . Three Inception-B modules are firstly used, which extract large-scale image characteristics through a large convolution kernel, as shown in Figure 2 (b) . With the Reduction-B module, the width and height of the network are changed. Then we use the two Inception-C(c) modules in v4, which is similar to the v2 module, but it reduces the amount of computation by further decomposing the (3 * 3) convolution. The usage of the two modules together, compared to the pure small-dimension convolution kernel, can extract more features of hierarchical dimensions. This method has excellent performance, especially in the scene which requires high accuracy (such as capturing by the mobile device with low resolution).
IV. EXPERIMENTATION AND RESULTS

A. DATASET
In the text recognition phase, this paper used ICDAR2013 (IC13) to train, tested network performance, and pre-trained the model on a self-made screen rendered dataset made by ourselves.
1) ICDAR-2013 OFFLINE HANDWRITTEN CHINESE CHARACTER RECOGNITION DATASET (HCCR)
This dataset uses a scanner with a resolution of 300 DPT to scan the handwritten page. These images resolution and the discrete features of Chinese characters are similar to the screen rendered text scene. The Chinese handwriting dataset has a greater challenge of character dispersion, which forces the recognition network to acquire higher level feature attributes. The dispersion of the handwriting character dataset is shown in Figure 3 . The dataset includes three subdatasets, named HWDB1.0, HWDB1.1, and HWDB1.2. The characteristics of the dataset are described in Table. 1. In order to cover all the first-level Chinese characters (a set includes the most popular 3755 characters) of GB2312-80, we chose HWDB1.0 and HWDB1.2 as the training dataset and used HWDB1.1 (this dataset contains all 3755 words) as the test dataset for model evaluation.
2) SCREEN RENDERED CHARACTER RECOGNITION DATASET
This article employs synthetic datasets for pre-trained character recognition in the screen rendered text scenes. In order to obtain better accuracy and generalization ability, the whole dataset is generated from a set of 3822 categories, including 3755 common Chinese characters, 52 uppercase and lower-level Chinese characters, 10 numbers and 5 commonly used Chinese punctuation marks of GB2312-80.
We believe that the proposed network model should firstly be able to adapt to each image scales. Secondly, due to the uneven illumination and the screen device self-problem, the proposed network model should be able to handle the images with different levels of noise. Finally, because the resolution of the screen rendered text is low, the pixel blocks are easy to be confused especially discrete Chinese characters. Therefore, the proposed network model should be able to deal with the challenges of stroke breaks and glyphs. Basing on the above three facts, we designed the dataset as shown in Figure 4 . By using 28 fonts (24 thin, 4 bold), a total of 642,096 images with 6 scales (40, 50, 60, 70, 80) to meet the first design requirement. By adding random noise (ranging 0.1%∼0.5%) to the images of 5 different scales (70, 73, 76, 79, 82), a total of 1070,160 images were collected to solve the second design requirement. Finally, by corroding and blurring the image, 214,032 images are generated to match the last design point. These datasets are divided into two parts. 1711,270 images will be used as the training dataset, and 112,310 images will be used to verify and evaluate the network.
B. IMPLEMENTATION DETAILS
For the training slant correction layer in the detection phase, we collect 1000 screen rendered text images to train. Images are rotated for augmentation, giving a rotation angle of 1-10 degrees, and each picture is given 0.1%∼0.5% random noise (a total of 25,000 pictures), the learning rate is initially set to 0.001 in the first 10k iterations, and the 2k iterations with 0.0001 learning rate.
For the text detection method (CTPN) combined with the sliding window and BLSTM, we follow the design parameters of the original paper and use the dataset provided by the author for training. The first two layers of VGG16 parameters are first fixed to extract features. The momentum is 0.9 and the attenuation is 0.0005 for CTPN end-to-end training. In the first 16k iterations, the learning rate was set to 0.001, followed by a refinement, and 4k iterations were performed with a 0.0001 learning rate.
In the stage of character recognition, the recognition network is firstly trained on the self-made screen-rendered dataset (1.71 million training data, 0.11 million verification data). After initializing the new network layer, it performs 15K iterations through a learning rate of 0.01. For every 1.5k iterations, it is reduced by 0.1. Other comparison experiments also follow such parameter settings. The trained model is then evaluated and tested on the ICDAR2013 dataset. On the ICDAR2013 dataset, the learning rate was initialized to 0.01 and decreased by 0.1 per 60K iteration. The images are scaled to 120 * 120 without any image enhancement techniques.
The training and testing experiments were performed on the GTX 1080Ti GPU and Caffe open-source framework.
C. TEXT DETECTION Figure 5 , (a) (b) (c) separately represents the results of the previous work method [10] , CTPN [12] , and our detection method. 0, 3, 5 represent the angle at the same screen rendered text images. The horizontal comparison shows that the three methods have good horizontal text detection for 0 angle tilt, which verifies the correctness of the experiment. As for previous work method, it needs to adjust the threshold of the binarization work, when the angle is tilted. In order to obtain the best detect result, we expand the threshold trying range and each result gives the best threshold. However, when testing 3 degrees tilt picture, the applicability of previous work detection is not effective. Testing 5 degrees tilt picture, this detection method occurs over-detection phenomenon. As for CTPN method, the detection text box has begun to be disordered when a slight 3-degree tilt occurs. if set to 5-degree, this phenomenon becomes more severe. However, in our method, the detection accuracy of CTPN is still preserved as that of the horizontal stage, and it still has a good detection effect under the angle of 3, 5 degrees.
D. CHARACTER RECOGNITION 1) EVALUATION OF THE ICDAR2013 DATASET
On the ICDAR2013 dataset, the comparative evaluation results are shown in Table. 2. The items above the double solid line are the evaluation results of some predecessors' methods on the ICDAR2013 dataset. The dotted line given in [19] outlines the human performance. Because of the incon-sistent experimental conditions, HCCR-GoogLeNet [11] , Ref [35] , Final [22] , and Previous Work [10] were selected as the comparative experiments. They are all re-trained in the same training condition as our method. The training detail is shown in Section III-B and the final results were evaluated. Below the double solid line is the result of the re-trained. It can be seen that the method of this paper obtain best performance in the same training condition. The accuracy of Top1 reaches 96.42%, which exceeds the performance of human beings, and Top5 also reaches the best 99.64%. In the face of the evaluation results of the collected predecessors, although Zhong et al [22] achieved the best Top1 accuracy of 97.14%, the method weighted the average by predicting the three accuracy models. However, our method uses only the predicted values of one model. Moreover, the single model with the highest prediction accuracy is used to compare the experimental results under the same conditions (this paper named Final). The experiment shows that this method Top1 achieved just 96.28% accuracy, and Top5 obtained just 99.58% accuracy. For these results exceed other comparisons, our method is the most competitive one both in these two datasets.
2) PERFORMANCE ON SCREEN RENDERED DATASET
Applied to the scene of screen rendered Chinese character recognition, the dataset mentioned in this paper is used for training and evaluation. In the choice of comparative experiments, our paper choose the same method (HCCR-GoogLeNet, Final, Previous Work) for evaluation on public datasets. As shown in Table. 3, in all the comparative experiments, it is worth mentioning that the best single model of Zhong et al. [22] is very competitive and gained 95.77%. However, our method achieves the best accuracy performance of 96.52%. Moreover, this paper uses the method of Section II-A to detect the text lines and use the given model to identify the characters. The recognition result is shown in Figure 6 , in which the red box indicates the wrong recognition result. HCCR-GoogLeNet, our previous work, Final, our method miss identify 26, 15, 16, and 6 characters, respectively. It can be seen that the accuracy difference between Previous work and Final is very little, but error characters of both are much smaller than that of HCCR-GoogLeNet. Final method is not competitively recognizing this scene text towards Previous work, maybe this screen rendered image has relatively more special characters and less sample display.
Nevertheless, our method obtains the least recognition errors of 6 characters, which is much smaller than 15 of the Previous work and 16 of the Final. It proves that our method has good accuracy and generalization.
V. CONCLUSION
This paper proposes a novel screen rendered text detection method for mobile devices in complex Chinese scenes. Compared with the current works, our detection method can obtain better results miss identified 6 characters in the pictures capturing the mobile device. The recognition network also achieves 96.42% in the ICDAR2013 datasets, and the best performance of 96.52% accuracy in self-made datasets. In the future, we plan to get a real-time performance and smaller model complexity in order to embed our method in the real mobile device.
