Fock-space relativistic coupled-cluster calculation of hyperfine induced 1 S 0 → 3 P o 0 clock transition
I. INTRODUCTION
The atomic clocks as frequency standard provide a roadmap to study several fundamental as well as technological applications. Some examples are the variation of the fundamental constants, probing physics beyond the standard model of particle physics, navigation systems and the basis for the redefinition of the second [1] [2] [3] [4] . The recent frequency standard experiments [5] [6] [7] [8] [9] in optical domain have reported 1 S 0 − 3 P o 0 transition in Al + as one of the most accurate clock transitions. Though the 1 S 0 − 3 P o 0 transition is highly forbidden based on the selection rule of the total electronic angular momentum J, it is possible through hyperfine mixing of the 3 P o 0 state with 3 P o 1 and 1 P o 1 states. The life time of the 3 P o 0 metastable clock state was measured with high accuracy by Rosenband and collaborators [5] using the quantum logic spectroscopy technique. The reasons supporting the choice for this transition as clock transition are low sensitivity to electromagnetic fields, narrow natural linewidth and small room temperature black-body radiation shift. The latter is due to small difference between the polarizabilities of 1 S 0 and 3 P o 0 states [10, 11] . A recent work reported fractional frequency uncertainty of a 1 S 0 − 3 P o 0 transition based Al + clock as 9.4×10 −19 [8] . And, this, perhaps, is the most precise atomic clock in existence today.
Despite the important applications of the 1 S 0 − 3 P o 0 hyperfine induced electric dipole transition (E1HFS), and several experimental investigations in progress, very little theoretical data on the associated properties is available. For example, there are only two results on the life time of 3 P o 0 metastable clock state [12, 13] , and both are based on the method of multiconfiguration Dirac-Fock. To the best of our knowledge, there are no theoretical results using the accurate many-body methods like relativistic coupled-cluster (RCC). It is to be emphasized that the RCC is considered to be one of the most accurate many-body theories for properties calculations of atoms and ions. It accounts for the electron correlation effects to all-orders of residual Coulomb interaction, and has been employed to calculate a plethora of properties accurately * bkmani@physics.iitd.ac.in in several closed-shell and one-valence atoms and ions [14] [15] [16] [17] . The implementation of RCC for structure and properties calculations of two-valence atomic systems is, however, limited to few studies [18] [19] [20] . The reason, perhaps, is the complications associated with its implementation for two-valence systems. To be more precise, there are three main hurdles. First, due to the multireference nature of the configuration space, the model wave function is not well defined. This needs a special treatment through the diagonalization of the effective Hamiltonian matrix. Second, the atomic states are the eigen states of the total angular momentum, which leads to a complication in the angular factors associated with antisymmetrized many-electron states. And third, divergence due to intruder states.
It can thus be surmised that there is a clear research gap in terms of the scarcity of accurate theoretical data on 1 S 0 − 3 P o 0 E1HFS properties. The aim of this work is to fill this research gap. Our objectives of this paper are: to developed a Fock space relativistic coupled-cluster (FSRCC) based method for structure and properties calculations of two-valence atoms or ions; using the method, compute the properties associated with 1 S 0 − 3 P o 0 E1HFS such as the excitation energies, hyperfine structure constants, oscillator strengths and more importantly the life time of the 3 P 0 state; and finally, examine in the detail the contributions from the dominant triples, Breit interaction and QED corrections to these properties.
The remaining part of the paper is organized as follows. In Sec. II we provide an overview of the FSRCC for twovalence systems. In Sec. III we discuss properties calculation using two-valence FSRCC, where we also provide the properties diagrams. In Sec. IV we provide the details of the basis functions, nuclear potential, etc., used in the calculations. The results obtained from our calculations are analyzed and discussed in Sec. V. The theoretical uncertainty in our calculated results is discussed in Sec. VI of the paper. Unless stated otherwise, all the results and equations presented in this paper are in atomic units ( = m e = e = 1/4πǫ 0 = 1). counts for the relativistic effects and provide an appropriate description of the high-Z atoms or ions. For an N -electron atom or ion
where α and β are the Dirac matrices, and V N (r i ) is the nuclear potential. The ill effects of negative-energy continuum states are removed by employing the kinetically balanced finite Gaussian basis [21, 22] . The last two terms, 1/r ij and g B (r ij ) are the Coulomb and Breit interactions, respectively. The Breit interaction, which represents the inter-electron magnetic interactions, is
In the FSRCC for two-valence atoms or ions, H DCB can be partitioned as: (a) H DCB 0v , the part which spans the Hilbert space of the closed-shell electrons; (b) H DCB 1v , which spans the Hilbert space of closed-shell and an additional electron; and (c) H DCB 2v , the Hamiltonian spanning the Hilbert space of two valence electrons. One of the key advantages of this strategy is the sector wise separation of the cluster operators [23] .
Following this strategy of sector wise separation of the total Hilbert space of the two-valence configurations, we can write the eigenvalue equation for closed-shell sector as
where |Ψ 0 is the exact atomic state and E 0 is the exact energy of the closed-shell. In the RCC method
where T is the closed-shell cluster operator and |Φ 0 is the closed-shell Dirac-Fock reference state. For a two-valence system with N electrons
Among cluster operators the single and double excitations clusters T 1 and T 2 , respectively, subsume most of the electron correlation effects. Therefore, we can approximate T = T 1 + T 2 , and this is referred to as the coupled-cluster with singles and doubles (CCSD) approximation. The dominant contributions from the triple excitations are, however, also included in the present work using the perturbative triples approach. The details of the method are discussed in the latter part of the paper. In the second quantized notations
The indices abc . . . (pqr . . .) represent the core (the virtual) states, and t p a and t pq ab are the corresponding amplitudes. The operators T 1 and T 2 acts on the reference state |Φ 0 to produce single and double replacements of electrons. And, the cluster amplitudes are obtained after solving the coupled nonlinear equations
whereH N = e −T (0) H N e T (0) is the similarity transformed or dressed Hamiltonian. Like in the closed-shell sector, the eigenvalue equation for the one-valence sector is
where |Ψ v is the exact atomic state and E v is the corresponding energy. In RCC
Here, |Φ v is the one-valence Dirac-Fock reference state obtained by adding an electron to the closed-shell reference state, a † v |Φ 0 . The operator S is referred to as the CC operator for one-valence sector. For a two-valence atom with N -electrons, S = N −1 i=1 S i and, similar to T , within CCSD approximation S = S 1 + S 2 . The second quantized representation of these operators are
and are solutions of the set of linear coupled equations
is the attachment energy of an electron to the vshell. It is defined as E att v = E v − E 0 , the difference between the correlated energy of (n − 2)-electron (closed-shell) sector and the (n − 1)-electron (one-valence) sector. Alternatively, it is
where ǫ v is the Dirac-Fock energy of the valence electron in |φ v and ∆E att v is the difference of the correlation energy of closed-shell from the one-valence sector, ∆E corr v − ∆E corr 0 .
Like in the case of closed-shell and one-valence sectors, the eigenvalue equation for two-valence sector is
where |Ψ vw is the two-valence exact atomic state and E vw is the corresponding energy. In RCC, |Ψ vw can be written as
Here, R and |Φ vw , = a † w a † v |Φ 0 , are the CC operator and the Dirac-Fock reference state for the two-valence sector, respectively. For a two-valence atom with N -electrons, the operator R is
and in CCSD approximation R = R 2 . As R 2 operates only on the valence electrons, it generates excited states like |Φ pq vw . In the second quantized notation
and are obtained by solving the RCC equation [20] 
Here, for compact notation we have use S ′ = S (1)
2 . In the above equation, E att vw is the two-electron attachment energy and it is the difference between the correlated energy of (n− 2)−electron (closed-shell) sector and n−electron (two-valence) sector, E vw − E 0 . Like in the one-valence case, it can be expressed as
where ǫ v and ǫ w are the Dirac-Fock energy of the valence electrons in |φ v and |φ w , respectively. And, ∆E att vw , = ∆E corr vw − ∆E corr 0 , is the difference of the correlation energies of closed-shell and two-valence sectors.
III. TWO-VALENCE PROPERTIES CALCULATION

A. Hyperfine matrix elements
To illustrate the properties calculation of two-valence atomic systems using RCC we consider the example of hyperfine matrix elements. The details provided, however, are applicable to the calculation of properties associated with other one-body operators with appropriate selection rules. The hyperfine interaction is a measure of the strength of the coupling between the nuclear electromagnetic moments and the electromagnetic fields of atomic electrons. The hyperfine interaction Hamiltonian is [24] 
where t k q (r) and T k q are the irreducible tensor operators of rank k in the electronic and nuclear sectors, respectively. Based on parity selection rules, the multipoles k = 1 and k = 2 correspond to magnetic dipole and electric quadrupole, respectively.
Using the RCC wave function from Eq. (14) we can write the expression for hyperfine matrix element in the electronic sector as
where, H e hfs is the electronic component of the hyperfine operator in Eq. (19) . And, for compact notation, we represent the two-valence state |Ψ vw with |Ψ i . And, c i j represents the mixing coefficient in the expansion of a multireference configuration state function |Φ i , and obtained by diagonalizing the H DCB matrix within the chosen model space. The dressed hyperfine HamiltonianH e hfs , = e T † H e hfs e T , is a non terminating series of closed-shell CC operator T . In our previous work, Ref. [25] , we proposed a scheme to include a class of dominant diagrams to all order in T iteratively in the dressed Hamiltonian, and based on our findings we concluded that the terms higher than quadratic in T contribute less than 0.1% to the properties. So, in the present work we trun-cateH e hfs after the second-order in T and include the terms H e hfs ≈ H e hfs + H e hfs T + T † H e hfs + T † H hfs T in the calculation of the properties.
Next we consider the expression of the hyperfine matrix element in Eq. (20) and separate it into sector wise contributions
Here, the first, second, and third terms denote the contributions from the Dirac-Fock, one-valence, and two-valence sectors, respectively. Below we discuss the contributing terms and some dominant diagrams in each of these three categories.
Dirac-Fock contribution
Among the three terms in Eq. (21), the Dirac-Fock is expected to have the dominant contribution. It is the expectation of the bare hyperfine Hamiltonian operator with respect to the atomic state
In terms of Goldstone diagrams, there is only one diagram, Fig. 2(a) , which contributes to this. Since H e hfs is an one-body operator, the contribution is the expectation of H e hfs with respect to a valence orbital and then coupling with a spectator valence orbital. The associated angular momentum diagram is topologically equivalent to the one in Fig. 1 with the effective operator H eff,k hfs replaced by a bare hyperfine operator H k hfs . The labels j v , j w , . . ., (J i , J j ) denote the angular momentum quantum numbers of uncoupled (coupled) states, and multipole k represents the rank of the hyperfine operator.
Angular factor arising from the coupling of one-body effective operator and a spectator valence line. The free diagram on the right-hand side represents the geometrical part in the Wigner-Eckart theorem.
Ψi|H e hfs |Ψi 1v contribution
The next contribution is attributed to the combined effect from the closed-shell and one-valence CC operators. From Eq. (20) we can separate this contribution as
The diagrams corresponding to the above terms have a pair of free valence lines. As example, in Fig. (2) , we give one diagram from each of the terms in Eq. (23) . For easy identification the diagrams follow the same sequence as the terms. The dominant contributions are expected fromH e hfs S and S †H e hfs , example diagrams fromH e hfs S are Fig. (2) (d) and (e). The next leading order contribution are expected to be the terms with two orders of one-valence CC operators, S †H e hfs S. The example diagrams corresponding to this term are Fig. ( 2)(f), (i) and (j). To compute the contribution from Ψ i |H e hfs |Ψ j 1v , first we compute the matrix elements with respect to uncoupled states and store them in the form of an one-body effective operator, and then, like in the DF, this effective operator is coupled with a spectator valence state. The angular factor arising as a result of this coupling is shown in Fig. 1 . 
Ψi|H e hfs |Ψi 2v contribution
This term has contributions from all types of CC operators (the closed-shell, one-valence, and two-valence).
Like in the case of one-valence, in this case as well we give one diagram from each of the terms in the above equation in Fig. 3 . Among all the terms, we expect dominant contributions from the termsH e hfs R 2 and R 2 †H e hfs and example diagrams are Fig. 3 (c) and its h.c. diagram . This is on account of two important reasons. First, these are the lowest order terms in R 2 . And second, the magnitude of R 2 is much larger than the one-valence and closed-shell CC operators, S and T , respectively. The next dominant contribution is expected from the termsH e hfs S 2 and S 2 †H e hfs , and example diagrams are Fig.  3 (b) and corresponding h.c. diagram, as these are one order in one-valence CC operator. Among the terms with two or higher orders CC operators, the dominant contribution is anticipated from the term R 2 †H e hfs R 2 (diagram (k)). The reason for this, as mentioned earlier, is attributed to the large magnitudes of R 2 operators. The remaining terms are expected to have smaller contributions. Like the DF and one-valence contributions, all terms in Eq. (24) are computed with respect to uncoupled states first and then store in the form of a two-body effective operator, shown by the dashed rectangle in Fig. 4 , and then coupled using the angular momentum algebra to obtain the contribution at the level of two-valence. The angular factor arising from this coupling is given in the Fig. 4 .
FIG. 3. Some example diagrams contributing to Eq. (24) . For easy identification, diagrams are given in the same sequence as the terms in Eq. (24) B. Perturbative R3
To account for the electron correlation effects from triple excitations, we resort to the perturbative triples. With this approach we can incorporate the dominant contributions from triple excitations, however, with far less computational cost than the full triples. For this, we choose the triples which arise from the two-valence CC operator R 2 , viz. from the term gR 2 , where g ij = i<j ( 1 rij + g B (r ij )), a two-body residual interaction. This is the dominant contribution to triples, since the magnitude of R 2 is larger than T and S for two-valence systems. There is one diagram from the term gR 2 , shown in 
C. Hyperfine induced E1 transition
The hyperfine interactions in atoms couple the electronic angular momentum J with the nuclear spin I to give a total angular momentum F . As a result, we can represent a hyperfine eigenstate as |ΓF M F , where M F represents the magnetic quantum number, and both F and M F are good quantum numbers. Considering the hyperfine interaction H hfs as a perturbation, using the first-order perturbation theory we can write
where the term with the square parenthesis represents the mixing of unperturbed |γ 0 (J 0 I)F M F state with an excited |γ n (J n I)F M F state through the hyperfine interaction. The parameters Γ, γ n and γ 0 are the additional quantum numbers, used to specify the states uniquely. The energy E J in the denominator is the exact energy obtained from the solution of the Eq. (13).
The electric dipole transition probability between two hy-perfine levels |Γ i F i M Fi and |Γ j F j M Fj is defined as
where λ is the wavelength in angstrom and D is the electric dipole operator. Using the expression of hyperfine wave function from Eq. (26), the transition probability is
Here, the dipole and hyperfine matrix elements are [24, 26] ( (29) and
respectively. In deriving equation (30) we have used
where, µ I is the nuclear magnetic dipole moment. The reduced matrix elements γ i J i ||D||γ n J n and γ n J n ||t 1 ||γ j J j are calculated using the wave functions obtained from FSRCC discussed in the previous subsection.
IV. CALCULATIONAL DETAILS
A. Basis set
To obtain the accurate results for properties using RCC it is critical to use a basis set which provides a good description of single-electron wave functions and energies. In this work we use the Gaussian-type orbitals (GTOs) [21] as the singleelectron basis for RCC calculations. The GTOs are the finite basis sets in which the single-electron wave functions are expressed as a linear combination of the Gaussian-type functions (GTFs). More precisely, the GTFs of the large component of the single-electron wave function is expressed as
where p = 0, 1, 2, . . ., N is the GTO index and N is the total number of GTFs. The exponent α p is further expressed as α 0 β p−1 , where α 0 and β are the two independent parameters. The parameters α 0 and β are optimized separately for each orbital symmetry so that the single-electron wave functions and energies match well with the numerical orbitals obtained from the GRASP2K [27] . The small components of singleelectron wave function are derived from the large components using the kinetic balance condition [22] . And, to incorporate the effects of finite charge distribution of the nucleus we use a two-parameter finite size Fermi density distribution
where, a = t4 ln(3). The parameter c is the half charge radius of the nucleus so that ρ nuc (c) = ρ 0 /2, and t is the skin thickness. In our recent work, Ref. [17] , we have given the optimized values of α 0 and β, and have also compared the single-electron as well as the self-consistent field energies for group-13 ions. The single-electron basis used in the properties calculations in the present work also incorporates the effects of Breit interaction, vacuum polarization and the self-energy corrections.
V. RESULTS AND DISCUSSIONS
A. Basis convergence
Since the GTO basis are not mathematically complete, convergence of properties results with basis size is critical to obtain the reliable results in FSRCC calculations. To show the convergence trend, in Table I we list the values of excitation energies, hyperfine structure constants and E1 transition amplitudes for different basis sizes. For this, as using the DCB Hamiltonian is more compute intensive, we use the Dirac-Coulomb (DC) Hamiltonian. And, this is a suitable choice as the correlation effects associated with the Breit interaction is much smaller compared to the Coulomb interaction. As discernible from the table, to obtain a converged basis we start with a moderate basis size of 86 orbitals and add orbitals in each symmetry systematically until the change in the properties is less than or equal to 10 −3 in respective units of the above properties. From the table, for example, the change in the hyperfine structure constants is less than 10 −3 MHz when the basis is augmented from 167 to 173. So, to minimize the compute time, we consider the basis set with 167 orbitals as optimal, and use it for further FSRCC calculations where, to further improve the accuracy of the properties results, the corrections from the Breit interaction, vacuum polarization and the self-energy are incorporated.
B. Excitation energies
The eigenvalues obtained from the solution of the eigenvalue equation (13) are used to calculate the excitation energies of various excited states. The excitation energy of a state nln ′ l ′ (2S+1) L J is defined as
where E ns 2 1 S0 and E nln ′ l ′ (2S+1) LJ are the exact energies of the ground and excited states, respectively. In Table II , we list the energies from our calculations along with other theory and experimental data for comparison. In a separate column we also provide the cumulative contributions from Breit and QED corrections. As evident from the table, energies are calculated in three steps. We start with the configuration 3s 2 + 3s3p in the model space and then include 3s4s and 3p 2 + 3s3d in two subsequent calculations CF2 and CF3, respectively. We could not separate the contribution of 3p 2 from 3s3d because inclusion of any one of these alone leads to divergence of FSRCC calculations due to intruder states: When the configuration 3p 2 is included, 3s3d 3 D 1,2,3 sates lies well within the energy range of the model states, and hence lead to divergence due to small energy denominator. Similarly, when 3s3d is included, 3p 2 3 P 0,1,2 states lead to a divergence. As we observe from the entries in the table (and also see in the Fig. 6 ), though only the states from the configurations 3s 2 and 3s3p are relevant for clock transition properties, inclusion of 3p 2 , 3s3d and 3s4s in the model space leads to two important improvements. First, it improves the energies of 3s 2 1 S 0 and 3 P o 0,1,2 states. Quantitatively, the relative error reduces to ≈ 0.45%, 0.004%, 0.01% and 0.07% from 0.53%, 0.35%, 0.50% and 0.81%, respectively. This could be attributed to the more valence-to-valence correlation effects incorporated through the effective Hamiltonian. For 1 P o 1 state, we however observe an opposite trend of deteriorating excitation energy. But this will have a negligible effect on the value of the life time of 3 P o 0 as the energy separation ∆E1 P o 1 is very high, ≈ 22457 cm −1 . Second, and more importantly, it also improves the energy separation ∆E3 P o 1 = E3 P o 0 − E3 P o 1 , which is critical to obtain the accurate value of the life time of 3 P o 0 . Quantitatively, ∆E3 P o 1 increases to 57.76 cm −1 , very close to the experimental separation 60.88 cm −1 , from 8.24 cm −1 . In terms of percentage, there is a reduction in the error from ≈ 86% to 5%.
Comparing our energy results with experiment and previous calculations, our results are in good agreement with experiment as well as previous theory results for all the states. The smallest and largest relative errors in our calculations are 0.004% and 0.9%, respectively. These are observed in the case of 3 P o 0 and 3p 2 3 P 2 states, respectively. For the other states, errors lie in-between, with the states from configurations 3s 2 and 3s3p more accurate than those from the high energy configurations. Among the previous theory results, the most accurate results are from the CI+AO calculations by Konovalova and collaborators [29] and Safronova and collaborators [11] . The maximum relative error is about 0.14% in each calculations in the case of 3s3d 3 D 2 and 1 P o 1 states, respectively. The next accurate results are from the CICP calculation by Mitroy and collaborators [30] . The maximum error is about 0.05%, in the case of 3 P o 0 state. The remaining results are either based on many-body perturbation theory or multiconfiguration Hartree-Fock and its variations, and are not very accurate. Considering the contributions from the Breit and QED corrections, we observe the largest cumulative contribution of about 0.01% of the total value in the case of 3 P o 0 . This small contribution is in agreement with the previous calculation [29] , however, with opposite phase.
C. Hyperfine reduced matrix elements and structure constants
We present the magnetic dipole and electric quadrupole hyperfine constants (A and B, respectively) for 3 P o 1 , 3 P o 2 and 1 P o 1 in Table III . And, the magnetic dipole hyperfine off-diagonal reduced matrix elements 3 P o 1 ||t 1 || 3 P o 0 and 1 P o 1 ||t 1 || 3 P o 0 , which contribute to the E1HFS amplitude are given in the Table IV . To assess the actual contributions from Breit, QED and dominant triples, these are presented in separate rows in both the tables. As discernible from the Table  III , and as to be expected, the dominant contribution is from the CCSD for all the states. And, among the terms within the CCSD, as listed in the 
There is a mixed pattern for the next dominant contribution. The term 1v has more contribution than 2v for A( 3 P o 1 ), A( 3 P o 2 ) and B( 3 P o 1 ). However, the pattern is opposite for
. The other important point to notice is that the contribution from 2v is opposite to 1v and DF values in all the cases, which reduces the total value due to cancellation. Among the terms within 2v, we find that the largest contribution is from the term H e hfs R 2 + h.c. This is attributed to the larger magnitude of the R 2 operator.
Considering the contribution from perturbative triples, it has the largest contributions of ≈ 3 and 5% of the total value for A and B, respectively. For A it is in the case of 1 P o 1 , however, for B it is in the 3 P o 2 state. Such large contributions indicate that the triples must be included in the FSRCC calcu- lations to obtained the accurate results for hyperfine structure and related properties for Al + . Looking into the Breit contribution, the largest contribution is ≈ 0.9%, for A in the case of 3 P o 2 state. Considering the level of the accuracy needed for clock properties, it is a significant contribution and can not be neglected. The largest, and negligible, cumulative contribution of ≈ 0.02% is observed from the vacuum polarization and the self-energy corrections.
To the best our knowledge, there are no data from experiments for comparison. From other theory calculations, there is one data each for A and B for 3 P o 1 and 3 P o 2 using the multi-configuration-Dirac-Hartree-Fock calculation from Itano and collaborators [38] . The magnitude of our results 1389.81, 1174.29 and 16.65 for A( 3 P o 1 ), A( 3 P o 2 ) and B( 3 P o 1 ) are larger by ≈ 3.1, 2.2 and 5.6%, respectively than the values reported in Ref. [38] . The reason for this difference could be attributed to the more accurate treatment of electron correlations in the present calculation, as the FSRCC accounts for the residual Coulomb interaction to all orders. We observe an op-posite trend in the case of B( 3 P o 2 ), our value 24.23 is smaller, by 45.7%, than the value 31.42 in Ref. [38] . The reason is attributed to the large cancellation due to contribution from the term 2v, equation 24. Our Dirac-Fock value 29.44, given in Table V , is close to the MCDHF value 31.42 in Ref. [38] . At level of off-diagonal matrix elements, there are two results, one each from the MCDHF [13] and CI+MBPT [39] calculations, which can be used for comparison. Ref. [13] reports the values of matrix elements Our values 3.838 × 10 −7 and 4.634 × 10 −7 , respectively agree well with them. The magnitude of the reduced matrix element 3 P o 1 ||t 1 || 3 P o 0 , 0.0938 a.u., from our calculation is smaller than the CI+MBPT value, 0.1195, from Ref. [39] . The reason for this small difference is attributed to the difference in the methods employed in the two calculations. 
D. E1 Transition amplitudes and oscillator strengths
The E1 transition reduced matrix elements in Table IV are converted to oscillator strengths and presented in the Table VI along with other theory and experimental results for comparison. Like hyperfine structure constants and matrix elements, the dominant contribution is from the CCSD. It contributes more than 94% of the total value. The contributions from the perturbative triples and Breit interactions are not negligible. The maximum contributions from these are ≈ 6.2 and 0.4%, respectively. Like the case of hyperfine, vacuum polarization and self-energy have negligible contributions.
From experiments, to the best of our knowledge, one and three experimental results of oscillator strength for 1 S 0 − 3 P o 1 [40] and 1 S 0 − 1 P o 1 transitions [41] [42] [43] , respectively are available in the literature, and all are from the old experiments. While [40] is using the time-resolve technique, the others [41] [42] [43] are using the beam-foil technique to study the atomic spectra. Our result, 2.60 × 10 −5 , for 1 S 0 − 3 P o 1 transition has the same order of magnitude as the experiment, (1.068±0.074)×10 −5 , however, larger by ≈ 128%. Looking into the other theory calculations, though all are MCDF and based calculations, there is a large variation in the reported results as the values lie in the range 0.36 × 10 −5 to 3.78 × 10 −5 . For 1 S 0 − 1 P o 1 transition, though all experiments have use the same measurement technique, there is large variation in the results. Also, the uncertainties in these measurements are very large, they are in the range ≈ 4.8 [42] to 15.8% [41, 43] . Considering the experimental uncertainties, our result 1.47 is in good agreement. In terms of other theory calculations, the reported results are very close to each other. The reason could be, the more or less same treatment of electron correlations in all the calculations as they are mostly based MCDF and its variations. Our result, 1.473, is about 20.7% smaller than the average value, 1.777, calculated from the previous works. The reason for this difference is attributed to the more accurate treatment of electron correlation effects in our calculations.
E. Hyperfine induced E1 transition
Using the electric dipole and hyperfine reduced matrix elements from Table IV [5] . As we observe, the error associated with this measurement is however large, ≈ 6.8%. Our calculated CCSD(T)+Breit+QED value, 20.20, is in excellent agreement with the experimental value, with a small difference of about 2%. From our calculations we find that the inclusion of the dominant triples, Breit interaction and QED corrections are important to obtain the accurate results on the E1HFS properties. Quantitatively, the contribution from the perturbative triples to the life time of 3 P 0 state is ≈ -6.4% of the total value, and it improves the value towards the experiment. And, the cumulative contribution from Breit and QED corrections is ≈ 0.8% of the total value. Considering the accuracies of atomic clocks, this is a significant contribution and can not be neglected.
Looking into other theory results, there are two results, perhaps from the same group, using the MCDF calculations [12, 13] . Between them, the revised calculation [13] treats electron correlation more accurately than the Ref. [12] . More precisely, there are two main improvements in Ref. [13] . First, both single and double replacements of electrons are considered while generating the CSFs for multiconfiguration space. However, in calculation [12] , the CSFs from only single electron replacements are included. Second, the active space includes orbitals up to n = 7 and l = 5, where n and l are the principal and orbital quantum numbers, respectively. Both the calculations, however, include the core polarization contribution from 2s and 2p electrons only. The revised result, 23.11, from Ref. [13] is larger by about 12% than the experiment. Our result, 20.20, is smaller by about 14% than Ref. [13] , and hence in good agreement with experiment. In our calculation, the active space includes orbitals up to n = 25 and l = 5, with CSFs arising from core-to-valence, valence-to-virtuals and core-to-virtuals single and double electron replacements to all order.
VI. THEORETICAL UNCERTAINTY
The theoretical uncertainty in the calculated life time of 3 P o 0 state will have three important contributions. These are, the uncertainties in the energy denominators ∆E3 P o 1 and ∆E1 P o 1 , the hyperfine reduced matrix elements 3 P o 1 ||t 1 || 3 P o 0 and 1 P o 1 ||t 1 || 3 P o 0 , and the dipole reduced Table II , and these are ≈ 0.01% and 0.43%, respectively. As there are no experimental results for hyperfine constants and there is large variation in the experimental data for oscillator strengths, we have identified four different sources which can contribute to the uncertainty in the above dipole and hyperfine reduced matrix elements. The first source of uncertainty is due to the truncation of the basis set in our calculation. As discussed in the basis convergence subsection, our calculated values of hyperfine structure constants and E1 transition amplitudes converge to the order of 10 −3 or more as the function of basis sets. Since the change is very small, we can neglect this uncertainty. The second source of uncertainty is due to the truncation of the dressed HamiltonianH e hfs to the second order in T (0) . In our previous work on hyperfine structure constants [25] , using an iterative scheme, we have shown that the contribution from the third and higher order terms in T (0) is less than 0.1%. So, we consider 0.1% as an upper bound for this source of uncertainty. The third source of uncertainty is due to the partial inclusion of the triple excitations in the properties calculations. We include the dominant contributions from the perturbative triples which arise from the cluster operator R 2 . The operators S 2 and T 2 can also lead to perturbative triples in principle. However, these are not included in the present work as the contributions from these are expected be small due to their smaller magnitudes. To account for the contributions from these and also from the full triples, since perturbative triples account for the leading order contribution, we use the contributions from R 3 as the upper bounds to the hyperfine and dipole reduced matrix elements. Quantitatively, the contributions of ≈ 1.68%, 0.72%, 6.58% and 0.03% of the CCSD values for 3 P o 1 ||t 1 || 3 P o 0 , 1 P o 1 ||t 1 || 3 P o 0 , 1 S 0 ||d|| 3 P o 1 and 1 S 0 ||d|| 1 P o 1 , respectively are considered as the upper bounds from this source of uncertainty. The fourth source of uncertainty is associated with the frequencydependent Breit interaction which we do not include in the present work. However, in our previous work [45] using a series of computations with GRASP2K which implements this interaction we estimated an upper bound on this uncertainty to be 0.13% in Ra. Although Al + is much lighter atom and expected to have much smaller contribution from frequencydependent Breit interaction, we take 0.13% as an upper bound from this source. There could be other sources of theoretical uncertainty, such as the higher order coupled perturbation of vacuum polarization and self-energy terms, quadruply excited cluster operators, etc. But, these, in general, have much lower contributions to the properties and their cumulative theoretical uncertainty could be below 0.1%. So, by combining the upper bounds of all four sources of uncertainties, the total theoretical uncertainties associated with 3 P o 1 ||t 1 || 3 P o 0 , 1 P o 1 ||t 1 || 3 P o 0 , 1 S 0 ||d|| 3 P o 1 and 1 S 0 ||d|| 1 P o 1 reduced matrix elements are ≈ 2.01%, 1.05%, 6.91% and 0.36%, respectively. Using these, along with the uncertainties in the energy denominators, we obtain ≈ 0.75% as the theoretical uncertainty in our calculated life time of 3 P o 0 metastable state.
VII. CONCLUSIONS
We have developed an all particle Fock-space relativistic coupled-cluster based method for properties calculation of two-valence atomic systems. To account for the relativis-tic effects and QED corrections we have implemented the Dirac-Coulomb-Breit Hamiltonian with the corrections from the Uehling potential and the self-energy. The effects of triple excitations are incorporated using the perturbative triples approach. Using method we have calculated the properties such as the excitation energies, hyperfine structure constants and reduced matrix elements, oscillator strengths and the life time associated with 1 S 0 − 3 P o 0 clock transition in Al + . Our results on excitation energies and oscillator strengths agrees well with the available experimental data. The calculated life time of 3 P o 0 metastable state, 20.20±0.15 s, is in excellent agreement with the experimental value, 20.60 ± 1.4 s, from Rosenband et al. [5] . From our calculations we also found that the contributions from the triple excitations and Breit+QED corrections are critical to obtain the accurate clock properties in Al + . Based on our analysis, the upper bound on the theoretical uncertainty in the calculated life time of 3 P o 0 is 0.75%. Such an accuracy of our result indicates that the FSRCC method we have developed has the potential to predict the clock and other atomic properties with an accuracy commensurate with the atomic experiments.
