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PLANARITY IS (ALMOST) LOCALLY CHECKABLE IN
CONSTANT-TIME
GA´BOR ELEK
Abstract. Locally checkable proofs for graph properties were introduced
by Go¨o¨s and Suomela [4]. Roughly speaking, a graph property P is locally
checkable in constant-time, if the vertices of a graph having the property
can be convinced, in a short period of time not depending on the size
of the graph, that they are indeed vertices of a graph having the given
property. For a given ε > 0, we call a property P ε-locally checkable in
constant-time if the vertices of a graph having the given property can be
convinced at least that they are in a graph ε-close to the given property.
We say that a property P is almost locally checkable in constant-time, if
for all ε > 0, P is ε-locally checkable in constant-time. It is not hard to
see that in the universe of bounded degree graphs planarity is not locally
checkable in constant-time. However, the main result of this paper is that
planarity of bounded degree graphs is almost locally checkable in constant-
time. The proof is based on the surprising fact that although graphs cannot
be convinced by their planarity or hyperfiniteness, planar graphs can be
convinced by their own hyperfiniteness. The reason behind this fact is that
the class of planar graphs are not only hyperfinite but possesses Property
A of Yu.
Keywords. locally checkable proofs, planar graphs, Property A, hyperfinite-
ness
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1. Introduction
First, let us recall the notion of a locally checkable proof due to Go¨o¨s and
Suomela [4]. For an integer d > 1, let Gd be the set of all finite, simple graphs
of vertex degree bound d. Also, for the natural number q, let [q] denote the
set {0, 1, 2, . . . , q}.
For a graph G ∈ Gd, a q-proof is a function P : V (G)→ [q].
A q-verifier A of local horizon R is a subset of B
[q]
R,d, where B
[q]
R,d is the set of
all [q]-vertex labelled balls of radius R and of vertex degree bound d.
A q-verifier A of local horizon R accepts a q-proof P on the graph G ∈ Grd,
if for all vertices x ∈ V (G), BR(x,G, P ) ∈ A, where BR(x,G, P ) is the ball of
radius R centered at x with vertex labelling induced by P .
A q-verifier A of local horizon R rejects a q-proof P on the graph G ∈ Grd,
if for at least one vertex x ∈ V (G), BR(x,G, P ) /∈ A.
We refer to subsets of Gd as ”properties” and we say that a property P ∈ Gd is
locally checkable in constant-time (shortly: locally checkable properties)
if there exists q ≥ 1 and a verifier A ⊂ B
[q]
R,d such that
• for any G ∈ P there exists a q-proof P : V (G)→ [q] accepted by A,
• for any H /∈ P all the q-proofs on H are rejected by A.
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If the q can be chosen to be 0, that is the vertices are exploring a small un-
labelled ball around themselves, we say that the property is locally checkable
without labelling.
Local checkability in constant-time entails that the vertices of a graph G ∈ P
can be convinced in a short period of time, that they are indeed vertices of
a graph having the given property. Clearly, bipartiteness or being a union of
cycles are locally checkable properties. On the other hand, being connected
or planar are not locally checkable. In this paper we define a relaxation of
the local checkability notion motivated by property testing of bounded-degree
graphs [3].
Recall that if P ⊂ Grd and H ∈ Grd, then the edit distance of the property
P and the graph H is defined by
e(H,P) := inf
G∈P
|E(G)△E(H)|
|V (H)|
.
Note that we realize the graphs as subgraphs of a common graph, which can
be H if G and H have the same amount of vertices.
Definition 1.1. For ε > 0, a property P ∈ Grd is ε-locally checkable in
constant-time if there exists q ≥ 0 and a verifier A ⊂ B
[q]
R,d such that
• for any G ∈ P there exists a q-proof P on G accepted by A,
• for any H, ed(H,P) > ε, all [q]-proofs on H are rejected by A.
Definition 1.2. A property P ∈ Grd is almost locally checkable in constant-
time if for any ε > 0, P is ε-locally checkable in constant-time.
We will also use the notion of relative local checkability.
Definition 1.3. Let P ⊂ Q ⊂ Grd be properties. We say that Q is locally
checkable in constant-time relative to P if there exists a verifier A ⊂ B
[q]
R,d
such that
• for every G ∈ P there exists a proof P : V (G) → [q] such that A
verifies p,
• for every H /∈ Q all proofs P : V (G)→ [q] are rejected by A.
The main result of this paper is the following theorem.
Theorem 1. Planarity is almost locally checkable in constant-time.
Our result hinges on the fact that although neither planarity nor (ε,K)-
hyperfiniteness (see Section 2) are locally checkable properties, for every ǫ > 0
there exists K > 0 such that all planar graphs are (ε,K)-hyperfinite and the
property of being (ε,K)-hyperfinite is locally checkable in constant-time rel-
ative to planarity.
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We will also show (Proposition 3.2) that planarity is not almost locally check-
able without labeling.
We actually prove that all hyperfinite monotone properties are almost locally
checkable in constant-time (see Section 2 for definition). Note that the prop-
erty testing analogue of this theorem is proved by Newman and Sohler [6].
Our proof uses the proposition, recently proved by Romero, Wrochna and
Zˇivny´, that hyperfinite monotone graph classes are hyperfinite in a stronger
than usual sense. Their result boils down to the fact that the class of planar
graphs has Property A.
2. Hyperfiniteness and the Verification Distance
Let G ∈ Grd, R > 1, q ≥ 0 and A ⊂ B
[q]
R,d. We say that A verifies G if there
exists a proof P : V (G)→ [q] such that A accepts P .
Let A ⊂ B
[q]
R,d be a verifier. We denote by LA the set of graphs in Grd verified
by A. So, a property P is locally checkable in constant-time if there exists
A such that P = LA. Observe that if A1 ⊂ B
[q1]
R,d and A2 ⊂ B
[q2]
R,d, then there
exists a verifier A3 ∈ B
[q1q2]
R,d such that LA3 = LA1 ∩LA2 . If P ⊂ Q, then there
exists A such that
P ⊂ LA ⊂ Q
if and only if Q is locally checkable in constant-time relative to P. If P is
a property and Pδ is the set of graphs which are at most δ far from having
the property P, then P is almost locally-checkable in constant-time if for any
δ > 0 there exists a verifier Aδ such that P ⊂ LAδ ⊂ Pδ.
If G,H ∈ Grd and A ⊂ B
[q]
R,d, we say that A distinguishes G from H , if either
A verifies G and does not verify H or A verifies H and does not verify G.
Clearly, if G and H are nonisomorphic connected graphs then they can be
distinguished by a verifier. Also, if G and H cannot be distinguished then
they have isomorphic components.
Definition 2.1. Let G,H ∈ Grd. Then the verification distance of G and
H is defined as v(G,H) = 2−n , where n is the smallest integer such that there
exists A ⊂ B
[q]
R,d, R ≤ n, q ≤ n distinguishing G and H (v(G,H) = 0 if G and
H are undistinguishable).
It is not hard to see that v defines a pseudo-metric on Grd and from any
sequence {Gn}
∞
n=1 one can pick a convergent subsequence. Let P ⊂ Grd be a
property. Then, P is not locally checkable in constant-time if and only if for
any δ > 0 there exists G /∈ P such that v(G,P) < δ. Also, P is not almost
locally checkable in constant-time if and only if there exists ε > 0 such that
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for every δ > 0 we have G /∈ P satisfying the inequalities v(G,P) < δ and
e(G,P) > ε.
Now let us recall the notion of hyperfiniteness. For ε > 0 and K ≥ 1, a graph
G is called (ε,K)-hyperfinite if there exists W ⊂ V (G) such that
• |W | ≤ ε|V (G)|,
• if we remove W (and all the adjacent edges) from G, in the remaining
graph all the components have size at most K.
A property P ⊂ Grd is (ε,K)-hyperfinite if all G ∈ P are (ε,K)-hyperfinite.
The set of all (ε,K)-hyperfinite graphs is denoted by Hε,K.
A property P is hyperfinite if for any ε > 0 there exists K ≥ 1 such that
P ⊂ Hε,K . Note that the class of planar graphs, or in general, graphs with an
excluded minor,or graphs of subexponential growth are hyperfinite. On the
other hand, expander sequences are very far from being a hyperfinite family.
Proposition 2.1. For any ε > 0 and K ≥ 1, Hε,K is not almost locally
checkable in constant-time.
Proof. Let Gn be the union of n disjoint copies of a path of K elements
and let {Hn}
∞
n=1 be an increasing expander sequence which is Cauchy in the
verification pseudo-metric. Now, let Kn be the disjoint union of Gn and Hmn ,
where
|V (Hmn)| < ε|Gn| .
Also, let Ln be the disjoint union of Gn and Hln , where
|V (Hln)| > |Gn| .
Then, there exists δ > 0 such that e(Ln,Hε,K) > δ. On the other hand,
v(Kn, Ln) → 0. Hence, for any A, if n is large enough either A verifies both
Kn and Ln or A verifies none of them. Therefore, Hε,K is not almost locally-
checkable in constant-time.
3. Two important examples
The following proposition is certainly known, nevertheless we prove it for
completeness.
Proposition 3.1. Let P ⊂ Grd be the set of planar graphs. Then, P is not
locally-checkable in constant-time.
Proof. For n ≥ 1, let x 6= y and consider three paths connecting x and y:
(x, a1, a2, . . . , an, y), (x, b1, b2, . . . , bn, y), (x, c1, c2, . . . , cn, y) such that ai 6= bj
for 1 ≤ i, j ≤ n. Let Ln be the union of the three paths. Clearly, Ln is a
planar graph.
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Again, for n ≥ 1 let Kn be defined in the following way. For distinct vertices
x1, x2, x3, y1, y2, y3 let Kn be the union of nine paths:
{Pi,j := (xi, g
i,j
1 , g
i,j
2 , . . . , g
i,j
n , yj)}
3
i,j=1,
where gi1,j1k = g
i2,j2
l if and only if i1 = i2, j1 = j2, k = l. By Kuratowski’s
Theorem, Kn is not a planar graph. Let 2R < n, q ≥ 0 and P : V (Ln) → [q]
be a proof. Then, there exists P ′ : V (Kn) → [q] such that the set of [q]-
labeled R-balls (up to isomorphism) in Ln induced by P coincides with the
set of [q]-labeled R-balls (up to isomorphism) in Kn induced by P
′. Hence,
all the verifiers of local horizon R which accepts Ln will accept Kn, as well.
Thus, our proposition follows. 
Complementing our main theorem, the following proposition shows that in
order to locally distinguish planar graphs from graphs that are far from being
hyperfinite, we need labellings.
Proposition 3.2. Let d > 2. Then there exists a δ > 0, a sequence of trees
{Sn}
∞
n=1 ⊂ Grd, a sequence of graphs {Gn}
∞
n=1 ⊂ Grd such that
• for all n ≥ 1, e(Gn,P) > δ, where P ⊂ Grd is the class of planar
graphs.
• for all R ≥ 1 and n ≥ R, the sets of rooted balls of radius R (up to
rooted isomorphism) in Sn and in Gn coincide.
Proof. For R ≥ 1, let {Ti}
td,R
i=1 be the set of rooted trees of diameter at most
3R and vertex degree bound d (up to rooted isomorphism). Let ad,R =
sup1≤i≤td,R |V (Ti)|. Now, let {Hn}
∞
n=1 ⊂ Grd be a sequence of d-regular graphs
such that for any n ≥ 1,
• |V (Hn)| ≥ ntd,Rad,R,
• the girth of Hn is at least n.
Then, lim inf e(Hn,P) > 0, since the graph sequence {Hn}
∞
n=1 does not have
a hyperfinite subsequence.
Now, for each R and 1 ≤ i ≤ td,R we attach a copy of Ti to HR, by connecting
a leaf of Ti to a midpoint of an edge of HR (we need to add the midpoints to
maintain the vertex degree bound). Let GR be the resulting graph. Then,
• for any n ≥ 1 and n ≥ R, all the rooted R-balls in Gn are trees,
• for any n ≥ 1, n ≥ R and for each rooted tree (S, p) of radius at
most R, there exists x ∈ V (Gn) such that the rooted ball BR(x,Gn)
is rooted-isomorphic to (S, p),
• there exists a δ > 0 such that for any n ≥ 1, e(Gn,P) > δ.
Now, for R ≥ 1, let LR be a path of td,R vertices. For each 1 ≤ i ≤ td,R,
we attach a copy of Ti to LR, by connecting a leaf of Ti to a vertex of LR.
The resulting graph SR is a tree. Also, for any n ≥ 1, n ≥ R, and for
each rooted tree (S, p) of radius at most R, there exists x ∈ V (Sn) such
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that the rooted ball BR(x, Sn) is rooted-isomorphic to (S, p). Therefore, our
proposition follows. 
4. The Property A of Yu
In order to avoid confusion, in this section we use the phrase ”graph class”
instead of ”graph property”, since we will talk about the notion of Property
A.
Let G ∈ Grd be a graph. Then, Prob(G) is the set of all probability measures
on the vertices of G. If f : V (G) → R and g : V (G) → R, then their l1-
distance is defined as ‖f − g‖1 :=
∑
x∈V (G) |f(x) − g(x)|. Now we are in the
position to define Property A, an important notion introduced by Yu [9] in
the context of group theory.
Definition 4.1. For ε > 0 and R ≥ 1 a graph G ∈ Grd is called (ε, R)-
amenable if there exists a function f : V (G)→ Prob(G) such that
• for any adjacent pairs x, y ∈ V (G), ‖f(x)− f(y)‖1 < ε,
• for any x ∈ V (G), we have that
Supp(f(x)) ⊂ BR(x,G)
.
We call a class of graphs P (ε, R)-amenable if all G ∈ P are (ε, R)-amenable
and we denote the class of all (ε, R)-amenable graphs by Aε,R. We say that a
graph class P is of Property A if for every ε > 0, there exists some R ≥ 1 such
that P ⊂ Aε,R. We will see (Section 6) that Property A implies hyperfiniteness
and the sequence {Kn}
∞
n=1 in Proposition 2.1 shows that hyperfiniteness does
not imply Property A. However, we have the following proposition.
Proposition 4.1. For any ε′ > ε > 0 and R ≥ 1, Aε′,R is locally checkable
in constant-time relative to Aε,R.
Proof. We start with a technical lemma.
Lemma 4.1. Let G ∈ Grd, R ≥ 1, x ∈ V (G), f : BR(x,G) → R be a
nonnegative function such that
∑
y∈BR(x,G)
f(y) = 1. Let α > 3
ε′−ε
be a positive
integer. Then, there exists a function g : BR(x,G)→ R such that
•
∑
y∈BR(x,G)
g(y) = 1,
• for any y ∈ BR(x,G), g(y) =
i
α
, where 0 ≤ i ≤ α is an integer,
•
∑
y∈BR(x,G)
|f(y)− g(y)| < ε
′−ε
3
.
Proof. Let g′, g” : BR(x,G) → R be defined in the following way. g
′(y) =
i
α
, g”(y) = i+1
α
, where i
α
≤ f(y) ≤ i+1
α
. Then,
∑
y∈BR(x,G)
(f(y)− g′(y)) < ε
′−ε
3
and
∑
y∈BR(x,G)
(g”(y) − f(y)) < ε
′−ε
3
. So, by changing the value of g′(y) to
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g”(y) at some vertices y, we can construct a function g′ ≤ g ≤ g” satisfying
the condition of our lemma. 
Now, we construct a set Q (which can be identified with the set [|Q| − 1]) a
verifier A ⊂ BQR+2,d and for each G ∈ Aε,R a proof PG : V (G)→ Q such that
• A accepts PG for each G ∈ Aε,R,
• A rejects all P : V (H)→ Q, if H /∈ Aε′,R.
So, let β ≥ 1 be an integer, larger than the size of any ball of radius R + 2
with vertex degree bound d. Let Σ be the set of all [α]-valued functions on [β]-
labelled balls of radius R with vertex degree bound d. Finally, let Q = [β]×Σ.
Now let G ∈ Aε,R and f : V (G) → Prob(G) be a function witnessing the
fact that G ∈ Aε,R. Let gG : V (G) → Prob(G) be a function witnessing
the fact that G ∈ Aε′,R such that for each x, y ∈ V (G) the gG(x)(y) =
i
α
,
where 0 ≤ i ≤ α. Such function gG exists by our previous lemma. For each
x ∈ V (G) let hG(x) : V (G) → [α] such that hG(x)(y) = i if gG(x)(y) =
i
α
.
We define PG : V (G)→ Q in the following way. First, we consider a coloring
cG : V (G)→ [β] such that cG(x) 6= cG(y) if 0 < dG(x, y) ≤ R+2. If x ∈ V (G),
the first coordinate of PG(x) equals to cG(x). The second coordinate of PG(x)
equals to hG(x) ∈ Σ.
The verifier A accepts a proof P : V (G)→ Q if
• the β coordinates defines a [β]-labeling l such that l(x) 6= l(y) if 0 <
dG(x, y) ≤ R + 2,
• the Σ coordinates are compatible with a α-labeling on balls of radius
R,
• the Σ coordinates are witnessing the fact that G is in Aε′,R.
Then, A accepts all the proofs PG above and rejects any proof P : V (H)→ Q,
if H /∈ Aε′,R. 
5. Strong hyperfiniteness
As we have already seen, Hε,K is not almost locally checkable in constant-
time. The reason behind this fact was that some graph sequence {Gn} ⊂
Hε,K contained a nonhyperfinite subgraph sequence. One can strengthen the
definition of Hε,K-hyperfiniteness to exclude the phenomenon above.
Definition 5.1. G ∈ Grd is uniformly (ε,K)-hyperfinite if for all induced
subgraph F ⊂ G, F is Hε,K-hyperfinite as well.
We say that a graph property P ∈ Grd is uniformly Hε,K-hyperfinite if all G ∈
P are uniformly Hε,K-hyperfinite . The set of all uniformly Hε,K-hyperfinite
graphs will be denoted by UHε,K . We call a graph property P uniformly
hyperfinite if for any ε > 0, there exists K ≥ 1 such that P ⊂ UHε,K .
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By monotonicity, the class of planar graphs in uniformly hyperfinite. In our
paper, we will use another strengthening of hyperfiniteness introduced by
Romero, Wrochna and Zˇivny´ [7] under the name of fractional-cc-fragility.
First, we need a definition. For a graph G ∈ Grd we call Y ⊂ V (G) a
K-separator if by removing Y (and all the adjacent edges) the components of
the remaining graph are of size at most K.
Definition 5.2. G ∈ Grd is strongly (ε,K)-hyperfinite if there exists a prob-
ability measure µ on the K-separators of G such that for any x ∈ Y
µ(Y | x ∈ Y ) < ε .
We say that a graph class P ⊂ Grd is strongly Hε,K-hyperfinite if all G ∈ P
are strongly Hε,K-hyperfinite . The set of all strongly Hε,K-hyperfinite graphs
will be denoted by SHε,K . We call a graph class P strongly hyperfinite if
for any ε > 0, there exists K ≥ 1 such that P ⊂ SHε,K .
It is not hard to see that a strongly Hε,K-hyperfinite graph is Hε,K-hyperfinite
as well. However, the main result of [2] is that the notions of Property A, uni-
form hyperfiniteness and strong hyperfiniteness are, in fact, coincide. How-
ever, it was first proved by Romero, Wrochna and Zˇivny´ [7] that monotone
hyperfinite properties are strongly hyperfinite. This result plays an important
role in the proof of Theorem 1.
6. Amenability implies hyperfiniteness
First, let us fix some notation, which will be used in the section. Let
G ∈ Grd and A ⊂ V (G). Then, ∂G(A) is the set of vertices x ∈ A such that
there exists y /∈ A, x ∼ y. Also, ∂eG(A) is the set of edges e = (x, y), where
x ∈ ∂G(A) and y /∈ A.
Proposition 6.1. For any ε > 0 and R ≥ 1,
Aε,R ⊂ Hεd,Nd
2R
,
where Nd2R is the maximum number of vertices in a rooted ball of radius R and
vertex degree bound d.
Proof. First we need a technical lemma, which is very similar to Proposition
4.2 in [8]. Let G ∈ Grd and F ⊂ G be an induced subgraph. We say that F is
(ε, R)-amenable relative to G if there exists a function f : V (F ) → Prob(F )
such that for any pair of adjacent vertices x, y ∈ V (F ),
(1) ‖f(x)− f(y)‖1 ≤ ε
and for any x ∈ V (F ),
(2) Supp(f(x)) ⊂ BR(x,G)
Lemma 6.1. If G ∈ Aε,R and F ⊂ G is an induced subgraph, then F is
(ε, 2R)-amenable relative to G.
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Proof. For x ∈ V (G), let τ(x) ∈ V (F ) such that dG(x, τ(x)) = dG(x, F ). Let
g : V (G) → Prob(G) be a function witnessing the fact that G ∈ Aε,R. For
x ∈ V (F ), let f(x)(z) =
∑
t∈τ−1(z) g(x)(t). Clearly, f : V (F ) → Prob(F ) and
if x, y are adjacent vertices, then
‖f(x)− f(y)‖1 ≤ ‖g(x)− g(y)‖1 ≤ ε.
Also, Supp(f(x)) ⊂ B2R(x,G). Indeed, if f(x)(z) 6= 0, then there exists
t ∈ τ−1(z) such that g(x)(t) 6= 0. Hence, dG(x, t) ≤ R, so dG(t, z) ≤ R, that
is, dG(x, z) ≤ 2R. Therefore, our lemma follows. 
Lemma 6.2. Let ∈ Aε,R, F ⊂ G be an induced subgraph. Then, there exists
a subset L ⊂ V (F ) such that |∂F (L)| ≤
ε
2
|L| and |L| ≤ Nd2R.
Proof. Let f : V (F )→ Prob(F ) satisfying (1) and (2). That is,∑
x∈V (F )
∑
x∼y
‖f(x)− f(y)‖1 ≤ ε
∑
x∈V (F )
‖f(x)‖1 .
Hence. ∑
z∈V (F )
∑
x∈V (F )
∑
x∼y
|f(x)(z)− f(y)(z)| ≤ ε
∑
z∈V (F )
∑
x∈V (F )
f(x)(z) .
Hence, there exists z ∈ V (F ) such that∑
x∈V (F )
∑
x∼y
|f(x)(z)− f(y)(z)| ≤ ε
∑
x∈V (F )
f(x)(z) .
That is, if we define the function ζ : V (F )→ R by ζ(x) = f(x)(z),
(3)
∑
x∈V (F )
∑
x∼y
|ζ(x)− ζ(y)| ≤ ε
∑
x∈V (F )
ζ(x) .
So far, we followed the proof of Proposition 3.2 in [1], however, in order to
avoid some heavy machinery now we choose a different path. Let us recall the
area and coarea formulas (Lemma 3.6 and Lemma 3.7) from [5]. If G ∈ Grd
and f : V (G)→ [0, 1],
(4)
1
2
∑
x,y, x∼y
|f(x)− f(y)| =
∫ 1
0
|∂eF (Ωt(f))| dt.
(5)
∑
x
f(x) =
∫ 1
0
|Ωt(f)| dt,
where
Ωt(f) = {x ∈ V (G) | f(x) > t}.
So, by 3
2
∫ 1
0
|∂eF (Ωt(ζ))| dt ≤ ε
∫ 1
0
|Ωt(ζ)| dt.
That is, for some t ≥ 0 we have
(6) ∂F (Ωt(ζ)) ≤ |∂
e
F (Ωt(ζ))|
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Hence, taking Ωt(ζ) = L, our lemma follows.
Now we finish the proof of our proposition. Let F1 = G and L1 ⊂ V (F1) be
a set of size at most Nd2R such that |∂F1(L1)| ≤ ε|L1| and remove L1 together
with all the vertices adjacent to L1 from V (F1). Let F2 be the subgraph of
G induced on the remaining vertices. Let L2 ⊂ V (F2) be a set of size at
most Nd2R such that |∂F2(L2)| ≤ ε|L2| and remove L2 together with all the
vertices adjacent to L2 from V (F2). Inductively, we construct disjoint sets
L1, L2, . . . , Ln of size at most N
d
2R such that
|V (G)\ ∪ni=1 Li| ≤ εd| ∪
n
i=1 Li|.
Hence, our proposition follows. 
7. Strong hyperfiniteness implies amenability
Proposition 7.1. For any ε > 0 and K ≥ 1,
SHε,K ⊂ A2ε,K .
Proof. Let G ∈ SHε,K and µ be a probability measure on the set of K-
separators of G such that for any x ∈ V (G) we have
µ(Y | x ∈ Y ) ≤ ε .
For a K-separator Y and x ∈ V (G), let fY,x : V (G) → R be defined in the
following way.
• If x ∈ Y , let fY,x(x) = µ(Y ) and if x 6= y let fY,x(x) = 0.
• If x /∈ Y , let fY,x(y) =
µ(Y )
|CY,x|
provided that y ∈ CY,x, where CY,x is the
component of G\Y containing the vertex x.
Now, let f(x) ∈ Prob(G) be defined as
f(x) :=
∑
Y
fY,x .
Then,
• for any x ∈ V (G), Supp(f(x)) ⊂ BG(x,K),
• for any pair of adjacent vertices x ∼ y, we have
‖f(x)− f(y)‖1 = µ(Y | x ∈ Y ) + µ(Y | y ∈ Y ) ≤ 2ε .
Hence, G ∈ A2ε,K. 
Lemma 7.1. For any ε > 0, there exists R > 0 such that P ⊂ Aε,R, where
P ⊂ Grd is the class of planar graphs.
Proof. By Theorem 1.6 of [7], for any ε > 0, there exists K > 0 such that
P ⊂ SHε,K . Hence our lemma follows, from Proposition 6.1. 
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8. The Proof of the Main Theorem
In this section, we prove Theorem 1. Let δ > 0, P ⊂ Grd be the set of
planar graphs and Pδ ⊂ Grd be the set of graphs that are not further from P
in edit distance than δ. We need to prove that there exists a verifier A such
that (using the notation of Section 2)
(7) P ⊂ LA ⊂ Pδ .
For K > 0, let LPK ⊂ Grd denote the class of graphs such that if G ∈ LPK
all of the induced subgraph of G which has diameter at most K is planar.
Clearly, there exists a verifier BK such that LPK = LBK .
Lemma 8.1. For any ε > 0, there exists Mε > 0 such that if K ≥Mε, then
P ⊂ Hε,K ∩ LPK ⊂ Pdε .
Proof. PickMε > 0 such that P ⊂ Hε,Mε, letK ≥Mε and let G ∈ Hε,K∩LPK .
Then, we can remove at most εd|V (G)| edges from G to obtain a graph having
components of size at most Mε and all these components are planar. 
Lemma 8.2. For any ε > 0, there exists Nε > 0 and a verifier Cε such that
if K ≥ Nε, then
P ⊂ LCε ⊂ Hε,K .
Proof. Let R ≥ 1 be an integer such that P ⊂ A ε
2d
,R. Such R exists by Lemma
7.1. Let Nε = N
d
2R, then our lemma follows directly from Proposition 4.1 and
Proposition 6.1 
Now we can prove Theorem 1. Let Kε = maxNε,Mε and Dε = BKε, then by
our previous lemmas,
P ⊂ LCε ∩ LDε ⊂ Pδ .
Hence (see Section 2), we have a verifier A satisfying (7). 
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