In his paper Almost-Primes Represented by Quadratic Polynomials, Iwaniec proved that the polynomial n 2 + 1 takes on values with at most two prime factors (counted with multiplicity) infinitely often. He states that "in order to avoid technical complications, we shall restrict our proof to the polynomial n 2 + 1.". In this exposition, we follow Iwaniec's proof and show that for any irreducible quadratic polynomial G(n) (satisfying some obviously necessary hypotheses), G(n) has at most two prime factors for infinitely many values of n.
Introduction
In 1978, Iwaniec proved in his paper Almost-Primes Represented by Quadratic Polynomials [2] that the polynomial n 2 + 1 takes on values with at most 2 prime factors (counted with multiplicity) infinitely often. Such a result is an attempt to generalize Dirichlet's theorem on primes in arithmetic progressions to higher degree polynomials. Heuristic arguments suggest that any irreducible polynomial with integral coefficients, positive leading coefficient, and no fixed prime divisor takes on infinitely many prime values.
In his paper, Iwaniec also states that it is possible, with technical complications, to prove that Theorem 1. For an irreducible polynomial g(n) = an 2 + bn + c with a > 0 and odd c, there are infinitely many integers n such that g(n) has at most 2 prime factors. Moreover, if x is sufficiently large, then |{n ≤ x; g(n) = P 2 }| > 1 77
and ρ(p) is the number of incongruent solutions of g(n) ≡ 0 (mod p).
We say a number is almost-prime of order r (denoted by P r ) if it has at most r prime factors counted with multiplicity. In this exposition, we follow the techniques employed by Iwaniec to prove that such an irreducible polynomial g(n) = an 2 + bn + c takes on P 2 values infinitely often. Let s = 4a(b 2 −4ac). We note that as g(n) has no fixed prime divisors, there must be a residue class t (mod s) such that g(t) is not congruent to 0 (mod p) for any prime p dividing s. Let G(n) be the polynomial g(sn + t), and let δ and ∆ denote the discriminants of g(n) and G(n) respectively. To summarize, for the remainder of this exposition we have δ = b 2 − 4ac, s = ∆ = 4aδ, and G(n) = g(sn + t).
Richert's Weighted Sum
Define A to be the sequence of values of f (n) for n ≤ x, and let A p denote the set of values in A that are divisible by p. Ideally, we are interested in finding a lower bound for the number of prime values in our sequence A ; but as this is difficult, we must settle for P 2 values.
To detect these P 2 values, we make use of the weighted sieve. Denote by p n and ω(n), the least prime factor of n and the number of prime divsisors of n respectively. Let
log p log x if p = p n , log p n log x if p > p n and p < x 1/2 , 1 − log p log x if p > p n and p ≥ x 1/2 . Let 2 ≤ λ < 3 be a parameter, and define w(n) = 1 − 1 3 − λ p|n,p<x w p (n).
(2.1) Then Lemma 1. If n ≤ x λ and w(n) > 0 then n has at most 2 distinct prime factors.
Proof. We note that the sum in (2.1) consists of only positive terms that are ≤ 1. Hence if n has two or more prime factors less than x 1/2 ,
by our hypothesis on λ. Thus, we may assume that n has at most one prime factor less than x 1/2 and so we have
Let A be a sequence of positive integers a ≤ x λ and let z ≤ x 1/2 . We note that Lemma 1 gives us useful information about only squarefree P 2 s.
Proof. For the non-squarefree numbers, we consider the set |{G(n) : n ≤ x, (G(n), P (z)) = 1, and G(n) ≡ 0 (mod p 2 ) for some prime p}| ≤ |{a ∈ A : (a, P (z)) = 1), a is non-squarefree}|. If G(n) = an 2 + bn + c = p 2 l for some l, since (G(n), P (z)) = 1, we must have l ≥ z (and p ≥ z). As G(n) ≤ Dn 2 for some D, we have p ≤ Dxz −1/2 . Thus a∈A , (a,P (z))=1) a is non-squarefree
And for the squarefree numbers, Lemma 1 gives
where the summation is over squarefree numbers in A . Thus
and so the conclusion follows.
We will be concerned with the sequence A = {G(n) : n ≤ x}, so we fix
As the main term we will obtain will be of a larger order of magnitude than xz −1/2 , it is sufficient to find a lower bound for
Interchanging order of summation gives,
Considering the definition of w p (a), we divide the double sum into three cases    z ≤ p < x 1/2 , p is the smallest prime factor of a; z ≤ p < x 1/2 , p is not the smallest prime factor of a; and,
Making use of the Buchstab formula
we add log p log x z≤p 1 <p S(A pp 1 , p 1 ) to the middle sum of (2.4) and subtract log p log x (S(A p , z) − S(A p , p)) from the remaining sums to obtain
Linear Sieve with Error Term
Let B be a finite sequence of X integers. We suppose the existence of a multiplicative function ρ(d) that is used to approximate the number of elements in B congruent to 0 (mod d). We also suppose that 0 ≤ ρ(p) < p, for any prime p. Stated more precisely,
, and 0 ≤ ρ(p) < p for any prime p.
We denote the error in our approximation by
We also insist that there is a constant K ≥ 1 such that for any 2 ≤ w < z,
Lastly, let F (s) and f (s) be the continuous solutions of the system of differential-difference equations
where C = 0.577... is the Euler constant.
From [3] , we have Lemma 3. Let z ≥ 2, M ≥ 2, and N ≥ 2. For any η > 0 we have where the coefficients a m , b n are bounded by 1 in absolute value and depend at most on M, N, z, and η.
Error Term
In order to study the error term of the previous section, we look at a general sum B(x; m, N ) = n<N,(n,m)=1 b n r(A ; mn).
Here {b n } is a sequence of real numbers with |b n | ≤ 1 and b n = 0 when n is not squarefree. Note that we are considering the sequences {b n } supported on squarefree n because in the remainder term for our sieve, the sum is over m, n for m, n dividing the squarefree number P (z). Thus a m b n will also be supported on squarefree numbers n (and unimportantly m as well).
For the remainder of this exposition, unless otherwise specified, the constant pertraining to Vinogradov's symbol ≪ is ε.
We will be interested in proving the following:
We defer the proof of 4 until Section 4.1 as several results will be required.
Corollary 5. Let ε > 0. Then
Proof of Corollary. Let N = x 1/15−ε . Using dyadic blocks, we see it is sufficient to prove that M <m<2M
|B(x; m, N )| ≪ x 1−3ε/2 since this gives us that the sum in (4.
as A is a polynomial sequence and ρ is multiplicative.
For x 14/15−ε ≤ M < x 1−4ε , we make use of the Cauchy-Schwarz inequality M <m<2M
This completes the proof.
The following result is based on the idea that over solutions x (mod m) of G(n) ≡ 0 (mod m), the ratios x/m are uniformly distributed modulo 1. We will require several lemmas for its proof so we defer the proof until later in this section. Proposition 6. Let q be a squarefree number with an odd divisor d, (d, µ) = 1, and ω be a root of
Then for any ε > 0 we have
and S G is given by the product
Here χ δ is the Dirichlet character modulo 4δ defined on primes by χ δ (p) = δ p .
Corollary 7. Let1 be a squarefree number with ρ(qq 1 ) = 0. If M < M 1 < 2M and 0 ≤ α < β < 1, then for any ε > 0,
Proof. This follows immediately from Proposition 6 upon consideration of the quantity
Proof. The sum considered is just 1 ρ(q) P (M 1 , M ; q, 1, 1, 1, 0, 1).
The following three lemmas will be used in the proof of Proposition 6
Lemma 9. There exists a one-to-one correspondence between the solutions Ω (mod D) of Ω 2 + 1 ≡ 0 (mod D) and the pairs of integers (r, s) satisfying
The correspondence is obtained via the formula
where r denotes the inverse of r modulo s.
The following lemma about exponential sums is due to Hooley [1] and follows from estimates for Kloosterman sums.
Lemma 10. If h and s are integers and 0 < r 2 − r 1 < 2s, then
We will also need a smooth function to approximate the indicator function for [α, β].
and
A h e(ht)
The proof of Lemma 11 is an easy exercise in Fourier analysis. See [5] .
Proof of Proposition 6. Using Lemma 7 to replace the indicator function
e(hΩ/mq) . For the main term, we have
and ω is also a solution of G modulo d. As (d, mq/d) = 1 and ρ is multiplicative, this sum is
To evaluate this sum, we more closely analyze ρ(n). By our construction of G(n), we see that G(n) has no solutions modulo p for any p | ∆ (or more simply p | 2aδ). That is, for these primes p, it follows that ρ(p r ) = 0.
For (p, 2aδ) = 1, we may complete the square giving
As 0 ≤ ρ(n) ≤ n, the Dirichlet series for ρ converges absolutely for Re s > 1. Thus for Re s > 1 we have the product expansion:
our product (4.9) becomes
Here
By considering the product expansion of F (s) and ζ(s)/ζ(2s), we may deduce the values of f on prime powers. We divide the task into cases.
If (p, 2aδ) = 1, then f (p r ) can be obtained by considering the product expansion of ζ(s)/ζ(2s) since no factors arise in F (s). As ζ(s)/ζ(2s) = q (1 + q −s ), it is easy to see that f (p r ) is 1 for r ≤ 1 and 0 otherwise.
We now look at the cases involving (p, 2aδ) > 1. If p|δ then χ δ (p) = 0 and so the factor (1 + p −s ) −1 from F (s) cancels the factor (1 + p s ) from ζ(s)/ζ(2s). Thus f (p r ) is 0 for r > 0 (and 1 for r = 0). If (p, δ) = 1 and p|2a, then the factor in the product expansion corresponding to p is
Thus the sequence of values (f (p r )) ∞ r=0 representing f on prime powers is (1, −1, 0, 0, 0, ...) or (1, 1, 0, 0, 0, ...) as χ δ (p) = 1 or −1 respectively.
To summarize, we have
Hitting f with µ gives us g with f = 1 * g: To evaluate ρ = χ δ * (1 * g) we will make use of Dirichlet's hyperbola method twice. The first application gives
χ δ (a).
The following lemma will help us with the error terms that occur in the estimation of f (b).
Lemma 12. We have
Proof. We note that any i can be written as uv with (v, 2aδ) = 1 and u satisfying the property that each of its prime divisors also divide 2aδ. We also note that if p | 2aδ then g(p r ) = 0 for r > 2. Thus
By the same reasoning above,
and so taking the limit as N tends to ∞ gives
As (i,q)=1 g(i)/i is absolutely convergent by Lemma 12, it has a product expansion which we denote as
Continuing with (4.10), we look at
Applying Dirichlet's hyperbola method gives
the latter sum to be collected in our error. The first sum is
If we add the tail of the series and collect error terms, we have
which by Lemma 12 is just
For the second sum in (4.13), we make use of Lemma 12 again to find that it is
. Returning to (4.10), we see that
The error term simplifies to O(M 7/8 ), and as a≥M 1/2 , (a,q)=1 χ δ /a ≪ M 1/2 we have
For the exponential sum in (4.7), we first eliminate the condition (m, q) = 1 using the principle of inclusion-exclusion as follows: Now we would like to make use of the bijection from lemma 9 to parameterize the solutions in the above equation. Since the inner sum runs only over Ω such that G(Ω) ≡ 0 (mod D), we must have (D, 2aδ) = 1. Hence we may complete the square as in (4.8) giving
and (r, s) satisfy (4.5) (here 2a denotes the inverse of 2a modulo D and as usual r denotes the inverse of r modulo s). Writing D = r 2 + s 2 with (r, s) = 1, and |r| < s, the conditions D ≡ 0 (mod lq), r 2 + s 2 ≡ µq (mod dq), and r + ωs ≡ 0 (mod d), are equivalent to r 2 + s 2 ≡ 0 (mod lq), r 2 + s 2 ≡ µq (mod dq), and r + ωs ≡ 0 (mod d). .
Here the supremums are over integers r 1 , r 2 , λ, Λ satisfying the constraint 0 < r 2 − r 1 < 2s. To bound the inner sum, we use partial summation. Define Consequently,
Recall from Lemma 11 that C h ≤ min(|h| −1 , C −2 |h| −3 ). Hence, the error term in (4.7) is
Choosing C = 1/qM gives an error term ≪ (qM ) 3/4+ε which completes the proof of Proposition 6.
Proof of Proposition 4
By definition of B(x; m, N ),
We may write the first sum as
And the approximation in (4.19) can be re-written as
Thus (4.19) is
For sake of applying Cauchy-Schwarz again, we consider
taking W, V, U to be the respective quantities. Over the next three subsections, we will obtain sufficient bounds for U, V and W.
Estimation of U(M, N)
We have
Let F (t) = M <m<t (m,n 1 n 2 )=1
Summing by parts and using Corollary 8 gives
This is sufficient for our purposes.
Estimation of V (x; M, N)
We have by definition of V (x; M, N )
Let the symbol Θ n 1 ,n 2 denote the set of triples (m, v, k) satisfying Writing k = v + ml for l < x/M, we may replace the conditions on k in (4.22) giving 
In an attempt to further simplify matters, we let c be l (mod n 1 ) (0 ≤ c < n 1 ). This allows us to replace the conditions G(v) ≡ 0 (mod m) and G(ml + v) ≡ 0 (mod n 1 ) with G(θ) ≡ 0 (mod mn 1 ) where θ = cm + v. Note that m and n 1 are relatively prime by assumption. Also as 0 ≤ v < m we have the condition cm ≤ θ < (c + 1)m. Let S * (n 1 , n 2 ; x, M ) denote the sum approximating S(n 1 , n 2 ; x, M ). Then
The last line follows from writing and using the partial summation on the second sum with the summatory function L(t) = x/2M <l<t 1:
Collecting our results, we have
And since ρ(n) ≪ n ε , Let the symbol Φ n 1 ,n 2 denote the set of quadruples (m, v, k 1 , k 2 ) such that M < m < 2M, (m, n 1 n 2 ) = 1,
G(k 1 ) ≡ 0 (mod n 1 ), G(k 2 ) ≡ 0 (mod n 2 ); and let T (n 1 , n 2 ; x, M ) = Φn 1 ,n 2
1.
Then
Proceeding in a similar fashion as the last section, we write
where l 1 , l 2 < x/M. Then we may re-parameterize the sum T (n 1 , n 2 ; x, M ) in terms of the variables m, v, l 1 , and l 2 . As l 1 , l 2 < x/M, we may eliminate the conditions on k 1 and k 2 with m < (x − v)/l 1 , (x − v)/l 2 . Thus we have equivalent conditions
Again, we note that 0 ≤ v < m so replacing x − v by x in (4.26) results in an error 2
Denote the modified sum by T * (n 1 , n 2 ; x, M ). In an attempt to combine the conditions (4.27), let c be the solution of the system of congruences
, c ≡ l 2 mod n 2 (n 1 , n 2 ) ,
Such a solution exists and is unique by the Chinese remainder theorem. Let Ω = cm + v. Then m ≤ Ω < (c + 1)m and G(Ω) ≡ 0 (mod m[n 1 , n 2 ]) (4.28) the latter following from (4.27).
If the congruence conditions in (4.27) are satisfied then by construction of G(n), we must have that both n 1 and n 2 are odd. Consequently, d = (n 1 , n 2 ) is odd and we can deduce from (4.27) that v ≡ −m l 1 + l 2 2 (mod d) and G m · l 1 − l 2 2 ≡ 0 (mod d). µ. Then we see that ω = µ(l 1 − l 2 )/2 ≡ cm + v ≡ Ω (mod d) and so G(µ(l 1 − l 2 )/2) ≡ 0 (mod d). Then (4.28) and (4.29) give G µ l 1 − l 2 2 ≡ 0 (mod d) and Ω ≡ ω (mod d).
(4.30)
Using the above substitutions, we have
1.
The inner most sum is P (M 1 , M ; q, d, µ, ω, α, β). Here
Combining our three estimates for W, U, and V in (4.31), (4.21),and (4.25), respectively, we see that
with the implied constant depending on ε. This completes the proof of Proposition 4.
The Estimation of the Sifting Functions
We will make use of the following proposition to find a lower bound for W (A , z) in the next section.
Proposition 13. Let y = x 16/15 , 0 < γ < 1/2, z = x γ , z ≤ z q < x 1/2 and 0 ≤ c q ≤ 1. Then for any ε > 0
Proof. For real numbers Q, Z, let H(Q, Z) denote the set of integers q that satisfy the conditions Q ≤ 2Q, Z ≤ z q < 2Z, (q, P (z q )) = 1.
Now for each q we apply Lemma 3 with M = x 1−ε /Q and N = x 1/15−ε . It follows that for any η > 0,
b n r(A , qmn) .
Note that r(B, d) = r(A q , d) = r(A , qd). Multiplying by c q and summing over q we see that
where the error term comes from the estimate in Corollary 5. But our assumption on the sifting density of ρ we have
Since the number of classes H(Q, Z) needed to cover all possibilities of q (namely 1 ≤ q < x 1−ε ) is ≪ log 2 x, we obtain
Chapter 6
Estimation of W (A , z)
Recall from equation (2.5)
We can use Proposition 13 to estimate each of the sums except the last. For the last sum, we consider x 1−ε ≤p<x (1−log p/ log x)S(A p , z) and x 1/2 ≤p<x 1−ε (1− log p/ log x)S(A p , z) separately, applying Proposition 13 to the later. For the former we crudely bound
Upon application of Proposition 13, we will use partial summation; and for such a task, we require to know more about the summatory function P (t) = ≤p<t ρ(p)/p. Choose γ = 1/5. For the remainder of this section we will use the notation f (x) ∞ < g(x) to mean f (x) is 'eventually less than' g(x) (ie f (x) < g(x) for x > x 0 (G, ε, γ)). Similarily the notation f (x) ∞ > g(x) will mean f (x) > g(x) for x > x 0 (G, ε, γ). Upon application of partial summation, the sum becomes
From Proposition 13, it follows that
To evaulate this integral, we make use of the lemma: With the help of Maple, we see that W > 2e C γ · (.014057...) > 2e C γ/154, the latter obtained by Iwaniec by considering an integral more suitable for manual calculations. It follows that for sufficiently large x W (A , z) > Γ G 77
x log x as required.
