In this paper another two-parameter Sujatha distribution (ATPSD), which includes exponential distribution and Sujatha distribution as particular cases, has been proposed. Statistical properties including shapes for varying values of parameters, moments, coefficient of variation, skewness, kurtosis, index of dispersion, hazard rate function, mean residual life function, stochastic ordering, mean deviations, Bonferroni and Lorenz curves, and stressstrength reliability of ATPSD have been discussed. The method of moment estimation and the method of maximum likelihood estimation have been discussed for estimating its parameters. Finally, applications of ATPSD have been discussed with two real lifetime datasets.
Introduction
The statistical analysis and modeling of lifetime data are crucial in almost all areas of knowledge including medical science, engineering, behavioral science, insurance and finance among others. The two important one parameter lifetime distributions for modeling lifetime data were exponential distribution and Lindley distribution, introduced by Lindley [1] . The Lindley distribution is defined by its probability density function (pdf) and cumulative distribution function (cdf) f 1 (x; θ ) = θ 2 θ + 1
(1 + x) e −θ x ; x > 0, θ > 0
where θ is a scale parameter. Ghitany et al [2] have discussed statistical properties, estimation of parameter and application of Lindley distribution. Shanker et al [3] have detailed critical study on applications of exponential and Lindley distributions for modeling lifetime data from biomedical science and engineering and observed that in majority of datasets these two distributions are not suitable. In search for a new lifetime distribution which gives a better fit than both exponential and Lindley distributions, Shanker [4] proposed Sujatha distribution defined by its pdf and cdf f 2 (x; θ ) = θ 3 θ 2 + θ + 2 1 + x + x 2 e −θ x ; x > 0, θ > 0 (1.1) F 2 (x; θ ) = 1 − 1 + θ x(θ x + θ + 2) θ 2 + θ + 2 e −θ x ; x > 0, θ > 0
Email addresses and ORCID numbers: mostes1106@gmail.com, 0000-0002-7750-6910 (M. Tesfay), shankerrama2009@gmail.com, 0000-0002-7750-6910 (R. Shanker) where θ is a scale parameter. It should be noted that Lindley distribution is a convex combination of exponential(θ ) and a gamma(2, θ ) distributions whereas Sujatha distribution is a convex combination of exponential(θ ), a gamma(2, θ ) and a gamma(3, θ ) distributions.
The first four moments about origin and central moments of Sujatha distribution obtained by Shanker [4] are µ 1 = θ 2 + 2θ + 6 θ (θ 2 + θ + 2) µ 2 = 2(θ 2 + 3θ + 12) θ 2 (θ 2 + θ + 2) µ 3 = 6(θ 2 + 4θ + 20) θ 3 (θ 2 + θ + 2) µ 4 = 24(θ 2 + 5θ + 30) θ 4 (θ 2 + θ + 2) µ 2 = θ 4 + 4θ 3 + 18θ 2 + 12θ + 12 θ 2 (θ 2 + θ + 2) 2 µ 3 = 2(θ 6 + 6θ 5 + 36θ 4 + 44θ 3 + 54θ 2 + 36θ + 24) θ 3 (θ 2 + θ + 2) 3 µ 4 = 3(3θ 8 + 24θ 5 + 172θ 6 + 376θ 5 + 736θ 4 + 864θ 3 + 912θ 2 + 480θ + 240) θ 4 (θ 2 + θ + 2) 4 Shanker [4] has discussed its important properties including shapes of density function for varying values of parameter, hazard rate function, mean residual life function, stochastic ordering, mean deviations, Bonferroni and Lorenz curves, and stress-strength reliability. Shanker [4] discussed the maximum likelihood estimation of parameter and showed the applications of Sujatha distribution to model lifetime data from biomedical science and engineering. Shanker [5] has introduced Poisson-Sujatha distribution (PSD), a Poisson mixture of Sujatha distribution, and studied its properties, estimation of parameter and applications to model count data. Shanker and Hagos [6] have discussed zero-truncated Poisson-Sujatha distribution (ZTPSD) and applications for modeling count data excluding zero counts. Shanker and Hagos [7] have also studied size-biased Poisson-Sujatha distribution and its applications for count data excluding zero counts.
Shanker [8] proposed a two-parameter quasi Sujatha distribution (QSD), which includes Sujatha distribution and size-biased Lindley distribution (SBLD) as particular cases for α = θ and α = 0, respectively and defined by its pdf and cdf
Statistical properties including moments based measures, hazard rate function, mean residual life function, stochastic ordering, mean deviation, Bonferroni and Lorenz curves, stress-strength reliability along with estimation of parameters using both the method of moments and the method of maximum likelihood and applications of QSD have been discussed by Shanker [8] . It has been established through a real lifetime data that QSD gives much closer fit over one parameter exponential, Lindley and Sujatha distributions and two-parameter lognormal, gamma and Weibull distributions.
Recently, Mussie and Shanker [9] proposed a two-parameter Sujatha distribution (TPSD) defined by its pdf and cdf
Like QSD, TPSD also includes Sujatha distribution and SBLD as particular cases for α = 1 and α = 0, respectively.
Statistical properties including coefficient of variation, skewness, kurtosis, index of dispersion, hazard rate function, mean residual life function, stochastic ordering, mean deviations, Bonferroni and Lorenz curves, stress-strength reliability along with estimation of parameters using both the method of moments and the method of maximum likelihood and applications of TPSD have been discussed in Mussie and Shanker [9] . In search for a new two-parameter Sujatha distribution (NTPSD), Mussie and Shanker [10] proposed the following NTPSD defined by its pdf and cdf
Mussie and Shanker [10] have discussed statistical properties including coefficient of variation, skewness, kurtosis, index of dispersion, hazard rate function, mean residual life function, stochastic ordering, mean deviations, Bonferroni and Lorenz curves, stress-strength reliability, and estimation of the parameters using maximum likelihood estimation. Some numerical examples have also been presented by Mussie and Shanker [10] to test the goodness of fit of NTPSD over one parameter exponential, Lindley and Sujatha distributions and two-parameter Sujatha distribution (TPSD).
Note that NTPSD includes Sujatha distribution and Akash distribution proposed by Shanker [11] as particular cases for α = 1 and α = 0, respectively.
In this paper another two-parameter Sujatha distribution (ATPSD) which includes both exponential distribution and Sujatha distribution as particular cases has been suggested. Its important properties including hazard rate function, mean residual life function, stochastic ordering, mean deviations, Bonferroni and Lorenz curves, stress-strength reliability have been discussed. The estimation of the parameters has been discussed using maximum likelihood estimation. Two numerical examples have been given to test the goodness of fit of ATPSD and the fit has been compared with two-parameter QSD, TPSD and NTPSD and one parameter exponential, Lindley and Sujatha distributions.
Another two-parameter Sujatha distribution
Another two-parameter Sujatha distribution (ATPSD) having parameters θ and α is defined by its pdf.
where θ is a scale parameter and α is a shape parameter. It can easily be verified that (2.1) reduces to Sujatha distribution (1.1), introduced by Shanker [4] and exponential distribution for α = 1 and α = 0, respectively.
Like Sujatha distribution, ATPSD (2.1) is also a three-component mixture of exponential (θ ), gamma (2, θ ) and gamma (3, θ ) distributions. We have
where
The corresponding cdf of ATPSD (2.1) can be obtained as
Behaviors of the pdf and the cdf of ATPSD for varying values θ of α the parameters and are shown in Figure 2 .1 and Figure 2 .2, respectively.
Moments and related measures
The moment generating function of ATPSD (2.1) can be obtained as
Thus, the r th moment about origin of ATPSD (2.1), obtained as the coefficient of
, is given by The first four moments about origin of ATPSD are obtained as
Using the relationship between moments about the mean and moments about the origin, the moments about mean of ATPSD are obtained as
The coefficient of variation (C.V), coefficient of skewness ( β 1 ), coefficient of kurtosis (β 2 ) and index of dispersion (γ) of ATPSD are given by 
It can be easily verified that these statistical constants of ATPSD reduce to the corresponding statistical constants of Sujatha and exponential distributions at α = 1 and α = 0 respectively.
The behaviors of C.V., β 1 , β 2 and γ, for varying values of the parameters θ and α have been shown numerically in Tables 1,2,3 and 4. For a given value of α, C.V. increases as the value of θ increases. But for values 1 ≤ θ ≤ 5, C.V. decreases as the value of α increases.
Since β 1 > 0, ATPSD is always positively skewed, and this means that ATPSD is a suitable model for positively skewed lifetime data.
Since β 2 > 3, ATPSD is always leptokurtic, which means that ATPSD is more peaked than the normal curve, thus ATPSD is suitable for lifetime data which are leptokurtic.
Index of dispersion of ATPSD for varying values of parameters and . As long as 0 ≤ θ ≤ 1 and 0 ≤ α ≤ 5, the nature of ATPSD is over dispersed (σ 2 > µ 1 ) and for 1 ≤ θ ≤ 5 and 0 ≤ α ≤ 5, the nature of ATPSD is under dispersed (σ 2 < µ 1 ). 
Reliability properties
In this section, reliability properties of ATPSD including hazard rate function, mean residual life function, stochastic ordering and stressstrength reliability have been discussed.
Hazard rate function and mean residual life function
Let X be a continuous random variable with pdf f (x) and cdf F(x). The hazard rate function (also known as failure rate function), h(x) and the mean residual function, m(x) of X are respectively defined as
The corresponding hazard rate function, h(x) and the mean residual function m(x) of ATPSD (2.1) are thus obtained as
It can be easily verified that h(0) = 
Stochastic ordering
Stochastic ordering of positive continuous random variable is an important tool for judging the comparative behavior of continuous distributions. A random variable X is said to be smaller than a random variable Y in the
The following results due to Shaked and Shanthikumar [12] are well known for establishing stochastic ordering of distributions
The ATPSD (2.1) is ordered with respect to the strongest "likelihood ratio" ordering as established in the following theorem: Proof. We have 
This gives
< 0. This means that X ≤ lr Y and hence X ≤ hr Y , X ≤ mrl Y and X ≤ st Y . This shows flexibility of ATPSD over Sujatha distribution.
Stress-strength reliability
The stress-strength reliability of a component illustrates the life of the component which has random strength X that is subjected to random stress Y . When the stress of the component Y applied to it exceeds the strength of the component X, the component fails instantly and the component will function satisfactorily till X > Y . Therefore, R = P(Y < X) is a measure of the component reliability and is known as stress-strength reliability in statistical literature. It has extensive application in almost all areas of knowledge especially in engineering such as structure, deterioration of rocket motor, static fatigue of ceramic component, aging of concrete pressure vessels etc.
Let X and Y be independent strength and stress random variables having ATPSD (2.1) with parameter (θ 1 , α 1 ) and (θ 2 , α 2 ) respectively. Then the stress-strength reliability R of ATPSD can be obtained as 
It can easily be verified that the stress-strength reliability of Sujatha distribution and exponential distribution are particular cases of stress-strength reliability of ATPSD at α 1 = α 2 = 1, and α 1 = α 2 = 0, respectively.
Statistical properties

Mean deviations
The amount of scatter in a population is evidently measured to some extent by the totality of deviations from the mean and the median. These are known as the mean deviation about the mean and the mean deviation about the median and are defined as
respectively., where µ = E(X) and M = median(X). The measures δ 1 (X) and δ 2 (X) can be calculated using the following relationships
Using the pdf (2.1) and expression for the mean of ATPSD, we get
Using expressions from (5.1), (5.2), (5.3) and (5.4) and after some tedious algebraic simplifications, the mean deviation about the mean, δ 1 (X) and the mean deviation about the median, δ 2 (X) of ATPSD are obtained as
Bonferroni and Lorenz curves and indicies
The Bonferroni and Lorenz curves, introduced by Bonferroni [13] and Bonferroni and Gini indices have applications not only in economics to study income and poverty, but also in other fields like reliability, demography and medical science. The Bonferroni and Lorenz curves are defined as
and
respectively or equivalently
respectively, where µ = E(x) and q = F −1 (p). The Bonferroni and Gini indices are thus defined as
respectively. Using pdf of ATPSD (2.1), we get
Now using equation (5.9), (5.5) and (5.6), we get
Now using the equations (5.10) and (5.11) in (5.7) and (5.8), the Bonferroni and Gini indices of ATPSD (2.1) are obtained as
Estimation of parameters
In this section, the estimation of parameters of ATPSD using method of moments and method of maximum likelihood have been discussed.
Method of Moment Estimates (MOME)
Since ATPSD (2.1) has two parameters to be estimated, the first two moments about the origin are required to estimate its parameters using method of moments. Equating the population mean to the sample mean, we havē
Again equating the second population moment with the corresponding sample moment, we have
Equations (6.1) and (6.2) give the following cubic equation in θ
Solving equation (6.3) using any iterative method such as Newton-Raphson method, Regula-Falsi method or Bisection method, method of moment estimation(MOME)θ of θ can be obtained and substituting the value ofθ in equation (6.1), MOMEα of α can be obtained as
Maximum likelihood estimates(MLE)
Let (x 1 , x 2 , · · · , x n ) be random sample from ATPSD (2.1). The likelihood function L is given by
The natural log likelihood function is thus obtained as
wherex is the sample mean.
The maximum likelihood estimate(MLE's) (θ ,α) of (θ , α) are then the solutions of the following non-linear equations
These two natural log likelihood equations do not seem to be solved directly, because they cannot be expressed in closed forms. The (MLE's) (θ ,α) of (θ , α) can be computed directly by solving the natural log likelihood equation using Newton-Raphson iteration available in R-software till sufficiently close valuesθ ofα are obtained. The initial values of parameters θ and α are the MOME (θ ,α) of the parameters (θ , α).
Applications
In this section the goodness of fit of ATPSD using maximum likelihood estimation has been discussed with the following two real lifetime datasets.
Data set 1:
This data set represents the lifetime's data relating to relief times (in minutes) of 20 patients receiving an analgesic and reported by Gross and Clark [14] . In order to compare lifetime distributions, values of −2 ln L , AIC (Akaike Information Criterion) and K-S Statistic ( Kolmogorov-Smirnov Statistic) for the above data sets have been computed. The formulae for computing AIC and K-S Statistic are as follows:
where k is the number of parameters, n is the sample size, and the F n (x) is empirical distribution function. The MLE (θ ,α) along with their standard errors, S.E (θ ,α), −2 ln L + 2k, AIC and K-S statistics and p-value of the fitted distributions are presented in the Table 5 . The best distribution is the distribution which corresponds to the lower values of −2 ln L, AIC, and K-S statistic. It is obvious from the goodness of fit test that ATPSD gives much closer fit over two parameters QSD, TPSD and NTPSD and one parameter Sujatha, Lindley and exponential distributions.
Concluding remarks
Another two-parameter Sujatha distribution (ATPSD) has been introduced which includes exponential distribution and Sujatha distribution as particular cases. Moments about origin and moments about mean of ATPSD have been obtained. The behaviors of coefficient of variation, coefficient of skewness, coefficient of kurtosis, Index of dispersion, hazard rate function and mean residual life function of ATPSD have been discussed with varying values of the parameters. The stochastic ordering, mean deviations, Bonferroni and Lorenz curves, and stress-strength reliability of ATPSD have been discussed. Both method of moment and the method of maximum likelihood have been discussed for estimating parameters. Finally, two examples of observed real lifetime datasets have been presented to show the applications and goodness of fit of ATPSD over two parameters QSD, TPSD and NTPSD and one parameter Sujatha, Lindley and exponential distributions and it has been observed that ATPSD gives much closer fit. 
