Abstract. We describe an algorithm for the numerical solution of an integral equation of the form
Introduction
Integral equations in which the kernel function of the integral operator contains a logarithmic part like ln |y − x| occur in various situations, in particular in applying boundary integral methods to boundary value problems for partial differential equations. For example, the single layer potential with density f (x) for the Laplace equation in two dimensions is defined by − 1 2π Γ ln |y − x|f (y) dΓ y , where Γ denotes the boundary of the region under consideration. In [7] kernel functions of the form (y − x) κ ln |y − x|, (x, y) ∈ [−1, 1] 2 with κ = 1 and κ = 2 are considered (cf. (2.1)), motivated by the problem of determining the shear force when a two-dimensional plate is supported along a line segment.
In [10, are investigated, where the essential assumption is that the C ∞ -function b 0 (x, y) satisfies b 0 (x, x) = 0 for all x ∈ [−1, 1]. This is not the case under consideration here, which leads to the fact that the respective operator is not longer a Fredholm operator in pairs of Banach or Hilbert spaces which seem to be suitable chosen for the problem under consideration (cf. [10, p. 326] with Proposition 2.1 of the present paper). Here, the image of the operator is not closed (and not dense), which means that the associated operator equation is an ill-posed problem. In [6] it is shown how it is possible to handle this peculiarity in proving the applicability of a collocation-quadrature method to such an equation. It is well known that discretization can imply also a kind of regularization (see, for example, [9, Chapter 17] and the references given there). The aim of the present paper is to use the results of [6] in order to realize a known idea for the construction of a fast algorithm also in the present situation of an operator with not closed and not dense image, where we concentrate on the case κ = 1.
The outline of the paper is as follows. In Section 2 we collect the results from [7] on the mapping properties needed here for the involved operator. In Section 3 the collocation and the quadrature method and respective results from [6] are presented, which are necessary for designing and investigating the fast algorithm studied in Section 4. Finally, in Section 5 we present some numerical results confirming the theoretical ones.
Preliminary results
The paper [7] is devoted to solvability properties of integral equations of the form (2.1)
where κ = 0, 1, 2, while [6] deals with their numerical solution by collocation and collocation-quadrature methods. Of course, the case κ = 0 is well understood in both analytic and numerical sense (see, for example, [1, 4, 8, 11, 12] ). To examine the existence and uniqueness of solutions of equations like (2.1), in [7] integral operators of the form
Spaces of this kind were introduced in [1, 3, 5, 11] for investigating numerical methods for different classes of singular integral equations. So, in [11] there is shown that the operator V :
is an isomorphism (cf. also [12] ). In [10, Chapter 11] there are considered operators with kernels of the form (1.1), provided that b 0 (x, x) = 0 for all
ϕ , where the respective Sobolevlike space is constructed in another way. Namely, the space H 1 ϕ is defined as the set of all continuous functions f : 
equipped with the inner product ξ, η s = ∞ n=0 (n + 1) 2s ξ n η n and the norm ξ s = ξ, ξ s . Clearly, for s 0, the operator J : In what follows, for simplicity we will restrict to the case κ = 1 and set B := A 1 as well as B := A 1 . Hence, we are interested in designing a fast algorithm for the numerical solution of an integral equation of the form
Let us summarize some results from [6, 7] which are important for our investigations here. 
σ for some s > τ + 3 and τ −1, then the equation
Let us note that the assumption f ∈ L 2,s σ with s > τ + 3 is sharp in the sense that in case s < τ + 3 the existence of a solution in L 2,τ σ × C is not guaranteed (cf. [7, Cor. 5.7] ).
and, for j = 0, 1, . . ., by
and ζ 0 ∈ C are given by Remark 2.1.
, is linear and bounded and satisfies
Remark 2.2. From the proof of [6, Lemma 3.1] one can see that there is a
Collocation for the dominant equation and a quadrature method
In this section we describe the numerical method which is the basis for the construction of the fast algorithm in Section 4. Having in mind Prop. 2.1 we are interested in the numerical approximation of the solution (u, ζ 0 ) ∈ L 2 σ × C of the modified (in comparison to (2.2)) equation
which we write shortly as
and which is equivalent to the equation
We look for u n ∈ im P n−1 , where
by solving the collocation equations
with the zeros x σ nj = cos
Denoting by L σ n the Lagrange interpolating operator with respect to the nodes x σ nj , j = 1, . . . , n, the system (3.3) can be written equivalently as 
Now, assume that s 0 > 3 and that the continuous function h :
where we assume that
We look for an approximate solution (u n , ζ
Taking into account the algebraic accuracy of the Gauss-Chebyshev quadrature, we can write equation (3.10) as the system 
where we used the algebraic accuracy of the Gaussian rule and (3.7) together with assumption (C).
Corollary 3.1. Additionally to the assumptions of Lemma (3.1), let condition (C) be satisfied. Then, for all sufficiently large n,
Proof. From Lemma 3.1 and Lemma 3.2 we get
which proves the corollary. 
, (3.12)
k=0 is defined by (3.6).
A fast algorithm
Now, our aim is to design a fast algorithm according to the pattern given in [1] , which was also used, for example, in [2] . So, on one hand, we want to reduce the complexity of the method to O(n log n) and on the other hand, we want to keep the convergence rate stated in Propositon 3.2, at least in a smaller range for the parameter t (see Prop. 4.3) . For this, we use the structure properties of that part of the operator, which is given by the (y − x) ln |y − x|-kernel (cf. (3.11) ), and the smoothing properties of the remaining part, which are due to the assumptions (A) and (C).
In what follows we assume that the conditions (A), (B), and (C) are fulfilled. Let us remark that the main difference of the present situation to the situations in [1, 2] is that the main part B : L 2,s σ → L 2,s+2 of the operator B + H of the original equation does not have a closed image and, consequently, is not bounded invertible.
We search for an approximate solution (u n , ζ n 0 ) ∈ im P n−1 × C of equation (3.8) and write u n in the form
k=0 , where the matrix B n is defined in (3.11) and where the entries of
(cf. (3.12), (3.13)) can be computed with O(n log n) complexity. Due to the structure of the matrix B n we have
which can be realized with O(n) complexity. Moreover, due to Lemma 2.1,
σ × C be the unique solution of (3.8) and (v n , ζ n 0 ) ∈ im P n−1 × C be the unique solution of (4.2). Then, for every ε ∈ (0, s − τ − 3) there is a constant c = c(m, n, f, t) such that, for 0 t τ + s 0 − s + ε,
σ we have, in view of Lemma 2.1,
Consequently, for 0 t τ ,
where
Moreover, we took into account that, due to Remark 2.2,
The numbers ξ n k , k = 0, . . . , m − 2 in (4.1) we take from the solution w m ∈ im P m−1 of (cf. (3.10)) (4.5)
Moreover, we set ζ 
In view of Proposition 2.1 we get, setting ξ
Finally,
which can be realized with O(n log n) complexity using the discrete cosine transform C 
where (u * , ζ * 0 ) and (w m , ζ m 0 ) are the solutions of (3.8) and (4.5), respectively.
Proof. We compute
where we took into account that (L 
and the assertion is proved.
The following proposition shows that, for the O(n log n)-algorithm, we can attain the same convergence rate (in a restricted interval for t) as in Prop. 3.2 under the assumptions that s 0 > s > 4. 
Proof. Choose ε ∈ (1, s− τ − 3) and δ = ε − 1. Then 0 < δ < τ + s 0 − s− 1 + ε, and we can apply Prop. 4.1 and Prop. 4.2 to estimate
Numerical examples
As an example we take the equation
which was already considered in [6, Section 5] . For the right-hand side function f (x) we choose f (x) = x 3 |x|, f (x) = x 4 |x|, and
In case of (5.2), u * (x) = √ 1 − x 2 with ζ * 0 = 0 is the exact solution. In the following tables one can see the numerical results (we restrict to 9 decimal digits) of the described fast algorithm (FA) for various choices of n and m in comparison with the results of the quadrature method (QM) presented in [6] . The computations are performed with double precision. In cases n = 256, 512, for the fast algorithm we get the same results (with respect to 9 decimal digits) as in the quadrature method of [6] already for m = 16, which remains true if we increase n. In the following two tables we consider a more smooth right-hand side which results in the fact, that the fast algorithm gives the same results as the quadrature method already for m = 8.
In the following two tables, let us show some results with 15 decimal digits for the third example. One can see that, due to rounding errors, the precision of the results decreases when going from n = 16384 to n = 32768. The last table presents the comparison of the CPU-time used for establishing and solving the system by the quadrature method and by the fast algorithm (in case of m = 16). 
