High signal-to-noise ratio spectra of RR Tel obtained at medium resolution with the Goddard High-Resolution Spectrograph (GHRS) on the Hubble Space Telescope (HST) are used to test available atomic data for the O iv 2s 2 2p 2 P±2s2p 2 4 P multiplet (UV 0.01). The ®ne-structure intervals of the 2s2p 2 4 P term given by Moore (1983) appear to need revision. The¯ux ratios of lines within multiplet UV (0.01), which have a common upper level, depend only on transition probabilities. The observed¯ux ratio of lines from the 4 P 3=2 level differs from that predicted by theory, but this difference cannot be attributed to a blend with a line of S iv]. At the electron densities in the RR Tel nebula, other¯ux ratios give information on the relative electron excitation rates between the 2 P and 4 P ®ne-structure levels. Using the collision strengths calculated by Zhang, Graziani & Pradhan, the rate to the 4 P 5=2 level, relative to the rates to the other J states, appears to be underestimated by ,10 per cent, which is within the expected uncertainty of 20 per cent. We also discuss the S iv 3s 2 3p 2 P±3s3p 2 4 P multiplet.
I N T R O D U C T I O N
Astrophysical environments have thermodynamic conditions which differ greatly from those obtained in terrestrial laboratories. They can provide insights into atomic data not readily obtainable by other means. RR Tel, a slow symbiotic nova, is a bright UV emission-line source and its spectrum has been used to determine atomic energy levels (Penston et al. 1983) and to make comparisons with calculations of atomic data (e.g. Brage, Froese Fischer & Judge 1995) . In contrast to the Sun, which has also been used as an astrophysical laboratory, the time-scale of years of the variability (e.g. Aufdenburg 1993) and the large spatial scales of RR Tel's nebula make it more suitable for testing atomic data. We report on part of a Goddard High-Resolution Spectrograph (GHRS) Cycle 5 study of RR Tel (principal investigator Harper) which is described in more detail elsewhere (Harper et al., in preparation) . The ratios of¯uxes in the lines of the 2s 2 2p 2 P±2s2p 2 4 P multiplet of boron-like O iv around 1400 A Ê provide a method of measuring the electron density n e from UV observations of stellar transition region plasmas. Here we test the existing atomic data for this important intercombination multiplet. As the density measurement is based on emission-linē ux ratios from a single multiplet, the lines of which cover only 10 A Ê , it is not dependent on uncertainties in abundances, the ionization fraction or interstellar reddening. The time-scales for excitation and decay within the multiplet are much shorter than the multiyear evolutionary scale of the nebula, so that statistical equilibrium can be used to compute theoretical emission-line¯ux ratios. Peng & Pradhan (1995) have recently discussed the diagnostic potential of boron-like ions, including O iv. RR Tel consists of a long-period (,387 d) Mira variable (Feast et al. 1989 ) and a compact companion (see Mu Èrset & Nussbaumer 1994) , and went into an outburst in 1944. The radiation ®eld of the hot companion photoionizes the extended atmosphere of the Mira, producing a nebula which gives rise to a rich emission-line spectrum, with lines from ionization stages as high as Mg v and Al vi. Detailed analyses of International Ultraviolet Explorer (IUE) spectra of RR Tel were made by Penston et al. (1983) and Hayes & Nussbaumer (1986) . The GHRS spectra obtained during our observing program have been presented by Harper et al. (1995) and Jordan & Harper (1998) , who discussed new UV line identi®cations.
G H R S O B S E RVAT I O N S O F R R T E L
The spectrum was obtained on 1995 July 16 with the G160M side 2 grating through the Large Science Aperture (LSA). The choice of Mon. Not. R. Astron. Soc. 303, L41±L46 (1999) q 1999 RAS * E-mail: gmh@casa.colorado.edu Downloaded from https://academic.oup.com/mnras/article-abstract/303/3/L41/1002412 by guest on 09 April 2019 the LSA was motivated by the requirement to obtain good photometric accuracy over the entire data set. The FP-SPLITTWO procedure was used to improve the signal-to-noise ratio by reducing the effects of detector granularity (Cardelli & Ebbets 1994) . The preceding exposure was a WAVECAL, which provides the absolute wavelength scale. The spectral resolution is expected to be R , 18 000. Fig. 1 shows the GHRS spectrum, which includes the O iv] and S iv] multiplets. Table 1 identi®es the lines contained in this spectrum, along with their measured wavelengths and¯uxes. The spectrum has been shifted to the photospheric rest frame of the Mira component (V rad À62:3 km s À1 , Thackeray 1977) . Most emission lines in the spectrum of RR Tel are observed to be centred close to their rest wavelengths in this reference frame.
The precision of the line¯ux measurements in the region around the O iv] and S iv] lines is in some cases limited by the uncertainty in the choice of the local continuum level, which dominates over the uncertainties in the¯uxes from the signal-to-noise ratio (S/N). This is particularly the case when the lines have broad and weak emission wings and there is some structure in the continuum. For strong lines these`pedestals' appear to contain ,2 per cent of thē ux at Doppler-shifted wavelengths beyond 100 km s À1 and up to 150 km s À1 . For this reason the integrated line¯uxes of the weaker lines may be underestimated. The uncertainties in the¯uxes given in Table 1 are based on measurements made with different possible levels of the continuum and are estimates of the 1j uncertainty. The measurement of the central (median) wavelength (centre of gravity of the line) is much more robust and the uncertainty arising from the choice of the local continuum is ,0:002 A Ê (0.5 km s À1 ). The uncertainty in the relative wavelength scale is probably of this order (Heap et al. 1995) , so we adopt a typical uncertainty of 0.005 A Ê (,1=10 diode). The uncertainties in the relative¯uxes and the wavelength intervals between the lines are expected to be close to the instrumental limits of the GHRS, so that any subsequent revisions of the instrument characteristics will need to be applied. Note that the accompanying uncertainty in the centring of the target within the LSA and the incident angle offset calibration lead to an L42 G. M. Harper et al. q 1999 RAS, MNRAS 303, L41±L46 absolute wavelength scale that is less precise (typically 1.5 diodes, or 0.075 A Ê ).
C O N S T R A I N T S O N AT O
M I C D ATA F O R O i v A N D S i v
Energy levels and wavelengths
In Table 1 the wavelengths given for the lines of the O iv 2 P± 4 P multiplet under the heading l ID are from the energy levels given in Moore (1983) , which are based on the values calculated from the analysis of laboratory spectra by Bromander (1969) . These lead to wavelengths that differ slightly from the wavelengths tabulated by Moore (1983) , which are those directly observed by Bromander (1969) . Because of a blend, the wavelength of the 2 P 1=2 ± 4 P 3=2 transition could not be measured accurately in the laboratory spectra, and is given as 1397.20 A Ê . This leads to inconsistent values for the 2 P 1=2 ± 2 P 3=2 and 4 P 1=2 ± 4 P 3=2 intervals. Adopting the wavelength from the energy levels (1397.232 A Ê ) gives closer agreement with the calculated intervals (to within 0.4 cm À1 ). The intervals derived from the spectra of RR Tel for the O iv 2 P 1=2 ± 2 P 3=2 separation are 385:88 6 0:36 cm À1 (from ll1399.785 and 1407.387) and 386:08 6 0:36 cm À1 (from ll1397.219 and 1404.797), in excellent agreement with the value of 385.9 cm À1 given by Moore (1983) . The O iv] 2 P 3=2 ± 4 P 3=2 line observed at a wavelength of 1404.797 A Ê is expected to be blended with the 2 P 1=2 ± 4 P 1=2 line of S iv] at 1404.808 A Ê . To estimate the contribution of the S iv] line to the total¯ux in the blend, we have scaled the¯ux of the S iv] 2 P 3=2 ± 4 P 1=2 line at 1423.839A Ê , which shares a common upper level with the line at 1404.808 A Ê . First, we removed the contribution of the line of Fe ii at 1424.18 A Ê to the wing of the S iv] line at 1423.839 A Ê , and then multiplied the S iv] ux by 1.64, based on the spontaneous transition probablilties calculated by Dufton et al. (1982) (their calculation type`C'). The resulting correction to the total¯ux observed in the blend at l obs 1404.806 A Ê is then only ,4 per cent of the O iv] l ID 1404.806¯ux, which should not produce a measurable shift in the wavelength of the O iv line. Recent calculations for the S iv] 1404.808/1423.839¯ux branching ratio give 1.39 (Brage & Hibbert, in preparation) .
The intervals derived from the RR Tel spectra for the O iv 4 P levels are as follows. Moore's (1983) energy level table. Given the agreement of the ground-term separation and the internal consistency of the 4 P 1=2 ± 4 P 3=2 interval, our observations (and error estimates) suggest that the values of the 4 P energy levels given in Moore (1983) require further investigation in the laboratory.
The wavelengths for the S iv 3s 2 3p 2 P±3s3p 2 4 P multiplet given under the heading l ID in Table 1 are the`calculated' values of Kaufman & Martin (1993) . These differ by 0.01 A Ê , or less, from the values of Martin, Zalubas & Musgrove (1990) . The wavelengths given in Kelly (1987) are not consistent with the energy levels that he gives; a 2 P 1=2 ± 2 P 3=2 interval of 955.9 cm À1 appears to have been used, not the tabulated value of 951.1 cm À1 . Kaufman & Martin (1993) give a value of 951.43 cm À1 for this interval. The wavelengths from Kelly (1987) , which differ from those of Kaufman & Martin (1993) by up to 0.09 A Ê , have been adopted in the literature (e.g. by Cook et al. 1995) . In particular, the wavelength of the 2 P 1=2 ± 4 P 1=2 transition which, as discussed above, is blended with the O iv] line at 1404.806 A Ê , is given by Kaufman & Martin (1993) as 1404.808 A Ê , compared with the value of 1404.77 A Ê in Kelly (1987) . Thus the blend is a closer one than previously thought, and should have little effect on the measured wavelength of the stronger O iv] line.
The S iv interval 4 P 3=2 ± 4 P 5=2 (from ll1416.925 and 1406.052) is O iv and S iv in RR Tel L43
q 1999 RAS, MNRAS 303, L41±L46 Kaufman & Martin (1993) . The uncertainty in our measured 4 P 3=2 ± 4 P 5=2 interval is larger than for the O iv intervals because the two S iv] lines involved have pro®les with extended pedestals.
Ratio of Einstein A values
The intercombination lines are expected to be optically thin in RR Tel so that the ratio of the¯uxes in two lines from a common upper level gives an empirical measure of the ratio of the Einstein A values, i.e. F ca =F ba A ca l ba =A ba l ca . For O iv there are two ratios that can be used. These are R 5 Fl1407:382= Fl1399:780 and R 4 Fl1404:806=Fl1397:232, which have the values 0:99 6 0:02 and 6:86 6 0:19 respectively. We have assumed the error in the l1404.806¯ux to be half the estimated correction for the S iv] l1404.808 blend. The observed¯ux ratios can be compared with values calculated by Brage, Judge & Brekke (1996) , which are 0:97 6 0:14 and 7:61 6 0:10, where we have assumed a typical uncertainty of 10 per cent for each transition probability and that the uncertainties are independent. This is unlikely to be the case, so our uncertainties for the¯ux ratios are upper limits. Our measured value of R 4 (corrected for the S iv] blend) is closer to the theoretical value than the previous estimate from IUE spectra, i.e. 4:34 6 1:6 (Brage et al. 1996) , but it is still signi®cantly different from the multicon®guration Hartree±Fock calculations of Brage et al. (1996) . The value of R 4 before correction for the S iv 1404.808 A Ê blend (7.19) is also too small, which suggests that an error in the S iv blend correction is not responsible for the discrepancy. The value of R 4 differs more between the different types of calculations than does the ratio R 5 and involves the 2 P 1=2 ± 4 P 3=2 transition that has the smallest A value. For example, the ratios using the A values calculated by Nussbaumer & Storey (1982) are 1.01 and 5.66, respectively. It is therefore likely that our new observed¯ux ratio for R 4 gives the best indication of the relative A values.
O iv: ion±electron excitation rates
At the electron densities in the RR Tel nebula the O iv]¯ux ratios will not have their`high-density' limiting values, but will be in one of the low-density regimes, where the populations of the groundterm levels are close to their Boltzmann values. Under these conditions the¯ux ratios place valuable constraints on the collisional excitation rates, although relative A values also enter the limiting ratios. We have computed the¯ux ratios for the range of temperatures expected in the nebula (10 000±20 000 K), which is substantially lower than that found in a collisionally ionized plasma such as the solar transition region. The energy levels used in the calculations are those from Moore (1983) . We include the ®rst 15 ®ne-structure levels of O iv. As the inferred T e is of the order of 10 000±20 000 K, based on lines formed by dielectronic recombination in the GHRS spectra and previous estimates (Penston et al. 1983; Hayes & Nussbaumer 1986 ), this should be suf®cient for accurate evaluation of the intersystem¯ux ratios. The electron collision rates are taken from Zhang, Graziani & Pradhan (1994) . For the proton excitation rates we use values from Foster, Keenan & Reid (1996) for the 2s 2 2p 2 P 1=2 ±2s 2 2p 2 P 3=2 transition and from Foster, Reid & Keenan (1997) for the 2s2p 2 4 P J ±2s2p 2 4 P J H transitions. We assume that n p 0:81n e . The resonance and intersystem line radiative rates are from Brage et al. (1996) and the magnetic dipole rate for the ground term is taken from Hayes & Nussbaumer (1983) . Additional rates were taken from the Opacity Project atomic data base (TOPbase; Cunto et al. 1993 ) and scaled using the N iii ®ne-structure ratios. We assume that the intersystem lines are optically thin, and calculations shows that large optical depths in the UV 1 resonance lines at l790 have a negligible effect on UV 0.01. There are two potential sources of photoexcitation in this system, the cool Mira star and the compact hot object with T eff , 140 000 K and R 0:12R ( . The dilution factor for the radiation for the cool component will be < 1=2 while that for the hot component, based on emission measure estimates, can potentially be of order ,10 À11 . Photoexcitation from the cool photosphere is L44 G. M. Harper et al. unimportant and photoexcitation from the hot component of the lower level ®ne-structure is also unimportant; however, photoexcitation of the intersystem (and resonance) lines may potentially be important (Hayes & Nussbaumer 1983 ). Fig. 2 shows the O iv] density-sensitive¯ux ratios R 1 Fl1401:157=Fl1407:382, R 2 Fl1401:157=Fl1404:806 and R 3 Fl1399:780=Fl1404:806.
The ratios suggest that 10 4 < n e cm À3 < 10 9 . The 3j error box is plotted for both ratios. While the ratio R 3 is in agreement with the observed values, the ratios R 1 and R 2 lie mostly above the theoretical values. The uncertainties in the electron collision rates are expected to be about 20 per cent (Zhang et al. 1994) , and a selective increase in the rate to 4 P 5=2 of ,10 per cent, relative to the rates to the other ®ne-structure levels, would bring the theoretical and observed values into agreement. The branching ratio of photons emitted from the 4 P 1=2 level in the line at 1407.382 A Ê is very similar between the different types of calculations. The values from Brage et al. (1996) and Nussbaumer & Storey (1982) agree to within 1 per cent. Similarly, the calculations of the branching ratio of photons emitted from the 4 P 3=2 level in the line at 1404.812 A Ê by Brage et al. (1996) and Nussbaumer & Storey differ by only 4 per cent. In this case it seems more likely that the source of the observed discrepancy is the relative collisional excitation rates.
Within the framework of the 15-level model ion we also included photoexcitation from the hot component, which we assumed was a blackbody with T rad 142 000 K (Jordan, Mu Èrset & Werner 1994) , and dilution factors of 10 À10 and 10 À11 with no self-shielding. In both cases R 1 and 1=R 3 decrease signi®cantly from the non-photoexcited case below n e 10 7 cm
À3
. R 2 shows a corresponding increase. Photoexcitation does not appear to be the source of the discrepancy.
Constraints on atomic data for S iv
The¯ux ratios of lines in the S iv 3s 2 3p 2 P±3s3p 2 4 P multiplet are also sensitive to n e . In Fig. 3 we show the ratios computed for R 1 Fl1416:9=Fl1406:0 and R 2 Fl1423:8=Fl1406:0 for temperatures of 10 000, 14 000 and 20 000 K. The atomic data were taken from Dufton et al. (1982) (and references therein, see also below). The line ratios suggest that there are still problems with the S iv] atomic data. The ratios R 1 and R 2 are inconsistent with thermodynamic models of RR Tel, which indicate that 10 5 < n e cm À3 < 10 8 . A reduction in the collisional excitation rate to the 3s3p 2 4 P 5=2 level relative to those to the 4 P 3=2 and 4 P 1=2 levels would bring the observations and theory into closer agreement. As in O iv, it seems less likely that the branching ratio of photons emitted in the lines at 1416.9 and 1423.8 A Ê is the source of the discrepancies.
In the course of our investigation we found that the level populations given in table 3 of Dufton et al. (1982) appear to have been computed with ion±electron collision rates for the ground-term ®ne structure that differ from those discussed within the paper. Working back from their results suggests that the ion± electron collision strength used for the ground-term ®ne-structure transition (averaged over a Maxwellian distribution) was near unity, rather than ,6, as given in their table 2. We recommend that investigators recompute the level populations they require and note also that Dufton et al. (1982) did not include excitation by ion± proton collisions.
D I S C U S S I O N
Our GHRS spectra of RR Tel provide three sets of constraints on the atomic data for O iv: energy levels, branching ratios and ion± electron collision excitation rates. Line blends must be taken into account when interpreting the spectra. For O iv the internal consistency of the ®ne-structure intervals of the 2s2p 2 4 P term suggest that any blends, if present, must be very close to the wavelengths of the O iv lines. The theoretical values of the ratio R 5 , which depends O iv and S iv in RR Tel L45 q 1999 RAS, MNRAS 303, L41±L46 Figure 3 . The S iv] density sensitive¯ux ratios R 1 and R 2 (Dufton et al. 1982) , computed at 10 000, 14 000 and 20 000 K. In RR Tel, n e is expected to exceed 10 4 cm À3 , which implies that the excitation rate to the 3s3p 2 4 P 5=2 level is too large relative to those of the other ®ne-structure levels.
Downloaded from https://academic.oup.com/mnras/article-abstract/303/3/L41/1002412 by guest on 09 April 2019 only on the relative A values of the lines, are close to unity, as observed, and this suggests that the lines at ll1407.387 and 1399.785 do not have close unknown blends, while observations of the ratio R 4 suggest a problem with the theoretical branching ratio. For both O iv and S iv, modest (10±20 per cent) changes in relative ion±electron excitation rates to the levels of the 4 P term would bring the observed and theoretical¯ux ratios into agreement.
