In this paper we study the problem of finding large cuts in K r -free graphs with max degree d. We show that such graphs always have cuts which cut a 1/2 + Ω(1/d 1−1/d r−2 ) fraction of edges. This generalizes known results for K 3 -free graphs. A key component of this result is showing that graphs with few triangles also have non-trivially good cuts.
Introduction
The study of Ramsey type bounds on several graph quantities such as Min-Bisection , MaxIndependent-Set , and Max-Cut has been studied extensively in the literature.
The Min-Bisection problem in an undirected graph ask to find an equipartition of the set of vertices that is crossed by the minimum number of edges. A natural question is to ask how large (as a fraction of the total number of edges) can the min bisection be in a d-regular graph? Are random d-regular graphs asymptotically extremal for this question? Noga Alon [Alo97] proved that in every d-regular graph, the min bisection is at most a 1/2 − Ω(1/ √ d) fraction of edges, which is tight for random d-regular graphs.
The Max-Independent-Set problem asks to find a maximum subset of vertices such that no two vertices are linked by an edge (independent set). How small can the max independent set size be (as a fraction of the number of vertices) in a d-regular graph, and is the bound tight for random d-regular graphs? In this case the answer is no: the minimum is achieved by graphs made of disjoint (d + 1)-cliques, in which the max independent set size is a 1/(d + 1) fraction of the vertices, while the bound for random d-regular graphs is O((log d)/d). Every triangle-free d-regular graph, however, has an independent set of size Ω((log d)/d) fraction of the vertices [She83, AKS81] .
There is a tight connection between the problem of determining the independent set size α(G) of a graph G and questions in Ramsey theory. More precisely, determining the minimum possible independent set size for a triangle-free G is equivalent to determining the Ramsey number R(3, k), which is the minimum n so that every graph on n vertices contains a triangle or an independent set of size k. Moreover, the above lower bounds for α(G) are equivalent to the upper bound R(3, t) = O(t 2 / log t). It was a major open problem, dating back to the 1940s, to determine the order of magnitude of R(3, t), and this was achieved by Kim [Kim95] who showed that for every n sufficiently large, there exists an n-vertex triangle-free graph G with α(G) < 9 √ n log n. As a consequence, the upper bound R(3, t) = O(t 2 / log t) [AEKS81] showed that for K r -free graphs (r > 3), the independence set size, as a fraction of the edges, is lower-bounded by Ω r (
where Ω r hides factors that depend only on r. They also conjectured that the optimal bound is Ω r ( log d d ). Shearer [She95] improved the bound to Ω r ((log d)/(d log log d). Despite significant efforts [DMS12, Car79, CT91] , the conjecture of [AEKS81] , still remains open.
In this paper, inspired by the open question above for Max-Independent-Set , we study Ramsey-type bounds for another combinatorial graph problem, the Max-Cut . The Max-Cut problem asks to determine the maximum number of edges contained in a spanning bipartite subgraph of a given graph G. In other words, it asks to find a partition of the graph G that is crossed by the maximum number of edges. How small can the maximum cut be (as a fraction of the number of edges) in a d-regular graph, and is the bound tight for random d-regular graphs? As in the case of the Max-Independent-Set problem, the minimum possible max cut is achieved by graphs made of disjoint (d + 1)-cliques, in which the maximum cut size is 1/2 + O(1/d), while the bound for random d-regular graphs is 1/2 + Θ(1/ √ d). It is known however [She92] , that in every triangle-free d-regular graph there is a cut that cuts at least a 1/2 + Ω(1/ √ d) fraction of edges 1 . Moreover, the authors in [FKPS05] , have obtained similar lower-bounds for the more general problem of the number of how small can the maximum cut be in graphs that contain no copy of a given graph H.
What happens in K r -free graphs? While there is a wide variety of works that study Ramseytype questions for the Max-Cut problem, [PT94, BL86, Sud07, ZH17, Alo96] to mention a few, the behavior of the maximum cut in K r -free graphs seems to not have been studied substantially before. In this paper, our first contribution is to pose this question. Our second contribution is to provide an answer, which we believe is close to optimal. Our main theorem is the following: Theorem 1.1. If G is a K r -free graph of max degree d, then there is a cut in G that cuts a 1/2 + Ω(1/d 1−1/2 r−2 ) fraction of edges.
Proof Overview
Our proof of theorem 1.1 is recursive. The starting point is to show the following claim:
Claim 2.1. (Informal) If a graph G contains a small number of triangles, then it has a non-trivially good maximum cut.
The proof of the claim is constructive: We first construct a vector solution for the standard Max-Cut semidefinite programming (SDP) relaxation, that has the desired objective function value, as long as the number of triangles is at most some fraction 1 εr m(G). We later optimize the choice of ε r . Using a Goemans-Williamson [GW95] style rounding argument we extract a desired cut in G, whose value is a constant factor of the SDP relaxation above, thus achieving the desired non-trivial improvement over a naive randomized cutting algorithm.
If G is a K r -free graph with max degree d, we proceed as follows: G either has few triangles, or there is a vertex of G that participates in many triangles. If G has few triangles, then we can use the previous claim and finish the proof, without needing to use the assumption of K r -freenes. Otherwise, the existence of a vertex participating in many triangles (call it triangle-heavy) means that the set S of neighbors of that vertex has several useful properties:
2. The number of edges in the subgraph induced by S is much larger than the number of edges that leave S in G.
Using this observation, we iteratively break G into a "core" graph G c which must contain few triangles, and a collection of "satellite" graphs that are the induced neighborhoods of these triangleheavy vertices. The ratio of edges contained inside these satellite graphs versus all edges outside the core depends on the value we pick for ε r . That is, it depends on how few triangles we want our core graph to have in relation to its number of edges.
The final step is to find:
• A good cut in the "satellite" subgraphs, which are K r−1 -free. Such a cut is guaranteed by our inductive hypothesis.
• A good cut in our "core" graph, using the previous claim about cuts in graphs with few triangles.
• A random cut that cuts at least half of the remaining edges.
Putting everything together, and optimizing the value of ǫ r , completes the proof of theorem 1.1.
Preliminaries
All graphs considered are simple and undirected. We denote by K r the complete graph on r vertices.
We say that a graph is K r -free if it contains no K r subgraph. We use m(G) to denote the number of edges in G and n(G) to denote the number of vertices in G. Likewise, we define t(G) as the number of triangles in G, t(G, v) as the number of triangles in G that contain the vertex v ∈ V and t(G, e) as the number of triangles in G that contain the edge e ∈ E.
We recall a semidefinite programming (SDP) relaxation of Max-Cut . Let G = (V, E) be a graph. Then there exists a quadratic programming formulation of Max-Cut :
We note that if we further restrict y i ∈ {−1, 1} for all i ∈ V , then there is a direct mapping between solutions to the quadratic program (1) and cuts in G that cut same number of edges as the value achieved in the formulation. Relaxing (1) produces an SDP formulation:
The following lemma is weaker version of the well-known Goemans-Williamson[GW95] SDP rounding algorithm for Max-Cut . A proof is included for completeness.
Lemma 3.1. Let x 1 , . . . , x n be a vector solution to the SDP (2) with value m(G)/2 + W . Then there is a cut S in G that cuts at least m(G)/2 + W/π edges.
Proof. We first observe that since x 1 , . . . , x n is a vector solution with value m(G)/2 + W , it follows that
Let w be a random unit vector and S = {v i ∈ [n] | v i , w ≥ 0}. We denote the angle between vectors x i , x j as θ ij . We recall that θ ij = cos −1 x i , x j since x i and x j have unit length. It follows that the probability that an edge (v i , v j ) ∈ E is cut is equal to
Thus,
where (4) follows because
and (5) follows since sin −1 (x) ≥ x. Hence, there must be a cut in G which cuts at least m(G)/2 + W/π edges.
Main Result
In this section we will prove our main result, Theorem 1.1. The first step is finding non-trivial cuts in graphs with few triangles. To show such large cuts exist, we construct a solution to SDP (2) and use Lemma 3.1. , then there is a cut in G that cuts m(G)/2 + c 2εm(G) − 3ε 2 t(G) edges for some constant c > 0. Here t(G) denotes the number of triangles in G.
Proof. Let v 1 , . . . , v n be the vertices of G and let d i be the degree of v i in G. We first construct a solution to the SDP (2) with the desired cut value. For each vertex i ∈ [n], construct a ndimensional vector y (i) such that for each v j ∈ V , y
For all i ∈ [n], let x (i) = y (i) / y (i) . Then the vectors x (1) , . . . , x (n) form a solution to the SDP (2). Moreover, for all edges (v i , v j ) in G,
The sum of the inner products is equal to
since every triangle in G has 3 edges. Thus, the vector solution has value at least
It follows from Lemma 3.1 that there exists a cut in G that cuts at least
edges as desired.
We note that Lemma 4.1 generalizes the following known result about K 3 -free graphs.
Corollary 4.2. If G is a graph with max degree d that does not contain any 3-cliques, then there is a cut in G that cuts a 1/2 − Ω(1/d 1/2 ) fraction of edges.
We now have all the tools necessary to prove Theorem 1.1. The proof will show how a K rfree graph can be decomposed into a collection of subgraphs that either have few triangles or are K r−1 -free.
Proof of Theorem 1.1. Let V and E be the vertex and edge set of G and define ε r := 1/d 1−1/2 r−2 . We proceed by induction on r ≥ 3. For our base case, if r = 3, then the claim follows from Corollary 4.2. Now suppose the claim holds for all 3 ≤ r ′ < r. 2 Our goal is to find a subgraph
3εr . To this end, the following claim shows that if a subgraph doesn't meet this condition, then there must exist a vertex incident to a large number of triangles with respect to its degree.
Proof. Suppose to the contrary. Then
which is a contradiction.
Consider the following algorithm that partitions a graph G into a desired subgraph G c along with a collection of satellite subgraphs Q.
ComputeGraphDecomp(G):
3εr and collection of disjoint subgraphs Q .
2εr . 5. Add the subgraph induced by N Gc (v) to Q. 6. Remove N Gc (v) from G c . 7. Jump to step 3.
It follows from Claim 4.3 that step 4 of ComputeGraphDecomp is always possible. Moreover, the algorithm runs in polynomial time since step 6 always reduces the size of G c by at least 1 and each step can be implemented in polynomial time using standard brute force algorithms.
Let G 0 and Q be the subgraphs output by ComputeGraphDecomp when run on G. By Lemma 4.1 there is a cut S 0 in G 0 which cuts at least
edges. If G 0 = G then the claim is proved. Suppose to the contrary and let Q = {G 1 , . . . , G k }. We now want to show that the edges which are not in G 0 are somewhat concentrated in the subgraphs of Q. All the remains is to combine the cuts S 0 , . . . , S k . We can do this with a simple randomized process: for each i ∈ [k], pick the set S with probability 1/2 and pick its complement S with probability 1/2. Let S be the result of such a process. It follows that S always cuts any edge cut by any of the cuts S 0 , . . . , S k . The probability of an edge not in the union ∪ k i=0 G i being cut by S is 1/2. Hence, there must be a cut in G which cuts at least 
