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Abstract
We use Brouwer degree to prove existence and multiplicity results for the periodic solutions of some
nonlinear second order difference equations involving discrete φ-Laplacian. We obtain in particular upper
and lower solutions theorems, Ambrosetti–Prodi type multiplicity results, sharp existence conditions for
nonlinearities which are bounded from below or from above and necessary and sufficient conditions for the
existence of positive periodic solutions when the nonlinearity is singular at 0.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
The purpose of this article is to show that analogues of the existence and multiplicity results
for periodic solutions of ordinary differential equations proved in [5] hold for the corresponding
difference equations. On the other hand, we generalize the results in [3].
In Section 1 we give necessary and sufficient conditions for the solvability of the forced,
discrete φ-Laplacian subject to periodic boundary conditions
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In Section 2 we obtain a result, using the method of upper and lower solutions, that extends
Theorem 1 in [3] to periodic problems of the form
Dφ(Dxk)+ fk(xk) = 0 (2 k  n− 1), x1 = xn, Dx1 = Dxn−1.
In Section 3, combining the method of upper and lower solutions with Brouwer degree the-
ory, we prove an Ambrosetti–Prodi type result for periodic solutions of second order difference
equations of the form
Dφ(Dxk)+ fk(xk) = s (2 k  n− 1), x1 = xn, Dx1 = Dxn−1,
where fk(x) → +∞ when |x| → ∞. Our result generalize Theorem 2 in [3].
In Section 4 we obtain existence results for second order difference equations with periodic
boundary conditions involving discrete φ-Laplacian. As a corollary a Landesman–Lazer type
result is obtained. These results are extensions of the results of Section 4 in [3].
In the last section of this paper we give Lazer–Solimini type results. For results concerning
singular nonlinearities see [1].
For other multiplicity results for nonlinear second order difference equations using Brouwer
degree and/or the upper and lower solutions method see, for example, [4,6–8].
We end this Introduction with some notations.
Throughout the paper φ :R → (−a, a) denotes an increasing homeomorphism such that
φ(0) = 0 and 0 < a ∞.
For x ∈ Rp set |x|∞ = max1kp |xk|, |x|1 = ∑pk=1 |xk|, x± = (x±1 , . . . , x±p ) and Q(x) =1
p
∑p
k=1 xk .
If α,β ∈ Rp , we write α  β (respectively α < β) if αk  βk for all 1 k  p (respectively
αk < βk for all 1 k  p).
Let n ∈ N be fixed and x = (x1, . . . , xn) ∈ Rn. Define Dx = (Dx1, . . . ,Dxn−1) ∈ Rn−1 and
Dφ(Dx) = (Dφ(Dx2), . . . ,Dφ(Dxn−1)) ∈ Rn−2 by
Dxk = xk+1 − xk (1 k  n− 1),
Dφ(Dxk) = φ(Dxk)− φ(Dxk−1) (2 k  n− 1).
2. Forced equations involving the discrete φ-Laplacian
Consider the forced equation involving the discrete φ-Laplacian
Dφ(Dxk) = hk (2 k  n − 1), x1 = xn, Dx1 = Dxn−1, (1)
where h = (h2, . . . , hn−1) satisfies
n−1∑
k=2
hk = 0. (2)
Proposition 1. Forced periodic problem (1) has at least one solution iff (2) holds and there exists
γ2 ∈ (−a, a) such that
γk =
k−1∑
hj + γ2 ∈ (−a, a) (3 k  n − 1), (3)
j=2
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2φ−1(γ2) +
n−1∑
k=3
φ−1(γk) = 0. (4)
Moreover, there is at most one solution γ2 of (3) and (4) while solutions of (1) are of the form
(
x2+xn−1
2 , x2, . . . , xn−1,
x2+xn−1
2 ), where x2 ∈ R and
xk = x2 +
k∑
j=3
φ−1(γj ) (3 k  n − 1). (5)
Proof. It is clear that (1) is equivalent to
Dφ(Dxk) = hk (2 k  n− 1), x1 = x2 + xn−12 = xn. (6)
If we make the notation γk = φ(Dxk−1) (2 k  n− 1), then (6) is equivalent to the system
Dγk = hk (2 k  n− 2), γ2 − γn−1 = hn−1. (7)
Problem (7) has at least one solution if and only if (2) holds. In this case we have (3). Now,
suppose that (1) has a solution x = (x1, . . . , xn). This implies that
Dxk−1 = φ−1(γk) (3 k  n− 1), x2 − xn−1 = 2φ−1(γ2). (8)
Using (3) and (8) we deduce that (4) holds.
The rest of the proof follows easily. 
Remark 1. If a = +∞ then using Proposition 1 it follows that forced periodic problem (1) has
at least one solution iff (2) holds. On the other hand, if a < +∞, then it is not difficult to see
that if there exists γ2 ∈ (−a, a) such that γk (3 k  n − 1) defined in Proposition 1 belong to
(−a, a) then (4) holds. For example, this is the case when∣∣∣∣∣
l−1∑
k=2
hk
∣∣∣∣∣< a (3 l  n − 1), (9)
or
a 
l−1∑
k=2
hk < 2a (3 l  n− 1), (10)
or
−2a <
l−1∑
k=2
hk  a (3 l  n− 1). (11)
By a simple computation we obtain the following lemma.
Lemma 1. Let h = (h2, . . . , hn−1). We have the following inequalities:∣∣∣∣∣
k−1∑[
hj −Q(h)
]∣∣∣∣∣ |h|1 (3 k  n). (12)j=2
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k−1∑
j=2
[
hj −Q(h)
]∣∣∣∣∣ n(n− 4)2(n− 2) |h|∞ (3 k  n), (13)
and if n is odd∣∣∣∣∣
k−1∑
j=2
[
hj −Q(h)
]∣∣∣∣∣ (n− 3)(n− 1)2(n − 2) |h|∞ (3 k  n). (14)
Combining Lemma 1, Proposition 1 and Remark 1 we obtain the following result.
Proposition 2. Let h = (h2, . . . , hn−1). If |h|1 < a, then the forced equation
Dφ(Dxk) = hk − Q(h) (2 k  n − 1), x1 = xn, Dx1 = Dxn−1, (15)
has at least one solution. If n is even and n(n−4)2(n−2) |h|∞ < a or if n is odd and (n−3)(n−1)2(n−2) |h|∞ < a,
then (15) has at least one solution.
3. Upper and lower solutions and degree
Let fk :R → R (2 k  n − 1) be continuous functions. We study the existence of solutions
for the periodic boundary value problem
Dφ(Dxk)+ fk(xk) = 0 (2 k  n− 1), x1 = xn, Dx1 = Dxn−1. (16)
Definition 1. α = (α1, . . . , αn) (respectively β = (β1, . . . , βn)) is called a lower solution (respec-
tively upper solution) for (16) if
α1 = αn, Dα1 Dαn−1 (respectively β1 = βn, Dβ1 Dβn−1)
and the inequalities
Dφ(Dαk)+ fk(αk) 0
(
respectively Dφ(Dβk)+ fk(βk) 0
)
(2 k  n − 1) (17)
hold. Such a lower or upper solution will be called strict if the inequalities (17) are strict.
Theorem 1. If (16) has a lower solution α = (α1, . . . , αn) and an upper solution β =
(β1, . . . , βn) such that α  β , then (16) has a solution x = (x1, . . . , xn) such that α  x  β .
Moreover, if α and β are strict, then α < x < β .
I. A modified problem. Let γk :R → R (2 k  n − 1) be the continuous functions defined by
γk(x) =
{
βk, x > βk,
x, αk  x  βk,
αk, x < αk,
and define Fk = fk ◦ γk (2 k  n − 1). We consider the modified problem
Dφ(Dxk)+ Fk(xk)−
[
xk − γk(xk)
]= 0 (2 k  n − 1),
x1 = xn, Dx1 = Dxn−1, (18)
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of (16). Suppose by contradiction that there is some 1  i  n such that αi − xi > 0 so that
αm − xm = max1kn(αk − xk) > 0. Using the fact that α1 − x1 = αn − xn and D(α1 − x1)
D(αn−1 − xn−1) we obtain that 2m n − 1, because, if αk − xk < α1 − x1 = αn − xn for all
2 k  n− 1, then
0 > α2 − x2 − (α1 − x1) αn − xn − (αn−1 − xn−1) > 0,
a contradiction. It follows that αm+1 − αm  xm+1 − xm and αm − αm−1  xm − xm−1, which
implies that Dφ(Dαm)Dφ(Dxm). Hence,
Dφ(Dαm)Dφ(Dxm) = −Fm(xm)+
(
xm − γm(xm)
)
= −fm(αm)+ (xm − αm) < −fm(αm)Dφ(Dαm),
a contradiction. Analogously we can show that x  β . We remark that if α,β are strict, then
α < x < β .
II. Abstract formulation of problem (18). Let us introduce the vector space
V n−2 = {x ∈ Rn: x1 = xn, Dx1 = Dxn−1} (19)
endowed with the orientation of Rn. Its elements can be associated to the coordinates
(x2, . . . , xn−1) and correspond to the elements of Rn of the form ( x2+xn−12 , x2, . . . , xn−1,
x2+xn−1
2 ), so that the restriction Dφ(D·) to V n−2 is well defined in terms of (x2, . . . , xn−1).
We use the norm ‖x‖ := max2kn−1 |xk| in V n−2 and max1kn−2 |xk| in Rn−2. We define the
continuous mapping G :V n−2 → Rn−2 by
Gk(xk) = Dφ(Dxk)+ Fk(xk)−
[
xk − γk(xk)
]
(2 k  n− 1). (20)
It is clear that the solutions of (18) are the zeros of G in V n−2. In order to use Brouwer degree
to study those zeros, we introduce the homotopy G : [0,1] × V n−2 → Rn−2 defined by
Gk(λ, xk) = λDφ(Dxk)− xk + λ
[
Fk(xk)+ γk(xk)
]
(2 k  n− 1).
Notice that G(1, ·) = G and that G(0, ·) is linear.
III. A priori estimates for the possible zeros of G. Let R be any number such that
R > max
2kn−1
max
x∈R
∣∣Fk(x) + γk(x)∣∣ (21)
and let (λ, x2, . . . , xn−1) ∈ [0,1] × V n−2 be a possible zero of G. If xm = max2kn−1 xk , then,
because φ is increasing, we deduce that 0Dφ(Dxm). Hence,
0 λDφ(Dxm) = xm − λ
[
Fm(xm)+ γm(xm)
]
,
which implies
xm max
x∈R
∣∣Fm(x) + γm(x)∣∣<R.
Analogously it can be shown that −R < min2kn−1 xk , and hence,
‖x‖ = max
2kn−1
|xk| <R (22)
for each possible zero (λ,x) of G.
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topy of the Brouwer degree, we see that the Brouwer degree d[G(λ, ·),BR(0),0] is well defined
and independent of λ ∈ [0,1]. But G(0, ·) is a linear mapping whose set of solutions is bounded,
hence equal to {0}. Consequently, |d[G(0, ·),BR(0),0]| = 1, so that |d[G,BR(0),0]| = 1 and the
existence property of Brouwer degree implies the existence of at least one zero of G.
V. End of the proof. We have proved that there is some x ∈ V n−2 such that G(x) = 0, so x is
a solution of (18), which means that α  x β and x is a solution of (16). Moreover, if α,β are
strict, then α < x < β .
Corollary 1. Assume that there exist numbers α  β such that
fk(α) 0 fk(β) (2 k  n − 1).
Then problem (16) has at least one solution with α  xk  β (1 k  n).
Example 1. For each hk (2 k  n− 1) the problem
Dφ(Dxk)− x3k + hk = 0 (2 k  n− 1), x1 = xn, Dx1 = Dxn−1,
has at least one solution.
Remark 2. Theorem 1 also holds if fk : (0,+∞) → R (2 k  n − 1).
Remark 3. Suppose that α (respectively β) is a strict lower (respectively upper) solution of (16).
As we have already seen, (16) admits at least one solution x such that α < x < β . Define the open
set
Ωαβ =
{
(x2, . . . , xn−1) ∈ V n−2: αk < xk < βk (2 k  n− 1)
}
.
If ρ is large enough, then, using the additivity-excision property of Brouwer degree, we have∣∣d[G,Ωαβ,0]∣∣= ∣∣d[G,Bρ(0),0]∣∣= 1.
On the other hand, if we define the continuous mapping G˜ :V n−2 → Rn−2 by
G˜k(xk) = Dφ(Dxk)+ fk(xk) (2 k  n− 1), (23)
G˜ is equal to G on Ωαβ , and then∣∣d[G˜,Ωαβ,0]∣∣= 1. (24)
4. An Ambrosetti–Prodi type multiplicity result
In this section we are interested in problems of the type
Dφ(Dxk)+ fk(xk) = s (2 k  n− 1), x1 = xn, Dx1 = Dxn−1, (25)
where f2, . . . , fn−1 are continuous functions on R, s ∈ R, n ∈ N is fixed and
fk(x) → ∞ as |x| → ∞ (2 k  n − 1). (26)
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V n−2 defined in (19) and the continuous mapping G :R × V n−2 → Rn−2 defined by
Gk(s, xk) = Dφ(Dxk)+ fk(xk)− s (2 k  n− 1).
Then (x1, . . . , xn) is a solution of (25) if and only if (x2, . . . , xn−1) ∈ V n−2 is a zero of G(s, ·).
Lemma 2. If b ∈ R, then there exists ρ > 0 such that any possible solution x of (25) with s  b
belongs to the open ball Bρ(0) ⊂ V n−2.
Proof. Let s  b and (x1, . . . , xn) be a solution of (25). We have that
n−1∑
k=2
fk(xk) = (n − 2)s. (27)
From (26) we deduce that fk (2  k  n − 1) is bounded from below. This implies that there
exists c > 0 such that if 2 k  n− 1, then∣∣fk(x)∣∣ fk(x)+ c for all x ∈ R. (28)
Using (27) and (28) it follows that
∣∣fk(xk)∣∣ n−1∑
k=2
∣∣fk(xk)∣∣ n−1∑
k=2
fk(xk)+ c(n − 2)
= (s + c)(n − 2) (b + c)(n − 2) (2 k  n− 1).
Hence, using now (26), the conclusion follows. 
Using Remarks 3, 4, Lemma 2, Theorem 1 and arguing as in the proof of [3, Theorem 2], we
deduce the following result.
Theorem 2. If the functions fk satisfy (26) (2 k  n−1), then there exists s1 ∈ R such that (25)
has zero, at least one or at least two solutions according to s < s1, s = s1 or s > s1.
5. One-side bounded nonlinearities
Let fk :R2 → R (2 k  n− 1) be continuous functions. We study the existence of solutions
for the periodic boundary value problem
Dφ(Dxk)+ fk(xk,Dxk) = 0 (2 k  n− 1), x1 = xn, Dx1 = Dxn−1. (29)
Using the notations of Section 3, we define the continuous mapping G :V n−2 → Rn−2 by
Gk(xk) = Dφ(Dxk)+ fk(xk,Dxk) (2 k  n− 1), (30)
so that ( x2+xn2 , x2, . . . , xn−1,
x2+xn
2 ) is a solution of (29) if and only if (x2, . . . , xn−1) ∈ V n−2 is
a zero of G. We also define F :V n−2 → Rn−2 by
F(x) = (f2(x2,Dx2), . . . , fn−1(xn−1,Dxn−1)),
and call L :V n−2 → Rn−2 the restriction of Dφ(D·) to V n−2 and K :V n−2 → Rn−2 the restric-
tion of D2 to V n−2. Consider the projector Q :Rn−2 → Rn−2 defined by
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n− 2
(
n−2∑
k=1
yk
)
.
In order to study the existence of zeros of G using Brouwer degree, we introduce the homotopy
G : [0,1] × V n−2 → Rn−2 defined by
G(λ,x) = Lx + (1 − λ)QF(x) + λF(x),
which, for λ = 1, reduces to G.
Lemma 3. Let x ∈ Rn be a solution of (29) and assume that there exists a c = (c2, . . . , cn−1) ∈
R
n−2 such that
fk(u, v) ck, ∀(u, v) ∈ R2, 2 k  n − 1. (31)
Then there exists i with 2 i  n− 1 such that∣∣φ(Dxi−1)∣∣+ ∣∣φ(Dxi)∣∣ c−i . (32)
Proof. First we show that there exists i such that 2 i  n − 1 and
Dxi−1  0Dxi. (33)
Then since φ(0) = 0 and φ is a strictly increasing homeomorphism it follows that
φ(Dxi−1) 0 φ(Dxi). (34)
Since x1 = xn and Dx1 = Dxn−1 either
x1 = xn > xi := min
1kn
xk, or (35)
Dx1 = Dxn−1 = 0 and x1 = xn = min
1kn
xk. (36)
If (35) holds then (33) holds while if (36) holds then x1 = x2  x3 so that (33) holds for i = 2.
From (29) it follows that
φ(Dxi)− φ(Dxi−1) = Dφ(Dxi) = −fi(xi,Dxi)−ci,
and using (34), it follows that∣∣φ(Dxi)∣∣+ ∣∣φ(Dxi−1)∣∣ c−i ,
as required. 
Lemma 4. Let x be a solution of (29) and assume that there exists c = (c2, . . . , cn−1) ∈ Rn−2
such that |c−|1 < a and (31) holds. Then
max
2kn−1
|Dxk|M, (37)
where
M = max{∣∣φ−1(|c−|1)∣∣, ∣∣φ−1(−|c−|1)∣∣}. (38)
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all k ∈ Z. With x and fk (2 k  n− 1) extended in this way x is a solution of
Dφ(Dxk)+ fk(xk,Dxk) = 0, xk = xk+n−1, ∀k ∈ Z. (39)
Let φ(Dxj ) := max2kn−1 φ(Dxk) and i given in Lemma 3.
If j = i − 1 or j = i then 0 φ(Dxj ) c−i  |c−|1.
If j > i, then
0 φ(Dxj ) = φ(Dxi)+
j∑
k=i+1
Dφ(Dxk)
j∑
k=i
c−k  |c−|1.
If j < i − 1, then setting s = j + n − 1, s > i and φ(Dxj ) = φ(Dxs). As before
φ(Dxs) = φ(Dxi)+
s∑
k=i+1
Dφ(Dxk)
s∑
k=i
c−k  |c−|1.
Let φ(Dxm) := min2kn−1 φ(Dxk).
If j = i − 1 or j = i then 0−φ(Dxj ) c−i  |c−|1.
If j < i − 1, then
0−φ(Dxj ) = −φ(Dxi−1)+
i−1∑
k=j+1
Dφ(Dxk)
i∑
k=j+1
c−k  |c−|1.
If j > i, then setting s = j − (n− 1), s < i − 1 and φ(Dxj ) = φ(Dxs). As before
0−φ(Dxs) = −φ(Dxi−1)+
i−1∑
k=s+1
Dφ(Dxk)
i∑
k=s+1
c−k  |c−|1.
Thus max2kn−1 |φ(Dxk)| = max{|φ(Dxj )|, |φ(Dxm)|} |c−|1. This implies (37). 
In the next lemma we obtain a priori estimates for the possible zeros of G.
Lemma 5. Assume that the functions fk (2 k  n− 1) satisfy the following conditions:
(i) There exists c = (c2, . . . , cn−1) ∈ Rn−2 such that |c−|1 < a and (31) holds.
(ii) There exist R > 0 and 	 ∈ {−1,1} such that
	
n−1∑
k=2
fk(xk,Dxk) > 0 if min
2kn−1xk R, max2kn−1 |Dxk|M, (40)
	
n−1∑
k=2
fk(xk,Dxk) < 0 if max
2kn−1
xk −R, max
2kn−1
|Dxk|M, (41)
where M is given in (38).
If (λ,x) ∈ [0,1] × V n−2 is a zero of G, then max2kn−1 |Dxk|  M and ‖x‖ < ρ :=
R + (n − 2)M .
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QF(x) = 0, Lx + λF(x) = 0,
or, equivalently
1
n − 2
n−1∑
k=2
fk(xk,Dxk) = 0 (42)
and
Dφ(Dxk)+ λfk(xk,Dxk) = 0 (2 k  n− 1). (43)
First, we assume that λ = 0. Using (43) it follows that x = (x2, . . . , x2). Thus,
max2kn−1 |Dxk| = 0 and (40)–(42) imply ‖x‖ <R < ρ.
Now, we assume that λ ∈ ]0,1]. Because λfk(u, v)  λck for all (u, v) ∈ R2 and |λc−|1 
|c−|1 < a, by Lemma 4 we have (37). Using (37), (40)–(42) we deduce that
max
2kn−1
xk > −R, min
2kn−1xk < R. (44)
Using (37), (44) and
max
2kn−1
xk  min
2kn−1xk +
n−1∑
k=2
|Dxk|,
the conclusion follows. 
We are now in a position to state and prove the main existence theorem of the section.
Theorem 3. If the functions fk (2  k  n − 1) satisfy the conditions of Lemma 5, then prob-
lem (29) has at least one solution x such that ‖x‖ < ρ and max2kn−1 |Dxk|M .
Proof. If follows from Lemma 5 and from the invariance of Brouwer degree under a homotopy
that
d
[
G,Bρ(0),0
]= d[G(1, ·),Bρ(0),0]= d[G(0, ·),Bρ(0),0]
= d[L+QF,Bρ(0),0]. (45)
In order to compute d[L + QF,Bρ(0),0] we consider the homotopy K : [0,1] × V n−2 → Rn−2
defined by
K(λ,x) = λKx + (1 − λ)Lx +QF(x).
Let (λ, x) ∈ [0,1] × V n−2 be a possible zero of K. Applying Q to the equation, we obtain that
QF(x) = 0. Thus, we have that λKx+(1−λ)Lx = 0, which implies that x = (x2, . . . , x2). Thus,
max2kn−1 |Dxk| = 0 and (40), (41), and the fact that QF(x) = 0 imply ‖x‖ < R < ρ. Using
again the invariance of Brouwer degree under a homotopy, we deduce that
d
[
L+ QF,Bρ(0),0
]= d[K(0, ·),Bρ(0),0]= d[K(1, ·),Bρ(0),0]
= d[K +QF,Bρ(0),0]. (46)
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ϕ(x) = k = 2
n− 1
(
n−2∑
k=1
fk(x,0)
)
(x ∈ R).
Using (40), (41) and Lemma 5 in [3], it follows that∣∣d[K + QF,Bρ(0),0]∣∣= ∣∣d[ϕ, ] − ρ,ρ[,0]∣∣= 1. (47)
Using (45)–(47) we deduce that |d[G,Bρ(0),0]| = 1, and the existence property of Brouwer
degree gives the conclusion. 
Remark 5. The conclusion of Theorem 3 also holds if fk is bounded from above by ck
(2  k  n − 1) for some c = (c2, . . . , cn−1) such that |c+|1 < a and the sign conditions (40),
(41) are satisfied.
Example 2. Using Theorem 3 and Remark 5, we see that the periodic boundary value problems
D
(
Dxk√
1 + (Dxk)2
)
− exp(xk)+ hk = 0 (2 k  n− 1),
x1 = xn, Dx1 = Dxn−1,
D
(
Dxk√
1 + (Dxk)2
)
+ exp(xk)− hk = 0 (2 k  n− 1),
x1 = xn, Dx1 = Dxn−1,
have at least one solution if h = (h2, . . . , hn−1) is such that
|h−|1 < |h+|1 < 1.
This is in particular the case if
0 < min
2kn−1hk  max2kn−1hk <
1
n− 2 .
Remark 6. Using the functions
f mk (u, v) = fk(u, v)+
	
m
u√
1 + u2 (2 k  n− 1),
it is easy to see that the conclusions of Theorem 3 and Remark 5 still hold if the sign conditions
(40), (41) are weakened into
(ii′) There exist R > 0 and 	 ∈ {−1,1} such that
	
n−1∑
k=2
fk(xk,Dxk) 0 if min
2kn−1xk R, max1kn−1 |Dxk|M
′,
	
n−1∑
k=2
fk(xk,Dxk) 0 if max
2kn−1
xk −R, max
1kn−1
|Dxk|M ′, (48)
where M ′ >M . See also Remark 9 in [2].
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Corollary 2. Let g :R → R be a continuous, bounded function such that g  0, h =
(h2, . . . , hn−1), |h−|1 < a and the following Landesman–Lazer type condition is satisfied:
lim sup
u→−∞
g(u) <
1
n− 2
n−1∑
k=2
hk < lim inf
u→∞ g(u). (49)
Then the problem
Dφ(Dxk)+ g(xk) = hk (2 k  n− 1), x1 = xn, Dx1 = Dxn−1,
has at least one solution.
The following result can be easily obtained using Remark 6.
Corollary 3. Let p > 0, ak > 0, bk ∈ R (2  k  n − 1) such that ∑n−1k=2 b+k < a. Then the
periodic problem
Dφ(Dxk)+ ak(x+k )p = bk (2 k  n − 1) (50)
has at least one solution if and only if ∑n−1k=2 bk  0.
When ak < 0, bk ∈ R (2 k  n − 1) such that ∑n−1k=2 b−k < a, problem (50) has at least one
solution if and only if ∑n−1k=2 bk  0.
Proof. The proof is similar to the one of Corollary 8.1 in [4] and will be omitted. 
6. Singular nonlinearities
In this section we are interested to prove the existence of positive solutions for the following
singular problems
Dφ(Dxk)+ g(xk) = hk (2 k  n− 1), x1 = xn, Dx1 = Dxn−1, (51)
or
Dφ(Dxk)− g(xk) = hk (2 k  n− 1), x1 = xn, Dx1 = Dxn−1, (52)
where h = (h2, . . . , hn−1) is fixed and g : ]0,+∞[ → ]0,+∞[ is a continuous function such that
g(u) → +∞ as u → 0+, (53)
g(u) → 0 as u → +∞. (54)
Theorem 4. Let h be as above and if a < +∞ suppose also that h is such that∣∣∣∣∣
l−1∑
k=2
[
hk −Q(h)
]∣∣∣∣∣< a (3 l  n− 1), (55)
or
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l−1∑
k=2
[
hk −Q(h)
]
< 2a (3 l  n − 1), (56)
or
2a <
l−1∑
k=2
[
hk −Q(h)
]
−a (3 l  n− 1), (57)
or h is as in Proposition 2 and g satisfies (53) and (54). Then (51) has at least one solution if
and only if Q(h) > 0.
Proof. If x is a solution of (51) then, because g > 0, it follows that (n − 2)Q(h) =∑n−1
k=2 g(xk) > 0. Conversely, suppose that Q(h) > 0. Using (53) it follows that there exists
	 > 0 such that g(	) > hk (2  k  n − 1). Hence, α = 	 is a strict lower solution for (51).
On the other hand, using Proposition 1 or Proposition 2, it follows that there exists w a solu-
tion of (15). Using (54) we deduce that there exists δ > 0 such that βk := δ + wk > αk and
g(βk) < Q(h) (1  k  n). Then β is a strict upper solution for (51) and using Remark 2 with
fk = −g − hk (2 k  n− 1) the conclusion follows. 
Example 3. Let ν > 0. If h is such that either (55) holds or h is as in Proposition 2 with a = 1,
then the periodic problem
D
(
Dxk√
1 + (Dxk)2
)
+ 1
xνk
= hk (2 k  n − 1), x1 = xn, Dx1 = Dxn−1,
has at least one positive solution if and only if Q(h) > 0.
Theorem 5. Let h be such that |h|1 < a. If g satisfies (53) and (54), then (52) has at least one
solution if and only if Q(h) < 0.
Proof. If x is a solution of (51), then (n− 2)Q(h)+∑n−1k=2 g(xk) = 0 and hence (n− 2)Q(h) =∑n−1
k=2 −g(xk) < 0.
Conversely, suppose that Q(h) < 0. Using (53) we can choose 	 > 0 such that −g(u) <
(n−2)Q(h) for all u ∈ (0, 	] and 2 k  n−1. Now we define the bounded continuous function
g :R → R by
g(u) =
{
g(u), u > 	,
g(	), u 	.
Consider the problem
Dφ(Dxk)− g(xk) = hk (2 k  n− 1), x1 = xn, Dx1 = Dxn−1. (58)
Suppose that there is a solution x of (58) with
xi := min
2kn−1xk  	.
It follows that
0 =
n−1∑(
g(xk)+ hk
)
 g(xi)+ (n − 2)Q(h) > 0,k=2
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−g(u) < (n − 2)Q(h)Q(h) for u 	 since n − 2 1 and in view of (54) we can use Corol-
lary 2 to deduce that (58) has at least one solution which is also a solution of (52). 
Example 4. Let ν > 0. If h is such that |h|1 < 1, then the periodic problem
D
(
Dxk√
1 + (Dxk)2
)
− 1
xνk
= hk (2 k  n− 1), x1 = xn, Dx1 = Dxn−1,
has at least one positive solution if and only if Q(h) < 0.
Example 5. If p > 1, ν > 0 and h = (h2, . . . , hn−1) ∈ Rn−2, then the problem
D
(|Dxk|p−2Dxk)± 1
xνk
= hk (2 k  n − 1), x1 = xn, Dx1 = Dxn−1,
has at least one positive solution if and only if Q(h) > 0 (respectively Q(h) < 0).
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