[1] We report on laboratory experiments in which stick-slipping shear surfaces are subject to transient stressing to simulate earthquake triggering by seismic waves. Granular layers and bare granite surfaces were sheared in a servo-controlled deformation apparatus in double-direct shear. The seismic waves from an earthquake and tectonic load were simulated by superimposing a loading rate sinusoid on a constant shear loading rate. The dependence of triggered stick-slip failure on fault stress state and architecture was analyzed. Fault architecture was evaluated by varying gouge layer thickness (2-6 mm) and studying bare granite surfaces. We compare the shortened recurrence times for faults under transient loading conditions to the consistent recurrence intervals under constant loading rate. Our results imply that triggering depends on oscillation amplitude and frequency, as well as properties of the fault. Larger-amplitude dynamic stresses reduce stick-slip recurrence intervals for granular layers, whereas failure times for granite surfaces are uncorrelated with oscillation amplitude. Granular layers have shorter recurrence rates at higher frequency, whereas the recurrence intervals of granite surfaces are lengthened or unaffected by high-frequency oscillations. Higher frequencies can inhibit failure when fault slip exceeds a critical distance, D c , prior to peak velocity and encourages failure if D c is achieved postpeak velocity. Increasing velocity temporarily strengthens faults, whereas velocity reduction further weakens and promotes failure, as predicted by the rate-and-state friction laws. Our results may explain variations in earthquake triggering thresholds and imply that high-frequency thresholds may not be constant, as has been previously proposed.
Introduction
[2] Earthquake triggering from the passage of seismic waves has been shown to be a ubiquitous process, occurring in both the far field [Hill et al., 1993; Stein, 1999; Kilb et al., 2000; Gomberg et al., 2001; Husen et al., 2004b; Prejean et al., 2004; West et al., 2005] as well as close to the source of the triggering event [Gomberg et al., 2003; Felzer and Brodsky, 2006] . Dynamic triggering can occur as the wave train passes [Gomberg et al., 2004] , or for days and weeks after the triggering event [Brodsky, 2006] . Earthquakes can be triggered at active plate boundaries or in seismically stable environments [Hough et al., 2003; Gomberg et al., 2004] .
[3] Despite well-documented occurrence of earthquake triggering, our understanding of triggering thresholds is incomplete. The maximum amplitude of the seismic waves has been proposed as a likely threshold for triggering [Gomberg and Johnson, 2005; Johnson and Jia, 2005] . Gomberg et al. [2004] demonstrated that earthquake triggering from the Denali earthquake followed the direction of rupture and therefore the path with greatest wave amplitude. However, if a seismic wave amplitude threshold exists, it varies between faults [Brodsky et al., 2000; Gomberg and Davis, 1996] . Indeed, Harrington and Brodsky [2006] found that earthquakes were not triggered in Japan by seismic waves with amplitudes similar to triggering events elsewhere. An alternate hypothesis is that frequency of the triggering event affects the threshold. One study of triggered seismicity at Long Valley Caldera found that triggering required low-frequency energy [Brodsky and Prejean, 2005] ; however, others indicate that high frequencies are more likely to trigger seismicity [Gomberg and Davis, 1996] .
[4] Existing field observations and friction theory indicate that triggering almost certainly depends on a fault's stress state, i.e., how close the fault is to failure when the transient deformation occurs, which in turn depends on the time since the last major earthquake on that fault and the tectonic loading rate. Once a fault fails in an earthquake, healing or strengthening processes begin while at the same time slowly applied tectonic forces stress the fault. As it is stressed, the nature of the fault zone also evolves, but eventually the accumulating stresses and creep strain will again produce the failure condition and an earthquake recurs. Although studies have shown that faults are more likely to be dynamically triggered when the fault is closer to failure (i.e., has been stressed by tectonic loading for a longer time) [Gomberg et al., 1997] , this does not imply that the transient stresses have simply caused the fault to reach its failure strength; instead the failure strength is altered by the change in stressing rate associated with the seismic wave. Faults may not be susceptible to dynamic triggers unless the fault has reached a state of critical stress in its interseismic period.
[5] In addition to properties of the seismic wave and fault state, fault zone architecture (i.e., fault zone width, roughness, and properties of the fault gouge) may influence a fault's susceptibility to dynamic triggering. Faults whose frictional strength is controlled by a gouge layer may react differently to dynamic stresses than a fault without a significant gouge layer. Marone and Scholz [1988] found that the upper stability limit of crustal faults depends on whether a thick gouge layer is present; faults without a significant gouge layer are capable of nucleating earthquakes at shallower depths. In laboratory experiments, the generation of a gouge layer with progressive slip has a stabilizing effect, tending to inhibit stick slip [Engelder et al., 1975; Byerlee and Summers, 1976; Wong and Zhao, 1990] . One of the purposes of this study is to investigate whether fault zone architectures have a similar stabilizing effect in relation to transient triggers.
[6] Our experiments are conducted on laboratory faults experiencing violent stick-slip behavior analogous to the earthquake cycle [Brace and Byerlee, 1966] . We explore aspects of earthquake triggering such as dependency on fault zone architecture, stress state with respect to the seismic cycle, and properties of the seismic wave by superimposing bursts of oscillating shear velocity on a constant background loading rate. Sinusoids of different amplitude, frequency and duration were used to simulate a range of triggerring event sizes. To recreate fault zones of differing maturity, we shear gouge layers of different thicknesses ranging from 0 (bare granite surfaces) to 6 mm.
Experimental Procedure
[7] Experiments were conducted in a servo-controlled biaxial deformation apparatus with a double-direct shear configuration (Figure 1 ). For experiments with synthetic gouge, layers of glass beads were sheared between 10 Â 10 Â 2 cm side steel blocks and a center block 10 Â 15 Â 3 cm so that a constant nominal contact area of 10 Â 10 cm was maintained throughout shear. The forcing blocks have triangular grooves 0.8 mm deep and 1 mm in wavelength perpendicular to the shear direction. These grooves force shear to occur within the layer instead of along the boundary. The samples were loaded in controlled shear displacement with 0.1 mm resolution and at constant normal stress of 5 MPa (with 0.1 kN resolution). This normal stress is high enough for stresses at contact junctions to reach the inelastic yield point and to activate physicochemical processes that govern timedependent and rate/state friction effects, yet low enough to eliminate grain comminution and the resulting variations in frictional behavior with net fault offset. The stiffness of the vertical load frame is 5 MN/cm or 250 MPa/cm when expressed as the shear stress on a double direct shear sample with nominal friction contact dimensions of 10 cm Â 10 cm. The load point velocity history consisted of a linear function with a sinusoid sporadically superimposed to mimic a tectonic load and seismic waves, respectively (Figure 2 ). The background loading rate was held constant at 5 mm/s. The amplitude, frequency and duration of the triggering stress were varied to assess triggering thresholds (Table 1) . The displacement control was updated at a rate of 300 Hz and the output signal was recorded at 100 Hz.
[8] We conducted experiments on both Westerly granite and soda lime glass beads (size distribution 105-149 mm, Mo-Sci Corporation, Rolla, Missouri). Glass beads have material properties similar to quartz and are ideal for these tests due to the repeatability of the magnitude and recurrence interval of stick-slip events. Steel guide plates and tape were attached to the unconfined sides of the sample configuration to hold the blocks together until loaded. Copper shims were attached at the bottom of the sample layers to minimize gouge loss. A latex rubber sheet of 0.01 00 thickness was taped over the copper shims, to minimize avalanching along the unconfined edges of the layers. For experiments with granite, we created a double-direct shear configuration with one center block and two side blocks composed of Westerly granite, again with nominal contact area of 10 Â 10 cm throughout the experiment. We investigated the role of surface roughness. Initially, the surfaces were surface ground flat and finished with #60-grit polish, which produces $100 mm RMS roughness (rough granite experiment -p936). We evaluated changes in behavior as surfaces were progressively smoothed by wear during subsequent experiments (smooth granite experiments, Table 1 ).
Results
[9] We compare the recurrence interval, t r , defined as the time between the onset of dynamic failures (Figure 3) , of stick-slip under transient loading to recurrence intervals under constant loading conditions. Because the transient generally reduces the time to failure, the recurrence interval of triggered events should be measurably smaller than under constant loading. We refer to this as a positive clock advance. To understand the importance of both fault zone properties and properties of transient stressing, we vary the transient signal in our forcing function for all fault zone configurations. We also change where in the seismic cycle the transient oscillation occurs. It is convenient to define the parameter time-of-transient deformation (t trans ) as the origin time of the transient relative to the onset of the previous dynamic failure (Figure 3) . In this way, we quantify the transient's position in the interseismic cycle. We measure stress drop of each event as the difference between the shear stress at the onset and the end of dynamic failure.
[10] Under constant loading conditions, stick-slip recurrence intervals are remarkably consistent for both glass beads [Savage and Marone, 2007] and granite surfaces. Recurrence rates depend not only on load point velocity, but also on the properties of the fault zone (Figure 4 ). Shear surfaces with and without gouge display a linear increase in stress immediately after a stick slip, which reflects the combined elastic stiffness of the machine and sample. As loading progresses there is a distinct break in the loading curves, which reflects the onset of inelastic stressing and creep. The inelastic yield point decreases systematically with increasing roughness and gouge layer thickness (Figure 4 ). Smooth granite surfaces show a kink in the loading curve close to failure (Figure 4a ) whereas rough granite surfaces show a kink about halfway through the stick-slip cycle (Figure 4b ). We interpret this as the onset of fault slip at asperity contacts [e.g., Biegel et al., 1992] . Granular layers show a more prolonged transition to dynamic failure, which reflects the time (and slip) necessary for interparticle slip and rolling to extend across the layer. The transition period and the degree of inelastic creep increases with layer thickness (Figures 4c and 4d) , which results in an increase in stick-slip recurrence interval. The stick-slip failure strength and the dynamic, minimum strength also decrease with increasing layer thickness (Figures 4c and 4d ). Layer thickness does not affect stress 
Definition of Triggering
[11] We employ a two-part definition of triggering for our experiments. First, the instability must occur during the transient deformation. Events that satisfy this criterion are shown by the closed symbols in Figure 5 , where recurrence interval is plotted against timing of the transient deformation. By our definition of triggering, the events define a straight line and demonstrate the consistency of the time between trigger and stick slip. This time is dictated by the frequency of the stress oscillation, and because our minimum frequency is 1Hz, all transients reach peak stress in less than one second. The second part of our triggering definition requires that the recurrence interval of the earliest triggered event ( Figure 5 ) for a given set of conditions must be two standard deviations away from the average recurrence interval for the same conditions under constant loading. This is to ensure that the events we call ''triggered'' actually represent a measurable clock advance. The average value and standard deviation are calculated from about 30 stick slips for each set of parameters. The earliest triggered event represents the shortest recurrence interval possible for a set of boundary conditions. This instability is important because it represents the greatest clock advance that can occur. This second part of the triggering definition becomes important when deciphering the amplitude threshold of triggering, as is seen in Figure 6 .
Influence of Fault State
[12] Triggering sensitivity depends on when the transient occurs during the interseismic cycle (Figures 3 and 5) . The data points at the top left of Figures 5a -5c (open symbols) represent cases where the transient occurs early in the stickslip cycle and does not trigger failure. In these cases the recurrence time falls within the normal recurrence interval range. Once the fault has reached a critical state, almost all events occur during the transient. This is shown by the abrupt shift between nontriggered and triggered events (e.g., at a time since failure of 3.5 s in Figure 5a ). Interestingly, there is no precursory change in the recurrence rate from the average, even immediately before the fault reaches its critical state. For example, if the transient had a weakening effect on the fault surface, which was small enough so that slip was not triggered immediately, we might expect to see decreasing recurrence rates before triggering during the transient began. This implies that our experiments do not show delayed triggering effects, as seen in nature when a fault fails after the seismic wave has passed. The clustering of triggered events around the average recurrence time is an artifact due to how the transient was imposed on the sample. When the time between transients and the average recurrence interval are similar, failure can become phase locked with the signal.
Transient Amplitude Effects and a Triggering Threshold
[13] As can be seen from the timing of the earliest triggered event in Figure 5 , larger amplitudes produce greater clock advance. We plot the recurrence interval of the earliest triggered events versus amplitude to quantify this effect among different fault types ( threshold. Below certain amplitudes of the transient stress, the recurrence interval of triggered events is not statistically different from background values. This is the second part of our triggering definition above. We plot the amplitude thresholds outlined in these experiments as a function of gouge layer thickness ( Figure 6e ). The bars represent the range of possible thresholds (which is the range between the correlated and uncorrelated points in Figures 6a -6d. The triggering amplitude threshold decreases with increasing gouge layer thickness. The granite surfaces show a low threshold, although the threshold for rough surfaces is not well constrained (Figure 6a ). Note also that the thickest gouge layers (Figure 6d ) exhibit a greater rate of clock advance with increasing amplitude than thinner layers. Indeed, smooth granite surfaces show little change in recurrence interval with increasing amplitude.
[14] When considering fault state and triggering thresholds, it is useful to think not only in terms of absolute change in recurrence times, but also in terms of the recurrence of the earliest triggered event normalized by the average recurrence interval under constant loading rate (Figure 7) . In this way, we can compare where in the interseismic cycle triggering commences for fault types with different recurrence intervals. For constant loading rate, the average recurrence time of a fault is determined by fault zone thickness, with thicker fault zones showing longer recurrence times. Figure 7 shows the data from Figure 6 ; however, recurrence interval is normalized by the average recurrence time for that experiment. In this plot, the zero amplitude point would plot at 1 on the normalized time since failure axis, representing a full interseismic cycle. Error bars represent uncertainty in the average recurrence. Figure 7 shows that larger amplitudes trigger events earlier in the seismic cycle, but that this effect is enhanced for thicker granular layers. The 2-mm-thick granular layers show that for the largest amplitude tested (60 mm/s), triggered events commence roughly halfway through the seismic cycle, whereas triggering commences at $30% of the background recurrence interval for 3 and 6 mm layers. For the smooth granite surfaces, triggered events begin at $80% of the background interseismic interval and show almost no variation with the amplitude of the transient stressing.
Transient Frequency and Duration Effects
[15] In order to isolate the effects of frequency from those of amplitude, we varied the dynamic forcing frequency for a constant transient stress amplitude. To do this, we increased the transient shear velocity for higher frequencies so as to keep a constant shear stress amplitude of approximately 0.12 MPa (Figure 8a) , except for the roughened granite surface experiment where stress amplitude is smaller. Figure 8 shows the earliest triggered event for each Frequency is held constant at 1 Hz. Each point represents a result from a data set such as in Figure 5 . The recurrence interval at zero amplitude represents the average for constant loading rate and error bars show ±2 standard deviations. The closed symbols represent recurrence intervals that are two standard deviations from the mean value at zero amplitude, which meet our criteria for triggering. frequency; all events fit our two-part definition of triggering. The uncertainty in the recurrence time for an individual event is small (hundredths of a second), therefore slight changes in recurrence time are meaningful. Six-millimeterthick layers show increasing clock advance as frequency is increased, indicating that the layers are more susceptible to triggering from high frequencies (Figure 8b ). Threemillimeter-thick layers also show increasing positive clock advance with increasing frequency (Figure 8b ). Data for granite surfaces show a pronounced effect of roughness (Figure 8c ). The frequency of transient stressing has different effects on smooth granite surfaces than on faults with gouge layers. Smooth granite surfaces show an initial decrease in recurrence interval and then a slight increase with increasing frequency. For rougher granite surfaces, recurrence intervals indicate a slight increase in clock advance with increasing frequency, although the noise in this experiment was significant. All experiments with transient stressing showed positive clock advance (Figure 8c ).
[16] We again normalize the recurrence interval of the earliest triggered event by an average recurrence interval to compare the effects of the interseismic period on transient triggering between experiments with different average recurrence times (Figure 9 ). The effect of frequency is similar to that of amplitude, inasmuch as there is a greater clock advance in thick gouge layers compared to thinner layers. Smooth granite surfaces show at most a 20% change in recurrence interval, whereas rougher surfaces show up to a 90% change as a function of transient loading. The rougher surfaces experiments were conducted at a lower transient stress amplitude than the other experiments and we should note that if these experiments were run at a comparable stress amplitude, the clock advance would be even greater.
The three mm layer experiment shows slightly less dependence of triggering on frequency than the six mm layer, but the two experiments are within error.
[17] To ensure that any frequency effects are not due to the number of stress oscillations, we varied the duration of dynamic stressing (Figure 10 ). For example, a transient of 1 Hz frequency and 1 s duration will produce one maximum stress peak, whereas a transient with a 3 Hz frequency and the same duration will produce three stresses above background (Figure 8a ). We ran a series of experiments with varying frequency and duration of the transient, such that higher frequencies had shorter duration and each set of conditions produced one oscillation peak (Figure 10a ). Transient stressing caused positive clock advance and shorter recurrence interval as a function of higher frequency, Recurrence interval plotted versus frequency shows that granular layers are more susceptible to triggering from transients with high-frequency waves, (c) whereas granite surfaces show no effect or a dampening in susceptibility with increasing frequency. Error bars represent two standard deviations from the average recurrence at background loading rates. but the variable duration experiments are not statistically different from those with constant 1-s duration. (Figure 10b ). This result is perhaps not surprising because all triggered events fail during the first peak in stress, regardless of transient frequency. However, similar studies conducted under continuous oscillations show triggering at lower amplitudes, indicating that much longer vibration durations have a significant weakening effect [Savage and Marone, 2007] .
Effects of Transient Deformation on Stress Drop
[18] In addition to influencing the timing of instabilities, transient deformation also affects the magnitude of the stick-slip stress drop, compared to the size of nontriggered events (Figures 11a -11d ). Previous work shows that stress drop increases with the log of stick-slip recurrence time [e.g., Dieterich, 1972; Karner and Marone, 2001] which is due to increased healing between surfaces in contact for longer periods. Our data indicate that triggered events (such as the closed symbols in Figure 5 ) have larger stress drops for a given recurrence interval than nontriggered events (Figures 11a -11d) . In all fault zone types, the triggered events plot to the left and above the nontriggered events, meaning that triggered events show larger stress drops. Triggered events on the granite surface and 2-mm granular layer show an increase in stress drop with increasing recurrence interval; however, the two thicker gouge layers indicate a more constant stress drop at all recurrence intervals. We also plot the shear stress at failure for the 2-mm layer experiment (Figure 11e ) that shows that the increase in stress drop seen for the triggered events is due in part to increased failure strength, demonstrating a failure threshold that is a function of loading velocity, rather than a constant Coulomb-style failure threshold or a Coulomb threshold modified by healing effects with contact time. Healing effects do account for the increase in strength with recurrence interval seen within the triggered and nontriggered groups but not for the failure strength differences between groups.
[19] We also investigate whether the amplitude and frequency of the transient affect the size of the stress drop. These data bear on the question of whether the magnitude of the triggering earthquake influences the size of the triggered event. Figures 12 and 13 show the average stress drop as a function of amplitude and frequency for several experiments. For the granular faults, amplitude has no effect on stress drop (Figures 12b, 12c, and 12d) , whereas higher frequency transients may cause slightly greater stress drops (Figures 13b and 13c) . However, the bare granite surfaces show a slight increase in stress drop with increasing amplitude (Figure 12a ), but no trend with frequency ( Figure 13a ). The slight trends in Figures 12a, 13b , and 13c are very subtle and when considering the standard deviation of our results, arguably nonexistent, indicating that the size of the triggering earthquake does not determine the size of the triggered earthquake.
Discussion
[20] Our results imply that earthquake triggering depends both on the amplitude and frequency of the transient deformation, as well as properties of the fault zone. Larger amplitude stresses correlate with decreasing recurrence interval on granular layers. Faults with granular layers also tend to have shorter recurrence rates at higher frequency whereas the recurrence intervals of granite surfaces are lengthened or unaffected by high-frequency oscillations. Because loading conditions were similar for all experiments, we can assume that the systematic variations we see with respect to amplitude and frequency are related to physical properties of each fault zone type. Studies of failure on frictional surfaces indicate that a small amount of inelastic slip, known as the critical slip distance (D c ), must occur before a surface fails unstably. According to rate and state friction theory, the critical slip distance is proportional to the displacement needed to renew asperity contact junctions [Rabinowicz, 1951; Dieterich, 1979] . For bare granite surfaces, D c is proportional to mean asperity size. For granular layers, the critical distance is proportional to shear band width and mean grain size, because all of the grain contacts within a shear zone or granular force chain must be renewed [Marone and Kilgore, 1993; Marone, 1998; Savage and Marone, 2007] . To determine why amplitude and frequency of transient stressing have different effects on granite surfaces and granular layers, we investigate the relationship between critical friction distances for the various experimental fault zones.
Critical Displacement Lengths and Transient Effects
[21] Because a fault must weaken prior to failure in the context of slip or velocity weakening, a fault slip distance proportional to D c must be achieved during triggering by transient stressing. The critical slip distance may be the parameter that modulates the sensitivity to triggering. If the amplitude threshold is related to D c , then we can assume that for a transient deformation to trigger an event, the transient-induced slip must be greater than or equal to D c . We posit that the variations in amplitude threshold observed in our experiments ( Figure 6 ) represent this effect. Because of inelastic creep prior to failure, the threshold most likely represents the summation of the displacement during the transient and any recent or ongoing creep displacement, which may be why timing of the transient in the interseismic period has a larger role in determining clock advance in granular layers (Figure 7) . For gouge layers, creep displacements increase during most of the interseismic period (unlike the granite layers which creep much less during the interseismic period). Therefore the transiently induced slip needed to achieve D c becomes smaller as the interseismic period progresses, which explains why smaller transients can trigger events later in the interseismic cycle (such as in Figure 6d ). In comparison, triggering of the granite surfaces and thin gouge layers is not as strongly influenced by fault state relative to the interseismic period. This indicates that the ''critical state'' at which faults are susceptible to triggering can be achieved late in the interseismic cycle (as in the smooth granite surfaces) or it can be a function of the transient amplitude and achieved after only a fraction of the interseismic period has passed.
[22] Our data show that triggering by transient stresses also varies with frequency and fault zone thickness (Figure 8 ). High frequencies had the largest effect on thicker gouge layers. The granite surface experiments hint that Figure 11b ). The increase in stress drop with respect to recurrence interval shown for the triggered events is due in part to higher failure stresses for triggered events.
increasing frequency may reduce clock advance. We hypothesize that the effects of frequency result from systematic variation of D c with fault zone thicknesses and that the difference in frequency effects as a function of fault type (Figure 8 ) results from differences in load point velocity when the critical displacement has been reached. Because our transient load point velocity is a sinusoid, velocity can be either increasing or decreasing as the fault fails. According to rate and state friction theory, when velocity increases, frictional strength increases as well and then decays to a new value as slip accumulates. Similarly, a decrease in velocity instantaneously lowers the frictional strength of the fault. This increase or decrease in fault strength, just as the fault is ready to fail (i.e., the fault has slipped D c ), could hinder or enhance triggering.
[23] To demonstrate that there is indeed a change in load point velocity phase at failure, we plot the phase as a function of frequency (Figure 14) . Data points represent the velocity phase at failure for the events shown in Figure 8 . The velocity peak is defined as zero phase, such that negative phase indicates failure during increasing velocity and positive phase indicates failure during decreasing velocity. The smooth granite surfaces fail before the velocity peak except at 2 Hz frequency (although phase is very weakly positive). The three and six mm layers both fail after the velocity peak in all cases, and have similar phase to each other.
[24] Because of this correlation between fault type and timing of failure with the load point velocity, we compare the effective critical displacement of each fault type with the load point displacement at peak velocity to determine if the direct effect of rate and state friction affects triggering. We measure the fault slip that occurs after the onset of the transient and before dynamic failure begins (Figure 15a Figure 15b ).
[25] Figure 15b shows D c for each fault type as a function of the load point displacement at peak loading velocity during the transient. The reference line shows where the load point displacement at peak velocity equals D c . The critical displacements for granite surface experiments p1173 and p1166 were in fact too small to measure accurately, so we assume they are smaller than 1 mm as this is near our slip resolution above the noise level in these data. In these experiments, D c is less than the load point displacement when transient velocity peaks (left of the line in Figure 15b ) and therefore the fault slip velocity is increasing as the surface begins to fail. This increasing velocity should result in transient strengthening via the friction direct effect. Because we use larger velocity amplitudes at higher frequencies to maintain constant stress amplitudes, the change in velocity is greater at higher frequencies. The thickest gouge layer experiments fall well to the right of the line, meaning that velocity is decreasing as the layer fails and likewise the transient strength of the material decreases, due to the friction direct effect. This negative velocity excursion results in reduced frictional strength. As shown in Figure 8 , thicker gouge layers show the greatest clock advance. The thinner gouge layer and roughened granite surface experiments fall close to the reference line so that velocity is near or just past its peak. Because velocity is not changing at the peak, there is not a significant change to the strength of the layer. These experiments showed the smallest change in clock advance due to frequency effects.
[26] Previous studies have indicated that earthquake triggering is frequency independent when the oscillation frequency is above the critical frequency [Lockner and Beeler, 1999; Beeler and Lockner, 2003; Savage and Marone, 2007] . The critical frequency is the inverse of the time needed to slip the critical friction distance. In theory, above this frequency, the stress amplitudes need to be much larger than predicted by simple failure models in order to trigger earthquakes. This change in triggering thresholds between high and low frequencies has been used to explain why tidal oscillations and some large earthquakes do not trigger seismicity [e.g., Scholz, 2003] . According to standard thinking, if the period of the oscillation is shorter than the nucleation time, the effect of the oscillation on friction is no longer phase coherent, and therefore friction could be increasing or decreasing [e.g., Dieterich, 1994; Scholz, 2003; Beeler and Lockner, 2003 ]. This would be true for all frequencies above the critical frequency, so that failure is independent of frequency. Our frequency range is above the critical frequency in most experiments (except smooth Figure 14 . Load point velocity phase of stick-slip failure. Smooth granite surfaces fail before load point velocity peaks, whereas granular layers fail post peak. granite surfaces); however, our results show that frequency in most cases affects phase at failure. We propose that the immediate change in strength due to a transient change in slip velocity affects the triggering potential at certain frequencies, but that it can reduce or strengthen the potential depending on the value of D c .
[27] The smooth granite surface experiments in Figure 8b suggest that at higher frequencies than we tested, not only would triggering cease but failure may be inhibited as well by high-frequency vibrations. The experiments of Beeler and Lockner [2003] were also conducted on granite surfaces and show a frequency strengthening effect. We suggest that for the behavior of a fault to be independent of stressing frequency, the transient load point displacement amplitude at peak velocity must be equal to D c . Our hypothesis suggests that any fault can exhibit strengthening, weakening or independence, but that the thresholds for each of these behaviors will depend on the length of D c . For example, thick granular layers would show frequency strengthening at larger amplitudes than tested in this study.
[28] The strengthening of the layer with a positive velocity excursion can also explain why the triggered events have larger stress drops compared to their nontriggered counterparts. Even events that fail as velocity is decreasing still fail when the velocity is greater than the background rate (5 mm/s) so that some strengthening occurs in every triggered event. This indicates that triggered events are larger in magnitude than if the fault had failed with a constant tectonic loading rate. The lack of a convincing trend in the change in stress drop with amplitude or frequency, however, supports studies of seismic data showing that the size of the triggered event should be independent of the size of the triggering earthquake [Felzer et al., 2004] .
Rate and State Friction Models
[29] In order to understand how D c affects the changes in clock advance at different amplitudes and frequencies, we evaluate our results in the context of rate and state friction laws [Dieterich, 1979; Ruina, 1983] . The constitutive law states that friction is a function of velocity and fault state, such that:
where m 0 is the reference friction value, V 0 is a reference sliding velocity, V is the fault slip rate, D c is the critical slip distance, q is the state variable and a and b are empirically derived constants. Equation (2) is the Dieterich aging law for the evolution of the state variable [Dieterich, 1979] , where the fault state can evolve while the fault is stationary.
We describe the elastic interaction of our sample with our testing apparatus as:
where k is stiffness divided by normal stress and V lp is the load point velocity. The parameters used for the model results are shown in Table 2 . We attempt to capture our experimental conditions by using the same load point velocity and stiffness, as well as approximating a, b, and D c from previous work on similar materials [Mair and Marone, 1999] . The frictional parameters are constrained so that the critical stiffness equals the system stiffness to create an unstably sliding system, similar to our experimental stickslip conditions. The onset of unstable failure is defined as the maximum friction value before rapid slip. We use a range [30] The frequency effects on recurrence interval are shown in Figure 16b . In each of these models, the oscillation begins at the same time within the interseismic cycle. Below the smallest amplitude shown here, failure always occurs after the first oscillation peak. The models shown here fail during the first peak, similar to what we see in experiments, until the recurrence interval begins increasing again, which occurs at different frequencies for different amplitudes. The decrease in recurrence interval in the model occurs because higher frequencies reach their first maximum peak faster. The 0.18 MPa amplitude in Figure 16b shows that the recurrence interval decreases with increasing frequency until ten Hz, at which time the recurrence interval starts to lengthen again. The 0.11 MPa amplitude shows that same trend except that the recurrence interval decreases until two Hz. The increase in recurrence seen in the model results is always due to the fault failing after the first maximum amplitude peak, whereas our experiments always fail during the first maximum amplitude peak. Therefore, the model never demonstrates an increase in recurrence interval with frequency such as seen in the smooth granite block experiments. Indeed, the model always predicts a decrease in recurrence for events triggered at higher frequencies.
[31] The majority of the models fail as velocity is decreasing (positive phase lag). The exceptions are the two points showing the largest amplitude studied (we only show one and two hertz frequencies because the model was unstable at higher frequencies and we could not determine a recurrence interval). On the basis of our experimental results, we hypothesize that the increase or decrease in velocity during the transient deformation will temporarily increase or decrease frictional strength of the fault. To investigate this specifically, we look at the friction at the onset of failure in our models (Figure 17) . Friction values are positively correlated with frequency, regardless of whether the failure occurs as velocity is increasing or decreasing. From our hypothesis, we would expect to see events triggered at higher frequency to fail at lower friction values for the events with positive phase lag. Although the model does not show this, there is a decrease in strengthening at higher frequencies for decreasing oscillation amplitudes. For instance, there is almost no change in frictional strength at the lowest stress amplitude.
[32] The failure of the rate and state model to capture the increase in recurrence interval with frequency in the granite surface experiments could indicate that the changes in recurrence intervals are not due to the friction direct effect, although it is clear from the experimental results that recurrence interval is influenced by whether load point velocity is increasing or decreasing when failure occurs. A more extensive investigation of the rate and state friction theory, perhaps including a randomization of the model to more accurately capture the experimental conditions, could prove insightful.
Tectonic Implications
[33] Our experiments indicate that the apparent complexity of triggering (as indicated by differences in the effects of amplitude and frequency of transient stressing for different faults) may be the result of differences in fault zone properties. One of the most important implications is that the high-frequency threshold (failure threshold for oscillations higher than the critical frequency) may not be constant, as has been previously proposed. For faults with a thicker gouge zone, and hence larger D c , the threshold may not be remarkably different from a threshold predicted by simple failure models, such as a Coulomb-type failure, and the triggering threshold at high frequencies could be quite low. Therefore, fault systems with a comparably low amplitude threshold may have faults with larger D c .
[34] The difference in frequency response between the bare granite surfaces and the granular layers suggest an explanation for discrepancies in the observed effect of seismic frequency, as well as possibly providing a new way to estimate D c for earthquake faults. For instance, the study at Long Valley Caldera [Brodsky and Prejean, 2005] found that earthquakes with enhanced low-frequency energy were more likely to trigger additional seismicity. The amplitude threshold listed by Brodsky and Prejean [2005] is between 0.04 and 0.08 cm/s for vertical amplitudes for wave periods longer than 30 s, giving a displacement threshold between 2 and 3.4 mm (when corrected to 3 km depth). Because they saw a transition from nontriggering to triggering at 30 s, we may assume that above this frequency, the critical displacement is not reached during the transient and earthquakes are not triggered. At periods longer than 30 s, the displacement during the transient becomes equal to or greater than D c and events are triggered. The faults at Long Valley should have minimal gouge layers; we might assume that these faults are immature because the source of their activity is the recent volcanism in the area. Their shallow seismicity may also be an indication that the faults have a limited gouge layer. Marone and Scholz [1988] attributed the upper stability transition of 5 km depth to be due to the velocity strengthening behavior of unconsolidated gouge layers; however, faults lacking a significant gouge layer can nucleate earthquakes at shallower depths. The critical displacement length in this area may be approximately 2 -3.4 mm and is more likely controlled by surface roughness of the faults, which is a reasonable assumption for faults with small total shear strain.
[35] The ratio of background velocity to sinusoid velocity for the laboratory thresholds is about 1 for most of the fault types investigated, whereas the ratio of tectonic plate rate to seismic wave velocity thresholds (for the faults at Long Valley) is closer to 1 Â 10
À7
. This discrepancy indicates that laboratory faults are more sensitive to triggering, most likely due to the idealized fault geometry in the lab. Furthermore, our experiment is unlike natural faults in that the ratio of the duration of the laboratory transient to the recurrence interval is much larger than the duration of a seismic wave to the recurrence time on faults. However, because the amplitude of the seismic wave is so much larger, this difference is in effect diminished.
[36] Estimates of the critical displacement length for natural faults range over several orders of magnitude. Measurements of D c in the lab are thought to scale up to earthquake faults (which are rougher and have much wider gouge zones); however, Abercrombie and Rice [2005] argued that D c values on some areas of a fault may be on the same scale as laboratory measurements (0.01 to 0.1 mm) but rougher patches such as step overs may require 0.5 mm of slip to instigate failure. More importantly, they suggest that weakening continues throughout slip, so that the value of D c may not have much meaning. Marone and Kilgore [1993] estimated D c values of 1 mm for active strands of mature fault zone (in this case the San Andreas) due to the effect of microstructural fabrics on strain distribution. Similarly, Scholz [1988] proposed D c to be on the order of 1 -10 mm on surfaces with fractal roughness. Estimates of D c for small faults in gold mines are 0.1 mm and suggest that D c scales with the thickness of the gouge zone [Richardson and Jordan, 2002] . Ide and Takeo [1997] found an upper limit of D c at 50 cm from waveform inversions of the 1995 Kobe earthquake. Mair and Marone [1999] found that in laboratory experiments, D c increases with a log increase in velocity.
[37] In our experiments we have focused on the triggering effects of shear oscillations; however, seismic waves will more likely impinge a fault at an angle, meaning that the fault will experience both shear and normal loading oscillations. Previous studies have generally found that faults weaken during normal load perturbation and quickly regain strength when constant load resumes [Boettcher and Marone, 2004; Hong and Marone, 2005; Richardson and Marone, 1999] . Dynamic weakening is greatest under large amplitude, high-frequency vibrations for granular materials [Boettcher and Marone, 2004] , indicating that the clock advances seen in our granular experiments could be even greater under both shear and normal vibrations. The decrease in clock advance seen in our high-frequency granite surface experiments could be somewhat negated by an induced decrease in fault strength; however, it is not immediately clear whether the same dynamic weakening effect would occur on bare surfaces.
[38] Our experiments also fail to capture delayed triggering effects where there is a clock advance in failure; however, failure does not occur until after the wave train has passed. This observation could be due to various conditions and processes on the fault that our models fail to capture, such as migration of fluids [Husen et al., 2004a] .
Conclusions
[39] The triggering potential of a transient deformation on shear surfaces depends on the amplitude and frequency of the wave, as well as the properties of the fault zone. Largeramplitude events generally increase clock advance of earthquakes; however, greater changes in clock advance are witnessed on faults with greater interseismic creep. Bare surfaces are more susceptible to triggers where energy is concentrated at low frequencies, whereas gouge layers are encouraged to fail by high frequencies. The threshold between the different frequency responses seems to scale with maximum load point displacement during transient deformation and the critical slip length. Triggered events have larger stress drops than nontriggered events with the same recurrence time. The velocity amplitude of the transient has little discernible effect on stress drop, meaning that the size of the triggering earthquake may not have an effect on the size of the events it triggers.
