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1. Introduction
For a mapping between continua f : X → Y , we denote by 2 f , Cn( f ) and HSn( f ) the induced mappings between the
hyperspaces 2X and 2Y , the n-fold hyperspaces Cn(X) and Cn(Y ), and the n-fold hyperspace suspensions HSn(X) and HSn(Y ),
respectively, for each positive integer n. Let A be a class of mappings between continua. A general problem is to ﬁnd all
possible relationships between the following four statements:
(1) f ∈ A;
(2) Cn( f ) ∈ A;
(3) HSn( f ) ∈ A;
(4) 2 f ∈ A.
There are some particular results concerning this problem. If A is the class of homeomorphisms, it is known that (1), (2)
(n = 1) and (4) are equivalent [11, Theorem (0.52)]. Later, in [7, Theorem 3.4], it is proved that (2) and (3) are equivalent.
Therefore, since Cn( f ) = 2 f |Cn(X) and C( f ) = Cn( f )|C(X) , it is not diﬃcult to show that (1), (2), (3) and (4) are equivalent
conditions. Furthermore, if A is the class of monotone mappings, then (1), (2), (3) and (4) are equivalent, by [4, Theorem
3.2] and [6, Theorem 6.3]. The homeomorphisms and the monotone mappings are the unique classes that the problem is
completely solved.
Regarding conﬂuent mappings, [4, Theorem 6.3] shows that either (4) or (2) (n = 1) implies (1), and [4, Example, p. 247]
shows an important example of a conﬂuent mapping f such that neither 2 f nor C( f ) is weakly conﬂuent. Furthermore,
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n = 2 in [6, Theorem 3.4]. Furthermore, [6, Example 3.5] gives a conﬂuent mapping between arcs f such that Cn( f ) is not
conﬂuent for any n  3. In Theorem 5.4 of this paper, we include the induced mappings on n-fold hyperspace suspensions
in the results presented in [4] and [6], about conﬂuent mappings.
Almost no research has been done regarding the above problem in relation with semi-conﬂuent, weakly conﬂuent,
pseudo-conﬂuent, quasi-monotone, weakly monotone or joining mappings. In [4, Theorem 7.3], it is showed that either
(4) or (2) (n = 1) implies (1) if A is the class of quasi-monotone or weakly monotone mappings. Furthermore, (1), (2)
(n = 1) and (4) are equivalent conditions if Y is locally connected. In the present paper, we prove in Corollary 3.7, that (1),
(2) (n = 2) and (4) are equivalent conditions if Y is locally connected, and we show, in Example 3.8, that it is not true for
n 3.
In this paper, we do not discuss the problem in full, the main theorem is given in Section 4, where we show that if A is
some to the following classes of mappings: monotone, OM, conﬂuent, semi-conﬂuent, weakly conﬂuent, pseudo-conﬂuent,
quasi-monotone, weakly monotone or joining, then, if Cn( f ) belongs to A, then HSn( f ) also belongs to A, for each positive
integer n.
Also, we prove in Theorems 3.13 and 5.2 that if either Cn( f ) or HSn( f ) is joining, then f is conﬂuent for each positive
integer n, generalizing [3, Theorem 4.20].
2. Deﬁnitions
If X is a topological space, then given A ⊂ X , the interior of A is denoted by Int(A), and its closure is denoted by A. The
symbol N denotes the set of positive integers. A continuum is a nonempty, compact, connected, metric space; and a mapping
is assumed to be a continuous function.
If A and B are subsets of X , we denote the difference between A and B by A \ B . Given f : X → Y be a mapping between
continua. If A is a subset of X , then f |A denotes the restriction of f to A.
2.1. Hyperspaces
Given a continuum X , we deﬁne its hyperspaces as the following sets:
(1) 2X = {A ⊂ X: A is closed and nonempty};
(2) Cn(X) = {A ∈ 2X : A has at most n components}, n ∈ N;
(3) Fn(X) = {A ∈ 2X : A has at most n points}, n ∈ N.
It is known that the collection of sets 〈U1,U2, . . . ,Ul〉 form a base on 2X (Vietoris topology, see [5, p. 3]), where
U1,U2, . . . ,Ul are open sets in X and
〈U1,U2, . . . ,Ul〉 =
{
A ∈ 2X : A ⊂
l⋃
i=1
Ui and A ∩ Ui = ∅ for each i
}
.
Clearly, Cn(X) and Fn(X) are subspaces of 2X . The spaces Cn(X) and Fn(X) are called the n-fold hyperspace of X and the
n-fold symmetric product of X , respectively. We denote 〈U1,U2, . . . ,Ul〉 ∩ Cn(X) by 〈U1,U2, . . . ,Ul〉n .
Given a positive integer n, we deﬁne the n-fold hyperspace suspension of a continuum X, denoted by HSn(X), as the quotient
space Cn(X)upslopeFn(X). The quotient mapping is denoted by qnX . We also denote q
n
X (X) = TnX and qnX (Fn(X)) = {FnX }.
Remark 2.1. Notice that qnX |Cn(X)\Fn(X) is a homeomorphism between Cn(X)\ Fn(X) and HSn(X)\{FnX }, for each continuum X .
We write C(X),HS(X) and qX instead of C1(X),HS1(X) and q1X respectively.
Let X be a continuum. A Whitney mapping for C(X) is a mapping μ : C(X) → [0,1] that satisﬁes the following two
conditions:
(1) for each A, B ∈ C(X) such that A ⊂ B and A = B,μ(A) < μ(B);
(2) μ(A) = 0 if and only if A ∈ F1(X).
In [5, p. 107], it is proved the following important theorem.
Theorem 2.2. If X is a continuum, then there is a Whitney mapping for the hyperspace C(X).
2.2. Mappings between continua
Let f : X → Y be a surjective mapping between continua. Then f is said to be:
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Monotone
OM-mapping
Conﬂuent Quasi-monotone
Semi-conﬂuent Weakly monotone
Weakly conﬂuent Joining
Pseudo-conﬂuent
1. Monotone if the inverse image of any connected subset of Y is connected.
2. OM if there exist an open mapping g and a monotone mapping h such that f = g ◦ h.
3. Conﬂuent if for each subcontinuum Q of Y , each component of f −1(Q ) is mapped onto Q by f .
4. Semi-conﬂuent if for each subcontinuum Q in Y and for each pair of components C1 and C2 of f −1(Q ), either f (C1) ⊂
f (C2) or f (C2) ⊂ f (C1).
5. Weakly conﬂuent if for each subcontinuum Q in Y , there exists a component C of f −1(Q ) such that f (C) = Q .
6. Pseudo-conﬂuent if for each irreducible subcontinuum Q in Y , there is a component C of f −1(Q ) such that f (C) = Q .
7. Joining if for each subcontinuum Q of Y and for each pair of components C1 and C2 of f −1(Q ), we have f (C1) ∩
f (C2) = ∅.
8. Quasi-monotone if for any subcontinuum Q in Y with a nonempty interior, f −1(Q ) has a ﬁnite number of components
and f maps each of them onto Q .
9. Weakly monotone if for any continuum Q in Y with a nonempty interior, each component of f −1(Q ) is mapped onto
Q by f .
Remark 2.3. Note that we are working with surjective mappings.
Table 1 comprises all possible inclusions between the classes of mappings on continua, which are considered here (see
[9, p. 28]). In Table 1 an arrow means inclusion; i.e., the class of mappings above are contained in the class of mappings
below.
In [9], the reader may ﬁnd examples which show that the implications that do not appear in Table 1, in general, are not
true. Furthermore, Professor Mac´kowiak, in [9], proved some extra implications with additional conditions, one of this, that
we use later, is [9, (6.5)]:
Theorem 2.4. If f : X → Y is weakly monotone and Y is arcwise connected, then f is joining.
A proof of the following theorem may be found in [4, Lemma 7.1].
Theorem 2.5. If f : X → Y is weakly monotone and Y is locally connected, then f is conﬂuent.
Note that Theorem 2.5, Table 1 and [1, IX p. 215], imply the following.
Theorem 2.6. Let f : X → Y be a mapping between continua, where X is locally connected. The following are equivalent:
(1) f is conﬂuent;
(2) f is weakly monotone;
(3) f is quasi-monotone.
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Let f : X → Y be a mapping between continua. Then the function 2 f : 2X → 2Y given by 2 f (A) = f (A) for each A ∈ 2X ,
is called the induced mapping between 2X and 2Y . In [5, Lemma 13.3] it is proved that 2 f is a mapping. For each n ∈ N, the
mapping Cn( f ) : Cn(X) → Cn(Y ) given by Cn( f ) = 2 f |Cn(X) is called the induced mapping between the n-fold hyperspaces Cn(X)
and Cn(Y ).
Professor Macías in [7, p. 145], deﬁned HSn( f ) : HSn(X) → HSn(Y ) by:
HSn( f )(A) =
{
qnY (Cn( f )((q
n
X )
−1(A))), if A = FnX ;
FnY , if A = FnX ,
called the induced mapping between the n-fold hyperspace suspensions HSn(X) and HSn(Y ). Note that HSn( f ) is a mapping and
the following diagram:
Cn(X)
qnX
Cn( f ) Cn(Y )
qnY
HSn(X) HSn( f )
HSn(Y )
(2.1)
is commutative.
In [7, Corollary 3.3] it is proved that:
Proposition 2.7. Let f : X → Y be a mapping between continua, and let n be a positive integer. Then, the following are equivalent:
(1) f is weakly conﬂuent;
(2) Cn( f ) is surjective;
(3) HSn( f ) is surjective.
3. Weakly monotone and quasi-monotone mappings
Let Z be a continuum and let n be a positive integer. We deﬁne σZ : C(Cn(Z)) → Cn(Z) by σZ (A) = ⋃A for each
A ∈ C(Cn(Z)). In [8, Lemma 6.1.1] it is proved that σZ is a well deﬁned function, and it is proved in [11, (1.48)] that σZ is
continuous.
Proposition 3.1. Let f : X → Y be a mapping between continua and let n be a positive integer. Then the following diagram:
C(Cn(X))
σX
C(Cn( f ))C(Cn(Y ))
σY
Cn(X) Cn( f )
Cn(Y )
(3.1)
is commutative.
Proof. Let A ∈ C(Cn(X)). Note that:
σY
(
C
(
Cn( f )
)
(A))=⋃(Cn( f )(A))=⋃{ f (A): A ∈ A}; and Cn( f )(σX (A))= Cn( f )(⋃A)= f (⋃A).
It is not diﬃcult to prove that
⋃{ f (A): A ∈ A} = f (⋃A). Therefore, it follows that σY ◦ C(Cn( f )) = Cn( f ) ◦ σX . 
The following result is Lemma 3.1 in [4, p. 241].
Lemma 3.2. Let K be a subcontinuum of 2X and let K ∈ K. Then each component in ∪K intersects K .
We will need the following simple proposition.
Proposition 3.3. Let f : X → Y be a mapping between continua, let n be a positive integer and let K be a subcontinuum of Y . If L is a
component of f −1(K ), then Cn(L) is a component of Cn( f )−1(Cn(K )).
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most n components so, Cn( f )(Cn(L)) ⊂ Cn(K ).
We suppose that there exists a subcontinuum L of Cn(X) such that Cn(L) ⊂ L and Cn( f )(L) ⊂ Cn(K ). Note that
f (
⋃L) ⊂ K , by Proposition 3.1, and each component of ⋃L intersects L by Lemma 3.2. Thus, ⋃L is connected, so L =⋃L
and L = Cn(L). 
The following result is a generalization of (7.3.2) implies (7.3.1) in [4, Theorem 7.3].
Theorem 3.4. Let f : X → Y be a mapping between continua and let n be a positive integer. If Cn( f ) : Cn(X) → Cn(Y ) is quasi-
monotone (weakly monotone), then f is also quasi-monotone (weakly monotone, respectively).
Proof. Suppose that Cn( f ) is quasi-monotone. Let K be a subcontinuum of Y with nonempty interior. Clearly, 〈Int(K )〉n ⊂
Cn(K ) and Cn(K ) is a subcontinuum of Cn(Y ) with nonempty interior. By hypothesis:
Cn( f )
−1(Cn(K ))= L1 ∪ L2 ∪ · · · ∪ Lm,
where each Li is a component and Cn( f )(Li) = Cn(K ) for each i = 1,2, . . . ,m.
Let L be a component of f −1(K ). By Proposition 3.3, Cn(L) is a component of Cn( f )−1(Cn(K )). Thus, each compo-
nent of f −1(K ) determines one component of Cn( f )−1(Cn(K )). Therefore, f −1(K ) has at most m components and since
Cn( f )(Cn(L)) = Cn(K ), f (L) = K . Hence, f is also quasi-monotone.
Finally, if Cn( f ) is weakly monotone, a similar argument shows that f is also weakly monotone. 
The following result is part of [4, Theorem 7.3].
Theorem 3.5. Let f : X → Y be a mapping between continua, where Y is locally connected. Then f is quasi-monotone (weakly
monotone) if and only if C( f ) is quasi-monotone (weakly monotone, respectively).
The following theorem is an extension of Theorem 3.5 for n = 2. The idea of the proof of the following result is similar
to the one given in the proof for Theorem 3.5 in [4].
Theorem 3.6. Let f : X → Y be a mapping between continua, where Y is locally connected. Then f is quasi-monotone (weakly
monotone) if and only if C2( f ) is quasi-monotone (weakly monotone, respectively).
Proof. Suppose f is weakly monotone and Y is locally connected. By Theorem 2.5, f is conﬂuent and by [6, Theorem 3.4],
C2( f ) is conﬂuent thus, C2( f ) is also weakly monotone.
Next, assume f is quasi-monotone and Y locally connected. Let L be a subcontinuum of C2(Y ) with a nonempty interior,
then there exists L ∈ Int(L). Let  > 0 such that BH (L, ) ⊂ L. Suppose that L = L1∪L2 where L1 and L2 are components of L
(it is possible that L1 = L2). Let y1 ∈ L1 and y2 ∈ L2. Since Y is locally connected, there are two subcontinua V1 and V2 of Y
such that y1 ∈ Int(V1), y2 ∈ Int(V2) and diam(Vi) < 3 for each i = 1,2. Clearly, L∪ V1 ∪ V2 ∈ C2(Y ) and H(L∪ V1 ∪ V2, L) <
 . Thus, L ∪ V1 ∪ V2 ∈ L. Therefore, since f is quasi-monotone, f −1(V1 ∪ L1) =⋃pi=1 Ni and f −1(V2 ∪ L2) =⋃qi=1 Ri , where
N1,N2, . . . ,Np are the components of f −1(V1 ∪ L1), R1, R2, . . . , Rq are the components of f −1(V2 ∪ L2), f (N1) = f (N2) =
· · · = f (Np) = V1 ∪ L1 and f (R1) = f (R2) = · · · = f (Rq) = V2 ∪ L2.
Let K be a component of C2( f )−1(L). Since f is quasi-monotone, f is weakly monotone and by Theorem 2.5, f is
conﬂuent. Thus, C2( f ) is conﬂuent (see [6, Theorem 3.4]) and C2( f )(K) = L. Hence, there exists K ∈ K such that f (K ) =
L ∪ V1 ∪ V2. Note that f −1(L ∪ V1 ∪ V2) = f −1(V1 ∪ L1) ∪ f −1(V2 ∪ L2) = (⋃pi=1 Ni) ∪ (⋃qi=1 Ri). Therefore, there exist
k ∈ {1,2, . . . , p} and l ∈ {1,2, . . . ,q} such that K ⊂ Nk ∪ Rl , and each component of Nk ∪ Rl intersects K . Thus, there exists
an order arc α from K to Nk ∪ Rl , by [5, Theorem 15.3]. Since f (K ) = f (Nk ∪ Rl) = L∪ V1 ∪ V2, f (α) = {L∪ V1 ∪ V2}. Hence,
α ⊂ K and Nk ∪ Rl ∈ K. Therefore, C2( f )−1(L) has at most pq components. This implies that C2( f ) is also quasi-monotone.
The other implication is given by Theorem 3.4. 
The next corollary follows from Theorems 3.4, 3.6 and [4, Theorem 7.3].
Corollary 3.7. Let f : X → Y be a mapping between continua and let n be a positive integer. Consider the following three statements:
(1) f is a quasi-monotone (resp. a weakly monotone)mapping;
(2) Cn( f ) is a quasi-monotone (resp. a weakly monotone)mapping;
(3) 2 f is a quasi-monotone (resp. a weakly monotone)mapping.
Then one of (2) and (3) implies (1). If Y is locally connected and n ∈ {1,2}, then they all are equivalent.
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quasi-monotone nor weakly monotone, for any n 3. Thus, Theorem 3.6 is not true for any n 3.
Example 3.8. We deﬁne f : [0,1] → [0,1] by f (t) = 1 − |2t − 1|. Clearly, f is quasi-monotone and weakly monotone.
Therefore, Cn( f ) is not conﬂuent for n 3 (see [2, Theorem 18]) and since Cn([0,1]) is locally connected (see [8, Theorem
6.1.4]) and by Theorem 2.6, we have that Cn( f ) is neither quasi-monotone nor weakly monotone.
The following proposition, which will be useful to prove Theorem 3.13, is proved in [3, Proposition 2.11].
Proposition 3.9. If a surjective mapping f : X → Y between continua is not conﬂuent, then there are a continuum L in Y and a
component C of f −1(L) such that f (C) is a nondegenerate proper subset of L.
Remark 3.10. Note that in [3, Proposition 2.11] the author does not require that the mapping f is surjective. This hypothesis
is necessary, because if X and Y are nondegenerate continua and f : X → Y is a constant mapping, then f is clearly not
conﬂuent and does not exist a subcontinuum C of X such that f (C) is nondegenerate.
The proof of the following proposition is similar to the one given for Proposition 3.9 in [3].
Proposition 3.11. If a surjective mapping f : X → Y between continua is not joining, then there are a continuum L in Y and two
components D and E of f −1(L) such that f (D) and f (E) are nondegenerate and f (D) ∩ f (E) = ∅.
Proof. By deﬁnition, there exists a subcontinuum L′ of Y and two components D ′ and E ′ of f −1(L′) such that f (D ′) ∩
f (E ′) = ∅. Suppose that f (D ′) = {p}. Thus, D ′ ∩ f −1( f (E ′)) = ∅. Hence, there exist two disjoint open subsets U1 and U2 in
X such that:
f −1
(
L′
)⊂ U1 ∪ U2, D ′ ⊂ U1 and f −1( f (E ′))⊂ U2. (3.2)
Let {Vn: n ∈ N} be a sequence of open subsets of Y such that Vn+1 ⊂ Vn for each n ∈ N and ⋂{Vn: n ∈ N} = L′ .
Since
⋂{Vn: n ∈ N} = L′ , by (3.2), there exists n0 ∈ N such that f −1(Vn0 ) ⊂ U1 ∪ U2. Now, by [10, Corollary 5.5], there
exists a subcontinuum D ′′ of f −1(Vn0 ) such that D ′  D ′′ . Thus, D ′′ ⊂ U1. We take L = L′ ∪ f (D ′′) and let D be the
component of f −1(L) such that D ′′ ⊂ D . Since f (D ′′) ⊂ f (D) and f (D ′′) is nondegenerate, f (D) is also nondegenerate.
Note that L ⊂ Vn0 . Thus, D ⊂ U1. Therefore, D ∩ f −1( f (E ′)) = ∅ and f (D) ∩ f (E ′) = ∅.
Finally, if f (E ′) is degenerate, we repeat the previous procedure. 
Corollary 3.12. If a surjective mapping f : X → Y between continua is not semi-conﬂuent, then there exists a subcontinuum L of Y
and two components D and E of f −1(L) such that f (D)  f (E), f (E)  f (D) and both, f (D) and f (E) are nondegenerate.
Proof. By deﬁnition, there exist a subcontinuum L′ of Y and two components D ′ and E ′ of f −1(L′) such that f (D ′)  f (E ′)
and f (E ′)  f (D ′). If f (D ′) or f (E ′) is degenerate, then f (D ′) ∩ f (E ′) = ∅. Thus, f is not joining and, by Proposition 3.11,
there are a continuum L in Y and two components D and E of f −1(L) such that f (D) and f (E) are nondegenerate and
f (D) ∩ f (E) = ∅. Therefore, f (D)  f (E) and f (E)  f (D). 
The following theorem is a generalization of [3, Theorem 4.20], for each positive integer n.
Theorem 3.13. Let f : X → Y be a mapping between continua and let n ∈ N. If Cn( f ) is joining, then f is conﬂuent.
Proof. Let f : X → Y be a mapping between continua and let n ∈ N. Suppose that f is not conﬂuent, by Proposition 3.9,
there exist a subcontinuum L of Y and a component D of f −1(L) such that f (D) is nondegenerate and f (D) = L.
Let p ∈ L \ f (D). By [5, Theorem 15.3], there exists an order arc L1 in C(Y ), from {p} to L. Similarly, there exists an
order arc L2 in C(Y ), from f (D) to L. We denote L = L1 ∪ L2 ∪ F1(L), and deﬁne:
K = {{y1, y2, . . . , yn−1} ∪ A: A ∈ L}, (3.3)
where y1, y2, . . . , yn−1 are different points of Y \ L. Clearly, K is a subcontinuum of Cn(Y ).
Let Pi be a component of f −1(yi) for each i = 1,2, . . . ,n − 1. Let D and E be the components of Cn( f )−1(K) such that
P1 ∪ P2 ∪ · · · ∪ Pn−1 ∪ D ∈ D and {P1 ∪ P2 ∪ · · · ∪ Pn−1 ∪ P : P ∈ F1(D)} ⊂ E .
Notice that by Proposition 3.1, Cn( f )(
⋃D) ⊂ {y1, y2, . . . , yn−1} ∪ L. Thus, we may write ⋃D = Q 1 ∪ Q 2 ∪ · · · Qn−1 ∪ E ,
where Q i is a connected subset of f −1(yi) for each i = 1,2, . . . ,n − 1, and E ⊂ f −1(L).
Now, by Lemma 3.2 each component of
⋃D intersects P1 ∪ P2 ∪ · · · ∪ Pn−1 ∪ D . Since P1, P2, . . . , Pn−1 and D are
components of f −1(y1), f −1(y2), . . . , f −1(yn−1) and f −1(L), respectively, Q i ⊂ Pi for each i = 1,2, . . . ,n − 1, and E ⊂ D .
Therefore,
⋃D = P1 ∪ P2 ∪ · · · ∪ Pn−1 ∪ D .
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By (3.3), Cn( f )(R) ∈ {{y1, y2, . . . , yn−1} ∪ A: A ∈ L2 ∪ F1(L)}.
Note that {{y1, y2, . . . , yn−1} ∪ A: A ∈ L2} and {{y1, y2, . . . , yn−1} ∪ A: A ∈ F1(L)} are closed subsets of K and:{{y1, y2, . . . , yn−1} ∪ A: A ∈ L2}∩ {{y1, y2, . . . , yn−1} ∪ A: A ∈ F1(L)}= ∅. (3.4)
Since Cn( f )(D) is connected and {y1, y2, . . . , yn−1} ∪ f (D) ∈ Cn( f )(D) ∩ {{y1, y2, . . . , yn−1} ∪ A: A ∈ L2}, Cn( f )(R) ∈
{{y1, y2, . . . , yn−1} ∪ A: A ∈ L2}. Therefore, Cn( f )(D) ⊂ {{y1, y2, . . . , yn−1} ∪ A: A ∈ L2}.
Similarly, we prove that Cn( f )(E) ⊂ {{y1, y2, . . . , yn−1}∪ A: A ∈ F1(L)}. Thus, by (3.4), Cn( f )(D)∩Cn( f )(E) = ∅, contrary
to the fact that Cn( f ) is joining. Therefore, f is conﬂuent. 
Corollary 3.14. Let f : X → Y be a mapping between continua and let n be a positive integer. If Cn( f ) is weakly monotone, then f is
conﬂuent.
Proof. Let f : X → Y be a mapping between continua and let n be a positive integer such that Cn( f ) is weakly monotone.
Notice that Cn(Y ) is an arcwise connected continuum, by [8, Corollary 1.8.12]. Thus, Cn( f ) is joining, by Theorem 2.4.
Therefore, f is conﬂuent, by Theorem 3.13. 
By [4, Theorem 6.3], [6, Theorem 3.4], Table 1 and Theorem 2.5, we have the following corollary.
Corollary 3.15. Let f : X → Y be a mapping between continua, where Y is locally connected, and let n ∈ {1,2}. Then the following
are equivalent:
(1) f is conﬂuent;
(2) f is weakly monotone;
(3) Cn( f ) is conﬂuent;
(4) Cn( f ) is weakly monotone;
(5) 2 f is conﬂuent;
(6) 2 f is weakly monotone.
4. A relationship between Cn( f ) and HSn( f )
Let A be an arbitrary class of mappings between continua. We say that A has the composition property if for each two
mappings f and g in A, then f ◦ g belongs to A. By [9, (5.1), (5.4), (5.5) and (5.6)], the following classes of mappings have
the composition property: monotone, OM, conﬂuent, weakly conﬂuent, pseudo-conﬂuent and quasi-monotone.
Example 5.9 of [9] gives two mappings f and g such that f is quasi-monotone, g is open and g ◦ f is not weakly
monotone. We have the following:
Proposition 4.1. Let f : X → Y and g : Y → Z be mappings between continua. If f is weakly monotone and g is monotone, then
g ◦ f is weakly monotone.
Proof. Let Q be a subcontinuum of Z with a nonempty interior and let D be a component of (g ◦ f )−1(Q ) = f −1(g−1(Q )).
Since g is monotone, g−1(Q ) is a subcontinuum of Y with a nonempty interior. Therefore, since f is weakly monotone,
f (D) = g−1(Q ). Thus, g( f (D)) = Q . 
The following example shows that the semi-conﬂuent and joining mappings do not have the composition property.
Example 4.2. We deﬁne f , g : [0,1] → [0,1] by:
f (t) =
⎧⎪⎨
⎪⎩
1
8 − t2 , if 0 t  14 ;
1− |4t − 2|, if 14  t  34 ;
3t − 94 , if 34  t  1;
and g(t) = 1− |2t − 1|. (4.1)
Clearly, g is open mapping and f is semi-conﬂuent but, g ◦ f is not joining.
Proposition 4.3. Let f : X → Y and g : Y → Z be mappings between continua. If f is semi-conﬂuent and g is monotone, then g ◦ f
is semi-conﬂuent.
Proof. Let Q be a subcontinuum of Z and let D and E be two components of (g ◦ f )−1(Q ). Since g is monotone, g−1(Q ) is
a subcontinuum of Y . Thus, since f is semi-conﬂuent, f (D) ⊂ f (E) or f (E) ⊂ f (D). Hence, g( f (D)) ⊂ g( f (E)) or g( f (E)) ⊂
g( f (D)). This implies that g ◦ f is semi-conﬂuent. 
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Proposition 4.4. Let f : X → Y and g : Y → Z be mappings between continua. If f is joining and g is monotone, then g ◦ f is joining.
Let A be an arbitrary class of mappings between continua. We say that the class A has the composition factor property
if for each f belonging to A, the equality f = g ◦ h implies that the mapping g belongs to A. By [9, (5.15), (5.16), (5.19),
(5.20) and (5.21)], the following classes of mappings have the composition factor property: monotone, OM, conﬂuent, semi-
conﬂuent, weakly monotone, pseudo-conﬂuent, quasi-monotone, weakly monotone and joining.
Theorem 4.5. Let A be a class of mappings between continua. Let f : X → Y be a mapping between continua and let n be a positive
integer. If A is any of the following class of mappings: monotone, OM, conﬂuent, semi-conﬂuent, weakly conﬂuent, pseudo-conﬂuent,
quasi-monotone, weakly monotone or joining, then, if Cn( f ) belongs to A, then HSn( f ) also belongs to A.
Proof. Let A be one of the classes of mappings of the statement. Let f : X → Y be a mapping between continua and let n
be a positive integer. By deﬁnition of HSn( f ), we have qnY ◦ Cn( f ) = HSn( f ) ◦ qnX . Since qnY is monotone, qnY ∈ A. By [9, (5.1),
(5.4), (5.5), (5.6)], and Propositions 4.1, 4.3 and 4.4, qnY ◦ Cn( f ) ∈ A. Now, by [9, (5.15), (5.16), (5.19), (5.20) and (5.21)], A
has the composition factor property. Thus, since qnY ◦ Cn( f ) = HSn( f ) ◦ qnX , HSn( f ) ◦ qnX ∈ A. Therefore, HSn( f ) ∈ A. 
5. Monotonicity and conﬂuence
The goal of this section is to show some relationships between Cn( f ),HSn( f ) and f , when Cn( f ),HSn( f ) or f is either
a monotone or a conﬂuent mapping. The next theorem follows from [4, Theorem 3.2] and [6, Theorem 6.3].
Theorem 5.1. Let f : X → Y be a mapping between continua and let n be a positive integer. Then, the following are equivalent:
(1) f is monotone;
(2) Cn( f ) is monotone;
(3) HSn( f ) is monotone;
(4) 2 f is monotone.
The following result shows an interesting necessary condition in order that the induced mapping HSn( f ) is joining.
Theorem 5.2. Let f : X → Y be a mapping between continua and let n ∈ N. If HSn( f ) is joining, then f is conﬂuent.
Proof. Let f : X → Y be a mapping between continua and let n ∈ N. Suppose that f is not conﬂuent. By Proposition 3.9,
there exist a subcontinuum L of Y and a component D of f −1(L) such that f (D) is a proper nondegenerate subcontinuum
of L. We consider two cases:
1. If n = 1. Let p ∈ L \ f (D). By [5, Theorem 15.3], there exist order arcs L1 and R2 in C(Y ), from f (D) to L and from {p}
to L, respectively.
Let μ : C(L) → [0,1] be a Whitney mapping (see Theorem 2.2). Let {Et} = μ−1(t)∩R2 for each t ∈ [0,μ( f (D))]. Let 0 <
t0 < μ( f (D)) such that Et0 ∩ f (D) = ∅. Let L2 be an order arc in C(Y ), from Et0 to L. We deﬁne L = L1 ∪L2 ∪μ−1(t0).
By [11, Theorem 14.2], μ−1(t0) is a subcontinuum of C(L). Note that L1 ∩μ−1(t0) = ∅ and L2 ∩μ−1(t0) = {Et0 }. Clearly,
L is a subcontinuum of C(Y ) and, L ∩ F1(Y ) = ∅.
Since μ( f (D)) > t0, there exists a subcontinuum D0 of D such that μ( f (D0)) = t0. Thus, f (D0) ⊂ L \ {p}. Let D and E
be the components of C( f )−1(L) such that D ∈ D and D0 ∈ E .
We prove that C( f )(D) = { f (D)}. Notice that ⋃L = L and C( f )(D) ⊂ L. Now, f (⋃D) =⋃C( f )(D) ⊂⋃L, by Proposi-
tion 3.1. Thus, f (
⋃D) ⊂ L. Since D ⊂⋃D, ⋃D is connected and D is a component of f −1(L), we have that ⋃D = D .
Let E ∈ D, then E ⊂ D . By deﬁnition of L, f (E) = f (D) or f (E) ∈ μ−1(t0). Suppose that f (E) ∈ μ−1(t0). Since C( f )(D)
is connected and f (D) ∈ C( f )(D), Et0 ∈ C( f )(D). This is a contradiction, because
⋃D = D and Et0 ⊂ L \ f (D). Thus,
f (E) = f (D) and C( f )(D) = { f (D)}. Similarly, f (⋃E) ⊂ L and since D0 ⊂ ⋃E , f (⋃E) ⊂ f (D) ⊂ L \ Et0 . Now, let
E ∈ E . Then f (E) ∈ L1 or f (E) ∈ μ−1(t0). Since f (D0) ∈ C( f )(E) and C( f )(E) is connected, f (E) ∈ μ−1(t0). Thus,
C( f )(E) ⊂ μ−1(t0). Therefore, C( f )(D) ∩ C( f )(E) = ∅. Since L ∩ F1(Y ) = ∅ and by Remark 2.1, qX (D) and qX (E) are
components of HS( f )−1(qY (L)) and HS( f )(qX (D)) ∩ HS( f )(qX (E)) = ∅; which implies that HS( f ) is not joining.
2. If n  2. Let p ∈ L \ f (D). By [5, Theorem 15.3], there exist two order arcs L1 and L2 in C(Y ), from {p} to L and,
from f (D) to L, respectively. We denote L = L1 ∪ L2 ∪ F1(Y ). Let y1, y2, . . . , yn−1 be different points of Y \ L. By [10,
Corollary 5.5], there exists a subcontinuum Q of Y such that {y1}  Q ⊂ Y \ (L ∪ {y2, . . . , yn−1}). We deﬁne:
K = {Q ∪ {y2, . . . , yn−1} ∪ A: A ∈ L}.
Clearly, K is a subcontinuum of Cn(Y ). Furthermore, K ∩ Fn(Y ) = ∅.
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Hence, there exists a component R of f −1(Q ) such that f (R) = Q . Let Pi be a component of f −1(yi) for
each i = 2,3, . . . ,n − 1. Let D and E be components of Cn( f )−1(K) such that R ∪ P2 ∪ · · · ∪ Pn−1 ∪ D ∈ D and
{R ∪ P2 ∪ · · · ∪ Pn−1 ∪ E: E ∈ F1(D)} ⊂ E . Similarly, to the proof to the one given in Theorem 3.13, it is not diﬃ-
cult to prove that Cn( f )(D) ∩ Cn( f )(E) = ∅. By Remark 2.1, qnX (D0) and qnX (E0) are components of HSn( f )−1(qnY (K0)).
Hence, HSn( f )(qnX (D0)) ∩ HSn( f )(qnX (E0)) = ∅. This implies that HSn( f ) is not joining. 
Corollary 5.3. Let f : X → Y be a mapping between continua and let n be a positive integer. If HSn( f ) is conﬂuent, then f is also
conﬂuent.
The following theorem is a generalization of [4, Theorem 6.3].
Theorem 5.4. Let f : X → Y be a mapping between continua. Consider the following four statements:
(1) f is conﬂuent;
(2) Cn( f ) is conﬂuent;
(3) HSn( f ) is conﬂuent;
(4) 2 f is conﬂuent.
Then one of (2), (3) and (4) implies (1). (2) implies (3). Moreover, if Y is locally connected and n ∈ {1,2}, then they are all equivalent.
Proof. If Cn( f ) is conﬂuent, then Cn( f ) is joining. Thus, f is conﬂuent, by Theorem 3.13. Therefore, (2) implies (1). The
aﬃrmation (3) implies (1) is given by Corollary 5.3. (4) implies (1) follows from [4, Theorem 6.3].
Suppose that Y is locally connected. By [4, Theorem 6.3] and [6, Theorem 3.4], (1) implies (2). Note that, (2) implies (3)
by Theorem 4.5, and by Corollary 5.3, (3) implies (1). Finally, [4, Theorem 6.3] gives the equivalence between (1) and (4),
and our proof is complete. 
Remark 5.5. In [4, p. 247] a conﬂuent mapping f is given such that C( f ) is not weakly conﬂuent. This mapping is deﬁned
between no locally connected continua, so [4, p. 247] does not contradict Theorem 5.4.
The next example shows a conﬂuent mapping between locally connected continua such that Cn( f ) is not joining for any
n 3. Thus, the mapping deﬁned in Example 5.6 shows that Theorem 5.4, for Y locally connected, is not true for any n 3.
Example 5.6. Let f : [0,1] → [0,1] be given by f (t) = 1− |2t − 1|. Clearly, f is conﬂuent. Deﬁne:
Lt =
{
At ∪ Bt, if t ∈ [0, 12 ];
Ct ∪ Dt, if t ∈ [ 12 ,1],
for each t ∈ [0,1], where At = [ 12 , 34 − t6 ], Bt = [ t6 + 34 , 1112 ], Ct = [ t3 + 13 , t6 + 712 ] and Dt = [ 1112 − t6 ,1− t6 ].
Notice that A1/2 ∪ B1/2 = C1/2 ∪ D1/2 = [ 12 , 23 ] ∪ [ 56 , 1112 ], L0 = [ 12 , 1112 ], L1 = [ 23 , 56 ] and Lt ∈ C2([0,1]) \ C1([0,1]) for each
t ∈ (0,1).
Let L = {Lt : t ∈ [0,1]}. By deﬁnition, L is an arc in C2([0,1]). Deﬁne:
K = {L ∪ {0}: L ∈ L}.
Clearly, K is a subcontinuum of C3([0,1]). Let D and E be the components of C3( f )−1(K) such that {0,1} ∪ [ 14 , 1124 ] ∈ D
and {0,1} ∪ [ 13 , 512 ] ∈ E .
Observe that, C3( f )(D) = {{0}∪ [ 12 , 1112 ]} and C3( f )(E) = {{0}∪ [ 23 , 56 ]}. Thus, C3( f ) is not joining. Since K∩ F3([0,1]) = ∅
and Remark 2.1, q3X (D) and q3X (E) are components of HS3( f )−1(q3Y (K)). Therefore, HS3( f )(q3X (D)) ∩ HS3( f )(q3X (E)) = ∅.
A similar idea shows that HSn( f ) is not joining for each n 4.
The next result shows a necessary and suﬃcient condition for the induced mapping HSn( f ) be conﬂuent, for each n 3.
Theorem 5.7. Let f : X → Y be a weakly conﬂuent mapping and let n 3. Then HSn( f ) is conﬂuent if and only if f is monotone.
Proof. Suppose that f is not monotone. Note the following simple assertion:
Claim 5.8. If f : X → Y is not monotone, then there exists a nondegenerate subcontinuum Q of Y such that f −1(Q ) is not
connected.
J. Camargo / Topology and its Applications 157 (2010) 2038–2047 2047By Claim 5.8, there exists a nondegenerate subcontinuum Q of Y such that f −1(Q ) is not connected. Let D and E be
two different components of f −1(Q ). Let p ∈ Y \ Q . By [10, Corollary 5.5], there exists a subcontinuum P of Y such that
{p}  P ⊂ Y \ Q . Deﬁne:
K = {A ∪ Q : A ∈ Cn−1(P )}.
Clearly, K is a subcontinuum of Cn(Y ). Let R be a component of f −1(P ). By Corollary 5.3, f is conﬂuent. Thus, f (R) = P .
Let D be the component of Cn( f )−1(K) such that D ∪ E ∪ R ∈ D. By [8, Lemma 6.1.1], ⋃D ∈ Cn(X). Since D ∪ E ∪ R ⊂⋃D,
there exists a component J of
⋃D such that D ⊂ J . Note that f (⋃D) =⋃Cn( f )(D), by Proposition 3.1. Hence, since⋃
Cn( f )(D) ⊂⋃K = P⋃ Q , f (⋃D) ⊂ P ∪ Q , and f ( J ) ⊂ P ∪ Q . Thus, since f ( J ) is connected and f ( J ) ∩ Q = ∅, f ( J ) ⊂
Q . Hence, D = J because D is a component of f −1(Q ). Therefore, D is a component of ⋃D. Similarly, E is a component
of
⋃D.
Now, by Lemma 3.2, if A ∈ D, each component of ⋃D intersects A. Thus, f (A) has at most n − 2 components in P .
Therefore, Cn( f )(D) ⊂ {A ∪ Q : A ∈ Cn−2(P )} and Cn( f )(D) = K. Note that K ∩ Fn(Y ) = ∅. Thus, by Remark 2.1, qnX (D) is a
component of HSn( f )−1(qnY (K)) such that HSn( f )(qnX (D)) = qnY (K). This implies that HSn( f ) is not conﬂuent.
The other implication is given by Theorem 5.1. 
Corollary 5.9. Let f : X → Y be a weakly conﬂuent mapping and let n 3. The following are equivalent:
(1) f is monotone;
(2) HSn( f ) is monotone;
(3) Cn( f ) is monotone;
(4) Cn( f ) is conﬂuent;
(5) HSn( f ) is conﬂuent.
Proof. Theorem 5.1 gives the equivalence between 1., 2. and 3. Since each monotone mapping is conﬂuent, 3. implies 4. By
Theorem 4.5, 4. implies 5. and 5. implies 1., by Theorem 5.7. 
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