Abstract. Completely solved the equivalence problem under nondegenerate point transformations for the "Painleve 34" equation.
Introduction. "Painleve 34" equation
At the beginning of XX century P. Painleve and others studied the following class of second order ODEs
where the function F is rational in y ′ and analytic in x. Their goal was to find all equations whose general solutions have no movable critical singularities, i.e. have the Painleve property. They solved this problem completely and found 50 equations. Six of which were principaly new -irreducible equations -(they did not allow reducing the order, and their solutions defined new special functions), they are currently called the Painleve equations (PI-PVI equations), see [1] , [2] . In some books all forenamed 50 equations are named "Painleve equation 1-50". The complete list of them is in books [3] , [4] . A distinctive feature of the "Painleve 34" equation is that its general solution and the PII solution P II :ỹ ′′ = 2ỹ 3 +xỹ + a, a = const (1) are expressed one into the other explicitely using the Bäcklund transformation, see [4] , [5] , [6] , [7] , [8] . They can be written in the form of a Hamiltonian system of ordinary differential equations with one degree of freedom, see [9] . Equation "Painleve 34" from the book [4] is
In paper [9] this equation has some different form
Note, that equation "Painleve 34" plays important role in the description of multi-ion electrodiffusion models, see [10] .
In paper [11] was first stated the problem of deriving syzygies (relationships between the invariants) for every equation from the list of Gambier [4] i.e. for every "Painleve equation 1-50".
The aim of this paper is constructing the equivalence test -necessary and sufficient conditions written in terms of invariants checking the equivalence of some equation (5) 
2 Implementation of the classification and calculation of the invariants Equation (3) is from the following class of the second order ODE's
that is the closed under the general point transformations (4). In the set of papers [12, 13, 14] , review see [15] , Ruslan Sharipov succeeded to construct the system of (pseudo)invariants which he calculated explicitly in the terms of the coefficients of equations (5) . On the basis of this system he classified equations (5) . In the present paper we use this classification for solving the equivalence problem of equation (3).
Step 1. At first we write equation (3) in the form
Equation (6) has the form (5) with the coefficients
Step 2. Then calculate the basic objects characterizing the equation (6) . Details are in the papers [12, 13, 14] , [15] .
Pseudotensorial field of weight m and valence (r, s) is an indexed set transformed under change of variables (4) where S and T are direct and inverse transformations matrices for (4). The first pseudovectorial field α associated with equation (5) has weight 2 and the components α 1 = B, α 2 = −A, where
We can check this fact applying the direct symbolic calculations. Hereinafter symbol K i.j denotes the partial differentiation:
The second pseudovectorial field β has weight 4 and the components β 1 = G, β 2 = H, where
Their scalar product (using the skew-symmetric Gramian matrix !) denoting the pseudoinvariant F by the formula
For the equation (6) α from (7) and F from (8) are equal to
Step 3. As if for the equation (6) the conditions F = 0, but A = 0 or B = 0 are true, it relates to the Case of intermediate degeneration, for the details see [14] . In this case we can calculate another important pseudoinvariants Ω of weight 1, N of weight 2 and M of weight 4 using explicit formulas, that are different in the cases A = 0 or B = 0.
As A = 0, the explicit formula for pseudoinvariant Ω reads as
And in the case B = 0 the similar formula is
In the cases A = 0 and B = 0 the pseudoinvariant N is given by the formulas
The pseudoinvariant M in the case A = 0 reads as
And in the case B = 0 reads as
For the equation (6) pseudoinvariants Ω from (9) , N from (11) and M from (12) are equal to
Step 4. It is easy to see that the pseudoinvariant M given by (12), (13) for the equation (6) is not vanishing.
As if M = 0 for the equation (6), then it relates to the First case of intermediated degeneration, see [14] . In this case the basic invariants are
Here γ is a new pseudovectorial field of weight 3 associated with equation (5) relating to the First case of intermediate degeneration
As A = 0, the components of the pseudovectorial field γ reads as
As B = 0, reads as
The additional invariants are computed by differentiating the basic invariants (14) along pseudovectorial fields α from (7) and γ from (15), (16)
For the equation (6), invariants I 1 , I 2 from (14) and I 7 from (17) are
As we can see, the invariant I 7 is vanishing, so the equation (6) 
Equivalence test
It may be two different possibilities, I 1 given by (18) is a constant or not.
Case I 1 = const
Equations (5) relating to the First case of intermediate degeneration with the conditions I 1 = const, I 2 = 0 from (14) were described in paper [17] . Let us represent formula for I 1 from (18) in the form
It is not difficult to see that the only way I 1 to be a constant is β = 0.
Then we calculate the invariant I 3 from (14), the additional invariants I 6 , I 9 from (17) and a new invariant J, where
For the equation (6) with the zero parameter β these invariants are
2y + x y , I 6 = 1 5
x y ,
In papers [15] , [16] the following Theorem was proved. Theorem 1. Equation (5) is equivalent to Painleve II equation (1) with the parameter a = ±J if and only if the following conditions hold:
equation corresponds to the Case of intermediate degeneration: A = 0
or B = 0 in (7), but F = 0 in (8); (12), (13) , Ω = 0 in (9), (10); (14), I 9 = 0 in (17) , invariant J = const in (19) . Among the invariants I 3 , I 6 and I 9 from (14), (17) one can find two functionally independent.
equation corresponds to the First case of intermediate degeneration:
The invariant point transformation is
For the equation (6) with zero parameter β all conditions of Theorem 1 are hold. So it is equivalent to Painleve II equation (1) (6) (that is written in variables (x, y)) into equation (1) (that is written into variables (x,ỹ)) with the parameter a = 0.
Case I 1 = const
It was proved above that in this case the parameter β is not vanishing. Let us make the following change of variables,
then the equation (6) takes the form
To simplify the notation below we do not write the tildas over the variables x and y in the equation (20). This equation also has form (5) with the coeffitions
, S = 0.
Let us calculate invariants I 1 , I 3 from (14), I 4 , I 9 from (17) Then we regard the symbols I 1 and I 4 as the parameters in order to convert formulas for I 1 and I 4 from (21) into polynomials. We get two polynomials depending only on the variable y
By implementaion of Buchberger algorithm, see [18] , we reduce polinomials P 1 and P 2 with respect to the variable y. We obtain a new invariant K, that is vanishing for the equation (20)
From the next-to-last step of Buchberger algorithm, we get a formula for the variable y in terms of invariants
.
The variable x we find using the formula of I 3 from (21)
The paramerer β 2 we find using the formula of I 9 from (21)
Theorem 2. Equation (5) 
there exists a nondegenerate invariant change of variables
y = 125 2 · · (3 + 20I 1 )I 4 + 3I 1 (5I 1 − 18)(5I 1 − 43) 125(10I 1 − 111)I 4 + 3(5I 1 − 18)(225I 2 1 − 5245I 1 + 27216) (23) x = (120I 3 − 8)ỹ 3 + (138 + 180I 3 )ỹ 2 + (90I 3 + 35)ỹ + 15I 3 2ỹ 5/3 (2ỹ − 35) ,(24)
the following invariant is a constant
where in (24), (25) Let's note, that in the case a = 0 equation (2) is equivalent to y ′′ = y −3 , see [15] for the details.
Example 2. Equation (3) is not equivalent to Painleve IV equation
Indeed, for the equation PIV the invariant I 7 = 0. See [19] . Example 3. Equation describing 3-ion case (3a) from [10] transforms this equation (that is written in variables (x, w)) into the equation (20) (that is written into variables (x,ỹ)).
