Abstract. The aim of this study is to investigate the use of mathematical morphology for the determination of left ventricular w n t o m in scintigraphic images using multigated radionuclide angiography. We have developed a ampletely Womatic method that first restores the image with a Wiener filter, then finds the region where the left ventricle is wntained, and finally segments the left ventricle wntour and a background zone. The w n t o m depend on the values of the parameters that appear in the mathematical morphology method, which are related to the height and the slope of the count distribution. Results obtained with this method are compared with the wntours and the background mnes outlined by expens on the basis of the number of wunts. We study the values of the panuneters with which the optimum correlation is obtained.
Introduction
Several methods for contour detection of the left ventricle (Lv) have been developed for images obtained using equilibrium radionuclide angiography (ERNA) (Chang et a1 1980) to find wall-motion abnormalities or to measure the volume of the Lv. Such measurements, based on the number of counts inside the LV, allow us to calculate the ejection fraction. A linear combination of first and second differences was used to establish an adequate contour (Hawman 1981) . Moreover, locating the minimum-cost contour in accordance with the distance or cost function is a common approach to LV segmentation (Reiber et al 1983) . Duncan (1987) has proposed a knowledge-based strategy joining global and local information in heuristic functions. All these methods are semi-automatic because in order to apply the method an operator should previously determine a rough rectangular region of interest. In this paper we introduce an alternative approach, which is completely automatic, locating the boundary of the LV in the left anterior oblique (LAO) view, based on mathematical morphology operations.
Mathematical morphology has been successfully used before in medical image analysis. For instance, it has been used to extract the rachidian canal from CT images, or mammalian nodules and brain tumours from NMR images (Bartoo et nl 1988). Furthermore, mathematical morphology techniques have proved useful in brain lesion analysis related to Alzheimer's disease (Schmitt and F'reteux 1986) .
Before using mathematical morphology, we apply a Wiener filter, not only because of its noiseremoval property but also because it restores the image by sharpening the contours. This filter has been used by several researchers to improve scintigraphic image quality (King In section 2 we will describe the procedure for obtaining the Lv contour and the background, and the steps needed to obtain the net counts inside the ventricle, which are related to its volume. In section 3 we give the results obtained with the automatic method and a comparison with the results of experts.
Methods
Before attempting to extract the LVS of a sequence of images, we apply a Wiener filter to remove the noise and restore the sequence of images. The next step is the partition of each filtered image into different regions. One of these regions will contain the whole LV. After identification, we proceed to delimit the exact contour inside the region by means of a sequence of morphological operations. Also, using mathematical morphology we automatically find a background zone found by most experts manually. Hence, we shall review the bases of mathematical morphology and especially the operations involved in our process. We also present one particular problem in identifying the LV region and the way it is solved.
Preprocessing
Scintigraphic images are characterized by having a low signal-to-noise ratio inherent to their process of emission and capture of photons. In the past, several methods of smoothing in scintigraphic images were tested, the median filter being a suitable approach that maintains the contours (Deconink and Luypaert 1982, Grochulski etal 1985) . Nevertheless, it does not eliminate enough noise to obtain images in which mathematical morphology can be applied.
Here we use the Wiener filter, which uses as its optimality criterion the minimization of the mean square error between the undistorted image of the object and the filtered image. Its frequency-domain form is (Pratt 1991)
(1) (2) H(u, U) is the system transfer function, H*(u. U) is its conjugate, S , is the noise power spectrum, Sr is the object power spectrum, and U and U are the frequency variables.
However, it is necessary to know the point spread function (PSF) of the gamma camera and also the power spectrum of noise and object. In order to determine the FSF, we have assumed that it can he approximated by a Gaussian function with standard deviation U = W~~/ 2 . 3 5 (Barret and Swindell 1982) , where WHM is the full width at half maximum, obtained experimentally with the same gamma camera by picturing a point source with the necessary correction (Puchal 1988) . We also assume the PSF to be invariant with position and depth.
In order to obtain the object and noise power spectra, if we assume a Poisson noise distribution we may use the results of Goodman and Belsher (1976) ( 3) where Sf(4 U ) = [S&, U) -S.I/H(u, U)* S , being the degraded image power spectrum and S , the noise power spectrum, which is constant and equal to the average of counts per pixel. In figure 1 we can see an example of restoration by this filter. 
Mathematical morphology
There are different general frames from which to treat the problem of image processing and analysis. One of the best known is that based on signal theory in which the image is considered to be the result of sampling and quantizing a two-dimensional signal. However, in mathematical morphology (Stenberg 1986 , S e r a 1986). both binary and grey-scale images are seen as one or more sets of points. All operations are based on the geometrical relationship between the different points of such sets. As Serra (1986) has pointed out, mathematical morphology is the application of the lattice theory to spatial structures.
More complex and powerful operations are built from set union, intersection, difference, and complementation, and two basic transfomations-erosion and dilation. We obtain algorithms of great utility in image analysis such as filters, granulometries, segmentation algorithms, texture analysis parameters, and shape descriptors. Next, we shall consider some of the basic morphological operations. For the sake of simplification, we shall consider a binary image in a discrete space. Given a set X of points belonging to the set E that contains all the points not specially connected, we define its translation Xn according to a vector h, and the symmetric set X with respect to the origin as 
B is a special set, called a structuring element, which has a defined centre or origin. The structuring element acts as a parameter of morphological transformations and the results and operations obtained show considerable differences according to its shape, size and cenue position.
Erosion is the set of points belonging to X such that if we make the B centre coincide with them, B is included in X . Dilation, on the other hand, is the set of points such that if we make the B centre coincide with them, X is intersected by B . In figure 2 we see examples of dilation and erosion. In practice B is symmetric, so B = 2.
The next level is formed by the opening and closing operations, denoted by X B and X B respectively, and defined as
The effects of the opening are the elimination of the small details of X , separating the weakly joined components. The closing eliminates small depressions and joins the nearest components. It should be noted that in general morphological transformations are not reversible.
Finally, we shall describe three more operations: hit-or-miss transform, thinning, and thickening used in the segmentation algorithm that we shall use.
The hit-or-miss transform is defined as where the structuring element T = (TI, T 2 ] is composed of two disjunctive parts with a common centre. This transform retums the pixels whose local neighbourhood configuration coincides with that specified through T' and T2 : T' indicates which pixels must be unity and T 2 which ones must be zero. For instance, the following T' and T2: make the hit-or-miss retum the pixels whose local configuration is equal to the following T:
where . means that both 0 and 1 are accepted. Now, the thinning XOT and thickening X 0 T of X by one of these biphasic structuring elements T are the set difference and the set union with its hit-or-miss transform respectively: (9) where X\Y = X flyc, and Y c is the complementary set with respect to the universal set E.
In figure 3 we see examples of thinning and thickening. Thickening and thinning operations are not usually applied in a single direction of the structuring element, but T is rotated to obtain the same thinning or thickening in all directions.
We shall name the structuring element sequence obtained by successive rotations of T IT} = TI, T,. . . , T. Then one thickening in all directions is denoted by
where n is the number of possible rotations without repeating the initial 7.
Finally, we denote the transformation of X by T conditional to a set Y as
~( x ) ;
J Piadellorens et 01 As we can see, we have defined the operations by pairs, each one being in some way opposite to each other. We can check that for each transformation performed on X, its pair acts in the same way on X c , the complementary set of X. For instance, eroding X is equivalent to dilating Xc, and then taking the complement of the result. The same happens between opening and closing, and between thickening and thinning. This relationship is called duality between transformations. Morphological transformations can be classified according to a series of properties. For instance, a transformation T is
(
ii) idempotent if T [ T ( X ) ] = T(X), and
(iii) homotopic if it keeps the homotopic tree, that is, the number of holes and regions and the hierarchical inclusion relationship between them.
Erosion, opening and thinning are antiextensive. Thinning and thickening may become homotopic by selecting the appropriate structuring element. This property is especially important for the thickening used in the region of influence of the local-maxima algorithm of section 2.3. Neither of them is idempotent, but if we define the infinite sequence fT1 = TI, T2,. . . , T , Tt, . . . , T , . . .
The operations we have seen through binary images can be easily extended to grey-scale images if we express them as sets. We consider an image to be a function f ( x , y) on the plane. Hence. we can express it as a set U ( f), called the umbra and defined as
Henceforth, we shall denote U( f) as f in any morphological operation. Erosion and dilation operations become
where a and h are points and B is a set of a three dimensional space. If B is flat, i.e. B(i. j ) is only zero or unity, erosion and dilation are simply the local minimum and maximum respectively.
Segmentation of the left ventricle
In order to explain the segmentation algorithm, we consider a grey-scale image as a topographic surface or relief. The local maxima correspond to summits and the minima
to troughs. We want to associate these points with their regions of influence, which will be hills in maxima and watersheds in minima. We shall see that segmentation by regions of influence of maxima allows to delineate the LV in filtered scintigraphic images.
Let us suppose that it is raining on our topographic relief. When the water reaches the surface it runs down the highest-slope path until it reaches a minimum or sink, where it stops. The watershed associated with a local minimum is the set of points from which the path with the highest slope reaches the nearest local minimum. The set of points from which several paths of maximum slope to different sinks arise is called a divide. Because of the duality, the regions of influence of the local maxima of -f are the watersheds of f.
From this topographical viewpoint, in our filtered images in LAO view the L v appears as a gentle hill with a maximum of grey level (figure 4). It is separated by a saddle and two elevated valleys from other mountains corresponding to other cardiac cavities, which are full of blood. The proximity of these two structures and their weak separation constitute the main obstacle to segmenting the LV. Nevertheless, image segmentation in regions of local maxima influence will separate both structures optimally. Moreover. the whole ventricle is included inside the region of influence of its maximum. The process of segmentation follows three steps: (i) calculation of the regions of influence of local maxima; (ii) selection of the region corresponding to the Lv; and (iii) extraction inside this region of the LV contour.
(i) Calculation of the regions of influence of local maxima. We have implemented a parallel algorithm in order to obtain such regions, which are able to process all the images of a sequence at the same time.
We define the different image levels of image f as Xi = [ p : f(p) >= i) for i = 0, I , . . . , n, where n is the maximum grey-level value. Our algorithm processes each level of the image from X . to Xo. At each level Xn-i, we cany out a homotopic thickening of the partial result Yi-, obtained to date, conditional to X,-i. To the result we add Z i , the maxima that appear just at the current level. So, the algorithm is J PIadeNorens et al 
In practice it is not necessary to perform thickening or dilation by an infinite sequence of structuring elements [TI and {B). By (l'i-1 ~EI (81; X n -j ) and (Yj-1 0 I T ] ; X i ) we only mean that is necessary to achieve the idempotence of these operations on the current image.
Considering the difference of size between Yi-j and X m -i , sequences of 20 elements are sufficient.
The structuring element B used for the dilation in Yi-l @ ( B ) is For images on a hexagonal grid it is possible to perform a homotopic thickening with a unique structuring element T. However, in the square grid, as in our case, it is necessary to successivety use the four rotations of the following stmcturing elements P and Q (Coster One thickening by all different rotations of ( P ) of P expands in one pixel the vertical and horizontal borders of X and the thickening by [ Q ) expands its comers, that is the L-shaped parts of its border. The thickening example of figure 3 has been computed in this way, applying the rotation sequence of P and Q several times in succession. The example of thinning used their complement.
Hence, the last expression of the algorithm (14) becomes
yi : =~. . . { t ( y~-~ ~[ P ) ) o [ Q )~~P ) I o [ Q~)
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Finally, Y, is a binary image that contains the zones of influence of the maxima at unity and the border between them at zero. In figure 5 we can see a step of this process in a scintigraphic image, and in figure 6 the last result Y., inverted and added to the image. The property of thickening to maintain homotopy and the fact that it is conditioned at the next level causes the different regions of influence not to overlap.
(3) Selection of the regions of influence of the LV. In order to identify the region that contains the LV, we shall make the assumption that this region will show an elevated maximum and that its position is at the bottom right with respect to the centre of mass of the image.
Considering the grey level at each point (i, j ) , the centre of mass (xK, yK) of f is calculated as
where N refers to the number of lines and columns.
In the image, two zones with high grey level appear. One corresponds to the LV and the other to the right ventricle (RV) plus cavities joined in the same position due to the angle of capture. The centre of mass is located between these two zones.
The local maxima are calculated as the points of the image that are invariant with dilation. We eliminate the points whose intensity does not exceed half of the maximum grey level and from the rest we choose as a part of the summit of the LV the points located to the right of the centre of mass at the bottom.
(iii) Extraction of the left ventricular contour. As we see in figure 6 , not all of the region of influence belongs to the LV. We have to choose the part whose mountain slope is marked, and also the parts with a lower but elevated slope, i.e., with high intensity.
Hence, we shall take as points of the Lv those having:
-a grey level higher than a certain threshold value t i , which is sufficiently high to -a gradient magnitude that overcomes another threshold value tz (region Rz). . . . so the region of the Lv will be R = RI U R2. t, and tz are the only parameters of our method, and we shall use them to minimize the difference between the results that i, and tz provide and the results given by radiologists.
Once we have joined the two resulting sets of points, we have a region R that often has an irregular contour, or small pores of few pixels. In order to eliminate these features, we apply a closing operation followed by an opening. The first fills the holes and the second eliminates the small protrusions. The closing structuring element must be small enough to preserve the shape of the segmented region (an excessive smoothing would distort it, making the final shape similar to the structuring element) but at the same time it mwt be able to fill the possible pores. We chose a structuring element C . . . 
2.3.1.
A special case. There is a situation that can arise in certain sequences and which needs additional treatment: the absence of any maximum associated with the Lv.
Sometimes, the systole frame and those closest to it may not have a local maximum for the Lv. This is due to the fact that the ventricle appears not as a separate mountain, but as a reinforcement of the RV.
Possible causes are an unfavourable~angle of vision, or the fact that the ventricle has a very low volume. Obviously, without a maximum we shall not have a region of influence that contains the ventricle and we shall not be able to continue.
To solve the problem, we shall make the assumption that the LV region of influence does not differ much from one frame to the next. This allows us to take the influence zone of the nearest frame with a maximum. Once this is done, the process proceeds as usual.
Background determination
Once we have outlined the left ventricular contour, we determine a background zone by dilating the contour. We wish to find a background zone similar to that found by experts. So we try to introduce in our automatic method the information we obtain from the experts, let us say the distance from the contour and the angle with respect to the horizontal where most experts fix the background zone. So we dilate the left ventricular contour using the structuring element D, n times, and subtract from it the image obtained by dilating the contour n -k times, using the same structuring element.
We obtain one ring, then we consider a part of this ring in the bottom right part of the image in a similar way as most experts do.
Hardware and software
The algorithm corresponding to image segmentation described in this paper was implemented in a VlNIX system for image processing (Unix version of VicomNdp), which is able to perform a set of basic morphological operations in parallel over all the points of an image. Therefore, by putting the whole sequence in a 256 x 512 pixel image, we can perform most of the process (extraction of local maxima zones of influence and of regions RI, Rz and R) simultaneously.
The rest of the program was written in Pascal in a Microvax of 10 Mb with central memory connected to the VINIX by Ethernet.
Results

Preliminary results
The segmentation lines were obtained in 25 sequences. Only in two sequences was there an incorrect segmentation due to the low quality of images. In the selection step of zones belonging to the Lv the algorithm never failed.
The contour detection results inside the selected zone were strongly dependent on the structuring element B used to determine the gradient We studied the effect of applying different structuring elements. The use of a non-symmetrical element does not give good results. This is because it enhances the main direction of the element, and this direction does not always coincide with that of the highest gradient in the ventricle image.
We studied the effect of varying the values of tl (grey-level threshold) and tz (gradient threshold). If tl is too low one obtains a ventricle that is too big; if it is too high the program gives a zone for the ventricle area that is too small.
Likewise, the election of a tz that is too low gives a large number of points, which gives as the final result an Lv that is too big.
Measurement of the left ventricle by experts
TO test our results we compared them with the results obtained by three experts who routinely outlined the contours by hand in the hospital. We asked them to outline the left ventricular To find the best parameters tl and tz of our method, we minimize the difference between the results of our method and the average of those of the experts in diastole according to the formula where dif is the difference between the experts and the automatic method, CeXp, is the average of the total counts inside the contom outlined by experts, Cmofi is the total counts inside the contour found by the automatic method, and N is the number of cases. Figure 8 shows the relation between the difference (dif) and the value of tl keeping tz constant. In diastole, I, (grey level) and t2 (gradient level) were optimized by least-squares differences and we obtained the result that the difference is minimized for tl = 75 and tz = 3. We repeated the same study for the images in systole and obtained the result that the difference is also minimized in this case for tl = 75 and tz = 3.
With these values of tl and t2, in figure 9 we compare the results found by this method with the average of the results found by experts. The regression line is similar to y = x, and the correlation coefficient is 0.91 in diastole and systole.
To determine the background we consider the contours found for the values tl = 75 and tz = 3. A background zone is determined using the contours found for the values tl = 75 and tz = 3 with n = 3 and k = 2 and an arc of 30" (section 2.4). We consider as the centre of the circle the centre of mass of the LV, then we calculate the values of the background by averaging the counts per pixel in the background zon6 determined as explained in section 2.4. Once this background value is evaluated for an image we can obtain the net counts, which are directly related to the volume of the Lv. We use the following formula:
where NC is the net counts, S the area of the contour, TC is the total counts, and B the background per pixel. Ejection froction (experts) Figure 11 . Comparison of the ejection fractions found by this method with the ejection fractions found by the experts. r is the correlation coefficient
With the values of background per pixel determined as described previously, we calculated the net counts of the ventricle in diastole and in systole. We also calculated the net counts of theventricle in diastole and systole using the total counts and the background per pixel found by experts.
In figure 10 we compare these results, which have regression lines close to y = x and correlation coefficients of 0.90 in both cases.
We also study the values of ejection fraction EF defined by
where VD and VS are the volumes of the left ventricle in diastole and systole respectively. Once we have calculated the net counts in diastole and systole the volumes are calculated by multiplying these net counts by a constant So the ejection fraction is given by
0.0)
where NCD is the number of net counts in diastole and N c s the number of net counts in systole.
EF = (NCO -NCS)/NCD
In figure 1 1 we compare the ejection fractions, obtaining a regression line close to y = x and a correlation coefficient of 0.87.
Discussion
We investigated the utility of mathematical morphology for the determination of left ventricular contours in scintigraphic images using multigated radionuclide angiography. This is a completely automatic method, which assures total reproducibility since no operator is needed The method is carried out in two stages: (i) the rough outline of the Lv region within the whole image; and (ii) the accurate outline of the ventricle within the rough outline defined in stage (i). The method in both stages is based on mathematical morphology. A preliminary restoration of the image is needed for the application of mathematical morphology. The original images were studied by three experts who manually outlined the contoum of the Lv. Taking as a basis the number of counts inside the contours we compared the results, which gave good coincidence with a correlation higher than 0.94. We obtained the mean value of the results of the experts and then we adjusted our method by changing the values of the two parameters tl and 12.
We found that the best approximation was given with ti = 75 and tz = 3, in both diastole and systole. In a similar way, taking the contour as a basis we can tind a region in which the value of the background is equal to that determined on average by experts. Finally we calculated the net counts inside the contour and then compared this with the average net counts determined by experts, obtaining a good correlation. We also obtained good correlation between the ejection fractions, although the correlation coefficient was lower than that found between experts. We suppose that this is because the experts have a common background knowledge of the problem, so it is understandable that they coincide with each other more than the method coincides with the mean value of experts.
In conclusion, the method permits an automatic determination of the left ventricular contour and a background zone in similar way to that used by expem.
