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ABSTRACT
Analyzing the Linguistic Features of Standardized Math Items: A Text Mining Approach
by
Magdalen Beiting-Parrish
Advisor: Jay Verkuilen
The following is a five-chapter dissertation surrounding the use of text mining techniques
for better understanding the language of mathematics items from standardized tests to improve
linguistic equity of these items to support assessment of English Language Learners.
Introduction: The dissertation begins with an overview of the problem that English
Language Learners are likely not able to demonstrate their full mathematical ability due to the
construct irrelevant variance caused by these items being written in English. This introduction
also introduces the idea of text mining as a methodology for use in exploring this test design
issue.
Article 1: This article presents an exploratory study of the vocabulary used in released
math test items for grades 3-8. The author collected and cleaned the data to arrive at a final
corpus of 5674 math problems. Next, a series of text mining techniques were performed
including the “bag of words” approach, sentiment analysis, and Latent Dirichlet Allocation
(LDA). The bag of words approach generated an overall word list for the entire corpus, by grade
level, and by mathematical domain. For each of these lists, the majority of the words found were
polysemous, meaning they had multiple meanings, which is inappropriate for ELLs. The
sentiment analysis results showed that there was not any obvious negative sentiment found in
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these items. Finally, the LDA results showed that there were 9 latent topics found within the
language of these items.
Article 2: This article is an exploratory study of the state of the parts of speech used in
released math standardized test items for grades 3-8. The author collected and cleaned the data
to arrive at a corpus of 5674 math problems. Next, a series of parts of speech analyses were
performed to better understand the grammatical structures used within current mathematics
items, as well as a bigrams and trigrams analysis of the most commonly used phrases found
within these items. The variation in parts of speech and readability of these items was tracked
across grade levels and was found to become more complicated as the grade level increased.
The grammatical parts of speech were also used to predict the item difficulty for those items (N
= 1627) with some of these parts of speech being found to negatively correlated with item
difficulty estimates.
Article 3: This article describes the development of an open-source text parser for
multiple-choice mathematics items intended for students in grades 3-8. To train this parser,
initially, seven machine learning classification algorithms were used to predict item difficulty as
measured by p-value. The most accurate of these models was a special kind of Support Vector
Machine called a Support Vector Classifier which had almost 50% accuracy. This parser was
trained to estimate approximate item difficulty level as well as to identify problematic
vocabulary words, estimate the readability of the question, and support the user to know which
problematic parts of speech are being used in the item. Math Item Parse is operational but is still
in a prototype stage because a larger training set is needed to improve the model accuracy.
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Final Discussion: The dissertation concludes with a short discussion that describes how
these findings impact educators, test developers, methodologists, and policy makers, and
discusses the biggest limitations of this dissertation and offers some next steps.
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CHAPTER 1: Overall Introduction to the Dissertation
The overarching motivation of this dissertation was the recognition that, while English
Language Learners (ELLs) comprise at least 10% of K-12 students in public schools, and this
percentage is expected to increase to 25% of the student population in the next decade (National
Education Association, 2015; 2020), there is still a substantial gap in performance between ELLs
and monolingual English speakers as measured by standardized accountability assessments
(Murphey, 2014). This gap is a multifaceted issue with many socioeconomic, systemic, and
academic components, all of which display sources of inequity between ELLs and their
monolingual English peers. While this work could explore any number of these factors, the focus
of this dissertation is an examination of the assessments themselves as a contributing factor to
the Achievement Gap. In this approach, the primary units of analysis are the individual
mathematics test questions collected from released state test questions and practice materials for
grades 3-8. The methods and findings used within this dissertation have applications for
educators and test developers, methodologists, and psychometricians, as well as some future
directions for policy makers.
To achieve the goal of better understanding the language of mathematics assessments, a
representative sample of mathematics items from standardized tests for grades 3-8 was needed.
The author searched through every state’s released state test booklets and/or practice materials
webpage for grades 3-8 and collected a final sample of 5,678 multiple-choice items with their
associated metadata, where available. In this case, metadata included information such as the
intended grade level, and the proportion of students who answered the item correctly during its
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original presentation. At least some of the variables and cases from this larger dataset were used
within the three articles comprising this dissertation.
There are three major components of written language: the lexical component, the
syntactic component, and the semantic component (Manning & Schütze, 1999). The lexical
component refers to the vocabulary words being used within the text. The syntactic component
refers to the grammatical structures that comprise a sentence which comprise a larger text, which
are sometimes called the parts of speech. Finally, the semantic component is the meaning the
sentence and the larger text comprised of sentences is supposed to convey. The three articles
included in this dissertation focus on the lexical and syntactic structures that comprise the math
items. Article 1 focuses on examining the vocabulary words within the items; Article 2 focuses
on the parts of speech found within the items, and Article 3 uses the findings garnered from
Articles 1 and 2 to develop and train a machine learning classifier that operates as a text parser so
that educators and test developers have a tool to help them identify problematic language
structures within their multiple-choice math questions to improve readability of these items.
These three articles are also all centered around text mining principles because the core of
the dataset is comprised of text data. Using text as the unit of analysis for social science research
has been performed for decades in qualitative research, and specific text mining techniques are a
way of applying quantitative features to find larger and deeper patterns within very large samples
of text data that could not be easily summarized using traditional qualitative techniques
(Ignatow, & Radev, 2017). The text mining techniques that are used in the first article are all
based on a frequentist approach to text mining; essentially making counts of the appearance of
each meaningful word. Next a series of different analytic tools are used to more deeply
understand how these frequencies are related to a sentiment analysis of the items as well as to see
15

how well these items cluster based on latent topics as revealed by the vocabulary within the
items. Article two also initially uses a frequentist approach, but after first tagging all of the
individual parts of speech; these results are used in a statistical regression model to predict item
difficulty. Finally, article 3 takes the results from articles 1 and 2 and uses these findings to help
train a text-based machine learning classifier that is accessed through a freely available web
application which educators and test developers can use to improve the linguistic demands of
their mathematics items.
Taking all of these components together, the quote, “If you cannot measure it, you cannot
improve it” by Lord Kelvin was the methodological motivation for this dissertation. Essentially,
the dissertation articles can be viewed in two sections: articles 1 and 2 are attempts to measure
and document instances of the problematic language found within the mathematics items. Article
3 demonstrates a tool for improving the language of mathematics assessments items through the
initial development of a prototype tool designed to help educators and test developers identify
their problematic language so that they can be improved during the item development process
before giving these items to examinees.
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CHAPTER 2: ARTICLE 1: What Are We Really Asking?: An Exploratory Study of the
Vocabulary of Standardized Mathematics Assessments Using Text Mining Techniques

Introduction
Approximately 10% of all K-12 students in the United States of America are designated
as English Language Learners (National Center for Education Statistics, 2022). For these English
Language Learner students (ELLs), there is usually an “Achievement Gap” in which these
students tend to underperform relative to their monolingual English-only-speaking peers at all
levels throughout American K-12 education, as measured by standardized state accountability
testing (Child Trends, 2012). These gaps can sometimes be as wide as 40 percentage points,
depending on the content of the exam, (Murphey, 2014) and exist in a wide variety of different
contexts and testing programs in the United States (Abedi & Gándara, 2006). Currently, most of
these state standardized accountability tests are used to measure academic progress or to ensure
that students are ready for graduation, so when these students are underperforming relative to
their monolingual peers, this leads to real educational and life-long consequences for ELLs. One
of these consequences is that over 25% of ELLs drop out of high school without earning a high
school diploma or GED, which leads to long-term economic disparity for these students, as most
well-paying jobs require at least a high school diploma (Callahan, 2013).
While there are many different potential sources for the Achievement Gap as measured in
standardized assessment; this article seeks to survey the current state of the vocabulary that is
being used within United States mathematics assessments as one potential source of differential
student performance between Native English speakers and ELLs. Currently, if the vocabulary
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that is being used directly supports one group of students while penalizing another, then this is an
equity and social justice issue that needs addressing. The larger aim of this line of work is to help
educators and test developers better understand how and when vocabulary that is difficult for
ELLs is being used within large scale mathematics assessment and to outline a series of
pedagogical strategies to support students in understanding this language so that they have better
access to testing materials. The long-term goal would be to rethink the language that is being
used during the test making process so that it is more equitable for all and universally accessible.

Literature Review
Experiences of ELLs During Standardized Testing
Construct-Irrelevant Variance. The experience of taking a standardized test is a
complicated intersection of cognitive and non-cognitive skills for ELLs, many of which are not
typically considered or acknowledged during test development, administration, and scoring. One
of the largest of these is that there is likely a substantial amount of construct irrelevant variance
generated especially for ELLs, and likely for all examinees in general, as a result of the
complexity of language used within the creation of these standardized examination items
(AERA, APA, & NCME, & 2014). Within this context, construct-irrelevant variance occurs
anytime something outside of the construct the test purports to measure is also being measured
by the exam. In the current example, the current primary method of delivering mathematics
assessment in this country is by using word problems that also include mathematical symbols;
but these rely heavily on the students’ ability to read the written portion of the question (usually
presented in English), to understand the symbolic portion of the item, and, in turn, for the student
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to be able to demonstrate their computational skills correctly within the context indicated by the
item (Schleppegrell, 2007). In this way, although the assessment is supposed to be assessing
mathematics skill, because the items are presented in written English, the construct-irrelevant
variance occurs because reading skill is also being implicitly measured. In their current
presentation, much of what is considered “demonstrating mathematical skills” is likely
obfuscated and complicated by the English language requirements needed to access the material,
which may be especially penalizing ELL students’ scores on these exams as English is not their
first language (Delaney & Hata, 2020; Faulkner-Bond & Sireci, 2015; Haladyna & Downing,
2005; Huebert & Hauser, 1999).
ELL students’ mathematics ability is likely underrepresented using these kinds of test
items, but it is unclear exactly how much the use of such language-centric assessments penalizes
ELLs (August et al., 2005; Chiappe et al., 2002). Overall, the fact that the students are being
assessed in a language that is not their first language to assess a skill that can only be accessed
through another skill (reading ability) is likely a source of construct-irrelevant variance for ELLs
and students with reading difficulties. This is an especially important consideration as it has the
potential to undermine the fairness of the assessment as certain examinees who have higher
levels of the additional skill(s) (in this case, reading ability) are more likely to have a higher
score on the exam that does not accurately reflect their true mathematics ability, whereas
students with lower levels of the additional trait(s) are likely having their true skill in
mathematics under-reported.
Non-Cognitive Factors. In addition to language being a large source of construct
irrelevance in mathematics assessments, there are also a series of intersecting non-cognitive
issues present for ELLs taking standardized tests that likely contribute to their lower scores. The
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first of these is that there is a relationship between reading ability in English and the student’s
problem-solving ability and mathematical self-concept (Beal et al., 2009), which means that
since these ELLs have lower English reading levels, they may not believe in themselves as
mathematical problem solvers, which may also contribute to lower test scores. Along that same
line of research, Basnight-Brown (2014) found that when ELLs are extremely stressed, such as in
a high-stakes testing environment, they struggle to access words from their secondary/tertiary
language, so this may also lead to additional problems with demonstrating achievement or
learning.
Additionally, ELLs with the most limited English proficiency tend to also have the lowest
self-efficacy and mathematics performance, relative to mainstream peers (Sandilos, et al., 2020),
which also suggests that this group has difficulty accessing the language of these test items that
they do not feel hopeful that they will be successful and tend to become their own self-fulfilling
prophecy. Lastly, ELLs have also been found to suffer both from stereotype threat and math
anxiety such that both of these likely contribute to decreased performance on standardized exams
(Maloney et al., 2013). Stereotype threat is a psychological phenomenon that arises when a
negative stereotype about a demographic minority group is made salient, which effectively acts
like a “self-fulfilling prophecy”, leading to these examinees performing more poorly on an exam
than they otherwise might have (Steele, 1997). Math anxiety is a specific kind of academic
anxiety in which the student experiences extreme anxiety in the face of having to perform
mathematics tasks (Sokolowski & Ansari 2017). Overall, there are many non-cognitive factors
that contribute to English Language Learners’ comprehension of mathematics items and
subsequent performance, so these also need to be considered when designing assessments for this
population. This article hopes to uncover one potential source of math anxiety in an examination
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of the sentiment of the language used within these test items; perhaps the kinds of language
being used are negative and this is contributing to negative experiences of these items which
increases math anxiety, therefore, lowering performance for ELLs. Essentially, if the math test
items tend to use more words with negative emotional valence, perhaps this is further activating
math anxiety within some examinees.
Specific Language Impacts on ELL Performance
Polysemous Words. In addition to noting that presenting math problems in written
English is likely obscuring true ELL performance, a number of researchers have demonstrated
that there are specific kinds of vocabulary and grammatical structures that have been found to
negatively impact the performance of ELLs in answering these items. The first of these is the
presence of polysemous words1, or words with more than one meaning, depending on the
context, such as: “bank” as in the financial institution, “bank” as in the side of a river, and
“bank” as in the verb used for taking a turn sharply. The presence of a test question containing a
polysemous word makes sentences harder to understand and respond to correctly for students of
all language statuses because their default mental process is to interpret the test question using
the primary meaning of the word regardless of whether that was the intended meaning for that
context (Abedi & Sato p. 24; Mason et al., 1979), leading to increased incorrect responses.
For ELLs, the presence of polysemous words further leads to difficulty understanding the
problem as the student may not be familiar with the particular meaning of the word in the context
of this word problem (Lager, 2006; Martiniello, 2009). Additionally, for math vocabulary words

1

In some sources, linguists differentiate distinctly between homonyms and polysemous words with homonyms
meaning two completely different words that have the same written form and polysemous words having slight
differences in meaning depending on context (Zweig, 2008). For the purposes of this paper, the broader term,
polysemous words, will be used.
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that are also polysemous, the student may access the colloquial meaning of the word instead of
the math-specific meaning, which can also lead to further confusion and inability to access the
problem (Molina, 2012). A good example of this is the word “right” which appears frequently in
mathematics and has many meanings even for mathematical contexts; this could refer to being
correct, an angle equal to 90 degrees, a specific kind of triangle, or even the directional opposite
of left, not to mention the many dozens of colloquial meanings of the word. The ELL student
may only have learned one of the meanings in one of the mathematical domains, which may lead
them down the wrong path and to the wrong answer. Effectively, by using polysemous words
that have unclear contexts in high stakes assessments, test developers are not using precise
enough language that is literal enough to help students to know which mathematical context is
being used (Devlin, 2012, p. 22).
Wordiness. In addition to the use of polysemous words, another area of difficulty for
ELL examinees is the appearance of longer test questions that are very verbose (Abedi, 2008;
Sato, 2008). Many different studies have found that, the longer the test question, the more
difficult it will be for English Language Learners (Lee & Randall, 2011; Martiniello, 2009;
Shaftel et al., 2006; Walkington et al., 2018). Additionally, the overall perceived overall
difficulty of the item for the ELL examinee can also be linked to these students’ perceptions of
the lexical difficulty of the item, which can also impact performance because the students begin
to experience panic (Barbu & Beal, 2010). Several studies have explored a variety of different
linguistic modifications to potentially increase ELL performance and found that decreasing the
wordiness without changing the meaning of the problems boosted ELL performance by as much
as 49%, depending on the item, without artificially increasing native English speakers’ scores
and was the most successful modification (Abedi et al, 1998, Abedi et al., 2000; Abedi et al,
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2003). These studies taken together suggest that, wherever possible, test designers need to think
more about the language that they are using and try to shorten this.
Academic Vocabulary & Abstract Words. A final component of the language that
specifically impacts ELL comprehension of math tests is the use of abstract words and abstract
academic vocabulary. Even in just thinking about many of the mathematics terms that are used as
core vocabulary words every day in the math classroom, many of these have no bearing on
students’ real-life experiences and are thus even harder to retain a mental schema and definition
of the word/concept in the minds of students (Molina, 2012). Some good examples of this are
words like “multiple” and “quotient”; the student may know what those words mean within the
classroom context if they have been taught the meaning, but the student has no way to anchor
this learning in their daily lives as these concepts do not exist concretely outside the mathematics
classroom. In one study of ELL student experiences of math problems, the understanding of
higher order academic vocabulary words was often crucial to solving the problem correctly, but
these students frequently did not know the meanings of these key vocabulary words, leading to
lower scores on these questions (Lager, 2006). The use of abstract words more generally and the
use of mathematics vocabulary words have been found to negatively to impact ELLs, alongside
the use of more concrete and relatable real-life scenarios (such as about home or school) instead
of more abstract scenarios (such as about money or running a business) were also more
accessible to ELLs (Walkington et al. 2015; Walkington et al., 2018). Taken together, these
findings suggest that students are understanding the overall mathematics register in an
incomplete way as compared to their mainstream peers (Khisty, 1995). The larger implication of
these studies is that test makers should take more care to think both about the level of complexity
of the vocabulary they are using and the level of abstraction and relatability of the scenario or
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scenarios they are presenting in the word problems students of all kinds are encountering on high
stakes assessments; these studies only reflect the scenarios that people are aware of, there are
likely many more intersections of demography and comprehension leading to inequitable testing
scenarios.
Relationship to Universal Design for Learning and Culturally Responsive Assessment
A final aspect of the issue of testing for ELLs is that the current state of affairs for ELL
education and assessment in mathematics is inadequate to the task of meeting the basic
requirements for Universal Design for Learning (UDL). Essentially, one of the basic tenets of
UDL is that the curriculum and assessment material must be accessible for all students,
regardless of language or disability status, by providing a wide range of entry points into the
content and curricular material while also providing students with a variety of different
opportunities to demonstrate what they know (CAST, 2018). If the current state of pedagogy and
assessment does not give ELLs full access to the mathematics register nor a chance to
demonstrate what they know, then this is a place where improvements are needed. One method
for doing this would be to spend extra time in the mathematics classroom to teach students the
higher order mathematical vocabulary necessary to access the material on the accountability
assessments, which can be seen as supporting students to demonstrate their best skills by giving
more chance for access to the material, as opposed to “teaching to the test” (Rapp, 2018).
Helping ELLs to deeply understand a small but intentional list of academic words deeply can
actually support these students to have a necessary foundation to access other academic language
and material (Lesaux & Harris, 2015, p.84-106). One of the hopes of this current line of research
is to clarify what these words could be through a data-based exploration of the high frequency
academic words that appear in tests in general, for specific grades, and for specific domains.
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Research Questions
1) What is the overall lexical complexity of standardized state accountability testing for
mathematics (as measured by average question length in words)? What do these
questions look like across states, domains, grades, and in aggregate?
2) Which words appear most frequently across grades and across domains? How many of
these words are polysemous, academic vocabulary, or United States cultural references?
3) What are some of the latent relationships between the language used in these questions,
as revealed through topic modeling? Do the words cluster into their domains or are there
potential additional latent domains?
4) Is one source of math testing anxiety the sentiment of the language used within these
items? If so, what kinds of negative/positive words are being used and how frequently?

Methods
Data Gathering and Cleaning Process
To ensure as large and representative a national sample as possible, initially, tests from
all 50 states and the National Assessment for Educational Progress (NAEP) were included. Each
of these states’ department of education websites were consulted for released state test items.
After eliminating the 13 states included in the Smarter Balanced Consortium 2 and the three states
that did not have publicly available released state test questions, this left 35 sources for item

2

The items from the Smarter Balanced Consortium were not included because most of their released practice tests
were computer-based assessments that were largely comprised of open-ended or interactive items, which are
dropped out of the final corpus as part of the data cleaning process. Additionally, these tests did not include any
metadata, such as the correct answer, intended content strand, or percentage of students who answered the question
correctly, so were of limited use.
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collection. During initial processing, it became clear that six states (WY, AZ, ND, NH, UT, WV)
were all using similar items from Cambium Assessment, so the final corpus represents 30 unique
data sources (see Appendix 1.A, Figure 1).
After this initial collection was performed, the author went through all of these questions
and removed a series of items that were inappropriate for use with current text mining and Item
Response Theory methods. These included multiple mark and open-ended items as well as items
that had complex equations that were too difficult for traditional text analysis software (N =
3360). Next, the 775 items that had pictures instead of text as answer choices, such as choosing
the best fraction model to fit a given scenario, were also removed. Finally, the database was
searched for any duplicate items, this removed another 85 items. The final number of items
under consideration for this study was 5678. During initial text pre-processing, another 4 that did
not have enough words were also removed, for a final 5674 questions (see Appendix 1.B, Figure
2).
For the present study, the typical text-preprocessing methods suggested by Silge and
Robinson (2017) were used. This means that first, any additional white space is removed. Next,
all words are converted to lower case. Thirdly, numbers, symbols, and punctuation were
removed; within this stage, the four items that only had a mathematical expression were
removed, as this leads to an unstable matrix that has metadata, but no actual text question to be
processed. Finally, stop words were removed using the tm package in R (Feinerer et al., 2008)
default library. Before cleaning out the stop words and numbers, the corpus had 18,363 unique
terms and almost 100% sparsity. The mean word count per item was 37.44 (SD = 26.46), with all
numbers and symbols removed, indicating that there is a lot of variability in the original corpus.
After cleaning, the corpus had 6362 unique terms and maintained almost 100% sparsity, meaning
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that the majority of the terms are only used in a few documents with the majority of the cells in
the document term matrix staying at 0.
Approach to stemming. For this present analysis, stemming of words, or collapsing
words to their root, was not performed. The reasoning for this was that the larger goal of this
research is to examine the specific words being used the most frequently. For example,
“multiple”, “multiply” and “multiplication” would likely all collapse to “multipl-” as the root
stem; however, these mean very different things in different mathematical contexts and across
mathematical domains. In this case, as in many others, the kinds of preprocessing steps used can
dramatically change the results and interpretations in text analyses, especially those using
unsupervised learning techniques (Denny & Spirling, 2017). Overall, there is a larger concern
that stemming will erase much of these fine-grained differences and use cases, especially for the
analyses comparing domains and grade levels. Finally, since topic modeling was one of the
intended text analyses within this research plan, stemming of words has been found to lower
topic coherence (Schofield et al., 2017) so this was also another reason to avoid stemming for the
present research agenda.
Bag of Words Approach
The first text mining approach to be used is the “bag of words” approach. Within this
approach, the researcher is ignoring context and word order to use a largely frequentist approach
to analyze the words present in a corpus (Hirschberg & Manning, 2015). Essentially, this
approach treats all of the words in each of the texts as all being equally valuable and uses many
summarization techniques to help the researcher to better understand the patterns of word usage
for the entire corpus and for subgroups of interest (Ignatow & Mihalcea, 2017). For this study,
the primary unit of analysis will be the individual word, or unigram; although the researcher can
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specify any word string length of interest, as appropriate, sometimes called an “n-gram” (Silge &
Robinson, 2017). For the present unigram approach, the bag of words analysis will be used
analogously in the same way that basic summary statistics, such as mean and standard deviation,
are used in traditional frequentist statistical analyses. It can be thought of a summarization
technique that helps the researcher to better understand what the most frequently appearing
words in a corpus or subdivision of a corpus are. For the current analysis, the tm (Feinerer et al.,
2008) package and qdap (Rinker, 2020) package from R were used to complete the text cleaning
and bag of words analyses.
Sentiment Analysis
Sentiment Analysis, as implemented here, operates similarly to the bag of words
approach in that it is largely focused on the individual word as the unit of analysis, but is
concerned whether these words are representing positive or negative emotions (Silge &
Robinson, 2017). Underlying each sentiment analysis approach is a lexicon that was developed
usually through manual human tagging and/or crowd sourcing or a similar large-scale research
approach in which large groups of people vote on whether a word is positive or negative, which
creates a score or label for each word. For the purposes of the present analysis, the Bing lexicon
(Hu & Liu, 2004) will be used to find out which are the most commonly used positive and
negative words within the corpus; it simply just labels each word as positive or negative and then
buckets these accordingly. The NRC lexicon will be used to identify the most common positive
and negative words as well as the words that most frequently appear that represent the eight most
basic emotional states: surprise, anticipation, anger, sadness, joy, fear, disgust, and trust
(Mohammed & Turney, 2013). Finally, the syuzhet package (Jockers, 2015) gives each sentence
in a corpus a score and then provides an overall summary of how negative or positive a corpus is.
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The hope of using two different sentiment analysis lexicons and an overall sentiment score is to
understand if the sentiment of the language being used is largely negative or derived from words
related to anger, sadness, fear, and disgust which is perhaps partly contributing to the math
anxiety experienced by students (Maloney et al., 2013), as increased anxiety can make students
more attuned to words representing negative emotions (Yu et al., 2018). Both lexicons and their
subsequent analyses are accessible through the tidytext package in R (Silge & Robinson, 2016),
which was used here and the syuzhet package (Jockers, 2015) gives the overall score.
Topic Modeling (Latent Dirichlet Allocation)
A final text mining approach that will be used is called topic modeling, which is a
technique that uses a variety of different computer algorithms to take texts apart and reassign
them into representative groups based on their similarity (Mohr & Bogdanov, 2013).
Specifically, Latent Dirichlet Allocation (LDA) is considered an unsupervised machine learning
technique that sees each document in the corpus as comprised of many latent topics mixed
together and that these topics are made up of a series of words that tend to group together.
Within the model, words can belong to more than one topic but are more strongly associated
with one topic over the other; the same is true of documents; they are likely comprised of several
topics but tend to belong to one the most strongly (Blei et al, 2003).
Since LDA is an unsupervised technique, one of the most important steps in the process
is to make sure the proper number of clusters will be used. There are two basic approaches: using
a brute force approach starting from 2 topics to a few topics past what the researcher thinks, or
using a tuning procedure. The ldatuning package in R (Murzintcev, 2020) was used for the
present tuning portion of the analysis because it combines the results of four of the most common
tuning procedures to help the researcher best understand what number of topics to select. Within
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this process, the researcher seeks to maximize the number of topics for the information curves
from the approaches suggested by Deveaud et al. (2014) and Griffiths and Steyvers (2004) and
seeks to minimize the number of topics used from the Cao et al. (2009) and Arun et al. (2010)
information curves. Once the optimal number of clusters is set, the topicmodels package in R
(Grün & Hornik, 2011) is used to perform the LDA to derive the topic proportions by documents
and the word distributions by topic. There are two kinds of outputs from the LDA model: the
per-document-per-topic proportions (γ) which tell you the probability that an individual
document belongs to that topic and the per-topic-per-word probabilities (β), which tell you the
most representative words found within each topic. This article presents the results of the wordper-topic probabilities and includes a table with a representative document from the gamma
distribution to showcase examples of the kinds of documents present within each topic.

Results
Descriptive Statistics & Bag of Words Results
Descriptive Statistics. Initially, in looking at the descriptive statistics for average word
count by state, domain, and grade, there seem to be large differences in the average words per
item across these different subsets of the items. An additional finding is that there are very large
differences in the number of items in the corpus per state, per domain, and even per grade. This
was partly due to difficulties with sampling, as many states had variable amounts of available
questions, and some states had more usable items than others. In alignment with RQ1, it does
seem that there are some states, domains, and grades, that have more lexically complex questions
as compared to others. For example, in looking at the differences in word count between
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individual states, Nebraska had the shortest items on average (M= 20.77, SD =15.87), and New
Jersey had the longest (M= 50.53, SD= 35.93). A one-way ANOVA found that there was a
significant difference between states in average word count (F(29, 5644) = 14.00, p < 0.00001).
A post-hoc multiple comparisons analysis was also performed, but only those states who were
substantially above or below the average were found to be statistically different from the others
(see Appendix 1.C: Table 1 for details).
In looking more at the differences in lexical complexity across grades, there did seem to
be an overall trend of increasing lexical complexity, as measured by average word count per
item. Grade 4 had the shortest items on average (M= 29.54, SD= 18.55) and Grade 8 had the
longest items on average (M= 46.47, SD= 32.01). A one-way ANOVA was also performed to
see if these differences were significant, which was also found to be true (F(5, 5668) = 77.61, p
< 0.0001). A pairwise comparison showed that grade 4 was significantly different from grade 5,
grade 6 was significantly different from grades 3-5, grade 7 was different from grades 3-6, and
grade 8 was different from grades 3-6. Overall, it does seem that, throughout the grades, the test
questions are more lexically complex, which may be partly the result of the test developers
writing more lexically complex items for examinees in the later grades (see Appendix 1.D: Table
2 for details).
In looking at the word count by domain, first, many of the domains were collapsed into
the larger domain represented by the Common Core State Standard (see Appendix 1.E: Table 3).
These also showed a lot of lexical diversity with the domain called “Number” being the shortest
(M= 11.55, SD= 8.06) and the domain “Statistics and Probability” being the longest (M= 62.91,
SD= 33.55). There was also a statistically significant difference in word count across domains, as
detected by a one-way ANOVA, F(20, 5355) = 42.35, p<0.0001. This is a lot of variation in
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average problem length by domain. These large variations in lexical complexity suggest that
some of the difficulties experienced by students may be due in part to some domains requiring a
much higher cognitive load due in part to being so long (see Appendix 1.F: Table 4 for details).
Overall Top Words. Next, after looking at the word counts, a more specific inquiry into
the most frequent words was performed. In looking at the top 20 words overall (see Appendix
1.G: Figure 3), eleven of these words were math-specific vocabulary, two of these directly
related to measurement only encountered in the United States system, and fifteen of these were
polysemous words that may be accessed by students in their colloquial usage before the math
specific one (Mason et al., 1979). The search was also expanded to the top fifty most frequently
used words (see Appendix 1.H: Table 5); this also revealed that 37 of the most frequently
appearing words within the larger corpus were also polysemous, suggesting that a large portion
of the most commonly used words within math items may be ambiguous enough to be
obfuscating what the problem is really asking and impacting ELL performance on these items.
Top Words by Grade. Next, the corpus was subdivided to examine the twenty most
frequently appearing words per grade level with the larger idea of creating short, intentional,
data-based, academic word lists to better support ELLs and their educators (Lesaux & Harris,
2015). Of these, at least 85% of the top words were polysemous per grade (see Appendix 1.I:
Table 6). This list does include some of the overall most frequent words for the entire corpus, but
what was the most interesting about these lists is that they show the development of the
curricular ideas across the six years, with words like “equation” appearing more frequently in the
middle school grades, whereas words like “fraction” and “measure” appeared more frequently in
the earlier grades.
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Top words by Domain. Finally, the corpus was subdivided to examine the twenty most
frequently appearing words for the ten Common Core State Standard-aligned mathematical
domains, which included the items that were very similar to CCSS domains that the author
placed with these items (see Appendix 1.E, Table 3). This meant that many of the states that used
their own system were dropped for this analysis, meaning that only 4701 items were used.
Overall, for these ten lists, again, many of these words were polysemous, directly related to
American culture, or abstract. The larger goal of this section was to give educators a tool to
support their development of a more targeted mathematics curriculum for each unit of curricular
study, so that they can ensure that their ELLs understand these vocabulary words and their
specific meanings within these mathematical contexts, so that they can better access the material
to demonstrate what they know (see Appendix 1.J: Table 7).
Sentiment Analysis
Syuzhet Results. For this usage of the Syuzhet package, three different sentiment scores
were used: those derived from their own lexicon, the Bing Lexicon (Hu & Liu, 2004), and the
AFINN lexicon (Nielsen, 2011). Overall, all three provided a mean score that was positive,
indicating that, according to all three approaches, the corpus contains more positive words than
negative ones. (Appendix 1.K: Table 8). Even in looking at the minimum and maximum values
provided for each scoring approach; these detected very few negative scores and had medians
that were all 0. This largely debunks the hypothesis that these words have largely negative
valence which may be a contributing factor of mathematics anxiety, and this is likely not the
source of this issue.
Bing Lexicon. In looking at the overall most positive and most negative words from the
corpus, as flagged using the Bing Lexicon (see Appendix 1.L: Figure 4), there seemed to be far
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more appearances of words that are labeled as positive than negative. The Bing Lexicon was
trained on a library of positive and negative words and then flags these wherever they are present
(Hu & Liu, 2004). In this analysis, the two most positive words, “best” (N = 310) and “right” (N
= 253) both appear far more often than the most frequent negative word “plot”, which appeared
164 times.
In looking more at the words that the lexicon flagged as negative contributions to the
overall sentiment of the corpus, many of these words are incorrectly being flagged as having
negative meanings within this context. In fact, the majority of these words are polysemous words
that have a negative connotation in their colloquial usage but are largely neutral when used for a
mathematical context. One of the more interesting “false flags” for the words that were labelled
as negative is that the word “punch” was flagged as negative because its primary usage is to
mean “the act of hitting someone.” In this context, “punch” is being used for word problems
involving making a fruit beverage that is called punch in an American context. Interestingly, this
is both a polysemous word with considerably different meanings and a usage of a word that
might only make sense to people raised entirely in an American context. Overall, it seems like
the Bing lexicon falsely labels many math-specific usages of polysemous words as negative.
Depending on how ELLs interpret these words, this can also further obscure their understanding
of how to approach solving a problem because they are interpreting the problem with the
incorrect usage of the word, as well as has the potential for presenting words that seemingly
represent negative emotions, which has the potential to increase math anxiety.
NRC. The sentiment analysis that used the NRC lexicon had similar results to the two
previous analyses. Firstly, the system tagged almost four times as many positive (N = 4525)
words as negative (N=1175) words. In looking at the individual breakdown by emotion, for the
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core negative emotional states, these were all low, with sadness words appearing the most
frequently at 731 times and disgust words appearing the least frequently with only 314 times. In
looking more toward the positive words, words associated with trust were the most prevalent (N
= 3004, ~30% of the emotional words) and words associated with surprise appeared the least
frequently with only 628 appearances. Again, this seems to debunk research question 4 because
the most frequently appearing words are far more likely to have a positive emotional valence
than negative; however, many words that should be neutral for this context are being marked as
negative, which needs further exploration (see Appendix 1.M: Figure 5 and Appendix 1.N:
Figure 6).
Topic Model: Latent Dirichlet Allocation
To first decide on the number of topics, the R package ldatuning (Murzintcev, 2020) was
used to compare the different fit statistics for the four most-used metrics for deciding on the
number of clusters (Appendix 1.O, Figure 7), 9 clusters seemed to fit best, so this was used to
perform the LDA analysis using the topicmodels package (Grün & Hornik, 2011). In looking at
the top terms that defined those nine topics (Appendix 1.P, Figure 8), some of the topics seemed
to be clearly aligned with a mathematical domain, based on the individual math items’
document-topic probabilities, whereas others seemed to form their own unique topic.
Additionally, the gamma distribution provided the likelihood that each individual math
item matched with each topic; these were also used to help substantiate and define what the
topics meant and an exemplar math item was included to substantiate each topic (see Appendix
1.Q: Table 9). Topic 1 seemed very strongly aligned with the Geometry domain with a specific
focus on geometry on the coordinate grid. Topic 3 seemed very strongly aligned with the
Geometry domain with a focus on measurement and area. Topic 7 seemed strongly defined by
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documents that were related to the Number Sense-Fractions mathematical domain. Topic 8 was
defined by words and documents that are related to solving equations and representing scenarios
with expressions. Topic 9 was defined by words and documents related to Statistics and
Probability with a definite emphasis on problems that are related to statistical frequency.
For the rest of the topics, these did not naturally fit within a larger mathematical domain.
For example, Topic 2 included a mixture of items related to algebraic thinking, but also many
words related to liquid volume. Topic 4 included a mixture of words that seemed aligned with
the Ratios and Proportional Reasoning domain with a focus on proportional relationships, but
some of these words were also related more to Geometry. Topic 5 seemed to entirely be
comprised of word problems that included problems around distance and time, but there were
also some proportional and algebraic reasoning problems; suggesting this topic is more defined
by time and distance, as opposed to any mathematical domain. Finally, Topic 6 contained a
mixture of Statistics and Probability and Ratios and Proportional Reasoning items, and it seems
that the larger theme of this topic is adjectives defining the scenarios within the word problem,
regardless of overarching domain. Based on the fact that four of the topics were not neatly
defined by words and items aligned to one mathematical domain, it would seem that there are
larger underlying topics that need to be considered, rather than the traditional mathematical
domains indicated by the Common Core State Standards.

Discussion
Lexical Complexity Varies Widely by State/Domain/Grade
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The first overarching finding of this research is that lexical complexity, as measured by
average word problem length, varies significantly depending on the state, domain, or grade that
is being examined, which is an initial answer to research question 1. This is a deep and serious
problem, because wordier problems negatively impact the performance of ELLs when compared
to their mainstream peers, so there are likely ELLs in the states with longer items that may be
underestimating ELL performance, based on their inability to access the assessment material
(Lee & Randall, 2011; Martiniello, 2009; Shaftel et al., 2006; Walkington et al., 2018). This also
creates an unfair picture of the national achievement of ELLs which needs further study; for
example, Texas has one of the highest concentrations of ELLs in the United States (Ruiz Soto et
al., 2015) and had one of the higher average word counts (M = 42.96, SD = 25.77). This state is
likely deriving an incomplete picture of ELL performance. This process is likely happening
across several states, which should be investigated further, especially if the larger goal is to have
equal educational opportunity across states.
Additionally, examining the overall average word counts by domain, there were some
that were significantly longer than others which suggests that some portions of the exams may be
more or less accessible to ELLs, simply based on word problem length. This is may be putting
ELLs at an unfair disadvantage because they are not able to equally demonstrate what they know
across all of the domains represented within an assessment because these items are inaccessible
to them. Finally, the only variation in lexical complexity that was appropriate was that the
problems become longer across grades. This seemed largely appropriate because, between grades
3-8 students learn how to read more complex texts; however, more study is needed to see if the
readability score of the items within a grade are largely grade-level appropriate.
Polysemy Is Prevalent
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Another finding of this research is that polysemy is very prevalent throughout the corpus
of math items, especially for the most frequently appearing items, which is an initial finding
toward research question 2. Additionally, many of the more frequently appearing math words
have secondary meanings that are quite different from their colloquial usage (Molina, 2012),
which was seen within the general bag of words frequency products, as well as all the “false
flags” from the Bing lexicon sentiment analysis. The largest takeaway is that educators need to
be aware of the words they are teaching within the classroom and to place special emphasis on
teaching students that these words can have different meanings depending on the context.
Spending more time on vocabulary instruction may support these students and the hope of the
included vocabulary lists (Appendices 1.I–1.J) is that this provides educators with an additional
set of tools to use as well as focusing on the words the students are the most likely to encounter
so they can better access the assessment material.
Sentiment Analysis
The sentiment analysis results indicated that the corpus largely contained positive words
and contained more positively related words from the core human emotions than negative ones.
This largely debunked research question 4, which hypothesized that perhaps one source of math
anxiety during the exam experience is the negative emotional valence of the words used in these
math items; however, because the language is largely positively skewed, the emotional content
of the words themselves are not likely contributing to math anxiety, but more research certainly
needs to be performed in this area. One interesting finding was that, for the words that were
flagged as negative by the Bing lexicon, these were all polysemous words that had a primary
meaning that was negative but are not intended to have negative valence in a mathematical
context. It is possible that the primary negative meaning of the word is indeed triggering
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additional negative emotional states for these students, but more study would certainly be needed
to substantiate that idea. Overall, there are many shortcomings of the current approaches to
sentiment analysis that largely do not consider the larger context of the document (Samuel et al.
2022), which seems to be the difficulty here. A more complex sentiment analysis lexicon is
needed that is specifically designed for the intricacies of mathematical vocabulary, but it does
seem that the language is more positive than negative overall.
LDA Topics
In looking at the results of the 9-topic LDA analysis, five of these topics were comprised
of words and had strong document-topic probabilities from items that naturally fit one of the
major mathematical domains. Four of these topics did not have a word pattern that strongly
pointed to one mathematical domain, nor did the items indicated by the document-topic
probabilities strongly belong to one mathematical domain. For these four topics, it seems that
there are two-three underlying domains that cluster around more of a concept or kind of language
pattern that is being used. This suggests that the way that teachers are currently presenting
mathematical material, which is usually one unit of study representing 1-2 domains at a time,
may not make sense, depending on the kind of item being presented. Overall, LDA performs best
with larger datasets, so more data is needed here to better understand these patterns.
Metadata
An additional unintended result of the present study was a reflection on the overall
presentation of metadata that accompanies all released assessment material as well as the number
of tests and items released, and the kinds of accompanying material; overall, it varied widely.
Many states did not give a domain or standard alignment for each item, many did not provide the
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correct answer, and some had very sparse released test question bank. Additionally, only five
states and NAEP included the percentage of students who correctly answered the question (pvalue) as part of their metadata. Even for fairly novice educators/parents/students, anyone can
understand that a lower percentage of students completing the item correctly means that the item
is more difficult, which makes this a valuable addition to released test information. Teachers and
parents frequently use that information to help them focus on what to help their student(s)
review, so deciding not to include this is not supporting stakeholders of all kinds.
Limitations
There are many limitations to the present inquiry. As such, it is likely better to treat this
as a “proof of concept” in need of a lot more data to be a truly viable line of scientific inquiry
with larger-reaching policy implications. The largest limitation of this study is that it likely only
represents a small fraction of the potential item bank of mathematics assessment items for grades
3-8 and it unevenly represents some states very heavily while underrepresenting others. This also
violates one of the largest assumptions of the ANOVAs that were performed as part of the basic
descriptive statistics, there was no homogeneity of variance (Acock, 2016) and the number of
items per grade and state, were all wildly different. Additionally, as some item formats tend to
naturally work best by relying on diagrams, it is possible that there is an underrepresentation of
some questions from certain domains that rely on these features; for example, many questions
about fraction modeling used fraction models as the four possible item choices, but these were
dropped during cleaning. Additionally, another limitation of the present study is that most of
these test questions are very short but many of these NLP methods work best with longer forms
of text, such as full-length articles. These methods also work best with data formats that are not
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100% sparse, like the present corpus. Again, due to the short nature of these kinds of items, not
much can be done to address this issue in its present form.
Next Steps
The next step based on this work would be to gather even more data that represents the
state of accountability testing, ideally, from a few more states and domains, where possible, with
more information on student performance on these exams. An additional step would be to create
a polysemous academic words list that specifically exists for the purposes of better labeling
mathematical vocabulary and whether each word is polysemous. Along those same lines, a more
detailed sentiment analysis will have to be performed that does not create so many “false flags”
for the math-specific uses of these words; this may mean the creation of a human-labeled lexicon
for mathematics-specific vocabulary, as none of these words should be particularly positive or
negative in connotation. Finally, additional clustering techniques may need to be used to better
understand the latent topics underlying this larger mathematical corpus.
Overall Contribution to the Literature
This was the first analysis of its kind, to the author’s knowledge, to attempt to capture the
current lexical state of mathematics standardized accountability testing and to apply a variety of
text mining techniques to better understanding this dataset. Overall, the corpus that was collected
to perform these analyses is an important contribution to the literature, as many future analyses
can be performed with it. Additionally, a better understanding of the fact that current states are
unequally lexically complex also suggests that more needs to be done to reach the larger goal of
all curricula and their aligned assessments being equal across the United States, which was one
of the original intentions of the Common Core State Standards (National Governors Association
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Center for Best Practices & Council of Chief State School Officers, 2010). Finally, in the short
term, this paper also helps codify a list of short vocabulary words for the instructors of ELLs to
use to best support these students in accessing the language of state accountability tests, so that
they have a better chance of demonstrating what they know. In the long term, these lists can be
used to help test developers to be wary of the kinds of vocabulary words they are using to be
more inclusive and equitable.
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Appendices 1.A – 1.Q: Supporting Figures and Tables

Appendix 1.A: Figure 1 - State/source Selection Process
Figure 1.1
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Appendix 1.B: Figure 2 - Item Selection Process
Figure 2.1
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Appendix 1.C: Table 1 - Summary Statistics by State/source
Table 1.1

Source
AK
AR
CO
FL
GA
IA
IL
KY
LA
MA
MD
MN
MO
MS
NAEP
NC
NE
NJ
NM
NY
OH
OK
PA
RI
SC
TN
TX
VA
WI
Cambium (AZ, ND, NH, UT, WV, WY)
Total

Mean
27.40
37.74
34.59
23.36
28.32
28.26
41.82
30.78
40.45
34.92
49.12
24.07
40.89
35.73
32.41
29.43
20.77
50.53
45.08
35.46
36.64
32.40
47.34
31.38
38.96
31.95
42.96
26.34
37.65
40.68
37.44

55

Standard Deviation
28.08
24.24
19.29
17.98
21.57
19.57
32.13
17.71
31.87
22.94
37.57
17.05
28.08
27.10
18.99
18.41
15.87
35.93
29.71
24.47
26.29
16.25
30.25
18.61
27.85
23.73
25.77
24.05
32.97
24.88
26.46

Frequency
67
23
32
66
110
178
456
9
65
313
17
81
36
211
175
198
113
53
188
738
118
141
491
110
114
56
1,226
210
54
25
5,674

Appendix 1.D: Table 2 - Summary Statistics by Grade
Table 2.1

Grade
3
4
5
6
7
8
Total

Mean
30.67
29.54
33.16
37.17
44.96
46.47
37.44
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Standard Deviation
18.89
18.55
21.74
25.95
30.83
32.01
26.46

Frequency
765
958
941
958
998
1,054
5,674

Appendix 1.E: Table 3 - How the Domains Were Collapsed into Their Common Core State
Standard Equivalents
Table 3.1

CCSS Domain
Expressions and Equations
Functions
Geometry

Measurement and Data

Number and Operations – Fractions

Other Similar Domain Names
Expressions, Equations, and Inequalities (SC)
Expressions, equations, and relationships (TX)
Data Analysis (N=5, TX)
Geometry and Measurement (MN)
Geometry and Measurement (TX)
Two-Dimensional Shapes (TX)
Data (NE)
Data Analysis (& Probability) (MN)
Measurement (NAEP)
Measurement and Data Analysis (SC)
Number Sense – Fractions (SC)
Number Sense and Operations – Fractions (SC)

Number and Operations in Base Ten

Number Sense and Base Ten (SC)

Operations and Algebraic Thinking

Algebra (MN/NAEP)
Algebraic Reasoning (TX)
Algebraic Reasoning and Algebra (OK)
Algebraic Thinking and Operations (SC)
Computations and Algebraic Relationships (TX)

Ratios and Proportional Relationships
Statistics and Probability

The Number System

Proportionality (TX)
Data and Probability (OK)
Data Analysis and Probability (PA)
Data Analysis and Statistics (SC)
Data Analysis, Statistics, and Probability (NAEP)
Number & Operation (MN)
Number, Number Sense, Computation and Estimation
(VA)
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Appendix 1.F: Table 4 - Summary Statistics for Word Count Averages By Domain
Table 4.1

Domain
Computation and Estimation
Data Analysis and Personal Finance
Expressions and Equations*
Functions*
Geometry*
Mathematical Process
Measurement and Data*
Measurement and Geometry
Number
Number and Number Sense
Number and Operations
Number and Operations – Fractions*
Number and Operations in Base Ten*
Number Properties and Operations*
Numerical Representations and Relationships
Operations and Algebraic Thinking*
Personal Financial Literacy
Probability, Statistics, Patterns, and Algebra
Ratios and Proportional Relationships*
Statistics and Probability*
The Number System*
Total

Mean
20.88
45.02
41.66
59.91
39.39
31.03
34.50
24.04
11.55
16.68
31.27
26.91
23.47
25.44
34.20
37.08
50.72
39.26
45.19
62.91
30.17
37.41

Standard Deviation
13.50
23.98
29.53
39.34
21.99
20.93
20.72
13.63
8.06
13.31
16.05
18.83
15.49
19.22
20.55
24.40
25.71
34.02
26.28
33.55
28.09
26.41

Note: * indicates a Common Core-aligned domain
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Frequency
34
60
676
118
789
38
432
52
40
31
181
453
331
45
138
783
32
69
416
293
365
5,376

Appendix 1.G: Figure 3 - Top 20 Most Frequent Words in the Sample
Figure 3.1

59

Appendix 1.H: Table 5 - Top 50 Most Frequent Words in the Sample
Table 5.1

Word

Frequency
2679
1095
892
865
787
781
749
733
726
716
697
686
663
635
616
609
607
571
539
524
512
490
489
486
481
474
472
457
438
392
386
375
373
367
362
360
354
351
346
325
320
317

number*
shown
total*
many*
square*
inches*
shows*
will*
feet*
expression*
value*
can*
two
students
used*
equation
point*
statement*
one
per*
line*
times*
true*
length*
table*
miles*
represents*
area*
amount*
cost*
units*
minutes
hours
day
figure*
find*
triangle
water
graph*
numbers
pattern*
week
60

less*
best
box*
school*
function*
fraction*
equivalent*
greater*

312
309
307
304
303
302
299
295

*indicates a polysemous word
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Appendix 1.I: Table 6 - Most Frequent Words by Grade
Table 6.1

Third Grade
Number (491)*
Many (189)*
Shown (181)
Square (153)*
Total (140)*
Shows (121)*
Find (97)*
Used (91)*
Feet (89)*
Will (85) *
Can (82)*
Area(81)*
Equal (80)*
Expression (77)*
True (77)*
Two (77)
Figure (76)*
Equation (75)*
Minutes (75)*
Students (74)
Sixth Grade
Number (493)*
Expression (168)*
Point (148)*
Can (146)*
Shown (140)
Square (134)*
Students (133)
Total (128)*
Used (128)*
Inches (119)*
Shows (118)*
Many (116)*
Feet (115)*
Per (115)*
Area (112)*
Will (106)*
Represents (105)*
Statement (103)*
Equation (101)*
Miles (100)

Fourth Grade
Number (455)*
Many (217)*
Shown (168)
Angle (164)*
Two (137)
Value (133)*
Total (128)*
Times (124)*
Fraction (121)*
Shows (117)*
Students (110)
Inches (106)*
Feet (105)*
Line (102)*
Square (96)*
Measure (94)*
Used (93)*
One (89)
Can (83)*
Will (80)*
Seventh Grade
Number (445)*
Will (234)*
Feet (187)*
Per (187)*
Expression (186)*
Shown (184)
Inches (173)*
Total (169)*
Square (161)*
Students (161)
Can (144)*
Cost (127)*
Many (125)*
Price (125)*
Times (123)*
Area (121)*
Data (116)*
Shows (116)*
Table(115)*
Used (115)*

* Indicates a polysemous word
62

Fifth Grade
Number (414)*
Pattern (196)*
Total (197)*
Point (161)*
Shown (157)
Value (154)*
Expression (146)*
Shows (142)*
Square (134)*
Feet (121)*
Many (114)*
Cubic (113)*
Inches (111)*
Units (106)*
Two (104)
Used (98)*
Times (91)*
Statement (90)*
Students (88)
Will (87)
Eighth Grade
Number (381)*
Function (303)*
Shown (265)
Equation (216)*
Per (211)*
Line (209)*
Inches (199)*
Triangle (190)*
Value (181)*
Units (164)*
Point (162)*
Cost (160)*
Two (160)
Statement (151)*
Total (148)*
Can (145)*
One (141)
Will (141)*
Graph (140)*
Shows (135)*

Appendix 1.J: Table 7 - Most Frequent Words by Mathematical Domain
Table 7.1

Expressions and Equations
Number (284)*
Expression (225)*
Equation (202)*
Shown (147)
Per (146)*
Total (145)*
Can (125)*
Cost (123)*
Used (123)*
Represents (119)*
Value (98)*
Equivalent (88)*
Solution (88)*
Square (85)*
System (85)*
Feet (82)*
Equations (77)
Miles (77)
Inches (75)*
Will (75)*
Measurement and Data
Inches (171)*
Feet (148)*
Shown (131)
Square (125)*
Number (118)*
Angle (108)*
Length (104)*
Cubic (102)*
Measure (85)*
Shows (84)*
Many (72)*
Area (71)*
Volume (71)*
Box (70)*
Units (69)*
Minutes (67)*
Centimeters (64)
Line (62)*
Meters (59)
Data (58)*

Functions
Function (253)*
Rate (65)*
Yintercept (54)
Linear (49)*
Equation (47)*
Graph (47)*
Change (44)*
Value (44)*
Cost (43)*
Greater (42)*
Number (42)*
Slope (37)*
Total (35)*
Statement (34)*
Table (34)*
Per (33)*
Shown (32)
One (31)
Tank (30)*
Less (29)*
Number and OperationsFractions
Fraction (174)*
Number (130)*
Expression (67)*
Shaded (64)*
Value (63)*
Equal (62)*
Total (60)*
Equivalent (57)*
Cups (55)*
Shown (55)
Many (50)*
Amount (48)
Students (48)
Fractions (47)*
Miles (45)
Parts (45)*
Cup (44)*
Greater (44)*
Less (42)*
Make (41)*
63

Geometry
Square (351)*
Shown (297)
Inches (293)*
Triangle (251)*
Units (224)*
Area (212)*
Feet (210)*
Figure (201)*
Point (197)*
Number (191)*
Right (165)*
Line (142)*
Coordinate (136)*
Length (134)*
Two (134)
Shape (133)*
Origin (116)*
Cubic (112)*
Rectangular (107)
Centimeters (104)
Number and Operations in
Base Ten
Number (174)*
Value (131)*
Times (67)*
Many (64)*
Nearest (59)*
Total (59)*
Rounded (56)
Two (50)
Expression (46)*
Digit (45)*
Hundred (45)
Will (37)*
Students (35)
Product (33)*
Shown (31)
Numbers (30)*
Three (28)
Find (26)*
Ten (25)
Thousand (25)

Operations and Algebraic
Thinking
Number (640)*
Pattern (270)*
Many (253)*
Used (178)*
Can (174)*
Total (169)*
Equation (160)*
Expression (149)*
Times (135)*
Find (129)*
Shows (120)*
Will (118)*
Shown (110)
Students (108)
Value (84)*
Table (83)*
Numbers (82)*
True (78)*
Corresponding (70)*
Put (69)*
The Number System
Number (179)*
Point (138)*
Expression (74)*
Temperature (73)
Value (72)*
Feet (67)*
Line (59)*
Many (51)*
Numbers (51)*
Can (45)*
Level (43)*
Points (42)*
Inches (40)*
Statement (40)*
Water (40))
Equivalent (39)*
Two (38)
Miles (37)
Total (35)*
Yards (34)*

Ratios and Proportional
Relationships
Number (224)*
Per (209)*
Miles (98)
Minutes (93)*
Will (93)*
Hours (91)
Rate (91)*
Total (85)*
Cost (79)*
Shows (79)*
Graph (74)*
Many (73)*
Price (71)*
Ratio (71)
Hour (70)
Students (68)
Table (67)*
Relationship (66)*
Can (64)*
Every (63)

*Indicates a polysemous word
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Statistics and Probability
Number (239)*
Data (165)*
Students (153)
Will (112)*
Mean (110)*
Median (107)*
Range (102)*
Times (90)*
Table (81)*
Shown (79)
Best (78)*
School (71)*
Shows (69)*
One (68)
Statement (68)*
Plot (65)*
Based (64)
Grade (60)*
Line (57)*
Day (56)

Appendix 1.K: Table 8 - Sentiment Scores Summary
Table 8.1

Min

Q1

Median

Mean

Q3

Max

Syuzhet

-0.60

0.00

0.00

24.71

36.65

110.00

Bing

-6.00

0.00

0.00

1.42

0.00

15.00

AFINN

-3.00

0.00

0.00

25.79

42.00

111.00
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Appendix 1.L: Figure 4 - Bing Sentiment Analysis Results
Figure 4.1

66

Appendix 1.M: Figure 5 - NRC Sentiment Analysis Results by Frequency
Figure 5.1

Appendix 1.N: Figure 6 - NRC Sentiment Analysis Results as a Percentage of the Entire
Corpus
Figure 6.1
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Appendix 1.O: Figure 7 - LDA Tuning Results
Figure 7.1
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Appendix 1.P: Figure 8 - LDA Results for 9 Clusters
Figure 8.1
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Appendix 1.Q: Table 9 - Document Examples for Each Topic from the LDA Gamma
Distribution
Table 9.1

Topic
Number
1

Topic
Name3

Exemplar Item Stem Text

Geometry on
the Coordinate
Plane

Triangle ABC has vertices located at A(1, –4), B(4, –5), and C(2, –1) on a coordinate
grid. Triangle ABC undergoes a transformation, resulting in triangle DEF with
vertices located at D(–1, –4), E(–4, –5), and F(–2, –1). Which pair of expressions
describes a transformation of triangle ABC to triangle DEF and identifies the correct
relationship between the two triangles? (Gamma = 0.992; ID = 2295)

2

Algebraic
Thinking &
Volume

A chemist has two acid solutions. Solution A contains 10% acid, and solution B
contains 30% acid. He will mix the two solutions to make 10 liters of a third solution,
solution C, containing 25% acid. The system of equations shown can be used to
represent this situation. Which statement about the system of equations is true?
(Gamma = 0.995; ID = 723)

3

Geometry,
Measurement
& Area

Jordan is baking brownies and will choose to use either a round or a rectangular pan.
The dimensions of the bottom of each pan are shown below. Which statement
correctly describes how the area of the bottom of the round pan compares to the area
of the bottom of the rectangular pan? (Gamma = 0.994; ID = 3450)

4

Ratios and
Proportional
Reasoning

The graph below represents the amount of simple interest (I ), in dollars, earned on
an investment of P dollars over one year. The interest rate is r. An investment of $600
at a different interest rate (q) will earn $24 in simple interest over one year. Which
statement about interest rates r and q is true? (Gamma = 0.991; ID = 1980)

5

Distance &
Time

Melinda and Paul ran in a marathon. This graph shows the relationship between the
distance and the time they each ran. Melinda ran at a constant speed of 5 miles per
hour. Which of the following is true? (Gamma = 0.995; ID = 1396)

6

Adjectives
Related to
Problem
Solving

A computer program selects blue, red, or green as the background color each time the
program is used. The program was used 45 times on the same computer in one week.
Of those 45 times, a blue background appeared 12 times and a red background
appeared 21 times. Based on this information, which statement about the likelihood
of the green background appearing the next time is true? (Gamma = 0.993 ; ID =
4075)

7

Number SenseFractions

On a vocabulary list, 5/10 of the words are nouns and 6/12 of the words are verbs.
Which pair of statements correctly compares the fraction of the words on the
vocabulary list that are nouns to the fraction that are verbs? (Gamma = 0.989; ID =
2145)

8

Equations &
Expressions

Mr. Thomsen is buying two types of gift cards to give as prizes to employees at a
company meeting. He will buy restaurant gift cards that each cost $50. He will also
buy movie theater gift cards that each cost $20. He has $450 to buy a total of 15 gift
cards. How many of each type of gift card can Mr. Thomsen buy? (Gamma = 0.994 ;
ID = 3760)

9

Statistics and
Probability

The dot plots show the math test scores from the sixth and seventh grade students.
Based on the dot plots, which statement correctly compares the two data sets?
(Gamma = 0.996; ID = 1624)

3

These are author-created and were either the name of the mathematical domain or the mathematical
topic/skill(s) that is/are most closely aligned to the representative documents.
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CHAPTER 3: ARTICLE 2: The Syntactic Influence: How the Grammar of Math Items
Predicts Student Performance

Introduction
English Language Learners (ELLs) tend to perform below grade level on all subjects that
are assessed as part of federal accountability testing legislation (Cook et al., 2011). This is
somewhat mitigated by ELLs’ overall language proficiency (Cook et al., 2011); however, these
students tend to have very low levels of reading ability in English for a large portion of their
education in the United States. In fact, it can take ELLs between 4-7 years to develop sufficient
proficiency in English to access academic English (Hakuta et al., 2000). One large component of
this difficulty is that these students struggle with syntactic understanding of English
longitudinally, even with targeted instruction, while other components of language, like
phonological awareness, show strong growth within the same timeframe (Chiappe et al., 2002).
One of the long-term consequences of this struggle to access academic English is that these
students are more likely to drop out of high school without earning their diploma (Rumberger,
2006), leading to growing economic disparity for these students relative to their monolingual
peers.
Thinking more about how these tests are constructed, the very language that is being used
could be a source of construct-irrelevant variance for ELLs; meaning that the true latent skill of
mathematics ability the assessment purports to measure is likely being obscured or conflated by
the latent skill of reading ability; essentially more measurement error is being added in
specifically for ELL examinees (Haladyna & Downing, 2005; Heubert & Hauser, 1999). The
presence of construct irrelevant variance is an issue for the larger validity of the assessment, as it
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unequally measures ability across demographic subgroups (Messick, 1989). For ELLs to
effectively respond to a question on one of these exams to be able to demonstrate their
knowledge, they must be “good enough” readers to understand the problem sufficiently to know
which algorithm or problem-solving approach to use and then set up and correctly solve that
problem (Molina, 2012; Schleppegrell, 2007). There are many instances where a student who is
proficient in reading English might go wrong, and even more so for ELLs. This necessitates a
line of research in which the language of mathematics assessment is better understood in general
as well as how it impacts student performance. The following line of research presented herein
seeks to first document the state of the grammar and language that is being used within released
mathematics items to examine whether there is a profusion of language that has been found to be
difficult for ELLs, and then explore a small pilot study that demonstrates a potential link between
student performance and the language of the assessment.

Literature Review
Introduction to Components of English Grammar
Before discussing the specifics of the language used within the mathematics problems, it
is helpful to better understand the specific parts of the English language that are being used, thus
providing a common set of reference vocabulary to work from. Essentially, there are three
components to language: the lexical component, the syntactic component, and the semantic
component. The lexical component of language refers to the words themselves; meaning, the
actual vocabulary words that are being chosen to represent a sentence. The syntactic level refers
to the sentence-level structure that follows the rules of grammar being used for that language;

72

this is the primary unit of analysis for the current investigation. Finally, there is the semantic
component, the deeper meaning of the words being used; which can be very different from their
face-level value, especially in cases where irony, sarcasm, or satire are applied. The semantic
level is the most difficult component to determine using computerized techniques as most are
tailored to a single kind of text or use case (Wang et al. 2019); it will not be explored here except
when the implications of syntax impacts semantics.
Within the syntactic level of the sentence, English grammar always follows the same
basic format: nouns and verbs, with a broad category of adjectives to modify the nouns (Manning
& Schütze, 1999). Overall, most parts of speech can fall into one of eight broad categories:
nouns and their modifiers, which are adjectives; pronouns, which refer back to nouns; verbs and
their modifiers, which are adverbs; conjunctions, which link parts of sentences together;
prepositions, which usually help define spatial relationships; and interjections, which express
sudden emotions, and are not typically used in formal academic writing (Manning & Schütze,
1999).
Another broad part of speech that will be discussed within this research is determiners, or
words that help further specify a noun, which are words like “the” or “that.” Taken together, all
of these parts of speech must work together to form a set pattern such that all language can
decompose into phrases which must have a core “head” which is either directly indicated by a
noun or indirectly by the tense of the main verb (Devlin, 2001, p. 298). Despite following a core
pattern, the kinds of verb tenses and nouns that can be used and the patterns of language around
these are almost endless, which can lead to some complex syntactic constructions.
Mathematics as a Language Comprised of Words, Syntax, and Symbols
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Mathematics can be seen as its own language formed from symbols and numbers defined
by a grammar formed from the mathematical operations that all mathematics students must
internalize to be able to first interpret and then act on the mathematical sentences toward solving
a problem (Kropko, 2016). Alone, this is a difficult learning process for students, but is further
complicated by the fact that written mathematical language has a complex grammatical structure,
which is frequently very densely written (Halliday, 1993). Depending on the problem and
scenario, the written portion of a mathematical problem presentation can provide background
information alongside the symbolic presentation (O’Halloran, 1999); while other times, a
combination of a visual (diagram, table, etc.), with the symbolic presentation of the problem, as
well as a written form are all necessary to fully convey the unique scenario of that problem
(O’Halloran, 2015). This is a very distinct skill set from simply reading a passage in English
class and responding to questions; there is a much larger process in decoding three very different
modalities of mathematical material, understanding how these fit together to present that specific
mathematical scenario, engaging with the appropriate solution pathway, and solving the problem
correctly (Kenney et al., 2005). This process is even more difficult for ELLs because they must
translate the problem into their own language before they can complete the rest of the steps a
monolingual student must (Moschkovich, 2000; Mestre, 1988).
Parts of Speech that Impact ELL Performance
In addition to the difficulties with comprehension of multimodal mathematical
presentation of the material, there are specific linguistic structures within mathematics that make
accessing and responding to math problems especially difficult for ELLs. These vary from the
use of specific phrases and words to the kinds of grammar that are being used within the written
form of the mathematical problem.
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Idioms and Phrases. One of the most basic areas of linguistic difficulty for ELLs is the
use of English-specific idioms or math-specific phrases. Many phrases within a mathematical
context have a specific meaning, but when taken literally, can mean something completely
different for an ELL (Molina, 2012). For example, “combine 14 and 8” might result in a student
giving 148 as their answer, especially if they are unsure of the correspondence between the
addition symbol and the word combine. Additionally, just like the example above, there are
many phrases that only have meaning as an abstract procedure to be performed within a
mathematical context that have no bearing on students’ daily experiences outside of the
classroom (Francis et al., 2006). An example of this would be, “raise 4 to the second power;” this
is completely incomprehensible in a normal colloquial context. There are hundreds of these
phrases that mathematics students must learn, which is just one more area where ELLs are at a
disadvantage compared to their monolingual peers.
Polysemous Words/Academic Words/Abstract Words. In addition to phrases, the use
of complex polysemous words, or words with multiple meanings, are particularly difficult for
ELLs because they often do not know which contextual meaning of the word to apply within the
mathematical context (Martiniello, 2009; Lager, 2006; Mason et al. 1979). Additionally, many
mathematical words demonstrate polysemy specifically within the differences between their
colloquial usage and their mathematics-specific use (Molina, 2012; Robertson, 2010); this
further heightens the importance of supporting students to know the correct context of the word
within the math classroom. Additionally, many of the most common academic words found
within mathematics problems are abstract and/or very rarely encountered by ELLs in their daily
lives, and these must be intentionally taught (National Council of Supervisors of Mathematics,
2009) otherwise, when ELLs encounter such words on assessments, they do not know the
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meaning, which contributes to decreased success on these exams (Solano-Flores & Trumbul,
2003).
Prepositions. In addition to difficulty with the kinds of vocabulary being used, the use of
prepositions and prepositional phrases has been found to be especially problematic for ELLs
with the presence of more prepositions being associated with more confusion for ELLs
(Bielenberg & Fillmore, 2004). Part of the issue with prepositions specifically is that these
students are not sure what these seemingly spatial words are referring to because they are largely
used in abstract manners or within phases that the students do not understand. Shaftel et al.
(2006) examined the impact of prepositions and other grammatical features across grades and
their impacts on these students; they found that prepositions specifically negatively impacted
ELLs in fourth grade the most but that the overall corpus of math items included far more
prepositions across grades. Overall, this does seem to be a problematic part of language that is
especially problematic for ELLs (Nagy & Townsend, 2012).
Gerunds and Other Complex Verbs. Complex verbs, such as past participles,
conditionals, or gerunds have been found to be especially problematic for ELL understanding of
math problems within assessment contexts. One of the largest issues for ELLs is the use of the
perfect tense such as “had gone” or “had been sick,” which is especially difficult for these
students as it is not a high frequency linguistic structure that is easily accessed or taught (Abedi,
2008). Shaftel et al. (2006) found that the presence of complex verbs increased across grade
levels and had an especially negatively impact on fourth grade ELLs. Overall, to improve the
clarity of the text for ELLs, these kinds of verbs should be avoided when possible.
Pronouns. Another part of speech that has been found to be problematic for these
students is the use of pronouns, especially ones that are not obviously attached to a noun within a
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sentence, such as “they went to the store” or “show your work.” These pronouns were perceived
by ELLs to be unrelated or seemingly different from the rest of the problem, which impacted
their understanding of the question and performance on these items (Walkington, et al., 2018).
Shaftel et al. (2006) also found that pronouns negatively impacted ELL performance on math
items, especially for fourth graders, and the number of ambiguous pronouns in these items
increased across grade levels. The use of ambiguous pronouns should be avoided wherever
possible, even if the use of the original nouns has to be repeated.
Independent Clauses and Complex Sentences. One final difficulty that has been
observed with the language of mathematics items is the use of extremely complex sentences such
as multiple clauses and run-on sentences. Solano-Flores and Trumbul (2003) found that the
presence of multiple clauses within a single sentence or word problem made them more difficult
to comprehend for ELLs. Martiniello (2010) examined math items using think-alouds with ELLs
and found that very complex sentences with multiple clauses were exceedingly difficult to
understand for these students, leading to incorrect responses. Finally, Choi and Moon (2020)
examined the combination of syntactic and vocabulary features as they predicted the difficulty of
reading assessments for ELLs and found that the presence of complex grammar indicated
increased test difficulty. Abedi and Lord (2001) have found that ELLs perform better on
assessments that have been simplified linguistically, further showing how needlessly complex
grammar can be an impediment to deep understanding of the problem for these students.
Additional Considerations to Support Test Developed for ELLs
An additional consideration besides the grammar being used is the overall presentation of
accountability tests and their relationship to the testing experiences of English Language
Learners. Currently, many assessments leave out cultural experiences and familiar references
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that would be meaningful and accessible to ELLs while privileging common experiences that are
only accessible to students from majority white culture (Randall et al., 2022). Additionally, the
measurement systems and symbolic presentations of mathematical concepts are markedly
different across cultures. Almost every other country uses the metric system, despite the imperial
system being the majority system used on assessments and many of the symbolic presentations
that students are used to being quite different. For example, in the United States, the division
symbol of ÷ is used to denote a division problem; however, in Latin America, : is used to denote
a division operation (Perkins & Flores, 2002); this would be especially difficult for a question
that, in an American context would perhaps be a ratio problem, but the student is interpreting it
as a division problem. There are dozens of additional examples of differences in cultural
mathematical semiotics (Perkins & Flores, 2002); so, depending on where the student is coming
from, many ELLs may be unfamiliar with the symbols being used in the problem.
Finally, the presence or absence of a supporting visual can be beneficial for ELLs. For
example, for Noble et al. (2020), they found that adding a picture to represent each of the answer
choices on a multiple-choice science assessment in addition to the written portion increased ELL
performance the most compared to linguistic modifications. Overall, visual representations can
be enormously supportive for English Language Learners, but they must be chosen carefully to
fully demonstrate what the question is illustrates (Canning-Wilson, 2001). Taken together, there
are many potential avenues for improving the presentation of math assessments to make them
more comprehensible and accessible to ELLs. This study explores some of these features as well
as some of the parts of speech in an attempt to answer the following questions.
Research Questions
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1) What are the most prevalent phrases used within the corpus? Are any of these idiomatic
to English or related to academic language?
2) Which parts of speech are the most prevalent within this corpus of standardized
mathematics items?
3) What is the overall readability of the corpus? What is the readability level by grade and
by domain?
4) Does the presence of any of the parts of speech, readability score, or academic words
impact student performance, as measured by p-value?

Methods
Data Collection
To collect a sample that represented as many of the released mathematics accountability
items as possible, all states’ websites were consulted for released state tests and practice test
materials. The NAEP was also included for an initial sample of 51 distinct sources. The 13 states
that are included within the Smarter Balanced Consortium were excluded from the sample, as
were three states that did not have any public facing released state test material. This left 35
states in the sample, but after an initial round of processing, six different states’ test materials
were all published by Cambium Assessment (WY, AZ, ND, NH, UT, WV), so this left a total of
30 unique data sources (see Appendix 2.A, Figure 1).
Each state's test material was then carefully vetted to ensure that these items were
appropriate for use with text mining techniques, meaning they had at least some meaningful text
to analyze. The main criteria for removal were any item that had a “choose all that apply”
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format, or that was an open-ended item, which removed 3,360 items. Additionally, any items that
had pictures as the answer choices instead of text and/or symbols were also removed which
removed an additional 775 items. Finally, 85 duplicate items and 4 items that were only
comprised of symbols without any text were also removed for a final sample size of 5,674 (see
Appendix 2.B, Figure 2).
Additional Variables. While processing this dataset, a few additional variables were
included from the metadata that were included with the items, where available. One of these was
a dichotomously scored variable that indicated the presence of a figure/diagram/table/coordinate
plane. The next of these was the mathematical domain the item was aligned to as well as the
individual “standard” or “strand.” Finally, the percentage of students overall who answered the
question correctly (also called a p-value) was also included, where available, which was only
1,627 of the items contained within the larger sample. Since there was no information provided
by any state about any demographic group, except in aggregate, this is used as a measurement of
approximate item difficulty; with the assumption that higher values of this p-value mean more
students correctly responded to this item, meaning a lower level of ability is needed to correctly
answer this item (Hambleton et al., 1995).
Polysemous Academic Word List
To identify the potential polysemous academic words within the sample, a list of
polysemous lemmas derived from the Academic Vocabulary List (Gardner & Davies, 2014) was
compiled by (Skoufaki, & Petrić, 2021) to examine the number of polysemous words that exist
within the larger Academic Vocabulary List. The authors used both the WordNet and COBUILD
systems to find 919 lemmas within the larger Academic Vocabulary List that had at least 2
meanings. In this case, a lemma is the original form of a word that would be its most basic
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dictionary form that has complete meaning on its own; for example, the lemma of “studied,
studies, studying” is “study” (Manning & Schütze, 1999). This is not a perfect polysemous
academic word list for the present use case as many of these words are academic language, but
specific to other fields, like history or biology (Skoufaki, & Petrić, 2021).
Bag of Words Approach: Bigrams and Trigrams Analysis
The bag of words approach is a text mining approach that examines any string of words
or tokens of interest, which are sometimes called “n-grams” (Silge & Robinson, 2017). One of
the more common n-gram lengths is simply of a length of 1-word strings; the number of words
within the string can be as high as the researcher wishes; however, the longer the n-gram, the
more likely the researcher will begin collecting whole sentences, which may not be very
informative. For the present analysis, bigrams, or n-grams of length two, and trigrams, or ngrams of length three, will be investigated using the tidytext package from R (Silge & Robinson,
2016). There is some prior precedent for studying n-grams within the context of mathematical
text; Herbel-Eisenmann et al. (2010) were specifically interested in what they called lexical
bundles (n-grams of a length of three or more words) that were derived from hundreds of
transcripts of mathematics classroom discussions and found that the most common n-grams were
surrounding student stances taken during problem-solving. For the present investigation, the ngrams are largely being investigated for the presence of phrases that are specific to American
idioms; however, specific phrases associated with mathematics problem solving are also of
interest.
Parts of Speech Tagging Using the spaCy Library
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To identify the parts of speech used within these items, the spaCy library from Python
(Honnibal & Montani, 2017) was used to tag the individual parts of speech. SpaCy uses the
OntoNotes Release 5.0 version of the Penn Treebank codes which were trained on a large corpus
of a wide variety of different corpus sources, including news transcripts and blogs (Weischedel,
et al., 2013). In this case, the basic linguistic codes derived from the Penn Treebank Project
(Marcus et al. 2002) were used to tag the questions and their answer choices. The Penn Treebank
codes used here included 36 parts of speech, along with the presence of the dollar sign, comma,
and colon. In addition, the math symbols of +, -, *, /, and = were custom added under the SYM
or symbols tag within the library (see Appendix 2.C: Table 1 for the complete list of tags). The
Penn Treebank tagging system is one of the more trusted systems; however, since it was not
originally trained on a corpus related to mathematics language, some of the tags are not a perfect
fit. An overall word count was also generated for each question counting each of the individual
tokens used within the question; this does not include any numbers or symbols that were used,
but the tagger did sometimes include the presence of variables like x or y as individual tokens
that counted towards the overall word count.
Readability Index Development & Implementation
In addition to the parts of speech, overall readability was generated for each question.
Readability is the overall amount of text and its relative linguistic complexity that a student
should be able to comprehend at that level, depending on their current grade level; it does not
mean that the content of text is understandable to the reader, just that the complexity of the
language being used is grade appropriate (Seyedian et al., 2021). The Flesch-Kincaid Grade
Level was derived from the original Flesch Reading Ease formula to transform the previous
readability system so that it was aligned to the United States grade level system (Pearson, 2002).
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The current formula is (0.39 x ASL) + (11.8 x ASW) – 15.59 where ASL is the average sentence
length, essentially the number of words divided by the number of sentences. ASW is the average
number of syllables per word; this is derived by taking the overall number of syllables in the
piece and dividing this by the number of words. The NLTK library in Python (Bird et al., 2009)
was used to assist with the tokenization of words, the syllable count, and the number of
sentences, which were then used within a custom Python function using the original FleschKincaid Grade Level formula to arrive at a readability score for each question. This readability
score is also a base approximation of the reading difficulty of the item because it is
recommended that the minimum length of text to assess should be a paragraph and many of these
test questions were not that long. This Flesch-Kincaid Grade Level readability score, despite
being one of the most popular and widely used, has also been highly criticized because it only
accounts for the words and grammar of the text, but not the content, text cohesion, or level of
knowledge of domain-specific academic language or jargon (Crossley et al., 2017).
Additionally, these readability scores are most popularly used to assess long reading
passages and not short multiple-choice questions, therefore, they may not capture this item
format fully (Ha et al., 2019). Another consideration is that the use of math symbols and values
are not included within the readability score; a complex expression or equation might be too
difficult for a reader to understand, but the readability formula would only account for the
written language within the problem. This variable is largely being used to examine whether the
average readability score is appropriate to the grade level it is intended for as well as to examine
whether, on average, any mathematical domain is more or less readable than any other.
Regression Method and Variables of Interest

83

A linear regression was also performed to determine the effect of the parts of speech, the
readability score, word count, number of polysemous academic words, grade, and presence of a
figure/picture/table on the item difficulty, as measured by p-value for the smaller 1,627 subset of
data that included a p-value as part of the included metadata. Because many parts of speech are
interrelated, e.g., there is always at least one noun to one verb, or an adjective always modifies a
noun, a test for multicollinearity after the regression was also performed. There is some prior
precedent for using regression as a method of examining the effects of parts of speech on item pvalue; Shaftel et al. (2006) performed three separate regression analyses to predict the effects of
syntactic and linguistic question features on math item difficulty at three different grade levels
using aggregate student groups comprised of mainstream students, ELLs, and Students with
Disabilities. Shaftel and colleagues (2006) found that many parts of speech were negatively
impacting student performance on these items, and they also found that the number of
prepositions, relative pronouns, and complex verbs increased across grade levels. Finally, Ha et
al. (2019) used a much more complex machine-learning based model for predicting multiple
choice item difficulty from lexical and syntactic features, but also found that linguistic features
around the words being used and syntactic features of the parts of speech used are both important
predictors for determining multiple choice question difficulty.

Results
Bigrams and Trigrams Results
Bigrams Results. A bigrams analysis was performed using the R tidytext package (Silge
& Robinson, 2016) for the cleaned corpus to look for any phrases that might contain academic
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vocabulary, be idioms that are specific to English, or contain a polysemous word. The top 25
bigrams were collected to examine what the most common phrases were that students were
experiencing. Of these 25, 8 were related to measurement units, with “square feet” being the
most frequent bigram in the whole sample. Next, 7 of these bigrams were two-word names for
mathematical concepts or tools, with “rectangular prism” being the third most frequent bigram.
Finally, 8 bigrams were related to mathematical verbs or statements, such as “total cost” or
“expression represents” (see Appendix 2.D: Table 2 for complete list and frequencies). Within
these, at least one of the two words was a polysemous word. Overall, many of these phrases
might be confusing to students if they are unfamiliar with the math use of the word.
Trigrams Results. A trigram analysis was also performed, using the R tidytext package
(Silge & Robinson, 2016) for both the cleaned and uncleaned corpus. For the cleaned corpus,
there were so few trigrams that existed without at least one stop word, thus, the trigrams analysis
that contained stop words was used and the top 25 trigrams were collected. The most frequent
trigram was related to questioning, with “what is the” appearing 1,323 times. For the rest of the
trigrams, 11 were related to value or number, again, unsurprisingly. Another 3 of these 25 were
related specifically to geometric properties, such as “the area of.” Several of these phases were
not specifically related to United States culture, but are phrases that night be confusing to ELLs,
like “of the following” or “based on the.” These underscore the importance of teaching ELLs
phrases that are common to the curriculum and not just individual vocabulary words (see
Appendix 2.E: Table 3 for details).
Parts of Speech
Descriptive Statistics: Entire Sample. In an initial exploration of the parts of speech for
the entire corpus of 5,674 items, the Penn Treebank tags (Marcus et al., 2002) were used to
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identify these parts of speech. Each part of speech had at least a few tags across the whole
sample; however, some were sparsely used, including the existential “there” tag (EX), foreign
words tag (FW), list item markers tag (LS), plural proper nouns (NPS), comparative adverbs
(RBR), superlative adverbs (RBS), particles (RP), and possessive wh- pronouns (WP$). The
most common part of speech was cardinal numbers, with a mean of 8.86 cardinal numbers
(SD=6.72), which entirely makes sense considering that most math problems have at least a few
numbers. The next most common part of speech was singular nouns, with a mean of 8.24
(SD=6.57), which also makes sense as there are many vocabulary words used within these items,
(see Appendix 2.F: Table 4 for detailed results). Overall, no part of speech tagger is perfect and
there are likely some areas of imprecision, especially for parts of speech that have polysemous
forms where one is a noun and one is an entirely different part of speech, like a verb (Manning,
2011); however, this gives a good estimate of what kinds of parts of speech are present.
By Grade. Next, based on the findings of Shaftel et al. (2006), the individual parts of
speech by grade were examined to see whether there was an increase in the lexical complexity of
the individual parts of speech; each of these was also tested with a one-way ANOVA to see if
any of these were significantly more complex across grades. Almost all of the parts of speech
demonstrated significant differences across grade levels, with an overall pattern of increasing use
of these parts of speech. There were only five parts of speech that did not demonstrate
statistically significant changes in mean across the six grades; these were the foreign words tag
(FW), plural proper nouns (NPS), predeterminers (PDT), particles (RP), and possessive whpronouns (WP$), all but one of which were the ones that were found to be sparsely populated in
the larger parts of speech analysis. The rest of these demonstrated statistically significant
differences in the presence of these parts of speech which means that, since the grammatical
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complexity is increasing, it is important to continue to support ELLs at all stages for grades 3-8
with understanding what these mean and how the parts of speech work together (see Appendix
2.G, Table 5).
Polysemous Words by Grade and Domain. Finally, in looking at the words flagged
from the Polysemous Academic Word List, the number of words ranged from 0 to 14 with an
average of 2.23 (SD = 2.82). The number of polysemous words increased across the grades with
third grade having an average of 1.56 per item (SD = 1.91) and eighth grade containing an
average of 3.67 polysemous words per item (SD= 3.94). An ANOVA was also performed and
also showed that there were significant differences amongst the number of polysemous academic
words per grade (F(5, 1621) = 28.44, p < 0.000). In turning to the same analysis of polysemous
academic words per mathematical domain, there was also a very wide range of average number
of Academic Polysemous Words by domain with “The Number System” having an average
number of 1.48 polysemous academic words per item (SD = 2.03) and “Functions” having an
average of 6.69 (SD = 5.37) academic polysemous words per item. An ANOVA was also
performed to show that these differences between domains were indeed significant grade (F(10,
1616) = 27.47, p < 0.000). Overall, since the original Polysemous Academic Word List includes
polysemous academic vocabulary for all different disciplines, such as history and biology, in
addition to mathematics vocabulary words, it is possible that some of the words from some of
these mathematical domains are underrepresented and were not included in this analysis.
Readability
Descriptive Statistics. The Flesch-Kincaid Grade Level readability score was calculated
for the entire sample of 5,674 items; the mean readability score was 4.61 (SD = 2.77). Overall,
that is to be expected, but the minimum readability was 0, which reflected items that just only
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were comprised of numbers and symbols with no analyzable text, once all of the stop words were
removed. The readability score also was positively skewed (0.90) and demonstrated moderate
kurtosis (5.71).
By Grade. In looking at readability score as it was distributed across grades; overall,
only grade 3 and grade 4 had readability scores that were on-grade level, the rest of the grades 58 demonstrated mean readability scores that were below the intended reading level for that grade.
For example, the mean readability score for 8th grade was 5.27 (SD = 2.97), which is far below
an 8th grade level, especially considering that the accountability tests usually occur at the end of
the school year, meaning that students should be reading on grade level after completing almost
all of eighth grade. A one-way ANOVA was also performed, and the mean readability score was
significantly different across grade levels, F(5, 5668) = 35.53, p < 0.0001. A pairwise
comparison showed that the mean readability score showed that grades 5, 6, 7, and 8 were
significantly different from grades 3 and 4 and almost all of these were significantly different
from each other with the exception of grades 7 and 8. Overall, this is somewhat to be expected,
as the complexity of the text children should be expected to read should be increasing across
grade levels; however, this has implications for ELLs because, depending on where they are
within grades 3-8 and their current reading skill level in English, they may be struggling to
access complex text that is far above their current reading level in English (see Appendix 2.H,
Table 6).
By Mathematical Domain. Next, in examining whether there are any significant
readability score differences between the domains, all of the mathematical domains, both
Common Core State Standard-aligned (CCSS) and state-generated were considered, with 21
domains in all. This analysis also excluded 298 items because they did not have a domain
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attached within the metadata. Of the CCSS domains, Statistics and Probability had the highest
readability score of 6.39 (SD=2.70) and the lowest readability score of 3.98 (SD= 2.37) was
found for the domain Operations and Algebraic Thinking. Of the state-designated domains, the
highest mean readability score was 6.85 (SD =3.04) and was found within Texas’ Personal
Financial Literacy, at the opposite end, Virginia’s state-designated domain of Computation and
Estimation had the lowest readability score of 3.03 (SD=1.82). A one-way ANOVA was also
performed, and the results of this showed there were statistically significant difference in mean
readability score between these domains F(20, 5355) = 14.52, p < 0.0001, with all of the CCSSaligned mean readability scores tending around an approximate fourth-grade level. Most
interestingly, the CCSS-aligned domain Functions only appears for tests that are at the 8 th grade
level; however, the mean readability score of this was only 5.09 (SD= 2.58) Again, this suggests
that, if there are certain mathematical domains that have more complex language resulting in
higher readability scores, this is likely preventing ELLs and other students from truly
demonstrating what they know on these items, (see Appendix 2.I, Table 7).
For Items with Pictures Compared to Those Without. Finally, a t-test was performed
for the 3,540 questions that did not have a visual as compared to the 2,134 questions that did.
Since these group sizes were so different, a t-test with unequal variances was performed (giving
Satterthwaite’s DF), and this was also found to be significant, with the group that had the visuals
also having the higher readability score t(4692.84) = -7.30, p <0.0001. Interestingly, this meant
that the questions that had a visual were also more difficult to read, which means that these items
might have a high cognitive load because students have to integrate both the visual and written
information.
Regression
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P-value Descriptive Statistics. Firstly, in looking at the smaller sample of 1,627 items
from five states and the NAEP that provided a p-value; the p-value was not normally distributed
overall, with the smallest value being 0.12, the mean being 0.59 (SD=0.16) and the biggest value
being 0.95. In comparing the mean p-value across grades, these decrease from grades 3 to 8 and
this was found to be statistically significant F(5,1621)=22.25, p<0.001 (see Appendix 2.J, Table
8).
Regression. Next, a regression was performed in Stata using the “beta” command to
derive both standardized and unstandardized coefficients for the regression for all of the parts of
speech, as well as for grade level, the presence of a picture, Flesch-Kincaid Grade Level, and the
number of polysemous words from the academic words list. A multicollinearity test was also
performed after the regression and none of the variables demonstrated high multicollinearity,
with an overall mean VIF of 1.94 and the highest VIF score of 7.14 reported for singular verb
forms (tag VB). There was an overall prediction of part of the change in p-value based on the
changes in the parts of speech and metadata features, R 2 = 0.12, F(43, 1583) = 4.86, p<0.0001.
For the specific predictor variables’ coefficients that were statistically significant below a value
of 0.05, seven of these were negatively related with the p-value. These variables were: grade
level, which was the most significant, the presence of cardinal numbers, the presence of
determiners, adjectives, comparative adjectives, predeterminers, and personal pronouns.
Essentially, for each additional part of speech included within the item, the p-value decreases,
meaning that examinees are less likely to answer the question correctly the more these are
included. Only three predictor variables’ coefficients were found to increase p-value; these were
particles, the presence of dollar signs, and the number of polysemous academic vocabulary
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words, meaning that the more of these are included, the more likely the item will be easier for
examinees to answer the item correctly (see Appendix 2.L: Table 9).

Discussion
Trigrams and Bigrams Are Related to Problem Solving
Overall, in answer to research question 1, none of the most frequent 25 bigrams and
trigrams that were found in the corpus were found to be idiomatic phrases found only in
colloquial English; however, many of the bigrams were found to be related to units, such as
“square inches” or found to be related to mathematics concepts that have a two-word name, like
“rectangular prism” or “coordinate plane”. The trigrams were also similar, but were related to
phrases around value, such as “the number of” or “the value of.” Some of these trigrams were
more related to phrases surrounding mathematical relationships, such as “is equivalent to.”
Again, these findings suggest the importance of teaching ELLs and students of all kinds not just
the vocabulary, but also the phrases around mathematical problem solving that these students
might encounter both in their daily problem solving, but also on the accountability assessments.
The implications for the test developers are that, in addition to providing glossaries as an
accommodation that include some of the most relevant mathematical vocabulary, it may also
behoove the test developers to include some of these most common bigrams and trigrams, too.
Readability
Next, in answer to research question 3, the Flesch-Kincaid Grade Level readability score
was calculated for each item and then this was used to see whether there were significant
differences between grades and domains; both of which were found to be significant. Overall, it
seemed as though only grades 3 and 4 had readability scores that were grade level-appropriate;
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the rest were all below grade level. Interestingly, in looking at the mathematical domains, there
were some that had much higher readability scores, which suggests that educators should spend
more time supporting their students in reading texts for these areas, as well as the larger fact that,
across domains, test developers are not creating tests that have even readability scores across all
domains, which is likely penalizing some students’ ability to show what they know for all of
their grade-level knowledge. One potential solution for this is for the test developers to ensure
that all of the domains within a test bank for a particular grade all have the same approximate
readability.
Parts of Speech Impact Student Performance
Next in answer to research questions 2 and 4, there were overall some parts of speech that
appeared more than others, with cardinal numbers and singular nouns appearing the most, which
makes sense for how much these two parts of speech appear in math texts. This research also
showed that there are some parts of speech that negatively affect student performance on
mathematics items as measured by p-value, which can be seen as an initial proof-of-concept of
this phenomenon for the parts of speech of determiners, adjectives, predeterminers and pronouns.
These findings were slightly different than the ELL-specific literature; however, this makes
sense as the p-values provided include native English speakers. Interestingly, in keeping with
Shaftel et al. (2006) and Walkington et al. (2018), pronouns also negatively impacted p-value for
the larger sample. Additionally, contrary to the literature (Martiniello, 2009; Lager, 2006; Mason
et al. 1979), the presence of polysemous academic vocabulary words actually had a positive
effect on p-value. Again, this might be largely related to the fact that the p-values provided by
the test makers were in aggregate; however, Mason et al. (1979) found these effects regardless of
linguistic status. Finally, one interesting finding that was not expressly searched for, but that
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makes good sense, was that the more dollar signs were present, the higher the p-value became;
meaning that the presence of more dollar signs makes the items easier. This might be helpful for
teachers who are trying to teach new concepts to first try to tie the values to the concrete example
of dollar amounts first. It also may help test developers to know that more complex concepts can
be assessed much more easily with a more concrete financial example.
One potential pedagogical solution that could result from the findings related to
research questions 2 and 4 would be to support students in specific grammar lessons, especially
as they apply to mathematical contexts. Lesaux and Harris (2015) suggest teaching ELLs the
meanings of prefixes and suffixes, so they know how to decode unfamiliar words and to maintain
a “dictionary” of different words that are organized by their part of speech, to help students learn
the patterns that indicate what kind of part of speech is being used (p. 117-118). It will certainly
also help to teach students the most frequent bigram and trigram phrases to also support student
identification of these both in daily classroom activities as well as on the accountability
assessments.
Implications for the Field
One of the largest implications for the field is that the language that is being used within
tests must be developed or more thoughtfully explored. To develop a new item bank is very
costly (Chingos, 2012), but is likely necessary to ensure equitable access to the language of these
assessments to ensure all students can demonstrate what they know. Additionally, more needs to
be explored about the impacts of language on ELL ability to demonstrate their knowledge, as
well as for other subgroups, although this was certainly an initial proof-of-concept. If some of
these parts of speech are negatively impacting overall performance, they are likely even worse
for ELLs and other special populations; for example, Shaftel et al. (2006) found that the parts of
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speech differentially impacted ELLs and Students with Disabilities, so more certainly needs to be
done to explore these phenomena on a much larger scale.
Limitations
The largest limitation of the present study is that the p-values provided here represent all
students in aggregate and the inferences derived from this line of research are largely
speculative; meaning that if these parts of speech are problematic for the whole sample of
students, which include native English speakers, they are largely even more problematic for
ELLs. The second largest limitation of the study presented here is that only a few states provided
a p-value with their released state test items, meaning that this is a very small sample of states
and the NAEP that is being used to make these inferences. Since these were largely Northeastern
states, student performance may look different across states. Additionally, parts-of-speech
taggers and readability indices are only an estimate of these text features, especially since neither
method used was especially designed for multiple choice mathematics items. Finally, the
polysemous academic word list was not designed specifically for math vocabulary, so this may
be why this finding was misaligned with the rest of the previous literature and found to positively
impact p-value.
Next Steps
This study can be seen as a “proof of concept;” there are certainly negative impacts of
some parts of speech for all students as evidenced by this study, but the larger goal was to show
that the language being used in accountability testing is especially problematic for ELLs. The
next step would be to collect specific student-level item response features to see how the specific
parts of speech are related to ELL performance. Additionally, a better readability score might be
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more appropriate for such short form texts; so, this should also be included. Test developers
should also take these findings and more thoughtfully develop their assessments to write in clear
language that is uniform across domains and that uses as few complex grammatical structures as
possible to improve overall accessibility for the widest number of examinees. Finally, a math
vocabulary-specific list for polysemous academic words is certainly needed to provide a better
measure of the impact of these words on item difficulty.
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Appendices 2.A – 2.L: Supporting Figures and Tables

Appendix 2.A: Figure 1 - State and Source Selection Process
Figure 9.2
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Appendix 2.B: Figure 2 - Item Selection Process
Figure 10.2
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Appendix 2.C: Table 1- Penn Treebank Parts of Speech Tags
Table 10.2

Tag
$
,
:
CC
CD
DT
EX
FW
IN
JJ
JJR
JJS
LS
MD
NN
NNS
NP
NPS
PDT
POS
PP
PP$
RB
RBR
RBS
RP
SYM
TO
UH
VB
VBD
VBG
VBN
VBP
VBZ
WDT
WP
WP$
WRB

Meaning

Example

Dollar sign
Comma
Colon
Coordinating Conjunction
Cardinal Number
Determiner
Existential There
Foreign Word
Preposition
Adjective
Comparative Adjective
Superlative Adjective
List Item Marker
Modal
Singular Noun
Plural Noun
Singular Proper Noun
Plural Proper Noun
Predeterminer
Possessive Ending
Personal Pronoun
Possessive Noun
Adverb
Comparative Adverb
Superlative Adverb
Particle
Symbol
To
Interjection
Base Form of a Verb
Past Tense Form of a Verb
Gerund Form of a Verb
Past Participle of a Verb
Singular Non-3rd Person Form of a Verb
Third Person Form of a Verb
Determiner for Wh- Words
Wh- Pronoun
Possessive Wh- Pronoun
Wh-Adverb
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And, but, or
1, 6, 18
The, a
Ballet, le, agua
In, of, above
Blue, tall, small
Taller, smaller, greater
Best, greatest, tallest
1) , 2)
Could, should, would
Couch, rug, cat
Couches, rugs, cats
Ms. Smith, Brooklyn
The Greak Lakes, The Cherokee Nation
Both, all, none
Emily’s, school’s
I, she, they
My, hers
Always, never, quickly
Quicker, faster, slower
Fastest, slowest
Away, out, up
+, -, *, /, = , [
To eat, to swim
Uh, hmm
Be, walk
Was, were
Being, walking
Been, walked
Am, walk
Is, walks
Which, when
Who, what,
Whose
When, where, why

Appendix 2.D: Table 2 - Bigrams Frequency Within the Sample
Table 11.2

Bigram
Square feet
Square inches
Rectangular prism
Total cost
Coordinate plane
Coordinate grid
Total amount
Cubic inches
Expression represents
Cubic centimeters
Square meters
Line segment
Statement describes
Line plot
Cubic feet
Square units
Interquartile range
Scale factor
Statement correctly
Correctly compares
Square centimeters
Equation represents
Grocery store
Triangle ABC
Equation true

Frequency
187
134
126
113
107
89
86
82
71
70
69
67
66
65
63
63
58
57
52
45
43
41
39
39
35
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Appendix 2.E: Table 3 - Trigram Frequency Within the Sample
Table 12.2

Trigram
What is the
The number of
The value of
Be used to
Total number of
The total number
Can be used
Which of the
Of the following
Value of the
Is equivalent to
Used to find
The area of
Based on the
A total of
Is the value
The length of
Below shows the
Which statement is
To find the
Is the total
Area of the
The amount of
To the nearest
Shown in the

Frequency
1,323
1,040
455
340
289
282
278
252
247
239
215
205
203
197
192
188
185
181
181
179
176
172
169
163
160
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Appendix 2.F: Table 4 - Mean and Standard Deviation for Each Part of Speech for the
Sample
Table 13.2

Tag
$
,
:
CC
CD
DT
EX
FW
IN
JJ
JJR
JJS
LS
MD
NN
NNS
NNP
NNPS
PDT
POS
PRP
PRP$
RB
RBR
RBS
RP
SYM
TO
UH
VB
VBD
VBG
VBN
VBP
VBZ
WDT
WP
WP$
WRB

M
0.19
1.41
0.15
0.76
8.86
5.36
0.81
0.04
5.40
1.97
0.23
0.15
0.06
0.37
8.24
3.52
2.36
0.02
0.03
0.19
0.41
0.22
0.65
0.02
0.03
0.04
2.96
0.41
0.10
0.97
0.84
0.29
0.84
0.47
2.13
0.70
0.33
0.0007
0.23

SD
0.86
3.34
0.84
1.39
6.72
4.79
0.43
0.30
5.02
2.55
0.86
0.49
0.32
0.84
6.57
3.49
3.89
0.20
0.25
0.77
1.00
0.69
1.21
0.22
0.22
0.25
4.69
0.86
0.58
1.55
1.75
0.80
1.27
1.08
2.09
0.73
0.56
0.027
0.53

Min
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
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Max
13
68
20
19
69
40
7
5
51
44
16
10
6
12
61
37
95
4
4
12
14
9
14
8
6
4
47
10
16
19
19
14
15
14
18
11
9
1
8

Appendix 2.G: Table 5 – Comparing Means and Standard Deviations for Each Part of
Speech by Grade
Table 14.2

3rd
Grade

4th
Grade

5th
Grade

6th
Grade

7th
Grade

8th
Grade

Significant
ANOVA?

$

0.098
(0.72)

0.068
(0.42)

0.081
(0.46)

0.20
(0.79)

0.41
(1.29)

0.26
(1.02)

F=23.92, p<0.001

,

0.65
(1.53)

1.00
(3.13)

1.27
(3.63)

1.64
(3.73)

1.43
(2.52)

2.28
(4.21)

F=27.15, p<0.001

:

0.059
(0.76)

0.052
(0.38)

0.16
(0.91)

0.14
(0.69)

0.20
(0.88)

0.26
(1.17)

F=8.59, p<0.001

CC

0.48
(1.12)

0.62
(1.23)

0.67
(1.18)

0.72
(1.40)

0.84
(1.50)

1.14
(1.65)

F=25.49, p<0.001

CD

8.29
(4.86)

9.81
(7.89)

10.41
(8.05)

8.44
(6.28)

8.55
(6.19)

7.70
(5.93)

F=22.81, p<0.001

DT

4.09
(3.34)

4.04
(3.66)

4.78
(4.28)

5.26
(4.38)

6.61
(5.41)

6.92
(5.92)

F=67.94, p<0.001

EX

0.13
(0.54)

0.089
(0.46)

0.048
(0.33)

0.092
(0.45)

0.077
(0.39

0.063
(0.41)

F=3.42, p<0.01

FW

0.024
(0.23)

0.025
(0.24)

0.50
(0.32)

0.043
(0.28)

0.053
(0.38)

0.059
(0.32)

F=2.19, p=0.0529

IN

4.01
(3.46)

3.96
(3.58)

4.66
(4.13)

5.59
(4.87)

6.76
(5.90)

6.90
(6.14

F=69.54, p<0.001

1.54
(1.94)

1.76
(2.04)

1.93
(2.50)

2.54
(3.27)

2.34
(2.91)

F=26.10, p<0.001

Tag

JJ

1.54
(2.00)
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JJR

0.19
(0.80)

0.16
(0.62)

0.21
(0.79)

0.22
(0.88)

0.29
(0.94)

0.27
(1.04)

F=3.32, p <0.01

JJS

0.12
(0.39)

0.14
(0.41)

0.11
(0.41)

0.16
(0.62)

0.15
(0.46)

0.19
(0.59)

F=3.50, p < 0.01

LS

0.033
(0.22)

0.016
(0.23)

0.043
(0.26)

0.055
(0.29)

0.058
(0.28)

0.12
(0.50)

F=11.68, p <0.001

MD

0.36
(0.75)

0.26
(0.66)

0.29
(0.65)

0.41
(0.88)

0.49
(1.05)

0.42
(0.91)

F=10.26, p <0.001

NN

6.37
(4.65)

6.07
(4.59)

7.21
(5.52)

8.46
(6.50)

10.12
(7.29)

10.53
(8.10)

F=85.90, p<0.001

NNS

3.57
(3.34)

3.17
(3.12)

3.21
(3.15)

3.47
(3.55)

3.99
(4.16)

3.68
(3.40)

F=7.58, p<0.001

NNP

1.83
(2.52)

1.77
(2.66)

2.07
(4.56)

2.21
(3.59)

2.58
(3.90)

3.46
(4.90)

F=26.52, p<0.001

NNPS

0.22
(0.21)

0.020
(0.19)

0.011
(0.15)

0.010
(0.12)

0.030
(0.26)

0.033
(0.24)

F=2.21, p=0.0503

PDT

0.026
(0.25)

0.030
(0.20)

0.048
(0.25)

0.046
(0.25)

0.032
(0.22)

0.022
(0.18)

F=2.10, p = 0.063

POS

0.14
(0.47)

0.16
(0.67)

0.18
(0.83)

0.18
(0.64)

0.27
(0.96)

0.19
(0.85)

F=3.24, p<0.01

PRP

0.46
(1.03)

0.34
(0.82)

0.41
(1.02)

0.43
(1.02)

0.49
(1.09)

0.37
(0.98)

F=3.01, p<0.05

PRP$

0.19
(0.57)

0.19
(0.66)

0.16
(0.58)

0.21
(0.64)

0.32
(0.86)

0.21
(0.75)

F=6.20, p<0.001
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RB

0.56
(1.01)

0.53
(0.96)

0.63
(1.28)

0.52
(1.00)

0.73
(1.42)

0.88
(1.39)

F=13.51, p<0.001

RBR

0.0026
(0.072)

0.0052
(0.085)

0.0096
(0.12)

0.011
(0.16)

0.049
(0.44)

0.014
(0.16)

F=5.93, p<0.001

RBS

0.016
(0.13)

0.015
(0.16)

0.022
(0.15)

0.043
(0.28)

0.063
(0.29)

0.036
(0.23)

F=6.77, p<0.001

RP

0.30
(0.21)

0.040
(0.25)

0.038
(0.25)

0.40
(0.24)

0.042
(0.27)

0.038
(0.24)

F=0.23, p=0.9484

SYM

2.40
(3.72)

3.31
(5.83)

3.30
(5.47)

2.67
(3.92)

2.80
(4.06)

3.08
(4.58)

F=5.38, p<0.001

TO

0.41
(0.80)

0.36
(0.77)

0.31
(0.69)

0.44
(0.90)

0.52
(1.02)

0.42
(0.90)

F=6.75, p<0.001

UH

0.029
(0.25)

0.010
(0.13)

0.021
(0.22)

0.14
(0.66)

0.094
(0.60)

0.27
(0.96)

F=29.58, p<0.001

VB

0.99
(1.49)

0.82
(1.25)

0.87
(1.54)

1.01
(1.66)

1.12
(1.64)

0.98
(1.62)

F=5.37, p<0.001

VBD

0.97
(1.86)

0.78
(1.50)

0.84
(1.64)

0.82
(1.68)

1.01
(2.06)

0.65
(1.68)

F=5.59, p<0.001

VBG

0.19
(0.52)

0.18
(0.51)

0.29
(0.79)

0.29
(0.87)

0.38
(0.89)

0.40
(0.97)

F=12.46, p<0.001

VBN

0.75
(1.01)

0.63
(0.96)

0.66
(0.99)

0.73
(1.17)

1.02
(1.53)

1.20
(1.58)

F=32.94, p<0.001

VBP

0.45

0.49

0.39

0.46

0.54

0.51

F=2.26, p<0.05
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(1.09)

(1.15)

(0.99)

(1.04)

(1.20)

(1.01)

VBZ

1.73
(1.73)

1.80
(1.74)

1.94
(1.90)

2.11
(2.06)

2.44
(2.30)

2.63
(2.45)

F=29.08, p<0.001

WDT

0.64
(0.60)

0.66
(0.72)

0.65
(0.71)

0.70
(0.72)

0.75
(0.86)

0.79
(0.73)

F=6.42, p<0.001

WP

0.25
(0.45)

0.28
(0.49)

0.34
(0.49)

0.35
(0.64)

0.43
(0.69)

0.32
(0.53)

F=11.08, p<0.001

WP$

0
(0)

0.0010
(0.032)

0.0011(0.
033)

0
(0)

0.002
(0.045)

0
(0)

F=0.94, p=0.46

WRB

0.31
(0.60)

0.25
(0.46)

0.19
(0.43)

0.22
(0.52)

0.25
(0.57)

0.21
(0.76)

F=5.00, p<0.001

*note: standard deviations are shown in parentheses; all analyses had DF(5, 5,668)
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Appendix 2.H: Table 6 - Readability Score Summary Statistics by Grade Level
Table 15.2

Grade
3
4
5
6
7
8
Total

Mean

Standard Deviation

Frequency

3.80
4.18
4.53
4.61
5.03
5.27
4.61

2.23
2.65
2.89
2.74
2.72
2.97
2.77

765
958
941
958
998
1,054
5,674
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Appendix 2.I: Table 7 - Readability Score Summary Statistics by Mathematical Domain
Table 16.2

Domain
Computation and Estimation (VA)
Data Analysis and Personal Financial Literacy (TX)
Expressions and Equations (CCSS)
Functions (CCSS)
Geometry (CCSS)
Mathematical Process (TX)
Measurement and Data (CCSS)
Measurement and Geometry (VA)
Number (NE)
Number and Number Sense (VA)
Number and Operations (TX)
Number and Operations - Fractions
Number and Operations in Base Ten
Number Properties and Operations (OK)
Numerical Representations and Relationships (TX)
Operations and Algebraic Thinking (CCSS)
Personal Financial Literacy (TX)
Probability, Statistics, Patterns, and Algebra (VA)
Ratios and Proportional Relationships (CCSS)
Statistics and Probability (CCSS)
The Number System (CCSS)
Total
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M
3.03
5.48
4.34
5.09
4.79
4.63
4.07
4.76
3.75
5.32
4.49
4.05
4.62
3.91
5.01
3.98
6.85
4.75
4.88
6.39
5.17
4.60

SD
1.82
2.46
2.58
2.58
2.68
2.51
2.60
4.68
3.07
2.83
2.51
2.61
3.24
2.66
2.36
2.37
3.04
3.58
2.52
2.70
3.34
2.78

Frequency
34
60
676
118
789
38
432
52
40
31
181
453
331
45
138
783
32
69
416
293
365
5,376

Appendix 2.J: Table 8 – P-Value Summary Statistics by Grade Level
Table 17.2

Grade

M

SD

Frequency

3

0.65

0.16

215

4
5
6
7
8

0.62
0.62
0.59
0.54
0.55

0.16
0.15
0.17
0.15
0.14

307
241
252
270
342

Total

0.59

0.16

1627
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Appendix 2.L: Table 9 - Regression Coefficients Predicting P-value
Table 18.2

Variable
grade
HasPic
CC
CD
DT
EX
FW
IN
JJ
JJR
JJS
LS
MD
NN
NNS
NNP
NNPS
PDT
POS
PRP
PRP$
RB
RBR
RBS
RP
SYM
TO
UH
VB
VBD
VBG
VBN
VBP
VBZ
WDT
WP
WP$
WRB
$

B
-0.21
0.0016
-0.00098
-0.0024
-0.0059
0.14
-0.045
0.0033
-0.0042
-0.011
0.0026
0.0053
0.0044
-0.0019
0.00013
-0.0020
0.0019
-0.039
-0.0037
-0.013
0.00089
0.00082
0.0087
0.00052
0.049
0.00059
0.0033
-0.0078
0.0035
0.0015
0.0055
0.0054
-0.0042
0.0010
-0.0021
0.0075
-0.14
-0.0073
0.021

SE
0.0025
0.0092
0.0032
0.0011
0.0019
0.0096
0.024
0.0018
0.0021
0.0057
0.0090
0.012
0.0080
0.0012
0.0016
0.0016
0.019
0.018
0.0057
0.0055
0.0070
0.0039
0.053
0.016
0.019
0.0015
0.0082
0.0082
0.0067
0.0034
0.0051
0.0039
0.0050
0.0031
0.0071
0.0091
0.11
0.0087
0.0059

t
-8.33
0.18
-0.30
-2.09
-3.06
1.46
-1.84
1.89
-2.01
-1.99
0.28
0.45
0.55
-1.57
0.08
-1.29
0.10
-2.13
-0.64
-2.40
1.28
0.21
0.16
0.03
2.59
0.40
0.38
-0.95
0.52
0.46
1.08
1.37
-0.84
0.32
-0.30
0.82
-1.34
-0.83
3.54
117

p
0.001
0.861
0.763
0.037
0.002
0.144
0.066
0.059
0.044
0.047
0.776
0.652
0.582
0.116
0.937
0.198
0.922
0.033
0.523
0.016
0.201
0.833
0.870
0.974
0.010
0.688
0.703
0.340
0.601
0.646
0.282
0.170
0.402
0.747
0.764
0.410
0.180
0.405
0.001

β
-0.23
0.0048
-0.0087
-0.093
-0.17
0.039
-0.044
0.093
-0.058
-0.053
0.0070
0.011
0.024
-0.075
0.0025
-0.040
0.0024
-0.053
-0.017
-0.07
0.033
0.0060
0.0043
0.00081
0.063
0.017
0.017
-0.024
0.033
0.015
0.028
0.039
-0.026
0.012
-0.0094
0.025
-0.032
-0.023
0.093

,
:
Flesch-Kincaid
Score
Number of
Polysemous
Academic Words
Constant

-0.00079
-0.0026
0.00047

0.0018
0.0047
0.0015

-0.43
-0.55
0.32

0.669
0.583
0.751

-0.013
-0.014
0.0083

0.0037

0.0018

2.11

0.035

0.067

0.75

0.018

42.50

0.001

-
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CHAPTER 4: ARTICLE 3: Introducing Math Item Parse: A Lexical and Syntactic Parsing
Tool for Improving the Language of Mathematics Assessment Test Items

Introduction
Currently, English Language Learners (ELLs) account for approximately 10% of all
students in the United States public school system (National Center for Education Statistics,
2022). ELLs are also one of the fastest growing demographic groups, with current projections
expecting almost 25% of students to be designated as ELLs by 2025 (National Education
Association, 2015; 2020). Despite needing diverse instructional and pedagogical tools and
funding to foster these efforts; federal money for ELLs has remained very static, with the
allocation remaining the same year after year, despite an increase in the number of students who
are being designated as ELLs (Williams, 2020). These students are also underperforming
relative to their monolingual peers, as measured by standardized accountability tests (Abedi &
Gándara, 2006), which suggests that more pedagogical support, funding, and tools are needed to
help these students to reach grade-level accountability standards.
One potential solution for supporting the development of ELL-friendly accountability
assessments is to more thoughtfully design these tests so that the language being used in these
items is more accessible to these students. Currently, using an abundance of written language on
a mathematics test is likely a source of construct-irrelevant variance for these students as the test
is implicitly measuring these students’ ability to read as part of the construct of mathematical
ability (AERA, APA, & NCME, 2014, Chapter 3). This is especially problematic as, depending
on the content of the exam, the English Language Learner’s proficiency in English can predict as
much as 34% of the variance in student performance (Pennock-Román, 2002).
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Furthermore, Geisinger (1994) noted that many cognitive assessments are adapted for
use by students with differing language backgrounds, but very little is done to psychometrically
ensure that different subgroups from different demographic and linguistic backgrounds are
understanding the language of the exam in the same manner so that all groups can understand
and demonstrate their knowledge in the same way. One potential solution found in the current
iteration of accountability testing for ELLS (in most cases) is that the student may receive a form
of testing accommodation in the form of extra time, a glossary/dictionary, or a test booklet
provided in the student’s home language. While the use of these accommodations is a good step
toward closing the achievement gap between ELLs and their mainstream peers, some researchers
have found that none of these accommodations significantly improves ELL performance (Abedi
et al., 2020), whereas others found that most accommodations do not improve performance, with
only a small benefit being found from the use of dictionaries/glossaries (Kieffer et al., 2009).
Clearly, more needs to be done to simplify the language of mathematics assessment test items to
make it accessible to ELLs in a way that is designed for them. Ideally, this solution should have
no cost/low cost associated with it due to the lack of federal funding. The following article
outlines the development and training of a machine learning-informed text parser that can be
used to support educators and test developers in the simplification of multiple-choice
mathematics items to improve ELL understanding of these items.

Literature Review
Fundamental Ideas of Item Writing
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Overall, there has been robust literature about how to write multiple-choice test items;
however, this work largely has focused on the visual design of these items as well as how to best
represent the content without much care being given to the grammar and language of these test
items. For example, in Haladyna and Downing’s (1989) taxonomy of 43 rules for developing
multiple-choice items, only one of these rules specifically alludes to the language of the items by
suggesting the “use of good grammar, punctuation, and spelling...” (p. 40, rule 5), and this is
more about writing the question in general, it does not refer to the idea of making the items’
language comprehensible to all kinds of examinees. In an updated taxonomy, Haladyna et al.
(2002) are still vague and use the phrases “simple vocabulary” (rule 8) and “correct grammar”
(rule 12) to cover their specific rules about the vocabulary and language structures to be used in
multiple choice assessments. This time, Haladyna et al. (2002) do mention simplified language
as a method for attempting to minimize construct-irrelevant variance, but the authors do not
provide specific actionable steps, parts of speech, or vocabulary lists to reference that a test
developer can take to improve their questions.
Focusing more on test design recommendations to support testing equity for
subpopulations, the National Board of Medical Examiners (2020) created a guide for how to
write many kinds of medical assessment items; however, within this guide, their only allusions to
adjusting items for specific populations was around avoiding making the items too verbose and,
more explicitly, some suggestions for how to adjust visuals so that they are interpretable by
people who are visually impaired and color blind. In a review more specific to supporting ELLs,
Faulkner-Bond and Sireci (2015) explored some of the validity issues related to this population
and found that, depending on the students’ first language(s), they may be at more or less of an
advantage if this language is closer to English. Faulkner-Bond and Sireci (2015) suggest that the
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most important consideration is to truly understand the target sub-population(s) and ensure that
the exam is appropriate for use with all of these students.
Additionally, Nortvedt and Buchholtz (2018) note that, especially within a recent
immigrant population, ELLs are a very heterogeneous group with a wide variety range of
linguistic and mathematical ability levels. The authors note that mathematics is often very
culturally situated and one way to approach making mathematics assessment fairer is to include
the use of culturally responsive assessments that support student access to the material.
Burkhardt and Swan (2012) suggest that one way to make mathematics assessment more
accessible and more equitable in general is to create more robust assessments that allow students
to demonstrate all that they know in a more open-format manner in which they can more deeply
demonstrate their problem solving and cognitive processes. Finally, the assessment of English
Language Learners and other subpopulations has been historically used to justify the
marginalization of these populations (Randall & Sireci, 2021), so it is important to use a more
culturally informed manner of assessment that includes examples and readings from a variety of
cultures and that reflect the diversity of the students within the examinee pool (Randall et al.,
2022). Overall, much more needs to be done to make the content and presentation of
standardized assessments more accessible for English Language Learners, and this includes the
kinds of tasks being used, the content of the assessments, and the presentation of the items.
Parts of Speech that Are Problematic for English Language Learners
In addition to the content and culture represented on these assessments being
problematic, there are several lexical and semantic features that specifically contribute to
lowering ELL ability to demonstrate their performance on mathematics assessments and other
standardized assessments.
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Wordiness. The first test characteristic related to ELL performance is the overall
number of words present within the item. In terms of item development in general, both the
NBME guide (2020) and Haldyna and Downing (1989) recommend writing questions that are as
short as possible while avoiding extraneous information. Several other studies explicitly
examined the impact of more verbose items on ELL performance and found that there was an
inverse relationship between item wordcount and ELL success on these items (Lee & Randall,
2011; Martiniello, 2009; Shaftel et al., 2006; Walkington et al., 2018). Experimentally, the use
of linguistically modified assessments that have simplified language and fewer words have also
been found to support ELLs in achieving higher scores (Abedi, 2008; Gillmor et al., 2015).
Therefore, simplifying the number of words and eliminating extraneous information might be
one relatively easy method for improving assessment accessibility for these students.
Polysemous Words. Polysemous words are words that have multiple meanings,
depending on the context. For example, the word “mean” signifies the mathematical average in a
mathematical context, but describes a cruel person in colloquial speech, or can even be used as a
verb, such as in “what do you mean?”. Mason et al. (1979) examined whether the presence of
polysemous words were disruptive to performance for elementary examinees of all language
backgrounds; they found, that even when the context was very clear, when a polysemous word
was used, students interpreted it and answered the multiple-choice questions assuming the
primary meaning of the word. Overall, if ELLs have only learned the meaning of a word in its
colloquial context and are unaware of its specific usage in the mathematical context, this can
further complicate these students’ understandings of how to solve the problem (Molina, 2012).
Specific to ELL examinees, several researchers have found that the presence of a polysemous
word within a mathematics question lowers these students’ scores for these items (Lager, 2006;
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Martiniello, 2009). Educators and test developers should be aware of the presence of these words
in their items and make sure to avoid them, if possible.
Complex Academic Vocabulary. There are very domain-specific usages of colloquial
language found within different classroom contexts; for example, the word “operation” means
completely different things in daily life, in a mathematics classroom, or in a business class. In
addition to diverse usages of polysemous words for different academic contexts, there are also
“Tier 3” vocabulary words that appear almost entirely within the context of their classroom
usage, and they hardly exist in daily life at all (Beck et al., 2002). A good example of this is the
word “quadrilateral”; it is used frequently within a mathematical context but is almost never used
in daily life; the speaker would just say “square” or whichever shape they intended. The
presence of these ambiguous and higher-tier vocabulary words has been found to be confusing
for ELLs as well as contributing to lower ELL performance on items that contain these kinds of
words (Lager, 2006; Solano-Flores & Trumbul, 2003; Walkington et al., 2018). Again, while
these vocabulary words are sometimes necessary to the larger problem, they should be used
sparingly or included with a dictionary, glossary, or other text feature to support ELLs.
Pronouns. The inclusion of pronouns, especially those that are abstract such as “show
your work” has been found to be especially confusing for ELLs. The students often are not sure
how these abstract phrases fit in with the phrasing of larger problem which is inadvertently
increasing ambiguity within these items. In an experimental context, several researchers have
directly modeled that the more pronouns are used, especially ones that are abstract, the more
confusing the problems are for ELLs (Shaftel et al., 2006; Walkington et al., 2018).
Prepositions. Additionally, the use of prepositions and prepositional phrases is also
problematic for ELL comprehension of mathematics items. The largest issue with these is that
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prepositions often seem like they are pointing in a concrete direction but are being used in a
context that is abstract; for example, “bring down the sum” might be confusing to an ELL. The
presence of prepositions and prepositional phrases has been found to lower ELL scores on these
items likely because they increase the grammatical complexity of these questions, which makes
them harder to access for these students (Abedi, 2006; Neville-Barton & Barton, 2005; Shaftel et
al., 2006).
Complex Verbs. Finally, more complex grammatical structures involving infrequently
used verbs, such as “had gone to the store,” or the use of gerunds, such as “solving” have been
found to be very difficult for ELLs as they have very little exposure to these less frequently used
grammatical structures. Despite this, these language structures are used often in mathematics
assessment. In an overall review of the math portion of the Test of Achievement and Proficiency
exam, Imbens-Bailey and Castellon-Wellington (1999) examined both the vocabulary and
grammar of this exam and found that about one-third of the test questions included at least one
complex verb. Additionally, other researchers have found that complex grammatical structures
are very difficult for ELLs, lowering their comprehension on these items and their ability to
answer these correctly (Abedi, 2008; Shaftel et al., 2006). Where possible, test developers and
educators should try to use simple verb tenses and use the present tense form of the verbs. This
may also help with overall readability.
Description of Machine Learning for Educational Purposes
Machine learning has been used in many educational contexts to help with data mining to
discover latent patterns in student data, predicting student program placement and performance,
and in the development and use of automated scoring tools. Within a machine learning approach,
the researcher gathers an initial set of data, in this case, in the form of documents. In a classifier
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approach, these documents have some kind of label, or numerical score associated with them that
is used in classifying each document. These labels are used to train a machine learning algorithm
called a classifier that takes any subsequent new documents and classifies them according to the
labels in the original training set (Grimmer et al., 2022). Classifiers work best when there are
only a few different categories that the dataset can be sorted into (Géron, 2019).
As applied to an assessment context, machine learning has largely been used to classify
students’ open-ended essays and short responses for the purposes of automated scoring (for
example: Attali et al., 2010; LaFlair & Settles, 2019; Williamson et al., 2012). In this application,
a set of human-scored essays that assign each essay a categorical score (such as a rubric
reflecting a 1-5 scale) are then used to train a machine learning-based scoring algorithm. The
machine learning algorithm may also bring in additional grammatical or linguistic features in as
an additional part of the scoring algorithm; however, the main training features for the algorithm
have their basis in the human-scored documents.
Additionally, there have been a few studies that have used machine learning to evaluate
the assessment items themselves and their impact on student understanding. For example,
Yaneva et al. (2021) used linguistic features to predict how complex an item is using how long it
would take the examinee to answer the question as the outcome measurement. Yaneva et al.
(2021) found that some of the most important features in their predictive difficulty model
included: polysemous word count, readability, and the number of prepositional phrases.
Additionally, Ha et al. (2019) developed a study to predict the overall item’s p-value, or classical
test theory measurement of easiness, using a series of machine learning models that included
lexical, syntactic, and semantic features. Ha et al. (2019) found that overall, these different
groups of features complemented each other, but the specific use of referential pronouns was
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associated with p-value just as much as the examinee level of familiarity with the vocabulary of
the test was. These studies show that there is some prior precedent in the literature for the use of
machine learning methods in predicting item complexity or actual level of item easiness, which
will also be done here.
Potential Importance of Tool for Stakeholders
Based on the work above, a tool is needed for the educators of ELLs and test developers
for ELLs to support them in ensuring that the items they develop for classroom learning and
summative assessment are readable and comprehendible to all of their students. The
development of a mathematical test item parser to make the assessments and classroom materials
is one part of this problem, but the other is increased time spent in class to support students in
learning both the individual academic vocabulary words and the language structures they can
anticipate on these assessments. Currently, there is very little focus on teaching mathematical
vocabulary and language in mainstream mathematics courses and most teachers receive very
little preparation on how to teach language skills within a math context (de Oliveira &
Athanases, 2007; Kurz et al., 2017; Wright et al. 2020). This is part of the issue as many
educators are aware that their ELLs need support with approaching the understanding of
academic English, but do not know which specific language structures or vocabulary words to
focus on to maximize instructional time and best support their students.
Additionally, the only context where the vast majority of ELLs get to practice the
mathematics-specific uses of these math vocabulary words and complex language structures is
within the mathematics classroom, so the more that mathematics teachers can support their
students in learning these words and structures as well as to be aware of how linguistically
complex their educational materials and assessments are is valuable information for teachers
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(Schleppegrell, 2007). Finally, Varlas (2018) describes the importance of educators simplifying
word problems and providing students with semantic supports is an important component of
differentiating instruction for ELLs, which is an important component toward a pedagogical
approach that fulfils many of the guidelines around “Providing Multiple Means of
Representation” found within the framework for Universal Design for Learning (CAST, 2018).
This tool is one way for teachers to easily differentiate the language of their assessments and
classroom materials without having to invest hours in identifying problematic language
structures and converting these items by hand.
Research Questions
1) Which variables and parts of speech are appropriate for the training and testing of a math
test item parser?
2) Which machine learning classifier works best for predicting math item difficulty based on
this feature set?
3) How well does this classifier model perform, as measured by model accuracy statistics
and error analyses?

Methods
Source Data
To attempt to collect as representative a sample to train the text parser as possible, an
initial sample that represented 34 states and the NAEP was collected from each sources' released
test questions and practice tests page. Of these sources, only 6 included a p-value, so these
formed the dataset for this present study (see Appendix 3.A, Figure 1). Next, in examining the
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actual item pool, many items that were multiple-mark, open-ended, or contained complex
equations were removed. Items that were duplicates or included pictures in the answer choices
were also removed. Finally, only 1,627 items also included a p-value (measure of item easiness
in Classical Test Theory) as part of their metadata, so they formed the initial sample used in the
training and validation of this dataset (see Appendix 3.B, Figure 2).
Other Variables
Item Metadata. In addition to the collected question text, several other metadata
variables were created to reflect other features of the items. The first of these was the grade and
year the published test booklet came from, if available. The next of these was the mathematical
domain and standard that the item was aligned with. Additionally, a dichotomously scored
variable was created to reflect whether the question contained a picture/diagram/table or not.
Finally, since p-value, or the overall proportion of the sample who answered the question
correctly, is being used as the outcome variable, this was recoded into three categories: difficult
items (p-value = 0.19-0.48), medium items (p-value = 0.49-0.71), and easy items (p-value =
0.72- 0.95). The average p-value for the sample overall was 0.59 (SD = 0.16) and this sample
overwhelmingly tended toward many p-values that fell into the “medium” category with very
few items on either of the tails.
Academic Word List. The Academic Word List (Coxhead, 2000) was used to identify
the presence of academic words within these items. The Academic Word List contains 570 of the
most commonly encountered academic words. One of the purposes for this list was to support
students in learning the words they would be most likely to encounter in their academic reading,
but it is also frequently used to support English Language Learners. This list was used in the data
collection process to include the individual words as part of the output on the parser page.
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Polysemous Academic Vocabulary List. Skoufaki and Petrić (2021) searched through
the larger Academic Vocabulary List (Gardner & Davies, 2014) to identify 919 polysemous
word lemmas with the aim of supporting students to learn these words as well as to help
educators and students to know which words to focus on during the learning process. A lemma is
the root word that a series of other words are related to, for example, “eat, eating, and eats” all
have “eat” as their lemma (Manning & Schütze, 1999). In this case, this list includes many words
that are related to academic language in other courses, like biology or social sciences, but it is at
least a beginning approach to identifying these words. This list was used both to identify the
actual words that were present for the parser output as well as to provide a count of the number
of these words per item to train the model.
Readability Score. A readability score was generated for each item using the FleschKincaid Grade Level formula which combines the use of word count, sentences, and syllable
count per word (Pearson, 2002). The actual formula used to calculate Flesch Kincaid Grade
Level is (0.39 x ASL) + (11.8 x ASW) – 15.59. In this formula, ASL is the average sentence
length as measured by the overall number of words divided by the number of sentences. ASW is
the average syllables per word, which is derived by taking the number of syllables being counted
overall and dividing this by the number of words. Despite being one of the most popularly used
readability scores, especially in determining appropriate readings in a K-12 context, this
readability score only reflects the sentence and word level features and does not include true
features of readability, such as the content and clarity of writing style (Crossley et al., 2017).
Taking this into account, the Flesch-Kincaid Grade Level was still used as it nicely gives a grade
level output, which will be helpful to the K-12 educators and test developers who are the
intended target users of this tool. This readability score was calculated using a custom function
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using the NLTK library in Python (Bird et al., 2009) to assist in the sentence count, syllable
count, and word count needed to determine readability score.
Parts of Speech Tagging
To identify and calculate the number of parts of speech included per item, the spaCy
library was used to tag these parts of speech (Honnibal & Montani, 2017). Within the spaCy
library, the Penn Treebank Project codes were used for the purposes of identifying the number of
each of these parts of speech within the sample. The Penn Treebank Project tags used here
included 36 parts of speech as well as a tag for dollar sign, comma, and colon (Marcus et al.,
2002). Additionally, the default symbol tag does not include the math operators (of +, -, *, /, and
=), so these were included under this tag for this tag implementation (see Appendix 3.C: Table 1
for a complete list of the tags and descriptions). Also, during the tagging process, an overall
word count for all of the text in the item was created; it does not include numbers or math
symbols within the word count but does sometimes include the presence of a variable (like x or
y) as a token towards the overall word count.
Popular Machine Learning Classifier Models
There are many different machine learning models that are used for the purposes of
classification or prediction, depending on the task and features of the dataset. These
classification models and prediction models may have their basis in unsupervised or supervised
learning. For supervised learning, the machine learning algorithm is trained with a set of already
pre-labeled cases (Géron, 2019). By contrast, unsupervised learning uses an algorithm to
organize or sort data, with the most commonly used algorithms being used for clustering data
into groups that were previously unknown to the researcher. Classification using supervised

131

learning algorithms is best used when there are a distinct set of groups or classes that the
researcher is already aware of beforehand (Alpaydin, 2020). In this approach, the machine
learning algorithm will be trained on a set of labeled cases in which the classification category is
already identified. Next any new unlabeled data can be passed through the model, and the
algorithm will classify these data depending on their features.
In the current study, the outcome variable of p-value was broken into 3 groups for the
ease of classification as part of the data cleaning process. Within the development of the math
item parsing system, six different classifier methods were all tested to see which of these was the
best for classification of this dataset. In addition, each model was validated using a 5-fold cross
validation process. In this process, the dataset is broken into 5 equal pieces and the algorithm
holds out one of these pieces as a validation set and then uses the other 4 pieces to train the
model and then compare this to the holdout piece (Alpaydin, 2020). Using multiple models and
comparing the performance of each of these to make sure the best classifier is being applied for
this specific instance is a common approach in machine learning (Géron, 2019). The following
seven machine learning classifier models were explored: Support Vector Machine, Random
Forest Classifier, Logistic Regression, Linear Discriminant Analysis, Classification and
Regression Tree (CART), K-Nearest Neighbors Classifier, and Gaussian Naïve Bayes Classifier;
a short description of each one is written below. All of these models were tested using their
associated function within the Scikit-Learn library in Python (Pedregosa et al., 2011).
Support Vector Machine. A Support Vector Machine (SVM) can be either a regression
or classification algorithm that uses a number of hyperplanes to break the data into the categories
intended (Noble, 2006). In this current implementation, a Support Vector Classifier (SVC) was
used to classify the data into the easy, medium, and hard p-values based on the parts of speech
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features and other features. An SVC is appropriate for smaller data samples, and since the
number of cases in the original dataset was 1,627, this was the type of SVM used here.
Random Forest Classifier. A Random Forest Classifier is a machine learning algorithm
that has its foundation in a simple decision tree. Within the decision tree approach, this is
considered a nonparametric method because each of the potential branches or bins off of the
initial tree are not equally weighted, they are based on which features are characteristics of that
initial tree (Alpaydin, 2020). A series of decision trees are all combined into what is called
decision forest; all of these decision trees within the decision forest are developed all based on
randomly selected pieces of the dataset that will work together to make as accurate of a classifier
as possible, based on the training set. In this case, a Random Forest Classifier with max depth set
to 2 was used as this allows for up to two initial decision nodes and three leaf nodes, since there
are only three classes being predicted (Géron, 2019).
Logistic Regression. Logistic Regression is a supervised learning classification
algorithm that is used very frequently for classification by predicting the probability of
membership of a new case belonging to one of the three classes. Within this method, there are
decision boundaries that the algorithm generates internally that can be used as thresholds by the
algorithm to decide which of the classes to put each new case into (Géron, 2019). Directly at the
boundary, the algorithm has difficulty deciding between the two classes; otherwise, the algorithm
is fairly reliable for classification.
Linear Discriminant Analysis. Linear Discriminant Analysis (LDA) is similar to
Logistic Regression in that it uses discriminative boundaries to help decide the differences
between the classes (Géron, 2019). What is different about this approach is that it also helps
reduce the number of features being used to make the classification decisions and can also use
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normally distributed feature data or abnormally distributed feature data to perform classification
tasks (Xiaozhou, 2020). This approach tries to keep the classes as separate as possible,
Classification and Regression Trees (CART). The Classification and Regression Trees
(CART) algorithm functions by continuing to split the original dataset into subsets for each of
the training features and uses a minimum value or threshold to classify the data (Géron, 2019).
This is a recursive algorithm that continues to split the data into smaller and smaller subsets of
the data until it is able to classify new inputs. The biggest issue with CART is that, because of its
structure, it takes a lot of computational power to run with classification tasks that involve many
classes; since the present study only involves three classes, this is acceptably small enough that
the algorithm should still function.
Gaussian Naïve Bayes. The Gaussian Naïve Bayes classification algorithm is part of the
larger group of Naïve Bayes classifiers. In this approach, each of the training features are
assumed to be independent and uncorrelated, meaning that if any one change happens to one
feature, this does not change the classification based on the other features (Alpaydin, 2020). This
algorithm does assume that the individual training features are normally distributed and makes
classification predictions based on Bayes’ Rule.
K-Nearest Neighbors Classifier. Finally, the K-Nearest Neighbors Classifier is part of
the larger set of K-Nearest Neighbors algorithms. Using this algorithm, new datapoints are
classified using a process by which the new datapoint is assigned to the class that it belongs to
best (Alpaydin, 2020). This approach allows all of the neighbors to carry equal weight, unless
otherwise specified. A maximum cap of 3 neighbors was used, as odd numbers are recommended
for this value to avoid ties (Alpaydin, 2020).
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Results
Parts of Speech Frequency Counts
The dataset was tagged using the Penn Treebank Project tag library found within the
spaCy Python library. Within the dataset, the most commonly appearing parts of speech were
Cardinal Numbers (M=8.57, SD=6.19), Determiners (M=5.20, SD=4.52), and Singular Nouns
(M= 7.97, SD=6.36), all of which make sense as they are some of the most commonly appearing
parts of speech that are found within math problems in general. By contrast, there were several
parts of speech that appeared, but were found very sparingly within this dataset, these included:
Foreign Words, List Markers, Plural Nouns, Predeterminers, Comparative Adverbs, Superlative
Adverbs, Particles, and Possessive Wh-Pronouns (see Appendix 3.D, Table 2). These all make
sense as they are usually not typically associated with math problems or their formats. Overall,
these findings were in line with previous literature as well as helping to provide additional
clarification around what each of these parts of speech looks like as part of the feature set.
Description of Additional Variables
P-value. Before converting the variables into their three categories, the mean p-value was
0.59 (SD=0.16). An analysis of p-value by grade was performed and it was found that across
grades, p-value decreases overall (see Appendix 3.E, Table 3). A one-way ANOVA was found
to be statistically significant, F(5, 1621) = 22.25, p<0.0001. A Bonferroni multiple comparisons
test showed that the differences came in between 6 th grade and the others, 7th grade and the
others, and 8th grade and the others; suggesting that, the middle school items are more difficult
overall on average than the elementary-level items.
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An additional analysis was performed to examine the average p-value by state/source to
examine whether there were any states that had the most difficult or easiest items; it was found
that Massachusetts had the easiest items on average and Rhode Island had the hardest items (see
Appendix 3.F, Table 4). A one-way ANOVA was also performed and found to be significant
F(5, 1621) = 10.80, p<0.0001; alongside this, a multiple comparisons test was performed that
showed that Massachusetts was significantly different from the others and NAEP was
statistically different from New York. This is contrary to the goals of the Common Core State
Standards as some states are producing easier and harder items overall.
Finally, the differences in p-values across mathematical domains was also investigated;
with Algebra having the lowest average p-value at 0.52 (SD=0.17) and Number and Operations
in Base Ten having the highest average p-value at 0.67 (SD = 0.13) (see Appendix 3.G, Table 5).
A one-way ANOVA was performed and found to be statistically significant F(5, 1621) = 10.55,
p<0.0001. There is likely a confounding effect between the grades the domains appear within
and their level of difficulty/easiness; however, it is interesting that some of these domains were
substantially easier than others and bears further additional investigation.
Readability. In turning towards the readability score for the model, this was calculated
for each of the 1,627 items. The mean readability score was 4.44 (SD=2.79). The readability
score of these items was imperfectly calculated as some items had a readability score of 0 and
one item had a score as high as 20.2. These findings suggest that, on average, most items are
readable for students in grades 3-8; however, since the Flesch-Kincaid Grade Level works best
with longer texts, it is likely that a better readability index is needed in the future, or one will
have to be developed with shorter assessment text in mind.
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Word Count. Next, the variable of word count was examined with an overall mean word
count of 36.14 (SD= 24.20) for the entire sample. This was further examined as an average word
count by grade to see if overall wordiness was increasing across grade levels. Within this, 8 th
grade had the highest average word count of 45.67 (SD=30.24) and 4th grade had the least
verbose items on average (M=27.80, SD=16.97); a one-way ANOVA was performed and the
average word count between grades is indeed significant F(5, 1621) = 27.35, p<0.0001 (see
Appendix 3.H, Table 6). Turning to the differences in word count between the states/sources,
Minnesota had the shortest items on average (M=24.85, SD=17.26) and Pennsylvania had the
longest items (M=44.67, SD=28.34) (see Appendix 3.I, Table 7). A one-way ANOVA for
average word count by state was found to be significant F(5, 1621) = 12.19, p<0.0001. Taken
together, these findings suggest that mean item word count increases across grades which is
somewhat to be expected as students’ reading ability increases across grades; however, ELLs
who are recent immigrants at the middle school level will need intensive support to catch up with
their English-only peers in order to be able to demonstrate their knowledge on these exams.
Additionally, contrary to the goals of the Common Core State Standards, there is a lack of
homogeneity in word count across states/grades which may mean that students in different
locations are receiving much harder or easier assessments, depending on the source.
Initial Machine Learning Model Training Process
Firstly, the dataset was split such that 80% of the dataset was used in training the models
(this is sometimes called the training set) and 20% was reserved in what is called a “test set”.
This is standard practice; although the amount of data saved for the test set can vary depending
on the size of the original dataset, with very large initial datasets using a smaller 90-10 split, for
example (Géron, 2019). Next, the additional functions found within the Scikit-Learn library in
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Python (Pedregosa et al., 2011) were used to adjust the features in the training and test set. The
first of these adjustments included using the StandardScaler function to adjust all of the parts of
speech variables, the word count, Flesch-Kincaid Grade Level, and Academic Polysemous Word
Count such that their mean was approximately 0 and the variance was approximately 1, which is
the most popular method of recoding features for machine learning (Hale, 2019). Next, Grade
was recoded as an ordinal variable as grade levels reflect increasing years of educational
experience and an ordinal variable. Finally, mathematical domain was recoded using the
OneHotEncoder function, which operates much like dummy coding in traditional regression. As
mentioned above, p-value was transformed into three classifiable bins with 0 representing any pvalue 0.48 or below, 1 representing the values of 0.49-0.71 and 2 representing any values 0.72
and above.
Once all of the training and test set features were recoded and rescaled, the training set
was used to train seven different machine learning classifier models. A five-fold cross validation
procedure was used within each model such that five different accuracy scores were generated
per model. The average of these was taken as the overall accuracy for each model. Within this
the Gaussian Naïve Bayes model was the least accurate (27.28%) and the Support Vector
Machine Classifier was the most accurate (49.39%) (see Appendix 3.J: Figure 3), although the
Random Forest Classifier was almost as accurate (49.27%). A larger dataset will have to be
collected to further explore which model is best.
Model Testing and Accuracy
Knowing that the Support Vector Machine Classifier was the most accurate model of the
seven in this case, the training set was then used to once again train a SVC; however, this time,
the test set of 326 randomly chosen items was used to evaluate the classifications made by the
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training set. A confusion matrix and classification report were generated to further examine the
model ability to correctly classify the test set. Overall, the confusion matrix showed that the
model does a great job of correctly classifying a medium item as a medium item with 146 correct
classifications. Unfortunately, this model does a very poor job of classifying difficult or easy
items correctly with only 2 difficult items being correctly classified and 13 easy items being
correctly classified (see Appendix 3.K, Table 8).
In looking at the classification report, only the F1-score for medium-difficulty items was
within an acceptable range with a value of 0.65; this portion of the model has very strong recall
and correctly classified 92% of the medium difficulty questions. Conversely, the model
performed poorly for the difficult item classification with a tendency to falsely classify most of
these items as medium difficulty; the same was true for the easy items (see Appendix 3.L: Table
9). Overall, these results are largely due to the fact that about half of the test dataset was
comprised of medium difficulty items and these three difficulty levels were not equally
represented within the training or test set. Most of the published items online did not reflect
extremely easy or difficult questions, so a dataset that is a bit more evenly distributed is needed
to further explore these classification models.
Finally, in an examination of the feature importance of the variables used to train the
Support Vector Classifier, 24 of the features had positive permutation importance, meaning they
contributed positively to the model (see Appendix 3.M: Figure 4 for the complete graph).
Interestingly, whether the item was from the mathematical domains of “Operations and
Algebraic Thinking” , “The Number System”, or “Functions” were the most positive contributors
to the classifier. Of the parts of speech, the presence of adverbs and past tense verbs contributed
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the most to the model. Conversely, the presence of coordinating conjunctions, prepositions, and
past participles negatively contributed to the classifier.
Math Item Parse: Components and Features
Taking all of these parts together, a prototype text parser for analyzing the language of
multiple-choice mathematics items was developed and called Math Item Parse (MIP). A text
parser takes in new documents, in this case, individual multiple-choice questions, and applies a
rule set to the new text, based on trained texts. In the present implementation, a program trained
using the spaCy tagger (Honnibal & Montani, 2017) and NLTK tokenizer (Bird et al., 2009)
first tokenizes the text of the entire question and labels each of the individual parts according to
whether they are problematic vocabulary words and/or the parts of speech discussed above, as
well as providing a count of each of these while also generating a readability score. Next, it
passes this information, along with the intended grade level, and mathematical domain provided
by the user, into the SVC machine learning algorithm that was trained above to provide an
approximate classification of this new question’s difficulty as well as displays all of the
information about problematic grammar and vocabulary.
MIP was launched as a freely available web application located at http://maggiebeitingparrish.com/math-item-parse . This parser has two components: an input page and an output
page. Within the input page, the educator/test developer selects their intended grade level and
mathematical domain for the question. They also need to copy-paste the question stem and 4-5
answer choices into the boxes provided (see Appendix 2.M: Figure 4).
In looking at the output, (Appendix 3.N: Figure 5), the current version tells you how the
readability score compares with the intended grade level the teacher chose to ensure the question
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is not too high level for the intended students. It also tells the user how many overall words their
item had as well as the number of polysemous academic words and academic words from the
AWL (Coxhead, 2000), as well as listing these out. Next, the parser gives an estimate of how
difficult the item will be using easy, medium, and hard as the levels, as described above. Next,
the page lists the number of cardinal numbers, prepositions, and pronouns first since these are the
parts of speech that are most difficult for ELL comprehension of items that include these
grammatical structures. Finally, the page gives the number of adjectives and adverbs, as well as
the different kinds of verbs that were used; as these can be problematic, especially the use of
gerunds and past participles. Overall, MIP needs additional development and work, but this
prototype is freely available and usable for any stakeholder who might want to use it.
Discussion
Variables
The variables involved within this model displayed some interesting features. The
outcome variable of p-value was very interesting in that it was not normally distributed, and it
got lower, on average, from grades 3-8. Additionally, in looking at the breakdown by
state/source, there were some states with much easier items on average, suggesting that these
assessments may be demonstrating unevenness in their ability to measure student mathematical
ability. Turning to p-value breakdown by domain, items that were intended to be Algebra items
were hardest and Number and Operations in Base Ten were the easiest items, but there is likely
also an interaction effect between grade level and domain. More needs to be investigated about
these phenomenon and why certain states/sources/grades/domains are significantly easier than
others and whether this is a reflection of the actual mathematical domains or if something else is
contributing to this.
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A word count per item was also generated because previous literature has shown that
longer items negatively impact ELL performance (Haladyna & Downing, 1989; Lee & Randall,
2011; Martiniello, 2009; NBME, 2020; Shaftel et al., 2006; Walkington et al., 2018). This
variable was also unique in that middle school items were significantly longer on average than
items for grades 3-5. Minnesota was also the state with the shortest items and Pennsylvania had
the longest. These findings taken together suggested their importance for the machine learning
model but also that students are likely to experience harder or easier items depending on what
state they live in.

Model
The combination of the grammatical and lexical features alongside the item metadata
features were found to be a viable avenue for classifying these released state test items into easy,
medium, and hard difficulty levels using the Support Vector Classifier version of a Support
Vector Machine. At its best, this model only had about 50% accuracy and this was largely due to
its ability to correctly classify medium items correctly as medium items. The original dataset had
very few easy or difficult items, which makes logical sense as the majority of items that should
pass through the item development process would likely tend towards the middle, with test
developers deliberately avoiding very easy or difficult items. More data would need to be
collected that more evenly represents item difficulties to make the model better. Additionally,
since the use of the Classification and Regression Trees (CART) classifier was almost as
accurate as the SVC, more data would also assist with helping more finally decide which model
is best.
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Math Item Parse
The parts of speech tagging algorithm and the SVC classification machine learning
algorithm trained on the original dataset were used together to create Math Item Parse, a freely
available web tool that educators and test developers can use to help them simplify their
multiple-choice math questions for formative and summative assessment purposes. MIP was
developed to help the user know whether the overall readability of the question is grade
appropriate. It also gives an approximate estimate of the item's difficulty, but since it uses the
SVC algorithm described above, it tends to mostly estimate that the item will be of medium
difficulty level. It also helps the teacher to better understand the potential harm of polysemous
academic words and academic vocabulary and the number of these included. Finally, it also
helps the user to identify the number of problematic parts of speech their question contains
throughout the entire question as well as listing out the individual parts of speech that fit within
each category. This is assuredly a prototype but could still be a helpful tool for educators in
simplifying their test questions to improve linguistic equity within their classrooms.
Limitations
The biggest issue with this investigation was that MIP was trained from a very small
sample of math items that came from a relatively small number of states and the NAEP
compared to the whole potential sample of items in the United States. Ideally, a much larger
sample from far more states would be used to train the machine learning classifier. Additionally,
the p-values that were included with these items were not normally distributed, so the machine
learning algorithm has very limited ability to predict very easy or very difficult items in its
current state. Additionally, Math Item Parse was developed based on a sample of items
representing grades 3-8, so this would need to be expanded to reflect math items from high
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school and college-level multiple choice items. Another issue was that some of the vocabulary
words that are specific to a mathematics usage and are very infrequently seen were not on either
the Academic Word List or the Polysemous Academic Vocabulary List, so some of these are not
included in the current output for Math Item Parse, despite their potential for being difficult for
these students.
Implications
The major implication of this work is that this shows the initial promise of a machine
learning classifier that uses lexical and semantic features to predict item difficulty for students.
This has more quotidian implications for K-12 educators who want to simplify the language of
their formative and summative assessments to improve the linguistic accessibility of the
materials within their classroom to improve fairness. For test developers, there are two main
implications of this work; the first of these is that it can be used for these test developers to help
them avoid test questions that are overly verbose or convoluted for ELLs. Secondly, a version of
MIP could be used as one of the steps within the automated item generation process to
approximate the level of difficulty of the item based on the linguistic characteristics of the item.
It could also be used by test developers to take one version of a test and then target which areas
to simplify to make linguistically differentiated versions of the same test form for different subpopulations.
Next Steps
The next most immediate step would be to collect a bigger training sample to improve the
accuracy of Math Item Parse. If a sufficiently diverse sample could be gathered, the machine
learning algorithm could also be improved to use a predictor algorithm that would actually
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predict an approximate p-value for items that were input into Math Item Parse instead of just
predicting a range of difficulty as it does currently. An additional next step for this work would
be to complete a two-part usability study to examine whether the tool is usable and intuitive to
educators and test developers and next to measure the impact of the tool’s usage on students.
Firstly, a small sample of educators and test developers would be chosen to use the tool and give
feedback around the features that they like and those that need improvement. Next, based on
those recommendations, a group of educators and their students from a variety of grades across
K-16 educational spaces would be selected to use the tool and examine the impact of these
linguistically simplified items on their students’ assessments. These would be used to develop
the next version of MIP. Other future versions might include the capacity to parse texts intended
for ELA, science, or social studies assessments, depending on available data. Finally, a model
that includes more features in the training set such as word embeddings and more features that
relate to syntax and semantic features as in Yaneva et al., (2021) may lead to a machine learning
model that is a much stronger classifier.
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Appendix 3.A-3.O : Supporting Figures and Tables

Appendix 3.A: Figure 1 - State/source Selection Process
Figure 11.3
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Appendix 3.B: Figure 2 - Item Selection Process
Figure 12.3
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Appendix 3.C: Table 1 - Penn Treebank Parts of Speech Tags
Table 19.3

Tag
$
,
:
CC
CD
DT
EX
FW
IN
JJ
JJR
JJS
LS
MD
NN
NNS
NP
NPS
PDT
POS
PP
PP$
RB
RBR
RBS
RP
SYM
TO
UH
VB
VBD
VBG
VBN
VBP
VBZ
WDT
WP
WP$
WRB

Meaning
Dollar sign
Comma
Colon
Coordinating Conjunction
Cardinal Number
Determiner
Existential There
Foreign Word
Preposition
Adjective
Comparative Adjective
Superlative Adjective
List Item Marker
Modal
Singular Noun
Plural Noun
Singular Proper Noun
Plural Proper Noun
Predeterminer
Possessive Ending
Personal Pronoun
Possessive Noun
Adverb
Comparative Adverb
Superlative Adverb
Particle
Symbol
To
Interjection
Base Form of a Verb
Past Tense Form of a Verb
Gerund Form of a Verb
Past Participle of a Verb
Singular Non-3rd Person Form of a Verb
Third Person Form of a Verb
Determiner for Wh- Words
Wh- Pronoun
Possessive Wh- Pronoun
Wh-Adverb
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Example

And, but, or
1, 6, 18
The, a
Ballet, le, agua
In, of, above
Blue, tall, small
Taller, smaller, greater
Best, greatest, tallest
1. , 2)
Could, should, would
Couch, rug, cat
Couches, rugs, cats
Ms. Smith, Brooklyn
The Greak Lakes, The Cherokee Nation
Both, all, none
Emily’s, school’s
I, she, they
My, hers
Always, never, quickly
Quicker, faster, slower
Fastest, slowest
Away, out, up
+, -, *, /, = , [
To eat, to swim
Uh, hmm
Be, walk
Was, were
Being, walking
Been, walked
Am, walk
Is, walks
Which, when
Who, what
Whose
When, where, why

Appendix 3.D: Table 2 - Summary Statistics for the Parts of Speech in the 1,627 Item
Sample Bearing a P-value
Table 20.3

Tag
$
,
:
CC
CD
DT
EX
FW
IN
JJ
JJR
JJS
LS
MD
NN
NNS
NNP
NNPS
PDT
POS
PRP
PRP$
RB
RBR
RBS
RP
SYM
TO
UH
VB
VBD
VBG
VBN
VBP
VBZ
WDT
WP
WP$
WRB

M
0.16
1.22
0.13
0.73
8.57
5.20
0.07
0.02
5.14
1.83
0.18
0.12
0.06
0.39
7.97
3.25
2.05
0.02
0.03
0.19
0.37
0.19
0.66
0.004
0.03
0.03
3.03
0.37
0.08
0.89
0.73
0.31
0.80
0.43
1.99
0.67
0.37
0.001
0.22

SD
0.71
2.55
0.86
1.40
6.19
4.52
0.43
0.17
4.46
2.17
0.74
0.43
0.34
0.84
6.36
3.12
3.12
0.20
0.22
0.77
0.88
0.59
1.14
0.078
0.25
0.21
4.61
0.81
0.48
1.50
1.59
0.82
1.13
0.99
1.92
0.70
0.52
0.035
0.50

Min
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
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Max
10
35
14
14
69
35
6
3
32
26
9
10
4
9
43
24
32
3
4
9
8
8
11
2
6
2
47
8
10
14
13
14
12
8
18
8
3
1
4

Appendix 3.E: Table 3 – Summary Statistics for P-values by Grade
Table 21.3

Grade

Mean

SD

Frequency

3

0.65

0.16

215

4

0.62

0.16

307

5

0.62

0.15

241

6

0.59

0.17

252

7

0.54

0.15

270

8

0.55

0.14

342

Total

0.59

0.16

1627

159

Appendix 3.F: Table 4 - Summary Statistics for P-values by State
Table 22.3

State

Mean

SD

Frequency

MA

0.64

0.17

313

MN

0.57

0.17

81

NAEP

0.55

0.18

175

NY

0.60

0.15

737

PA

0.58

0.12

255

RI

0.54

0.18

66

Total

0.59

0.16

1627

160

Appendix 3.G: Table 5 - Summary Statistics for P-values by Mathematical Domain
Table 23.3

Domain

Mean

SD

Frequency

Algebra

0.52

0.17

68

Expressions & Equations

0.56

0.15

213

Functions

0.55

0.14

54

Geometry

0.56

0.15

227

Measurement & Data

0.60

0.15

196

Number and Operations - Fractions
Number and Operations in Base Ten

0.61
0.67

0.15
0.13

156
134

Operations and Algebraic Thinking

0.64

0.16

234

Ratios and Proportional Relationships

0.60

0.16

112

Statistics and Probability

0.57

0.14

103

The Number System
Total

0.59
0.59

0.15
0.16

130
1627

161

Appendix 3.H: Table 6 Summary Statistics for Word Count by Grade Level
Table 24.3

Grade

Mean

SD

Frequency

3

30.64

17.22

215

4

27.80

16.97

307

5

31.54

19.31

241

6

35.94

24.03

252

7
8

42.25
45.67

25.88
30.24

270
342

Total

36.14

24.20

1627

162

Appendix 3.I: Table 7 - Summary Statistics for Word Count by State/source
Table 25.3

State

Mean

SD

Frequency

MA

35.48

23.02

313

MN

24.85

17.26

81

NAEP
NY
PA
RI
Total

32.74
36.17
44.67
28.92
36.14

18.99
24.50
28.34
17.50
24.20

175
737
255
66
1627
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Appendix 3.J: Figure 3 - Comparison of Model Accuracy for Seven Machine Learning
Classifiers
Figure 13.3

Note: RFR is Random Forrest Classifier, LR is Logistic Regression, LDA is Linear Discriminant
Analysis, CART is Classification and Regression Trees, KNN is K-Nearest Neighbors Classifier,
NB is the Gaussian Naïve Bayes Classifier, and SVM is the Support Vector Machine Classifier.
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Appendix 3.K: Table 8 - Confusion Matrix for the Test Data Using the Support Vector
Machine Model
Table 26.3

Difficult
(0)

Medium
(1)

Easy
(2)

Difficult
(0)

2

81

4

Medium
(1)

8

146

7

Easy
(2)

2

63

13
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Appendix 3.L: Table 9 - Classification Report for the Test Data Using the Support Vector
Machine Model
Table 27.3

Group

Precision

Recall

F1-Score

Support

Difficult (0)

0.20

0.02

0.12

87

Medium (1)

0.51

0.92

0.65

161

Easy (2)

0.52

0.15

0.24

78

0.50

326

Accuracy
Macro Avg

0.41

0.37

0.31

326

Weighted Avg

0.43

0.50

0.39

326
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Appendix 3.M: Figure 4 - Feature Importance for the Support Vector Classifier Model
Figure 14.3
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Appendix 3.N: Figure 4 - Math Item Parse Input Page Sample
Figure 15.3
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Appendix 3.O: Figure 5 - Math Item Parse Sample Output Page
Figure 16.3
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CHAPTER 5: Final Discussion

The three articles taken together provide some interesting findings for methodologists,
educators, test developers and have some implications for larger educational policy in
relationship to text data, the language of assessments, and supporting English Language
Learners. Methodologically, this portfolio of text mining techniques all being used together in
one research study was not found anywhere in this same combination, to the author’s knowledge.
So just attempting the combination of the Bag of Words approach, sentiment analysis, topic
modeling, bigrams/trigram analysis, parts of speech tagging and analysis, and the use of all of
these features taken together in a machine learning algorithm associated with a text parser to
predict item difficulty and tag the problematic test features was methodologically complex. This
research bears out that this kind of portfolio of text mining techniques has a use within the
analysis and improvement of written texts intended for educational purposes.
Next, these findings have a number of implications for educators. Firstly, the vocabulary
lists generated in article 1 are very useful for supporting classroom teachers in the K-12 space to
focus their very limited classroom time on the core vocabulary words their students should
expect to see on these assessments overall and must know to be able to access the questions, by
grade and by mathematical domain. Additionally, the identification of so many polysemous
words being used within these assessments further exemplifies the importance of teaching these
vocabulary words and their different uses within different contexts both for monolingual and
ELL students. The findings in article 2 also showed that there were some phrases as
demonstrated by the bigrams/trigrams analysis that these teachers should also be focusing on in
their classroom vocabulary instruction. Specifically for ESL/ENL teachers, the frequency of the
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parts of speech and their negative impact on p-value as analyzed by the regression in article 2
should help these teachers to focus on the parts of speech that they need to prioritize within their
ESL instruction. Finally, the prototype Math Item Parse tool is laying a promising foundation for
classroom educators to use in the pursuit of simplifying their multiple-choice math assessments.
This tool very simply shows the teacher how many problematic parts of speech they used as well
as what words are present. It can certainly be improved; however, this is a good prototype to start
from. This work also has larger curricular implications towards Universal Design for Learning
because it outlines the presence of problematic language within assessment as well as provides
educators with a tool for making the language of their classroom materials more equitable.
In addition, these findings have some implications for test developers and item writers.
The first of these is that certain classes of vocabulary words have a direct negative impact on
student performance on mathematical items, especially polysemous words. These should be
avoided in item development wherever possible to ensure linguistic equity for all examinees. For
cases in which a very low-frequency academic vocabulary word must be used, perhaps a test
feature or glossary could be provided to define that word to support ELLs. Next, the parts of
speech analysis work in article 2 showed that some of these grammatical structures negatively
impact item easiness for the entire pool of examinees and likely have even worse implications
for ELL performance. Again, the implication for item writers is to try to write the items as
simply as possible using present tense forms of verbs and using as few words as possible. An
additional support for ELLs may be to add in the most frequent bigrams and trigrams as part of
the glossary provided as an accommodation. The Math Item Parse tool can also be used to help
test developers and item writers to more deliberately understand the relationship between the
language they choose for their question and the item difficulty.
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Finally, the biggest implication of these findings for larger educational policy is that more
classroom time and curricular materials need to be provided to teachers to support both their
monolingual students and English Language Learners. In the current versions of accountability
assessments, English language comprehension is a huge component of being able to demonstrate
mathematical ability and ELL abilities are currently grossly underrepresented by the present
form of these assessments. There are two things that can begin to mitigate this issue, either the
assessments need to rely less on language until they are accessible to all examinees or ELLs need
sufficient training and support before the summative accountability exam to help them learn
enough English to be able to access the language of the test.
The largest limitation of the present study was that only a very small subset of the items
gathered for the sample provided a p-value, which limited the amount of work that could be done
here. Another limitation was that these p-values were only provided for the entire sample of
students who took the exam during that administration, so the amount of generalizability of these
findings to ELLs is limited. Additionally, because only 1,627 items had p-values, this was not
enough to train a machine learning model that directly predicted p-value; instead, a model that
classified items into easy, medium, and hard levels of difficulty had to be used. Even with this
adjustment, so few items were very hard or very easy, so the classifier was best at predicting
medium difficulty items. Overall, with more data that has a more even distribution of p-values,
this is likely a viable tool for helping educators and test developers to improve the language of
their mathematics items.
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