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Dedicated to Seppo Rickman and Jussi Va¨isa¨la¨ on the occasion of their 80th birthdays
Abstract. We show that all the common definitions of quasiregular mappings f : M →
N between two equiregular subRiemannian manifolds of homogeneous dimension Q ≥ 2
are quantitatively equivalent with precise dependences of the quasiregularity constants.
As an immediate consequence, we obtain that if f is 1-quasiregular according to one
of the definitions, then it is also 1-quasiregular according to any other definition. In
particular, this recovers a recent theorem of Capogna et al. [11] on the equivalence of
1-quasiconformal mappings.
Our main results answer affirmatively a few open questions from the recent research.
The main new ingredient in our proofs is the distortion estimates for particular local
extensions of the horizontal metrics. These extensions are named “Popp extensions”,
and based on these extensions, we introduce a new natural and invariant definition of
quasiregularity in the equiregular subRiemannian setting. The analysis on Popp exten-
sions and on the implied distortion is also of independent interest.
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1. Introduction
A continuous mapping f : X → Y between topological spaces is said to be a branched
covering if f is both discrete and open. Recall that a mapping f : X → Y between two
topological spaces is discrete if the preimage f−1(y) of each point y ∈ Y is a discrete
subset of X .
For a branched covering f : X → Y between two metric spaces (X, d) and (Y, d),
x ∈ X and r > 0, we set
(1.1) Hf(x, r) :=
Lf (x, r)
lf(x, r)
,
where
Lf (x, r) := sup
y∈X
{d(f(x), f(y)) : d(x, y) = r},
and
lf(x, r) := inf
y∈X
{d(f(x), f(y)) : d(x, y) = r}.
Then the linear dilatation function Hf of f is defined pointwise by
Hf (x) = lim sup
r→0
Hf(x, r), x ∈ X.
Definition 1.1. A branched covering f : X → Y between two metric measure spaces is
termed metrically H-quasiregular if the linear dilatation function Hf is finite everywhere
and essentially bounded from above by finite constant H ∈ [1,∞).
If f : X → Y in Definition 1.1 is additionally assumed to be homeomorphic, then f
is called metrically H-quasiconformal1. We will call f in short a metrically quasiregular
(quasiconformal) mapping if it is metrically H-quasiregular (-quasiconformal) for some
H ∈ [1,∞).
The importance of quasiconformal mappings in complex analysis was realized by
Ahlfors, Teichmu¨ller and Morrey in the 1930s. Ahlfors used quasiconformal mappings
in his geometric approach to Nevanlinna’s value distribution theory that earned him one
1The definition of metric quasiconformality is somewhat weaker than the more commonly used definition
in literature. Namely, we do not require that the linear dilatation is bounded everywhere. However, the
two definitions coincide if the metric measure spaces have locally bounded geometry.
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of the first two Fields medals. Teichmu¨ller used quasiconformal mappings to measure the
distance between two conformally inequivalent compact Riemann surfaces, starting what
is now called Teichmu¨ller theory. Morrey proved a powerful existence theorem, called the
measurable Riemann mapping theorem, which has had tremendous impact on complex
analysis and dynamics, Teichmu¨ller theory, low dimensional topology, inverse problems
and partial differential equations.
The higher-dimensional theory of quasiconformal mappings was initiated in earnest
by Reshetnyak, Gehring and Va¨isa¨la¨ in the early 1960s [17, 18, 47]. Generalizations to
quasiregular mappings were introduced in the works by Reshetnyak, and the basic theory
was comprehensively laid and significantly advanced in a sequence of papers from the
Finnish school of Martio, Rickman and Va¨isa¨la¨ in the late 1960s [41, 42, 43].
Historically, there are three different definitions of quasiconformality: the metric defi-
nition, the analytic definition, and the geometric definition (see Section 4.1 for a detailed
description of these definitions). Apparently, the metric definition is of infinitesimal fla-
vor, the analytic definition is a pointwise condition, and the geometric definition is more
of a global nature. It is a rather deep fact, due to Gehring [18] and Va¨isa¨la¨ [53], that all
the three definitions of quasiregularity are equivalent, quantitatively. The interplay of all
three aspects of quasiconformality/quasiregularity is an important feature of the theory;
see [6, 33, 47, 48, 54] for more on the Euclidean theory of these mappings.
The interplay between the different definitions of quasiconformality and quasiregular-
ity in more general spaces is quite intricate and has drawn attention from many math-
ematicians working in the analysis on metric spaces. In the setting of Ahlfors regular
spaces supporting an abstract Poincare´ inequality, the foundational results were estab-
lished by Heinonen and Koskela [27]. More delicate results were obtained later by Tyson
in a sequence of papers [50, 51, 52]. In particular, the equivalence of the definitions
were achieved in the setting of metric spaces of locally bounded geometry in the seminal
work [28]. Among others, let us point out that, by the surprising work of Williams [55],
the analytic quasiconformality is always equivalent to the geometric quasiconformality
without any a priori assumption on the underlying metric measure spaces. See also [56]
for the most recent results along this direction.
The question of the equivalences in the quasiregular category arose naturally after
the fundamental work of Heinonen and Rickman [30], where a metric theory of branched
coverings between generalized manifolds were developed. Some of the equivalences were
later obtained by Onninen and Rajala [45] in the setting of branched coverings from
Euclidean spaces to generalized manifolds of certain type. The most recent remarkable
advance is due to Williams [57], where these equivalences were obtained in metric spaces
of locally bounded geometry; see also the work of Cristea [13].
In this paper, we consider these equivalences on subRiemannian manifolds. Our study
is partially motived by the study of uniformly quasiregular mappings in the subRieman-
nian manifolds [2, 40, 16]. On the other hand, together with the very recent paper [22], it
completes the foundations of the theory of quasiregular mappings in general in the setting
of equiregular subRiemannian manifolds. We refer to [25, 14, 15, 16, 22] and the references
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therein for more on the theory of quasiregular mappings on subRiemannian manifolds,
and also on the historical development of the theory.
Let (M, g) be an equiregular subRiemannian n-manifold of homogeneous dimension
Q ≥ 2. We use the notation dM and VolM for the corresponding subRiemannian distance
and Popp volume on (M, g) respectively (precise definitions are given in Section 2 be-
low). Alternatively, we use Pg to denote the Popp volume form on (M, g). If not stated
otherwise, we use the Popp measure as the measure on the subRiemannian manifolds in
question throughout the text.
Our main result of this paper is the following precise quantitative equivalence result
on various definitions of quasiregularity in the equiregular subRiemannian setting. We
express the relation between the different quasiregularity constants by using constants
H, Ĥ,K and K̂, and then explain how these are related. We remark at this point, in a
slightly vague manner, that the constants H and Ĥ bound “horizontal distortion”, while
K and K̂ are bounds for “total distortion”.
Theorem 1.2. Let f : (M, g) → (N, h) be a branched covering between two equiregu-
lar subRiemannian manifolds of homogeneous dimension Q ≥ 2 and rank k. Then the
following conditions are quantitatively equivalent:
1) f is a metrically H-quasiregular mapping,
2) f is a weak metrically H-quasiregular mapping,
3) f is a horizontally Ĥ-quasiregular mapping,
4) f is an analytically K-quasiregular mapping,
5) f is a geometrically K-quasiregular mapping ,
6) f is a subRiemannian K̂-quasiregular mapping.
We have the following precise dependences on the quasiregularity constants H, Ĥ,K and
K̂:
• If f is weak metrically H-quasiregular, then it is analytically K-quasiregular with
K = HQ−1 and horizontally Ĥ-quasiregular with Ĥ = Hk−1.
• If f is analytically K-quasiregular, then it is metrically H-quasiregular with H =
K and horizontally Ĥ-quasiregular with Ĥ = K.
• If f is horizontally Ĥ-quasiregular, then f is analytically K-quasiregular with
K = ĤQ−1, metrically H-quasiregular with H = Ĥ , and subRiemannian K̂-
quasiregular with K̂ = ĤQ−1.
• If f is subRiemannian K̂-quasiregular, then f is horizontally KĤ-quasiregular
with Ĥ = K̂.
Theorem 1.2 was predicted to be true in [22, below Theorem 5.8] and it answers
affirmatively an open question of Fa¨ssler–Lukyanenko–Peltonen [16, Question 2.18]. As
we will see in a moment in Section 6.3, as a byproduct of our proof, it also answers
affirmatively [16, Question 2.17].
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In the special case when f is a homeomorphism between two Riemannian n-manifolds
(M, g) and (N, h), the equivalences of different notions of quasiregularity showing in The-
orem 1.2 are well-known and follows directly from [28, Theorem 9.8] and [3, Theorem 5.2].
But these works do not imply such precise dependences of the quasiregularity constants as
claimed in Theorem 1.2. In particular, it was not even clear whether all the definitions of
1-quasiconformality are equivalent even in the Riemannian setting before the very recent
work [11] (2016). Thus, the precise interrelation of the quasiregular constants obtained in
Theorem 1.2 seems to be new even in the setting of Riemannian manifolds.
As an immediate consequence of Theorem 1.2, we obtain the following characterization
of 1-quasiregularity (or conformality).
Corollary 1.3. Let f : (M, g) → (N, h) be a branched covering between two equireg-
ular subRiemannian manifolds of homogeneous dimension Q ≥ 2. Then the following
conditions are equivalent:
1) f is a metrically 1-quasiregular mapping,
2) f is a weak metrically 1-quasiregular mapping,
3) f is a horizontally 1-quasiregular mapping,
4) f is an analytically 1-quasiregular mapping,
5) f is a geometrically 1-quasiregular mapping ,
6) f is a subRiemannian 1-quasiregular mapping.
Moreover, each of the conditions above is further equivalent to the following equation of
horizontal conformality
f ∗h = cg.(1.2)
Where c is some a.e. positive function on M and f satisfied the regularity of assumptions
of some (and thus all) definitions of 1-quasiregularity in the theorem above.
Taking into account the geometry of subRiemannian manifolds, the definitions of
subRiemannian quasiregularity and horizontal quasiregularity that appear in Theorem 1.2
and in Corollary 1.3 seem to be quite natural in the setting of equiregular subRiemannian
manifolds. The motivation for the first of these definitions arises from the corresponding
one in the setting of Riemannian manifolds [37] and also from the one in the Heisenberg
group [14, 15]. The definitions of subRiemannian and horizontal quasiregularity are given
in Section 5.3.
To define the notion of subRiemannian quasiregularity, we need local extensions of the
horizontal metrics. We call these local extensions Popp extensions. They are introduced
in Section 5. Regarding the proof of Theorem 1.2, beside of subRiemannian calculus
developed in the recent papers [39, 16, 22], the Popp extensions turns out to be the key
in the proofs. In particular, it allows us to recover the metric quasiregularity from the
subRiemannian one.
When f : (M, g)→ (N, h) is a homeomorphism, the equivalences of 1), 2), 3) and 6)
in Corollary 1.3 reduces to a recent result in the mentioned paper of Capogna et al. [11,
6 CHANG-YU GUO AND TONY LIIMATAINEN
Theorem 1.3] (2016), where remarkably 1-quasiconformal mappings were shown to be
smooth when the underlying subRiemannian manifolds support suitable regularity theory
for subelliptic p-Laplacian operators. The latter result, whenM and N are Carnot groups,
is due to Capogna and Cowling [10].
In this paper, we did not consider Theorem 1.2 in the setting of non-equiregular sub-
Riemannian manifolds. It would be interesting to know whether a version of Theorem 1.2
holds in such manifolds; see [1] for more discussion along this direction.
This paper is organized as follows. After this introductory section, Section 2 contains
the basic geometry of equiregular subRiemannian manifolds. We review the basic calculus
in subRiemannian manifolds in Section 3. In Section 4, we consider various definitions
of quasiregularity in the subRiemannian manifolds and collect some basic properties of
quasiregular mappings. In Section 5, we introduce Popp extensions of horizontal, i.e.
subRiemannian, metrics. There we also introduce the subRiemannian quasiregularity
and horizontal quasiregularity. We give a proof of Theorem 1.2 in Section 6. For the
convenience of readers who are not familiar with the subRiemannian geometry, we also
included in the appendix the proof of the equivalences of 1-quasiregularity for mappings
between Riemannian manifolds.
2. Geometry of equiregular subRiemannian manifolds
2.1. Basic concepts in subRiemannian geometry. LetM be a C∞-smooth manifold
of dimension n and let D ⊂ TM be a subbundle of constant rank k. Define the following
flag of distributions inductively for s ∈ N:

D0 := {0}
D1 := Γ(D)
Ds+1 := Ds + C∞(M)-span {[X,Z] : X ∈ D1, Z ∈ Ds} ,
where Γ(D) is the set of all smooth sections of D. For any set S of vector fields,
C∞(M)-span(S) is the set of linear combinations of elements of S with coefficients in
the ring C∞(M) of smooth functions M → R.
By definition we have
{0} ⊂ D1 ⊂ · · · ⊂ Ds ⊂ Ds+1 ⊂ · · · ⊂ Vec(M),
where Vec(M) is the space of all vector fields on M . For any point p ∈ M , we have a
pointwise flag
Dsp := {Z(p) : Z ∈ D
s} ⊂ TpM.
To such a flag we associate the following functions M → N ∪ {+∞}:
Ranks: ks(p) := dim(D
s
p), s = 1, 2, . . ..
Growth vector: ns(p) := ks(p)− ks−1(p) = dim(D
s
p/D
s−1
p ).
Step: m(p) := inf{s : Dsp = TpM}.
Weight: for i ∈ {1, . . . , n}: wi := s if and only if i ∈ {ks−1 + 1, . . . , ks}.
We have that that k = k1 ≤ k2 ≤ · · · ≤ n and also
∑s
i=1 ni = ks. The function
p 7→ (n1(p), n2(p), . . . ) ∈ N
N is usually called the growth vector. Notice that if m(p) <∞,
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then
{0} ⊂ D1p ⊂ · · · ⊂ D
m(p)
p = TpM.
The subbundle D is usually called the horizontal distribution and it is said to be equiregular
if ks, and hence ns andm, are constants. Ifm <∞, then D is said to be bracket generating
and we have ks(p) = ks = n.
Definition 2.1 (subRiemannian manifold). An equiregular subRiemannian manifold is
a triple (M,D, g) where M is a smooth and connected manifold, D ⊂ TM is a bracket
generating equiregular subbundle, and g is a smooth inner product on the fibers Dp,
p ∈M , of D.
The inner product g is called a horizontal metric of D. We use the notation |v|gp or
‖v‖gp for the norm
√
gp(v, v) of a horizontal vector v ∈ Dp. When there is no risk of
confusion, we sometimes remove the subscript and write simply |v| or |v|g etc.
Definition 2.2 (subRiemannian distance). An absolutely continuous curve γ : [0, 1]→M
is called a horizontal curve if γ′(t) ∈ Dγ(t) for almost every t ∈ [0, 1].
The length l(γ) of a horizontal curve γ : [0, 1]→ M is
l(γ) :=
∫ 1
0
‖γ′(t)‖ dt.
The subRiemannian distance is defined by:
dg(p, q) := inf
γ
{l(γ) : γ is a horizontal curve joining p ∈M to q ∈M} .
A subRiemannian manifold M can be endowed in a canonical way with a smooth
volume VolM that is called the Popp measure. The construction can be found in Section 5
below; see also [4, 19, 44]. Consequently, when a subRiemannian manifold M is endowed
with the subRiemannian distance dg and the Popp measure VolM , then (M, dg,VolM)
becomes a metric measure space. We will often drop the subscript g from the distance dg
when the context is clear.
2.2. Tangent cone of an equiregular subRiemannian manifold. To introduce the
notion of P -differentiability of a mapping between two equiregular subRiemannian man-
ifolds, we need the notion of privileged coordinates and the construction of the metric
tangent cone of equiregular subRiemannian manifolds. We briefly recall these nowadays
well-known concepts and refer to literature for more details. Below (M,D) is an equireg-
ular subRiemannian manifold.
Definition 2.3 (Non-holonomic order). Let f : M → R be a smooth function and o ∈M .
The non-holonomic order of f at p is defined as the maximum of k ∈ N such that for all
i < k and for any choice of horizontal vector fields X1, . . . , Xi ∈ D it holds that
X1X2 · · ·Xif(p) = 0.
Definition 2.4. Let p ∈ M and let U be an open neighborhood of p in M . A system
of coordinates (x1, . . . , xn) : U → R
n centered at p is a system of privileged coordinates if
each of the functions xi has non-holonomic order equaling the weight wi.
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Privileged coordinates exists at all points of M . See [5, 44, 12] for insights in this
argument.
Let (M,D, d) be a subRiemannian manifold with horizontal distribution D ⊂ TM .
Since the results of this section we discuss are local, we can assume that D is generated by
k smooth vector fields X1, . . . , Xk ∈ Γ(TM) that are linearly independent at every point.
We next briefly discuss the construction of the metric tangent cone at a point o ∈M
following the presentation in [22]. See also [5, 20, 16] for more information about the
construction of a tangent cone in the subRiemannian setting.
We assume that at each point p ∈ M a system of privileged coordinates is chosen.
Let δpǫ : U
p
ǫ → U
p
ǫ−1 be the corresponding dilations , ǫ ∈ (0,+∞), where U
p
ǫ ⊂ M is an
open neighborhood of p. We assume Up1 ⊂ U
p
ǫ for all ǫ ≤ 1. Note that we do not assume
anything on the dependence of δpǫ on p ∈ M . The dilations δ
p
ǫ permit to construct the
metric tangent cone of (M,D, d) at p ∈M .
For ǫ ∈ (0, 1] and j ∈ {1, . . . , k}, define Xp,ǫj := ǫ · dδ 1
ǫ
◦Xj ◦ δǫ ∈ Γ(TU
p
1 ). Then there
are Xp,0j ∈ Γ(TU
p
1 ) such that X
p,ǫ
j → X
p,0
j uniformly on compact sets as ǫ → 0. Up to
shrinking the set Up1 , we can assume the convergence to be uniform on U
p
1 . Notice that,
for all ǫ ∈ (0, 1], (δpǫ )∗X
p,0
j = dδ
p
ǫ ◦X
p,0
j ◦ δ
p
ǫ = ǫ
−1Xp,0j .
For all ǫ ∈ [0, 1], the vector fields Xp,ǫj define a subRiemannian distance d
p
ǫ on U
p
1 .
For ǫ 6= 0, the metric space (Up1 , d
p
ǫ) is isometric to a neighborhood of p in (M, ǫ
−1d). As
ǫ→ 0, dpǫ converge uniformly on U
p
1 × U
p
1 to d
p
0. This implies that (U
p
1 , d
p
0) is isometric to
a neighborhood of the origin in the tangent cone of (M, d) at p. We write dp0 or just d
p
for the tangent distance at the point p.
More can be said about the tangent cone. Let gp ⊂ Γ(TU
p
1 ) be the Lie algebra
generated by the vector fields {Xp,0j }
k
j=1. This is a finite dimensional, nilpotent, stratified
Lie algebra, whose first layer is the span of the vector fields Xp,01 , . . . , X
p,0
k .
Recall that a Lie algebra g is stratified or graded of step m and rank k if g is a
direct sum g =
⊕m
i=1 Vi of vector subspaces {Vi}
m
i=1, with dim(V1) = k and [V1, Vi] = Vi+1
for all i = 1, . . . , m. When we speak of a stratified Lie algebra g we mean that the
stratification V1, . . . , Vm is chosen. If g
′ =
⊕m′
i=1 V
′
i is another stratified Lie algebra, then
a map A : g→ g′ is a homomorphism of stratified (or graded) Lie algebras if it commutes
with Lie brackets and A(Vi) ⊂ V
′
i .
Since a stratified Lie algebra is nilpotent, the Baker-Campbell-Hausdorff formula is a
finite sum and it defines a map ∗ : g × g → g that makes (g, ∗) into a Lie group. More
precisely, (g, ∗) is the unique simply connected Lie group whose Lie algebra is g. With
this identification between Lie algebra and Lie group, any Lie algebra morphism is a Lie
group morphism as well.
The group G = (g, ∗) becomes a Carnot group if V1 is endowed by a scalar product
and G is endowed with the induced left-invariant subRiemannian metric. In the case of
gp ⊂ Γ(TU
p
1 ), where gp is defined above, the first layer is V1 = span{X
p,0
1 , . . . , X
p,0
k },
and the scalar product on V1 is chosen by declaring that X
p,0
1 , . . . , X
p,0
k is an orthonormal
basis.
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The exponential map for vector fields exp : Γ(TUp1 ) → U
p
1 (which is not globally
defined), restricted to gp gives an isometry between an open neighborhood of 0 ∈ Gp = gp
onto an open neighborhood of p in (Up1 , d
p
0). Moreover, by results in [12], we may start
with some special privileged coordinates on Up1 so that they correspond to exponential
coordinates of the group Gp. Therefore, if p¯ is another point on another subRiemannian
manifolds, and A : gp → gp¯ is a Lie algebra homomorphism, then we can see A as a map
Up1 → U
p¯
1 that is linear in these coordinates.
3. Calculus on subRiemannian manifolds
3.1. P -differential and Stepanov’s theorem. In this section, we introduce the notion
of P -differentiability and recall a version of the Stepanov’s theorem in the equiregular
subRiemannian setting obtained recently in [22]. This definition was first introduced for
mappings between two Carnot groups by Pansu [46] in his study of quasi-isometries of
rank-one symmetric spaces, and was generalized later by Margulis and Mostow [39] for
mappings between two equiregular subRiemannian manifolds (with the same dimension),
where quasiconformal mappings were shown to be P -differentiable almost everywhere
(with respect to the Popp measure). We refer the readers to [22, Section 4] and [16,
Section 5] for a detailed description of the P -differential in the equiregular subRiemannian
setting.
Let (M, g) and (N, h) be two equiregular subRiemannian manifolds of homogeneous
dimension n and rank k. Let f : M → N be a Borel mapping2, p ∈M and p¯ := f(p) ∈ N .
Following the notation in Section 2.2, we introduce the concept of P -differential.
Definition 3.1 (P -differential). We say that f is P -differentiable at p ∈M if there exists
a homomorphism of graded Lie algebras A : gp → gp¯ such that
lim
gp∋X→0
dh (exp(A[X ])(p¯), f(exp(X)(p)))
‖X‖
= 0,
where ‖ · ‖ is any homogeneous semi-norm on gp. When f is P -differentiable at p, we
write Df(p) instead of A for the P -differential.
We caution that the definition of P -differential depends on a choice of two systems of
privileged coordinates, one centered at p and the other at p¯. However, different choices of
privileged coordinates “commutes by isomorphisms”. That is, if g′p and g¯
′
p¯ are the graded
Lie algebras that arise from a different choice of privileged coordinates, then there are
isomorphisms of graded Lie algebras F : gp → g
′
p and F¯ : g¯p¯ → g¯
′
p¯ with the following
property: for any map f : M → N with f(p) = p¯ and with a P -differential A : gp → gp¯,
a homomorphism of graded Lie algebras A′ : g¯′p → g¯
′
p¯ is the P -differential of f at p if and
2Recall that a mapping f : X → Y is Borel if the preimage of each open set in Y is a Borel set in X .
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only if the following diagram commutes:
g¯p
F

A
// g¯p¯
F¯

g¯
′
p A′
// g¯
′
p¯
When consider a local property of our mapping f : M → N , it is convenient to identify
a local neighborhood of a point in an equiregular subRiemannian manifold with a ball
in Rn in the following way: for each point p ∈ M , fix a neighborhood Up of p and a
smooth diffeomorphism ϕ : Up → B(0, r) ⊂ R
n. Then ϕ induces a natural subRiemannian
structure on Rn by pushing forward the corresponding subRiemannian structure on M so
that ϕ becomes an isometry with respect to the subRiemannian distance on M and the
induced subRiemannian distance on Rn. With a slight abuse of notation, in privileged
coordinates, the P -differential is a linear mapping Df(0) = Df(p) : Rn → Rn such that
(3.1) lim
y→0
dh(Df(0)y, f(y))
‖y‖
= 0
where ‖ · ‖ is any homogeneous semi-norm on Rn. By the Ball-Box theorem (see e.g. [20]),
it follows that
lim
y→0
dh(Df(0)y, f(y))
dg(0, y)
= 0,
or, in other words,
(3.2) dh(f(p), f(y)) = dh(f(p), Df(0)y) + o (dg(0, y)) .
Indeed, privileged coordinates identify a neighborhood of a point p with a neighborhood
of the origin 0 in the Carnot group tangent to M at p endowed with the exponential
coordinates.
The following Stepanov-type result was obtained in [22].
Theorem 3.2 (Theorem A, [22]). Let f : (M, g) → (N, h) be a Borel mapping between
two equiregular subRiemannian manifolds. Then f is P -differentiable at VolM -a.e.
L(f) :=
{
x ∈M : lim sup
y→x
dh(f(y), f(x))
dg(y, x)
<∞
}
.
In reference [22] this notion of differentiability is referred as geometric differentiabil-
ity. This theorem is a subRiemannian counterpart of Lemma 7.3, which we will prove
independently later.
For our later purpose of this paper, it is important to introduce the notion of a contact
mapping.
Definition 3.3 (Contact mappings). A mapping f : M → N between two equiregular
subRiemannian manifolds is said to be contact if f maps the horizontal distribution to
horizontal distribution almost everywhere, i.e.,
f∗ : Dp → Df(p) VolM -a.e. p ∈M.
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Note that if f is P -differentiable at p ∈ M , then f∗ : Dp → Df(p); see [22, Section
4] or [16, Section 5.5]. It follows immediately that f : M → N is contact whenever it is
P -differentiable VolM -a.e. in M .
3.2. Sobolev spaces. We introduce next the Sobolev spaces of mappings between two
subRiemannian manifolds based on the upper gradients. More detailed descriptions of
Sobolev spaces based on this approach can be found in [49, 29].
Let Γ be a family of curves in an equiregular subRiemannian manifold M = (M, g).
A Borel function ρ : M → [0,∞] is admissible for Γ if for every locally rectifiable curve
γ ∈ Γ,
(3.3)
∫
γ
ρ ds ≥ 1.
The p-modulus of Γ, p ≥ 1, is defined as
Modp(Γ) = inf
{∫
M
ρp dVolM : ρ is admissible for Γ
}
.
A family of curves is called p-exceptional if it has p-modulus zero. We say that a
property of curves holds for p-a.e. curve if the collection of curves for which the property
fails to hold is p-exceptional.
Definition 3.4. A Borel function g : M → [0,∞] is called an upper gradient for a map
f : M → N if for every rectifiable curve γ : [0, 1]→M , we have the inequality
(3.4)
∫
γ
g ds ≥ dh (f(γ(1)), f(γ(0))) .
Here ds is the length element on M . If inequality (3.4) merely holds for p-almost every
curve, then g is called a p-weak upper gradient for f . When the exponent p is clear, we
omit it.
The concept of upper gradient were introduced in [27]. It was initially called “very
weak gradient”, but the befitting term “upper gradient” was soon suggested. Functions
with p-integrable p-weak upper gradients were subsequently studied in [35]. By [29,
Lemma 6.2.2], a mapping f has a p-weak upper gradient in Lploc(M) if and only if it
has an actual upper gradient in Lploc(M).
A p-weak upper gradient g of f is minimal if for every p-weak upper gradient g˜ of f
there holds that g˜ ≥ g VolM -almost everywhere. If f has an upper gradient in L
p
loc(M),
then f has a unique (up to sets of VolM -measure zero) minimal p-weak upper gradient
by [29, Theorem 6.3.20]. In this situation, we denote the minimal upper gradient by gf .
In view of the above result, the minimal p-weak upper gradient gu of a function u on
M should be thought of as a substitute for |∇Hu|, or the length of a horizontal gradient,
for functions defined on subRiemannian manifolds.
Fix a Banach space V, and we first define the Sobolev space N1,p(M,V) of V-valued
mappings. Let N˜1,p(M,V) denote the collection of all maps f ∈ Lp(M,V) that have an
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upper gradient in Lp(M). We equip it with seminorm
‖f‖N˜1,p(M,V) = ‖f‖Lp(M,V) + ‖gf‖Lp(M),
where gf is the minimal p-weak upper gradient of f . We obtain a normed space N
1,p(M,V)
by passing to equivalence classes of functions in N˜1,p(M,V) with respect to equivalence
relation: f1 ∼ f2 if ‖f1 − f2‖N˜1,p(M,V) = 0. Thus
(3.5) N1,p(M,V) := N˜1,p(M,V)/{f ∈ N˜1,p(M,V) : ‖f‖N˜1,p(M,V) = 0}.
Let N˜1,ploc (M,V) be the vector space of functions f : M → V with the property that
every point x ∈M has a neighborhood Ux inM such that f ∈ N˜
1,p(Ux,V). Two functions
f1 and f2 in N˜
1,p
loc (M,V) are said to be equivalent if every point x ∈ M has a neighbor-
hood Ux in M such that the restrictions f1|Ux and f2|Ux determine the same element in
N˜1,p(Ux,V). The local Sobolev space N
1,p
loc (M,V) is the vector space of equivalent classes
of functions in N˜1,ploc (M,V) under the preceding equivalence relation.
To define the Sobolev space N1,p(M,N) of mappings f : M → N , we first fix an iso-
metric embedding ϕ of N into some Banach space V. Then the Sobolev space N1,p(M,N)
consists of all mappings f : M → N with ϕ ◦ f ∈ N1,p(M,V).
For every subRiemannian manifold (M, g), let Cε(T ) be the collection of curves γ such
that dg(γ(b), γ(a)) ≥ ε. We need the following useful characterization of Sobolev spaces.
Theorem 3.5 (Theorem 3.10, [55]). Let p > 1 and let M be compact. Then f ∈
N1,p(M,N) if and only if
lim inf
ε→0
εpModp
(
f−1(Cε(N))
)
<∞.(3.6)
Moreover, if this is the case, then the liminf on the left-hand side is an actual limit, and
we have
‖gf‖
p
Lp(M) = limε→0
εpModp
(
f−1(Cε(N))
)
The following differentiability result will be used frequently in our later sections.
Proposition 3.6 (Proposition 5.16, [22]). Let f : M → N be an open mapping between
two equiregular subRiemannian manifolds of homogeneous dimension Q ≥ 2. If f ∈
N1,Qloc (M,N), then f is P -differentiable a.e. in M .
We also remark that if a continuous open mapping f : M → N is P -differentiable at
p ∈ M and g : f(M) → N ′ is P -differentiable at f(p) ∈ N , then it follows that g ◦ f is
P -differentiable at p ∈M and D(g ◦ f)(p) = Dg(f(p)) ◦Df(p), cf. [16, Lemma 5.8].
4. Quasiregular mappings
In this section, we will present various natural definitions of quasiregular mappings
f : (M, g)→ (N, h), and discuss their basic analytic properties. We will present here four
different definitions in total, and the remaining two definitions appearing in our main
theorem, Theorem 1.2, will be introduced in Section 5.
Throughout this section, M and N are equiregular subRiemannian n-manifolds of
homogeneous dimension Q ≥ 2 with horizontal distributions DM and DN equipped with
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horizontal metrics g and h respectively. We equip the manifolds with Popp measures VolM
and VolN , and the meaning of a.e. is understood with respect to the corresponding Popp
measure.
4.1. Definitions of quasiregular mappings. We first recall the so-called weak metri-
cally quasiregular mappings. For this, we set hf (x) = lim infr→0Hf(x, r), where Hf(x, r)
is defined in the introduction in (1.1). The metrically quasiregular mappings were intro-
duced in Definition 1.1.
Definition 4.1 (Weak metrically quasiregular mappings). A branched covering f : (M, g)→
(N, h) is said to be weakly metrically H-quasiregular if it is constant or if it satisfies the
following two conditions
1) hf (p) <∞ for all p ∈M ,
2) hf (p) ≤ H for almost every p ∈M .
We say that f : (M, g)→ (N, h) is weakly metrically quasiregular if it is weakly metrically
H-regular for some 1 ≤ H <∞.
If f : M → N is a continuous mapping, q ∈ N and A ⊂M , we use the notation
(4.1) N(q, f, A) = card{f−1(q) ∩ A}
for the multiplicity function.
Definition 4.2 (Analytically quasiregular mappings). A branched covering f : (M, g)→
(N, h) is said to be analytically K-quasiregular if f ∈ N1,Qloc (M,N) and
gQf (p) ≤ KJf(p)
for VolM -a.e. p ∈M .
The volume Jacobian above is given by
(4.2) Jf(p) =
d
(
f ∗VolN
)
(p)
dVolM(p)
,
where the pullback f ∗VolN is defined as
(4.3) f ∗VolN(A) =
∫
N
N(q, f, A)dVolN(q).
We point out an useful observation by Williams [57] that the Jacobian Jf (p) from (4.2)
can be alternately described by
(4.4) Jf(p) = lim
r→0
VolN
(
f(B(p, r))
)
VolM(B(p, r))
for a.e. p ∈M ; see also [21, Section 4.3] for a simple proof of this fact.
Definition 4.3 (Geometrically quasiregular mappings). A branched covering f : (M, g)→
(N, h) is said to be geometrically K-quasiregular if it satisfies the so-called KO-inequality :
For each open set Ω ⊂ M and for each curve family Γ in Ω ⊂ M and for any admissible
14 CHANG-YU GUO AND TONY LIIMATAINEN
function ρ for f(Γ), there holds that
ModQ(Γ) ≤ K
∫
N
N(q, f,Ω)ρQ(q)dVolN (q).
4.2. Some basic facts about quasiregular mappings in subRiemannian man-
ifolds. We proceed by collecting some results from the paper [22, Section 5] about
quasiregular mappings between equiregular subRiemannian manifolds.
Proposition 4.4 (Proposition 5.15, [22]). Let f : (M, g)→ (N, h) be a branched covering
such that f is P -differentiable at p0 ∈M , then
JDf(p0)(0) = Jf(p0).
Here Df(p0) is the P -differential of f at p0.
Let p0 ∈ M . If a mapping f : (M, g) → (N, h) is P -differentiable at p0, then the
P -differential Df(p0) maps the horizontal distribution Dp0 on M to the horizontal dis-
tribution Df(p0) on N . This fact allows to define the maximal norm of the differential
Df(p0) as
‖Df(p0)‖ = max
v
{
|Df(p0)v|h : v ∈ Dp0 and |v|g = 1
}
(4.5)
= lim sup
r→0
Lf (p0, r)
r
Similarly, the minimal norm of the differential Df(p0) is defined as
‖Df(p0)‖s = min
v
{
|Df(p0)v|h : v ∈ Dp0 and |v|g = 1
}
(4.6)
= lim inf
r→0
lf(p0, r)
r
.
Lemma 4.5 (Lemma 5.18, [22]). If f : M → N is weak metrically H-quasiregular, then
‖Df(p0)‖
‖Df(p0)‖s
≤ H(4.7)
for a.e. p0 ∈ M .
Let f : M → N be a continuous mapping. The pointwise Lipschitz constant of f at
p0 ∈M is defined as
Lip f(p0) = lim sup
p→p0
dh(f(p), f(p0))
dg(p, p0)
.
Lemma 4.6 (Lemma 5.19, [22]). Let f : (M, g) → (N, h) be a mapping P -differentiable
at p0 ∈M . Then
Lip f(p0) = ‖Df(p0)‖.(4.8)
Proposition 4.7. Let f : (M, g)→ (N, h) be anN1,Qloc (M,N)-mapping that is P -differentiable
a.e. in M . Then Lip f is the minimal Q-weak upper gradient of f , i.e.
gf = Lip f.(4.9)
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Proof. The result is essentially proved in [22, Proposition 5.20]. Indeed, the assumption
that f belongs to N1,Qloc (M,N) implies that Lip f is an Q-weak upper gradient of f (cf. [55,
Lemma 5.1]). On the other hand, the assumption that f is P -differentiable a.e. implies,
by the proof of Proposition 5.20 in [22], that gf ≥ Lip f . 
Lemma 4.8 (Proposition 4.18, [21]). If f : (M, g) → (N, h) is analytically quasiregular,
then Jf(p) > 0 for a.e. p ∈M .
The following estimate on the volume Jacobian is well-known in different setting; see
for instance [55, 56, 57].
Lemma 4.9. Let f : (M, g)→ (N, h) be a branched covering that is P -differentiable a.e.
in M . Then for each p ∈ M , there exist a radius rp > 0 and a constant C, depending
only on p and f(p), such that for VolM -a.e. p0 ∈ B(p, rp)
C−1‖Df(p0)‖
Q
s ≤ Jf(p0) ≤ C‖Df(p0)‖
Q.
Proof. The claim is a consequence of the fact that equiregular manifolds of homogeneous
dimension Q are locally Ahlfors Q-regular. Indeed, for each point p, we may find rp > 0
and rf(p) > 0 such that the balls B(p, rp) and B(f(p), rf(p)) are relatively compact and
both the metric measure spaces
(
B(p, rp), dg,VolM
)
and
(
B(f(p), rf(p)), dh,VolN
)
are
Ahlfors Q-regular with constant C, i.e.,
C−1rQ ≤ VolM(B(p0, r)) ≤ Cr
Q
for each p0 ∈ B(p, rp) with B(p0, r) ⊂ B(p, rp) and
C−1rQ ≤ VolN
(
B(f(p0), r)
)
≤ CrQ
for each B(f(p0), r) ⊂ B(f(p), rf(p)).
Fix such a point p0 with the additional property that (4.4) holds and fix an ε > 0.
Then it follows that there exists r0 > 0 such that for each r ∈ (0, r0)
f
(
B(p0, r)
)
⊂ B
(
f(p0), r(Lip f(p0) + ε)
)
.
Thus
VolN
(
f(B(p0, r))
)
VolM
(
B(p0, r)
) ≤ VolN (B(f(p0), r (Lip f(p0) + ε)))
VolM
(
B(p0, r)
) .(4.10)
When r is sufficiently small, we have
VolN
(
B
(
f(p0), r (Lip f(p0) + ε)
))
≤ CrQ(Lip f(p0) + ε)
Q
and
VolM
(
B(p0, r)
)
≥ C−1rQ.
Consequently, we conclude that
Jf(p0) = lim
r→0
VolN
(
f(B(p0, r))
)
VolM
(
B(p0, r)
)
≤ lim
r→0
CrQ(Lip f(p0) + ε)
Q
C−1rQ
≤ C2(Lip f(p0) + ε)
Q.
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The right-hand side inequality of the claim follows immediately by sending ε → 0. The
proof of the left-hand side is similar and we omit it here. 
Remark 4.10. i) We are not aware if there is a simple argument that shows the constant
C appearing in Lemma 4.9 can be taken to be 1. This improvement would be useful
when one tries to show the equivalences of 1), 2), 4) and 5) in Corollary 1.3 directly, since
the inequalities become equalities for 1-quasiregular mappings. On the other hand, these
estimates are not sharp for general K-quasiregular mappings. To obtain sharper relations
of the estimates in Lemma 4.9, we will use the local Popp extensions introduced in the
next section.
ii) Note that if f ∈ N1,Qloc (M,N) is a branched covering with Jf > 0 a.e. in M , then it
follows from Proposition 3.6 and Proposition 4.4 that f is P -differentiable at a.e. p ∈M
and the P -differential Df(p) : Gp → Gf(p) is a Carnot group isomorphism. In particular,
f is a contact mapping and the pushforward f∗ : DM → DN is injective a.e. in M . Recall
also that (cf. Section 3.2) the standard chain rule holds for our mapping f . We will use
these facts in Section 5.2.
5. The Popp extension of a horizontal metric
5.1. The construction of a Popp extension. In this section we construct local exten-
sions for a horizontal metric on an equiregular subRiemannian manifold. An extension of
a horizontal metric is a local Riemannian metric on the manifold. Any such extension will
be called a Popp extension of the horizontal metric or a local Popp extension if we wish
to emphasize the localness of the construction. A Popp extension is constructed from the
Lie bracket structure of a subRiemannian manifold together with its horizontal metric.
The construction depends on an adapted frame, and in general, the construction
cannot be applied consistently globally on a general subRiemannian manifold 3. We will
work out the reason for this in some detail.
Even though Popp extensions themselves are not globally well-defined, we can still
use them to define distortion between two horizontal metrics invariantly and globally on
an equiregular subRiemannian manifold. The distortion is encoded in a matrix valued
function on the subRiemannian manifold that is constructed from two Popp extensions,
and which has a well defined eigenvalue equation. Estimating the corresponding eigen-
values turns out to be the key ingredient in our main proof of the equivalences of various
definitions of quasiregular mappings between subRiemannian manifolds.
We begin by constructing a local Popp extension for a given horizontal metric and by
finding a general formula for the Popp extension. Given a point on the manifold, a Popp
extension is a local inner product for tangent vectors of the manifold near the point. Thus
we can consider it as a local Riemannian metric.
A Popp extension is the inner product constructed alongside with the construction of
the Popp measure. The construction is well known, but we find explicit formulas for the
extension are hard to come by in the literature. We will closely follow the extremely clear
presentation of Barilari and Rizzi [4] on this matter.
3We thank Prof. Enrico Le Donne for pointing out this to us.
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Our construction of the Popp extension yields equivalent formulas to those derived
in [4]. The main difference is that we construct the Popp extension with respect to an
adapted frame X = (X1, . . . , Xn) without the assumption that the horizontal part of the
frame (X1, . . . , Xk) is orthonormal. (Here n = dimM and k is the rank of the distribution
D.) The reason for lifting the assumption of orthonormality of (X1, . . . , Xk) is that the
distortion function, which we will define later, depends on two different horizontal metrics.
Of course, in this case the frame (X1, . . . , Xk) for D is in general non-orthonormal with
respect to at least one of the horizontal metrics.
We now recall a few definitions. As introduced in Section 2, a subRiemannian manifold
admits a nilpotentization, which is the graded vector space
gr(D) = D ⊕D2/D ⊕ · · · ⊕ Dm/Dm−1.
The whole tangent bundle of the subRiemannian manifold can then locally be identified
with this grading by choosing an adapted frame X = (X1, X2, . . . , Xn) on an open set of
TM . This identification is sometimes stated as there being a non-canonical isomorphism
between TpM and grp(D), p ∈M (see e.g. [4]). We can rephrase this statement by saying
that choosing local adapted frames to cover the manifold does not (in general) yield a
global isomorphism between TM and gr(D).
If X is an adapted frame, then the equivalence class of (Xks−1+1, Xks−1+2, . . . , Xks) is
a basis for Ds/Ds−1, s = 1, . . . , m. We use the notation D = D1 (also k = k1) and set
D0 = 0 here and in what follows. We call Ds the sth layer.
We use the notion of adapted structure constants introduced in [4]. Let us take X =
(X1, X2, . . . , Xn) to be an adapted basis. Then the s
th adapted structure constants are
defined by the formula
[Xi1 , [Xi2 , . . . , [Xis−1, Xis]]] = b
β
i1i2···is
Xβ mod D
s−1,
where 1 ≤ i1, . . . , is ≤ k and Einstein summation over β = ks−1 + 1, . . . , ks is implied. If
(ω1, ω2, . . . , ωn) is a dual basis to X , then the above is equivalent to
bαi1i2···is = ω
α
(
[Xi1, [Xi2 , . . . , [Xis−1, Xis]]]
)
, α ∈ {ks−1 + 1, · · · , ks}.
This is well defined by the elementary fact that ωα, α = ks−1+1, . . . , ks, annihilates D
s−1
and all the lower layers.
Proposition 5.1. (Local Popp extension) Let (M, g) be an equiregular subRiemannian
manifold of step m. Let p ∈M and let (X1, X2, . . . , Xn) be an adapted frame on an open
neighborhood U of p. Then in this adapted frame the Popp extension g of the horizontal
metric g has the block diagonal form
g =


g 0 0 0
0 g2 0 0
0 0
. . . 0
0 0 0 gm

 .
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Here the block matrices gs constitute an inner product for the vector spaces spanned by
Xks−1+1, . . . , Xks, s = 1, . . . , m. The inverse metric g
−1 has blocks g−1s with components
gαβs = g(b
α, bβ), α, β ∈ {ks−1 + 1, . . . , ks}.
This notation means
gαβs = b
α
i1i2···is
gi1j1gi2j2 · · · gisjsbβj1j2···js,
where we have denoted the components of the inverse of the horizontal metric by upper
indices.
Proof. This is essentially proven in [4] (see also [44]) in a setting where one uses a local
orthonormal adapted frame for D instead of a general local adapted frame (X1, . . . , Xk)
for D we use. Thus, we only sketch the proof.
Using an orthonormal basis for D it was shown in [4, Eq. 24] that in their notation
Bαβs =
k∑
i1,i2,...,is
bαi1i2···isb
β
i1i2···is
,
α, β ∈ {ks−1 + 1, . . . , ks}. Going through the same calculations as there to derive this
formula, we find that in general the inverse g−1s of the s
th block matrix gs has the compo-
nents
g(bα, bβ).
Here, for α, β ∈ {ks−1+ 1, . . . , ks} each b
α and bβ are the sth adapted structure constants
considered as s-tensors on the horizontal space D. The inner product g(bα, bβ) of bα and
bβ is then just
g(bα, bβ) = bαi1i2···isg
i1j1gi2j2 · · · gisjsbβj1j2···js,
where the Einstein summation is implied in the indices il, jl ∈ {1, . . . , k}, l = 1, . . . , s.
That is, by the usual convention of denoting by upper indices the components of the
inverse of a Riemannian metric, we have that
gαβs = g(b
α, bβ) = bαi1i2···isg
i1j1gi2j2 · · · gi1j1bβj1j2···js.
We have now constructed the inverses of the blocks of the Popp extension g of g. The
matrices (gαβs ) are invertible [4, p.9] concluding the proof. 
We proceed by studying how a Popp extension transforms under a change of adapted
frames.
Proposition 5.2. Let (M, g) be a subRiemannian manifold. Let (X1, X2, . . . , Xn) and
(Y1, Y2, . . . , Yn) be two sets of adapted frames near p ∈M . Let T be the change of frame
transformation from X-frame to Y -frame, i.e.,
Yi = T
j
i Xj .
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Then T is lower block triangular
T =


T 0 0 0
# T2 0 0
# #
.. . 0
# # # Tm

 .
Let g and g˜ be the Popp extensions of g constructed with respect to frames X and Y
respectively. Then the blocks gs and g˜s, s = 1, . . . , m, of g and g˜ satisfy
gs = T
T
s g˜sTs.
Proof of Proposition 5.2. Since both of the frames X and Y are adapted, T is lower block
triangular with respect to basis X and Y . We denote the diagonal blocks of T by Ts, with
the convention that T1 = T .
Let s = 1, . . . , m and let g and g˜ be the Popp extensions of g relative to frames
X = (X1, . . . , Xn) and Y = (Y1, . . . , Yn) respectively. We make the following convention.
We denote the adapted structure constants with respect to the frame X by
bαi1···is
and we use the (physicists’) primed indices notation
bα
′
i′1···i
′
s
to denote the adapted structure constants with respect to the other frame Y . We also
denote the components of g−1s and g˜
−1
s by g
αβ
s and g
α′β′
s respectively. Here α, α
′β, β ′ =
ks−1 + 1, . . . , ks. We also remind that we use the Einstein summation convention.
We note that if ω = (ω1, . . . , ωn) is a dual basis of X and η = (η1, . . . , ηn) is a dual
basis of Y , then we have the standard formula
η = T−Tω
on how a change of basis induces a change of the dual basis. Since T−T is upper block
triangular, it follows that
bα
′
i′1···i
′
s
= ηα
′
([Xi′1 , [Xi′2, . . . , [Xi′s−1 , Xi′s]]]) = (T
−T
s ω(s))
α′[Xi′1 , [Xi′2, . . . , [Xi′s−1 , Xi′s]]]
+ a linear combination of ωl, l > ns, operating on [Xi′1, [Xi′2 , . . . , [Xi′s−1, Xi′s]]]
= (T−Ts ω(s))
α′([Xi′1 , [Xi′2, . . . , [Xi′s−1 , Xi′s]]].(5.1)
Here we have denoted
ω(s) = (ωks−1+1, . . . , ωks)
and we understand that the notion
(T−Ts ω(s))
α′
refers to the (α′ − ks−1)
th element of the (ks − ks−1)-vector T
−T
s ω(s).
The last equality in (5.1) holds since dual vectors ωl, l > ns, annihilate all the lower
layers Dt, t ≤ s. This follows from the definition of a dual frame and from the fact that
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the frame itself is adapted. Thus we have
bα
′
i′1···i
′
s
= (T−Ts )
α′
αb
α
i′1···i
′
s
.
Here we have denoted the components of the blocks of T by (Ts)
α
α′ thus satisfying
Yα′ = (Ts)
α
α′ Xα, α, α
′ ∈ {ks−1 + 1, . . . , ks}
and
(T−Ts )
α′
α = (T
−1
s )
α′
α .
We now have that
gαβs = g(b
α, bβ),
and by the multilinearity of the nested brackets we also have
bα
′
i′1i
′
2···i
′
s
= (T−1s )
α′
α b
α
i1i2···is T
i1
i′1
T i2i′2
· · ·T isi′s .
By the tensoriality of the horizontal metric we have
gi
′j′ = (T−1) i
′
i (T
−1) j
′
j g
ij.
Consequently, plugging in these transformation rules, we have that
gα
′β′
s = (T
−T
s )
α′
α g˜
αβ
s (T
−T
s )
β′
β .
That is,
g˜s = T
T
s gsTs.

We record the following fact: If the Popp extension g of g would be a proper 2-tensor
field onM it would change under the change of an adapted frame (or any frame in general)
as g →֒ T TgT . Proposition 5.2 above shows that instead g transforms as
g →֒ diag(T )Tg diag(T ).
Here diag(T ) stands for the block diagonal matrix with the block matrices Ti, i = 1, . . . , m,
as its diagonal blocks. It follows that the Popp extension does not constitute a well defined
inner product for TM , but instead yields an inner product for gr(D).
Corollary 5.3. Let (M, g) be an equiregular subRiemannian manifold with horizontal
metric g. The Popp extension g of g defines an inner product for gr(D).
Proof. Cover M by an open sets where on each open set an adapted frame is defined.
Adapted frame induces a local frame for gr(D). The transformation rule
g →֒ diag(T )Tg diag(T ).
shows that on the overlap of the open sets, the inner product defined with respect to
different adapted frames agree. This completes the proof. 
We remark that a local Popp extension defined on an open neighborhood of p ∈M can
be continued (from a slightly smaller open neighborhood V of p) to a global Riemannian
metric on M by using a partition of unity. Of course this continuation then has little to
do with the subRiemannian structure or the horizontal metric outside V in this case.
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As we go on, we will see that even though the Popp extension is local, it contains
useful information for the study of quasiregularity in the subRiemannian setting.
5.2. Comparing two Popp extensions. We will later give a new definition of quasireg-
ular mappings between subRiemannian manifolds using two Popp extensions g and h of
two horizontal metrics g and h. To show that the resulting definition is equivalent to
the standard ones in the literature, we will need to compare eigenvalues of the distortion
matrix g−1h of the Popp extensions of two horizontal metrics g and h. The notation g−1
here means the inverse of g.
The approach is a natural generalization of the one introduced in [37] to define
quasiregular mappings between Riemannian manifolds. In [37] the distortion matrix is
called a distortion tensor, since in that case g−1h is a true
(
1
1
)
-tensor field on M in the
standard sense. Even though in our situation g−1h is (typically) not a tensor field, it still
has well defined eigenvalues.
Proposition 5.4. Let M be an equiregular subRiemannian manifold and let g and h
be two horizontal metrics on it. The eigenvalues of the distortion matrix g−1h are well
defined, i.e. independent of the choice of the adapted frame used in the construction of
the Popp extensions g and h. In particular, the eigenvalues of the distortion matrix are
the same in any frame.
Proof. Let g, h be local Popp extensions of g and h constructed with respect to the (same)
adapted frame X , and let g˜, h˜ be those constructed with respect to another adapted frame
Y . The eigenvalues of g−1h are defined by its diagonal blocks g−1s hs, s = 1, . . . , m.
Under the change of adapted basis, we have by Proposition 5.2 that
g˜−1h˜ = T−1g−1hT,
where T (and thus also T−1) is lower block triangular. Thus the matrix on the right
hand side is lower block diagonal. It follows that its eigenvalues are determined by the
eigenvalues of its diagonal blocks.
These diagonal blocks are of the form
T−1s g
−1
s hsTs.
These have the same eigenvalues as g−1s hs by similarity. Thus the eigenvalues are well
defined.
The latter claim follows since any change of frames induces a similarity transformation
of g−1h which we have now shown to have a well defined eigenvalue equation. This
concludes the proof. 
The following result, which gives estimates for the eigenvalues of the distortion matrix,
will be of key importance in our later proofs.
Proposition 5.5. Let g and h be two horizontal metrics. Let us denote the eigenvalues
of g−1h by λ1 ≤ · · · ≤ λk arranged in increasing order, and denote the eigenvalues of the
distortion matrix g−1h by µ1 ≤ µ2 ≤ · · · ≤ µn also arranged in increasing order.
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For eigenvalue calculations we can assume that the distortion matrix g−1h is of the
block diagonal form
g−1h =


g−1h 0 0 0
0 g−12 h2 0 0
0 0
. . . 0
0 0 0 g−1m hm

 .
If µs is an eigenvalue of a block of g
−1
s hs, then it satisfies the bounds
µs ≤ λ
s
k and µs ≥ λ
s
1.
Consequently, the eigenvalues µl, l = 1, . . . , n, of the distortion matrix g
−1h satisfy
(5.2) λQ−11 λk ≤ det(g
−1h) ≤ λ1λ
Q−1
k .
Proof. Let X = (X1, . . . , Xn) be an adapted frame, and let (ω
1, ω2, . . . , ωn) be its dual
frame. The eigenvalues of of the distortion matrix are given by the block diagonal matrix
that has g−1s hs, s = 1, . . . , m, as its blocks by the previous proposition. Let us calculate
the claimed bounds for the eigenvalues of the blocks g−1s hs. To ease the calculations,
we assume that the local frame (X1, . . . , Xk) for D is h-orthonormal (i.e. orthonormal
with respect to h). This is justified by the previous proposition on the invariance of the
eigenvalues.
Let s ∈ {1, . . . , m}. We will consider the bilinear form (g−1s )
αβ = g(bα, bβ) as a
composition of linear mappings. Let us define
b :
(
Ds/Ds−1
)∗
→ ⊗sD∗, b(ζ) = ζαb
α
i1i2···is
ωi1 ⊗ ωi2 ⊗ · · · ⊗ ωis.
Here ζ = ζαω
α ∈ (Ds/Ds−1)
∗
and the indices run in the ranges il = 1, . . . , k and α =
ks−1 + 1, . . . , ks.
Let us also define
Ag : ⊗
sD∗ → ⊗sD, Ag(η1 ⊗ η2 ⊗ · · · ⊗ ηs) = g
−1η1 ⊗ g
−1η2 ⊗ · · · ⊗ g
−1ηs.
The notation g−1η means raising the index of given (horizontal) 1-form η ∈ D∗:
(g−1η)i = gijηj , i, j = 1, . . . k.
We define similarly Ah : ⊗
sD∗ → ⊗sD for the horizontal metric h. With these notations
we have that the inverse g−1s of the s
th block of g can be written as
(5.3) g−1s = b
TAgb.
Now, let µ = µs be an eigenvalue of g
−1
s hs. That is, there is a vector 0 6= v ∈ D
s/Ds−1
such that
(g−1s hs)v = µv.
This is equivalent
g−1s vˆ = µh
−1
s vˆ,
for vˆ = hsv. Taking (Euclidean) inner product of this equation against vˆ, we have that
(5.4) µ =
〈vˆ, g−1s vˆ〉
〈vˆ, h−1s vˆ〉
=
〈bvˆ, Agbvˆ〉
〈bvˆ, bvˆ〉
=
〈bvˆ, AgA
−1
h bvˆ〉
〈bvˆ, bvˆ〉
.
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Here in the last two equalities, we have used that hij = δij , i, j = 1, . . . , k, by the choice
that the basis (X1, . . . , Xk) for D was orthonormal with respect to h (consequently A
−1
h
is just a s-times tensor product of identity matrices). It follows that
µ ≥ λmin(AgA
−1
h ) and µ ≤ λmax(AgA
−1
h ),
where λmin(AgA
−1
h ) and λmax(AgA
−1
h ) are the smallest and the largest eigenvalue of AgA
−1
h .
Since
AgA
−1
h
is an s-times tensor product of matrices g−1h it follows (by the multilinearity of a tensor
product) that the eigenvalues of AgA
−1
h are all the products
λi1λi2 · · ·λis
of the eigenvalues λl, l = 1, . . . , k, of g
−1h. Consequently, we have
µ ≥ λs1 and µ ≤ λ
s
k.
That (5.2) holds, follows from these bounds on µ. 
Remark 5.6. We remark that we can actually have better estimates on the eigenvalues
of the distortion matrix g−1h. This is due to the fact that the adapted structure constants
have symmetries in their lower indices. We will now make this precise in the step 2 case.
In the step 2 case, we have that the Popp extensions of g and h have only two blocks
in a given adapted frame. The adapted structure constants are antisymmetric in their
lower indices
bαij = −b
α
ji
as is obvious from the definition. It follows that we can write the components gαβ2 of the
inverse of g2 as
gαβ2 = 2
∑
I∈Γ
∑
J∈Γ
bαI a(g)
IJbβJ ,
where a(g)IJ ∈ R is the determinant of a 2 × 2 submatrix of g−1 indicated by the pair
of index sets I, J ∈ Γ = {(i1, i2) : i1 ≤ i2}. The matrix a(g) defined by the compo-
nents a(g)IJ , I, J ∈ Γ, is actually known in other instances as the compound matrix. Its
eigenvalues are all the products
λi1λi2
where (i1, i2) ∈ Γ and λij , j = 1, 2, is an eigenvalue of g
−1; see e.g. [32].
We can assume the adapted frame (X1, . . . , Xk, . . . , Xn) we are using is such that
(X1, . . . , Xk) is h-orthonormal frame for D. Thus using similar notations for h, we have
that
hαβ2 = 2
∑
I∈Γ
∑
J∈Γ
bαI b
β
J
and the a(h) has 1 as its only eigenvalue (of multiplicity
(
k
2
)
).
If now v ∈ (D2/D)∗ as in (5.4), then we have
µ =
〈v, g−1s v〉
〈v, h−1s v〉
=
〈bv, a(g)bv〉
〈bv, bv〉
=
〈bv, a(g)a(h)−1bv〉
〈bv, bv〉
.
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Here the inner product in the latter two quantities is defined by
〈Z,W 〉 =
∑
I∈Γ
ZIWI .
It follows that
µ ≥ λmin(a(g)a(h)
−1) and µ ≤ λmax(a(g)a(h)
−1).
Consequently, we have
µ ≥ λ1λ2 and µ ≤ λk−1λk,
where λ1 ≤ λ2 ≤ · · ·λk are the eigenvalues of g
−1h.
We have arrived better estimates for the eigenvalues in the step 2 case. In higher steps,
the adapted structure constants also have antisymmetries, but we do not pursue here their
effect on the eigenvalue estimates of Popp extensions. The enhanced estimates in the step
2 we achieved above will be used in Section 6.3 when we compare our constructions in
the Heisenberg group.
The next proposition shows that the Popp measure behaves naturally under pullbacks.
This means
f ∗Ph = Pf∗h,
where f : (M, g) → (N, h) is a sufficiently regular contact mapping between equiregular
subRiemannian manifolds. To be more precise, we can assume that, up to Proposition 5.7,
that f ∈ N1,Qloc (M,N) is a branched covering with Jf > 0 a.e. in M . Note that under
these assumptions, f is contact by Remark 4.10 ii).
We include two different regularity assumption for the mapping in question in the
next proposition to address a wider audience.
Proposition 5.7. Let M and N be two equiregular subRiemannian manifolds with N
equipped with a horizontal metric h, and let Ph be the Popp volume form on (N, h).
Assume that the mapping f : M → (N, h) is a C1 contact diffeomorphism. Then
f ∗Ph = Pf∗h.
More generally, if f ∈ N1,Qloc (M,N) is a branched covering with Jf > 0 a.e. in M , then
the above equation holds in the following weaker sense:∫
B
f ∗Ph =
∫
B
Pf∗h
for all balls B ⊂M .
This result can essentially be read from [4, Lemma 2.3], but we include it here for
completeness. Its proof only uses two facts. These are the assumption that the mapping
in question maps layers DsM of M to layers D
s
N of N and that the Popp volume form (the
Popp measure) induced by the Popp extension is independent of the adapted frame used
in the construction. The proof is somewhat lengthy and therefore we record first couple
lemmas that will streamline our presentation.
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Lemma 5.8. Under the assumptions on the mapping f in Proposition 5.7 the mapping
f preserves layers:
f∗ : D
s
M → D
s
N , s = 1, . . . , m.
Consequently,
f ∗ : (DsN)
∗ → (DsM)
∗, s = 1, . . . , m.
Proof. For s = 1, this is clear since f is contact. Let then s = 2 and let Y ∈ D2M . Thus
Y = [X1, X2] +W , where X1, X2,W ∈ D
1
M . Since the chain rule holds for f , we have by
the standard rule of pushforward of the Lie bracket that
f∗Y = [f∗X1, f∗X2] + f∗W.
Since f is contact, we have that f∗Y ∈ D
2
N . For general s = 1, . . . , m the claim follows by
induction. The latter claim follows by duality. 
Lemma 5.9. Let p ∈M . Let X = (X1, . . . , Xn) and Y = (Y1, . . . , Yn) be adapted frames
on neighborhoods of p and f(p), and let (ω1, . . . , ωn) and (κ1, . . . , κn) be their dual frames.
Let
bαi1i2···is and b
α′
i′1i
′
2···i
′
s
be the corresponding adapted structure constants as before. (Recall that the primed
indices are used to indicate quantities with respect to the adapted frame Y near f(p)).
Let f be as in Proposition 5.7. Then with respect to these frames, f∗ is a lower block
diagonal matrix field we denote by T . Let us now denote the diagonal blocks of T by Ts,
s = 1, . . . , m. We set T1 = T for simplicity as before. With respect to the given frames
we then have
bα
′
i′1i
′
2···i
′
s
= (T−Ts )
α′
αb
α
i1i2···is
T i1i′1
T i2i′2
· · ·T isi′s .
Proof. By the previous lemma f∗ : D
s
M → D
s
N , s = 1, . . . , m, and thus T , the represen-
tation of f∗ with respect to frames X and Y , is lower block diagonal. Now a similar
calculation to the one in the proof of Proposition 5.2 yields the claim. 
We are now set for the proof of the proposition.
Proof of Proposition 5.7. We will only prove the proposition for f being a C1-contact
diffeomorphism. The latter claim in Proposition 5.7 follows directly from the proof of the
C1-smooth case upon noticing Remark 4.10 ii).
The Popp volume form on (N, h) is constructed by orthonormalizing a local adapted
coframe by using the Popp extension of the horizontal metric h. The construction is
independent of the chosen local (co)adapted frame yielding the Popp volume form globally
on N , see e.g. [4, 44].
Let p ∈ M and let X be an adapted frame near p and let ω be its dual frame. Let θ
by the orthonormal adapted coframe that defines the Popp volume form near f(p), and
let Y by its adapted dual frame. This particular choice of the frames is just to simplify
the needed calculations below. The Popp volume form Ph reads
Ph = θ
1 ∧ · · · ∧ θk ∧ · · · ∧ θn.
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We need to show that the pull back of the Popp volume form by f ∗ is a wedge product
of an f ∗h-orthonormal coframe.
We divide the coframe ω into parts by setting
ω(s) = (ωks−1+1, . . . ωks), s = 1, . . . , m.
Moreover, we denote
∧ω(s) = ωks−1+1 ∧ . . . ∧ ωks.
Let us present the pushforward f∗ by a matrix field T defined with respect to the adapted
frames X and Y .
By the Lemma 5.8 we have that f∗ preserves layers and thus T is lower block triangular
with respect to X and Y . Denote the diagonal blocks of T by Ts and note that the
determinant of T is the product of the determinants of the blocks Ts. By the standard
rules of wedge products we have
f ∗Ph = det(T )ω
1 ∧ · · · ∧ ωn = det(T1) · · ·det(Tm)ω
1 ∧ · · · ∧ ωn
= (det(T1) ∧ ω(1)) ∧ (det(T2) ∧ ω(2)) ∧ · · · ∧ (det(Tm) ∧ ω(m)).
Furthermore, we have
det(Ts) ∧ ω(s) = det(Ts)ω
ks−1+1 ∧ . . . ∧ ωks = T Ts θ
ks−1+1 ∧ T Ts θ
ks−1+2 ∧ · · · ∧ T Ts θ
ks.
Let s = 1, . . . , m. We need to show that for any α′, β ′ ∈ {ks−1 + 1, . . . , ks} the inner
product of T Ts θ
α′ and T Ts θ
β′ is δα
′β′. We have
(T Ts )θ
α′ = (T Ts )
α′
αω
α,
where the summation is over α ∈ {ks−1+ 1, . . . , ks} as usual. The inner product for fixed
α′ and β ′ is
f ∗h
(
(T Ts )θ
α′ , (T Ts )θ
β′
)
= (T Ts )
α′
α(T
T
s )
β′
β
〈
ωα, bTMAf∗hbMω
β
〉
.
Now, we have by definition〈
ωα, bTMAf∗hbMω
β
〉
= bαi1···is(f
∗h)i1j1 · · · (f ∗h)isjsbβj1···js.
Since the horizontal metric transforms tensorially, we have
(f ∗h)iljl = (T−1)ili′l
(T−1)jlj′l
hi
′
lj
′
l , l = 1, . . . , s.
Now, by Lemma 5.9, we have
bα
′
i′1i
′
2···i
′
s
= (T−Ts )
α′
αb
α
i1i2···is
T i1i′1
T i2i′2
· · ·T isi′s
Plugging all these in, we have
f ∗h
(
(Ts)θ
α′ , (Ts)θ
β′
)
= (T Ts )
α′
α(T
T
s )
β′
βb
α
i1···is(f
∗h)i1j1 · · · (f ∗h)isjsbβj1···js
= bα
′
i′1···i
′
s
hi
′
1j
′
1 · · ·hi
′
sj
′
sbβ
′
j′1···j
′
s
= h(θα
′
, θb
′
)
= δα
′β′
as requested. 
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Remark 5.10. The Popp volume form Pg of a horizontal metric g is locally the Rie-
mannian volume form dVg of a local Popp extension g of g. We consider here g as a
local Riemannian metric. This fact does not depend on the adapted basis used for the
construction of the local Popp extension.
To see this, let (E1, E2, . . . , En) be any g-orthonormal basis, then the Riemannian
volume form is defined by the requirement
dVg(E1, E2, . . . , En) = 1
for every local oriented frame. See e.g. [36]. If we take (E1, E2, . . . , En) to be an adapted
frame that is g-orthonormal, then
Pg(E1, E2, . . . , En) = 1.
Changing to another g-orthonormal frame, with same orientation, amounts multiplying
by the determinant of the change of basis matrix, which of course is just 1. Thus
Pg = dVg.
In Section 4, the volume Jacobian of f was defined to be the volume derivative of the
pullback measure f ∗VolN with respect to the original measure VolM onM . Alternatively,
we can also think of the Jacobian as the representation function of the pullback n-form
f ∗Ph with the n-form Pg on M . We denote by J(·, f) this representation function, i.e.,
J(x, f)Pg(x) = f
∗Ph(x).
Lemma 5.11. Let f : (M, g)→ (N, h) be a branched covering in N1,Qloc (M,N) such that
Jf > 0 a.e. in M . Then Jf = (det(g
−1f ∗h))1/2 a.e. in M .
Proof. By Proposition 5.7, we have that f ∗Ph = Pf∗h in the weak sense. It follows that
Jf (x0) =
d(f ∗VolN)
dVolM
(x0) = lim
r→0
∫
B(x0,r)
f ∗Ph∫
B(x0,r)
Pg
= lim
r→0
−
∫
B(x0,r)
Pf∗h
−
∫
B(x0,r)
Pg
=
(
det(g−1f ∗h(x0))
)1/2
for a.e. x0 ∈M , by the Lebesgue differentiation theorem. 
5.3. Equivalence of the horizontal and the subRiemannian quasiregularity. We
are now ready to define a distortion function K2(g, h) of two Popp extensions g, h. Moti-
vated by [37], and also [14], we set
(5.5) K2(g, h) =
||g−1h||Q
det(g−1h)
,
where || · || is the sup-norm4. Note that in the numerator of (5.5) only the horizontal
metrics are used.
We introduce the subRiemannian definition of quasiregularity.
4To avoid confusions with [37], we remark that the work [37] uses the Hilbert-Schmidt -norm instead.
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Definition 5.12. (SubRiemannian K-quasiregular mappings) Let f : (M, g) → (N, h)
be a branched covering between equiregular subRiemannian manifolds (M, g) and (N, h).
We say the mapping f is a subRiemannian K-quasiregular mapping if f ∈ N1,Qloc (M,N),
Jf > 0 a.e. in M and
||g−1f ∗h||Q ≤ K2 det(g−1f ∗h) a.e. in M
or equivalently
K2(g, f ∗h) ≤ K2 a.e. in M.
We remark that the square of K appearing in the definition is due to fact that we use
pull back of the horizontal tensor h is quadratic in the differential of f . See also [37].
Here f ∗h is the Popp extension of the pullback metric f ∗h. The pullback f ∗h is well
defined since by Proposition 3.6, the mapping f is P -differentiable a.e. in M . The norm
||g−1f ∗h|| is the sup-norm of g−1f ∗h. We remark that the horizontal
(
1
1
)
-tensor g−1f ∗h is
the same as
Df ∗Df : (DM , g)→ (DN , h),
where the adjoint Df ∗ is defined as the adjoint of Df between inner product spaces
(DM , g) and (DN , h), cf. [37]. We can also regard g
−1f ∗h as an element of End(DM)
implying that the eigenvalue problem for g−1f ∗h is well defined, i.e., independent of the
choice of basis for DM .
Remark 5.13. The a priori assumption Jf > 0 a.e. in M is only used to ensure that
g−1f ∗h is well-defined. The reason is that we need the horizontal 2-form f ∗h to be positive
definite a.e. to construct f ∗h. Equivalently, we could assume that the pushforward
f∗ : DM → DN is injective a.e. in M .
We define horizontal distortion to be
H2(g, h) =
||g−1h||k
det(g−1h)
.
Horizontally K-quasiregular mappings are defined as follows (compare it with [37]).
Definition 5.14. (Horizontally K-quasiregular mappings) Let f : (M, g) → (N, h) be a
branched covering between equiregular subRiemannian manifolds (M, g) and (N, h). We
say that the mapping f is horizontally K-quasiregular if f ∈ N1,Qloc (M,N) and it satisfies
||g−1f ∗h||k ≤ K2 det(g−1f ∗h) a.e. in M
or equivalently
H2(g, f ∗h) ≤ K2 a.e. in M.
We remark that if the horizontal distortion is equal to 1 a.e., we have that
f ∗h = cg,
for some a.e. positive function. This can be seen by an elementary argument using
inequality of geometric and arithmetic means to eigenvalues of g−1f ∗h (cf. [37]).
The next proposition shows the interrelation between the introduced distortions. In
particular it implies that, when either of the distortions is one, so is th
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Proposition 5.15. Let g and h be horizontal metrics on an equiregular subRiemannian
manifold, and let g and h be their Popp extensions. Then
H2(g, h) ≤ K2(g, h) ≤
(
H2(g, h)
)Q−1
.
Proof. Let us denote the eigenvalues of g−1h by λ1 ≤ λ2 ≤ · · · ≤ λk arranged in increasing
order, and let us denote the eigenvalues of g−1h by µ1 ≤ µ2 ≤ · · · ≤ µn also arranged in
increasing order.
We first prove the latter inequality. Note that we have
λk
λ1
≤
λk
λ1
λk
λ2
· · ·
λk
λk
= H2(g, h).
Now
K2(g, h) =
λQk
det(g−1h)
≤
λQk
λQ−11 λk
=
(
λk
λ1
)Q−1
≤
(
H2(g, h)
)Q−1
,
where we have used (5.2) in the first inequality.
For the first inequality, note that we have
(5.6) H2(g, h) =
λkk
λ1 · · ·λk
=
λk+2n2+3n3+···+mnmk
λ1 · · ·λkλ
2n2+3n3+···+mnm
k
≤
λQk
λ1 · · ·λkµk+1µk+2 · · ·µn
.
Here in the inequality we have used the bounds
µs ≤ λ
s
k
from Proposition 5.5. But now the right hand side of (5.6) is just K2(g, h) proving the
other part of the claim. 
We now prove the equivalence of the two introduced definitions of quasiregularity.
Theorem 5.16. Let (M, g) and (N, h) be equiregular subRiemannian manifolds. If
f : M → N is a subRiemannian K-quasiregular mapping, then it is horizontally K-
quasiregular. Conversely, if f : M → N is a horizontally K-quasiregular mapping, then
it is subRiemannian KQ−1-quasiregular.
Proof. If f : M → N is a subRiemannianK-quasiregular mapping. Then it follows directly
from Proposition 5.15 that f is horizontally K-quasiregular.
For the reverse direction, we only need to show that if f : M → N is a horizontally
K-quasiregular mapping, then Jf > 0 a.e. in M . Since this is a local property, by
Lemma 4.8, it suffices to show that f is locally analytically quasiregular. Let us denote
the eigenvalues of g−1f ∗h by λ1 ≤ λ2 ≤ · · · ≤ λk arranged in increasing order. Then the
horizontal K-quasiregularity implies that
λkk ≤ Kλ1 · · ·λk,
from which it follows in particular that
λk ≤ Kλ1.
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On the other hand, by Lemma 4.9, Lemma 4.6, Proposition 4.7 and the above inequality,
we have for each x ∈ M , there exist a radius rx > 0 and a positive constant C > 0 such
that
(gf(x0))
2Q = λQk ≤ K
QλQ1 ≤ CK
Q(Jf(x0))
2 for a.e. x0 ∈ B(x, rx).
This implies that f is analytically CKQ-quasiregular in B(x, rx). The claim follows again
from Proposition 5.15.

6. Proofs of the main result
6.1. Equivalence of the analytic and the geometric quasiregularity. It is a well-
known fact, due to Williams [55], that for a homeomorphism between fairly general metric
measure spaces, the analytic K-quasiconformality and the geometric K-quasiconformality
are equivalent. The proof there also works in the quasiregular case, but for the convenience
of the readers, we provide the details here. In the following we use notions and definitions
introduced in Section 3.
Proposition 6.1. The mapping f : M → N is analytically K-quasiregular if and only if
it is geometrically K-quasiregular.
Proof. i) (Analytic implies geometric)
Note first that since f ∈ N1,Qloc (M,N) it follows that f is absolutely continuous on
every γ ∈ Γ′ := Γ\Γ0, where ModQ(Γ0) = 0 (see e.g. [29, Section 6.3]).
Fix an open set Ω ⊂ M and a curve family Γ in Ω. Let ρ : N → [0,∞] be a test
function for f(Γ). Define ρ′ : Ω→ [0,∞] by setting
ρ′(x) = (ρ ◦ f)(x)gf(x).
Thus, ∫
γ
ρ′ds =
∫
γ
(ρ ◦ f)gfds ≥
∫
f◦γ
ρds ≥ 1
for every γ ∈ Γ′. Since ρ′ is a Borel function, we conclude that ρ′ is a test function for Γ′.
Since f is analytically K-quasiregular, gf(x)
Q ≤ KJf(x) for a.e. x ∈ Ω. By [22,
Theorem B] and the subadditivity of modulus,
ModQ(Γ) = ModQ(Γ
′) ≤
∫
Ω
ρ′(x)QdVolM(x) =
∫
Ω
ρ(f(x))Qgf(x)
QdVolM(x)
≤ K
∫
Ω
ρ(f(x))QJf (x)dVolM(x) = K
∫
N
N(y, f,Ω)ρ(y)QdVolN (y).
ii) (Geometric implies analytic)
The proof is a modification of the one used in the quasiconformal case [55]. By
Theorem 3.5, we only need to verify (3.6). First of all, note that whenever U ⊂ M is an
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open set such that f ∗VolN(U) <∞, we have
lim inf
ε→0
εQModQ
(
f−1
(
Cε(f(U))
))
≤ Kf ∗VolN(U) <∞,
where Cε(·) is the curve family defined as in Section 3.2 (before Theorem 3.5). Indeed,
given such ε > 0 and U ⊂ M , the function ρ = ε−1 χf(U) is admissible for f
−1
(
Cε(f(U))
)
.
Thus the KO-inequality (cf. Definition 4.3) implies that
εQModQ
(
f−1
(
Cε(f(U))
))
≤ KεQ
∫
N
ε−QN(y, f, U)dVolN(y) = Kf
∗VolN(U).
Theorem 3.5 gives f |U ∈ N
1,Q(U,N) and∫
U
gQf |UdVolM ≤ Kf
∗VolN (U).
It follows that f ∈ N1,Qloc (M,N) and that∫
U
gQf dVolM ≤ Kf
∗VolN (U)
for every open set U ⊂M . Note that the measure f ∗VolN is Borel, the above inequality
holds for all Borel sets as well. The claim follows from the definitions of f ∗VolN and
volume Jacobian Jf . 
6.2. Proof of the main theorem, Theorem 1.2.
Proof of Theorem 1.2. (A). 1) implies 2).
This follows directly from the definitions.
(B). 2) implies 4). Let λ1, . . . , λk be the eigenvalues of g
−1f ∗h arranged in increasing
order. We have
‖Df(x)‖ = λ
1/2
k and ‖Df(x)‖s = λ
1/2
1 .
(Of course the eigenvalues λi depend on x, but we omit x from the notation.) Since f
is weak metrically H-quasiregular, by Lemma 4.8 and Proposition 4.4, we have for a.e.
x ∈M ,
Lip f(x) = ‖Df(x)‖ and Jf (x) = JDf(x)(0).
On the other hand, by Lemma 4.5, for a.e. x ∈M ,
‖Df(x)‖
‖Df(x)‖s
≤ H.
It follows from the above and Proposition 5.5 that for a.e. x ∈M
Lip f(x)Q = ‖Df(x)‖Q ≤ HQ−1‖Df(x)‖‖Df(x)‖Q−1s
≤ HQ−1JDf(x)(0) = H
Q−1Jf (x).
This implies that f is analytically K-quasiregular with K = HQ−1.
(C). 4) implies 6).
If f is analytically K-quasiregular, then by Lemma 4.8 we have that Jf > 0 a.e. in
M . Moreover, it follows from Proposition 4.7 that gf = Lip f and so by Lemma 4.6 and
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Lemma 5.11, we have
||g−1f ∗h(x)||Q/2 = ‖Df(x)‖Q ≤ KJf(x) = K det(g
−1f ∗h)1/2
for a.e. x ∈M .
(D). 6) implies 4).
This is essentially the same as in (C). By Proposition 4.7, Lemma 4.6 and Lemma 5.11,
we have
gf(x)
Q = ‖Df(x)‖Q = ||g−1f ∗h(x)||Q/2 ≤ K det(g−1f ∗h)1/2 = KJf(x)
for a.e. x ∈M .
(E). 6) implies 1).
The fact that Hf(x) <∞ for all x ∈M follows from 3) and the fact that equiregular
subRiemannian manifolds of homogeneous dimension Q ≥ 2 have locally Q-bounded
geometry (see e.g. [22, 39]). Indeed, we may use the proof of Theorem 7.1 from [45] to
conclude that Hf(x) ≤ H(K, i(x, f)) for each x ∈ M , where i(x, f) is the local index of
f at x; see [22, Remark 5.14] and also [57, Theorem 1.3]. Thus we are left to show that
Hf(x) ≤ K a.e. in M .
Note that
Hf(x) = lim sup
r→0
Lf (x, r)
lf(x, r)
= lim sup
r→0
Lf (x, r)/r
lf(x, r)/r
≤
Lf (x)
lf(x)
,
where
Lf (x) = lim sup
r→0
Lf (x, r)
r
and lf (x) = lim inf
r→0
lf(x, r)
r
.
Since f is P -differentiable a.e. in M , then we have by (4.5) and (4.6) that Lf (x) =
‖Df(x)‖ and lf (x) = ‖Df(x)‖s a.e. in M .
Since f is subRiemannian K-quasiregular, by Proposition 5.5, we have at a.e. x ∈M
‖Df(x)‖Q ≤ K det(g−1f ∗h)1/2 ≤ K‖Df(x)‖s‖Df(x)‖
Q−1
and so at each such x ∈M ,
Hf (x) ≤
Lf(x)
lf (x)
=
‖Df(x)‖
‖Df(x)‖s
≤ K.
(F). 2) implies 1).
Note that the implications 2)⇒4)⇒6)⇒1) do not give us the claimed relation be-
tween the quasiregularity constants as claimed in Theorem 1.2. We thus need a separate
argument to show that the weak metric quasiregularity implies the metric quasiregularity
with the exact same constant.
The fact that Hf(x) < ∞ for all x ∈ M follows from the fact that 2) implies 4) and
that 4) implies 1). It remains to show thatHf (x) ≤ H for a.e. x ∈M . This follows readily
from the proof of Proposition 5.22 in [22]. Indeed, the proof of Proposition 5.22 there
implies that if x ∈ M is a point such that f is P -differentiable at x and that Jf(x) > 0,
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then we have
Hf (x) = lim sup
r→0
Lf(x, r)
lf (x, r)
= lim
r→0
Lf (x, r)
lf (x, r)
= lim inf
r→0
Lf (x, r)
lf (x, r)
= hf (x).
(G). We compute the remaining dependences on the quasiregularity constants. We
first show that if f is metrically H-quasiregular, then it is horizontally Hk−1-quasiregular.
It follows from Lemma 4.5 that the metric H-quasiregularity implies that λk ≤ H
2λ1. It
follows that
‖g−1f ∗h‖k/2 = λ
k/2
k ≤ H
k−1(λk−11 λk)
1/2 ≤ Hk−1 det(g−1f ∗h)1/2.
We next show that if f is horizontally K0-quasiregular, then it is metrically K0-
quasiregular. Note that, we already know from the preceding equivalences that Hf(x) <
∞ for all x ∈M , and thus, we only need to verify that Hf(x) ≤ K0 for a.e. x ∈ M . The
horizontal K0-quasiregularity implies that λ
k
k ≤ K
2
0λ1 · · ·λk. In particular, it follows that
λk ≤ K
2
0λ1. We may repeat the argument in (E) to conclude that at a.e. x ∈M
Hf(x) ≤
λ
1/2
k
λ
1/2
1
≤ K0.
The final implication iv) is included in Theorem 5.16. 
Remark 6.2. i) In both (B) and (E) of the above proof, our reasoning relies crucially on
Proposition 5.5, where the estimates on the eigenvalues are sharper than that provided in
Lemma 4.9.
ii) If we were able to show that the constant C from Lemma 4.9 can be chosen to be
one. Then the above proof (with K = 1) would directly imply the equivalences of 1), 2),
4) and 5) in Corollary 1.3.
6.3. A remark on the definitions of quasiregularity in the Heisenberg groups.
In this section, we point out that for mappings on Heisenberg groups Hn, the horizontal
definition of quasiregularity, Definition 5.14, is quantitatively equivalent with a definition
of quasiregularity introduced by Dairbekov [14, 15].
We first recall Dairbekov’s definition. Let U ⊂ Hn be a domain and let f : U → Hn
be a continuous mapping. Dairbekov defines [15, Definition 1.3] the mapping f to be
K-quasiregular if the following three conditions are satisfied:
• f ∈ HW 1,Qloc (U,H
n),
• f is contact,
• ‖DHf(x)‖
Q ≤ KJ(x, f) almost everywhere in U.
In this case we say that f is K-quasiregular in the sense of Dairbekov. The measure on
Hn is the R2n+1 Lebesgue measure and Q = 2n + 2 for the Heisenberg group Hn. Note
that the Lebesgue (2n+ 1)-measure coincides with the Popp measure VolQ on H
n.
Above, HW 1,Qloc (U,H
n) denotes the local horizontal Sobolev space of mappings f :
U → Hn. These are defined component-wise as follows. On the Heisenberg group we
can express f in the global coordinates of R2n+1 as f = (f1, . . . , f2n+1). We define that
f belongs to HW 1,Qloc (U,H
n) if each component fi, with i = 1, . . . , 2n+ 1, of f belongs to
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the HW 1,Qloc (U). Here HW
1,Q
loc (U) denotes the local horizontal Sobolev space of functions
HW 1,Qloc (U) = {u : U → H
n : u ∈ LQloc(U), Xiu ∈ L
Q
loc(U), i = 1, . . . , 2n}
See [24, Section 11] for more details on these spaces.
Let us first make the observation that a continuous mapping f : U → Hn belongs
to HW 1,Qloc (U,H
n) if and only if f ∈ N1,Qloc (U,H
n). To see this, notice first that in the
Heisenberg groups Hn a continuous mapping f ∈ N1,Qloc (U,H
n) if and only if each of its
components fi, i = 1, . . . , 2n + 1, belongs to N
1,Q
loc (U). Our claim then follows from the
well-known fact that a continuous function u ∈ HW 1,Qloc (U) if and only if it belongs to
N1,Qloc (U); see [24, Section 11].
Let f ∈ HW 1,1loc (U,H
n). The vectorsXif(x) = (Xif1(x), . . . , Xif2n+1(x)), i = 1, . . . , 2n,
viewed as column vectors can be treated as tangent vectors at f(x), i.e. Xif(x) ∈ Tf(x)H
n.
A mapping f : U → Hn of the class HW 1,1loc (U,H
n) is (weakly) contact if for each
i = 1, . . . , 2n, the tangent vectorXif(x) belongs to the horizontal tangent spaceHTf(x)H
n.
The formal horizontal differential DHf(x) : HTxU → HTf(x)H
n of a contact mapping
f : U → Hn is defined by its action on the basis vectors:
DHf(x)Xi = Xif(x) i = 1, . . . , 2n.
Let (X1, . . . , X2n) be standard global frame for the horizontal distribution satisfying
the commutation relations
[Xj, Xj+n] = −4T, j = 1, . . . , n.
The other commutators are identically zero. The horizontal Jacobian HJ(x, f) of f is
defined as the determinant of DHf(x) expressed in the frame (X1, . . . , X2n) (used for
both HTxU and HTf(x)H
n). The formal horizontal differential can be extended linearly
as a homomorphism of the Heisenberg algebra so that one can talk about the formal
differential. Then the full Jacobian J(x, f) of f is defined to be the determinant of the
formal differential expressed in the full frame (X1, . . . , Xn, T ) of TH
n. A computation [15]
shows that
(6.1) J(x, f) = HJ(x, f)
n+1
n .
As in Section 4.2, the norm of the formal horizontal differential of a contact mapping
f is defined to be
‖DHf(x)‖ := max
v
{
|DHf(x)v|g : v ∈ HTxU and |v|g = 1
}
.
The norms here are defined with respect to a horizontal metric g, which itself is defined
by declaring the frame (X1, . . .Xn) orthonormal.
Recall here that the branch set Bf of a continuous mapping f : M → N consists of
those points p in M , where f fails to be a local homeomorphism at p.
To compare the regularity assumptions in the Dairbekov’s definition and our horizon-
tal definition, we need the following simple lemma, which is certainly known to experts.
Lemma 6.3. Let f : U → Hn be an analytically quasiregular mapping. Then f ∈
N1,ploc (U,H
n) for some p > Q and hence f is locally α-Ho¨lder continuous with α = 1− Q
p
.
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Proof. Our aim is to show that Jf ∈ L
p
loc(U) for some p > Q. For this, we fix a point
x ∈ Ω\f−1
(
f(Bf)
)
and a subdomain K ⊂⊂ U with x ∈ K. Note that f |
K\f−1
(
f(Bf )
) is a
covering mapping and so we may write
K\f−1
(
f(Bf)
)
=
k⋃
i=1
Ui,
where Ui ∩ Uj = ∅ if i 6= j and f |Ui is a homeomorphism onto its image. In particular,
f |Ui : Ui → f(Ui) is a quasiconformal mapping in the analytic sense. Since U and H
n
have locally Q-bounded geometry [27], it follows by [28, Theorem 9.8] that f is locally
quasisymmetric in Ui. By [27, Theorem 7.11] we then have that Jf |Ui ∈ L
p
loc(Ui) for some
p > Q.
The above implies that for each x ∈ U\f−1
(
f(Bf)
)
, there exists a relatively compact
neighborhood Kx of x such that Jf ∈ L
p(Kx). On the other hand, by [23, Corollary 1.3]
(or by [22, Theorem B]), we have that HQ(Bf) = H
Q
(
f(Bf)
)
= 0. Consequently, we have
that Jf ∈ L
p
loc(U). Since f is analytically quasiregular, this implies that f ∈ N
1,p
loc (U,H
n).
The second claim follows again from the standard Sobolev embedding, see e.g. [29, Section
7]. 
We claim first that if f : (U, g) → (Hn, g) is horizontally K-quasiregular, then it is
K(n+1)/n-quasiregular in the sense of Dairbekov. By Theorem 1.2 and Lemma 6.3, we
have f ∈ N1,ploc (U,H
n) for some p > Q. It follows that f ∈ HW 1,Qloc (U,H
n). Consequently,
by [15, Theorem 5.1], we have that f is P -differentiable a.e. in U and the P -differential
coincides with the formal differential a.e. in U . Thus f is contact (see Remark 4.10) and
for a.e. x ∈ U we have
‖DHf(x)‖
Q = ‖g−1f ∗h(x)‖Q/2 ≤ K(2n+2)/2n det(g−1f ∗h(x))(2n+2)/4n
= K(n+1)/nHJ(x, f)(n+1)/n = K(n+1)/nJ(x, f).
Here we have use the observation that it follows from (6.1) that
det(g−1f ∗h(x))(2n+2)/2n = det (DHf(x))
2 = HJ(x, f)2
since DHf here is expressed in the orthonormal frame (X1, . . . , X2n), in which case g and
h are identical matrices.
Conversely, we show that if f : U → Hn is K-quasiregular in the sense of Dairbekov,
then it is horizontally Kn/(n+1)-quasiregular. Indeed, by [15, Theorem 5.1, Theorem 5.5]
f is a branched covering, it is P -differentiable a.e. in U and the P -differential coincides
with the formal differential a.e. in U . Thus for a.e. x ∈ U
‖g−1f ∗h(x)‖k = ‖DHf(x)‖
2k ≤ K2n/(n+1)J(x, f)2n/(n+1)
= K2n/(n+1)HJ(x, f)2 = K2n/(n+1) det(g−1f ∗h(x)).
We have shown that the horizontal definition of quasiregularity on Heisenberg groups
is quantitatively equivalent with the definition of quasiregularity introduced by Dair-
bekov [14, 15].
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We make an additional observation regarding the first Heisenberg group H1. In this
case Q = 4 and by Remark 5.6, we have
det(g−1f ∗h(x)) = λ1λ2µ1 = (λ1λ2)
2 = J(x, f)
for a.e. x ∈ U , where λ1 and λ2 are the eigenvalues of g
−1f ∗h and µ1 is the other
eigenvalue of g−1f ∗h. Consequently, the definition of subRiemannian K-quasiregularity
coincides with the definition of Dairbekov in this case. It is natural to ask how closely
related the subRiemannian definition and Dairbekov’s definition are for n ≥ 2. We leave
this question open.
7. Appendix: equivalence of 1-quasiregular mappings between
Riemannian manifolds
In this appendix we prove the equivalence of different notions of 1-quasiregularity for
mappings between Riemannian manifolds. The results we present here are special cases
of our more general result, especially of Corollary 1.3, in the subRiemannian setting.
We find that giving an independent presentation in the Riemannian setting has a few
benefits: The proof of the equivalence in the Riemannian setting is much more straight-
forward than that in the subRiemannian case. An independent proof in the Riemannian
settings serves better readers that are not familiar with subRiemannian geometry. The
presentation here motivates much of the work done in this paper, and in particular it
motivates the proof of our main result, Theorem 1.2.
In this section (M, g) and (N, h) are Riemannian C∞-smooth Riemannian manifolds
of dimension n. The equivalence result is the following.
Theorem 7.1. Let f : (M, g) → (N, h) be a non-constant continuous mapping between
two Riemannian manifolds. Then the following conditions are equivalent:
1) f is metrically 1-quasiregular,
2) f is weak metrically 1-quasiregular,
3) f is analytically 1-quasiregular,
4) f Riemannian 1-quasiregular,
5) f is geometrically 1-quasiregular.
The various notions of quasiregularity in the theorem above can be found from the
references [37, 31, 28, 57], or alternatively, they can be understood as special cases of
those in the equiregular subRiemannian setting we have introduced earlier. We remark
that it follows from this theorem and results in [38] that 1-quasiregular mappings on C∞
Riemannian manifolds in any of the above sense are C∞-smooth. (The works [38, 34]
consider also regularity of 1-quasiregular mappings in the situation when the Riemannian
metrics are only in the Ho¨lder class Cr, r > 1. Here we only consider the C∞ case and
refer to those works for more refined regularity results. However, we caution the reader
that one has to be careful if trying apply the above theorem in the Cr, r > 0 case.
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The reason is that our proofs below use for example normal coordinates, which can have
unexpected behaviour at least in the case of Cr, 0 < r < 1, regular metrics.)
We do not impose the topological assumption that f is a branched covering in either
the analytic or in the Riemannian definitions of quasiregularity. This is because a non-
constant analytically quasiregular mapping is automatically both discrete and open (and
thus a branched covering) by a deep theorem of Reshetnyak [47]. See also Proposition 7.2
below.
7.1. Auxiliary results. The following proposition contains some basic properties of
quasiregular mappings between Riemannian manifolds.
Proposition 7.2 (Section 3, [31]). Let f : M → N be a non-constant quasiregular map-
ping. Then
1) f is sense-preserving, discrete and open,
2) VolN(f(E)) = 0 if and only if VolM(E) = 0,
3) VolM(Bf ) = 0,
4) The area formula holds: For all measurable functions h : N → [0,∞] and for every
measurable set A ⊂M there holds that∫
A
h(f(x))Jf(x)dVolM(x) =
∫
N
h(y)N(y, f, A)dVolN(y),(7.1)
where N(y, f, A) = card
(
f−1(y) ∩ A
)
is the multiplicity function of f on A.
5) f is differentiable a.e. in M .
The following lemma is a special case of Theorem 3.2. Since we find the lemma has
some value on its own (and the proof of Theorem 3.2 is complicated), we give a simple
proof of it below.
Lemma 7.3. Let f : (M, g) → (N, h) be a continuous mapping that is differentiable at
x0 ∈M . Then there exists a constant δ > 0 such that if d(x, x0) ≤ δ, then we have
dh(f(x), f(x0)) = hf(x0)(f∗V, f∗V )
1/2 + o
(
dg(x, x0)
)
,
where V = exp−1x0 (x) ∈ Tx0M with |V |g(x0) = dg(x, x0).
Proof. Let (xi) and (ya), i, a = 1, . . . n, be g- and h-normal coordinates centered at x0 and
f(x0) respectively. Let x ∈ M with dg(x, x0) = r, r > 0 small. In the above coordinates
we have
dh(f(x), f(x0)) = |f(x)|h(f(x0)) = |f(x)|Rn
and
dg(x, x0) = |x|g(x0) = |x|Rn .
By the differentiability of f at x0, we have
f i(x) = 0 + ∂af
i(0)xa + o(|x|).
Combining these, we have
dh(f(x), f(x0)) = |(∂af
i(0)xa)|h(f(x0)) + o(|x|) = |f∗V |h(f(x0)) + o
(
dg(x, x0)
)
,
with V = exp−1x0 (x) ∈ Tx0M with |V |g(x0) = dg(x, x0). 
38 CHANG-YU GUO AND TONY LIIMATAINEN
7.2. Equivalence of Riemannian and analytic 1-quasiregularity. It follows from [55,
Section 5] that if f : M → N is a non-constant quasiregular mapping between two Rie-
mannian manifolds, then Lip f is the minimal n-weak upper gradient of f . We prove a
couple of lemmas will yield the equivalence of Riemannian and analytic 1-quasiregularity.
The first lemma shows that at the points x0 of differentiability, Lip f(x0) coincides with
the supremum norm
‖Df(x0)‖ := sup
V ∈Tx0M
{
|Df(x0)V |h(f(x0)) : |V |g(x0) ≤ 1
}
.
Lemma 7.4. Let f : (M, g) → (N, h) be a continuous mapping. If f is differentiable at
x0 ∈M , then
Lip f(x0) = ‖Df(x0)‖.(7.2)
Proof. This is an immediate consequence of Lemma 7.3. Indeed,
Lip f(x0) = lim sup
r→0
sup
x∈B(x0,r)
dN(f(x), f(x0))
r
= lim sup
r→0
sup
|V |g(x0)≤r
|Df(x0)V |h(f(x0))
r
= lim sup
r→0
sup
|V |g(x0)≤r
|V |g(x0)
r
|Df(x0)V |hf (x0)
|V |g(x0)
= ‖Df(x0)‖.

The next result is an analogue of Lemma 5.11 and in our case, it follows directly from
the change of variable formula.
Lemma 7.5. Let f : (M, g)→ (N, h) be a quasiregular mapping. Then
Det(Df(x0)) = Jf(x0)(7.3)
for a.e. x0 ∈M .
Proof. By Proposition 7.2 4) and [37, Theorem 2.2.4],∫
A
Jf(x)dVolM(x) =
∫
A
Det(Df(x))dVolM(x)(7.4)
for all measurable set A ⊂ M . Note that Jf and Det(Df) are locally integrable on M ,
the claim follows from (7.4) and the Lebesgue differentiation theorem. 
Plugging the results of these lemmas into the definitions of analytic 1-quasiregularity
and Riemannian 1-quasiregularity shows that they are equivalent.
7.3. Equivalence of Riemannian and metric 1-quasiregularity. We show that
Riemannian 1-quasiconformal mappings and 1-quasiconformal mappings defined in the
(weak) metric sense are equivalent.
Let us first show Riemannian 1-quasiregular mappings are 1-quasiregular in the metric
sense.
Proposition 7.6. Let f : (M, g) → (N, h) be a Riemannian 1-quasiregular mapping.
Then it is metrically 1-quasiregular.
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Proof. By [38, Theorem 4.4], Riemannian 1-quasiregular mappings are C2 regular and
they satisfy the equation of conformality
f ∗h = cg.
By lemma 7.3 we have
(7.5) sup
y∈∂B(x,r)
d(f(x), f(y)) = sup
y∈∂B(x,r)
(
hf(x)(f∗V, f∗V
)1/2
+ o(dg(x, y))
)
= sup
y∈∂B(x,r)
(
c(x)gx(V, V )
1/2 + o(dg(x, y))
)
= c(x)r + o(r)
and similarly
inf
y∈∂B(x,r)
d(f(x), f(y)) = c(x)r + o(r).
Thus
lim sup
r→0
supy∈∂B(x,r) d(f(x), f(y))
infy∈∂B(x,r) d(f(x), f(y))
≤ 1.

In the other direction we have:
Proposition 7.7. Let f : (M, g)→ (N, h) be a weak metrically 1-quasiregular mapping.
Then f is Riemannian 1-quasiregular.
Proof. By Proposition 7.2 we have that f is differentiable a.e. in M . In the same vein as
above, fix a point x ∈M such that f is differentiable at x. Then we have
sup
y∈B¯(x,r)
d(f(x), f(y)) = sup
y∈B¯(x,r)
(
hf(x)(f∗V, f∗V )
1/2 + o(dg(x, y))
)
(7.6)
= sup
|V |g(x)≤r
|DfV |h(f(x)) + o(r)(7.7)
and
inf
y∈∂B(x,r)
d(f(x), f(y)) = inf
|V |g(x)=r
|DfV |h(f(x)) + o(r).
Here we have used the fact that V = exp−1x y, |V |g(x) = dg(x, y). It follows that
1 = lim inf
r→0
supy∈B¯(x,r) d(f(x), f(y))
infy∈M\B(x,r) d(f(x), f(y))
=
λmax(x)
λmin(x)
,
where λmax(x) and λmin(x) are the largest and smallest eigenvalue of the matrix g
−1f ∗h.
Since the eigenvalues of g−1f ∗h are all the same, we have
g−1f ∗h = cIn×n.
Since this holds at a.e. every point, f is a conformal mapping
f ∗h = cg,
for some a.e. positive function c and thus Riemannian 1-quasiregular by [38, Theorem
4.4]. 
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