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We construct a metamaterial from radio-frequency harmonic oscillators, and find two topologically
distinct phases resulting from dissipation engineered into the system. These phases are distinguished
by a quantized value of bulk energy transport. The impulse response of our circuit is measured and
used to reconstruct the band structure and winding number of circuit eigenfunctions around a dark
mode. Our results demonstrate that dissipative topological transport can occur in a wider class of
physical systems than considered before.
When a wave propagates through a periodic medium,
its properties can be modified dramatically compared to
those in free space. In particular, such “Bloch waves”
may exhibit topological effects: robust behaviors that
are insensitive to small changes to the medium. In
solid state systems, the topological characteristics of elec-
tronic Bloch waves are responsible for robustly quan-
tized transport in the integer quantum Hall effect1,2,
and the novel characteristics of topological insulators
and superconductors3–8. Importantly, many bosonic
and even classical systems, such as cold atoms in opti-
cal lattices9,10, as well as photonic11–19 and mechanical
metamaterials20–23, can also support waves classified by
topological invariants.
Remarkably, the presence of loss and/or gain can give
rise to qualitatively new topological invariants and phe-
nomena24–31. The topological classification of such non-
Hermitian systems is different from that of their lossless,
Hermitian counterparts. In particular, Ref. 24 studied a
non-Hermitian quantum problem, and showed that dis-
sipation (particle loss) can lead to a wholly new type of
topologically protected quantized transport, which has
no analogue in particle conserving systems. Specifically,
the mean displacement achieved by a particle between
its initialization and decay changes sharply between two
quantized values as the relative strengths of the system’s
two coupling parameters are tuned.
Is this phenomenon specific to first-order-in-time sys-
tems governed by an effective non-Hermitian Schro¨dinger
equation (e.g., Refs. 24, 26, and 27)? Or, is this behavior
part of a much more general phenomenology of quan-
tized transport in dissipative wave systems? While it
is natural, for example, to construct second-order (har-
monic) systems with similar eigenmode winding proper-
ties to first-order systems, it is nontrivial that quantized
transport – which generally depends on both the eigen-
mode wave functions and the dispersion relation – could
persist in the harmonic case as well.
In this Rapid Communication, we expose the gener-
ality of dissipative topological transport by demonstrat-
ing its existence in an electromagnetic circuit (Fig. 1a)
governed by harmonic (non-Schro¨dinger-like) equations
of motion. From the impulse response of the circuit we
extract the full spatial distribution of dissipated energy.
We find that the mean displacement between the loca-
tion where an energy pulse is injected and where it dissi-
pates takes just one or the other of two quantized values,
dependent on the ratio of two coupling parameters (in-
ductances) in the circuit. Through analytical arguments
and numerical simulations we demonstrate that this tran-
sition is topological, with quantization becoming exact for
an ideal realization of the circuit. The impulse response
also yields the circuit’s eigenmode profiles, which we use
to directly image the topological winding characteristic
in wave number space that signifies the transition. Our
observation of quantized transport in a classical harmonic
system opens the way to exploring topological dynamics
in a much wider range of physical systems than consid-
ered before.
Circuit model.— We investigate a one-dimensional
metamaterial with the unit cell defined in Fig. 1a. Each
unit cell, m, comprises a lossless ‘A site’ with a capacitor
c connected to ground, and a lossy ‘B site’ with a capac-
itor c and a resistor r connected in parallel to ground.
These circuit nodes are connected by tunable coupling
inductors lA and lB .
To study energy transport in both simulation and ex-
periment, we initialize a voltage pulse v0 on one A site, in-
dexed to be m0 = 0, and measure the impulse response of
the circuit by obtaining the time-dependent voltages vAm
and vBm on all A sites and B sites, respectively. The initial
pulse contains an energy 12cv
2
0 . We extract the fraction
Pm of this total energy dissipated in each unit cell m;
the energy displacement δ, characterizing the asymmet-
ric propagation of energy in the circuit, is defined as the
mean of the probability distribution, {Pm}:
δ =
∑
m
(m−m0)Pm, Pm = 2
rc
∫ ∞
0
dt
(
vBm
v0
)2
. (1)
The limiting behavior of δ is easily understood. When
lB approaches infinity while lA  lB remains finite, a
pulse initialized on the lossless A site in unit cell m will
dissipate only on the right-adjacent B site, in unit cell
(m+ 1). This yields δ = 1. When lA approaches infinity
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FIG. 1. (a) A topological metamaterial: circuit nodes, in-
dexed by an integer m, are connected to ground with capaci-
tors c, and coupled to each other by variable inductors lA and
lB . B sites contain a resistor r to ground, while A sites do not.
(b) Circuit photograph. The inset shows one A site and one
B site. Coupling inductances are variable by greater than a
factor of ten using switch networks. The solid pink line traces
a chain of adjacent cells, and the dashed pink line connects
the edges of this chain to form periodic boundary conditions.
This asymmetric connection has a negligible effect on circuit
dynamics; its parasitic capacitance is calculated to be about
3% of the on-site capacitance, and its length (49 cm) is less
than about 1% of the wavelength of light at frequencies of
interest. (c,d) The time-dependent voltages measured on A
and B sites, vAm(t) and v
B
m(t), respectively, are plotted as a
function of site index m and time t for the case where lA = lB .
Wave forms are normalized to the voltage v0, present at site
mA = 0 at time t = 0.
while lB  lA remains finite, the pulse will dissipate only
on the left-adjacent B site, within the same unit cell, m.
This gives δ = 0. Finally, when lA = lB , the symmetry
of the circuit dictates that an excitation will propagate
equally to the left and right, so one may expect δ = 1/2
in this case.
Remarkably, δ does not smoothly transition between
these limiting cases, but rather remains integer-valued as
long as lA 6= lB . To show this, we derive? the equations
of motion for this circuit using Kirchhoff’s circuit laws.
In reciprocal space, indexed by the dimensionless wave
number −pi ≤ k < pi, dynamics are described in terms of
the (complex) variables v
A(B)
k (t) =
∑
m e
−ikm vA(B)m (t).
The circuit equations of motion break into a collection of
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FIG. 2. Fraction of the total energy dissipated, Pm vs. m,
for (a) the topological phase and (b) the trivial phase of our
circuit. Gray dashed lines indicate m = 0, where an exci-
tation is initialized. Two experimental data sets (black and
purple distributions) are compared to simulated distributions
(orange) of an ‘ideal’ circuit with no disorder, no additional
loss, and 501 unit cells. (c) Mean displacement δ as a function
of α = lA/(lB + lA) for the mean of both experimental data
sets (solid red line) and a numerical simulation (dashed red
line) of an ideal circuit. Black lines show the range of δ over
both experimental runs, which is nearly zero for most values
of α. A phase transition between δ = 1 and δ = 0 occurs
around α = 0.5. The behavior of δ approximates the winding
number of ξj,k around the dark state (blue line).
2× 2 linear systems, associated with each value of k:(
ω20 + ∂
2
t gk
g∗k ω
2
0 + γ∂t + ∂
2
t
)(
vAk
vBk
)
= 0. (2)
For each k, Eq. (2) describes two coupled har-
monic oscillators, one of which is damped. The sys-
tem is parametrized by a resonance frequency ω0 =√
(lA + lB)/(lA lB c), a loss rate γ = 1/(rc), and a com-
plex coupling gk = −ω20
(
α+ βeik
)
between the A and
B sublattice oscillators. Here α = lA/(lA + lB) and
β = lB/(lA + lB) = 1− α.
When α = 1/2, the coupling parameter gk=pi becomes
zero and the sublattices completely decouple. At this
special point in parameter space the system possesses
a “dark state:” an excitation on the A sublattice with
k = pi is decoupled from any source of loss and therefore
acquires an infinite lifetime32. Analogous to the situation
in non-Hermitian quantum systems24, for α 6= 1/2 the
Bloch eigenfunctions can be classified by a topological
winding number that counts the number of times the
relative phase of the A and B components runs through
2pi as k traverses the Brillouin zone.
3Closely related to this winding number, Eqs. (1) and
(2) predict? the displacement δ to be quantized as a
function of α:
δ =
∮
dk
2pi
∂θk
∂k
=
{
1 if α < 1/2
0 if α > 1/2
, (3)
where θk = arg{gk} is the k-dependent angle of gk in the
complex plane.
Time-domain numerical simulations using a Runge-
Kutta method33,34 of a system with 501 unit cells and
periodic boundary conditions closely match the analytic
result of Eq. (3). Histograms of the spatial distribution
of Pm in the simulation are shown in Fig. 2a and Fig. 2b
for α = 0.46 and α = 0.54, respectively. This distribu-
tion is computed for many different values of α and is
centered around m = 1 when α < 0.5, and m = 0 when
α > 0.5. Thus the plot of the simulated δ vs. α in Fig. 2c
displays the step-function behavior predicted by Eq. (3).
Experimental measurements.— We test the robustness
of our theoretical results to real-world imperfections and
perturbations with an experiment on a circuit of 21 unit
cells and periodic boundary conditions (Fig. 1b). In the
circuit we use capacitors with c = 381.5 pF, resistors with
r = 681 Ω, and coupling inductors with inductances lA
and lB that can each be set between 5.3µH and 56.7µH.
We probe the circuit dynamics by applying a voltage im-
pulse v0 to one A site and measuring the subsequent volt-
age as a function of time on all circuit nodes using an
oscilloscope (Fig. S1).
Examples of A-site and B-site wave forms are plot-
ted in Fig. 1c and Fig. 1d, respectively, for the special
case when lA = lB . The longer-lived anti-phase excita-
tions which occur predominantly on the A sublattice are
characteristic of the dark state present in this symmet-
ric configuration? . Any anti-phase excitations on the B
sublattice are heavily damped due to maximum possible
coupling to the resistors, the circuit’s dominant source
of loss. The displacement δ is calculated from the B-site
wave forms measured when the circuit has been tuned to
different values of α (see, e.g., Fig. 1d for α = 0.5).
Although a phase transition is qualitatively apparent
in experiment, it is not as sharp as the step function pre-
dicted by theory (Eq. 3) and simulation (Fig. 2c). Sharp-
ness is reduced by undesired loss, disorder and a finite
lattice size (Fig. S3). A significant source of undesired
loss in our experiment is the resistive losses of the cou-
pling inductors, which is between 4 and 29 Ω (Table S1),
compared to their reactive impedance of between 0.3 kΩ
to 1.4 kΩ, respectively, at 4 MHz.
The most striking deviation of our experiment from
theory is that the measurements of δ do not quite ap-
proach a value of one as α goes to zero. The finite size of
our system combined with periodic boundary conditions
contributes to this effect: even at our lowest attainable
value of α, the impedance of the coupling inductors is
small enough to allow some fraction of the initial excita-
tion to propagate more than halfway around the circuit.
Such excursions can significantly alter the obtained value
of the mean displacement (Fig. S3).
To explore the underlying topological nature of the
transition observed in Fig. 2c, we experimentally re-
construct the circuit’s band structure and eigenvectors.
The impulse response of our circuit encodes all eigen-
vectors of the family of equations described by Eq. (2),
which are all excited simultaneously. We analyze this re-
sponse by Fourier transforming the measured wave forms
(e.g., Figs. 1c,d) in both spatial index and time, in order
to obtain the circuit’s band structure. The Fourier trans-
form is defined as v
A(B)
k (ω) =
∑
t,m e
−i(ωt+km) vA(B)m (t),
where vAk (ω) and v
B
k (ω) are the complex valued Fourier
domain voltages on the A and B sublattices, and t is a
discrete time variable with t = 2 ns× {1, 2 ... 2500}.
In Figs. 3a, 3b and 3c we show |vAk (ω)| for α < 0.5,
α = 0.5 and α > 0.5, respectively. In all cases, we observe
two bands with frequencies that agree closely with the
dispersion relation calculated from Eq. (2) (white dashed
lines). Note that in the absence of loss, the circuit fea-
tures a light-like linear dispersion relation at long wave-
lengths, in contrast to the particle-like quadractic disper-
sion of the non-Hermitian systems previously shown to
exhibit quantized transport24,26.
The complex values of vAk (ω) at its intensity peaks en-
code the A-sublattice components of the corresponding
Bloch eigenvectors, VAj,k, where j = 1, 2 is a band index
labeling the lower and upper bands, respectively. We ex-
tract the values of VAj,k by taking a vertical linecut of
the A-sublattice band structure (Fig. 3a–c) at each value
of k, and returning the values of vAk (ω) at the two local
maxima of each linecut. The corresponding B-sublattice
component of the eigenvector VBj,k is the set of points on
linecuts across the B-sublattice bands (not shown).
The A and B eigenvector components can be parame-
terized by the following k-dependent complex ratio:
ξj,k = V
B
j,k/V
A
j,k. (4)
For most values of k and α we see |ξj,k| ≈ 1, indicating
that the eigenmodes are equally distributed on the two
sublattices. However near the dark state, i.e., for α ≈ 0.5
and k ≈ pi, |ξj,k| approaches zero and excitations living
primarily on the A-sublattice gain long lifetimes (seen by
the heavily weighted pixels at k = pi in Fig. 3b).
Crucially, the k-dependent phase relationship between
VAj,k and V
B
j,k distinguishes the two topologically dis-
tinct phases of the system. Due to the continuity and
periodicity of V Aj,k and V
B
j,k in the Brillouin zone, ξj,k
forms a closed loop in the complex plane. As long as
0 < |ξj,k| < ∞, such loops can be classified by the inte-
ger number of times that ξj,k winds around the origin as
k goes from 0 to 2pi. Thus the topological invariant of
our circuit is simply the winding number of ξj,k around
the origin of the complex plane, or, equivalently, around
the dark state in parameter space.
From the experimental data we reconstruct ξj,k
(Figs. 3d–f). These plots clearly show the winding num-
ber transition from 1 to 0 as α is changed from 0.26
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FIG. 3. (a,b,c) Circuit band structure, exhibited in the Fourier-transformed A-sublattice voltages, |vAk (ω)|. A dark mode appears
at α = lA/(lA + lB) = 0.5 and k = pi. The dashed white lines show the real parts of the circuit’s complex eigenfrequencies,
found by diagonalizing Eq. (2) with the same circuit parameter values that are used in each experiment. Eigenvector sublattice
components VAj,k and V
B
j,k are extracted from linecuts across the lower (j = 1) and upper (j = 2) bands. (d,e,f) The complex
ratio ξj,k = V
B
j,k/V
A
j,k, whose winding number around the origin (the location of the dark mode, yellow square) distinguishes
the topological phases of the circuit. Experimental points (dots) agree closely with results of a numerical simulation (lines).
to 0.68. These two phases are separated by the case of
α = 0.5 where ξj,k intersects the origin and its wind-
ing number is undefined. This behavior of the winding
number as a function of α is closely approximated by the
measured behavior of δ, see Fig. 2c.
Unlike many other topological transitions in periodic
systems, the transition in our circuit is not associated
with the closing of gap in the band structure. Rather,
the transition is characterized by a vanishing of the imag-
inary part of one of the system’s eigenvalues. In partic-
ular, the transition persists in a circuit where the A-site
and B-site capacitors are unequal, so that the bandgap
does not close for any value of α (Fig. S4).
Discussion.— Our observations suggest that dissipa-
tive quantized transport may be realized in a much
wider class of dynamical systems than previously ex-
pected. Given that high-order linear systems can be
reparametrized as first-order systems involving a larger
number of variables (bands), it is natural to wonder if
the classification for multi-band non-Hermitian quantum
walks developed in Ref. 27 can be applied to the second-
order system studied in this work. While the equations
of motion for our circuit can be recast as a four-band ef-
fective non-Hermitian Schro¨dinger equation [Eq. (S10)],
the physical constraints of the circuit (such as charge
conservation) impose a special structure on the resulting
Bloch Hamiltonians, which was not accounted for in the
arguments of Ref. 27. Elucidating the nature of topolog-
ical transport in our system, the full range of conditions
where it can be realized, and its broader implications (in
relation to a general topological classification for dissi-
pative systems36) will be interesting directions for future
work.
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1Supplementary Material for
“Topological phase transition measured in a dissipative metamaterial”
I. CIRCUIT EQUATIONS OF MOTION
Our circuit equations of motion, Eq. (2) of the main text, resemble the telegrapher’s equations for transmission
through a coaxial cable? , without taking a continuum limit. Here we take a more general model than in the main
text, allowing for different capacitances cA and cB on the A and B sublattices, respectively. Kirchhoff’s laws applied
to one unit cell of our circuit (Fig. 1a) yield four equations:
vBm − vAm = lB
d
dt
iBm, (S1)
iBm − iAm = cA
d
dt
vAm, (S2)
vAm−1 − vBm = lA
d
dt
iAm−1, (S3)
iAm−1 − iBm −
1
r
vBm = cB
d
dt
vBm. (S4)
Eq. (S1) describes the time-dependent voltage drop vBm(t) − vAm(t) across the coupling inductor lB connecting node
mA to node mB , and Eq. (S2) describes the net current flowing into node mA. Here i
B
m(t) is the time-dependent
current flowing from node mB to node mA, and i
A
m(t) is the time-dependent current flowing from node mA to node
(m+ 1)B . Likewise, Eq. (S3) describes the time-dependent voltage drop v
A
m−1(t)− vBm(t) across the coupling inductor
lA connecting node mB to node (m− 1)A. The left hand side of Eq. (S4) gives the net current into node mB , where
the term 1rv
B
m describes the current flowing to ground through the resistor, r.
We combine the four first-order differential equations in Eqs. (S1)–(S4) into two second-order differential equations:
cA
d2
dt2
φAm +
(
1
lA
+
1
lB
)
φAm −
1
lB
φBm −
1
lA
φBm+1 = 0, (S5)
cB
d2
dt2
φBm +
1
r
d
dt
φBm +
(
1
lA
+
1
lB
)
φBm −
1
lA
φAm−1 −
1
lB
φAm = 0, (S6)
where we have introduced the “branch fluxes” φ
A(B)
m (t) =
∫ t
−∞ v
A(B)
m (t′) dt′. Expressing Eqs. (S5) and (S6) in Fourier
space using φ
A(B)
k (t) =
∑
m e
−ikmφA(B)m (t), we find[(
ω20 gk
g∗k ω
2
0
)
+
(
0 0
0 γ
)
∂t +
(
η−1 0
0 η
)
∂2t
](
φAk
φBk
)
= 0, (S7)
where
η =
√
cB/cA, ω
2
0 =
lA + lB
lA lB
√
cA cB
, α =
lA
lA + lB
, β =
lB
lA + lB
, gk = −ω20
(
α+ βeik
)
, γ =
1
r
√
cA cB
. (S8)
Eq. (S7) is trivially differentiated once with respect to time to produce Eq. (2), using v
A(B)
k = ∂tφ
A(B)
k .
Eqs. (S1)—(S4) can also be written as four coupled first order equations in a form reminiscent of a non-Hermitian
Schro¨dinger equation. To do so, we also write the voltage and current in Fourier space v
A(B)
k (t) =
∑
m e
−ikmvA(B)m (t)
and i
A(B)
k (t) =
∑
m e
−ikmiA(B)m (t). Eqs. (S1)—(S4) are then combined into a 4× 4 matrix,
d
dt

iAk
iBk
vAk
vBk
 =

0 0 1lA − 1lA eik
0 0 − 1lB 1lB
− 1cA 1cA 0 0
1
cB
e−ik − 1cB 0 − 1r cB


iAk
iBk
vAk
vBk
 . (S9)
Rewriting Eq. (S9) in block form, we obtain:
i
d
dt
(
Ik
Vk
)
=
(
0 Q
Q† −iΓ
)(
Ik
Vk
)
; Q = iω0
( √
β η −√β/η eik
−√αη √α/η
)
, Γ =
(
0 0
0 γ/η
)
. (S10)
2Here we introduce the change of variables: Ik =
(√
β lA i
A
k
√
α lB i
B
k
)T
and Vk =
(
1/(
√
η ω0) v
A
k
√
η/ω0 v
B
k
)T
. The
two real, second-order-in-time equations of motion (Eq. S7) have now been reformulated as four complex, first-order-
in-time equations. The effective non-Hermitian Hamiltonian appearing in Eq. (S10) has a special structure, involving
many zeros, due to the physical nature of the original circuit. Such structure is not accounted for in existing topological
classifications of non-Hermitian systems (see the main text).
II. DERIVATION OF QUANTIZED ENERGY TRANSPORT
We start with Eq. (1) of the main text, which defines the mean energy displacement δ. Using mvBm(t) =
−i ∮ dk2pi ( ddkeikm) vBk (t), we obtain
δ =
i
r 0
∫ ∞
0
dt
∮
dk
2pi
vB∗k
∂vBk
∂k
, (S11)
where 0 =
1
2cAv
2
0 is the total energy in the circuit at time t = 0. We assume a lattice of infinite size so that
−pi ≤ k < pi is a continuous variable, although the unit cell index −∞ < m <∞ remains a discrete variable.
We now analytically show that δ is quantized, with a value dependent on α. First we define the two component
vector ~vk = (v
A
k v
B
k )
T , and the matrix operator Mk appearing in Eq. (2) of the main text, such that ∂t~vk = Mk~vk.
Next we apply a unitary transformation to eliminate the complex phase of the coupling gk = −ω20(α + βeik), and
obtain purely real equations of motion (in the rotated frame) for each k. Let ~˜vk = Uk~vk, where Uk = e
i(1−σˆz)θk/2.
Here σz is the third Pauli matrix. The unitary transformation shifts the phase of the v
B
k component of ~vk by the
angle θk: ~˜vk = (v
A
k v
B
k e
iθk)T . Choosing θk = arg{gk}, we obtain the transformed equation of motion ∂t~˜vk = M˜k~˜vk,
with
M˜k = UkMkU
†
k =
(
ω20 + η
−1∂2t |gk|
|gk| ω20 + γ∂t + η∂2t
)
. (S12)
Importantly, the (real-valued) initial condition ~vk(t = 0) = (v0 0)
T is invariant under the unitary transformation.
Therefore, since the matrix M˜ in Eq. (S12) is real, the solutions ~˜vk(t) are real-valued for all t.
We now return to Eq. (S11) to compute the expected energy displacement, 〈m〉. Inverting the unitary transformation
above, we observe that vBk (t) = v˜ke
−iθk , with v˜k real. Substituting into Eq. (S11) gives
δ =
i
r 0
∫ ∞
0
dt
∮
dk
2pi
[
v˜k
∂v˜k
∂k
− iv˜2k
∂θk
∂k
]
. (S13)
The first term inside the integral in Eq. (S13) is zero, because v˜k ∂kv˜k is a total derivative and its integral vanishes when
evaluated over a closed contour. Next, we define the time-dependent total energy stored in modes with wavenumber
k as k(t) =
1
2cA |vAk (t)|2 + cB 12 |vBk (t)|2 + 12 lA |iAk (t)|2 + 12 lB |iBk (t)|2. The rate of change of k(t) is proportional to
the power dissipated in the B-site resistors: ∂tk = −v˜2k/r. Using this relation, Eq. (S13) becomes
δ = − 1
0
∮
dk
2pi
∂θk
∂k
∫ ∞
0
dt
∂k
∂t
. (S14)
Here we used the fact that θk is independent of time to move it ahead of the time-integral. We evaluate the time-
dependent integral in Eq. (S14) to get:
δ =
∮
dk
2pi
∂θk
∂k
=
{
1 if α < 1/2
0 if α > 1/2
, (S15)
The energy displacement δ is therefore equal to the winding number of arg{gk}, as k is taken around the first
Brillouin zone.
III. EXPERIMENTAL SETUP AND CIRCUIT NON-IDEALITIES
A full experimental schematic is shown in Fig. S1. A coupling capacitor Cc = 3± 0.25 pF is placed on each A-site
in order to initialize a voltage pulse with a rise time of approximately 34 ns, significantly faster than other circuit
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FIG. S1. Experimental schematic: coupling inductors are discretely tunable by switching between five different inductors. The
circuit is excited by a near-instantaneous voltage pulse at one A-site. Voltage as a function of time is then measured at all
nodes of the circuit.
dynamics. Voltage as a function of time on all circuit nodes is measured using an oscilloscope, with voltage on each
node measured in a separate experimental run of the circuit.
Every node of our circuit has a c = 381.5±1.5 pF capacitor connected to ground, and alternating circuit nodes (the
B-sites) each have a resistor r = 681±3 Ω connected to ground in parallel with the capacitor. The coupling inductors
(lA or lB) are discretely tunable using a switch network composed of five different inductors (Table I). The inductor
combinations used for each of the 16 values of α measured in experiment are shown in Table II.
The actual device employed in our experiment (Fig. 1b) is of course not a perfect realization of the idealized circuit
drawn in Fig. 1a. As a result, various factors reduce the sharpness of the observed transition of δ as a function of α,
as compared with the ideal case:
• Finite lattice size: our circuit has periodic boundary conditions and contains 21 unit cells. A true dark state
cannot actually exist in a lattice with periodic boundary conditions and an odd number of unit cells (Fig. S2).
Even for an ideal system with an even number of unit cells, the plot of δ vs. α becomes significantly rounded
for systems of this size. Simulations in Fig. S3a show that δ = 0.88 at α = 0.01 for a lattice of 20 unit cells, and
c and r equal to their mean experimental values. For comparison, in the experiment we measure δ = 0.92 when
α = 0.08.
• Undesired loss: Table I lists the equivalent series resistances (ESR) of the coupling inductors, the dominant
source of undesired loss in our circuit. ESR values are between 1.3% to 2.0% of the reactive impedance of
the coupling inductors at 4 MHz. Simulations of circuits with different amounts of coupling inductor ESR are
compared in Fig. S3b.
• Disorder: All inductor, resistor and capacitor values differ from their mean by ±1.5% or less. However, simu-
lations (not shown) indicate that disorder has a negligible effect on transition sharpness compared to finite-size
effects and extra loss.
Inductance (µH) ESR ( Ω) SRF (MHz)
12.6 ± 0.2 4.3 16
22.7 ± 0.2 8.2 13
35.1 ± 0.3 15 10
48.5 ± 0.3 20 8.5
56.7 ± 0.2 29 6.8
TABLE I. Inductor equivalent series resistance (ESR) measured at 4 MHz, and self-resonance frequency (SRF). The SRF of
all inductors is above the maximum circuit eigenfrequency of about 4.5 MHz (seen in Fig. 3b). To create the maximum and
minimum values of α measured in experiment, we connect all five inductors in parallel to create an effective inductance of
lA = 5.3 nH.
4α lA (µH) lB (µH) ω0/2pi ( MHz)
0.09 5.3 56.7 3.70
0.18 12.6 56.7 2.54
0.22 12.6 48.5 2.58
0.26 12.6 35.1 2.68
0.36 12.6 22.7 2.86
0.46 48.5 56.7 1.59
0.50 12.6 12.6 3.25
0.54 56.7 48.5 1.59
0.58 48.5 35.1 1.80
0.62 56.7 35.1 1.75
0.64 22.7 12.6 2.86
0.68 48.5 22.7 2.07
0.74 35.1 12.6 2.68
0.79 48.5 12.6 2.58
0.82 56.7 12.6 2.54
0.91 56.7 5.3 3.70
TABLE II. The coupling inductor combinations used to tune the topological circuit to the 16 different values of α discussed in
this work.
Additionally, note that the resonance frequency ω0 changes between 1.6 and 3.7 MHz for the different values of α at
which the circuit is measured at (Table II). This distribution contributes to the scatter of the data points shown in
Fig. 2c; finite-size effects, for instance, are highly dependent on the time-scale of the circuit dynamics.
Finally, a direct-current voltage offset of about 5 mV (the voltage difference between the ground of the voltage
source and the ground of the oscilloscope) is also present in our data. We modify our reconstruction of Pm to remove
this effect, by using the time average 1T
∑
t ∆t v
B
m(t) to estimate the offset. Here, ∆t = 2 ns (the time-resolution of the
oscilloscope) and T = 4.86µs is the time-span of the measured traces, beginning from the maximum of the voltage
excitation. Therefore,
Pm = 2γ
∑
t
∆t
(
vBm(t)
v0
)2
− 1
T
(∑
t
∆t
vBm(t)
v0
)2 , (S16)
where v0 = 158 mV is the initial voltage applied to the circuit. Eq. (S16) is used to generate the experimental plot of
δ vs. α shown in Fig. 2c.
IV. TOPOLOGICAL PHASE TRANSITION IN AN ASYMMETRIC CIRCUIT
Unlike many other topological transitions in periodic systems, the transition in our circuit is not associated with
the closing of gap in the band structure. Rather, the transition is characterized by a vanishing of the imaginary
part of one of the system’s eigenvalues. In particular, the transition persists in a circuit where the A-site and B-site
capacitors are unequal, so that the bandgap does not close for any value of α (Fig. S4).
We also construct a circuit with unequal capacitors on the A-sites and B-sites in order to demonstrate that the
topological phase transition is robust to the breaking of this symmetry. All parameters in this circuit are chosen to
be the same as the circuit discussed in the main text, except for the A-site capacitors which are 815.5± 1.5 pF. The
band structure and winding function ξj,k of the asymmetric circuit are shown in Fig. S4 for three different values
of α. The experimental band structures (color plots in Fig. S4) agree with the real parts of the dispersion relation
calculated by diagonalizing Eq. (S7) (white dashed line).
Unlike the symmetric circuit discussed in the main text, upper band excitations of the asymmetric circuit are
significantly weaker than those in the lower band. This effect is expected by diagonalizing Eq. (S7): when cA 6= cB ,
upper and lower band solutions will have different imaginary components across all values of k (this is not true when
cA = cB). In our case of cA > cB , the upper band solution to ω(k) has a larger imaginary value than the lower band
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FIG. S2. (a) A finite-sized topological circuit with periodic boundary conditions and an even number of unit cells. The dark
state has out-of-phase antinodes on all A-sites (represented by red “+” and blue “−” signs) and nodes on all lossy B-sites,
so it is decoupled from any source of loss. (b) A finite-sized circuit with periodic boundary conditions and an odd number of
unit cells. The dark state cannot fully exist; in this case, the voltages on the leftmost and rightmost A-sites have the same
sign, so the voltage on the B-site between them will not be zero at all times. (c) Simulations of a lattice with an even number
of unit cells. The leftmost panel shows voltage as a function of time on all A-sites, where a dark state persists as time goes
to infinity. (d) In contrast, voltage on all A-sites eventually decays to zero in a system with an odd number of cells. This
simulation reproduces the same behavior seen in our experiment (Fig. 1c,d).
indicating that excitations in the upper band are damped more heavily. Despite this asymmetry, the winding function
ξj,k of this circuit still clearly encircles the origin when α < 0.5 and does not when α > 0.5.
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FIG. S3. Simulated topological transitions: for all simulations shown, a numerical model of the circuit with periodic boundary
conditions is simulated in the time and spatial domains (Eqs. (S1)—(S4)). In each model circuit, c and r are equal to their
mean value in experiment, and α is parameterized by sweeping lA from 0 to 50 µH while lB is commensurately swept from 50
to 0 µH. (a) Lattice size is varied in a circuit with no coupling loss or disorder. (b) Equivalent series resistance (ESR) of the
coupling inductors is varied in a circuit with 21 unit cells and no disorder.
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FIG. S4. (a,b,c) Measured A-sublattice band structure |vAk (ω)| of a circuit where cA 6= cB . Eigenvector sublattice components
VAj,k and V
B
j,k correspond to linecuts along the lower and upper bands (j = 1 and j = 2, respectively). (d,e,f) The complex
ratio ξj,k = V
B
j,k/V
A
j,k, whose winding number over the first Brillouin zone distinguishes the topological phase of the circuit.
Experimental points (dots) agree with results of a numerical simulation (lines), which are not plotted for all values of k in (d)
and (e) due to the weak amplitude of the upper band eigenvector sublattice components near k = pi.
