Abstract-We propose a new class of block codes that outperforms known space-time block codes at low rates. The new codes are designed by using appropriate rotations and set partitioning on two quasi-orthogonal codes, and combining subsets of their codewords. Using these techniques we are able to obtain higher coding gain at a given rate and improve performance. Simulations confirm the advantages of this code compared to other codes operating at the same rate and signal-to-noise ratio (SNR). We also provide an efficient maximum likelihood (ML) decoding algorithm for the new code.
I. INTRODUCTION

W
E design a new class of codes with excellent performance which are derived from a quasi-orthogonal structure (but are not quasi-orthogonal codes).
Quasi-orthogonal space-time codes (QOSTC) [1] were designed with an eye towards low-SNR performance while having simple decoding complexity. However, QOSTC could not achieve full diversity. A pairwise constellation rotation was proposed [2] , [3] to overcome this problem. It is possible to apply the constellation rotation to either of the two parts of the quasi-orthogonal code, so two different families of quasiorthogonal codes can be obtained for the case of, e.g., four transmit antennas.
We design a new code by combining these modified quasiorthogonal codes and then pruning codewords from the combined code to achieve superior coding gain. To be specific, we choose our codewords from among a superset consisting of the union of two modified quasi-orthogonal codes. The pruning is achieved by a set partitioning algorithm applied to each of the constituent quasi-orthogonal codes. This set partitioning is inspired by the techniques first proposed by [4] and further enhanced by the authors in [5] . The former method is specifically for QOSTC and the second one is the general space-time code set partitioning method.
As a result of the manner in which we construct our code, the overall design is no longer quasi-orthogonal and therefore it does not directly inherit the easy decoding enjoyed by quasi-orthogonal codes. Therefore, we propose an efficient ML decoding algorithm whose average complexity is close to twice the complexity of the quasi-orthogonal decoder of similar rate. The performance of the new code, in terms of error rate, is superior to any of the block space-time codes we tested, when compared at the same rate and SNR. This includes enhanced quasi-orthogonal codes and the enhanced LD codes of [6] .
A. Notation
We use the following notation throughout this paper. Uppercase bold letters denote matrices, for example codewords are denoted with X, Y, Z and unitary transforms are denoted with U which we concisely (but not entirely accurately) refer to as "rotations" in the sequel. Script letters denote sets of codewords, e.g. S, T . Subscripts are used to denote set partitioning. For convenience we define the multiplication of a set and a matrix, for example SU, as a new set whose members are the members of S each multiplied by U.
The function D(·, ·) computes the distance between two sets of codewords. With an abuse of notation we may see a codeword as one of the arguments of this function, which represents the set consisting of that single codeword.
B. System Model
The system model consists of a MIMO system with L t transmit and L r receive antennas. A flat fading channel is assumed, where the channel gains are constant during each fading interval and independent in successive intervals. The received signal, denoted by a T × L r matrix R, after matched filtering has the following form: R = ρ/L t XH + N. T represents the number of time slots for transmitting one block of symbols. ρ is the average received signal-to-noise ratio per antenna. The matrix S is a QOSTB codeword of size T × L t . The channel matrix H = {h ij } has the size of L t × L r where h ij is the fading channel coefficient between jth received antenna and ith transmit antenna. The AWGN is shown by the matrix N. The receiver employs maximum likelihood (ML) decoding with perfect knowledge of channel state information.
C. Modified Quasi-Orthogonal Space-Time Codes
We focus on the case of L t = 4 where each codeword transmits four symbols at four timing slots. We start with the modified QOSTC [2] , which achieves full diversity. The modified code applies a constellation rotation either on the first pair or the second pair of symbols. The code structure is
1536-1276/07$25.00 c 2007 IEEE where x 1 , x 2 , x 3 , and x 4 are symbols from the constellation considered and φ 1 and φ 2 are the rotation angles. For each pair (φ 1 , φ 2 ), matrices X(φ 1 , φ 2 ) constitute a complete quasiorthogonal codebook. Thus by changing (φ 1 , φ 2 ) we can generate a family of codebooks, to be used in our design process below.
D. Distance Criterion
We use the Coding Gain Distance (CGD) as the design criterion, which we introduce below in a manner similar to [7] . For two codewords X and
H , and then define CGD = det(A). By extension, the minimum CGD of a codebook S is defined as the minimum of CGD of all non-identical codeword pairs in S × S. Similarly the distance between two codebooks S and T is D(S, T ) = min det (A(X, Y) ).
II. CODE DESIGN
To design the new codebook, we start from a union of quasi-orthogonal codebooks, which obviously has more code vectors than we need for our desired rate. Then we use pruning to reduce the number of codewords in a way that the minimum distance of the codebook is increased, and thus the performance of the code is improved.
In particular, we start with the union of two quasiorthogonal codebooks T ∪ S, where S = {X(φ 1 , 0)} and T = {X(0, φ 2 )}. Since S ∪ T has twice as many codewords, the union is pruned down by one-half to arrive at the new codebook C, which has the original rate.
Clearly the performance of the new codebook C is bounded below by the performance of quasi-orthogonal codes S and T , because each of them is one possible pruning of S ∪ T . Therefore, this process can only improve the code. The empirical fact is that it indeed does so in a significant way, and the resulting code is better, for example in the case of BPSK it is better by 1.3 dB.
Next, we explore the pruning of the superset S ∪ T . The most general (globally optimal) pruning of this superset would be very difficult. Instead, we present one systematic way of doing so. We note that the new codebook can be written as C = S * ∪ T * , where S * and T * are the surviving members of S and T after pruning. It is evident that if the code C is to be a good code, then constituent codes S * and T * must also have good distance properties.
The above observation suggests a technique for designing the new code. We first partition the codebooks S and T such that each partition has good distance properties. Then we combine partitions in a judicious way to construct C.
In order to clarify the method, consider a code design example for BPSK symbols where φ 1 = φ 2 = π/2 is the optimum value. The set partitioning of the code S into two subcodes gives S 1 = {0000, 0011, 0101, 0110, 1001, 1010, 1100, 1111} (2) S 2 = {0001, 0010, 0100, 0111, 1000, 1011, 1101, 1110}, (3) where each codeword has been represented by its four binary symbols ( x 1 , x 2 , x 3 , x 4 ). In the same manner, the code T can be set partitioned into T 1 and T 2 , which are, respectively, similar to S 1 and S 2 with the second pairs in each codeword rotated by π/2. Table I shows the inter subcode distances. The minimum CGD of the new code S or T is
Looking at the inter-distances of subcodes, we can pick S 1 from S and T 2 from T to form a new code. The minimum CGD of the code has risen up to
which is much greater than the distance of the code S or T . This guarantees better performance.
A. Augmented Code Design
Unfortunately we found that for higher rate codes, the pick-and-choose method alone does not always improve the distance properties of the original (constituent) codebooks. In other words, the quasi-orthogonal families mentioned above do not always provide a sufficiently rich set of codewords to choose from. In order to overcome this limitation, we allow the rotation of the constituent codebooks. To preserve quasiorthogonality of the constituent codebooks, we use unitary operations, that is:
where U is a unitary matrix. More specifically, we propose to use a diagonal unitary matrix, for the following reason. One of the properties of the QOSTC is that the transmitted power from each antenna at each transmission time is one. Using a diagonal unitary matrix preserves this property. In other words, peak-to-average transmitted power at each time instance remains one. Thus,
where diag(·) denotes a diagonal matrix. A unitary rotation does not change the distance property of a code. Therefore, set partitioning of the code still remains the same, but each subcode is rotated. Now we can build the new code. We can pick one subcode from S and one rotated subcode from T . The goal is to design a good unitary matrix that increases the minimum distance of the code, in other words max
U could be obtained by exhaustive search. 
III. DECODING ALGORITHM
One of the advantages of quasi-orthogonal codes is simple decoding. In particular, each quasi-orthogonal codeword consists of two types of sub-matrices, each of them possibly an orthogonal or quasi-orthogonal codeword of lower dimension. The standard decoding process for quasi-orthogonal codes allows the distance metric to be written as a sum of metrics 2) Decode with quasi-orthogonal codebook T , arriving at Xt.
3) IfXs orXt (but not both) belongs to C, it is declared the decoded codeword.
4)
If both belong to C, then the one with the better ML metric is declared the decoded codeword.
5)
If neitherXs norXt belongs to the new codebook C, do exhaustive search. for these two sections, thus simplifying the ML detection. We refer to this construction of the metric, and the corresponding detection algorithm, as quasi-orthogonal decoding [7] . For our new code, we are interested to maintain, as much as possible, the simple decoding afforded by the quasi-orthogonal structure, while achieving the performance of ML decoding. In general the new codebook C does not by itself present a direct way of simple ML decoding. However, our knowledge that the codewords of C come from either S or T , can be used to construct an efficient decoding algorithm.
The decoding algorithm is motivated by the conditioning ideas that have been used, e.g., in sphere decoding. Consider that each received codeword either belongs to S or to T . Of course the decoder does not know a-priori which is the case. Therefore, the decoder performs two quasi-orthogonal detections, according to codebooks S and T , resulting in two codeword candidatesX s andX t respectively. We then check to see if either or both of these two candidates are actually members of C. If exactly one is a valid codeword, the decoding is successful. If both are valid codewords, then we choose the one that has the better ML metric. If neither is a valid codeword, we have no choice but to perform a wider search on C. However, thankfully the probability of this last event is very small for reasonable codeword error rates, and thus the average complexity of decoding is minimally impacted by the last case. The flow of decoding is summarized in Figure 1 .
The computational complexity of this decoder depends on how often quasi-orthogonal decoding produces a valid codeword. Whenever that happens, no further action is required and thus a codeword has been cheaply detected. Whenever it fails, the decoder can either declare failure (similar to the concept of a bounded distance decoder) or if we wish to build a complete decoder, we must search more extensively among codeword candidates. Thankfully the probability of this event is low unless the codeword error probability is high. For example, simulations show that for a 4 × 1 system employing a BPSK constellation, at codeword error rates P e = 10 −2 and P e = 10 −3 the probability of being forced into exhaustive search are only P ex = 0.0185 and P ex = 0.0021 respectively.
We now proceed to calculate the metric for the pairwise decoding. Each codeword of the new code belongs to one of the quasi orthogonal codebooks. The decoding metric after simplification is
where 
where {·} indicates the real part of a complex number. We note that for many practical cases, such as BPSK modulation where θ i = 0, many of the terms above disappear and the calculations simplify significantly.
IV. SIMULATIONS We assume a slow fading channel and one receive antenna. Figure 2 shows the codeword error rate for the rate-one code, which uses BPSK modulation. At codeword error rate of 10 −4 , gains of 1.3 dB and 1.7 dB have been obtained over modified quasi-orthogonal space time code [2] and orthogonal space time code [8] , respectively. ). The code has 0.5 and 1.1 dB gain respectively over modified QOSTC [2] and LD codes of [6] .
V. CONCLUSION
We propose a new space-time code whose codewords are derived from two different quasi-orthogonal space-time codes (QOSTC). Employing constellation rotations on different pairs of QOSTC gives these two sets. We select the codewords from these two sets through set partitioning in order to increase the minimum codeword pairwise distance. The resulting codes exhibit very good performance.
