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Die Nutzung des Computers hat in den letzten Jahren und Jahrzehnten stetig zugenom-
men. Insbesondere im privaten Haushalt ist dieser Trend ungebrochen. Laut Statistischem
Bundesamt nutzen heute beispielsweise u¨ber 80% der Deutschen einen Computer [Bun08].
Wa¨hrend noch im Jahre 2002 nur gut jeder zweite Haushalt (57%) u¨ber einen Personalcom-
puter verfu¨gte, waren es 2007 bereits fast drei Viertel (73%) der Haushalte in Deutschland
[Rad08]. Aber auch außerhalb der eigenen vier Wa¨nde begegnen einem Computersysteme
immer ha¨ufiger. Oft sind jedoch die Systeme nicht sofort offensichtlich als Computer erkenn-
bar, da die Verwendung eines Computers von den meisten Menschen direkt mit dessen Ein-
und Ausgabegera¨ten assoziiert wird [Bux02], die klassischen Eingabegera¨te wie Tastatur und
Computermaus bei solchen Systemen aber oft nicht vorhanden sind. Gute Beispiele dafu¨r
sind die immer beliebter werdenden Navigationssysteme fu¨r das Auto oder auch Fahrschein-
automaten in den Bahnho¨fen oder an den Bahnsteigen. Diese Systeme bedienen sich meist
eines Tastbildschirms (engl.: touch screen) als gleichzeitiges Ein- und Ausgabegera¨t und
ermo¨glichen so einer Vielzahl von Nutzern eine einfache Bedienung des Systems ausschließ-
lich durch Dru¨cken mit dem Finger auf entsprechende Schaltfla¨chen auf dem Bildschirm.
Interaktion mit Computersystemen, die an o¨ffentlichen Pla¨tzen verwendet werden sollen,
mu¨ssen auch aus technischer Sicht jedermann zuga¨nglich sein. Der Anwender muss entwe-
der bekannte Technik vorfinden, die er deshalb auch sofort bedienen kann, oder aber die
Eingabetechnik muss so einfach und intuitiv sein, dass fast jeder neue Nutzer das System
ohne Bedienungsanleitung und ohne zeitaufwendige Trainingsphase verwenden kann. In den
letzten Jahren hat sich deshalb die Technologie der Tastbildschirme als Eingabemedium fu¨r
Computersysteme an o¨ffentlich zuga¨nglichen Orten weitestgehend durchgesetzt. Allerdings
hat diese Technologie zwei entscheidende Nachteile: Zum einen ist die Bedienung des Bild-
schirms ausschließlich durch Dru¨cken mit einem einzigen Finger mo¨glich. Dadurch ist die
Bandbreite der mo¨glichen Anwendungen und deren Bedienung stark eingeschra¨nkt. Auf-
wendige Menu¨strukturen wie sie von klassischen Anwendungen auf dem Personalcomputer
bekannt sind, sind nicht realisierbar. In der Regel beschra¨nkt sich die Benutzerschnittstelle
auf die Bedienung einer vorgegebenen Auswahl von Schaltfla¨chen, die der Anwender durch
1
2 Einleitung
Abbildung 1.1: Klassische Eingabegera¨te fu¨r die Interaktion mit VR-Welten: SpaceNaviga-
tor der Frima 3Dconnexion, CyberGlove II der Firma Immersion Corporation und Interak-
tiongera¨t fu¨r das Infrarot-Trackingsystem EOS [SM02].
Dru¨cken mit dem Finger beta¨tigen mu¨ssen, um in einer Baumstruktur von Menu¨punkten
zu navigieren. Zum anderen ist eine ergonomische Verwendung eines Tastbildschirms durch
dessen Gro¨ße begrenzt. Der Anwender steht wa¨hrend der Interaktion in direktem Kontakt
mit dem Bildschirm und hat damit auch einen sehr kleinen Abstand zum Ausgabegera¨t. Je
gro¨ßer die Ausgabefla¨che wird, desto gro¨ßer muss aber auch der Abstand zum Bildschirm
selber werden, damit der Anwender den Inhalt des Dargestellten noch vollsta¨ndig erfassen
kann. Immer preiswerter werdende Ausgabegera¨te wie beispielsweise LCD- oder Plasma-
Fernseher aber auch Projektionssysteme ermo¨glichen aber die einfache und kostengu¨nstige
Verwendung von großen Anzeigesystemen. Mit deren Verwendung werden deshalb neue In-
teraktionsformen und Eingabesysteme notwendig, die zum einen fu¨r große Anzeigesysteme
geeignet sind und zum anderen auch den technisch unerfahrenen Benutzern die Mo¨glichkeit
bieten, schnell, einfach und intuitiv mit dem System zu interagieren.
Videobasierte Gestenerkennung kann hier einen entscheidenden Beitrag zur intuitiven Inter-
aktion mit Computersystemen leisten. Zum einen bietet eine kamerabasierte Eingabe die
Mo¨glichkeit, dass der Anwender mit ausreichendem Abstand zum Ausgabegera¨t mit dem
System interagieren kann, und so auch bei großen Anzeigesystemen den dargestellten Inhalt
vollsta¨ndig erfasst. Zum anderen ist der Nutzer nicht durch technische Hilfsmittel zur Einga-
be beschra¨nkt. Bei der Erkennung und Verfolgung von Handgesten muss weder der Umgang
mit einem Eingabegera¨t wie beispielsweise einer Computermaus erlernt werden, noch ist der
Anwender durch Kabel in seiner Bewegungsfreiheit eingeschra¨nkt. Da Kameras außer Sicht
des Anwenders positioniert werden ko¨nnen, erho¨ht sich insbesondere der immersive Charak-
ter der Interaktion, da dann der Ausgabebildschirm das einzige technische Gera¨t ist, das fu¨r
den Anwender sichtbar ist.
Eine weitere Anwendungsklasse ist die Interaktion mit virtuellen Welten. Fu¨r viele Com-
puternutzer ist zwar der Umgang mit virtuellen dreidimensionalen Welten heute nicht mehr
ungewo¨hnlich, die Interaktion selbst erfordert dennoch ein hohes Maß an Lernaufwand. Klas-
sische Eingabegera¨te fu¨r die Interaktion mit VR-Welten sind die Spacemouse, Datenhand-
schuhe und Infrarot-Trackingsysteme. Eine Spacemouse ist eine Erweiterung der klassischen
zweidimensionalen Computermaus, bestehend aus einer Art Puck, der sich ziehen, dru¨cken,
kippen und drehen la¨sst und diese Bewegungen auf die Translation und Rotation in der 3D-
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Abbildung 1.2: Klassische Eingabegera¨te fu¨r Spielekonsolen: Gamepad fu¨r die Xbox 360,
Nintendo Wii Remote mit Nunchuk-Erweiterung und Sony PlayStation Eye.
Welt abbildet (siehe Abbildung 1.1, links). Datenhandschuhe werden vom Anwender wie ein
normaler Handschuh angelegt (siehe Abbildung 1.1, Mitte). U¨ber beispielsweise faseropti-
sche Kabel im Inneren des Handschuhs werden die Bewegungen der einzelnen Fingergelenke
der Hand ermittelt, an den Rechner u¨bertragen und zur Interaktion mit der virtuellen Welt
verwendet. Infrarot-Trackingsysteme verwenden ein Stereo-Kamerasystem, um die Position
und Orientierung von Infrarotlicht-reflektierenden Markern (siehe Abbildung 1.1, rechts) zu
bestimmen [SM02].
Auch bei der Interaktion mit virtuellen Welten kann die videobasierte Gestenerkennung hel-
fen, den Umgang mit dem Computer zu erleichtern, da die Verwendung von Handgesten fu¨r
den Anwender natu¨rlich ist und somit einfacher zu erlernen ist als herko¨mmliche Eingabe-
modalita¨ten. Um beispielsweise Gegensta¨nde in einer dreidimensionalen virtuellen Szene zu
bewegen, scheint es offensichtlich, den gewu¨nschten Gegenstand im Virtuellen zu greifen,
an eine andere Position zu bewegen und dort wieder abzusetzen. Fu¨r ein Gestenerkennungs-
system bedeutet dies, dass es in der Lage sein muss, zwischen verschiedenen Gesten zu
unterscheiden (beispielsweise die geschlossene und die offene Hand als Synonyme fu¨r das
Greifen und Loslassen eines Objektes). Zusa¨tzlich muss das System in der Lage sein, die
Position der Hand in Echtzeit im dreidimensionalen Raum zu bestimmen und in die virtu-
elle Welt zu u¨bertragen, damit der Anwender ohne Verzo¨gerung die Reaktion des Systems
erkennt.
Eine dritte Kategorie von Anwendungen mit einfachen und intuitiven Eingabegera¨ten bil-
det die Welt der Computerspiele und Spielekonsolen. Hier haben Interaktionsgera¨te jenseits
von Tastatur und Computermaus seit Jahren großen Erfolg. Wa¨hrend klassische Controller
fu¨r Computerspiele die Interaktion u¨ber Steuertasten und Joysticks realisieren (siehe Abbil-
dung 1.2, links), verwendet die 2006 erschienene Spielkonsole Nintendo Wii einen Controller,
der mit einer Infrarotkamera und einem Beschleunigungssensor ausgestattet ist und so die
Bewegungen und Drehungen des Controllers erfasst und fu¨r die Spielsteuerung nutzt (sie-
he Abbildung 1.2, Mitte). Eine Sonderstellung unter den Eingabegera¨ten fu¨r Spielekonsolen
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stellt das 2003 erschienene EyeToy1-System fu¨r die Playstation der Firma Sony dar, da es
das erste kommerziell erfolgreiche und als Massenprodukt vertriebene Eingabegera¨t ist, das
videobasiert arbeitet und so die Bewegungen des Spieler zur Steuerung des Spiels verwendet.
Das EyeToy-System ist eine USB-Kamera, die an die Spielekonsole angeschlossen wird (sie-
he Abbildung 1.2, rechts). Mittels bildverarbeitender Verfahren werden die Bewegungen des
Spielers in Echtzeit analysiert und entsprechende Interaktionsereignisse fu¨r das Spielgesche-
hen generiert. Durch die Verwendung einer einzelnen Kamera, die direkt auf dem Fernseher
als Ausgabegera¨t aufgestellt wird, ist die Interaktion jedoch auf rein zweidimensionale Inter-
aktionsformen des ganzen Ko¨rpers des Spielers beschra¨nkt.
Auch bei der Verwendung mit Computerspielen kann eine videobasierte Gestenerkennung
helfen, die Interaktion mit dem Spiel zu vereinfachen oder zu verbessern. Durch die Verwen-
dung eines Stereokamerasystems ko¨nnen beispielsweise dreidimensionale Ereignisse erzeugt
werden und ermo¨glichen so nicht nur einen intuitiven Umgang mit den Anwendungen, son-
dern schaffen sogar die Mo¨glichkeit, neue Spielideen zu entwickeln und umzusetzen.
1.2 Problemstellung und Zielsetzung
Videobasierte Gestenerkennung ist seit Langem ein intensives Forschungsthema im Bereich
der Computergrafik. Dabei wird der Begriff Gestenerkennung fu¨r sehr unterschiedliche Teil-
bereiche des menschlichen Ausdrucks gesehen: Sie umfasst sowohl das Erkennen von Gesten
des gesamten Ko¨rpers als auch insbesondere das Erkennen von Gesten der menschlichen
Hand. Handgesten werden entweder als statisch (wie beispielsweise eine Zeigegeste) oder
als dynamisch (wie beispielsweise Winken) klassifiziert. Eine Sonderstellung bei der Handge-
stenerkennung nimmt die Erkennung der Zeigegeste ein, da sie die vom Menschen wohl am
ha¨ufigsten verwendete Handgeste ist und sie mit der Zeigerichtung außerdem kontextbezo-
gene Zusatzinformation beinhaltet.
Wa¨hrend in den letzten Jahren eine Vielzahl von Verfahren zur Erkennung von Handgesten
entwickelt und untersucht wurde, gibt es zu Verfahren, die fu¨r eine intuitive Interaktion
zwischen Mensch und Computer (HCI) verwendet werden ko¨nnen, wenig Untersuchungen.
Wie das folgende Kapitel 2 zeigen wird, ist der aktuelle Stand der Forschung sehr stark
gepra¨gt durch die Entwicklung von Algorithmen und Verfahren, die es ermo¨glichen, Gesten
der menschlichen Hand allgemein und vollsta¨ndig zu erfassen. Ziel dieser Verfahren ist dabei
insbesondere, Unterschiede der einzelnen Gelenkstellungen der Handknochen zu erkennen
und so ein vollsta¨ndiges virtuelles Abbild der realen Hand zu erzeugen. Da die menschliche
Hand aber mit bis zu 27 Freiheitsgraden (vergleiche auch Abschnitt 2.3) ein hochkomplexes
kinematische Modell ist, mu¨ssen in der meisten Verfahren starke Einschra¨nkungen wa¨hrend
der Erkennung in Kauf genommen werden. Da bei einer solch hohen Anzahl an Freiheitsge-
raden meist sehr rechenzeitaufwendige Algorithmen eingesetzt werden mu¨ssen, akzeptieren
viele vero¨ffentlichte Verfahren beispielsweise, dass die Berechnungen zur Erkennung einer
Geste nicht in Echtzeit zu erreichen ist. Damit wird aber eine Verwendung dieser Verfahren
zur intuitiven Interaktion durch videobasierten Gestenerkennung verhindert, da nur durch
eine sofortige Reaktion des Systems der immersive Charakter einer Anwendung gewahrt
1http://www.eyetoy.com/
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wird. Andere oft getroffene Einschra¨nkung beziehen sich auf den technischen Aufbau des
Systems oder die verwendeten Hilfsmittel. Ha¨ufig werden spezielle Markierungen bis hin zu
Handschuhen, die getragen werden mu¨ssen, gefordert, um eine robuste Erkennungsrate zu
gewa¨hrleisten. Oder der Anwender des Gestenerkennungssystems muss aktiv auf die Position
und Orientierung der Hand in Bezug auf die verwendete(n) Kamera(s) achten, damit zu je-
dem Zeitpunkt ein fu¨r das Verfahren gefordertes Erscheinungsbild der Hand im Kamerabild
gewa¨hrleistet werden kann. Es ist offensichtlich, dass solche Einschra¨nkungen eine intuitive
Verwendbarkeit der Verfahren nicht gewa¨hrleisten ko¨nnen, da sich der Anwender nicht aus-
schließlich auf die Anwendung, mit der er interagieren mo¨chte, konzentrieren kann, sondern
immer wieder auch die korrekte Verwendung des Eingabemediums u¨berpru¨fen muss.
Wa¨hrend einerseits viele in der wissenschaftlichen Literatur beschriebenen Verfahren durch
die geforderten Einschra¨nkungen eine intuitive Interaktion nicht oder nur erschwert zulas-
sen, beschra¨nken sich andererseits Verfahren, die den Anforderungen fu¨r eine einfache und
intuitive Interaktion genu¨gen, fast ausschließlich auf die Erkennung und Interpretation einer
Zeigegeste. Zwar ist die Zeigegeste als Hilfsmittel fu¨r eine videobasierte Interaktion zwischen
Mensch und Computer die wichtigste und am ha¨ufigsten verwendete Geste, dennoch sind die
Anwendungsmo¨glichkeiten, die durch die ausschließliche Verwendung der Zeigegeste ero¨ffnet
werden, eingeschra¨nkt. So ist es beispielsweise nicht mo¨glich, intuitiv mit virtuellen Welten
zu interagieren und Objekte im dreidimensionalen Raum zu greifen und an einer anderen
Stelle wieder loszulassen.
Aus wissenschaftlicher Sicht bleibt somit die Frage nach einer intuitiven Interaktion zwischen
Mensch und Computer durch videobasierte Gestenerkennung weitgehend unbeantwortet.
Zum einen erfu¨llen die Verfahren nicht die Anforderungen fu¨r eine intuitive Interaktion aus
technischer Sicht, weil beispielsweise die Forderung nach der Echtzeitfa¨higkeit des Systems
nicht gewa¨hrleistet werden kann. Zum anderen erschweren die Verfahren eine Interaktion aus
Anwendersicht, weil entweder Gesten, die der Anwender intuitiv verwenden mo¨chte, nicht
unterstu¨tzt werden oder weil der Anwender den Umgang mit dem Gestenerkennungssystem
zuna¨chst erlernen und spa¨ter aktiv unterstu¨tzen muss.
Das Ziel dieser Arbeit besteht deshalb darin, Verfahren zu entwickeln, die es ermo¨glichen,
durch die Verwendung von Handgesten intuitiv und einfach mit Computersystemen und
deren Anwendungen zu interagieren. Dabei liegen die Anforderungen an die Verfahren fu¨r
eine intuitive Verwendbarkeit auf der Hand:
• Die Verfahren du¨rfen keine direkten technischen Hilfsmittel fu¨r den Anwender fordern.
Weder das Anlegen eines Handschuhs noch das Verwenden eines Gera¨tes, das der An-
wender in die Hand nehmen muss, ermo¨glicht eine schnelle und intuitive Bedienung
eines Systems. Die verwendeten Kameras sollten fu¨r den Anwender nicht offensicht-
lich erkennbar sein, um das immersive Erlebnis und damit die intuitive Interaktion
nicht zu sto¨ren. Insbesondere sollte der Anwender sich nicht an die Gegebenheiten
des Systems anpassen mu¨ssen und beispielsweise aktiv auf die Position und Ausrich-
tung der Kameras achten mu¨ssen. Vielmehr sollte das System in der Lage sein, auf
unterschiedliche Anwender geeignet zu reagieren. Um den intuitive Charakter der In-
teraktion zu gewa¨hrleisten, muss zudem gefordert werden, dass der Anwender nicht
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auf die Gestenerkennung selbst achten muss, sondern sich ausschließlich auf die An-
wendung konzentrieren kann, mit der er interagieren mo¨chte. Die Verwendung eines
weiteren Bildschirms, auf dem die aufnehmenden Kamerabilder oder Anweisungen an
den Benutzer eingeblendet werden, ist damit nicht mo¨glich.
• Die Verfahren mu¨ssen mit minimalem Trainingsaufwand verwendbar sein. Von intuiti-
ver Interaktion wird erwartet, dass ein neuer Nutzer eines Systems in der Lage ist, ganz
ohne oder nur mit einer sehr kurzen Lernphase das System zu bedienen. Eventuelle
Lernphase du¨rfen nur einmalig vor dem ersten Einsatz durchgefu¨hrt werden, um bei-
spielsweise dem Verfahren zu ermo¨glichen, sich auf individuelle Unterschiede der Hand
einzustellen. Dies kann a¨hnlich wie bei heutigen Spracherkennungssystemen realisiert
werden, fu¨r deren Anwendung bei der ersten Verwendung zuna¨chst ein kurzer Text
vorgelesen werden muss. Fu¨r Verfahren, die an Orten verwendet werden, an denen
viele unterschiedliche Menschen das System nur fu¨r eine kurze Zeit benutzen, darf
keine Trainingsphase vorausgesetzt werden.
• Die Verfahren mu¨ssen echtzeitfa¨hig sein. Das System muss in der Lage sein, Bild-
wiederholraten von 20 Bildern pro Sekunde oder mehr zu erreichen, um eine flu¨ssig
wirkende Interaktion zu ermo¨glichen. Außerdem muss die Verzo¨gerung zwischen rea-
lem Ereignis der Hand und der daraus resultierenden Reaktion des Systems sehr kurz
sein, da Reaktionszeiten von mehr als 200 Millisekunden von den meisten Menschen
als unnatu¨rlich empfunden werden [MN97, WWWR03].
Aufbauend auf diesen drei Systemanforderungen kann fu¨r die vorliegende Arbeit folgende
Arbeitshypothese aufgestellt werden:
Hypothese 1 (Intuitive Interaktion) Ausgehend vom derzeitigen Stand der Forschung
und Technik ist es mo¨glich, Verfahren zu entwickeln, die eine intuitive Interaktion zwischen
Mensch und Computer ausschließlich durch die Verwendung von Handgesten ermo¨glichen
und dabei die Forderungen nach gera¨teloser Bedienung, Reduktion des Trainingsaufwandes
und Echtzeitfa¨higkeit erfu¨llen.
Da in den letzten Jahren große Ausgabegera¨te wie Fernseher und Projektoren fu¨r die Dar-
stellung von Computeranwendungen immer beliebter geworden sind, liegt der Schwerpunkt
dieser Arbeit nicht bei der intuitiven Steuerung von klassischen Desktop-Anwendungen, die
sitzend vor einem normalen Monitor bedient werden, sondern bei Anwendungen, die auf
einem großen Ausgabegera¨t dargestellt werden, vor dem der Anwender in der Regel mit
einigem Abstand steht. Wa¨hrend der potentielle Raum fu¨r die Suche nach der menschlichen
Hand bei der Verwendung eines Gestenerkennungssystems am Schreibtisch relativ klein ist,
stellt sich hier allerdings die Frage nach einem schnellen und robusten Auffinden der inter-
agierenden Hand in einem weitaus gro¨ßeren Interaktionsraum. Aus technischer Sicht lassen
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sich damit zwei Hauptprobleme identifizieren, die gelo¨st werden mu¨ssen, um eine intuitive
Interaktion zu ermo¨glichen:
• Initialsuche der menschlichen Hand
Die zu entwickelnden Verfahren mu¨ssen in der Lage sein, die Hand des Anwenders in
dem Moment zu erkennen, wenn eine Interaktion startet. Trotz des großen Interakti-
onsraums muss dieser Schritt eines Verfahrens vollsta¨ndig automatisch ablaufen, da
dem Anwender keine direkte Kontrolle der Kamerabilder zur Verfu¨gung steht, wenn
der intuitive Charakter des Systems erhalten bleiben soll.
• Merkmalsextraktion und Klassifikation
Die Verfahren mu¨ssen in der Lage sein, anhand der Bildeigenschaften die zur Interakti-
on notwendigen Informationen zu gewinnen. Im Falle einer Zeigegeste beispielsweise ist
neben der Berechnung der Position der Hand auch die Bestimmung der Zeigerichtung
im dreidimensionalen Raum zwingend erforderlich. Sollen mehrere Gesten verwendet
werden du¨rfen, ist außerdem eine schnelle und robuste Unterscheidung der Gesten
notwendig.
Fu¨r die Initialsuche der Hand sind in der Literatur im Wesentlichen zwei grundsa¨tzlich un-
terschiedliche Ansa¨tze beschrieben. Zum einem werden neben klassischen Verfahren der
statistischen und syntaktischen Mustererkennung auch neuronale Netze und Optimierungs-
strategien wie z.B. Genetische Algorithmen verwendet, um die Geste anhand von vorab
bekannten Eigenschaften wie beispielsweise der Kontur zu finden. Allen Verfahren ist dabei
gemein, dass sie sehr rechen- und zeitintensiv sind und sich deshalb nur bedingt fu¨r den Ein-
satz in einem Echtzeitsystem eignen. Zum anderen wird das einfache und robuste Verfahren
der Hautfarbensegmentierung verwendet, um erste Scha¨tzungen u¨ber die Position der Hand
zu erlangen. Das ha¨ufig auftretende Problem, dass neben beiden Ha¨nden auch der Kopf des
Anwenders als potentielle Gestenregion erkannt wird, muss dann in einem folgenden Klassi-
fikationsschritt gelo¨st werden.
Fu¨r die Klassifikation unterschiedlicher Gesten und der fu¨r die Interaktion notwendigen Ex-
traktion der entsprechenden Merkmale sind in der Literatur eine Vielzahl von unterschied-
licher Verfahren beschrieben. Neben Hidden Markov Modellen, Neuronalen Netzen und der
Analyse von Merkmalsvektoren werden auch Aktive Konturen und klassische Verfahren der
Mustererkennung eingesetzt. Die Entscheidung, welches Verfahren fu¨r das jeweiliges System
zum Einsatz kommt, wird dabei in der Regel durch die jeweils angenommenen Einschra¨nkun-
gen wie Echtzeitfa¨higkeit oder Kameraaufbau getroffen.
Der Inhalt dieser Arbeit setzt sich mit neuen Verfahren zur videobasierten Handgeste-
nerkennung auseinander, welche die oben genannten Bedingungen zur intuitiven Interaktion
zwischen Mensch und Computer erfu¨llen und Handgesten in Echtzeit im dreidimensionalen
Raum erfassen und verfolgen ko¨nnen. Die Grundlage fu¨r die Erkennung von Handgesten im
3D-Raum bildet dabei die Verwendung eines kalibrierten Stereokamerasystems, weshalb die
dafu¨r grundlegenden Themen wie Kalibrierung der Kameras und 3D-Rekonstruktion von kor-
respondierenden Bildpunkten dargestellt werden sollen. Neben der theoretischen Entwicklung
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der Verfahren soll auch der direkte Bezug zu praktischen Anwendungen erla¨utert werden.
Insbesondere die durch unterschiedliche Anwendungen vorgegebenen Anforderungen an die
Verfahren sollen behandelt werden.
1.3 Organisation der Arbeit
Die vorliegende Arbeit unterteilt sich in drei u¨bergeordnete Einheiten. In den einleitenden
Kapiteln 1 bis 4 wird das Thema der videobasierten Gestenerkennung grundsa¨tzlich behan-
delt. Es werden die zum Versta¨ndnis notwendigen Begriffe erkla¨rt und der Stand der Technik
erla¨utert. Die darauf folgenden Kapitel 5 bis 8 beschreiben detailliert die in dieser Arbeit
entwickelten Verfahren zur intuitiven Interaktion durch videobasierte Gestenerkennung. Die
Arbeit schließt in den Kapiteln 9 und 10 mit praktischen Anwendungen der entwickelten
Verfahren und einem Ausblick auf weitere Arbeiten. Im Einzelnen haben die Kapitel den
folgenden Inhalt:
Kapitel 2 fu¨hrt in die videobasierte Gestenerkennung ein und gibt einen U¨berblick u¨ber exi-
stierende Ansa¨tze, Verfahren und Systeme zur Erkennung und Verfolgung von Handgesten.
Kapitel 3 beschreibt die Kalibrierung eines Stereo-Kamerasystems und die dreidimensiona-
le Rekonstruktion von korrespondierenden Bildpunkten und liefert damit die technischen
Grundlagen fu¨r die in den folgenden Kapiteln 4 bis 7 entwickelten Verfahren zur Gestener-
kennung.
Die Kapitel 4 und 5 beschreiben Verfahren zur Erkennung und Verfolgung einer Zeigegeste.
Dabei verwendet das in Kapitel 4 erla¨uterte Verfahren Aktive Formen, um die Silhouette der
Hand auf Bildebene anzupassen und in einem weiteren Schritt die Position der Hand und
die Zeigerichtung im dreidimensionalen Raum zu bestimmen.
Kapitel 5 beschreibt ein Verfahren zur dreidimensionalen Bestimmung der Fingerspitze in
einer Zeigegeste und deren Projektion auf die Ausgabefla¨che des Bildschirms zur Bestim-
mung der Zeigerichtung.
In Kapitel 6 wird ein Verfahren entwickelt, das den statistischen naiven Bayes-Klassifikator
verwendet, um mittels Bildsegment-Informationen unterschiedliche Handgesten in Echtzeit
zu unterscheiden und so neben der Position der Hand im dreidimensionalen Raum auch
zusa¨tzliche Informationen u¨ber die verwendetet Handgeste fu¨r die Interaktion bereit stellt.
Kapitel 7 beschreibt ein neues Verfahren zur Bestimmung von dynamischen Fingerbewe-
gungen wie beispielsweise dem Pinzettengriff, also dem Zugreifen und Loslassen von Objek-
ten mit Daumen und Zeigefinger anhand von Bildsegment-beschreibenden Pseudo-Zernike-
Momenten. Zur Beschleunigung des Verfahrens wird der Suchraum durch eine Diskreti-
sierung des dynamischen Prozesses der Geste in einzelne statische Handposen erheblich
eingeschra¨nkt. Die Suche nach den von den kalibrierten Kameras gesehenen Handposen
wird dabei u¨ber einen Vergleich mit zuvor ku¨nstlich erzeugten Silhouetten eines virtuellen
Handmodells und deren vorberechneten statistischen Momenten realisiert. Durch zugrunde
liegende Skelettinformationen der vordefinierten Handposen ist eine standardisierte Beschrei-
bung der Geste gewa¨hrleistet, die insbesondere fu¨r eine intuitive Interaktion mit virtuellen
dreidimensionalen Welten von Vorteil ist.
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Im Anschluss vergleicht Kapitel 8 die Anforderungen und Ergebnisse der zuvor vorgestellten
Verfahren und bewertet diese in Bezug auf die Voraussetzungen zur intuitiven Interaktion
und die Verwendbarkeit der Algorithmen in unterschiedlichen Anwendungsszenarien. In einer
Usability-Studie wird die Akzeptanz des Verfahren der Interaktion durch Punktprojektion bei
mehr als 80 Anwendern evaluiert.
Zum Abschluss des Inhalts dieser Arbeit folgt Kapitel 9, in dem ausgewa¨hlte Anwendungen
beschrieben werden, in denen die in dieser Arbeit entwickelten Verfahren verwendet werden.
Eine Zusammenfassung der Arbeit sowie ein Ausblick findet sich abschließend in Kapitel 10.
1.4 Zusammenfassung der wichtigsten Ergebnisse
Diese Arbeit befasst sich mit den in Abschnitt 1.2 aufgezeigten und bislang ungelo¨sten Pro-
blemen einer intuitiven Interaktion durch videobasierte Gestenerkennung. Ziel ist es, Verfah-
ren zu entwickeln, die die existierenden Probleme bei der automatischen Initialsuche nach
einer Geste und bei der Merkmalsextraktion und Klassifikation von Handgesten unter den
Bedingungen fu¨r einen einfachen und intuitiven Umgang mit einem Gestenerkennungssystem
ermo¨glichen. Die Verfahren unterstu¨tzen die Forderungen nach intuitiver Interaktion, indem
auf technische Hilfsmittel verzichtet wird, Interaktion ohne oder nur mit minimalem Trai-
ningsaufwand stattfinden kann und indem die Echtzeitfa¨higkeit der Verfahren gewa¨hrleistet
wird. Damit ko¨nnen wesentliche Probleme der videobasierten Erkennung von Handgesten
gelo¨st werden, um eine intuitive Interaktion zwischen Mensch und Computer zu ermo¨gli-
chen.
Im Rahmen dieser Arbeit werden vier unterschiedliche Verfahren entwickelt und untersucht,
die eine intuitive Interaktion mit Computersystemen und deren Anwendungen durch video-
basierte Gestenerkennung ermo¨glichen. Je nach Anwendungstyp und den daraus resultieren-
den Anforderungen an die Eingabemodalita¨ten des Systems ko¨nnen die unterschiedlichen
Verfahren variabel eingesetzt werden und bestehende Verfahren oder vorhandene Eingabe-
gera¨te ersetzen. Die in dieser Arbeit vorgestellten Verfahren bedienen sich eines kalibrierten
Stereo-Kamerasystems und ermo¨glichen so die Erkennung und Verfolgung von Handgesten
im dreidimensionalen Raum. Die Verwendung von Kameras zur gestenbasierten Interakti-
on unterstu¨tzt dabei den intuitiven Charakter der Eingabe, da der Nutzer kein technisches
Gera¨t bedienen muss, sondern ausschließlich mit seinen eigenen Ha¨nden agieren kann. Da
die verwendeten Kameras, Kabel und auch der Rechner selbst außerhalb der direkten Sicht
des Anwenders positioniert werden kann, ist damit in der Regel der Ausgabebildschirm das
einzige technische Gera¨t, das fu¨r den Nutzer sichtbar ist. Schnelle Reaktionszeiten des Sy-
stems unter 200 Millisekunden, kurze Verarbeitungszeiten pro Bildpaar von weniger als 50
Millisekunden und eine permanente visuelle Ru¨ckantwort des Systems garantieren bei allen
Verfahren die Mo¨glichkeit eines Einsatzes fu¨r Echtzeit-Anwendungen.
Die ersten beiden in dieser Arbeit vorgestellten Verfahren sind in der Lage, insbesonde-
re die Zeigegeste der menschlichen Hand als wichtigste statische Geste zur Interaktion zu
erkennen und zu verfolgen. Beide Verfahren adressieren insbesondere das Problem einer au-
tomatischen Initialsuche nach der Handgeste, um sicherzustellen, dass der Anwender mit der
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Interaktion ohne aktives Eingreifen beginnen kann. Die Verfahren der 3D-Rekonstruktion von
Aktiven Formen und der 3D-Punktprojektion ermo¨glichen eine pra¨zise Berechnung sowohl
der Position der Hand im dreidimensionalen Raum als auch des Interaktionspunktes auf dem
Ausgabebildschirms in Echtzeit. Beide Verfahren unterstu¨tzen so die intuitive Steuerung
sowohl von Anwendungen, die klassische deiktische Eingabemodalita¨ten wie eine Compu-
termaus verwenden als auch von multimodalen Anwendungen, welche die Kombination von
beispielsweise Gesten- und Spracherkennung als Eingabemodalita¨ten unterstu¨tzen.
Mit den so gewonnenen Erkenntnissen u¨ber eine echtzeitfa¨hige Initialsuche nach der inter-
agierenden Handgeste wird in einem weiteren Verfahren das Problem der Verwendbarkeit
von verschiedenen Gesten zur intuitiven Interaktion behandelt. Das Verfahren der Merkmal-
basierten Gesten-Klassifikation ermo¨glicht neben der Berechnung der Position der Handgeste
im dreidimensionalen Raum auch eine Unterscheidung verschiedener Handgesten in Echt-
zeit. Damit wird insbesondere die Interaktion mit virtuellen Welten erleichtert, da der An-
wender beispielsweise durch die Unterscheidung einer geschlossenen und einer offenen Hand
Gegensta¨nde im Virtuellen aufnehmen und an einer anderen Stelle des 3D-Raums wieder
ablegen kann.
Das letzte der vier hier vorgestellten Verfahren bescha¨ftigt sich mit dem Problem einer echt-
zeitfa¨higen Merkmalsextraktion, um dynamische Prozesse einer Geste in Echtzeit bestimmen
und fu¨r die Interaktion nutzbar machen zu ko¨nnen. Das Verfahren der Momenten-Analyse
liefert als Rekonstruktionsergebnis neben der Position im 3D-Raum auch die Orientierung
der Hand und alle den Handposen zugrunde liegenden Gelenkwinkel. Mit der Mo¨glichkeit,
dynamische Prozesse der Hand wie beispielsweise dem Zugreifen und Loslassen von Objekten
mittels Daumen und Zeigefinger (Pinzettengriff) in feinen Abstufungen der durchgefu¨hrten
Bewegungen zu erkennen, lassen sich insbesondere feinmotorische Prozesse der Hand rekon-
struieren und fu¨r die intuitive Interaktion mit dreidimensionalen virtuellen Welten verwenden.
Die Umsetzung und die Verwendbarkeit der in dieser Arbeit entwickelten Verfahren wird
in verschiedenen Anwendungsgebieten erfolgreich nachgewiesen. Im musealen Umfeld stehen
beispielsweise Anwendungen zur Untersuchung von digitalisierten zwei- und dreidimensiona-
len Kunstwerken zur Verfu¨gung [MS03a, SM03, SM04, MS04, Mal04, MDS05a, MDS05b].
Im ha¨uslichen Umfeld ko¨nnen technische Gera¨te durch Gestenerkennung gesteuert werden
[SMS01, Mal08a, Mal08b] und an o¨ffentlichen Orten mit vielen unterschiedlichen Nutzern




Dieses Kapitel gibt einen U¨berblick u¨ber den aktuellen Stand der Forschung und Tech-
nik zu videobasierten Gestenerkennungssystemen. Da es zur Zeit noch keine universellen
Verfahren zur videobasierten Interaktion mit dem Computer mittels Gestenerkennung gibt,
werden neben einer Einteilung existierender Verfahren auch Schwierigkeiten und Herausfor-
derungen bei der Erkennung von Handgesten untersucht. Fu¨r die wichtigsten Einzelschritte
zur Gestenerkennung wie beispielsweise der Bestimmung der Position der Hand, der Merk-
malsbestimmung und der Klassifikation unterschiedlicher Gesten werden die in der Literatur
beschriebenen Verfahren und Methoden untersucht und vorgestellt. Aus dieser Untersuchung
werden zwei neuartige Taxonomien entwickelt, die als Grundlage fu¨r die Untersuchungen und
Entwicklungen in den weiteren Kapiteln dienen. Neben den wichtigsten in der Literatur be-
schriebenen Verfahren zur Handgestenerkennung werden abschließend einige bereits auf dem
Markt existierende, kommerzielle Systeme vorgestellt, die eine einfache Interaktion zwischen
Mensch und Computer ermo¨glichen.
2.1 Einleitung
Gestenerkennung ist seit Langem ein intensives Forschungsthema im Bereich der Compu-
tergrafik. Dabei wird der Begriff Gestenerkennung fu¨r sehr unterschiedliche Teilbereiche des
menschlichen Ausdrucks gesehen: Sie umfasst sowohl das Erkennen von Gesten des gesam-
ten Ko¨rpers [Pop07, MHK06, WHT03, Gav99] als auch insbesondere das Erkennen von
Gesten der menschlichen Hand [EBN+07, MA07]. Handgesten werden entweder als statisch
(wie beispielsweise eine Zeigegeste [STTC06, SMC01, CBV03]) oder als dynamisch [ELD01]
(wie beispielsweise Winken) klassifiziert. Verfahren zur Erkennung dynamischer Bewegun-
gen der Hand und deren Bedeutung spielen fu¨r eine direkte Interaktion zwischen Mensch
und Computer nur eine untergeordnete Rolle und werden daher in dieser Arbeit nicht weiter
untersucht. Eine Sonderstellungen bei der Handgestenerkennung nimmt die Erkennung der
Zeigegeste ein, da sie als einfache und intuitive Schnittstelle zwischen Mensch und Computer
verwendet werden kann, um sowohl mit virtuellen Welten zu interagieren als auch Anwender-
programme zu steuern [CBV03, SLM+03]. In dieser Arbeit wird der Begriff Gestenerkennung
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Abbildung 2.1: Verwendung von farblich markierten Handschuhen zur Handgestenerken-
nung. Unterscheidung zweier Ha¨nde [BWK+04], links und Trennung einzelner Finger durch
Farbmarkierungen [UEB+06], rechts.
daher ausschließlich fu¨r die Erkennung und Verfolgung von Posen der menschlichen Hand
verwendet.
Die ausschließliche Verwendung der Hand als Eingabemodalita¨t ist eine attraktive Metho-
de, um die Schnittstelle zwischen Mensch und Computer einfach und intuitiv zu gestalten.
Um aber eine hohe Akzeptanz insbesondere bei technisch unversierten Nutzern zu errei-
chen, gelten die im vorigen Kapitel beschriebenen Anforderungen bezu¨glich Echtzeitfa¨hig-
keit, Trainingsaufwand und der Verwendung von technischen Hilfsmitteln. Die Bedingung
der Echtzeitfa¨higkeit ist bei den in vielen Systemen verwendeten Datenhandschuhen zusam-
men mit einer hohen Genauigkeit der Handpose gegeben. Datenhandschuhe werden zum
Erfassen von Handgesten verwendet, indem ein Handschuh mit meist elektromagnetischen
Sensoren an den Gelenken der Hand bestu¨ckt ist, welche die Orientierung der einzelnen
Gelenke erfassen und somit Orientierung und Pose der Hand an ein auswertendes System
u¨bertragen [FI02, SZ94]. Allerdings verhindern sowohl die Verkabelung des Handschuhs als
auch lange und aufwendige Kalibrierungsprozeduren ein schnelles und einfaches Interagieren
mit der eigentlichen Anwendung. Um zumindest die Kabel und damit die eingeschra¨nkte
Bewegungsfreiheit des Anwenders zu eliminieren, verwenden einige Ansa¨tze farblich mar-
kierte Handschuhe ohne aktive Sensoren (siehe Abbildung 2.1). Solche Handschuhe werden
sowohl fu¨r eine einfache Unterscheidung der beiden Ha¨nde des Anwenders bei dynamischen
Gesten [BWK+04] (siehe Abbildung 2.1, links) als auch fu¨r eine detailierte Rekonstruktion
von Handposen [UEB+06] (siehe Abbildung 2.1, rechts) verwendet.
Durch immer leistungssta¨rkere Computerhardware und immer preiswerter werdende Ka-
merasysteme sind die Mo¨glichkeiten einer videobasierten und damit fu¨r den Anwender gera¨te-
losen Interaktion mit dem Computer in den vergangenen Jahren immer einfacher realisierbar
geworden. Dennoch fordern die meisten Gestenerkennungssysteme fu¨r eine korrekte Erken-
nung der Gesten Einschra¨nkungen in Bezug auf die herrschenden Umgebungsbedingungen
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wie z.B. die Verwendung von uniformen und zumindest unbewegten Hintergru¨nden oder aber
auch die Forderung nach konstanten Lichtverha¨ltnissen. Eines der wichtigsten Kriterien zur
tatsa¨chlichen Anwendbarkeit eines Gestenerkennungssystems ist seine Echtzeitfa¨higkeit. Nur
wenn das System in der Lage ist, Gesten unmittelbar zu erkennen und darauf zu reagieren,
ist ein System als einfach und intuitiv anwendbares Interaktionsmedium zwischen Mensch
und Computer geeignet.
2.2 Begriffsdefinitionen
Sowohl in der wissenschaftlichen Literatur als auch umgangssprachlich wird der Begriff der
Geste oft unterschiedlich verwendet. Aus diesem Grund sollen an dieser Stelle zuna¨chst
die fu¨r diese Arbeit relevanten Begriffe definiert und erla¨utert werden. Grundsa¨tzlich ist ei-
ne Geste immer als symbolische und nonverbale Kommunikationsform aufzufassen. Gesten
ko¨nnen mit verschiedenen Ko¨rperteilen (Hand, Kopf oder Augen fu¨r beispielsweise Winkeln,
Nicken oder Augenzwinkern) oder auch dem ganzen Ko¨rper (z.B. Verbeugung oder Knie-
fall) ausgefu¨hrt werden. Zuna¨chst spielt es keine Rolle, ob eine Geste als Kommunikation
zwischen zwei Menschen oder zwischen einem Mensch und einer Maschine wie beispielswei-
se einem Computer stattfindet. Unter Gestenerkennung versteht man im Allgemeinen eine
automatische Erkennung einer vom einem Menschen ausgefu¨hrten Geste durch ein spezielles
Computerprogramm. Da sich diese Arbeit ausschließlich mit der Kommunikation zwischen
Mensch und Computer mittels Handgesten bescha¨ftigt, werden die Begriffe Geste und
Handgeste hier synonym verwendet. Der wichtigste Verfeinerungsschritt des Gestenbegriffs
ist die Unterteilung in statische und dynamische Gesten.
• Statische Handgesten beschreiben eine starre Auspra¨gung des kinematischen Mo-
dells der menschlichen Hand. Dabei spielt die Position und die Orientierung der Hand
im dreidimensionalen Raum keine Rolle. Entscheidend ist vielmehr, dass sich wa¨hrend
einer statischen Geste die Gelenkwinkel innerhalb der Hand nicht oder zumindest nicht
wesentlich a¨ndern. Das wohl bekannteste Beispiel einer statischen Handgeste ist die
Zeigegeste, fu¨r die es allerdings sehr unterschiedliche, individuelle Auspra¨gungen und
Interpretationsarten gibt. Wa¨hrend ein Anwender lediglich den ausgestreckten Zeige-
finger (mit oder ohne abgespreizten Daumen) verwendet, um auf eine Position zu
deuten, verwendet ein anderer Anwender die vollsta¨ndig geo¨ffnete Hand zum Zeigen.
Analog zu den umgangssprachlichen Begriffen der Ko¨rperpose und der Positur, al-
so einer starren und betonten Ko¨rperhaltung, werden statische Handgesten demnach
auch als Handposen bezeichnet und die beiden Begriffe bedeutungsgleich verwen-
det. Damit unterscheidet sich der Begriff der Pose in dieser Arbeit grundsa¨tzlich von
dem oft in der Technik verwendeten und durch einen Standard1 definierten Begriff der
Pose, die als Kombination von Position und Orientierung eines Objektes (z.B. eines
Roboterarms) im dreidimensionalen Raum aufgefasst wird.
1DIN EN ISO 8373: Industrieroboter Wo¨rterbuch
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Abbildung 2.2: VRML-Handmodell mit knapp 1600 Polygonen (links) und Skizze der mo¨gli-
chen Gelenkrotationen mit internen zwanzig Freiheitsgraden.
• Der Begriff der dynamischen Handgeste wird fu¨r zwei unterschiedliche Arten von
Gesten verwendet. Zum einen beschreibt eine dynamische Handgeste die Interpreta-
tion der Bewegung einer (starren) Handpose im Raum. Ein Beispiel hierfu¨r ist die
Geste des Winkens, wobei die geo¨ffnete flache Hand vor dem Ko¨rper als Gruß aus der
Distanz hin und her geschwenkt wird. Zum anderen kann eine definierte Bewegung
der Fingergelenke (oft auch ungeachtet der Position und Orientierung der Hand im
Raum) als dynamische Geste aufgefasst werden. Ein typisches Beispiel fu¨r eine solche
dynamische Handgeste ist die sogenannte Zitier-Geste, bei der Zeige- und Mittelfin-
ger beider Ha¨nde synchron gebeugt und gestreckt werden, um die bei Sprechen nicht
sichtbaren Anfu¨hrungszeichen eines Zitats zu imitieren. In dieser Arbeit werden dy-
namische Gesten mit einer A¨nderung der Finger- und Daumengelenkwinkel auch als
dynamischer Prozess einer Handgeste bezeichnet.
Die in dieser Arbeit verwendeten Begriffe sollen nun noch einmal anhand eines einfachen
Beispiels zusammengefasst werden: Eine geo¨ffnete oder eine geschlossene Hand wird als
statische Handgeste oder Handpose bezeichnet. Das O¨ffnen oder das Schließen der Hand
durch Strecken und Kru¨mmen der Finger und des Daumens wird als dynamische Handge-
ste oder als dynamischer Prozess einer Handgeste bezeichnet.
2.3 Handmodelle
Eine geeignete Beschreibung und Darstellung der menschlichen Hand spielt sowohl fu¨r die
Erkennung und Verfolgung der Hand als auch fu¨r die Visualisierung von rekonstruierten
Handposen eine entscheidende Rolle. Wa¨hrend fu¨r die videobasierte Erkennung eher auf
2.4. Taxonomie fu¨r Gestenerkennungssysteme 15
Merkmale der Oberfla¨che und das zugrunde liegende kinematische Modell geachtet werden
muss, steht fu¨r eine realistische Darstellung der Rekonstruktionsergebnisse mehr das Ober-
fla¨chenmodell mit seinen Deformationsmo¨glichkeiten im Vordergrund. Die menschliche Hand
ist ein komplexes Objekt mit einer hohen Anzahl an beweglichen Gelenken und damit an zu
beru¨cksichtigenden Freiheitsgraden. Neben der Position und Orientierung im dreidimensio-
nalen Raum (6 Freiheitsgrade, DOF) besteht die Hand aus insgesamt 15 fu¨r Handposen rele-
vanten, verschiedenen Gelenken. Trotz biomechanischer Restriktionen der Gelenke [VCJT03]
ergibt sich daraus eine hohe Anzahl von Freiheitsgraden des Handskeletts. Die tatsa¨chlich
verwendete Anzahl der Freiheitsgrade wird in der Literatur unterschiedlich behandelt. Um
die volle Bewegungsfreiheit der Hand zu beschreiben, sind Modelle mit 20 [KH95] und mit
21 Freiheitsgraden [GT05] gebra¨uchlich. Unterschiedlich ist hier nur die Frage, ob das zwei-
te Gelenk des Daumens mit einer einzigen oder mit zwei Rotationsachsen bewertet wird
(siehe Abbildung 2.2, rechts). Zusammen mit der Position und Rotation des Handgelenks
und damit der gesamten Hand im Raum ergibt sich somit eine maximale Anzahl von 27
Freiheitsgraden. Ausfu¨hrliche Analysen der Bewegungsfreiheit des Handskeletts fu¨r die Re-
konstruktion und die Animation der menschlichen Hand sind in [NHOD07] und [AHS03]
zu finden. Ein bildbasiertes Verfahren zur Modellierung von individuellen und texturierten
Handgeometrien ist in [RNL06] beschrieben.
2.4 Taxonomie fu¨r Gestenerkennungssysteme
Die in der Literatur beschriebenen Taxonomien fu¨r videobasierte Gestenerkennungssysteme
sind fast ausschließlich technisch gepra¨gt und teilen Systeme und Verfahren bezu¨glich der
verwendeten Hardware, den verwendeten Algorithmen oder vorausgesetzten Einschra¨nkun-
gen ein. Da in dieser Arbeit die intuitive Interaktion fu¨r den Anwender im Vordergrund steht,
soll neben der Auflistung von klassischen technischen Einteilungen im na¨chsten Abschnitt
auch eine neue anwenderbezogene Taxonomie fu¨r Gestenerkennungssysteme entwickelt wer-
den. Diese Einteilung geht zuna¨chst vom Nutzer des Systems und der Anwendung, mit der
er interagiert aus und leitet erst in einem zweiten Schritt die technischen Anforderungen an
das jeweilige System ab.
2.4.1 Einteilung aus technischer Sicht
Typische technisch gepra¨gte Einteilungen unterscheiden Gestenerkennungssysteme anhand
einer Vielzahl von unterschiedlichen Parametern. Im Folgenden sollten die drei gebra¨uch-
lichsten Themengebiete, die fu¨r die Klassifikation verwendet werden, aufgelistet und na¨her
erla¨utert werden.
• Verwendete Hardware
Optische Systeme ko¨nnen nach der Anzahl der Kameras eingeteilt werden. Monoka-
merasysteme verwenden eine einzige Kamera fu¨r die Analyse des eingehenden Bild-
stroms. In der Regel ist damit nur eine Klassifikation unterschiedlicher statischer Po-
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Abbildung 2.3: Erkennung von Buchstaben der Geba¨rdensprache American Sign Language,
ASL. Das System verwendet ein Monokamerasystem und Farbinformation der Hand, um die
Hand und deren Kontur vom Hintergrund zu trennen [BS02].
sen mo¨glich. Fu¨r eine Scha¨tzung der Position der Hand im Raum sind desweiteren
Einschra¨nkungen notwendig. Oft wird gefordert, dass die Kamera orthogonal zur In-
teraktionsfla¨che ausgerichtet ist und die Hand nur bedingt im Raum vor der Kamera
rotiert wird. Ein typischer Fall fu¨r ein Monokamerasystem ist die Erkennung und Inter-
pretation von Geba¨rdensprache wie beispielsweise der American Sign Language, ASL
[BS02, SP95]. Stereokamerasysteme verwenden zwei oder mehr kalibrierte Kameras
und ermo¨glichen eine dreidimensionale Rekonstruktion von korrespondierenden Bild-
punkten. Ein weiteres Entscheidungskriterium ist die Art der Bildinformationen, die
von den Kameras geliefert werden. Farbkameras ermo¨glichen eine einfache Segmentie-
rung von Bildbereichen, in denen Hautfarbe zu erkennen ist [HSW08, VSA03]. Durch
die Verwendung von Farbinformation ist hier allerdings das Datenaufkommen dreimal
so hoch wie bei der Verwendung von Graustufenkameras, die Luminanzbilder liefern.
Ohne die Mo¨glichkeit, Farbinformationen zur Hautfarbensegmentierung zu verwenden,
wird oft die Szene mit zusa¨tzlichem Licht beleuchtet, um eine Trennung von Hand
und Hintergrund zu erleichtern. Eine zusa¨tzliche Beleuchtung im Nah-Infrarot-Bereich
hat dabei zusa¨tzlich den Vorteil, dass der Interaktionsraum abgedunkelt werden und
so der Kontrast der Anwendung auf dem darstellenden Ausgabegera¨t erho¨ht werden
kann [CBV03, Mal08b].
• Verwendete Algorithmen
Eine Einteilung nach den hauptsa¨chlich verwendeten Methoden und Algorithmen ist
wohl die am ha¨ufigsten verwendetet Klassifikation von Gestenerkennungssystemen.
Einen U¨berblick u¨ber Ko¨rper-, Gesichts- und Handgestenerkennungsmethoden gibt
beispielsweise [MA07]. Die wichtigsten in der Literatur beschriebenen Verfahren zur
Erkennung und Klassifizierung unterschiedlicher statischer und dynamischer Gesten
sind dabei Hidden Markov Modelle, Neuronale Netze und Merkmalsvektoren. Diese
drei wichtigen verfahren werden in den folgenden Abschnitten genauer untersucht.
Daneben sind aber auch andere Methoden in der Literatur beschrieben, wie beispiels-
weise der Condensation Algorithm [BI98], der die Kontur einer Geste vor unruhigem
Hintergrund verfolgt, die Stu¨tzvektormethode (engl.: Support Vector Machine, SVM
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Abbildung 2.4: Unterschiedliche Hintergru¨nde bei der Erkennung von Handgesten. Inho-
mogener und nicht statischer Hintergrund links (aus [STTC03]) und uniformer Hintergrund,
rechts (aus [BLL02]). Beide Bilder zeigen die Ergebnisse der Erkennung durch Bildu¨berlage-
rungen.
[LGS08], ein Verfahren der Mustererkennung, das oft zur Klassifikation von Gesten
und deren Merkmale verwendet wird oder endliche Automaten (engl.: englisch Finite
State Machine, FSM) [LS04, HTH00], die oft zur Unterscheidung bekannter Gesten
eingesetzt wird.
• Geforderte Einschra¨nkung
Da es zur Zeit noch keine allgemeingu¨ltige Methode zur Erkennung und Verfolgung
von deformierbaren Objekten wie der menschlichen Hand gibt, fordern die meisten
in der Literatur beschriebenen Verfahren und Systeme entweder Einschra¨nkungen,
unten denen das Verfahren effektiv arbeitet, oder fokussieren den Mehrwert eines neu-
en Algorithmus auf ein spezielles Problem, das fu¨r andere Anwendungen noch als
Einschra¨nkung gilt. Der wichtigste Punkt fu¨r eine intuitive Interaktion ist die Echt-
zeitfa¨higkeit. Viele Verfahren sind zwar in der Lage, die Pose der Hand genau zu
erkennen [STTC06, BKMM+04], brauchen dafu¨r aber deutlich mehr als die fu¨r ei-
ne Echtzeitanwendung geforderte 1/20 Sekunde. Andere Systeme arbeiten zwar mit
der notwendigen Geschwindigkeit von zwanzig Bildern pro Sekunde, reduzieren dabei
aber die Genauigkeit der Erkennung oder die Anzahl vom System unterscheidbarer
Gesten [SK07, BDC06]. Eine andere gebra¨uchliche Einschra¨nkung ist die Wahl des
Hintergrundes. Einige Systeme fordern einen uniformen und einfachen Hintergrund
[TWYL05, HMLW03], wa¨hrend andere Verfahren besonderen Wert auf die Trennung
der Hand vor einem unruhigen Hintergrund legen [FWCL07].
Ungeachtet der zuvor genannten Einteilungen soll in dieser Arbeit aus technischer Sicht ei-
ne neue und einfache Taxonomie verwendet werden, die nicht die benutzte Hardware oder
die verwendeten Algorithmen zugrunde legt, sondern die Verfahren bereits im Hinblick auf
die Aufgaben des Systems beschreibt. Dabei kann vorausgesetzt werden, dass ein Verfah-
ren den Anforderungen fu¨r die intuitive Interaktion genu¨gt und insbesondere die Bedingung
der Echtzeitfa¨higkeit erfu¨llt. Da der Anwender nicht am Systemaufbau beteiligt ist, kann
bereits im Vorfeld auf die erforderlichen Einschra¨nkungen wie Beleuchtungssituation oder
18 Videobasierte Gestenerkennung
Kameraaufbau eingegangen werden. Fu¨r viele Anwendungen, die mittels Gestenerkennung
gesteuert werden sollen, ist es ausreichend, einzelne vordefinierte Handposen unterscheiden
zu ko¨nnen und deren Position im Raum zu ermitteln. Oft sind bei einer Interaktion mit
einer dreidimensionalen virtuellen Welt die Positionsbestimmung und die Unterscheidung
einer Zeigegeste, der geschlossenen und der offenen Hand als Synonyme fu¨r Zugreifen und
Loslassen von virtuellen Gegensta¨nden bereits ausreichend. Dies ist beispielsweise der Fall,
wenn es darum geht, Objekte aufzunehmen und an einer anderen Stelle des Raums wieder
abzulegen. Andere Anwendungen erfordern allerdings mehr “Feingefu¨hl” vom Nutzer. Bei-
spiele dafu¨r sind Anwendungen, bei denen ein virtuelles Objekt direkt manipuliert werden
soll und damit einzelne Fingerstellungen relevant sind. Aufgrund dieser U¨berlegungen kann
nun eine Einteilung getroffen werden, die ausschließlich die ermittelten Freiheitsgrade der
interagierenden Hand betrachtet:
• Gestenerkennung mit 3+n Freiheitsgraden
Neben der Position der Geste im Raum (3 DOF) ist das System in der Lage, n ver-
schiedene statischer Handposen voneinander zu unterscheiden.
• Gestenerkennung mit 26 Freiheitsgrade
Neben der Position und Orientierung der Handgeste im Raum (6 DOF) ist das System
in der Lage, fu¨r alle 15 internen Gelenke der Hand die entsprechenden Rotationswinkel
anzugeben.
Aus dieser einfachen Einteilung lassen sich direkt die technischen Anforderungen an ein Ge-
stenerkennungssystem ableiten, wenn bereits die Anwendung, fu¨r die das System eingesetzt
werden soll, bekannt ist. Soll beispielsweise eine Anwendung das Neupositionieren von Ob-
jekten in einer virtuellen Welt ermo¨glichen, ist ein Verfahren aus der Klasse “3+n Freiheits-
grade” ausreichend. Das Verfahren beno¨tigt ein kalibriertes Stereokamerasystem und muss
in der Lage sein, die interagierende Hand in den Kamerabildern vom Hintergrund der Sze-
ne zu trennen. Außerdem ist eine Methode notwendig, die entweder auf 2D-Bildbasis oder
anhand von 3D-Informationen n unterschiedliche Gesten unterscheiden kann. Ein solches
Verfahren wird in den Kapiteln 5 und 6 dieser Arbeit beschrieben. Sollen in einer Anwen-
dung A¨nderungen an einem dreidimensionalen virtuellen Objekt vorgenommen werden oder
Objekte beispielsweise mit einem Pinzettengriff2 aufgenommen werden, ist ein Verfahren aus
der Klasse “26 Freiheitsgrade” notwendig.
2.4.2 Einteilung aus Benutzersicht
Neben der zuvor entwickelten Taxonomie aus technischer Sicht soll in dieser Arbeit eine
zweite Einteilung von Gestenerkennungssystemen vorgestellt werden. Die Einteilung verzich-
tet vollsta¨ndig auf technische Randbedingungen und betrachtete die Verfahren ausschließlich
aus der Sicht des Anwenders. Da der Nutzer eines Gestenerkennungssystems, das einfach
und intuitiv bedienbar ist, sich nicht mit der verwendeten Technik auseinander setzen soll,
2Pinzettengriff ist das Greifen mit Daumen und Zeigefinger
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steht die Bedienung der Anwendung selbst im Vordergrund. Damit lassen sich Gestenerken-
nungssysteme anhand der Aufgaben, fu¨r die das System verwendet werden soll, klassifizieren:
• Anwendungssteuerung mittels GUI-Elementen
Fu¨r die Anwendungssteuerung ko¨nnen Gesten zur Bedienung einer grafischen Benut-
zeroberfla¨che (GUI) eingesetzt werden. Dabei werden Gesten zur Steuerung klassischer
Standardelemente wie Schaltfla¨chen, Menu¨s, Regler und Auswahlboxen eingesetzt. Das
System muss hier in der Lage sein, einzelne Handgesten zu erkennen und in Echtzeit zu
verfolgen. Durch die Tatsache, dass diese Art der Anwendungssteuerung das klassische
Eingabemedium der Computermaus durch ein videobasiertes Gestenerkennungssystem
ersetzt, bietet sich hier die Verwendung einer Zeigegeste als Eingabemodalita¨t an, da
auch die Computermaus mit ihrer Ru¨ckantwort in Form eines Mauszeigers (Cursor) auf
dem Bildschirm einen deiktischen Charakter ausweist. Fu¨r die Anwendungssteuerung
bietet sich die Mo¨glichkeit fu¨r eine multimodale Erweiterung, zum Beispiel durch die
Verknu¨pfung von Sprache und Zeigegeste.
• Anwendungssteuerung durch direkte Objektmanipulation
In diesem Fall kann das Gestenerkennungssystem dazu verwendet werden, dass der
Anwender direkt und ohne Umwege u¨ber zusa¨tzliche Steuerelemente mit einem vir-
tuellen Objekt interagiert. Insbesondere sind dafu¨r Anwendungen pra¨destiniert, die
eine Interaktion mit dreidimensionalen Objekten verlangen. Ein typisches Beispiel ist
die Untersuchung eines 3D-Modells durch die nutzerbestimmte Rotation des Objek-
tes. In vielen Anwendungsszenarien ist daher eine generelle und vollsta¨ndige Erken-
nung der Handpose mit einer hohen ra¨umlichen Auflo¨sung, also der Bestimmung der
einzelnen Gelenkrotationen notwendig. Auch fu¨r die Objektmanipulation ist fu¨r eine
intuitive Verwendbarkeit eine permanente visuelle Ru¨ckantwort des Systems erforder-
lich, beispielsweise durch die Darstellung der erkannten Handpose als eigensta¨ndiges
3D-Modell. Objektmanipulation ist allerdings nicht ausschließlich auf 3D-Modelle be-
schra¨nkt. Wie in Kapitel 9 gezeigt wird, kann eine Zeigegeste dazu verwendet werden,
ein 2D-Objekt wie beispielsweise ein digitalisiertes Gema¨lde mittels einer virtuellen
Lupenfunktion zu erkunden. Die Zeigegeste steuert dann Position die Lupe selbst und
vera¨ndert damit direkt und ohne den Umweg von interaktiven Schaltfla¨chen das Er-
scheinungsbild des Gema¨ldes.
Die Einteilung in Anwendungssteuerung mittels GUI-Elementen und durch direkte Objekt-
manipulation ist aus Sicht des Anwenders zwar der zuvor vorgestellten technischen Klassifi-
kation anhand der verwendeten Freiheitsgrade sehr a¨hnlich, allerdings nicht identisch. Wie
in Kapitel 9 gezeigt wird, ist es auch mit nur vier Freiheitsgraden (der Position im Raum (3
DOF) einer Zeigegeste (1 DOF)) mo¨glich, dreidimensionale Objekte auf intuitive Weise zu
rotieren und so zu erkunden. Dabei wird die Rotation des 3D-Objektes durch Pfeilsymbole
auf dem Bildschirm realisiert, auf die der Anwender deuten kann.
In der Literatur sind viele Prototypen beschrieben, die klassische zweidimensionale Be-
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Abbildung 2.5: Verfolgung der Orientierung einer Zeigegeste mit einer einzelnen Kamara
(aus [STTC06]). Die obere Reihe zeigt die Kamerabilder mit u¨berlagerten Konturen, die
untere Reihe zeigt die Rekonstruierte 3D-Pose der Hand.
dienoberfla¨chen mittels eines definierten Satzes an statischen Handgesten steuern [WO03,
KLP04] oder auch 2D-Steuerelemente verwenden, um dreidimensionale Objekte zu mani-
pulieren [KK05, OZR02]. Die Verwendung von dynamischen Gesten [ICLB05, OSK02] ist
dagegen seltener erwa¨hnt und wird eher fu¨r die gestengesteuerte Kontrolle von mobilen
Robotern verwendet [HMLW03, MOC06].
2.5 Herausforderungen
Die Erkennung und Verfolgung der menschlichen Hand ist eine herausfordernde aber auch
notwendige Aufgabe, um eine Interaktion mittels Gestenerkennung zwischen Anwender und
Computer zu realisieren. Bereits existierende Methoden konzentrieren sich meist auf die
Verwendung von technischen Hilfsmitteln wie beispielsweise Datenhandschuhen [SZ94] oder
farblich markierten Handschuhen [FRF08], um den Berechnungsaufwand so weit wie mo¨glich
zu minimieren und so die Echtzeitfa¨higkeit des Systems zu gewa¨hrleisten. Gestenerkennungs-
systeme, die eine gera¨tefreie Interaktion durch die Verwendung von Kamerasystemen reali-
sieren, mu¨ssen dagegen ein hohes Maß an aufkommenden Datenstro¨men in ku¨rzester Zeit
mittels Software verarbeiten. Um die Verarbeitungszeit soweit zu reduzieren, dass ein vi-
deobasiertes System den Anforderungen an eine intuitive Interaktion genu¨gt, ist daher a
priori-Wissen notwendig. Fu¨r ein Farbkamerasystem kann beispielsweise die Tatsache aus-
genutzt werden, dass die Farbe der menschlichen Haut nur ein begrenztes Intervall des
Farbraum abdeckt. Damit ist es mo¨glich, durch einen einfachen bildverarbeitenden Segmen-
tierungsschritt Objekte wie den Kopf oder die Ha¨nde des Anwenders vom Hintergrund zu
trennen. Nichtsdestotrotz sehen sich videobasierte Systeme zur Gestenerkennung einer Reihe
von grundlegenden Schwierigkeiten und Herausforderungen gegenu¨ber:
• Dimension des Suchraums
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Wie im vorigen Abschnitt beschrieben ist die menschliche Hand ein komplexes kinema-
tisches System mit bis zu 27 Freiheitsgraden. Auch wenn zwischen den Gelenken ein
hohes Maß an Abha¨ngigkeiten besteht und damit die Bewegungsfreiheit der Gelenke
stark eingeschra¨nkt ist, bleibt doch der Suchraum fu¨r eine Handgeste beliebig groß
und erzeugt dadurch ein hohes Maß an Berechnungsaufwand.
• Umgebungsbedingungen
Fu¨r eine robuste Erkennung von sowohl starren als auch deformierbaren Objekten wie
der menschlichen Hand spielen oft Umgebungsparameter eine wichtige Rolle. Insbeson-
dere sich wa¨hrend der Interaktion a¨ndernde Lichtbedingungen ko¨nnen die Erkennung
und Verfolgung des Objektes erschweren. Grund dafu¨r ist unter anderem, dass Be-
leuchtungsschwankungen zu insgesamt gea¨nderten Kamerabildern fu¨hren und somit
eine Segmentierung der Hand vor einem bekannten Hintergrund der Szene erschwert
wird.
• Selbstverdeckungen
Durch die hohe Anzahl an Freiheitsgraden der Gelenke der menschlichen Hand kommt
es bei Kamerasystemen oft zu Verdeckungen einzelner Handsegmente. Diese Ver-
deckungen ko¨nnen prinzipiell nur durch eine ho¨here Anzahl von Kameras, die in dem
Systemaufbau verwendet werden, reduziert werden. Dadurch erbezeichnetho¨ht sich
allerdings auch das Datenaufkommen und damit die notwendige Rechenleistung des
Systems.
• Verarbeitungszeit
Die Verwendung von Kameras zur Objekterkennung stellt eine große Herausforderung
an die Verarbeitungsgeschwindigkeit dar. Bereits der Einsatz von zwei Kameras in
einem Stereokamerasystem erzeugt eine große zu verarbeitende Datenmenge. Dies
ist insbesondere der Fall, wenn fu¨r die Interaktion in Echtzeit eine Bildwiederholrate
von zwanzig Bildern pro Sekunde und mehr gefordert werden muss. Durch den daraus
resultierenden hohen Rechenaufwand kommt es zudem oft zu einer Systemverzo¨gerung
von mehr als 200 Millisekunden, die vom Anwender als unnatu¨rlich empfunden wird.
• Geschwindigkeit der Handbewegungen
Die Bewegungen der menschlichen Hand ko¨nnen hohe Geschwindigkeiten erreichen.
Die Hand selbst kann sich mit bis zu 5 Metern pro Sekunde im Raum bewegen (Trans-
lation), wobei das Handgelenk eine Drehung von bis zu 300◦ pro Sekunde zula¨sst
[EBN+07] (Rotation). Auch fu¨r die handinternen Gelenkrotationen sind schnelle Sta-
tuswechsel zwischen einzelnen Posen mo¨glich. So kann beispielsweise in wenigen Mil-
lisekunden von der offenen zur geschlossenen Hand gewechselt werden. Heutige Stan-
dardkameras liefern Bildern in einer Auflo¨sung von 640*480 Pixeln mit in der Regel
30 Bildern pro Sekunde. Daraus ergeben sich in aufeinander folgenden Bilder eines
Videostroms Probleme insbesondere bei der Verfolgungen von Handgesten im Raum
und handinternen Bewegungen.
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Abbildung 2.6: Handposenverfolgung mittels Optimierungsverfahren Stochastic Meta-
Descent (SMD) [BKMM+04].
2.6 Positionsbestimmung
Eine elementare Aufgabe fu¨r ein Gestenerkennungssystem ist die Positionsbestimmung der
Hand im Kamerabild und die Trennung der Handsilhouette vom Hintergrund des Bildes.
Ungeachtet der Anzahl der verwendeten Kameras ist eine oft verwendete Methode die Seg-
mentierung der Hand anhand von Hautfarbe [FWCL07, CVB04, MOC06]. Insbesondere bei
der Verwendung von Farbzuordnungstabellen ist diese Methode trotz des ho¨heren Daten-
volumens von Farbkameras fu¨r Echtzeitanwendungen geeignet. Andere Systeme verwen-
den Graustufenkameras und eine zusa¨tzliche Beleuchtung, um die Segmentierung der Hand
zu realisieren. Ein ha¨ufig beschriebenes Problem bei beiden Ansa¨tzen, das einen weiteren
Verarbeitungsschritt notwendig macht, ist eine pra¨zise Trennung von Hand und Unterarm
[Fun02, DS99], da es ohne weiteres Wissen ha¨ufig zu einer Segmentbildung kommt, bei der
die Hand und der Arm als ein einziges Objekt erkannt werden.
Um den Segmentierungsschritt zu vereinfachen, setzen viele in der Literatur beschriebenen
Prototypen und Systeme Einschra¨nkungen an die Umgebung voraus. Ein typisches Beispiel
dafu¨r ist die Verwendung von statischen Hintergrundinformationen, die u¨ber Referenzbilder
[BH08] oder adaptive Hintergrundbestimmung [ARHN08, CBV03] eine Segmentierung des
Anwenders ermo¨glichen. Auch andere Annahmen wie eine konstante Beleuchtung der Szene
oder die Einschra¨nkung, dass die zu verfolgende Hand das einzige hautfarbene Objekt in den
Kamerabildern ist, sind gebra¨uchlich.
Eine weitere Klasse von Algorithmen zur Positionsbestimmung sind klassische objekterken-
nende Verfahren, die auf den zweidimensionalen Bildern des Kamerasystems angewendet
werden und oft eine Hintergrundextraktion u¨berflu¨ssig machen. Wichtige Beispiele sind Ge-
netische Algorithmen [KM07, LH99], Template Matching-Verfahren [CT01, BI98] oder Op-
timierungsstrategien [BKMM+04, OH99]. Diese Verfahren liefern bei der Suche nach der
Handgeste meist deutlich mehr Information als ausschließlich die Position der Hand im Bild,
und erleichtern mit ihren Ergebnissen zusa¨tzliche Parameter fu¨r die folgende Klassifikation
unterschiedlicher Gesten.
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Abbildung 2.7: Schlattman und Klein [SK07] unterscheiden vier Gesten durch Merkmals-
bestimmung in der visuellen Hu¨lle der Hand.
2.7 Merkmalsbestimmung
Nach den bildverarbeitenden Schritten wie beispielsweise der Segmentierung oder einer Kan-
tenextraktion ist die Merkmalsbestimmung der na¨chste wichtige Schritt eines Gestenerken-
nungssystems. Extrahierte Merkmale ko¨nnen dann in einem weiteren Schritt zur Unterschei-
dung von vordefinierten Gesten oder zur Scha¨tzung der vollsta¨ndigen Handpose verwendet
werden. Grundsa¨tzlichen stehen zwei verschiedene Ansa¨tze der Merkmalsbestimmung zur
Verfu¨gung. Merkmale ko¨nnen als zweidimensionale Parameter aus den Bildinformationen
gewonnen werden. Klassische 2D-Merkmale sind die Bestimmung einzelner Parameter wie
des Segmentschwerpunktes, der a¨ußeren Umrandung des Segments oder des segmentum-
schließenden Rechtecks, Farb- und Texturinformationen, sowie lokalisierbare Merkmalspunk-
te des Modells [GT05]. Oft verwendete Methoden, den Merkmalsraum in seiner Dimension
zu reduzieren und damit die erforderliche Rechenleitung zu minimieren sind die Hauptkom-
ponentenanalyse (PCA) [CAHS06, DT02], Hu- oder Zernike-Momente [Hu62, ABEN08] und
Fourierdeskriptoren [HE04, UO99]. Oft wird eine Kombination aus mehreren merkmalsbe-
stimmenden Verfahren gewa¨hlt, um die gewu¨nschten Merkmale zu ermitteln. O’Hagan et al.
[OZR02] beispielsweise kombinieren Template Matching-Verfahren, Momentenanalyse und
Geometrische Merkmalsextraktion, um das Handgelenk, die Fingerspitzen und die Basis der
einzelnen Finger zu ermitteln.
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Abbildung 2.8: Skizze der Verarbeitungskette einer Klassifizierungsanwendung.
Neben der Mo¨glichkeit, Merkmale zuna¨chst auf 2D-Basis zu bestimmen und erst in einem
zweiten Schritt eine 3D-Rekonstruktion durchzufu¨hren ist es, die Merkmale direkt im drei-
dimensionalen Raum anhand eines 3D-Modells zu ermitteln. Schlattmann und Klein [SK07]
beispielsweise verwenden ein Stereokamerasystem mit drei bis sechs Kameras, um die visuelle
Hu¨lle [Lau94] der Hand zu rekonstruieren. Der immense Rechenaufwand fu¨r diesen Schritt
wird durch die Verwendung des Grafikprozessors zur Berechnung ermo¨glicht [LMS03]. Die
in der dreidimensionalen visuellen Hu¨lle ermittelten Merkmale werden verwendet, um vier
unterschiedliche Handgesten zu unterscheiden (siehe Abbildung 2.7).
2.8 Gesten-Klassifikation
Die Klassifikation verwendet zuvor ermittelte Merkmale, um verschiedene Handgesten zu un-
terscheiden. Fu¨r diesen Schritt ist immer eine Trainingsphase notwendig, in der extrahierte
Merkmale mit a priori-Wissen einer Klasse zugeordnet werden. Zur Laufzeit der Gestenerken-
nung werden dann neue Merkmale erzeugt und die Wahrscheinlichkeit der Klassenzugeho¨rig-
keit bestimmt. In der Literatur sind viele unterschiedliche Verfahren zur Klassifikation von
Handgesten beschrieben. Die am ha¨ufigsten verwendete Methode ist das Hidden-Markov-
Modell (HMM) [Fin03]. Beispiele fu¨r die Klassifikation mit Hidden-Markov-Modellen sind in
[EAHAM08, CESJG05, ELD01, SP95] zu finden. Elmezain et al. beispielsweise verwenden
eine Klassifikation mittels HMM, um neun statische Handposen fu¨r die arabischen Ziffern
0 bis 9 in einem Stereokamerasystem mit zwei Kameras in Echtzeit zu unterscheiden und
erreichen dabei Erkennungsraten von u¨ber 95%.
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Eine zweite ha¨ufig verwendete Methode der Klassifizierung sind ku¨nstliche neuronale Netze
[EPdRH02]. Foong et al. [FTJL08] verwenden ein neuronales Netz fu¨r den Prototypen eines
Systems, dass universelle Gesten einer Geba¨rdensprache erkennt und klassifiziert, um sie in
synthetisch erzeugte Sprache umzuwandeln. Die Klassifizierung erfolgt in einer Trainingspha-
se anhand von zuvor aufgenommenen Testvideosequenzen einer einzelnen Farbkamera und
erreicht so eine Erkennungsrate von knapp 80%. Das von Carbini et al. [CVB04] beschriebe-
ne System erlaubt einem Anwender vor einem großen Ausgabebildschirm mittels Zeigegeste
mit der Anwendung zu interagieren. Sie verwenden ein neuronales Netz, um nach einer Haut-
farbensegmentierung zu entscheiden, ob es sich bei den entstehenden Segmenten im Bild
um den Kopf oder eine der Ha¨nde des Anwenders handelt. Durch die Verwendung eines Ste-
reokamerasystems wird daraufhin die Zeigerichtung als Vektor zwischen Kopf und zeigender
Hand im dreidimensionalen Raum berechnet.
Neben Hidden-Markov-Modellen und ku¨nstlichen neuronalen Netzen sind noch weitere Klas-
sifikationsmethoden wie Clustering-Methoden [WSE+05], Fuzzylogik [BDC06] und anderen
in der Literatur beschrieben, die bei der Erkennung und Verfolgung von Handgesten einge-
setzt werden. Abbildung 2.8 zeigt den typischen Ablauf eines Gestenerkennungssystems, das
durch Klassifikation von zweidimensionalen Merkmalen eine vorgegebene Anzahl von Hand-
gesten unterscheidet. Zuna¨chst wird auf Bildbasis ein Segmentierungsschritt durchgefu¨hrt,
um die Handgeste vom Hintergrund zu trennen und die Merkmale der Geste zu bestimmen.
Die Merkmale werden zum einen zur Bestimmung der verwendeten Handpose als auch zur
Rekonstruktion der fu¨r die Interaktion relevanten 3D-Parameter verwendet. Nach eventu-
ellen Nachverarbeitungsschritten wie beispielsweise einer Gla¨ttung der Ergebnisse, wird die
Geste an die Anwendung u¨bergeben.
2.9 Kommerzielle Systeme
In diesem Abschnitt sollen abschließend drei kommerzielle, videobasierte Gestenerkennungs-
systeme vorgestellt werden, die eine Interaktion mit großen Ausgabefla¨chen und den dort
dargestellten Anwendungen ermo¨glichen. Alle drei Systeme bedienen sich der Zeigegeste als
alleinige Interaktionsmodalita¨t, zum Teil mit der Mo¨glichkeit, beidha¨ndig zu interagieren.
Die Systeme arbeiten mit Zwei-Kamerasystemen, die eine beru¨hrungslose Interaktion ohne
die Verwendung von Hilfsmitteln erlauben. Als kommerzielle Produkte heben die Werbetexte
nicht nur den intuitiven, beru¨hrungslosen und nicht-invasiven Charakter der Interaktion und
die dadurch entstehende hygienische Nutzung des Systems hervor, sondern unterstreichen
auch die Attraktivita¨t der neuartigen Interaktionsform, die den meisten Menschen bisher nur
aus Science-Fiction-Filmen bekannt ist. Alle drei Systeme verweisen dabei auf Steven Spiel-
bergs Blockbuster “Minority Report” (USA 2002), obwohl in diesem Film die gestenbasierte
Interaktion durch Handschuhe, die mit Leuchtdioden ausgestattet sind, realisiert wurde. Al-
len hier vorgestellten Systemen ist außerdem gemeinsam, dass aufgrund ihres kommerziellen
Charakters und den wahrscheinlich daraus resultierenden Fragen nach Patenten oder Pa-
tentanmeldungen keine oder kaum wissenschaftlichen Publikationen u¨ber die verwendeten
Verfahren vero¨ffentlicht sind.
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Abbildung 2.9: Der iPoint Presenter des Fraunhofer Instituts fu¨r Nachrichtentechnik, HHI
in Berlin ermo¨glicht eine beidha¨ndige Interaktion.
2.9.1 iPoint Presenter
Das im Ma¨rz 2008 der O¨ffentlichkeit vorgestellte System des Fraunhofer Institut fu¨r Nach-
richtentechnik, Heinrich-Hertz-Institut3 in Berlin iPoint Presenter arbeitet mit zwei Kameras,
welche die Position der Zeigefinger des Nutzers ermittelt und deren Bewegung verfolgen. Die
verwendeten Kameras ko¨nnen u¨ber dem Anwender, also beispielsweise an der Decke des In-
teraktionsraums angebracht werden. Daneben existiert die Mo¨glichkeit, den iPoint Presenter
mit seiner Hardware als kompaktes Geha¨use zwischen Anwender und Ausgabebildschirm zu
positionieren (siehe Abbildung 2.9, links). Diese Variante ermo¨glicht einen schnellen und
mobilen Einsatz des Systems an unterschiedlichen Orten ohne die Notwendigkeit, Kame-
ras zu montieren und auszurichten. Eine Besonderheit des Systems ist die Mo¨glichkeit der
Multipointing-Interaktion. Das System ist a¨hnlich einem Multi Touch Table in der Lage, bis
zu acht Finger des Nutzer gleichzeitig zu erkennen und zu verfolgen. Damit ko¨nnen Nut-
zer durch beidha¨ndige Interaktion die auf dem Bildschirm dargestellten Objekte rotieren,
skalieren, greifen und loslassen und auch virtuelle Schaltfla¨chen dru¨cken, indem sie einen
oder zwei Finger zur Interaktion verwenden (siehe Abbildung 2.9, rechts). Als Anwendungs-
felder wird fu¨r den iPoint Presenter neben Informationssystemen in o¨ffentlichen Bereichen,
der Steuerung von Anwendungen im medizinischen Kontext und einer interaktiven Produkt-
pra¨sentation in Gescha¨ften auch die beru¨hrungslosen Steuerung von Maschinen in Produk-
tionsbereichen, beispielsweise bei stark verschmutzten Ha¨nden oder in schwer zuga¨nglichen
Bereichen genannt. Als Forschungsinstitut sieht das Fraunhofer Institut fu¨r Nachrichtentech-
nik, HHI den iPoint Presenter als Demonstrator fu¨r die entwickelte Trackingtechnologie und
die erarbeiteten Konzepte der Gestensteuerung und vertreibt daher das System nicht nur als
fertiges Produkt, sondern bietet außerdem eine kundenorientierte Forschung und Weiterent-
3http://www.hhi.fraunhofer.de/
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Abbildung 2.10: GestPoint R©-System der amerikanischen Firma GestureTekTM .
wicklung an.
2.9.2 GestureTek
Die in Kalifornien in den Vereinigten Staaten von Amerika ansa¨ssige Firma GestureTek4
ist nach eigenen Angaben der Weltmarktfu¨hrer auf dem Gebiet der kamerabasierten, kom-
merziellen Gestenerkennungssysteme und versteht sich als Unternehmen fu¨r angewandte
Computer Vision-Technologien. GestureTek
TM
bietet eine Vielzahl von unterschiedlichen ka-
merabasierten Interaktionssystemen wie beispielsweise interaktive Tische oder beleuchtete
Fußbo¨den an. Als Handgestenerkennungssystem hat die Firma unter dem Produktgruppenna-
men GestPoint R©verschiedene videobasierte Systeme im Angebot, die eine Interaktion durch
eine Zeigegeste ermo¨glichen. Das System HoloPoint
TM
verwendet zwei Kameras, die fest in
die Enden eines Interaktionsrahmens aus Metall eingebaut sind. Dieser halboffene Rahmen
wird zwischen Anwender und Ausgabebildschirm positioniert. Ha¨lt der Anwender seine Hand
in den Rahmen, erkennen die Kameras eine Sto¨rung in einem aus schwarzen und weißen Lini-
en bestehenden Muster an der Innenseite des Rahmens und erlauben so eine Berechnung des
Interaktionspunktes aus dem Bildschirm (siehe Abbildung 2.10, links). Durch die Verwen-
dung des kontrastreichen Musters im Interaktionsrahmen ist das System robust gegenu¨ber
Lichtschwankungen der Umgebung. Als Anwendungsgebiete werden neben Konferenzra¨um-
en und Museen auch Einkaufszentren und Empfangshallen von Firmengeba¨uden genannt.
Eine Variante des Systems wird unter dem Namen GestPoint Overhead Tracking vertrieben,
bei der auf den Interaktionsrahmen am Boden verzichtet wird. Stattdessen wird ein knapp
zwei Meter langer Balken, in der die Kamerahardware des Systems untergebracht ist, an der
Decke des Raums u¨ber der Position zur Interaktion montiert (siehe Abbildung 2.10, rechts).
4http://www.gesturetek.com/
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Abbildung 2.11: Zwei PointAt-Systems im Palazzo Medici Riccardi, einem Museum in
Florenz. Die Anwendungen erlauben eine interaktive Untersuchung digitalisierter Fresken
mittels Zeigegestenerkennung.
Eine schwarze Fußmatte, die auf dem Boden liegt, dient zum einen dem Nutzer als Indika-
tor fu¨r die vorgegebene Stelle zur Interaktion, zum anderen wird dadurch ein ausreichender
Kontrast zwischen der interagierenden Hand und dem Hintergrund gewa¨hrleistet.
2.9.3 Natural Interaction: PointAt
Auch das italienische Unternehmen Natural Interaction5 mit Sitz im Chianti in der Toskana
bietet eine Vielzahl von unterschiedlichen videobasierten Interaktionsformen wie beispiels-
weise interaktive, begehbare Bo¨den, Multi-Touch-Tische oder eine Zeigegestenerkennung
an. Allerdings ist das Unternehmen weniger auf den Vertrieb der zur interaktiven Inter-
aktion notwendigen Systeme selbst ausgerichtet. Vielmehr sieht sich das Unternehmen als
Forschungsinitiative mit dem Ziel, Werkzeuge fu¨r die Schnittstelle zwischen Computersy-
stemen und auch nicht technisch gepra¨gten Menschen an o¨ffentlichen Orten zu entwickeln.
Dementsprechend stehen bei den von Natural Interaction entwickelten Systemen immer die
Anwendungen selbst im Vordergrund. Das Gestenerkennungssystem PointAt verwendet ein
kalibriertes Stereokamerasystem mit zwei Kameras im Nah-Infrarot-Bereich, um fu¨r eine
Anwendungsdarstellung den Interaktionsraum ausreichend abdunkeln zu ko¨nnen. Zusa¨tzlich
wird das Interaktionsvolumen mit Nah-Infrarotlicht beleuchtet. Das Verfahren der Erken-
nung und Verfolgung einer Zeigegeste beruht auf der Segmentierung der Ko¨rpersilhouette
des Anwenders vom schwa¨cher beleuchteten Hintergrund [CBV03]. Die Zeigerichtung wird
u¨ber eine Merkmalsbestimmung der Position des Kopfes und des ausgestreckten Armes des
Nutzers in Echtzeit ermittelt. Eine bestimmte Handpose ist wa¨hrend der Interaktion nicht
erforderlich, da sich die Zeigerichtung u¨ber die Pose des ausgestreckten Arms und der ermit-
telten Position des Kopfes des Anwenders bestimmt wird. Das System ist in der Lage, durch
5http://www.naturalinteraction.org/
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la¨ngeres Deuten auf in der Anwendung vordefinierte Zielregionen auf dem Ausgabebildschirm
(“clickable regions”) Selektionsereignisse auszulo¨sen, die zu einer entsprechenden Reaktion
der darstellenden Anwendung fu¨hren. PointAt verwendet neben einem Standard-PC zwei
Webcams als bildgebende Sensoren und ist damit das preiswerteste der hier vorgestellten
Systeme.
2.10 Zusammenfassung
In diesem Kapitel wurde anhand der wissenschaftlichen Literatur ein U¨berblick u¨ber den
aktuellen Stand der Forschung und Technik fu¨r videobasierte Gestenerkennungssysteme ge-
geben. Es wurden sowohl die in der Literatur verwendeten Handmodelle als auch die Schwie-
rigkeiten und Herausforderungen fu¨r Gestenerkennungssysteme, die zur intuitiven Interaktion
eingesetzt werden sollen, erla¨utert. Neben den gebra¨uchlichen technischen Einteilungen der
existierenden Prototypen und Systemen wurde in diesem Kapitel eine eigene Taxonomie ent-
wickelt, die Verfahren zur Gestenerkennung aus technischer Sicht und aus Anwendersicht
einordnet. Aus technischer Sicht unterteilen sich demnach Verfahren in Systeme zur
• Gestenerkennung mit 3+n Freiheitsgraden, also der Bestimmung der Hand im Raum
bei einer gleichzeitigen Unterscheidung von n verschiedene statischen Gesten und zur
• Gestenerkennung mit 26 Freiheitsgrade, also der Bestimmung der vollsta¨ndigen kine-
matischen Pose der menschlichen Hand mir 15 Gelenken.
Aus Anwendersicht wird eine Einteilung der Verfahren in
• Systeme zur Anwendungssteuerung, also der Bedienung einer Anwendung u¨ber eine
grafische Benutzeroberfla¨che und
• Systeme zur Objektmanipulation, um direkt mit virtuellen Objekten zu interagieren,
vorgeschlagen. Neben einer Vielzahl von Prototypen und in wissenschaftlichen Publikationen
beschriebenen Systemen wurden abschließend auch drei kommerzielle Systeme vorgestellt,
die eine einfache Interaktion in Echtzeit mittels einer Zeigegeste ermo¨glichen.
Obwohl in der wissenschaftlichen Literatur ein Vielzahl von unterschiedlichen Verfahren
und Systemen zur videobasierten Gestenerkennung beschrieben ist, bleibt die Frage nach de-
ren Verwendbarkeit fu¨r eine intuitive und einfache Interaktion zwischen Mensch und Compu-
ter weitgehend offen. Insbesondere die im vorigen Kapitel 1 definierten Anforderungen an die
Verfahren fu¨r deren intuitive Verwendbarkeit (Verzicht auf technische Hilfsmittel, minima-
ler Trainingsaufwand und Echtzeitfa¨higkeit) erschweren den Einsatz der meisten Verfahren
oder machen ihn sogar unmo¨glich. Insbesondere fu¨r eine intuitive Interaktion mit virtuellen
Welten, wenn der Anwender mit einigem Abstand vor einem großen Ausgabegera¨t steht,
ergeben sich durch den so entstandenen großen Suchraum Fragen, die fu¨r die Entwicklung
neuer Verfahren gelo¨st werden mu¨ssen:
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• Die Initialsuche nach der interagierenden Handgeste muss in Echtzeit erfolgen, damit
die gewu¨nschte Interaktion ohne Zeitverzo¨gerung starten kann, ohne dass der Anwen-
der Kenntnis u¨ber den Inhalt der derzeitigen Kamerabilder hat. Dieses Problem wird
in Kapitel 4, Interaktion durch Rekonstruktion von Aktiven Formen und Kapitel 5,
Interaktion durch Punktprojektion behandelt.
• Fu¨r eine intuitive Interaktion mit dreidimensionalen virtuellen Welten mu¨ssen neben
der klassischen Zeigegeste auch weitere Gesten wie eine geschlossene und eine offene
Hand in Echtzeit unterschieden werden ko¨nnen, um virtuelle Objekte im dreidimensio-
nalen Raum neu positionieren zu ko¨nnen. Dieses Problem wird im Kapitel 6, Interaktion
durch Merkmalbasierte Gesten-Klassifikation behandelt.
• Fu¨r feinmotorische Aufgaben in virtuellen Welten wie beispielsweise dem Greifen und
Loslassen mit Hilfe des Pinzettengriffs muss ein Verfahren auf feine Unterschiede im
kinematischen Modell der menschlichen Hand reagieren ko¨nnen, ohne dass der Echt-
zeitanspruch des Verfahrens eingeschra¨nkt wird. Dieses Problem wird in Kapitel 7,
Interaktion durch Momenten-Analyse adressiert.
Als erster Schritt zur Beantwortung dieser offenen Fragen wird in dieser Arbeit zur Entwick-
lung neuer Verfahren zur Gestenerkennung ein kalibriertes Stereokamerasystem verwendet,
das es ermo¨glicht, die zur intuitiven Interaktion notwendigen, dreidimensionalen Parame-
ter der Gesten zu bestimmen. Die mathematischen und technischen Grundlagen optischer
Stereokamerasysteme werden deshalb im folgenden Kapitel 3 behandelt.
Kapitel 3
Optische Stereokamerasysteme
Alle in den folgenden Kapiteln entwickelten Verfahren verwenden neben klassischen Me-
thoden der Bildverarbeitung und des Bildverstehens auch dreidimensionale Parameter, um
eine intuitive Gestenerkennung zu realisieren. Wa¨hrend die bildbasierten Methoden genutzt
werden, um automatisch relevante Informationen in den Kamerabildern zu bestimmen und
korrespondierende Bildpunkte zu ermitteln, wird fu¨r die Berechnung der fu¨r die Interak-
tion notwendigen Parameter im Raum ein Stereokamerasystem bestehend aus zwei kali-
brierten Kameras eingesetzt. Die Vorteile einer Verwendung eines Stereokamerasystems zur
Erkennung von Handgesten liegen auf der Hand. Zum einen erlaubt die Mo¨glichkeit einer
extrinsischen Kalibrierung von zwei Kameras weitaus genauere Rekonstruktionsergebnisse
als die Verwendung von nur einer Kamera. Wa¨hrend Einkamerasysteme in der Regel nur
grobe Scha¨tzungen u¨ber die dreidimensionale Position eines Bildpunktes geben ko¨nnen, er-
reicht ein kalibriertes Stereokamerasystem durch eine Triangulierung von korrespondierenden
Bildpunkten 3D-Rekonstruktionsgenauigkeiten im Millimeterbereich. Dadurch kann auch die
Bestimmung der relevanten Merkmale einer Geste im Raum pra¨ziser bestimmt werden und
erleichtert damit eine intuitive Interaktion durch den Anwender. Zum anderen kann der Ka-
meraaufbau deutlich flexibler gehalten werden. Wa¨hrend eine einzelne Kamera oft fu¨r den
Anwender sichtbar positioniert werden muss, um eine bestimmte Position und Orientierung
der Geste durch den Nutzer zu gewa¨hrleisten, ko¨nnen die Kameras eines Stereosystems au-
ßerhalb des Sichtbereichs des Anwenders angebracht werden. Durch diese Tatsache erho¨ht
sich der immersive Charakter des Systems erheblich und fo¨rdert eine intuitive Interaktion
zwischen Mensch und Computer.
Aus diesem Grund wird in diesem Kapitel die technische Grundlage fu¨r die folgenden Ver-
fahren der Gestenerkennung beschrieben und gezeigt, wie zwei Kameras intern und extern
kalibriert werden ko¨nnen, um aus korrespondierenden 2D-Bildpunkten einen Punkt im Raum
zu bestimmen. Dieses Kapitel bescha¨ftigt sich daher mit
• dem verwendeten Kameramodell, dem Kameraaufbau und grundlegenden U¨berlegun-
gen zur Anordnung der Kameras,
• der internen (intrinsischen) Kamerakalibrierung, die beispielsweise dazu verwendet
wird, um die Verzeichnung der Kameralinsen zu berechnen und auszugleichen,
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Abbildung 3.1: Infrarottrackingsystem und Motion Capturing-System. Interaktion durch
3D-Rekonstruktion von retroreflektierenden Markierung bekannter Geometrie [SM02], links
und U¨bertragung von rekonstruierten Markierungen auf einen virtuellen Charakter.
• der externen (extrinsischen) Kamerakalibrierung, mit der die beiden Kameras zum
einen zueinander in Relation gesetzt werden ko¨nnen und zum anderen durch die Defini-
tion eines Weltkoordinatensystems auch eine korrekte Berechnung der rekonstruierten
Punkte im realen Interaktionsraum erlauben und
• der Mo¨glichkeit, aus korrespondierenden Punkten der Bildebenen die Position des
zugeho¨rigen Punktes im Raum zu ermitteln (Triangulation).
Das Kapitel schließt mit einer kurzen Einfu¨hrung der zur Gestenerkennung verwendeten
Standardmethoden der Bildverarbeitung, die dazu verwendet werden, um automatisch kor-
respondierende Bildpunkte wie beispielsweise die Spitze des Zeigefingers oder der Schwer-
punkt der Handgeste im Raum, zu bestimmen.
3.1 Einleitung
Stereokamerasysteme werden dazu verwendet, Punkte im Raum pra¨zise zu rekonstruieren
und zu verfolgen (engl.: tracking). Als Stereokamerasystem wird dabei ein Aufbau von zwei
oder mehr Kameras bezeichnet, die in einer initialen Phase kalibriert werden. Sind die Kame-
ras im definierten Weltkoordinatensystem fest aufgebaut, also ihre Position und Orientierung
zueinander und zum Weltkoordinatensystem unvera¨nderlich, muss eine Kalibrierung des Sys-
tems nur einmal durchgefu¨hrt werden. Eine erneute Kalibrierung wird erst erforderlich, wenn
sich Position oder Orientierung einer der Kameras a¨ndert. Stereokamerasysteme werden fu¨r
eine Vielzahl von Anwendungen eingesetzt. Bekannte Beispiele sind Infrarottrackingsysteme
zur Interaktion mit virtuellen 3D-Welten oder Motion Capturing-Systeme, welche die Bewe-
gungen des menschlichen Ko¨rpers aufnehmen und zur Animation von virtuellen Charakteren
verwenden.
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Infrarottrackingsysteme verwenden meist ein Stereokamerasystem bestehend aus zwei Kame-
ras [Sch06], wobei die Kameraobjektive mit Infrarotfilter versehen sind, die einen Großteil des
sichtbaren Lichts blockieren. Wird die reale Szene mit zusa¨tzlichen Infrarotlichtscheinwerfern
beleuchtet, ko¨nnen Infrarotlicht-reflektierende Markierungen einfach in den Kamerabildern
erkannt und zur 3D-Rekonstruktion verwendet werden. Ein solches Trackingsystem ist bei-
spielsweise in der Lage, die Position und Rotation eines Interaktionsgera¨tes bestehend aus
drei oder mehr retro-reflektierenden Markierungen, deren Absta¨nde im Raum bekannt sind,
zu bestimmen und zur Interaktion mit einer virtuellen 3D-Welt einzusetzen (siehe Abbildung
3.1, links).
Motion Capturing-Systeme sind heute der aktuelle Stand der Technik, um die Bewegungen
eines Akteurs aufzuzeichnen und diese Bewegungen auf einen virtuellen Charakter zu u¨ber-
tragen. Dieses Verfahren wird beispielsweise bei der Filmproduktion oder auch zur Animation
von Charakteren in Computerspielen eingesetzt. Bei optischen Motion Capturing-Systemen
werden mit zehn oder mehr Kameras eine Vielzahl von kalibrierten Kameras verwendet, um
Verdeckungsproblematiken auszugleichen, wenn der Anwender sich frei im Interaktionsraum
bewegt und einzelne Markierungen nur durch die Verwendung mehrerer Kameras rekon-
struiert werden ko¨nnen. Der Akteur tra¨gt wa¨hrend der Bewegungsaufnahme einen speziellen
Anzug, der mit Infrarotlicht-reflektierenden Markierungen versehen ist. In der rekonstruierten
3D-Punktewolke versucht die entsprechende Software dann die Ko¨rperpose des Anwenders
zu ermitteln und fu¨r die U¨bertragung auf ein virtuelles Modell bereitzustellen (siehe Abbil-
dung 3.1, rechts).
Im Rahmen dieser Arbeit wird grundsa¨tzlich von einem System mit zwei kalibrierten
Kameras ausgegangen. Wie in den folgenden Kapiteln gezeigt werden wird, sind fu¨r eine
intuitive Interaktion mit Anwendungen, die auf einem Ausgabebildschirm direkt vor dem
Anwender dargestellt werden, zwei Kameras ausreichend, um alle relevanten Parameter in
den Kamerabilder zu erfassen und dreidimensional zu rekonstruieren. Um die hohe Pra¨zision
der Rekonstruktion zu gewa¨hrleisten, ist neben der intrinsischen und extrinsischen Kalibrie-
rung auch eine Synchronisation der verwendeten Kameras notwendig. Nur wenn sichergestellt
werden kann, dass ein von den Kameras aufgenommenes Bildpaar tatsa¨chlich zeitgleich ent-
standen ist, kann der aus korrespondierenden Bildpunkten rekonstruierte 3D-Punkt auch
pra¨zise und korrekt berechnet werden. Unsynchronisierte Kameras mit einer Bildgro¨ße von
640*480 Bildpunkten weisen in der Regel einen zeitlichen Versatz von etwa 40 Millisekunden
auf, die beno¨tigt werden, um nach der Belichtung der ersten Kamera die Bilddaten in den
Speicher des Rechners zu u¨bertragen, bevor die zweite Kamera ihr Bild aufnimmt und an den
Rechner u¨bermittelt. Die menschliche Hand kann bei schnellen Bewegungen Geschwindigkei-
ten von bis zu 5 m/s erreichen [EBN+07]. Damit ergibt sich fu¨r unsynchronisierte Kameras
ein mo¨glicher Unterschied von bis zu 20 Zentimetern zwischen den einzelnen Bildern eines
Bildpaares. Um die daraus folgenden Fehler bei der 3D-Rekonstruktion zu vermeiden, werden
die Kameras durch ein externes Signal zum gleichzeitigen Belichten veranlasst. Obwohl die
Bilddaten auch in diesem Fall nacheinander in den Speicher des Rechners u¨bertragen werden,
ist damit sichergestellt, dass beide Bilder der Szene zum gleichen Zeitpunkt der Interaktion
aufgenommen wurden und korrespondierende Bildpunkte eines beweglichen Objektes wie
etwa der menschlichen Hand auch einen tatsa¨chlichen Punkt im Raum beschreiben.
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Abbildung 3.2: Unterschiedliche Positionierung und Orientierung zweier Kameras in der
Aufsicht. Der Interaktionsbereich ist gru¨n unterlegt. Links: Die Kameras stehen ungefa¨hr im
90◦ Winkel zueinander. Der Interaktionsraum ist nahe bei den Kameras breit und verju¨ngt
sich mit zunehmender Entfernung von den Kameras. Rechts: Die Kameras sind nahezu
parallel ausgerichtet. Der Interaktionsraum wird in zunehmender Entfernung der Kameras
gro¨ßer.
3.1.1 Kameraaufbau und Interaktionsvolumen
Fu¨r sowohl die Pra¨zision der 3D-Rekonstruktion als auch fu¨r Gro¨ße der Interaktionsvolumen
spielt die Positionierung und Orientierung der Kameras im Systemaufbau eine entscheiden-
de Rolle. Als Interaktionsvolumen wird dabei die Schnittmenge des von beiden Kameras
erfassten Raums bezeichnet. Trivialerweise wird zuna¨chst gefordert, dass sich die optischen
Achsen, also die Vektoren, die orthogonal auf dem Zentrum der Kamerasensoren stehen,
im Raum schneiden. Ist dies nicht der Fall, kann es im schlimmsten Fall dazu kommen,
dass die Kameras kein gemeinsames Sichtvolumen besitzen und so eine Triangulierung von
korrespondierenden Bildpunkt nicht mo¨glich ist. Mit der erfu¨llten Forderung nach sich schnei-
denden optischen Achsen spielt die Position und Ausrichtung der Kameras zueinander eine
wichtige Rolle. Wie in Abbildung 3.2 skizziert, erho¨ht zwar ein kleiner Abstand der Kame-
ras zueinander das Sichtvolumen, allerdings kommt es durch die Verwendung von diskreten
Bildpunkten zur 3D-Rekonstruktion insbesondere bei Punkten mit hohen Tiefenwerten zu
gro¨ßeren Fehlern bei der Bestimmung eines 3D-Punktes. Erho¨ht man den Abstand der Kame-
ras zueinander, wird zwar das Interaktionsvolumen kleiner, aber es erho¨ht sich die Pra¨zision
der 3D-Rekonstruktion.
Die Entscheidung des geeigneten Kameraaufbaus wird im Fall der Gestenerkennung durch
deren Aufgabe bestimmt. Da ein System zur Interaktion nicht um der Gestenerkennung
selbst verwendet wird, sondern immer die Grundlage fu¨r eine einfache Interaktion mit ei-
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Abbildung 3.3: Skizze des Lochkameramodells. Die Abbildung zeigt das Kamera-, Bild- und
Pixelkoordinatensystem und die Projektion eines Razumpunktes Xc.
ner auf einem Ausgabegera¨t dargestellten Anwendung darstellt, wird durch die Position des
Bildschirms auch das Interaktionsvolumen des Anwenders bestimmt. Es kann davon ausge-
gangen werden, dass sich der Anwender und damit auch die Hand des Anwenders in einem
beschra¨nkten Bereich des Raumes vor dem Ausgabebildschirm befindet. Aus diesem Grund
wird fu¨r die in den folgenden Kapiteln beschriebenen Verfahren ein Kameraaufbau von etwas
90◦ zueinander gewa¨hlt (siehe Abbildung 3.2, links). Dabei werden die Kameras in etwa drei
Meter Ho¨he u¨ber dem Boden mit einem Abstand von anderthalb Metern rechts und links
vom Anwender angebracht. Dieser Aufbau stellt nicht nur ein ausreichendes Interaktions-
volumen fu¨r eine Vielzahl von unterschiedlichen Nutzern und deren Art mittels Handgesten
zu interagieren, bereit, sondern ermo¨glicht auch eine pra¨zise 3D-Rekonstruktion mit einem
mittleren Rekonstruktionsfehler von unter einem Millimeter [Sch06].
3.2 Kameramodell
Die mathematischen Grundlagen von Stereokamerasystemen und deren Kalibrierung und
Anwendungen ist in der Literatur immer wieder beschrieben und diskutiert worden [SHB07,
HZ04, Fau93, Tsa86, Tsa87, KU02, Sch06], sodass umfassende Literatur zu diesem The-
ma vorhanden ist. Der erste Schritt zur Beschreibung eines Stereokamerasystems ist die
Festlegung des mathematischen Kameramodells. Das in dieser Arbeit verwendete Modell
basiert auf dem Prinzip der Lochkamera und wird fu¨r eine pra¨zise Triangulierung um in-
trinsische Parameter wie etwa der Linsenverzeichnung erweitert. Als externe (extrinsische)
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Kameraparameter werden
T ∈ R3 der Brennpunkt und Ursprung des Kamerakoordinatensystems
im Weltkoordinatensystem und
R ∈ SO3 die Rotation der Kamera im Weltkoordinatensystem
verwendet. Als intrinsische Parameter werden
f ∈ R die Brennweite (fokale La¨nge) der Kamera,
P = (u0, v0) ∈ R2 der Hauptpunkt des Bildes (engl.: principle point), also der Schnittpunkt
der optischen Achse mit der dazu orthogonal stehenden Bildebene,
ru, rv ∈ R Skalierungsfaktoren in x- und y-Richtung auf der Bildebene,
s ∈ R ein Verzerrungsfaktor (engl.: skew) der Kameralinse und
κ ∈ R die radiale Verzeichnung der Kameralinse
gewa¨hlt. Der Hauptpunkt P = (u0, v0) entsteht praktisch durch, dass die Kameralinse nicht
genau zentriert u¨ber dem Bildsensor der Kamera zum Liegen kommt. Die Skalierungsfakto-
ren ru und rv ermo¨glichen eine Umrechnung der Sensordaten in zugeho¨rige Pixelkoordinaten
des Kamerabildes und umgekehrt. Insbesondere die Linsenverzeichnung wird in der Literatur
unterschiedlich behandelt. Grundsa¨tzlich ist es mo¨glich, die Verzeichnung der Linse durch
die Verwendung von mehreren Parametern κ1, ..., κn genauer zu modellieren. Da sich der
Einfluss auf die Rekonstruktionsgenauigkeit des Systems jedoch mit zunehmender Anzahl
der Parameter verkleinert und so eine Minimierung des Fehlers nicht entscheidend erho¨ht,
wird in dieser Arbeit aus Gru¨nden der Effizienz der Berechnung auf die Verwendung von
mehr als einem Linsenverzeichnungsparameter verzichtet. Abbildung 3.3 zeigt den Aufbau
des Lochkameramodells ohne den Einfluss der Linsenverzeichnung.
Ohne den Parameter der Linsenverzeichnung la¨sst sich ein Punkt Xw = (xw, yw, zw)T
im Weltkoordinatensystem durch
Xc = R−1 ·Xw −R−1 · T (3.1)
auf die Bildebene in Pixelkoordinaten projizieren, wenn alle Kameraparameter durch geeig-
nete Kalibrierungsschritte bekannt sind. Bei dieser Transformation liegt die Bildebene mit
dem Abstand der fokalen La¨nge f orthogonal zur optischen Achse der Kamera vor dem
Projektionszentrum, also der Position der Kamera im Raum. Mit Hilfe der Strahlensa¨tze ist
die Projektion durch (−f ·xc/zc,−f ·yc/zc)T zu berechnen. Die restlichen intrinsischen Kamera-
































zusammenfassen. Diese Matrix wird so genannt, da alle intrinsischen Konstanten der Kalibrie-
rung in einer einzigen Matrix enthalten sind. Die endgu¨ltigen kartesischen Pixelkoordinaten
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Abbildung 3.4: Schematische Darstellung verschiedener Linsenverzeichnungen. Ideales Bild-
gitter ohne Linsenverzeichnung (links), kissenfo¨rmige (mitte) und tonnenfo¨rmige Verzerrung
(rechts).
ergeben sich somit als (u, v)T = (u′/w′, v′/w′)T ∈ R2. Entgegen der eher u¨blichen diskreten
Darstellung von Pixelkoordinaten als ganzzahlige Werte p = (u, v)T ∈ N2 wird hier das
Bildkoordinatensystem reell angenommen. Nicht nur durch die Projektion von 3D-Punkten
mittels der Kamerakalibrierungsmatrix K entstehen reellwertige Bildpunkte, auch liefern ge-
eignete bildverarbeitende oder bildverstehende Verfahren durch entsprechende Gewichtung
von Pixelmengen reellwertige Punktkoordinaten (vergleiche auch Abschnitt 3.6.3).
Die bisherigen Formeln beru¨cksichtigen noch nicht den letzten der oben genannten Pa-
rameter der intrinsischen Kalibrierung, die radiale Linsenverzeichnung, da dieser Wert nicht
durch die Kamerakalibrierungsmatrix K beschrieben werden kann. Linsenverzeichnung (auch
Linsenverzerrung genannt) ist eine durch die Form der Linse des Kameraobjektivs bestimmte
lokale Vera¨nderung des Abbildungsmaßstabes. Je nach Art der A¨nderung von der optischen
Achse weg zu den Bildra¨ndern spricht man von einer kissenfo¨rmigen oder tonnenfo¨rmigen
radialen Verzeichnung der Linse (siehe Abbildung 3.4). Wa¨hrend die kissenfo¨rmige Verzeich-
nung meist bei Objektiven mit großen Brennweiten (Teleobjektiven) zu beobachten ist, tritt
die tonnenfo¨rmige Verzeichnung meist bei Objektiven mit kurzen Brennweiten (Weitwinkel-
objektiven) auf. In dem hier verwendeten Kameraaufbau werden aufgrund der kurzen Distan-
zen zwischen Anwender, Ausgabebildschirm und den Kameras Objektive mit einer kurzen
fokalen La¨nge von etwa vier Millimeter gewa¨hlt, die bereits eine deutlich wahrnehmbare, ton-
nenfo¨rmige Verzeichnung aufweisen (siehe Abbildung 3.5). Um die kalibrierte Verzeichnung
bei der Projektion eines 3D-Puntes auf die Bildebene zu beru¨cksichtigen, werden die durch







transformiert [Len87] und danach weiter zu Pixelkoordinaten umgerechnet. Der Index d
bezeichnet dabei einen verzerrten (engl.: distorted), ein Index u einen unverzerrten (engl.:
undistorted) Punkt im Bildkoordinatensystem. Mit der Umkehrfunktion der Gleichungen aus
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Abbildung 3.5: Kalibrierungsmuster mit U¨berlagerungen zur intrinsischen Kamerakalibrie-
rung. Deutlich zu erkennen ist eine tonnenfo¨rmige Linsenverzeichnung.





der beispielsweise bei der Triangulierung von korrespondierenden Bildpunkten zur Ru¨ckpro-
jektion in den Raum verwendet werden kann (vergleiche Abschnitt 3.5).
3.3 Intrinsische Kamerakalibrierung
Wie im vorigen Abschnitt beschrieben, werden mittels der intrinsischen Kalibrierung die in-
ternen Kameraparameter bestimmt. Eine intrinsische Kamerakalibrierung erfolgt meist nach
den in von Tsai [Tsa86] und Lenz [Len87] beschriebenen Verfahren. Dabei werden mit Hilfe
von bildverarbeitenden Verfahren wie einer schwellwertbasierten Segmentierung (vergleiche
Abschnitt 3.6.3) Punkte eines geometrisch bekannten Kalibriermusters (engl.: calibration
pattern) auf Bildbasis bestimmt und daraus die internen Kameraparameter bestimmt. Das
in dieser Arbeit verwendete Verfahren nach Zhang [Zha00] erweitert die Standardmethoden
um die Mo¨glichkeit, mehrere Aufnahmen desselben Musters ohne vordefinierte Position und
Ausrichtung des Musters bezu¨glich der Kamera zu verwenden, um die intrinsischen Para-
meter zu berechnen. Abbildung 3.5 zeigt das hier verwendete Muster mit insgesamt 108
3.4. Extrinsische Kamerakalibrierung 39
Abbildung 3.6: Aufzeichnung von Punktkorrespondenzen zur extrinsischen Kamerakalibrie-
rung durch Segmentierung einer Leuchtdiode, die im Interaktionsraum geschwenkt wird.
Bereits aufgenommene Punktepaare werden zu Kontrollzwecken durch Bildu¨berlagerung vi-
sualisiert.
Punkten in jeweils neun Zeilen und zwo¨lf Spalten. Der Ursprung des Musters ist durch eine
einzelne gro¨ßere Markierung in der Mitte des Musters festgelegt. Wa¨hrend der Aufnahme der
einzelnen Bilder des Musters wird davon ausgegangen, dass sich die Ausrichtung des Musters
in Bezug auf die Kamera nicht signifikant a¨ndert, also die lokale y-Achse nach unten und die
lokale x-Achse nach rechts zeigt, wie in den Bildu¨berlagerungen in Abbildung 3.5 zu sehen
ist. Fu¨r eine intrinsische Kalibrierung nach Zhang werden n a¨hnliche Bilder (beispielsweise
n = 20) aufgenommen. In jedem der n Bilder werden die Pixelkoordinaten der 108 Mar-
kierungen, deren 3D-Position in dem lokalen Koordinatensystem mit einem Tiefenwert von
z = 0 bekannt ist, bestimmt. Damit ergeben sich 108∗n 3D- zu 2D-Punktkorrespondenzen,
aus denen in einem nichtlinearen Optimierungsschritt die zuvor genannten intrinsischen Pa-
rameter ermittelt werden ko¨nnen. Fu¨r diesen Optimierungsschritt wird in dieser Arbeit das
Levenberg-Marquardt-Verfahren [Mar63, PTVF92] verwendet, das neben einer akzeptablen
Laufzeit auch ein robustes Konvergenzverhalten gewa¨hrleistet.
3.4 Extrinsische Kamerakalibrierung
Mit den zuvor bestimmten intrinsischen Kameraparametern und den in Abschnitt 3.2 gezeig-
ten Formeln zu Projektion von Raumpunkten auf die Bildebene ko¨nnen in einem weiteren
Schritt die Positionen und Orientierungen der Kameras des Stereosystems zueinander als
extrinsische Kameraparameter berechnet werden. Fu¨r das in dieser Arbeit verwendete Ste-
reokamerasystem wird eine halbautomatische Kalibrierung nach Azarbayejani [AP95] verwen-
det. Der extrinsische Kalibrierungsschritt beruht auf einer nichtlinearen Minimierung eines
Residuums, das durch die Analyse von korrespondierenden Bildpunkten entsteht. Halbauto-
matisch wird die Kalibrierung deshalb genannt, weil die notwendigen Punktkorrespondenzen
interaktiv durch den Anwender bereitgestellt werden. Eine einfache Methode zur Erzeugung
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dieser Punktkorrespondenzen ist es, eine Lichtquelle im Sichtvolumen der beiden Kameras zu
schwenken. Durch eine schwellwertbasierte Segmentierung werden die nach ihrer Intensita¨t
gewichteten Schwerpunkte der Lichtpunkte in beiden Kamerabildern bestimmt (vergleiche
Abschnitt 3.6.3). Abbildung 3.6 zeigt die Aufnahme solcher Korrespondenzen: Zur Erzeugung
der Lichtpunkte wird eine Taschenlampe mit einer Leuchtdiode im Interaktionsraum bewegt.
Durch die Verwendung von synchronisierten Kameras ist dabei sichergestellt, dass auch bei
schnelleren Bewegungen des Kalibrierobjektes die zu segmentierenden Punkte gleichzeitig
entstehen und damit einen realen Punkt im Raum beschreiben ko¨nnen. Zur Bestimmung
des Residuums wird fu¨r jedes korrespondierende Punktepaar (U1i , U
2
i ) der 2D-Punkt der
ersten Kamera U1i mit Hilfe der intrinsischen Kameraparameter und der aktuellen Transfor-
mationsparameter mit den in Abschnitt 3.2 beschriebenen Formeln auf die Bildebene der
zweiten Kamera abgebildet. Der hier entstehende 2D-Punkt U˜2i weist einen umso kleineren
Abstand zum originalen Punkt U2i auf, je besser die Transformationsparameter gewa¨hlt sind.
Damit ergibt sich fu¨r m aufgezeichnete, korrespondierende Bildpunkte erneut ein nichtlinea-
res Optimierungsproblem, dass die Summe der m Absta¨nde zwischen Originalpunkt und






‖U˜2i − U2i ‖ (3.5)
minimiert. Wie bereits bei der intrinsischen Kalibrierung wird auch fu¨r die Minimierung der
beschriebenen Residuumsfunktion fu¨r die extrinsische Kalibrierung das Levenberg-Marquardt-
Verfahren [Mar63, PTVF92] eingesetzt. Das Ergebnis des Optimierungsschrittes ist bei be-
kannten intrinsischen Parametern beider Kameras die Translation und Rotation der Kameras
zueinander. Ohne weiteres Wissen u¨ber den Kameraaufbau ist somit das Weltkoordinaten-
system zuna¨chst identisch mit dem lokalen Koordinatensystem der ersten Kamera. Fu¨r die
Verwendbarkeit in den in den folgenden Kapiteln beschriebenen Verfahren zur intuitiven
Gestenerkennung ist es aber notwendig, das Weltkoordinatensystem entsprechend der An-
wendung zu definieren. Soll beispielsweise die Position einer erkannten Handgeste fu¨r die
Interaktion mit einer virtuellen dreidimensionalen Welt verwendet werden, ist es notwen-
dig, ein fu¨r die Anwendung verwendbares Weltkoordinatensystem bereitzustellen, in dem
auch die Position und Ausrichtung des Ausgabebildschirm festgelegt ist. Dies kann erreicht
werden, indem nach der extrinsischen Kalibrierung fu¨r das zu definierende Weltkoordinaten-
system der Ursprung, ein festgelegter Punkt auf der x-Achse und ein beliebiger Punkt auf
der y-Achse des Koordinatensystems angegeben. Dies geschieht erneut durch Aufnahme von
entsprechenden Punktkorrespondenzen. Die dritte Achse des Weltkoordinatensystems kann
dann als Kreuzprodukt der beiden interaktiv angegebenen Achsen berechnet werden. Durch
die bereits erfolgte Kamerakalibrierung lassen sich beliebig skalierte Distanzen zwischen den
Punkten bestimmen und mit tatsa¨chlich gemessenen Distanzen vergleichen, sodass eine ge-
eignete Skalierung der Welt festgelegt werden kann.
3.5. 3D-Rekonstruktion 41
Abbildung 3.7: 3D-Rekonstruktion und Rekonstruktionsfehler aus zwei Kameras mit Pro-
jektionszentren P1 und P2.
3.5 3D-Rekonstruktion
Sind aus der intrinsischen und extrinsischen Kamerakalibrierung alle notwendigen Parameter
des Stereokamerasystems bekannt, kann aus zwei korrespondierenden Punkten der Kame-
rabildebenen ein dreidimensionaler Punkt im Weltkoordinatensystem rekonstruiert werden.
Diese Berechnung der 3D-Koordinaten wird oft auch als Triangulierung bezeichnet. In die-
sem Abschnitt wird davon ausgegangen, dass die beiden Punkte U1 und U2, aus denen ein
Raumpunkt rekonstruiert werden soll, durch Anwendung der intrinsischen Parameter bereits
im Kamerakoordinatensystem vorliegen. Die Bestimmung korrespondierender Punkte ist da-
gegen Bestandteil der einzelnen Verfahren der Gestenerkennungsmethoden und wird in den
folgenden Kapiteln 4 bis 6 entwickelt. Als erster Schritt der Rekonstruktion werden beide












Dieser Schritt ist mo¨glich, da sich die Bildpunkte auf einer zu der jeweiligen (x, y)-Ebene
parallelen Kamerabildebene liegen, wobei f1 und f2 die entsprechenden Brennweiten der Ka-
meras darstellen und den Abstand der Kamerabildebenen zu der Projektionszentren (engl.:
center of projection, cop) der Kameras definieren. Die 3D-Punkte ko¨nnen in einem weite-
ren Schritt durch Anwendung der extrinsischen Kalibrierung in das Weltkoordinatensystem
transformiert werden:
Uˆ1 = R1 · U¯1 + T 1 und Uˆ2 = R2 · U¯2 + T 2 (3.7)
mit der Translation T j vom Ursprung des Weltkoordinatensystems zum Projektionszentrum
Pj der Kamera j und der Rotation R
j der Kamera j im Weltkoordinatensystem. Durch die
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Punkte P1 und Uˆ
1 la¨sst sich nun eine Gerade g1 im Raum aufspannen. Analog entsteht
durch die Punkte P2 und Uˆ
2 die Gerade g2 (siehe Abbildung 3.7). Der Schnittpunkt der
beiden Geraden ist der gesuchte Raumpunkt. Dieser mathematisch ideale Fall, dass sich
die beiden Geraden im Raum schneiden, ist in der Realita¨t jedoch nie der Fall, da durch
die Berechnung der Punkte aus diskreten Pixelkoordinaten Fehler entstehen mu¨ssen. Aus
diesem Grund wird als 3D-Rekonstruktion der Punkt im Raum verwendet, der den ku¨rzesten
Abstand zu den beiden Geraden aufweist. Dazu werden zuna¨chst die Richtungsvektoren
r1 =
−−−−−→
P1 − Uˆ1 und r2 =
−−−−−→
P2 − Uˆ2 (3.8)
der Geraden g1 und g2 berechnet. Der zu r1 orthogonale Vektor in der Ebene, die von den
Vektoren r1 und r2 aufgespannt werden, berechnet sich durch den Entwicklungssatz fu¨r das
Vektorprodukt durch
n1 = r1 × (r1 × r2) = r1 · (r1 · r2)− r2 · (r1 · r1) (3.9)
Als na¨chstes wird die zu n1 orthogonale Ebene durch den Punkt P1 mit der Geraden g1
geschnitten, wobei die Ebene durch
−−−−→
X − P1 · n1 = 0 (3.10)
beschrieben wird. Setzt man die parametrische Gleichung der Geraden
g2 = {X ∈ R3 : X = P2 + t2 · r2, mit t2 ∈ R} (3.11)
in Gleichung 3.10 ein, erha¨lt man die Gleichung
−−−−−−−−−−−→




P1 − P2 · n1
r2 · n1 (3.13)
auflo¨sen la¨sst. Mit t2 findet sich der zur Geraden g1 am na¨chsten liegende Punkt
M2 = P2 + t2 · r2, (3.14)
der auf der Geraden g2 liegt. Analog la¨sst sich der auf der Geraden g1 und zur Geraden g2
am na¨chsten liegende Punkt
M1 = P1 + t1 · r1 (3.15)





ergibt sich dann der angena¨herte Schnittpunkt fu¨r die 3D-Rekonstruktion von korrespon-
dierenden Bildpunkten [Koh96, SMS01, Sch06] (siehe Abbildung 3.7).
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Die beiden Punkte M1 und M2 ko¨nnen als Qualita¨tsmaß fu¨r die Gu¨te der 3D-Rekonstruk-
tionsgenauigkeit verwendet werden, indem die Distanz zwischen den beiden Punkten im
Raum als 3D-Rekonstruktionsfehler
err = |M1 −M2| (3.17)
aufgefasst wird. Damit ko¨nnen Aussagen u¨ber die Gu¨te der Kamerakalibrierung und der
Bestimmung der korrespondierenden Bildpunkte getroffen werden. Allerdings muss dabei
beachtet werden, dass zwar ein hoher Rekonstruktionsfehler auch auf eine schlechte Qua-
lita¨t der Rekonstruktion schließen la¨sst, der Umkehrschluss allerdings nicht gilt. Durch die
Windschiefe der beiden Gerade g1 und g2 kann es vorkommen, dass der ermittelte 3D-Punkt
an der falschen Position im Raum liegt, obwohl der minimale Abstand der beiden Geraden
klein ist [FKW04]. Einen anderen Ansatz zur Bestimmung der Gu¨te der 3D-Rekonstruktion
schla¨gt Dorfmu¨ller [Dor99] vor. Wird der rekonstruierte 3D-Punkt zuru¨ck auf die Bildebene
der Kamera projiziert, kommt die Projektion nicht auf dem urspru¨nglichen zur Triangulie-
rung verwendeten 2D-Punkt zum Liegen (siehe Abbildung 3.7, Punkte U˜1 und U˜2). Die
daraus entstehende Distanz zwischen dem Originalpunkt und dem projizierten 2D-Punkt
dient somit als Maß fu¨r den entstandenen Rekonstruktionsfehler. Dieses Verfahren hat den
großen Vorteil, dass der Fehler direkt als U¨berlagerungen auf den Kamerabildern dargestellt
werden kann und damit eine direkte visuelle Kontrolle des Rekonstruktionsfehlers ermo¨glicht.
3.6 Bildverarbeitung
Im diesem Abschnitt des Kapitels sollen abschließend grundlegende Verfahren der Bildverar-
beitung beschrieben werden, die fu¨r das Versta¨ndnis der folgenden Kapitel und der darin ent-
wickelten Verfahren zur Gestenerkennung notwendig sind. Fu¨r die in den vorigen Abschnitten
erla¨uterten Methoden zur dreidimensionalen Rekonstruktion von korrespondierenden Bild-
punkten ist es notwendig, Punktkorrespondenzen automatisch zu erzeugen. Methoden, um
beispielsweise aus einer Menge von unterschiedlichen 2D-Punkten durch geeignete Interpre-
tation die zusammengeho¨rigen Punkte zu identifizieren, ist Aufgabe der gestenerkennenden
Verfahren selbst und wird daher in den jeweiligen Kapiteln dieser Arbeit erla¨utert. Voraus-
setzung dafu¨r sind jedoch die in der Literatur ausgiebig beschriebenen bildverarbeitenden
Verfahren (zum Beispiel [Ja¨h01, To¨n05]), die eine Korrespondenzanalyse interessanter Bild-
punkte zulassen. Daher werden hier kurz die in den Verfahren verwendeten Methoden zur
Bildgla¨ttung, Kantenextraktion, Berechnung von Differenzbildern und zur Segmentierung
vorgestellt. Die Kameras des hier verwendeten Stereokamerasystems liefern Luminanzbilder
mit 256 verschiedenen Graustufen. Fasst man die durch die Kamera erzeugten Bilder als
diskrete Funktionen g(x, y) zweier Vera¨nderlicher auf, liefert ein Wertepaar (x, y) des De-
finitionsbereichs einen Helligkeitswert g ∈ {0, ..., 255} des Definitionsbereichs. Durch diese
Beschreibung von Bildern als mathematische Abbildungen lassen sich zum einen einfache




(x1 − x2)2 + (y1 − y2)2, (3.18)
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Abbildung 3.8: Faltung zwischen Bildfunktion und Filterkern. Der Filterkern H wird u¨ber
die Bildfunktion g geschoben. Das Ergebnispixel errechnet sich u¨ber die gewichtete additive
Verknu¨pfung des Pixels (x, y) mit seinen acht Nachbarn.
die, wie im vorigen Abschnitt beschrieben, zur Bestimmung des 3D-Rekonstruktionsfehlers
verwendet werden kann. Zum anderen ermo¨glicht die Beschreibung auch, ein Bild durch
vorgegebene Operationen, die auf die einzelnen Pixel des Bildes angewendet werden, in ein
anderes Bild zu u¨berfu¨hren, also bildverarbeitende Methoden anzuwenden, um die Informa-
tionen des Originalbildes entsprechen der jeweiligen Aufgabe zu vera¨ndern.
3.6.1 Filterung im Ortsbereich
Viele Bildverarbeitungsalgorithmen wie beispielsweise die Gla¨ttung verrauschter Bilder oder
die Extraktion von Kanten aus einem Grauwertbild ko¨nnen durch eine Filterung im Orts-
bereich des Bildes erreicht werden. Ein Punkt des bearbeiteten Bildes ergibt sich dabei
durch eine gewichtete, additive Verknu¨pfung des Original-Bildpunktes und seiner Nachbarn.
Diese Verknu¨pfung, die einer Faltung der Bildfunktion mit einer zuvor definierten Filtermas-
ke H entspricht, kann wie folgt beschrieben werden: Sei Se = se(x, y) das Eingabebild,







se(x + k − u, y + k − v) · h(u, v) (3.19)
wobei m die Gro¨ße der quadratischen Filtermaske angibt. Fu¨r den Parameter k gilt k = m−12 .
Eine klassische Anwendung der Filterung im Ortsbereich ist die Gla¨ttung (engl.: smoo-
thing) eines Bildes. Durch die Gla¨ttung werden Sto¨rungen, die bei der Aufzeichnung durch
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Abbildung 3.9: Kantenextraktion einer Zeigegeste. Original-Luminanzbild der aufnehmen-
den Kamera (links), Differenzenoperator (Mitte) und Sobel-Operator (rechts). Die Kanten-
bilder sind der besseren Sichtbarkeit wegen invertiert dargestellt.
die Videosensoren der Kameras entstehen, eliminiert. Beispielsweise kann Rauschen in den
Bildern zwar bei der bloßen Betrachtung eines Bildes kaum wahrgenommen werden, aber
einen immensen Einfluss auf die Ergebnisse der weiteren Verarbeitung des Bildes haben. Mit
Gla¨ttungsoperatoren steht deshalb ein einfaches Mittel zur Verfu¨gung, um die Qualita¨t eines
Bildes zu verbessern. Bekannte Gla¨ttungsfilter sind der gleitende Mittelwert
H =
⎛




der aus dem zu bearbeitende Pixel und seinen acht Nachbarn das arithmetische Mittel
berechnet und der Gauß-Tiefpass
H =
⎛




Der Name kommt daher, dass seine Elemente grob die Gauß’sche Glockenkurve anna¨hern.
Bei diesem Filterkern wird das zugrunde liegende Pixel am sta¨rksten, weiter entfernt liegen-
de Pixel schwa¨cher gewichtet. Das Ergebnis der Faltung muss natu¨rlich geeignet skaliert
werden, damit wieder Helligkeitswerte zwischen 0 und 255 entstehen und somit ein darstell-
bares Bild entsteht. Der berechnete Wert wird daher fu¨r den gleitenden Mittelwert mit 1/9
und fu¨r den Gauß-Tiefpass mit 1/16 gewichtet. Die beiden hier vorgestellten Filterkerne sind
beide Matrizen der Gro¨ße 3 × 3. Verwendet man gro¨ßere Filtermasken, versta¨rkt sich der
Gla¨ttungseffekt zwar, allerdings geht aber auch mehr Originalinformation des Bildes verlo-
ren. Zudem erho¨ht sich die Verarbeitungszeit, so dass gro¨ßere Filterkernen als 3× 3 fu¨r eine
Echtzeitanwendung wie der Gestenerkennung nicht verwendet werden.
Kantenfilter sind in der Bildverarbeitung eine weit verbreitete Technik, um Umrisse von
Objekten in einem Bild zu beschreiben. Um diese Kanten zu detektieren, sucht man nach
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Abbildung 3.10: Differenzbilder des Stereokamerasystems wa¨hrend einer Zeigegeste. Dem
Bildschirmfoto sind bereits Segmentierungsergebnisse und das Weltkoordinatensystem u¨ber-
lagert.
starken Helligkeitsu¨berga¨ngen in der Grauwertfunktion des Bildes. Der einfachste Kanten-
filter ist der Differenzenoperator. Bildet man eine partielle Differentiation in Zeilen- und
Spaltenrichtung nach, so erha¨lt man zwei Filterkerne
Hx =
⎛
⎝ 0 0 00 −1 1
0 0 0
⎞
⎠ und Hy =
⎛




Soll das entstandene Kantenbild wieder Grauwerte zwischen 0 und 255 annehmen, mu¨ssen die
Ergebnisse der einzelnen Pixel geeignet skaliert werden. Aus den entstandenen Kantenpixeln
kann nun der Betrag
g(x, y) =
√
sx(x, y)2 + sy(x, y)2 (3.23)





berechnet werden. Der wohl bekannteste und am ha¨ufigsten verwendete Kantenfilter ist der
Sobel-Operator mit den Filterkernen
Hx =
⎛
⎝ 1 0 −12 0 −2
1 0 −1
⎞
⎠ und Hy =
⎛





Fu¨r die Analyse von beweglichen Objekten in einer Sequenz von Einzelbildern spielen Dif-
ferenzbilder eine wesentliche Rolle. Oft wird bei einer Differenzbildanalyse aus zwei kurz
hintereinander aufgenommenen Kamerabildern ein Differenzbild mit
sa(x, y) = |si(x, y)− si−1(x, y)| (3.26)
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Abbildung 3.11: Einzelne Segment-Intervalle werden zu einem Segment zusammengefu¨gt.
erstellt. Dieses Verfahren ermo¨glicht es, den Vorgang der Bewegung eines Objekts in ein
stationa¨res Bild umzuwandeln. Fu¨r die Verfahren der Gestenerkennung ist allerdings eine
Differenz von zwei nacheinander aufgenommenen Bildern nicht sinnvoll, da es sein kann,
dass der Anwender des Systems beispielsweise fu¨r la¨ngere Zeit die Hand nicht bewegt und
damit auch keine Konturen der Hand in den entstehenden Differenzbildern zu finden sind, die
fu¨r eine Interaktion weiter analysiert werden ko¨nnten. Aus diesem Grund werden fu¨r die in
den folgenden Kapiteln beschriebenen Verfahren Differenzbilder zwischen aktuellen Kamera-
bildern und einem Referenzbild berechnet. Das Referenzbild wird dabei normalerweise beim
Start des Systems ermittelt, da zu diesem Zeitpunkt sichergestellt werden kann, dass sich
kein Anwender im Interaktionsvolumen der Kameras befindet. Mit dieser Methode verbun-
den sind allerdings auch die typischen Schwa¨chen bei der Verwendung von Referenzbildern,
wie beispielsweise eine starke Abha¨ngigkeit von sich a¨nderndem Umgebungslicht. Schwan-
kungen in einzelnen Bildern ko¨nnen ausgeglichen werden, indem nicht ein einzelnes Bild als
Referenzbild herangezogen wird, sondern zuna¨chst eine Reihe von n Bildern aufgenommen







berechnet wird. Auch die Verwendung von Kantenbildern zur Bestimmung der Differenzbilder
anstelle der Verwendung der originalen Luminanzbilder der Kameras erho¨ht die Robustheit
der Differenzbildanalyse gegenu¨ber Schwankungen der Umgebungsbedingungen.
3.6.3 Segmentierung
Die Segmentierung eines digitalen Bildes ist oft der erste Schritt, um Aussagen u¨ber den
Inhalt des Bildes zu gewinnen. Bei der Segmentierung wird versucht, a¨hnliche Pixel zu Seg-
menten zusammenzufassen und so Objekte im Vordergrund vom Hintergrund zu trennen.
Zwar liefern einfache Segmentierungsalgorithmen noch keine Beschreibung der Objekte, die
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Abbildung 3.12: Nach Pixel-Intensita¨ten gewichteter Schwerpunkt eines Segmentes. Durch
die nach Helligkeiten gewichtete Berechnung entsteht ein Schwerpunkt im Subpixelbereich.
Trennung der Objekte vom Hintergrund ist aber der erste Schritt in diese Richtung, da
einzelne Segmente klassifiziert und ausgewertet werden ko¨nnen. Die einfachste Art der Seg-
mentierung ist das Schwellwertverfahren. Dabei wird jedes Pixel des Bildes untersucht und
mit einem vorgegebenen Schwellwert c verglichen. Liegt der Helligkeitswert des Pixels u¨ber
dieser Schranke, wird der Punkt dem Vordergrund zugeordnet und beispielsweise weiß mar-




255 falls g = se(x, y) ≥ c
0 sonst
(3.28)
des Kamerabildes liefert allerdings (wie in der klassischen Bildverarbeitung u¨blich) als Ergeb-
nis der Operation erneut eine Bildfunktion. Fu¨r die Bestimmung von fu¨r die Gestenerkennung
relevanten Parameter u¨ber die einzelnen Segmente wie beispielsweise deren Schwerpunkte,
die Konturen der Segmente oder die umschließenden Rechtecke ist eine Analyse des bina-
risierten Bildes erforderlich. Ein einfacher Weg, um zum Vordergrund geho¨rende Pixel zu
Segmenten zusammenzufassen und deren Segmentinformationen zu bestimmen ist es, wenn
wa¨hrend der Segmentierung nicht nur die Formel 3.28 zur Erzeugung eines neuen Pixelwertes
des Ausgabebildes berechnet wird, sondern wa¨hrend des Segmentierungsprozesses zusa¨tz-
lich auch Informationen u¨ber zusammenha¨ngende Pixel in jeder Zeile des Bildes gespeichert
werden. Fu¨r die so entstehenden Intervalle werden neben Anfangs- und Endposition auch die
Summe der Helligkeiten gespeichert. In einem Nachverarbeitungsschritt wird dann analysiert,
welche der Intervalle sich in aufeinanderfolgenden Bildzeile u¨berschneiden. Sich u¨berschnei-
dende Intervalle werden dann zu einem Segment zusammengefu¨gt (siehe Abbildung 3.11).
Neben der Umrandung (Kontur) des Segments entha¨lt damit jedes Segment auch die Sum-
me der Luminanzwerte aller zum Segment geho¨renden Pixel des Originalbildes. Damit ist
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es mo¨glich neben dem geometrischen Schwerpunkt des Segments auch einen nach seiner
Helligkeitsverteilung gewichteten Schwerpunkt des Segments
xc =
∑




j mj · yj∑
j mj
(3.29)
mit den Helligkeitswerten mj zu berechnen. Die daraus resultierenden subpixelgenauen
Schwerpunktinformationen fu¨hren bei der zuvor beschriebenen 3D-Rekonstruktion von kor-
respondierenden Bildpunkten in beiden Bildern des Stereokamerasystems zu pra¨zisen objekt-
beschreibenden Positionen im Raum.
3.7 Zusammenfassung
In diesem Kapitel wurden die technischen Grundlagen fu¨r die Verwendung eines Stereoka-
merasystems als Teil der Verfahren zur intuitiven Interaktion durch Gestenerkennung be-
schrieben. Damit sind die in den folgenden Kapiteln beschriebenen Verfahren in der Lage,
aus korrespondierenden Bildpunkten pra¨zise 3D-Punkte im Interaktionsvolumen der beiden
Kameras zu bestimmen. Die Verwendung von dreidimensionalen Informationen ist insbeson-
dere bei der Interaktion mit virtuellen Welten notwendig, um die Position der Handgeste zu
bestimmen und beispielsweise die Richtung einer Zeigegeste berechnen zu ko¨nnen. Fu¨r das
hier verwendete Stereokamerasystem mit zwei Graustufenkameras wird das mathematische
Modell der Lochkamera um intrinsische Parameter wie beispielsweise der Brennweite der
Kamera und der radialen Linsenverzeichnung erweitert, um eine exakte 3D-Rekonstruktion
von 2D-Punktepaaren zu ermo¨glichen. Dabei spielt zuna¨chst die geeignete Wahl des Kame-
raaufbaus eine wichtige Rolle. Fu¨r die in dieser Arbeit vorgeschlagenen Verfahren werden
die Kameras in einem Winkel von etwa 90◦ zueinander rechts und links vom Anwender
positioniert. Die gewa¨hlte Hohe der Kameras u¨ber dem Anwender erlaubt es dem System,
die Kameras außerhalb des direkten Sichtfeldes des Anwenders zu platzieren und somit den
intuitiven und gera¨tefreien Charakter der Interaktion zu unterstreichen. Der gewa¨hlte Auf-
bau ermo¨glicht dennoch sowohl ein ausreichend großes Interaktionsvolumen als auch eine
pra¨zise 3D-Rekonstruktion von korrespondierenden Bildpunkten. Dazu werden in einer in-
itialen Kalibrierungsphase des Systems die intrinsischen und extrinsischen Kameraparameter
bestimmt. Die intrinsische Kalibrierung wird genutzt, um die internen Kameraparameter zu
ermitteln. Wa¨hrend dieser Schritt fu¨r jede Kamera nur ein einziges Mal notwendig ist, wird
die extrinsische Kalibrierung neu berechnet, falls sich der Aufbau der Kameras a¨ndert, also
Position oder Orientierung einer der Kameras sich a¨ndert. Die extrinsische Kalibrierung wird
durch ein einfaches, halbautomatisches Verfahren ermo¨glicht, bei dem korrespondierende
Bildpunkte durch Schwenken eines Lichtpunktes im Sichtvolumen der Kameras analysiert
werden. Beide Kalibrierverfahren sind als Optimierungsaufgaben aufzufassen, die durch eine
nichtlineare Minimierung mit dem Levenberg-Marquardt-Verfahren in fu¨r die Anwendung ak-
zeptabler Zeit gelo¨st werden ko¨nnen. Mit geeigneten Kamerakalibrierungsdaten des Systems
ist es dann mo¨glich, korrespondierende Punkte der beiden Kamerabilder zu einem exakten
dreidimensionalen Punkt zu rekonstruieren und dessen Rekonstruktionsfehler zu untersuchen.
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Wa¨hrend die Verfahren der Korrespondenzanalyse von Bildpunkten als Teil der gestenerken-
nenden Verfahren in den folgenden Kapiteln beschrieben wird, schließt dieses Kapitel mit
den dafu¨r notwendigen, bildverarbeitenden Methoden wie Kantenextraktion, Differenzbild-




Im folgenden Kapitel wird ein Verfahren vorgestellt, dass eine Zeigegeste anhand von Aktiven
Formen (engl.: Active Shape Model, ASM) erkennt und verfolgt. Aktive Formen sind eine
bewa¨hrte Methode zur Anpassung von deformierbaren Objekten. Eine der ersten Anwendun-
gen, die Aktive Formen zur Gestenerkennung verwenden, wurde bereits vor u¨ber zehn Jahren
von T. Heap entwickelt1. Das System verfolgt die Kontur einer geo¨ffneten Hand, die direkt
in die Kamera des Systems gezeigt wird. Zwar arbeitet das System in Echtzeit und verfolgt
robust die Kontur der Hand, allerdings zeigt diese Anwendung exemplarisch auch die Proble-
me, die das Verfahren der Aktiven Konturen im Allgemeinen bei einer Verwendung fu¨r eine
intuitive Interaktion hat. Zum einen beno¨tigen Aktive Formen eine gute initiale Scha¨tzung
als Startpose, damit eine Anpassung der Kontur an die realen Bildinformationen gelingen
kann. In der erwa¨hnten Anwendung wird dies durch eine aktive Initialisierung durch den
Anwender gelo¨st. Der Anwender muss auf die auf einem Monitor angezeigten Bilder der Ka-
mera schauen, denen eine Startkontur der Hand in der Bildmitte u¨berlagert ist. Das System
wartet dann darauf, dass der Anwender seine geo¨ffnete Hand mit der dargestellten Kontur in
Einstimmung bringt, er also die vorgegebene Kontur wie einen virtuellen Handschuh u¨ber die
eigene, reale Hand zieht. Zum anderen ist der Erfolg von sowohl der Initialisierung als auch
der Verfolgung der Geste sehr stark von der Position und Orientierung der Hand im Inter-
aktionsraum abha¨ngig. Der Anwender muss die Handgeste direkt vor der Kamera ausfu¨hren
und dabei darauf achten, dass die Handfla¨che parallel zur Kamerabildebene orientiert ist und
dass dabei die Finger der Hand nach oben zeigen.
In diesem Kapitel soll ein Verfahren entwickelt werden, dass beide Probleme lo¨st und sowohl
eine vollsta¨ndig automatische Initialisierung fu¨r eine Anpassung mittels Aktiven Formen rea-
lisiert als auch die verwendeten Kameras außer Sichtweite des Anwenders positionieren kann,
um den immersiven Charakter fu¨r eine intuitive Interaktion zu gewa¨hrleisten.
In dem in diesem vorgestellten Verfahren wird die Initialscha¨tzung sowohl durch die Verwen-
dung eines Stereokamerasystems und damit einer geeigneten Positionierung und Orientie-
rung der Kameras als auch durch ein nichtlineares Optimierungsverfahren zur Bestimmung
1University of Leeds Handtracker Demo, http://www.comp.leeds.ac.uk/vision/proj/ajh/tracker.html
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von geeigneten Startwerten fu¨r die Translation, Rotation und Skalierung der Startkonturen
gewa¨hrleistet. Wa¨hrend die Initialsuche und die Anpassung der Konturvorlagen zuna¨chst rein
auf Bildebene, also im Zweidimensionalen abla¨uft, um den Echtzeitanspruch des Verfahrens
zu gewa¨hrleisten, wird zur Bestimmung der 3D-Position der Zeigegeste und zur Bestimmung
der Zeigerichtung im Raum eine geeignete Parameterscha¨tzung im kalibrierten Stereokame-
rasystem vollzogen. Das Verfahren gliedert sich in vier aufeinander folgende Schritte:
1. Beschreibung der Zeigegeste und Berechnung der Deformationsmo¨glichkeiten.
Dieser Schritt des Verfahrens errechnet anhand von Trainingsbildern des kalibrierten
Stereokamerasystems eine Mittelwertgeste und deren Deformationsmo¨glichkeiten auf
Bildebene. Der zeitaufwendige Schritt der manuellen Erzeugung von Trainingskonturen
der Geste muss nur ein einziges Mal durchgefu¨hrt werden, solange sich die Positionen
und die Orientierungen der Kameras im Systemaufbau nicht entscheidend a¨ndert.
2. Auffinden von Initialkonturen in den Kamerabildern.
Dieser Schritt des Verfahrens verwendet neben Segmentinformationen zum Auffinden
der Fingerspitze das heuristische Optimierungsverfahren Simulated Annealing, um in-
itial die Position, Orientierung und Skalierung der Zeigegeste in einem Kamerabild
zu bestimmen. Da Simulated Annealing nicht die Echtzeitanforderungen fu¨r die In-
teraktion erfu¨llt, wird die Initialsuche nur zu Beginn der Gestenverfolgung eingesetzt
oder wenn wa¨hrend der folgenden Feinanpassungen eine ungu¨ltige Kontur der Geste
ermittelt wird.
3. Anpassung der Initialkonturen an die realen Konturen in den Kamerabildern.
Dieser Schritt des Verfahrens passt eine Initialkontur an die realen Bildinformationen
der Geste in Echtzeit an. Zur Laufzeit der Gestenverfolgung entspricht die Initialkontur
dem Ergebnis der Anpassung aus dem letzten Kamerabildpaar. Nur wenn eine sinnvolle
Anpassung der Geste misslingt, werden Initialkonturen wie in Schritt 2 beschrieben neu
ermittelt.
4. Berechnung der Gestenposition und der Zeigerichtung im dreidimensionalen Raum.
Als letzter Schritt des Verfahrens wird die Position der Hand als Punkt im Raum und
die fu¨r eine Interaktion notwendige Zeigerichtung als Strahl im Raum berechnet. Dabei
wird als 3D-Position der Geste die Fingerspitze angenommen, die gleichzeitig auch als
Startpunkt fu¨r den zur Interaktion verwendeten Zeigestrahl dient.
4.1 Einleitung
Aktive Formen (engl.: Active Shapes) sind ein seit Langem bekanntes Werkzeug des Bild-
verstehens, um deformierbare Objekte in Bildern zu erkennen, deren Erscheinungsbild zwar
in Allgemeinen gut bekannt sind, die Konturen des Objektes jedoch Variationsmo¨glichkeiten
aufweisen, die eine exakte Beschreibung des Objektes nicht zulassen. Die Objektdeforma-
tionen entstehen entweder durch Unterschiede der Instanzen realer Objekte selbst oder bei-
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Abbildung 4.1: Interaktion an einem Virtual Table. In den Kamerabildern sind neben der
angepassten Geste und ihrer Zeigerichtung auch Ergebnisse der Bildverarbeitungsschritte
und im rechten Bild die Epipolarlinie der Fingerspitze angezeigt.
spielsweise durch eine leichte A¨nderung der Lage des Objektes im Raum bezu¨glich der aufneh-
menden Kamera. Das Verfahren wurde bereits 1992 von Cootes und Taylor [Tay92, CTCG95]
als Erweiterung der von Kaas et al. entwickelten Aktiven Konturen (engl.: Active Contours)
[KWT87] als Anwendung zur automatischen Lagebestimmung von Transistoren auf Plati-
nen beschrieben. Eine Erweiterung auf dreidimensionale Oberfla¨chenmodelle von Objekten
erfolgte 1997 von Heap und Hogg [HH97]. Blake und Isard [BI98] verwenden aktive Formen,
um mit einer einzelnen, orthogonal zum Objekt ausgerichteten Kamera die Position und
Orientierung einer Pose der menschlichen Hand im Raum in Echtzeit zu scha¨tzen und zu
verfolgen.
Die Anpassung einer Kontur an die realen Bildinformationen mittels aktiver Formen geschieht
anhand einer statistischen Beschreibung der Geste. Aus einer Vielzahl von Trainingsgesten
wird zuna¨chst ein Punktverteilungsmodell (Point Distribution Model, PDM) [CTCG95] be-
rechnet, das eine Mittelwertgeste und deren Deformationsmo¨glichkeiten beschreibt. Da das
Erscheinungsbild der Geste sowohl von der Position und Ausrichtung der Kameras, als auch
von der Orientierung der Hand im Raum abha¨ngt, ist es wichtig, vorab den Kameraaufbau zu
definieren. Fu¨r das hier vorgestellte Verfahren ist ein Winkel zwischen den Kameras von ca.
120◦ bis 150◦ symmetrisch zum Anwender vorgesehen. Die Kameras werden dabei in etwa
in Schulterho¨he des Anwenders angebracht (siehe Abbildung 4.1). Dieser Aufbau ermo¨glicht
nicht nur eine robuste Kamerakalibrierung, sondern gewa¨hrleistet außerdem, dass ausrei-
chend Informationen der Zeigegeste fu¨r die Suche und Anpassung im Bild verfu¨gbar sind.
Der symmetrische Kameraaufbau ermo¨glicht außerdem, dass fu¨r beide Kameras das gleiche
statistische Modell verwendet werden kann und lediglich eine Spiegelung der im Punktver-
teilungsmodell beschriebenen Geste erfolgen muss.
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Abbildung 4.2: Berechnete Deformationsmo¨glichkeiten der Hand. Die obere Reihe zeigt
Variationen von 2D-Konturen der Hand [CTCG95], die untere Reihe zeigt mo¨gliche Defor-
mationen eines 3D-Oberfla¨chenmodells der Hand [HH97].
4.2 Beschreibung der Zeigegeste
Der erste Schritt des Verfahrens ist die Beschreibung der Zeigegeste und die entsprechende
Erstellung des Trainingsdatensatzes fu¨r das Punktverteilungsmodell. Dieser Teil des Verfah-
rens ist sehr zeitaufwendig, da offensichtlich eine große Anzahl von Trainingsgesten interaktiv
erstellt werden muss, um sicherzustellen, dass semantisch a¨quivalente Stu¨tzpunkte in jeder
Trainingsgeste an der richtigen Stelle zum Liegen kommen. Die Grundform der Zeigege-
ste ermittelt sich dabei aus der spa¨teren Anwendung und dem gewa¨hlten Kameraaufbau.
Praktisch bedeutet dies, dass nach der Kalibrierung des Stereokamerasystems repra¨sentative
Bildpaare mit Gesteninformationen aufgenommen werden mu¨ssen, in denen mo¨glichst alle
wa¨hrend der Interaktion auftretenden Repra¨sentationen der Zeigegeste vorkommen. Das hier
gewa¨hlte Modell verwendet die von Menschen am ha¨ufigsten verwendetet Zeigegeste, bei
welcher der Anwender wa¨hrend des Deutens mit dem Zeigefinger den Daumen abspreizt.
Die Umrandung der Geste ist mit insgesamt 26 Stu¨tzpunkten mit unterschiedlicher Ge-
wichtung der Punkte realisiert. Wie in Abbildung 4.3 zu sehen ist, sind 26 Stu¨tzpunkte
ausreichend, um die wesentlichen Eigenschaften der Kontur der Zeigegeste zu beschreiben
und genu¨gend Informationen u¨ber das Kru¨mmungsverhalten der Kontur bereit zu stellen.
Besonders markante Positionen der Stu¨tzpunkte innerhalb der Geste, an denen die sta¨rk-
sten Richtungswechsel der Kontur zu erwarten sind, werden als Referenzgebiete der Geste
bezeichnet und werden wa¨hrend der spa¨teren Modellanpassung sta¨rker gewichtet, da diese
Konturregionen besonders wichtig fu¨r die 3D-Parameterbestimmung wie beispielsweise der
Zeigerichtung sind. Als Referenzgebiete werden die Spitze des Daumens und des Zeigefin-
gers, der U¨bergang von Zeigefinger zum Daumen und der U¨bergang vom Handballen zum
Zeigefinger genutzt. Referenzgebiete werden durch drei dicht aufeinander folgende Stu¨tz-
punkte markiert, die u¨brigen Stu¨tzpunkte werden auf den verbleibenden freien Strecken der
Kontur a¨quidistant gefu¨llt.
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Abbildung 4.3: Beschreibung der Zeigegeste durch 26 Stu¨tzpunkte. Schwarz markierte
Stu¨tzpunkte werden bei der Modellanpassung sta¨rker gewichtet als weiße Stu¨tzpunkte.
Um die a¨ußere Form c der Zeigegeste mathematisch zu beschreiben, wird sie durch eine
Folge von n = 26 ausgewa¨hlten Punkten pi = (xi, yi) dargestellt, die auf der a¨ußeren Um-
randung der Hand liegen. Damit kann die Kontur einer Geste durch einen 52-dimensionalen
Vektor
c = (x1, y1, x2, y2, ..., xi, yi, ..., xn, yn)T (4.1)
dargestellt werden. Nach einer manuellen Eingabe von Trainingsgesten liegen die einzelnen
Punktkoordinaten der Gesten als Pixelwerte, also im Bildkoordinatensystem vor. Damit sind
die Trainingsgesten aber noch nicht vergleichbar, da in der statistischen Beschreibung des
PDM die Variationen der internen Form, nicht aber der Orientierung und Lage im Bildraum
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in ein objekteigenes Koordinatensystem transformiert werden. In diesem Koordinatensystem
soll nun eine geeignete Transformation Ttx,ty ,θ,s der einzelnen Konturen c
i gefunden werden,
so dass der Abstand der einzelnen Punkte einer Kontur c1 zu den Punkten einer anderen,
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mit geeigneten Werten fu¨r die Translation in x- und in y-Richtung tx, ty, einer Rotation um
den Drehwinkel θ und einer Skalierung um den Faktor s auf jeden einzelnen Punkt einer




(c1i −Rc2i − (tx, ty)T )T ∗ (c1i −Rc2i − (tx, ty)T ) (4.4)
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Abbildung 4.4: Punkteverteilung des PDM der Zeigegeste. Gezeigt ist die Mittelwertkontur
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fu¨r die n Punkte der Konturen. Minimiert werden soll also die Summe aller Abstandsquadrate
der Konturpunkte. Durch die Multiplikation des Abstandsvektors c1i −Rc2i −(tx, ty)T mit sei-
nem transponierten Vektor entsteht außerdem als Ergebnis der Funktion ein skalarer Wert,
was den Rechenaufwand erheblich vereinfacht. Dieses Optimierungsproblem fu¨r die Mini-
mierung der Fehlerquadrate kann beispielsweise mit dem Levenberg-Marquardt-Algorithmus
[Lev44, Mar63] gelo¨st werden, da die partiellen Ableitungen der Funktion 4.4 analytisch zu
bestimmen sind.
Mit dieser allgemeinen Beschreibung zum Ausrichten von zwei a¨hnlichen Konturen kann
nun die Ausrichtung aller Trainingskonturen an die Mittelwertkontur, also das arithmetische
Mittel der einzelnen Punktkoordinaten xi und yi













mit dem folgenden Algorithmus [CTCG95] erstellt werden:
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Abbildung 4.5: Variationsmo¨glichkeiten der Zeigegeste. Dargestellt sind die Grenzen der als
gu¨ltig erkla¨rten Gesten von −3√λi bis +3
√
λi und die Mittelwertgeste c¯ (Spalten) jeweils
fu¨r die drei gro¨ßten Eigenwerte λ1 bis λ3 (Zeilen).
Algorithmus 1 : Na¨herungsweises Ausrichten der Trainingskonturen
1: Transliere, rotiere und skaliere paarweise jede der m Trainingskonturen ci fu¨r i =
2, 3, ...,m, so dass alle Konturen bestmo¨glich mit c1 u¨bereinstimmen. Daraus folgt eine
Menge von Konturen {c1, cˆ2, cˆ3, ..., cˆm}.
2: Berechne den Mittelwert c¯ der transformierten Konturen.
3: Transliere, rotiere und skaliere die berechnete Mittelwertkontur c¯, so dass c¯ bestmo¨glich
mit c1 u¨bereinstimmt. Daraus folgt der korrigierte Mittelwert c¯′.
4: Transliere, rotiere und skaliere cˆ2, cˆ3, ..., cˆm, so dass jede Kontur cˆi bestmo¨glich mit c¯′
u¨bereinstimmt.
5: Wiederhole ab Schritt 2, bis die Mittelwertkontur konvergiert, also zwei aufeinander
folgende Mittelwertskonturen sich um weniger also ein vorgegebenen  unterscheiden.
4.3 Berechnung der Deformationsmo¨glichkeiten
Das Ergebnis dieser vorbereitenden Schritte sind m gegenseitig ausgerichtete Konturen der
Zeigegeste cˆ1, cˆ2, ..., cˆm mit ihrer Mittelwertkontur c¯. Durch den Vergleich der Einzelpunkte
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mit dem Mittelwert la¨sst sich fu¨r jede Kontur ci ein Differenzvektor
dci = cˆi − c¯ (4.7)
bestimmen. Um die Abha¨ngigkeit der einzelnen Komponenten in den Konturen zu beschrei-
ben, la¨sst sich nun fu¨r je zwei Koordinatenreihen der Konturen die Kovarianz und damit der
semantische Zusammenhang der beiden Merkmale ermitteln. Eine positive Kovarianz bedeu-
tet dabei, dass hohe Werte des einen Merkmals auch hohen Werten des anderen Merkmals
entsprechen. Eine negative Kovarianz bedeutet dagegen, dass hohe Werte fu¨r das erste
Merkmal niedrigen Werten fu¨r das zweite Merkmal entsprechen. Aus den Kovarianzen der









der Gro¨ße 2n×2n aufstellen. Diese symmetrische Matrix beschreibt also die Abha¨ngigkeit der
einzelnen Konturkoordinaten untereinander. Da hier insbesondere die Abha¨ngigkeiten zwi-
schen den Wahrscheinlichkeitsverteilungen der Punktkoordinatenreihen interessieren, um die
interne Konturdeformationen des Trainingsgesten zu beschreiben, werden die Daten mittels
einer Hauptkomponentenanalyse (Principal Component Analysis, PCA) dekorreliert [Jol02].
Aus der quadratischen Kovarianzmatrix S bestimmt man die Eigenwerte λi und Eigenvek-
toren ei fu¨r die Hauptkomponentenanalyse, indem die Gleichung
Sei = λiei (4.9)
gelo¨st wird. Mit der Matrix
P =
⎛
⎝ e1 ... e2n
⎞
⎠ , (4.10)
deren Spalten die Eigenvektoren von S enthalten, existiert also fu¨r jeden Vektor c (und damit
auch fu¨r jede beliebige Darstellung einer Zeigegeste in Vektorschreibweise) ein Deformati-
onsvektor b, fu¨r den
c = c¯ + Pb (4.11)
gilt. Die einzelnen Komponenten von b sind also ein Maß dafu¨r, wieviel Variation fu¨r den
entsprechenden Eigenvektor und damit fu¨r eine bestimmte Koordinate des Modells beno¨tigt
wird, um c zu erreichen. In der Anwendung bedeutet dies, dass durch geeignete Wahl der
Werte fu¨r b die Mittelwertskontur c¯ zur einer neuen Kontur c deformiert werden kann. Ist
eine beliebige Kontur c vorgegeben, kann durch Auflo¨sung der Gleichung (4.11) nach b das
Maß der Deformation bestimmt und somit u¨berpru¨ft werden, ob eine Kontur eine gu¨ltige
Zeigegeste beschreibt. Dafu¨r mu¨ssen geeignete Grenzen fu¨r die Komponenten bi des Defor-
mationsvektors definiert werden. Da die Varianz von bi von dem entsprechenden Eigenwert
λi abha¨ngt, ko¨nnen diese Grenzen durch die Varianz um den Mittelwert interaktiv bestimmt
werden. Fu¨r das hier beschriebene Modell der Zeigegeste hat sich
− 3
√
λi ≤ bi ≤ 3
√
λi, (4.12)
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als praktikabel erwiesen (siehe Abbildung 4.5). Deformationsvektoren mit Komponenten bi
innerhalb dieser Grenzen erzeugen also unter Verwendung der Gleichung 4.11 eine gu¨ltige
neue Kontur einer Zeigegeste, wa¨hrend Gesten als ungu¨ltig deklariert werden mu¨ssen, falls
bei einer Anpassung an die Bildinformationen das Ergebnis eine Kontur ist, dessen Defor-
mationsvektor b mindestens eine Komponente außerhalb dieses Intervall entha¨lt.
Eine Mo¨glichkeit, den hohen Rechenaufwand drastisch zu senken, liefert die Tatsache,
dass in der Regel nur wenige Eigenwerte und Eigenvektoren den gro¨ßten Teil der Variati-
onsmo¨glichkeiten abdecken. Ordnet man die Eigenwerte der Gro¨ße nach, so dass λi > λi+1




λi ≥ α ∗ λtotal 0 ≤ α ≤ 1 (4.13)
gilt. Der Wert α gibt dabei an, welchen Anteil die Summe der ersten t Eigenwerte an λtotal
ausmachen. Zusa¨tzlich zur Sortierung der Eigenwerte mu¨ssen auch die entsprechenden Ei-
genvektoren ei in der Matrix P vertauscht werden. Dies ist mo¨glich, da die Eigenvektoren
linear unabha¨ngig sind. Daraus ergibt sich eine Reduktion der Spaltenzahl der Eigenvektor-
matrix auf t Spalten:
Pt =
⎛
⎝ e1 ... et
⎞
⎠ (4.14)
und auch eine Verkleinerung des Deformationsparameters
bt = (b1, b2, ..., bt)T (4.15)
Dieses kompaktere und schneller zu berechnende Modell erlaubt nun auch eine Na¨herung
der Gleichung (4.11):
x ≈ x¯ + Ptbt. (4.16)
Die Wahl des Parameters α und damit auch der Gro¨ße des reduzierten Systems bestimmt
also, wie viel Variation, die im Trainingsdatensatz tatsa¨chlich vorhanden ist, im Modell wie-
dergegeben werden kann. Fu¨r das Modell der Zeigegeste decken schon die ersten 5 Eigen-
werte mehr als 95% und die ersten 10 Eigenwerte mehr als 98% der Variationsmo¨glichkeiten
ab (siehe Tabelle 4.1).
60 Interaktion durch Rekonstruktion von Aktiven Formen
Abbildung 4.6: Anpassungsergebnisse bei unterschiedlichen Initialkonturen. Links: Anpas-
sung gelingt durch gute Wahl der Startkontur fu¨r das ASM. Rechts: Anpassung misslingt
durch zu große Translation der Startkontur.











Tabelle 4.1: Relative und kumulierte Ha¨ufigkeiten der gro¨ßten 10 Eigenwerte
Fu¨r das hier vorgestellte Punktverteilungsmodell der Zeigegeste hat sich die Reduktion
auf acht Dimensionen und damit einen Abdeckung von mehr als 97% der Variationsmo¨glich-
keiten als ausreichend erwiesen und erfu¨llt somit auch den Echtzeitanspruch des Verfahrens
fu¨r eine intuitive Interaktion.
4.4 Finden einer Startpose
Aktive Formen verlangen fu¨r die Anpassung einer Kontur an die realen Bildinformationen eine
gute initiale Scha¨tzung von Position, Orientierung und Skalierung der Geste (siehe Abbildung
4.6). Dieser Schritt des Verfahrens steht aber im Gegensatz zu der gewu¨nschten intuitiven
Interaktion, fu¨r die das gesamte Verfahren eingesetzt werden soll. Dem Anwender darf nicht
zugemutet werden, dass zur Anwendung selbst, mit der er interagieren mo¨chte, sta¨ndig die
mit den Konturen u¨berlagerten Kamerabilder eingeblendet werden, um eine visuelle Kontrolle
der Anpassung zu ermo¨glichen. Typische Handtracker, die auf dem Verfahren der aktiven
Formen beruhen, setzen aber genau dies voraus. Insbesondere beim Starten des Systems
wird in der Regel die Mittelwertgeste im Kamerabild eingeblendet und der Anwender wird
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Abbildung 4.7: Zeigegeste liegt zwischen Anwender und Ausgabegera¨t. Eine geeignete Wahl
der Position und Orientierung der Kamera la¨sst somit Aussagen u¨ber die Position der Geste
in der Bildebene zu.
dazu aufgefordert, seine Hand entsprechend im Raum zu positionieren, also die Initialkontur
wie einen virtuellen Handschuh anzuziehen. Da intuitive Interaktion aber voraussetzt, dass
das Verfahren vollautomatisch abla¨uft und der Anwender sich nicht um technische Belange
der Gestenerkennung ku¨mmern darf, muss fu¨r das Auffinden der Startkonturen fu¨r das ASM
ein automatisierter Weg gefunden werden. In dem hier beschriebenen Verfahren geschieht
dies durch
1. eine initiale Bestimmung der Fingerspitze durch eine geeignete Wahl des Aufbaus des
Stereokamerasystems und
2. durch das heuristische Optimierungsverfahren Simulated Annealing.
4.4.1 Initiale Bestimmung der Fingerspitze
Fu¨r die Wahl des Aufbaus der Kameras ist hauptsa¨chlich die Orientierung der Kameras
von Interesse. Die Variationsmo¨glichkeiten fu¨r die Positionierung der Kameras ist bereits
durch die Verwendung des Punktverteilungsmodells teilweise stark eingeschra¨nkt, da zu je-
dem Zeitpunkt des Verfahrens genu¨gend Informationen der Zeigegeste in den Kamerabildern
verfu¨gbar sein mu¨ssen. Beispielsweise muss vermieden werden, dass der Zeigefinger, der fu¨r
die Berechnung der 3D-Zeigerichtung beno¨tigt wird, in einem der beiden Kamerabildern zu
stark verku¨rzt wird, wenn die Hand in Richtung der Kamera gedreht wird. Gleiches gilt fu¨r
die Skalierung der Kameras, die zum einen durch den Abstand der Kameras zum Objekt,
zum anderen durch die gewa¨hlte Brennweite der Kameraobjektive definiert ist. Ist die Geste
zu klein im Bild zu sehen, geht durch die geringe Bildinformation Pra¨zision fu¨r die spa¨tere
3D-Rekonstruktion verloren. Auf der anderen Seite darf aber auch die Hand nicht zu groß
im Bild erschienen, um zu vermeiden, dass die Hand wa¨hrend der Interaktion versehentlich
aus dem Kamerabild und damit aus dem Interaktionsvolumen bewegt wird.
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Die Orientierung der Kameras hingegen kann uneingeschra¨nkt dazu verwendet werden, das
Auffinden einer Startpose zu erleichtern. Man kann sich die einfache Annahme zunutze ma-
chen, dass eine Zeigegeste wa¨hrend der Interaktion immer vor dem Ko¨rper des Anwenders
stattfindet. Insbesondere die Tatsache, dass die Interaktion durch die Darstellung der Anwen-
dung gepra¨gt ist und somit der Anwender wa¨hrend der Interaktion immer dem Ausgabegera¨t
zugewandt ist, erleichtert Aussagen u¨ber die Position der Hand in den Kamerabildern zu tref-
fen. Bei einer Ausrichtung der Kameras wie sie beispielsweise in den Abbildungen 4.1 und
4.7 zu sehen ist, liegt eine zur Interaktion verwendete Zeigegeste in den Bildern der ersten
Kamera links vom Anwender und entsprechend rechts vom Anwender in den Bildern der zwei-
ten Kamera. Fu¨r das hier vorgestellte Verfahren wird diese Tatsache bei geeigneter Wahl
der Positionierung und Orientierung des Kameras verwendet, um eine erste Abscha¨tzung
der Lage der Zeigegeste im Bildkoordinatensystem zu ermitteln. Dazu werden beim Start
des Systems, wenn sichergestellt werden kann, dass sich zur Zeit kein Anwender im Inter-
aktionsvolumen befindet, fu¨r beide Kameras Referenzbilder der Szene aufgenommen und
deren Kanteninformation extrahiert. Diese Kanteninformationen werden als Sobel-Operator
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berechnet. Der Sobel-Kantenfilter liefert genu¨gend breite Kanten und stellt somit sicher,
dass bei der folgenden Segmentierung des Kantenbildes an einem vorgegebenen Schwellwert
ausreichend große Segmente entstehen. Zur Laufzeit des Systems werden fu¨r neue Kame-
rabilder ebenfalls die Kantenbilder ermittelt und segmentiert. Als na¨chstes werden aus den
segmentierten Referenzkantenbildern und Laufzeitkantenbildern Differenzbilder berechnet,
die erneut segmentiert werden, um Information u¨ber A¨nderungen in der Szene zu erhalten.
Da diese A¨nderungen durch die Verwendung von Referenzbildern immer bezu¨glich des leeren
Interaktionsvolumens berechnet werden, kann davon ausgegangen werden, dass die entste-
henden Segmente durch die Anwesenheit des Anwenders entstehen. Durch die Wahl des
Kameraaufbaus setzt das Verfahren also lediglich voraus, dass sich zwischen Anwender und
Ausgabegera¨t seit dem Start der Anwendung keine neuen Objekte befinden, die eine Inter-
aktion sto¨ren ko¨nnen. Die Analyse der Differenzbilder verwendet das jeweils am weitesten
links beziehungsweise rechts liegende Segment eines Bildes und ermittelt den Startpunkt des
Segments in der ersten bzw. letzten Spalte innerhalb des umschließenden Rechtecks (engl.:
bounding box). Dieser Punkt der Bildebene wird als Fingerspitze der Zeigegeste angenom-
men und fu¨r den folgenden Optimierungsschritt verwendet.
Da es dennoch vorkommen kann, dass sich in den Interaktionsbereichen der Kamerabilder
Segmente befinden, die weiter links oder rechts von der gewu¨nschten Segmenten mit der
Geste befinden, wird vor dem na¨chsten Schritt des Verfahrens eine U¨berpru¨fung mittels des
Stereokamerasystems vorgenommen. Dafu¨r werden die beiden ermittelten Punktkoordina-
ten zu einem 3D-Punkt rekonstruiert und anhand der Definition des Weltkoordinatensystems
u¨berpru¨ft, ob der entstandene 3D-Punkt eine logische Zuordnung als Fingerspitze zula¨sst.
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Ist dies nicht der Fall, wird abwechselnd fu¨r beide Differenzbilder ein Segment eliminiert und
die Fingerspitzenrekonstruktion erneut durchgefu¨hrt.
Abbildung 4.8: 3D-Rekonstruktion und U¨berpru¨fung der Segmentinformationen zur ersten
Bestimmung der Fingerspitze.
Abbildung 4.8 zeigt dieses Verfahren an einem Beispiel: Im linken Kamerabild ist “fa¨lsch-
licherweise” in der linken oberen Ecke des blau markierten Interaktionsbereichs ein Segment
(rot markiert mit einer ’1’) aufgetaucht, dass zuna¨chst als richtiges, die Geste enthaltendes
Segment angenommen wird. Im rechten Kamerabild entha¨lt das am weitesten rechts liegen-
de Segment bereits die Zeigegeste. Fu¨r beide Segmente wird nun der a¨ußerste Punkt des
Segments (also der Punkt, an dem das Segment sein umschließendes Recheck an der lin-
ken bzw. rechten Seite beru¨hrt) bestimmt und im Stereokamerasystem zu einem 3D-Punkt
rekonstruiert. Da der Ergebnispunkt im Weltkoordinatensystem aber außerhalb des Interak-
tionsvolumens liegt, wird im linken Kamerabild das erste Segment eliminiert und statt dessen
das mit einer ’2’ markierte Segment verwendet. Die erneute 3D-Rekonstruktion ergibt nun
einen Punkt, der innerhalb des Interaktionsvolumens liegt und akzeptiert wird. Damit ist die
erste Bestimmung der Fingerspitze erfolgt.
4.4.2 Simulated Annealing
Mit einer ersten Abscha¨tzung der Fingerspitze kann nun in einem weiteren Schritt des Verfah-
rens eine grobe Scha¨tzung der gesamten Zeigegeste ermittelt werden. Der Suchraum fu¨r die
Suche nach der Kontur der Zeigegeste ist aber durch das Wissen u¨ber die Position der Finger-
spitze in den Kamerabildern bereits stark eingeschra¨nkt und ermo¨glicht somit eine schnelle
und beinahe echtzeitfa¨hige Suche der Geste. Als Verfahren zum Auffinden der Zeigegeste
wird das aus dem Metropolisalgorithmus [MRR+53] entwickelte Verfahren der simulierten
Abku¨hlung (engl.: Simulated Annealing, SA) eingesetzt. Simulated Annealing [KGV83] ist
ein heuristisches Verfahren der globalen nichtlinearen Optimierung, das zur approximativen
Lo¨sung von komplexen Optimierungsproblemen verwendet wird. Ziel der Optimierung ist
beispielsweise die Minimierung einer Zielfunktion E(X), wobei X ein mehrdimensionaler
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Variablenvektor der zu minimierenden Funktion ist. Ein initialer Vektor x0 wird u¨ber viele
Iterationsschritte so gea¨ndert, dass in jedem Iterationsschritt einen neuer Lo¨sungsvektor in
der Nachbarschaft der Zielfunktion zufa¨llig gewa¨hlt wird. Die Vera¨nderung der Variablen
von xi−1 nach xi kann entweder zu einer Verbesserung oder zu einer Verschlechterung des
Ergebnisses der Zielfunktion fu¨hren. Um zu vermeiden, dass der Algorithmus nun in einem
lokalen Minimum stecken bleibt, sind auch Verschlechterungen der Zielfunktion zugelassen.
Die Mo¨glichkeit, eine Verschlechterung zu akzeptieren, sinkt dabei im Verlauf des Verfah-
rens bis am Ende der Optimierung nur Verbesserungen akzeptiert werden. Um diese Wahr-
scheinlichkeit zu modellieren, wird eine Temperaturschranke T eingefu¨hrt, die nach jeweils
n Iterationsschritten um einen vorgegebenen Faktor δt abgesenkt wird. E(xi) wird immer
neue Lo¨sung akzeptiert, wenn E(xi) < E(xi−1) gilt. Ansonsten entstehen zwei Mo¨glichkei-
ten fu¨r X: Entweder xi wird mit der Wahrscheinlichkeit P (xi) akzeptiert oder abgelehnt
mit 1− P (xi). P wird dabei entsprechend der Boltzmann-Statistik





mit ΔE = E(xi) − E(xi−1) und der Boltzmannkonstante kB berechnet. Damit ist zum
einem die Akzeptanzschwelle fu¨r Verschlechterungen von dem Betrag der Verschlechterung
abha¨ngig, zum anderen vom zeitlichen Ablauf der Optimierung. Gegen Ende des Verfahrens,
wenn T klein genug geworden ist, werden Verschlechterungen nur noch selten akzeptiert
und es werden fast ausschließlich nur noch Verbesserungen der Zielfunktion in Richtung des
na¨chsten lokalen Optimums angenommen.
Fu¨r die Suche nach der Zeigegeste in einem Kamerabild mu¨ssen nun noch die Zielfunkti-
on und die A¨nderungsschritte im Variablenvektor von xi−1 nach xi definiert werden. Die
Zielfunktion ist in diesem Fall die Summe der Kantenintensita¨ten im Kamerabild fu¨r eine
ku¨nstlich erzeugte und im Bild positionierte Kontur einer Zeigegeste. Dazu wird anhand
des im Abschnitt 4.2 beschriebenen Punktverteilungsmodells der Zeigegeste eine gu¨ltige
Kontur erzeugt und im Kamerabild positioniert, orientiert und geeignet skaliert. Der skalare




255 − Sx,y (4.19)
fu¨r alle Stu¨tzpunkte px,y der Kontur und den entsprechenden Kantenintensita¨ten Sx,y des
zuvor berechneten Sobel-Kantenfilters mit dem Luminanzwert 255 als maximal darstellbaren
Kantenwert.
Die zu optimierenden Unbekannten von E sind somit sowohl durch eine Position tx, ty, eine
Orientierung α und eine Skalierung s der Kontur im Bildkoordinatensystem als auch durch
die Komponenten des Deformationsvektors b der Kontur definiert und ko¨nnen als Vektor
xi = (tx, ty, α, s, b1, ..., bn)T . (4.20)
geschrieben werden. Als initialer Vektor x0 wird fu¨r b die Mittelwertgeste des PDM gewa¨hlt,
die Position der Geste ergibt sich aus der zuvor beschriebenen Bestimmung der Fingerspitze,
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Abbildung 4.9: Finden der Zeigegeste mit Simulated Annealing. Sechs zufa¨llige Ergebnisse
des Verfahrens bei gleichen Ausgangssituationen und kurzem Ausku¨hlschema.
die initiale Orientierung und Skalierung der Geste ergibt sich aus dem Aufbau des Stereoka-
merasystems. Eine zufa¨llige Vera¨nderung des Vektors ergibt sich durch eine zufa¨llige Wahl
einer der Komponenten von xi und deren zufa¨lligen Vera¨nderung innerhalb eines gu¨ltigen
Intervalls. Die Intervallgrenzen fu¨r die Komponenten bi werden dabei aus dem Punktvertei-
lungsmodell entnommen, die Intervallgrenzen fu¨r die Translation, Rotation und Skalierung
der Geste aus dem Aufbau des Kamerasystems.
Neben der Definition der Lo¨sungsraumstruktur ist fu¨r die Anwendung von Simulated An-
nealing die Festlegung des Abku¨hlungsschemas notwendig. Eine gro¨ßere Anzahl von Itera-
tionsschritten erho¨ht zwar die Genauigkeit der gefundenen Lo¨sung, verbraucht aber auch
wesentlich mehr Berechnungszeit. Meist wird ein Abku¨hlungsschema verwendet, bei dem
der Temperaturparameterwert im Verlauf des Verfahrens regelma¨ßig durch die Multiplika-
tion mit einer Zahl kleiner eins verringert wird. Dabei ist auch der initiale Temperaturwert
und der Abbruch des Verfahrens festzulegen [JAMS89, PTVF92]. Um den Echtzeitanspruch
der Anwendung nicht zu gefa¨hrden, wird fu¨r die Zeigegeste ein sehr schnelles Abku¨hlschema
mit nur einigen tausend Iteration verwendet. Dies ist mo¨glich, da zum einen der Suchraum
durch die Bestimmung der Fingerspitze bereits stark eingeschra¨nkt ist und zum anderen das
Verfahren nicht zur Anpassung der Zeigegeste selbst verwendet wird, sondern ausschließlich
eine geeignete Startkontur fu¨r das folgende Active Shape Model liefern soll. Ein Schema
mit maximal 25 Temperaturschritten, bis zu 700 Iterationen pro Temperaturschritt und ei-
nem Absenken der Temperatur um 20% bei jedem Absenken der Temperatur liefert bei u¨ber
99% der Versuche eine fu¨r den folgende Anpassungsschritt ausreichende Startpose (Beispiele
siehe Abbildung 4.9) und beno¨tigt im Schnitt unter 80 Millisekunden fu¨r die Suche.
4.5 Feinanpassung der Zeigegeste
Die durch Simulated Annealing gewonnenen Posen dienen in einem weiteren Schritt des
Verfahrens als Startwerte fu¨r die Feinanpassung der Zeigegesten durch Aktive Formen. Fu¨r
die Anpassung innerhalb der vom PDM vorgegebenen Deformationsgrenzen werden iterativ
die Stu¨tzpunkte der Kontur bestmo¨glich an die Kanteninformation der Bilder gezogen. Dafu¨r
werden folgende Parameter beno¨tigt:
• Die Mittelwertgeste x¯, die bereits aus dem PDM bekannt ist
• Die reduzierte Deformationsmatrix Pt, die bereits aus dem PDM bekannt ist
• Die bestmo¨glichen Lageparameter der Kontur (Translation, Rotation und Skalierung)

































































Abbildung 4.10: Suche der Zielpunkte entlang der Normalgeraden
• Der bestmo¨gliche Deformationsvektor bt der Kontur
Die Bestimmung der Lageparameter und des Deformationsvektors der Kontur ist erneut als
ein Optimierungsproblem aufzufassen, dass prinzipiell mittels nichtlinearen Optimierungs-
verfahren gelo¨st werden kann. Allerdings ist der Rechenaufwand der ga¨ngigen Verfahren
zu hoch, um eine akzeptable Lo¨sung innerhalb einer Zeit zu ermitteln, die den Echtzeit-
anspruch der hier vorgestellten Anwendung erfu¨llt. Cootes beschreibt eine approximative
Lo¨sung, die iterativ, die Stu¨tzpunkte der Kontur in Richtung der sta¨rksten Kanteninfor-
mation verschiebt und Lageparameter und Deformationsvektor in jedem Iterationsschritt
angleicht. [Tay92, CT01]:
Algorithmus 2 : Anpassung einer Aktiven Form
1: Initialisiere eine Startpose (hier als Ergebnis der Suche mittels Simulated Annealing).
2: Fu¨r jeden Stu¨tzpunkt der Kontur suche entlang der Normalvektoren nach dem Pixel mit
der ho¨chsten Kantenintensita¨t. Berechne den Verschiebungsvektor dc der Kontur.
3: Korrigiere die Lageparameter der Kontur, so dass die neu entstandene Kontur
bestmo¨glich mit der vorigen Kontur u¨bereinstimmt.
4: Bestimme den Deformationsvektor der Kontur, der bestmo¨glich eine gu¨ltige Kontur auf
die Zielpunkte im Bild beschreibt.
5: Korrigiere den Deformationsvektor der Kontur entsprechend: bt + dbt.
6: Wiederhole ab Schritt 2 bis A¨nderungen der Kontur vernachla¨ssigbar klein sind.
Schritt 2: Da das Modell der Zeigegeste durch ihre a¨ußere Umrandung beschrieben ist, muss
eine gute Position fu¨r einen Konturpunkt einem Randpunkt der Geste im Bild entsprechen.
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Abbildung 4.11: Korrektur einer Pose durch die Mahalanobis-Distanz als 2D-Beispiel. Vek-
tor c2 ist gu¨ltig, Vektor c1 liegt außerhalb der Ellipse und wird auf den Rand der Ellipse
abgebildet um eine gu¨ltige Pose c′1 zu erzeugen.
Um eine bessere Position fu¨r einen Konturpunkt zu finden, definiert man einen Suchpfad, der
durch den jeweiligen Stu¨tzpunkt verla¨uft. Eine schnelle Berechnung des Suchpfades erha¨lt
man, wenn die Tangente der Kontur an der Position einer Stu¨tzstelle aus den Nachbarpunk-
ten der Kontur approximiert wird und der dazu orthogonale Vektor in beide Richtungen der
Kontur verwendet wird. Entlang dieses Suchpfades wird nun der Bildpunkt mit der ho¨chsten
Kantenintensita¨t ermittelt (siehe Abbildung 4.10). Kann entlang des Suchpfades kein sinn-
voller neuer Punkt gefunden werden, weil keine ausreichende Kanteninformation gegeben ist,
wird der Stu¨tzpunkt nicht verschoben, sondern an seiner urspru¨nglichen Position belassen.
Schritt 3: Die neue Kontur, die durch die Verschiebungen entlang der Suchpfade entstan-
den ist, muss nun an die urspru¨ngliche Kontur angepasst werden. Um die dafu¨r notwendigen
Transformationen tx, ty, α, s zu ermitteln, kann der in Abschnitt 4.2 beschriebene Algorith-
mus zum “Na¨herungsweisen Ausrichten der Trainingskonturen” verwendet werden.
Schritt 4: Die Verschiebung der Stu¨tzpunkte in Schritt 2 des Algorithmus geschieht allein
u¨ber das Kriterium der Kantenintensita¨ten im Kamerabild. Damit sind als Ergebnis dieses
Schrittes Deformationen der Kontur mo¨glich, die nicht durch die statistische Beschreibung
des PDM abgedeckt sind.
Schritt 5: Fu¨r den Fall, dass die Kontur nicht gu¨ltig ist, also mindestens eine der Kom-
ponenten des zur Kontur geho¨rigen Deformationsvektors bt außerhalb der vorgegebenen
Intervallgrenzen von −3√λi und +3
√
λi liegt, muss die bestmo¨gliche Kontur innerhalb der
vorgegebenen Intervallgrenzen gefunden werden. Ein geeignetes Kriterium fu¨r diesen Schritt
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Abbildung 4.12: Initiale (links) und angepasste (rechts) Kontur auf Bildebene.









des Konturvektors. In einem t-dimensionalen Raum existiert ein Hyperellipsoid, dessen Ra-
dien durch die Eigenwerte λi bestimmt werden. Eine Kontur c ist demnach gu¨ltig, wenn der
Vektor bt innerhalb dieses Hyperellipsoids liegt. Als zula¨ssige Grenze gilt dann beispielsweise
fu¨r die 3σ-Intervalle, dass die Mahalanobis-Distanz kleiner Dmax = 3.0 sein darf. Liegt eine
Kontur außerhalb des Ellipsoids und ist damit ungu¨ltig, kann sie dadurch in eine gu¨ltige
Kontur umgewandelt werden, indem man den Deformationsvektor bt so vera¨ndert, dass die
Kontur genau auf dem Rand des Hyperellipsoids zum Liegen kommt (siehe Abbildung 4.11):
bi → bi ∗ Dmax
Dm
i = 1, ..., t (4.22)
Konvergenz in Schritt 6 bedeutet, dass sich nach einem weiteren Iterationsschritt die neu
berechnete Kontur fu¨r alle Koordinaten um weniger als ein Pixel unterscheidet, also kein
sichtbarer Unterschied zwischen zwei aufeinanderfolgenden Konturen existiert.
Nach Beendigung der Anpassung durch Abbruch des Algorithmus nach dem in Schritt
6 beschriebenen Konvergenzkriteriums kann die Gu¨te der Anpassung durch Auswertung der
mittleren Abweichung der entstandenen Konturpunkte von der realen Kante im Bild gemes-
sen werden. Diese Abweichung entsteht, da die Korrektur der Gestenkontur in Schritt 5 der
Anpassung die Stu¨tzpunkte erneut von der maximalen Kantenintensita¨t entfernt. Zur Be-
rechnung der Abweichung werden noch ein letztes mal die Suchpfade der angepassten Kontur
berechnet und deren Stu¨tzpunkte erneut in Richtung der maximalen Kantenintensita¨ten ver-
schoben. Das arithmetische Mittel der euklidischen Distanzen der einzelnen Stu¨tzpunkte der
beiden Konturen wird nun als Gu¨tekriterium fu¨r die Anpassung verwendet. Als geeigneter
Grenzwert hat sich ein Mittelwert von einem Pixel bei dem in diesem Verfahren verwendeten
Modell der Zeigegeste mit 26 Stu¨tzpunkten erwiesen, u¨ber dem eine Anpassung mit dem
ASM verworfen werden sollte. Tabelle 4.2 zeigt die mittlere Abweichung zwischen den finalen
Konturen fu¨r zehn zufa¨llig ausgewa¨hlte Anpassungen mittels eines ASM.
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Abbildung 4.13: Beispiele der Feinanpassung mittels des Active Shape Model.











Tabelle 4.2: Ergebnisse von zehn zufa¨lligen, gu¨ltigen Feinanpassungen der Zeigegeste mittels
ASM.
Fu¨r den Fall, dass die Anpassung der Kontur das Gu¨tekriterium erfu¨llt, kann die ent-
standene Kontur akzeptiert und fu¨r die folgende 3D-Parameterscha¨tzung verwendet werden.
U¨berschreitet hingegen die mittlere Abweichung den Schwellwert von einem Pixel, muss die
Anpassung verworfen und das Verfahren mit einer erneuten Suche nach der Startkontur mit-
tels Simulated Annealing fortgesetzt werden.
4.6 3D-Parameterscha¨tzung
Der letzte Schritt des Verfahrens verwendet nun erneut das kalibrierte Stereokamerasystem,
um aus den beiden angepassten Konturen der Zeigegeste fu¨r die Interaktion geeignete 3D-
Parameter zu bestimmen. Fu¨r die Interaktion selber sind die Position und Orientierung
der Hand des Anwenders zuna¨chst aber gar nicht relevant. Vielmehr interessiert fu¨r die
Anwendbarkeit der Punkt im Raum, auf den der Anwender zeigt. Dies ist in den meisten
Anwendungen der Schnittpunkt der Strahls im Raum mit der jeweiligen Anzeigefla¨che, mit
welcher den Anwender interagiert. Zur Bestimmung dieses Schnittpunktes mu¨ssen neben
den 3D-Koordinaten des Ausgabebildschirms außerdem
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Abbildung 4.14: Berechnung des Schnittpunktes von Zeigestrahl und Ausgabebildschirm.
1. die Position der Geste im Raums und
2. die Zeigerichtung im Raum
bekannt sein. Die Position der Geste ist bereits durch die vorherigen Schritte des Verfahrens
bekannt. Wenn als 3D-Position die Fingerspitze der Hand angenommen wird, kann entweder
das Ergebnis aus der initialen Bestimmung der Fingerspitze (vergleiche Abschnitt 4.4.1)
oder aber auch der Stu¨tzpunkt p12 der angepassten Kontur verwendet werden. Eine zweite













fu¨r beide angepassten Konturen zu berechnen und diese Pixelkoordinaten zu verwenden, um
den Schwerpunkt der Geste im Raum zu scha¨tzen. Fu¨r die Scha¨tzung der Zeigerichtung
werden die im letzten Schritt des Verfahrens ermittelten Konturen verwendet. Dabei wird
davon ausgegangen, dass die Zeigerichtung allein durch den Zeigefinger bestimmt wird. Des-
halb wird aus den korrespondieren Stu¨tzpunkten p8 bis p17 der angepassten Konturen (siehe
Abbildung 4.3) mittels des Stereokamerasystems eine 3D-Punktewolke aus zehn Punkten
berechnet. Die Regressionsgerade dieser Punkte im Raum bestimmt dann die Zeigerichtung
im Raum. Eine schnelle Berechnung dieser Geraden ist durch eine orthogonale lineare Re-
gression im Raum durch die bereits beschriebene Hauptachsenanalyse (Principal Component
Analysis, PCA) mo¨glich [PP07].
Mit dem resultierenden Strahl im Raum P0 + tV beginnend an der 3D-Position P0 der
Zeigegeste und dem Richtungsvektor V , der algebraischen Beschreibung der Ebene in der
sich der Ausgabebildschirm befindet P ·N +d = 0 mit dem gesuchten Schnittpunkt P , dem
Normalvektor der Ebene N und dem Abstand d, la¨sst sich durch Substitution von P nach
(p0 + tV ) ·N + d = 0 (4.24)
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der Schnittpunkt
P = P0 + tV (4.25)
mit
t =
−(P0 ·N + d)
(V ·N) (4.26)
berechnen (siehe Abbildung 4.14). Die Transformation dieses Schnittpunktes vom Weltko-
ordinatensystem in ein lokales Koordinatensystem des Ausgabegera¨tes ermo¨glicht damit die
Verwendung der rekonstruierten Zeigegeste als Eingabemodalita¨t zur Interaktion.
4.7 Echtzeitfa¨higkeit
Fu¨r die Verwendbarkeit des Verfahrens als Eingabemodalita¨t fu¨r eine intuitive Interaktion
mit dem Rechner mu¨ssen wie bereits beschrieben einige Anforderung an das System erfu¨llt
sein. Die Forderung, dass das System ohne Trainingszeit fu¨r den Anwender auskommt, ist
bei dem hier vorgestellten Verfahren erfu¨llt, da das Anlernen des Modells der Zeigegeste
bereits vorab erfolgt ist. Bei dem verwendeten Modell der Zeigegeste muss lediglich si-
chergestellt sein, dass der Anwender weiß, wie die Zeigegeste wa¨hrend der Trainingsphase
definiert wurde. Einem neuen Anwender des Systems muss also bekannt sein, dass er den
Daumen wa¨hrend des Zeigens auf den Bildschirm abspreizen muss. Weiterhin wird durch das
automatische Auffinden der Startpose sichergestellt, dass der Anwender sich nicht aktiv um
den Start der Gestenverfolgung ku¨mmern muss. Weder zum Starten der Interaktion noch
wa¨hrend der Gestenverfolgung selber muss der Anwender den Status oder das Ergebnis der
Gestenanpassung kontrollieren.
Eines der wichtigsten Kriterien fu¨r eine intuitive Interaktion ist die Echtzeitfa¨higkeit des
Systems. Durch den hohen Anteil an bildverarbeitenden Schritten wa¨hrend des Verfahrens
ist fu¨r die Verarbeitungszeit insbesondere die Gro¨ße des Interaktionsvolumens ausschlagge-
bend. Das Interaktionsvolumen im Raum bestimmt dabei die Region in den Kamerabildern,
die fu¨r die einzelnen Schritte des Verfahrens untersucht werden mu¨ssen. Bei einem typi-
schen Interaktionsbereich von 300 ∗ 300 Bildpunkten in beiden Kamerabildern ergeben sich





Feinanpassung mittels ASM 5.3 ms
Simulated Annealing 108 ms
Die Schritte zur Bestimmung der Fingerspitze, zur Berechnung der Zeigerichtung und des
Schnittpunktes mit dem Ausgabebildschirm sind mit <= 0.1ms vernachla¨ssigbar gering. Bei
einem Stereokamerasystem mit zwei Kameras ergibt sich somit eine mittlere Verarbeitungs-
zeit des Verfahrens von 18.2 ms pro Bildpaar wa¨hrend der Verfolgung des Zeigegeste ohne
die Notwendigkeit einer initialen Suche. Das entspricht einer Bildwiederholrate von mehr als
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Abbildung 4.15: Multimodale Interaktion im ha¨uslichen Umfeld. Steuerung eines Fernsehers
durch Verwendung von Sprach- und Gestenerkennung [SMS01].
50 Bildern pro Sekunde. Fu¨r den Fall, dass eine initiale Suche mittels Simulated Annealing
notwendig ist, weil beispielsweise die Gu¨te der letzten Anpassung nicht den Anforderungen
des statistischen Modells entspricht oder weil die Interaktion durch den Anwender unter-
brochen wurde, erho¨ht sich die Verarbeitungszeit des Systems auf knapp 250 ms, also eine
Bildwiederholrate von ungefa¨hr vier Bilder pro Sekunde. Da in der praktischen Anwendung
die Suche nach einer initialen Startpose fu¨r die Feinpassung im Schnitt drei- bis vier mal
pro Sekunde notwendig ist, ergibt sich eine durchschnittliche Frequenz von 20 Bildern pro
Sekunde.
4.8 Zusammenfassung
In diesem Kapitel wurde ein Verfahren zur Erkennung und Verfolgung einer Zeigegeste im
Raum entwickelt, das die Anforderungen an eine intuitive und gera¨tefreie Interaktion mit dem
Computer erfu¨llt. Der Anwender beno¨tigt kein technisches Hilfsmittel, da er ausschließlich
mittels einer Zeigegeste interagiert. Das Verfahren beruht auf der Erkennung und Verfolgung
einer zuvor definierten und angelernten Zeigegeste mittels aktiver Formen und gliedert sich
in die folgenden Einzelschritte:
1. Beschreibung der Zeigegeste und Berechnung der Deformationsmo¨glichkeiten mittels
eines statistischen Punktverteilungsmodells. Dieser Schritt des Verfahrens bestimmt
die in den Kamerabildern zu suchende Kontur der Zeigegeste. Dazu wird eine Viel-
zahl von Trainingskonturen manuell angegeben. Eine statistische Beschreibung des
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Trainingsdatensatz ist die Grundlage fu¨r die folgenden iterativen Schritte fu¨r das Auf-
finden von geeigneten Startkonturen und fu¨r die Feinanpassung der Konturen.
2. Auffinden und 3D-Rekonstruktion der Spitze des Zeigefingers in den einzelnen Ka-
merabildern sowohl durch die geeignete Wahl des Kameraaufbaus als auch durch die
Analyse von Segmentinformationen und deren 3D-Rekonstruktion.
3. Auffinden von Initialkonturen durch das heuristische Optimierungsverfahren Simulated
Annealing. Dabei liefern sowohl das Stereokamerasystem als auch die Position der Fin-
gerspitze und die aus dem Punktverteilungsmodell gewonnenen Deformationsmo¨glich-
keiten der Geste genu¨gend Information, um den Suchraum fu¨r die Optimierung so stark
einzuschra¨nken, dass dieser Schritt des Verfahrens fu¨r eine Verwendung des gesamten
Verfahren in Echtzeit genutzt werden kann.
4. Anpassung der Initialkonturen an die realen Konturen in den Kamerabildern. In die-
sem Schritt des Verfahrens werden die gefundenen Initialkonturen mittels eines Active
Shape Model an die in den Bildern vorhandenen Kanteninformationen der Hand an-
gepasst und liefern damit ein Repra¨sentation der Zeigegeste des Anwenders auf den
Bildebenen.
5. In einem letzten Schritt des Verfahrens werden die Position und die Zeigerichtung
der Geste im dreidimensionalen Raum unter Verwendung des Stereokamerasystems
berechnet und zur Interaktion bereitgestellt.
Zwar ist das Auffinden der Initialkontur durch Simulated Annealing durch die hohe An-
zahl der notwendigen Iterationsschritte nicht echtzeitfa¨hig, jedoch muss dieser Schritt des
Verfahrens nur angewendet werden, wenn wa¨hrend der Gestenverfolgung die Feinanpassung
durch das Active Shape Model misslingt oder wenn die Interaktion neu gestartet wird. Damit
erreicht das Verfahren insgesamt die zur intuitiven Interaktion notwendigen Wiederholraten
von mehr als 20 Bildern pro Sekunde. Eine große Anzahl von unterschiedlichen Auspra¨gun-
gen der Zeigegeste wa¨hrend der Berechnung des Punktverteilungsmodells ermo¨glicht zur
Laufzeit des Systems eine klare Abgrenzung gu¨ltiger Konturen einer Zeigegeste von in den
Kamerabildern auftretenden Sto¨rungen. Die Tatsache, dass wa¨hrend der Modellbildung Trai-
ningsdaten von unterschiedlichen Personen in die Berechnung des Punktverteilungsmodells
eingehen und somit auch unterschiedliche Auspra¨gungen der Zeigegeste modelliert werden,
erlaubt es dem Verfahren, auch auf neue Anwender des Systems, von denen keine Trainings-
daten existieren, korrekt zu reagieren.
Damit konnte in dieser Arbeit ein Verfahren entwickelt werden, dass mit einer vollsta¨ndig
automatisch ablaufenden Initialsuche nach der Handgeste eines der Hauptprobleme der intui-
tiven Interaktion durch videobasierte Gestenerkennung lo¨st. Das Verfahren erfu¨llt zudem die
in Kapitel 1 aufgestellten Forderungen an ein System zur intuitiven Gestenerkennung. Durch
die Verwendung eines kalibrierten Stereokamerasystems ist kein technisches Gera¨t außer dem
Ausgabebildschirm fu¨r den Anwender sichtbar, was den immersiven Charakter der Anwen-
dung unterstu¨tzt. Da die Modellbildung fu¨r die Zeigegeste bereits vor dem Einsatz des Sy-
stems durchgefu¨hrt wird, existiert fu¨r einen neuen Anwender kaum Trainingsaufwand. Auch
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die noch offene Frage nach der Merkmalsextraktion und Klassifikation von Handgesten in
Echtzeit wird in diesem Verfahren bereits adressiert. Zum einen liefert die 3D-Rekonstruktion
der Zeigerichtung und der Position der Hand im kalibrierten Stereokamerasystem eine ho-
he Genauigkeit fu¨r die Verwendung einer Zeigegeste als Interaktionsmedium. Zum anderen
ist das Verfahren in der Lage, zu entscheiden, ob eine gu¨ltige Zeigegeste verwendet wird
oder nicht. Hier zeigt sich allerdings auch die Schwa¨che des Verfahrens. Durch den rechen-
und damit zeitintensiven Schritt der Initialsuche durch das Optimierungsverfahren Simu-
lated Annealing ist das System auf die Suche nach einer einzigen statischen Handgeste
beschra¨nkt. Fu¨r eine Suche nach zwei oder nach mehreren Konturmodellen mu¨sste dieser
Schritt des Verfahrens aber wiederholt nacheinander ausgefu¨hrt werden. Das System wu¨rde
dadurch nicht mehr in der Lage sein, interaktive Bildwiederholraten zu erreichen. Fu¨r eine
intuitive Verwendung der Zeigegeste durch viele verschiedene Anwender stellt dies aber den
Flaschenhals des Verfahrens dar. Eine Zeigegeste wird von Anwendern sehr unterschiedlich
ausgefu¨hrt. Das in diesem Kapitel exemplarisch angelernte Modell einer Zeigegeste erlaubt es
allerdings nur, mit ausgestrecktem Zeigefinger und dabei abgespreitztem Daumen zu deuten.
Die Verwendung von beispielsweise der geo¨ffneten Hand als Geste wird dann vom System
ignoriert. Um mehrere unterschiedliche Gesten als Zeigegeste interpretieren zu ko¨nnen, muss
also ein Verfahren entwickelt werden, das die Geste weniger stark einschra¨nkt und so mehr
Variabilita¨t wa¨hrend der Interaktion zula¨sst. Dieses Problem wird im folgenden Kapitel 5,
Interaktion durch Punktprojektion behandelt.
Kapitel 5
Interaktion durch Punktprojektion
Im vorigen Kapitel wurde ein Verfahren vorgestellt, dass mit einer vollsta¨ndig automatisch
ablaufenden Initialsuche nach der Handgeste des Anwenders eines der wichtigen ungelo¨sten
Probleme fu¨r eine intuitive Interaktion zwischen Mensch und Computer lo¨st. Dennoch bleibt
auch bei dem Verfahren der Interaktion durch Rekonstruktion von Aktiven Formen die Frage
nach der Mo¨glichkeit des Systems, unterschiedliche Auspra¨gungen einer einzelnen statischen
Geste zu erkennen und zu verfolgen, noch unbeantwortet. Da das Verfahren lediglich eine
einzige, vom System vorgegebene Geste erkennt und verfolgt, wird vom Anwender bereits
eine minimale Lernphase gefordert, in der dem Anwender die zu verwendende Handgeste
gezeigt werden muss. Natu¨rlicher und damit intuitiver ist es aber, wenn jeder neue Anwen-
der des Systems auf seine eigene Art des Zeigen zuru¨ckgreifen kann und sich nicht den
Vorgaben des Systems unterordnen muss. Um dieses Forderung zu erfu¨llen, adressiert das
in diesem Kapitel entwickelte Verfahren mit einer pra¨zisen Merkmalsextraktion in Echtzeit
ein weiteres Problem der intuitiven Gestenerkennung. Wa¨hrend die automatische Initialsuche
weitestgehend aus dem Verfahren des vorigen Kapitels u¨bernommen und pra¨zisiert wird, wird
bewusst auf die Frage nach einer Klassifikation von unterschiedlichen Gesten verzichtet. Es
kann na¨mlich davon ausgegangen werden, dass es etliche Anwendungen gibt, die ausschließ-
lich mittels einer Zeigegeste intuitiv gesteuert werden ko¨nnen und damit aus dem Ziel der
Anwendung selbst ausgeschlossen werden kann, dass andere Handgesten als eine Zeigegeste
vom Nutzer verwendet werden. Zudem untersucht dieses Kapitel ein weiteres Problem, das
bei der Erkennung von statischen Gesten auftritt, und schafft die Mo¨glichkeit, auch ohne ei-
ne explizite Unterscheidung verschiedener Handposen Interaktions-Ereignisse abzuleiten wie
beispielsweise die Selektion von Objekten oder Bildschirmregionen.
In diesem Kapitel wird ein Verfahren zur intuitiven Interaktion mittels Zeigen auf das Ausga-
begera¨t entwickelt, das ohne jegliche Lernphase von jedem Benutzer verwendet werden kann.
Das Verfahren beruht auf der Detektion und 3D-Rekonstruktion der Fingerspitze und deren
Projektion auf die Interaktionsfla¨che des Ausgabegera¨tes. Durch den bewussten Verzicht
auf objekterkennende und -verfolgende Algorithmen ist das Verfahren ohne Einschra¨nkun-
gen von jedem neuen Nutzer des Systems sofort und ohne Trainingsphase verwendbar. Um
eine einfache und intuitive Interaktion auch fu¨r technisch unversierte Nutzer zu ermo¨glichen,
werden Methoden zur Nachverarbeitung der berechneten Ereignisse vorgestellt, die beispiels-
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weise durch Gla¨ttung auch bei gro¨ßeren Entfernungen des Anwenders zum Ausgabegera¨t ein
ruhiges und pra¨zises Zeigen ermo¨glichen und so eine einfache und natu¨rliche Interaktion
ermo¨glichen. Neben der Berechnung der Zeigerichtung in Echtzeit werden außerdem zwei
Methoden vorgestellt, die Ereignisse zur Selektion erzeugen ko¨nnen und damit den Anwen-
der in die Lage versetzen, virtuelle Schaltfla¨chen zu beta¨tigen oder in Menu¨strukturen zu
navigieren und gewu¨nschte Menu¨eintra¨ge auszuwa¨hlen. Damit la¨sst sich das Verfahren ins-
besondere auch fu¨r die Interaktion mit Anwendungen verwenden, die bei der Verwendung
eines klassischen Eingabegera¨tes wie der Computermaus ein kurzzeitiges Ereignis, wie das
Dru¨cken der Maustaste erfordern.
5.1 Einleitung
Eine der wichtigsten Voraussetzungen fu¨r eine einfache und gera¨telose Interaktion mit einem
Computersystem ist, dass ein neuer Anwender ohne aufwendige Lernphase in der Lage ist,
das System zu bedienen. Wie bereits im vorigen Kapitel gezeigt wurde, ist beispielsweise die
Erkennung und Verfolgen der Zeigegeste mittels aktiver Formen in der Lage, eine Zeigegeste
der menschlichen Hand von anderen sich in den Kamerabildern bewegenden Objekten und
von Sto¨rungen in den Kamerabildern zu unterscheiden. Nichtsdestotrotz kann es bei einigen
Anwendern des Systems dazu kommen, dass das Verfahren nicht korrekt arbeiten kann. Dies
ist zum einen der Fall, wenn der Anwender sich wa¨hrend der Interaktion nicht an die vorgege-
bene Art der Zeigegeste ha¨lt. Von einer intuitiven Interaktion wird aber gerade erwartet, dass
sich nicht der Anwender an das System anpassen muss, sondern das System bestmo¨glich in
der Lage ist, auf unterschiedliche Anwender korrekt zu reagieren. Eine weitere Fehlerquelle
liegt in der Mo¨glichkeit, dass die Konturen der Hand nicht durch die im Modell angelernten
Auspra¨gungen der Geste abgedeckt sind. Dieser Fall kann beispielsweise eintreten, wenn der
Anwender Handschuhe oder große Schmuckstu¨cke an der Hand tra¨gt, da in diesen Fa¨llen die
Gro¨ße der Hand beziehungsweise die entsprechende Kontur der Hand nicht im statistischen
Modell enthalten sind. Soll aber ein solches System beispielsweise an einem o¨ffentlichen Ort
aufgestellt und damit von einer Vielzahl von unterschiedlichen Personen genutzt werden,
reicht es natu¨rlich nicht aus, wenn es bei den meisten Anwendern funktioniert. Das System
muss prinzipiell in der Lage sein, auf alle Anwender korrekt zu reagieren.
Ein weiterer Aspekt, der bei einer gestenbasierten Interaktion beru¨cksichtigt werden muss,
ist die Mo¨glichkeit der Interaktion selbst, die das System zur Verfu¨gung stellen kann. Zwar ist
die Zeigegeste die vom Menschen am ha¨ufigsten verwendete Geste, die Einsatzmo¨glichkeiten
fu¨r Anwendungen, die ausschließlich die Zeigerichtung des Anwenders in Echtzeit berechnen
und zur Interaktion verwenden, ist jedoch stark begrenzt. Typischerweise nutzen Computer-
programme, die u¨ber eine Computermaus gesteuert werden, neben der Positionsangabe des
Cursors zusa¨tzlich auch die Mo¨glichkeit, dass durch Dru¨cken der Maustaste an der jewei-
ligen Position des Cursors Aktionen durch ein Selektionsereignis ausgelo¨st werden ko¨nnen
(Mausklick-Ereignis). Erst die Verwendung dieser positionsabha¨ngigen Selektion ero¨ffnet die
Mo¨glichkeiten, das System auch fu¨r Anwendungen zu benutzen, die urspru¨nglich fu¨r eine
klassische Interaktion mit der Computermaus entwickelt wurden. Durch die Verwendbarkeit
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Abbildung 5.1: Selektion in einem animierten Menu¨ [MDS05a].
von Selektionsereignissen ero¨ffnet sich die Mo¨glichkeit, mit den u¨blicherweise verwendeten
Komponenten einer grafischen Benutzeroberfla¨che (engl.: Graphical User Interface, GUI)
wie Schaltfla¨chen, Menu¨strukturen (siehe Abbildung 5.1) oder Dialogfenstern, so wie in der
ISO-Norm fu¨r die Ergonomie der Mensch-System-Interaktion beschrieben [Sch08], zu inter-
agieren.
Um diese Ziele zu erreichen, wird in diesem Kapitel ein neues Verfahren vorgestellt, das
unter Verwendung eines kalibrierten Stereokamerasystems die Fingerspitze der Zeigegeste er-
kennt und die Zeigerichtung zur Interaktion auf die Ausgabefla¨che des Bildschirms projiziert
[Mal04, MS04, MDS05a, MDS05b]. Dabei wird bewusst auf objekterkennende Algorithmen,
wie beispielsweise in Kapitel 4 vorgestellt, verzichtet, um die Fehlertoleranz gegenu¨ber neu-
en Anwendern des System zu maximieren. Die Auswertung der Ergebnisse der Berechnung
erlaubt die Anwendung unterschiedlicher Verfahren zur Erzeugung von Selektionsereignis-
sen analog zu einem Mausklick-Ereignis und zur Nachverarbeitung wie beispielsweise der
Gla¨ttung der Cursorbewegung, die zu einer sto¨rungsfreien Interaktion fu¨hrt und sich der
Anwender damit nicht um die Interaktion selbst ku¨mmern muss, sondern direkt und intuitiv
mit der Anwendung interagieren kann.
5.2 Methodik der Punktprojektion
Der folgende Abschnitt dieses Kapitels befasst sich zuna¨chst mit den Methoden, die fu¨r
die eigentliche Erkennung der Handgeste verantwortlich sind, bevor im na¨chsten Abschnitt
Erweiterungen entwickelt werden, mit denen die Mo¨glichkeiten fu¨r potentielle Anwendungen
des Verfahrens deutlich erho¨ht werden ko¨nnen. Das Verfahren der Interaktion durch Punkt-
projektion verwendet als ersten Schritt den bereits im vorigen Kapitel erwa¨hnten Algorithmus
der Detektion und 3D-Rekonstruktion der Fingerspitze, um die Position der Geste im Raum
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Abbildung 5.2: Markierungen auf dem Boden leiten den Anwender intuitiv zur Interakti-
onsposition.
zu bestimmen. Der wesentliche Unterschied liegt aber darin, dass hier dieser Schritt nicht
zur Initialisierung sondern zur direkten Bestimmung eines Gestenmerkmals verwendet wird.
Die folgenden Schritte der Projektion und der Nachverarbeitung der Projektionsergebnisse
ermo¨glichen dann die Verwendung des Verfahrens als Eingabemodalita¨t fu¨r eine intuitive
Interaktion.
5.2.1 Detektion der Fingerspitze
Der wichtigste und zentrale Punkt fu¨r die intuitive Interaktion mittels einer Zeigegeste ist
in diesem Verfahren die Detektion der Fingerspitze in den einzelnen Kamerabildern, deren
3D-Rekonstruktion und Projektion auf die Ausgabefla¨che des darstellenden Bildschirms. Im
Verfahren des vorigen Kapitels wird die Detektion und Rekonstruktion der Fingerspitze im
Raum ausschließlich als ein erster Schritt fu¨r eine Einschra¨nkung des Suchraums fu¨r die fol-
gende Bestimmung einer Startkontur mit Simulated Annealing verwendet. Insbesondere die
3D-Rekonstruktion der korrespondierenden Bildpunkte einer potentiellen Fingerspitze wird
ausschließlich dazu verwendet, grobe Fehler der bildverarbeitenden Schritte zur detektieren
und auszugleichen, indem lediglich u¨berpru¨ft wird, ob der rekonstruierte 3D-Punkt innerhalb
des vorab definierten Interaktionsvolumens des Anwenders liegt. Die eigentlichen Merkmale
der Geste werden dann in einem spa¨teren Schritt des Verfahrens durch Aktiven Formen be-
stimmt. In dem hier vorgestellten Verfahren ist nun aber die rekonstruierte Fingerspitze des
Anwenders bereits Teil des Ergebnisses der Merkmalsbestimmung selbst. Daher ist sowohl
eine robuste Bestimmung der Fingerspitze in den Kamerabildern als auch eine pra¨zise Rekon-
struktion im 3D-Raum elementare Voraussetzung fu¨r eine hohe Erkennungsrate des Systems
und damit auch fu¨r die intuitive Verwendbarkeit des Verfahrens durch den Anwender.
Fu¨r diesen Schritt des Verfahrens spielt die geeignete Wahl des Kameraaufbaus eine ent-
scheidende Rolle, um sicherzustellen, dass nach den bildverarbeitenden Schritten die 3D-
Rekonstruktion der identifizierten Pixelkoordinaten mit mo¨glichst hoher Wahrscheinlichkeit
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Abbildung 5.3: Kamerabilder mit u¨berlagerten Ergebnissen der bildverarbeitenden Schritte.
Neben den Interaktionsbereichen sind unter anderem auch die Ergebnisse der Segmentierung
und die erkannte Fingerspitze dargestellt.
auch die tatsa¨chliche Fingerspitze im Raum gefunden wird. Die Positionierung der Kameras
ergibt sich dabei aus der Art der Anwendung selbst. Bei der Verwendung der Zeigegeste
als Eingabemodalita¨t fu¨r eine dargestellte Anwendung kann ausgeschlossen werden, dass
sich der Anwender frei im Raum bewegt. Seine Position ist durch das Ausgabegera¨t, mit
dem er interagieren mo¨chte, auf einen fest vorgegebenen Bereich direkt vor dem Bildschirm
beschra¨nkt. Insbesondere bei sehr großen Anzeigesystemen wie beispielsweise Projektions-
leinwa¨nden oder großen LCD-Anzeigesystemen muss dem Anwender eine optimale Position
vor dem Bildschirm vorgegeben werden, von der aus er den optimalen Anstand zum Aus-
gabegera¨t einha¨lt und damit die gesamte Anwendung gut u¨berblicken kann. Diese Position
kann einfach durch beispielsweise Markierungen in Form von Fußabdru¨cken auf dem Boden
vor dem Bildschirm realisiert werden, auf die der Anwender intuitiv tritt (siehe Abbildung
5.2). Auch die Orientierung des Anwenders im Raum ist bereits durch das System selbst
vorgegeben. Der Anwender steht vor dem Ausgabegera¨t, um mit einer Anwendung zu inter-
agieren, ist also auf den Bildschirm fokussiert. Damit ist auch die Richtung der Handgeste
bereits vorab grob feststellbar.
Das hier vorgestellte Verfahren macht sich diese Einschra¨nkungen zu Nutze, um die
Fingerspitze robust und in Echtzeit zu detektieren und zu verfolgen. Durch geeignete Posi-
tionierung und Orientierung des Kameras des Stereosystems ko¨nnen ausreichend Informatio-
nen gewonnen werden, die bei einer Analyse der Ergebnisse der bildverarbeitenden Schritte
wie Kantenextraktion, Differenzbilder und Segmentierung verwendet werden ko¨nnen, um die
Fingerspitze der Zeigegeste zu identifizieren. Um sicherzustellen, dass die Fingerspitze auf
Bildbasis lokalisiert und vom Ko¨rper des Anwenders separiert werden kann, werden die beiden
Kameras rechst und links vom Anwender leicht vor dem Anwender selbst positioniert. Eine
ausreichende Ho¨he der Kameras stellt dabei sicher, dass der Anwender die Kameras nicht im
direkten Sichtfeld hat und dadurch in der Interaktion gesto¨rt und von der Anwendung abge-
lenkt wird. Die Orientierung der Kameras wird so gewa¨hlt, dass sichergestellt werden kann,
dass die Fingerspitze wa¨hrend des Zeigens auf den Bildschirm einer vorgegebenen Richtung
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Abbildung 5.4: Bildverarbeitung zur Detektion der Fingerspitze. Den Bildern (Originalbild
links und Kantenextraktion rechts) ist die Region der Fingerspitze und eine Anna¨herung der
Zeigerichtung u¨berlagert.
in den Kamerabildern folgt. Wie in Abbildung 5.3 zu sehen ist, ko¨nnen die Kameras beispiels-
weise so gedreht werden, dass nach einer Segmentierung von sich bewegenden Objekten die
Fingerspitze immer als der tiefster Punkt im Bildkoordinatensystem angenommen werden
kann. Um eventuell auftretende Sto¨rungen zu eliminieren, werden mehrere mo¨gliche Punkt-
korrespondenzen auf die Wahrscheinlichkeit untersucht, dass deren 3D-Rekonstruktion im
Interaktionsvolumen des Anwenders liegt.
Die Liste der mo¨glichen Punktkorrespondenzen, die zur 3D-Rekonstruktion verwendet
werden, ermittelt sich aus einigen bildverarbeitenden Schritten: Bei Start des Systems wer-
den zuna¨chst Referenzbilder des Interaktionsvolumens ohne einen Anwender aufgenommen.
Von diesen Referenzbildern werden außerdem die Kanteninformationen mittels einer Fal-
tungsoperation berechnet und ebenfalls gespeichert. Zur Laufzeit des Systems werden von
neu eingehenden Luminanzbildern der Kameras ebenfalls die Kantenbilder erzeugt. Durch
die Berechnung der Differenzbilder von Referenzkantenbildern und den Kantenbildern der
aktuellen Kamerabilder ko¨nnen A¨nderungen der Szene in Bezug auf das leeren Interaktions-
volumen robust auf Bildbasis ermittelt werden. Die Differenzbilder dienen nun als Grundlage
fu¨r einen binarisierenden Segmentierungsschritt an einem vorgegebenen Schwellwert. Das
Ergebnis dieser Segmentierung ist fu¨r jede Kamera eine Liste von Segmenten, deren End-
punkte in Richtung der vorab definierten Suchrichtung als potentielle Kandidaten fu¨r die
Rekonstruktion der Fingerspitze dienen. Dabei gilt zuna¨chst die einfache Annahme, dass
die Endpunkte der beiden Segmente in Zielrichtung (siehe Abbildung 5.5) die Fingerspit-
ze auf der Bildebene beschreiben. Durch die Wahl des Kameraaufbaus setzt das Verfahren
lediglich voraus, dass sich zwischen Anwender und dem darstellenden Ausgabebildschirm
keine neuen oder beweglichen Objekte wa¨hrend der Interaktion befinden. Nichtsdestotrotz
kann es vorkommen, dass sich durch entweder a¨ndernde Lichtverha¨ltnisse oder beispielsweise
andere Personen, die sich im Blickfeld der Kameras aufhalten, Segmente in den Kamerabil-
dern entstehen ko¨nnen, die diese Annahme verletzen. Um diese Fehlerquelle zu eliminieren,
werden die einzelnen Endpunkte der Segmentlisten einer Analyse unterzogen, welche die
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Abbildung 5.5: Segmentreihenfolge und Segmentendpunkte zur Bestimmung der Finger-
spitze ergeben sich aus der vorgegebenen Zielrichtung.
rekonstruierten 3D-Kandidaten mit dem Interaktionsvolumen des Systems abgleicht. Dies
geschieht unter der Annahme, dass zwei Segmentendpunkte, die nicht zum selben realen
Objekt geho¨ren, zu einem 3D-Punkt rekonstruiert werden, der außerhalb des Interaktionsvo-
lumens liegt. Im Einzelnen geht der Algorithmus zur Bestimmung der Fingerspitze und zur
Eliminierung von inkorrekten Segmenten folgendermaßen vor:
Algorithmus 3 : Bestimmung der Fingerspitze durch Segmentanalyse
Vorraussetzungen: Vektoren der Segmente Si=1..n und Sj=1..m; Position und Gro¨ße des
realen Interaktionsvolumens
Ergebnis: 3D-Rekonstruktion der Fingerspitze
1: Sortiere die Segmentvektoren nach ihrer Zielrichtung, so dass das Segment mit dem
gro¨ßten maximalen y-Wert an erster Stelle im Vektor liegt.
2: Fu¨r alle i
3: Fu¨r alle j
4: Ermittle die Endpunkte Pi und Pj der Segmente i und j in Zielrichtung.
5: Berechne mittels des Stereokamerasystems aus den Segmentendpunkten Pi und Pj
den korrespondierenden 3D-Punkt Px.
6: Wenn (Px innerhalb des vorgegebenen Interaktionsvolumens liegt) dann




11: Gebe zuru¨ck einen als ungu¨ltig markierten Punkt Px.
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Abbildung 5.6: Projektion der Fingerspitze auf das Ausgabegera¨t durch Definition eines
Referenzpunktes hinter dem Anwender.
Die durch den Kameraaufbau definierte Zielrichtung bestimmt fu¨r den Algorithmus so-
wohl die Reihenfolge in der sortierten Liste der Segmente als auch die Segmentendpunkte in-
nerhalb der einzelnen Segmente. Der Segmentendpunkt wird als letzter Punkt des Segments
in Zielrichtung definiert. Fu¨r den Fall, dass nicht ein einzelner, sondern mehrere Endpunkte
eines Segments existieren, wird aus diesen Punkten das arithmetische Mittel als Segmen-
tendpunkt gewa¨hlt. Zur einfacheren Berechenbarkeit wird die Zielrichtung entlang einer der
Bildkoordinatenachsen gewa¨hlt. Wird kein gu¨ltiger Punkt als Repra¨sentant der Fingerspitze
gefunden, weil alle mo¨glichen Punktkorrespondenzen einen 3D-Punkt außerhalb der Inter-
aktionsvolumens erzeugen, wird ein im System definierter, ungu¨ltiger Punkt zuru¨ckgegeben.
Ungu¨ltige Punkte werden in dem in Abschnitt 5.2.3, Nachverarbeitungsschritte ignoriert und
stellen damit sicher, dass kurzzeitig auftretende Sto¨rungen der Kamerabilder nicht zu einem
unerwu¨nschten Springen des Cursors fu¨hren.
5.2.2 Projektion der Fingerspitze
Als na¨chster Schritt des Verfahrens wird die zuvor ermittelte Fingerspitze der Zeigegeste
auf den Ausgabebildschirm projiziert, um eine Interaktion zu ermo¨glichen. Dazu wird nach
der Kamerakalibrierung und der Definition des Weltkoordinatensystems ein Referenzpunkt
hinter dem Anwender festgelegt, der zusammen mit der Fingerspitze einen Strahl im Raum
beschreibt. Der Schnittpunkt dieses Strahls mit der Fla¨che des Ausgabegera¨tes erzeugt dann
den Punkt der zur Interaktion verwendet werden kann (siehe Abbildung 5.6). Es ist offen-
sichtlich, dass die gewa¨hlte Position des Referenzpunktes einen erheblichen Einfluss auf
den projizierten Punkt und damit auch auf das Interaktionsverhalten des Anwenders hat.
Projektionsfehler und Ungenauigkeiten, die eine Interaktion negativ beeinflussen, ko¨nnen
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beispielsweise dadurch entstehen, dass der Anwender von der vorgegebenen Position, die
durch die Fußmarkierungen vorgegeben ist, abweicht. Zwar ko¨nnen solche Einflu¨sse dadurch
verringert werden, dass der Referenzpunkt mo¨glichst weit hinter dem Anwender definiert
wird, allerdings sind dann auch weitaus gro¨ßere Bewegungen der Hand notwendig, um den
projizierten Interaktionspunkt zu bewegen. Dies wiederum erschwert es dem Anwender aber
beispielsweise, die Ra¨nder des Bildschirms mit der Zeigegeste zu erreichen. Eine geeignete
Position fu¨r den Referenzpunkt kann heuristisch durch einfaches Befragen von vielen ver-
schiedenen Anwendern des Systems ermittelt werden. Als geeignete Position im Raum fu¨r
diesen Referenzpunkt hat sich ein Punkt in etwa 1,30 Meter Ho¨he ungefa¨hr einen halben
Meter hinter dem Anwender fu¨r die meisten Systemaufbauten als gu¨nstig erwiesen. Durch
die Verwendung von Markierungen auf dem Boden als Indikator fu¨r die designierte Position
des Anwenders fu¨r die Interaktion kann so eine ausreichende Genauigkeit fu¨r unterschiedli-
che Anwender des Systems erreicht werden. Dabei spielen Unterschiede in der Ko¨rpergro¨ße
keine entscheidende Rolle, ob eine intuitive Interaktion mo¨glich ist. Auch die Frage, ob der
Anwender Rechts- oder Linksha¨nder ist, spielt bei diesem Verfahren keine wesentliche Rolle.
Bedingt durch die Tatsache, dass die menschliche Zeigegeste prinzipiell sehr ungenau ist
und von verschiedenen Anwendern auch unterschiedlich verwendet wird, fu¨hrt dazu, dass
die meisten Anwender den Interaktionspunkt auf dem Bildschirm nicht dort erwarten, wo
der Schnittpunkt des projizierten Strahls tatsa¨chlich berechnet wurde. Daher ist es wichtig,
dass die Anwendung selbst permanent eine visuelle Ru¨ckantwort liefert. Dies kann einfach
erreicht werden, indem am Interaktionspunkt ein Zeiger (Cursor) dargestellt wird. Die Er-
fahrung mit dem System hat gezeigt, dass die meisten Menschen intuitiv in der Lage sind,
sich auf die scheinbare Ungenauigkeit der Zeigegeste einzustellen und bereits nach weni-
gen Sekunden ein sicheres Gespu¨r dafu¨r bekommen, die gestenbasierte Interaktion richtig
zu verwenden. Die Grundlage der Projektion selbst und die Berechnung des Schnittpunktes
des Strahls mit der Ausgabefla¨che wurde bereits in Abschnitt 4.6 beschrieben. Das Ergebnis
der Berechnung liefert den Schnittpunkt als 3D-Punkt im Weltkoordinatensystem. Um den
Punkt fu¨r eine Interaktion verwenden zu ko¨nnen, ist nun noch eine geeignete Skalierung in
der Projektionsfla¨che notwendig. Nach der extrinsischen Kamerakalibrierung und der Defini-
tion des Weltkoordinatensystems ist es demnach notwendig, die Position und Orientierung
der Ausgabefla¨che anzugeben. Dazu mu¨ssen drei der Eckpunkte des Bildschirms manuell
ausgemessen und dem System zuga¨nglich gemacht werden. Da der Interaktionspunkt in den
Einheiten des Weltkoordinatensystems vorliegt, wird mit Hilfe der Breite und Ho¨he des Bild-
schirms eine geeignete Skalierung in den Intervallen x ∈ [0..1] und y ∈ [0..1] mit x, y ∈ R
fu¨r das Gestenerkennungssystem gewa¨hlt. Da die Gestenerkennung strikt von der Anwen-
dung, mit welcher der Anwender interagiert, getrennt ist und damit auch die Auflo¨sung des
Ausgabegera¨tes in Pixeln nicht bekannt ist, muss eine geeignete Ru¨ckskalierung auf Pixel-
koordinaten in der Anwendung selbst erfolgen.
5.2.3 Nachverarbeitungsschritte
Die mo¨gliche große Distanz des Anwenders zum Ausgabebildschirm beno¨tigt eine weitere
Unterstu¨tzung des Anwenders wa¨hrend der Interaktion. Es ist leicht vorstellbar, dass kleinste
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Bewegungen der Fingerspitze im Raum durch die Projektion auf eine große Ausgabefla¨che
zu einer visuellen Beeintra¨chtigung fu¨hren und Spru¨nge des dargestellten Cursors auf dem
Bildschirm bewirken ko¨nnen. Diese kleinen Positionsa¨nderungen im Raum ko¨nnen dabei
entweder durch tatsa¨chliche Bewegungen der Hand, aber auch durch Rekonstruktionsunge-
nauigkeiten durch die Verwendung von diskreten Bildpunkten auftreten. Da die Kamerabilder
in ihrer Auflo¨sung begrenzt sind, kann bereits die Verschiebung der Fingerspitze in einem
der Kamerabilder um ein einziges Pixel eine Translation des Cursors um mehrere Zentimeter
auf dem Ausgabebildschirm verursachen. Daher ist es notwendig, geeignete Methoden zur
ku¨nstlichen Stabilisierung der Handbewegungen bereitzustellen.
Gla¨ttung durch Mittelwertbildung
Die einfachste Art der Stabilisierung der Zeigerichtung ist eine Gla¨ttung des Interaktions-
punktes durch Bildung des arithmetischen Mittelwerts u¨ber ein vorgegebenes Zeitintervall.
Dazu wird der berechnete Schnittpunkt mit der Ausgabefla¨che nicht einfach als Interaktions-
punkt angenommen, sondern zuna¨chst in einem Vektor von 2D-Punkten der vorgegebenen
La¨nge n gespeichert. Der nach außen gegebene Interaktionspunkt p = (xc, yc) berechnet












Als ungu¨ltig markierte Punkte (vergleiche Abschnitt 5.2.1) werden dabei ignoriert und ge-
hen nicht mit in die Berechnung ein. Die La¨nge des Vektors bestimmt damit zum einen die
Intensita¨t der Gla¨ttung, bewirkt auf der anderen Seite aber auch mit zunehmender Gro¨ße
eine Verzo¨gerung des Systems, was von vielen Anwenders als “Nachlaufen des Cursors”
und damit als unerwu¨nschten Effekt wahrgenommen wird. Fu¨r die Anzahl der zur Gla¨ttung
verwendeten Punkte und damit fu¨r die La¨nge des Vektors muss also ein Kompromiss zwi-
schen auftretenden Ungenauigkeiten und Spru¨ngen auf der einen Seite und der Reduzierung
der Verzo¨gerung auf der anderen Seite gefunden werden. Die Wahrnehmung dieser beiden
unerwu¨nschten Effekte ha¨ngt stark von der Geschwindigkeit der gerade verwendeten Hand-
bewegung des Anwenders ab. La¨sst er den Zeiger schneller u¨ber den Bildschirm gleiten, muss
die Verzo¨gerung minimiert werden, wa¨hrend die Reduktion der Positionsungenauigkeiten re-
duziert werden muss, wenn der Anwender fu¨r eine la¨ngere Zeit auf eine bestimmte Stelle
zeigt und sich auf einen Punkt der Ausgabefla¨che konzentriert. Daher wird die Anzahl der
zur Gla¨ttung verwendeten Punkte in Abha¨ngigkeit zu der Varianz der Positionsa¨nderung der
Interaktionspunkte im Vektor gesetzt. Je schneller der Anwender die Hand bewegt, desto
weniger Punkte gehen in die Mittelwertberechnung ein und reduzieren so die Verzo¨gerung.
Je langsamer die Bewegung des Interaktionspunktes wird, desto mehr Punkte gehen in die
Berechnung ein und stabilisieren damit den Cursor sta¨rker. Die maximale Anzahl der ver-
wendbaren Punkte ergibt sich dabei aus der vorab definierten La¨nge des Vektors, der die
Schnittpunkte mit der Ausgabefla¨che speichert.
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Abbildung 5.7: Beispiel einer Gla¨ttung mittels eines Smoothing Splines u¨ber 43 Werten.
Gla¨ttung durch Smoothing Splines
Eine weitere Mo¨glichkeit der Gla¨ttung der Interaktionspunkte ist die Verwendung von gla¨tten-
den Splines (engl.: smoothing splines) [Wah90, SEM00]. Eine Verwendung von Spline-
Funktionen hat den Vorteil, dass die Berechnung durch stu¨ckweise Interpolation geschieht
und dadurch eine Verzo¨gerung des Systems vermieden werden kann. Allerdings hat die Ver-
wendung von Splines den offensichtlichen Nachteil, dass durch die wenigen verwendeten
Punkte wa¨hrend der Berechnung das Verfahren anfa¨llig gegenu¨ber Ausreißern ist. Smoo-
thing Splines verwenden daher eine Mischung aus Spline-Interpolation und linearer Regres-
sion (siehe Abbildung 5.7). Dem Spline-Ansatz wird ein Strafterm λ ≥ 0 hinzugefu¨gt, der
die gewu¨nschte Gla¨ttung der Daten bewirken soll. Dieser Wert bestraft eine zu starke Ge-
wichtung von Ausreißern mit zu großem Kru¨mmungsverhalten. Wa¨hrend das Verfahren bei
λ → 0 sich der reinen Spline-Interpolation na¨hert, geht das Verfahren bei λ → ∞ in die
lineare Regression u¨ber. Bei n Wertepaaren (xi, yi) mit i = 1..n berechnet sich das Smoo-
thing Spline μ als
n∑
i=1





Fu¨r die Verwendung zur Gla¨ttung der Interaktionspunkte kann der Strafterm λ erneut von
der Varianz der im Vektor gegebenen Punkte abha¨ngig gemacht werden. Bei nur kleinen
Positionsa¨nderungen u¨ber la¨ngere Zeit der Strafterm λ erho¨ht, um die Interaktion sta¨rker
zu gla¨tten und damit zu stabilisieren, wa¨hrend bei schnelleren Zeigebewegungen und damit
einhergehender sta¨rkerer Varianz der Daten λ gesenkt wird.
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5.3 Erweiterungen des Verfahrens
Im folgenden werden nun Erweiterungen beschrieben, die die Verwendbarkeit des Verfahrens
fu¨r intuitiv bedienbare Anwendungen erho¨ht. Neben der Mo¨glichkeit, ausschließlich mittels
einer einzigen statischen Handpose Ereignisse auszulo¨sen, um beispielsweise virtuelle Objek-
te zu selektieren, wird auch ein videobasierter Besuchersensor vorgestellt, der Anwendungen
ermo¨glicht, automatisch auf einen neuen Nutzer des Systems zu reagieren.
5.3.1 Selektionsereignisse
Wie bereits in der Einleitung dieses Kapitel erla¨utert, sind die Einsatzmo¨glichkeiten einer
Zeigegestenerkennung ohne die Mo¨glichkeit zur Erzeugung von Selektionsereignissen stark
eingeschra¨nkt. Die Anzahl der mo¨glichen Anwendungen, die ausschließlich durch die Trans-
lation eines zweidimensionalen Zeigers auf der Ausgabefla¨che zu bedienen sind, bleibt weit
hinter den vorstellbaren Anwendungen, die eine positionsgenaue Auswahl zulassen, deutlich
zuru¨ck. Fu¨r das hier vorgestellte Verfahren der Detektion und Projektion der Fingerspitze
stellt sich insbesondere die Aufgabe, solche Selektionsereignisse ohne weitere Informatio-
nen u¨ber die Hand und ihre derzeitige Pose zu erzeugen. Daher werden im Folgenden zwei
Methoden vorgestellt, welche die bereits fu¨r die Nachverarbeitungsschnitte der Interakti-
onsgla¨ttung angelegten Vektoren der Ergebnispunkte verwenden. Beide Verfahren machen
sich dabei zu Nutze, dass fu¨r eine positionsgenaue Selektion eines Objektes der Zeiger auf
einem beliebigen Weg an die gewu¨nschte Position gebracht werden muss. Da der Weg zum
Objekt jedoch nicht von Interesse ist, bewegt man den Cursor mo¨glichst schnell dorthin. Des
Weiteren kann angenommen werden, dass der Zeiger fu¨r eine Weile an der gewu¨nschten Po-
sition verweilt. Dies ist auch bei einem klassischen Eingabegera¨t wie der Computermaus der
Fall. Zuna¨chst wird der Cursor in kurzer Zeit an die gewu¨nschte Stelle gebracht und verweilt
dort einen Moment, bis die Maustaste gedru¨ckt wird. Da der Anwender nun eine Reaktion
des Systems erwartet, wird in der ersten Zeit nach dem Selektionsereignis die Maus nicht
weiter bewegt. Umgekehrt kann daraus gefolgt werden, dass es einem gewohnten Empfinden
entspricht, dass bei schnellen Translationsa¨nderungen des Zeigers keine Selektion stattfinden
soll, das Verweilen des Zeigers an einem Ort wohl aber mit dem Ziel einer Systemreaktion
verknu¨pft werden kann.
Selektion durch Regionenanalyse
Die erste in diesem Verfahren verwendete Methode zum Auslo¨sen von Selektionsereignissen
analysiert zuvor fu¨r eine Anwendung definierte Selektionsregionen. In vielen Anwendungen
sind Position und Dimension der selektierbaren Elemente wie beispielsweise Schaltfla¨chen
oder Menu¨strukturen beim Start der Anwendung bereits bekannt und auch im Verlauf der
Anwendung unvera¨nderlich. Außerdem unterliegen eventuelle Statuswechsel der Elemente
fest vorgegebenen Regeln. Die Anwendung entscheidet selbst, ob zu einem bestimmten
Zeitpunkt an der entsprechenden Stelle eines Elements ein eingehendes Ereignis akzeptiert
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Abbildung 5.8: Vordefinierte selektierbare Regionen (links) und Geschwindigkeitsanalyse
zur Selektion. Die Varianzen der Positionen der Interaktionspunkte bestimmen die Radien
der Ellipsen (rechts). Unterschreiten die Radien eien vorgegebenen Schwellewrt, wird ein
Selektionsereignis ausgelo¨st.
wird oder nicht. Dies macht sich die hier verwendete Methode zu Nutze und erwartet deshalb
beim Start des Systems die notwendigen Parameter fu¨r alle in der Anwendung verwendeten
Elemente. Da Elemente einer grafischen Benutzerschnittstelle fast ausschließlich rechteckige
Strukturen besitzen, kann im Zeigegestenerkennungssystem ein Vektor von entsprechenden
Zielregionen definiert werden, der zur Laufzeit des Systems bei jedem neuen Bildpaar zusa¨tz-
lich zur Zeigerichtung und dem daraus resultierenden Interaktionspunkt analysiert wird (siehe
Abbildung 5.8, links). Fu¨r jede Region gilt dabei, dass ein Selektionsereignis ausgelo¨st wird,
wenn die Anzahl der Interaktionspunkte der letzten n Bildpaare, die innerhalb der Region
liegen, einen vorgegebenen Schwellwert erreicht. Analog wird ein Ereignis zur Deselektion
erzeugt, wenn der Schwellwert unterschritten wird. Dieses Verhalten einer Region entspricht
somit dem Dru¨cken und Loslassen einer Taste bei einer Computermaus (Press- und Release-
Events). Die Tatsache, dass immer eine ausreichende Anzahl von Interaktionspunkten zur
Analyse verwendet wird, um ein Ereignis auszulo¨sen, stellt dabei sicher, dass der Anwender
tatsa¨chlich fu¨r eine gewisse Zeit mit dem Zeiger in der Zielregion verweilen muss, um ein
Ereignis zu generieren. Je ho¨her der Schwellwert dabei gewa¨hlt wird, desto robuster ist das
Verfahren gegenu¨ber versehentlich ausgelo¨sten Ereignissen, erho¨ht aber auf der anderen Sei-
te auch die Zeit, die der Anwender auf ein Objekt zeigen muss, um ein Objekt zu selektieren,
beziehungsweise warten muss, bis die Deselektion tatsa¨chlich erfolgt, nachdem er nicht mehr
auf das Objekt zeigt.
Selektion durch Geschwindigkeitsanalyse
Nicht fu¨r alle Anwendungen gilt, dass die Positionen und Dimensionen der Elemente der gra-
fischen Benutzerschnittstelle bereits beim Start der Anwendung bekannt sind und im Verlauf
der Interaktion unvera¨ndert bleiben wie im vorigen Abschnitt angenommen. Ein gutes Bei-
spiel fu¨r eine Klasse solcher Anwendungen sind echtzeitfa¨hige virtuelle Welten. Interaktive
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Abbildung 5.9: Selektion von Objekten in einer virtuellen 3D-Welt. Teilgeometrien des
rotierbaren Flugzeugmodells sind mit Sensoren ausgestattet, u¨ber die die Transparenz der
Außenhaut gesteuert wird.
Elemente werden beispielsweise in der Virtual Reality Modeling Language (VRML) durch
eine Gruppe von Sensorknoten bereitgestellt. Diese Sensoren werden mit Teilgeometrien des
Szenengraphen verknu¨pft und sind damit zu jeder Zeit der Anwendung dort verfu¨gbar, wo
sich die Geometrie auf dem Bildschirm befindet (siehe Abbildung 5.9). Die Vera¨nderungen
der Lage und Gro¨ße der selektierbaren Objekte entstehen durch die Mo¨glichkeit, mit der
virtuellen Welt zu interagieren und beispielsweise im 3D-Raum zu navigieren oder Objekte
der Szene zu transformieren. Um also das Verfahren der Punktprojektion fu¨r die Interaktion
mit virtuellen Welten verwendbar zu machen, wird eine Selektionsmethode beno¨tigt, die in
der Lage ist, ein Auswahlereignis an jeder beliebigen Position des Bildschirms zu erzeugen.
Die zweite in diesem Verfahren verwendete Methode zur Erzeugung von Selektionsereig-
nissen beruht auf der Analyse der Geschwindigkeit des Interaktionszeigers. Wie bereits be-
schrieben kann davon ausgegangen werden, dass ein Anwender bei schnelleren Bewegungen
der Zeigegeste kein Ereignis auslo¨sen mo¨chte, wohingegen das Zeigen auf eine bestimmte
Position des Bildschirms fu¨r eine entsprechende Zeit eine Auswahl an dieser Stelle bewirken
soll. Damit bleibt fu¨r das Verfahren die Aufgabe, die Geschwindigkeit der Interaktionspunkte
auf der Ausgabefla¨che zu untersuchen. Fa¨llt die Geschwindigkeit der Positionsa¨nderungen
unter einen vorgegebenen Schwellwert und erho¨ht sich innerhalb einer vorgegebenen Zeit
nicht erneut, wird eine Selektionsereignis erzeugt. Auf der anderen Seite kann nach einem
Selektionsereignis durch eine plo¨tzliche Beschleunigung der Zeigegeste ein Deselektionser-
eignis ausgelo¨st werden. Fu¨r die Analyse der Geschwindigkeit werden daher die Varianzen
der Positionen der Interaktionspunkte fu¨r eine gegebene Vektorla¨nge berechnet. Die Vari-
anzen werden dabei getrennt nach den beiden Hauptachsen des normierten Ausgabegera¨tes
bestimmt. Geometrisch ko¨nnen die Varianzen der Geschwindigkeit der Interaktionspunk-
5.4. Zusammenfassung 89
te als Radien einer Ellipse aufgefasst werden (siehe Abbildung 5.8, rechts), deren Form
sich wa¨hrend der Interaktion sta¨ndig a¨ndert. Unterschreiten beide Radien den vorgegebenen
Schwellwert, wird an der derzeitigen gegla¨tteten (vergleiche Abschnitt 5.2.3) Position ein
Selektionsereignis ausgelo¨st.
5.3.2 Besuchererkennung
Eine gera¨tefreie Interaktion, die ausschließlich durch die Verwendung einer Handgeste ge-
steuert wird, ist fu¨r viele Menschen etwas Neues und Ungewohntes. Wenn aber ein solches
System an beispielsweise einem o¨ffentlichen Ort ausgestellt ist, an dem auch viele technisch
unversierte Anwender das System benutzen sollen, ist es notwendig, die Hemmschwelle zur
Benutzung der neuen Technologie zu senken. Ein dafu¨r entscheidender Anstoß kann es sein,
wenn das System proaktiv auf den Anwender reagieren kann. Das setzt aber voraus, dass das
System in der Lage ist, zu erkennen, ob sich ein potentieller neuer Nutzer in der Na¨he des
Systems befindet oder sogar bereits erste Versuche einer Interaktion unternimmt. In dem hier
vorgestellten Verfahren wird ein videobasierter Besuchersensor verwendet, um zu entschei-
den, ob sich ein neuer Anwender an der Position zur Interaktion mit dem System befindet.
Entsprechend ist dieser Sensor auch in der Lage, zu erkennen, wenn ein Anwender die Inter-
aktion nicht nur kurzzeitig unterbricht, sondern die Interaktionsposition endgu¨ltig verla¨sst.
Dafu¨r wird in einem der Kamerabilder eine Region definiert, die permanent die Unterschiede
des Laufzeitbildes zu dem beim Start des Systems aufgenommenen Referenzbild analysiert.
Die Position der Region im Bild wird so gewa¨hlt, dass der Anwender unabha¨ngig von seiner
Zeigegeste erkannt werden kann. Beispielsweise kann diese “Besucherregion” die am Boden
angebrachten Markierungen und deren Umgebung beobachten (siehe auch Abbildung 5.3).
Die Regionenanalyse beruht dabei wie bereits im Abschnitt 5.2.1 beschrieben aus der Aus-
wertung des segmentierten Differenzbildes zwischen Referenzkantenbild und dem Kantenbild
des aktuellen Kamerabildes. U¨berschreitet die Anzahl der Pixel in dem segmentierten Bereich
einen vorgegebenen Schwellwert, hat sich ein neuer Anwender vor den Ausgabebildschirm
begeben und es kann ein entsprechendes Ereignis generiert und an die Anwendung u¨ber-
mittelt werden, um eine entsprechende Reaktion zu bewirken. Um Fehlentscheidungen des
Systems zu vermeiden, darf weder die Anwendung automatisch zuru¨ckgesetzt oder beendet
werden, wenn sich der Anwender nur kurzzeitig von der Interaktionsposition entfernt, noch
darf das System einen neuen Anwender erkennen, wenn eine Person beispielsweise u¨ber die
Markierungen la¨uft, ohne vor dem Bildschirm stehen zu bleiben. Daher muss der Schwell-
wert zum Auslo¨sen eines Ereignisses entsprechend “tra¨ge” eingestellt werden, um solche
unerwu¨nschten Ereignisse zu verhindern.
5.4 Zusammenfassung
In diesem Kapitel wurde ein Verfahren vorgestellt, dass eine intuitive Interaktion mittels
einer Zeigegeste realisiert. Das Verfahren beruht auf der Detektion der Spitze des Zeigefin-
gers auf Bildbasis, deren 3D-Rekonstruktion und Projektion mittels eines Referenzpunktes
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auf die Ausgabefla¨che des Bildschirms. Durch eine geeignete Wahl des Kameraaufbaus und
insbesondere auch der Orientierung der Kameras kann mittels einer Analyse von Differenz-
bildsegmenten und deren Segmentendpunkten in einer vorgegebenen Zielrichtung die Fin-
gerspitze des Anwenders robust detektiert und rekonstruiert werden. Durch die Reduktion
der Information u¨ber die Zeigegeste auf die Spitze des Zeigefingers beno¨tigt das Verfah-
ren keine modellbildende Trainingsphase und ermo¨glicht es jedem Anwender, sofort und
intuitiv zu interagieren. Prinzipiell ist die hier vorgestellte Methodik zu Bestimmung der
dreidimensionalen Position einer Zeigegeste auch auf andere statische Handgesten anwend-
bar. Betrachtet man aber die Handsilhouetten anderer Gesten in den Kamerabildern, zeigt
sich, dass die Segmente anderer Handposen meist nicht so eindeutig von der Gesamtsilhou-
ette trennbare Merkmale wie die Spitze des Zeigefingers aufweisen. Dadurch ko¨nnen leicht
plo¨tzlich auftretenden Spru¨nge des rekonstruierten Merkmals im Raum entstehen und sto¨ren
dadurch den intuitiven Charakter der Interaktion. Zum anderen ist die Zahl der vorstellbaren
Anwendungen, die mit anderen, einzelnen Handpose bedienbar sind, stark eingeschra¨nkt.
Um sto¨rende Positionsa¨nderungen der projizierten Punkte wa¨hrend der Interaktion zu ver-
meiden, verwendet das Verfahren zwei Methoden zur Gla¨ttung der Zeigerichtung durch
Mittelwertbildung und durch gla¨ttende Spline-Funktionen. Daru¨ber hinaus beinhaltet das
Verfahren zwei unterschiedliche Methoden zur Erzeugung von Selektionsereignissen mittels
der Analyse von vordefinierten Ereignisregionen und der Analyse der Positionsgeschwindig-
keit der Interaktionspunkte. Damit ist der Anwender in der Lage, Elemente einer grafischen
Benutzerschnittstelle ausschließlich durch die Verwendung der Zeigegestik zu bedienen. Eine
videobasierte Methode zur Besuchererkennung ermo¨glicht es dem System, proaktiv auf einen
neuen Anwender zu reagieren oder entsprechende Ereignisse zu erzeugen, wenn der Anwen-
der die Interaktion beendet. Durch den bewussten Verzicht auf objekterkennende und damit
rechenintensive Algorithmen beschra¨nkt sich die relevante Bearbeitungszeit des Verfahrens
lediglich auf die Durchfu¨hrung der bildverarbeitenden Schritte der Extraktion von Kanten,
Berechnung der Differenzbilder, Segmentierung und die Analyse der Bildsegmente. Dadurch
kann die Echtzeitfa¨higkeit des Verfahrens mit bis zu 30 Bildern pro Sekunde gewa¨hrleistet





In den beiden vorigen Kapiteln wurden zwei Verfahren vorgestellt, die in der Lage sind,
eine Zeigegeste in Echtzeit zu erkennen und zu verfolgen und so eine intuitive Interakti-
on zwischen Mensch und Computer zu ermo¨glichen. Beide Verfahren sind in der Lage, die
Zeigegeste unter den aufgestellten Voraussetzungen fu¨r eine intuitive Interaktion vollsta¨ndig
automatisch zu detektieren. Ungelo¨st bleibt bisher allerdings noch das genannte Problem
der Merkmalsextraktion und Klassifizierung in Echtzeit. Viele Anwendungen, die durch Ge-
stenerkennung gesteuert werden sollen, sind nur schwer intuitiv durch die Verwendung von
nur einer Geste bedienbar. Um mehr als nur eine einzige Handgeste wa¨hrend der Interakti-
on mit dem Computer verwenden zu ko¨nnen, wird deshalb in diesem Kapitel ein Verfahren
entwickelt, dass in der Lage ist, verschiedene Gesten in Echtzeit zu unterscheiden. Dieses
Verfahren basiert auf dem Training und der Analyse von zweidimensionalen Bildmerkmalen
und deren Klassifikation. Nach der Bestimmung der verwendeten Geste werden die zur In-
teraktion notwendigen Parameter der Geste unter Verwendung eines Stereokamerasystems
im Raum bestimmt und fu¨r die Interaktion bereit gestellt. Neben den notwendigen bildver-
arbeitenden Schritten zur Merkmalsextraktion erla¨utert dieses Kapitel auch die verwendeten
Methoden zur Modellbildung und zur Unterscheidung der Gesten zur Laufzeit des Systems.
Das hier vorgestellte Verfahren gliedert sich in die folgenden Schritte:
1. Segmentierung der Handgeste in den Bildern des Stereokamerasystems.
Dieser Schritt des Verfahrens trennt die in den Kamerabildern sichtbare Hand vom
Hintergrund der Szene und ermo¨glicht mittels eine Analyse und Verfeinerung der Seg-
mente eine robuste Identifikation der Hand auf Bildbasis. Die so ermittelten Segmente
dienen als Grundlage fu¨r die folgende Merkmalsextraktion der Geste.
2. Merkmalsextraktion der Geste auf Bildbasis.
Dieser Schritt des Verfahrens bestimmt die fu¨r die Klassifikation und Klassierung
der Gesten notwendigen Parameter. Fu¨r eine robuste und echtzeitfa¨hige Merkmals-
bestimmung erfolgt dieser Schritt auf Bildbasis unter Verwendung der Ergebnisse der
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Segmentierung. Die so ermittelten Merkmalsvektoren der einzelnen Bilder werden zu
einem einzigen Merkmalsvektor kombiniert und fu¨r die Klassifikation und Klassierung
verwendet.
3. Klassifikation der Gesten durch geeignete Modellbildung.
In diesem Schritt des Verfahrens wird aus einer Vielzahl von Trainingsdaten auto-
matisch die Klassifikation der vordefinierten Gesten ermittelt. Dabei wird besonderer
Wert darauf gelegt, dass die Trainingsphase fu¨r den Anwender zum einem mo¨glichst
kurz und zum anderen einfach und versta¨ndlich gehalten wird.
4. Klassierung eines Merkmalsvektors zur Bestimmung der verwendeten Handgeste.
Neue, aus den Kamerabildern zur Laufzeit ermittelte Merkmalsvektoren werden an-
hand des zuvor errechneten Modells einer Klasse des Merkmalsraums zugeordnet. Eine
Methode zur Eliminierung von Ausreißern verhindert dabei einen unerwu¨nschten kurz-
zeitigen Wechsel der Geste.
5. Berechnung der zur Interaktion relevanten 3D-Parameter.
Unter Verwendung der Informationen des Stereokamerasystems wird die zur intuitiven
Interaktion notwendige Position der Geste im Raum ermittelt und zusammen mit dem
Ergebnis der Klassierung der Anwendung bereit gestellt.
6.1 Einleitung
Die beiden bisher vorgestellten Verfahren verwenden eine Zeigegeste, um die Interaktion
der Mensch-Maschine-Schnittstelle zu realisieren. Durch die Erweiterungen der Gestener-
kennung und -verfolgung durch die Mo¨glichkeit, Selektionsereignisse zu erzeugen, ero¨ffnet
sich eine Vielzahl von Interaktionsmo¨glichkeiten. Diese reichen von der reinen zweidimen-
sionalen Bewegung eines Objektes auf dem Ausgabebildschirm bis zur Untersuchung eines
dreidimensionalen Objekts mittels Rotation durch die Verwendung von ereignisauslo¨senden
Schaltfla¨chen (vergleiche auch Kapitel 9). Insbesondere durch die deiktische Art eignet sich
die Erkennung der Zeigegeste fu¨r multimodale Anwendungen, die Sprach- und Gestenerken-
nung miteinander verknu¨pfen. Dennoch sto¨ßt die ausschließliche Verwendung der zeigenden
Hand als Eingabemodalita¨t in einigen Anwendungsklassen an ihre Grenzen. Insbesondere bei
der Interaktion mit virtuellen dreidimensionalen Welten werden fu¨r eine sinnvolle Schnitt-
stelle zwischen Anwender und Anwendung zusa¨tzliche Informationen beno¨tigt. Neben der
Navigation in dreidimensionalen Ra¨umen ist die Positionierung von virtuellen Objekten eine
klassische Aufgabe. Mit den bereits vorgestellten Verfahren ist eine Positionierung im Raum
durchaus mo¨glich: Der Anwender zeigt auf das Objekt, um es so fu¨r eine Verschiebung zu
markieren und bewegt es dann mittels der Zeigegeste im Raum an die gewu¨nschte Stelle.
Bei einem erneuten Selektionsereignis kann das Objekt dann wieder von der Geste gelo¨st
und damit an der neuen Stelle positioniert werden. Nichtsdestotrotz ist diese Art der Ob-
jektverschiebung im Raum nicht besonders intuitiv. Dem Anwender muss zum einem erkla¨rt
werden, wie diese Technik funktioniert, zum anderen beno¨tigt er in der Regel eine gewisse
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Abbildung 6.1: Anwendungen der Gestenklassifikation. Verwendet wird die Unterscheidung
der offenen und der geschlossenen Hand, um Objekte im Raum zu bewegen. Links virtu-
elles Schachspiel (vergleiche Kapitel 9), rechts industrielle Anwendung zur Plazierung von
Filterelementen.
Zeit des U¨bens, bis er die Technik beherrscht. Deutlich einfacher und intuitiver ist es, wenn
der Anwender in die Lage versetzt wird, ein Objekt im Raum zu greifen, an eine andere Stelle
zu bewegen und dort wieder loszulassen. Damit ero¨ffnen sich eine Vielzahl von Anwendungen
zur einfachen Interaktion mit 3D-Welten (siehe Abbildung 6.1). Von einer intuitiven Interak-
tion mit virtuellen 3D-Welten muss deshalb gefordert werden, eine Methode bereitzustellen,
die in der Lage ist, eine geschlossenen Hand von einer geo¨ffneten Hand als Synonyme fu¨r
das Greifen und Loslassen von virtuellen Objekten zu unterscheiden.
Das folgende Verfahren erweitert daher die Interaktion mittels Zeigegeste um die Mo¨glich-
keit, unterschiedliche Gesten zu klassifizieren und im Raum zu verfolgen. Um dem Anwender
einen einfachen Umgang mit der 3D-Welt zu ermo¨glichen, soll das System zu jeder Zeit ei-
ne visuelle Ru¨ckantwort bereit stellen, die dem Anwender nicht nur die derzeitige Position
im Raum, sondern auch die entsprechende Geste anzeigt. Dies kann beispielsweise durch
die Verwendung eines Modells der Hand in verschiedenen modellierten Handposen erreicht
werden (siehe Abbildung 6.1). Das Verfahren beruht auf der Klassifikation und Klassierung
von Merkmalen der in den Kamerabildern segmentierten Hand. Fu¨r die Klassifikation, also
der Berechnung der fu¨r eine Unterscheidung der Gesten notwendigen Parameter, werden
die Merkmale in einer kurzen Trainingsphase aufgezeichnet. Aus diesen Trainingsdaten wird
dann das Klassifikationsmodell berechnet. Praktisch bedeutet dies, dass der Anwender, wenn
er das System zum ersten Mal verwenden mo¨chte, die zur Verfu¨gung stehenden Handgesten
fu¨r jeweils etwa zehn Sekunden benutzen muss. In dieser Zeit lernt das Verfahren automa-
tisch die Eigenschaften und Eigenheiten des jeweiligen Anwenders anhand der extrahierten
Merkmale zu unterscheiden. Bei diesem Schritt lernt also das System, wie der Anwender
eine Geste versteht und verwendet. Fu¨r eine einfache Interaktion und die Akzeptanz des
Verfahrens ist diese “Lernrichtung” wichtig. Das System passt sich hier dem Anwender an
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Abbildung 6.2: Segmentierung der Handgeste in drei Schritten, dargestellt durch orange
Rechtecke. U¨berlagert ist außerdem die Begrenzungslinie des endgu¨ltig als Hand angenom-
menen Segments.
und nicht wie ha¨ufig u¨blich, andersherum. Nach der Trainingsphase kann der Anwender die
angelernten Gesten fu¨r die Interaktion verwenden. In diesem Klassierungsschritt werden die
Merkmalsvektoren neuer Kamerabilder ermittelt und anhand des Modells einer der erlernten
Gesten zugeordnet.
6.2 Segmentierung der Hand
Der erste Schritt des Verfahrens zur Bestimmung der Merkmalsvektoren ist eine Trennung
der Hand vom Hintergrund der Bilder durch eine schwellwertbasierte Segmentierung. Da fu¨r
das System keine idealen Umgebungsbedingungen vorausgesetzt werden du¨rfen, kann es bei
diesem Schritt vorkommen, dass in den Kamerabildern mehr als ein einziges Segment er-
zeugt wird. Oft entstehen durch beispielsweise A¨nderungen der Lichtverha¨ltnisse zusa¨tzlich
zu dem Segment, das die Hand des Anwenders beschreibt, weitere Segmente, die nicht fu¨r
die Merkmalsbestimmung der Hand verwendet werden sollen. Die Bestimmung, welche der
Segmente nun fu¨r die folgende Merkmalsbestimmung herangezogen werden (im Folgenden
auch als Gestensegmente bezeichnet), verla¨uft analog zum der im vorigen Kapitel 5 be-
schriebenen Methode: Durch die geeignete Wahl der Position und Orientierung der Kameras
kann eine Zielrichtung innerhalb eines Segments fu¨r eine Suche nach dem Segmentend-
punkt, also dem Bildpunkt, an dem ein Segment sein umschließendes Rechteck (bounding
box) beru¨hrt, ermittelt werden. Eine Triangulierung der mo¨glichen Punktkorrespondenzen
identifiziert Segmente, die außerhalb des definierten Interaktionsvolumens des Anwenders
liegen und verworfen werden ko¨nnen. Existiert mehr als nur ein 3D-Punkt innerhalb des
Volumens, werden diejenigen Segmente gewa¨hlt, die den zum Ausgabegera¨t am na¨chsten
liegenden 3D-Punkt erzeugen.
Die Segmentierung selbst erfolgt erneut auf Basis von Differenzbildern zwischen Referenzbil-
dern, die bei Start des Systems aufgezeichnet wurden und den zur Laufzeit gu¨ltigen Kame-
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Abbildung 6.3: Segmentierungsergebnisse fu¨r drei verschiedenen Gesten. Neben den seg-
mentumschließenden Rechtecken (orange) sind unter anderem auch die offenen Umrandun-
gen der Segmente dargestellt (gru¨n).
rabildern. Im Gegensatz zum Verfahren des vorigen Kapitels werden allerdings die Differenz-
bilder nicht aus den Kantenbildern, sondern aus den Originalkamerabildern selbst bestimmt.
Grund dafu¨r ist, dass fu¨r die folgende Merkmalsextraktion nicht nur die a¨ußere Umrandung
der Hand sondern die gesamt Fla¨che der Hand verwendet werden soll. Diese Art der Segmen-
tierung ist etwas anfa¨lliger gegenu¨ber ungu¨nstigen Beleuchtungsbedingungen. Aus diesem
Grund kann das Interaktionsvolumen zusa¨tzlich mit Infrarotscheinwerfern beleuchtet werden.
Beispielsweise realisiert durch Kameraobjektive mit eingearbeiteten Infrarot-Leuchtdioden
wird die Art der Beleuchtung von den meisten Anwender gar nicht wahrgenommen, zumin-
dest aber als nicht sto¨rend empfunden. Durch die deutlich ku¨rzere Strecke zwischen Kamera
und Hand im Gegensatz zu der Strecke zwischen Kamera und Hintergrund der Szene wird
die Hand des Anwenders sehr viel sta¨rker beleuchtet und erscheint dadurch in den Kame-
rabildern auch heller als der Szenenhintergrund (siehe Abbildung 6.3). Dadurch kann eine
binarisierende Segmentierung der Bilder einfach und robust durchgefu¨hrt werden.
Im Verfahren der Punktprojektion war mit der Fingerspitze ausschließlich ein einzelner Punkt
des Segments fu¨r die Gestenerkennung relevant. In dem hier vorgestellten Verfahren ist es
aber notwendig, die Hand vollsta¨ndig als Segment zu beschreiben. Durch die rein schwell-
wertbasierte Segmentierung kommt es aber ha¨ufig zu einer U¨bersegmentierung, bei der die
Hand und Teile des Unterarms in einem einzelnen Segment liegen. Ein weiterer Schritt der
Segmentierung ist deshalb die Trennung der Hand vom Unterarm. Durch die vorgegebe-
ne Richtung der Interaktion zum Ausgabebildschirm hin und durch den gewa¨hlten Kame-
raaufbau kann hier eine rein bildbasierte Segmentreduktion durchgefu¨hrt werden, bei der
anhand einer vorgegebenen Segmentho¨he die relevante Region des urspru¨nglichen Segments
abgeschnitten wird. Die Abbildungen 6.2 und 6.3 zeigen das Segmentierungsergebnis an
verschieden Gesten. Zu sehen sind die umschließenden Rechtecke (engl.: bounding boxes)
der jeweiligen Segmente dargestellt durch orange Rechtecke. Das jeweils gro¨ßte Segment
beschreibt das urspru¨ngliche, der Hand zugeordnete Segment. Das Rechteck der mittleren
Gro¨ße zeigt das Ergebnis der Trennung von Hand und Unterarm. Das kleinste der jeweils
drei Rechtecke beschreibt die Region um die jeweiligen Segmentendpunkte. Fu¨r die folgende
Berechnung der Segmentmerkmale wird bereits wa¨hrend der Segmentierung die Umrandung
des Segments aufgezeichnet. In den Abbildungen 6.2 und 6.3 sind diese Konturlinien durch
gru¨ne Polygonzu¨ge den Kamerabildern u¨berlagert.
96 Interaktion durch Merkmalbasierte Gesten-Klassifikation
Abbildung 6.4: Fehlerhafter Schwellwert fu¨hrt zu Fehlsegmentierung der Handgeste.
6.3 Merkmalsextraktion
Mit der korrekten Bestimmung der Gestensegmente stehen genu¨gend Informationen fu¨r die
Merkmalsberechnung zur Verfu¨gung. Als fu¨r die Klassifikation verwendbare Merkmale wer-
den sowohl Parameter verwendet, die direkt als Ergebnis der Segmentierung vorliegen, als
auch Merkmale, die aus diesen Basisparametern berechnet werden ko¨nnen. Als Basispara-
meter stehen nach dem Segmentierungsschritt die folgenden Parameter zur Verfu¨gung:
• Verha¨ltnis zwischen Breite und Ho¨he des umschließenden Rechtecks des Segments
• Verha¨ltnis zwischen der La¨nge der Segmentkontur und der Fla¨che des Segments
• Lage des nach Pixelintensita¨ten gewichteten Schwerpunktes des Segments
• Verha¨ltnis zwischen Anzahl der Pixel des Segments und des umschließenden Rechtecks
Neben diesen Basisparametern werden noch die folgenden Parameter berechnet:
• Kompaktheit des Segments
Die Kompaktheit eines Segments ist definiert als das Verha¨ltnis zwischen der quadrier-





Durch die Art der Segmentierung und der daraus folgenden Ordnung der Randpunkte
kann die La¨nge der Umrandung direkt berechnet werden. Dabei wird die Achter-





• Kru¨mmung der Segmentumrandung (engl.: curvature)
Die Kru¨mmung der Umrandung des Segments wird berechnet als das Verha¨ltnis zwi-
schen der Anzahl der Pixel der Umrandung, an denen sich die Richtung signifikant
a¨ndert und der Anzahl der Pixel der Segmentumrandung. Die Richtungsa¨nderungen
ko¨nnen direkt aus der chain code-Kodierung (auch als Freeman-Kodierung [Fre61]
bezeichnet) der Segmentumrandung ermittelt werden.
• Zentrale Momente bis zum Grad 2.







(x− x¯)p(y − y¯)q (6.2)
bereits als beschreibende Merkmale des Segments aufgefasst werden [Flu06].
• Ausrichtung des Segments
U¨ber die Berechnung von μ′11 = μ11/μ00, μ′20 = μ20/μ00 und μ′02 = μ02/μ00 ko¨nnen








stellt somit die Richtung der la¨ngeren Seite eines minimalen, das Segment umschlie-
ßenden Rechtecks (oriented bounding box) dar.






















ein Maß fu¨r die La¨nglichkeit des Segments.
Die Auswahl der zur Klassifizierung und Klassierung verwendeten Segmentmerkmale er-
folgt nach zwei Gesichtspunkten. Zum einen werden solche Merkmale gewa¨hlt, von denen
erwartet werden kann, dass ein geeignetes Verfahren sie zur Unterscheidung der Handge-
sten verwenden kann. So ist beispielsweise davon auszugehen, dass sich das Verha¨ltnis von
Umrandungsla¨nge eines Segments zur Fla¨che des Segments fu¨r die geschlossenen und die
geo¨ffnete Hand deutlich unterscheidet. Gleiches gilt fu¨r diese beiden Gesten offensichtlich
auch fu¨r die Kru¨mmung der Segmentumrandung und die Kompaktheit. Zum anderen wird
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Abbildung 6.5: Kamerasichten erzeugen unterschiedliche Merkmalsauspra¨gungen. Insbe-
sondere die Orientierung der Hand fu¨hrt zu signifikant unterschiedlichen Ergebnissen in
gleichzeitig aufgenommenen Bildern des Stereokamerasystems.
die Auswahl der Merkmale aber durch ihre Berechenbarkeit begrenzt. Die maximalen Seg-
mentsehnen parallel zu den Hauptachsen des Segments ist beispielsweise ein bekanntes und
oft verwendetes segmentbeschreibendes Merkmal, dessen Berechenbarkeit allerdings einen
hohen Rechenaufwand erfordert. Um die Echtzeitfa¨higkeit des Verfahrens wa¨hrend der Klas-
sierung neuer Handgestensegmente sicherzustellen, muss daher auf Merkmale verzichtet
werden, deren Berechnung keine interaktiven Bildwiederholraten garantieren ko¨nnen.
Wichtig ist, dass an dieser Stelle des Verfahrens keine explizite Entscheidung getroffen wer-
den muss, welche der berechneten Merkmale fu¨r die Klassifikation eingesetzt werden. So-
lange die Berechenbarkeit in Echtzeit gewa¨hrleistet ist, ko¨nnen alle vorhandenen Parameter
in die Merkmalsvektoren aufgenommen und der Klassifizierung bereitgestellt werden. Erst
der zur Klassifizierung verwendete Algorithmus (vergleiche Abschnitt 6.4) berechnet, welche
Merkmale und Kombinationen von Merkmalen eine bestmo¨gliche Unterscheidung der Gesten
anhand den Trainingsdaten zulassen.
6.3.1 Aufbau des Merkmalsvektors
Die beschriebenen Merkmale der Handgeste werden in den folgenden Schritten sowohl fu¨r
die Modellbildung, also fu¨r die Klassifikation der Gesten, als auch fu¨r die Erkennung einer
Geste zur Laufzeit, also fu¨r die Klassierung der Gesten verwendet. Nach der Berechnung der
einzelnen Merkmale der Segmente in beiden Kamerabildern werden alle extrahierten Merk-
male in einem Merkmalsvektor abgelegt. Die vorgegebene Gro¨ße dieses Vektors ergibt sich
aus der Anzahl der bestimmten Merkmale und der Anzahl der verwendeten Kamerabilder.
Die Reihenfolge der Merkmale innerhalb des Vektors ist dabei beliebig aber eindeutig zu
wa¨hlen, damit eine Vergleichbarkeit zweier Vektoren gewa¨hrleistet ist. Allerdings fu¨hrt die
Bestimmung der Merkmale der Handgeste auf 2D-Bildbasis bei der Verwendung eines Ste-
reokamerasystems mit zwei Kameras zu einem Entscheidungsproblem.
Die Segmente einer Handgeste und damit auch die extrahierten Merkmalen der Segmen-
te von zwei zeitgleich aufgenommenen Bildern des Stereokamerasystems unterscheiden sich
zum Teil deutlich in den beiden Kamerasichten. Grund fu¨r diese Unterscheide ist zumeist die
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Orientierung der Hand des Anwenders in der Szene. Abbildung 6.5 zeigt dies an einem Bei-
spiel: Beide Bilder zeigen die Kamerasichten auf die offene Hand des Anwenders zur gleichen
Zeit. Die Segmente und ihre Merkmale sind dabei unterschiedlich. Durch die Lage der Hand
im Raum sind im rechten Kamerabild alle Finger und der Daumen der Hand klar sichtbar,
wa¨hrend im linken Bild die Hand als eine kompakt Fla¨che zu sehen ist und sich lediglich der
Daumen von dieser Fla¨che trennen la¨sst. Diese Tatsache hat offensichtlich auch Auswirkun-
gen auf die Merkmale der beiden Segmente und fu¨hrt zu deutlich unterschiedlichen Ergeb-
nissen bezu¨glich der La¨nge der Segmentumrandung, des Seitenverha¨ltnisses der Segmente
und des Kru¨mmungsverhaltens der Segmentumrandung. Es ist aber davon auszugehen, dass
der Anwender die gleiche Geste an einer anderen Stelle vor dem Ausgabebildschirm oder
mit einer anderen Rotation der Hand den beiden Kameras zeigen kann, so dass die Werte
der extrahierten Merkmale fu¨r die beiden Bilder vertauscht sind. Dies fu¨hrt dazu, dass die
Merkmalsvektoren dann nicht mehr vergleichbar sind. Eine einfache aber wie sich in den
folgenden Abschnitten dieses Kapitels zeigen wird effektive Lo¨sung fu¨r dieses Problem ist
es, bei der Erstellung des Merkmalsvektors die Merkmalspaare der Gro¨ße nach zu sortieren.
Nicht die Kamera, sondern die Gro¨ße eines Merkmals bestimmt also die Position innerhalb





so bei vordefinierter Reihenfolge der Merkmale ein Merkmalsvektor
x = {xg1, xk1 , ..., xgm, xkm}, (6.7)
der fu¨r die Klassifikation und Klassierung der Handgesten verwendet werden kann.
6.4 Klassifikation und Klassierung der Handgesten
Mit der Mo¨glichkeit, aus einem Bildpaar des Stereokamerasystems die relevanten Segmente
der Handgeste zu ermitteln und deren Merkmale in Echtzeit zu bestimmen, folgt in einem
Trainingsschritt des Verfahrens eine Klassifikation von bekannten Merkmalsvektoren. Dieser
Schritt der Modellbildung fu¨hrt die Merkmalsvektoren mit dem Modellwissen zusammen.
Voraussetzung dafu¨r ist also, dass fu¨r eine gegebene Anzahl von Merkmalsvektoren die zu-
geho¨rige Handgeste bereits bekannt ist. Die Modellbildung wird wa¨hrend einer Lernphase
des Systems durchgefu¨hrt, wenn ein neuer Anwender die Gestenerkennung als Eingabemoda-
lita¨t verwenden mo¨chte. Auch bei diesem Verfahren gilt, dass es zwar prinzipiell mo¨glich ist,
das Modell aus Trainingsdaten von mehreren unterschiedlichen Anwendern zu bestimmen
und im Folgenden bei neuen Anwendern auf die Lernphase zu verzichten. Nichtsdestotrotz
gilt, dass bei einer individuellen Modellbildung die Erkennungsrate deutlich ansteigt und so
einen robusteren Umgang mit dem System gewa¨hrleistet. Im Gegensatz zu dem in Kapitel
4 vorgestellten Verfahren ist hier allerdings keine aufwendige manuelle Bereitstellung der
Trainingsdaten notwendig. Durch die Mo¨glichkeit, die Merkmalsvektoren in dem kalibrierten
Stereokamerasystem automatisch zu ermitteln, kann demnach dieser Schritt vollautomatisch
erfolgen. Der Anwender wird wa¨hrend der Trainingsphase gebeten, die vorgegebenen Hand-
gesten fu¨r jeweils einige Sekunden vor dem Ausgabebildschirm auszufu¨hren. Dadurch sind
zu allen Merkmalsvektoren die zugeho¨rigen Handgesten bekannt und ko¨nnen so klassifiziert
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Abbildung 6.6: Verteilung von zwei Merkmalen einer Trainingssitzung. Blau stellt die Zei-
gegeste, Rot die geschlossene Hand und Gru¨n die geo¨ffnete Hand dar. Alle Kreuze wurden
in einer Kreuzvalidierung korrekt klassiert, die Quadrate sind Fehlklassierungen.
werden.
In der Mustererkennung werden als Eingabe fu¨r die Klassifikation ha¨ufig Hidden Mar-
kov Modelle [Fin03, SP95, EAHAM08, MA07], ku¨nstliche neuronale Netze [RW08, Kje97,
FTJL08] oder Klassifizierungsverfahren wie Support-Vector-Maschinen [SS01, Vap99, LGS08,
Mal08b, CMNP08a] verwendet. In dem hier entwickelten Verfahren wird der Na¨ıve Bayes-
Klassifikator verwendet, um unterschiedliche Handgesten zu unterscheiden. Der oft zu Data
Mining -Zwecken verwendete Klassifikator [WF05] geht von der Tatsache aus, dass alle At-
tribute des Merkmalsvektors zum einen gleich wichtig sind und zum anderen in Bezug auf
ihren Klassenwert statistisch unabha¨ngig sind. Zwar wird insbesondere die Annahme der Un-
abha¨ngigkeit in der Praxis ha¨ufig verletzt, allerdings liefert das Verfahren oft trotzdem eine
sehr hohe Erkennungsrate. Insbesondere durch die schnelle Berechenbarkeit sowohl wa¨hrend
der Klassifizierung als auch der Klassierung eignet sich die Methode fu¨r interaktive Anwen-
dungen mit dem Anspruch auf Echtzeitfa¨higkeit.
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Der Na¨ıve Bayes-Klassifikator beruht auf dem aus der Wahrscheinlichkeitsrechnung be-
kannten Bayes-Theorem u¨ber bedingte Wahrscheinlichkeiten. Das Klassifikationsproblem
in der hier behandelten Gestenerkennung stellt sich im Fall der Na¨ıve-Bayes-Klassifikation
als die Wahrscheinlichkeit, dass eine Handgeste, repra¨sentiert durch einen Merkmalsvektor
x = (x1, ..., xm) im m-dimensionalen Merkmalsraum, in die Klasse der Geste cj einzuordnen
ist. Gesucht ist also die bedingte Wahrscheinlichkeit
P (cj |x) = P (cj)P (x|cj)
p(x)
(6.8)
oder anders ausgedru¨ckt die Wahrscheinlichkeit, dass der Merkmalsvektor x durch die Geste
cj in den Kamerabildern ermittelt wurde. Die Wahrscheinlichkeit P (cj) la¨sst sich bei n
Trainingsdokumenten leicht berechnen als
P (cj) =
|Gesten in cj |
n
. (6.9)
Durch die große mo¨gliche Anzahl verschiedener x ist die Berechnung von P (x|cj) schwierig.





geschrieben werden kann. Dabei kann P (xi|cj) gescha¨tzt werden als
P (xi|cj) = nc
nj
(6.11)
wobei nc die Anzahl der Vorkommen des Merkmals xi in den zu cj geho¨renden Gesten und
nj die Anzahl der Merkmale in den zu cj geho¨renden Gesten ist. Damit ergibt sich weiterhin
folgende Form zur Berechnung von P (cj |x)





Fu¨r die Klassierung eines neuen Merkmalsvektors x werden die Wahrscheinlichkeiten
P (cj |x) fu¨r alle gegebenen Handgesten des Modells berechnet und die Geste mit der ho¨chsten
Wahrscheinlichkeit unter x als Ergebnis gewa¨hlt.
Fu¨r das hier beschriebene Verfahren zur Unterscheidung von Zeigegeste, geschlossener
und geo¨ffneter Hand werden in der Trainingsphase zur Modellbildung die vom Anwender
ausgefu¨hrten Gesten verwendet. Bei einer Dauer von etwa zwanzig Sekunden pro Geste
bei einer Wiederholrate von zwanzig Bildern pro Sekunde ergeben sich pro Geste etwa 400
Merkmalsvektoren, die in das Modell eingehen. Die Klassifikation der Gesten mit dem Na¨ıven
Bayes-Klassifikator dauert weniger als fu¨nfzehn Sekunden1. Zusammen mit der Dauer fu¨r die
1Verwendet wird die freie und offene Software “Weka 3: Data Mining Software in Java”,
http://www.cs.waikato.ac.nz/ml/weka/, [WF05]
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Aufnahme der Trainingsgesten durch den Anwender ergibt sich eine Gesamtzeit von weniger
als zwei Minuten, bis der Anwender das System nach dem Start zur Interaktion verwenden
kann.
6.4.1 Validierung der Klassifizierung
Die U¨berpru¨fung der Methode zur Unterscheidung von Zeigegeste, offener und geschlossener
Hand erfolgt anhand von Testdaten, die wa¨hrend einer Testsitzung wa¨hrend einer zweiten
Lernphase aufgenommen werden, da hier sichergestellt werden kann, dass die korrekte Geste
ausgefu¨hrt wird und die Ergebnisse so vergleichbar sind. Wa¨hrend die Merkmalsvektoren
der Trainingsdaten zur Modellbildung verwendet wird, werden die Daten der Testsitzung zur
Ermittlung der Erkennungsrate verwendet. Die folgende Tabelle 6.1 zeigt die Ergebnisse der
Klassierung in einer Matrix. Insgesamt werden 1323 Bildpaare zur Validierung des Modells
verwendet. Bei 69 fehlerhaft erkannten Gesten ergibt sich eine Erkennungsrate von 94.8%
(siehe 6.2).
Tabelle 6.1: Klassierungsmatrix einer von den Trainingsdaten unabha¨ngigen Testsitzung fu¨r
den Na¨ıven Bayes-Klassifikator.
Vergleich durchgefu¨hrte und vom System erkannte Geste
Zeigegeste Geschlossene Hand Geo¨ffnete Hand
Zeigegeste 449 6 33
Geschlossene Hand 3 426 1
Geo¨ffnete Hand 24 2 379
Zusa¨tzlich kann die Erkennungsrate der beiden Sitzungen unabha¨ngig voneinander mit-
tels einer klassischen Kreuzvalidierung [Koh95] u¨berpru¨ft werden. Dafu¨r wird aus dem Da-
tensatz der einen Sitzung eine Ha¨lfte der Merkmalsvektoren zufa¨llig ausgewa¨hlt und als
Trainingsdaten zur Modellbildung eingesetzt, die andere Ha¨lfte wird als Testdaten zur Vali-
dierung verwendet. Die Kreuzvalidierung wird fu¨r beide aufgenommenen Datensa¨tze durch-
gefu¨hrt und erreicht hier Erkennungsraten von 95,1% beziehungsweise 97,6% (siehe Tabelle
6.2).





Sowohl durch die Wahl des Kameraaufbaus als auch durch eine individuell unterschied-
liche Verwendung der Gesten entstehenden fu¨r eine Geste wa¨hrend der Interaktion unter-
schiedliche Merkmalsvektoren. Der Grund dafu¨r ist, dass sich wa¨hrend der Interaktion durch
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eine A¨nderung der Position und der Orientierung der Hand im Raum auch das Erschei-
nungsbild der Gestensegmente in den beiden Kamerabildern a¨ndert und daraus folgend auch
die Merkmalsvektoren variieren. Ein einfaches Beispiel fu¨r diesen Sachverhalt ist die Ver-
wendung einer Zeigegeste. Je nachdem, auf welchen Punkt des Ausgabebildschirms der
Anwender zeigt, a¨ndert er dabei neben der Position auch die Rotation der Hand im Raum.
Es ist leicht vorstellbar, dass sich bei einer Drehung der Hand in Richtung einer der Kameras,
im Segment immer weniger vom Zeigefinger zu erkennen ist, je weiter die Hand der Kamera
zugewandt wird, sich der Zeigefinger also scheinbar “verku¨rzt”.
Wird wa¨hrend der Trainingsphase des Systems zur Modellbildung nicht die gesamte mo¨gliche
Interaktionsfla¨che verwendet, sind eben diese Merkmalsvektoren nicht an der Modellbildung
beteiligt und fu¨hren mit ho¨herer Wahrscheinlichkeit zu Fehlentscheidungen wa¨hrend der
Klassierung neuer Gesten. Abbildung 6.7 zeigt beispielhaft einen mo¨glichen Grund, warum
nicht alle Gesten korrekt erkannt werden ko¨nnen. In dem dargestellten Fall der Klassierung
der offenen Hand wurde wa¨hrend der Trainingsphase die rechte obere Ecke des Bildschirms
ausgelassen, wodurch es bei der spa¨teren Interaktion an dieser Stelle zu vermehrt auftreten-
den Fehlentscheidungen des Systems kommt.
6.4.2 Nachverarbeitungsschritte
Mit einer Erkennungsrate von etwa 95% erreicht das Verfahren eine fu¨r die Interaktion
ausreichend hohe Erkennungsrate. Nichtsdestotrotz bedeutet dies auch, dass bei einer Wie-
derholrate des Systems von etwa zwanzig Bildern pro Sekunde im Schnitt einmal pro Sekunde
eine Geste fehlerhaft ermittelt wird. Wie bereits erwa¨hnt, ist es fu¨r eine intuitive Interaktion
wichtig, dass der Anwender zu jeder Zeit eine visuelle Ru¨ckantwort des Systems erha¨lt. Fu¨r
die Unterscheidung der drei hier verwendeten Gesten bedeutet dies, dass dem Anwender eine
virtuelle Repra¨sentation der Hand in der jeweiligen Auspra¨gung der Pose auf dem Ausgabe-
bildschirm angezeigt wird (siehe Abbildung 6.1). Fehlentscheidungen ko¨nnen also zu einem
kurzzeitigen Wechsel der Pose der dargestellten virtuellen Hand und fu¨hren und sto¨ren da-
durch die intuitive Interaktion durch den Anwender. Aus diesem Grund werden neu ermittelte
Gesten einer Nachverarbeitung unterzogen. A¨hnlich der im Abschnitt 5.3.1 beschriebenen
Methode zur Selektion von Objekten mittels Zeigegeste wird fu¨r die Entscheidung ein Vektor
vorgegebener La¨nge verwendet, in dem die letzten n Posen der Hand gespeichert werden.
Nicht die fu¨r ein Bildpaar bestimmte Geste wird vom System nach außen gegeben, sondern
die Geste mit der gro¨ßten Ha¨ufigkeit innerhalb des Vektors. Damit kann ein kurzzeitiges
Umschalten von einer zu einer anderen Geste vermieden werden. Nachteil dieses Vorgehens
ist allerdings, dass dadurch auch eine Verzo¨gerung bei einem tatsa¨chlich auftretenden und
damit gewu¨nschten Wechsel der Geste erzeugt wird. Bei einer Vektorla¨nge von sieben Gesten
und einer durchschnittlichen Wiederholrate des Systems von zwanzig Bildern pro Sekunde
ergibt sich eine Verzo¨gerung von vier Bildpaaren, bis die vom System nach außen gege-
bene Geste der realen Handgeste entspricht. Das entspricht einer Verzo¨gerungszeit von ca.
200 Millisekunden, die von den meisten Anwendern als nicht sto¨rend wahrgenommen werden.
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Abbildung 6.7: Projektion von klassifizierten Datensa¨tzen der geo¨ffneten Hand auf den
Ausgabebildschirm. In der rechten oberen Ecke des Bildschirms treten vermehrt Klassifizie-
rungsfehler (dargestellt durch Quadrate) aufgrund fehlender Trainingsdaten auf.
6.5 Berechnung der 3D-Parameter
Mit den klassifizierten Gesten lassen sich nun in einem letzten Schritt des Verfahrens die
fu¨r eine intuitive Interaktion relevanten Parameter bestimmen. Neben der Pose selbst muss
auch die Position der Hand im Raum bestimmt werden, um eine Interaktion mit einer vir-
tuellen 3D-Welt zu ermo¨glichen. Unter Verwendung des kalibrierten Stereokamerasystems
wird daher mit der bereits im Abschnitt 5.2.1 des Kapitels 5 beschriebenen Methode der
3D-Rekonstruktion der Segmentendpunkte die Position der Hand im Raum bestimmt. Es
werden also erneut auf Bildbasis die Pixel ermittelt, an denen in vorgegebener Suchrichtung
die Segmente ihre umschließenden Rechtecke beru¨hren. Die Triangulierung des so entstehen-
den Punktepaares wird als 3D-Position der Geste verwendet. Einfacher und damit scheinbar
logischer wa¨re es, die bereits wa¨hrend der Segmentierung berechneten Schwerpunkte der
Segmente zur Triangulierung zu verwenden. Allerdings fu¨hrt diese Art der Positionsbestim-
mung insbesondere bei einem Wechsel der verwendeten Geste zu plo¨tzlichen und als sto¨rend
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Abbildung 6.8: Position der Geste im Raum durch Rekonstruktion der Handsegmentend-
punkt. Neben den Segmentierungsergebnissen und der Umrandung der Geste ist jeweils auch
die gegla¨ttete Projektion der 3D-Position der Geste als cyan Punkt dargestellt.
empfundenen A¨nderungen der 3D-Position, da sich auch in den Kamerabildern die Gesten-
segmente innerhalb sehr kurzer Zeit deutlich a¨ndern. Dennoch kann es bei der Berechnung
der 3D-Postion durch sowohl leichte Bewegungen der Hand als auch durch Ungenauigkei-
ten der bildverarbeitenden Schritte zu einer unerwu¨nschten Zitterbewegung der visuellen
Ru¨ckantwort kommen, die eine intuitive Interaktion sto¨rt. Daher werden auch in diesem
Verfahren die gla¨ttenden Nachverarbeitungsschritte wie in Abschnitt 5.2.3 des vorigen Kapi-
tels beschrieben, angewendet. Im Gegensatz zu den zweidimensionalen Ergebnispunkten der
projizierten Fingerspitze werden hier allerdings die 3D-Positionen der Geste in einem Vektor
gespeichert und zur Stabilisierung der Handposition gegla¨ttet.
Als visuelle Ru¨ckantwort kann beispielsweise innerhalb einer Anwendung, die durch das Sys-
tem gesteuert wird, ein beliebiges virtuelles 3D-Modell der menschlichen Hand verwendet
werden, fu¨r das die verwendeten Gesten vorab in verschiedenen Posen modelliert wurden
(siehe auch Abbildung 9.11). Durch die Tatsache, dass in dem hier vorgestellten Verfahren
allerdings die Orientierung der Hand nicht berechnet werden kann, beschra¨nkt sich die visu-
elle Ru¨ckantwort des Systems dann auf eine Echtzeitdarstellung der verwendeten Geste und
ihrer Position im Raum.
6.6 Zusammenfassung
In diesem Kapitel wurde ein Verfahren zur Unterscheidung von verschiedenen Handgesten in
Echtzeit entwickelt. Nachdem die Verfahren der beiden vorigen Kapitel bereits das Problem
der vollsta¨ndig automatischen Suche nach der Handgeste gelo¨st haben, adressiert das hier
vorgestellte Verfahren zusa¨tzlich die Problematik der Merkmalsextraktion und Klassifikation,
die fu¨r ein Gestenerkennungssystem erforderlich sind, das fu¨r eine intuitive Interaktion zwi-
schen Mensch und Computer eingesetzt werden soll. Dabei stehen die vorgestellten Verfahren
aber nicht fu¨r sich alleine, sondern ko¨nnen durchaus kombiniert und gemeinsam eingesetzt
werden. So ist beispielsweise die Klassifikation der geschlossenen und offenen Hand und ei-
ner Zeigegeste sinnvoll, um fu¨r eine Interaktion mit dreidimensionalen virtuellen Welten ein
mo¨glichst großes Spektrum an Interaktionsmo¨glichkeiten zur Verfu¨gung zu stellen. In diesem
Fall ko¨nnen die Verfahren der Merkmalbasierten Gesten-Klassifikation und der Interaktion
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durch Punktprojektion kombiniert verwendet werden. Zuna¨chst erreicht die Klassifikation
eine Entscheidung, welche der bereit gestellten Gesten derzeit verwendet wird. Fu¨r den Fall,
dass hier die Zeigegeste als Interaktionsform ermittelt wurde, wird das Verfahren der Punkt-
projektion zugeschaltet, um neben der Postion der Hand im Raum auch die Zeigerichtung
und damit den Interaktionspunkt auf dem Ausgabebildschirm zu berechnen. Fu¨r den Fall,
dass die offene oder die geschlossene Hand als derzeitige Geste erkennt wird, ko¨nnen die
ermittelten Parameter verwendet werden, um virtuelle Objekt im Raum aufzunehmen und
an einer anderen Stelle des Raums wieder abzulegen.
Aus technischer Sicht beruht das in diesem Kapitel beschriebene Verfahren auf der Einord-
nung von Merkmalsvektoren durch einen Na¨ıven Bayes-Klassifikator. Wa¨hrend einer initialen
Lernphase des Systems werden Merkmalsvektoren mit Informationen u¨ber die einzelnen Ge-
sten gespeichert und zur Modellbildung verwendet. Diese Lernphase verlangt lediglich, dass
der Anwender die einzelnen Gesten fu¨r einige Sekunden vor dem Ausgabebildschirm ausfu¨hrt.
Die gesamte Lernphase betra¨gt inklusive der Modellbildung selbst in der Regel weniger als
zwei Minuten und ermo¨glicht so auch neuen Anwendern des Systems, schnell mit der eigent-
lichen Interaktion zu beginnen. Um die Echtzeitfa¨higkeit des Verfahrens zu gewa¨hrleisten,
werden die Merkmale zuna¨chst im Zweidimensionalen, also auf Bildbasis bestimmt. Dazu
werden unter Verwendung der Informationen des Stereokamerasystems die Segmente der
Geste in den Kamerabildern bestimmt und relevante Parameter der Segmente berechnet.
Das aus dem Ansatz der zweidimensionalen Merkmalsextraktion resultierende Problem der
Vergleichbarkeit von Merkmalsvektoren wird dadurch gelo¨st, dass die einzelnen Merkmale
der Gro¨ße nach sortiert und in einer vorgegebenen Reihenfolge im Merkmalsvektor abgelegt
werden. Die Klassierung der drei verwendeten Gesten (Zeigegeste, offene und geschlossene
Hand) erreicht wa¨hrend der Klassierung neuer Merkmalsvektoren eine Erkennungsrate von
etwa 95%. Die Rate kann durch eine Eliminierung von Ausreißern durch eine Ha¨ufigkeitsana-
lyse der Ergebnisse weiter erho¨ht werden, ohne dass es zu nennenswerten Verzo¨gerungen des
Systems kommt. Neben der Pose selbst wird unter Verwendung des Stereokamerasystems
auch die Position der Handgeste im Raum bestimmt. Mit den im vorigen Kapitel bereits
beschriebenen, gla¨ttenden Nachverarbeitungsschritten werden eventuelle Zitterbewegungen
der Hand reduziert und ermo¨glichen so eine einfach und intuitive Interaktion mit virtuellen
dreidimensionalen Welten.
Mit dem Verfahren der Merkmalbasierten Gesten-Klassifikation ist bereits ein großer Teil
der in der wissenschaftlichen Literatur noch nicht ausreichend behandelten Probleme fu¨r
eine intuitive Interaktion durch videobasierte Gestenerkennung gelo¨st, da insgesamt sowohl
fu¨r das Problem der automatischen Initialsuche einer Geste als auch fu¨r das Problem der
Merkmalsbestimmmung und Klassifikation Lo¨sungen gefunden werden konnten, die eine
intuitive Verwendung von Handgesten ermo¨glichen. Allerdings bleibt eine Klasse von An-
wendungen, fu¨r welche die bisher in dieser Arbeit entwickelten Verfahren nicht ausreichend
sind, um eine intuitive Interaktion zu realisieren. Fu¨r Anwendungen, welche die Erkennung
einer hohen Anzahl von a¨hnlichen Handposen voraussetzen, ist das Verfahren der Klassifi-
kation durch Merkmalsvektoren nicht geeignet. Da bereits leichte A¨nderungen der Position
und der Orientierung der Hand im Raum in Bezug auf die Kamerabilder zu unterschiedlichen
Merkmalswerten fu¨hren, ko¨nnen nur Gesten automatisch voneinander getrennt werden, die
auch bei einer hohen Varianz der Merkmalswerte signifikant unterscheidbar sind. Sollen aber
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beispielsweise dynamische Prozesse einer Handgeste erkannt werden, die sich durch eine kon-
tinuierliche A¨nderung der Gelenkwinkel der Hand auszeichnen, ist dies offensichtlich nicht
der Fall. Daher bescha¨ftigt sich das Verfahren der Interaktion durch Momenten-Analyse im
folgenden Kapitel mit dem Problem, dynamische Prozesse einer Handgeste so zu erken-






Nachdem in den vorigen drei Kapiteln Verfahren zur intuitiven Gestenerkennung entwickelt
wurden, die ausschließlich auf der Erkennung und Verfolgung von einzelnen, statischen
Handgesten beruhen, wird in diesem Kapitel ein Verfahren vorgestellt, dass die Dynamik
von Handgesten mit allen Freiheitsgraden der menschlichen Hand untersucht und erkennt.
Um die Voraussetzungen und Anforderungen an eine intuitive Interaktion zu erfu¨llen, wird
dabei die Dynamik einer vorgegebenen Geste auf eine diskrete Anzahl von statischen Ein-
zelposen reduziert. Diese Reduktion des vorgegebenen Suchraums ist insbesondere fu¨r die
Forderung der Echtzeitfa¨higkeit notwendig, da ein allgemeingu¨ltiges Verfahren zur Erken-
nung von Handposen in allen Freiheitsgraden der menschlichen Hand in Echtzeit in der
wissenschaftlichen Literatur nicht beschrieben ist. In dem hier entwickelten Verfahren wird
die Echtzeitfa¨higkeit des Systems durch die Kombination von zwei verschiedene Ansa¨tzen
erreicht:
1. Durch die Diskretisierung des dynamischen Prozesses einer Geste auf eine vorgegebene
Anzahl von statischen Einzelposen der Hand kann der Suchraum fu¨r das Verfahren
deutlich eingeschra¨nkt werden, ohne dass der visuelle Eindruck einer kontinuierlichen
Bewegung fu¨r den Anwender eingeschra¨nkt wird.
2. Durch die Verwendung der Grafikprozessoren des Rechners (GPU) als Co-Prozessoren
fu¨r das Systems werden die notwendigen Berechnungszeiten der bildverarbeitenden
Schritte des Verfahrens deutlich gesenkt. Dieser Schritt ermo¨glicht eine um ein Vielfa-
ches ho¨here Verarbeitung von Bildinformationen gegenu¨ber der alleinigen Verwendung
des Hauptprozessors (CPU).
Das hier vorgestellte Verfahren arbeitet in zwei aufeinanderfolgenden Schritten. Nach der Lo-
kalisation und Segmentierung der Hand in den Bildern des kalibrierten Stereokamerasystems
wird die bestmo¨glich passende Handpose u¨ber eine Analyse von Pseudo-Zernike-Momenten
der Gestensegmente in einem vorab berechneten Datensatz von ku¨nstlich erzeugten Handsil-
houetten ermittelt. Die Erzeugung dieser Vergleichs-Silhouetten wird einmalig nach der Kali-
brierung des Stereokamerasystems durch die Projektion eines generischen X3D-Handmodells
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Abbildung 7.1: Zur Silhouettenerzeugung verwendetes X3D-Handmodell mit knapp 1600
Polygonen (von links: Flat Shading, Drahtgittermodell und invertiert binarisierte Silhouette).
unter Beru¨cksichtigung der intrinsischen und extrinsischen Kameraparameter erzielt (siehe
Abbildung 7.1). Da die Pseudo-Zernike-Momente invariant bezu¨glich Translation und Ro-
tation sind, wird in einem zweiten Schritt des Verfahrens die tatsa¨chliche Position und
Orientierung der Hand im Raum mittels des bereits in Kapitel 4 vorgestellten nichtlinea-
ren Optimierungsverfahrens Simulated Annealing bestimmt. Das gesamte Verfahren wird
anhand der fu¨r die intuitive Interaktion wichtigen dynamischer Gesten, dem O¨ffnen und
Schließen des Pinzettengriffs, also dem Zugreifen mit Hilfe von Daumen und Zeigefinger,
u¨berpru¨ft.
7.1 Einleitung
Die im vorigen Kapitel verwendeten Handgesten der geschlossenen und der vollsta¨ndig geo¨ff-
neten Hand als Synonyme fu¨r das Zugreifen und Loslassen von virtuellen Objekten sind
einfache und von den meisten Anwendern intuitiv versta¨ndliche Gesten, um Objekte im
dreidimensionalen virtuellen Raum zu bewegen. Dennoch mu¨ssen diese Gesten als grobe
Na¨herungen fu¨r die eigentlichen Gesten des Anwenders verstanden werden. Insbesondere
kleine Objekte werden im Realen nicht mit der kompletten Hand, sondern oft mit dem Pin-
zettengriff ausschließlich mit Daumen und Zeigefinger gegriffen. Fu¨r den Pinzettengriff spielt
die Rotation der Hand im Raum offensichtlich eine entscheidende Rolle, da das Zugreifen
und Loslassen sich durch die Position der Daumen- und Fingerkuppe in Bezug auf das Ob-
jekt bestimmt. Um in einem solchen dynamischen Prozess den exakten zeitlichen Moment
zu erfassen, an dem das Objekt aufgenommen oder losgelassen wird, also die Daumen-
und Fingerkuppe die Oberfla¨che des Objektes beru¨hren oder verlassen, mu¨ssen neben feinen
Abstufungen der Handorientierung auch einzelne Gelenkwinkel des Handmodells pra¨zise er-
mittelt werden. Einfache Segmentbeschreibungen wie in Kapitel 6 verwendet, sind fu¨r diesen
Zweck nicht mehr ausreichend. Fu¨r das in diesem Kapitel beschriebene Verfahren werden




In der Bildverarbeitung werden statistische Momente ha¨ufig verwendet, um Objektsegmente
zu beschreiben und um bereits bekannte Objekte in einem segmentierten Bild zu suchen
und zu erkennen. Die Anwendungen reichen dabei von der Erkennung von Schriftzeichen
[ZS06] u¨ber die Identifizierung von Produktverpackungen [KK05] und der Klassifizierung von
gezeichneten Skizzen [HN04] bis hin zur Unterscheidung von verschiedenen Gesichtsmimiken
[HL00]. Einfache zentrale Momente bis zur Ordnung 2 wurden bereits im vorigen Kapitel
zur Merkmalsextraktion von Gestensegmenten und deren Klassifikation verwendet. Die in
dem hier beschriebenen Verfahren verwendeten Pseudo-Zernike-Momente werden ebenfalls
zur Merkmalsbestimmung der segmentierten Handsilhouetten verwendet. Allgemein kann






φpq(x, y)f(x, y) dx dy mit p, q = 0, 1, 2, ... (7.1)
beschrieben werden, wobei φpq(x, y) als die Basisfunktion der Momente aufgefasst wird. In
der Bildverarbeitung ko¨nnen fu¨r f(x, y) die Pixel eines binarisierten Bildes Pxy verwendet






φpq(x, y)Pxy mit p, q = 0, 1, 2, .... (7.2)
Abha¨ngig von der Wahl der Basisfunktion unterscheidet man orthogonale und nicht-ortho-
gonale Momente. Orthogonalita¨t fu¨r zwei stetige Funktionen yn : A → R und ym : A → R
mit n,m ∈ N, A ⊆ R ist durch
yn ⊥ ym ⇔
∫
x∈A
yn(x)ym(x) dx = 0 (7.3)
gegeben. Im diskreten Fall der Verarbeitung von Segmentinformationen kann das Integral
erneut durch durch eine entsprechende Summe ersetzt werden.
The und Chin [TC88] haben mit geometrischen, Legendre-, Zernike-, Pseudo-Zernike-, kom-
plexen und Rotationsmomenten sechs verschiedene Arten von orthogonalen und nicht or-
thogonalen Momenten verglichen und konnten nachweisen, dass Zernike- und insbesondere
Pseudo-Zernike-Momente in Hinblick auf Rauschempfindlichkeit, Redundanz und Repra¨sen-
tationskapazita¨t die besten Ergebnisse liefern.
Zur Berechnung von Zernike-Momenten werden mit den Zernike-Polynomen [Zer34] als Ba-
sisfunktionen komplexe, orthogonale Polynome, die senkrecht auf dem Einheitskreis x2+y2 ≤
1 verlaufen, verwendet. Die Zernike-Momente entstehen durch die Projektion der Bildfunk-
tion auf diese orthogonalen Basisfunktionen. Pseudo-Zernike-Momente sind a¨hnlich wie die
Zernike-Momente definiert und basieren auf einer von Bhatia und Wolf [BW54] vorgeschla-
genen Abwandlung der urspru¨nglichen Zernike-Polynome. Die Pseudo-Zernike-Basisfunktion
der Ordnung p und Wiederholung q ist gegeben durch:
Wpq(r · cosθ, r · sinθ) = Rpq · eiqθ (7.4)
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Abbildung 7.2: Diskretisierung des Pinzettengriffs durch statische Einzelposen. Zu sehen
sind sechs der insgesamt sechzehn Posen, die fu¨r die Rekonstruktion verwendet werden.
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p−s (7.5)











f(x, y)W ∗pq(x, y) dx dy (7.7)
Fu¨r ein diskret vorliegendes Bild oder ein bina¨res Bildsegment ko¨nnen die Pseudo-Zernike-











berechnet werden. Effiziente Berechnungsmo¨glichkeiten von Pseudo-Zernike-Momenten ins-
besondere fu¨r den Einsatz in der Bildverarbeitung und der Computer Vision sind in [LC03,
CRM03, PBKM07] beschrieben worden und bilden die Grundlage fu¨r die Umsetzung in dem
hier vorgestellten Verfahren zur Gestenerkennung.
7.3 Verfahren der Momentenanalyse
Um den dynamischen Prozess eine Geste wie dem O¨ffnen oder Schließen des Pinzettengriffs
zu rekonstruieren, wird zuna¨chst der Suchraum des Verfahrens eingeschra¨nkt. Theoretisch
ist in dem kinematischen Modell der menschlichen Hand mit 26 Freiheitsgraden eine un-
endlich große Anzahl von unterschiedlichen Handposen denkbar. Um den Rechenaufwand
fu¨r der Erkennungsprozess zu verkleinern und damit die Echtzeitfa¨higkeit des Verfahrens zu
gewa¨hrleisten, wird der Prozess der dynamischen Geste in eine fest vorgegebene Anzahl von
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Abbildung 7.3: Silhouetten einer einzelnen Pose mit unterschiedlichen Rotationen. Zu sehen
sind neun verschiedene Rotationen der Hand um die z-Achse in 10◦-Schritten.
statischen Einzelposen diskretisiert. Fu¨r den Pinzettengriff beispielsweise wird eine Auftei-
lung in sechzehn Einzelposen verwendet, so dass der visuelle Eindruck fu¨r den Anwender
nicht gesto¨rt wird, er also wa¨hrend der Interaktion keine Spru¨nge zwischen zwei Einzelposen
als sto¨rend wahrnimmt (siehe Abbildung 7.2). Die Bestimmung der jeweiligen Handpose
beruht auf dem Vergleich der Pseudo-Zernike-Momente von realen und ku¨nstlich erzeugten
Silhouetten der Hand. Zu Erzeugung der realen Handsilhouetten wird fu¨r die eingehenden
Kamerabilder zuna¨chst wie bereits in Kapitel 6 beschrieben unter Ausnutzung der Parameter
des kalibrierten Stereokamerasystems die relevanten Segmente der Handpose ermittelt. Zur
Erzeugung der ku¨nstlichen Silhouetten werden in einer virtuellen Umgebung Kopien der rea-
len Kameras erzeugt und ein generisches X3D-Modell der menschlichen Hand im virtuellen
Raum positioniert. Da die Pseudo-Zernike-Momente invariant bezu¨glich der Translation sind,
ist in diesem Schritt nur eine sehr grobe Bestimmung der 3D-Position der Hand notwendig.
Ein einfach zu ermittelnder Wert ist hier die Triangulierung der Schwerpunkte der beiden
Gestensegmente. Durch Projektion des Modells auf die Bildebene, also einem Rendering-
Schritt der virtuellen Szene entsteht so eine ku¨nstliche Silhouette der Handpose. Fu¨r das
Rendering der virtuellen Szene wird in diesem Verfahren OpenSG [RVB02] eingesetzt.
Durch die Tatsache, dass fu¨r die realen und ku¨nstlich erzeugten Silhouetten die gleichen Ka-
meraparameter verwendet werden, mu¨ssen die realen und ku¨nstlich generierten Silhouetten
nahezu identisch sein. Allerdings spielt hier die Rotation der Hand eine entscheidende Rolle.
Da bei fest vorgegebenen Kameraparametern bereits kleine A¨nderungen der Orientierung der
Hand zu deutlich unterschiedlichen Silhouetten fu¨hren ko¨nnen, mu¨ssen fu¨r jede der vordefi-
nierten Einzelposen eine Vielzahl unterschiedlicher Silhouetten durch A¨nderung der Rotation
der Hand im virtuellen Raum erzeugt werden. Fu¨r die Interaktion mit einer Anwendung, die
auf einem Ausgabegera¨t vor dem Nutzer des Systems dargestellt wird, ist die grundsa¨tzliche
Orientierung der Hand bereits vorgegeben. Fu¨r die Rotation des Handgelenks gelten zudem
biomechanische Einschra¨nkungen, die eine Drehung der Hand um die drei Hauptachsen nur
um ungefa¨hr 180◦(x-Achse), 90◦ (y-Achse) und 180◦ (z-Achse) zulassen. Werden Rotatio-
nen als Punkte auf der Oberfla¨che einer Kugel aufgefasst, erzeugen diese Einschra¨nkungen
demnach ein Kugelkeil (spha¨risches Zweieck) mit einem O¨ffnungswinkel von 90◦. Fu¨r das
hier vorgeschlagene Verfahren werden die einzelnen Silhouetten in 10◦-Schritten generiert
(siehe Abbildung 7.3). Pro Einzelpose ergeben sich demnach 19 ∗ 19 ∗ 10 = 3610 oder
insgesamt 3610 ∗ 16 = 57760 Silhouettenpaare, fu¨r welche die Pseudo-Zernike-Momente
berechnet werden. Nach Abschnitt 7.2 werden fu¨r Polynome der Ordnung 4 pro Segment
4 + 3 + 2 + 1 = 10 Momente berechnet.
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In einem ersten Schritt des Verfahrens werden nach einer neuen Kalibrierung des Stereoka-
merasystems die entsprechenden Silhouetten erzeugt und deren Pseudo-Zernike-Momente
berechnet. Fu¨r jede neue Auspra¨gung einer Pose (bestimmt durch eine gea¨nderte Rotation
der virtuellen Hand) wird eine Vektor erzeugt, der folgende Parameter entha¨lt:
• Alle Pseudo-Zernike-Momente beider Gestensegmente
• Verwendete Rotationswinkel des Handmodells
• Alle internen Gelenkrotationen des verwendeten Handmodells in der aktuellen Pose
• Verweis auf die gespeicherten Bilder der Silhouetten
Diese Vektoren bilden nun die Sa¨tze einer Vergleichsdatenbank, in der zur Laufzeit des Sy-
stems der am besten passende Eintrag gesucht wird. Als Maß fu¨r die Suche werden alle
Momente des Segmentpaares als Vektor aufgefasst. Demnach ist der Datensatz zu wa¨hlen,
dessen euklidische Distanz zum analogen Vektor, der aus den beiden Kamerabildsegmenten
berechnet wurde, minimal ist. Da davon ausgegangen werden kann, dass sich bereits das
erste Moment eines Segmentpaares zwischen realer und virtuell erzeugter Silhouette zumin-
dest stark a¨hnelt, werden die Datensa¨tze nach der Erzeugung nach der Gro¨ße des ersten
Moments sortiert und abgespeichert.
Nichtsdestotrotz ist fu¨r die Bestimmung des bestmo¨glichen Datensatzes zur Laufzeit der
Erkennung nicht das erste Moment sondern die euklidische Distanz fu¨r die Lo¨sungsfindung
ausschlaggebend. Da nicht alle Eintra¨ge der Datenbank u¨berpru¨ft werden ko¨nnen, ohne den
Echtzeitanspruch der intuitiven Interaktion zu gefa¨hrden, wird nach der Berechnung der
Momente in einem neuen Kamerabildpaar zuna¨chst der Datenbankeintrag, der dem ersten
Moment am a¨hnlichsten ist, ermittelt. Von hier aus werden fu¨r eine vorgegebene Nach-
barschaft (von beispielsweise 5000 Datensa¨tzen) die euklidischen Absta¨nde zwischen den
Momentvektoren berechnet und somit lokal das bestpassende Segmentpaar ermittelt. Die
diesem Datensatz zugeordneten internen Gelenkrotationen werden nun als erkannte Hand-
pose angenommen und ko¨nnen zur Animation an die darstellende Anwendung u¨bertragen
werden.
7.4 Bestimmung der Handrotation
Das Rekonstruktionsergebnis der Momentenanalyse bildet gut die innere Skelettstruktur der
Handpose wieder. Allerdings kann es bei der Rotation der Hand im Raum bei dem gewa¨hlten
Verfahren zu Problemen kommen. Da die Pseudo-Zernike-Momente auch invariant bezu¨glich
der Rotation sind, kommt es ha¨ufiger vor, dass die Orientierung der Hand im Raum deutlich
von der tatsa¨chlichen Rotation abweicht. Ein Beispiel, dass sich die gerenderten Silhouet-
ten in ihren Form nur wenig voneinander unterscheiden und somit auch a¨hnliche Momente
liefern ist in Abbildung 7.3 zu sehen. Durch die Verwendung eines Systems mit zwei Kame-
ras ko¨nnen leicht Fa¨lle auftreten, in denen Daumen und Zeigefinger in der zweiten Kamera
verdeckt und somit in den Silhouetten nicht erkennbar sind. Dies kann zu einer deutlich von
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Abbildung 7.4: Residuumsfunktion bei Rotation einer statischen Pose um die x-Achse. Das
Diagramm zeigt die Residuumswerte (y-Achse) fu¨r die Rotation des Handmodells um die
x-Achse, wa¨hrend die anderen fu¨nf Parameter fest bleiben.
der realen Pose abweichenden Rotation der Hand fu¨hren. Fu¨r ein pra¨zises Zugreifen eines
virtuellen Objektes ist aber offensichtlich die Position der Daumen- und Fingerkuppe und
damit der exakten Orientierung der Hand im Raum notwendig. Prinzipiell kann die Ver-
deckungsproblematik durch die Verwendung eines Stereokamerasystems mit mehr als zwei
Kameras gelo¨st werden. Allerdings erho¨ht sich bei der Verwendung von mehr als zwei Kame-
ras auch der Rechenaufwand, verlangsamt das System damit deutlich und gefa¨hrdet somit
den Echtzeitanspruch fu¨r die intuitive Interaktion. Aus diesem Grund wird nach ermittelter
Pose durch die Momentenanalyse ein weiterer Schritt eingefu¨hrt, der mit bereits feststehen-
den internen Gelenkwinkel die Rotation der Hand im Raum bestimmt.
Die Anpassung der Orientierung wird mittels des bereits in Kapitel 4 vorgestellten nichtli-
nearen Optimierungsverfahrens Simulated Annealing durchgefu¨hrt. Dabei werden die realen
und ku¨nstlich erzeugten Silhouetten der gefundenen Handpose auf Bildbasis miteinander
verglichen. Die Verwendung von Simulated Annealing zur Rekonstruktion einer Pose durch
Silhouettenvergleich konnte bereits in [MS07, Mal07] fu¨r die Bestimmung der Ko¨rperpose in
monokularen Bildstro¨men erfolgreich nachgewiesen werden. Allerdings ist die ausschließliche
Verwendung dieses Optimierungsverfahren zu rechenaufwendig, um verwertbare Ergebnisse
in Echtzeit gewinnen zu ko¨nnen. In dem hier vorgestellten Verfahren ist durch den voran-
gegangenen Schritt der Momentenanalyse der Suchraum fu¨r die endgu¨ltige Pose bereits auf
ein Minimum reduziert, so dass fu¨r die Anpassung nur noch wenige Optimierungsschritte
notwendig sind.
Fu¨r die Bestimmung der Orientierung der Hand im Raum werden in jedem Optimierungs-
schritt die realen Handsilhouetten mit den ku¨nstlich erzeugten Silhouetten bei gea¨nderter
Position und Orientierung des gerenderten 3D-Modells als Differenzbild miteinander vergli-
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Abbildung 7.5: Vergleich der Leistungsentwicklung fu¨r CPU und GPU aus [Cor08].
chen. Die zu optimierenden Unbekannten der Zielfunktion E ergeben sich also als Vektor
xi = (tx, ty, tz, αx, αy, αz)T . (7.9)
aus der Translation und Rotation der Handpose im Raum. Dabei wird auch hier der Suchraum
auf geeignete Intervalle reduziert. Abha¨ngig von der Kamerakalibrierung kann beispielsweise
ein Suchvolumen von ±10cm ausgehend von der initialen Scha¨tzung der Position der Hand
im Raum gewa¨hlt werden. Um die Silhouetten miteinander vergleichen zu ko¨nnen, werden
die gerenderten Silhouettenbilder des virtuellen Handmodells auf die gleiche Gro¨ße der rea-
len Silhouetten skaliert. Als A¨nderungsschritte im Variablenvektor von xi−1 nach xi wird
zuna¨chst zufa¨llig eine der sechs Variablen des Vektors ausgewa¨hlt und dann eine zufa¨llige
A¨nderung dieses Wertes im vorgegebenen Intervall festgelegt. Somit ergibt sich fu¨r die unter






|Rx,y −Kx,y| , (7.10)
wobei Rx,y ein Pixelwert der realen und Kx,y ein Pixelwert der ku¨nstlichen Silhouette be-
zeichnet.
Fu¨r die Festlegung des Ausku¨hlschemas wird die Residuumsfunktion fu¨r einige statische
Posen untersucht. Dabei zeigt sich, dass die Zielfunktion im vorgegebenen Suchraum nur
wenige lokale Minima aufweist (siehe Abbildung 7.4). Diese Tatsache erlaubt die Wahl ei-
nes schnellen Ausku¨hlschema, das mit nur wenigen Optimierungsschritten bereits ein fu¨r die
Interaktion verwendbares Ergebnis liefert.
7.5 Verfahrensbeschleunigung durch Parallelisierung
Wie bereits in Kapitel 4 gezeigt, ist die Verwendung von Simulated Annealing in der Objek-
terkennung sehr rechenintensiv und ermo¨glicht nur bedingt die Verwendung fu¨r ein interak-
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Abbildung 7.6: Arbeitsablauf einer Parallelverarbeitung mit CUDA.
tives System. Zudem verbraucht der Verfahrensschritt der Momentenanalyse bereits einen
hohen Anteil der zur Verfu¨gung stehenden Rechenkapazita¨t. Um trotzdem zu einem System
mit interaktiven Bildwiederholraten zu gelangen, mu¨ssen deshalb weitere Einsparungen in
Bezug auf die geforderte Rechenleistung erreicht werden. In dem hier entwickelten Verfahren
wird dies durch die Verwendung der Grafikprozessoren (GPU) zur Entlastung des Hauptpro-
zessors (CPU) erreicht. Diese im Englischen General Purpose Computation on Graphics
Processing Unit (GPGPU) genannte Technik erlaubt es, Berechnungen auf den Multiprozes-
soren der Grafikkarte parallel auszufu¨hren, die nichts mit der eigentlichen Computergrafik zu
tun haben. Neben der reinen Aufteilung der Rechenarbeit auf mehrere Prozessoren, macht
man sich dabei außerdem zunutze, dass die Rechenleistung moderner Grafikkarten in den
letzten Jahren deutlich schneller gewachsen ist, als die Rechenleistung der Hauptprozesso-
ren (siehe Abbildung 7.5). Wa¨hrend beispielsweise ein mit 3,6 GHz getakteter Intel Pentium
4 Hauptprozessor mit vier Prozessorkernen eine Rechenleistung von 7,2 GFlops erreicht1,
kommt eine Nvidia GeForce 9800 GT Grafikkarte mit 112 Streamprozessoren auf eine theo-
retische Rechenleistung von bis zu 508 GFlops2. Eine Mo¨glichkeit, die Grafikkarte mit in die
Berechnung einzubeziehen, ist die vom amerikanischen Grafikkartenhersteller Nvidia ent-
wickelte Compute Unified Device Architecture (CUDA) [Hal08].
CUDA bietet mit einem frei verfu¨gbaren SDK [Cor08] die Mo¨glichkeit, parallelisierbare Auf-
1Quelle: http://www.intel.com/support/processors/
2Quelle: http://de.wikipedia.org/wiki/Nvidia-Geforce-9-Serie
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gaben auf der Grafikhardware durchzufu¨hren. Dafu¨r werden generell folgende Arbeitsschritte
durchgefu¨hrt (siehe auch Abbildung 7.6):
1. Kopieren der Daten vom Hauptspeicher in den Speicher der Grafikkarte.
2. U¨bermittlung der Rechenanweisung.
3. Ausfu¨hrung der Rechenanweisungen in parallelen Prozessen.
4. Kopieren der Ergebnisse von der Grafikkarte in den Hauptspeichers des Rechners.
Fu¨r das in diesem Kapitel vorgestellte Verfahren bieten sich neben der parallelen Berechnung
der euklidischen Absta¨nde der Momentvektoren insbesondere auch alle bildverarbeitenden
Schritte wie Segmentierung, Berechnung von Differenzbildern, Bildskalierung und die Be-
rechnung der Pseudo-Zernike-Momente an, da hier jedes Pixel in einem eigenen Prozess
(Thread) verarbeitet werden kann. Fu¨r diejenigen bildverarbeitenden Prozesse, die im An-
schluss an einen Rendering-Schritt des virtuellen Handmodells durchgefu¨hrt werden, entfa¨llt
sogar der Schritt des Kopierens der Bilddaten in den Speicher der Grafikkarte, da die entspre-
chenden CUDA-Anweisungen direkt die auf der Grafikkarte erzeugten Bilddaten verwenden
ko¨nnen.
Tabelle 7.1: Vergleich der bildverarbeitenden Schritte zwischen CPU und GPU.
Schritt CPU GPU
Segmentierung 9 ms 0.8 ms
Differenzbild 8 ms 0.7 ms
Bildskalierung auf 1/4 der Originalgro¨ße 14 ms 1.1 ms
Pseudo-Zernike-Momente der Ordnung 4 30 ms 2.1 ms
Tabelle 7.1 vergleicht die fu¨r das Verfahren notwendigen bildverarbeitenden Schritte
zwischen CPU und GPU. Dargestellt ist jeweils der Mittelwert aus zwanzig Durchla¨ufen bei
unterschiedlichen Bildern der Gro¨ße 640*480, bzw. bina¨ren Segmenten mit einer Gro¨ße von
ungefa¨hr 100*100 Pixeln des umschließenden Rechtecks. Die Verarbeitungszeiten mittels
CUDA wurden gemessen auf einer Nvidia GeForce 9800 GT Grafikkarte.
7.6 Ergebnisse
Das in diesem Kapitel entwickelte Verfahren wurde anhand der dynamischen Geste des Pin-
zettengriffs mit einer Diskretisierung in sechzehn statischen Einzelposen u¨berpru¨ft. Dazu
wurde als Hardware ein Standard-PC mit einem Intel Core 2 Quad Prozessor mit 2,3 Ghz,
4 GB RAM und einer Nvidia GeForce 9800 GT Grafikkarte verwendet. Fu¨r die Erzeugung
der vordefinierten Silhouetten- und Momente-Datenbank wurden folgende Werte ermittelt:
OpenSG erreicht beim Rendern des im Abschnitt 7.1 vorgestellten virtuellen Modells der
Hand mit knapp 1600 Polygonen eine Wiederholrate von bis zu 200 Bildern pro Sekun-
de. Fu¨r die Erzeugung von 57760 Silhouetten pro Kamera beno¨tigt das System nach der
Kalibrierung der Kameras demnach ungefa¨hr zehn Minuten. Durch die beno¨tigte Zeit fu¨r
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Abbildung 7.7: Pinzettengriff in vier verschiedenen Posen. Die oberen Reihen zeigen Aus-
schnitte der Kamerabilder, die untere Reihe die ermittelten Handposen.
die Berechnung der Pseudo-Zernike-Momente (insgesamt ca. vier Minuten) und durch die
notwendige Sortierung der Vektoren nach ihrem ersten Moment ergibt ein reale Zeit fu¨r
die Erzeugung der Vergleichsdatenbank von bis zu zwanzig Minuten, die nach einer neuen
Kalibrierung beno¨tigt werden, bis das System fu¨r die Erkennung bereit ist.
Das System erreicht zwar auf der gewa¨hlten Hardware nicht die in der Einleitung dieser
Arbeit genannte Geschwindigkeit von 20 Bilder pro Sekunde, die fu¨r eine Echtzeitanwen-
dung gefordert werden, erreicht aber mit durchschnittlich 13 Bildern pro Sekunde eine Bild-
wiederholrate, die bereits fu¨r eine interaktive Anwendung geeignet ist. Zudem ist davon
auszugehen, dass durch den Einsatz von CUDA zur Verfahrensbeschleunigung bereits die
Verwendung einer leistungssta¨rkeren Grafikkarte zu deutlich ku¨rzeren Verarbeitungszeiten
und damit ho¨heren Bildwiederholraten fu¨hrt.
Eine Bestimmung der korrekten Erkennungsrate ist fu¨r das vorgestellte Verfahren praktisch
nicht mo¨glich, da es kein Verfahren gibt, das die tatsa¨chlichen Gelenkwinkel der menschlichen
Hand anhand von Videobildern bestimmen kann. Die Verwendung von zusa¨tzlicher Hardwa-
re wie beispielsweise einem Datenhandschuh liefert zwar pra¨zise Gelenkwinkel, um die reale
Pose der Hand zu bestimmen, a¨ndert aber auch das Erscheinungsbild der Hand in den Ka-
merabildern und fu¨hren so zu abweichenden Silhouetten. Auch die Verwendung von ku¨nstlich
erzeugten virtuellen Silhouetten zum Testen des Verfahren schließt sich aus, da in diesem
Fall weder Kalibrierungsfehler noch Unterschiede in den Handgeometrien oder Sto¨rungen
der Kameras wie beispielsweise Rauschen beru¨cksichtigt werden. Aus diesem Grund wurde
zur Bestimmung der Erkennungsrate folgendes Verfahren angewendet: Anstelle eines Live-
Videostroms des Kamerasystems wurde die Erkennung anhand von zuvor aufgenommenen
Videosequenzen u¨berpru¨ft. Die Videosequenzen zeigen das Zugreifen mittels des Pinzetten-
griffs. Bei der Aufnahme der Sequenzen wurde insbesondere darauf geachtet, dass sich fu¨r
alle aufeinanderfolgenden Bilder der Sequenz Daumen und Zeigefinger weiter schließen. Bei
einem nicht-systematischen Fehler des Verfahren muss davon ausgegangen werden, dass bei
der Ha¨lfte der falschen Entscheidungen Daumen und Zeigefinger zu stark geschlossen und
bei der anderen Ha¨lfte der Fehlentscheidungen zu weit geo¨ffnet erkannt werden. Als Kriteri-
um fu¨r den Grad der O¨ffnung zwischen Daumen und Zeigefinger kann der Abstand zwischen
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Daumen- und Fingerkuppe verwendet werden. Da fu¨r die aufgenommenen Sequenzen be-
kannt ist, dass sich in jedem aufeinanderfolgenden Bildpaar Daumen und Zeigefinger weiter
schließen, beschreibt die Anzahl der erkannten Fehlrekonstruktionen, bei denen sich der Pin-
zettengriff weiter o¨ffnet, statistisch die Ha¨lfte der tatsa¨chlichen Fehlinterpretationen. Fu¨r den
Test wurden drei verschiedene Sequenzen mit insgesamt 240 Bildpaaren einer Kalibrierung
verwendet. Mit diesem Test ergibt sich bei 34 fehlerhaft erkannten Bildpaaren (7%) fu¨r das
Verfahren somit eine Erkennungsrate von 86%. Im Vergleich mit den drei anderen in dieser
Arbeit entwickelten Algorithmen bleibt das Verfahren der Momentenanalyse in Bezug auf die
Verwendbarkeit fu¨r eine intuitive Interaktion noch zuru¨ck. Zum einen erfu¨llt das Verfahren
die in der Einleitung dieser Arbeit aufgestellte Bedingung nach der Echtzeitfa¨higkeit mit
einer Wiederholrate von mindestens 20 Bildern pro Sekunde noch nicht. Zum anderen wird
ein uneingeschra¨nkter Einsatz fu¨r eine intuitive Interaktion dadurch erschwert, dass das Ver-
fahren deutlich anfa¨lliger gegenu¨ber A¨nderungen der Umgebungssituation ist. Insbesondere
eine sta¨rkere A¨nderung der Lichtverha¨ltnisse kann eine U¨ber- oder Untersegmentierung der
Handpose verursachen. A¨ndert sich aber das Erscheinungsbild der Silhouette, sind die daraus
resultierenden Momente nicht mehr mit den Momenten der ku¨nstlich erzeugten Silhouetten
vergleichbar. Dies fu¨hrt dann zwangsla¨ufig dazu, dass eine Rekonstruktion der Geste versagt.
Bei der Verwendung des Verfahrens muss deshalb eine konstante Beleuchtungssituation der
Umgebung sichergestellt sein.
7.7 Zusammenfassung
In diesem Kapitel wurde ein Verfahren entwickelt, dass den dynamischen Prozess einer Hand-
geste rekonstruiert und so eine einfache und intuitive Interaktion beispielsweise beim Zu-
greifen und Loslassen eines virtuellen dreidimensionalen Objektes mit dem Pinzettengriff
ermo¨glicht. Das Verfahren basiert auf der Analyse der Pseudo-Zernike-Momente von Hand-
silhouetten. Durch die Diskretisierung des dynamischen Prozesses in eine vorgegebene Anzahl
von statischen Einzelposen wird der Suchraum fu¨r das Verfahren deutlich eingeschra¨nkt. Die
Momente der realen Handsilhouetten werden mit einer vorab erzeugten Tabelle aus ku¨nst-
lich erzeugten Handsilhouetten verglichen. Um die Invarianz der Pseudo-Zernike-Momente
gegenu¨ber der Rotation auszugleichen, wird nach der Bestimmung der internen Gelenk-
winkel der Hand ein nichtlinearer Optimierungsschritt angewendet, der auf Bildbasis reale
Silhouettenbilder mit ku¨nstlich erzeugten Silhouettenbildern vergleicht. Die Differenz zweier
Silhouetten bestimmt dabei das Residuum der zu minimierenden Zielfunktion. Zur Beschleu-
nigung des Verfahrens wird ein Großteil der Berechnung parallelisiert auf der Grafikhardware
ausgefu¨hrt. Das Verfahren erfu¨llt zwar nicht die der Einleitung dieser Arbeit aufgestellte
Anforderung an die Echtzeitfa¨higkeit, erreicht mit durchschnittlich 13 Bildern pro Sekunde
eine Bildwiederholrate, die bereits fu¨r eine interaktive Anwendung geeignet ist.
Kapitel 8
Ergebnisse
Nachdem in den vorigen Kapiteln vier neue Verfahren zur intuitiven Interaktion durch vi-
deobasierte Gestenerkennung entwickelt und untersucht wurde, sollen die Verfahren nun im
Folgenden verglichen und bewertet werden. Neben einer Gegenu¨berstellung der Verfahren
in Hinblick auf die technischen Randbedingungen und der U¨berpru¨fung der fu¨r intuitive
Interaktion geforderten Bedingungen der Algorithmen, wird auch die Verwendbarkeit der
verschiedenen Verfahren in Bezug auf mo¨gliche Anwendungen beschrieben, indem gezeigt
wird, welche Handgesten fu¨r verschiedenen Anforderungen an die intuitive Interaktion geeig-
net sind und dadurch die Auswahl des zu verwendenden Verfahrens bestimmt werden kann.
Der zweite Teil dieses Kapitels untersucht in einer Usability-Studie [MSS07] explizit die
Verwendbarkeit des Verfahrens der Interaktion durch Punktprojektion und evaluiert dessen
Akzeptanz durch eine Befragung von mehr als 80 Anwendern. Um die Bedienbarkeit einer
Anwendung und damit die Verwendbarkeit des Verfahrens fu¨r eine intuitive Interaktion zu
u¨berpru¨fen, wird einem Nutzer des Systems eine einfache Aufgabe gestellt, die ohne weitere
Erkla¨rungen gelo¨st werden muss und u¨berpru¨ft, ob er die Aufgabe lo¨sen kann. Am Anschluss
wird auch das subjektive Empfinden durch eine Bewertung der Lo¨sung der Aufgabe durch
den Anwender u¨berpru¨ft.
8.1 Vergleich und Bewertung der Verfahren
Im einleitenden Kapitel dieser Arbeit wurden drei Hauptanforderungen an Verfahren aufge-
stellt, die erfu¨llt werden mu¨ssen, damit eine Interaktion zwischen Mensch und Computer
einfach und intuitiv stattfinden kann: Zum einen du¨rfen die Verfahren keine direkten tech-
nischen Hilfsmittel fordern, die der Anwender tragen oder in der Hand halten muss. Zum
anderen mu¨ssen die Verfahren ohne oder zumindest nur mit minimalem Trainingsaufwand
verwendbar sein, damit der Anwender in die Lage versetzt wird, ohne Verzo¨gerung mit der
Anwendung zu interagieren. Außerdem mu¨ssen die Verfahren echtzeitfa¨hig sein, also so-
wohl mit einer Wiederholrate von mindestens 20 Bildern pro Sekunde als auch mit einer
Verzo¨gerung von weniger als 200 Millisekunden arbeiten. Die folgende Tabelle 8.1 stellt die




Tabelle 8.1: Vergleich der Verfahren in Bezug auf die aufgestellten Forderungen an Verfah-

















keine keine keine keine
Trainings-
aufwand














1 Eine individuelle Modellbildung durch ein personenbezogenes Training ist zwar nicht erfor-
derlich, wenn ein bereits vorab erstelltes Modell aus Trainingsdaten von mehreren Anwendern
verwendet wird, erho¨ht aber die Erkennungsrate des Systems (vergleiche Kapitel 6).
2 Es ist aber zu erwarten, dass allein durch die Entwicklung der Hardware auf dem Gebiet
der Grafikprozessoren bereits nach einem Jahr die geforderten 20 Bilder pro Sekunde erreicht
werden (vergleiche Kapitel 7).
Intuitive Interaktion zwischen Mensch und Computer sollte immer benutzerorientiert und da-
mit auch anwendungsbezogen sein. Ziel fu¨r eine einfache und intuitive Bedienbarkeit eines
Computersystems muss es deshalb sein, dass der Anwender sich nicht auf die Eingabemo-
dalita¨t und deren Technik konzentrieren muss, sondern dass er sich direkt die Aufgaben der
Anwendung bearbeiten kann. Die bedeutet insbesondere auch, dass die Wahl des Verfahrens
nicht durch technische Restriktionen oder durch die Umgebungsbedingungen getroffen wer-
den darf, sondern dass aus der Anwendung selbst die Anforderungen an das Verfahren zur
Gestenerkennung abgeleitet werden mu¨ssen. Aus diesem Grund werden im Folgenden die Be-
sonderheiten der einzelnen Verfahren zusammengefasst und typische Aufgaben aufgezeigt,
fu¨r die die einzelnen Verfahren besonders geeignet sind.
• Interaktion durch Rekonstruktion von Aktive Formen
Das Verfahren ist in der Lage, eine vom System vorgegebene Zeigegeste zu erkennen
und zu verfolgen. Die Tatsache, dass sich der Anwender strikt an die trainierte Geste
halten muss, kann sich eine Anwendung zu nutze machen, um explizit die Zeigegeste
von anderen Gesten, die ein Anwender nicht benutzen soll, abzugrenzen.
• Interaktion durch Punktprojektion
Das Verfahren erkennt und verfolgt beliebige individuelle Interpretationen einer Zei-
gegeste. Daher ist das Verfahren immer dann besonders gut einsetzbar, wenn eine
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Vielzahl unterschiedlicher Nutzer das System ohne Lernphase und ohne vorherige Er-
kla¨rung mit der Interaktion beginnen sollen.
• Interaktion durch Merkmalbasierte Gesten-Klassifikation
Das Verfahren ist in der Lage, mehrere unterschiedliche Handposen in Echtzeit vonein-
ander zu trennen und die Position der Hand im Raum zu bestimmen. Damit ist dieses
Verfahren insbesondere fu¨r eine Interaktion mit virtuellen dreidimensionalen Welten
geeignet, in denen beispielsweise der Anwender Objekte im Virtuellen bewegen kann.
• Interaktion durch Momentenanalyse
Das Verfahren ist in der Lage, den dynamischen Prozess im kinematischen Modell einer
Geste nachzubilden. Damit ist dieses Verfahren besonders fu¨r Anwendungen geeignet,
in denen nicht nur die Position der Hand im Raum bestimmt werden muss, sondern
auch Aussagen u¨ber entweder die internen Gelenkwinkel des Handskeletts oder u¨ber
die Position der Fingerspitzen und der Daumenspitze getroffen werden mu¨ssen.
Die folgende Tabelle 8.2 stellt die fu¨r die Auswahl des geeigneten Verfahrens notwendigen
Parameter fu¨r alle vier Verfahren gegenu¨ber und ermo¨glicht so den direkten Vergleich in
Hinblick auf Art und Anzahl der detektierbaren Gesten sowie auf die Besonderheiten der
Verfahren.
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Im Folgenden sollen noch die Einsatzmo¨glichkeiten der Verfahren fu¨r unterschiedliche
Aufgabenstellungen von mo¨glichen Anwendungen betrachtet werden, fu¨r die eine videoba-
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sierte Gestenerkennung eingesetzt werden kann. Da oft mehr als nur eins der Verfahren
technisch in der Lage ist, zur Steuerung einer Anwendung eingesetzt zu werden, soll offen-
sichtlich das Verfahren tatsa¨chlich zum Einsatz kommen, das aufgrund seiner Besonderheiten
eine intuitive Interaktion am besten unterstu¨tzt.
• Steuerung eine Anwendung durch Bedienung einer grafischen Benutzerschnittstelle
Programme, die u¨ber eine klassische grafische Benutzerschnittstelle mit Schaltfla¨chen,
Menu¨s und a¨hnlichen zweidimensionalen Elementen bedient werden, verwenden grund-
sa¨tzlich einen Cursor als visuelle Ru¨ckantwort des Systems. Dieser Cursor wird dabei
kontinuierlich in Echtzeit u¨ber den Ausgabebildschirm bewegt. Die zweidimensionale
Bewegung dieses Zeigers kann typischerweise durch die Verwendung einer Zeigegeste
realisiert werden. Damit bietet sich in diesem Fall sowohl das Verfahren der Interaktion
durch Rekonstruktion von Aktiven Formen als auch das Verfahren der Interaktion
durch Punktprojektion an. Die Entscheidung, welches der beiden Verfahren zu Einsatz
kommen soll, muss u¨ber die Umgebungsbedingungen der Anwendung entschiedenen
werden, insbesondere, indem untersucht wird, wie das System reagieren soll, wenn
nicht explizit die Zeigegeste durch den Anwender benutzt wird.
• Navigation in einer dreidimensionalen Welt
Die Bewegung eines Anwenders innerhalb einer dreidimensionalen Welt ist eine klassi-
sche Aufgabe fu¨r Anwendungen der Virtuellen Realita¨t. Bei einer Navigation, die typi-
scherweise mittels technischer Hilfsmittel wie einer Computermaus oder aber auch Da-
tenhandschuhen realisiert wird, stehen klassischerweise zwei unterschiedliche Ansa¨tze
zur Verfu¨gung. Zum einen kann die Navigation durch sogenannte Billboards, also
planare virtuelle Objekte, die immer an der gleichen Position des Bildschirms dem
Anwender zugewandt dargestellt werden, realisiert werden. Billboards, die zur Naviga-
tion verwendet werden, zeigen in der Regel Symbole, die dem Anwender die Art der
Navigation vorgeben. Typischerweise werden hier texturierte Fla¨chen verwendet, auf
denen Pfeile die Richtung der Navigation in der 3D-Welt anzeigen. Fu¨r eine Navigation
mittels Gestenerkennung bieten sich hier erneut die Verfahren der Interaktion durch
Rekonstruktion von Aktiven Formen und der Interaktion durch Punktprojektion an, da
diese interaktiven Fla¨chen einfach durch eine Zeigegeste bedient werden ko¨nnen. Zum
anderen werden oft Datenhandschuhe zur Navigation eingesetzt. Die 3D-Position des
Handschuhs und damit der Hand des Anwenders bestimmt die Navigationsrichtung.
Bewegt der Anwender beispielsweise die Hand nach rechts, steuert er auch in der
virtuellen Welt in die entsprechende Richtung. Eine Bewegung der Hand nach vorne
oder nach hinten beschleunigt oder verlangsamt die Navigation. Eine Unterscheidung
der Geste entscheidet dabei grundsa¨tzlich, ob der Anwender sich in der Welt bewegen
mo¨chte oder nicht. Analog zum Datenhandschuh kann hier das Verfahren der Inter-
aktion durch Merkmalbasierte Klassifikation verwendet werden, um eine Navigation
ohne technische Hilfsmittel zu realisieren.
• Neupositionierung von virtuellen Objekten in einer dreidimensionalen Welt
Dreidimensionale Objekte im Raum zu verschieben und zu bewegen ist eine oft auf-
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Abbildung 8.1: Demografische Verteilung der Testanwender (aus [MSS07]).
tretende Aufgabe in Anwendungen der Virtuellen Realita¨t. Fu¨r eine intuitive Lo¨sung
dieser Aufgabenstellung ist eine Unterscheidung von Handgesten erforderlich, damit
ein Zugreifen und Loslassen des Objekts realisiert werden kann. Hier ko¨nnen die Ver-
fahren der Interaktion durch Merkmalbasierte Klassifikation und der Interaktion durch
Momentenanalyse eingesetzt werden, um eine gestenbasierte Inetraktion zu ermo¨gli-
chen.
• Untersuchung von virtuellen Objekten in einer dreidimensionalen Welt
Ein typisches Merkmal der Untersuchung von dreidimensionalen Objekten ist die Tat-
sache, dass der Anwender das Objekt in die Hand nehmen und durch Rotation der
Hand von unterschiedlichen Blickwinkeln betrachten kann. Zuna¨chst ist hier erneut
eine Unterscheidung von Handgesten notwendig, um zu detektieren, wann das Objekt
aufgenommen bzw. wieder abgelegt wird. Da wa¨hrend der Betrachtung des Objekts
selbst neben der Position auch die Orientierung der Hand ermittelt werden muss, kann
das Verfahren der Interaktion durch Momentenanalyse eingesetzt werden, um diese
Aufgabe ohne technische Hilfsmittel zu lo¨sen.
8.2 Usability-Studie
Im folgenden Abschnitt wird anhand einer Usability-Studie gezeigt, dass das Verfahren der
Interaktion durch Punktprojektion fu¨r eine intuitive Interaktion verwendbar ist. Dabei wird
zum einen die Lo¨sung einer dem Anwender gestellten Aufgabe untersucht, um anhand eines
objektiven Kriteriums die Bedienbarkeit der Anwendung mittels Gestenerkennung auswerten
zu ko¨nnen. Zum anderen wird u¨ber eine Nutzerbefragung das subjektive Empfinden des An-
wenders bei einer Interaktion ohne technische Hilfsmittel ermittelt und ausgewertet.
In der hier vorgestellte Usability-Studie [MSS07] konnte das Verfahren von insgesamt 81
Anwendern getestet werden. Um die Ergebnisse der Studie vergleichbar zu machen, wurden
jedem neuen Anwender zuna¨chst einige demografische Fragen gestellt. Neben Angaben u¨ber
das Alter und Geschlecht, die Ausbildung und den Beruf (siehe Abbildung 8.1) wurde insbe-
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Abbildung 8.2: Bisherige Verwendung eines Computers der Testnutzer (aus [MSS07]).
sondere auch der ta¨gliche Umgang mit einem Computer abgefragt. Neben den Fragen, ob
und fu¨r welche Zwecke der Computer normalerweise eingesetzt wird (siehe Abbildung 8.2),
wurde auch nach bereits verwendeten Eingabemodalita¨ten gefragt, um sicherzustellen, dass
der Anwender noch nicht durch eine gera¨tefreie Eingabe mit einem Computer vorbelastet
war. Die Evaluierung wurde an zwei unterschiedlichen Orten durchgefu¨hrt. Zum einen wurde
zum Testen ein Laboraufbau verwendet, zum anderen konnte das System in einem Museum
und damit an einem o¨ffentlichen Ort aufgebaut und getestet werden. Durch diese Tatsache
weicht zwar die demografische Verteilung der Studie von der durchschnittlichen Verteilung
in der Bevo¨lkerung ab, dennoch stehen ausreichend Informationen zur Verfu¨gung, um auch
Ergebnisse von technisch unversierten Anwendern zu erhalten, die nie oder nur selten mit
einem Computer arbeiten. Wie in Abbildung 8.1, links zu sehen ist, waren zwei Drittel der
Anwender Ma¨nner. Der hohe Anteil an Jugendlichen in der Altersklasse zwischen 14 und 21
Jahren ist damit zu erkla¨ren, dass im Museum auch Schulklassen fu¨r die Teilnahme an der
Evaluierung gewonnen werden konnten.
Mit 56% bezeichneten sich die meisten Anwender als Computerexperten, die einen Compu-
ter ta¨glich oder zumindest mehrmals in der Woche benutzen. Ein Viertel (26%) gab an, den
Computer hin und wieder zu benutzen, wa¨hrend 16% einen Rechner nur selten verwenden.
Zwei Nutzer (2%) gaben an, keine Erfahrungen im Umgang mit einem Computer zu haben.
Zudem wurden die Anwender gefragt, fu¨r welche Aufgaben sie den Computer normalerweise
einsetzen. Es ist nicht u¨berraschend, dass die meisten Computernutzer im Internet surfen und
viele den Computer nutzen, um Emails zu schreiben. Ungefa¨hr die Ha¨lfte der Computernut-
zer ist vertraut mit Bu¨roanwendungen, um beispielsweise Briefe am Rechner zu schreiben.
Ein Drittel verwendet den Computer fu¨r Online-Bankgescha¨fte (siehe Abbildung 8.2).
Als zur Evaluierung des Verfahrens verwendete Anwendung wurde dem Ort des Tests ent-
sprechend eine Anwendung aus dem musealen Kontext gewa¨hlt. In dieser Anwendung ist der
Museumsbesucher in der Lage, mittels einer Zeigegeste eine virtuelle Lupe u¨ber ein digitali-
siertes Bild wandern zu lassen, um Details des Bildes hervorzuheben (siehe auch Abbildung
9.1). Die Anwendung der Untersuchung des Heuwagen-Triptychons von Hieronymus Bosch
wird im folgenden Kapitel 9 na¨her beschrieben.
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Abbildung 8.3: Ergebnis der Anwenderbefragung (aus [MSS07]). Jeder Anwender konnte
die Interaktion mittels Zeigegeste mit einer Note zwischen 1 und 5 bewerten.
Fu¨r eine korrekte Evaluierung der intuitiven Interaktion ist ist wichtig, dass der Anwender
die Zeigegeste ohne vorige Erkla¨rung benutzt und dass ausgeschlossen werden kann, dass
er vor der eigenen Anwendung bei einem anderen Nutzer zusehen kann, wie das System
auf eine Geste reagiert. Aus diesem Grund wurden zu Beginn des Tests keine ausfu¨hrlichen
Erkla¨rungen verwendet. Vor dem Stellen der Aufgabe wurde lediglich der Hinweis gegeben,
dass sich das System allein durch Zeigen auf den Bildschirm steuern la¨sst. Die Aufgabe, die
jeder Anwender zu erfu¨llen hatten, war denkbar einfach: Das auf dem Bildschirm dargestell-
te Gema¨lde zeigt in der Bildmitte unu¨bersehbar einen Heuwagen. Die Aufforderung an den
Nutzer war “Bitte zeigen Sie mir ein Rad des Heuwagens!”. Gemessen wurde dann die Zeit,
die verstreicht, bis der Anwender die Lupe u¨ber einem der beiden Ra¨der positioniert hatte.
Mehr als 92% der Anwender waren in der Lage, ohne Zeitverzo¨gerung innerhalb der ersten
fu¨nf Sekunden die virtuelle Lupe an der entsprechende Stelle des Ausgabebildschirms zu po-
sitionieren. Lediglich 8% hatten Probleme, die Lupe umgehend mittels einer Zeigegeste zu
bewegen. Der ha¨ufigste Grund dafu¨r war, dass der Anwender nicht direkt auf den Bildschirm
zeigte, sondern am Bildschirm vorbei nach rechts oder links deutete, um die dargestellte
Lupe mit der Geste als Anweisung fu¨r den Computer nach rechts oder links bewegen zu
lassen. Dieses Verhalten ist ein gutes Beispiel fu¨r unser von Computermaus und Tastatur
gepra¨gtes Denken, bei dem der Computer eine Anweisung nicht durch direkte Interaktion,
sondern durch einen externen Befehl erha¨lt. Nichtsdestotrotz waren bis auf zwei Anwender
alle Nutzer in der Lage, die Aufgabe zu erfu¨llen, nachdem noch einmal explizit darauf hin-
gewiesen wurde, dass die Lupe sich immer an genau der Stelle auf dem Bildschirm befindet,
auf die der Anwender deutet. Neben dieser durch einen Experten kontrollierten, objekti-
ven U¨berpru¨fung, ob die Aufgabe gelo¨st werden konnte, wurde danach auch das subjektive
Empfinden des Anwenders bezu¨glich der Eingabemodalita¨t abgefragt. In einem Fragebogen
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konnte der Anwender das Interaktionsverhalten mit einer Note zwischen 1 fu¨r “einfach”
bis 5 fu¨r “schwierig” bewerten. Insgesamt bewerteten vier von fu¨nf Anwendern (79%) die
Interaktion mit den Noten 1 (“einfach”) bis 3 (“neutral”). Mehr als jeder dritte Anwender
vergab die Note 2, wa¨hrend nur jeder Achte die Interaktion mit “schwierig” bewertete (siehe
Abbildung 8.3).
8.3 Zusammenfassung
In diesem Kapitel wurden die in dieser Arbeit entwickelten vier Verfahren zur intuitiven In-
teraktion durch videobasierte Gestenerkennung miteinander verglichen und bewertet. Neben
einer Gegenu¨berstellung der verwendbaren Gesten und der technischen Restriktionen der
einzelnen Verfahren, wurden auch die Mo¨glichkeiten betrachtet, wie fu¨r eine vorhandene
Anwendung aufgrund der Vorgaben fu¨r die Steuerung der Anwendung das entsprechende
Verfahren, das eingesetzt werden sollte, um eine intuitive Interaktion durch videobasierte
Gestenerkennung zu realisieren, ausgewa¨hlt werden kann. Aufgrund dieser Ergebnisse wer-
den nun im folgenden Kapitel Anwendungen beschrieben, in denen die Verwendbarkeit der
Verfahren im praktischen Einsatz nachgewiesen werden konnte.
Kapitel 9
Anwendungen
In diesem Kapitel werden einige Anwendungen beschrieben, in denen die in dieser Arbeit
beschriebenen Verfahren zur videobasierten Gestenerkennung Verwendung gefunden haben.
Im Laufe der letzten Jahre sind u¨ber dreißig verschiedene Anwendungen entstanden, die
zum Teil ausschließlich als Demonstratoren unter Laborbedingungen gezeigt wurden, zum
Teil aber auch einer breiten O¨ffentlichkeit vorgestellt werden konnten. Sei es beispielsweise
einem Fachpublikum fu¨r einen kurzen Zeitraum von einer Woche als Teil eines Kunstwerk
des russisch-deutschen Bildhauers Sergej Dott1 auf der Hannover Messe 2005 auf dem Mes-
sestand der Fraunhofer-Gesellschaft2 oder fu¨r insgesamt u¨ber ein Jahr wa¨hrend der Son-
derausstellung Computer.Medizin3 des Heinz-Nixdorf-MuseumsForum4 in Paderborn wie in
Abschnitt 9.4 beschrieben.
9.1 Anwendungsentwicklung
Allen Anwendungen gemeinsam ist die Tatsache, dass die Anwendungsentwicklung selbst auf
einer strikten Trennung zwischen Eingabemodalita¨ten und der eigentlichen Inhaltsausfu¨hrung
beruht. Damit ist gewa¨hrleistet, dass die Realisierung einer Anwendung in allen Phasen des
Entwicklungszyklus auch ohne die Verwendung des Gestenerkennungssystems durchfu¨hr-
bar ist und zu jeder Zeit die Gestenerkennung durch beispielsweise eine Standard-Maus
ersetzt werden kann. Multimodale Anwendungen, die Gesten- und Spracherkennung mit-
einander verbinden, ko¨nnen jederzeit durch die Verwendung von Maus und Tastatur auf
korrektes Verhalten u¨berpru¨ft werden. Fu¨r die daraus resultierende, notwendige Kommu-
nikation zwischen Eingabemodalita¨t und Rendering stehen zwei unterschiedliche Mo¨glich-
keiten zur Verfu¨gung. Zum einen ko¨nnen fu¨r Anwendungen, die ausschließlich eine Zei-
gegeste verwenden, Mausereignisse direkt auf Betriebssystemebene erzeugt werden. Damit
wird es mo¨glich, beliebige Anwendungen zu steuern, die mit der 2D-Cursor-Position und







von Pra¨sentationen oder die Ausfu¨hrung von Flash-basierten Webinhalten mittels Geste-
nerkennung mo¨glich. Zum anderen ko¨nnen Ereignisse der Gestenerkennung aber auch zur
Bedienung von 3D-Anwendungen genutzt werden, indem Gestenerkennung und Rendering-
Software u¨ber eine Netzwerkschnittstelle miteinander kommunizieren. Als Standard fu¨r die
Anbindung von Peripheriegera¨ten an 3D-Anwendungsprogramme hat sich heute das Virtu-
al Reality Peripheral Network (VRPN) [THS+01] durchgesetzt, das auch von den meisten
kommerziellen Tracking-Systemen unterstu¨tzt wird. Die im Folgenden beschriebenen An-
wendungen verwenden das auf dem Szenengraphsystem OpenSG [RVB02] basierende in-
stantreality-Rahmenwerk [BDR04]. instantreality ist ein flexibles und offenes Framework
speziell fu¨r Echtzeit-Mixed-Reality-Systeme. Das Basis-Renderingmodul instantPlayer un-
terstu¨tzt dabei VRML- (Virtual Reality Modeling Language) und X3D-Anwendungen fu¨r
Echtzeitvisualisierungen auf unterschiedlichsten Ausgabegera¨ten von Apples iPhones bis hin
zu großen Projektionswa¨nden. Dei Verwendung von X3D/VRML als Programmiersprache hat
gegenu¨ber proprieta¨ren Sprachen entscheidende Vorteile fu¨r die Anwendungsentwicklung:
• Fu¨r einen effizienten Entwicklungszyklus ist es wichtig, umfangreiche Entwicklungs-
werkzeuge zur Modellierung von statischen und dynamischen Szenen zur Verfu¨gung zu
haben. Fu¨r X3D/VRML-Szenen stehen dem Anwendungsentwickler eine große Anzahl
unterschiedlichster Werkzeuge zum Modellierung, Optimierung und Konvertierung zur
Verfu¨gung.
• Die Schnittstellen sind durch einen Industrie-unabha¨ngigen ISO-Standard definiert5.
• Durch die vorgegebene Plattformunabha¨ngigkeit ist die Entwicklung und das Te-
sten der Anwendungen auf unterschiedlichsten Systemen gewa¨hrleistet und kann auf
Standard-PCs durchgefu¨hrt werden.
• VRML, X3D und JavaScript sind sehr viel einfacher zu erlernen als “Low Level”-
Schnittstellen, die von einigen VR-Plattformen bereit gestellt werden.
• Es sind eine Vielzahl von Bu¨chern, Anleitungen und bereits entwickelten Beispielen
verfu¨gbar.
9.2 Untersuchung digitalisierter Gema¨lde
Die Untersuchung digitalisierter Gema¨lde an einem Computersystem ist pra¨destiniert fu¨r die
Verwendung einer Zeigegeste als Eingabemodalita¨t fu¨r die Interaktion. Insbesondere bei der
Verwendung eines solchen digitalen Museumsexponats in der fu¨r Gema¨lde urspru¨nglichen
Umgebung eines Museums liegen vier Vorteile auf der Hand:
• Digitale Kopien von Original-Leinwa¨nden sind durch die heute verwendete digitale
Fototechnik oft sehr hochauflo¨send und beno¨tigen daher auch eine entsprechend große
Darstellungsfla¨che zur Visualisierung.
5http://www.web3d.org/x3d/specifications/
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Abbildung 9.1: Interaktive Erkundung des Heuwagen-Triptychons von Hieronymus Bosch
mittels einer virtuellen Lupe, die durch eine Zeigegeste bewegt werden kann[MDS05a].
• In einem Museum ist es nicht nur verboten, das Originalgema¨lde zu beru¨hren, oft wird
auch ein zu dichtes Anna¨hern an die Leinwand durch entsprechende Absperrungen
verhindert. Zwar ist die direkte Interaktion mit dem virtuellen Exponat erwu¨nscht, der
durch das Zeigegesten-Erkennungssystem erforderliche Abstand zur Darstellung den-
noch wu¨nschenswert, um die Unterschiede zwischen Originalgema¨lde und virtuellem
Exponat zu verkleinern.
• Insbesondere in Museen ist der Anteil technisch unversierter Menschen, die einen Com-
puter nicht bedienen ko¨nnen oder mo¨chten besonders hoch. Hier kann die videobasierte
Gestenerkennung Abhilfe schaffen, da es trotz der Interaktion mit einem technischen
System keine sichtbaren technischen Gera¨te gibt. Die zur Gestenverfolgung notwendi-
gen Kameras sind weit u¨ber dem Nutzer und somit außerhalb des direkten Sichtfeldes
angebracht und der Ausgabebildschirm ist das einzige technische Gera¨t, dass fu¨r den
Anwender offensichtlich ist. Ein solcher Aufbau erleichtert die Hemmschwelle mit dem
Exponat zu interagieren.
• Die Darstellung von zweidimensionalem Inhalt ermo¨glicht ein sofortiges, intuitives
Versta¨ndnis der Steuerung.
9.2.1 Hieronymus Bosch - Triptychon Der Heuwagen
Die erste Anwendung zur Erkundung digitalisierter Gema¨lde zeigt das Triptychon “Der Heu-
wagen” des niederla¨ndischen Malers Hieronymus Bosch (um 1450-1516). In der digitalen
Version sind der linke (Der Garten Eden) und der rechte Innenflu¨gel (Die Ho¨lle), sowie der
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Abbildung 9.2: Francesco Guardi (1712-1793), Der Markusplatz in Venedig, Fotografie des
Originalgema¨ldes, links und Ausschnitt der Ro¨ntgenaufnahme der Leinwand mit markierten
Details einer Krippenszene, rechts [SFJSL04].
Mittelflu¨gel (Der Heuwagen) zu sehen. Der Maler des ausklingenden Mittelalters ist bekannt
fu¨r seine Gema¨lde mit einer Fu¨lle von Details und faszinierenden Darstellungen da¨monischer
Figuren und Fabelwesen (siehe auch Abbildung 9.1). In den Museen, in denen Gema¨lde
von Hieronymus Bosch zu sehen sind, fu¨hrt dieser Detailreichtum immer wieder dazu, dass
Besucher unerlaubterweise sehr dicht an die Bilder herantreten, um diese Details aus der
Na¨he zu betrachten. Hier bietet ein virtuelles Exponat Abhilfe, bei dem der Museumsbesu-
cher das Werk aus entsprechendem Abstand betrachten und mit ihm interagieren kann und
trotzdem die Mo¨glichkeit besteht, interessante Detail hervorzuheben. Dabei wird die Zeige-
gestenerkennung zur Steuerung einer virtuellen Lupenfunktion verwendet, die er in Echtzeit
u¨ber die virtuelle Leinwand gleiten lassen kann [MDS05b]. Um dem Anwender zu ermo¨gli-
chen, auch fu¨r la¨ngere Zeit auf einem Detail zu verharren, ist fu¨r diese Anwendung neben der
standardma¨ßig verwendeten Gla¨ttung der projizierten Zeigerichtung durch Mittelwertbildung
(siehe Abschnitt 5.2.3) ein zweiter Nachverarbeitungsschritt notwendig, der es ermo¨glicht
auch bei leichten, unvermeidbaren Bewegungen der Hand die virtuelle Lupe stabil auf ei-
ner bestimmten Position auf dem Bildschirm zu halten. Dieser Bewegungsgla¨ttung durch
smoothing splines wie im Abschnitt 5.2.3 beschrieben wird automatisch zugeschaltet, wenn
sich die Position der Zeigegeste innerhalb einer vordefinierten Zeit von etwa einer halben
Sekunde nicht signifikant a¨ndert.
9.2.2 Francesco Guardi - Markusplatz in Venedig
Eine zweite Anwendung zur Erkundung digitalisierter Gema¨lde zeigt ein Bild des italieni-
schen Malers Francesco Guardi (1712-1793). Das Originalgema¨lde, auf dem der Markusplatz
in Venedig zu sehen ist, ha¨ngt in der Gema¨ldegalerie der Akademie der bildenden Ku¨nste
(AFA) in Wien6. Eine Untersuchung der Leinwand [SFJSL04] brachte ans Licht, dass Guardi
fu¨r dieses Bild eine a¨ltere, bereits bemalte Leinwand verwendet hatte, wie es im Rokoko
6http://www.akbild.ac.at/
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Abbildung 9.3: Interaktion mit einem Gema¨lde von Francesco Guardi. Der Anwender steu-
ert einen virtuellen Ro¨ntgenstrahl, um die im Hintergrund liegende Schicht des Gema¨ldes
freizulegen [MDS05a].
durchaus u¨blich war. Eine Ro¨ntgenaufnahme des Gema¨ldes zeigt Details einer weihnacht-
lichen Krippenszene eines unbekannten Ku¨nstlers. Durch die Verwendung von Bleiweiß in
den O¨lfarben der damaligen Zeit zeigen sich beispielsweise die Konturen von Maria, die
Jesus in einem Tuch in ihren Armen ha¨lt, zwei Hirten und der Kopf des Ochsen und des
Esels (siehe Abbildung 9.2). Die klassischen Wege, diese Zusatzinformationen dem Muse-
umsbesucher zuga¨nglich zu machen, sind zum einen der Abdruck des Ro¨ntgenbildes in einem
Museumsfu¨hrer in Buchform oder durch eine Schautafel neben der Original mit erkla¨renden
Texten und der Darstellung der Aufnahme. Auch die Verwendung eines heute im Museum
u¨blichen Audiofu¨hrers schließt sich durch den hohen visuellen Anteil der Zusatzinformationen
aus. Im Rahmen des von der Europa¨ischen Gemeinschaft gefo¨rderten Forschungsprojektes
art-E-fact [GSH+04] wurde daher eine VRML-Anwendung entwickelt, in der beide Bilder
in digitaler Form in zwei hintereinander liegenden Schichten dargestellt werden. U¨ber eine
JavaScript-Knoten im Szenengraphen wird an der Stelle, auf die der Anwender zeigt, der
Blick durch das Originalbild der vorderen Schicht auf das dahinter liegende Ro¨ntgenbild
freigegeben (siehe Abbildung 9.3). Die eigentlichen Zusatzinformationen u¨ber die einzelnen
Details im Ro¨ntgenbild ist dabei u¨ber das automatische Abspielen von Sounddateien rea-
lisiert, sobald der Museumsbesucher fu¨r eine vorgegebene Zeit von mehr als einer halben
Sekunde auf einem gefundenen Detail verharrt. Die Bereiche der interessanten Stellen im
Bild sind dabei als vordefinierte Interaktionsregionen vordefiniert.
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Abbildung 9.4: Sudoku-Spiel gesteuert durch multimodale Verknu¨pfung von Gesten- und
Spracherkennung. Ein Spielstein ist durch die Zeigegeste aktiviert und mit der Zahl 1 gefu¨llt.
9.3 Multimodales Sudoku
Als Beispiel fu¨r die multimodale Verknu¨pfung von Zeigegesten- und Spracherkennung wurde
im Rahmen dieser eine Sudoku-Anwendung entwickelt, in der ein vom Computer generiertes
Zahlenra¨tsel gelo¨st werden muss.
Sudoku ist ein weltweit beliebtes Logikra¨tsel a¨hnlich einem Kreuzwortra¨tsel. Ziel des Spiels
in der heute u¨blichen Version ist es, ein 9×9-Gitter mit den Ziffern 1 bis 9 so zu fu¨llen, dass
jede Ziffer in einer Spalte, in einer Zeile und in einem Block (3×3-Unterquadrat) nur einmal
vorkommt. Je nach Schwierigkeitsgrad des Ra¨tsels werden mehr oder weniger der insgesamt
81 Felder bereits korrekt gefu¨llt vorgegeben, wa¨hrend die freien Felder durch den Spieler
gefu¨llt werden mu¨ssen.
Sudoku-Spiele sind in den unterschiedlichsten Formen und Spielarten verfu¨gbar: Angefangen
vom klassischen Ra¨tsel auf Papier, wie es beispielsweise in Zeitungen abgedruckt wird, u¨ber
online spielbare Varianten im Internet bis hin zu eigensta¨ndigen Computersystemen fu¨r den
mobilen Einsatz. Die hier beschriebene Sudoku-Anwendung verwendet eine große Projekti-
onsfla¨che, auf der das Spielgitter dargestellt wird (siehe Abbildung 9.4). Der Spieler steht
vor der Projektionsfla¨che und wird mit einem Mikrofon ausgestattet, um die entsprechenden
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Abbildung 9.5: Fehlervisualisierung beim Sudoku-Spiel: Verletzung der Reihen- und Spal-
tenregel, links und Verletzung der Blockregel, rechts.
Zahlen u¨ber einen Sprachbefehl an den Rechner zu u¨bermitteln. Um zu verhindern, dass
der Spieler die gewu¨nschte Position des Feldes fu¨r die neue Zahl umsta¨ndlich durch Angabe
von Zeilen und Spaltennummer definieren muss, deutet er einfach auf ein noch freies Feld,
wa¨hrend er die Zahl nennt. Die Anwendung bietet drei verschiedene Schwierigkeitsgrade, bei
denen entweder 30, 45 oder 60 der insgesamt 81 Felder beim Start eine neuen Spiels bereits
gefu¨llt sind.
9.3.1 Eingabemodalita¨ten
Zu Beginn eines Spiels steht der Anwender mit einem Mikrofon auf einer durch Markierun-
gen am Boden vordefinierten Position vor der Ausgabeleinwand. Zuna¨chst wa¨hlt er einen
Schwierigkeitsgrad durch Zeigen auf das entsprechende Menu¨symbol oder durch Sprechen
eines der Wo¨rter “easy”, “medium” oder “hard”, wodurch entsprechend ein neues Ra¨tsel
erzeugt und auf dem Ausgabegera¨t angezeigt wird. Durch Zeigen auf ein leeres Feld und
gleichzeitiges Nennen der entsprechenden Zahl, die in das Feld eingetragen werden soll, fu¨llt
er Zug um Zug das Gitter. Die verwendete Spracherkennung ist Kommando-basiert, unter-
sucht also permanent den u¨ber das Mikrofon eingehenden Audiostrom und reagiert auf in
einem Regelwerk abgelegte Wo¨rter, Phrasen oder Sa¨tze. Dies ermo¨glicht es, dass sich der
Spieler trotz aktiver Spracherkennung mit anderen Personen unterha¨lt und beispielsweise
die aktuelle Spielsituation diskutiert. Um zu vermeiden, dass dadurch Zahlen versehentlich
in das Gitter eingetragen werden, darf der Spieler die Zahlen nicht einfach sagen, sondern
muss sie durch den Wortzusatz “number” versehen. Nur wenn er eines der Kommandos von
“number 1” bis “number 9” gibt, wa¨hrend durch Zeigen auf das Spielfeld ein Feld markiert
ist, wird die entsprechende Zahl in das Feld eingetragen. Hat der Spieler sich geirrt und eine
falsche Zahl eingegeben, werden die entsprechenden Regelverletzungen durch rot markierte
Reihen, Spalten oder Blo¨cke gekennzeichnet (siehe Abbildung 9.5). Um Felder wieder zu
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Abbildung 9.6: Klassen- und Knoten-Design der JavaScript-Implementierung des Sudoku-
Spiels.
lo¨schen, hat der Spieler die Mo¨glichkeit, eines der Kommandos “delete that”, “delete this”,
“remove that” or “remove this” zu geben. Wird wa¨hrenddessen durch Zeigen ein Spielstein
markiert, wird das entsprechende Feld wieder gelo¨scht. Das Spiel endet automatisch mit
einer Meldung, wenn das Ra¨tsel vollsta¨ndig und korrekt gelo¨st wurde und ermo¨glicht dann
ein neues Spiel in einem der drei Schwierigkeitsgrade zu starten.
9.3.2 Implementierung
Fu¨r die Implementierung und Darstellung des Sudoku-Spiels wurde eine dreidimensiona-
le Oberfla¨che mit plastisch wirkenden Spielsteinen als Gitterelemente gewa¨hlt, obwohl die
Spielidee selbst durch eine zweidimensionale Ausgabe realisierbar ist. Jeder einzelne der
Spielsteine beispielsweise besteht aus drei verschiedenen einzelnen Objekten, einer Basisgeo-
metrie (background layer), einem Beleuchtungselement (illumination layer), um selektierte
Felder hervorzuheben und einem Texturelement (content layer), das einen schnellen Wech-
sel der Ziffer erlaubt . Durch die Verwendung einer 3D-Szene hebt sich die Anwendung von
den klassischen, bekannten Sudoku-Varianten ab, und unterstu¨tzt damit auch die Akzeptanz
der Anwender, neuartige Interaktionsformen wie die Kombination aus Zeigegestenerkennung
und Spracherkennung bei einem Computerspiel auszuprobieren.
Die Regeln des Spiels sind als JavaScript-Knoten realisiert und somit beim Starten der 3D-
Welt direkt im Szenengraphen verfu¨gbar. Die Anwendung trennt sich in unterschiedliche
Script-Knoten fu¨r die eigentliche Spiellogik und fu¨r die Erzeugung interner Ereignisse zur
Eingabeverarbeitung und zur Visualisierung. Diese strikte Trennung von Logik, Eingabever-
arbeitung und Visualisierung ermo¨glicht eine schnelle A¨nderung der Visualisierungskompo-
nenten (beispielsweise einen Austausch der Geometrien) oder den Austausch der Eingabemo-
dalita¨ten (beispielsweise die Verwendung einer Tastatur anstelle der Spracheingabe), ohne
dabei die Elemente der Spielsteuerung a¨ndern zu mu¨ssen.
Das Sequenzdiagramm (siehe Abbildung 9.6) fu¨r die Erzeugung und den Ablauf eines
Sudoku-Spiels ist in fu¨nf Einzelschritte unterteilt, deren Ablauf entweder durch la¨ngeres
Deuten auf eine in der linken oberen Ecke des Bildschirms permanent eingeblendete Schalt-
9.3. Multimodales Sudoku 137
fla¨che oder durch das Sprachkommando “start new game” aktiviert wird:
1. Interne Erzeugung eines vollsta¨ndig gelo¨sten Feldes fu¨r die U¨berpru¨fung der einzelnen
Spielzu¨ge zur Laufzeit des Spiels.
2. Erzeugung des korrespondierenden Spielfeldes mit den zu Spielstart nach außen sicht-
baren ausgefu¨llten Feldern.
3. Visualisierung des Spielfeldes (inkl. der Interaktionsmethoden zur multimodalen Ver-
arbeitung von Gesten- und Spracherkennung).
4. U¨berpru¨fung der vorgegebenen Lo¨sung nach der Verarbeitung jedes einzelnen Spiel-
zugs.
5. Methoden zur Fehlererkennung und Fehlerbehandlung wie bereits im Abschnitt 9.3.1
beschrieben.
Die Schritte drei bis fu¨nf laufen dabei iterativ ab, wobei das System blockierend auf neue und
sinnvolle Eingabe der Gesten- und Spracherkennung wartet. Eingehende Ereignisse werden
in einem eigenen Skript-Knoten verarbeitet, auf zeitliche und logische Konsistenz u¨berpru¨ft
und miteinander zu einem internen Ereignis zur Ablaufsteuerung verknu¨pft.
Fu¨r die Visualisierung der neu erzeugten Ereignisse werden bei jedem Durchlauf alle Felder
des Spiels erneut ausgelesen, wenn ein neues internes Ereignis erzeugt wurde. Die unter-
schiedlichen Visualisierungsereignisse werden dann durch den Aufruf von fu¨nf verschiedenen
Methoden zur Steuerung der Benutzerschnittstelle realisiert, die in der folgenden Tabelle
erla¨utert werden:
VizStoneSet(x,y) Aktiviert die U¨berpru¨fung auf Fehleingaben oder
notwendige Korrekturen fu¨r einen Stein an der
Position (x,y).
setStoneValue(x,y,value) Setzt einen neuen Wert eines Steines an der Po-
sition (x,y) und aktualisiert die entsprechenden
Texturen.
fixStone(x,y,bool) Markiert den Stein an der Position (x,y) als un-
vera¨nderbar, wenn bool auf wahr gesetzt ist, an-
dernfalls wird der Stein als durch Benutzereinga-
ben wa¨hrend des Spiels vera¨nderbar angenom-
men.
setStoneErrorLevel(x,y,level) Setzt die Fehlervisualisierung eines Steins an der
Position (x,y) auf level. Zula¨ssige Werte sind
dabei 0:OK, 1:Warnung und 2:Fehler.
setMouseOver(x,y,bool) Setzt alle Visualisierungs-Attribute eines Steins
an der Position (x,y) . Die eventuelle Hervor-
hebung des Steins wird erreicht durch eine vor-
gegebene Translation und Farba¨nderung des Ob-
jektes.
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Abbildung 9.7: 3D-Vorlage eines Sudoku-Feldes.
Wa¨hrend fu¨r die Laufzeitdarstellung der Anwendung aus den bereits erwa¨hnten Gru¨nden
der instantPlayer des instantReality-Rahmenwerks verwendet wird, wurde zum Modellieren
des Szenengraphen und der visuellen Elemente des Spiels wie beispielsweise die Spielsteine
und ihre einzelnen Schichten (siehe Abbildung 9.7) White Dune 7 verwendet. White Dune ist
eine freie und Open-Source-Software zur Erstellung und zur Bearbeitung von 3D-Modellen
in VRML97 entwickelt an der Universita¨t Stuttgart und hat sich auf die Entwicklung von
Echtzeit-Szenengraphen spezialisiert.
9.4 Anatomisches Theater
Eine Anwendung, die eine Interaktion mit dreidimensionalem Szenen-Inhalt ausschließlich
mittels videobasierter Erkennung einer Zeigegeste realisiert, ist das “Anatomische Theater”
der Sonderausstellung Computer.Medizin8 des Heinz-Nixdorf-Museumsforum in Paderborn.
Aus dem Ausstellungstext: “Die Ausstellung richtet sich sowohl an den interessierten Laien
als auch an Mitarbeiter im Gesundheitswesen. Sie zeigt anhand spektakula¨rer Exponate den
Nutzen und die Grenzen des Computers in der Medizin auf. Zahlreiche interaktive Exponate
sorgen fu¨r eine hohe Attraktivita¨t.”
Die Sonderausstellung wurde vom 25. Oktober 2006 bis 1. Mai 2007 im Heinz-Nixdorf Muse-
umsForum in Paderborn und danach als Wanderausstellung vom 30. September 2007 bis 31.
Ma¨rz 2008 im Ausstellungszentrum der Deutsche Arbeitsschutzausstellung DASA in Dort-
mund9 gezeigt.
Das Exponat im Anatomischen Theater ermo¨glicht es dem Museumsbesucher, das Innere
des menschlichen Ko¨rpers zu erkunden. Aus der Exponatbeschreibung: “Ende des 16. Jahr-
hunderts entstanden die ersten Anatomischen Theater. Als Tempel der Sterblichkeit boten
sie der interessierten O¨ffentlichkeit einen ebenso informativen wie faszinierenden Einblick in
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Abbildung 9.8: Untersuchung von verschiedenen Ko¨rperschichten in einem virtuellen Muse-
umsexponat des Heinz-Nixdorf-Museumsforum in Paderborn fu¨r die Sonderausstellung Com-
puter.Medizin.
erzeugte Bilder und Programme vielfach die klassischen Anatomieatlanten. Sie ermo¨glichen
dreidimensionale virtuelle Reisen durch den Ko¨rper, die zu einem tieferen Versta¨ndnis der
Struktur und Vorga¨nge des Ko¨rpers beitragen. Diese Abbildungen wa¨ren mit dem menschli-
chen Auge allein nie zu sehen. Wie bei einer echten Sektion ko¨nnen Sie Ko¨rperteile aufklap-
pen, Strukturen entfernen, Organe drehen oder Gewebe anfa¨rben. Und das - im Gegensatz
zur realen Situation - immer und immer wieder.”
Die Gesten-basierte Erkundung des Ko¨rpers im Anatomischen Theater der Ausstellung ist ei-
nes von drei Leitexponaten: Durch Interaktion mittels einer Zeigegeste ko¨nnen die Besucher
Haut, Nerven- und Kreislaufsystem sowie das Skelett des menschliche Ko¨rpers auf einem
Großbildschirm betrachten. Die Anwendung zeigt das virtuelle Modell eines menschlichen











Die einzelnen Schichten des Modells ko¨nnen u¨ber die Steuerung einer sichtbaren Clipping-
ebene nacheinander entfernt bzw. wiederhergestellt werden. Dafu¨r stehen dem Anwender
zwei Schaltfla¨chen mit Pfeilsymbolen zur Verfu¨gung (siehe Abbildung 9.8), auf die er ein-
fach deuten muss, um die Clippingebene und deren visuellen Repra¨sentation in der Szene
auf- bzw. abwa¨rts zu bewegen. Ein permanentes visuelles Feedback durch einen 3D-Cursor,
der die derzeitige Position der Interaktion auf dem Bildschirm anzeigt, erleichtert dabei die
Interaktion. Eine Anforderung an das Exponat war urspru¨nglich eine Drehung des Modells
und die Mo¨glichkeit, in die Szene hineinzuzoomen und aus der Szene herauszuzoomen. Nach
ersten Tests stellte sich allerdings heraus, dass auf diese Art der Interaktion verzichtet werden
musste, da sich aufgrund der Natur der dargestellten Szene (insbesondere in der obersten
Ebene des Modells) das Risiko von unerwu¨nschter Bedienung ergibt. Die Rotation des Mo-
dells wurde daher auf eine Drehung um die longitudinale Ko¨rperachse (mathematisch die
y-Achse) beschra¨nkt, so dass der dargestellte Avatar immer aufrecht in der Szene steht. Auf
die Mo¨glichkeit des Hineinzoomens und Herauszoomens wurde ganz verzichtet. Aufgrund
dieser Beschra¨nkungen wurde auch die Rotation des Modells durch die einfache Bedienung
von zwei Schaltfla¨chen realisiert, die am unteren Rand des Bildschirms links und rechts vom
Modell gerendert werden. Alle Schaltfla¨chen sind als MouseOver-Events realisiert, es reicht
also aus, den Cursor u¨ber die Schaltfla¨che zu bringen, um direkt das entsprechende Ereignis
(Rotation des Modells bzw. Translation der Clippingebene) auszulo¨sen.
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Abbildung 9.10: Zeigegestenerkennung im Anatomischen Theater : Bundespra¨sident Horst
Ko¨hler testet die videobasierte Gestenerkennung wa¨hrend der Ausstellungsero¨ffnung.
9.5 Virtuelles Schachspiel
Die vierte und damit letzte der in diesem Kapitel vorgestellten Anwendungen beschreibt die
Interaktion mit einem virtuellen dreidimensionalen Schachspiel. Implementierungen, die ein
Schachspiel zwischen Mensch und Computer ermo¨glichen, sind seit Langem weit verbreitet.
Der erste kommerzielle Schachcomputer fu¨r den Heimbedarf erschien im Jahre 1977. In den
folgenden Jahren folgten immer leistungsfa¨higere Schachcomputer (siehe Abbildung 9.12),
die dann in den 1990er Jahren allma¨hlich durch reine Softwareprogramme fu¨r den ha¨us-
lichen PC abgelo¨st wurden. Mit dem immer popula¨rer werdenden Internet tauchten dann
auch Programme auf, die ein Spielen u¨ber das Internet ermo¨glichten. Dabei entstanden auch
rein auf JavaScript basierte Schachsysteme, die aber naturgema¨ß eine rein zweidimensionale
Ausgabe in einer HTML-Seite verwenden. Sicherlich ersetzt eine Interaktion mit einem vir-
tuellen 3D-Schachprogramm mittels Gestenerkennung nicht das haptische Empfinden eines
klassischen Schachcomputers mit realen Figuren, die auf dem Brett gesetzt werden mu¨ssen.
Dennoch ermo¨glicht die Gestenerkennung ein einfaches und intuitives Verhalten mit und in
der virtuellen Welt. Zudem ermo¨glichen freie und Open-Source-Implementierungen in JavaS-
cript wie beispielsweise p4wn10 ein einfaches Einbinden des Schachkernprogramms (chess
engine) in eine VRML-Welt, auch wenn die Spielsta¨rke durch die Art der Implementierung
10http://p4wn.sourceforge.net/
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Abbildung 9.11: Interaktion mit einem virtuellen Schachspiel. Das Ziehen einzelner Schach-
figuren wird u¨ber die 3D-Position der offenen und geschlossenen Hand gesteuert [Mal08b].
begrenzt ist und nicht mit den bekannten Kernsystemen konkurrieren kann.
Die u¨blichen Eingaben fu¨r einen Schachzug in den klassischen Schachprogrammen erfolgen
entweder u¨ber die Tastatur, indem die entsprechenden Felder angegeben werden (beispiels-
weise “e5xd4” fu¨r “Figur auf e5 schla¨gt Figur auf d4”) oder u¨ber die Computermaus, indem
der Cursor u¨ber die zu ziehende Figur gebracht wird, durch Dru¨cken und Halten der linken
Maustaste die Figur festgehalten und u¨ber einem neuen Feld die Maustaste wieder freigege-
ben wird, um die Figur abzusetzen. Um bei der hier beschriebenen Anwendung eine Partie
Schach gegen den Computer zu spielen, steht der Anwender direkt vor dem Ausgabebild-
schirm, auf dem ein dreidimensionales Schachbrett mit den entsprechenden Schachfiguren
zu sehen ist. Ist der Spieler am Zug, setzt er die gewu¨nschte Figur auf das entsprechende
Feld. Dafu¨r verwendet er analog zur Maus-Interaktion die beiden Gesten der offenen und
geschlossenen Hand. Da die Gesten wie in Kapitel 6 beschrieben im dreidimensionalen Raum
erkannt und unterschieden werden, kann eine virtuelle Repra¨sentation der menschlichen Hand
in der entsprechenden Pose als dreidimensionaler Cursor verwendet werden (siehe Abbildung
9.11). Um dem Spieler das Aufnehmen und Absetzen von Spielfiguren zu erleichtern, wird
eine Schnapp-Methode (snapping tool selection) verwendet, die eine nur ungefa¨hre Positio-
nierung der virtuellen Hand im Raum erfordert. A¨ndert der Spieler die Pose der Hand in
der Na¨he eine Figur von offen nach geschlossen, wird die dem Cursor am na¨chsten stehen-
de Figur ermittelt und an die Geometrie der virtuellen Hand gebunden. Analog dazu wird
beim Wechsel der Pose von geschlossen nach offen das na¨chstliegende Feld ermittelt und
die Spielfigur auf diesem Feld abgesetzt.
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Abbildung 9.12: Schachcomputer Tandy Radio Shack 1650 aus den 1980er Jahren.
9.6 Zusammenfassung
Die in diesem Kapitel vorgestellten Anwendungen zeigen exemplarisch einen kleinen Teil der
Demonstratoren, welche die in dieser Arbeit entwickelten Verfahren zur intuitiven Interak-
tion durch videobasierte Gestenerkennung verwenden. Verschiedene Anwendungen aus dem
musealen Umfeld, zum Beispiel zur erweiterten Betrachtung von digitalisierten Gema¨lden
oder zur interaktiven Untersuchung des menschlichen Ko¨rpers als mehrschichtiges, dreidi-
mensionales Modell unterstu¨tzen die Verwendung der Zeigegestenerkennung als Eingabe-
modalita¨t. Als Beispiel fu¨r eine multimodale Anwendung dient ein virtuelles Sudoku-Spiel,
das als Eingabemodalita¨ten Gestenerkennung und Spracherkennung sinnvoll verbindet. Ein
virtuelles Schachspiel verwendet die in dieser Arbeit beschriebene Gesten-Klassifikation, um
dem Anwender zu ermo¨glichen, die Spielfiguren im virtuellen dreidimensionalen Raum vom
Schachbrett aufzunehmen und auf einem anderen Feld wieder abzustellen.
Fu¨r die ersten vier Anwendungen, die in diesem Kapitel vorgestellt wurden, wird das Verfah-
ren der Interaktion durch Punktprojektion als Mittel zur Gestenerkennung eingesetzt, da die
Anwendungen ausschließlich durch die Verwendung einer Zeigegeste bedient werden sollen.
Alle vier Anwendungen werden in o¨ffentlichen Umgebungen eingesetzt, die von einer hohen
Anzahl von unterschiedlichen und teilweise auch technisch unversierten Anwendern besucht
werden. Daher erfordert die Interaktion zwangsla¨ufig die Verwendung eines Verfahrens, mit
dem potentiell jeder Besucher als neuer Benutzer des System gewonnen werden kann und
jeder Nutzer in der Lage ist, die Anwendung zu bedienen. Insbesondere die Mo¨glichkeit,
mit individuellen Unterschieden in der Interpretation der Zeigegeste umzugehen, la¨sst dabei
im Vergleich mit der Verfahren der Rekonstruktion von Aktiven Formen die Wahl auf das
Verfahren der Punktprojektion fallen.
Fu¨r das virtuelle Schachspiel wurde das Verfahren der Interaktion durch Merkmalbasierte
Gesten-Klassifikation ausgewa¨hlt. Die wichtigste Forderung an eine dreidimensional geren-
derte Schachpartie, die mittels videobasierter Gestenerkennung gespielt wird, ist es, dass die
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Spielfiguren vom Anwender auf dem Schachbrett versetzt werden ko¨nnen. Prinzipiell ist dies
durch die Verwendung einer Zeigegeste mo¨glich. Der Anwender deutet auf eine Figur, um
sie zu selektieren und danach auf ein freies Spielfeld, um die Figur dort wieder abzustellen.
Diese Art der Interaktion wird beispielsweise von einer Vielzahl von Schachanwendungen,
die klassisch mit der Maus als Eingabegera¨t gespielt werden, verwendet. Soll der immersive
Charakter der Interaktion mit einer virtuellen Anwendung hervorgehoben werden, ist es fu¨r
einen Schachspieler allerdings intuitiver, die Spielfiguren zu greifen und an der gewu¨nschten
Position auf dem Schachbrett wieder abzustellen. Aus diesem Grund wird in der Anwendung
die Erkennung der offenen und der geschlossenen Hand verwendet, um die Zu¨ge auszufu¨hren.
Kapitel 10
Zusammenfassung und Ausblick
Das Ziel dieser Arbeit bestand darin, Verfahren zu entwickeln, die es ermo¨glichen, durch
die Verwendung von Handgesten intuitiv und einfach mit Computersystemen und deren
Anwendungen zu interagieren. Zu diesem Zweck wurden zuna¨chst drei Anforderungen an die
zu entwickelnden Verfahren erarbeitet, die notwendig sind, um eine gestenbasierte Interaktion
fu¨r jeden Anwender nutzbar zu machen:
1. Gera¨telose Bedienung
Gera¨telosigkeit ist eine elementare Forderung an die Verfahren der intuitiven Inter-
aktion. Die Verwendung von technischen Hilfsmitteln wie beispielsweise Datenhand-
schuhen oder anderen Interaktionsgera¨ten ist auszuschließen. Nur wenn der Anwender
ohne Verzo¨gerung mit der Interaktion starten kann, ist eine einfache und intuitive In-
teraktion mo¨glich. Aus diesem Grund verwenden alle vier in dieser Arbeit entwickelten
Verfahren ein Kamerasystem, das die Bewegungen der Hand des Anwenders erfasst
und auswertet. Durch die Tatsache, dass die Kameras außerhalb der direkten Sicht des
Anwenders positioniert werden ko¨nnen, ist der Ausgabebildschirm das einzige techni-
sche Gera¨t, das fu¨r den Anwender sichtbar ist und unterstu¨tzt somit den immersiven
Charakter der Interaktion. Um ausreichend Informationen wie beispielsweise der Po-
sition der Hand im Raum gewinnen zu ko¨nnen, wird in allen vier Verfahren ein ka-
libriertes Stereokamerasystem mit zwei Kameras verwendet, das in der Lage ist, aus
2D-Punktkorrespondenzen dreidimensionale Punkte zu triangulieren.
2. Reduktion des Trainingsaufwands
Intuitive Interaktion durch Gestenerkennung ist nur mo¨glich, wenn fu¨r einen neuen An-
wender kein oder nur ein minimaler Trainingsaufwand notwendig ist und der Anwender
in die Lage versetzt wird, ohne sto¨rende Verzo¨gerung mit der eigentlichen Anwendung
zu interagieren. Aus diesem Grund wurde fu¨r die in dieser Arbeit entwickelten Ver-
fahren auf eine individuelle Trainingsphase verzichtet. Eine Ausnahme dazu bildet das
in Kapitel 6 beschriebene Verfahren der merkmalbasierten Gesten-Klassifikation, bei
dem eine optionale Trainingsphase zum Anlernen der individuellen Gesten die Erken-
nungsrate des Verfahrens erho¨ht. Eventuelle, fu¨r ein Verfahren notwendige Lernphasen,
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wie beispielsweise das Anlernen eines Modells der verwendeten Handgesten, wurden
auf einen Zeitpunkt vor der eigentlichen Interaktion des Anwenders verschoben und
ermo¨glichen somit einem neuen Nutzer des Systems, ohne Verzo¨gerung mit der An-
wendung zu interagieren.
3. Echtzeitfa¨higkeit
Eines der wichtigsten Kriterien fu¨r eine intuitive Interaktion ist die Echtzeitfa¨higkeit der
entwickelten Verfahren. Zu einen ist eine Wiederholrate von zwanzig Bildern pro Se-
kunde notwendig, um eine flu¨ssige Darstellung der Ergebnisse zu gewa¨hrleisten. Zum
anderen darf die Verzo¨gerung zwischen realem Ereignis der Hand und der entspre-
chenden Reaktion des Systems nicht la¨nger als 200 Millisekunden betragen, um von
einem Anwender nicht als sto¨rend empfunden zu werden. Die in den Kapiteln 4, 5 und
6 entwickelten Verfahren erfu¨llen diese Anforderungen. Das in Kapitel 7 vorgestellte
Verfahren der Momenten-Analyse erreicht mit durchschnittlich 13 Bildern pro Sekunde
eine Bildwiederholrate, die zwar nicht den Anforderungen der Echtzeitfa¨higkeit genu¨gt,
aber dennoch bereits fu¨r eine interaktive Anwendung geeignet ist.
Auf Grundlage der aufgestellten Anforderungen fu¨r eine intuitive Interaktion und einer Un-
tersuchung des derzeitigen Stands von Forschung und Technik wurden zuna¨chst zwei Haupt-
probleme derzeitiger Algorithmen identifiziert, die fu¨r eine Verwendung eines Verfahrens fu¨r
eine intuitive Interaktion zu lo¨sen sind:
1. Die Initialsuche nach der Geste muss vollsta¨ndig automatisch und in Echtzeit ablaufen.
Der Anwender sollte nicht darauf achten mu¨ssen, dass er beispielsweise die Hand vor
einer Kamera fu¨r das System “richtig” positionieren und orientieren muss, damit das
Verfahren die Handgeste korrekt erkennen und verfolgen kann.
2. Die Verfahren mu¨ssen in der Lage sein, alle zur gestenbasierten Interaktion und zur
eventuellen Klassifikation unterschiedlicher Gesten relevanten Merkmale in Echtzeit zu
bestimmen.
Als Lo¨sung der beiden Probleme wurden deshalb in dieser Arbeit vier verschiedene Verfahren
entwickelt, die abha¨ngig von den Aufgaben, fu¨r die sie eingesetzt werden, unterschiedliche
Arten der Interaktion durch videobasierte Handgestenerkennung realisieren:
1. Interaktion durch Rekonstruktion von Aktiven Formen
Dieses Verfahren ist in der Lage, eine Zeigegeste im Raum zu erkennen und zu ver-
folgen. Das Verfahren beruht auf der Suche und Anpassung einer zuvor definierten
Kontur der Zeigegeste. In einer initialen Lernphase wird aus einer Vielzahl von Trai-
ningsbildpaaren ein statistisches Modell der Geste aufgestellt und berechnet. Das so
entstandene Punktverteilungsmodell der Kontur der Zeigegeste dient in den folgenden
iterativen Schritten dem Auffinden von geeigneten Startkonturen auf den Bildebe-
nen und der folgenden Feinanpassung der Konturen an die realen Bildinformationen.
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Das initiale Auffinden der Startkonturen wird sowohl u¨ber eine geeignete Analyse
von Segmentierungsergebnissen als auch durch die Verwendung des nichtlinearen Op-
timierungsverfahrens Simulated Annealing realisiert. Fu¨r die Feinanpassung werden
die Initialkonturen entsprechend ihrer angelernten Deformationsmo¨glichkeiten an die
Kanteninformationen der Kamerabilder angepasst (Active Shape Model). Erst in ei-
nem letzten Schritt des Verfahrens werden aus den resultierenden 2D-Konturen unter
Verwendung des kalibrierten Stereokamerasystems die zur Interaktion notwendigen
dreidimensionalen Parameter wie Position der Geste im Raum und die Zeigerichtung
ermittelt. Aufgrund der hohen notwendigen Rechenleistung fu¨r die Initialsuche ist das
Verfahren auf eine einzige vom System angelernte Geste beschra¨nkt. Dieser Umstand
kann allerdings auch dazu verwendet werden, um automatisch zu detektieren, wenn
ein Anwender eine andere als die vom System zur Interaktion geforderte Zeigegeste
verwendet.
2. Interaktion durch Punktprojektion
Das Verfahren der Punktprojektion beruht auf der Detektion der Spitze des Zeige-
fingers auf Bildbasis und deren 3D-Rekonstruktion und Projektion mittels eines Refe-
renzpunktes auf die Ausgabefla¨che des Bildschirms. Dabei macht sich das Verfahren
die Informationen des kalibrierten Stereokamerasystems und eine Segmentanalyse zu
Nutze, um die Fingerspitze robust zu detektieren und zu verfolgen. Durch eine Reduk-
tion der notwendigen Information u¨ber die Zeigegeste auf die Spitze des Zeigefingers
beno¨tigt das Verfahren keine modellbildende Trainingsphase und ermo¨glicht es jedem
Anwender, sofort und intuitiv zu interagieren. Geeignete Nachverarbeitungsschritte wie
beispielsweise eine Gla¨ttung des Zielpunktes der Interaktion durch Spline-Funktionen
unterstu¨tzen die intuitive Interaktion. Das Verfahren beinhaltet außerdem zwei un-
terschiedliche Methoden zur Erzeugung von Selektionsereignissen mittels der Analyse
von vordefinierten Ereignisregionen und der Analyse der Positionsgeschwindigkeit der
Interaktionspunkte. Dadurch wird den Anwender in die Lage versetzt, Elemente einer
grafischen Benutzerschnittstelle ausschließlich durch die Verwendung der Zeigegestik
zu bedienen. Obwohl dieses Verfahren in seine Allgemeinheit nicht in der Lage ist,
unterschiedliche Gesten voneinander zu trennen, ist es fu¨r eine intuitive Interaktion
mittels einer einzigen Geste wohl am besten geeignet, da es deshalb auch auf individu-
elle Unterschiede der Anwender bei der Interpretation einer Handgeste robust reagieren
kann.
3. Interaktion durch merkmalbasierte Gesten-Klassifikation
Dieses Verfahren ist in der Lage, verschiedene statische Handgesten in Echtzeit von-
einander zu unterscheiden. In Erga¨nzung zu dem Verfahren der Interaktion durch
Punktprojektion kann das Verfahren eingesetzt werden, um beispielsweise neben der
Zeigegeste auch die offene und die geschlossene Hand zu erkennen. Dadurch wird ins-
besondere bei der Interaktion mit virtuellen dreidimensionalen Welten die Mo¨glichkeit
geschaffen, virtuelle Objekte aufzunehmen und an einer anderen Stelle wieder abzu-
legen. Das Verfahren beruht auf der Einordnung von Merkmalsvektoren durch einen
Na¨ıven Bayes-Klassifikator. Um die Echtzeitfa¨higkeit des Verfahrens zu gewa¨hrleisten,
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werden die Merkmale im Zweidimensionalen, also auf Bildbasis bestimmt. Dazu wer-
den unter Verwendung der Informationen des kalibrierten Stereokamerasystems die
Segmente der Handgeste in den Kamerabildern ermittelt. Aus den binarisierten Hand-
segmenten werden fu¨r die Erkennung relevante Merkmale extrahiert, die sowohl fu¨r die
initiale Modellbildung (Klassifikation) als auch fu¨r die Klassierung der Geste zur Lauf-
zeit des Systems verwendet werden. Fu¨r die Interaktion stellt das Verfahren neben der
ermittelten Geste auch die Position der Hand im Raum bereit. Sowohl die Anzahl als
auch die Art der zu unterscheidenden Gesten ist prinzipiell nicht begrenzt. Die einzige
Forderung dabei ist, dass die Handposen bereits auf Bildebene auch bei einer Rotation
der Hand statistisch unterscheidbare Merkmale aufweisen, die in Echtzeit berechnet
werden ko¨nnen. Damit zeigt sich aber auch direkt die Grenze des Verfahrens: Der
Algorithmus ist nicht in der Lage, die Orientierung der Hand im Raum zu bestimmen.
4. Interaktion durch Momenten-Analyse
Das Verfahren der Momenten-Analyse rekonstruiert den dynamischen Prozess einer
Handgeste und ermo¨glicht so eine einfache und intuitive Interaktion beispielsweise
durch Zugreifen und Loslassen eines virtuellen dreidimensionalen Objektes mit dem
Pinzettengriff, also ausschließlich mit Daumen und Zeigefinger. Das Verfahren beruht
auf der Analyse der Pseudo-Zernike-Momente von Handsilhouetten und vergleicht die
berechneten Momente eines neuen Kamerabildpaares mit den Datensa¨tzen einer zuvor
generierten Silhouettendatenbank. Die ku¨nstlichen Silhouetten werden dabei durch die
Projektion eines virtuellen Handmodells unter Verwendung der Kamerakalibrierungs-
daten erzeugt. Das Verfahren ist insbesondere in der Lage, auch die Orientierung
der Hand im Raum zu ermitteln, und ermo¨glicht so die Rekonstruktion von feinmo-
torischen Interaktionsprozessen. Sowohl durch eine Diskretisierung des dynamischen
Prozesses der Geste in eine vorgegebene Anzahl von statischen Einzelposen als auch
durch eine Parallelisierung der bildverarbeitenden Schritte und deren Berechnung auf
der Hardware der Grafikkarte erfu¨llt das Verfahren zwar noch nicht die Anforderung
an eine Echtzeitfa¨higkeit, erreicht mit durchschnittlich 13 Bildern pro Sekunde eine
Bildwiederholrate, die bereits fu¨r eine interaktive Anwendung geeignet ist.
Diese vier neu entwickelten Verfahren wurden in Hinblick auf die aufgestellten Forderun-
gen an Verfahren zur intuitiven Interaktion, auf die detektierbaren Gesten und auf ihre
Einsatzmo¨glichkeiten fu¨r unterschiedliche Anwendungsklassen miteinander verglichen und
bewertet. In einer Usablity-Studie wurde das Verfahren der Interaktion durch Punktprojek-
tion evaluiert, indem 81 neue Anwender zum einen eine messbare Aufgabe lo¨sen mussten,
um ein objektives Kriterium fu¨r die Verwendbarkeit des Verfahrens analysieren zu ko¨nnen
und zum anderen durch eine Befragung das subjektive Empfinden der Nutzer ausgewertet
werden konnte.
Neben den neu entwickelten Algorithmen wurden die fu¨r die Verfahrensentwicklung notwen-
digen Grundlagen der videobasierten Analyse, insbesondere die intrinsische und extrinsische
Kalibrierung der Kameras und die Rekonstruktion von korrespondierenden Bildpunkten zum
einem dreidimensionalen Punkt erla¨utert. Die praktische Verwendbarkeit der in dieser Arbeit
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entwickelten und implementierten Verfahren wurde anhand verschiedener umgesetzter An-
wendungen dokumentiert.
Mit den in dieser Arbeit neu entwickelten Verfahren zur videobasierten Gestenerkennung
konnte die in der Einleitung dieser Arbeit aufgestellte Hypothese, dass es mo¨glich ist,
“Verfahren zu entwickeln, die eine intuitive Interaktion zwischen Mensch und Computer
ausschließlich durch die Verwendung von Handgesten ermo¨glichen und dabei die Forderun-
gen nach gera¨teloser Bedienung, Reduktion des Trainingsaufwandes und Echtzeitfa¨higkeit
erfu¨llen”, erfolgreich nachgewiesen werden.
10.1 Ausblick
Mit Ausnahme der Verfahren der Punktprojektion und der merkmalbasierten Gestenklassi-
fikation, die bereits gleichzeitig in einem einzigen System verwendet werden ko¨nnen, sind
die in dieser Arbeit entwickelten Algorithmen getrennt voneinander zu verwenden. Die Aus-
wahl des Verfahrens ist abha¨ngig von der Anwendung, fu¨r die eine gestenbasierte Interaktion
eingesetzt werden soll. Dies unterstu¨tzt zwar die Idee, dass Interaktion immer anwendungs-
bezogen und damit auch benutzerorientiert sein soll, erschwert aber ein schnellen Wechsel
der Anwendung selbst, da in diesem Fall immer auch das Interaktionssystem gewechselt
werden muss. Aufgabe fu¨r zuku¨nftige Arbeiten muss es deshalb sein, die in dieser Arbeit
vorgestellten Verfahren in ein einziges System zu integrieren und eine parallele Verwendung
der Verfahren oder zumindest einen automatischen Wechsel der Verfahren zu ermo¨glichen.
Rechnersystem und Computerprogramme, die vom Anwender nicht mehr bewusst als
solche wahrgenommen werden, spielen eine immer wichtiger werdende Rolle. Dies zeigt sich
in den wissenschaftlichen Publikationen und den Produktentwicklungen der letzten Zeit in
den aktuellen Forschungs- und Entwicklungsgebieten der Umgebungsintelligenz (engl.: Am-
bient Intelligence, AmI) [Enc08] und der Rechnerallgegenwart (engl.: Ubiquitous Computing,
UC). Damit erho¨ht sich aber auch die Forderung nach Interaktionsformen, die natu¨rlich und
intuitiv anwendbar sind. Videobasierte Gestenerkennung kann hier einen Beitrag leisten,
Computersysteme ohne technische Hilfsmittel zu bedienen und somit intuitive Interaktion
zu ermo¨glichen. Wenn sich der Anwender aber nicht bewusst ist, dass er mit einem Com-
putersystem interagiert, ko¨nnen auch keine Einschra¨nkungen vorausgesetzt werden, die der
Anwender einhalten muss. Fu¨r ein gestenerkennendes Verfahren bedeutet dies, dass beispiels-
weise auch eine beidha¨ndige Interaktion mo¨glich sein muss. Aufgabe zuku¨nftiger Arbeiten
sollte es deshalb sein, die in dieser Arbeit entwickelten Verfahren sowohl fu¨r den Einsatz
einer beidha¨ndigen Interaktion als auch fu¨r den Einsatz in einer Mehrbenutzerumgebung, in
der mehrere Anwender gleichzeitig interagieren ko¨nnen, weiter zu entwickeln.
Wie im Verfahren der Momentenanalyse gezeigt, kann die immense Steigerung der Re-
chenleistung der letzten Zeit von Haupt- und Grafikprozessoren dazu verwendet werden,
aufwendige Berechnungen, die fu¨r ein videobasiertes Gestenerkennungsverfahren notwendig
sind, massiv parallel zu verarbeiten und somit die mo¨glichen Anwendungsgebiete der intui-
tiven Gestenerkennung zu erweitern. Dieses Konzept der Parallelisierung von Aufgaben fu¨r
die Rekonstruktion von statischen und dynamischen Handgesten ist in zuku¨nftigen Arbeiten
fortzufu¨hren und zu erweitern.
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Abku¨rzungen
AABB Umschließendes Rechteck (Axis-aligned bounding box)
AFA Akademie der bildenden Ku¨nste (Academy of Fine Arts)
AmI Umgebungsintelligenz (Ambient Intelligence)
AR Erweiterte Realita¨t (Augmented Reality)
ASL Amerikanische Geba¨rdensprache (American Sign Language)
ASM Aktive Formen (Active Shape Model)
COP Projektionszentrum (Center of Projection)
CPU Hauptprozessor (Central Processing Unit)
CUDA Compute Unified Device Architecture
DASA Deutsche Arbeitsschutzausstellung
DOF Freiheitsgrade (Degree Of Freedom)
FPS Bilder pro Sekunde (frames per second)
FSM Endlicher Automat (Finite State Machine)
GFLOPS Giga Floating Point Operations Per Second
GHz Giga Hertz
GPGPU General Purpose Computation on Graphics Processing Unit
GPU Grafikprozessor (Graphics Processing Unit)
GUI Grafische Benutzeroberfla¨che (Graphical User Interafce)
HCI Mensch-Computer Interaktion (Human-Computer Interaction)
HNF Heinz Nixdorf Museumsforum
ISO Internationale Organisation fu¨r Normung (International Organization for Standardization)
MR Vermischte Realita¨t (Mixed Reality)
OBB Orientiertes, umschließendes Rechteck (Oriented bounding box)
PDM Punktverteilungsmodell Point Distribution Model
PCA Hauptkomponentenanalyse (Principal Components Analysis)
SA Simulierte Abku¨hlung (Simulated Annealing)
SDK Entwicklungsumgebung (Software Development Kit)
SVM Stu¨tzvektormethode (Support Vector Machine)
UC Rechnerallgegenwart (Ubiquitous Computing)
VR Virtuelle Realita¨t (Virtual Reality)
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Thesen
1. Interaktion durch videobasierte Handgestenerkennung fo¨rdert die intuitive Bedienbar-
keit einer Computeranwendung und erleichtert somit die Schnittstelle zwischen Mensch
und Computer. Die Verwendung von Kameras unterstu¨tzt dabei den intuitiven Cha-
rakter der Eingabe, da der Nutzer kein technisches Gera¨t bedienen muss, sondern
ausschließlich mit seinen eigenen Ha¨nden agieren kann.
2. Intuitive Interaktion fordert eine Gera¨telosigkeit des Systems fu¨r den Anwender. Nur
wenn der Nutzer keine technischen Hilfsmittel in die Hand nehmen muss, ist intuitive
Interaktion mo¨glich. Daneben ist es außerdem wichtig, dass alle technischen Gera¨te
wie beispielsweise die aufnehmenden Kameras selbst, außer Sichtweite des Anwenders
angebracht werden ko¨nnen und der anzeigende Bildschirm das einzige fu¨r den Nutzer
sichtbare technische Gera¨t ist.
3. Fu¨r eine intuitive Bedienbarkeit eines Systems ist es erforderlich, dass ein neuer An-
wender ohne oder mit nur minimalem Lernaufwand mit der Interaktion starten kann.
Insbesondere mu¨ssen die verwendeten Verfahren in der Lage sein, korrekt auf indi-
viduelle Unterschiede in der Verwendung von Handgesten automatisch reagieren zu
ko¨nnen.
4. Verfahren zur intuitiven Interaktion mu¨ssen echtzeitfa¨hig und damit in der Lage sein,
Bildwiederholraten von 20 Bildern pro Sekunde oder mehr zu erreichen, um eine flu¨ssig
wirkende Interaktion zu ermo¨glichen. Außerdem muss die Verzo¨gerung zwischen realem
Ereignis der Hand und der daraus resultierenden Reaktion des Systems sehr kurz sein,
da Reaktionszeiten von mehr als 200 Millisekunden von den meisten Menschen als
unnatu¨rlich empfunden werden.
5. Ausgehend vom derzeitigen Stand der Forschung und Technik ist es mo¨glich, Ver-
fahren zu entwickeln, die eine intuitive Interaktion zwischen Mensch und Computer
ausschließlich durch die Verwendung von Handgesten ermo¨glichen und dabei die For-
derungen nach gera¨teloser Bedienung, Reduktion des Trainingsaufwandes und Echt-
zeitfa¨higkeit erfu¨llen.
6. Die Verwendung eines kalibrierten Stereokamerasystems ermo¨glicht es, auf Bildbasis
ermittelte Parameter der Geste pra¨zise zu einem Punkt im Raum zu rekonstruieren und




7. Die Kombination aus dem nichtlinearen Optimierungsverfahrens Simulated Annealing,
einer Anpassung von aktiven Konturen auf Bildbasis und deren 3D-Rekonstruktion
ermo¨glicht eine robuste Erkennung und Verfolgung einer Zeigegeste. Das Verfahren
der Interaktion durch Rekonstruktion von aktiven Formen ermittelt dabei alle fu¨r die
Interaktion notwendigen Parameter im dreidimensionalen Raum in Echtzeit.
8. Das Verfahren der Interaktion durch Punktprojektion ermo¨glicht es, auf unterschiedli-
che Auspra¨gungen einer Zeigegeste durch verschiedene Anwender korrekt zu reagieren.
Durch eine Reduktion der Information u¨ber die Zeigegeste auf die Spitze des Zeige-
fingers beno¨tigt das Verfahren keine modellbildende Trainingsphase und ermo¨glicht es
jedem neuen Anwender, sofort und intuitiv zu interagieren.
9. Die von vielen Anwendungen geforderte Mo¨glichkeit, lokal Selektionsereignisse auslo¨sen
zu ko¨nnen, kann mittels einer Analyse von vordefinierten Ereignisregionen und der
Analyse der Positionsgeschwindigkeit der Interaktionspunkte erreicht werden und ver-
setzt damit den Anwender in der Lage, Elemente einer grafischen Benutzerschnittstelle
ausschließlich durch die Verwendung der Zeigegestik zu bedienen.
10. Das auf der Einordnung von Merkmalsvektoren durch einen Na¨ıven Bayes-Klassifikator
beruhende Verfahren der Interaktion durch merkmalbasierte Gesten-Klassifikation er-
mo¨glicht eine Unterscheidung von verschiedenen statischen Handgesten in Echtzeit.
Damit schafft das Verfahren beispielsweise durch die Unterscheidung einer geschlos-
senen und offenen Hand die Mo¨glichkeit, virtuelle Objekte im Raum zu bewegen.
11. Das auf einer Analyse von Pseudo-Zernike-Momenten von Handsilhouetten beruhende
Verfahren der Interaktion durch Momenten-Analyse rekonstruiert den dynamischen
Prozess einer Handgeste und ermo¨glicht so eine pra¨zise und intuitive Interaktion bei-
spielsweise durch Zugreifen und Loslassen eines virtuellen dreidimensionalen Objektes
mit dem Pinzettengriff.
12. Je nach Anwendungstyp und den daraus resultierenden Anforderungen an die Eingabe-
modalita¨ten des Systems ko¨nnen die unterschiedlichen Verfahren dieser Arbeit variabel
eingesetzt werden und bestehende Verfahren oder vorhandene Eingabegera¨te ersetzen.
Zusammenfassung
Videobasierte Handgestenerkennung ist seit Langem ein intensives Thema der wissenschaft-
lichen Forschung. Dahinter steht die Vision, die Interaktion zwischen Mensch und Computer
losgelo¨st von klassischen Eingabegera¨ten wie Computermaus und Tastatur zu realisieren.
Das in dieser Arbeit angestrebte Ziel leitet sich aus der Fragestellung und Vision der vi-
deobasierten Handgestenerkennung ab: Es sollen Verfahren entwickelt werden, die unter
Verwendung von Techniken der Bildverarbeitung und der Computer Vision eine robuste
und fehlerarme Erkennung menschlicher Handgesten realisieren und so die Bedienung eines
Computersystems auch fu¨r technisch unerfahrene Anwender nutzbar machen. Dazu stellt
diese Arbeit zuna¨chst drei elementare Anforderungen an die zu entwickelnden Verfahren:
Gera¨telosigkeit des Systems fu¨r den Anwender, Bedienbarkeit ohne oder nur mit minimaler
Trainingsaufwand und Echtzeitfa¨higkeit des Systems in Bezug auf Bildwiederholraten und
Systemreaktionszeiten. Diese Arbeit stellt ausgehend vom derzeitigen Stand der Forschung
und Technik die Hypothese auf, dass es mo¨glich ist, Verfahren zu entwickeln, die eine intui-
tive Interaktion zwischen Mensch und Computer ausschließlich durch die Verwendung von
Handgesten ermo¨glichen. Dabei werden zwei der wichtigsten Probleme der videobasierten
Gestenerkennung adressiert: Zum einen mu¨ssen die Verfahren in der Lage sein, die Hand
des Anwenders vollsta¨ndig automatisch zu erkennen (Initialsuche der Hand). Zum anderen
mu¨ssen die Verfahren die zur Interaktion notwendigen Informationen anhand der Bildeigen-
schaften gewinnen ko¨nnen (Merkmalsextraktion und Klassifikation). Als technische Grundla-
ge dient fu¨r die Verfahren ein kalibriertes Stereokamerasystem, mit dem es ermo¨glicht wird,
auf Bildbasis ermittelte Parameter der Geste pra¨zise zu einem Punkt im Raum zu rekon-
struieren. In dieser Arbeit werden vier verschiedene Verfahren entwickelt, die abha¨ngig von
den Aufgaben, fu¨r die sie eingesetzt werden, unterschiedliche Arten der Interaktion durch vi-
deobasierte Handgestenerkennung realisieren: Die Verfahren der Rekonstruktion von aktiven
Formen und der Interaktion durch Punktprojektion sind in der Lage, insbesondere die Zei-
gegeste der menschlichen Hand als wichtigste statische Geste zur Interaktion zu erkennen,
zu verfolgen und die Zeigerichtung der Geste in Echtzeit zu bestimmen. Das Verfahren der
merkmalbasierte Gesten-Klassifikation ermo¨glicht neben der Berechnung der Position der
Handgeste im dreidimensionalen Raum auch eine Unterscheidung verschiedener statischer
Handgesten des Anwenders. Mit dem Verfahren der Momenten-Analyse ko¨nnen dynamische
Prozesse einer Geste in Echtzeit bestimmt und fu¨r die Interaktion nutzbar gemacht werden.
Mit der Entwicklung der vier Verfahren leistet diese Arbeit einen Beitrag zur Vision einer
gestenbasierten Schnittstelle zwischen Mensch und Computer und ermo¨glicht durch den vi-





Video based hand gesture recognition is an extensive area of scientific research since many
years. The vision behind this research is to realise a new kind of interaction between humans
and computer beyond the classical input devices such as computer mouse and keyboard.
The aim of this thesis arises directly from this vision: New algorithms are to be developed
using image processing and computer vision techniques, which enable a robust and accurate
recognition of human hand gestures and allow interaction with computer systems even for
technically unversed users. Therefore, this thesis makes three elementary demands of the
algorithms to be developed: Usability of the system without any device hold or worn by the
user, operability without or only with a minimum of training expenditure and real time ca-
pabilities of the system with respect to frame rates and system reaction times. Based on the
current state of the art it is hypothesised that algorithms can be developed that allow intui-
tive human computer interaction using video based gesture recognition. Two basic problems
of video based recognition and tracking are addressed: The algorithms have to be able to
detect the human hand completely automatically (initial registration) and they have to ex-
tract all information necessary for the interaction (feature extraction and classification). The
technical basis of all algorithms is a calibrated stereo camera system, which allows a precise
3d reconstruction of corresponding image features. In this thesis four different algorithms
are developed that can be used for intuitive interaction purposes depending on the demands
and needs of different scenario applications: The algorithms of reconstructing active shapes
and interaction through point projection have the ability to recognise and track the human
pointing gesture and to determine the pointing direction of the user’s hand in real time.
The algorithm of feature based gesture classification allows, in addition to the 3d position
of the user’s hand, the differentiation between various static gestures. Using the algorithm
of an analysis of moments it is possible to reconstruct dynamic gestures such as a precise
grabbing and releasing of objects in 3d space. With the development of these four algorithms
this thesis makes a contribution to the vision of a gesture-based interface between humans
and computer and enables an intuitive and deviceless interaction with computer systems and
their applications.
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