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Abstract
The methods used for biomedical imaging include X-ray, magnetic resonance
imaging (MR1), ultrasound, and most recently, microwave imaging each with its own
advantages and disadvantages for specific application. The frequency dependent nature of
the Electromagnetic (EM) waves makes it possible for microwave imaging to achieve a
tissue differentiation comparable to that obtained by X-ray and would be superior to ultra
sound and MRI.
This work addresses one aspect of an ongoing research effort at Rochester
Institute of Technology which is a new methodology for detecting diseased tissues by a
non-invasive procedure. The methodology is based on the extraction of the frequency-
dependent electrical properties of tissue that can differentiate between healthy and
diseased states using ultra-wideband (UWB) pulses that are allowed to impinge on
multiple layers of biological tissue. The reflected/scattered signal is analyzed to obtain
frequency dependent permittivity and conductivity that correspond to each tissue layer.
For system implementation, a planar flexible antenna array is utilized that would be
wrapped like a cuff around a specific part of the human body.
The present work addresses the development of a calibration procedure to locate
each antenna element with respect to the shape of the body surface. An algorithm for
determining the shape of the surface has been developed in this thesis. The methodology
involves placing a flat N x N planar antenna array above the tissue surface. The antenna
elements are excited one at a time and the rest of the elements are used to receive signals
scattered from the body surface. From the transmitted and received signals, the distance,
t\ from each antenna to the surface can be determined and in this work it is assumed to be
known. Corresponding to this distance the sphere of radius r:j is drawn from the
(/, j)
'
antenna element. Assuming that the surface is convex, this sphere will be tangent
to the body surface at the point with coordinates \xh.,_y.., z..). Due to the fact that the
antennas are placed relatively close to each other, it can be assumed that the parameters
of the neighboring tangent planes are the same. Using this information together with the
distances r. , /-;+1)y andr(/y+1), the necessary equations have been set up and solved for the
coordinates^, y(>. ,ziy). This process is repeated for N xN sample points on the surface
which are then used to determine the surface by an interpolation algorithm. The algorithm
is implemented in MATLAB and its accuracy has been assessed for different kinds of
surfaces and different sized planar antenna array. The agreement between the estimated
and the actual surfaces is very good for smooth convex surfaces. For surfaces with more
curvature, the mean square error is higher. The performance of the algorithm with respect
to the measurement noise has also been analyzed.
After the planar antenna array has been calibrated with respect to the surface, the
frequency response of the paths from the antenna to each tissue layer including the
surface can be obtained. This information is then used for an accurate tissue
differentiation.
in
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Chapter 1: Introduction
1. Introduction
Microwave imaging has emerged as a new way of differentiation of biological
tissues by taking advantage of their electrical properties. This is possible because tissues
have a change in properties from diseased to healthy state. Microwave imaging has not
only promise a better accuracy in disease detection and avoids both ionizing radiation and
muscle compressions, it also improves both the contrast and the tissue characterization [1,
2, 3]. This is due to the fact that high frequency propagation depends on the permittivity
and the conductivity of tissues which can change significantly from healthy to diseased
state [4, 5]. Electrical properties of different biological tissues such as muscle, skin,
uterus, and bladder are available in the literature [6, 7]. Experiments have been performed
to observe the properties of these tissues at different frequencies ranging from 10Hz to 20
GHz [6, 7],
So far, microwave frequencies have been used in both reconstructing brain images
and detecting malignant tumors [5, 8], Although x-ray mammography has been the
preferred method of detecting early-stage breast cancer due to its capability to deliver
high quality images with low radiation, x-rays have many limitations that must be
considered [9]. For example, approximately 15% of all breast cancer cases present at the
time of screening are missed by conventional mammography while nearly three-fourths
of all breast lesions that are identified by mammography and biopsied turn out to be
benign [10]. This motivates many researchers to search for new ways to detect tumors
more accurately with higher level of safety and accuracy.
With reports on the difference in electrical properties between malignant tumors
and normal breast tissues, much interest arises in utilizing the contrasts to identify and
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detect breast cancer [11]. Specifically, according to [12], the relative permittivity (er)and
electrical conductivity (a ) for normal mammary tissues are around 16 and 0.16 S/m,
respectively, while they are 57.2 and 1.06 S/m, respectively, for malignant breast tumor
at 800 MHz. In fact, microwave imaging is a possible alternative to detect early breast
cancer.
Currently, ultra-wideband (UWB) radar techniques are studied to recover the
tissue dielectric properties. UWB has improved drastically in recent years due to the
higher demand for information quality. UWB uses signal has bandwidth which is greater
than 25 percent of center frequency as compared to 1 percent for conventional radar.
UWB techniques greatly improve measurement accuracy of target range and more
precise radar range solution [3, 13]. These techniques aim to search for the abrupt
dielectric contrast between the normal and malignant tissues instead of reconstructing the
whole dielectric profile of the body parts. It has been shown that the difference between
malignant tumors and benign lesions are apparent. This has the potential to eliminate the
percentage of false detection of breast tumors associated with x-ray mamography[5].
1.1 Motivations
This work addresses one aspect of an ongoing research effort at RIT which is a
new methodology for detecting diseased tissues by a non invasive procedure. The
methodology is based on the extraction of the frequency dependent electrical properties
of tissue that can differentiate between healthy and diseased states using ultra-wide band
(UWB) pulses that are allowed to impinge on multiple layers of biological tissue. The
reflected/scattered signal is analyzed to obtain frequency dependent permittivity and
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conductivity that correspond to each tissue layer. For system implementation, planar
flexible antenna array is utilized that would be wrapped like a cuff around a specific part
of the human body.
The present work addresses the development of a calibration procedure to locate
each antenna element with respect to the shape of the body surface. An algorithm for
determining the shape of the surface has been developed in this thesis. At present, a 1-D
surface curvature algorithm has been developed [5]. It is capable of identifying any
convex 1-D surface curvature using a linear antenna array. The objective of this work is
to develop a numerical algorithm for a 2-D surface identification using a 2-D planar
antenna array. The propagation effects through multiple tissue layers that affect the phase
have also been addressed.
1.2 Contributions of Present Work
1.2.1 2-D Surface Identification Algorithm
The methodology involves placing a flat N x N planar antenna array above the
tissue surface as shown in Figure 1 . The antenna elements are excited one at a time and
the rest of the elements are used to receive signals scattered from the body surface. In
order to develop the surface identification algorithm, the data matrix R is required. The
size of this matrix is the same as that of the planar antenna array that is Nx N. The
{i,j)'h
element of the R matrix, r. , is the shortest distance between the (/', /)' antenna element
and the surface. This distance is obtained using the time delay measurement between
incident and reflected pulses from the surface. In this present work, it is assumed that the
R matrix is known from the measured data.
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Antenna Plane
Figure 1 : An Illustration ofAntenna Plane Placement and the Body Part
Using the elements of the R matrix, spheres centered at each antenna element with
radius r,j are drawn. Assuming that the surface is convex, this sphere will be tangent to
the body surface at the point with coordinates (x^y,..^..). With this information, the
equation of each tangent plane is found using the generalized equation of a plane
P..: a..x + bijy + cijz = diJ (1.1)
Due to the fact that the antennas are placed relatively close to each other, it can be
assumed that the parameters of neighboring tangent planes are the same. Using this
information together with the distances ry, r(;+1j; and^,) along with the generalized
equation of a sphere:
.v +
v" +z' (1.2)
the necessary equations have been set up and can be solved for the
coordinates (x;/, v, ,z.,). This process is repeated for N * N sample points on the surface,
which are then used to determine the surface using an interpolation algorithm. The
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accuracy of the algorithm has been assessed for different kinds of surfaces and different
sized planar antenna arrays. The performance of the algorithm with respect to the
measurement noise has also been analyzed.
1.2.2 Propagation Frequency Response Matrix Formation
After the planar antenna array has been calibrated with respect to the surface, the
frequency response of the paths from the antenna to each tissue layer including the
surface can be obtained. This information is then used for an accurate tissue
differentiation.
i(t) s(t)
S{jco)I(jco)
it)
AM
Figure 2: A Block Diagram of System Overview
Incident Pulse
2-D Antenna Plane Body Part
Figure 3: An Illustration of System Overview
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In Figures 2 and 3, S(/co) represents the propagation frequency response of the signal
while traveling in the air or coupling medium and is given by:
1
S(jC0): ~ar,
- ;3 r
e mne m' (1.3)
S(/co) is unitless because it is the ratio between the output and the input, //(/co)
represents the propagation frequency response of the signal while traveling in tissue. am
and Pm represent the attenuation and the phase constant of the medium. rm denotes the
path distance between the antenna element and the surface normalized to wavelength, X. ,
and therefore is unitless.
With the measured backscattered signal, x(t), discrete fourier transform (DFT) is
used to obtain X{ja>). The transmitted signal, /(f), and its Fourier transform, /(/co), is
known. S(/co ) is obtained using the algorithm developed in this work. In future work,
these quantities can be used to compute //(/co) as given in Equation (1.4):
I{jCV)S{j(D)
//(/co) contains the frequency-dependent electrical properties of the target tissue which
can be extracted for tissue differentiation.
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2. 1-D Curve Identification Algorithm
In [5], the algorithm for identifying 1-D curves is developed. Although, the
equations are derived for specifically breast surfaces, it can be applied to any 1-D convex
curves. In this chapter, the derivation of this algorithm will be explained in details.
2.1 1-D Curve Identification Algorithm Derivation
In [5], the propagation time from the antenna to the surface is the main measured
values required. This time is obtained by sending a pulse to reflect off the unknown
curve. By observing the first reflected pulse received back at the antenna, the time the
transmitted pulse travels to the curve and back is identified. Then, circles are created with
the radius found using the propagation time. These circles are centered at the antenna
element. By doing so, the circles formed would be tangent to the surface due to the fact
that the curve is assumed to be convex. With the antenna elements being placed relatively
close to each other, it is viable to assume that the tangents between two consecutive
circles are identical. The small separation between each antenna element on the array is h.
At the end of the process, interpolation is applied to each tangent point to reconstruct the
unknown curve. It is important to note that the origin in this algorithm is assigned to the
first antenna on the array.
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Surface
y
Figure 4: An Illustration of the 1-D Curve Identification Algorithm (replication
from [5])
As stated before, the consecutive circles would be assumed to have the same
tangent due to their close proximity. In Figure 4, this tangent is labeled /. The tangent line
intersects the y-axis at (0, b) .
Considering the first circle, C, , and the general equation of slope is as follows:
slope - m =
change in y
change in x
The slope of the radial line rx is then:
m.
v,
(2.1)
(2.2)
Along with the general equation of a circle centered at(0,0),
V + >'f = r{
v, =
Vi2
- x
(2.3)
(2.4)
is:
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The slope of the radial line r, can be expressed as:
m yK_^_ (2.5)
Since line / is perpendicular to the radial line r} , the slope of line / using C, :
Wl=rJL_ (2.6)
Likewise, consider the consecutive circle, C2 , the slope of the radial line r2 :
.Y.,
- /j
Along with the general equation of a circle centered at(/*,0),
(x-/z)2
+
y2=r2 (2.8)
y = JrT^(x-hy (2.9)
With the earlier derived Equations (2.7) and (2.9), the slope of the radial line r2
^K - (x2 - hf
mr,= (2.10)
x2 - n
Since line / is perpendicular to the radial line r2 , the slope of line / usingC :
m2=-
.
^'~h
(2.11)
V r2
~~ (X2
With Equations (2.6) and (2. 1 1) and the general equation of a line:
y = mx + b (2.12)
The two equations of the line / derived using C, and C2 are:
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.v
V
,.*,+/>, (2.13)
T " *i
y, =-
/2 *
^ x2+fr2 (2.14)
Vr22
~ (X2 _ ^)2
Solving for the intercept terms in Equations (2.13) and (2. 14) results in:
fr.=v,+
,
*'
, *, (2T5)
Xt h
b2 = y2 + , ' x2 (2.16)
V
r22
~ (*2 " ^)2
Since it was assume that both circles are in close proximity and they both have the
same tangent line /, it can be concluded that:
w, =m2 (2.17)
1\ =b2 (2.18)
Substituting Equations (2.7) and (2. 12) into Equation (2. 17) gives:
x2 - h
Vi2
- x
2 Vr22
-(x2-hT
Squaring both sides results in:
*,2 (x2 -hf
(2.19)
(2.20)
K ~ X\ r2 ~ (X2 ~ hf
Cross multiplying and taking square roots ofboth sides yields:
x;r:-x;(x2 -hf = r;(x2-hf - x;(x2-hy (2.21)
.r,r, =/-,(*, -A) (2.22)
Finally, the equation relating jc, to .y is found to be:
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.v,
- h =
x,t\
(2.23)
Substituting Equations (2.15) and (2.16) into Equation (2.18) gives:
v, +
H-r==Xi=y2
+
jc - h
4r2 - (X2 ~~
x0 (2.24)
By substituting y} and y2 using equations (2.13) and (2.14) yields:
V? x, +1 fl 7 (x, - h) + . 2 x2
- (x2 - hf
(2.25)
r2
_
r22
- (x2 - /z)~ + (x2 - h\x2 -h + h)
ff-
V^ _ (X2 ~ ^
(2.26)
And substituting using Equation (2.23), Equation (2.26) now becomes:
/v A
r, -
v 1 y
+
'
x,r,
*
v 1 y
x,r,
+ /i
M j
^ (\r \
(2.27)
v r. y
Combining terms in Equation (2.27) to solve for x, takes following steps:
2 2/22 A
K
r2"
"
X\ V2 f X\V2 Jt
Vri2
-
*2 I 2 2*,r2
(2.28)
^2r22
- xxr2 +
x,"^2
+ xxrxr2h
Vrf - x,
(2.29)
rx r; + xxrxrji
rf-.v,"
rx^r;r2 -xxr2
(2.30)
11
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r\
_ wfa + Xih) ( .n
r~2
r-
r^
;- ^ U
Vri ~-vi rir:Vri ~xi
'f = rir2 + -ri^ (2-32)
Therefore, xx could be found using the following equation:
(2.33)
The y-coordinate could be found using Equation (2.4) as follows:
y> =
vV-*i2
(2-34)
After xx and y\ are found, the information from the next two consecutive pair of
antennas, locating at(/z,0) and(2/z,0), is then used to find the next point on the surface.
The process is then repeated until the algorithm reaches the last pair of antennas,
(N-\)'
and
N'h
antennas. Since the/V"1 antenna is the last element on the array, the
location of its nearest point on the surface (xN,yN) must be found using the information
from the (N - l)" and N'h antennas pair. Rearranging Equation (2.23) yields:
fW*+A (235)
rN-\
Then, yn could be found using the following equation:
>',v =Vr.v ~(xn -hf (2.36)
One thing to note during this process is that during this repetitive process, the
origin is shifted to the location of the /'"' element. After the whole process is completed,
the coordinates found must be shifted back so that the origin would be set back to the first
antenna. Refer to Figure 5.
12
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y y
Figure 5: An Illustration of the Origin Shifts during the Repetitive Process
After all of the coordinates are found, interpolation is used in order to reconstruct
the curve.
2.2 1-D Curve Identification Algorithm Summary
1 . Obtain the nearest distance between each antenna on the antenna array and the
unknown curve. These distances will be known as the vector r. For antenna array
with N antennas, r will be of size 1 x N, where r. denotes the nearest distance
between the ith antenna and the unknown surface.
2. The focus will be at the first pair of antennas, the ones centered at (0,0) and
(hfi). Using Equation (2.33), xx can be found:
17 -rr.
(2.37)
13
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where,
rx denotes the nearest distance between the first antenna and the
unknown surface
rn denotes the nearest distance between the second antenna and
the unknown surface
h denotes the spacing between each antenna element
3. Then, yx can be found using Equation (2.34),
yx = vV (2-38)
where,
r, denotes the nearest distance between the first antenna and the
unknown surface
x, denotes the value found in step 2
4. Steps 2 and 3 will be repeated for all pairs (
2nd
and 3rd,
3rd
and 4th, and so on) up
until the last pair, (N - l)th and TV* At this point, (N - l) coordinates (x, y) are
found except (xN ,yN)
5. (xA, , yN ) can be found using the following equations derived earlier:
^LiljL + h (2.39)
v.v (2.40)
where,
rv denotes the nearest distance between the
IVth
(last) antenna and
14
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the unknown surface
rN_x denotes the nearest distance between the (/V -
1)' (next to
last) antenna and the unknown surface
h denotes the spacing between each antenna element
N denotes the number of antennas in the antenna array
The curve is then constructed using interpolation and the TV pairs of coordinates
found.
15
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3. 2-D Surface Identification Algorithm
In this section, an algorithm capable of identifying an unknown 2-D surface is
developed. In contrast to the antenna array used in Chapter 2 to identify an unknown 1-D
curve, a 2-D antenna plane is used to gather the information needed in order to
reconstruct a 2-D surface.
3.1 The R Matrix Formation
The 2-D surface identification algorithm requires a few inputs: the R matrix, h, N
and M. h is the spacing between each antenna element on the plane. N x N denotes the
number of antenna elements on the plane. M x M denotes the number of points defining
the unknown surface. In this section, the generation ofR matrix will be discussed. The R
matrix consists of all the radii of the spheres created in the 2-D surface identification
algorithm as illustrated in Figure 6. It contains the information of the closest distance
between each antenna and the unknown 2-D surface. Therefore, the size of the R matrix
will be the same as the size of the antenna plane which is N x N, where r. denotes the
closest distance between the (i, y)th antenna and the unknown 2-D surface.
16
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(n,n)
(U) (2,1) (N,\)
Antenna Plane
rn 1:
r-,,
' N 1
'\N
' NN
R Matrix
Figure 6: An Illustration ofRelation between the Antenna Plane and the R Matrix
3. 1. 1 Creation ofthe R Matrixfor Simulation
In this thesis, the R matrix is generated using simulation. It is formedwith respect
to the user input equation with three variables: x, y and z. Other information needed for
the finding R matrix algorithm are N, M and the location of each antenna. From the given
equation, a 2-D surface described by M x M coordinates is created. For each antenna
(/,/), its coordinate is compared to each point on the curve using the distance formula
dk (i, j) = J{xkiCurve - xmlenna (/, j)f + (ykiCurve ya ,(ij)f+(zkl.curve antennadj)y
(3.1)
17
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where,
k = 1,2,3,..
/,./ = 1,2,3,...,/V
\xk.run'e' yk,cu^ ^k.cun.e) denotes coordinate of the
kth
point on the surface
(xmlentta{i, j\ ymuama{U j\ zmtenX^ j)) denotes location of the {i, jf antenna
dk (/, j) denotes the distances between the (2,
j)'h
antenna and the
coordinate of the
k&
point on the surface
Due to the fact that the actual and estimated surfaces are defined by M x M
coordinate points, MxM distances (that is dk where k - 1,2,3...,M2) must be calculated
for each antenna element on the antenna plane. The distances are then compared to find
the minimum distance as follows
ry = mm [dx (i, /), d2 (i, j), d3 (/, /), ...,dul (/, /)] (3 . 2)
where,
ri} denotes the closest distance between the (/',
/)th
antenna and
the unknown 3-D surface
dk (i, j) denotes the distances between the (i,
j)'
antenna and the
coordinate of the
kl
point on the surface
This whole process is repeated for Nx N times to obtain all of the elements in the
R matrix.
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(z,y)'
element
Antenna Plane
Unknown Surface
Figure 7: An Illustration of the Finding R Matrix Algorithm
3. 1.2 Experimental Computation ofthe R Matrix
In practice, each of the nearest distance between antenna elements and the
unknown surface is measured. A signal would be sent from each antenna element. The
signal sent would travel from the antenna to the skin surface. There, part of the signal
would transmit into the tissue while others would reflect back. Refer to Figure 8.
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Signal Transmitted
by the Antenna
At
Signal Received
by the Antenna
f, --
7
Antenna #1
Transmitting *
Antenna #1
Receiving
Time
Air / Medium Tissue
Skin
Figure 8: An Illustration of Signal Path During the Distance Measurement Process
As shown in Figure 8, the antenna would receive many reflected pulses which
traveled to different points on the surface. However, only the nearest distance between
the skin and the antenna element is of interest. Therefore, the first pulse reflected back
and received by the antenna is used to determine this distance.
From this Figure, the time At represents the time it takes for the signal to travel
from the antenna to the skin and back. In other words, it takes for the signal to travel
distance c/, the shortest distance between the antenna element and the unknown surface.
The distance, d, can be calculated using the following equation
20
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<l = v (3.3)
2
where,
vg
= group velocity of the signal transmitted
Due to the fact that the signal used is an ultra-wideband signal, the group velocity
of the wave is defined at the center frequency by:
v : d
V(/C0y
(3.4)
where,
P = phase constant
co = 27r/"0 = center frequency
The process would then be repeated for all of the antenna elements to completely
fill the R matrix.
3.1.3 The Challenge in Determining Group Velocity
In order to calculate the group velocity, the dielectric properties of the tissue must
be found. The dielectric properties ofmaterials can be fully expressed as:
e =
e'-js" (3.5)
where,
8
'
= relative permittivity of the material
"
= = out-of-phase loss factor
Sn(Q
a = total conductivity of the material which can be frequency dependent
8= permittivity of free space
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co = angular frequency of the field
When the material is lossless (a = 0), the complex permittivity is simply the
permittivity of the material (i = e'). Equation (3.5) is adequate for describing
narrowband characteristic ofmaterials. However, the wideband characteristic ofmaterials
must be expressed using a different and more complete model.
One of the models that is widely used to describe frequency dependent material is
the single-pole Debye model, which is:
sr(co)=e^+^ +-^ (3.6)
JO)0 \ + J(OTp
where,
t denotes relaxation time or pole location of the material,
a0 denotes conductivity at zero frequency (coxp 1),
sr0 denotes relative permittivity at zero frequency (coip 1),
sTO denotes relative permittivity at infinite frequency (cotp 1),
Aer =<?r0 -ew denotes change in the relative permittivity from DC to light.
As can be observed in Equation (3.6), calculation of the group velocity of the
wave in frequency dependent materials can be very complex. This, in turn, poses a
challenge in measuring the nearest distance between each antenna element and the
unknown 2-D surface to form the R matrix. Relative permittivity of a tissue can be as
high as 106 or
10'
at frequencies below 100 Hz [6]. This theory is further proven by
Gabriel et al in [7] where the dielectric properties of tissue in the frequency range of 10
Hz to 20 GHz are measured using automatic swept-frequency network and impedance
analyzers.
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3.2 2-D Surface Identification Algorithm Derivation
Antenna Plane
Figure 9: An Illustration of the 2-D Surface Identification Algorithm.
After the closest distance between the unknown 2-D surface and each antenna is
found, these distances would be used as the radii of spheres drawn to center at each
respective antenna. The spheres would, in turn, be tangent to the unknown surfaces
creating tangent planes at points (x;>. , y .. , z~ ). Equations of each plane are then found using
the general equation of a plane:
ax + by + cz + d = 0 (3.7)
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For the sphere center at the origin (0,0,0) :
unknown surface
Figure 10: An Illustration of the Tangent Plane Equation for the First
Sphere, C, , which is Centered at (0,0,0)
The normal vector passing through point (x, , yx , z, ) of the tangent plane is
defined as -[xpy^zj. Therefore, the tangent plane equation is given by the
following:
-xx(x-xx)-y](y-yx)-zx(z-zx)=0 (3.8)
Simplifying the equation and combining the constant terms,
-
.v,x
- yxy - zxz +
x2
+
y2
+
z2
- 0 (3.9)
Dividing both sides of the equation by the constant- x, results in
x + y + z
x, x,
^
+ 3'f + *f
= Q (3.10)
Similar process is then followed for the sphere centered at the(o, /z,o):
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unknown surface
Figure 11: An Illustration of the Tangent Plane Equation for the Second
Sphere, C2, which is Centered at (0,h,0)
The normal vector passing through point {x2,y2,z2) of the tangent plane
is defined as -[x2,y2,z2]. Therefore, the tangent plane equation is given by the
following:
-x,(x-x2)-(y2 -/z)(y-y2)-z2(z-z,)=0 (3.11)
Simplifying the equation and combining the constant terms,
- x2x - (y2 - h)y - z2z + x2 + (y2 - hf + z2 - 0 (3.12)
Dividing both sides of the equation by the constant- x2 results in
x +^yA-^^'^+^O
X, X. X,
(3.13)
Lastly, the same process is carried out for the sphere centered at the(/?,0,0):
25
Chapter 3: 2-D Surface Identification Algorithm
unknown surface
Figure 12: An Illustration of the Tangent Plane Equation for the Second
Sphere, C3 , which is Centered at (h,0,0)
The normal vector passing through point (x3,y3,z3) of the tangent plane
is defined as - [x3 , y3 , z3 ] . Therefore, the tangent plane equation is given by the
following:
(x3 - hjx -x3)-y3(y-y3)-z3(z - z3) = 0 (3.14)
Simplifying the equation and combining the constant term results in
- (x3 - h)x - y3y - z3z + (x3 - h)x3 + y\ + z\ - 0 (3.15)
Dividing both sides of the equation by the constant - (x3 - h),
x, - h
v + -
z_, (x3 - /;)x, + y2 + z3
-h
z -
x3
- h
(3.16)
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As in the 2-D curve identification algorithm, similar assumptions will be made in
3-D case. Since all three planes are in close proximity to each other, it can be assumed
that all three planes have the same characteristics:
\aj, \ajj \aJi \ajj
With this assumption, six equalities are formed (Equations (3.18) - (3.23)).
From comparing planes creating by C, and C2 :
yx
1 2
which can be expressed in other forms such as
\\-h
x2yx
(3.17)
(3.18)
(3.18a)
x2y_x
v, =^ + h
X,
Zi-, -,
which can also be expressed as
(3.18b)
(3.19)
(3.19a)
x,:
+
y,2
+
z,2
_ x2 + (y2 - h)y2 + z;
x,
From comparing planes creating by C, andC3
>'.!
x3 - h
which can be expressed in other forms such as
(3.20)
(3.21)
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,V,-/,
= >^L (3.21a)
x^=ML + h (3.21b)
(3.22)
which can be expressed in other forms such as
i,-/t=^ (3.22a)v3
Z
x ^2L + h (3.22b)
:2
+
y,2
+
z2
_
(x3 - hf + y3 + .
x, x3-h
(3.23)
In addition, three more equations can be formed using the equations of the three
spheres (Equations (3.24) - (3.26)):
x,2
+
y2
+
z2
=
r2 (3.24)
x2 + (y2 - hf + z2 = r2 (3-25)
(x3 -hf + yl + z\ = r2 (3.26)
At this point, there are nine equations to be solved which would provide the value
for nine variables: x, ,y],zx,x2,y2,z2, x3 ,y3,z3.
In order to solve the nine equations, the focus is first placed on circles C, and C .
Restating Equation (3.20):
+
v2
+
z.2
=
+ (y2 - h)y2 + z22 (3^7v
X, ,\%
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Using Equation (3.24) to substitute into Equation (3.27) results in:
r2
_ x2 + (y2 - h)y2 + z\
x.
Manipulating the Equation (3.28) to apply Equation (3.25) gives:
r~
_
x2 + y2 - y2h + z2
x. x,
_
x2
+ y2
- y2h + z2 + (- y2h + h2)- (- y2h + h2)
1 X2
r2
_
x2 + y; - 2y2h +
h2
+ z2 - (- y2/i + /z2)
x,
/-2
_
x; + (y2 - /z)" + z\ - [- y2h + h2)
x.
Substituting Equation (3.25) into Equation (3.32) yields
if _ if + y2h
-
h2
x, x0
(3.28)
(3.29)
(3.30)
(3.31)
(3.32)
(3.33)
Substituting fory, in Equation (3.33) using Equation (3. 18b) results in
-^-L+ hK +
n v -vi y
h-h:
(3.34)
Simplifying Equation (3.34) gives
'i
.v,
r2 +
x2y\
x,
/z
,t,
r2 y, + x2; ,''
(3.35)
(336)
/-;2x2 = r2xx +x2yxh (3.37)
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Substitute for x2 in Equation (3.37) using Equation (3. 19a) yields
M 2-V,
r2'xx +
'i y V. z\ J
yfr (3.38)
Solving for ^ in Equation (3.38) results in
z,
vzi y
/v +
vzi y
^A (3.39)
\K
-
yA
?2 = r,
i y
'O K
r2
- yxh\^\ J 'i
Now, consider Equation (3.25):
x2 + (y2 - hf +zl = r2
Solving for z2in Equation (3.42) gives
(3-40)
(3.41)
(3.42)
z; =
r22
- x; - (y2 - /z)2 (3.43)
Using Equation (3. 18a) to substitute for(yn - h) in Equation (3.43) as follows
v~
=
r~ x~
^V Y ^>1-Y2
v xi y
(3.44)
Using Equation (3. 19a) to substitute forx, in Equation (3.44) yields
( ~ . Y
r;
v zi y
y,^
v zi y
(3.45)
Dividing both sides of Equation (3.45) by z2 in order to get
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frA
\~2j
f v \
V^l J
f .. ^
vzi y
Multiplying both sides of Equation (3.46) byz,2 results in
( , Y
r2 -
xx2
- y\
\"2)
Simplifying Equation (3.47) further gives
xx + yx + zx
( ~\
z
vz2yz,
Using Equation (3.24) to substitute into Equation (3.48) results in
'i
17
'O
v:;
/,
M 1
Combining Equations (3.41) and (3.50) will result in
r,
/-,"
r, rf -
Solving Equation (3.51) yields the final equation foryj
r\~~y\h = r\r2
yxh =
r2
-rxr2
(346)
(3.47)
(3.48)
(3.49)
(3.50)
(3.51)
(3-52)
(3.53)
(3.54)
As proven above, y, is solved since rx , r2 and h ai"e known.
Now, consider Equations (3.21) and (3.22a):
Equation (3.21):
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Eqiaation (3.22a)
X, h =
Z'%x
zi
Chapter 3: 2-D Surface Identification Algorithm
(3.55)
(3.56)
Equating Equations (3.55) and (3.56) results in
y\xx
_ z3xx
yx z,
_ Z3 V,
(3.57)
V,=^^ (3.58)
z,
In order to solve the nine equations (Equations (3.18) - (3.26)), the focus is now
placed on circles C, and C3 .
Restating Equation (3.23):
x2
+
y,2
+
z2
=
(x3 - h)x3 + y] +
X, (*3-^) (3.59)vi
Using Equation (3.24) to substitute into Equation (3.59) gives
if (x3 - h)x3 + y23 + z\
x, (x3 - h) (3.60)
Manipulating Equation (3.60) in order to apply Equation (3.26)
if x3 - x3/z + y3 + z3'1 _ -v -v3" ' ^ ' *
x, (x3 - /z)
/,2
_
- x3/z +
y,2
+ + (- x3/z + /z2)- (- x3/z + /z2 )
x, (x3 - h)
if _ (x3 - hf + yl + z23 - (- x3/z + h2 )
x, (x3 - /z)
(361)
(3.62)
(3.63)
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Substituting Equation (3.26) into Equation (3.63) gives
/]'
_
r32
+ x3h -
h2
x, (x3 - h)
Substituting Equation (3.22b) for x3 into Equation (3.64) results in
r; +
rzx
v zi y
h-h2
Expanding and Simplifying Equation (3.65) yields
(364)
(3.65)
r: + -J-Lh
'i _
xx
(3.66)
Simplifying Equation (3.66) and solving for gives
z,
r2+^h
zi (3-67)
r, -
zxr3 + z3xxh (3.68)
zxr3 + z3xxh
'\ -
Z3
=--z/; + z3xxh
z3(12
-xxh)
=
zxr2
"3 if
Zl
2
-xxh
(3.69)
(3.70)
(3.71)
(3.72)
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Now, consider Equation (3.26) which is as follows
(x3 - hf + y; + z\ = r; (3.73)
Solving forz3 in Equation (3.73) gives
-3
= 'V - fa - hY - yl (3.74)
Using Equation (3.21a) to substitute for(x3 - h) in equation (3.74) results in
^3*1
y
yl
i y
(3.75)
}')Using Equation (3.57) to substitute for in Equation (3.75) yields
y\
('? x ^
v zi y
y3 (3.76)
Dividing both sides of Equation (3.76)
byz2
as shown
V
vz3y vzi y
2
\zi J
(3.77)
Then, multiply sides ofEquation (3.77)
byz2
to get
( z ^
\zi J
f o
^3
v z3y
(3.78)
Using Equation (3.58) to substitute fory3in Equation (3.78)
^z,V
vz3 y
rz1yx_zY
v. zi z3y
(3.79)
/", Y
r{
- *r - yi
\-sJ
(3.80)
Simplifying Equation (3.80) until the following form is obtained
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x: + y; + .
f \
z.
vz3y
r \
z,
v-3y
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(381)
Substitute Equation (3.25) into Equation (3.82) yields
( - Y
'3 v^y
(3.82)
(3.83)
(3.84)
Combining Equations (3.72) and (3.84) results in
rx rx - xxh
Solving forx, in Equation (3.85) as shown below
r2-xxh = rxr3
(3.85)
(3.86)
x,
As proven above, x, is solved since rx , r3 and h are known.
(3.87)
With the results for x, andy, are found, z, is calculated using Equation (3.24)
-i -> -> 9
v + y; + zr = i (3.88)
(389)
After x, ,\',and z, are found, the information from the next three consecutive set
of antennas, locating at(0,/z,0), (0,2/z,0)and(/z,/z,0), is then used to find the next point on
the surface. The process is then repeated until the algorithm reaches the last sets of
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antennas. Since the (/, N)"' and (N,i)'h antennas are the last elements on the plane, the
location of its nearest point on the surface (xN,yN,zN) must also be found using
the(z,(/V-l))"
and ((N - l),
/)"
antennas.
For
{i,N)"
antennas, Equation (3.50) is used to find ziN
z.v /"..,i.\ /.V
UN-]) r<{N-\)
ri(N-\)
(JV-1)
And from Equation (3.20), x!N can be found as shown below
ZiNXi{N-l)
Zi(N-\)
Xi(N-\fiN
Then, yw is found using the following equation:
- Si
Z[N-\)i '?A'-l)i
-A',' "(A'-l ;
(3.90)
(3-91)
(3.92)
(3.93)
-zfN+h (3.94)
For the (N, i)' antennas, Equation (3.83) is used to find zt
(3.95)
''''
z(a ,v (3-96)
And from Equation (3.57), the respective y-coordinate can be found as shown
Vw=f^MV (3Q7)
z(.v-.,,
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(3.98)
.\th
Using Equation (3.25), the respective y-coordinate can be found as shown below
Yv/ = Vni - - An +h (3 ")
During this repetitive process, the origin is shifted to the location of the (z, j)
antenna element. After the whole process is completed, the coordinates found must be
adjusted to a common origin. After all of the coordinates are found, interpolation is used
in order to reconstruct the surface.
3.3 2-D Surface Identification Algorithm Summary
1 . Obtain the nearest distance between each antenna on the antenna array and the
unknown curve. These distances will be known as the R matrix. For antenna plane
with N x N antennas, R will be of size N x N, where r. denotes the nearest
distance between the (z, jfh antenna and the unknown surface.
2. The focus will be at the first antenna and its two adjacent antennas, the ones
centered at (0,0,0), (0,/z,0)and (/z,0,0). Using Equation (5.82), x, can be found:
r~
r r
X}=LJi! O.ioo)
h
where,
rx denotes the nearest distance between the first antenna
(centered at the origin) and the unknown surface
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r3 denotes the nearest distance between the third antenna
(centered at (/z,0,o)) and the unknown surface
h denotes the spacing between each antenna element
3. Then, y, can be found using Equation (3.54),
KjzjYi. (3.101)
h
where,
rx denotes the nearest distance between the first antenna
(centered at the origin) and the unknown surface
r2 denotes the nearest distance between the second antenna
(centered at (0, h,0)) and the unknown surface
h denotes the spacing between each antenna element
4. Then, z, can be found using Equation (3.89),
zl=TJr]2-x?-y? (3.102)
where,
rx denotes the nearest distance between the first antenna
(centered at the origin) and the unknown surface
x, , y, denote the x and y coordinate on the surface located by the
antenna centered at the origin
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5 Steps 2 to 4 will be repeated for antenna and its adjacent antennas up
until the (z, N)' and (N, antennas (where i= 1,2,3, ..., N).
6. For (z, N)"' antennas, Equations (3.91), (3.93) and (3.94) are used as follow:
(3-103)
'z(jv-i)
Yi.v-.j'Y (3 104)
ri[N-\)
Y.v = Vr/.v ~ - z,?v + ^ (3. 105)
where,
r;V denotes the nearest distance between the (z,
N)'
antenna and
the unknown surface
r^N_^ denotes the nearest distance between the (z,N-
\)'h
antenna
and the unknown surface
h denotes the spacing between each antenna element
NxN denotes the size of the antenna plane
Yv > y,-N ' Z/A' denote the x, y and z coordinate on the surface
located by the (z,N)' antenna
Yi ,v i ) ' Y-(n-] ) ' z,(,vi ) denote the x, y and z coordinate on the
surface located by the (z,N -
l)'
antenna
7. For
(N,i)"'
antennas, Equations (3.96), (3.98) and (3.99) are used as follow:
39
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(3.106)
-VW-V'
(3.107)
x,=^f-yNf-z2i+h (3.108)
where,
rN. denotes the nearest distance between the (N, i)' antenna and
the unknown surface
r(AMy denotes the nearest distance between the (N antenna
and the unknown surface
h denotes the spacing between each antenna element
NxN denotes the size of the antenna plane
xNl , yN. , zNi denote the x, y and z coordinate on the surface
located by the
(N,i)'
antenna
X(N-\ )i j y(N-\ )i > z(n-\ )i denote the x, y and z coordinate on the
surface located by the (V - 1, antenna
The surface is then constructed using interpolation and the TV xN coordinates
found.
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3.4 The 2-D Surface Identification Program
The 2-D surface identification program identifies an unknown surface using the
algorithm derived in earlier sections. This simulation program requires the R matrix and
user inputs h, N, M, an equation of the 2-D surface as depicted in Figures 13 and 14,
/; denotes the distance between each antenna element on the antenna plane
N denotes the size of antenna plane (NxN antenna elements)
M denotes the resolution of the 3-D curve (M xM data points)
N antenna elements
< >
N antenna elements
NxNAntenna Plane
Figure 13: An Illustration of the Formulation ofAntenna Plane in the Program
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MxM Data Points Representing Created
"Unknown" Surface
.w,
JY JY
y2\
y \M
y^ Xvffl,
7 7.
where,
x,7 , y;j , z,.. denote the coordinate of
the (z, /)' point
z,/=l,2, 3, ... ,M
Figure 14: An Illustration of the Formulation of the Unknown Surface in the
Program
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As soon as the user inputs the equation of the unknown surface, the R matrix
generation algorithm calculates the nearest distance for each antenna filling up the R
matrix accordingly. Given the R matrix, the 2-D surface identification formulae are then
used to calculate coordinates of the nearest point on the unknown surface for each
antenna. At this point, NxN points on the unknown surface are identified. In order to
reconstruct the unknown surface, interpolation is used to extend the number of data
points from NxN to MxM.
Then, the estimated surface is plotted using the MxM points obtained using
interpolation. The estimated surface identified by the program is further compared with
the surface input by the user in the beginning to evaluate the accuracy of the program.
The algorithm requires 3N2 multiplications to identify the coordinates of the N x
N points on the surface before adjustment for coordinates transformation to a common
origin.
2N2
multiplications are needed in order to adjust the coordinates. Therefore, the
complexity of the algorithm is
5jV2
. As a result, the order of complexity of the developed
algorithm is 0(N")
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Start Create Unknown 2-D Surface
from User Input Equation
Resulting in X ,Y ,ZC C'C'C
XaMM = Xa(ij)xones
YaMM =Yn{i,j)xones
MM
MM
Inputs
N.h.M. f(x,y)
X ,Y
a ' a
no
End
V
Outputs /
R Matrix /
i = i + 1
R(i> J) = ^c-XMMf+(Yc-YcMMf+Z:
Figure 15: Flowchart Diagram for the R Matrix Formation Program
where,
onesmi denotes MxMmatrix whose all elements have the value of 1
X, Yc, Zc denotes the M x M matrix whose elements are the coordinates
defining the input surface
X, Ya denotes the location of each antenna element on the plane
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Start Form R, NxNmatrix,
from measurement Inputs: N, h
J = J +
Y, h
)
y<j
Z-
u
h
+i)y
=Y- xT. -
V
2
-y.i
End
Outputs
XJ,Z
i-i + \
Readjust x,y,y..,z..
Back to relative to the
original origin
Figure 16: Flowchart Diagram for the 2-D Surface Identification Program
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4. Accuracy of the 2-D Surface Identification Algorithm
In order to assess the accuracy of the 2-D surface identification algorithm, 4
example surfaces are estimated.
First "Unknown" Surface: (As shown in Figure 17)
The function describing the first surface is given by:
z = 0.02(x-4)2+0.0l(y-3)2+l (4.1)
The first
"unknown"
surface is defined by 101 x 101 data points in a 3-D space.
The 2-D antenna plane consists of 21 x 21 elements.
First Surface
Actual Surface
0 0
Antenna Plane
SizeNxN
Figure 17: An Illustration of the Expected Surface of the First Equation
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Second "Unknown" Surface: (As shown in Figure 18)
The function describing the second surface is given by:
z = 0.05(x -
2)2
+ 0. l(y -
4)2
+ 3 (4.2)
The second "unknown" surface is defined by 101 x 101 data points in a 3-D
space. The 2-D antenna plane consists of 21 x 21 elements.
Second Surface
Actual Surface
10
Antenna Plane
Size NxN
0 o
Figure 18: An Illustration of the Expected Surface of the Second Equation
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Third "Unknown" Surface: (As shown in Figure 19)
The function describing the third surface is given by:
z = 0.04(y-l)2+4 (4.3)
The third "unknown" surface is defined by 101 x 101 data points in a 3-D space.
The 2-D antenna plane consists of 21 x 21 elements.
Actual Surface
Third Surface
111^..
Antenna Plane
Size NxN 0 0
Figure 19: An Illustration of the Expected Surface of the Third Equation
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Fourth "Unknown" Surface: (As shown in Figure 20)
The function describing the fourth surface is given by:
z = 0.0l(x-2)3+0.02(y-l)2+l (4.4)
The fourth "unknown" surface is defined by 101 x 101 data points in a 3-D space.
The 2-D antenna plane consists of 21 x 21 elements.
Actual Surface
Antenna Plane
SizeNxN
0 0
Figure 20: An Illustration of the Expected Surface of the Third Equation
The algorithm is used to estimate the unknown 2-D surfaces. The interpolated
points are then compared with the points on the actual surfaces in order to calculate mean
square error using the following equation:
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i MM
MSE = ^Z(zr,,w,,(x,y)- z^rlJx,y)} (4.5)
Then, the normalized mean square error is defined as:
1 / \
7TSZ lz/* (*> ^) ~ z,xP^ (*> J7);
Ml
J=l J,=l
"^ 21 Zexpected \Xi y)
MSEnormal,r,=- * ' ^ A/ ^ (4.6)
M2
The normalized mean square error is an indication of the accuracy of the
estimator. The accuracy of the program is assessed in two aspects: number of antenna
elements NxN and the susceptibility to noise (with various signal to noise ratios, SNR).
4.1 First Test: Accuracy of the Algorithm for Different Number of Antenna
Elements
For all simulations, the area of the 2-D antenna array is L x L and is fixed.
However, the number of elements in the array is changed. If the number of elements in
the array is NxN, then the element spacing is given by
h = (4.7)
W-l
For simulation purposes, array of size 11x11 11 x 11, 16 x 16, 21 x 21, 31 x 31,
36 x 36, 41 x 41, 46 x 46, 51 x 51, 56 x 56 and 61 x 61 is used. It should be noted that in
each case L is fixed. As N changes, h will change. All the distance metrics such as L, r, h
and (x, y , z) are normalized with respect to wavelength, X , making them unitless.
4. 1. 1 Accuracy on the First Suiface with Various Antenna Plane Size
Figure 21 illustrates the results obtained using different sizes of antenna plane.
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Figure 21 : Results of Varying N of the First Surface:
z = 0.02(x -
4)2
+ 0.0l(y -
3)2
+ 1
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For each antenna plane size, the normalized mean square errors are recorded,
tabulated and plotted to observe the improvements. Figures 22 and 23 demonstrate the
normalized mean square errors for different antenna plane size.
A^ Normalized
Mean Square Error
11 0.0194
16 0.0160
21 0.0140
26 0.0125
31 0.0116
36 0.0108
41 0.0103
46 0.0098
51 0.0094
56 0.0090
61 0.0088
Figure 22: Normalized Mean Square Errors of the First Surface for Various N
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Accuracy of the Algorithm on Various Antenna Plane Size for the First Surface
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Figure 23: Accuracy of the Algorithm for Various Antenna Plane Size for the
First Surface: z = 0.02(x -
4)2
+ 0.0 \(y -
3)2
+ 1
4.1.2 Accuracy on the Second Surface with Various Antenna Plane Size
Figure 24 illustrates the results obtain using different sizes of antenna plane.
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Figure 24: Results ofVaryingN of the Second Surface:
z = 0.05(x-2)2+0.l(y-4)2+3
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For each antenna plane size, the normalized mean square errors are recorded,
tabulated and plotted to observe the improvements. Figures 25 and 26 demonstrate the
normalized mean square errors for different antenna plane size.
W Normalized
Mean Square Error
11 0.1896
16 0.1757
21 0.1678
26 0.1635
31 0.1608
36 0.1582
41 0.1559
46 0.1545
51 0.1533
56 0.1529
61 0.1517
Figure 25: Normalized Mean Square Errors of the Second Surface for Various N
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Accuracy of the Algorithm on Various Antenna Plane Size for the Second Surface
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Figure 26: Accuracy of the Algorithm for Various Antenna Plane Size for the
Second Surface: z = 0.05(x -
2)2
+ 0. l(y -
4)2
+ 3
4.1.3 Accuracy on the Third Surface with Various Antenna Plane Size
Figure 27 illustrates the results obtain using different sizes of antenna plane.
56
Chapter 4: Accuracy of the 2-D Surface Identification Algorithm
0 0
0 0
0 0
Figure 27: Results of VaryingN of the Third Surface: z = 0.04(y - 1)2 + 4
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For each antenna plane size, the normalized mean square errors are recorded,
tabulated and plotted to observe the improvements. Figures 28 and 29 demonstrate the
normalized mean square errors for different antenna plane size.
N Normalized
Mean Square Error
11 0.0800
16 0.0706
21 0.0671
26 0.0651
31 0.0633
36 0.0621
41 0.0615
46 0.0610
51 0.0603
56 0.0598
61 0.0594
Figure 28: Normalized Mean Square Errors of the Third Surface for Various N
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Accuracy of the Algorithm on Various Antenna Plane Size for the Third Surface
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Figure 29: Accuracy of the Algorithm for Various Antenna Plane Size for the
Third Surface: z = 0.04(y -
1)2
+ 4
4. 1.4 Accuracy on the Fourth Surface with Various Antenna Plane Size
Figure 30 illustrates the results obtain using different sizes of antenna plane.
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Figure 30: Results of Varying N of the Fourth Surface:
Z = 0.0l(x -
2)3
+ 0.02(y -
1)2
+ 1
60
Chapter 4: Accuracy of the 2-D Surface Identification Algorithm
For each antenna plane size, the normalized mean square errors are recorded,
tabulated and plotted to observe the improvements. Figures 31 and 32 demonstrate the
normalized mean square errors for different antenna plane size.
N Normalized
Mean Square Error
11 0.3438
16 0.3183
21 0.3056
26 0.2971
31 0.2926
36 0.2882
41 0.2859
46 0.2834
51 0.2808
56 0.2780
61 0.2774
Figure 31: Normalized Mean Square Errors of the Fourth Surface for Various N
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Accuracy of the Algorithm on Various Antenna Plane Size for the Fourth Surface
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Figure 32: Accuracy of the Algorithm for Various Antenna Plane Size for the
Fourth Surface: z = 0.0l(x -
2)3
+ 0.02(y -
1)2
+ 1
It is evident that, in all cases, more antenna elements in the plane improve the
accuracy of the algorithm. The estimate surface resembles the theoretical
"unknown"
surface. The accuracy obtained by increasing the antenna size decreases as the number of
antenna plane grew larger. When the first surface is estimated using 11x11 antenna
plane, his I. The normalized mean square error is 1.94%. When the size of the antenna is
increased to 61 x 61 (h is 0.167), the normalized mean square error is decreased to
0.88%. It can be also observed that estimated surfaces with steeper slopes have higher
mean square errors.
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4.2 Second Test: Performance with the Presence ofNoise
In this test, white Gaussian noise is generated with different standard deviation in
order to mimic the inaccuracy that might be present during the actual measurement of R.
As a reminder, the R matrix contains the nearest distance of each antenna element to the
unknown surface. Although, in this thesis, the matrix is found using simulation, the R
matrix would be found by measurement experimentally. At the end, the four different
surfaces are estimated and plotted with different signal to noise ratio, SNR.
4.2.1 Calcuation ofStandard Deviation in Relation to SNR
The signal to noise ratio (SNR) is the ratio of the power of the signal to the power
of noise.
SNR=Pf^ (4.8)
P .
noi.se
When we assume elements of the R matrix is noisy, the data obtained would be:
r^r^+n.. (4.9)
The power of zero mean white Gaussian noise is a
"
1 N N
The average power of the signal is Psignal ^-r^Z^
N ;=\ j=\
Therefore, the SNR is
i ,V N
SNR= (4.10a)
a
"
The SNR in dB is
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1 N N
SNR = \0 log Y_Y dB (4 ! ob)
In order to generate white Gaussian noise in MATLAB, however, the standard
deviation and not SNR is required. As a result, standard deviation must be solved in term
of SNR from Equation (4. 10b).
I N N
snr.b ,
n2 trft vf- = log Y^iL_ (4.11)
10 a
1 N N
-s'^a
772"2j Zj r>j
_N"%10 '0 =
-7-
(4.12)
a =
1 zv zv
N2 Z->Zs <J
" y"
(4-13)
10
4.2.2 Performance of theAlgorithmfor the First Surface with Gaussian Noise
The first "unknown" surface is defined by 101 x 101 data points in a 3-D space.
The 2-D antenna plane consists of 21 x 21 elements. The standard deviation for the each
value SNR ranging from 0 to 50 dB in an increment of 5 dB is calculated. Each standard
deviation values is then used to generate Gaussian white noise in MATLAB. The R
matrix used in the 2-D surface identification algorithm is then altered by different levels
ofnoise. Figure 33 illustrates the results obtain for different SNR.
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Figure 33: Results of Varying SNR of the First Surface:
z = 0.02(x -
4)2
+ 0.0l(y -
3)2
+ 1
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For each SNR, the normalized mean square errors are recorded, tabulated and
plotted to observe the improvements. Figures 34 and 35 demonstrate the normalized
mean square errors for different SNR.
SNR (dB) Normalized
Mean Square Error
0 2.5202
5 1.3687
10 0.7446
15 0.4643
20 0.2119
25 0.1000
30 0.0368
35 0.0216
40 0.0157
45 0.0144
50 0.0140
Figure 34: Normalized Mean Square Error for Each SNR of the First Surface:
z = 0.02(x -
4)2
+ 0.0l(y -
3):
+ 1
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Performance of the Algorithm for Various SNR for the First Surface
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Figure 35: Performance of the Algorithm for Various SNR for the First Surface:
z = 0.02(x -
4)2
+ 0.0l(y -
3)2
+ 1
4.2.3 Performance of the Algorithm for the Second Surface with Gaussian Noise
The second
"unknown"
surface is defined by 101 x 101 data points in a 3-D
space. The 2-D antenna plane consists of 21 x 21 elements. The standard deviation for the
each value SNR ranging from 0 to 50 dB in an increment of 5 dB is calculated. Each
standard deviation is then used to generate Gaussian white noise. The R matrix used in
the 2-D surface identification algorithm is then altered by different levels of noise. Figure
36 illustrates the results obtained for different SNR.
67
Chapter 4: Accuracy of the 2-D Surface Identification Algorithm
SNR = 50 dB
Figure 36: Results of Varying SNR of the Second Surface:
= 0.05(x-2)2+0.l(y-4)2+3
68
Chapter 4: Accuracy of the 2-D Surface Identification Algorithm
For each SNR, the normalized mean square errors are recorded, tabulated and
plotted to observe the improvements. Figures 37 and 38 demonstrate the normalized
mean square errors for different SNR.
SNR (dB) Normalized
Mean Square Error
0 1.4578
5 1.2568
10 1.1222
15 0.9661
20 0.6311
25 0.4645
30 0.3299
35 0.2212
40 0.1891
45 0.1453
50 0.1425
Figure 37: Normalized Mean Square Error for Each SNR of the Second Surface:
z = 0.05(x-2)2+0.l(y-4)2+3
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Performance of the Algorithm for Various SNR for the Second Surface
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Figure 38: Performance of the Algorithm on Various SNR for the Second
Surface: z = 0.05(x -
2)2
+ 0. l(y -
4)2
+ 3
4.2.4 Performance of the Algorithm for the Third Surface with Gaussian Noise
The third
"unknown"
surface is defined by 101 x 101 data points in a 3-D space.
The 2-D antenna plane consists of 21 x 21 elements. The standard deviation for the each
value SNR ranging from 0 to 50 dB in an increment of 5 dB is calculated. Each standard
deviation is then used to generate Gaussian white noise. The R matrix used in the 2-D
surface identification algorithm is then altered by different levels of noise. Figure 39
illustrates the results obtained for different SNR.
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Figure 39: Results ofVarying SNR of the Third Surface: z = 0.04(y -
1)2
+ 4
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For each SNR, the normalized mean square errors are recorded, tabulated and
plotted to observe the improvements. Figures 40 and 41 demonstrate the normalized
mean square errors for different SNR.
SNR (dB) Normalized
Mean Square Error
0 1.4590
5 1.2964
10 1.1756
15 0.8628
20 0.7900
25 0.4089
30 0.2822
35 0.1438
40 0.0763
45 0.0643
50 0.0567
Figure 40: Normalized Mean Square Error for Each SNR of the Third Surface:
z = 0.04(y-l)2+4
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Performance of the Algorithm for Various SNR for the Third Surface
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Figure 41 : Performance of the Algorithm on Various SNR for the Third
Surface: z =
0.04(y-l)2
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4.2.5 Performance ofthe Algorithmfor the Fourth Surface with Gaussian Noise
The fourth
"unknown"
surface is defined by 101 x 101 data points in a 3-D space.
The 2-D antenna plane consists of 21 x 21 elements. The standard deviation for the each
value SNR ranging from 0 to 50 dB in an increment of 5 dB is calculated. Each standard
deviation is then used to generate Gaussian white noise. The R matrix used in the 2-D
surface identification algorithm is then altered by different levels of noise. Figure 42
illustrates the results obtained for different SNR.
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SNR = 30 dB
Figure 42: Results ofVarying SNR of the Fourth Surface:
z = 0.0l(x -
2)3
+ 0.02(y -
1)2
+ 1
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For each SNR, the normalized mean square errors are recorded, tabulated and
plotted to observe the improvements. Figures 43 and 44 demonstrate the normalized
mean square errors for different SNR.
SNR (dB) Normalized
Mean Square Error
0 2.0881
5 2.0710
10 1.2859
15 0.7313
20 0.5822
25 0.4036
30 0.3136
35 0.2862
40 0.2708
45 0.2711
50 0.2726
Figure 43: Normalized Mean Square Error for Each SNR of the Fourth Surface:
z = 0.0l(x-2)3+0.02(y-l)2+l
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Performance of the Algorithm forVarious SNR for the Fourth Surface
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Figure 44: Performance of the Algorithm on Various SNR for the Fourth
Surface: z = 0.0l(x -
2)3
+ 0.02(y -
l)2
+ 1
By observation, it can be seen that noise plays a very significant role in the
performance of the algorithm. The shape of the surfaces constructed by the 2-D surface
identification algorithm can alter drastically with high level of noise. In addition, the
improvements in signal to noise ratio benefit greatly at low SNR levels and tapers off at
higher SNRs. It can also be observed that surfaces with steeper slopes are more
susceptible to noise.
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4.3 Comparison between 1-D and 2-D Surface Identification Algorithm
The 1-D curve identification algorithm derived in [5] is used to identify the 1-D
curve defined by the equation: y = 0.0 l(x + 1 , 0 < x < 10 . While, the 2-D surface
identification algorithm developed in this work is used to identify the 2-D surface defined
by the equation: z = 0.0l(x -
5)2
+ 1 , 0 < x, y < 10 . Both the curve and the surface are
defined by 101 x 101 data points. The antenna array used in determining the 1-D curve
contains 1 1 elements. The antenna plane used in determining the 2-D curve contains 1 1 x
1 1 elements. In both cases, each antenna element is spaced 1 apart from each other. The
normalized mean square error for the 1-D curve identification algorithm is 7.3%, and the
normalized mean square error for the 2-D surface identification algorithm is only 4.2%.
This shows the success of the 2-D surface identification algorithm in comparison to the 1-
D curve identification algorithm.
4.4 Algorithm Accuracy with Respect to the Distance between Antenna Plane and
Unknown Surface
Interpolated Surfaces
Figure 45: An Illustration of Interpolated and Extrapolated Surfaces
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In order to define the estimated surface by M x M points, interpolation and
extrapolation algorithms are applied from the determinedNxN points on the surface. In
Figure 45, using these NxN points on the surface, the area within the red boundary is
constructed by performing interpolation. Extrapolation is used to construct the remaining
area of the estimated surface. For surfaces with steeper edges, larger part of the
normalized mean square error is caused by extrapolation.
When a surface is placed further away from the antenna plane (dx to d2), the size
of the interpolated area increases. Interpolating from N x Appoints to construct a larger
area results in a higher mean square error. The normalized mean square error can be
decreased by shortening the spacing between each antenna element, h, while fixing the
antenna plane area. This results in an increase ofN, which is the main contributor of the
increased accuracy.
As shown in Figure 46, the surface with steeper slopes such as #2 has smaller
interpolated area when compared with surface #1. As a result, surface #2 has higher
normalized mean square errors.
Equation ofthe Surface Interpolated
Area
jWJXlnormalized
N=U
1V1oHnormalized
N=61TotalArea
#1 z = 0.02(x -
4)2
+ 0.0 l(y -
3)2
+ 1 96.82% 1.94% 0.88%
#2 z = 0.05(x -
2)2
+ 0. l(y -
4)2
+ 3 80.06% 18.96% 15.17%
#3 z = 0.04(y -
l)2
+ 4 97.56% 8.00% 5.94%
#4 z = 0.0 l(x -
2)3
+ 0.02(y -
l)2
+ 1 98.03% 34.38% 27.74%
Figure 46: Percentage of the Interpolated Area in Various Examples
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5. Propagation Frequency Response Matrix
In this chapter, the propagation frequency response matrix will be explained in
detail. The algorithm for forming the propagation effect frequency response matrix is also
developed.
5.1 Far-Field Radiation
When antennas of finite dimensions radiate, the electric and magnetic fields are
considered to be spherical waves. A{Ar,Ag,A^) is the vector which is the solution to the
wave equations in spherical coordinates. It is a function of r , 9 and <j) and takes the
general forms of [20, 21]:
A = arAr(r,0j)+agAe(r,0^)+a^(r,0^) (5.1)
where,
Ar , Aq and A^ are the amplitudes of A
ar, ae and a^ are the unit vectors defining the spherical coordinate
The amplitude of each component, Ar, Aq and Al^ , in the solution is varied by where nr"
= 1, 2, ... However, when the field is far (high r), only the -term plays significant role
r
as lim - = 0 . Therefore, Equation (5.1) is reduced to:
A - [arA\ {r,0,<f>)+agA'g {r,0,<f) + a,A\ {r,0,<^- (5.2)
where,
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Ar , Aq and A^ are reduced from Ar, \ and A. using far-field assumption
However, the electromagnetic field is defined as:
E = -V (j)e - joA
It can also be expressed in another form as follows:
E = -jcaA-j V(VA)
cops
Therefore, Equations (8.2) and (8.4) yield:
E ^-[-jcoe-^^rA\ (0)+agA'g (r,0,4>)+a,A\ (r,0,^
(5.3)
(5.4)
(5.5)
r
j-eiPr^rA\{o)+agAg{r,0,(f)+a,A\{r,0^)} (5.6)
5.2 Far-Field Radiation Frequency Response
For the purpose of this thesis, the frequency response of the far-field radiation is
required in order to account for the propagation effects in the air (or other coupling
medium). In [5], the propagation frequency response matrix is defined which is as
follows
Sn{a,r) =
1
-a\r-r,\ -/P|r-r.l
-e 'e '
\r r
(5.7)
where,
i= 1,2, ...,N
N x N = size of antenna plane
a = attenuation factor
fj = phase constant
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r = location of target tissue
ra = location of antenna
Note that this matrix has the size of N x N because only the information received
by the transmitting antenna is considered. In other words, S.. is the frequency response
for the signal transmitted by the z'th element and received back by the
z'th
element.
Moreover, the term
\r - r.
-a\r-r\ -/Blr-i-J
e ' le is squared due to the fact that the signal does
not only travel to the location r, but also travels back to the antenna.
However, in order to utilize Equation (5.7), some changes must be made. In [5],
the skin of the patient was pressed right on the antenna plane. As a result, the signal only
travels in the tissue region. On the other hand, the signal travels in the air (or other
coupling medium) into the tissue region, which has different dielectric properties. Refer
to Figure 47.
Antenna Plane
(a) (b)
Figure 47: Suggested Experimental Setup in (a) [5] (b) This Thesis
Therefore, the equation that will be used in this thesis would be:
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S (co,r ) = -fx,rm - /De >.ne J\>m (5.8)
where,
i=\,2,...,N
N x N denotes size of antenna plane
am denotes attenuation factor of air (or other coupling medium)
Pm denotes phase constant of air (or other coupling medium)
rm denotes distance that the signal travel in air (or other coupling medium)
5.3 Theoretical Development of the Propagation Frequency Response Matrix
{XaifjlyaMzAhj))
Antenna Plane
Unknown Surface
*P,
Target Tissue
(y>>yy)
Figure 48: An Illustration of the Propagation Effect Matrix Algorithm
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5.3.7 Total Distance between the Target Tissue andAntenna Elements Calculation
In this program, the location of the target tissue, (xr,yr,zr), must be defined. This
is the location where the propagation effect from each antenna elements will be
calculated. At first, the matrix R,o!al (different from R matrix mentioned in other sections)
of size N x N is formed using the distance equation between the location of each antenna
and the target tissue:
r,o,al 0', j) = V(y - Y 0', j))2 -iyr-ya (/, j))2 - (5.9)
where,
(z, j) denotes the antenna element
(xr,yr,zr) denotes the coordinate of the point of interest
{xa(i, j),ya(i.j),0) denotes the coordinate of the (i,j)'h antenna which is
located on the xy plane
rwtai (' > j) denotes the total distance from the (i,
j)'
antenna and the target
tissue
5.3.2 Calculation ofrt and rm
In order to locate the point where the signal enters the tissue, the signal path
vector is determined as follows
P(i,j) = [xr-xn(i,j),yr-yn(i,j),zr] (5.10)
The program then uses iteration to mimic the movement of signal with the
resolution called Cjt-
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+ cmlP (5.11)
At every iteration, the program will perform an interpolation to compare the
current z coordinate with the surface created by the 2-D surface identification algorithm.
This process will repeat until (x , y , Zcumnl ) is in the tissue region. Then, the
distance that the wave travels in the air (or other coupling medium) could be calculated
using:
rm (h j) = ^current ~ Y 0", j)f + ^current ~ ^ 0", j)f + Zcurrj (5- 12)
where,
(z , j) denotes the antenna element
(x
^fycur,
>z
cr,)
denotes the current coordinate the algorithm is
observing
(xa (i, j), ya (i.j), za (z, jf) denotes the coordinate of the (z, jfh antenna
rm (z, j) denotes the total distance the signal travels from the (z,
j)th
antenna
to the surface
And the distance the signal travels inside the body part to the target tissue of
interest would be:
d!j)=notAj)-rm(ij) (5.13)
where,
rlntnl (z, j) denotes the total distance from the (i,
j)'h
antenna and the target
tissue
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rm (/, /) denotes the total distance the signal travels from the (z,
j)'h
antenna
to the surface
rt (z , /') denotes the total distance the signal travels from the surface to the
target tissue
5.3.3 The Propagation Frequency Response Matrix Formation
The known distances outlined in 5.3.2 and Equation (5.8) would then be used to
form the propagation effect matrix. Note that the attenuation factor and phase constants
must be measured and input into the program.
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6. Conclusion and Future Work
This work addresses one aspect of an ongoing research effort at RIT which is a
new methodology for detecting diseased tissues by a non-invasive procedure. This
method is based on using ultra-wideband (UWB) pulses that are allowed to impinge on
multiple layers of biological tissue and analyzing the reflected/scattered signals. For
system implementation, a planar flexible antenna array is utilized that would be wrapped
like a cuff around a specific part of the human body. The main contribution of this thesis
is the development of a calibration procedure to locate each antenna element with respect
to the shape of the body surface. An algorithm for determining the shape of the surface
has been developed in this thesis.
The calibration technique involves placing a flat NxN planar antenna array
above the tissue surface. The antenna elements are excited one at a time and the rest of
the elements are used to receive signals scattered from the body surface. From the
transmitted and received signals, the shortest distance, r, from each antenna to the surface
can be determined, and in this work it is assumed to be known. Corresponding to this
distance, the sphere of radius ry is drawn that is centered at the (z,
/)'
antenna element.
Assuming that the surface is convex, this sphere will be tangent to the body surface. Due
to the fact that the antennas are placed relatively close to each other, it can be assumed
that the parameters of the neighboring tangent planes are the same. Using this
information, the necessary equations have been set up and solved for the
coordinates (x,y, yr , z..). This process is repeated for NxN sample points on the surface,
which are then used to determine the surface by an interpolation algorithm. After the
planar antenna array has been calibrated with respect to the surface, the frequency
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response of the paths from the antenna to each tissue layer including the surface can be
obtained. This information is then used for an accurate tissue differentiation.
This algorithm is used to identify unknown surfaces. Examples of different
unknown surfaces have been constructed for testing purposes. It is observed that in case
of surfaces with more curvature, the mean square error is higher. This is mainly due to
the larger errors at the edge points. It is also noted that the size of the planar array affects
the accuracy of the results. That is, the larger the array the better is the agreement
between the actual and the constructed surfaces. The performance of the algorithm has
been tested for cases when the R matrix is noisy. For the simulation purposes, zero-mean
white Gaussian noise at different SNR has been added to the data matrix R. It is observed
that the surface with steeper slopes is more susceptible to noise.
This algorithm, however, has a few limitations. The algorithm is only capable of
identifying smooth convex surfaces. When the algorithm is used to identify concave
surfaces, the estimated and the actual surfaces do not match. For future research, the
following can be addressed:
1) The validity of this work should be established through experimentation.
2) The algorithm should be modified to accommodate more generalized surfaces
such as concave surfaces or surfaces with steeper slopes.
3) The algorithm could be extended such that multiple layers of differently shaped
surfaces can be identified.
4) The result of this work, the frequency response can be constructed for tissue
differentiation. It can also be used to develop an algorithm for obtaining the image of the
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tissue. Since the propagation frequency response is obtained, the image would be
enhanced.
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%This is the mainfunction ofthe 2-D Surface Identification Algorithm"/)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Inputs
N= 11;
M = 101;
sigma = 0.0;
xr= 7.3;
yr = 2.5;
zr= 7.8;
cint = 0.01;
betai = 1.3;
betam = 2.1;
o = 1;
P = U
% Size ofAntenna Plane (Nx N)
% Size ofCreated Curve (M x M)
% Standard Deviation ofNoise
% Point of interest
% ResolutionforfindingRi Rm
% Characteristic of the medium and tissue
% Order of the attenna that is sending the signal
% Parameter Calculations
h = 10/(N-l); % Separation
% Fixed Curve Boundary
min = 0; % Boundaryfor the Created Curve (min < x,y < max)
max = 10;
figure(l)
% Creating a Curve
xk linspace(min,max,M) ;
yk = linspace(min,max,M);
[xcurve.ycurve] = meshgrid(xk,yk) ;
zcurve = 0.02*(xcurve-4)*2+0.01*(ycurve-3)A2+l;
surf(xk,yk,zcurve) ;
hold on
% CreatingAntenna Plane
x=linspace(0. (N- 1) *h,N) ;
y=linspace(0, (N-l) *h,N);
[xa.ya] = meshgrid(x.y);
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za=zeros(N,N);
surf(x,y,za);
% Calculating r
r = FindR (N,M,xa,ya,xcurve,ycurve,zcurve);
noise = sigma*randn(length(r));
r = r+noise;
% Approximate Curve
fx.y.zj = CurvelD (h,N,r);
% Interpolation
zinterp = griddata(x,y,z,xcurve,ycurve, 'v4');
suif(xk,yk,zinterp) ;
%MSE
mse = sqrt(mean(mean(((zcurve-zinterp) .A2))));
xlabel('x')
ylabel('y')
zlabel('z')
title('SNR=50dB')
<>.'o ri rm
[r,ri,rm] = RiRmR (xr,yr,zr,N,cint,xa,ya,x,y,z) ;
% Phase delay Signal sent by Sim Received by Sim
[S] = FindSii (betai,betam,N,ri,rm) ;
thetaS = angle(S) *180/pi;
rS = abs(S);
% Phase delay Signal sent by Sop Received by Sim
[SxJ = FindSx (betai,betam,N,ri,rm,o,p);
thetaSx = angle(Sx)*180/pi;
rSx = abs(Sx);
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%%%%%%%%%%%%%%%%%%%%%%%%%%%o/0o/0o/0o/oo/oo/o
% This function generates the R matrix %
% NxN = size ofantenna plane %
% MxM = number ofdata points describing the actualy curve %
% xa.ya = location ofeach antenna elements %
% xcurve.ycurve,zcurve = coordinates of the actual curve %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
function [r] = FindR (N,M,xa,ya,xcurve,ycurve,zcurve)
fori=l:N
forj=l:N
xc = xa(ij) *ones(M,M);
yc = ya(i,j)*ones(M,M);
distance = sqrt((xcurve-xc).A2 + (ycurve-yc).A2 + zcurve.A2); %find distances
[c t] = min(distance); % choose the closest distance
[r(i,j) t] = min(c);
end
end
'VoThisfunction carries out the 2-D Surface Identification Algorithm %
% h = antenna spacing %
% NxN = number ofantenna elements %
% r = the R matrix %
function [x,y,z] = CurvelD (h,N,r)
for) = 1:(N-1)
fori = 1:(N-1)
x(i,j)=((r(ij))A2-r(ij)*r(ij+l))/h;
y(i,j)=((r(ij))A2-r(ij) *r(i+l,j))/h;
z(i,j)=(sqrt(r(i,j)A2-x(i,j)A2-y(ij)A2));
ifi == (N-l)
z(Nj)=z(i,j)*r(NJ)/r(i,j);
x(Nj)=z(NJ)*x(ij)/z(ij);
y(N,j) =sqrt(r(NJ)A2-x(N,j)A2-z(Nj)A2) +h;
x(Nj)=x(Nj)+h*0-l);
y(Nj)=y(NJ)+h*(i-l);
end
ifj == (N-l)
z(i,N)=z(ij) *r(i,N)/r(ij) ;
%finding coordinates
%for edgepoints
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y(i,N)=(z(i,N)*y(iJ)/z(iJ));
x(i,N) =sqrt(r(i,N)A2-y(i,N)A2-z(i,N)A2) +h;
ifi == (N-l)
z(N,N) =z(i,N) *r(N,N)/r(i,N);
x(N,N)=(z(N,N)*x(i,N)/z(i,N));
y(N,N) =sqrt(r(N,N)A2-x(NN)A2-z(N,N)A2)+h;
x(N,N) =x(N,N)+h *(N-1);
y(N,N) =y(N,N)+h *(N-1);
end
x(i,N)=x(i,N)+h*(j-l);
y(i,N)=y(i,N)+h*(i-l);
end
x(ij)=x(i,j)+h*0-l);
y(ij)=y(ij)+h*(i-l);
end
end
x=abs(x);
y=abs(y);
z=abs(z);
% readjust the origin
% Thisfunction calculates the Propagation Frequency Response Matrix %
% rm = pathfrom antenna elements to the surface %
% ri = pathfrom the surface to the tissue %
% o,p antenna elements being studied %
% betai, betam - phase constantsfor the medium and tissue %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
function [SxJ = FindSx (betai, betam,N,ri,rm,o,p) ;
Sx = zeros (N,N);
for m = 1:N
forl= 1:N
Sx(l.m) = ((l/rm(o,p)) *exp(-i*betam*rm(o,p)) *(l/ri(o,p)) *exp(-
i*betai*ri(o,p))) *((l/rm (I,m)) *exp(-i *betam *rm(l,m)) *(l/ri(l,m)) *exp(-i*betai *ri(l,m)));
end
end
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