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SEMI-CLASSICAL TRACE ASYMPTOTICS FOR MAGNETIC
SCHRÖDINGER OPERATORS WITH ROBIN CONDITION
AYMAN KACHMAR AND MARWA NASRALLAH
Abstract. We compute the sum and number of eigenvalues for a certain class of magnetic
Schrödinger operators in a domain with boundary. Functions in the domain of the operator
satisfy a (magnetic) Robin condition. The calculations are valid in the semi-classical asymptotic
limit and the eigenvalues concerned correspond to eigenstates localized near the boundary of
the domain. The formulas we derive display the influence of the boundary and the boundary
condition and are valid under a weak regularity assumption of the boundary function. Our
approach relies on three main points: reduction to the boundary; construction of boundary
coherent states; handling the boundary term as a surface electric potential and controlling the
errors by various Lieb-Thirring inequalities.
1. Introduction
Recently, many papers display the influence of the Robin condition on the spectrum of the
Laplacian. In planar domains, the papers [13, 25, 30] and references therein contain asymptotics
of the principal eigenvalue. The tunneling effect for planar domains with corners is discussed
in the paper [15]. In higher dimensions, the low-lying eigenvalues are studied in [31], where the
effect of the boundary mean curvature is made precise. Trace semi-classical asymptotics are
obtained in [12]. In all the aforementioned papers, there is no magnetic field and the function
in the boundary condition is supposed smooth. The new issue addressed in this paper is that
we include a magnetic field and we do not assume smoothness of the boundary function in
(1.3) below. The discussion in this paper is limited for planar domains. Extensions to higher
dimensions does not seem trivial; [29] contains results for the Neumann condition in 3D domains.
Let Ω ⊂ R2 be an open domain with a smooth C3 and compact boundary Γ = ∂Ω. We suppose
that the boundary ∂Ω consists of a finite number of connected components. The domain Ω is
allowed to be an interior or exterior domain. By smoothness of the boundary ∂Ω, we can define
the unit outward normal vector ν of ∂Ω.
The magnetic field is defined via a vector field (magnetic potential). Let A ∈ C2(Ω;R2). The
magnetic field is
B := curlA . (1.1)
Consider a function γ ∈ L3(∂Ω), a number α ≥ 1/2 and a parameter h > 0. The parameter
h is called the semi-classical parameter and we shall be concerned with the asymptotic limit of
various quantities when the semi-classical parameter tends to 0.
The self-adjoint magnetic Schrödinger operator
Pα,γh,Ω = (−ih∇+A)2, (1.2)
with a boundary condition of the third type (Robin condition)
ν · (−ih∇ +A)u+ hαγ u = 0 on ∂Ω , (1.3)
can be defined by the Friedrich’s Theorem via the closed semi-bounded quadratic form,
Qα,γh,Ω(u) := ‖(−ih∇ +A)u‖2L2(Ω) + h1+α
∫
∂Ω
γ(x)|u(x)|2dx . (1.4)
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The assumption γ ∈ L3(∂Ω) ensures that the quadratic form in (1.4) is semi-bounded. Since
this does not follow in a straightforward manner, we will recall the main points of the classical
proof in the appendix.
As is revealed from (1.3) and (1.4), the role of the parameter α is to control the strength of
the boundary condition. Formally, we shall deal with the boundary term in (1.4) as a surface
electric potential. This analogy is already observed in [11].
The quantity
b = inf
x∈Ω
B(x) , (1.5)
is critical in the analysis of the spectrum of the operator Pα,γh,Ω. If the domain Ω is an exterior
domain, i.e. the complement of a bounded subset, then the operator Pα,γh,Ω has an essential
spectrum. In this case, the spectrum below bh is discrete, see e.g. [17]. When the domain Ω is
an interior domain, i.e. bounded, then by Sobolev embedding, the operator Pα,γh,Ω is with compact
resolvent and its spectrum is purely discrete. If σ(Pα,γh,Ω) ∩ (−∞, bh) 6= ∅, then,
σ(Pα,γh,Ω) ∩ (−∞, bh) = {e1(h), e2(h), · · · } ,
where the terms of the sequence (ej(h)) are eigenvalues of the operator Pα,γh,Ω listed in increasing
order and by counting the multiplicity.
Let λ ≤ bh. According to the aforementioned discussion, we can introduce the two quantities,
E(λ;h, γ, α) = −tr
(
Pα,γh,Ω − bh
)
−
=
∑
j
(
ej(h)− λh
)
−
, (1.6)
N(λ;h, γ, α) = tr
(
1(−∞,λh)
(
Pα,γh,Ω
))
. (1.7)
Notice that E(λ;h, α) is the sum of the absolute value of the negative eigenvalues of Pα,γh,Ω −
λh counting multiplicities while the number of these eigenvalues is N(λ;h, γ, α). In physics,
E(λ;h, α) can be interpreted as the energy of non-interacting fermionic particles in Ω at chemical
potential λh [12].
The Lieb-Thirring inequality will ensure that the sum E(λ;h, γ, α) is finite for all λ ≤ b. This
will be discussed further in Section 5. Concerning the number of eigenvalues, N(λ;h, γ, α) is
finite for all λ < b. Actually, this energy level is strictly lower than the bottom of the essential
spectrum. For exterior domains, we may have that the eigenvalues accumulate near bh, i.e.
N(λ;h, γ, α) = ∞. In fact, it is proved that this is the case when the magnetic field B(x) is
constant, see [4].
The behavior of the two quantities in (1.6) and (1.7) in the semiclassical regime, i.e. when
the semiclassical parameter h goes to 0, is studied for the Neumann problem in [10] and [9].
The Neumann problem corresponds to γ being identically 0 in (1.3). When the magnetic field
B(x) = b is constant, then the results in [10] and [9] assert that, if h→ 0+, then,
N(λ;h, γ = 0, α) = h−1/2 c1(λ) + h
−1/2 o(1) , (1.8)
E(λ;h, γ = 0, α) = h1/2 c2(λ) + h
1/2 o(1) . (1.9)
The formula in (1.8) is valid for all λ < b while that in (1.9) is valid for all λ ≤ b. It is pointed
in [9] that the formulas in (1.8) and (1.9) are equivalent when λ < b.
The quantities c1(λ) and c2(λ) are defined by explicit expressions involving spectral quantities
for a harmonic oscillator on the semi-axis. In [23], it is derived an analogue of (1.8) valid for
a general function γ ∈ C∞(∂Ω) and constant magnetic fields. The key issue in [23] was the
analysis of a modified harmonic oscillator on the semi-axis and a standard approximation of the
function γ by a constant. The smoothness of the function γ vindicates the approximation of γ
by a constant value as long as the approximation is done in a small domain.
In this paper, we aim to obtain analogues of (1.8) and (1.9) under the relaxed assumptions
that the magnetic field is variable and the function γ is no more smooth but simply in L3(∂Ω).
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(This is the assumption needed to define the self-adjoint operator in (1.2)). Also, we add to the
results of [23] by establishing a formula for E(λ;h, γ, α) valid in the extended range λ ∈ (−∞, b].
The approach we follow is by carrying out a reduction to a thin boundary layer. This is
easy to do. After localization in the thin boundary layer, we localize in small sub-domains of
the boundary layer. In each small sub-domain, the operator is reduced to a one defined with
a constant magnetic field and a constant γ. The reduced operator is defined in the half-plane.
The reduction to a constant magnetic field is quiet standard as in [10] and [9]. The non-trivial
point is to reduce to a constant γ since the smoothness of γ is dropped. We do this by dealing
with γ as being a surface electric potential. With this point of view, we borrow the methods in
[28] that allow to approximate a non-smooth electrical potential by a smooth one, and then one
passes from the smooth potential to the constant potential in the standard manner. Many errors
will arise here. These are controlled by various Lieb-Thirring inequalities, notably the ones in
[7, 33, 27] and a remarkable inequality obtained in [9] valid in the torus.
We proceed in the statement of the main result of this paper. We will need some notation
regarding a harmonic oscillator in the semi-axis. For (γ, ξ) ∈ R2, we denote by
h[γ, ξ] = −∂2t + (t− ξ)2 in L2(R+), (1.10)
the self-adjoint differential operator in L2(R+) associated with the boundary condition u
′(0) =
γu(0). The increasing sequence of eigenvalues of h[γ, ξ] is {µj(γ, ξ)}j . By Sturm-Liouville theory,
these eigenvalues are known to be simple and smooth functions of γ and ξ. These facts will be
recalled precisely in a separate section.
In the following, (x)− = max(−x, 0) and (x)+ = max(x, 0) denote the negative, respectively
positive, part of a number x ∈ R.
Our main result is
Theorem 1.1. Suppose that the magnetic field satisfies,
b = inf
x∈Ω
B(x) > 0 .
Let λ ≤ b, α ≥ 1/2 and γ ∈ L3(∂Ω). There holds:
• If α > 1/2, then,
lim
h→0+
(
h−1/2E(λ;h, γ, α)
)
=
1
2π
∫
∂Ω
∫
R
B(x)3/2
(
µ1(0, ξ) − λ
B(x)
)
−
dξds(x) .
• If α = 1/2 and γ ∈ L∞(∂Ω), then,
lim
h→0+
(
h−1/2E(λ;h, γ, α)
)
=
1
2π
∞∑
p=1
∫
∂Ω
∫
R
B(x)3/2
(
µp
(
B(x)−1/2γ(x), ξ
)
− λ
B(x)
)
−
dξds(x).
Here ds(x) denotes integration with respect to arc-length along the boundary ∂Ω, and E(λ;h, γ, α)
is introduced in (1.6).
The results in Theorem 1.1 display the strength of the boundary condition in (1.3). We observe
that the influence of the Robin condition is not strong when α > 12 , since the leading behavior
of E(λ;h, γ, α) is essentially the same as that for the Neumann condition (i.e. γ = 0).
The sum
∞∑
p=1
∫
R
(
µp (γ, ξ)− 1
)
−
dξ (1.11)
is actually a sum of a finite number of terms (for every fixed γ). The expression in (1.11) is
a continuous function of γ. This will be proved in a separate section of this paper. Thus, we
observe that the terms appearing in Theorem 1.1 are well defined.
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Due to the implicit nature of the quantity in (1.11), it seems hard to prove that the functional
F(γ) =
∞∑
p=1
∫
∂Ω
∫
R
B(x)3/2
(
µp
(
B(x)−1/2γ(x), ξ
)
− λ
B(x)
)
−
dξds(x)
is continuous in L1(∂Ω). If this continuity is true, then the result in Theorem 1.1 continues to
hold under the relaxed assumption that α = 12 and γ ∈ L3(∂Ω). This will be clear in the proof
we provide to Theorem 1.1.
The methods we use do not allow us to obtain versions of Theorem 1.1 valid for α < 12 . In
this specific regime, the sign of the function γ will play a significant role, as one can observe
the results for the first eigenvalue in [18]. The results in [18] suggest that the localization to
the boundary is very strong when α < 12 and γ is negative. When α <
1
2 and γ > 0, then the
effect of the boundary is weak, and the situation is closer to the Dirichlet boundary condition,
for which the methods in [3] are relevant.
Differentiation of the formulas in Theorem 1.1 with respect to λh yields a formula for the
number of eigenvalues. See [9, 29] for a precise statement of this technique. The formulas for
the number of eigenvalues are collected in:
Corollary 1.2. Let λ < b. Under the assumptions of Theorem 1.1, there holds:
• If α > 1/2, then
lim
h→0
(
hN(λ;h, γ, α)
)
=
1
2π
∫∫
{(x,ξ)∈∂Ω×R : B(x)µ1(0,ξ)<λ}
B(x)1/2dξds(x) . (1.12)
• If α = 1/2, then
lim
h→0
(
hN(λ;h, γ, α)
)
=
1
2π
∞∑
p=1
∫∫
{(x,ξ)∈∂Ω×R : B(x)µp(B(x)−1/2γ(x),ξ)<λ}
B(x)1/2dξds(x) .
(1.13)
Here, N(λ;h, γ, α) is the number of eigenvalues below λh, introduced in (1.7).
The proof of Corollary 1.2 is sketched below in Section 7. We mention that a formula for the
number of eigenvalues below the energy value λ = 1 is not available yet, even for the case of
Neumann boundary condition, i.e. γ = 0. For a matter of illustration, we include the following
simple result in the case of Neumann boundary condition and a square domain.
Theorem 1.3. Suppose that the domain Ω is a square, the magnetic field is constant, curlA = b,
and that γ = 0 in (1.3). As h→ 0+, there holds,
lim sup
h→0+
(
hN(bh)
)
=
b|Ω|
2π
. (1.14)
Here,
N(bh) = N(1;h, γ = 0, α = 1)
is as introduced in (1.7).
In [24], it is proved that the formula for the energy in Theorem 1.1 is still valid when the
domain Ω is a square and γ = 0. This indicates an interesting observation, namely, the energy∑
j
(ej(h)− bh)−
is localized near the boundary, while the leading order expression of the number of the eigenvalues
below bh is determined by the bulk. The proof we give to Theorems 1.1 and 1.3 suggests that the
eigenvalues strictly below bh are associated with eigenfunctions concentrated near the boundary.
A mathematically rigorous explanation of this point is still missing in the literature. Helpful
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information might be obtained by computing the second correction term in (1.14), expected to
be a boundary term. Toward that end, the methods in [3] must prove useful.
If one considers the Dirichelt realization of the operator PD = (−ih∇+A)2, then the number
N(bh) is equal to 0. If bh is an eigenvalue of PD, then the corresponding ground state can be
extended by 0 to all of R2. The min-max principle will yield that this constructed function is an
eigenfunction of the Landau Hamiltonian in R2 with constant magnetic field bh. This violates
the description of the eigenfunctions of the lowest eigenspace of the Landau Hamiltonian with a
constant magnetic field, since this space can not have compactly supported functions. That way
we see that the lowest eigenvalue of PD is strictly larger than bh.
Remark 1.4. A key ingredient in the proof of Theorem 1.3 is to compare with a model Schrödinger
operator with (magnetic) periodic conditions. The advantage of this model operator is that its
first eigenvalue is known together with its multiplicity.
Remark 1.5. We list some interesting open problems in connection with Theorem 1.3:
• Inspection of the asymptotics in Theorem 1.3 for general domains.
• Inspecting if the result in Theorem 1.3 is valid with lim inf replacing lim sup.
• Inspection of the number n(bh) of eigenvalues of Ph,b,Ω in the interval (−∞, bh). This
question is related to the existence of a non-zero function u solving the problem:
Ph,b,Ωu = bhu in Ω and ν · (h∇− iA0)u = 0 on ∂Ω .
2. Preliminaries
2.1. Variational principles. In this section, we recall methods used in [28] to establish upper
and lower bounds on the energy of eigenvalues.
Lemma 2.1. Let H be a semi-bounded self-adjoint operator on L2(R3) satisfying
inf Specess(H) ≥ 0 . (2.1)
Let {νj}∞j=1 be the sequence of negative eigenvalues of H counting multiplicities. We have,
−
∞∑
j=1
(νj)− = inf
N∑
j=1
〈
ψj ,Hψj
〉
, (2.2)
where the infimum is taken over all N ∈ N and orthonormal families {ψ1, ψ2, · · · , ψN} ⊂ D(H).
The next lemma states another variational principle. It is used in several papers, e.g. [28].
Lemma 2.2. Let H be a self-adjoint semi-bounded operator satisfying the hypothesis (2.1). Sup-
pose in addition that (H)− is trace class. For any orthogonal projection γ with range belonging
to the domain of H and such that Hγ is trace class, we have,
−
∞∑
j=1
(νj)− ≤ tr(Hγ) . (2.3)
2.2. Existence of discrete spectrum of Pα,γh,Ω. If the domain Ω is bounded, it results from the
compact embedding of D(Qα,γh,Ω) into L2(Ω) that Ph has compact resolvent. Hence the spectrum
is purely discrete consisting of a sequence of eigenvalues accumulating at infinity.
In the case of exterior domains, the operator Ph can have essential spectrum. In particular,
we have the inequality∫
Ω
|(−ih∇ +A)u|2dx ≥ h
∫
Ω
B(x)|u|2dx, ∀u ∈ C∞0 (Ω). (2.4)
Using then a magnetic version of Persson’s Lemma ( see [1, 32]), we get that
inf SpecessPh ≥ hb.
This is the reason behind considering the sum of eigenvalues that are below bh.
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2.3. Lifting with respect to the dimension. Let d ∈ N, and let
A(x) = (a1(x), a2(x), · · · , ad+1(x))T ,
be a magnetic vector potential with real-values entries in L2loc(R
d+1
+ ).
We introduce the operator Hd(γ) defined via the quadratic form
hd(γ)[u] =
∫∫
R
d+1
+
|(−i∇ +A)u(x)|2dx−
∫
Rd
γ(x)|u(x)|2dx. (2.5)
Here and in the sequel Rd+ = R
d−1 ×R+.
We are going to show the following theorem following a strategy used in [27, Theorem 3.2] to
generalize a Lieb-Thirring type inequality to the case with magnetic field.
Theorem 2.3. Let d ≥ 1, A ∈ L2loc(Rd+1+ ,Rd+1) and γ ∈ L2α+d(Rd). Let α ≥ 1/2, then
tr[H(γ)]α− ≤ 2Lclα,d
∫
Rd
γ2α+d+ dx, (2.6)
where Lclα,d is defined by
Lclα,d =
Γ(α+ 1)
2dπd/2Γ(1 + α+ d/2)
Proof. We shall prove 2.6 by induction over d. Notice that this operator is well-defined for
d = 0 and γ a non-negative real number. In this case we have H0(γ) = (−i∂yu + a(y))2 and
u′(0) = −γu(0), and one easily can find that this operator has one negative eigenvalue, namely
−γ2+, associated with the eigenfunction e−i
∫ y
0
a(τ)dτ e−γ+y. Hence
trL2(R+)[H0(γ)]
α
− = (γ
2
+)
α
which is the analogue of (2.6) for d = 0.
Now fix d ≥ 1 and suppose that the assertion is already proved for all smaller dimensions. We
write x = (x1, x
′) when x1 ∈ R and x′ ∈ Rd−1 and note that
Hd(γ) ≥ (−i∂x1 + a1(x))2 ⊗ 1L2(Rd
+
) − [Hd−1(γ(x1, ·))]−
We now choose a gauge
φ(x) =
∫ x1
0
a1(τ, x2, · · · , xd+1)dτ.
and u˜(x) = e−iφu(x) for all u ∈ D(Hd(γ)). Then〈
Hd(γ)u, u〉L2(Rd+1
+
) ≥
∫
R
d+1
+
|∂x1 u˜|2dx−
∫
R
〈
e−iφ[Hd−1(γ(x1, ·))]−eiφu˜, u˜
〉
L2(Rd
+
)
dx1
So by the variational principle
tr
L2(Rd+1+ )
[Hd(γ)]
α
− ≤ trL2(R)
[
−∂2x1 ⊗ 1L2(Rd+) − e
−iφ[Hd−1(γ(x1, ·))]−eiφ
]α
−
and the operator-valued Lieb-Thirring inequality [16, corollary 3.5], it follows that
trL2(R)
[
−∂2x1 ⊗ 1L2(Rd+) − e
−iφ[Hd−1(γ(x1, ·))]−eiφ
]α
−
≤ 2Lclα,1
∫
R
trL2(Rd
+
)[Hd−1(γ(x1, ·))]α+1/2− dx1. (2.7)
By induction hypothesis, the right hand side is bounded above by
2Lclα,1L
cl
α+1/2,d−1
∫
R
∫
Rd−1
γd+2α+ dx
′dx1 = 2L
cl
α,d
∫
Rd
γd+2α+ dx,
which establishes the assertion for dimension d and completes the proof of Theorem 2.3. 
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2.4. Rough energy bound for the cylinder. In this section, we recall a remarkable inequality
for the Schrödinger operator
Ph,b,S,T = (−ih∇ + bA0)2 in L2
(
[0, S] × (0, h1/2T )
)
. (2.8)
Here S, T and b are positive parameters. The magnetic potential A0 is
A0(s, t) = (−t, 0) .
Functions in the domain of the operator Ph,b,S,T satisfy the periodic conditions
u(0, ·) = u(S, ·) on (0, h1/2T ),
Neumann condition at t = 0,
∂tu = 0 on t = 0 ,
and Dirichlet condition at t = h1/2T .
In this particular case of a bounded domain, the operator has compact resolvent and the
spectrum consists of an increasing sequence of eigenvalues (ej)j≥1 tending to +∞. We define the
energy of the sum of the eigenvalues as follows,
E(λ, b, S, T ) =
∑
j
(
hb(1 + λ)− ej
)
+
. (2.9)
In [9], the energy in (2.9) is controlled by the product ST . We recall this estimate in the next
lemma.
Lemma 2.4. There exist positive constants T0 and λ0 such that, for all S > 0, b > 0, T ≥
√
bT0
and λ ∈ (0, λ0), we have,
E(λ, b, S, T ) ≤ C(1 + λ)hb
(
ST
πh
+ 1
)
.
2.5. Boundary coordinates. The aim of this section is to define a new system of coordi-
nates near the boundary which allows us to approximate the magnetic potential locally near the
boundary by a new one corresponding to a constant magnetic field. These coordinates are used
in [14]. Let Ω be a smooth, simply connected domain in R2. Suppose that the boundary ∂Ω is
C4-smooth. Let furthermore,
R/(|∂Ω|Z) ∋ s 7→M(s) ∈ ∂Ω
be a parametrization of ∂Ω. The unit tangent vector of ∂Ω at the point M(s) of the boundary
is given by
T (s) := M ′(s).
We define the scalar curvature k(s) by the following identity
T ′(s) = k(s)ν(s),
where ν(s) is the unit vector, normal to to the boundary, pointing outward at the point M(s).
We choose the orientation of the parametrization M to be counterclockwise, so
det(T (s), ν(s)) = 1, ∀s ∈ R/(|∂Ω|Z).
For all δ > 0, we define
Vδ = {x ∈ ∂Ω : dist(x, ∂Ω) < δ} .
Let t0 > 0. The map Φ = Φt0 is defined as follows :
Φ : R/(|∂Ω|Z)× (0, t0) 7→ x = M(s)− tν(s) ∈ Vt0 . (2.10)
By smoothness of the boundary ∂Ω, we may select t0 sufficiently small so that Φ is invertible.
Thus, for all x ∈ Vt0 , one can write
x 7→ Φ−1(x) := (s(x), t(x)) ∈ R/(|∂Ω|Z)× (0, t0), (2.11)
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where t(x) = dist(x, ∂Ω) and s(x) ∈ R/(|∂Ω|Z) is associated with the point M(s(x)) ∈ ∂Ω such
that dist(x, ∂Ω) = |x−M(s(x))|.
The determinant of the Jacobian of the transformation Φ−1 is
a(s, t) = 1− tk(s).
For all u ∈ L2(Vt0), we define the function
u˜(s, t) := u(Φ(s, t)). (2.12)
If A = (A1, A2) is a vector field in Vt0 , we define the associated vector potential in the (s, t)-
coordinates by
A˜1(s, t) = (1− tk(s)) ~A(Φ(s, t)) ·M ′(s),
A˜2(s, t) = ~A(Φ(s, t)) · ν(s).
(2.13)
The new magnetic potential A˜ satisfies,[∂A˜2
∂s
(s, t)− ∂A˜1
∂t
(s, t)
]
ds ∧ dt = B(Φ−1(s, t))dx ∧ dy = (1− tk(s))B˜(s, t)ds ∧ dt. (2.14)
For all u ∈ H1A(Vt0), we have, with u˜ = u ◦Φ,∫
Vt0
|(−i∇+A)u|2dx =
∫ |∂Ω|
0
∫ t0
0
[
|(−i∂s+A˜1)u˜|2+(1−tk(s))−2|(−i∂t+A˜2)u˜|2
]
(1−tk(s))dsdt ,
(2.15)
and ∫
Vt0
|u|2dx =
∫ |∂Ω|
0
∫ t0
0
|u˜(s, t)|2(1− tk(s))dsdt. (2.16)
In the next proposition, it is constructed a gauge transformation such that the magnetic poten-
tial in the new coordinates can be approximated−up to a small error−by a new one corresponding
to a constant magnetic field. The proof is given in [8, Appendix F].
Proposition 2.5. Let A ∈ C2(Ω,R2). There exists a constant C > 0 such that for all S ∈(
0, |∂Ω|), S0 ∈ [0, S] there exists a gauge function φ ∈ C2(
[
0, S
]× [0, t0]) such that A := A˜(s, t)−
∇(s,t)φ, with A˜ as defined in (2.13), satisfies
A(s, t) =
(
A1(s, t)
A2(s, t)
)
=
(−B0t+ β(s, t)
0
)
, (s, t) ∈ [0, S] × [0, t0], (2.17)
where B0 := B˜(S0, 0) and for any 0 < T ≤ t0, we have
sup
(s,t)∈[0,S]×[0,T ]
|β(s, t)| ≤ C(S2 + T 2). (2.18)
We shall frequently make use of the following standard lemma, taken from [10, Lemma 3.5].
Lemma 2.6. There exists a constant C > 0 and for all S1 ∈ [0, |∂Ω|), S2 ∈ (S1, |∂Ω|), there
exists a function φ ∈ C2([S1, S2]× [0, t0];R) such that, for all
S0 ∈ [S1, S2], T ∈ (0, t0), ε ∈ [CT , Ct0],
and for all u ∈ H1A(Ω) satisfying
supp u˜ ⊂ [S1, S2]× [0,T ],
one has the following estimate,∣∣∣∣∣
∫
Ω
|(−ih∇ +A)u|2dx−
∫
R2
+
|(−ih∇ + B˜A0)eiφ/hu˜|2dsdt
∣∣∣∣∣
≤
∫
R2
+
(
ε|(−ih∇ + B˜A0)eiφ/hu˜|2 +Cε−1(S2 + T 2)2|u˜|2
)
dsdt. (2.19)
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Here, R2+ = R × R+, S = S2 − S1, B˜ = B˜(S0, 0), the function u˜ is associated to u by 0 on
R
2
+ \ supp u˜.
3. A family of one-dimensional differential operators
We are concerned in this section with the analysis of a family of ordinary differential operators
with Robin boundary condition. For ξ ∈ R, we consider the operator h[γ, ξ] in L2(R+) associated
with the operator − d2
dt2
+ (t− ξ)2, i.e.
h[γ, ξ] := − d
2
dt2
+ (t− ξ)2, D(h[γ, ξ]) = {u ∈ B2(R+) : u′(0) = γu(0)}. (3.1)
Here, for a given k ∈ N, the space Bk(R+) is defined as :
Bk(R+) = {u ∈ L2(R+) : tpu(q)(t) ∈ L2(R+), ∀p, q s.t. p+ q ≤ k}, (3.2)
where u(q) denote the distributional derivative of order q of u.
The operator h[γ, ξ] is associated with the closed quadratic form
B1(R+) ∋ u 7→ q[γ, ξ] :=
∫ ∞
0
(|u′(t)|2 + |(t− ξ)u|2)dt, (3.3)
where B1(R+) is defined in (3.2).
It is easy to see that h[γ, ξ] has compact resolvent since the embedding B1(R+) into L
2(R+)
is compact. Hence the spectrum of h[γ, ξ] is purely discrete consisting of an increasing sequence
of positive eigenvalues {µj(γ, ξ)}∞j=1.
The lowest eigenvalue of h[γ, ξ] is defined via the min-max principle by :
µ1(γ, ξ) = inf
u∈B1(R+), u 6=0
q[γ, ξ](u)
‖u‖2L2(R+)
.
It follows from standard Sturm-Liouville theory that all the eigenvalues µj(γ, ξ) are simple, and
µ1(γ, ξ) has a positive ground state. Details are given in [5].
We define the functions :
Θ(γ) := inf
ξ∈R
µ1(γ, ξ) ,
and
Θj(γ) := inf
ξ∈R
µj(γ, ξ) (j ≥ 2).
When γ = 0, we shall write,
h[ξ] := h[0, ξ], µj(ξ) := µj(0, ξ), ∀j ∈ N (3.4)
Θ0 := Θ(0), ξ0 := ξ(0). (3.5)
The result in the next lemma is proved in [10].
Lemma 3.1. For all ξ ∈ R, we have
µ2(ξ) > 1 .
Next we collect results proved in [23].
Lemma 3.2. The following statements hold true.
(1) For all γ ∈ R, we have,
Θ2(γ) > Θ(γ).
(2) For every j ∈ N, the function ξ 7→ µj(γ, ξ) is continuous and satisfies
(a) lim
ξ→−∞
µj(γ, ξ) =∞ ;
(b) lim
ξ→∞
µj(γ, ξ) = 2j + 1 .
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(3) Let γ ∈ (−∞, 0) and j ∈ N. Then Θj(γ) < 2j + 1 and for all b0 ∈ (Θj(γ), 2j + 1), the
equation µj(γ, ξ) = b0 has exactly two solutions ξj,−(γ, b0) and ξj,+(γ, b0). Moreover,
{ξ ∈ R : µj(γ, ξ) < b0} = (ξj,−(γ, b0), ξj,+(γ, b0)) .
(4) Let
Uj = {(γ, b) ∈ R2 : Θj(γ) < b < 2j + 1} .
The functions
Uj ∋ (γ, b) 7→ ξj,±(γ, b)
admit continuous extensions
R× (−∞, 2j + 1) 7→ ξj,±(γ, b).
For later use, we include
Lemma 3.3. Let γ ∈ R, and let uj,γ(·; ξ) be the normalized eigenfunction associated to the
eigenvalue µj(γ, ξ). It holds true that
|uj,γ(0; ξ)|2 ≤ C(µj(γ, ξ) + (γ2 + 1)).
Proof. Due to the density of C∞0 (R+) in H
1(R+), we have for any function u ∈ H1(R+),
|u(0)|2 = −2
∫ ∞
0
u′(η)u(η)dη. (3.6)
The inequality of Cauchy-Schwarz gives us that, for any α > 0,
|u(0)|2 ≤ 2‖u′‖L2(R+)‖u‖L2(R+) ≤ α‖u′‖2L2(R+) + α−1‖u‖2L2(R+). (3.7)
Assume γ < 0 and choose α = −1/(2γ), it follows that
γ|u(0)|2 ≥ −1
2
‖u′‖2 − 2γ2 ‖u‖2 . (3.8)
Notice that for u := uj,γ(·, ξ), we have
‖u′j,γ‖2 + ‖(t− ξ)uj,γ‖2 + γ|uj,γ(0; ξ)|2 = µj(γ, ξ).
Using (3.8) with u := uj,γ(·, ξ) and adding ‖u′j,γ‖2 + ‖(t− ξ)uj,γ‖2 on both sides, we obtain
µj(γ, ξ) ≥ 1
2
‖u′j,γ‖2 − 2γ2. (3.9)
Note also that the inequality in (3.9) is evidently true for γ ≥ 0.
We infer from (3.7) that,
|uj,γ(0; ξ)|2 ≤ 2‖u′j,γ‖2 + 2.
Now we use the inequality in (3.9) and the assumption that uj,γ is normalized in L
2 to deduce
|uj,γ(0; ξ)|2 ≤ 4µj(γ, ξ) + (8γ2 + 2) .

In the next lemma, using the analysis in [22, Theorem 2.6.2], we establish uniform decay
estimates on the eigenfunctions uj,γ .
Lemma 3.4. Let ǫ ∈ (0, 1) and K > 0. There exists a constant Cǫ,K > 0 such that, if |ξ| ≤ K
and µj(γ, ξ) ≤ 1, then,∥∥∥eǫ(t−ξ)2/2uj,γ(·, ξ)∥∥∥
H1(R+;(t−ξ)≥Cǫ,K)
≤ Cǫ,K(1 + γ− + γ2−). (3.10)
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Proof. Let Φ : R+ → R be a Lipschitz function in R+ such that Φ′ is compactly supported and
eΦuj,γ ∈ L2(R+). For all φ ∈ D(h[γ, ξ]), we have the following identity:
〈h[γ, ξ]φ, eΦφ〉L2(R+) =
∥∥(eΦφ)′∥∥2
L2(R+)
+
∥∥(t− ξ)eΦφ∥∥2
L2(R+)
+γ|eΦ(0)φ(0)|2L2(R+)−
∥∥Φ′eΦφ∥∥2
L2(R+)
.
Substituting φ = uj,γ(·; ξ), we obtain∥∥(eΦuj,γ(·; ξ))′∥∥2L2(R+) + ∥∥(t− ξ)eΦuj,γ(·; ξ)∥∥2L2(R+) + γ|eΦ(0)uj,γ(0; ξ)|2
= µj(γ, ξ)
∥∥eΦuj,γ(·; ξ)∥∥2L2(R+) + ∥∥Φ′eΦuj,γ(·; ξ)∥∥2L2(R+) . (3.11)
Using Lemma 3.3 and that µj(γ, ξ) ≤ 1, we deduce that
|uj,γ(0; ξ)|2 ≤ 8
√
1 + γ2− .
Let us observe that
γ|uj,γ(0; ξ)|2 ≥ −8γ−
√
1 + γ2− .
Inserting this into (3.12), and again using that µj(γ, ξ) ≤ 1, it follows that∥∥(eΦuj,γ(·; ξ))′∥∥2L2(R+) + ∥∥(t− ξ)eΦuj,γ(·; ξ)∥∥2L2(R+)
≤ ∥∥eΦuj,γ(·; ξ)∥∥2L2(R+) + ∥∥Φ′eΦuj,γ(·; ξ)∥∥2L2(R+) + 8γ−√1 + γ2−e2Φ(0). (3.12)
Let N ∈ N be sufficiently large. We choose the function Φ to be
Φ := ΦN =

ǫ
(t− ξ)2
2
if t− ξ < N ,
ǫ
N2
2
if t− ξ ≥ N .
Implementing (3.12), we find∫
R+
[
(eΦuj,γ(·; ξ))′2 +
[
(1− ǫ2)(t− ξ)2 − 1]|eΦuj,γ(·; ξ)|2]dt ≤ 8γ−√1 + γ2−eǫK2/2. (3.13)
This gives∫
N≥(t−ξ)≥aǫ
[
|(eΦuj,γ(·; ξ))′|2 + |eΦuj,γ(·; ξ)|2
]
dt ≤ 8γ−
√
1 + γ2−e
ǫK2/2 + eǫa
2
ǫ , (3.14)
with aǫ =
√
2
1−ǫ2 . Now choose Cǫ,K = max{aǫ, 16eǫK
2/2, 2eǫa
2
ǫ }. That way, we can rewrite (3.15)
as follows, ∫
N≥(t−ξ)≥Cǫ,K
[
|(eΦuj,γ(·; ξ))′|2 + |eΦuj,γ(·; ξ)|2
]
dt ≤ Cǫ,K(1 + γ− + γ2−). (3.15)
The estimate in (3.15) is true for all N > Cǫ,K. Sending N to∞ and using monotone convergence,
we get the estimate in (3.10). 
The rest of this section is devoted to an analysis of the term in (1.11).
Lemma 3.5. Let M > 0. There exist constants j0 ∈ N and C > 0 such that, for all γ ∈
(−M,M), we have,
∞∑
j=2
∫
R
(µj(γ, ξ)− 1)−dξ =
∞∑
j=2
∫
R
(µj(γ, ξ) − 1)−dξ ≤ C.
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Proof. Let us observe that for all j ≥ 2,
{ξ ∈ R : µj(γ, ξ) ≤ 1} ⊂ {ξ ∈ R : µ2(γ, ξ) ≤ 1} ,
and for all γ ∈ (−M,M), using the monotonicity of η 7→ µ2(η, ξ), we have,
{ξ ∈ R : µj(γ, ξ) ≤ 1} ⊂ {ξ ∈ R : µ2(−M, ξ) ≤ 1}.
According to Lemma 3.2, there exists a constant ℓ > 0 such that
{ξ ∈ R : µ2(−M, ξ) ≤ 1} ⊂ [−ℓ, ℓ], ∀γ ∈ (−M,M).
We introduce constants (ξj(M))j≥2 ⊂ [−ℓ, ℓ] by
µj(−M, ξj(M)) = min
ξ∈[−ℓ,ℓ]
µj(−M, ξ).
Arguing as in the proof of [23, Lemma 2.5], we get,
lim
j→∞
µj(−M, ξj(M)) =∞ . (3.16)
Consequently, we may find j0 ≥ 2 depending solely on M such that
µj(−M, ξj(M)) > 1, (j > j0).
It follows that, for all j > j0, ξ ∈ [−ℓ, ℓ] and γ ∈ (−M,M),
µj(γ, ξ) ≥ µj(−M, ξ) ≥ µj(−M, ξj(M)) > 1.
The result of Lemma 3.5 now follows upon noticing that, for all γ > −M and ξ ∈ R,
µj(γ, ξ) > µ2(−M, ξ) .

Again, the proof of [23, Lemma 2.5] allows us to obtain:
Lemma 3.6. For all M > 0, there holds,
lim
j→∞
(
inf
ξ∈R
µj(−M, ξ)
)
=∞.
Proof. It has been established in [5] that there exists a sequence (ξj(M))j∈N such that, for all j,
inf
ξ∈R
µj(−M, ξ) = µj(−M, ξj(M)) .
Let us show that
lim
j→∞
µj(−M, ξj(M)) =∞ . (3.17)
Suppose that (3.17) were false. Then we can find a constant M and a subsequence jn such that
inf
ξ∈R
µjn(−M, ξ) = µj(−M, ξjn(M)) ≤M, ∀ j ∈ N. (3.18)
If (ξjn(M))n is unbounded, we may find a subsequence, denoted again by (ξjn(M))n, such that
lim
n→∞
ξjn(M) =∞.
Fix j0 ∈ N and let us observe that for all jn ≥ j0,
µjn(−M, ξjn(M)) ≥ µj0(−M, ξjn(M)) . (3.19)
On account of Lemma 3.2, we know that lim
ξ→∞
µj0(−M, ξ) = 2j0 + 1. Therefore, passing to the
limit n→∞ in (3.19), we obtain
lim inf
n→∞
µjn(−M, ξjn(M)) ≥ 2j0 + 1.
Letting j0 →∞, we conclude,
lim inf
n→∞
µjn(−M, ξjn(M)) =∞,
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which contradicts (3.18).
Now, if (ξjn(M))n is bounded, we follow the proof of Lemma 2.5 in [23] and establish that
lim
n→∞
µjn(−M, ξjn(M)) =∞ ,
which contradicts (3.18). 
Lemma 3.7. The function
I : R ∋ γ 7→
∞∑
j=2
∫
R
(µj(γ, ξ)− 1)−dξ ,
is locally uniformly continuous.
Proof. Let m > 0. It is sufficient to establish,(
sup
|γ|≤m
|I(γ + τ)− I(γ)|
)
→ 0 as τ → 0. (3.20)
Let τ1 ∈ (0, 1). By monotonicity, it follows that for all τ ∈ [−τ1, τ1] and j ≥ 2,
{ξ ∈ R : µj(γ + τ, ξ) ≤ 1} ⊂ {ξ ∈ R : µ2(−m− τ1, ξ) ≤ 1} .
We may find a constant M > 0 depending only on m such that
∀τ ∈ [−τ1, τ1], ∀ j ≥ 2 , {ξ ∈ R : µj(−m− τ1, ξ) ≤ 1} ⊂ [−M,M ] . (3.21)
Let ξj(M) be as in the proof of Lemma 3.5, i.e.
∀ ξ ∈ [−M,M ], ∀ τ ∈ [−τ1, τ1], µj(γ + τ, ξ) ≥ µj(−m− τ1, ξj(M)) .
We get as in Lemma 2.5 in [23] and Lemma 3.6 :
lim
j→∞
µj(−m− τ1, ξj(M)) =∞ .
Hence, we may find j0 ≥ 2 depending solely on m such that, for all j ≥ j0,
µj(−m− τ1, ξj(M)) > 1 ,
and consequently, for all |τ | ≤ τ1, we have,
∞∑
j=2
∫
R
(µj(γ + τ, ξ)− 1)−dξ =
j0∑
j=2
∫
R
(µj(γ, ξ)− 1)−dξ.
Therefore, we deal with a sum of j0 terms with j0 independent from τ and γ. So given k ∈
{2, · · · , j0} and setting Ik(γ) =
∫
R
(
µk(γ, ξ)− 1
)
−
dξ, it is sufficient to show that
lim
τ→0
|τ |≤|τ1|
(
sup
|γ|≤m
∣∣Ik(γ + τ)− Ik(γ)∣∣
)
= 0 . (3.22)
Since the function γ 7→ µk(γ, ξ) is continuous, the above formula is simply an application of
dominated convergence. 
The next theorem is taken from [22, Theorem 2.4.8].
Theorem 3.8. There exist constants C > 0 and η > 0 such that, for all γ ∈ R and ξ ∈ (η,+∞),
we have : ∣∣µ1(γ, ξ)− 1∣∣ ≤ C(1 + |γ|)ξ exp (−ξ2). (3.23)
Let us introduce the function
J : R ∋ γ 7→
∞∑
j=1
∫
R
(µj(γ, ξ)− 1)−dξ . (3.24)
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Lemma 3.9. Let {γh}h be a real-sequence such that lim
h→0
γh = γ ∈ R. There holds,
lim
h→0
J (γh) = J (γ).
Proof. We write,
|J (γh)− J (γ)| ≤
∣∣∣∫
R
(µ1(γh, ξ) − 1)−dξ −
∫
R
(µ1(γ, ξ) − 1)−dξ
∣∣∣ + |I(γh) − I(γ)| . (3.25)
We treat the first term on the right hand side of (3.25) using the inequality (3.23). That way,
for every ǫ, there exists h0 > 0 such that for all h ∈ (0, h0],∣∣∣∣∫
R
(µ1(γh, ξ)− 1)−dξ
∣∣∣∣ ≤ ∫
R
|µ1(γh, ξ))− 1|dξ ≤
∫
R
g(ξ)dξ ,
with
g(ξ) = C(1 + |γ|+ ǫ)ξe−ξ2/2 ∈ L1(R).
By continuity of the function γ 7→ µ1(γ, ξ) and dominated convergence, it follows that∫
R
(µ1(γh, ξ)− 1)−dξ →
∫
R
(µ1(γ, ξ)− 1)−dξ
as h→ 0. The second term in (3.25) converges to 0 by Lemma 3.7. 
4. Eigenprojectors
Recall that R2+ = R× R+. Consider h, b > 0 and the magnetic potential
R
2
+ ∋ (s, t) 7→ A0(s, t) = (−t, 0). (4.1)
In this section, we construct projectors on the (generalized) eigenfunctions of the operator
Pα,γ
h,b,R2+
= (−ih∇ + bA0)2 in L2(R2+) , (4.2)
whose domain is
D(Pα,γ
h,b,R2
+
) =
{
u ∈ L2(R2+) : (−ih∇+ bA0)j ∈ L2(R2+), j = 1, 2, ∂tu = γu on t = 0
}
.
Consider an orthonormal family (uj,γ(·; ξ))∞j=1 of real-valued eigenfunctions of the operator h[γ, ξ]
introduced in (1.10), i.e.
−u′′j,γ(t; ξ) + (t− ξ)2uj,γ(t; ξ) = µj(γ, ξ)uj,γ(t; ξ), in R+,
u′j,γ(0; ξ) = γuj,γ(0; ξ),∫
R+
uj,γ(t; ξ)
2dt = 1.
(4.3)
Let u ∈ D(Pα,γ
1,1,R2
+
). Performing a Fourier transformation with respect to s, we observe the
formal relation,
Pα,γ
1,1,R2
+
u = (2π)−1F−1ξ→s
(− ∂2t + (t− ξ)2)Fs→ξu . (4.4)
By the spectral theorem, we have
h[γ, ξ] =
∞∑
j=1
〈·, uj,γ(·; ξ)〉L2(R+)uj,γ(·; ξ) ,
and consequently,
Pα,γ
1,1,R2+
u = (2π)−1
∞∑
j=1
〈Fs→ξu, uj,γ(·; ξ)〉L2(R+)F−1ξ→suj,γ(·; ξ) .
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That way, for every u ∈ D(Pα,γ
1,1,R2
+
), we have,
〈Pα,γ
1,1,R2
+
u, u
〉
L2(R2
+
)
= (2π)−1
∫
R
∞∑
j=1
∣∣∣〈Fs→ξu, uj,γ(·; ξ)〉L2(R+)∣∣∣2dξ . (4.5)
For every j ∈ N and ξ ∈ R, we introduce the eigenprojector Πj(γ, ξ) defined by the corre-
sponding bilinear form,〈
Πj(γ, ξ)u, v
〉
L2(R2
+
)
=
〈Fs→ξu, uj,γ(·; ξ)〉L2(R+)〈uj,γ(·; ξ),Fs→ξv〉L2(R+) .
Through explicit calculations, it is easy to prove:
Lemma 4.1. Let u, v ∈ L2(R2+). We have
(2π)−1
∫
R
∞∑
j=1
〈
Πj(γ, ξ)u, v
〉
L2(R2
+
)
dξ =
〈
u, v
〉
L2(R2
+
)
. (4.6)
If in addition u ∈ D(Pα,γ
1,1,R2
+
), then,
〈
u,Pα,γ
1,1,R2
+
u
〉
L2(R2
+
)
= (2π)−1
∞∑
j=1
∫
R
µj(γ, ξ)
〈
Πj(γ, ξ)u, u
〉
L2(R2
+
)
dξ . (4.7)
Let us introduce the unitary operator,
Uh,b = L
2(R2+) ∋ ϕ 7→ Uh,bϕ ∈ L2(R2+),
such that, for all x = (x1, x2) ∈ R2+,
(Uh,bϕ)(x) =
√
b/hϕ(
√
b/h x).
Furthermore, we introduce the family of projectors,
Πj(h, b; γ, ξ) = Uh,bΠj(γh,b, ξ)U
−1
h,b , (4.8)
with
γh,b = h
α−1/2b−1/2γ. (4.9)
It is easy to check that
U−1h,bPα,γh,b,R2
+
Uh,b = hbPα,γh,b1,1,R2
+
. (4.10)
That way, we infer from Lemma 4.1:
Lemma 4.2. Let u, v ∈ L2(R2+). We have
(2π)−1
∫
R
∞∑
j=1
〈
Πj(h, b; γ, ξ)u, v
〉
L2(R2
+
)
dξ = 〈u, v〉
L2(R2
+
)
. (4.11)
If in addition u ∈ D(Pα,γ
h,b,R2
+
), then,
〈
u,Pα,γ
h,b,R2
+
u
〉
= (2π)−1hb
∞∑
j=1
∫
R
µj(h
α−1/2b−1/2γ, ξ)
〈
Πj(h, b; γ, ξ)u, u
〉
L2(R2
+
)
dξ . (4.12)
5. Lower bound
In this section, we determine a lower bound of the trace −E(λ;h, γ, α) consistent with the
asymptotics displayed in Theorem 1.1.
Arguing as in [9, Sec. 5.1], it follows from the Lieb-Thirring inequality that the trace−E(λ;h, γ, α)
is finite.
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5.1. Decomposition of the energy. Consider a partition of unity of R,
χ21 + χ
2
2 = 1, supp χ1 ⊂ (−∞, 1), supp χ2 ⊂
[1
2
,∞
)
. (5.1)
We set for k = 1, 2, x ∈ R2,
ζk(x) = χk(t(x)), t(x) =
{
dist(x, ∂Ω) if x ∈ Ω
−dist(x, ∂Ω) otherwise. (5.2)
Let δ := δ(h) ∈ (0, 1) be a small parameter to be chosen later. For k = 1, 2, we put,
ζk,h(x) = ζk
( t(x)
δ(h)
)
, (x ∈ Ω) , (5.3)
where ζk is introduced in (5.2).
Let {gj}j be any orthonormal system in D(Pα,γh,Ω). We aim to prove a uniform lower bound of
the following quantity,
N∑
j=1
(Qα,γh,Ω(gj)− λh).
Thanks to the variational principle in Lemma 2.1, this will give us a lower bound of the trace
−E(λ;h, λ, α).
The IMS localisation formula yields
N∑
j=1
(Qα,γh,Ω(gj)− λh) =
2∑
k=1
(
Qα,γh,Ω(ζk,hgj)−
∫
Ω
(Vh + λh)|ζk,hgj |2dx
)
, Vh :=
2∑
k=1
|∇ζk,h|2. (5.4)
5.2. The bulk term. We will prove that the bulk term in (5.4) corresponding to k = 2 is an
error term, i.e. of the order o(h1/2). Thanks to the variational principle in Lemma 2.2, we have,
N∑
j=1
(
Qα,γh,Ω(ζ2,hgj)−
∫
Ω
(Vh+λh)|ζ2,hgj |2dx
)
≥ Tr
([P˜h− (Bh+Vh)]1(−∞,0)(P˜α,γh − (Bh+Vh))),
(5.5)
where P˜h − (Bh+ Vh) = (−ih∇+A)2 − (Bh+ Vh) is the operator acting in L2(R2). The trace
on the right side in (5.5) can be controlled using the Lieb-Thirring inequality. The details are
given in [9, Sec. 5.2]. That way, we get,
N∑
j=1
(
Qα,γh,Ω(ζ2,hgj)−
∫
Ω
(Vh + λh)|ζ1,hgj|2dx
)
≥ −Ch2
(∫
R2
( ∥∥h−1B∥∥
L∞
(−h−2Vh)− + (−h−2Vh)2−
)
dx
)
≥ −C
( h
δ(h)
(
1 +
h
δ(h)2
))
.
(5.6)
Therefore, we get,
N∑
j=1
(Qα,γh,Ω(gj)− λh) ≥
N∑
j=1
(
Qα,γh,Ω(ζ1,hgj)−
∫
Ω
(Vh + λh)|ζ1,hgj|2
)
−C
( h
δ(h)
(
1 +
h
δ(h)2
))
. (5.7)
Later on, we shall choose δ(h) in a manner that the first term (boundary term) on the right hand
side above is the dominant term.
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5.3. The boundary term. Here we handle the term corresponding to k = 1 in (5.4). By
assumption, ∂Ω has a finite number of connected components. For simplicity of the presentation,
we will perform the computations in the case where ∂Ω has one connected component. In the
general case, we work on each connected component independently and then sum the resulting
lower bounds.
Let us introduce a positive, smooth function ψ ∈ L2(R), supported in (0, 1) with the property
that ∫
R
ψ2(s)ds = 1.
Recall the boundary coordinates (s, t) introduced in (2.11). We put
ψh(x;σ) =
1
δ(h)
ψ
(
s(x)− σ
δ(h)
)
, (σ ∈ R). (5.8)
Using again the IMS decomposition formula, we write,
N∑
j=1
(
Qα,γh,Ω(ζ1,hgj)−
∫
Ω
(λh+ Vh)|ζ1,hgj |2
)
=
∫
R
(
Qα,γh,Ω(ψh(x;σ)ζ1,hgj)− (λh+Wh)|ψh(x;σ)ζ1,hgj |2
)
dσ, (5.9)
where
Wh = Vh + h2
∫
R
|∇ψh(x, σ)|2dσ. (5.10)
Let us denote by (Φt0 is the coordinate change (2.11) valid near the boundary)
vj,h(x;σ) := ψh(x;σ)ζ1,h(x)gj(x), Bσ = B(Φ(σ, 0)) , Aσ(s, t) = BσA0(s, t) = (−Bσt, 0),
(5.11)
where A0 is the magnetic potential introduced in (4.1). From Lemma 2.6, we infer that for all
ε ∈ (0, 1),∫
Ω
∣∣(−ih∇ +A)vj,h(x;σ)∣∣2dx
≥ (1− ε)
∫
R2
+
∣∣(−ih∇ +Aσ)v˜j,h,σ|2dsdt− Cε−1δ(h)4 ∫
R2
+
|v˜j,h,σ|2dsdt. (5.12)
Here, the function v˜j,h,σ is defined by the coordinate transformation as follows
v˜j,h,σ(s, t) = e
iφσ(s,t)/h v˜j,h(Φ(s, t);σ) ,
where, for a function u, u˜ is associated to u by means of (2.12) and φσ is the phase factor from
Lemma 2.5.
Combining the foregoing estimates yields∫
Ω
|(−ih∇ +A)vj,h(x;σ)|2dx−
∫
Ω
(λh+Wh)|vj,h(x;σ)|2dx
≥ (1− ε)
∫
R2
+
|(−ih∇ +Aσ)v˜j,h,σ|2dsdt−
(
λh(1 + Cδ(h)) + Cε−1δ(h)4)
)
‖v˜j,h,σ‖2L2(R2+)
− (1 + Cδ(h))
∫
W˜h|v˜j,h,σ|2dsdt . (5.13)
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Consequently,
Qα,γh,Ω(vj,h(x;σ)) −
∫
Ω
(λh+Wh)|vj,h(x;σ)|2dx
≥ (1− ε)
∫
R2
+
|(−ih∇ +Aσ)v˜j,h,σ|2dsdt+ h1+α
∫
R
γ(s)|v˜j,h,σ(s, 0)|2ds
−
(
λh(1 + Cδ(h)) + Cε−1δ(h)4)
)
‖v˜j,h,σ‖2L2(R2
+
) − (1 + Cδ(h))
∫
W˜h|v˜j,h,σ|2dsdt. (5.14)
The function γ defined on ∂Ω can be viewed as a function of the boundary variable s ∈ (0, |∂Ω|).
We extend γ by 0 to a function in L3(R).
Hereafter, we distinguish between the easy case when α > 12 and the harder case when α =
1
2 .
The regime α > 12 . Let η > 0. Thanks to (5.14), we have the obvious decomposition,
N∑
j=1
{
Qα,γh,Ω(vj,h(x;σ)) −
∫
Ω
(λh+Wh)|vj,h(x;σ)|2dx
}
≥
N∑
j=1
[
(1− η)(1− ε)
∫
R2+
|(−ih∇ +Aσ)v˜j,h,σ|2dsdt+ h1+α
∫
R
γ˜a,σ|v˜j,h,σ(s, 0)|2ds
−
(
λh(1 + Cδ(h)) + Cε−1δ(h)4)
)
‖v˜j,h,σ‖2L2(R2
+
) − (1 + Cδ(h))
∫
W˜h|v˜j,h,σ|2dsdt
]
+ η(1 − ε)Rh,α,η,σ(v˜j,h,σ) , (5.15)
where
Rh,α,η,σ(v˜j,h,σ) =
N∑
j=1
[ ∫
R2+
|(−ih∇ + Aσ)v˜j,h,σ|2dsdt + η−1h1+α
∫
R
γ(s)
1− ε |v˜j,h,σ(s, 0)|
2ds
]
.
(5.16)
Furthermore, we define the operator Γ˜ on L2([0, δ(h)] × (0, δ(h))),
Γ˜f =
N∑
j=1
〈f, v˜j,h,σ〉L2([0,δ(h)]×(0,δ(h)))v˜j,h,σ,
which satisfies 0 ≤ Γ˜ ≤ Cδ(h)−1 (in the sense of quadratic forms).
Denote by γh,b,η,ε =
hα−1/2B
−1/2
σ γ
η(1−ε) . Thanks to the variational principle in Lemma 2.2, we may
write,
Rh,α,η,σ(v˜j,h,σ) = tr
[
Pα,γ/(η(1−ε))
h,Bσ,R2+
Γ˜
]
≥ −Cδ(h)−1tr
[
Pα,γ/(η(1−ε))
h,Bσ,R2+
]
−
≥ −Cδ(h)−1hBσtr
[
Pα,γh,b,η,ε
1,1,R2
+
]
−
.
(5.17)
Here the operator Pα,γh,b,η,ε
1,1,R2+
has been introduced in (4.2) and identified with the operator
H1(−γh,b,η,ε) defined in Lemma 2.3. Thus, it follows from Theorem 2.3 (with α = 1) that
Rh,α,η,σ(v˜j,h,σ) ≥ −CB−1/2σ hδ−1h3(α−
1
2
)(1− ε)−3η−3
∫
R
|γ(s)|3ds
≥ −CB−1/2σ hδ−1h3(α−
1
2
)(1− ε)−3η−3‖γ‖33 .
(5.18)
TRACE ASYMPTOTICS 19
Integrating (5.18) with respect to σ ∈ (−δ(h), |∂Ω|), we conclude that,
η(1 − ε)
∫
Rh,α,η,σ(v˜j,h,σ)dσ ≥ −CB−1/2σ hδ−1h3(α−
1
2
)(1− ε)−2η−2‖γ‖33
= O(h3(α− 12 )) η−2δ−1h‖γ‖33. (5.19)
Selecting δ = h3/8, ε = h1/4 and η = h1/32, we get that the error terms in (5.6) and (5.19) are of
the order o(h1/2). Also, by [9, Proof of (5.26)], we have,
N∑
j=1
{
Qα,γh,Ω(vj,h(x;σ)) −
∫
Ω
(λh+Wh)|vj,h(x;σ)|2dx
}
≥ −h
1/2
2π
∫
∂Ω
∫
R
B(x)3/2
(
µ1(0, ξ) − λ
B(x)
)
−
dξds(x)− h1/2o(1) .
Thus, we infer from (5.15), (5.6) and (5.4) that
− E(λ;h, γ, α) ≥ −h
1/2
2π
∫
∂Ω
∫
R
B(x)3/2
(
µ1(0, ξ) − λ
B(x)
)
−
dξds(x)− h1/2o(1) . (5.20)
The regime α = 12 . The calculations here are longer compared to the case α >
1
2 . In the rest
of this section, α = 12 . Let a > 0 and consider
γa(s) = ja ∗ γ (5.21)
where
ja(s) = C∗a
−1j
( s
a
)
, j(s) = e−s
2
.
Here C∗ is a normalization constant such that
∫
R
j(s) ds = 1. By [26, Theorem 2.16], we know
that γa ∈ C∞(R) and, as a→ 0,
γa → γ, in L3(R) .
By smoothness of γa, we have,
|γa(s)− γa(σ)| ≤ Ca−2|s− σ| ≤ Ca−2δ(h), (5.22)
valid on the support of the function vj,h,σ.
Also, we have the obvious decomposition,∫
R
γ(s)|v˜j,h,σ(s, 0)|2ds =
∫
R
γa(s)|v˜j,h,σ(s, 0)|2ds+
∫
R
(γ(s)− γa(s))|v˜j,h,σ(s, 0)|2ds . (5.23)
Implementing the aforementioned estimates in (5.14), we obtain,
Qα,γh,Ω(vj,h(x;σ)) −
∫
Ω
(λh+Wh)|vj,h(x;σ)|2dx
≥ (1− ε)
∫
R2
+
|(−ih∇ +Aσ)v˜j,h,σ|2dsdt+ h3/2
∫
R
(γa(σ)− Ca−2δ(h))|v˜j,h,σ(s, 0)|2ds
+ h3/2
∫
R
(γ(s)− γa(s))|v˜j,h,σ(s, 0)|2ds−
(
λh(1 +Cδ(h)) + Cε−1δ(h)4
)
‖v˜j,h,σ‖2L2(R2
+
)
− (1 + Cδ(h))
∫
W˜h|v˜j,h,σ|2dsdt. (5.24)
Let η > 0 and
γa,σ =
γa(σ)− Ca−2δ(h)
(1− ε)(1 − η) . (5.25)
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We can rewrite (5.24) in the alternative form,
N∑
j=1
{
Qα,γh,Ω(vj,h(x;σ)) −
∫
Ω
(λh+Wh)|vj,h(x;σ)|2dx
}
≥ (1− η)(1 − ε)
N∑
j=1
[ ∫
R2
+
|(−ih∇ +Aσ)v˜j,h,σ|2dsdt
+ h3/2
∫
R
γa,σ|v˜j,h,σ(s, 0)|2ds− λh ‖v˜j,σ‖2L2(R2
+
)
]
+ η(1− ε)(1 − η0)R(1)h,η,σ(v˜j,h,σ) + ηη0(1− ε)R(2)h,η,σ,a(v˜j,h,σ) , (5.26)
where η0 ∈ (0, 1/2),
R
(1)
h,η,σ(v˜j,h,σ) =
N∑
j=1
[ ∫
R2
+
|(−ih∇ +Aσ)v˜j,h,σ|2dsdt− λh ‖v˜j,σ‖2L2(R2+)
+
{
λh
(
1− 1
1− η0
)
+
λh
1− η0
(
1− 1
1− ε
)
−2η
−1λhCδ(h) + 2Cη−1ε−1δ(h)4
(1− ε)(1 − η0)
}
‖v˜j,h,σ‖2L2(R2
+
)
− 2η
−1(1 + Cδ(h))
(1− ε)(1− η0)
∫
W˜h|v˜j,h,σ|2dsdt
]
,
and
R
(2)
h,η,σ,a(v˜j,h,σ) =
N∑
j=1
[ ∫
R2
+
|(−ih∇+Aσ)v˜j,h,σ|2dsdt+2η−10 η−1h3/2
∫
R
γ(s)− γa(s)
1− ε |v˜j,h,σ(s, 0)|
2ds
]
.
(5.27)
The parameter η0 will be selected sufficiently small but fixed. Let us define the density matrix
Γ˜f =
N∑
j=1
〈f, v˜j,h,σ〉L2([0,δ(h)]×(0,δ(h)))v˜j,h,σ,
which satisfies 0 ≤ Γ˜ ≤ Cδ(h)−1. Denote by γerror = 2η−10 η−1
γ(s)− γa(s)
1− ε . Thanks to the
variational principle in Lemma 2.2 and the Lieb-Thirring inequality in (2.3), we may write,
R
(2)
h,η,σ,a(v˜j,h,σ) = tr
[
Pα,γerror
h,Bσ,R2+
Γ˜
]
≥ −Cδ(h)−1tr
[
Pα,γerror
h,Bσ,R2+
]
−
≥ −CB−1/2σ hδ−1(1− ε)−3η−30 η−3
∫
R
|γ(s)− γa(s)|3ds
≥ −CB−1/2σ hδ−1(1− ε)−3η−30 η−3‖γ − γa‖33 .
(5.28)
Let us make the following choice of the parameter δ and ε,
δ = η−3/4h1/2, ε = h1/4 . (5.29)
Integrating (5.28) with respect to σ ∈ (−δ(h), |∂Ω|), we conclude that,
η0η(1 − ε)
∫
R
(2)
h,η,σ,a(v˜j,h,σ)dσ ≥ −CB−1/2σ hδ−1(1− ε)−2η−20 η−2‖γ − γa‖33
= O( η−5/40 η−5/4h1/2 )‖γ − γa‖33. (5.30)
TRACE ASYMPTOTICS 21
We estimate R
(1)
h,η,σ(v˜j,h,σ) using the variational principle in Lemma 2.2 and the rough bound
in the cylinder in Lemma 2.4. Indeed, we have∥∥∥∥∥2η−1(1 + Cδ(h))W˜h(1− ε)(1 − η0) − λh
{(
1− 1
1− η0
)
− 1
1− η0
(
1− 1
1− ε
)}
+
2Cη−1λhδ(h) + Cε−1δ(h)4
(1− ε)(1 − η0)
∥∥∥∥∥
L∞
≤ ϑBσh ,
where ϑ = O(η) + O(η0) + o(1). We may select η and η0 sufficiently small such that ϑ < λ0,
where λ0 is the constant in Lemma 2.4. That way, we may apply Lemma 2.4. First, we write by
the variational principle,
R
(1)
h,η,σ(v˜j,h,σ) ≥ Tr
[(
Pα,0
h,Bσ,R2+
−Bσh(1 + ϑ)
)
Γ˜
]
≥ −Cδ(h)−1E(ϑ,Bσ, δ(h), δ(h)) . (5.31)
Applying Lemma 2.4 and integrating with respect to σ ∈ (−δ(h), |∂Ω|), we arrive at
η(1− ε)
∫
R
(1)
h,η,σ(v˜j,h,σ)dσ ≥ −Cηδ(h) = −Cη1/4 h1/2. (5.32)
Collecting the estimates in (5.30), (5.32) and (5.26), we get,
N∑
j=1
{
Qα,γh,Ω(vj,h(x;σ)) −
∫
Ω
(λh+Wh)|vj,h(x;σ)|2dx
}
≥ (1− η)(1 − ε)
N∑
j=1
[ ∫
R2
+
|(−ih∇ +Aσ)v˜j,h,σ|2dsdt
+ h3/2
∫
R
γa,σ|v˜j,h,σ(s, 0)|2ds− λh ‖v˜j,h,σ‖2L2(R2
+
)
]
− C
(
η−5/4‖γ − γa‖33 + η1/4
)
h1/2. (5.33)
The constant C in the remainder term depends on the fixed parameter η0, but independent of
the other parameters. Notice that the choice of δ and ε in (5.29) makes the error in (5.6) of the
order O(√η h1/2). Thus, collecting (5.33), (5.6) and (5.4), we get by the variational principle in
(2.1),
−E(λ;h, γ, α) ≥(1− η)(1 − ε)
N∑
j=1
∫
R
[
Qα,γa,σ
h,Bσ,R2+
(v˜j,h,σ)− λh ‖v˜j,σ‖2L2(R2
+
)
]
dσ
− C
(
η−5/4‖γ − γa‖33 + η1/4
)
h1/2.
(5.34)
Here Qα,γa,σ
h,Bσ,R2+
is the quadratic form associated to the operator in (4.2)
5.4. The leading order term. Here we continue to handle the case α = 12 . We are going to
estimate the leading term in (5.34), i.e.
N∑
j=1
∫
R
[
Qα,γa,σ
h,Bσ,R2+
(v˜j,h,σ)− λh ‖v˜j,h,σ‖2L2(R2
+
)
]
dσ.
Here γa,σ is the constant introduced in (5.25). Let
γ˜h,σ = h
α−1/2B−1/2σ γa,σ = B
−1/2
σ γa,σ .
Recall the definition of the eigenprojector Πp(h,Bσ ; γ˜h,σ; ξ) in (4.8). By Lemma 4.2, we have,
2π
N∑
j=1
Qα,γa,σ
h,Bσ,R2+
(v˜j,h,σ) =
N∑
j=1
∞∑
p=1
∫
R
µp(γ˜h,σ , ξ)
〈
Πp(h,Bσ; γ˜h,σ, ξ)v˜j,h,σ, v˜j,h,σ
〉
dξ . (5.35)
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Thus,
2π
N∑
j=1
{
Qα,γa,σ
h,Bσ ,R2+
(v˜j,h,σ)− λh
∫
R2
+
|v˜j,h,σ|2dsdt
}
≥ −hBσ
∞∑
p=1
∫
R
(
µp(γ˜h,σ , ξ)− λ
Bσ
)
−
N∑
j=1
〈
Πp(h,Bσ ; γ˜h,σ, ξ)v˜j,h,σ, v˜j,h,σ
〉
dξ. (5.36)
From the definition of Πp(h,Bσ ; γ˜h,σ , ξ) and the identity (2.16), it follows that〈
Πp(h,Bσ ; γ˜h,σ, ξ)v˜j,h,σ, v˜j,h,σ
〉
L2(R2
+
)
=
Bσ
h
∣∣∣〈v˜j,h,σ, e−isξ(h−1Bσ)1/2up,γ˜h,σ((h−1Bσ)1/2t; ξ)〉L2(R2
+
)
∣∣∣2
≤ (1 +Cδ(h))Bσ
h
∣∣∣〈gj , ζ1,hψh(x;σ)U−1Φ (e−isξ(h−1Bσ)1/2up,γ˜h,σ((h−1Bσ)1/2t; ξ))〉
L2(Ω)
∣∣∣2 ,
(5.37)
where the transformation U−1Φ : u˜ 7→ u is associated with the coordinate transform Φt0 introduced
in (2.11). Next, since {gj}Nj=1 is an orthonormal system in L2(Ω), we have
N∑
j=1
∣∣∣〈gj , ζ1,hψh(x;σ)U−1Φ (e−isξ(h−1Bσ)1/2up,γ˜h,σ((h−1Bσ)1/2t; ξ))〉
L2(Ω)
∣∣∣2
≤
∥∥∥ζ1,hψh(x;σ)U−1Φ (e−isξ(h−1Bσ)1/2up,γ˜h,σ((h−1Bσ)1/2t; ξ))∥∥∥2
L2(Ω)
. (5.38)
Putting (5.37) and (5.38) together, we get
0 ≤
N∑
j=1
〈
Πp(h,Bσ ; γ˜h,σ, ξ)v˜j,h,σ, v˜j,h,σ
〉
L2(R2
+
)
≤ (1 + Cδ(h))Bσ
h
∥∥∥ζ1,hψh(σ)U−1Φ (e−isξ(h−1Bσ)1/2up,γ˜h,σ((h−1Bσ)1/2t; ξ))∥∥∥2
L2(Ω)
≤ (1 + Cδ(h))Bσ
h
∫
R2
+
(1− tk(s))|ψh(s;σ)|2|ζ1,h(t)|2|up,γ˜h,σ(h−1/2B1/2σ t;h−1/2B1/2σ , ξ)|2dsdt
≤ (1 + Cδ(h))Bσ
h
∫
R
|ψh(s;σ)|2ds
∫
R+
|up,γ˜h,σ(h−1/2B1/2σ t; ξ)|2dt
= (1 + Cδ(h))h−1/2B1/2σ .
(5.39)
Inserting this into (5.36), we find
2π
N∑
j=1
{
Qα,γa,σ
h,Bσ ,R2+
(v˜j,h,σ)− λh
∫
R2
+
|v˜j,h,σ|2dsdt
}
≥ −h1/2B3/2σ
∞∑
p=1
∫
R
(
µp(γ˜h,σ , ξ)− λ
Bσ
)
−
dξ −O(h1/2δ(h)). (5.40)
Fixing a and η, we have, γh,σ → γa(σ)1−η as h→ 0. It results from Lemma 3.9 that, if h→ 0, then,
∞∑
p=1
∫
R
(
µp(γ˜h,σ , ξ)− λ
Bσ
)
−
dξ →
∞∑
p=1
∫
R
(
µp
(
B−1/2σ
γa(σ)
1− η , ξ
)
− λ
Bσ
)
−
dξ. (5.41)
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Since the function γa is smooth and bounded (for every fixed a), then by dominated convergence,∫ |∂Ω|
0
∞∑
p=1
∫
R
(
µp(γ˜h,σ , ξ)− λ
Bσ
)
−
dξ dσ →
∫ |∂Ω|
0
∞∑
p=1
∫
R
(
µp
(
B−1/2σ
γa(σ)
1− η , ξ
)
− λ
Bσ
)
−
dξdσ.
Inserting this and (5.40) into (5.34), we get,
lim inf
h→0
(
− 2πh−1/2E(λ;h, γ, α)
)
≥ (1− η)
∞∑
p=1
∫
∂Ω
∫
R
B(x)3/2
(
µp
(
B(x)−1/2
γa(x)
1− η , ξ
)
− λ
B(x)
)
−
dξds(x)
− C
(
η−5/4‖γ − γa‖23 + η1/4
)
.
(5.42)
Taking successively lim infa→0+ then lim infη→0+ , we arrive at,
lim inf
h→0
(
− 2πh−1/2E(λ;h, γ, α)
)
≥
lim inf
η→0+
lim infa→0+
∞∑
p=1
∫
∂Ω
∫
R
B(x)3/2
(
µp
(
B(x)−1/2
γa(x)
1− η , ξ
)
− λ
B(x)
)
−
dξds(x)
 . (5.43)
If γ ∈ L∞(∂Ω), then ‖γa‖∞ ≤ ‖γ‖∞ and by dominated convergence, the right side in (5.43) is
∞∑
p=1
∫
∂Ω
∫
R
B(x)3/2
(
µp
(
B(x)−1/2γ(x), ξ
)
− λ
B(x)
)
−
dξds(x) .
Therefore, when γ ∈ L∞(∂Ω) and α = 12 , we have the lower bound,
lim inf
h→0
(
−2πh−1/2E(λ;h, γ, α)
)
≥
∞∑
p=1
∫
∂Ω
∫
R
B(x)3/2
(
µp
(
B(x)−1/2γ(x), ξ
)
− λ
B(x)
)
−
dξds(x) .
(5.44)
6. Upper bound
Let σ ∈ [0, |∂Ω|), φ = φσ be the gauge from Proposition 2.5, ζ1,h and ψh the functions from
(5.3) and (5.8) respectively. Let furthermore Φ = Φt0 be the coordinate transformation near the
boundary given in (2.11), Bσ = B(Φ(σ, 0)) and γ˘h,σ the number introduced below in (6.9).
Let ξ ∈ R. If α = 1/2, we define the function
f˜p,1/2((s, t);h, σ, ξ) := B
1/4
σ h
−1/4e−iξs
√
Bσ/hup,γ˘h,σ
(
B1/2σ h
−1/2t; ξ
)
e−iφσ/hψh(s;σ)ζ1,h(t) ,
where up,γ˘h,σ(·; ξ) is the function from (4.3), and if α > 1/2, we define
f˜p,α((s, t);h, σ, ξ) := B
1/4
σ h
−1/4e−iξs
√
Bσ/hup,0
(
B1/2σ h
−1/2t; ξ
)
e−iφσ/hψh(s;σ)ζ1,h(t) .
Recall the coordinate transformation Φ valid near a neighborhood of the point x (see Subsec-
tion 2.5), and let x = Φ−1(y). We define fp(x;h, σ, ξ) := f˜p((s, t);h, σ, ξ) by means of (2.12).
Let K > 0. If α = 1/2, we set,
M1/2(h, σ, ξ, p,K) = 1{(σ,ξ,p)∈[0,|∂Ω|)×R×N : λ
Bσ
−µp(γ˘h,σ ,ξ)≥0, |ξ|≤K}
, (6.1)
and if α > 1/2,
Mα(h, σ, ξ, p,K) = 1{(σ,ξ,p)∈[0,|∂Ω|)×R×N : p=1, λ
Bσ
−µ1(0,ξ)≥0, |ξ|≤K}
. (6.2)
Since the calculations that we perform will be done in the regimes α = 1/2 and α > 1/2
independently, then, for the sake of simplification, we will drop the subscript α in the calculations
below and write M , fp instead of Mα and fp,α.
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Let f ∈ L2(Ω). We introduce
(Γf)(x) = (2π)−1h−1/2
∫∫
B1/2σ
∞∑
p=1
M(h, σ, ξ, p,K)〈fp(·;h, σ, ξ), f〉fp(x;h, σ, ξ)dσdξ . (6.3)
In Lemma 6.1 below, we will prove that Γ satisfies the density matrix condition, namely,
0 ≤ Γ ≤ 1 + o(1). By the variational principle in Lemma 2.2, an upper bound of the sum
of eigenvalues of Pα,γh,Ω below λh follows if we can prove an upper bound on
tr
[
(Pα,γh,Ω − λh)Γ
]
= (2π)−1h−1/2
∫∫ ∞∑
p=1
B1/2σ M(h, σ, ξ, p,K)
(
Qα,γh,Ω(fp(x;h, σ, ξ)) − λh ‖fp(x;h, σ, ξ)‖2
)
dσdξ ,
(6.4)
where Qα,γh,Ω is the quadratic form introduced in (1.4). We will then estimate the quantity in (6.4)
in the cases α = 1/2 and α > 1/2 independently.
The regime α > 1/2. In this subsection, we suppose that α > 1/2. We see in (6.2) that the
definition of M involves the first eigenvalue µ1(·, ·) only. Consequently, the summation in the
definition of Γ is restricted to the first term corresponding to p = 1. We observe that
Qα,γh,Ω(f1(x;h, σ, ξ)) = Qα,0h,Ω(f1(x;h, σ, ξ)) + h1+α
∫
R
γ(s)|f˜1((s, 0);h, σ, ξ)|2ds. (6.5)
Easy computations lead to∫
R
γ(s)|f˜1((s, 0);h, σ, ξ)|2ds ≤ B1/2σ h−1/2|u1,0(0, ξ)|2
∫
R
(γ(s))+|ψh(s;σ)|2ds .
Inserting this into (6.5), we obtain
Qα,γh,Ω(f1(x;h, σ, ξ)) ≤ Qα,0h,Ω(f1(x;h, σ, ξ)) +B1/2σ hα+1/2|u1,0(0, ξ)|2
∫
R
(γ(s))+|ψh(s;σ)|2ds.
(6.6)
Now, we compute,
tr[(Pα,γh,Ω − λh)Γ]
=
∫∫
(2π)−1B1/2σ h
−1/2M(h, σ, ξ, p = 1,K)
{
Qα,γh,Ω(f1(x;h, σ, ξ)) − λh ‖f1(x;h, σ, ξ)‖2
}
dσdξ
≤
∫ K
−K
∫ |∂Ω|
0
(2π)−1B1/2σ h
−1/2
{
Qα,0h,Ω(f1(x;h, σ, ξ)) − λh ‖f1(x;h, σ, ξ)‖2
+ hα+1/2B1/2σ |u1,0
(
0; ξ
)|2 ∫
R
(γ(s))+|ψh(s;σ)|2ds
}
dσdξ
≤
∫ K
−K
∫ |∂Ω|
0
(2π)−1B1/2σ h
−1/2
{
Qα,0h,Ω(f1(x;h, σ, ξ)) − λh ‖f1(x;h, σ, ξ)‖2
}
dσdξ
+ (2π)−1hα ‖B‖L∞(∂Ω)
∫ K
−K
|u1,0
(
0; ξ
)|2 ∫
R
∫ |∂Ω|
0
(γ(s))+|ψh(s;σ)|2dsdσdξ
(6.7)
Using that
∫ |∂Ω|
0 ψ
2
h(s;σ)dσ = 1 and taking into account the regularity of the function ξ 7→
|u1,0(0, ξ)|2, the second term on the right-hand side of (6.7) is estimated from above by
(2π)−1hα2K ‖B‖L∞(∂Ω) sup
ξ∈[−K,K]
|u1,0
(
0; ξ
)|2 ‖γ‖L1(∂Ω) ,
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which is o(h1/2) for fixed K. Also, by [9, Proof of (5.37)], the first term on the right-hand side
of (6.7) is bounded from above by,
−h
1/2
2π
∫
∂Ω
∫ K
−K
B(x)3/2
(
µ1(0, ξ)− λ
B(x)
)
−
dξds(x)− h1/2o(1) .
Thus, taking the successive limits lim suph→0+ and limK→∞, we obtain,
lim sup
h→0
(
− h−1/2E(λ;h, γ, 1/2)
)
≤ − 1
2π
∫
∂Ω
∫
R
B(x)3/2
(
µ1(0, ξ)− λ
B(x)
)
−
dξds(x) , (6.8)
which gives the desired upper bound when α > 1/2.
The regime α = 1/2. In this section, we restrict to the harder case α = 1/2. Here, the
definition of M = M1/2 in (6.1) involves the quantity,
γ˘h,σ =
B
−1/2
σ (γa(σ) +Ca
−2δ(h))
1 + ε
. (6.9)
In the definition of γ˘h,σ, a ∈ (0, 1) and ε ∈ (0, 1) are fixed parameters, and γa is the function
introduced in (5.21). Recall that, as a→ 0+, γa → γ in L3(∂Ω).
We start by computing, for all p ≥ 1,∫
Ω
|fp(x;h, σ, ξ)|2dx =
∫ ∞
0
∫ |∂Ω|
0
|f˜p((s, t);h, σ, ξ)|2(1− tk(s))dsdt
≤ (1 + δ(h) ‖k‖∞)B1/2σ h−1/2
×
∫ δ(h)
0
∫ |∂Ω|
0
|up,γ˘h,σ(B1/2σ h−1/2t; ξ)|2|ζ1,h(t)|2|ψh(s;σ)|2dsdt
≤ (1 + δ(h) ‖k‖∞)B1/2σ h−1/2
∫ δ(h)
0
|up,γ˘h,σ(B1/2σ h−1/2t; ξ)|2dt
= (1 + δ(h) ‖k‖∞),
(6.10)
where we have used that the functions ψh and up,γ˘h,σ are normalized in s and t respectively.
Again the normalization of ψh implies that∫
R
|f˜p((s, 0);h, σ, ξ)|2ds = B1/2σ h−1/2|up,γ˘h,σ(0; ξ)|2|ζ1,h(0)|2
∫ |∂Ω|
0
|ψh(s, σ)|2ds
≤ B1/2σ h−1/2|up,γ˘h,σ(0; ξ)|2
∫ |∂Ω|
0
|ψh(s;σ)|2ds
= B1/2σ h
−1/2|up,γ˘h,σ(0; ξ)|2.
(6.11)
We also compute∫
Ω
|fp(x;h, σ, ξ)|2dx =
∫∫
|f˜p((s, t);h, σ, ξ)|2(1− tk(s))dsdt
≥ (1− δ(h) ‖k‖∞)B1/2σ h−1/2×∫ δ(h)
0
∫ |∂Ω|
0
|up,γ˘h,σ(B1/2σ h−1/2t; ξ)|2|ζ1,h(t)|2 |ψh(s;σ)|2 dsdt.
= (1− δ(h) ‖k‖∞)B1/2σ h−1/2
∫
R+
|up,γ˘h,σ(B1/2σ h−1/2t; ξ)|2|ζ1,h(t)|2dt.
(6.12)
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Let us write the last integral as∫
R+
|up,γ˘h,σ(B1/2σ h−1/2t; ξ)|2|ζ1,h(t)|2dt =
∫
R+
|up,γ˘h,σ(B1/2σ h−1/2t; ξ)|2dt
+
∫
R+
|up,γ˘h,σ(B1/2σ h−1/2t; ξ)|2(|ζ1,h(t)|2 − 1)dt
= B−1/2σ h
1/2 +
∫
t≥δ(h)/2
|up,γ˘h,σ(B1/2σ h−1/2t; ξ)|2(|ζ1,h(t)|2 − 1)dt. (6.13)
Taking into account the support of ζ1,h, we can write,∫
R+
|up,γ˘h,σ(B1/2σ h−1/2t; ξ)|2|ζ1,h(t)|2dt ≥ B1/2σ h−1/2 −
∫
t≥δ(h)/2
|up,γ˘h,σ(B1/2σ h−1/2t; ξ)|2dt
= B−1/2σ h
1/2 −
∫
t≥δ(h)/2
e−ǫ(B
1/2
σ h
−1/2t−ξ)2/2eǫ(B
1/2
σ h
−1/2t−ξ)2/2|up,γ˘h,σ(B1/2σ h−1/2t; ξ)|2dt . (6.14)
In observance of the support of M = M1/2, we see that |ξ| ≤ K and
(B1/2σ h
−1/2t− ξ)2 ≥ (b1/2h−1/2 δ(h)
2
− ξ)2 ≥ 1
8
bh−1δ(h)2 − 2K2.
Implementing this into (6.14) and using the exponential decay given in (3.10), we find that∫
R+
|up,γ˘h,σ(B1/2σ h−1/2t; ξ)|2|ζ1,h(t)|2dt
≥ B1/2σ h−1/2
(
1− Cǫ,Ke−ǫ(
1
8
bh−1δ(h)2−2K2)/2(1 + a−2δ(h) + (a−2δ(h))2)
)
. (6.15)
In the last step we have used that γ ∈ L∞ together with the definition of γ˘h,σ in (6.9).
Inserting this into (6.16), we finally obtain∫
Ω
|fp(x;h, σ, ξ)|2dx ≥ (1− δ(h) ‖k‖∞)(1−Cǫ,Ke−ǫ(
1
8
bh−1δ(h)2−2K2)/2(1+ a−2δ(h)+ (a−2δ(h))2).
(6.16)
Next we estimate the quadratic form. By Lemma 2.6, we have for all ε > 0,
Qα,γh,Ω(fp(x;h, σ, ξ))
=
∫
Ω
|(−ih∇ +A)fp(x;h, σ, ξ)|2dx+ h3/2
∫
∂Ω
γ(x)|fp(x;h, σ, ξ)|2dx
≤ (1 + ε)
∫
R2
+
|(−ih∇ +Aσ)eiφσ/hf˜p((s, t);h, σ, ξ)|2dsdt
+ Cε−1δ(h)4
∫
R2
+
|f˜p((s, t);h, σ, ξ)|2dsdt+ h3/2
∫
R
γ(s)|f˜p((s, 0);h, σ, ξ)|2ds .
(6.17)
Writing γ = γa + (γ − γa), it follows that
Qα,γh,Ω(fp(x;h, σ, ξ))
≤ (1 + ε)B1/2σ h−1/2
∫
ψ2h(s, σ)
∣∣(−ih∇ +Aσ)e−iξs√Bσ/hup,γ˘h,σ(B1/2σ h−1/2t; ξ)∣∣2dsdt
+
(
(1 + ε)Ch2δ(h)−2 + Cε−1δ(h)4
)∫
R2
+
|f˜p((s, t);h, σ, ξ)|2dsdt
+ h3/2
∫
∂Ω
γa(s)|f˜p((s, 0);h, σ, ξ)|2ds
+ hB1/2σ |up,γ˘h,σ
(
0; ξ
)|2|ζ1,h(0)|2 ∫
R
(γ(s)− γa(s))|ψh(s;σ)|2ds,
(6.18)
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where Aσ is defined in (5.11). Plugging (6.10) and (6.11) into (6.18), and using (5.22), we find
Qα,γh,Ω(fp(x;h, σ, ξ))
≤ (1 + ε)
{
B1/2σ h
−1/2
∫
R2+
∣∣∣(−ih∇ +Aσ)e−iξs√Bσ/hup,γ˘h,σ(B1/2σ h−1/2t; ξ)∣∣∣2ψ2h(s, σ)dsdt
+ hBσγ˘h,σ|up,γ˘h,σ
(
0; ξ
)|2}
+ (1 + ‖k‖∞ δ(h))
(
(1 + ε)Ch2δ(h)−2 +Cε−1δ(h)4
)
+ hB1/2σ
∣∣up,γ˘h,σ(0; ξ)∣∣2 ∫
R
(γ(s)− γa(s))+|ψh(s;σ)|2ds
≤ (1 + ε)hBσµp(γ˘h,σ, ξ) + (1 + ‖k‖∞ δ(h))
(
(1 + ε)Ch2δ(h)−2 + Cε−1δ(h)4
)
+ hB1/2σ |up,γ˘h,σ
(
0; ξ
)|2 ∫
R
(γ(s)− γa(s))+|ψh(s;σ)|2ds
}
.
(6.19)
Using Lemma 3.6 and the fact that γ ∈ L∞, we infer that the number of indices p appearing in
the support of M(h, σ, ξ, p,K) is finite. More precisely, there exists a constant p0 ∈ N such that,
for all σ > 0, a ∈ (0, 1) and K > 0, the function M in (6.1) vanishes for all p > p0.
Now, we collect (6.4), (6.11), (6.16) and (6.19) to obtain
tr[(Pα,γh,Ω − λh)] ≤ (2π)−1h−1/2
∫∫
B1/2σ
∞∑
p=1
{
Qα,γh,Ω(fp(x;h, σ, ξ)) − λh ‖fp(x;h, σ, ξ)‖2
}
dξdσ
≤
p0∑
p=1
∫∫
(2π)−1B1/2σ h
−1/2M(h, σ, ξ, p,K)
{
(1 + ε)hBσµp(γ˘h,σ, ξ)hBσ
− λh(1 − ‖k‖∞ δ(h))
(
1− Cǫ,Ke−ǫ(
1
8
bh−1δ(h)2−2K2)/2(1 + a−2δ(h) + (a−2δ(h))2)
)
+ (1 + ‖k‖∞ δ(h))
(
(1 + ε)Ch2δ(h)−2 + Cε−1δ(h)4
)
+ hB1/2σ |up,γ˘h,σ
(
0; ξ
)|2 ∫
R
(γ(s)− γa(s))+|ψh(s;σ)|2ds
}
dσdξ .
(6.20)
We may arrange the terms in (6.20) to obtain,
tr[(Pα,γh,Ω − λh)] ≤ −
p0∑
p=1
∫ K
−K
∫ |∂Ω|
0
(2π)−1B1/2σ h
−1/2
(
µp(γ˘h,σ, ξ)hBσ − λh
)
−
dσdξ
+R1 +R2 +R3 ,
(6.21)
where
R1 = p0 h|∂Ω| 2K‖B‖3/2L∞(∂Ω)(2π)−1h−1/2×(
ε+ ‖k‖∞ δ(h) +Cǫ,Ke−ǫ(
1
8
bh−1δ(h)2−2K2)/2(1 + a−2δ(h) + (a−2δ(h))2)
− ‖k‖∞ δ(h)Cǫ,Ke−ǫ(
1
8
bh−1δ(h)2−2K2)/2(1 + a−2δ(h) + (a−2δ(h))2)
)
, (6.22)
R2 = p0 |∂Ω| 2K‖B‖1/2L∞(∂Ω)(2π)−1h−1/2(1 + ‖k‖∞ δ(h))
(
(1 + ε)h2δ(h)−2 +Cε−1δ(h)4
)
, (6.23)
and
R3 = (2π)
−1h1/2‖B‖L∞(∂Ω)
p0∑
p=1
∫ K
−K
∫ |∂Ω|
0
∫
R
(γ(s)− γa(s))+|ψh(s;σ)|2|up,γ˘h,σ(0; ξ)|2dsdσdξ .
(6.24)
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Choosing δ = h3/8 and ε = h1/4, we see that, for fixed a and K,
R1 +R2 = o(h
1/2) , (6.25)
and
|R3| ≤ (2π)−12Kh1/2‖B‖L∞(∂Ω) ‖γ − γa‖L1(∂Ω)
p0∑
p=1
sup
ξ∈[−K,K]
|up,γ˘h,σ(0; ξ)|2 .
The term |up,γ˘h,σ(0; ξ)|2 is controlled by the estimate in Lemma 3.3. Taking into account the
condition of the support of M = M1/2 in (6.1), we observe that,
|up,γ˘h,σ(0; ξ)|2 ≤ C
(
µp(γ˘h,σ; ξ) + γ˘
2
h,σ + 1
)
≤ C(2 + γ˘2h,σ).
It follows from the definition of γ˘h,σ in (6.9) that, when h and σ vary and K, a and p remain
fixed,
sup
ξ∈[−K,K]
|up,γ˘h,σ(0; ξ)|2 ≤ C
(
1 + (a−2δ(h))2
)
,
thereby giving us that,
|R3| ≤ 2CKh1/2
(
1 + (a−2δ(h))2
) ‖γ − γa‖L1(∂Ω) , (6.26)
as long as a and K remain fixed.
Now, we insert (6.25) and (6.26) into (6.27). Thanks to Lemma 6.1 below, we may apply the
variational principle in Lemma 2.2. That way, we infer from (6.27),
− E(λ;h, γ, 1/2) ≤ (1 + ‖k‖∞ δ(h))−1tr[(Pα,γh,Ω − λh)]
≤ −(1 + ‖k‖∞ δ(h))−1
p0∑
p=1
∫ K
−K
∫ |∂Ω|
0
(2π)−1B3/2σ h
1/2
(
µp(γ˘h,σ, ξ)− λ
Bσ
)
−
dσdξ
+ o(h1/2) + 2CKh1/2
(
1 + (a−2δ(h))2
) ‖γ − γa‖L1(∂Ω) .
(6.27)
Since γ˘h,σ → B−1/2σ γa(σ) as h→ 0, and γ˘h,σ remains bounded for a fixed a, then it results from
Lemma 3.9 and dominated convergence (as h→ 0+),
p0∑
p=1
∫
R
(
µp(γ˘h,σ , ξ)− λ
Bσ
)
−
dξ →
p0∑
p=1
∫
R
(
µp
(
B−1/2σ γa(σ), ξ
)− λ
Bσ
)
−
dξ. (6.28)
Since the function γa is smooth and bounded (for every fixed a), then by dominated convergence,∫ |∂Ω|
0
p0∑
p=1
∫
R
(
µp(γ˘h,σ , ξ)− λ
Bσ
)
−
dξ dσ →
∫ |∂Ω|
0
p0∑
j=1
∫
R
(
µp
(
B−1/2σ γa(σ), ξ
)− λ
Bσ
)
−
dξdσ.
Taking lim suph→0 on both sides in (6.27), it follows that,
lim sup
h→0
(
− h−1/2E(λ;h, γ, 1/2)
)
≤ −
p0∑
p=1
∫ K
−K
∫
∂Ω
(2π)−1B(x)3/2
(
µp(B(x)
−1/2γa(x), ξ)− λ
B(x)
)
−
dξds(x) .
Now, we take the successive limits, lim supa→0+ and limK→∞ to obtain,
lim sup
h→0
(
− h−1/2E(λ;h, γ, 1/2)
)
≤ − lim
K→∞
{
lim inf
a→0+
1
2π
p0∑
p=1
∫ K
−K
∫
∂Ω
B(x)3/2
(
µp(B(x)
−1/2γa(x), ξ)− λ
B(x)
)
−
dξds(x)
}
. (6.29)
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Since γ ∈ L∞(Ω), then ‖γa‖∞ ≤ ‖γ‖∞ and by dominated convergence, the right-hand side in
(6.29) is
− 1
2π
p0∑
p=1
∫ ∞
−∞
∫
∂Ω
B(x)3/2
(
µp(B(x)
−1/2γ(x), ξ)− λ
B(x)
)
−
dξds(x) .
This finishes the proof of the upper bound in Theorem 1.1.
It remains to verify that the density matrix Γ satisfies the necessary properties to apply the
variational principle in Lemma 2.2. That is contained in
Lemma 6.1. There exists a constant C > 0 such that,
∀ f ∈ L2(Ω) , 0 ≤ 〈Γf, f〉L2(Ω) ≤ (1 + ‖k‖∞ δ(h)) ‖f‖2L2(Ω) , (6.30)
where Γ is as in (6.3).
Proof. Let f ∈ L2(Ω). Due to the support of Γ (in particular ζ1,h), we may suppose that
supp f ⊂ {x ∈ Ω : dist(x, ∂Ω) ≤ δ(h)}. We compute,
〈f,Γf〉L2(Ω)
= (2π)−1h−1/2
∞∑
p=1
∫∫
M(h, σ, ξ, p,K)B1/2σ
∣∣∣∣∫∫ f˜(s, t)f˜p((s, t);h, σ, ξ)(1 − tk(s))dsdt∣∣∣∣2 dσdξ .
(6.31)
We estimate from above by replacing
∫∫
M×|· |2 by ∫∫ 1×|· |2 in the above expression. Defining
G(s, t) = f˜(s, t)ψh(s;σ)ζ1,h(t)e
−iφσ/h(1− tk(s)).
Using Cauchy-Schwarz inequality and the fact that up,γ˘h,σ(·, ξ) in the case α = 1/2 (or up,0(·, ξ)
in the case α > 1/2) is an orthonormal basis of L2(R+) for all ξ, we get,
∞∑
p=1
∣∣∣∣∫∫ f˜(s, t)f˜p(s, t;h, σ, ξ)(1 − tk(s))dsdt ∣∣∣∣2 ≤ 2π∫
t>0
∣∣∣(Fs→ξG)(B1/2σ h−1/2ξ)∣∣∣2 dt .
Here, Fs→ξ denotes the Fourier transform with respect to the variable s.
Integrating with respect to ξ and using Plancherel identity, we find that,
2π
∫
R
∫
t∈R+
∣∣∣(Fs→ξG)(B1/2σ h−1/2ξ)∣∣∣2 dtdξ = 2πh1/2B−1/2σ ∫
R2
+
|G(s, t)|2dsdt.
Consequently,
〈f,Γf〉L2(Ω) ≤
∫ |∂Ω|
0
∫
R2
+
|f˜(s, t)|2(1− tk(s))2ψ2h(s;σ)ζ21,h(t)dsdtdσ. (6.32)
We do the σ-integration first. The normalization of ψh implies that the result is
〈f,Γf〉L2(Ω) ≤
∫
R2
+
|f˜(s, t)|2(1− tk(s))2ζ21,h(t)dsdt
≤ (1 + δ(h) ‖k‖∞)
∫
Ω
|f(x)|2dx.
This finishes the proof of (6.30). 
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7. Proof of Corollary 1.2
We will prove the second assertion in (1.13). The first assertion in (1.12) can be proven
similarly. Define
fp(x, λ) :=
∫
R
B(x)3/2
(
µp
(
B(x)−1/2γ(x), ξ
)
− λ
B(x)
)
−
dξ . (7.1)
We start by computing the left- and right- derivatives of the function λ→ fp(x, λ). We thus find
∂fp
∂λ+
(x, λ) =
∫
{ξ∈R : B(x)µp(B(x)−1/2γ(x),ξ)≤λ}
B(x)1/2dξ , (7.2)
and
∂fp
∂λ−
(x, λ) =
∫
{ξ∈R : B(x)µp(B(x)−1/2γ(x),ξ)<λ}
B(x)1/2dξ. (7.3)
In view of Lemma 3.2, the equation
µp
(
B(x)−1/2γ(x), ξ
)
= λB(x)−1,
has exactly two solutions
ξp,± := ξp,±(γ
′
x, λ
′
x); γ
′
x := B(x)
−1/2γ(x) and λ′x := λB(x)
−1.
Since the set {ξ : ξ = ξp,±} has measure zero with respect to the ξ integration, it follows that
the left- and right- derivatives coincide and we can write
∂fp
∂λ±
(x, λ) =
∫
{ξ∈R : B(x)µp(B(x)−1/2γ(x),ξ)≤λ}
B(x)1/2dξ. (7.4)
Let ε > 0. By the variational principle in Lemma 2.2, we have
E(λ+ ε;h, γ, α) − E(λ;h, γ, α) ≥ εhN(λ;h, γ, α). (7.5)
On the other hand, it follows from Theorem 1.1 that
E(λ;h, γ, α) =
h1/2
2π
∞∑
p=1
∫
∂Ω
fp(x, λ)ds(x) + h
1/2o(1). (7.6)
In light of Lemma 3.6, the sum on the right hand side of (7.6) is actually a sum of a finite
number of terms. Thus
∑∞
p=1 can be replaced by
∑p0
p=1. Implementing (7.6) into (7.5), then
taking lim suph→0+, we get
lim sup
h→0+
h1/2N(λ;h, γ, α) ≤ 1
2π
p0∑
p=1
∫
∂Ω
fp(x, λ+ ε)− fp(x, λ)
ε
dσ(x). (7.7)
Taking the limit ε→ 0+ and using dominated convergence, we deduce that
lim sup
h→0+
h1/2N(λ;h, γ, α) ≤ 1
2π
p0∑
p=1
∫
∂Ω
∂fp
∂λ+
(x, λ)dσ(x). (7.8)
Replacing ε by −ε in (7.5) and following the same arguments that led to (7.8), we find
lim inf
h→0+
h1/2N(λ;h, γ, α) ≥ 1
2π
p0∑
p=1
∫
∂Ω
∂fp
∂λ−
(x, λ)dσ(x). (7.9)
By combining (7.8) and (7.9), we obtain
lim
h→0+
h1/2N(λ;h, γ, α) =
1
2π
p0∑
p=1
∫
∂Ω
∂fp
∂λ±
(x, λ)dσ(x) . (7.10)
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Now, in light of (7.4), we finally get that
lim
h→0+
h1/2N(λ;h, γ, α) =
1
2π
∞∑
p=1
∫∫
{(x,ξ)∈∂Ω×R : B(x)µp(B(x)−1/2γ(x),ξ)<λ}
B(x)1/2dξds(x) .
(7.11)
This finishes the proof of (1.13).
8. Proof of Theorem 1.3
We will apply a simple scaling argument to pass from the semi-classical to the large area limit.
Let T be a positive number and ΩT = (0, T ) × (0, T ). Define the operator,
PΩT = −(∇− iA0)2 in L2(ΩT ) .
Functions in the domain of PΩT satisfy Neumann condition ν · (∇ − iA0)u = 0 on the smooth
parts of the boundary of ΩT . We assume that the vector field A0 is given by
A0(x1, x2) = (−x2, 0) ,
(
(x1, x2) ∈ R2
)
. (8.1)
The operator PΩT has compact resolvent and its spectrum consists of an increasing sequence of
eigenvalues (ej)j≥1 converging to∞. Note that the terms of the sequence (ej) are listed counting
multiplicities. Given λ ≥ 0, the number of eigenvalues below 1 + λ is finite. Denote by
N (λ, T ) = Card {j : ej ≤ 1 + λ} . (8.2)
By a scaling argument, Theorem 1.3 follows from:
Theorem 8.1. There exists a positive number δ such that,
lim sup
T→∞
N (λ, T )
T 2
=
1
2π
, (λ ∈ [0, δ]) .
8.1. Preliminaries.
8.1.1. Variational min-max principle. We shall need the following version of the variational min-
max principle.
Theorem 8.2. Let A be a self-adjoint operator in a Hilbert space H. Suppose that A is semi-
bounded (i.e. bounded from below) and has compact resolvent. The terms of the sequence of
eigenvalues of A counting multiplicities are given by,
µn = inf
{
max
φ∈M
‖φ‖H=1
〈Aφ, φ〉H : M ⊂ D(A) , dimM = n
}
.
8.1.2. Rough bound for the operator PΩT . Let S and T be positive numbers, and ΩS,T = (0, S)×
(0, T ). Consider the operator,
PΩS,T = −(∇− iA0)2 in L2(ΩS,T ) .
A function u(x1, x2) in the domain of PΩS,T satisfies Neumann condition at x2 = 0, Dirichlet
condition at x2 = T , and periodic conditions at x1 ∈ {0, S}. Define,
N (λ;S, T ) = tr
(
1(−∞,(1+λ)bh](Ph,b,ΩS,T )
)
.
Along the proof of Lemma 3.1 in [9], a useful rough bound on N (λ;S, T ) is given. We recall
this bound below.
Lemma 8.3. There exist positive constants C, T0 and λ0 such that, for all T ≥ T0, λ ∈ [0, λ0]
and S > 0, we have,
N (λ;S, T ) ≤ CST . (8.3)
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8.1.3. The Dirichlet operator in a square. Recall the magnetic potential A0 in (8.1). Consider a
positive real number R and the operator PDΩR = −(∇− iA0)2 in the square ΩR = (0, R)× (0, R)
and with Dirichlet boundary conditions. If Λ ∈ R, we define the functions,
νb(Λ) =
1
2π
Card {n ∈ N : 2n− 1 ≤ Λ} . (8.4)
and
N
(
Λ, PDΩR
)
= tr
(
1(−∞,Λ](P
D
ΩR
)
)
. (8.5)
The next two-sided estimate on the eigenvalue counting function of the operator PDΩR is proved
in [2, Thm. 3.1].
Lemma 8.4. There exists a constant C > 0 such that, for all Λ ∈ R, R > 0 and A ∈ (0, R/2),
the following two-sided estimate holds true,
(R−A)2νb
(
Λ− C
A2
)
≤ N (Λ, PDΩR) ≤ R2νb(Λ) .
In particular, if Λ < 3, then
N
(
Λ, PDΩR
) ≤ R2
2π
.
8.1.4. The periodic operator. Consider a positive number R, the square ΩR = (0, R)× (0, R) and
the function space,
ER = {u ∈ H1loc(R2) : u(x1 +R,x2) = u(x1, x2) & u(x1, x2 +R) = e−iRx1u(x1, x2) } . (8.6)
Recall the magnetic potential A0 in (8.1). If u ∈ ER, then |u| and |(∇ − iA0)u| are periodic
with respect to the lattice generated by ΩR. Consider the self-adjoint operator
P perΩR = −(∇− iA0)2 in L2(ΩR) ,
whose domain is that defined by the Friedrichs’ extension associated with the quadratic form,
ER ∋ f 7→
∫
ΩR
|(∇− iA0)u|2 dx .
Denote by (µj) the sequence of distinct eigenvalues of the operator P
per
ΩR
. Let us recall the
following classical results (see [?, Proposition 2.9]). These results are valid under the assumption
that R2/(2π) is a positive integer.
• The first eigenvalue of P perΩR is µ1(P
per
ΩR
) = 1 and the second eigenvalue µ2(P
per
ΩR
) ≥ 3.
• The dimension of the eigenspace Ker(P perΩR − Id) is R2/(2π) .
As a consequence, we may state the following lemma.
Lemma 8.5. Suppose that R2 ∈ 2πN. If 0 ≤ λ < 2 and Nper(λ,R) = tr
(
1(−∞,1+λ](PΩR)
)
, then,
Nper(λ,R) =
R2
2π
.
8.1.5. The operator in a sector. Recall the magnetic potentialA0 in (8.1). Consider the operator,
PΩR,π/2 = −(∇− iA0)2 in L2(ΩR,π/2) , (8.7)
where ΩR,π/2 = {(r cos θ, r sin θ) : 0 ≤ r < R , 0 < θ < π/2 }. Functions in the domain of
PΩR,π/2 satisfy Neumann condition on θ = 0 and θ = π/2, and Dirichlet condition on r = R.
The operator PΩR,π/2 has compact resolvent and its spectrum consists of an increasing sequence
of eigenvalues (ζj) counting multiplicities. We introduce,
Nsec(λ,R) = Card{j : ζj ≤ 1 + λ} . (8.8)
A useful rough bound on Nsec(λ,R) is proved in [24]. We recall this bound in the next lemma.
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Lemma 8.6. There exist positive constants C, R0 and λ1 such that, for all R ≥ R0 and λ ∈
[0, λ1], we have,
Nsec(λ,R) ≤ C(R2 + 1) .
8.2. Proof of Theorem 8.1. Through this section, the following convention will be used. If P
is a self-adjoint operator and Λ < inf σess(P ), denote by
N(Λ, P ) = tr
(
1(−∞,Λ](P )
)
.
Recall the operator PΩT and the number N (λ, T ) = N
(
1 + λ, PΩT
)
introduced in (8.2).
We start by the observation:
Lemma 8.7. Let Tn =
√
2π n, n ∈ N. For all λ ∈ [0, 2), there holds,
N (1 + λ, Tn)
T 2n
≥ 1
2π
.
Proof. Recall the operator P perΩR introduced in Sec. 8.1.4 together with the number Nper(λ,R) in
Lemma 8.5. Notice that functions in the form domain of P perΩR are in H
1(ΩR) and consequently
in the form domain of PΩR . The variational min-max principle (Theorem 8.2) then tells us that
the eigenvalues of P perΩR are larger than the corresponding ones of PΩR . Consequently (we use
R = Tn),
N (λ, Tn) ≥ Nper(λ, Tn) .
Notice that T 2n ∈ 2πN. Consequently, when λ ∈ [0, 2), it results from Lemma 8.5 that
Nper(λ, Tn) =
T 2n
2π
.
This proves Lemma 8.7. 
Lemma 8.8. There exist positive constants δ ∈ (0, 1), T1 and C such that, for all λ ∈ [0, δ] and
T ≥ T1, there holds,
N (λ, T ) ≤ T
2
2π
+ CT .
Proof. Consider a number L ∈ (0, T ). We cover the square ΩT = (0, T ) × (0, T ) by sets U , Vj
and Uj , j ∈ {1, 2, 3, 4} defined as follows:
U =
(
L
2
, T − L
2
)
×
(
L
2
, T − L
2
)
,
U1 =
(
L
2
, T − L
2
)
× [0, L) , U2 = [0, L) ×
(
L
2
, T − L
2
)
,
U3 =
(
L
2
, T − L
2
)
× (T − L, T ] , U4 = (T − L, T ]×
(
L
2
, T − L
2
)
,
V1 = [0, L) × [0, L) , V2 = (T − L, T ]× [0, L) ,
V3 = [0, L) × (T − L, T ] , V4 = (T − L, T ]× (T − L, T ] .
Let PVj and PUj be self-adjoint realizations of the operator −(∇− iA0)2 in L2(Vj) and L2(Uj)
respectively and defined as follows. For every j and Ω ∈ {Vj , Uj}, functions in the domain of
PΩ satisfy Neumann condition on the common smooth boundary of Ω and ΩT and Dircihlet
condition elsewhere.
Notice that the operators PVj , j ∈ {1, 2, 3, 4}, are unitary equivalent and have the same
spectra. Also, it results from the variational min-max principle that the spectrum of PVj is
below that of the operator PΩ2L,π/2 introduced in Sec. 8.1.5 thereby obtaining,
N (λ, PVj ) ≤ Nsec(λ, 2R) .
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The operators PUj , j ∈ {1, 2, 3, 4}, are unitary equivalent also and (recall the operator PΩS,T
introduced in Sec. 8.1.2),
σ(PUj ) = σ(PΩT−L,L) , (j ∈ {1, 2, 3, 4}) .
Consider a partition of unity
4∑
j=1
χ2j +
4∑
j=1
ϕ2j + f
2 = 1 in ΩT ,
such that
4∑
j=1
(|∇χ|2 + |∇ϕj |2)+ |∇f |2 ≤ C
L2
,
suppχj ⊂ Vj , suppfj ⊂ Uj , supp f ⊂ U ,
and C is a universal constant.
Using the IMS decomposition formula, we may write for any function u in the form domain
of PΩT ,
q(u) = q(fu) +
4∑
j=1
q(χju) +
4∑
j=1
q(ϕju)−
∫
Ω
|∇f |2 + 4∑
j=1
(|∇χj|2 + |∇ϕj |2)
 |u|2 dx
≥ q(fu) +
4∑
j=1
q(χju) +
4∑
j=1
q(ϕju)− C
L2
∫
Ω
|u|2 dx ,
where the quadratic form q is defined by,
q(v) =
∫
Ω
|(∇− iA0)v|2 dx .
As has been proven in [2], it results from the variational min-max principle (Theorem 8.2):
N (λ, PΩT ) ≤ N(1 + λ+
C
L2
, PDΩT−L) +
4∑
j=1
N(1 + λ+
C
L2
, PVj ) +
∑
j=1
N(1 + λ+
C
L2
, PUj ) . (8.9)
Recall that the operator PDΩR (with R = T − L) has been introduced in Sec. 8.1.3. Let λ2 =
1
2 min(λ0, λ1, 1) where λ0 and λ1 are as introduced in Lemmas 8.3 and 8.6. Select L such that,
L ≥ T0 and λ+ C
L2
< min(λ0, λ1, 1) , (λ ∈ [0, λ2]) ,
where T0 is as in Lemma 8.3.
Consequently, it follows from Lemma 8.4 that,
N(1 + λ+
C
L2
, PDΩT−L) ≤
(T − L)2
2π
.
Also, as pointed earlier and using Lemmas 8.3 and 8.6, we get for λ ∈ [0, λ2] and sufficiently
large T ,
N(1 + λ+
C
L2
, PVj ) ≤ Nsec(λ+
C
L2
, 2L) ≤ C(4L2 + 1) ,
N(1 + λ+
C
L2
, PUj ) ≤ N (λ;T − L,L) ≤ C(T − L)L .
By substituting the above upper bounds into (8.9), we get the upper bound in Lemma 8.8. 
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Proof of Theorem 8.1. Let λ ∈ [0, δ] with δ as in Lemma 8.8. In light of Lemma 8.7, we get
lim sup
T→∞
N (λ, T )
T 2
≥ 1
2π
.
On the other hand, Lemma 8.8 tells us that,
lim sup
T→∞
N (λ, T )
T 2
≤ 1
2π
.

Appendix A. The quadratic form in (1.4) is semi-bounded
By density of smooth functions in H1 and compactness of the boundary ∂Ω, the semi-
boundedness of (1.4) follows from:
Lemma A.1. Let γ ∈ L3(∂Ω) and x0 ∈ ∂Ω. There exist constants C0 > 0 and r0 > 0 such that,
for all u ∈ C∞0 (B(x0, r0) ∩ Ω),
‖∇u‖2L2(B(x0,r0)) +
∫
B(x0,r0)∩∂Ω
γ(x)|u(x)|2 ds(x) ≥ −C0‖u‖2L2(B(x0,r0)) .
Proof. Select r0 sufficiently small such that the coordinate transformation in (2.11) is defined.
Using these coordinates, we may view the function u as a function in C∞0 (R
2
+). In the same way,
we may view the function γ in L3(R). We have,
‖∇u‖2L2(B(x0,r0)) +
∫
B(x0,r0)∩∂Ω
γ(x)|u(x)|2 ds(x)
≥ C
∫
R+
∫
R
(|∂tu|2 + |∂su|2) ds dt+ ∫
R
γ(s)|u(s, 0)|2 ds , (A.1)
where C > 0 is a constant.
We have the simple identity,
γ(s)|u(s, 0)|2 = −2
∫ ∞
0
γ(s)u(s, t) ∂tu(s, t) dt .
By the Cauchy-Schwarz inequality, we get for all ǫ > 0,
γ(s)|u(s, 0)|2 ≥ −ǫ
∫ ∞
0
|∂tu(s, t)|2 dt− 4ǫ−1
∫ ∞
0
|γ(s)u(s, t)|2 dt .
We integrate both sides with respect to s to obtain,∫
R
γ(s)|u(s, 0)|2ds ≥ −ǫ
∫
R+
∫
R
|∂tu(s, t)|2 ds dt− 4ǫ−1
∫
R+
∫
R
|γ(s)u(s, t)|2 ds dt . (A.2)
Since γ ∈ L3(R), then the operator
v 7→ γv
is i dds -compact. Thus, for all a ∈ (0, 1), there exists a constant b > 0 such that,∫
R
|γ(s)u(s, t)|2 ds ≤ a
∫
R
|∂su(s, t)|2 ds+ b
∫
R
|u(s, t)|2 ds .
Inserting this into (A.2) and then inserting the resulting inequality into (A.1), we get,
‖∇u‖2L2(B(x0,r0) +
∫
B(x0,r0)∩∂Ω
γ(x)|u(x)|2 ds(x)
≥
∫
R+
∫
R
(
(C − ǫ)|∂tu|2 + (C − 4ǫ−1a)|∂su|2 − 4ǫ−1b|u|2
)
ds dt .
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We select ǫ = C and a sufficiently small such that C − 4ǫ−1a > 0. Returning to cartesian
coordinates, we get the estimate in Lemma A.1. 
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