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Multivariate Nonparametric Tests for Independence 
BIXIAL KUMAR SINHA* AND H. S. WEAND+ 
University of Pittsbwgb 
C’otnmunicated by P. h’. Sm 
Multivariate generalizations of Bhuchongkul’s bivariate rank statistics 
[Ann. Math. Statist. 35 (196411 have been introduced and studied in this paper 
for the purpose of testing multivariate independence. It is shown that the test 
statistics can be expressed as rank statistics which are easy to compute, have 
asymptotic normal distributions, and can detect mutual dependence in alter- 
natives which are pairwise independent. The tests are compared to the Puri- 
Sen-Gokhale [Sankyhti Ser. A 32 (1970)] tests and a normal theory test 
[Anderson, “An Introduction to Statistical Analysis,” Wiley, 19581 using Pitman 
efficiency. 
1, INTRODUCTION 
Nonparametric tests of bivariate independence have been discussed by 
statisticians for more than 50 years and numerous nonparametric statistics for 
testing bivariate independence are available. However, very little has been 
written regarding nonparametric tests of independence involving three or more 
variates. Two notable exceptions are papers by Blum et al. [4] and Puri et al. [8]. 
The former paper introduced the idea of using functionals of the empirical 
distribution function to detect dependence. In particular, two statistics-one a 
generalization of a Kolmogorov-Smirnov statistic and the other a generalization 
of a Cramer-von Mises statistic- were introduced. The statistics appear to 
have excellent power properties, but are not easily computed, and do not have 
known asymptotic distributions under the hypothesis, hence at the present 
time are not very practical. The statistics proposed by Puri et al. are generaliza- 
tions of linear rank statistics. These statistics have known asymptotic distribu- 
tions, are fairly easy to compute, and in fact are useful for many problems. 
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However, the statistics are essentially designed to test pairwise independence 
and will not detect mutual dependence if the variates are pairwise independent. 
Our object in this paper is to introduce multivariate tests, using generalizations 
of Bhuchongkul’s rank statistics, which are easy to compute, are designed to 
detect mutual dependence, and are asymptotically normal under both the 
hypothesis and alternative. In Section 2 the test statistics are defined and their 
asymptotic normality is proved. In Section 3 we compare our test statistics to 
other known test statistics using Pitman efficiency and discuss some advantages 
and disadvantages of our tests. This section also includes examples of alternatives 
which have mutual dependence but pairwise independence for which our tests 
are consistent but the Puri-Sen-Gokhale tests and the standard normal theory 
test are not. 
Remark. In a paper which appeared while this paper was being revised, 
Simon [I l] considered a multivariate generalization of Kendall’s tau statistic 
which is also nonparametric. He showed how the statistic could be used for data 
reduction. It does not appear that this statistic is applicable for the problem we 
are considering, but a careful reading of his paper may show otherwise. 
2. THE TEST STATISTICS AND THEIR ASYMPTOTIC NORMALITY 
Let Xj’ = (X1$ ,..., X3’j), j = I,..., rz be 7~ i.i.d. r.v.‘s having a p-variate 
continuous c.d.f. F(x), x E Ep, the Euclidean p-space. Let the marginal c.d.f.‘s 
of x, ,..., X, be denoted by Fi(xJ,..., F,(x,), xi E E, i = I,..., p. We consider 
the problem of testing the null hypothesis that the variables X1 ,... , X, are 
mutually independent, i.e., 
Ho: F(x) = fi FE(Xi), 
i=l 
for all x E El’. (2.1) 
Define the empirical marginal c.d.f.‘s based on the xi’s 
xi c E, i = l,..., p (2.2) 
and also the empirical joint c.d.f. 
Note that for p = 2 Bhuchongkul’s statistic TN is given by (Bhuchongkul [3]) 
where the Jin’S are suitably defined score functions. 
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As a generalization of this, we propose the following statistics to test the null 
hypothesis H,: 
large absolute values of Sf)(J,) being significant, where Rij is the rank of the jth 
observation among the n values of the ith variate, j = I,..., 71, i = I,..., p, and 
the Jin’s are score functions satisfying some conditions stated below. 
Asymptotic normality of Sr)(J,?). Define Ii,l = (x: 0 < F&x) < I>, i = 
1 P* ,*.., 
THEOREM 1. If 
(1) Ii(u) = lim,,, Jill(i), i = l,...,p exist for 0 < 24 < 1 and are not 
constants, 
(2) JI1,"...Ip, (rIL Jin(Fin(Xi)) - rIL Ji(F&i>) dF,,(4 = %(n-'~2)T 
(3) Jin(l) = o(&~~)), i = I ,..., p, 
(4) i Ji(U)j < K[U(l - U)]-*fOY SO?fU?O < a: < 1/2p, i = l,...,p, 
, Ji’(u)I < K[u(l - 21)1-l, 1 J:(U); < K[z4(1 - u)]-~, i = l,..., p, 
then 
uniformly with respect o Fi’s and F, provided up # 0; where 
p = j” -jm fj Jj(Fi(xj)) dF(x) 
-% --p j-1 
(*I 
and 
UP 2 = Var Q Ji(Fi(xi)) 
where #=,(u) = 1 if xi < u and is zero otherwise. 
Proof. The proof is along the same lines as in Bhuchongkul [3]. Sp)(J,) 
can be written as 
S$)(Jn) = 0 j-j fj JGin@iN dF,W. 
i=l 
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Now 
and using Taylor’s expansion, we can express nIS, Ji(Fi,(xi)) as 
x Jj’(eFjn + (1 - em n JKvKn + (1 - wK). 
K#i.j 
Define 
A, == Jm -.- Jm pin(xi) - ~i+i)) ~iviw) n JP~W) wx), i = l,...,p, 
--m -m izi 
J J 
m . . . m Bin == 
(Fin(xi) - Fi(xi)) Ji’CFi(%)) Jj JdFXxj)) d(Fn(x) - F(x))y 
-m --m jzi 
i = I,..., p, 
ci, q = J-;... Jm pin(xi) - ~,(x~)y --m 
X .fj’(e& + (1 - em n jKtepKn + (1 - e)FK)dFn(x)% 
Kfi.3 
i<j, i,j= 1 ,*.., P, 
B*= 
n 
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and 
D,* == +J’ 
RD-ll,~x~~~xI,,,, 
[fi JL(Fi(xi)) + c (Fin(xi) - F&Q)) 
i=l L 
x Ji’(8F+n + (1 - 0)Fi) n Jj(oFj, -C (1 - e)Fi) ‘F,(X). 
j#i 1 
We will show that zF=, Ai, with a suitable normalization has a limiting normal 
distribution and that the rest of the terms are all oP(n-liz). The arguments are 
exactly similar to those of Bhuchongkul [3] an we therefore omit the details. d 
The asymptotic negligibility 
(i) of C,* and B,* follows immediately from assumptions (I), (2), and (3) 
of Theorem 1; 
(ii) of D,* follows from that of B,, in Bhuchongkul [3]; 
(iii) of Gin’s and Dijn’s follows from those of B3n , B,, , and B,, in 
Bhuchongkul [3]; 
(iv) of Bin’s follows from those of B1,, and B,, of Bhuchongkul [3]. 
Finally, it can be shown easily as in Bhuchongkul [3] that xF=, Ai,n is the 
average of n i.i.d. variables with mean p given in (*), variance uD2 given in (**), 
and finite third moment. Hence the theorem. Q.E.D. 
Remarks. (a) The first inequality of assumption (4) is more restrictive than 
the corresponding one imposed by Bhuchongkul [3] or Chernoff and Savage [5]. 
However, considering J = F-l, (4) is satisfied by several distribution functions F 
such as normal, exponential, logistic, and uniform. In all these cases, if Jiin(Z/n) 
is the expectation of the Zth-order statistic of samples of size n from a population 
with c.d.f. J;’ = Fi , assumptions (I), (2), and (3) are also satisfied. This can be 
easily checked using the results of Theorem 2 of Chernoff and Savage [5] as in 
Theorem 2 of Bhuchongkul [3]. 
(b) A referee noted that Ruymgaart et al. [lo] were able to eliminate the 
condition involving the second derivative in assumption (4) in the two- 
dimensional case. It seems likely that their techniques would permit us to 
eliminate this condition also, but we have not verified this. 
(c) Under the hypothesis H,, of independence, 
and 
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In particular, taking the Jis as identity, Spearman’s version of Si?(J,) has 
under H,, mean 2-P and variance (TV 2 = [3-p - 4-P( p + 3)/3] while taking 
J = B-r, the normal scores version of the statistic Sk*)(J,) has under H,, mean 0 
and variance uD2 = 1. 
3. EFFICIENCY 
In this section we will consider several types of dependence and compare the 
ability of SyP, to detect the dependence with appropriate competitors. Most of 
our computations will be done using Spearman’s version of SiP)(J,), in which 
case we will denote the statistic by Sip), i.e., 
SF’ = nl’2 J-J fi F,,(xJ dF,(x) 
i=l 
= n-(p+1”2 2 fj Rij . 
For nonparametric competitors we will consider the Puri-Sen-Gokhale [8] 
statistics which have the form 
VnJ(p) = (n - 1) i T~,ij/~,Jz,,, (3.1) 
i<i=l 
where 
Fijn denotes the two-dimensional empirical distribution function over the ith 
and jth variates and Jn’s are score functions. For the score functions considered 
by Puri et al. [8], V&,,/nr~s converges in probability to CyCj syW s-“m Ji(Fi(x,) 
J~(FAxj>> dFdXi 3 xi> w ere Fij denotes the two-dimensional distribution h 
function of (Xi , Xj) and the J’s satisfy Ji = lim, 1:). If the Xi’s are pairwise 
independent V&,, is asymptotically x2( p( p - 1)/2). A parametric competitor 
will be a statistic defined in Anderson [l] 
where A = ((aJ) = Cy=, (Xi - X)(Xi - X)‘, X = xy=, X&z. Under assump- 
tions which are satisfied in the examples discussed below, pairwise independence 
of the Xi’s implies --n log Ur) is asymptotically x2( p( p - 1)/2). 
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For our first example, we will let X have the density 
f(x) = (2,rr)-p12 exp i-g1 .,‘4(l + (fi xi expi-CC - 1K9)) 
for -Cc, < x1 )..., s, < K. (3.3) 
With this density, we have exchangeable random variables which have N(0, 1) 
marginals, Z-variate N(O,1& distributions for I < p, and yet the variates are 
mutually dependent. Due to the pairwise independence of the variates, the 
Puri-Sen-Gokhale statistics and UF) would not form consistent tests for the 
hypothesis of independence against this alternative, however, j Sr) - 2-p j/n1/z 
converges in probability to [4-1(2e/3n)1/z]*, h ence would form a consistent test 
which means it would be “infinitely” more efficient than Uhr) or any VfplJp . 
Of course, similar examples can be constructed with nonnormal marginals, 
e.g., 
f(4 = (I + fp/2y, -1 < x1 )..., x, < 1, (3.4) 
in which case j SAr” - 2-n I/n1i2 converges in probability to 6-n while the Puri- 
Sen-Gokhale statistics and U(“) would again fail to form consistent tests. The 
significant fact in these examples is that S,, (9) does admit the possibility of 
detecting mutual dependence, despite pairwise independence, while the Puri- 
Sen-Gokhale statistics and lJr) do not. 
The next natural question is how does SAP) compare to V&, and Ul;“’ when 
there is pairwise dependence. In order to address this question, we have chosen 
the following model. 
Let U, ,..., Up be independent random variables with densities (distribution 
functions) fi ,..., f, (Fi ,..., F,), respectively. Assume fi’, f i, and f f are bounded 
and continuous for each i and that each fi is strictly positive on (- 00, co). Let W 
be a random variable, independent of the Ui’s, with finite second moment. 
Define X1 ,..., X, by Xi = Ui + OkiW, i = l,...,p, where the ki’s are real 
constants ‘and 0 < 0 < co. This alternative is an extension of a model in 
Bhuchongkul [3]. We will compute the limiting (as 01 -+ 0) Pitman efficiencies 
J of Sp) relative to Vfnlp and Up) for alternatives taken from this model. 
The usual tools for computing the Pitman efficiencies (Fraser [6] and Puri 
and Sen [9]) will not work in this case because the asymptotic distribution of 
SAP) does not have the same form as that of V& or Ur’. However, it is possible 
to compute the limiting (as iy -+ 0) Pitman efficiency using the approximate 
Bahadur efficiency. The method is to compute the approximate Bahadur slopes 
of two statistics and verify that the two statistics satisfy an additional condition, 
III* (Wieand [12]). If so, the limit (as the alternative approaches the hypothesis) 
of the approximate Bahadur efficiency of the two statistics represents the limit 
(as 01 --f 0) of their exact Pitman efficiency. 
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To begin, consider the statistic [ Si*‘* / = ( Sri - 2-p [ which is equivalent 
to 1 SF) I. Under the hypothesis Sr)* is asymptotically N(0, ups), where 
uD2 = 3-p - 49 p + 3)/3, and under the alternative 1 Sp)* I/# converges 
in probability to / sTm .a* jrW JJ~zrFi(~i) dF(x, ,..., x9) - 2-1’ /. For the alter- 
natives given above, it follows that in Bahadur’s notation (Bahadur [2]) we have 
and 
a = op2 (3.5) 
where FQi is the distribution function of Xi and FB(xl ,..., xv) is the distribution 
of X under the alternative. Using Taylor expansions, we find 
b(0) = O2 var(W)22-P tiil W$ ( j fiYxi) &) ( j h2Cxj> %)I + ok C3e7) 
where.fi represents the density of Ui . Finally, the approximate Bahadur slope is 
Cs(O) == u;242-y84 .,,‘(W,( 5 k&j (jjz(Y+) dXj)(j jF(Xj) dr,)!‘+ O(P). (3.8) 
id=1 
To verify that ( Sr)* 1 satisfies condition III*, it must be shown that there is a 
8’ > 0 such that for every E > 0 and 6 E (0, l), there is an 71’ such that 
n > n’/b2(0) and 0 E (0, 0’) implies P& / Sip’* l/all2 - b(e)1 < rb(0)) > 1 - 6. 
It follows from (3.7) that we may choose a 8’ such that 0 E (0,0’) implies b(B) < 1. 
From the proof of asymptotic normality of Sr)(J,) given in Section 2, we have 
j 1 sp* lid’2 - b(e)\ 
3: I(1 -40, - 2-p I - b(e))1 + i I Ai, 
i=l 
I + i I& 
i=l 
(3.9) 
and this last expression can be written as ( A,, - szm ... J-zm &FBi(xi) dF,(x)( 
and a finite number of terms each of which is less than or equal to sups I Fin(x) - 
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pi(x)! for some i. It is shown in Wieand [12] that for each i and any E’ > 0 and 
6’ E (0, 1) there is an ni* such that II > ni*/bz(0) and 6 E (0, 19’) imply 
P(sup rl (Fin(q) -F,(x,)( < c’b(B)) > 1 - 6. It follows that with the proper 
choice of E’ and 6’ and n, = maxi ni*, n > nJb”(0) and 0 E (0, 6’) would imply 
Finally, the Berry-Esseen bound assures us that 
< k * n-1’2 (3.11) 
for all z, where uA2 = s-“m ... j_“, n,“=lF& dF,(x, ,..., sD). We can choose M 
such that @(Mi/%/2) > 1 - 618 and n2 > M such that FEni”” < 6/g. Then 
n > ns/bs(e) and 0 E (0, 8’) implies 
which implies 
smce ~~~2 < 1. Letting n’ = max(nr , n2), it follows from (3.9), (3.10), and (3.11) 
that n > n’/b2(0) and 0 E (0, 0’) implies P{i(j Si$‘* j/n1i2 - b(B))/ < rb(0)) > 
1 - 6, hence condition III*. Similarly, the Puri-Sen-Gokhale statistic with the 
score function 
/;)(i/(n + 1)) = (12/(n2 - l))“‘(i - (n + 1)/2) (3.13) 
(the Spearman score function) satisfies condition III * with 
cV(6) = 144e4 var2(W)i<$l ki2ki2 (Jji’(~i) dxi)2(Jjj2(Xj) d~j)~ + o(6). (3.14) 
The proof of this fact is similar to that given above and is omitted. 
Letting E,>),;i,(,, represent the limiting (as CY + 0) Pitman efficiency, 
we have, by the theorem given in Wieand [12] E++,J~(~J = lims-o(cs(8)/cv(0)), 
i.e., by (3.8) and (3.14) 
n 
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It is immediately obvious that if we admit negative ki’s, which would represent 
some negative correlation, Es(p)r,~,(,) can be 0, i.e., SE) can be “infinitely” less 
efficient than V;(p). ’ ” 
It is again possible to consider the case of exchangeable random variables 
with normal marginals with the above model by letting the Ui’s and W be 
N(0, 1) and letting each Ri = p-liz. For competitors of Skr’), we will use two 
Puri-Sen-Gokhale statistics, one with score function 1:) given by (3.13) and the 
other with score function JL2)(i/(n + 1)) = E(Zz) (the normal score function) 
where Zy) is the ith order statistic (out of n) from a N(0, 1) population. We will 
also use Ur) and the likelihood ratio statistic for this alternative, 
L?’ = (p/n”“) t 5321’2 - (n/2)1’*, (3.16) 
i=l 
where .vi = Cy=, X& i = l,..., 71. 
Our reason for including Es(D)L(9) is that Lr) is essentially the “optimal” 
statistic for this alternative. 
n n 
Remark. We know the limiting Pitman efficiency Es$)V~1(9~ for alternatives 
of this type from (3.15). The Pitman efficiency of V$( p) to Q$( p) and V$(p) to 
ULp) are given by Puri and Sen [9] ( an since these Pitman efficiencies are d 
independent of 01, these are the limiting (as (y. + 0) Pitman efficiencies as well). 
Noting that, in general, EsmT, = ESsV,EVRT, , this permits us to compute 
Es(~+,.qp) and ES(~)u(9) . Finally, L.p) satisfies condition III* with ~~(0) = e4/2 
w&h”can be sho& ising a technique similar to that given for Sr). 
In Table I, we give the efficiencies of S, (p) to the alternatives mentioned above 
for p q = 2(1)10. The efficiency is given for general p as well. 
TABLE I 
Limiting Pitman Efficiencies for Normal Alternatives 
2 1 0.9119 0.4559 
3 0.9 0.8207 0.5471 
4 0.8059 0.7349 OC5511 
5 0.7181 0.6548 0.5238 
6 0.6365 0.5804 0.4837 
I 0.5611 0.5117 0.4386 
8 0.4921 0.4487 0.3926 
9 0.4292 0.3914 0.3479 
10 0.3725 0.3397 0.3057 
(P - 1Y 
2se4’o 2 D 
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For this particular example, E~o~)~J~(~) = E,;;I~M so only Ess’“)t te) is included 
in the table. 
n h n n II 
It is possible to compute the efficiency of Sr) to S’iL”(Jfl) for any of the score 
functions given in Section 2 using the standard Pitman technique. However, 
for the alternatives considered above, Es~)s2)(J,) = co forp > 2 if j /(u) dzl := 0. 
We believe that the only significance of this fact is that our alternative model 
is inappropriate for such score functions. Of course, other types of dependence 
arising from different models could be considered. However, any model designed 
for computing efficiencies easily is probably somewhat unrealistic so we did 
not attempt this comparison. We believe the results already obtained are 
sufficient to justify the following conclusions. If the hypothesis of independence 
is to be tested against pairwise dependence, the Puri-Sen-Gokhale tests and/or 
the normal theory tests are better than our proposed tests. However, if the 
alternative is such that there may be mutual dependence without pairwise 
dependence, one of our tests should be used (possibly in conjunction with 
VmJ( p) or Up)), since, to the best of our knowledge, the proposed tests are the 
only ones available with known asymptotic distribution which can possibly 
detect such an alternative. 
ACKNOWLEDGMENTS 
Our sincere thanks are due to Professor J. K. Ghosh for his helpful comments. We 
would also like to thank a referee for suggesting the extension of our original results in 
terms of Spearman’s score function to general score functions. 
REFERENCES 
[l] ANDERSON, T. W. (1958). An Introduction to Multivariate Statistical Analysis. Wiley, 
New York. 
[2] BAHADUR, R. R. (1960). Stochastic comparison comparison of tests. Ann. Math. 
Statist. 31, 276-295. 
[3] BHUCHONGKUL, S. (1964). A class of nonparametric tests for independence in bivariate 
populations. Ann. Math. Statist. 35 138-149. 
[4] BLUM, J. R., KIEFER, J., AND ROSENBLATT, M., (1961). Distribution free tests of 
independence based on the sample distribution function. Ann. Math. Statist. 32 
485-498. 
[5] CHERNOFF, H. AND SAVAGE, I. R. (1958). Asymptotic normality and efficiency of 
certain nonparametric tests statistics. Ann. Math. Statist. 29 972-994. 
[6] FRASER, D. A. S. (1957). Nonparametric Methods in Statistics. Wiley, New York. 
[7] LO&E, M. (1963). Probability Theory. Van Nostrand, Princeton, N. J. 
[8] PURI, M. L., SEN, P. K., AND GOKHALE, D. V. (1970) On a class of rank order tests 
for independence in multivariate distributions. Sankyti Ser. A. 32 271-298. 
[9] PURI, M. L. AND SEN, P. K. (1971). Nonparametric Methods in Multivariate Analysis. 
Wiley, New York. 
NONPARAMETRIC TESTS FOR INDEPENDENCE 583 
[lOI RUYMGAART, F. H., SHORACK, G. R., AND VAN SWET, W. FL (1972). Asymptotic 
normality of nonparametric tests for independence. Ann. Math. Statist. 43 
1122-1135. 
[ll] SIMON, G. (1977). Multivariate generalization of Kendall’s tau with application to 
data reduction. J. Amer. Statist. Assoc. 72 367-376. 
[12] WIEAND, H. S. (1976). A condition under which the Pitman and Bahadur approaches 
to efficiency coincide. Ann. Statist. 4 1003-1011. 
