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HOMOGENIZATION OF HIGH ORDER ELLIPTIC
OPERATORS WITH PERIODIC COEFFICIENTS
A. A. KUKUSHKIN AND T. A. SUSLINA
Abstract. In L2(R
d;Cn), we study a selfadjoint strongly elliptic op-
erator Aε of order 2p given by the expression b(D)
∗g(x/ε)b(D), ε > 0.
Here g(x) is a bounded and positive definite (m × m)-matrix-valued
function in Rd; it is assumed that g(x) is periodic with respect to some
lattice. Next, b(D) =
∑d
|α|=p bαD
α is a differential operator of order p
with constant coefficients; bα are constant (m × n)-matrices. It is as-
sumed that m > n and that the symbol b(ξ) has maximal rank. For the
resolvent (Aε − ζI)
−1 with ζ ∈ C \ [0,∞), we obtain approximations in
the norm of operators in L2(R
d;Cn) and in the norm of operators acting
from L2(R
d;Cn) to the Sobolev space Hp(Rd;Cn), with error estimates
depending on ε and ζ.
Introduction
0.1. Operator-theoretic approach to homogenization theory. The
paper concerns homogenization theory of periodic differential operators
(DOs). It is a wide area of theoretical and applied science. A broad lit-
erature is devoted to homogenization problems; first of all, we mention the
books [BeLP], [BaPa], [ZhKO].
In a series of papers by M. Sh. Birman and T. A. Suslina [BSu1-4], an
operator-theoretic approach to homogenization problems was suggested. By
this approach, a wide class of selfadjoint matrix second order operators A
acting in L2(R
d;Cn) was studied. It was assumed that A admits a factor-
ization
A = b(D)∗g(x)b(D). (0.1)
Here g(x) is a bounded and uniformly positive definite (m × m)-matrix-
valued function periodic with respect to some lattice Γ ⊂ Rd. By Ω we
denote the elementary cell of the lattice Γ. Next, b(D) is an (m × n)-
matrix homogeneous first order DO. It is assumed that m > n and that the
symbol b(ξ) has rank n for any 0 6= ξ ∈ Rd. Under the above assumptions,
A is strongly elliptic. The simplest example of the operator (0.1) is the
scalar elliptic operator −div g(x)∇ (the acoustics operator); the operator of
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elasticity theory also can be represented in the form (0.1). These and other
examples were considered in [BSu1,3,4] in detail.
Let ε > 0 be a small parameter. Denote F ε(x) := F (ε−1x). Consider the
operator Aε = b(D)∗gε(x)b(D) whose coefficients oscillate rapidly as ε→ 0.
In [BSu1], it was shown that the resolvent (Aε + I)−1 converges in the
operator norm in L2(R
d;Cn) to the resolvent of the effective operator A0 =
b(D)∗g0b(D), as ε→ 0. Here g0 is a constant effective matrix. It was proved
that ∥∥∥(Aε + I)−1 − (A0 + I)−1∥∥∥
L2(Rd)→L2(Rd)
6 Cε. (0.2)
In [BSu2,3], a more accurate approximation of the resolvent (Aε + I)−1 in
the operator norm in L2(R
d;Cn) with error O(ε2) was obtained. In [BSu4],
an approximation of the resolvent (Aε + I)−1 in the norm of operators acting
from L2(R
d;Cn) to the Sobolev space H1(Rd;Cn) was found:∥∥∥(Aε + I)−1 − (A0 + I)−1 − εK(ε)∥∥∥
L2(Rd)→H1(Rd)
6 Cε. (0.3)
Here K(ε) is the so called corrector. The operator K(ε) contains rapidly
oscillating factors, and so depends on ε; herewith, ‖K(ε)‖L2→H1 = O(ε−1).
Estimates (0.2) and (0.3) are order-sharp; the constants are controlled
explicitly in terms of the problem data. Such results are called the operator
error estimates in homogenization theory. The method of [BSu1-4] is based
on the scaling transformation, the direct integral expansion for the periodic
operator A (the Floquet-Bloch theory) and the analytic perturbation theory.
It turned out that the resolvent of the operator Aε can be approximated in
terms of the threshold characteristics of the operator A at the bottom of the
spectrum. In this sense, the homogenization procedure is a spectral threshold
effect.
We also mention the recent paper [Su], where the analogs of estimates
(0.2), (0.3) for the resolvent (Aε − ζI)−1 in an arbitrary point ζ ∈ C \ R+
were obtained; the error estimates found in [Su] depend on ε and ζ.
A different approach to operator error estimates (the modified method of
the first approximation) was suggested by V. V. Zhikov; by this method, in
[Zh] and [ZhPas], the analogs of estimates (0.2) and (0.3) for the acoustics
operator and the elasticity operator were obtained.
A homogenization problem for periodic elliptic DOs of high even order
is of separate interest. In the paper [V] by N. A. Veniaminov, the method
suggested in [BSu1] was developed for such operators. A homogenization
problem for the operator
Bε = (Dp)∗gε(x)Dp (0.4)
was studied. Here g(x) is a symmetric uniformly positive definite and
bounded tensor of order 2p periodic with respect to the lattice Γ. The
operator (0.4) with p = 2 arises in the theory of elastic plates (see [ZhKO]).
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The effective operator for Bε is given by B0 = (Dp)∗g0Dp, where g0 is an
effective tensor. In [V], the following analog of estimate (0.2) was proved:∥∥∥(Bε + I)−1 − (B0 + I)−1∥∥∥
L2(Rd)→L2(Rd)
6 Cε. (0.5)
0.2. Main results. We study a more general class of high order elliptic
periodic DOs than (0.4). Consider the operator
A = A(g) = b(D)∗g(x)b(D), (0.6)
where g(x) is uniformly positive definite and bounded (m×m)-matrix-
valued function periodic with respect to the lattice Γ, and b(D) is an (m×n)-
matrix homogeneous DO of order p. The precise definition of the operator
(0.6) is given in Subsection 4.1. We study homogenization problem for the
operator Aε = A(g
ε).
Main results of the paper are approximations of the resolvent (Aε − ζI)−1,
where ζ ∈ C \ [0,∞), in various operator norms with twoparametric error
estimates (depending on ε and ζ). Theorem 8.1 gives approximation of the
resolvent in the operator norm in L2(R
d;Cn) (the analog of estimate (0.5)):∥∥∥(Aε − ζI)−1 − (A0 − ζI)−1∥∥∥
L2(Rd)→L2(Rd)
6 C1(ζ)ε; (0.7)
in Theorem 8.2, approximation of the resolvent in the ”energy” norm
(i. e., in the norm of operators acting from L2(R
d;Cn) to the Sobolev space
Hp(Rd;Cn)) is obtained:∥∥∥(Aε − ζI)−1 − (A0 − ζI)−1 − εpK(ζ; ε)∥∥∥
L2(Rd)→Hp(Rd)
6 C2(ζ)ε. (0.8)
It is shown that the effective operator A0 has the same structure as the
initial operator: A0 = b(D)∗g0b(D). The corrector K(ζ; ε) contains rapidly
oscillating factors; herewith, ‖K(ζ; ε)‖L2→Hp = O(ε−p). The dependence of
C1(ζ) and C2(ζ) on the spectral parameter ζ is searched out.
Besides estimate (0.8), we obtain approximation of the operator
gεb(D) (Aε − ζI)−1 (corresponding to the ”flux”) in the norm of operators
acting from L2(R
d;Cn) to L2(R
d;Cm).
In the general case, the corrector K(ζ; ε) contains an auxiliary smoothing
operator. We distinguish a condition that allows to use the standard cor-
rector (which does not involve the smoothing operator); see Theorem 8.6.
0.3. The method. The method is further development of the operator-
theoretic approach.
By the scaling transformation, the dependence on the parameter ε is
transferred from the coefficients of the operator to the resolvent point.
Namely, we have the unitary equivalence:
(Aε − ζI)−1 ∼ ε2p
(
A− ζε2pI)−1 ,(
A0 − ζI)−1 ∼ ε2p (A0 − ζε2pI)−1 .
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Then estimate (0.7) is reduced to the inequality∥∥∥(A− ζε2pI)−1 − (A0 − ζε2pI)−1∥∥∥
L2(Rd)→L2(Rd)
6 C1(ζ)ε
1−2p. (0.9)
To prove (0.8), we use (0.7) and the auxiliary inequality∥∥∥A1/2ε ((Aε − ζI)−1 − (A0 − ζI)−1 − εpK(ζ; ε))∥∥∥
L2(Rd)→L2(Rd)
6 C3(ζ)ε.
By the scaling transformation, the latter is equivalent to∥∥∥A1/2((A− ζε2pI)−1 − (A0 − ζε2pI)−1 − K˜(ζ; ε))∥∥∥
L2→L2
6 C3(ζ)ε
1−p.
(0.10)
Estimates (0.9) and (0.10) with arbitrary ζ ∈ C\ [0,∞) are deduced from
the similar inequalities with ζ = −1 by suitable identities for the resolvents;
this trick is borrowed from [Su]. Therefore, main considerations concern the
case where ζ = −1.
The operator A is expanded in the direct integral of the operators A (k)
acting in L2 (Ω;C
n) and depending on the parameter k (the quasimomen-
tum). The operator A (k) is given by the expression b(D+k)∗g(x)b(D+k)
with periodic boundary conditions. As in [BSu1], we distinguish the oned-
imensional parameter t = |k|, with respect to which the family A(k) is a
polynomial operator pencil of order 2p. In [V], the abstract scheme was de-
veloped for such operator pencils. Using it, we prove estimate (0.9) (with
ζ = −1). To check (0.10), we develop further the abstract scheme for the
polynomial pencils by analogy with [BSu4].
0.4. Plan of the paper. The paper consists of 8 sections. § 1–3 are de-
voted to the abstract scheme. In § 1, we describe a factorized operator
family A(t) = X(t)∗X(t) and introduce the spectral germ. In § 2, the
results obtained in [V] (threshold approximations and the principal order
approximation for the resolvent (A(t) + ε2pI)−1) are described. In § 3, by
further development of the abstract method, we obtain approximation for
the resolvent (A(t) + ε2pI)−1 with the corrector taken into account. In § 4,
the class of periodic differential operators A acting in L2(R
d;Cn) is intro-
duced; the operator A is expanded in the direct integral of the operators
A(k) acting in L2(Ω;C
n). In § 5, the family A(k) is studied with the help of
abstract results, the effective operator is introduced, and the properties of
the effective matrix are described. In § 6, we obtain approximation for the
resolvent (A(k) + ε2pI)−1 by applying abstract theorems. In § 7, using the
results of § 6 and the direct integral expansion for A, we deduce theorems
about approximation of the resolvent (A + ε2pI)−1; next, with the help of
appropriate identities for the resolvents, these theorems are carried over to
the case of the resolvent (A− ζε2pI)−1 at arbitrary point ζ ∈ C\ [0,∞). We
distinguish the condition under which the smoothing operator in the cor-
rector can be removed. In § 8, using the scaling transformation, we deduce
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the main results (approximations of the resolvent (Aε − ζI)−1 in various
operator norms) from the estimates of § 7.
0.5. Notation. Let H and G be separable Hilbert spaces. The symbols ‖·‖H
and (·, ·)H stand for the norm and the inner product in H, respectively; the
symbol ‖·‖H→G denotes the norm of a linear continuous operator acting from
H to G. Sometimes we omit the indices. If G is a linear operator acting from
H to G, then DomG and KerG denote its domain and kernel, respectively.
If N is a subspace of H, then N⊥ denotes its orthogonal complement.
The symbols 〈·, ·〉 and | · | stand for the inner product and the norm in
Cn, respectively; 1n is the identity (n×n)-matrix. If a is an (m×n)-matrix,
then |a| denotes the norm of a viewed as an operator acting from Cn to Cm.
The Lq-classes of C
n-valued functions in a domain O ⊂ Rd are denoted
by Lq(O;Cn), 1 6 q 6 ∞. The Sobolev classes of Cn-valued functions (in
a domain O ⊆ Rd) of order s and summability degree q are denoted by
W sq (O;Cn). If q = 2, we use the notation Hs(O;Cn), s ∈ R. If n = 1,
we write Lq(O), W sq (O), Hs(O), but sometimes we use such abbreviated
notation also for the spaces of vector-valued or matrix-valued functions.
We use the notation x = (x1, . . . , xd) ∈ Rd, iDj = ∂j = ∂/∂xj , j =
1, . . . , d, D = −i∇ = (D1, . . . ,Dd). Next, if α = (α1, . . . , αd) ∈ Zd+ is a
multiindex and k ∈ Rd, then |α| = ∑dj=1 αj , kα = kα11 · · · kαdd , and Dα =
Dα11 · · ·Dαdd . If α and β are two multiindices, we write β 6 α if βj 6 αj ,
j = 1, . . . , d; the binomial coefficients are denoted by Cβα = C
β1
α1 · · ·Cβdαd .
We denote R+ = [0,∞). By C, B, c, C, and C (possibly, with indices and
marks) we denote various constants in estimates.
0.6. From the talk ”Operator error estimates for homogenization of high or-
der elliptic equations” given by Svetlana Pastukhova at the XXVI Crimean
Autumn Mathematical School (Batiliman, September 17–29, 2015), the au-
thors knew that she had obtained close results by the afore mentioned dif-
ferent approach (the modified method of the first approximation).
§ 1. Abstract scheme. The spectral germ
1.1. Polynomial pencils of the form X(t)∗X(t). Let H and H∗ be com-
plex separable Hilbert spaces. Consider a family (polynomial pencil) of
operators
X(t) =
p∑
j=0
Xjt
j , t ∈ R, p ∈ N, p > 2.
(The case where p = 1 was studied in [BSu1,2,4] in detail.) The operators
X(t) and Xj act from H to H∗:
X(t), Xj : H→ H∗.
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It is assumed that the operator X0 is densely defined and closed, and Xp is
bounded. In addition, we impose the following condition on the domains of
these operators.
Condition 1.1.
DomX(t) = DomX0 ⊂ DomXj ⊂ DomXp = H, j = 1, . . . , p−1, t ∈ R.
We also assume that the intermediate operators Xj with j = 1, . . . , p− 1
are subordinate to X0.
Condition 1.2. For j = 0, . . . , p− 1 and for any u ∈ DomX0 we have
‖Xju‖H∗ 6 C˜ ‖X0u‖H∗ , (1.1)
where C˜ is some constant (of course, C˜ > 1).
Note that for j = 0 estimate (1.1) is trivial. Under the above assumptions,
the operator X(t) is closed on the domain DomX(t) = DomX0.
From Condition 1.2 it follows that
KerX0 ⊂ KerXj , j = 1, . . . , p− 1. (1.2)
Our main object is a family of selfadjoint nonnegative operators
A(t) = X(t)∗X(t), t ∈ R, (1.3)
in H. The operator (1.3) is generated by the closed quadratic form
a(t)[u, u] = ‖X(t)u‖2H∗ , u ∈ DomX0.
We denote A(0) = X∗0X0 =: A0, and put
N := KerA0 = KerX0, N∗ := KerA
∗
0 = KerX
∗
0 .
Let P and P∗ be the orthogonal projections of H onto N and of H∗ onto N∗,
respectively.
Condition 1.3. Suppose that the point λ0 = 0 is an isolated point in the
spectrum of A0, and
n := dimN <∞, n 6 n∗ := dimN∗ 6∞.
The distance from the point λ0 = 0 to the rest of the spectrum of A0 is
denoted by d0. Let F (t, s) denote the spectral projection of A(t) for the
interval [0, s], and let F(t, s) := F (t, s)H. Next, we fix a positive number δ
such that δ 6 min{d0/36, 1/4}, and put
t0 = δ1/2(Ĉ)−1, (1.4)
where
Ĉ = max
{
(p− 1) C˜, ‖Xp‖
}
. (1.5)
Here C˜ is the constant from (1.1). Note that t0 6 1.
In [V, Lemma 3.9], it is deduced from Condition 1.2 that
‖X0f‖H∗ 6 2
(
‖X(t)f‖H∗ +
√
δ ‖f‖H
)
, f ∈ DomX0, |t| 6 t0. (1.6)
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According to [V, Proposition 3.10], for |t| 6 t0 we have
F (t, δ) = F (t, 3δ), rankF (t, δ) = n. (1.7)
It means that for |t| 6 t0 the operator A(t) has exactly n eigenvalues
(counted with multiplicities) on the interval [0, δ], while the interval (δ, 3δ)
is free of the spectrum. For convenience, we denote
F (t) := F (t, δ), F (t) := F(t, δ).
1.2. The operators Z, R, and the spectral germ S. We put D =
DomX0 ∩N⊥. Since the point λ0 = 0 is isolated in the spectrum of A0, we
can interpret D as the Hilbert space with the inner product (X0ϕ,X0η)H∗ ,
ϕ, η ∈ D. Let u ∈ H∗. Consider the equation X∗0 (X0ψ − u) = 0 for ψ ∈ D,
understood in the weak sense:
(X0ψ,X0ζ)H∗ = (u,X0ζ)H∗ , ∀ζ ∈ D. (1.8)
The right-hand side of (1.8) is an antilinear continuous functional of ζ ∈ D.
Hence, there exists a unique solution ψ such that ‖X0ψ‖H∗ 6 ‖u‖H∗ . Now,
let
ω ∈ N, u = −Xpω; (1.9)
in this case we denote the solution of equation (1.8) by ψ (ω). Let Z : H→ H
be a bounded operator defined by
Zω = ψ(ω), ω ∈ N; Zϕ = 0, ϕ ∈ N⊥. (1.10)
In order to estimate the norm of Z, we write down (1.8) with u = −Xpω
and ζ = ψ (ω):
‖X0ψ(ω)‖2H∗ = − (Xpω,X0ψ(ω))H∗ 6 ‖X0ψ(ω)‖H∗ ‖Xpω‖H∗ ,
whence
(A0ψ(ω), ψ(ω))H 6 ‖Xp‖2 ‖ω‖2H .
Recalling that d0 > 36δ and ψ (ω) ∈ N⊥, we obtain
36δ ‖ψ (ω)‖2H 6 (A0ψ(ω), ψ(ω))H 6 ‖Xp‖2 ‖ω‖2H .
Hence,
‖Z‖ 6 (1/6)δ−1/2 ‖Xp‖ . (1.11)
Now, we put
ω∗ := X0ψ(ω) +Xpω ∈ N∗ (1.12)
and define the operator R by the relations
R : N→ N∗, Rω = ω∗. (1.13)
The operator R can be also represented as
R = P∗Xp|N. (1.14)
By definition, the spectral germ of the operator family A(t) at the point
t = 0 is the selfadjoint operator
S = R∗R : N→ N. (1.15)
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From (1.14) and (1.15) it follows that
S = PX∗pP∗Xp|N.
The germ S is called nondegenerate if KerS = {0}, or, equivalently,
rankR = n.
1.3. The analytic branches of the eigenvalues and the eigenvectors
of A(t). By the analytic perturbation theory, in [V, Subsection 3.3] impor-
tant properties of the first n eigenvalues and the corresponding eigenvectors
of A(t) for sufficiently small t were found. Namely, for |t| 6 t0 there ex-
ist real-analytic functions λj(t) (the branches of the eigenvalues) and real-
analytic H-valued functions ϕj(t) (the branches of the eigenvectors) such
that
A(t)ϕj(t) = λj(t)ϕj(t), j = 1, . . . , n, |t| 6 t0, (1.16)
and the set {ϕj(t)}nj=1 forms an orthonormal basis in F(t). If t∗ 6 t0 is
sufficiently small, then the following power series expansions are convergent
for |t| 6 t∗ (see [V, Theorem 3.15]):
λj(t) = γjt
2p + . . . , γj > 0, j = 1, . . . , n, |t| 6 t∗, (1.17)
ϕj(t) = ωj + tϕ
(1)
j + t
2ϕ
(2)
j + . . . , j = 1, . . . , n, |t| 6 t∗. (1.18)
Herewith, the set {ωj}nj=1 is an orthonormal basis in N. The numbers γj
and the vectors ωj are eigenvalues and eigenvectors of the spectral germ S,
i. e.,
Sωj = γjωj, j = 1, . . . , n.
We have
P =
n∑
j=1
(·, ωj)H ωj, (1.19)
SP =
n∑
j=1
γj (·, ωj)H ωj. (1.20)
According to [V, Subsection 3.3], the elements ϕ
(i)
j from (1.18) satisfy
ϕ
(i)
j ∈ N, j = 1, . . . , n, i = 1, . . . , p− 1; (1.21)
ϕ
(p)
j − ψ (ωj) ∈ N, j = 1, . . . , n. (1.22)
By (1.7) and (1.16),
F (t) =
n∑
j=1
(·, ϕj (t))H ϕj (t) , |t| 6 t0, (1.23)
A(t)F (t) =
n∑
j=1
λj(t) (·, ϕj (t))H ϕj (t) , |t| 6 t0. (1.24)
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Substituting expansions (1.17), (1.18) in (1.23), (1.24) and taking (1.19)
and (1.20) into account, we obtain the power series expansions
F (t) = P + tF1 + . . . , |t| 6 t∗,
A(t)F (t) = t2pSP + . . . , |t| 6 t∗,
convergent for |t| 6 t∗ (where t∗ 6 t0 is sufficiently small). However, we need
not these expansions, but approximations for F (t) and A(t)F (t) with one or
several first terms (threshold approximations) and with error estimates on
the whole interval |t| 6 t0.
§ 2. The abstract scheme: threshold approximations
This section contains main results of the abstract scheme obtained in [V].
2.1. Auxiliary material. We need a version of the resolvent identity in
the case where the domains of two operators may not coincide, but the
domains of the corresponding quadratic forms do coincide. An appropriate
version of the resolvent identity was found in [BSu1, Chapter 1, § 2].
Let a and b be two closed nonnegative quadratic forms in H defined on
the common domain
d := Dom a = Dom b, (2.1)
which is dense in H. The operators corresponding to the forms a and b are
denoted by A and B, respectively. Consider the sesquilinear form
aγ [u, v] = a [u, v] + γ (u, v)H , γ > 0. (2.2)
The corresponding quadratic form is positive definite. The form bγ is intro-
duced in a similar way. The lineal d is a Hilbert space d (aγ) with respect
to the inner product (2.2). The norm in d (aγ) is denoted by ‖·‖d:
‖u‖d = aγ [u, u]1/2 , u ∈ d. (2.3)
By (2.1), the form bγ is continuous in d (aγ) and defines a norm equivalent
to ‖ · ‖d. Let α > 0 be a constant defined by
α2 = sup
06=u∈d
aγ [u, u]
bγ [u, u]
.
Consider the form t = b− a. Obviously, it is aγ-continuous and generates a
selfadjoint operator Tγ in d(aγ):
t [u, v] = aγ [Tγu, v] , u, v ∈ d.
We denote
Ωz(A) := I + (z + γ)Rz(A) = (A+ γI)Rz(A),
where Rz(A) = (A − zI)−1 is the resolvent of A at the point z ∈ ρ (A).
(Here ρ(A) stands for the resolvent set of A.) Similar notation is introduced
for the operator B. Then we have
Rz(B)−Rz(A) = −Ωz(A)TγRz(B), z ∈ ρ(A) ∩ ρ(B), (2.4)
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see [BSu1, Chapter 1, § 2]. From the definition of the norm (2.3) in d it
follows directly that
‖u‖H 6 γ−1/2 ‖u‖d , (2.5)
‖Rz(A)‖H→d 6 γ−1/2 ‖Ωz(A)‖H→H , (2.6)
‖Rz(A)‖d→d 6 γ−1 ‖Ωz(A)‖H→H ,
‖Ωz(A)‖d→d 6 1 + |z + γ| γ−1 ‖Ωz(A)‖H→H . (2.7)
2.2. Estimates for the difference of the resolvents. Threshold ap-
proximations. In this subsection, we formulate some results obtained in
[V, Subsection 4.2].
Let Γδ ⊂ C be a contour that envelopes the real interval [0, δ] equidistantly
at the distance δ. Recall that δ was chosen in Subsection 1.1. Let z ∈ Γδ,
and let |t| 6 t0. The roles of the operators A and B are played by A0 = A(0)
and A(t). For brevity, we write Rz(t) in place of Rz(A(t)) and Ωz(t) in place
of Ωz(A(t)).
We apply the scheme of Subsection 2.1 putting
γ = δ, d = DomX0, a [u, u] = ‖X0u‖2H∗ , b [u, u] = ‖X(t)u‖2H∗ .
It is easily seen that α 6 3. Obviously, |z| 6 2δ for z ∈ Γδ. By (1.7),
‖Rz(t)‖H→H 6 δ−1 for z ∈ Γδ and |t| 6 t0. Hence,
‖Ωz(t)‖H→H 6 4, z ∈ Γδ, |t| 6 t0. (2.8)
Together with (2.6) this yields
‖Rz(0)‖H→d 6 4δ−1/2, z ∈ Γδ. (2.9)
Similarly, (2.7) and (2.8) imply that
‖Ωz(0)‖d→d 6 13. (2.10)
Now, consider the form
t [u, u] = ‖X(t)u‖2H∗ − ‖X0u‖2H∗
= 2Re ((tX1 + · · ·+ tpXp)u,X0u)H∗ + ‖(tX1 + · · · + tpXp) u‖
2
H∗
.
In the space d with the metric defined by the form aδ, this quadratic form
generates the operator Tδ = Tδ(t) which can be represented as
Tδ(t) =
2p∑
j=1
tjT
(j)
δ , (2.11)
where the operators T
(j)
δ do not depend on t. The norms of Tδ(t) and T
(j)
δ
were estimated in [V, Propositions 4.3, 4.4].
Proposition 2.1. Let t0 be given by (1.4). Then
‖Tδ(t)‖d→d 6 C◦|t|, |t| 6 t0, (2.12)∥∥∥T (j)δ ∥∥∥
d→d
6 B˜, j = 1, . . . , 2p, (2.13)
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where the constants C◦ and B˜ are given by
C◦ = 5Ĉδ
−1/2 = 5(t0)−1, (2.14)
B˜ = pC˜2 + ‖Xp‖2 δ−1, (2.15)
and C˜ is the constant from (1.1) (obviously, B˜ > 1).
In what follows, we will use the inequality equivalent to (2.12):∣∣∣‖X(t)u‖2H∗ − ‖X0u‖2H∗∣∣∣ 6 (‖X0u‖2H∗ + δ ‖u‖2H)C◦ |t| , u ∈ d, |t| 6 t0.
(2.16)
On the basis of (2.4) in [V, (4.16)] it was proved that
‖Rz(t)−Rz(0)‖H→H 6 48C◦δ−1|t|, |t| 6 t0, z ∈ Γδ. (2.17)
The estimates for the difference of the resolvents allow us to obtain thresh-
old approximations for the operators F (t) and A(t)F (t). The spectral pro-
jection F (t) admits the following representation (see [K])
F (t) = − 1
2pii
∮
Γδ
Rz(t) dz,
where the integration over Γδ is in positive direction. Then
F (t)− P = − 1
2pii
∮
Γδ
(Rz(t)−Rz(0)) dz. (2.18)
Since the length of the contour Γδ is equal to 2δ + 2piδ, from (2.17) and
(2.18) we obtain
‖F (t)− P‖H→H 6 C1 |t| , |t| 6 t0, C1 = 48
(
1 + pi−1
)
C◦. (2.19)
Also, in [V, (4.25), (4.27)] the following approximation for the operator
A(t)F (t) was found:∥∥A(t)F (t) − t2pSP∥∥
H→H
6 C2 |t|2p+1 , |t| 6 t0, (2.20)
where
C2 = c(p)(B˜
2p + C2p+1◦ ), (2.21)
C◦, B˜ are defined by (2.14), (2.15), and c(p) depends only on p.
2.3. Approximation of the resolvent (A(t) + ε2pI)−1. In this subsec-
tion, we prove theorem about approximation of the resolvent (A(t)+ε2pI)−1.
For this, one more condition is needed.
Condition 2.2. The eigenvalues λj(t) of A(t) satisfy
λj(t) > c∗t
2p, j = 1, . . . , n, c∗ > 0, |t| 6 t0.
From Condition 2.2 and relations (1.17), (1.20) it follows that
S > c∗IN, (2.22)
and so the spectral germ S is nondegenerate.
The following statement was obtained in [V, Proposition 4.9]; for com-
pleteness, we provide the proof.
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Proposition 2.3. For ε > 0 and |t| 6 t0 we have
ε2p−1
∥∥∥(A(t) + ε2pI)−1 F (t)− (t2pSP + ε2pI)−1 P∥∥∥
H→H
6 C3. (2.23)
The constant C3 = c
− 1
2p
∗
(
2C1 + c
−1
∗ C2
)
depends only on p, δ, the constant
C˜ from (1.1), the norm ‖Xp‖, and c∗.
Proof. We rely on the identity
G(t, ε) :=
(
A(t) + ε2pI
)−1
F (t)− (t2pSP + ε2pI)−1 P
=
(
A(t) + ε2pI
)−1
F (t)(F (t) − P ) + (F (t)− P ) (t2pSP + ε2pI)−1 P
− F (t) (A(t) + ε2pI)−1 (A(t)F (t) − t2pSP ) (t2pSP + ε2pI)−1 P.
(2.24)
By Condition 2.2,
‖ (A(t) + ε2pI)−1 ‖H→H 6 (c∗t2p + ε2p)−1, |t| 6 t0, (2.25)
‖ (t2pSP + ε2pI)−1 P‖H→H 6 (c∗t2p + ε2p)−1. (2.26)
From (2.19), (2.20), and (2.24)–(2.26) it follows that
‖G(t, ε)‖H→H 6 2C1|t|(c∗t2p + ε2p)−1 + C2|t|2p+1(c∗t2p + ε2p)−2, |t| 6 t0,
which implies (2.23). 
By (1.7), for ε > 0 and |t| 6 t0 we have
ε2p−1‖ (A(t) + ε2pI)−1 F (t)⊥‖H→H
6 ε2p−1‖ (A(t) + ε2pI)−1+1/2p ‖‖ (A(t) + ε2pI)−1/2p F (t)⊥‖ 6 (3δ)−1/2p.
Combining this with Proposition 2.3, we arrive at the following result.
Theorem 2.4. Let A(t) be the operator family (1.3) satisfying the assump-
tions of Subsection 1.1 and Condition 2.2. Let P be the orthogonal projection
of H onto the subspace N, and let S be the spectral germ of the family A(t)
at t = 0. Then
ε2p−1
∥∥∥(A(t) + ε2pI)−1 − (t2pSP + ε2pI)−1 P∥∥∥
H→H
6 CA,
ε > 0, |t| 6 t0.
(2.27)
Here δ is chosen in Subsection 1.1, and t0 is defined by (1.4). The constant
CA is given by
CA = C3 + (3δ)
−1/2p = c
− 1
2p
∗
(
2C1 + c
−1
∗ C2
)
+ (3δ)−1/2p (2.28)
and depends only on p, δ, the constant C˜ from (1.1), the norm ‖Xp‖, and
c∗.
Remark 2.5. It is possible to write down a combersome explicit expression
for the constant CA using relations (1.5), (2.14), (2.15), (2.19), (2.21), and
(2.28). For further application to differential operators, it is important to
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know how this constant depends on the problem data. After possible over-
stating, CA can be considered as a polynomial of the variables C˜, ‖Xp‖,
δ−1/2p, and c
−1/2p
∗ with positive coefficients depending only on p.
§ 3. The abstract scheme: approximation of the resolvent(
A(t) + ε2pI
)−1
with the corrector taken into account
In the present section, we obtain approximation of the resolvent(
A(t) + ε2pI
)−1
with the corrector taken into account. Our goal is to prove
the following theorem.
Theorem 3.1. Let A(t) be the operator family (1.3) satisfying the assump-
tions of Subsection 1.1 and Condition 2.2. Let P be the orthogonal projection
of H onto the subspace N. Suppose that Z is the operator (1.10) and S is
the spectral germ of A(t) at the point t = 0. Then
εp−1
∥∥∥A(t)1/2 ((A(t) + ε2pI)−1 − (I + tpZ) (t2pSP + ε2pI)−1 P)∥∥∥
H→H
6 CˇA, ε > 0, |t| 6 t0.
(3.1)
Here t0 is defined by (1.4). The constant CˇA depends only on p, δ, the
constant C˜ from (1.1), the norm ‖Xp‖, and c∗.
3.1. Proof of Theorem 3.1: step 1. Denote
Aε(t) := A(t)
1/2
(
A(t) + ε2pI
)−1
, (3.2)
Ξ (t, ε) :=
(
t2pSP + ε2pI
)−1
P. (3.3)
We need to estimate the operator
Υ(t, ε) := Aε(t)−A(t)1/2 (I + tpZ) Ξ(t, ε). (3.4)
Note that the operator (3.3) satisfies (2.26).
The operator (3.4) can be represented as the sum of four terms
Υ(t, ε) = J1(t, ε) + J2(t, ε) + J3(t, ε) + J4(t, ε), (3.5)
where
J1(t, ε) := Aε(t)F (t)
⊥, (3.6)
J2(t, ε) := Aε(t)F (t)(F (t) − P ), (3.7)
J3(t, ε) := F (t)Aε(t)P − F (t)A(t)1/2Ξ(t, ε), (3.8)
J4(t, ε) := A(t)
1/2(F (t)− P )Ξ(t, ε) − tpA(t)1/2ZΞ(t, ε). (3.9)
To estimate the operator (3.6), we apply the Young inequality in the form(
λ+ ε2p
)−1
6 λ−1/2−1/2pε1−p, λ > 0, ε > 0. (3.10)
By (1.7), (3.2), (3.6), and (3.10),
‖J1(t, ε)‖H→H 6 sup
λ>3δ
λ1/2
(
λ+ ε2p
)−1
6 (3δ)−1/2p ε1−p, |t| 6 t0. (3.11)
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Condition 2.2 and (3.10) imply that
‖Aε(t)F (t)‖H→H = sup
16l6n
√
λl(t)
(
λl(t) + ε
2p
)−1
6 ε1−p sup
16l6n
λl(t)
−1/2p 6 c
−1/2p
∗ |t|−1ε1−p, 0 < |t| 6 t0.
(3.12)
Together with (2.19) this yields the following estimate for the operator (3.7):
‖J2(t, ε)‖H→H 6 C1c−1/2p∗ ε1−p, |t| 6 t0. (3.13)
Next, to handle the operator (3.8), we apply the following analog of the
resolvent identity:
F (t)
(
A (t) + ε2pI
)−1
P − F (t)Ξ(t, ε)
= −F (t) (A(t) + ε2pI)−1 (A(t)F (t) − t2pSP )Ξ(t, ε),
and multiply both sides by A(t)1/2. Then the operator (3.8) can be written
as
J3(t, ε) = −F (t)Aε(t)
(
A(t)F (t) − t2pSP )Ξ(t, ε).
Combining this with (2.20), (2.26), and (3.12), we obtain
‖J3(t, ε)‖H→H 6 C2c−1/2p∗ (c∗t2p + ε2p)−1|t|2p+1|t|−1ε1−p
6 C2c
−1/2p−1
∗ ε
1−p, |t| 6 t0.
(3.14)
As a result, relations (3.5), (3.11), (3.13), and (3.14) imply that
‖Υ(t, ε)‖H→H 6 C4ε1−p + ‖J4(t, ε)‖H→H, |t| 6 t0, (3.15)
where
C4 = (3δ)
−1/2p + C1c
−1/2p
∗ +C2c
−1/2p−1
∗ . (3.16)
Thus, the proof of estimate (3.1) is reduced to estimation of the opera-
tor (3.9).
3.2. The iteration procedure. Now, we rewrite the resolvent identity
(2.4) as
Rz(t) = Rz(0)− Ωz(0)Tδ(t)Rz(t). (3.17)
We will iterate it using representation (2.11) for Tδ(t). After p iterations we
obtain
Rz(t)−Rz(0) = tΨ1(z) + · · · + tpΨp(z) + Ψ∗(t, z). (3.18)
Together with (2.18) this implies
F (t)− P = tF1 + · · ·+ tpFp + F∗(t), (3.19)
where
Fi = − 1
2pii
∮
Γδ
Ψi(z) dz, i = 1, . . . , p, (3.20)
F∗ (t) = − 1
2pii
∮
Γδ
Ψ∗(t, z) dz. (3.21)
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By (3.19), the operator (3.9) can be represented as
J4(t, ε) = J
(1)
4 (t, ε) + J
(2)
4 (t, ε) + J
(3)
4 (t, ε), (3.22)
where
J
(1)
4 (t, ε) :=
p−1∑
i=1
tiA(t)1/2FiΞ(t, ε), (3.23)
J
(2)
4 (t, ε) := t
pA(t)1/2(Fp − Z)Ξ(t, ε), (3.24)
J
(3)
4 (t, ε) := A(t)
1/2F∗(t)Ξ(t, ε). (3.25)
3.3. Estimates for the operators Fi. Now we find expressions for the
operators Fi in terms of the coefficients of the expansions (1.18) for the
eigenvectors ϕj(t). By (1.23),
F (t) =
n∑
j=1
(·, ϕj(t))H ϕj(t)
=
n∑
j=1
(
·, ωj + tϕ(1)j + · · ·+ tpϕ(p)j
)
H
(
ωj + tϕ
(1)
j + · · · + tpϕ(p)j
)
+O
(
tp+1
)
=
n∑
j=1
(·, ωj)H ωj + t
n∑
j=1
{
(·, ωj)H ϕ
(1)
j +
(
·, ϕ(1)j
)
H
ωj
}
+ . . .
+ tp
n∑
j=1
{
(·, ωj)H ϕ
(p)
j +
(
·, ϕ(1)j
)
H
ϕ
(p−1)
j + · · ·+
(
·, ϕ(p)j
)
H
ωj
}
+ F∗ (t) .
According to (3.19),
Fi =
n∑
j=1
i∑
k=0
(
·, ϕ(k)j
)
ϕ
(i−k)
j , i = 0, . . . , p, (3.26)
here, for convenience, it is assumed that ϕ
(0)
j = ωj, j = 1, . . . , n, and F0 = P .
By (1.21), we have ϕ
(l)
j ∈ N, l = 0, . . . , p − 1, j = 1, . . . , n. Hence, the
operators Fi with i = 1, . . . , p − 1 take N to N and N⊥ to {0}. This fact
will help us to estimate the norm of the operator (3.23) by O(ε−p+1).
To estimate the operators Fi, we use the invariant representations (3.20)
and estimate the integrands uniformly in z. For this, we first find the invari-
ant representations for the operators Ψi(z). We iterate the identity (3.17)
using (2.11). The symbol “∼” will be used instead of “=” if the terms of
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order tk with k > p are dropped. We have:
Rz(t) = Rz(0)− Ωz(0)Tδ(t) (Rz(0) − Ωz(0)Tδ(t)Rz(t))
∼ Rz(0) − Ωz(0)
p∑
i1=1
ti1T
(i1)
δ Rz(0) + (Ωz(0)Tδ(t))
2Rz(t)
∼ Rz(0) − Ωz(0)
p∑
i1=1
ti1T
(i1)
δ Rz(0)
+ Ωz(0)
p−1∑
i1=1
ti1T
(i1)
δ Ωz(0)
p−1∑
i2=1
ti2T
(i2)
δ Rz(0)− (Ωz(0)Tδ(t))3Rz(t)
∼ Rz(0) − Ωz(0)
p∑
i1=1
ti1T
(i1)
δ Rz(0)
+ Ωz(0)
p−1∑
i1=1
ti1T
(i1)
δ Ωz(0)
p−1∑
i2=1
ti2T
(i2)
δ Rz(0)
− Ωz(0)
p−2∑
i1=1
ti1T
(i1)
δ Ωz(0)
p−2∑
i2=1
ti2T
(i2)
δ Ωz(0)
p−2∑
i3=1
ti3T
(i3)
δ Rz(0)
+ (Ωz(0)Tδ(t))
4Rz(t).
We continue this iteration procedure until the last term becomes
(Ωz(0)Tδ(t))
p+1Rz(t). The final expression takes the form
Rz(t) ∼ Rz(0)− Ωz (0)
p∑
i1=1
ti1T
(i1)
δ Rz(0)
+ Ωz(0)
p−1∑
i1=1
ti1T
(i1)
δ Ωz(0)
p−1∑
i2=1
ti2T
(i2)
δ Rz(0) + . . .
+ (−1)k Ωz(0)
p+1−k∑
i1=1
ti1T
(i1)
δ · · ·Ωz(0)
p+1−k∑
ik=1
tikT
(ik)
δ Rz(0) + . . .
+ (−1)p tp
(
Ωz(0)T
(1)
δ
)p
Rz(0).
Let us extract Ψi(z). For simplicity, we use the following notation. Let
γk =
(
γk1 , . . . , γ
k
k
)
be a multiindex of length k such that γki > 1, i = 1, . . . , k.
Denote (
Ωz(0)T
(·)
δ
)γk
= Ωz(0)T
(γk1 )
δ · · ·Ωz(0)T
(γkk)
δ .
Then Ψi(z) is given by
Ψi(z) =
i∑
k=1
(−1)k
∑
|γk|=i
(
Ωz(0)T
(·)
δ
)γk
Rz(0), i = 1, . . . , p. (3.27)
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Now, relations (2.5), (2.9), (2.10), and (2.13) imply the following estimates
for the operators (3.27):
‖Ψi(z)‖H→H 6 δ−1/2 ‖Ψi(z)‖H→d 6
6 δ−1/2
i∑
k=1
∑
|γk|=i
∥∥∥∥(Ωz(0)T (·)δ )γk Rz(0)∥∥∥∥
H→d
6
6 4δ−1
i∑
k=1
∑
|γk|=i
(
13B˜
)k
, i = 1, . . . , p.
Since B˜ > 1, then
(
13B˜
)k
does not exceed
(
13B˜
)i
if k = 1, . . . , i, whence
‖Ψi(z)‖H→H 6 4δ−1
(
13B˜
)i( i∑
k=1
∑
|γk|=i
1
)
, i = 1, . . . , p.
Using (3.20) and noting that the length of the contour Γδ is equal to 2piδ+2δ,
we obtain
‖Fi‖H→H 6 4
(
13B˜
)i( i∑
k=1
∑
|γk|=i
1
)(
pi−1 + 1
)
:= C(i), i = 1, . . . , p.
(3.28)
3.4. Estimate for the operator J
(1)
4 (t, ε). Let u ∈ H, and let v =
Ξ(t, ε)u ∈ N. We estimate the norms∥∥∥A(t)1/2FiΞ (t, ε) u∥∥∥
H
= ‖X(t)Fiv‖H∗ , i = 1, . . . , p − 1. (3.29)
As has already been mentioned, the operators Fi, i = 1, . . . , p − 1, take N
to N. Taking (1.2) into account, we simplify the expression under the norm
sign in the right-hand side of (3.29):
X(t)Fiv =
(
X0 + tX1 + · · ·+ tp−1Xp−1 + tpXp
)
Fiv =
= tpXpFiv, v ∈ N, i = 1, . . . , p− 1.
Consequently, by (2.26) and (3.28),
‖X(t)Fiv‖H∗ 6 C(i) |t|p ‖Xp‖ ‖v‖H 6 C(i) |t|p ‖Xp‖ (c∗t2p + ε2p)−1 ‖u‖H .
(3.30)
By the Young inequality (3.10),
(c∗t
2p + ε2p)−1 6 c
−1/2−1/2p
∗ |t|−1−pε1−p. (3.31)
Combining this with (3.29), (3.30) and noting that t0 6 1, we obtain the
following estimate for the operator (3.23):
‖J (1)4 (t, ε)‖H→H 6 C5ε1−p, |t| 6 t0. (3.32)
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where
C5 = c
−1/2−1/2p
∗ ‖Xp‖
(p−1∑
i=1
C(i)
)
. (3.33)
3.5. Estimate for the operator J
(2)
4 (t, ε). Now, we consider the operator
Fp. According to (3.26),
Fp =
n∑
j=1
p∑
i=0
(
·, ϕ(i)j
)
ϕ
(p−i)
j .
Denote ω˜j := ϕ
(p)
j − Zωj. By (1.10) and (1.22), ω˜j ∈ N. The operator Fp
can be represented as
Fp = Fˇp + F˜p, (3.34)
where
Fˇp =
n∑
j=1
((·, ωj)Zωj + (·, Zωj)ωj) , (3.35)
F˜p =
n∑
j=1
p−1∑
i=1
(
·, ϕ(i)j
)
ϕ
(p−i)
j +
n∑
j=1
((·, ωj) ω˜j + (·, ω˜j)ωj) . (3.36)
Relation ω˜j ∈ N together with (1.21) show that the operator (3.36) takes N
to N and N⊥ to {0}.
Using (3.35) and (1.19), we see that Fˇp = ZP +PZ
∗. From the definition
(1.10) of Z it follows that PZ = 0, whence Z∗P = 0. Consequently, (Fˇp −
Z)P = 0. Together with (3.34) this implies
(Fp − Z)P = F˜pP. (3.37)
Thus, the operator (3.24) can be written as
J
(2)
4 (t, ε) = t
pA(t)1/2F˜pΞ(t, ε). (3.38)
By (1.11), (3.28), and (3.37),
‖F˜pP‖H→H 6 (1/6)δ−1/2‖Xp‖+ C(p). (3.39)
Again, let u ∈ H and let v = Ξ (t, ε) u ∈ N. The fact that F˜p takes N to N
together with (1.2) allow us to simplify the expression for X(t)F˜pv:
X(t)F˜pv =
(
X0 + tX1 + · · ·+ tp−1Xp−1 + tpXp
)
F˜pv = t
pXpF˜pv.
Hence, using (2.26), (3.38), and (3.39), we obtain∥∥∥J (2)4 (t, ε)u∥∥∥
H
= |t|p
∥∥∥X(t)F˜pv∥∥∥
H∗
= t2p
∥∥∥XpF˜pv∥∥∥
H∗
6 t2p ‖Xp‖
(
C(p) + (1/6)δ−1/2 ‖Xp‖
)
(c∗t
2p + ε2p)−1 ‖u‖H .
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Combining this with (3.31) and noting that t0 6 1, we arrive at∥∥∥J (2)4 (t, ε)u∥∥∥
H
6 C6ε
1−p, |t| 6 t0, (3.40)
where
C6 = ‖Xp‖
(
C(p) + (1/6)δ−1/2 ‖Xp‖
)
c
−1/2−1/2p
∗ . (3.41)
3.6. Estimate for the operator J
(3)
4 (t, ε). To estimate the operator
(3.25), we use representation (3.21). First, we estimate the operator
A(t)1/2Ψ∗(t, z) uniformly with respect to z ∈ Γδ. For this, we need some
auxiliary statements.
Lemma 3.2. We have∥∥∥A(t)1/2∥∥∥
d→H
6
√
6, |t| 6 t0.
Proof. Let u ∈ d. Using the definition of the operator A(t)1/2, we have∥∥A(t)1/2u∥∥
H
= ‖X(t)u‖H∗. By (2.16),
‖X(t)u‖2H∗ 6 ‖X0u‖2H∗ +
(
‖X0u‖2H∗ + δ ‖u‖2H
)
C◦ |t| , |t| 6 t0.
Recalling that ‖u‖2d = ‖X0u‖2H∗ + δ ‖u‖2H and taking (2.14) into accout, we
arrive at∥∥∥A(t)1/2u∥∥∥2
H
6 (1 + C◦t
0)‖u‖2d = 6‖u‖2d , u ∈ d, |t| 6 t0.

Lemma 3.3. We have
‖Rz(t)‖H→d 6 (2
√
3 + 3)δ−1/2, z ∈ Γδ, |t| 6 t0. (3.42)
Proof. Let u ∈ H. By the definition of the norm in d, we have
‖Rz(t)u‖d 6 δ1/2 ‖Rz(t)u‖H + ‖X0Rz(t)u‖H∗ .
Together with (1.6) this implies
‖Rz(t)u‖d 6 2 ‖X(t)Rz(t)u‖H∗ + 3δ1/2 ‖Rz(t)u‖H 6
6 2 ‖X(t)Rz(t)u‖H∗ + 3δ−1/2 ‖u‖H , |t| 6 t0, z ∈ Γδ.
(3.43)
Since |z| 6 2δ for z ∈ Γδ, then
‖X(t)Rz(t)u‖2H∗ = (A(t)Rz(t)u,Rz(t)u)H
= (u,Rz(t)u)H + z ‖Rz(t)u‖2H
6 ‖Rz(t)‖H→H ‖u‖2H + 2δ ‖Rz(t)‖2H→H ‖u‖2H 6 3δ−1 ‖u‖2H .
(3.44)
Combining (3.43) and (3.44), we arrive at the required inequality (3.42). 
Now, we estimate the operator Ψ∗ (t, z) in the (H→ d)-norm. For this, we
apply the iteration procedure once more in order to extract the term Ψ∗ (t, z)
in the expansion (3.18). As before, we iterate (3.17) using (2.11). Our goal
is to estimate the norms of all operators at tk with k > p. Therefore, we
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will use the sign ∼ if some terms of order tk with k 6 p are dropped. The
first iteration is
Rz(t) = Rz(0)− Ωz(0)Tδ(t) (Rz(0) − Ωz(0)Tδ(t)Rz(t))
= Rz(0) − Ωz(0)
(
tT
(1)
δ + · · ·+ tpT (p)δ
)
Rz(0)
− Ωz(0)
(
tp+1T
(p+1)
δ + · · ·+ t2pT
(2p)
δ
)
Rz(0) + (Ωz(0)Tδ(t))
2Rz(t).
Hence,
Rz(t) ∼ −Ωz(0)
(
tp+1T
(p+1)
δ + · · · + t2pT (2p)δ
)
Rz(0) + (Ωz(0)Tδ(t))
2Rz(t).
(3.45)
Denote the first term in the right-hand side of (3.45) by I1(t, z) and estimate
it with the help of (2.9), (2.10), (2.13), and the inequality t0 6 1:
‖I1(t, z)‖H→d 6 C(1)|t|p+1, |t| 6 t0, C(1) = 52δ−1/2pB˜.
Now we write down the unrecorded terms for the second iteration leaving
only the terms with tk, where k > p:
(Ωz(0)Tδ(t))
2Rz(t) = (Ωz(0)Tδ(t))
2 (Rz(0)− Ωz(0)Tδ(t)Rz(t))
= t2Ωz(0)
(
T
(1)
δ Ωz(0)T
(1)
δ
)
Rz(0)
+ t3Ωz(0)
(
T
(1)
δ Ωz(0)T
(2)
δ + T
(2)
δ Ωz(0)T
(1)
δ
)
Rz(0) + . . .
+ tpΩz(0)
(
T
(1)
δ Ωz(0)T
(p−1)
δ + · · ·+ T (p−1)δ Ωz(0)T (1)δ
)
Rz(0)
+ tp+1Ωz (0)
(
T
(1)
δ Ωz(0)T
(p)
δ + · · ·+ T (p)δ Ωz(0)T (1)δ
)
Rz(0) + . . .
+ t4pΩz(0)
(
T
(2p)
δ Ωz(0)T
(2p)
δ
)
Rz(0)− (Ωz(0)Tδ(t))3Rz(t)
∼ tp+1Ωz(0)
(
T
(1)
δ Ωz(0)T
(p)
δ + · · ·+ T (p)δ Ωz(0)T (1)δ
)
Rz(0) + . . .
+ t4pΩz(0)
(
T
(2p)
δ Ωz(0)T
(2p)
δ
)
Rz(0)− (Ωz(0)Tδ(t))3Rz(t)
=: I2(t, z) − (Ωz(0)Tδ(t))3Rz(t).
Again, we estimate the extracted term I2(t, z) with the help of (2.9), (2.10),
(2.13), and the inequality t0 6 1:
‖I2(t, z)‖H→d 6 C(2)|t|p+1, |t| 6 t0,
where
C(2) = 4 · 132δ−1/2c(2)p B˜2, c(2)p = p+ (p+1) + · · ·+2p+ (2p− 1) + · · ·+1.
Now the unrecorded term is − (Ωz(0)Tδ(t))3Rz(t).
We continue this iteration procedure until the unrecorded term be-
comes (−1)p+1 (Ωz(0)Tδ(t))p+1Rz(t) =: I0(t, z). All the terms Ij(t, z),
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j = 1, . . . , p, extracted in the consequent iterations are estimated as fol-
lows:
‖Ij(t, z)‖H→d 6 C(j)|t|p+1, |t| 6 t0, j = 1, . . . , p, (3.46)
where
C(j) = 4 · 13jδ−1/2c(j)p B˜j, (3.47)
and c
(j)
p depends only on p and j. Finally, the term I0(t, z) is estimated
with the help of (2.10), (2.12), and Lemma 3.3:∥∥I0(t, z)∥∥
H→d
6 C(p+1)|t|p+1, |t| 6 t0, (3.48)
where
C(p+1) = (2
√
3 + 3) · 13p+1δ−1/2Cp+1◦ . (3.49)
Clearly, Ψ∗(t, z) = I1(t, z) + · · · + Ip(t, z) + I0(t, z). As a result, relations
(3.46) and (3.48) imply that
‖Ψ∗(t, z)‖H→d 6 C7|t|p+1, z ∈ Γδ, |t| 6 t0, (3.50)
where
C7 =
p+1∑
j=1
C(j). (3.51)
Now, Lemma 3.2 and estimate (3.50) yield∥∥∥A(t)1/2Ψ∗(t, z)∥∥∥
H→H
6
√
6C7|t|p+1, z ∈ Γδ, |t| 6 t0.
Combining this with (3.21) and the estimate for the length of the contour
Γδ by 2piδ + 2δ 6 2pi + 2, we obtain∥∥∥A(t)1/2F∗(t)∥∥∥
H→H
6 (1 + pi−1)
√
6C7|t|p+1, |t| 6 t0. (3.52)
As a result, relations (2.26) and (3.52) imply the following estimate for
the operator (3.25):∥∥∥J (3)4 (t, ε)∥∥∥
H→H
6 (1 + pi−1)
√
6C7|t|p+1(c∗t2p + ε2p)−1, |t| 6 t0.
Using (3.31), we deduce∥∥∥J (3)4 (t, ε)∥∥∥
H→H
6 C8ε
1−p, |t| 6 t0, (3.53)
where
C8 = (1 + pi
−1)
√
6C7c
−1/2−1/2p
∗ . (3.54)
22 A. A. KUKUSHKIN AND T. A. SUSLINA
3.7. Completion of the proof of Theorem 3.1. Relations (3.4), (3.15),
(3.22), (3.32), (3.40), and (3.53) imply the required estimate (3.1) with the
constant
CˇA = C4 + C5 + C6 + C8. (3.55)
Remark 3.4. It is possible to write down a combersome explicit expres-
sion for the constant CˇA using relations (1.5), (2.14), (2.15), (2.19), (2.21),
(3.16), (3.28), (3.33), (3.41), (3.47), (3.49), (3.51), (3.54), and (3.55). For
further application to differential operators, it is important to know how this
constant depends on the problem data. After possible overstating, CˇA can
be considered as a polynomial of the variables C˜, ‖Xp‖, δ−1/2p, and c−1/2p∗
with positive coefficients depending only on p.
§ 4. Periodic differential operators in Rd.
Direct integral expansion
4.1. Factorized operators of order 2p in L2(R
d;Cn). In L2(R
d;Cn), we
consider a differential operator given formally by the expression
A = b(D)∗g(x)b(D). (4.1)
Here g(x) is uniformly positive definite and bounded (m×m)-matrix-valued
function (in general, g(x) is a Hermitian matrix with complex entries):
g, g−1 ∈ L∞(Rd),
g (x) > c1m, c > 0, x ∈ Rd.
(4.2)
The operator b (D) is given by
b (D) =
∑
|α|=p
bαD
α, (4.3)
where bα are constant (m× n)-matrices, in general, with complex entries.
It is assumed that m > n and that the symbol b(ξ) =
∑
|α|=p bαξ
α satisfies
rank b(ξ) = n, 0 6= ξ ∈ Rd.
This condition is equivalent to the following estimates
α01n 6 b(θ)
∗b(θ) 6 α11n, θ ∈ Sd−1,
0 < α0 6 α1 <∞.
(4.4)
Without loss of generality, we assume that
|bα| 6 α1/21 , |α| = p. (4.5)
The precise definition of the operator A is given in terms of the quadratic
form. By (4.2), the matrix g can be written as
g(x) = h(x)∗h(x);
where h, h−1 ∈ L∞. For instance, one can put h = g1/2
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Consider the operator X acting from L2(R
d;Cn) to L2(R
d;Cm) and de-
fined by
(Xu)(x) = h(x)b(D)u(x), u ∈ DomX = Hp(Rd;Cn),
and the quadratic form
a [u,u] = ‖Xu‖2L2(Rd) =
∫
Rd
〈g(x)b(D)u(x), b(D)u(x)〉 dx, u ∈ Hp(Rd;Cn).
(4.6)
Using the Fourier transformation and relations (4.2), (4.4), it is easy to check
that
c0
∫
Rd
|Dpu|2 dx 6 a [u,u] 6 c1
∫
Rd
|Dpu|2 dx, u ∈ Hp(Rd;Cn), (4.7)
where the notation |Dpu|2 :=∑|α|=p |Dαu|2 is used. Indeed, by the Parceval
identity, we have
‖g−1‖−1L∞
∫
Rd
|b(ξ)û(ξ)|2 dξ 6 a [u,u] 6 ‖g‖L∞
∫
Rd
|b(ξ)û(ξ)|2 dξ,
where û(ξ) is the Fourier image of the function u(x). Together with (4.4)
this yields
α0‖g−1‖−1L∞
∫
Rd
|ξ|2p|û(ξ)|2 dξ 6 a [u,u] 6 α1‖g‖L∞
∫
Rd
|ξ|2p|û(ξ)|2 dξ. (4.8)
Using the elementary inequalities
c′p
∑
|α|=p
|ξα|2 6 |ξ|2p 6 c′′p
∑
|α|=p
|ξα|2, (4.9)
with the constants c′p, c
′′
p depending only on d and p, we arrive at the required
inequalities (4.7) with
c0 = c
′
pα0‖g−1‖−1L∞ , c1 = c′′pα1‖g‖L∞ . (4.10)
Hence, the form (4.6) is closed and nonnegative. The selfadjoint operator
in L2(R
d;Cn) corresponding to this form is denoted by A.
4.2. Lattices in Rd. In what follows, it is assumed that the matrix-valued
functions g and h are periodic with respect to some lattice Γ ⊂ Rd:
g(x+ n) = g(x), h(x+ n) = h(x), x ∈ Rd, n ∈ Γ.
Let n1, . . . ,nd be a basis in R
d generating the lattice Γ:
Γ =
{
n ∈ Rd : n =
d∑
i=1
lini, li ∈ Z
}
,
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and let Ω be the elementary cell of the lattice Γ:
Ω =
{
x ∈ Rd : x =
d∑
i=1
tini, 0 < ti < 1
}
.
The basis s1, . . . , sd in Rd dual to the basis n1, . . . ,nd is defined by the
relations
〈
si,nj
〉
Rd
= 2piδij . This basis generates the lattice Γ˜ dual to Γ:
Γ˜ =
{
s ∈ Rd : s =
d∑
i=1
qis
i, qi ∈ Z
}
.
Instead of the cell of the dual lattice, it is convenient to consider the central
Brillouin zone
Ω˜ =
{
k ∈ Rd : |k| < |k− s| , 0 6= s ∈ Γ˜
}
,
which is a fundamental domain of the lattice Γ˜. We use the notation |Ω| =
measΩ, |Ω˜| = meas Ω˜ and note that |Ω| |Ω˜| = (2pi)d. Let r0 be the maximal
radius of the ball containing in clos Ω˜. Then
2r0 = min |s| , 0 6= s ∈ Γ˜. (4.11)
Denote
B (r) =
{
k ∈ Rd : |k| 6 r
}
, r > 0.
With the lattice Γ, a discrete Fourier transformation {v̂s}s∈Γ˜ 7→ v is
associated:
v(x) = |Ω|−1/2
∑
s∈Γ˜
v̂s exp (i 〈s,x〉) , x ∈ Ω,
which is a unitary mapping of l2(Γ˜) onto L2(Ω):∫
Ω
|v (x)|2 dx =
∑
s∈Γ˜
|v̂s|2 .
By W˜ sq (Ω;C
n) we denote the subspace of all functions inW sq (Ω;C
n) whose
Γ-periodic extension to Rd belongs to W sq,loc(R
d;Cn). If q = 2, we use the
notation H˜s(Ω;Cn).
4.3. The operators X(k) and A(k) in L2(Ω;C
n). Let k ∈ Rd. We con-
sider the operator X (k) : L2 (Ω;C
n)→ L2 (Ω;Cm) defined on the domain
DomX (k) = H˜p(Ω;Cn)
by the relation
(X(k)u)(x) = h(x)b(D + k)u(x). (4.12)
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Consider the quadratic form a (k) given by
a(k) [u,u] = ‖X(k)u‖2L2(Ω) =
∫
Ω
〈g(x)b(D + k)u, b(D + k)u〉 dx,
u ∈ H˜p(Ω;Cn).
(4.13)
Using the discrete Fourier transformation and relations (4.2), (4.4), it is easy
to check that
α0‖g−1‖−1L∞a∗(k) [u,u] 6 a(k) [u,u] 6 α1‖g‖L∞a∗(k) [u,u] ,
u ∈ H˜p(Ω;Cn),
(4.14)
for any k ∈ Rd, where
a∗(k) [u,u] :=
∑
s∈Γ˜
|s+ k|2p|ûs|2, u ∈ H˜p(Ω;Cn). (4.15)
Together with (4.9) this yields
c0
∫
Ω
|(D+ k)pu|2 dx 6 a(k) [u,u] 6 c1
∫
Ω
|(D+ k)pu|2 dx,
u ∈ H˜p(Ω;Cn),
where the constants c0, c1 are defined by (4.10). Hence, the operator X(k)
is closed, and the form (4.13) is closed and nonnegative. The selfadjoint
operator in L2(Ω;C
n) corresponding to the form a(k) is denoted by A(k).
Formally, we have
A(k) = b(D+ k)∗g(x)b(D + k).
4.4. Direct integral expansion for the operator A. First, the Gelfand
transformation U is defined on the Schwartz class S(Rd;Cn) by the relation
v˜(k,x) = (Uv) (k,x) = |Ω˜|−1/2
∑
n∈Γ
exp(−i〈k,x + n〉)v(x + n),
v ∈ S(Rd;Cn), x ∈ Rd, k ∈ Rd.
Then ∫
Ω˜
∫
Ω
|v˜ (k,x)|2 dx dk =
∫
Rd
|v(x)|2 dx, v˜ = Uv,
and U is extended by continuity up to unitary mapping
U : L2(Rd;Cn)→
∫
Ω˜
⊕L2(Ω;Cn)dk =: K. (4.16)
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The relation v ∈ Hp(Rd;Cn) is equivalent to the fact that v˜(k, ·) ∈
H˜p(Ω;Cn) for a. e. k ∈ Ω˜ and∫
Ω˜
∫
Ω
(|(D+ k)pv˜(k,x)|2 + |v˜(k,x)|2) dx dk <∞.
Under the Gelfand transformation U , the operator of multiplication by a
bounded Γ-periodic function in L2(R
d;Cn) turns into the operator of mul-
tiplication by the same function on the fibers of the direct integral K from
(4.16). On these fibers, the action of the operator b(D) on v ∈ Hp(Rd;Cn)
turns into the action of the operator b(D+ k) on v˜(k, ·) ∈ H˜p(Ω;Cn).
It follows that the form (4.6) can be written as
a [v,v] =
∫
Ω˜
a(k) [v˜(k, ·), v˜(k, ·)] dk, v ∈ Hp(Rd;Cn).
Thus, the operator A is unitarily equivalent (with the affinity U) to the
direct integral of the operators A(k):
UAU−1 =
∫
Ω˜
⊕A(k)dk. (4.17)
§ 5. Differential operators A(k) on the cell Ω.
Application of the abstract scheme
5.1. Investigation of the operators X(k) and A(k). Our goal is to
check that the abstract scheme can be applied to the operators A(k). As in
[BSu1], we put t := |k| and θ := k/t. The operators X(k) =: X(t,θ) and
A(k) =: A(t,θ) depend on the onedimensional parameter t and the addi-
tional parameter θ ∈ Sd−1 (the latter was absent in the abstract scheme).
We will try to make our constructions and estimates uniform with respect
to θ.
By (4.3) and (4.12),
X(k) = h
∑
|α|=p
bα (D+ k)
α = h
∑
|α|=p
bα
∑
β6α
Cβαk
α−βDβ
= h
∑
|α|=p
bα
∑
β6α
Cβαt
|α−β|θα−βDβ.
Hence, the operator X(k) can be written as
X(k) = X(t,θ) = X0 +
p∑
j=1
tjXj(θ). (5.1)
Here the operator
X0 = h
∑
|α|=p
bαD
α = hb(D) (5.2)
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is closed on the domain
DomX0 = H˜
p(Ω;Cn), (5.3)
the “intermediate” operators Xj(θ), j = 1, . . . , p− 1, are given by
Xj(θ) = h
∑
|α|=p
bα
∑
β6α, |β|=p−j
Cβαθ
α−βDβ (5.4)
on the domains
DomXj(θ) = H˜
p−j(Ω;Cn), (5.5)
and the operator
Xp(θ) = h
∑
|α|=p
bαθ
α = hb(θ)
is bounded from L2(Ω;C
n) to L2(Ω;C
m).
From (5.3) and (5.5) it follows that Condition 1.1 is satisfied:
DomX0 ⊂ DomXj (θ) ⊂ DomXp (θ) = L2(Ω;Cn), j = 1, . . . , p− 1.
By (4.4), we have
‖Xp(θ)‖ 6 α1/21 ‖g‖1/2L∞ . (5.6)
Now we consider the kernels of the operators Xj(θ).
Proposition 5.1. The kernel of X0 consists of constant vector-valued func-
tions:
N := KerX0 = {u ∈ L2(Ω;Cn) : u(x) = c ∈ Cn} . (5.7)
For j = 1, . . . , p − 1 we have
N ⊂ KerXj(θ), θ ∈ Sd−1. (5.8)
Proof. Let u ∈ N. It means that u ∈ H˜p(Ω;Cn) and b(D)u = 0. Using
the Parvceval identity for the discrete Fourier transformation, we write this
condition as
0 =
∫
Ω
|b(D)u(x)|2 dx =
∑
s∈Γ˜
|b(s)ûs|2 =
∑
s∈Γ˜
〈b(s)∗b(s)ûs, ûs〉Cn . (5.9)
By (4.4), relation (5.9) is equivalent to
|s|2p |ûs|2 = 0, s ∈ Γ˜.
In its turn, this is equivalent to the fact that all the Fourier coefficients ûs
besides û0 are equal to zero, i/ e., u(x) = c ∈ Cn.
By (5.4), relations (5.8) are obvious. 
The orthogonal projection of L2(Ω;C
n) onto N acts as averaging over the
cell:
Pu = |Ω|−1
∫
Ω
u(x) dx, u ∈ L2(Ω;Cn).
Let n∗ = KerX
∗
0 . Relation m > n ensures that n∗ > n. Moreover, since
N∗ = KerX
∗
0 = {q ∈ L2(Ω;Cm) : h∗q ∈ H˜p(Ω;Cm) : b(D)∗h∗q = 0},
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then the following alternative takes place: either n∗ = ∞ (if m > n), or
n∗ = n (if m = n).
Now we check that Condition 1.2 is satisfied.
Proposition 5.2. For j = 1, . . . , p − 1 we have
‖Xj(θ)u‖L2(Ω) 6 C˜j ‖X0u‖L2(Ω) , u ∈ H˜p(Ω;Cn). (5.10)
Here the constants C˜j do not depend on the parameter θ ∈ Sd−1 and depend
only on d, p, j, ‖g‖L∞,
∥∥g−1∥∥
L∞
, α0, α1, and r0.
Proof. By (4.5) and (5.4),
‖Xj(θ)u‖L2(Ω) 6 α
1/2
1 ‖g‖1/2L∞
∑
|α|6p
∑
β6α, |β|=p−j
Cβα‖Dβu‖L2(Ω). (5.11)
We expand a function u ∈ H˜p(Ω;Cn) in the Fourier series
u(x) = |Ω|−1/2
∑
s∈Γ˜
ûse
i〈x,s〉. (5.12)
By (4.11), for j = 1, . . . , p − 1 we have
|sβ|2 6 |s|2|β| 6 (2r0)−2j |s|2p, 0 6= s ∈ Γ˜, |β| = p− j. (5.13)
From the Parceval identity for the Fourier series and from (5.13) we deduce
‖Dβu‖2L2(Ω) =
∑
0 6=s∈Γ˜
|sβûs|2 6 (2r0)−2j
∑
0 6=s∈Γ˜
|s|2p|ûs|2, |β| = p− j.
(5.14)
Next, from the definition (5.2), (5.3) of X0, expansion (5.12), and the lower
estimate (4.4) it follows that
‖X0u‖2L2(Ω) >
∥∥g−1∥∥−1
L∞
α0
∑
s∈Γ˜
|s|2p |ûs|2 , u ∈ H˜p(Ω;Cn). (5.15)
As a result, combining (5.11), (5.14), and (5.15), we arrive at the required
inequality (5.10) with the constant
C˜j = α
1/2
1 α
−1/2
0 ‖g‖1/2L∞‖g−1‖
1/2
L∞
(2r0)
−j
(∑
|α|6p
∑
β6α, |β|=p−j
Cβα
)
. (5.16)

From the compactness of the embedding of Dom a(0) = H˜p(Ω;Cn) into
L2(Ω;C
n) it follows that the spectrum of the operator A(0) is discrete. The
point λ0 = 0 is an isolated eigenvalue of the operator A(0) = X
∗
0X0 of
multiplicity n; the corresponding eigenspace N consists of constant vector-
valued functions (see (5.7)). We estimate the distance d0 from the point
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λ0 = 0 to the rest of the spectrum of A(0). From (4.11) and (5.15) it follows
that
a(0)[u,u] > α0
∥∥g−1∥∥−1
L∞
(2r0)
2p ‖u‖2L2(Ω) ,
u ∈ H˜p(Ω;Cn),
∫
Ω
u(x) dx = 0.
Thus,
d0 > α0
∥∥g−1∥∥−1
L∞
(2r0)
2p . (5.17)
According to the abstract scheme, we should fix a positive number δ such
that δ 6 min
{
d0/36, 1/4
}
. Taking (5.17) into account, we put
δ = min
{
α0
∥∥g−1∥∥−1
L∞
(2r0)
2p /36, 1/4
}
. (5.18)
Inequalities (5.10) allow us to choose C˜ (see (1.1)) as follows
C˜ = max
{
1, C˜1, . . . , C˜p−1
}
, (5.19)
where the constants C˜j are defined by (5.16).
Now the constant Ĉ = max
{
(p− 1) C˜, ‖Xp (θ)‖
}
(see (1.5)) depends on
θ. Using (5.6), we take the following overstated value
Ĉ = max
{
(p− 1) C˜, α1/21 ‖g‖1/2L∞
}
,
which does not depend on θ. According to (1.4), we put
t0 =
δ1/2
Ĉ
=
δ1/2
max
{
(p− 1) C˜, α1/21 ‖g‖1/2L∞
} . (5.20)
5.2. Incorporation of the operators A(t,θ) in the framework of the
abstract scheme. We apply the abstract scheme putting
H = L2(Ω;C
n), H∗ = L2(Ω;C
m).
The role of the polynomial pencilX(t) is played byX(t,θ) := X(k) = X(tθ)
(see (5.1)); this pencil depends also on θ. In Subsection 5.1 it was checked
that Conditions 1.1 and 1.2 are satisfied. The role of A(t) is played by the
operator A(t,θ) := A (k) = A (tθ). According to the definition of A(k) (see
Subsection 4.3), we have
A(t,θ) = X(t,θ)∗X(t,θ).
In Subsection 5.1 it was checked that Condition 1.3 is also satisfied. The
kernel N = KerA(0) = KerX0 is described in (5.7).
It remains to check that Condition 2.2 is satisfied. Denote by Ej(k),
j ∈ N, k ∈ Ω˜, the consecutive eigenvalues of the operator A(k) counted
with multiplicities.
We rely on the twosided estimates (4.14) for the form a(k) in terms of the
auxiliary form (4.15). The selfadjoint operator in H corresponding to the
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form (4.15) is denoted by A∗(k), and its consecutive eigenvalues are denoted
by E0j (k), j ∈ N. For a different way of enumeration, the eigenvalues of
A∗(k) can be found from (4.15): they coincide with the numbers |s + k|2p,
s ∈ Γ˜, and each such eigenvalue is of multiplicity n (they are enumerated by
the index s ∈ Γ˜). Then it is easily seen that
E0l (k) = |k|2p , l = 1, . . . , n, k ∈ clos Ω˜, (5.21)
E01 (k) > r
2p, k ∈ clos Ω˜ \ B (r) , 0 < r 6 r0. (5.22)
Combining the lower estimate (4.14), (5.21), and (5.22), we obtain
El (k) > α0
∥∥g−1∥∥−1
L∞
|k|2p , l = 1, . . . , n, k ∈ clos Ω˜,
E1 (k) > α0
∥∥g−1∥∥−1
L∞
r2p, k ∈ clos Ω˜ \ B (r) , 0 < r 6 r0, (5.23)
which implies that Condition 2.2 is satisfied with the constant
c∗ = α0
∥∥g−1∥∥−1
L∞
. (5.24)
5.3. Construction of the spectral germ. The operators Z, R, and S
introduced in Subsection 1.2 now depend on θ. To construct them, we
introduce the auxiliary operator Λ. Let
M = {w ∈ L2(Ω;Cm) : w(x) = C ∈ Cm}
be the subspace of constant vector-valued functions in H∗ = L2(Ω;C
m).
By definition, the operator Λ : M→ H takes a vector C ∈M to the weak
Γ-periodic solution vC ∈ H˜p(Ω;Cn) of the problem
b(D)∗g(x) (b(D)vC(x) +C) = 0,
∫
Ω
vC(x) dx = 0. (5.25)
Problem (5.25) with C = b(θ)c, c ∈ Cn, is realization of the problem (1.8),
(1.9) (now ω = c ∈ N). Let e1, . . . , em be the standard orthonormal basis
in Cm, and let vj = vej . In the standard basis in C
n, the vector-valued
functions vj(x) can be written as the columns of length n. Let Λ (x) be the
(n×m)-matrix with the columns v1(x), . . . ,vm(x). Then Λ is the operator
of multiplication by the matrix-valued function Λ(x). Note that the matrix-
valued function Λ(x) is a Γ-periodic solution of the problem
b(D)∗g(x) (b(D)Λ(x) + 1m) = 0,
∫
Ω
Λ(x) dx = 0. (5.26)
According to (1.10), we obtain
(Z(θ)c)(x) = Λ(x)b(θ)c, c ∈ Cn = N,
Z(θ)u = 0, u ∈ N⊥.
Thus,
Z(θ) = Λb(θ)P. (5.27)
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According to (1.12) and (1.13), the operator R(θ) takes the form
(R(θ)c)(x) = h(x) (b(D)Λ(x) + 1m) b(θ)c, c ∈ Cn = N.
Then the spectral germ S(θ) = R(θ)∗R(θ) : N→ N is given by
S(θ) = Pb(θ)∗ (b(D)Λ + 1m)
∗ g (b(D)Λ + 1m) b(θ)|N
and acts as multiplication by the matrix b(θ)∗g0b(θ), where
g0 = |Ω|−1
∫
Ω
(b(D)Λ(x) + 1m)
∗ g(x) (b(D)Λ(x) + 1m) dx. (5.28)
Taking (5.26) into account, we rewrite g0 as
g0 = |Ω|−1
∫
Ω
g˜(x) dx, (5.29)
where
g˜(x) = g(x) (b(D)Λ(x) + 1m) . (5.30)
The constant matrix (5.29) is called the effective matrix. Automatically, g0
is positive definite which can be easily seen from the representation (5.28).
Thus, we have proved that the spectral germ of the operator family A(t,θ)
is represented as
S(θ) = b(θ)∗g0b(θ).
As has been mentioned in Subsection 2.3, Condition 2.2 implies that
S(θ) > c∗IN, (5.31)
where the constant c∗ is defined by (5.24) and does not depend on θ. So,
the spectral germ S(θ) is nondegenerate.
5.4. The effective operator. The properties of the effective matrix.
We put
S(k) = t2pS(θ) = b(k)∗g0b(k), k = tθ ∈ Rd; (5.32)
this is the symbol of the differential operator
A0 = b(D)∗g0b(D) (5.33)
with constant coefficients called the effective operator for A. Relations (5.31)
and (5.32) imply the following estimate for the symbol of the effective oper-
ator:
b(k)∗g0b(k) > c∗|k|2p1n, k ∈ Rd. (5.34)
Now we discuss some properties of the effective matrix g0.
Proposition 5.3. Denote
g := |Ω|−1
∫
Ω
g(x)dx, g :=
(
|Ω|−1
∫
Ω
g(x)−1dx
)−1
.
Then the effective matrix g0 satisfies the following inequalities:
g 6 g0 6 g. (5.35)
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If m = n, then g0 = g.
Proof. The proof is similar to that of Theorem 1.5 from [BSu1, Chapter
3], where the second order DO’s were studied. Let C ∈ Cm, and let vC be
the periodic solution of the problem (5.25). Obviously,
hC = h(b(D)vC +C)− hb(D)vC. (5.36)
The summands in the right-hand side of (5.36) are orthogonal to each other
in L2(Ω;C
m), since the first one belongs to KerX∗0 , while the second one
belongs to RanX0. Hence,
‖h(b(D)vC +C)‖2L2(Ω) 6 ‖hC‖2L2(Ω), C ∈ Cm.
By (5.28), this implies
〈g0C,C〉 6 〈gC,C〉, C ∈ Cm,
which is equivalent to the upper estimate (5.35).
To prove the lower estimate, note that P := (h∗)−1M ⊂ N∗ = KerX∗0 .
We put
Qw = |Ω|−1(h∗)−1g
∫
Ω
h−1w dx, w ∈ H∗ = L2(Ω;Cm).
It is easily checked that Qw ∈ P for w ∈ H∗; Qw = w for w ∈ P; and
(Qw,w)H∗ = |Ω|−1〈gCw,Cw〉, Cw =
∫
Ω
h−1w dx, w ∈ H∗. (5.37)
It follows that Q is the orthogonal projection of H∗ onto the subspace P.
We apply Q to both sides of (5.36). Since hb(D)vC ∈ RanX0 = N⊥∗ , then
QhC = Qh(b(D)vC +C). Hence, by (5.28),
‖QhC‖2H∗ = ‖Qh(b(D)vC +C)‖2H∗
6 ‖h(b(D)vC +C)‖2H∗ = |Ω|〈g0C,C〉, C ∈ Cm.
(5.38)
From (5.37) with w = hC it follows that
‖QhC‖2H∗ = (QhC, hC)H∗ = |Ω|〈gC,C〉. (5.39)
Together with (5.38) this implies the lower estimate (5.35).
If m = n, we have n∗ = m = n. Then P ⊂ N∗, dimP = m = n, and
dimN∗ = n∗ = n. Hence, P = N∗. Since h(b(D)vC + C) ∈ N∗, then the
inequality in (5.38) becomes an identity. This means that g0 = g. 
Estimates of the form (5.35) are known in homogenization theory for
specific DOs as the Voigt-Reuss bracketing. The following estimates for the
norms of the effective matrix and its inverse follow from (5.35):∣∣g0∣∣ 6 ‖g‖L∞ , ∣∣(g0)−1∣∣ 6 ‖g−1‖L∞ . (5.40)
Now we distinguish the cases where one of the inequalities in (5.35) be-
comes an identity. The following two statements are similar to Propositions
1.6 and 1.7 from [BSu1, Chapter 3].
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Proposition 5.4. Let gk(x), k = 1, . . . ,m, be the columns of the matrix
g(x). Then the identity g0 = g is equivalent to the relations
b(D)∗gk(x) = 0, k = 1, . . . ,m. (5.41)
Proof. By (5.28), the identity g0 = g is equivalent to the relation
‖h(b(D)vC +C)‖2H∗ = ‖hC‖2H∗ , C ∈ Cm. (5.42)
As has already been mentioned, the terms in the right-hand side of (5.36)
are orthogonal to each other. Therefore, (5.42) is equivalent to the condition
that hb(D)vC = 0 for any C ∈ Cm. By (5.25), this condition is satisfied if
and only if b(D)∗g(x)C = 0 for any C ∈ Cm. The latter is equivalent to
(5.41). 
Proposition 5.5. Let lk(x), k = 1, . . . ,m, be the columns of the matrix
g(x)−1. The identity g0 = g is equivalent to the representations
lk(x) = l
0
k + b(D)vk(x), l
0
k ∈ Cm, vk ∈ H˜p(Ω;Cn); k = 1, . . . ,m.
(5.43)
Proof. According to (5.38) and (5.39), the identity g0 = g is equivalent to
the condition that h(b(D)vC + C) ∈ P for any C ∈ Cm. In other words,
for any C ∈ Cm there exists a vector C∗ ∈ Cm such that h(b(D)vC +C) =
(h∗)−1C∗. The latter relation means that
g(x)−1C∗ = b(D)vC(x) +C, C ∈ Cm. (5.44)
Integrating over Ω, we obtain g−1C∗ = C.
Obviously, (5.44) holds for any C ∈ Cm if and only if it holds for C =
g−1ek (i. e., C∗ = ek), k = 1, . . . ,m. The latter condition is equivalent to
representations (5.43) for the columns lk(x), k = 1, . . . ,m. 
Remark 5.6. From the proof of Proposition 5.5 it is seen that, if g0 = g,
then the matrix (5.30) is constant: g˜(x) = g0 = g.
5.5. Estimates for the matrix-valued function Λ. In what follows, we
need estimates for the norms of Λ.
Lemma 5.7. Let vj(x), j = 1, . . . ,m, be the columns of the matrix-valued
function Λ(x) which is a Γ-periodic solution of problem (5.26). Then we
have
‖b(D)vj‖L2(Ω) 6 |Ω|1/2‖g‖1/2L∞‖g−1‖
1/2
L∞
, j = 1, . . . ,m, (5.45)
‖vj‖L2(Ω) 6 α−1/20 (2r0)−p|Ω|1/2‖g‖1/2L∞‖g−1‖
1/2
L∞
, j = 1, . . . ,m. (5.46)
Proof. Recall that the function vj ∈ H˜p(Ω;Cn) satisfies the identity
(g(b(D)vj + ej), b(D)w)L2(Ω) = 0, w ∈ H˜p(Ω;Cn), (5.47)
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and also the condition
∫
Ω vj dx = 0. From (5.47) it follows that
‖hb(D)vj‖L2(Ω) 6 ‖hej‖L2(Ω) 6 |Ω|1/2‖g‖1/2L∞ , j = 1, . . . ,m,
which implies (5.45).
To estimate ‖vj‖L2(Ω), we use the Fourier series, (4.4), (4.11), and the
condition
∫
Ω vj dx = 0. Then we obtain
‖b(D)vj‖2L2(Ω) > α0
∑
0 6=s∈Γ˜
|s|2p|v̂j,s|2 > α0(2r0)2p‖vj‖2L2(Ω), j = 1, . . . ,m,
(5.48)
where v̂j,s, s ∈ Γ˜, are the Fourier coefficients of the function vj. Relations
(5.45) and (5.48) imply (5.46). 
Corollary 5.8. Suppose that the matrix-valued function Λ(x) is the Γ-
periodic solution of the problem (5.26). Then we have
‖Λ‖L2(Ω) 6 |Ω|1/2C(1)Λ , (5.49)
‖b(D)Λ‖L2(Ω) 6 |Ω|1/2C(2)Λ , (5.50)
‖Λ‖Hp(Ω) 6 |Ω|1/2CΛ, (5.51)
where
C
(1)
Λ := m
1/2α
−1/2
0 (2r0)
−p‖g‖1/2L∞‖g−1‖
1/2
L∞
,
C
(2)
Λ := m
1/2‖g‖1/2L∞‖g−1‖
1/2
L∞
,
CΛ := C
(2)
Λ α
−1/2
0
(∑
|β|6p
(2r0)
−2(p−|β|)
)1/2
.
Proof. Inequalities (5.49) and (5.50) follow directly from (5.46) and (5.45),
respectively.
To check (5.51), we apply the Fourier series expansion. Similarly to (5.14),
taking (4.4) into account, we have
‖DβΛ‖2L2(Ω) 6 (2r0)−2(p−|β|)
∑
0 6=s∈Γ˜
|s|2p|Λ̂s|2
6 (2r0)
−2(p−|β|)α−10
∑
0 6=s∈Γ˜
|b(s)Λ̂s|2
= (2r0)
−2(p−|β|)α−10 ‖b(D)Λ‖2L2(Ω), |β| 6 p.
Hence,
‖Λ‖2Hp(Ω) 6 α−10 ‖b(D)Λ‖2L2(Ω)
(∑
|β|6p
(2r0)
−2(p−|β|)
)
.
Together with (5.50) this implies (5.51).
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§ 6. Approximation of the resolvent (A(k) + ε2pI)−1
6.1. Approximation of the resolvent
(
A(k) + ε2pI
)−1
in the operator
norm in L2(Ω;C
n). We apply Theorem 2.4 to the operator family A(t,θ).
The number t0 is defined by (5.20) and does not depend on θ. Due to the
presence of the projection P onto the subspace (5.7) of constant vector-
valued functions, (5.32) implies that
t2pS(θ)P = S(k)P = b(k)∗g0b(k)P = b(D+ k)∗g0b(D+ k)P = A0(k)P.
(6.1)
Hence, the operator under the norm sign in (2.27) takes the form
(A(k) + ε2pI)−1 − (A0(k) + ε2pI)−1P . Now the constant CA depends on
θ. According to Remark 2.5, this constant is a polynomial of the variables
C˜, ‖Xp(θ)‖, δ−1/2p, and c−1/2p∗ with positive coefficients depending only on
p. Relations (5.16), (5.18), (5.19), and (5.24) show that the constants δ, C˜,
and c∗ do not depend on θ; by (5.6), the norm ‖Xp(θ)‖ can be replaced
by α
1/2
1 ‖g‖1/2L∞ . Thus, after possible overstating, we can assume that the
constant CA does not depend on θ; it depends only on d, p, α0, α1, ‖g‖L∞ ,
‖g−1‖L∞ , and r0.
Applying Theorem 2.4, we arrive at the inequality
ε2p−1‖(A(k) + ε2pI)−1 − (A0(k) + ε2pI)−1P‖L2(Ω)→L2(Ω) 6 CA,
ε > 0, |k| 6 t0. (6.2)
Let us show that the projection P under the norm sign in (6.2) can be
replaced by the identity; one should only change the constant on the right.
Using the discrete Fourier transformation and taking (4.11) and (5.34) into
account, we see that
ε2p−1‖(A0(k) + ε2pI)−1P⊥‖L2(Ω)→L2(Ω)
= ε2p−1 sup
0 6=s∈Γ˜
∣∣(b(s + k)∗g0b(s+ k) + ε2p1n)−1∣∣
6 ε2p−1 sup
0 6=s∈Γ˜
(
c∗|s+ k|2p + ε2p
)−1
6 c
−1/2p
∗ r
−1
0 , ε > 0, |k| 6 t0.
Combining this with (6.2), we obtain
ε2p−1‖(A(k) + ε2pI)−1 − (A0(k) + ε2pI)−1‖L2(Ω)→L2(Ω)
6 CA + c
−1/2p
∗ r
−1
0 , ε > 0, |k| 6 t0.
(6.3)
For k ∈ clos Ω˜ \ B(t0) estimates are trivial. Each summand under the
norm sign in (6.3) is estimated separately by using estimate (5.23) for the
first eigenvalue of A(k) and the similar estimate for the effective operator.
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We have
ε2p−1‖(A(k) + ε2pI)−1‖L2(Ω)→L2(Ω) 6 c−1/2p∗ (t0)−1,
ε2p−1‖(A0(k) + ε2pI)−1‖L2(Ω)→L2(Ω) 6 c−1/2p∗ (t0)−1,
ε > 0, k ∈ clos Ω˜ \ B(t0).
(6.4)
Combining (6.3) and (6.4), and denoting
C˜A = max{CA + c−1/2p∗ r−10 , 2c−1/2p∗ (t0)−1},
we arrive at the following result.
Theorem 6.1. Suppose that the operator A(k) = b(D + k)∗gb(D + k) is
defined in Subsection 4.3. Let A0(k) = b(D + k)∗g0b(D + k), where g0 is
the effective matrix defined in Subsection 5.3. Then we have
‖(A(k) + ε2pI)−1 − (A0(k) + ε2pI)−1‖L2(Ω)→L2(Ω) 6 C˜Aε1−2p,
ε > 0, k ∈ clos Ω˜.
The constant C˜A depends only on d, p, α0, α1, ‖g‖L∞ , ‖g−1‖L∞ , and the
parameters of the lattice Γ.
6.2. Approximation of the resolvent
(
A(k) + ε2pI
)−1
in the energy
norm. Now we apply Theorem 3.1 to the operator family A(t,θ). Similarly
to (6.1), by (5.27),
tpZ(θ) = Λb(k)P = Λb(D+ k)P. (6.5)
By (6.1) and (6.5), the operator under the norm sign in (3.1) takes the form
E(k, ε) := A(k)1/2 ((A(k) + ε2pI)−1 − (I + Λb(D+ k))(A0(k) + ε2pI)−1P ) .
(6.6)
According to Remark 3.4 and relations (5.6), (5.16), (5.18), (5.19), (5.24),
after possible overstating, we can assume that CˇA does not depend on θ; it
depends only on d, p, α0, α1, ‖g‖L∞ , ‖g−1‖L∞ , and r0.
Applying Theorem 3.1, we arrive at the inequality
εp−1 ‖E(k, ε)‖L2(Ω)→L2(Ω) 6 CˇA, ε > 0, |k| 6 t0. (6.7)
Now we estimate the norm of the operator (6.6) for k ∈ clos Ω˜ \ B(t0).
The operator (6.6) can be represented as the sum of three terms:
E(k, ε) = A(k)1/2(A(k) + ε2pI)−1 −A(k)1/2(A0(k) + ε2pI)−1P
−A(k)1/2ΛPmb(D+ k)(A0(k) + ε2pI)−1P,
(6.8)
where Pm is the orthogonal projection onto the subspace M of constant
vector-valued functions in L2(Ω;C
m).
The first term is estimated with the help of (5.23):
εp−1‖A(k)1/2(A(k) + ε2pI)−1‖L2(Ω)→L2(Ω) 6 c−1/2p∗ (t0)−1,
k ∈ clos Ω˜ \ B(t0).
(6.9)
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Using the presence of the projection P and relations (4.4), (5.34), we obtain
the following estimate for the second term:
‖A(k)1/2(A0(k) + ε2pI)−1P‖L2(Ω)→L2(Ω)
= ‖hb(D + k)(A0(k) + ε2pI)−1P‖L2(Ω)→L2(Ω)
6 ‖g‖1/2L∞
∣∣∣b(k) (b(k)∗g0b(k) + ε2p1n)−1∣∣∣
6 α
1/2
1 ‖g‖1/2L∞ |k|p
(
c∗|k|2p + ε2p
)−1
.
(6.10)
Hence,
εp−1‖A(k)1/2(A0(k) + ε2pI)−1P‖L2(Ω)→L2(Ω)
6 α
1/2
1 ‖g‖1/2L∞c
−1/2−1/2p
∗ (t
0)−1, k ∈ clos Ω˜ \ B(t0).
(6.11)
Similarly to (6.10), for the third term in the right-hand side of (6.8) we
have:
‖A(k)1/2ΛPmb(D+ k)(A0(k) + ε2pI)−1P‖L2(Ω)→L2(Ω)
6 ‖A(k)1/2ΛPm‖L2(Ω)→L2(Ω)‖b(D+ k)(A0(k) + ε2pI)−1P‖L2(Ω)→L2(Ω)
6 α
1/2
1 |k|p
(
c∗|k|2p + ε2p
)−1 ‖A(k)1/2ΛPm‖L2(Ω)→L2(Ω).
(6.12)
Obviously,
‖A(k)1/2ΛPm‖L2(Ω)→L2(Ω) = ‖hb(D+ k)ΛPm‖L2(Ω)→L2(Ω)
6 |Ω|−1/2‖g‖1/2L∞‖b(D+ k)Λ‖L2(Ω).
(6.13)
Recall that the norm ‖b(D)Λ‖L2(Ω) satisfies (5.50). By (4.4) and (5.49),
‖b(k)Λ‖L2(Ω) 6 |k|pα1/21 |Ω|1/2C(1)Λ 6 rp1α1/21 |Ω|1/2C(1)Λ , k ∈ clos Ω˜, (6.14)
where 2r1 = diam Ω˜. Relations (5.50), (6.13), and (6.14) imply that
‖A(k)1/2ΛPm‖L2(Ω)→L2(Ω) 6 ‖g‖1/2L∞
(
C
(2)
Λ + r
p
1α
1/2
1 C
(1)
Λ
)
, k ∈ clos Ω˜.
(6.15)
By (6.12) and (6.15), we obtain the following estimate for the third term in
(6.8) for |k| > t0:
εp−1‖A(k)1/2ΛPmb(D+ k)(A0(k) + ε2pI)−1P‖L2(Ω)→L2(Ω) 6 C9,
k ∈ clos Ω˜ \ B(t0), C9 := α1/21 ‖g‖1/2L∞
(
C
(2)
Λ + r
p
1α
1/2
1 C
(1)
Λ
)
c
−1/2−1/2p
∗ (t
0)−1.
(6.16)
As a result, relations (6.8), (6.9), (6.11), and (6.16) imply the following
estimate for the operator (6.6) for |k| > t0:
εp−1‖E(k, ε)‖L2(Ω)→L2(Ω) 6 ĈA, ε > 0, k ∈ clos Ω˜ \ B(t0),
ĈA := c
−1/2p
∗ (t
0)−1
(
1 + c
−1/2
∗ α
1/2
1 ‖g‖1/2L∞
)
+ C9.
(6.17)
Inequalities (6.7) and (6.17) lead to the following result.
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Theorem 6.2. Suppose that the operator A(k) = b(D + k)∗gb(D + k) is
defined in Subsection 4.3. Let A0(k) = b(D + k)∗g0b(D + k), where g0
is the effective matrix defined in Subsection 5.3. Let P be the orthogonal
projection of L2(Ω;C
n) onto the subspace (5.7). Suppose that Λ(x) is a Γ-
periodic solution of the problem (5.26). Then for ε > 0 and k ∈ clos Ω˜ we
have∥∥A(k)1/2 ((A(k) + ε2pI)−1
−(I +Λb(D+ k))(A0(k) + ε2pI)−1P )∥∥
L2(Ω)→L2(Ω)
6 C◦Aε
1−p.
The constant C◦A = max{CˇA, ĈA} depends only on m, d, p, α0, α1, ‖g‖L∞ ,
‖g−1‖L∞ , and the parameters of the lattice Γ.
§ 7. Approximation of the resolvent of the operator A
7.1. Approximation of the resolvent (A + ε2pI)−1 in the operator
norm in L2(R
d;Cn). We return to the operator A acting in L2(R
d;Cn).
By (4.17), (
A+ ε2pI
)−1
= U−1
(∫
Ω˜
⊕(A(k) + ε2pI)−1 dk
)
U . (7.1)
The operator
(
A0 + ε2pI
)−1
admits a similar expansion. Hence,
‖ (A+ ε2pI)−1 − (A0 + ε2pI)−1 ‖L2(Rd)→L2(Rd)
= ess-sup
k∈Ω˜
‖(A(k) + ε2pI)−1 − (A0(k) + ε2pI)−1‖L2(Ω)→L2(Ω).
Together with Theorem 6.1 this implies the following result.
Theorem 7.1. Suppose that the operator A = b(D)∗gb(D) is defined in
Subsection 4.1. Let A0 = b(D)∗g0b(D) be the effective operator. Then
‖(A+ ε2pI)−1 − (A0 + ε2pI)−1‖L2(Rd)→L2(Rd) 6 C˜Aε1−2p, ε > 0. (7.2)
The constant C˜A depends only on d, p, α0, α1, ‖g‖L∞ , ‖g−1‖L∞ , and the
parameters of the lattice Γ.
7.2. Approximation of the resolvent
(
A+ ε2pI
)−1
in the energy
norm. Now we will obtain approximation of the resolvent
(
A+ ε2pI
)−1
with corrector taken into account, using Theorem 6.2 and expansion (7.1).
Recall that, under the Gelfand transformation, the operator b(D) expands
in the direct integral of the operators b(D+k); and the operator of multipli-
cation by the periodic matrix-valued function Λ(x) turns into multiplication
by the same function on the fibers of the direct integral K (see (4.16)). We
also need the operator Π := U−1[P ]U acting in L2(Rd;Cn). Here [P ] is the
operator in K that acts on the fibers as P . It is easily seen (see [BSu3, (6.8)])
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that Π is the pseudodifferential operator with the symbol χ
Ω˜
(ξ), where χ
Ω˜
is the characteristic function of the set Ω˜, i. e.,
(Πu)(x) = (2pi)−d/2
∫
Ω˜
ei〈x,ξ〉û(ξ) dξ. (7.3)
(Note that the operator Π is smoothing.)
It follows that the operator
E(ε) := A1/2 ((A+ ε2pI)−1 − (I + Λb(D))(A0 + ε2pI)−1Π)
expands in the direct integral of the operators E(k, ε) (see (6.6)). Therefore,
Theorem 6.2 implies that
εp−1‖E(ε)‖L2(Rd)→L2(Rd) 6 C◦A, ε > 0. (7.4)
From (7.4) we deduce the following result.
Theorem 7.2. Suppose that the operator A = b(D)∗gb(D) is defined in
Subsection 4.1. Let A0 = b(D)∗g0b(D) be the effective operator. Suppose
that Λ(x) is the Γ-periodic solution of the problem (5.26), and let g˜(x) be the
matrix-valued function (5.30). Let Π be the operator (7.3). Then for ε > 0
we have
‖(A+ε2pI)−1−(I+Λb(D)Π)(A0+ε2pI)−1‖L2(Rd)→L2(Rd) 6 C
(1)
A ε
1−2p, (7.5)
‖A1/2 ((A+ ε2pI)−1 − (I + Λb(D)Π)(A0 + ε2pI)−1) ‖L2(Rd)→L2(Rd)
6 C
(2)
A ε
1−p,
(7.6)
‖gb(D)(A+ε2pI)−1−g˜b(D)(A0+ε2pI)−1Π‖L2(Rd)→L2(Rd) 6 C
(3)
A ε
1−p. (7.7)
The constants C
(1)
A , C
(2)
A , C
(3)
A depend only on m, d, p, α0, α1, ‖g‖L∞ ,
‖g−1‖L∞ , and the parameters of the lattice Γ.
Proof. To check (7.5), we use (7.2) and estimate the operator
Λb(D)Π(A0 + ε2pI)−1 = ΛΠmb(D)(A
0 + ε2pI)−1Π.
Here Πm is the pseudodifferential operator in L2(R
d;Cm) with the symbol
χΩ˜(ξ). The operator [Λ]Πm is unitarily equivalent to the direct integral of
the operators [Λ]Pm, whence
‖[Λ]Πm‖L2(Rd)→L2(Rd) = ‖[Λ]Pm‖L2(Ω)→L2(Ω) 6 |Ω|−1/2‖Λ‖L2(Ω) 6 C
(1)
Λ .
(7.8)
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We took (5.49) into account. Next, using (4.4), (5.34), and (7.3), we obtain
ε2p−1‖b(D)(A0 + ε2pI)−1Π‖L2(Rd)→L2(Rd)
= ε2p−1 sup
ξ∈Ω˜
∣∣b(ξ)(b(ξ)∗g0b(ξ) + ε2p1n)−1∣∣
6 ε2p−1α
1/2
1 sup
ξ∈Ω˜
|ξ|p (c∗|ξ|2p + ε2p)−1
6 α
1/2
1 c
−1/2p
∗ sup
ξ∈Ω˜
|ξ|p−1 6 α1/21 c−1/2p∗ rp−11 , ε > 0.
(7.9)
As a result, relations (7.2), (7.8), and (7.9) imply estimate (7.5) with the
constant C
(1)
A = C˜A + C
(1)
Λ α
1/2
1 c
−1/2p
∗ r
p−1
1 .
Now we prove (7.6) with the help of (7.4). By (4.4), (5.34), and (7.3),
‖A1/2(A0 + ε2pI)−1(I −Π)‖L2(Rd)→L2(Rd)
= ‖hb(D)(A0 + ε2pI)−1(I −Π)‖L2(Rd)→L2(Rd)
6 ‖g‖1/2L∞ sup
|ξ|>r0
∣∣∣b(ξ) (b(ξ)∗g0b(ξ) + ε2p1n)−1∣∣∣
6 α
1/2
1 ‖g‖1/2L∞ sup
|ξ|>r0
|ξ|p (c∗|ξ|2p + ε2p)−1 .
(7.10)
Hence,
εp−1‖A1/2(A0 + ε2pI)−1(I −Π)‖L2(Rd)→L2(Rd) 6 α
1/2
1 ‖g‖1/2L∞c
−1/2−1/2p
∗ r
−1
0 .
Together with (7.4) this implies (7.6) with the constant C
(2)
A = C
◦
A +
α
1/2
1 ‖g‖1/2L∞c
−1/2−1/2p
∗ r
−1
0 .
We proceed to the proof of (7.7). Denote
G(ε) := gb(D) ((A+ ε2pI)−1 − (I + Λb(D))(A0 + ε2pI)−1Π) . (7.11)
From (7.4) it follows that
εp−1‖G(ε)‖L2(Rd)→L2(Rd) 6 C◦A‖g‖
1/2
L∞
, ε > 0. (7.12)
By (4.3), for any sufficiently smooth function u(x) in Rd one has
b(D)(Λu) = (b(D)Λ)u +
∑
|α|=p
bα
∑
β6α: |β|>1
Cβα(D
α−βΛ)Dβu.
Then, recalling the notation (5.30), we represent the operator (7.11) as
G(ε) = gb(D)(A + ε2pI)−1 − g˜b(D)(A0 + ε2pI)−1Π− G˜(ε), (7.13)
where
G˜(ε) := g
∑
|α|=p
bα
∑
β6α: |β|>1
Cβα(D
α−βΛ)ΠmD
βb(D)(A0 + ε2pI)−1Π.
Similarly to (7.8),
‖[Dα−βΛ]Πm‖L2(Rd)→L2(Rd) 6 |Ω|−1/2‖Dα−βΛ‖L2(Ω) 6 CΛ. (7.14)
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In the last passage, (5.51) was used. By (4.5) and (7.14),
‖G˜(ε)‖L2→L2 6 ‖g‖L∞α1/21 CΛ
×
∑
|α|=p
∑
β6α: |β|>1
Cβα‖Dβb(D)(A0 + ε2pI)−1Π‖L2→L2 . (7.15)
Similarly to (7.9), from (4.4), (5.34), and (7.3) it follows that
‖Dβb(D)(A0 + ε2pI)−1Π‖L2(Rd)→L2(Rd) 6 α
1/2
1 sup
ξ∈Ω˜
|ξ|p+|β| (c∗|ξ|2p + ε2p)−1 ,
whence
εp−1‖Dβb(D)(A0 + ε2pI)−1Π‖L2(Rd)→L2(Rd) 6 α
1/2
1 c
−1/2−1/2p
∗ r
|β|−1
1 (7.16)
for |β| > 1. By (7.15) and (7.16),
εp−1‖G˜(ε)‖L2(Rd)→L2(Rd) 6 C10, ε > 0, (7.17)
where
C10 := ‖g‖L∞α1CΛc−1/2−1/2p∗
(∑
|α|=p
∑
β6α: |β|>1
Cβαr
|β|−1
1
)
.
As a result, relations (7.12), (7.13), and (7.17) imply the required inequality
(7.7) with the constant C
(3)
A = C
◦
A‖g‖1/2L∞ + C10. 
Now we distinguish the special cases. If g0 = g, then conditions (5.41)
are satisfied, whence the solution Λ of the problem (5.26) is equal to zero.
Therefore, (7.6) simplifies, and we arrive at the following statement.
Proposition 7.3. If g0 = g (i. e., conditions (5.41) are satisfied), then
‖A1/2 ((A+ ε2pI)−1 − (A0 + ε2pI)−1) ‖L2(Rd)→L2(Rd) 6 C(2)A ε1−p, ε > 0.
(7.18)
Now we consider the case where g0 = g.
Proposition 7.4. If g0 = g (i. e., representations (5.43) are satisfied), then
‖gb(D)(A+ε2pI)−1−g0b(D)(A0+ε2pI)−1‖L2(Rd)→L2(Rd) 6 C˜
(3)
A ε
1−p, ε > 0.
(7.19)
The constant C˜
(3)
A depends only on m, d, p, α0, α1, ‖g‖L∞ , ‖g−1‖L∞ , and
the parameters of the lattice Γ.
Proof. By Remark 5.6, in the case under consideration we have g˜(x) =
g0 = g. Then the inequality (7.7) takes the form
‖gb(D)(A + ε2pI)−1 − g0b(D)(A0 + ε2pI)−1Π‖L2(Rd)→L2(Rd) 6 C
(3)
A ε
1−p
(7.20)
for ε > 0. Similarly to (7.10), by (5.40), we have
‖g0b(D)(A0 + ε2pI)−1(I −Π)‖L2(Rd)→L2(Rd)
6 ‖g‖L∞α1/21 sup
|ξ|>r0
|ξ|p (c∗|ξ|2p + ε2p)−1 .
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Hence,
εp−1‖g0b(D)(A0+ ε2pI)−1(I −Π)‖L2(Rd)→L2(Rd) 6 α
1/2
1 ‖g‖L∞c−1/2−1/2p∗ r−10 .
(7.21)
Relations (7.20) and (7.21) imply (7.19) with the constant C˜
(3)
A = C
(3)
A +
α
1/2
1 ‖g‖L∞c−1/2−1/2p∗ r−10 . 
7.3. Approximation of the resolvent
(
A− ζε2pI)−1 for ζ ∈ C \ R+.
Now we carry the results of Theorems 7.1 and 7.2 over to the case of the
resolvent at arbitrary regular point from C \R+. For this, we apply appro-
priate identities for the resolvents (cf. [Su]).
Let ζ ∈ C \R+. We put ζ = |ζ|eiϕ, 0 < ϕ < 2pi, and denote
c(ϕ) =
{
| sinϕ|−1, ϕ ∈ (0, pi/2) ∪ (3pi/2, 2pi)
1, ϕ ∈ [pi/2, 3pi/2] . (7.22)
Theorem 7.5. Suppose that the assumptions of Theorem 7.1 are satisfied.
Let ζ = |ζ|eiϕ ∈ C \ R+, and let c(ϕ) be defined by (7.22). Then for ε > 0
we have
‖(A− ζε2pI)−1 − (A0 − ζε2pI)−1‖L2(Rd)→L2(Rd) 6 C1c(ϕ)2ε1−2p|ζ|1/2p−1.
(7.23)
The constant C1 = 4C˜A depends only on d, p, α0, α1, ‖g‖L∞ , ‖g−1‖L∞, and
the parameters of the lattice Γ.
Proof. Let ζ̂ = eiϕ, 0 < ϕ < 2pi. We rely on the identity
(A− ζ̂ε2pI)−1 − (A0 − ζ̂ε2pI)−1 = (A+ ε2pI)(A− ζ̂ε2pI)−1
× ((A+ ε2pI)−1 − (A0 + ε2pI)−1) (A0 + ε2pI)(A0 − ζ̂ε2pI)−1. (7.24)
Since the spectrum of A is contained in R+, then
‖(A+ ε2pI)(A− ζ̂ε2pI)−1‖L2(Rd)→L2(Rd) 6 sup
x>0
(x+ ε2p)
∣∣x− ζ̂ε2p∣∣−1
= sup
y>0
(y + 1)
∣∣y − ζ̂∣∣−1 6 2c(ϕ).
(7.25)
Similarly,
‖(A0 + ε2pI)(A0 − ζ̂ε2pI)−1‖L2(Rd)→L2(Rd) 6 2c(ϕ). (7.26)
From (7.2), (7.24)–(7.26) it follows that
‖(A− ζ̂ε2pI)−1 − (A0 − ζ̂ε2pI)−1‖L2(Rd)→L2(Rd) 6 4c(ϕ)2C˜Aε1−2p, ε > 0.
(7.27)
Replacing ε by ε|ζ|1/2p in (7.27), we arrive at the required inequality (7.23).

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Theorem 7.6. Suppose that the assumptions of Theorem 7.2 are satisfied.
Let ζ = |ζ|eiϕ ∈ C \R+, and let c(ϕ) be given by (7.22). Then for ε > 0 we
have
‖(A − ζε2pI)−1 − (I + Λb(D)Π)(A0 − ζε2pI)−1‖L2(Rd)→L2(Rd)
6 C2c(ϕ)2ε1−2p|ζ|1/2p−1,
(7.28)
‖A1/2 ((A− ζε2pI)−1 − (I + Λb(D)Π)(A0 − ζε2pI)−1) ‖L2(Rd)→L2(Rd)
6 C3c(ϕ)2ε1−p|ζ|1/2p−1/2,
(7.29)
‖gb(D)(A − ζε2pI)−1 − g˜b(D)(A0 − ζε2pI)−1Π‖L2(Rd)→L2(Rd)
6 C4c(ϕ)2ε1−p|ζ|1/2p−1/2.
(7.30)
The constants C2, C3, C4 depend only on m, d, p, α0, α1, ‖g‖L∞ , ‖g−1‖L∞ ,
and the parameters of the lattice Γ.
Proof. Let ζ̂ = eiϕ, 0 < ϕ < 2pi. We use the identity
(A− ζ̂ε2pI)−1 − (I + Λb(D)Π)(A0 − ζ̂ε2pI)−1 = (A+ ε2pI)(A− ζ̂ε2pI)−1
× ((A+ ε2pI)−1 − (I + Λb(D)Π)(A0 + ε2pI)−1) (A0 + ε2pI)(A0 − ζ̂ε2pI)−1
+ ε2p(ζ̂ + 1)(A − ζ̂ε2pI)−1Λb(D)Π(A0 − ζ̂ε2pI)−1.
(7.31)
Denote the consecutive terms in the right-hand side of (7.31) by J1(ζ̂ , ε)
and J2(ζ̂ , ε).
From (7.5), (7.25), and (7.26) it follows that
ε2p−1‖J1(ζ̂ , ε)‖L2(Rd)→L2(Rd) 6 4c(ϕ)2C
(1)
A . (7.32)
The second term satisfies
‖J2(ζ̂ , ε)‖L2(Rd)→L2(Rd) 6 2ε2p‖(A− ζ̂ε2pI)−1‖L2→L2
× ‖ΛΠmb(D)(A0 + ε2pI)−1Π‖L2→L2‖(A0 + ε2pI)(A0 − ζ̂ε2pI)−1‖L2→L2 .
(7.33)
Note that the norm of the resolvent (A−ζ̂ε2pI)−1 does not exceed the inverse
distance from the point ζ̂ε2p to R+:
‖(A− ζ̂ε2pI)−1‖L2(Rd)→L2(Rd) 6 ε−2pc(ϕ). (7.34)
Combining (7.8), (7.9), (7.26), (7.33), and (7.34), we obtain
ε2p−1‖J2(ζ̂ , ε)‖L2(Rd)→L2(Rd) 6 4c(ϕ)2C
(1)
Λ α
1/2
1 c
−1/2p
∗ r
p−1
1 . (7.35)
Relations (7.31), (7.32), and (7.35) imply that
‖(A − ζ̂ε2pI)−1 − (I + Λb(D)Π)(A0 − ζ̂ε2pI)−1‖L2(Rd)→L2(Rd)
6 C2c(ϕ)2ε1−2p, ε > 0,
(7.36)
where C2 = 4C(1)A + 4C(1)Λ α1/21 c−1/2p∗ rp−11 . Replacing ε by ε|ζ|1/2p in (7.36),
we arrive at (7.28).
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To check (7.29), we apply the operator A1/2 to both sides of (7.31):
A1/2
(
(A− ζ̂ε2pI)−1 − (I + Λb(D)Π)(A0 − ζ̂ε2pI)−1
)
= T1(ζ̂, ε) + T2(ζ̂, ε),
(7.37)
where
T1(ζ̂, ε) = (A+ ε2pI)(A− ζ̂ε2pI)−1
×A1/2 ((A+ ε2pI)−1 − (I + Λb(D)Π)(A0 + ε2pI)−1)
× (A0 + ε2pI)(A0 − ζ̂ε2pI)−1,
T2(ζ̂, ε) = ε2p(ζ̂ + 1)A1/2(A− ζ̂ε2pI)−1Λb(D)Π(A0 − ζ̂ε2pI)−1.
Estimate for the first term is deduced from (7.6), (7.25), and (7.26):
εp−1‖T1(ζ̂ , ε)‖L2(Rd)→L2(Rd) 6 4C
(2)
A c(ϕ)
2, ε > 0. (7.38)
The second term satisfies
‖T2(ζ̂, ε)‖L2(Rd)→L2(Rd) 6 2ε2p‖A1/2(A− ζ̂ε2pI)−1‖L2→L2
× ‖ΛΠmb(D)(A0 + ε2pI)−1Π‖L2→L2‖(A0 + ε2pI)(A0 − ζ̂ε2pI)−1‖L2→L2 .
(7.39)
From (4.4), (5.34), (7.3), and (7.8) it follows that
‖ΛΠmb(D)(A0 + ε2pI)−1Π‖L2→L2 6 C(1)Λ α1/21 sup
ξ∈Ω˜
|ξ|p (c∗|ξ|2p + ε2p)−1 .
(7.40)
By (7.25),
‖A1/2(A− ζ̂ε2pI)−1‖L2→L2 6 2c(ϕ)‖A1/2(A+ ε2pI)−1‖L2→L2 6 2c(ϕ)ε−p.
(7.41)
Now, relations (7.26) and (7.39)–(7.41) imply that
εp−1‖T2(ζ̂ , ε)‖L2(Rd)→L2(Rd) 6 8c(ϕ)2C
(1)
Λ α
1/2
1 ε
2p−1 sup
ξ∈Ω˜
|ξ|p (c∗|ξ|2p + ε2p)−1
6 8c(ϕ)2C
(1)
Λ α
1/2
1 c
−1/2p
∗ r
p−1
1 , ε > 0.
(7.42)
As a result, relations (7.37), (7.38), and (7.42) yield
‖A1/2
(
(A− ζ̂ε2pI)−1 − (I + Λb(D)Π)(A0 − ζ̂ε2pI)−1
)
‖L2(Rd)→L2(Rd)
6 C3c(ϕ)2ε1−p, ε > 0,
(7.43)
with the constant C3 = 4C(2)A +8C(1)Λ α1/21 c−1/2p∗ rp−11 . Replacing ε by ε|ζ|1/2p
in (7.43), we arrive at the required inequality (7.29).
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It remains to check (7.30). We use the identity
gb(D)(A − ζ̂ε2pI)−1 − g˜b(D)(A0 − ζ̂ε2pI)−1Π
=
(
gb(D)(A + ε2pI)−1 − g˜b(D)(A0 + ε2pI)−1Π) (A0 + ε2pI)(A0 − ζ̂ε2pI)−1
+ (ζ̂ + 1)ε2pgb(D)(A + ε2pI)−1
(
(A− ζ̂ε2pI)−1 − (A0 − ζ̂ε2pI)−1
)
.
(7.44)
Denote the consecutive summands in the right-hand side of (7.44) by L1(ζ̂ , ε)
and L2(ζ̂, ε). From (7.7) and (7.26) it follows that
‖L1(ζ̂ , ε)‖L2(Rd)→L2(Rd) 6 2C
(3)
A c(ϕ)ε
1−p. (7.45)
The second term is estimated with the help of (7.27):
‖L2(ζ̂ , ε)‖L2(Rd)→L2(Rd) 6 8εc(ϕ)2C˜A‖g‖
1/2
L∞
‖A1/2(A+ ε2pI)−1‖L2→L2
6 8ε1−pc(ϕ)2C˜A‖g‖1/2L∞ .
(7.46)
Now relations (7.44)–(7.46) imply that
‖gb(D)(A− ζ̂ε2pI)−1 − g˜b(D)(A0 − ζ̂ε2pI)−1Π‖L2(Rd)→L2(Rd) 6 C4c(ϕ)2ε1−p
(7.47)
for ε > 0, where C4 = 2C(3)A + 8C˜A‖g‖1/2L∞ . Replacing ε by ε|ζ|1/2p in (7.47),
we arrive at (7.30). 
7.4. Special cases. Now we prove analogs of Propositions 7.3 and 7.4 for
the resolvent (A − ζε2pI)−1. If g0 = g, then Λ = 0, and (7.29) leads to the
following statement.
Proposition 7.7. Suppose that the assumptions of Theorem 7.5 are satis-
fied. If g0 = g (i. e., conditions (5.41) are satisfied), then
‖A1/2 ((A− ζε2pI)−1 − (A0 − ζε2pI)−1) ‖L2(Rd)→L2(Rd)
6 C3c(ϕ)2ε1−p|ζ|1/2p−1/2, ε > 0.
Now we consider the case where g0 = g.
Proposition 7.8. Suppose that the assumptions of Theorem 7.5 are satis-
fied. If g0 = g (i. e., representations (5.43) are satisfied), then
‖gb(D)(A − ζε2pI)−1 − g0b(D)(A0 − ζε2pI)−1‖L2(Rd)→L2(Rd)
6 C◦4c(ϕ)2ε1−p|ζ|1/2p−1/2, ε > 0.
(7.48)
The constant C◦4 depends only on m, d, p, α0, α1, ‖g‖L∞ , ‖g−1‖L∞ , and the
parameters of the lattice Γ.
Proof. By Remark 5.6, in the case under consideration we have g˜(x) =
g0 = g. First, we consider the resolvent at the point ζ̂ε2p, where ζ̂ = eiϕ.
The following analog of the identity (7.44) is true:
gb(D)(A − ζ̂ε2pI)−1 − g0b(D)(A0 − ζ̂ε2pI)−1 = L◦1(ζ̂ , ε) + L2(ζ̂ , ε)
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where
L◦1(ζ̂ , ε) =
(
gb(D)(A + ε2pI)−1 − g0b(D)(A0 + ε2pI)−1)
× (A0 + ε2pI)(A0 − ζ̂ε2pI)−1,
and the second term L2(ζ̂ , ε) is the same as in (7.44).
From (7.19) and (7.26) it follows that
‖L◦1(ζ̂ , ε)‖L2(Rd)→L2(Rd) 6 2c(ϕ)C˜
(3)
A ε
1−p, ε > 0.
Combining this with (7.46), we obtain
‖gb(D)(A − ζ̂ε2pI)−1 − g0b(D)(A0 − ζ̂ε2pI)−1‖L2(Rd)→L2(Rd) 6 C◦4c(ϕ)2ε1−p
(7.49)
for ε > 0, where C◦4 = 2C˜(3)A + 8C˜A‖g‖1/2L∞ . Replacing ε by ε|ζ|1/2p in (7.49),
we arrive at (7.48). 
7.5. Removal of the smoothing operator. It turns out that, under
some additional assumptions on the matrix-valued function Λ(x), it is pos-
sible to remove the smoothing operator Π in approximations (7.28)–(7.30).
However, the order of estimates for the terms containing I − Π is different
from the order of estimates (7.28)–(7.30); see Proposition 7.12 below.
Condition 7.9. Suppose that the Γ-periodic solution Λ ∈ H˜p(Ω) of the prob-
lem (5.26) is bounded and is a multiplier from Hp(Rd;Cm) to Hp(Rd;Cn):
Λ ∈ L∞(Rd) ∩M(Hp(Rd;Cm)→ Hp(Rd;Cn)).
Since Λ is periodic, Condition 7.9 is equivalent to the relation Λ ∈
L∞(Ω) ∩ M(Hp(Ω;Cm) → Hp(Ω;Cn)). The norm of the operator [Λ] of
multiplication by the matrix-valued function Λ(x) is denoted by
MΛ := ‖[Λ]‖Hp(Rd)→Hp(Rd). (7.50)
Description of the spaces of multipliers in the Sobolev classes can be found
in the book [MSh]. The following statement gives some sufficient conditions
ensuring that Condition 7.9 is satisfied.
Proposition 7.10. Suppose that at least one of the following two assump-
tions is satisfied :
1◦. 2p > d;
2◦. g0 = g, i. e., representations (5.43) are satisfied.
Then Condition 7.9 is satisfied. Moreover, ‖Λ‖L∞ and the multiplier norm
(7.50) are controlled in terms of m, n, d, p, α0, α1, ‖g‖L∞ , ‖g−1‖L∞, and
the parameters of the lattice Γ.
Proof. Since Λ ∈ H˜p(Ω), in the case where 2p > d it follows from the
Sobolev embedding theorem and from theorem of [MSh, Subsection 1.3.3]
that Condition 7.9 is satisfied. Herewith, ‖Λ‖L∞ and MΛ are estimated by
C‖Λ‖Hp(Ω), where C depends on m, n, d, p, and the domain Ω. Taking
estimate (5.51) into account, we prove the first statement.
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Let us prove the second statement. We assume that 2p 6 d (otherwise,
the first statement can be applied). Suppose that g0 = g. By Remark 5.6,
we have g˜ = g(b(D)Λ + 1m) = g
0. Then Λ ∈ H˜p(Ω) is the Γ-periodic
solution of the problem
b(D)∗b(D)Λ(x) = b(D)∗g(x)−1g0,
∫
Ω
Λ(x) dx = 0. (7.51)
The operator b(D)∗b(D) is a matrix elliptic operator with constant coeffi-
cients. Therefore, the solution of the problem (7.51) can be described in
terms of the Fourier coefficients:
Λ̂0 = 0; Λ̂s = (b(s)
∗b(s))−1 b(s)∗ (̂g−1)
s
g0, 0 6= s ∈ Γ˜.
Since g−1g0 ∈ L∞ ⊂ Lq(Ω) for any q < ∞, from the well known
Marcinkiewicz theorem about the multipliers for the Fourier series (see [Ma])
it follows that Λ ∈ W˜ pq (Ω) for any q < ∞. Let us fix q such that pq > d
(for instance, q = p−1(d + 1)). By the Marcinkiewicz theorem, the norm
‖Λ‖W pq (Ω) is controlled in terms of m, n, d, p, α0, α1, ‖g‖L∞ , and ‖g−1‖L∞ .
Next, by the Sobolev embedding theorem and Corollary 1 of [MSh, Sub-
section 1.3.4], relation Λ ∈ W˜ pq (Ω) ensures that Condition 7.9 is satisfied.
Herewith, ‖Λ‖L∞ and MΛ are estimated by C‖Λ‖W pq (Ω), where C depends
on m, n, d, p, and the domain Ω. This completes the proof of the second
statement. 
Now we estimate the operator b(D)(I − Π)(A0 − ζε2pI)−1 in the
(L2 → Hp)-norm.
Lemma 7.11. For ε > 0 and ζ ∈ C \ R+ we have
‖b(D)(I −Π)(A0 − ζε2pI)−1‖L2(Rd)→Hp(Rd) 6 C11c(ϕ), (7.52)
where C11 = 2α
1/2
1 c
−1
∗
(
1 + r−20
)p/2
.
Proof. Using (4.4), (5.34), and (7.3), we obtain
‖b(D)(I −Π)(A0 + |ζ|ε2pI)−1‖L2(Rd)→Hp(Rd)
= sup
ξ∈Rd
(1− χΩ˜(ξ))(1 + |ξ|2)p/2
∣∣∣b(ξ) (b(ξ)∗g0b(ξ) + |ζ|ε2p1n)−1∣∣∣
6 α
1/2
1 sup
|ξ|>r0
(1 + |ξ|2)p/2|ξ|p (c∗|ξ|2p + |ζ|ε2p)−1 6 α1/21 c−1∗ (1 + r−20 )p/2 .
(7.53)
Obviously,
‖(A0 + |ζ|ε2pI)(A0 − ζε2pI)−1‖L2(Rd)→L2(Rd) 6 sup
x>0
(x+ |ζ|ε2p)|x− ζε2p|−1
= sup
y>0
(y + 1)|y − ζ̂|−1 6 2c(ϕ).
(7.54)
Relations (7.53) and (7.54) imply (7.52). 
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Proposition 7.12. Suppose that the assumptions of Theorem 7.6 and Con-
dition 7.9 are satisfied. Then for ε > 0 we have
‖Λb(D)(I −Π)(A0 − ζε2pI)−1‖L2(Rd)→L2(Rd) 6 C5c(ϕ), (7.55)
‖A1/2 (Λb(D)(I −Π)(A0 − ζε2pI)−1) ‖L2(Rd)→L2(Rd) 6 C6c(ϕ), (7.56)
‖g˜b(D)(I −Π)(A0 − ζε2pI)−1‖L2(Rd)→L2(Rd) 6 C7c(ϕ). (7.57)
The constants C5, C6, and C7 depend only on m, d, p, α0, α1, ‖g‖L∞ ,
‖g−1‖L∞ , the parameters of the lattice Γ, and also on MΛ and ‖Λ‖L∞ .
Proof. Estimate (7.55) with C5 = ‖Λ‖L∞C11 follows from Condition 7.9
and estimate (7.52).
To prove (7.56), note that
‖A1/2 (Λb(D)(I −Π)(A0 − ζε2pI)−1) ‖L2(Rd)→L2(Rd)
6 ‖g‖1/2L∞α
1/2
1 ‖Λb(D)(I −Π)(A0 − ζε2pI)−1‖L2(Rd)→Hp(Rd).
(7.58)
Combining Condition 7.9 and inequalities (7.52), (7.58), we obtain (7.56)
with the constant C6 = α1/21 ‖g‖1/2L∞MΛC11.
To prove (7.57), note that, by Lemma 1 of [MSh, Subsection 1.3.2], from
Condition 7.9 it follows that b(D)Λ is a multiplier from Hp(Rd;Cm) to
L2(R
d;Cm), and its multiplier norm is controlled in terms of α1, ‖Λ‖L∞ ,
and MΛ:
‖[b(D)Λ]‖Hp(Rd)→L2(Rd) 6 CΛ = CΛ(α1, ‖Λ‖L∞ ,MΛ).
Then the matrix-valued function g˜ = g(b(D)Λ + 1m) is a multiplier from
Hp(Rd;Cm) to L2(R
d;Cm), and ‖[g˜]‖Hp(Rd)→L2(Rd) 6 ‖g‖L∞(CΛ + 1). To-
gether with (7.52) this implies (7.57) with C7 = ‖g‖L∞(CΛ + 1)C11. 
Now, Theorem 7.6 and Proposition 7.12 imply the following result.
Theorem 7.13. Suppose that the assumptions of Theorem 7.6 and Condi-
tion 7.9 are satisfied. Then for ε > 0 we have
‖(A− ζε2pI)−1 − (I + Λb(D))(A0 − ζε2pI)−1‖L2(Rd)→L2(Rd)
6 C2c(ϕ)2ε1−2p|ζ|1/2p−1 + C5c(ϕ),
‖A1/2 ((A− ζε2pI)−1 − (I + Λb(D))(A0 − ζε2pI)−1) ‖L2(Rd)→L2(Rd)
6 C3c(ϕ)2ε1−p|ζ|1/2p−1/2 + C6c(ϕ),
‖gb(D)(A − ζε2pI)−1 − g˜b(D)(A0 − ζε2pI)−1‖L2(Rd)→L2(Rd)
6 C4c(ϕ)2ε1−p|ζ|1/2p−1/2 + C7c(ϕ).
The constants C2, C3, and C4 depend only on m, d, p, α0, α1, ‖g‖L∞ ,
‖g−1‖L∞ , and the parameters of the lattice Γ. The constants C5, C6, and
C7 depend on the same parameters and also on ‖Λ‖L∞ and MΛ.
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§ 8. Homogenization of the operator Aε
8.1. Approximation of the resolvent of the operator Aε in the op-
erator norm in L2(R
d;Cn). For any Γ-periodic function ϕ(x) in Rd we
denote
ϕε(x) := ϕ(ε−1x), ε > 0.
In L2(R
d;Cn), we consider the operator Aε, ε > 0, given formally by the
differential expression
Aε = b(D)
∗gε(x)b(D), ε > 0. (8.1)
As usual, the precise definition of the operator Aε is given in terms of the
corresponding closed quadratic form
aε[u,u] =
∫
Rd
〈gε(x)b(D)u, b(D)u〉 dx, u ∈ Hp(Rd;Cn).
The form aε is subject to the following estimates similar to (4.8):
α0‖g−1‖−1L∞
∫
Rd
|ξ|2p|û(ξ)|2 dξ 6 aε[u,u] 6 α1‖g‖L∞
∫
Rd
|ξ|2p|û(ξ)|2 dξ. (8.2)
For small ε the coefficients of the operator (8.1) oscillate rapidly. A typical
homogenization problem as applied to the operator (8.1) is to approximate
its resolvent for small ε. Using the results of §7 and the scaling transforma-
tion, we deduce theorems about approximation of the resolvent (Aε− ζI)−1
for ζ ∈ C \ R+.
Let Tε be the unitary scaling transformation in L2(R
d;Cn) given by
(Tεu)(x) := ε
d/2u(εx).
It is easily seen that
Aε = ε
−2pT ∗εATε,
where A is the operator (4.1). Hence,
(Aε − ζI)−1 = ε2pT ∗ε (A− ζε2pI)−1Tε. (8.3)
A similar identity is true for the operator A0:
(A0 − ζI)−1 = ε2pT ∗ε (A0 − ζε2pI)−1Tε. (8.4)
Subtracting (8.4) from (8.3) and using that the operator Tε is unitary, we
obtain
‖(Aε − ζI)−1 − (A0 − ζI)−1‖L2(Rd)→L2(Rd)
= ε2p‖(A− ζε2pI)−1 − (A0 − ζε2pI)−1‖L2(Rd)→L2(Rd).
(8.5)
Theorem 7.5 together with (8.5) imply the following result.
Theorem 8.1. Let Aε be the operator (8.1), and let A
0 be the effective
operator (5.33). Let ζ = |ζ|eiϕ ∈ C \ R+, and let c(ϕ) be defined by (7.22).
For ε > 0 we have
‖(Aε − ζI)−1 − (A0 − ζI)−1‖L2(Rd)→L2(Rd) 6 C1c(ϕ)2ε|ζ|1/2p−1. (8.6)
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The constant C1 depends only on d, p, α0, α1, ‖g‖L∞ , ‖g−1‖L∞ , and the
parameters of the lattice Γ.
8.2. Approximation of the resolvent of the operator Aε in the en-
ergy norm. Now, using Theorem 7.6, we obtain approximation of the
resolvent (Aε − ζI)−1 in the norm of operators acting from L2(Rd;Cn)
to the Sobolev space Hp(Rd;Cn), and also approximation of the operator
gεb(D)(Aε − ζI)−1 (corresponding to the ”flux”) in the norm of operators
acting from L2(R
d;Cn) to L2(R
d;Cm).
Let Πε be the pseudodifferential operator in L2(R
d;Cn) with the symbol
χΩ˜/ε(ξ), i. e.,
(Πεu)(x) = (2pi)
−d/2
∫
Ω˜/ε
ei〈x,ξ〉û(ξ) dξ. (8.7)
The operators (7.3) and (8.7) satisfy the following identity
Πε = T
∗
εΠTε. (8.8)
We put
K(ζ; ε) := Λεb(D)(A0 − ζI)−1Πε. (8.9)
The operator (8.9) is called a corrector ; this operator is a continuous map-
ping of L2(R
d;Cn) to Hp(Rd;Cn).
Theorem 8.2. Suppose that the assumptions of Theorem 8.1 are satisfied.
Let Πε be the operator (8.8), let K(ζ; ε) be given by (8.9), and let g˜(x) be
the matrix-valued function (5.30). Then for ε > 0 we have
‖(Aε − ζI)−1 − (A0 − ζI)−1 − ε2pK(ζ; ε)‖L2(Rd)→Hp(Rd)
6 εc(ϕ)2|ζ|1/2p
(
C′|ζ|−1 + C′′|ζ|−1/2
)
,
(8.10)
‖gεb(D)(Aε − ζI)−1 − g˜εb(D)(A0 − ζI)−1Πε‖L2(Rd)→L2(Rd)
6 εc(ϕ)2C4|ζ|1/2p−1/2.
(8.11)
The constants C′, C′′, and C4 depend only on m, d, p, α0, α1, ‖g‖L∞ ,
‖g−1‖L∞ , and the parameters of the lattice Γ.
Proof. Similarly to (8.3), by (8.8),
K(ζ; ε) = εpT ∗ε Λb(D)(A
0 − ζε2pI)−1ΠTε. (8.12)
From (8.3), (8.4), and (8.12) it follows that
‖(Aε − ζI)−1 − (A0 − ζI)−1 − εpK(ζ; ε)‖L2(Rd)→L2(Rd)
= ε2p‖(A− ζε2pI)−1 − (I + Λb(D)Π)(A0 − ζε2pI)−1‖L2(Rd)→L2(Rd).
(8.13)
By (7.28) and (8.13), for ε > 0 we have
‖(Aε − ζI)−1 − (A0 − ζI)−1 − εpK(ζ; ε)‖L2(Rd)→L2(Rd) 6 C2c(ϕ)2ε|ζ|1/2p−1.
(8.14)
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Similarly,
‖A1/2ε
(
(Aε − ζI)−1 − (A0 − ζI)−1 − εpK(ζ; ε)
) ‖L2(Rd)→L2(Rd)
= εp‖A1/2 ((A− ζε2pI)−1 − (I + Λb(D)Π)(A0 − ζε2pI)−1) ‖L2(Rd)→L2(Rd).
Together with (7.29) this yields
‖A1/2ε
(
(Aε − ζI)−1 − (A0 − ζI)−1 − εpK(ζ; ε)
) ‖L2(Rd)→L2(Rd)
6 C3c(ϕ)2ε|ζ|1/2p−1/2.
(8.15)
Since (1 + |ξ|2)p 6 2p−1(1 + |ξ|2p), taking the lower estimate (8.2) into
account, for any u ∈ Hp(Rd;Cn) we have
‖u‖2Hp(Rd) =
∫
Rd
(1 + |ξ|2)p|û(ξ)|2 dξ 6 2p−1
∫
Rd
(1 + |ξ|2p)|û(ξ)|2 dξ
6 2p−1
(
‖u‖2L2(Rd) + α
−1
0 ‖g−1‖L∞‖A1/2ε u‖2L2(Rd)
)
.
Combining this with (8.14) and (8.15), we deduce (8.10) with the constants
C′ = 2(p−1)/2C2, C′′ = 2(p−1)/2C3α−1/20 ‖g−1‖1/2L∞ .
Inequality (8.11) follows from (7.30) with the help of the scaling transfor-
mation. 
Remark 8.3. 1) For a fixed ζ ∈ C \R+, estimates of Theorems 8.1 and 8.2
are of sharp order O(ε). For large |ζ| the order improves due to the presence
of the factors |ζ|−s (with s > 0) in the right-hand sides. 2) Estimates (8.6),
(8.10), and (8.11) are uniform with respect to ϕ in any sector of the form
{ζ = |ζ|eiϕ ∈ C : ϕ0 6 ϕ 6 2pi − ϕ0} with arbitrarily small ϕ0.
8.3. Special cases. If g0 = g, then Λ = 0 and the corrector (8.9) is equal
to zero. In this case (8.10) simplifies.
Proposition 8.4. Suppose that the assumptions of Theorem 8.1 are satis-
fied. Suppose that g0 = g (i. e., conditions (5.41) are satisfied). Then for
ε > 0 we have
‖(Aε − ζI)−1 − (A0 − ζI)−1‖L2(Rd)→Hp(Rd)
6 εc(ϕ)2|ζ|1/2p
(
C′|ζ|−1 + C′′|ζ|−1/2
)
.
The following statement is deduced from Proposition 7.8 by the scaling
transformation.
Proposition 8.5. Suppose that the assumptions of Theorem 8.1 are satis-
fied. If g0 = g (i. e., representations (5.43) are true), then for ε > 0 we
have
‖gεb(D)(A − ζI)−1 − g0b(D)(A0 − ζI)−1‖L2(Rd)→L2(Rd)
6 C◦4c(ϕ)2ε|ζ|1/2p−1/2.
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8.4. Removal of the smoothing operator. Now, we suppose that Con-
dition 7.9 is satisfied. Then instead of the corrector (8.9) one can use the
operator
K0(ζ; ε) := Λεb(D)(A0 − ζI)−1, (8.16)
which in this case is a continuous mapping of L2(R
d;Cn) to Hp(Rd;Cn).
Note that (8.16) is the traditional corrector used in the homogenization
theory.
The following result is deduced from Theorem 7.13 by the scaling trans-
formation (cf. the proof of Theorem 8.2).
Theorem 8.6. Suppose that the assumptions of Theorem 8.1 and Condition
7.9 are satisfied. Let K0(ζ; ε) be given by (8.16), and let g˜(x) be the matrix-
valued function (5.30). Then for 0 < ε 6 1 we have
‖(Aε − ζI)−1 − (A0 − ζI)−1 − εpK0(ζ; ε)‖L2(Rd)→Hp(Rd)
6 εc(ϕ)2|ζ|1/2p
(
C′|ζ|−1 + C′′|ζ|−1/2
)
+ C8εpc(ϕ),
(8.17)
‖gεb(D)(A − ζI)−1 − g˜εb(D)(A0 − ζI)−1‖L2(Rd)→L2(Rd)
6 εC4c(ϕ)2|ζ|1/2p−1/2 + C7εpc(ϕ).
(8.18)
The constants C′, C′′, and C4 depend only on m, d, p, α0, α1, ‖g‖L∞ ,
‖g−1‖L∞ , and the parameters of the lattice Γ. The constants C7 and C8
depend on the same parameters and also on ‖Λ‖L∞ and MΛ.
Note that in Theorem 8.6 it is assumed that 0 < ε 6 1. This is because
in the proof of (8.17) it is used that ε2p 6 εp. Besides, estimates (8.17)
and (8.18) are interesting for small ε. The constant C8 is given by C8 =
2(p−1)/2
(
C5 + α−1/20 ‖g−1‖1/2L∞C6
)
.
Comparing Proposition 7.10 and Theorem 8.6, we arrive at the following
statement.
Corollary 8.7. Suppose that the assumptions of Theorem 8.1 are satisfied.
Let K0(ζ; ε) be the operator (8.16), and let g˜(x) be the matrix-valued function
(5.30). Moreover, suppose that at least one of the following two assumptions
is satisfied :
1◦. 2p > d;
2◦. g0 = g, i. e., representations (5.43) are true.
Then estimates (8.17) and (8.18) are true for 0 < ε 6 1. All the constants
in these estimates depend only on m, n, d, p, α0, α1, ‖g‖L∞ , ‖g−1‖L∞, and
the parameters of the lattice Γ.
Remark 8.8. 1) For fixed ζ ∈ C\R+ estimates of Theorem 8.6 are of sharp
order O(ε). 2) Estimates (8.17) and (8.18) are uniform with respect to ϕ in
any sector of the form {ζ = |ζ|eiϕ ∈ C : ϕ0 6 ϕ 6 2pi−ϕ0} with arbitrarily
small ϕ0. 3) The assumptions of Corollary 8.7 are satisfied in the following
cases that are interesting for applications: a) if p = 2 and d = 2 or d = 3,
then 2p > d; b) if m = n, then g0 = g. For instance, this is the case for the
operator Aε = ∆g
ε(x)∆.
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