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要約 機械学習やパターン認識において高次元データ
を扱う際, 計算量の増加などの問題に直面するため，
データの次元削減が重要となる．このようなデータの
点集合は, 高次元空間内に存在する実質的に低次元の多
様体上に存在することが多いため，この多様体構造に
基づく次元削減手法として多様体学習が提案されてい
る．本論文では，従来の多様体学習で考慮されてこな
かった多様体の位相構造に注目した新しい多様体学習
方式として位相多様体学習を提案する．この新たな枠
組みにおけるデータ点群の近傍分割と次元推定に対し，
ホモトピーに関する安定性理論に基づいた検証を行う．
キーワード 多様体学習，次元削減，次元推定，単体複
体，トポロジー
1 序論
機械学習や計算知能の研究において，高次元データ
の次元削減は重要な問題のひとつである．28 28 ピク
セルの画像が 784 次元のベクトルとして扱われるよう
に，画像データや音声データは次元の大きなデータと
して扱われる．このようなデータは計算量やデータサ
イズの増加といった問題を引き起こすことが多く，デー
タ解析をする前に次元の削減をすることが求められる．
次元削減手法はいくつもの手法が提案されているが，
そのひとつに多様体学習という手法が提案されている．
多様体学習は，LLE[1]や ISOMAP[2]に代表される非
線形次元削減手法として注目されている．データ点群
のなす多様体を局所的な近傍に分割して低次元空間で
の表現を求める手法であるが，いくつかの問題が存在
する．これらの手法の多くは，データ点群を可微分多
様体であることを前提に扱うが，可微分多様体は位相
多様体に微分可能性を与えたものにもかかわらず，そ
の位相構造を検出する手順を含む手法は数少ない．
そこで，データ点群のなす多様体の位相構造を考慮
した新たな多様体学習方式として，位相多様体学習を
提案する．本研究では，この位相多様体学習方式の手
順を示した後，その手順のうち近傍分割と次元推定に
注目し，次元推定と近傍内の位相構造の関係に関して，
スケールをパラメータとするホモトピーに関する安定
性理論 [3]に基づく検証と考察を行う．
2 多様体学習
多様体学習手法の多くでは，画像などのデータ集合
による多量の点群 fyig は滑らかな m 次元多様体M
からの標本点とし，Mをデータ多様体と呼ぶ．このよ
うな多様体をなす点群は滑らかな写像  :M! X に
より高次元の入力空間 X = RD(m  D) に埋め込ま
れていることを前提としている．すなわち，多様体M
上の点を yi 2 M，入力空間の点を xi 2 X とすると
き，多様体上に存在する点 y は，写像  =   1 を用い
て，y = (x) と表すことができる．
したがって，多様体学習では入力空間 X のデータ点
集合 fxig もしくは，データ点のすべての組に対する距
離が与えられたとき，これらをもとに多様体M の構
造と写像  を求めることが目標となる．その結果得ら
れた多様体 fyig  Rm の低次元表現 fy^ig  Rm0 が，
m0 = m を満たすとき，情報損失のない最小次元（実
効次元）での次元削減が得られる [4]．
多様体学習は，2000年の Isometric feature mapping
（ISOMAP）や Locally Linear Embedding（LLE）の発
表をきっかけに，Laplacian Eigenmaps[5]や Semidef-
inite Embedding[6]など数々の手法が提案されている．
3 大域次元と局所次元
これまで多様体学習による次元削減を議論する際に
は，多様体の次元に関して正確な定義がなされること
は少なかったが，ここで改めて次元について定義を行
う．位相や幾何学的な性質を考慮すると，多様体の次
元はふたつの異なる次元として定義することができる．
まず，ひとつ目は多様体上の局所次元あるいは実効
次元（intrinsic dimension）である．局所次元は，多様
体を構成するユークリッド空間に同相な座標近傍の次
元として定義される．ここで，Whitneyの埋め込み定
理 [7]を考えると，位相あるいは可微分多様体は，一般
に実効次元よりも高い次元のユークリッド空間へ埋め
込まれることが知られている．ある埋め込みに対する
埋め込み空間の最小の次元を，大域次元あるいは埋め込
み次元といい，extrinsic dimension とも呼ばれる [8]．
具体例としては，結び目の埋め込みを考えた場合に，局
所次元が 1次元，大域次元が 3次元となる．
4 提案手法
4.1 位相多様体学習
提案する位相多様体学習は，以下の手順に従って実
現されるものとする．本研究では，次の手順における
ステップ 1, 2の近傍分割と次元推定について検証する．
1. 近傍分割
単体の近傍におけるホモロジー群の情報（例えば、
オイラー標数）を求めることにより，近傍内での
ループや穴の有無を検証し，データ点群を単連結
でユークリッド空間に同相な近傍に分割する．
2. 次元推定
大域次元（埋め込み次元）および局所次元（実効次
元），それぞれの推定を行う．スケールスペースに
基づく次元推定のアプローチは，大域次元と局所
次元の双方に対して安定した推定を可能にする．
3. 単体複体の構成
Witness複体やVietoris-Rips複体などの手法で複
体を構成する．または，2点間の距離が解像度未満
の点の組を結ぶといった手順で複体を構成する．
4. 大域的な位相不変量の計算
ホモロジー群やベッチ数などの不変量を用いて，
大域的な位相構造を明らかにする．文献 [9] などで
は，大域的な不変量の計算に persistent homology
groupを利用している．
5. 微分構造あるいは計量構造の導出と埋め込み
微分構造や計量構造を導入し，各近傍から低次元
のユークリッド空間への写像を求める．この写像
に関して，位相多様体では近傍間で位相同形，可微
分多様体では微分同相，さらにリーマン多様体で
は等長変換を満たす必要がある．
5 実験
5.1 概要
実験では，近傍内の位相変化と次元推定の関係を調査
するため，複数の近傍サイズにおける次元推定を行う．
既存手法との比較のため，本研究で提案する単体測度
法と従来法である LPCAを用いた比較を行う．データ
セットは 5.3節で述べるデータ点群を利用し，近傍分割
手法には文献 [10]に合わせ，一般化 Lloydアルゴリズ
ム（K-means法）を利用する．Klein Bottleに対する
適用では，近傍分割数を変化させた際の異なる近傍サ
イズに応じた推定結果の変動を確認するため，次の条
件のもとで推定を行う．近傍分割なし（1近傍）での大
域次元の推定から近傍分割数 100 までの次元推定を行
い，分割数により安定した次元の推定が可能であるこ
とを検証する．また，実データへの適用として，手書き
文字の画像セットに対して次元推定法を適用し，Klein
Bottleへの適用と同様な条件のもとで検証を行う．
5.2 次元推定
実験で用いる次元推定手法は，単体測度法および
Local LPCA（LPCA）[10]を用いる．どちらの手法も
近傍分割には，一般化 Lloydアルゴリズム（K-means
法）を利用する．
単体測度法は基本的な考え方は提案済みであるが，新
たな単体測度の計算式を導入したため，それを再定義
し，推定手順とともに示す．n-単体 の測度とは，長さ
や面積，体積を一般化した概念で，次式で求められる．
Vn =
1
n!
nY
k=1
hk (1)
このように単体測度は，n-単体 上のある頂点から (n 
1)-単体 に対する直交射影の長さ hn を求め，h1 = V1
として 1次元から順にかけ合わせた積で表される．
さらに，データによらない統一した基準で推定をす
るため，単体測度 Vn に対して正規化を行う．
Mn =
Vn
1
n!V
n
1
=
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(2)
式（2）の正規化により，高さの比の変化にのみ注目す
ることが可能になる．
ここで，データ多様体の実効次元が d 次元であるな
らば，n  d においてはデータ点群における直交射影
の長さ hn は，hn ; h1 となるのに対して，d < n にお
いてはデータ多様体上の点では直交射影が可能な点は
存在しないため，hn = 0 となる．
以上の考えをもとに式（2）を用いることで，直交射影
の長さのオーダーに注目することが可能になり，n  d
ではMn = 1 で推移し，d < n ではMn = 0 のように
急激に低下する．このように正規化された単体測度の
急激に低下を次元推定の基準として，急激な低下が観
測される前の次元を推定される次元とする．
以下にデータ点群 X = fxig (i = 1; : : : ; n) に対す
る推定手順を示す．
1. データ点群の近傍分割を行う．近傍分割手法は任
意であるが，本研究においては一般化 Lloyd アル
ゴリズム（K-means法）を用いる．
2. 各近傍において，以下の手順で単体の構成および
単体測度の計算を行う．
（a）近傍内のすべての点に対する 2 点間の距離を
求め，平均 h1 を計算する．
（b）(a)で求めた 2点間の距離のうち，平均 h1 以
下で最大の 2 点の組を 1-単体とし，その長さ
を h1 とする．
（c）n  2 では，(n  1)-単体 に対して，この単体
上に存在しない点から直交射影をして，射影
距離が h1 以下で最大となる点を n-単体 の頂
点として選択する．このときの射影距離を hn
として，単体測度 Vn を計算し，正規化単体測
度Mn を求める．
3. 得られた正規化単体測度Mn を，各次元ごとに比
較することで，次元の推定を行う．
5.3 データセット
本研究における実験では，以下のデータセットを用
いる．ひとつ目は，次式に基づいて Klein Bottle（図
1）と呼ばれる閉曲面を 20000 点をランダムに生成し
た．真の部分多様体を生成するために第 5 座標を加え
ている．Klein Bottle は，自己交叉が生じることなく
存在するためには 4 次元以上の空間が必要とされてい
る 2次元多様体である．
x1 = (R+ r cos') cos ; x2 = (R+ r cos') sin ;
x3 = r cos(=2) sin'; x4 = r sin(=2) sin';
x5 = r cos' (R; r xed and 0  ';  < 2)
また，実データへの適用として 2828 の手書き文字
画像によるデータセットを用いる．このデータセット
は，1枚の手書き文字画像に自由変形としてランダムな
角度で回転を施して 9800枚の画像を生成した（図 2）．
また，この画像セットに対する 3 次元空間での MDS
配置が図 3 である．これに示される通り，画像の分布
は自己交叉のない曲線で描かれ，1次元多様体をなして
いることがわかる．
図 1 3次元空間に埋め込まれた Klein Bottle
図 2 回転を施した手書き文字画像
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図 3 R3 におけるMDS配置
6 結果
まずは，Klein Bottleへの適用結果を示す．図 4，図
6 は，1近傍の場合と分割数 10～100の間を 15ずつ区
切った場合で推定を行なった結果である．
図 4 の 1 近傍での単体測度法による推定では，1 次
元から 4 次元にかけて単体測度は安定し，4 次元から
5次元にかけて急激な低下が見られる．この結果から，
Klein Bottle の大域次元である 4 次元が推定できてい
ることがわかる．また，近傍分割数を大きくしていく
ことにより，単体測度の安定した次元は 2 次元に変化
していき，近傍サイズが細かい場合に安定的に推定が
可能であることが示されている．さらに，近傍分割数
を新たな軸として，単体測度の推移を曲面により表し
た結果が図 5 である．この結果からも，スケールの安
定区間が存在していることがわかる．
一方，図 6の LPCAの推定においては，近傍分割数
による大きな変動は見られなかったが，近傍分割数 25
以降では，第 3 固有値の値が 0 に近い値となることか
ら推定される次元は 2次元であるとわかる．これより，
局所次元の推定は可能であることが示されている．
次に，実データへの適用として，手書き文字の画像
セットに対して 2つの手法を適用した結果を図 7，図 9
に示す．近傍分割は，Klein Bottle への適用で用いた
条件で行う．
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図 4 単体測度の推移
図 5 尺度空間内の推移
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図 7 における 1近傍での単体測度法による推定結果
では，5次元までの推移で急激な変化が見られなかった
が，10 近傍の分割では，3 次元以降の単体測度が急激
に低下しており，点群の分布する大域次元の推定が行
えていることがわかる．それ以降の近傍分割数では，1
次元以降で単体測度は単調的に低下しているため，推
定される局所次元は 1次元であることが示されている．
また，曲面を用いて単体測度の推移を表した結果が図 8
である．この結果においてもスケールの安定区間が存
在することがわかる．
一方で，図 9に示される LPCAの推定結果において
も，1近傍の場合は固有値は 0に近い値にならず，大域
次元の推定が困難であることがわかる．また，近傍分
割数 25以降では，第 2固有値の値が 0に近い値となる
ことから局所次元の推定が行えていることが結果より
示されている．
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図 7 単体測度の推移
図 8 尺度空間内の推移
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7 結論
本研究では，データ点群の位相構造を考慮した新た
な多様体学習方式の枠組みとして，位相多様体学習を
提案した．その枠組みの中で近傍分割と次元推定に焦
点を当て，大域次元と局所次元を改めて定義し，その存
在を実験を通して明らかにした．また，スケールをパ
ラメータとするホモトピーに関する安定性理論に基づ
く近傍サイズの変化と推定される次元の変化について，
調査・考察を行なった．その検証の中では既存手法と
して LPCA との比較を行い，単体測度法が大域次元，
局所次元のそれぞれを推定に対して，有効にはたらく
場合があることを実験により示した．今後の課題とし
ては，残す大域的な位相構造の抽出法と微分構造や計
量構造の導出，それに基づく埋め込み手法の検討が挙
げられる．さらには，人の顔表情データに代表される
実データに対する次元の推定や低次元空間への埋め込
みの実現が期待される．
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