Abstract-In this paper we investigate model predictive control (MPC) based on ARX models. ARX models can be identified from data using convex optimization technologies and is linear in the system parameters. Compared to other model parameterizations this feature is an advantage in embedded applications for robust and automatic system identification. Standard MPC is not able to reject a sustained, unmeasured, non zero mean disturbance and will therefore not provide offset free tracking. Offset free tracking can be guaranteed for this type of disturbances if ∆ variables are used or if the state space is extended with a disturbance model state. The relation between the base case and the two extended methods are illustrated which provides good understanding and a platform for discussing tuning for good closed loop performance.
is well suited for stability analysis [5] . Direct identification of the parameters in a state space model is a non-linear non-convex parameter estimation problem. Therefore, model predictive control based on state space models is most useful as an implementation paradigm for the other linear model classes. This paper will use the following linear, discrete time, single input/single output ARX model
where ε(t) ∈ N iid (0, σ 2 ) and A and B are polynomials of order n in the backwards shift operator q −1 .
A(q −1 ) = 1 + a 1 q −1 + a 2 q −2 + · · · + a n q −n (1b)
This paper presents an introduction to MPC based on ARX models and discuses closed loop performance of the controller in case of unmeasured step disturbances. In order to reject such types of disturbances the basic ARX-MPC formulation needs to be expanded and different approaches to achieve offset free closed loop performance are investigated and discussed with respect to tuning parameters. The paper is organized as follows: An introduction is given to the basic ARX-MPC formulation and implementation in Section II. In order to reject unmeasured, sustained, non zero mean disturbances the ARX-MPC is expanded to the ∆ARX description in Section III. Section IV presents the disturbance modelling approach. These formulations are discussed with respect to closed loop performance based on a set of simulation studies in Section V before the final conclusions are drawn.
A. A numerical test case
In the following a series of closed loop simulations with different MPC control implementations will be performed and compared in terms of performance on a numerical example. The example will use the same ARX-model as the true system and for the model in the MPC-controller. The model is
where ε(t) ∈ N iid (0, σ 2 ) and
This model has a pole in 0.9 and a set of complex poles in 0.75 ± 0.37i.
II. BASIC ARX-MPC
The ARX model (1) may be realized as a stationary state space model in innovation form
with the matrices (A,B,K,C) in observer canonical form
The optimal predictions in the stationary state space model in innovation form (3) is based on computation of the innovations
using the measurement y k at time k and the one-stepahead prediction,ŷ k|k−1 = Cx k|k−1 . The one-step-ahead prediction of the states and outputs arê
and similarly the (j + 1)-step-ahead (j ≥ 1) predictions arê
The ℓ 2 -based constrained predictive controller use an objective function of the form
which obviously depends on the control variables, hence the optimal control problem is
with ∆u k+j|k = u k+j|k − u k+j−1|k (j ∈ N ), u k−1|k = u k−1|k−1 , and N = {0, 1, . . . , N − 1}. The optimal solution is denoted {û k+j|k } N −1 j=0 . Only the first part of the solution, u k|k , is implemented on the process and the computations are repeated as new measurements arrive.
A. MPC as a Convex Quadratic Program
In this subsection we convert the constrained optimal control problem (8) to a standard convex quadratic program. To simplify the notation consider a horizon of N = 4. Define the vectors Y , R, U , and ∆U as
With this notation the constraints u min ≤ u k+j|k ≤ u max for j = 0, 1, 2, 3 may be denoted as
with
∆U may be expressed as
such that the constraints ∆u min ≤ ∆u k+j|k ≤ ∆u max for j = 0, 1, 2, 3 may be expressed as
and
Using (5) and (6), the output, Y , may be expressed as
in which b is defined as
The impulse response parameters, H i , are defined as
Using these relations for Y and ∆U , the objective function may be expressed as
in which
Consequently, the constrained optimal control problem (8) may be expressed as the convex quadratic program
The computations in the predictive controller consists of an off-line part involving computation of the state space model {A, B, K, C}, the matrices {H, Φ x , Φ ε , Γ, Ψ}, and the vectors {U min , U max , ∆U min , ∆U max }. With these matrices available, it is straightforward to do the on-line computation,
). This computation is listed in Algorithm 1. Note that the optimization is independent of ̺ k .
Algorithm 1 Basic ARX-MPC
Require:
III. ∆ARX-MPC
In this section a reformulation of the ARX-MPC problem is given which provides offset free tracking also when the system is subject to a sustained unmeasured disturbance with a non zero mean. For this type of disturbance it is convenient to expand the system description in (1) to a description with two different sources of external noise. One term ε(t) is still zero mean Gaussian distributed random noise, but d(t) is a non zero constant.
By assuming the process noise term to be integrated white noise, the non zero mean contribution can be removed.
Modelling the noise as integrated white noise in the ARX-model (20) gives
Hence we can write this extended model as
This is not a standard ARX model since the ARX model is assumed to be driven by white noise [6] . However, the constant disturbance disappears in this ∆ARX model structure.
In fact the effect of a step in the disturbance d(t) will for the ∆ARX-MPC correspond to a impulse disturbance in d(t) for the basic ARX-MPC. This property is due to the fact that ∆ is an integrator on the signals in the original ARX-model and the introduction of an integrator gives the offset free tracking performance. Implementing of the ∆ARX-MPC is very similar to the standard case. Given a model of the system on the form (20), hence we know the coefficients in the A(q −1 ) and B(q −1 ) polynomials, the system is brought to the ∆ARX form by multiplying ∆ on the polynomials to achieveĀ(q −1 ) and B(q −1 ). The MPC implementations is then constructed from a state space transformation of the model (21) instead of (1) despite the fact that e(t) is not white. This implementation gives the offset eliminating effect in the controller. The drawback is that the observer filter, which is designed as if the noise was white, is no longer optimal.
IV. DISTURBANCE MODELLING
In presence of unmeasured disturbances the classical approach to achieve offset free tracking performance for a model predictive control implementation, is to include disturbance states in the process model. This method was originally presented in [7] and a thorough presentation of disturbance models for linear model predictive control is given in [8] and [9] with conditions for detectability of the augmented systems. Given a general system description on state space form
It is assumed that the disturbance evolves as
where the noise in the system is given by the following
The augmented system description becomes
The general idea is to use a state estimator with the augmented system in the model predictive controller. The prediction equations arê
and the stationary Kalman filter are
By an appropriate design of the gains {L x , L d } the state estimator can estimate the unmeasured disturbance and render the controller capable of offset free tracking. If 
In [10] it is shown that any choice of disturbance model can give the same closed loop performance despite the nature of the disturbance. The requirement is that the disturbance covariance, used in calculation of the estimator gain, is estimated from the autocovariance of plant data. This result removes the focus from modelling the disturbance to estimation of the observer gain, which is a significant simplification.
An MPC implementation using the augmented system in (25) and the state estimator (28) will provide offset free tracking when the system is subjected to an unmeasured step disturbance. The level of the disturbance is estimated by the state estimator which allow the MPC to use this information in the predictions.
V. DISCUSSION
It is of interest to see how the presented MPC implementations perform, both with respect to rejection of zero mean random noise and for the case where a step disturbance enters the system. It is clear already from the given presentation that the methods differ in the degree of freedom the user needs to specify. For the basic ARX-MPC and the ∆ARX-MPC, the only free parameter is the weight ρ in the cost function (7) which gives the relative penalty on the control move compared to the tracking error. When disturbance modelling is used one additional tuning parameter comes into play. That is the choice of the variance Q ξ which will affect the gain L d in the observer. First a formal relation between these three methods will be established. This will provide insight to the user with respect to tuning and which method to use. Secondly a set of closed loop simulations will show the performance of these methods.
A. Establishing a Formal Connection
It is clear that ARX-MPC and ∆ARX-MPC differ since the ∆ variable introduces a deliberate model mismatch which is necessary in order to reject non zero mean disturbances. As a consequence the variance of the noise e(t) in the model (21) is twice that of the model (1) which is used in the basic ARX-MPC, hence the variance of the output from the ARX-MPC will always be lower than from the ∆ARX-MPC. This is the price to be paid for offset free tracking.
The offset free tracking is achieved by different means when using disturbance modelling. The true dynamics of the system is not changed but the system is extended with an additional disturbance state and the observer corrects its value according to the prediction error. The design of the optimal observer given full process knowledge leaves Q ξ as a free tuning variable. The free variable gives a tradeoff between fast estimation of an unknown step disturbance and the sensitivity to random noise. For Q ξ → 0, the optimal gain L d is zero, the disturbance state is not updated. In this extreme the augmented system with the disturbance model becomes equivalent to the original systems and the performance is equal to the basic ARX-MPC. In the other extreme where Q ξ is chosen very large to give very fast estimation of the step disturbance, the optimal gain L d approaches 1. As a consequence the variance of the disturbance state is equal to that of the prediction error. The variance of the process output receives twice the variance of the prediction error additional to the state variance just as in the ∆ARX-MPC implementation. Hence by looking at the extremes for the tuning of the disturbance modelling method we can see that for an invariant ρ the tuning of Q ξ spans the range between ARXMPC and ∆ARX-MPC. This is illustrated in Figure 0 1 which present a series of closed loop simulations of all three methods varying ρ and Q ξ . The performance is ploted in terms of the variance on the input and output in a Pareto plot. All simulations in the figure are based on the same seed of zero mean random noise and 10000 samples. From this figure it is easy to see the performances degradation rendered by the ∆ARX model compared to the true model. This is expected since the ∆ARX model is introduced in order to handle non zero mean disturbances which is not the scenario on the figure. Another unfortunate property of the ∆ARX implementation is that for very low values of ρ, the output variance is increasing. This is in contrast to when the true model is used and the rationale behind tuning ρ in the cost function. Furthermore the four series of simulations with the disturbance model MPC implementation truly show that for extreme values of Q ξ the line hit the curves for ARX-MPC and ∆ARX-MPC for the corresponding value of ρ.
With respect to tuning of ρ for the different methods, Figure 1 is very useful. A good choice of the tuning parameter would render the variance of both the input and the output reasonable small. It is clear for the figure that a value which gave a point on the curves close to the origins is where they bend. For the unconstrained case ρ = 0.01 and ρ = 0.1 for the ARX-MPC and the ∆ARX-MPC respectively seems to give the right trade off while reasonably values are ρ = 0.1 and ρ = 1 for the constrained case.
B. Closed loop performance
In the following the three MPC implementations will be tested on a fixed scenario. The total simulation horizon is 250 samples. Between time 50 and 100 a step is introduced in the reference and between 150 and 200 an unmeasured step disturbance is acting on the system. The input will be constrained between u ∈ [−1; 1] but the control move is left unconstrained. In all simulations the value of ρ is 0.1 and for the disturbance modelling, DM-MPC, the variance Q ξ = 10 −3 . The closed loop response is shown on Figure 2 . The random noise sequence used on all runs is kept the same in order to compare performance. The performance will be quantified by the following function which reflects the MPC performance cost but for the entire simulation horizon.
The results from the closed loop simulations are given in Table I . The closed loop simulations on Figure 2 show that the basic ARX-MPC is incapable of providing offset free tracking when the unmeasured step disturbance enters the system while the two other methods do reject this disturbance. From the figures in Table I we seen that in the deterministic case the ∆ARX-MPC is superior while the disturbance modelling approach perform best in the presence of process noise. These results are natural since the tuning of Q ξ gives the tradeoff between fast disturbance estimation and sensitivity to process noise. Hence for the deterministic simulation no noise is present and the best performance is achieved for Q ξ → ∞ which is the same as the ∆ARX-MPC. When random noise is present in the system which is the case for all true systems the optimal performance is achieved by balancing the convergence of the disturbance estimate and its sensitivity to noise. 
VI. CONCLUSIONS
This paper presents three MPC implementations based on ARX model representations. The base case where the controller uses the true system for predictions and two descriptions, ∆ARX-MPC and disturbance model MPC, which both provide offset free tracking in case of unmeasured non zero mean disturbances. It is shown that a the disturbance modelling approach has the ARX-MPC and the ∆ARX-MPC as its extremes when tuning the disturbance state variance Q ξ . Hence this extra tuning parameter renders a better closed loop performance since it explicitly balances the speed of convergence for the disturbance state and the sensitivity to noise in this estimate. The other free tuning parameter ρ in the MPC cost functions balances input versus output variance is common for all three implementations but it is seen by analyzing a set of Pareto plots that its tuning is dependent on the specific MPC implementation. This lead to the following main conclusion:
For systems with unmeasured non zero mean disturbances the disturbance model implementation in the MPC offers the best closed loop performance. When tuning this implementation, start by tuning the state variance Q ξ to get the right balance between estimation power versus noise sensitivity. Information on the variance of the process noise and the expected size and frequency of these unknown step disturbances will be useful in this respect. Secondly, tune the weight in the cost function ρ to achieve a reasonable balance between input and output variance.
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