In the last decade, parallel disk systems have increasingly become popular for data-intensive applications running on high-performance computing platforms. Conservation of energy in parallel disk systems has a strong impact on the cost of cooling equipment and backup powergeneration. This is because a significant amount of energy is consumed by parallel disks in highperformance computing centers. Although a wide range of energy conservation techniques have been developed for disk systems, research on reliability analysis for energy-efficient parallel disk systems is still in its infancy. In this paper, we make use of a Markov process to develop a quantitative reliability model for energy-efficient parallel disk systems using data mirroring. With the new model in place, a reliability analysis tool is developed to efficiently evaluate reliability of fault-tolerant parallel disk systems with two power modes. More importantly, the reliability model makes it possible to provide a good compromise between energy efficiency and reliability in energy-efficient and fault-tolerant parallel disk systems.
Introduction
In the last decade, parallel disk systems have been widely used to support a wide variety of data-intensive applications running on high-performance computing platforms. The reason behind the popularity of parallel disk systems is that parallel I/O is a promising avenue to bridge the performance gap between processors and I/O systems [32] . For example, redundant arrays of inexpensive disks or RAID can offer high I/O performance with large capacities [32] . The RAID systems improve reliability because they prevent data loss using disk redundancy.
Recent studies show that a significant amount of energy is consumed by parallel disks in high-performance computing centers [34] [35] . Energy conservation in parallel disk systems not only lowers electricity bills, but also leads to reductions of emissions of air pollutants from power generators. Moreover, the storage requirements of modern data-intensive applications and the emergence of disk systems with higher power needs make it desirable to design energyefficient parallel disk systems. Energy conservation techniques developed for parallel disk systems include dynamic power management schemes, power-aware cache management strategies, power-aware prefetching schemes, and multi-speed settings. Many energy saving techniques significantly conserve energy in parallel disk systems at the apparent cost of reliability. Even worse, a parallel disk system consisting of multiple disks has a higher failure rate compared with a larger single disk system. This is due to the fact that there are more components in the parallel disk system. Due to hardware and software defects, failed components in a parallel disk system can ultimately cause failures in the system at run-time [31] . In addition to the energy efficiency issue, fault tolerance and reliability are major concerns in the design of modern parallel disk systems. These disk systems are expected to be the most stable part of high-performance computing systems. Therefore, it is not surprising that academic institutes, industry, and government agencies consider the reliability and energy-efficiency of parallel disks in their computing systems essential and critical to operations.
The long-term goal of this research is to develop novel energy conservation schemes with 1 marginal adverse impacts on the reliability of parallel disk systems. To achieve this long-term objective, in this study we investigate fundamental theories to model the reliability of energyefficient parallel disk systems using data mirroring. In this paper we present a quantitative approach to addressing the issue of conserving energy without noticeably degrading reliability of parallel disk systems. We focus on parallel disk systems with data mirroring, which is a technique for maintaining two or more identical disk images on multiple disk devices (see, for example, [30] ). The data mirroring technique leverages redundant data to significantly enhance reliability. Among the various energy conservation techniques, we focus on a widely adopted technique -dynamic power management, which dynamically changes the power state of disks. The dynamic power management technique turns disks into low-power states (e.g., sleep state) when the disk I/O workload is fairly light. In this study, we use a Markov process to develop a quantitative reliability model for energy-efficient parallel disk systems with data mirroring. Next, we evaluate the reliability and energy efficiency of parallel disk systems using the new reliability model. Furthermore, using the Weibull distribution to model disk failure rates, we analyze the reliability of a real-world parallel disk system. Finally, we propose a method capable of obtaining a balance between the reliability and energy efficiency of parallel disk systems with data mirroring.
With our novel reliability model in place, it becomes feasible to devise new approaches to seamlessly integrate energy efficiency and fault tolerance. The goal of these approaches is to provide significant energy savings, while ensuring high reliability for parallel disk systems without sacrificing performance. Our approach has several advantages over traditional qualitative approaches. This is because our model not only can quantify the reliability of energyefficient parallel disks, but also can be used to balance energy efficiency and reliability.
The rest of the paper is organized as follows. Section 2 summarizes related work. Section 3 describes the novel reliability model using a Markov process. In Section 4, energy efficiency and reliability of a parallel disk system with data mirroring are evaluated using a tool based on the reliability model. Finally, Section 5 concludes the paper with summary and future directions.
Related Work
High reliability is one of the key design goals of modern parallel disk systems. In the past decade, a variety of practical and fundamental reliability models have been constructed for storage systems. For example, conventional reliability models include Markov Chain models [1] [2][3] [4] , analytic queueing models [5] [6], queuing networks [7] , and iterative models [8] .
Although the existing models can accurately measure the reliability of disk systems, all of the models are inadequate to quantify the reliability of parallel disk systems, in which energy saving techniques are implemented.
The issue of energy efficiency in storage systems has received increasing attention. Energy conservation techniques proposed in previous studies include dynamic power management schemes [9] [10], power-aware cache management strategies [11] , power-aware prefetching schemes [12] , software-directed power management techniques [13] , redundancy techniques [14] , multi-speed settings [15] [16] [17] , and dynamic voltage scaling [18] [19] [20] . However, the previous research did not investigate the impact of energy saving techniques on the reliability of storage systems. Our work represents the first attempt to build reliability models for the design process of fault-tolerant and energy-efficient parallel disk systems.
A number of studies on energy conservation in parallel disk systems showed that energysaving techniques should not sacrifice system reliability [21] [22] [23] [24] [25] . However, less attention has been paid to the integration of reliability into energy-conservation techniques for disk arrays in general, and for mobile disk arrays in particular. It is imperative to build an energy-dependent reliability model to reveal relationships between energy-saving techniques and the reliability of parallel disk systems. Therefore, in this study we develop a new energy-aware reliability model. This model is accompanied by a reliability analysis tool able to systematically quantify the reliability of a particular type of energy-efficient and fault-tolerant parallel disk system.
Geist and Trivedi proposed an analytic model to measure the performance and reliability of mirrored disk systems [4] . Their model shows that the disk mirroring technique can substantially improve both reliability and performance of disk systems. Our model is radically different from theirs in the fact that mirrored disk systems considered in our model have high energy-efficiency by the virtue of dynamic power management.
Aydin et al. developed a technique to leverage slack times in real-time systems to reduce energy consumption while achieving fault tolerance using checkpointing policies [20] . Unsal et al. investigated the relationship between fault tolerance techniques and energy consumption in real-time systems. This was achieved by establishing the energy efficiency of application level fault tolerance over other software-based fault tolerance methods [26] . Although these two studies integrated fault tolerance and energy-saving techniques in real-time systems, the above techniques are inadequate to address the reliability issues in energy-efficient parallel disk systems. Furthermore, our study utilizes the Weibull distribution to model disk failure rates, whereas failure rates were not considered in the previous studies.
Modeling Reliability of Mirroring Disks with Two Supply Voltages

Reliability models
Fig . 1 depicts the architectures of two parallel disk systems with data mirroring, which is employed to enhance reliability. While the first disk system has a primary disk and a backup disk, the second disk system has the mirroring of RAID level 5. If we suppose disk failure and repair rates are modeled using the exponential distribution, the Markov diagram of the parallel disk systems with parity disks is outlined in Fig. 2 . Note, that each branch of a state resulting in a disk failure is based on a probability λ. We build a reliability model based on the Markov process to estimate the reliability and energy savings in parallel disk systems with data mirroring. We aim at utilizing the reliability model to quantify the mean-time-to-data-loss or MTTDL of a fault-tolerant parallel disk system with the data mirroring technique. Without loss of generality, we consider disks with two power states, i.e., a high-voltage state and a low voltage state. In The reliability of mirroring disks with two voltage states can be quantitatively characterized by the following parameters: The parameters (λ, μ, t, j) capture the reliability of mirroring disks with two supply voltage levels. Let (S p , S b ) denote the system state, where S p , S b are the states of primary and backup disks, respectively. S i = 2 (i= b and p) signifies that the disk is at the high voltage level; S i = 1 (i= b and p) indicates that the disk is at the low voltage level; and S i = 0 (i= b and p) means that the disk is in the failure state. For example, an initial state (2, 2) indicates that both primary and backup disks are at the high voltage supply level. The state (0, 0) means that the primary and backup disks have unrecoverable failures, (i.e., data loss). Once the disk system state transits to one of the four states ((0, 2), (2, 0), (1, 0), (0, 1)), further failure can cause the system state to transition to the data loss state. We model the failure rate of disks as a function of voltage. Thus, the failure rate function is:
where v is the normalized supply voltage, v low is the normalized minimum voltage, and d is a constant. A larger d indicates that the failure rate is more sensitive to the discrepancy between the high and low voltages. In our experiments, d is set to 0, 2, 4, 6, respectively. A similar failure rate model for processors was introduced by Zhu et al. [27] .
Reliability estimation
The mean-time-to-data-loss or MTTDL can be calculated using the fundamental matrix M defined as , where Q is the truncated matrix given below [17] , and matrix I is the identity matrix corresponding to the dimension of matrix Q.
The truncated stochastic transitional probability matrix for mirroring disks with two voltages is given as follows:
. (3) Similarly, we define the transitional probability matrix for mirroring disks with a single voltage as . 
Energy consumption model
The following parameters are introduced to model energy dissipations rates in mirroring disks. T total : the total operation time of a disk system. Etotal : the total energy consumption (measured in Joule) in a total time of T . total Pij : the probability that a disk system is in state (i, j). Thus, we have .
V L : the low voltage of a disk; V : the high voltage of a disk .
H
The energy consumption of a mirroring disk system with two voltage levels can be written as: 
Where, γ is the shape parameter, μ is the location parameter and α is the scale parameter. The case where μ = 0 is called the 2-parameter Weibull distribution. This equation reduces to the standard Weibull distribution .
If the disk failure rate decreases over time, then γ < 1. When disk failure rate is constant over time, γ = 1. If the disk failure rate is increasing over time, then γ > 1. In our experiments, we set the shape parameter γ to 2 [19] [20].
Making tradeoffs between energy efficiency and reliability
Recall that t is the probability of a transition from the high to low voltage. To balance energy efficiency and reliability, we have to determine an optimal value t for a specified reliability requirement α. Thus, a high reliability requirement leads to a small value of t, and vice versa. A small value of t in turn results in high energy consumption.
We first normalize energy consumption and MTTDL denoted as follows. We can now obtain the following energy/reliability tradeoff problem formulation: 
Performance Evaluation
To determine the strength of our reliability model, we make use of the model to measure the reliability and energy dissipation of two mirroring disk systems. The first mirroring disk system is energy efficient by the virtue of two supply voltages; the second mirroring disk system is a traditional system without dynamic power management. Table 2 summarizes the key configuration parameters of a mirroring disk system. The parameters are chosen to resemble real-world disks like the Seagate ST-34501W.
Impact of disk failure rate
The relationship between disk failure rate λ, and MTTDL is shown in Fig. 4 . Similarly the relationship between λ and energy consumption is shown in Fig. 5 . The results plotted in Figs. 4 and 5 are obtained by using default values taken from Table 2 and used in the simulations. It is evident from Fig. 4 that MTTDL significantly increases with the increase of λ. This is because MTTDL of a system is directly related to MTTF. In other words, a larger value of MTTF gives rise to higher reliabilities of disk systems. This implies that we can increase the reliability of a mirroring disk system by making each disk more reliable. We observe from Fig. 5 that the energy consumption for a disk system increases gradually with the increase of λ. The reason for this is that more energy is consumed by the disk system when each disk is active for a longer period of time. Figs. 4 and 5 suggest that by gradually increasing the value of λ, we can find a compromise between MTTDL and energy consumption. 
Impact of mean-time-to-recover
Fig . 6 reveals the correlation between mean-time-to-recover (MTTR) and MTTDL, whereas Fig. 7 shows the relationship between μ and energy consumption. We observe that MTTDL and MTTR are inversely related, i.e., MTTDL decreases as MTTR is increased. This result is expected because a large MTTR leads to a low recover rate μ, which is also inversely proportional to MTTR. As this recovery rate is lowered, the reliability of mirrored disks also decreases. Fig. 7 clearly illustrates that the energy consumption for a disk system decreases slowly with the increase of MTTR. This is mainly because a large value of MTTR implies a smaller likelihood of having a failed disk repaired. A failed disk does not require energy 7 consumption. 
Probability of transition from high voltage to low voltage
Recall that parameter t represent the probability of a transition between the high voltage and low voltage states. Fig. 8 shows the relationship between t and MTTDL; Fig. 9 plots the correlation between t and energy consumption. The simulation settings can be found in the third column (values II) in Table 1 . Fig. 8 reveals that MTTDL decreases rapidly with the increase of t. This is because the MTTDL of a system is related to the amount of time each disk stays in the high voltage state. A smaller t means a disk stays longer periods of time in the high voltage state, thereby enhancing the reliability of the disk system. This implies that we can increase the reliability of a disk system by increasing the supply voltage level of each disk in the system. 9 shows that the energy consumption for a disk system gradually decreases with the increase of t. This is because less energy is consumed by the disk system when each disk stays in the low voltage state for a longer period of time. 
Impact of parameter d
Recall that parameter d in Eq. (1) represents the sensitivity of the failure rate of disk voltage supplies. Figs. 10 and 11 plot the impacts of the parameter d on MTTDL and energy consumption respectively. The simulation settings of this experiment are identical to the previous experiments except that we now vary d from 0 to 6 by 2. It is observed from Fig. 10 that increasing the value of d results in a rapid decrease in MTTDL. The rationale behind this is that MTTDL relies on failure rate, which is directly related to d. This implies that we can increase the reliability of a disk system by setting a small value of d. On the other hand, when d is smaller than 6, energy consumption is less sensitive to d. The energy consumption of the disk system will now increase slowly with the increase of d (see Fig. 11 ). From these conclusions, we hypothesize that one can balance reliability and energy efficiency by setting d <= 4. Fig. 12 shows the relationship between high voltage and MTTDL, whereas Fig. 13 illustrates the effect high voltage has on energy consumption. Fig. 12 shows that MTTDL decreases with an increasing value of the high voltage. This trend can be explained by the fact that MTTDL is likely to decrease if there are a large number of transitions between the high and low voltages. As the gap increases between the high and low voltages, the disk system reliability decreases. This implies that we can increase the reliability of a disk system by making a small change in the gap between the high voltage and low voltage of each disk. We observe from Fig. 13 that the energy consumption of the disk system increases with increasing values of high voltage. This is because more energy dissipation is caused by disks when they stay in the high voltage state longer periods of time.
Impact of high voltage level
IBM Disks
To further validate our model, we conducted experiments using system parameters from three real-world disks, the IBM 36Z15 (see Figs. 14 and 15), IBM 73LZX (see Figs. 16 and 17) , and IBM 40GNX (see Figs. 18 and 19 ). The three disks have different voltage supplies. Again, we measure both MTTDL and the energy consumption total for three mirroring disk systems using these three disks. It is observed from Figs. 14, 16, and 18 that when we increase the probability t of a transition from high voltage to low voltage, the MTTDL values of the three disks are quite different. This confirms our previous findings that high reliabilities can be 10 achieved at a marginal cost of energy efficiency. Table I ; high voltage=3W, low voltage = 0.82W. 
Model fault inter-arrival times using the Weibull Distribution
In all the previous experiments, we assumed that inter-arrival times of failures were generated based on the Poisson distribution. A recent study shows that the Weibull distribution fits statistical properties of the time between disk failures closely [28] . Hence, in this experiment we chose to model inter-arrival times of disk failures using the Weibull distribution. Fig. 20 shows the values of MTTDL when the parameter t is set to 0.1, 0.5, and 0.9, respectively. Similarly, Fig. 21 shows energy dissipation in the mirroring disks when t is set to 0.1, 0.5, and 0.9. Again, we compare the mirroring disk using two voltage levels against one with only a high voltage level. Simulation results plotted in Figs. 20 and 21 confirm that both energy consumption and MTTDL decrease with the increasing value of t.
Reliability vs. Energy Efficiency
Now we are able to study the tradeoffs between reliability and energy efficiency of parallel disk systems with data mirroring. Fig. 22 plots the normalized reliability as a function of energy efficiency represented in the form of a parameter t, which is the probability of transiting to the low voltage level from the high voltage level. A large value of t indicates high energy efficiency in mirroring disks. Fig. 22 quantitatively shows that high energy efficiency can be achieved at the cost of reliability. Our model is practical in the sense that storage system designers can apply the model to obtain a balance of reliability and energy efficiency in parallel disk systems. For example, given a minimum reliability requirement, one can leverage this model to aggressively reduce energy consumption subject to the reliability requirement. 
Conclusion
Although parallel disk systems are a powerful means of bridging the performance gap between processors and disk I/O, the success of high-performance computing centers using parallel disk systems largely depend on energy efficiency and the reliability of storage systems. A wide range of energy conservation techniques have been developed for parallel disk systems. However, many energy saving schemes have significant adverse impacts on parallel disk systems. Even worse, a large-scale parallel disk system can have higher failure rates compared with a larger single disk system. Thus, fault tolerance and reliability are major concerns in the design of energy-efficient parallel disk systems.
In this paper we focused on energy-efficient parallel disk systems with data mirroring. We developed a reliability model for mirroring disk systems where the dynamic power management technique is employed to significantly reduce energy dissipation in disks. Our reliability model, which is based on a Markov process, makes it possible to estimate reliability of mirroring disks with two supply voltage levels. With the reliability model in place, we developed a tool to evaluate the reliability and energy efficiency of parallel disk systems with data mirroring. To better quantify the reliability of real-world disk systems, we not only used the Weibull distribution to model disk failure rates, but we also analyzed the reliability of three real-world disk systems.
There are several challenging issues that need to be addressed in our future studies. First, the reliability model developed in this study is only applicable for mirroring disk systems with two supply voltage levels. We will focus on building a reliability model for mirroring disks with multiple voltages. Second, since the RAID level 5 is a reliable storage system widely used for business and scientific applications, we plan to accurately model the reliability of RAID 5. Last but not least, we will focus on the modelling and analysis of fault-tolerant parallel disk systems with energy-aware cache management mechanisms.
