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The function space of deep-learning machines is investigated by studying growth in the entropy of
functions of a given error with respect to a reference function, realized by a deep-learning machine.
Using physics-inspired methods we study both sparsely and densely connected architectures to
discover a layerwise convergence of candidate functions, marked by a corresponding reduction in
entropy when approaching the reference function, gain insight into the importance of having a large
number of layers, and observe phase transitions as the error increases.
Deep-learning machines (DLMs) have both fascinated
and bewildered the scientific community and have given
rise to an active and ongoing debate [1]. They are care-
fully structured layered networks of nonlinear elements,
trained on data to perform complex tasks such as speech
recognition, image classification, and natural language
processing. While their phenomenal engineering suc-
cesses [2] have been broadly recognized, their scientific
foundations remain poorly understood, particularly their
good ability to generalize well from a limited number of
examples with respect to the degrees of freedom [3–5] and
the nature of the layerwise internal representations [6, 7].
Supervised learning in DLMs is based on the intro-
duction of example pairs of input and output patterns,
which serve as constraints on space of candidate func-
tions. As more examples are introduced, the function
space monotonically decreases. Statistical physics meth-
ods have been successful in gaining insight into both
pattern-storage [8] and learning scenarios, mostly in
single-layer machines [9] but also in simple two-layer sce-
narios [10, 11]. However, extending these methods to
DLMs is difficult due to the recursive application of non-
linear functions in successive layers and the undetermined
degrees of freedom in intermediate layers. While training
examples determine both input and output patterns, the
constraints imposed on hidden-layer representations are
difficult to pin down. These constitute the main difficul-
ties for a better understanding of DLMs.
In this Letter, we propose a general framework for an-
alyzing DLMs by mapping them onto a dynamical sys-
tem and by employing the generating functional (GF)
approach to analyze their typical behavior. More specif-
ically, we investigate the landscape in function space
around a reference function by perturbing its parame-
ters (weights in the DLM setting) and quantifying the
entropy of the corresponding functions space for a given
level of error with respect to the reference function. This
provides a measure for the abundance of nearly perfect
solutions and hence an indication for the ability to obtain
good approximations using DLMs. The function error
measure is defined as the expected difference (Hamming
distance in the discrete case) between the perturbed and
reference functions’ outputs given the same input (addi-
tional explanation is provided in Ref. [12]). This setup
is reminiscent of the teacher-student scenario, commonly
used in the neural networks literature [18] where the av-
erage error serves as a measure of distance between the
perturbed and reference network in function space. For
certain classes of reference networks, we obtain closed
form solutions of the error as a function of perturbation
on each layer, and consequently the weight-space volume
for a given level of function error. By virtue of super-
vised learning and constraints imposed by the examples
provided, high-error functions will be ruled out faster
than those with low errors, such that the candidate func-
tion space is reduced and the concentration of low-error
functions increases. A somewhat similar approach, albeit
based on recursive mean field relations between each two
consecutive layers separately, has been used to probe the
expressivity of DLMs [19].
Through the GF framework and entropy maximiza-
tion, we analyze the typical behavior of different classes
of models including networks with continuous and bi-
nary parameters (weights) and different topologies, both
fully and sparsely connected. We find that as one lowers
the error level, typical functions gradually better match
the reference network starting from earlier layers to later
ones. More drastically, for fully connected binary net-
works, weights in earlier layers of the perturbed func-
tions will perfectly match those of the reference function,
implying a possible successive layer by layer learning be-
havior. Sparsely connected topologies exhibit phase tran-
sitions with respect to the number of layers, by varying
the magnitude of perturbation, similar to the phase tran-
sitions in noisy Boolean computation [20], which support
the need of deep networks for improving generalization.
Densely connected network models.–The model con-
sidered here comprises two coupled feed-forward DLMs
as illustrated in Fig. 1, one of which serves as the ref-
erence function and the other is obtained by perturb-
ing the reference network parameters. We first consider
the densely connected networks. Each network is com-
posed of L+1 layers of N neurons each. The refer-
ence function is parametrized by N2×L weight variables
wˆlij , ∀ l = 1, 2, ..., L, i, j = 1, 2, ..., N , and maps an N -
dimensional input sˆ0 ∈ {−1, 1}N to an N -dimensional
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Figure 1. The model of two coupled DLMs. The reference
and perturbed functions are denoted by {wˆl} (black edges)
and {wl} (blue edges), respectively.
output sˆL∈{−1, 1}N , through intermediate-layer inter-
nal representations and according to the stochastic rule:
P (sˆL|wˆ, sˆ0) =
L∏
l=1
P (sˆl|wˆl, sˆl−1). (1)
The ith neuron in the lth layer experiences a local field
hˆli(wˆ
l, sˆl−1)= 1√
N
∑
j wˆ
l
ij sˆ
l−1
j , and its state is determined
by the conditional probability
P (sˆli|wˆl, sˆl−1) =
eβsˆ
l
ihˆ
l
i(wˆ
l,sˆl−1)
2 cosh
[
βhˆli(wˆ
l, sˆl−1)
] , (2)
where the temperature β quantifies the strength of ther-
mal noise. In the noiseless limit β →∞, node i repre-
sents a perceptron sˆli = sgn(hˆ
l
i) and Eq. (1) corresponds
to a deterministic neural network with a sign activation
function. The perturbed network operates in the same
manner, but the weights wlij are obtained by applying in-
dependent perturbation to each of the reference weights;
the perturbed weights wlij give rise to a function that is
correlated with the reference function.
We focus on the similarity between reference and per-
turbed functions outputs for randomly sampled input
patterns s0 = sˆ0, drawn from some distribution P (sˆ0).
Considering the joint probability of the two systems,
P
[
{sˆl}, {sl}
]
= P (sˆ0)
N∏
i=1
δs0
i
,sˆ0
i
(3)
L∏
l=1
P (sˆl|wˆl, sˆl−1)P (sl|wl, sl−1),
where the weight parameters {wˆlij} and {wlij} are
quenched disordered variables. We consider two cases,
where the weights are continuous or discrete variables
drawn from the Gaussian and Bernoulli distributions,
respectively. The quantities of interest are the over-
laps between the two functions at the different layers
ql(wˆ,w)≡ 1N
∑
i〈sˆlisli〉, where angle brackets 〈· · · 〉 denote
the average over the joint probability P [{sˆl}, {sl}]. The
N outputs represent N weakly coupled Boolean func-
tions of the same form of disorder, and thus share the
same average behavior.
The form of probability distribution Eq. (3) is anal-
ogous to the dynamical evolution of disordered Ising
spin systems [21] if the layers are viewed as discrete
time steps of parallel dynamics. We therefore apply
the GF formulation from statistical physics to these
deep feed-forward functions similarly to the approach
used to investigate random Boolean formulas [20]. We
compute the GF Γ[ψˆ,ψ] =
〈
e−i
∑
l,i
(ψˆlisˆ
l
i+ψ
l
is
l
i)
〉
, from
which the moments can be calculated; e.g., ql(wˆ,w) =
−1N
∑
i limψˆ,ψ→0
∂2
∂ψˆl
i
∂ψl
i
Γ[ψˆ,ψ]. Assuming the systems
are self-averaging for N→∞ and computing the disorder
average (denoted by the upper line) Γ[ψˆ,ψ], the disorder-
averaged overlaps can be obtained, ql = 1N
∑
i=1 〈sˆlisli〉.
For convenience, we introduce the field doublet H l ≡
[hˆl, hl]T . Expressing the GF Γ[ψˆ,ψ] by macroscopic or-
der parameters and averaging over the disorder yields the
saddle-point integral Γ=
∫ {dqdQ}eNΨ[q,Q], where Ψ[...]
is [12]
Ψ = i
L∑
l=0
Qlql + log
∫ L∏
l=1
dhˆldhl
∑
{sˆl,sl}
M [sˆ, s, hˆ, h], (4)
and the effective single site measure M [...] has the fol-
lowing form for both continuous and binary weights:
M [sˆ, s, hˆ, h] = P (sˆ0)δsˆ0,s0e
−i∑L
l=0
Qlsˆlsl
×
L∏
l=1
{
eβsˆ
lhˆl
2 coshβhˆl
eβs
lhl
2 coshβhl
e−
1
2
(Hl)T ·Σ−1
l
·Hl√
(2π)2|Σl(ql−1)|
}
. (5)
The Gaussian density of the local field {hˆl, hl} in Eq. (5)
comes from summing a large number of random variables
in hˆl and hl. The precision matrix Σ−1l , linking the ef-
fective field hˆl and hl, measures the correlation between
internal fields of the two systems and depends on the
overlap ql−1 of the previous layer. In the limit N→∞,
the GF Γ is dominated by the extremum of Ψ. Variation
with respect to Ql gives rise to saddle-point equations of
the order parameters ql=〈sˆlsl〉M [...], where the average is
taken over the measure M [...] of Eq. (5). The conjugate
order parameter Ql, ensuring the normalization of the
measure, vanishes identically. It leads to the evolution
equation [12]
ql=
∫
dhˆldhl tanh(βhˆl) tanh(βhl)
e−
1
2
(Hl)T ·Σ−1
l
·Hl√
(2π)2|Σl|
. (6)
The overlap evolution is somewhat similar to the dy-
namical mean field relation in Ref. [19], but the objects
investigated and the remainder of the study are different.
We focus on the function-space landscape rather than the
sensitivity of function to input perturbations.
3Densely connected continuous weights.–In the first sce-
nario, we assume weight variables wˆlij to be indepen-
dently drawn from a Gaussian density N (0, σ2) and the
perturbed weights to have the form wlij=
√
1− (ηl)2wˆlij+
ηlδwlij , where δw
l
ij are drawn from N (0, σ2) indepen-
dently of wˆlij . It ensures that w
l
ij has the same variance
σ2. The parameter ηl quantifies the strength of pertur-
bation introduced in layer l. In this case the covariance
matrix between the local fields hˆl and hl takes the form
Σl(η
l, ql−1) = σ2
[
1
√
1− (ηl)2ql−1√
1− (ηl)2ql−1 1
]
,
(7)
leading to the closed form solution of the overlap as β→
∞,
ql =
2
π
sin−1
(√
1− (ηl)2ql−1
)
. (8)
Of particular interest is the final-layer overlap given the
same input for the two systems under specific perturba-
tions qL({ηl}, q0 = 1). The average error ε= 12 (1 − qL)
measures the typical distance between the two mappings.
The number of solutions at a given distance (error) ε
away from the reference function is indicative of how dif-
ficult it is to obtain this level of approximation at the
vicinity of the exact function. Let the N -dimensional
vectors wˆl,i and wl,i denote the weights of the ith per-
ceptron of the reference and perturbed systems at layer
l, respectively; the expected angle between them is θl=
sin−1 ηl. Then the perceptron wl,i occupies on average
an angular volume around wˆl,i as Ω(ηl) ∼ sinN−2 θl =
(ηl)N−2 [22, 23]. The total weight-space volume of the
perturbed system is Ωtot({ηl}) =
∏L
l=1
∏
i(η
l)N−2, and
the corresponding entropy density is
Scon({ηl}) = 1
LN2
logΩtot({ηl}) ≈ 1
L
L∑
l=1
log ηl. (9)
In the thermodynamic limitN →∞, the set of perturbed
functions at distance ε away from the reference function
is dominated by those with perturbation vector {η∗l},
which maximizes the entropy Scon({ηl}) subject to the
constraint qL({ηl})=1−2ε. The result of {η∗l} for a four-
layer network, shown in Fig. 2(a), reveals that the dom-
inant perturbation η∗l to the reference network decays
faster for smaller l values; this indicates that closer to the
reference function, solutions are dominated by functions
where early-layer weights match better the reference net-
work. Consequently, high-ε functions are ruled out faster
during training through the successful alignment of ear-
lier layers, resulting in the increasing concentration of
low-ε functions and better generalization. We denote the
maximal weight-space volume at distance ε away from
the reference function as Ω0(ε) ≡ Ωtot({η∗l}).
Supervised learning is based on the introduction of
input-output example pairs. Introducing constraints, in
the form of P ≡ αLN2 examples provided by the ref-
erence function, the weight-space volume at small dis-
tance ε away from the reference function is reshaped
as Ωα(ε) = Ω0(ε)(1 − ε)P in the annealed approxima-
tion [22, 23]; details of the derivation can be found in
Ref. [12]. The typical distance ε∗(α)=argmaxεΩα(ε) can
be interpreted as the generalization error in the presence
of P examples, giving rise to an approximate general-
ization curve shown in Fig. 2(c). These are expected
to be valid in the small ε (large α) limit on which the
perturbation analysis is based. It is observed that typ-
ically a large number of examples (α≫ 10) are needed
for good generalization. This may imply that DLMs
trained on realistic data sets (usually α≪ 1) occupy a
small, highly biased subspace, different from the typi-
cal function space analyzed here (e.g., the handwritten
digit MNIST database [24] represents highly biased in-
puts that occupy a very small fraction of the input space).
Note that the results correspond to a typical generaliza-
tion performance under the assumption of self-averaging,
potentially with unlimited computational resources and
independently of the training rule used.
Densely connected binary weights.–Once trained, net-
works with binary weights are highly efficient computa-
tionally, which is especially useful in devices with limited
memory or computational resources [25, 26]. Here we
consider a reference network with binary weight variables
drawn from the distribution P (wˆlij) =
1
2δwˆlij ,1+
1
2δwˆlij ,−1,
while the perturbed network weights follow the distribu-
tion P (wlij)=(1−pl)δwlij ,wˆlij+plδwlij ,−wˆlij , where pl is the
flipping probability at layer l. The covariance matrix
Σl(p
l, ql−1) =
[
1 (1 − 2pl)ql−1
(1− 2pl)ql−1 1
]
, (10)
gives rise to overlaps ql as β→∞ of the form
ql =
2
π
sin−1
(
(1− 2pl)ql−1) . (11)
The entropy density of the perturbed system is given by
Sbin({pl}) = 1
L
L∑
l=1
−pl log pl − (1− pl) log(1− pl). (12)
Similarly, the entropy Sbin({pl}) is maximized by the per-
turbation vector {p∗l} subject to qL({pl}) = 1−2ε at a
distance ε away from the reference function. The result
of {p∗l} for a four-layer binary neural network is shown
in Fig. 2(b). Surprisingly, as ε decreases, the first-layer
weights are first to align perfectly with those of the refer-
ence function followed by the second-layer weights and so
on. The discontinuities come from the nonconvex nature
of the entropy landscape Sbin({pl})when one restricts the
perturbed system to the nonlinear ε-error surface satis-
fying qL({pl}) = 1−2ε. Nevertheless, there exist many
more high-ε than low-ε functions for densely connected
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Figure 2. Maximal-entropy perturbations as a function of
output error ε for a four-layer densely connected networks
with (a) continuous weights and (b) binary weights. Inset
represents the growth in entropy with respect to ε. (c) Gen-
eralization curves of densely connected networks with contin-
uous weights by using the annealed approximation. The inset
demonstrates the classical asymptotic behavior of ε∗∼α−1 in
the large α limit [23]. (d) Stationary magnetization m and
function error ε for sparsely connected MAJ-3-based DLMs
as a function of perturbation probability p in networks with
binary weights. We show the evolution of (e) magnetization
and (f) internal activation error δ over layers. Note that p=0
corresponds to the reference network. All results are obtained
in the deterministic limit β →∞.
binary networks [as indicated by the entropy shown in
the inset of Fig. 2(b)], and it remains to explore how low
generalization error functions could be identified.
Sparsely connected binary weights.–Lastly, we consider
the sparsely connected DLM with binary weights; these
topologies are of interest to practitioners due to the re-
duction in degrees of freedom and their computational
and energy efficiency. The layered setup is similar to the
previous case, except that unit i at layer l is randomly
connected to a small number k of units in layer (l−1) and
its local field is given by hˆli(wˆ
l, sˆl−1)= 1√
k
∑
j A
l
ijwˆ
l
ij sˆ
l−1
j ,
where the adjacency matrix Al represents the connec-
tivity between the two layers. The perturbed network
has the same topology but its weights are randomly
flipped, P (wlij) = (1−pl)δwlij ,wˆlij+plδwlij ,−wˆlij ; the activa-
tion and the joint probability of the two systems follow
from Eqs. (2) and (3). Unlike the case of densely con-
nected networks, the magnetization ml ≡ 1N
∑
i s
l
i also
plays an important role in the evolution of sparse net-
works. The GF approach gives rise to the order param-
eter P l(sˆ, s)≡ 1N
∑
i δsˆli,sˆδsli,s relating to the magnetiza-
tion and overlap by P l(sˆ, s)= 14 (1 + sˆmˆl + sml + sˆsql).
The random topology provides an additional disorder
to average over. For simplicity, we assign the reference
weights to wˆlij=1, which in the limit β→∞ relate to the
k-majority gate (MAJ-k)-based Boolean formulas that
provide all Boolean functions with uniform probability
at the large L limit [27, 28]. For a uniform perturbation
over layers pl=p, we focus on functions generated in the
deep regime L→∞, where the order parameters take the
form
ml =
∑
{sj}
k∏
j=1
1
2
[
1 + sjm
l−1(1− 2p)] sgn

 k∑
j=1
sj

 , (13)
ql =
∑
{sj ,sˆj}
k∏
j=1
1
4
[
1 + sˆjmˆ
l−1 + sjml−1(1− 2p) (14)
+sj sˆjq
l−1(1− 2p)] sgn

 k∑
j=1
sˆj

 sgn

 k∑
j=1
sj

 .
For finite k, the macroscopic observables at layer l
are polynomially dependent on the observables at layer
(l−1) up to order k. In the limit L→∞, the Boolean
functions generated depend on the initial magnetization
m0= 1N
∑
i s
0
i . Here, we consider a biased case with ini-
tial conditions mˆ0 =m0 > 0 and q0 = 1. The reference
function admits a stationary solution mˆ∞ = 1, comput-
ing a 1-bit information-preserving majority function [28].
Both magnetization of the perturbed function m∞ and
the function error ε= 12 (1−q∞) exhibit a transition from
the ordered phase to the paramagnetic phase at some
critical perturbation level pc, below which the perturbed
network computes the reference function with error ε< 12 .
The results for k=3 are shown in Fig. 2(d). Interestingly,
the critical perturbation pc coincides with the location of
the critical thermal noise ǫc =
1
2 (1− tanhβc) for noisy
k-majority gate-based Boolean formulas; for k = 3, the
critical perturbation pc =
1
6 [20]. Below pc, there exist
two ordered states with m∞=±√(1−6p)/(1−2p)3, and
the overlap satisfies q∞ =m∞ [12], which is also remi-
niscent of the thermal noise-induced solutions [20]. How-
ever, the underlying physical implications are drastically
different. Here it indicates that even in the deep network
regime there exists a large number
(
Nk
Nkp
)L
of networks
that can reliably represent the reference function when
p<pc. This function landscape is important for learning
tasks to achieve a similar rule to the reference function.
The propagation of internal error δ(l)≡ 12 (1− ql), shown
in Fig. 2(f), exhibits a stage of error increase followed by
5a stage of error decrease for p<pc. Consequently a suc-
cessful sparse DLM requires more layers to reduce errors
and provide a higher similarity to the reference function
when we approach pc, indicating the need of deep net-
works in such models.
In summary, we propose a GF analysis to probe the
function landscapes of DLMs, focusing on the entropy
of functions, given their error with respect to a refer-
ence function. The entropy maximization of densely con-
nected networks at fixed error to the reference function
indicates that weights of earlier layers are the first to
align with reference function parameters when the er-
ror decreases. It highlights the importance of early-layer
weights for reliable computation [29] and sheds light on
the parameter learning dynamics in function space during
the learning process. We also investigate the phase tran-
sitions behavior in sparsely connected networks, which
advocate the use of deeper machines for suppressing er-
rors with respect to the reference function in these mod-
els. The suggested GF framework is very general and
can accommodate other structures and computing ele-
ments, e.g., continuous variables, other activation func-
tions (such as the commonly used ReLU activation func-
tion [12]) and more complicated weight ensembles. In
Ref. [12], we also demonstrate the effect of negatively
or positively correlated weight variables on the expres-
sive power of networks with ReLU activation and their
impact on the function space, and investigate the be-
havior of simple convolutional DLMs. Moreover, the GF
framework allows one to investigate other aspects as well,
including finite size effects and the use of perturbative ex-
pansion to provide a systematic analysis of the interac-
tions between network elements. This is a step towards a
principled investigation of the typical behavior of DLMs
and we envisage follow-up work on various aspects of the
learning process.
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1Exploring the Function Space of Deep-Learning Machines
Supplemental Material
A. Function Space and the Entropy of Solutions
Our study explores the function space and especially the number of solutions in the vicinity of a reference function.
It relies on the assumption, in the absence of any other detailed information, that the bigger the volume of solutions
is, the easier it will be to find one. For instance, if there exist many low-error functions in function space (Fig. S1(a)
left and S1(b) left), then it is in general easier to achieve good alignment with the reference function (generalization)
by some generic unspecified learning algorithm. On the other hand, if the volume of low-error functions is very
small compared to high-error solutions (Fig. S1(a) right and S1(b) right), then it is generally harder to achieve good
alignment (generalization) since the function space is dominated by the high-error functions. This concept has been
introduced, albeit for simpler frameworks [S1].
   

function space 
= 0.1
= 0.2
(a) 
loss 
parameter space
(b) 
Figure S1. A pictorial illustration of two type of landscape of the (a) function space and (b) parameter space. (a) the y-axis
represents the distance-measure from the reference function and the x-axis the entropy at that distance (error) level. (b) the
y-axis stands for the loss (lowest value - closest to the reference function) and the x-axis for the change in parameters.
B. Disorder Averaged Generating Functional for Densely-Connected Networks
Here we give detailed derivations of the generating functional for densely connected networks
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2which allows us to express the quench random variables wˆlij and w
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ij linearly in the exponents, leading to
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Assuming the system is self-averaging, the disorder average can be traced over ab initio [S2], leaving the disorder
averaged generating functional Γ[ψˆ,ψ]. We consider two types of networks, one with continuous weight variable
following a Gaussian distribution and the other with binary weight variables. In both cases, we consider input
distribution of the form
P
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1. Continuous weight variables with Gaussian disorder
In this case, we assume that weight variables are independent and follow a Gaussian density wˆlij ∼ N (0, σ2), and
that the perturbed weight has the form wlij =
√
1− (ηl)2wˆlij + ηlδwlij where δwlij also have density N (0, σ2) but is
independent of wˆlij . For weight variables that are independent and identically distributed, an alternative derivation
based on central limit theorem can be employed [S3]. Nevertheless, the proposed GF framework is more principled
and general, and can accommodate many possible extensions.
Averaging Eq. (S3) over the weight {wˆlij} and perturbation {δwlij} gives
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leading to the disorder-averaged generating functional
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Site factorization can be achieved by defining the macroscopic order parameter ql :=
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3which leads to
Γ[ψˆ,ψ] =
∫ L∏
l=0
dQldql
2π/N
exp
{
iN
L∑
l=0
Qlql
}
×
∫ L∏
l=1
∏
i
dhˆlidxˆ
l
i
2π
dhlidx
l
i
2π
∑
{sˆl
i
,sl
i
}∀l,i
P (sˆ0)
∏
i
δsˆ0
i
,s0
i
e−i
∑
l,i
(ψˆli sˆ
l
i+ψ
l
is
l
i)
× exp
{
−σ2
L∑
l=1
[
1
2
∑
i
(xˆli)
2 +
1
2
∑
i
(xli)
2 +
√
1− (ηl)2
∑
i
xˆlix
l
iq
l−1
]}
× exp
{
L∑
l=1
∑
i
[
βsˆlihˆ
l
i + βs
l
ih
l
i − log 2 coshβhˆli − log 2 coshβhli + ixˆlihˆli + ixlihli
]}
× exp
(
−i
L∑
l=0
∑
i
Qlsˆlisli
)
. (S9)
Now the spin and field variables are the same for any site i; we therefore consider the generating functional as a
function of site-independent conjugate fields, i.e., ψˆli = ψˆ
l and ψli = ψ
l, which takes the form
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For convenience, we define the fields doublet X l := [xˆl, xl]T , H l := [hˆl, hl]T and the covariance matrix
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The density of {xˆl, xl} in Eq. (S10) has the form exp{−∑l[ 12 (X l)T · Σl ·X l + i(X l)T ·H l]}, which can be integrated
over {X l}, yielding the joint Gaussian density of H l with precision matrix Σ−1l
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2. Binary weight variables
For the binary weight variables, we assume a disorder of the form P (wˆlij) =
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where the large N property is used in the second and third line. The resulting density is similar to the density of
the continuous weight variables in Eq. (S6), and therefore the same derivations can be applied. By identifying the
covariance matrix
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[
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]
, (S15)
the density for the site independent local field H l also has the Gaussian density in the form of
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3. Effective single site measure and saddle point equations
In summary, the cases of continuous weight variables and binary weight variables have the unified expressions by
properly identifying the covariance matrix for the local fields {H l}. The generating functional in both cases has the
form
Γ =
∫ L∏
l=0
dQldql
2π/N
eNΨ[q,Q], (S17)
with the exponent
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and the effective single site measure M [...] has the form of
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Now that the potential Ψ[...] is expressed by macroscopic order parameters {Ql, ql}, the conjugate fields {ψˆl, ψl}
in Eq. (S19) can be omitted. For N → ∞, Γ is dominated by the extremum of Ψ[q,Q] given by ∂Ψ/∂Ql = 0 and
∂Ψ/∂ql = 0
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5Since the two systems are interlinked through the input vectors δsˆ0,s0 and the final overlap q
L does not show up in
the measure M [...], the saddle point equations Eq. (S20) and Eq. (S21) have the boundary conditions
q0 = 1, iQL = 0. (S22)
4. Simplifications of the saddle point equations
The saddle point of iQl can be further simplified by iterating backward from the boundary condition Eq. (S22).
We start from computing iQL−1 by substituting Eq. (S22) into Eq. (S21)
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where ∂ΣL,12(q
L−1)/∂qL−1 = σ2
√
1− (ηL)2 for continuous weights and ∂ΣL,12(qL−1)/∂qL−1 = 1 − 2pl for binary
weights. Further notice that ∫
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giving iQL−1 = 0. This can be used to show that iQL−2 = 0 etc and finally we conclude that in the saddle point
iQl = 0, ∀l. (S25)
Therefore the overlap ql can be simplified as
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Consider the deterministic limit β →∞, tanh(βhl)→ sgn(hl), the double integration in Eq. (S26) can be carried out
analytically, yielding
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(S27)
The mean field overlap evolution in layers of Eq. (S27) are perfectly confirmed by Monte Carlo simulations as shown
in Fig. S2.
C. Maximum-Entropy Perturbation
In this section we describe the procedure for finding the dominating entropy spread for a given generalization error
in the continuous-weight scenario
max
{ηl}
Scon({ηl}) = 1
L
L∑
l=1
log ηl, (S28)
s.t. qL({ηl}) = 1− 2ε. (S29)
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Figure S2. Comparison of the overlap evolution in layers in densely-connected networks (Eq. (S27), solid lines) to Monte Carlo
simulations (dashed-dotted lines with markers), which shows a perfect match between the two approaches. The perturbations
are homogeneous in both cases, i.e., ηl = η and pl = p. The systems are of size N = 4000 and the results are averaged over
100 disorder realizations. (a) Continuous weight variables. (b) Binary weight variables.
To ease the nonlinear function-composition constraint in Eq. (S29), we first notice in Eq. (S27) that ql is a monotonic
function of ηl which allows us to express ηl as
ηl(ql−1, ql) =
√
1− sin
2(pi2 q
l)
(ql−1)2
, (S30)
with sin(pi2 q
l) ≤ ql−1. Then the maximization problem can be recast as
max
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s.t. sin(
π
2
ql) ≤ ql−1, l = 1, ..., L
q0 = 1,
qL = 1− 2ε, (S32)
which can be solved numerically. The inequality constraints in Eq. (S32) are non-convex and the minimizers {q∗l}
found are possibly local minima. We start from multiple initial guesses and select the best solution obtained. Then
the maximum-entropy perturbations are given by η∗l = ηl(q∗l−1, q∗l). We denote the corresponding optimal entropy
at distance-ε from the reference function as S∗con(ε).
The procedures for the binary-weight problem are similar, with the perturbation expressed in overlaps as
pl(ql−1, ql) =
1
2
(
1− sin(
pi
2 q
l)
ql−1
)
. (S33)
The abrupt transition of the maximum-entropy perturbations {p∗l} comes from the transitions of the global maximum
of Sbin({pl(ql−1, ql)}) from the interior of the feasible region to its boundary. An example of such jump in the maximum
for a system with L = 3 is illustrated in Fig S3. This jump in entropy maximum is reminiscent of the shift of free
energy minimum occurred in first order phase transitions.
D. The Annealed Approximation of Learning
In this section we give more details of the annealed approximation of learning [S4, S5]. The (L+ 1)-layer network
constructed here maps an N -dimensional input {s0i }i=1,...,N to an N -dimensional output {sLi }i=1,...,N , where each
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Figure S3. Entropy of L = 3 binary-weight networks Sbin({pl(ql−1, ql)}) as a function of the hidden-layer overlap q1 and q2.
The input and output overlaps are fixed as q0 = 1 and qL=3 = 1 − 2ε. The global maximum is marked as a triangle and the
local but not global maximum is marked as a square. (a) ε = 0.427; there exist two local maxima and the global maximum is
located in the interior of the feasible region. (b) ε = 0.417; the global maximum jumps from the interior to the boundary of the
feasible region with q1 = 1; it indicates p∗1 = 0, i.e., the first-layer weights match with that of the reference network perfectly
w
1 = wˆ1.
component sLi is the output of a certain Boolean function with N dimensional input, e.g., a single instance of a binary
classifier. Therefore all the N components of the sL are the outputs of N weakly coupled Boolean functions that
share the same typical properties.
Consider the case of densely-connected networks with continuous weights. We start by showing how the profile
of the typical phase volume at a distance ε from the reference function Ω0(ε) ≡ Ωtot({η∗l}), is re-shaped by the
constraints represented by the introduction of examples. The function distance (error) ε we defined is closely related
to the generalization error in supervised learning. Suppose a randomly chosen example (input-output pair provided
by the reference function) is introduced, the distance-ε functions on average has probability ε of providing the wrong
output based on the input of the introduced example. On average, (1−ε)-fraction of the Ω0(ε) solutions are compatible
with the present example; therefore the remaining volume of compatible solutions is Ω0(ε)(1 − ε). High-ε functions
are ruled out faster, resulting in increasing concentration of the low-ε functions. This learning process is illustrated
in Fig. S4(a).
Assuming the examples are weakly correlated, the phase volume at the presence of P = αLN2 examples using
the annealed approximation is given by Ωα(ε) = Ω0(ε)(1 − ε)P . The corresponding annealed entropy density is
Sα(ε) = logΩα(ε)/(LN
2) = S∗con(ε) + α log(1− ε). In the large N limit, the generalization error can be obtained by
ε∗(α) = argmaxεΩα(ε)
= argmaxεSα(ε). (S34)
The learning process in a network of L = 2 is illustrated in Fig. S4(b).
Although the generalization curve obtained by the annealed learning theory is only an approximation, it produces
the correct qualitative behaviors in many cases, e.g., the large α scaling [S5]. We also note that our derivation is
based on the small perturbation limit. Therefore, we expect the obtained generalization curves are more relevant in
the small ε (large α) limit. While the annealed approximation is qualitatively correct in the asymptotic limit of large
α for realizable rules (where the target functions can be completely realized by at least one of the networks), it may
fail for unrealizable rules [S4]. Since our framework is based on exploring the function space in the neighborhood of
an existing reference function, we expect the annealed approximation to provide qualitatively correct results. We also
remark that such analysis of the learning task (which is called Gibbs learning [S5]) describes the expected typical
generalization behavior, irrespective of the training rule used and with potentially unlimited computing resources.
The performance of specific learning rules are subject to computational limitations and may provide different results,
depending on the rule used and the energy surface of the specific problem.
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Figure S4. (a) Schematic illustration of the annealed learning process. The dark area represents the phase volume compatible
with the examples at a given level of generalization error ε. Upper row corresponds to the case where no example is present.
In the lower row, a single example is introduced and the phase volume is re-shaped as Ω1(ε)=Ω0(ε)(1− ε); on average more
high-ε functions are incompatible with the example than the low-ε functions, which will be ruled out in the learning process
(marked as white regions removed). It results in the increased concentration of low-ε functions. (b) The annealed entropy
density Sα(ε) vs ε for different α values. The two layer network (L = 2) is densely-connected with continuous-weight variables.
The space of candidate functions is dominated by functions that maximize the entropy Sα(ε) for a particular α value, marked
by a triangle.
E. Saddle Point Equations for Sparsely-Connected Networks
The calculations of the sparsely connected binary networks are similar to the densely-connected case, except that
the local fields are only contributed by finite number of elements hˆli(A
l, wˆl, sˆl−1) = 1√
k
∑
j A
l
ijwˆ
l
ij sˆ
l−1
j where A
l
ij is
the connectivity matrix between layer l − 1 and layer l satisfying ∑j Alij = k; this induces additional disorder of a
different type. Such network topology is used in previous studies of random Boolean formula [S6]. To make use of
the steps of calculations therein, we adapt the notion of adjacency matrix Alij to the connectivity tensor as A
l,i
i1,...,ik
,
indicating the i-th neuron at layer l is connected to the neurons at (l − 1)-th layer with indices i1, ..., ik. The local
field is expressed as
hˆli(A
l,i, wˆl, sˆl−1) =
1√
k
(
Al,ij1,j2,...,jkwˆ
l
ij1 sˆ
l−1
j1
+Al,ij1,j2,...,jkwˆ
l
ij2 sˆ
l−1
j2
+ · · ·+Al,ij1,j2,...,jkwˆlijk sˆl−1jk
)
,
:=
N∑
j1,j2...,jk
Al,ij1,j2,...,jk αˆ
l,i
wˆ
(
sˆl−1j1 , sˆ
l−1
j2
, ..., sˆl−1jk
)
, (S35)
where we have introduced the notation αˆl,iwˆ to mimic the gate output of Boolean formula as in Ref. [S6].
The connectivity tensor follows the probability distribution
P ({Al,ii1,...,ik}) =
1
ZA
L∏
l=1
∏
i

δ

 N∑
j1,...,jk
Al,ij1,...,jk , 1

 N∏
i1,...,ik
[
1
Nk
δAl,i
i1,...,ik
,1 + (1−
1
Nk
)δAl,i
i1,...,ik
,0
]
 , (S36)
where ZA is the normalization factor. In Eq. (S36) we have made use of the fact that the probability of having the
same indices in {i1, i2, ..., ik} of Al,ii1,...,ik vanishes in the limit N → ∞, or the fact that 1N(N−1)···(N−k+1) ≈ 1Nk for
finite k.
The average over the connectivity follows exactly the same procedures as in Ref. [S6] and the average over weight
disorder P (wˆ) and P (w) can be viewed as an average over the gate disorder αˆwˆ and αw. With the help of the functional
order parameter P l(sˆ, s) := 1N
∑
i δsˆli,sˆδsli,s relating the magnetization m
l := 1N
∑
i s
l
i and overlap q
l through
P l(sˆ, s) = 1
4
(1 + sˆmˆl + sml + sˆsql), (S37)
9we are eventually led to the self-consistent saddle point equation [S6]
P l(sˆ, s) = 〈δsˆl,sˆδsl,s〉M [...] , (S38)
with the effective single-site measure
M
[{sˆl, sl}] = P (sˆ0)δsˆ0,s0 L∏
l=1


∑
{sˆj ,sj}
k∏
j=1
P l(sˆj , sj)
×
〈
exp
[
βsˆlαˆwˆ (sˆ1, sˆ2, ..., sˆk)
]
2 cosh [βαˆwˆ (sˆ1, sˆ2, ..., sˆk)]
exp
[
βslαw (s1, s2, ..., sk)
]
2 cosh [βslαw (s1, s2, ..., sk)]
〉
αˆwˆ ,αw

 . (S39)
Note the spin variables sj , s
l and s in this section are different objects. From a physical point of view, the dynamical
variable sl at layer l experiences a local field αw (s1, s2, ..., sk) contributed by “dummy spins” {s1, s2, ..., sk} which
reflects the mean field interactions from k spins from layer l− 1. The macroscopic variables s, sˆ are defined to express
the magnetizations and overlaps.
By using Eqs. (S37),(S38) and (S39), the evolution of magnetization and overlap reads
mˆl =
∑
{sˆj}
k∏
j=1
[
1 + sˆjmˆ
l−1
2
]
〈tanh [βαˆwˆ (sˆ1, sˆ2, ..., sˆk)]〉αˆwˆ , (S40)
ml =
∑
{sj}
k∏
j=1
[
1 + sjm
l−1
2
]
〈tanh [βαw (s1, s2, ..., sk)]〉αˆwˆ ,αw , (S41)
ql =
∑
{sj ,sˆj}
k∏
j=1
[
1 + sˆjmˆ
l−1 + sjml−1 + sˆjsjql−1
4
]
× 〈tanh [βαˆwˆ (sˆ1, sˆ2, ..., sˆk)] tanh [βαw (s1, s2, ..., sk)]〉αˆwˆ,αw . (S42)
In the following we assume k is odd.
1. Average over weight disorder
We consider the weights to be independent quench random variables drawn from the distribution
Pwˆ(wˆ
l
ij) = δwˆl
ij
,1, (S43)
Pw(w
l
ij) = (1− p)δwlij ,wˆlij + pδwlij ,−wˆlij
= (1− p)δwl
ij
,1 + pδwl
ij
,−1. (S44)
In the limit β →∞, we have tanh [βαw (s1, s2, ..., sk)] = sgn
(∑k
j=1 wjsj
)
where wj follows the distribution Pw(wj)
in Eq. (S44). Including the disorder distributions Eq. (S43) and Eq. (S44) in the saddle point equations gives
ml =
∑
{sj}
k∏
j=1
[
1 + sjm
l−1
2
] ∑
{wj}
Pw({wj})sgn
( k∑
j=1
wjsj
)
, (S45)
ql =
∑
{sˆj ,sj}
k∏
j=1
[
1 + sˆjmˆ
l−1 + sjml−1 + sˆjsjql−1
4
]
sgn
( k∑
j=1
sˆj
) ∑
{wj}
Pw({wj})sgn
( k∑
j=1
wjsj
)
. (S46)
These expressions can be further simplified as follows. We start with Eq. (S41) by defining a new spin variable
σj := wjsj, through the integral representation of the Kronecker delta
δ(σj , wjsj) =
∫ pi
−pi
dθj
2π
eiθj(σj−wjsj) =
{
1 if σj = wjsj
0 others
(S47)
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∑
σj=±1
δ(σj , wjsj) = 1. (S48)
It allows us to express the dynamics of the magnetization as
ml =
∑
{sj}
k∏
j=1
[
1 + sjm
l−1
2
] ∑
{wj}
P ({wj})
∑
{σj}
∏
j
δ(σj , wjsj)sgn
( k∑
j=1
wjsj
)
=
∑
{sj}
k∏
j=1
[
1 + sjm
l−1
2
] ∑
{wj}
P ({wj})
∑
{σj}
∏
j
∫ pi
−pi
dθj
2π
eiθj(σj−wjsj)sgn
( k∑
j=1
σj
)
. (S49)
We then notice that ∑
{wj}
P ({wj})e−i
∑
k
j=1 θjwjsj
=
∑
{wj}
∏
j
{[
pδwj ,−1 + (1− p)δwj ,1
]
e−iθjwjsj
}
=
∏
j
[
peiθjsj + (1 − p)e−iθjsj ] , (S50)
which leads to
ml =
∑
{σj}
∑
{sj}
k∏
j=1
{[
1 + sjm
l−1
2
] ∫ pi
−pi
dθj
2π
eiθjσj
[
peiθjsj + (1− p)e−iθjsj ]} sgn( k∑
j=1
σj
)
=
∑
{σj}
∑
{sj}
k∏
j=1
{[
1 + sjm
l−1
2
]
[pδ(sj ,−σj) + (1− p)δ(sj , σj)]
}
sgn
( k∑
j=1
σj
)
=
∑
{sj}
k∏
j=1
[
1 + sjm
l−1(1− 2p)
2
]
sgn
( k∑
j=1
sj
)
, (S51)
where in the last step we trace over {sj} and replace the dummy spin variables {σj} by {sj}.
Performing the same derivation for the dynamics of the overlap in Eq. (S46), we have
ql =
∑
{sˆj ,sj}
k∏
j=1
[
1 + sˆjmˆ
l−1 + sjml−1 + sˆjsjql−1
4
]
sgn
( k∑
j=1
sˆj
) ∑
{wj}
P (wj)
∑
{σj}
∏
j
δ(σj , wjsj)sgn
( k∑
j=1
σj
)
=
∑
{sˆj ,sj}
k∏
j=1
[
1 + sˆjmˆ
l−1 + sjml−1 + sˆjsjql−1
4
]
sgn
( k∑
j=1
sˆj
)∑
{σj}
∏
j
[pδ(sj ,−σj) + (1 − p)δ(sj , σj)] sgn
( k∑
j=1
σj
)
=
∑
{sˆj ,sj}
k∏
j=1
[
1 + sˆjmˆ
l−1 + sjml−1(1− 2p) + sˆjsjql−1(1− 2p)
4
]
sgn
( k∑
j=1
sˆj
)
sgn
( k∑
j=1
sj
)
, (S52)
where in the last step we trace again over {sj} and replace the dummy spin variables {σj} by {sj}.
2. Expressions for k = 3
For the particular case of k = 3, we have equations of the form
mˆl =
1
2
[
3mˆl−1 − (mˆl−1)3] , (S53)
ml =
1
2
[
3ml−1(1 − 2p)− (ml−1)3(1− 2p)3] , (S54)
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Figure S5. Comparing the mean field order parameter evolution in layers, in sparsely-connected networks, following Eq. (S54)
in (a) and Eq. (S55) in (b) (solid lines) to Monte Carlo simulations (dashed-dotted lines with markers). The results show a
perfect match between analysis and numerical results. The systems are of size N = 2000 and the results are averaged over 100
disorder realizations.
ql =
3
2
mˆl−1ml−1(1− 2p)− 3
4
ql−1(ml−1)2(1− 2p)3 − 3
4
ql−1(mˆl−1)2(1− 2p)
+
3
4
ql−1(1 − 2p) + 1
4
(ql−1)3(1 − 2p)3. (S55)
The evolutions of ml and ql are validated by Monte Carlo simulations as shown in Fig. S5.
In the deep network limit l →∞, m∞ = 0 is always a solution of Eq. (S54), which is stable for p > pc = 1/6. For
p < 1/6, the solution m∞ = 0 becomes unstable and two stable solutions emerge m∞ = ±
√
1−6p
(1−2p)3 .
Consider the initial condition mˆ0 = m0 > 0 and q0 = 1, then the reference function admits a stationary solution
mˆ∞=1, which implies sˆ∞i =1, ∀i. So we have the relation q∞= 1N
∑
i sˆ
∞
i s
∞
i =
1
N
∑
i s
∞
i =m
∞.
3. Critical Perturbation pc for general k
By examining the stability of the steady solution m∞ = 0 in Eq. (S51), we can derive the the critical perturbation
pc for general k. We first notice that Eq. (S51) can be expressed as
ml =
k∑
n=0
(
k
n
)[
1 +ml−1(1− 2p)
2
]n [
1−ml−1(1− 2p)
2
]k−n
sgn(2n− k). (S56)
Perturbing ml−1 and ml around 0 gives
δml =
k∑
n=0
(
k
n
){
(k − n)
(
1
2
)k−1(
−1− 2p
2
δml−1
)
+ n
(
1
2
)k−1(
1− 2p
2
δml−1
)}
sgn(2n− k)
+O ((δml−1)2) (S57)
= δml−1(1− 2p)
(
1
2
)k k∑
n=0
(
k
n
)
(2n− k)sgn(2n− k) +O ((δml−1)2) . (S58)
By using the identity
∑k
n=0
(
k
n
)
(2n−k)sgn(2n−k) = 2k( k−1(k−1)/2) for odd integer k, one obtains the instability condition
δml
δml−1
= (1− 2p)
(
1
2
)k−1
k
(
k − 1
(k − 1)/2
)
> 1, (S59)
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p < pc(k) :=
1
2
− 2k−2/
[
k
(
k − 1
(k − 1)/2
)]
. (S60)
The obtained critical flip noise pc(k) in Eq. (S60) has exactly the same form as the critical thermal noise ǫc(k) [S6].
Therefore, they show the same locations for the corresponding phase transitions.
F. The Case of Continuous Spin Variables with ReLU Activation Functions
In this section we consider the case of continuous spin variable sˆli, s
l
i ∈ R and the rectified linear unit (ReLU)
activation function
φ(x) = max(0, x). (S61)
We assume a fully connected network structure with the local field on sˆli given by hˆ
l
i(wˆ
l, sˆl−1) = 1√
N
∑
j wˆ
l
ij sˆ
l−1
j and
the state of sˆli determined by the conditional probability
P (sˆli|wˆl, sˆl−1) =
√
β
2π
exp
{
−β
2
[
sˆli − φ
(
hˆli(wˆ
l, sˆl−1)
)]2}
, (S62)
where the temperature β quantifies the strength of the additive white noise. In the noiseless limit β → ∞, the
system corresponds to a deterministic neural network with ReLU activation function, which is the limit that we will
consider in the end, to reduce the number of free variables. The perturbed network operates in the same manner.
We further consider the Gaussian weight-disorder and perturbation to be the same as in the case of Sec. A1, namely
wˆlij ∼ N (0, σ2w); the perturbed weight has the form wlij =
√
1− (ηl)2wˆlij + ηlδwlij where δwlij ∼ N (0, σ2w) but is
independent of wˆlij . The input is assumed to follow the normal distribution
P (sˆ0) =
∏
i
P (sˆ0i ) =
∏
i
1√
2π
exp
{
−1
2
(
sˆ0i
)2}
. (S63)
The generating functional analysis follows the same procedure as in the binary spin variable case, except for the
addition of two new order parameters ql11 :=
1
N
∑
i(sˆ
l
i)
2 and ql22 :=
1
N
∑
i(s
l
i)
2 in addition to the overlap ql = 1N
∑
i sˆ
l
is
l
i
to characterize the macroscopic dynamics. Essentially ql11 and q
l
22 measure the scales of the spin variables at layer l.
Expressing the order parameters through the integral representation of the δ-function
1 =
∫
dQldql
2π/N
eiNQ
l[ql− 1N
∑
i
slisˆ
l
i], 1 =
∫
dQl11dql11
2π/N
eiNQ
l
11[q
l
11
− 1
N
∑
i
(sˆli)
2],
1 =
∫
dQl22dql22
2π/N
eiNQ
l
22[ql22− 1N
∑
i(s
l
i)
2], (S64)
the disorder-averaged generating functional Γ can be factorized over sites (assuming site-independent conjugate field
ψˆli = ψˆ
l and ψli = ψ
l) and expressed as
Γ =
∫ L∏
l=0
dQldql
2π/N
dQl11dql11
2π/N
dQl22dql22
2π/N
eNΨ[q,Q,q11,Q11,q22,Q22], (S65)
where the potential function Ψ[...] in the exponent assumes the form
Ψ[q,Q, q11,Q11, q22,Q22] = i
L∑
l=0
(Qlql +Ql11ql11 +Ql22ql22)+ log
∫ L∏
l=1
dhˆldhl
L∏
l=0
dsˆldslM [sˆ, s, hˆ, h], (S66)
with the effective single site measure M [...] in the form of
M
[
{sˆl, sl, hˆl, hl}
]
= P (sˆ0)δ(sˆ0 − s0)e−i
∑
l[Ql sˆlsl+Ql11(sˆl)2+Ql22(sl)2]e−i
∑
l
(ψˆlsˆl+ψlsl)
×
L∏
l=1


exp
[
−β2 (sˆl − φ(hˆl))2 − β2 (sl − φ(hl))2
]
2π/β
exp
[− 12 (H l)T · Σl(ql−1)−1 ·H l]√
(2π)2|Σl(ql−1)|

 . (S67)
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The covariance matrix between the local field hˆl and hl takes the form of
Σl(η
l, ql−1) = σ2w
[
ql−111
√
1− (ηl)2ql−1√
1− (ηl)2ql−1 ql−122
]
. (S68)
In the limit N → ∞, Γ is dominated by the saddle point of Ψ[q,Q, q11,Q11, q22,Q22]. Similar to Sec. A4, the
conjugate order parameter can be shown to vanish identically at the saddle point
Ql = Ql11 = Ql22 = 0, ∀l. (S69)
It gives rise to evolution of the order parameters with vanishing conjugate field {ψˆl, ψl}
ql11 = 〈(sˆl)2〉M [...] =
1
β
+
∫
dhˆldhl
(
φ(hˆl)
)2 e− 12 (Hl)T ·Σ−1l ·Hl√
(2π)2|Σl|
, (S70)
ql22 = 〈(sl)2〉M [...] =
1
β
+
∫
dhˆldhl
(
φ(hl)
)2 e− 12 (Hl)T ·Σ−1l ·Hl√
(2π)2|Σl|
, (S71)
ql = 〈sˆlsl〉M [...] =
∫
dhˆldhlφ(hˆl)φ(hl)
e−
1
2
(Hl)T ·Σ−1
l
·Hl√
(2π)2|Σl|
. (S72)
Under the ReLU non-linearity φ(x) = max(0, x), the above integrals can be carried out analytically, yielding
ql11 =
1
2
Σl,11 +
1
β
, ql22 =
1
2
Σl,22 +
1
β
, (S73)
ql =
1
2π
[√
|Σl|+ π
2
Σl,12 +Σl,12 tan
−1
(
Σl,12√|Σl|
)]
, (S74)
with initial condition
q011 = q
0
22 = q
0 = 1. (S75)
In the noiseless limit β → ∞, one can show that ql11 = ql22 = 1 ∀l if and only if σw =
√
2. In contrast, ql11 and q
l
22
grow indefinitely as l increases if σw >
√
2 or decay to zero as the l increases if σw <
√
2.
Other macroscopic quantities such as the mean activations ml1 := 1/N
∑
i〈sˆli〉 and ml2 := 1/N
∑
i〈sli〉 can be
calculated by resorting to the generating functional evaluated at the saddle point following Eqs. (S69) (S73) and
(S74)
Γ[{ψˆl, ψl}] =
∫ L∏
l=0
dQldql
2π/N
dQl11dql11
2π/N
dQl22dql22
2π/N
eNΨ[q,Q,q11,Q11,q22,Q22]
≈ const× exp {NΨsaddle[q,Q, q11,Q11, q22,Q22]} , (S76)
which can be differentiated with respect to ψˆl and ψl to obtain other moments.
The relevant similarity measure in this case is the correlation coefficient
ρl :=
ql −ml1ml2√
ql11 − (ml1)2
√
ql22 − (ml2)2
. (S77)
where mean activations are given by
ml1 =
√
Σl,11
2π
, ml2 =
√
Σl,22
2π
, ∀l > 0. (S78)
The mean field overlap evolution in layers of Eq. (S74) at σw =
√
2 and β → ∞ is compared to Monte Carlo
simulations results in Fig. S6(a). Differently from results obtained for networks with sign activation function, the
two systems exhibit non-zero overlap in the deep network regime; similar behavior is also found in the evolution of
correlation coefficient ρl as shown in Fig. S6(b). That is, there exist residual correlations in deep ReLU networks even
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Figure S6. (a) Comparison between analytical and simulation results of the overlap evolution in layers, in networks with ReLU
activation function at σw =
√
2 and β → ∞. Analytical results based on Eq. (S74) (solid lines) and Monte Carlo simulations
(dashed-dotted lines with markers) shows a perfect match. The perturbations are uniform in all layers, i.e., ηl = η. The systems
are of size N = 4000 and the results are averaged over 100 disorder realizations. (b) Evolution of the correlation coefficient ρl
from Eq. (S77) using the same parameters as in (a).
under very large weight perturbations, indicating that a large number of networks in the weight space correspond
to similar functions. It implies that deep ReLU networks with uncorrelated Gaussian weight-disorder are typically
not very expressive, but should be easier to train given the corresponding function landscape. Another approach to
understand such behavior is through mapping DLM in the thermodynamic limit N → ∞ to Gaussian process and
analyzing the resulting kernel [S7]. Note also that deep ReLU networks used in practice have finite depth, finite width
and the weight distribution may differ from uncorrelated Gaussian distribution that is examined here.
G. ReLU Activation Functions with Correlated Weight Variables
In order to investigate the effect of weight correlation on deep ReLU networks, we consider fully-connected networks
with reference function weights drawn from the distribution
P ({wˆlij}) =
∏
i
P (wˆli) =
∏
i
exp
{
− 12 (wˆli)T ·A−1 · (wˆli)
}
√
(2π)N detA
, (S79)
which accommodates possible correlation between weights of each sub-perceptron.
The previous section represents a special case where the precision matrix A−1 is taken to be I/σ2w and I is the
identity matrix, such that the no correlation between components of wˆli exist. Here we consider one simple extension,
of correlation matrices that assume the form A−1 = (I + bN vv
T )/σ2w, where v is a rank-one vector and b ∼ O(1) is a
scalar. For simplicity, we further consider v = [1, 1, ...1]T such that vvT = J is the all-one matrix. Note that
A = σ2w
(
I − b
(1 + b)N
J
)
, (S80)
thus the components of wˆli are weakly correlated, depending on the value of b. For a valid model, the precision matrix
is required to be semi-positive definite A−1  0, imposing the constraint b ≥ −1. Note that the components of wˆli are
positively correlated for −1 < b < 0, while they are negatively correlated for b > 0. As before, we assume independent
and identical distribution of perturbation wlij =
√
1− (ηl)2wˆlij + ηlδwlij with δwlij ∼ N (0, σ2w). The derivation of the
GF follows the same lines as in the uncorrelated case, where the average over the weight-disorder start to diverge,
e.g., from the first line of Eq. (S6)
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∫
P (wˆ)P (δw)dwˆdδwˆ exp
{
−i√
N
L∑
l=1
[∑
ij
wˆlij
(
xˆlisˆ
l−1
j +
√
1− (ηl)2xlisˆl−1j
)
+ ηl
∑
ij
δwlijx
l
is
l−1
j
]}
= exp
{
− σ
2
w
2
L∑
l=1
∑
i
[
(xˆli)
2
(
1
N
∑
j
(sˆl−1j )
2 − b
1 + b

 1
N
∑
j
sˆl−1j


2)
+ 2
√
1− (ηl)2xˆlixli
(
1
N
∑
j
sˆl−1j s
l−1
j −
b
1 + b

 1
N
∑
j
sˆl−1j


2
 1
N
∑
j
sl−1j


2)
+ (xli)
2
(
1
N
∑
j
(sl−1j )
2 − (1 − (ηl)2)
(
b
1 + b
) 1
N
∑
j
sl−1j


2)]}
. (S81)
Defining the order parameters ql11, q
l
22,m
l
1,m
l
2, q
l by
1 =
∫
dQl11dql11
2π/N
eiNQ
l
11[ql11− 1N
∑
j(sˆ
l
j)
2], 1 =
∫
dQl22dql22
2π/N
eiNQ
l
22[ql22− 1N
∑
j(s
l
j)
2],
1 =
∫
dMl1dml1
2π/N
eiNM
l
1[m
l
1
− 1
N
∑
j
sˆlj ], 1 =
∫
dMl2dml2
2π/N
eiNM
l
2[m
l
2
− 1
N
∑
j
slj],
1 =
∫
dQldql
2π/N
eiNQ
l[ql− 1N
∑
i sˆ
l
is
l
i], (S82)
the disorder-averaged generating functional Γ can be factorized over sites and eventually leads to the effective single
site measure M [...] of the form
M
[
{sˆl, sl, hˆl, hl}
]
= P (sˆ0)δ(sˆ0 − s0)e−i
∑
l[Ql11(sˆl)2+Ql22(sl)2+Qlsˆlsl+Ml1 sˆl+Ml2sl]e−i
∑
l(ψˆ
lsˆl+ψlsl)
×
L∏
l=1


exp
[
−β2 (sˆl − φ(hˆl))2 − β2 (sl − φ(hl))2
]
2π/β
exp
[− 12 (H l)T · Σl(ηl, ql−1,ml−1)−1 ·H l]√
(2π)2|Σl(ηl, ql−1,ml−1)|

 ,
(S83)
where the covariance matrix between the local field hˆl and hl takes the form of
Σl(η
l, ql−1,ml−1) = σ2w

 ql−111 − b1+b (ml−11 )2
√
1− (ηl)2
(
ql−1 − b1+bml−11 ml−12
)
√
1− (ηl)2
(
ql−1 − b1+bml−11 ml−12
)
ql−122 − b1+b (1− (ηl)2)(ml−12 )2

 . (S84)
Consider the ReLU activation function φ(h) = max(0, h) and the deterministic limit β →∞. In the limit N →∞,
Γ is dominated by the saddle point of the potential function Ψ[...], giving rise to the evolution of order parameters
with vanishing conjugate field {ψˆl, ψl},
ql11 =
1
2
Σl,11, q
l
22 =
1
2
Σl,22, m
l
1 =
√
Σl,11
2π
, ml2 =
√
Σl,22
2π
, (S85)
ql =
1
2π
[√
|Σl|+ π
2
Σl,12 +Σl,12 tan
−1
(
Σl,12√|Σl|
)]
, (S86)
which is similar to the evolution of systems with uncorrelated weights in Sec. F. However, in Sec. F the mean
activations ml1 and m
l
2 do not directly determine the layer evolution (as seen in Eq. (S68)), unlike the results in this
section (as seen in Eq. (S84)). The relevant similarity measure in this case is again the correlation coefficient
ρl :=
ql −ml1ml2√
ql11 − (ml1)2
√
ql22 − (ml2)2
. (S87)
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Figure S7. Evolution of all the order parameters ql11, q
l
22, q
l,ml1,m
l
2 and the correlation coefficient ρ
l in layers, in DLM with
ReLU activation function with correlated weight distribution given by Eq. (S79) and weight covariance given by Eq. (S80).
The parameter σw is chosen such that q
l
11 and m
l
1 can attain stationary points, i.e., σw = 1/
√
1
2
− 1
2pi
b
1+b
. (a) For negatively
correlated weights b = 0.1. (b) For positively correlated weights b = −0.9.
Fig. S7 shows the evolution of all the order parameters ql11, q
l
22, q
l,ml1,m
l
2 and the correlation coefficient ρ
l for two
different level of weight correlation b = 0.1 and b = −0.9. The initial input sˆ0 follows the distribution Eq. (S63), such
that
q011 = q
0
22 = q
0 = 1, m01 = m
0
2 = 0. (S88)
It is observed that though ql11 and m
l
1 can remain stationary for the particular choice of the weight standard deviation
σw = 1/
√
1
2 − 12pi b1+b , ql22 and ml2 vary with the number of layers l. For negatively correlated wˆli with b = 0.1 > 0,
ql22 and m
l
2 increase with l, while the correlation coefficient ρ
l decreases with l. For positively correlated wˆli with
b = −0.9 < 0, ql22 and ml2 decrease with l, while interestingly, ρl increases after a drop in the first layer, suppressing
the effect of weight perturbations in subsequent layers.
In Fig. S8, we further investigate the effect of weight correlation on ρl. Since m01 = m
0
2 = 0, the evolutions from ρ
0
to ρ1 are the same for different values of b which can be seen from Eq. (S84). It is observed that ρl attains a lower value
for larger b, indicating that functions with more negatively correlated weight variables are more sensitive to weight
perturbations. Sweeping the parameter space through varying η, the perturbed systems with larger b (negatively
correlated) explore further away the function space compared to the ones with smaller b values (positively correlated),
which indicates a potential effect of negative weight correlations on the expressive power of DLM with ReLU activation
function [S3]. On the other hand, DLM with positively correlated weights show robustness to perturbation and hence
contribute towards broader regions in function space and a more effective training. Interestingly, it is observed in a
recent study that negative weight correlation emerges in networks with ReLU activation function after training [S8].
H. Convolutional Neural Network
1. The Model
In this section, we consider the convolutional neural networks (CNN) stacked by multiple convolution blocks, each
of which typically contains a convolution layer, a pooling layer and a non-linearity layer. We consider 1D sequential
data and omit the bias variables for simplicity. Let a, b, c = 1, ..., Nc denote the channel indices and i, j = 1, ..., Nl
denote the pixel/site indices, where Nc is the number of channels (assumed to be the same for all layers including the
input layer) and Nl is the number of sites of each channel on the l-th block. To ease the computation, we replace the
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Figure S8. Evolution of the correlation coefficient ρl in layers, in networks with ReLU activation function and correlated weight
distribution (S79) for different strengths of weight perturbation η and weight correlation b.
popular max-pooling layer with a stride-two convolution as suggested in Ref. [S9], which also reduces the number of
sites of each channel as max-pooling (e.g., Nl = Nl−1/2 with appropriate padding). Each convolution block has the
following structure (see also Fig. S9 for illustration),
hˆla(j) =
1√
Nc
∑
b
(
wˆlab ∗ sˆl−1b
)
(j) :=
1√
Nc
Nc∑
b=1
∑
k∈∆
wˆlab(k)sˆ
l−1
b (j − k), j = 1, ..., Nl−1,
τˆ la(i) =
∑
k∈∆
Θˆla(k)hˆ
l
a(2i− k), i = 1, ...,
Nl−1
2
, (S89)
sˆla(i) = φ
(
τˆ la(i)
)
, i = 1, ...,
Nl−1
2
,
where ∗ denotes the normal convolution operation and ∆ is the set of possible indices for the filter (in the following
we consider ∆ = {−1, 0, 1} for a kernel of size 3). The variables {Θˆla(k)} are the weights of stride-two filters. The
representation of a channel sla is also called a feature map.
Different channels are coupled in a fully-connected manner, where it is tempted to derive the mean field relation in
the feature map level in the limitNc →∞. We assume that weight variables of filters wˆlab(k) are independent and follow
a Gaussian density wˆlab(k) ∼ N (0, σ2w), and that the perturbed weight has the form wlab(k) =
√
1− (ηlw)2wˆlab(k) +
ηlwδw
l
ab(k) where δw
l
ab(k) are drawn from the Gaussian density N (0, σ2w) independently of wˆlab(k). We assume a
similar form for the density and perturbations for the stride-two filters, Θla(k) =
√
1− (ηlθ)2Θˆla(k) + ηlθδΘla(k), which
both Θla(k) and δΘ
l
a(k) follow the Gaussian density N (0, σ2θ). In the following, we focus on ReLU and sign activation
functions.
2. GF Analysis
The GF analysis for CNN follows a similar derivation as before. Introducing auxiliary fields through the integral
representation of δ-function
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1 =
∫ ∞
−∞
dhˆla(i)dxˆ
l
a(i)
2π
e
ixˆla(i)
(
hˆla(i)− 1√Nc
∑
b
∑
k∈∆ wˆ
l
ab(k)sˆ
l−1
b
(i−k)
)
,
1 =
∫ ∞
−∞
dhla(i)dx
l
a(i)
2π
e
ixla(i)
(
hla(i)− 1√Nc
∑
b
∑
k∈∆ w
l
ab(k)s
l−1
b
(i−k)
)
, (S90)
1 =
∫ ∞
−∞
dτˆ la(i)dyˆ
l
a(i)
2π
eiyˆ
l
a(i)(τˆ la(i)−
∑
k∈∆ Θˆ
l
a(k)hˆ
l
a(2i−k)), 1 =
∫ ∞
−∞
dτ la(i)dy
l
a(i)
2π
eiy
l
a(i)(τ la(i)−
∑
k∈∆ Θˆ
l
a(k)h
l
a(2i−k)),
we can express the weight variables linearly in the exponential of the GF; averaging the term involving {wˆlab(k)},
{δwlab(k)} and {Θˆla(k)} requires to compute the integrals
Iw :=
∫
P (wˆl)P (δwl)dwˆldδwl exp
{ −i√
Nc
Nc∑
a,b=1
∑
k∈∆
[
wˆlab(k)
Nl−1∑
i=1
(
xˆla(i)sˆ
l−1
b (i− k) +
√
1− (ηlw)2xla(i)sˆl−1b (i− k)
)
+ ηlwδw
l
ab(k)
Nl−1∑
i=1
xla(i)s
l−1
b (i− k)
]}
= exp
{−σ2w
2
Nl−1∑
i,j=1
Nc∑
a=1
[
xˆla(i)xˆ
l
a(j)
(
1
Nc
∑
k∈∆
Nc∑
b=1
sˆl−1b (i−k)sˆl−1b (j−k)
)
+xla(i)x
l
a(j)
(
1
Nc
∑
k∈∆
Nc∑
b=1
sl−1b (i−k)sl−1b (j−k)
)
+ 2
√
1− (ηlw)2xˆla(i)xla(j)
(
1
Nc
∑
k∈∆
Nc∑
b=1
sˆl−1b (i− k)sl−1b (j − k)
)]}
, (S91)
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and
IΘ =
∫
P (Θˆ
l
)dΘˆ
l
∫
P (δΘˆ
l
)dδΘˆ
l
exp
{
− i
Nc∑
a=1
∑
k∈∆[
Θˆla(k)
Nl∑
i=1
(
yˆla(i)hˆ
l
a(2i− k) +
√
1− (ηlθ)2yla(i)hla(2i− k)
)
+ ηlθδΘˆ
l
a(k)
Nl∑
i=1
yla(i)h
l
a(2i− k)
]}
= exp
{−σ2θ
2
Nl∑
i,j=1
Nc∑
a=1
[
yˆla(i)yˆ
l
a(j)
(∑
k∈∆
hˆla(2i− k)hˆla(2j − k)
)
+ yla(i)y
l
a(j)
(∑
k∈∆
hla(2i− k)hla(2j − k)
)
+ 2
√
1− (ηlθ)2yˆla(i)yla(j)
(∑
k∈∆
hˆla(2i− k)hla(2j − k)
)]}
. (S92)
While the pixels/variables (with site indices i, j) are still coupled, the feature maps (with channel indices a, b) can be decoupled
if we define the order parameters ql−111 (i, j), q
l−1
22 (i, j), q
l−1
12 (i, j) through
1 =
∫
dQl−111 (i, j)dql−111 (i, j)
2π/Nc
e
iNcQ
l−1
11
(i,j)
[
q
l−1
11
(i,j)− 1
Nc
∑
b sˆ
l−1
b
(i)sˆ
l−1
b
(j)
]
, (S93)
1 =
∫
dQl−122 (i, j)dql−122 (i, j)
2π/Nc
e
iNcQ
l−1
22
(i,j)
[
q
l−1
22
(i,j)− 1
Nc
∑
b s
l−1
b
(i)sl−1
b
(j)
]
, (S94)
1 =
∫
dQl−112 (i, j)dql−112 (i, j)
2π/Nc
e
iNcQ
l−1
12
(i,j)
[
q
l−1
12
(i,j)− 1
Nc
∑
b sˆ
l−1
b
(i)sl−1
b
(j)
]
. (S95)
To simplify the analysis in the following, we assume a distance-based structure for the order parameters, termed here the
stationary assumption for the order parameters, e.g.,
ql−111 (i, j) = q
l−1
11 (|i− j|) . (S96)
This is a reasonable assumption for structured data, of the type CNN are used for. Moreover, it is satisfied throughout the
DLM if the initial data q011(i, j) have this property and the dynamical evolution across layers preserves it (see the following
section for an example). It leads to
∑
k∈∆
ql−111 (i− k, j − k) =
∑
k∈∆
ql−111 (|(i− k) − (j − k)|) = |∆|ql−111 (|i− j|), (S97)
and similarly for ql−122 (i, j) and q
l−1
12 (i, j).
Since the different channels are decoupled, we drop the channel indices of xˆla(i), x
l
a(i), hˆ
l
a(i), h
l
a(i), and consider them as
Nc factorized copies (similar to the case of fully-connected networks where the site indices of xˆ
l
i, x
l
i, hˆ
l
i, h
l
i are dropped in the
previous sections). Defining the field vector H l of size 2Nl−1 as H
l := [hˆl(1), ..., hˆl(Nl−1), h
l(1), ..., hl(Nl−1)], its covariance
matrix (with shape 2Nl−1 × 2Nl−1) has the element in the form of
[
Σh,l(η
l
w, q
l−1)
]
ij
=


σ2w|∆|ql−111 (|i− j|) 1 ≤ i, j ≤ Nl−1
σ2w|∆|ql−122 (|i− j|) Nl−1 < i, j ≤ 2Nl−1
σ2w|∆|
√
1− (ηlw)2ql−112 (|i− (j −Nl−1)|), 1 ≤ i ≤ Nl−1, Nl−1 < j ≤ 2Nl−1
(S98)
Similarly, defining the field vector T l of size 2Nl as T l := [τˆ l(1), ..., τˆ l(Nl), τ l(1), ..., τ l(Nl)], its covariance matrix (with shape
2Nl × 2Nl) has the element in the form of
[
Στ,l(η
l
θ,H
l)
]
ij
=


σ2θ
∑
k∈∆ hˆ
l(2i− k)hˆl(2j − k), 1 ≤ i, j ≤ Nl
σ2θ
∑
k∈∆ h
l(2(i−Nl)− k)hl(2(j −Nl)− k), Nl < i, j ≤ 2Nl
σ2θ
√
1− (ηlθ)2
∑
k∈∆ hˆ
l(2i− k)hl(2(j −Nl)− k), 1 ≤ i ≤ Nl, Nl < j ≤ 2Nl
(S99)
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Integrating out the auxiliary fields {xˆl(i), xl(i), yˆl(i), yl(i)}, the GF has the form
Γ =
∫ ∏
l′
Nl′∏
i,j=1
dQl′11(i, j)dql
′
11(i, j)
2π/Nc
dQl′22(i, j)dql
′
22(i, j)
2π/Nc
dQl′(i, j)dql′(i, j)
2π/Nc
× exp
{
iNc
∑
l′
Nl′∑
i,j=1
(
Ql′11(i, j)ql
′
11(i, j) +Ql
′
22(i, j)q
l′
22(i, j) +Ql
′
(i, j)ql
′
(i, j)
)}
×
[ ∫
dH l
∫
dT l
∫ Nl∏
i=1
dsˆl(i)dsl(i)
1√
(2π)2Nl−1 |Σh,l|
exp
{
− 1
2
(H l)T · Σh,l(ηlw, ql−1)−1 ·H l
}
× 1√
(2π)2Nl |Στ,l|
exp
{
− 1
2
(T l)T · Στ,l(ηlθ, H l)−1 · T l
}
× exp
{ Nl∑
i=1
[
− β
2
(
sˆl(i) − φ(τˆ l(i))
)2
− β
2
(
sl(i)− φ(τ l(i))
)2
− log(2π/β)
]}
× exp
{
− i
Nl∑
i,j=1
(
Ql11(i, j)sˆl(i)sˆl(j) +Ql22(i, j)sl(i)sl(j) +Ql(i, j)sˆl(i)sl(j)
)}]Nc
× terms of remaining blocks. (S100)
In the limit Nc → ∞, β → ∞, the saddle point approximation can be applied and the auxiliary fields {Ql11(i, j), . . . } can be
shown to vanish, leading to a single-channel effective measure
M [· · · ] =
Nl∏
i=1
δ
(
sˆl(i)− φ(τˆ l(i)))δ(sl(i)− φ(τ l(i)))e−
1
2
(Hl)T ·Σ−1
h,l
(ηlw,q
l−1)·Hl√
(2π)2Nl−1 |Σh,l|
e−
1
2
(T l)T ·Σ−1
τ,l
(ηlθ,H
l)·T l√
(2π)2Nl |Στ,l|
(S101)
× terms of remaining blocks.
3. Order Parameters of Networks with ReLU Activation Function
We first consider ReLU activation function φ(x) = max(0, x). The order parameters ql11(i, i) can be computed as
ql11(i, i) =
〈(
sˆl(i)
)2〉
M
=
∫
dH le−
1
2
(Hl)T ·Σ
−1
h,l
·Hl√
(2π)2Nl−1 |Σh,l|
∫
dT le− 12 (T l)T ·Σ−1τ,l ·T l√
(2π)2Nl |Στ,l|
φ(τˆ l(i))2
=
∫
dH le
− 1
2
(Hl)T ·Σ−1
h,l
·Hl√
(2π)2Nl−1 |Σh,l|
σ2θ
2
∑
k∈∆
(
hˆl(2i− k))2
=
σ2θσ
2
w|∆|2
2
ql−111 (0) =: q
l
11(0), (S102)
where we have applied the stationary assumption Eq. (S96) of layer l − 1. The same relation holds for ql22(i, i). By choosing
q011(0) = 1, σw =
√
1/3, σθ =
√
2/3, we can ensure ql11(0) = 1 and
[
Σh,l(η
l
w, q
l−1)
]
ii
= 1,∀i.
The order parameters ql11(i, j) can be computed as
ql11(i, j) = 〈sˆl(i)sˆl(j)〉M
=
∫
dH le
− 1
2
(Hl)T ·Σ−1
h,l
·Hl√
(2π)2Nl−1 |Σh,l|
∫
dT le− 12 (T l)T ·Σ−1τ,l ·T l√
(2π)2Nl |Στ,l|
φ(τˆ l(i))φ(τˆ l(j))
=
∫
dH le
− 1
2
(Hl)T ·Σ−1
h,l
·Hl√
(2π)2Nl−1 |Σh,l|
1
2π
[√
[Στ,l]ii [Στ,l]jj − [Στ,l]2ij +
π
2
[Στ,l]ij + [Στ,l]ij tan
−1
[Στ,l]ij√
[Στ,l]ii [Στ,l]jj − [Στ,l]2ij
]
, (S103)
which can be integrated numerically (remind that Στ,l depends on H
l). Note that Eq. (S103) preserves the stationary property,
i.e., if ql−111 (i, j) = q
l−1
11 (|i− j|), then ql11(i, j) = ql11(|i− j|). Other order parameters ql12(i, j), ql22(i, j) and the mean activations
ml1(i) = 〈sˆl(i)〉,ml2(i) = 〈sl(i)〉 can be computed and shown to preserve the stationary property similarly. We assume the
input signal also has Nc channels, all of which have the same statistical properties; we also assume that they are stationary
〈sˆ0(i)sˆ0(j)〉 = q011(|i− j|). It is then directly justified by induction that the stationary property ql11(i, j) = ql11(|i− j|) holds for
all layers.
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4. Order Parameters of Networks with Sign Activation Function
The derivation for the sign activation function φ(x) = sgn(x) follows a similar form as that of the ReLU-activation networks
with a different form of the order parameters,
ql11(i, j) = 〈sˆl(i)sˆl(j)〉M
=
∫
dH le−
1
2
(Hl)T ·Σ−1
h,l
·Hl√
(2π)2Nl−1 |Σh,l|
∫
dT le− 12 (T l)T ·Σ−1τ,l ·T l√
(2π)2Nl |Στ,l|
φ(τˆ l(i))φ(τˆ l(j))
=
∫
dH le−
1
2
(Hl)T ·Σ−1
h,l
·Hl√
(2π)2Nl−1 |Σh,l|
2
π
tan−1
[Στ,l]ij√
[Στ,l]ii [Στ,l]jj − [Στ,l]2ij
, (S104)
which can also be integrated numerically. The stationary property is also preserved by the layer evolution. Note that for sign
activation, ql11(i, i) = 1, m
l
1(i) = 0 for l > 0.
5. Results
As an example we specify input data (with Nc channels) that obeys the stationarity properties and is represented for
convenience in the form (other input representations may be considered as well with minor modifications)
q011(i, j) = exp (−|i− j|/ℓ) (S105)
m01(i) = 0, (S106)
where ℓ is a parameter governing the length scale of the correlation. It satisfies q011(i, j) = q
0
11(|i− j|) and q011(0) = 1; such one
dimensional data can be generated by Ornstein–Uhlenbeck (OU) processes. Since we restrict s0(i) = sˆ0(i) for the perturbed
system, we have q022(i, j) = q
0
12(i, j) = q
0
11(i, j).
The order parameters ql11(|i−j|), ql22(|i−j|), ql12(|i−j|) can be computed numerically as described above. To gain insight into
the corresponding networks under weight perturbations, we consider the average correlation coefficient as a similarity measure
between the two systems
ρl12 =
∑
i
〈 (
sˆl(i)−ml1(i)
) (
sl(i)−ml2(i)
) 〉
√∑
i
[〈
(sˆl(i))2
〉− (ml1(i))2
]√∑
i
[〈
(sl(i))2
〉− (ml2(i))2
]
=
ql12(0)−ml1ml2√
ql11(0)− (ml1)2
√
ql22(0) − (ml2)2
, (S107)
where we have applied the stationary property, e.g., ql12(i, i) = q
l
12(|i − i|) = ql12(0), ml1(i) = ml1 and so on. In Fig. S10, we
sketch two examples of how ρl12 evolves over layers for both ReLU and sign activation functions. Compared to Fig. S6(b) and
Fig. S2(a), the qualitative behaviors of ρl12 are similar to the fully-connected networks with the same activation function, which
is expected since the features maps are fully coupled.
We further investigate how spatial correlations evolve in layers, focusing on the between-site correlation coefficient of the
reference network
ρl11(i, j) =
ql11(i, j)−ml1(i)ml1(j)√
ql11(i, i)− (ml1(i))2
√
ql11(j, j) − (ml1(j))2
=
ql11(|i− j|) − (ml1)2
ql11(0)− (ml1)2
=: ρl11(|i− j|) (S108)
In Fig. S11, we sketch two examples of how ρl11(|i−j|) behaves, one for ReLU activation and the other for sign activation. Every
time the system propagates through a convolutional block, the lattice spacing between neighboring sites doubles (see Fig. S9);
we therefore rescaled the distance |i − j| at layer l by a factor 2l for comparison across layers. It is observed that networks
with ReLU activation tend to correlate sites as evolving in layers, while the networks with sign activation tend to decorrelate
sites as evolving in layers. Based on the observations and insights into networks with ReLU activation and correlated weight
variables in Sec. G, we also hypothesize that introducing negatively correlated filters can counteract the correlation inducing
behavior of CNN with ReLU activation (as in Fig. S11(a)), leading to more expressive learning machines.
Finally, we remark that though taking the limit Nc → ∞ seems quite unrealistic, our Monte-Carlo simulation results (see
Fig. S12) suggest that the average behavior of finite-size system of moderate size Nc ∼ O(100) is already well captured by
the theoretical predictions. However, the assumptions that there are also Nc channels in the input signal and that they are
stationary may be restricted. We defer to future works to relax these assumptions, investigate other weight-disorders, and
study the learning processes.
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Figure S10. Evolution of ρl12 over layers in convolutional neural networks. The perturbation strength ηθ on {Θˆl(k)} is set to
zero, while perturbation strength ηw on {wˆlab(k)} varies. The input data is specified by Eq. (S105), with length scale ℓ = 32.
(a) Networks with ReLU activation function. (b) Networks with sign activation function.
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Figure S11. Between-site correlation coefficient of the reference convolutional network ρl11(|i − j|) vs the rescaled distance
|i − j| × 2l. The input data is specified by Eq. (S105), with length scale ℓ = 32. (a) Convolutional networks with ReLU
activation function. (b) Convolutional networks with sign activation function.
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