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Abstract
Given a binary dataset of positive and negative observations, a positive (negative) pattern is a subcube having a nonempty
intersection with the positive (negative) subset of the dataset, and an empty intersection with the negative (positive) subset of the
dataset. Patterns are the key building blocks in Logical Analysis of Data (LAD), and are an essential tool in identifying the positive
or negative nature of “new” observations covered by them. We develop exact and heuristic algorithms for constructing a pattern of
maximum coverage which includes a given point. It is shown that the heuristically constructed patterns can achieve 81–98% of the
maximum possible coverage, while requiring only a fraction of the computing time of the exact algorithm. Maximum patterns are
shown to be useful for constructing highly accurate LAD classiﬁcation models. In comparisons with the commonly used machine
learning algorithms implemented in the publicly available Weka software package, the implementation of LAD using maximum
patterns is shown to be a highly competitive classiﬁcation method.
Published by Elsevier B.V.
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1. Introduction
Patterns are the key building blocks in Logical Analysis of Data (LAD) (e.g. see [8,1–3,21]), and have been shown
in numerous studies to provide important indications about the positive or negative nature of the points “covered”
by them. The collection of patterns used in the implementation of LAD (see e.g., [8]) is generated by a combina-
torial enumeration process, which can be quite expensive computationally. The number and type of patterns gener-
ated in this process are controlled by several parameters, which impose limitations on the “degree” of the patterns
produced, their “coverage”, and their “fuzziness”. The choice of the most appropriate parameter values is quite
involved and time-consuming, being based on numerous computational experiments. Moreover, even with the best
choice of control parameter values the size of the pattern collection produced is very large and requires in most cases
the application of a “ﬁltering” procedure, which selects small subsets of patterns to form highly accurate predictive
models.
In this study we shall address the complexities of the pattern generation process by introducing the concept of
“maximum” patterns. An important property of the approach used in this study is that the number of maximum patterns
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produced is naturally bounded by the number of observations.We propose a discrete optimization based exact algorithm,
and highly efﬁcient heuristics, for generating maximum patterns, and show that the accuracy of LAD models based on
these patterns is highly competitive with that of the original LAD models, as well as with those of the best commonly
used classiﬁcation methods.
The vast literature on data analysis contains several approaches which resemble in certain respects the general
classiﬁcation methodology of LAD proposed in [19,12]. In Computational Learning Theory there is a stream of
research devoted to DNF learning [10,22] which captures certain aspects of LAD. Among related empirical machine
learning approaches we have to mention those based on production or implication rules, especially those derived from
decision trees, such as C4.5 rules [25], those based on Rough Set theory, such as the Rough Set Exploration System
[24,4], as well as techniques based on ensemble of classiﬁers such as boosting [18,27] and bagging [9,26].
The implementation of the LAD methodology on the basis of the concept of maximum patterns proposed in this
paper bears resemblance to the concept of emerging patterns, proposed in [16]. The emerging pattern problem of [16]
and [28] is a special case of the maximum pattern problem considered in this paper in which the only admissible
patterns are monotonically non-decreasing.
Another approach we would like to mention is that of “subgroup discovery techniques”, see [23]. The subgroup
discovery algorithm described in [23] differs from the methods proposed in this paper in the chosen measure of pattern
quality. The algorithms in this paper maximize the coverage of patterns while limiting their coverage of the opposite
class. In contrast, the subgroup discovery algorithm of [23] maximizes a measure of the coverage of patterns, which is
discounted by their coverage of the opposite class.
This paper is organized as follows. In Section 2 we introduce the basic notation used throughout the text. In Section
3 we develop an integer programming formulation for the construction of exact maximum patterns (EMP), and in
Section 4 we propose three heuristics for constructing approximately maximum patterns. Sections 5 and 6 describe
natural extensions of the concept of patterns to datasets with missing attribute values and possible misclassiﬁcation
noise, showing how to modify the pattern generation algorithms to handle these cases. Section 7 presents computational
results concerning the generation of exact and heuristic patterns. Section 8 evaluates the accuracy of LAD models built
using one or more of the algorithms described in Sections 3 and 4, and shows how their accuracies compare to those of
some commonly used classiﬁcation algorithms. In Section 9 we discuss the comparative accuracy of the LAD models
using maximum patterns, and argue in favor of the use of a combination of two of the proposed heuristic algorithms as
an efﬁcient pattern generation procedure for constructing accurate LAD models.
2. Notation
In the case of a binary dataset  = + ∪ − ⊂ {0, 1}n, with + ∩ − = ∅, a pattern is simply a homoge-
neous subcube, i.e., a subcube having (i) a nonempty intersection with one of the sets + or −, and (ii) an empty
intersection with the other set (− or +, respectively). We recall that a subcube consists of those points of the
n-cube for which a subset of the variables is ﬁxed to 0 or 1, while the remaining variables take all the possible 0,1
values.
We shall refer to + as the set of positive points of the dataset , and to − as the set of negative points of the
dataset. A pattern P disjoint from− is called a positive pattern, while a pattern P ′ disjoint from+ is called a negative
pattern.
Although the assumption that+∩−=∅ frequently holds in practice, it may not be satisﬁed by certain datasets. For
the purpose of developing the exact model and heuristic algorithms of Sections 3 and 4 we assume that + ∩− = ∅.
In Section 5, we relax this requirement by introducing the concept of “fuzzy patterns”.
Let  ∈ + ⊂ {0, 1}n. A positive -pattern is a pattern covering (i.e., containing) . A maximum positive -pattern
P is a positive -pattern, for which its coverage (i.e., the cardinality of |P ∩ +|) is maximum. A maximum negative
-pattern is deﬁned in a similar way.
The basic assumption of LAD is that a binary point covered by some positive patterns, but not covered by any
negative pattern is positive, and similarly, a binary point covered by some negative patterns, but not covered by any
positive pattern is negative.
Previous experience with LAD ([8,21]) has shown that patterns with higher coverage provide better indication of
the positive or negative character of new observations than those with lower coverage. This observation motivates the
focus of this study on maximum patterns, their construction, and their use in classiﬁcation.
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3. Construction of EMPs
Given the sets +,−, we shall be concerned here with ways of ﬁnding a maximum positive -pattern,  ∈
{0, 1}n\−. The determination of a maximum negative -pattern can be done in a symmetric way. In view of the
perfect symmetry of positive and negative -patterns we shall describe the proposed methodology only for the positive
case.
In order to formulate the maximum -pattern problem as an integer program, we shall introduce a binary decision
variable yj which describes whether or not the value of the jth variable of the pattern is ﬁxed to j . With this notation,
the condition that the -pattern should not include any negative point requires that for every point  of −, the variable
yj should take the value 1 for at least one of those j’s for which j = j , i.e.,
n∑
j=1
j =j
yj 1 for every  ∈ −. (1)
On the other hand, a positive point  will be covered by the -pattern if and only if yj = 0, for all those indices j for
which j = j . Therefore, the number of positive points covered by the -pattern will be given by
∑
∈+
n∏
j=1
j =j
yj , (2)
where yj = 1 − yj , for every j = 1, . . . , n. In conclusion, the maximum -pattern problem can be formulated as the
following nonlinear integer program:
maximize
∑
∈+
n∏
j=1
j =j
yj ,
subject to
n∑
j=1
j =j
yj 1 for every  ∈ −,
yj ∈ {0, 1} for every j = 1, . . . , n. (3)
This problem is a generalized set covering problem. Indeed, in the special case when + consists of the n points
(i), where (i) differs from  only in variable i, then the objective function becomes simply n −∑nj=1 yj , which is
equivalent to minimizing
∑n
j=1 yj , i.e., to a standard set covering problem. In view of this remark it is clear that this
problem isNP-hard and hence no polynomial algorithm is available for its solution. Moreover, it has been shown
[17] that the set covering problem is not approximable within c log n, for any real c such that 0<c< 1.
Since numerous software packages are available for solving integer linear programs, it is useful to rewrite (3) in this
form. This can be achieved by introducing a new binary variable z to replace each term of the objective function of
(3). Clearly, in the case of 0/1 variables, the relation
z =
n∏
j=1
j =j
yj
is equivalent with the system of inequalities (4) and (5):
w()z
n∑
j=1
j =j
yj for every  ∈ +, (4)
T.O. Bonates et al. /Discrete Applied Mathematics 156 (2008) 846–861 849
n∑
j=1
j =j
yj z + w() − 1 for every  ∈ +, (5)
where
w() = |{j : j = j }|. (6)
Note that on the one hand, (4) forces z = 0 whenever at least one yj = 1, and on the other hand, (5) forces z = 1
whenever all yj = 0.
Therefore, taking into account that
∑n
j=1
j =j
yj =w()−
∑n
j=1
j =j
yj , the nonlinear integer program (2) can be seen
to be equivalent to the linear integer program (EMP):
maximize
∑
∈+\{}
z,
subject to
n∑
j=1
j =j
yj 1 for every  ∈ −,
w()z +
n∑
j=1
j =j
yj w() for every  ∈ +\{},
z +
n∑
j=1
j =j
yj 1 for every  ∈ +\{},
yj ∈ {0, 1} for every j = 1, . . . , n,
z ∈ {0, 1} for every  ∈ +\{}. (7)
While the integer linear program (7) has the same feasible solutions as (3), the omission of the constraints (5) from
(7) results in a new integer linear program, which may have a larger set of feasible solutions, but has exactly the same
set of optimal solutions as (7), and therefore as (3). However, from the computational efﬁciency point of view this
simpliﬁcation is not beneﬁcial and was not used in our experiments.
4. Heuristics
The number of binary variables appearing in problem (7) is n+|+|−1, which in case of large datasets results in very
large integer linear programs. In view of the computational difﬁculty of handling such large integer linear programs,
it is important to develop appropriate heuristics to deal with instances for which current integer linear programming
software packages fail to ﬁnd exact solutions to problem (7). In order to achieve this objective, two heuristic approaches
will be presented below.
Section 4.1 will describe an approach based on replacing the original objective function of (3) by its best linear
approximation (BLA) in L2, while Sections 4.2 and 4.3 will present two implementations of a greedy combinatorial
heuristic in which the coverage of a positive -pattern is successively increased in order to ﬁnd a maximal (rather than
maximum) positive -pattern. Computational experiments with the proposed heuristics will be presented in Section 7.
4.1. Best linear approximation
We shall describe in this section a model based on the nonlinear set covering model (3) in which we shall replace
the objective function by its BLA in L2 in order to reduce it to the usual format of a weighted (linear) set covering
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problem. The determination of the L2-BLA of the objective function of (3) is based on the direct application of the
results of [20].
The objective function of (3) is a real-valued function in binary variables, i.e., a pseudo-Boolean function. If we
represent a pseudo-Boolean function f (u1, u2, . . . , um) as
f (u1, u2, . . . , um) =
s∑
j=1
⎛
⎝cj ∏
i∈Sj
ui
⎞
⎠ ,
where cj are real numbers, and Sj are subsets of {1, 2, . . . , m}, then the L2-BLA L(f ) of f is known [20] to be given
by
L(f (u1, u2, . . . , um)) =
s∑
j=1
cjL
⎛
⎝∏
i∈Sj
ui
⎞
⎠
.
Further, it was shown in [20] that
L
⎛
⎝∏
i∈Sj
ui
⎞
⎠= −|Sj | − 1
2|Sj |
+ 1
2|Sj |−1
⎛
⎝∑
i∈Sj
ui
⎞
⎠
.
Therefore, the L2-BLA of f is given by
L(f (u1, u2, . . . , um)) =
s∑
j=1
cj
⎛
⎝−|Sj | − 1
2|Sj |
+ 1
2|Sj |−1
⎛
⎝∑
i∈Sj
ui
⎞
⎠
⎞
⎠
.
The computation of this formula should utilize standard numerical techniques to avoid the loss of precision.
Applying the above formula to the objective function of (3) we ﬁnd that its L2-BLA is given by
∑
∈+
w() + 1
2w()
−
n∑
j=1
⎛
⎜⎜⎜⎝
∑
∈+
j =j
1
2w()−1
⎞
⎟⎟⎟⎠ yj .
Since the coefﬁcient of every variable yj is nonpositive, we shall approximate problem (3) by the following weighted
(linear) set covering problem:
minimize
n∑
j=1
⎛
⎜⎜⎜⎝
∑
∈+
j =j
1
2w()−1
⎞
⎟⎟⎟⎠ yj ,
subject to
n∑
j=1
j =j
yj 1 for every  ∈ −,
yj ∈ {0, 1} for every j = 1, . . . , n. (8)
Clearly, the optimal solution of (8) will deﬁne a positive -pattern whose size will provide a lower bound to the
size of a maximum positive -pattern. The computational experiments to be presented in Section 7 will show that this
bound provides a good approximation of the maximum size of a positive -pattern.
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Fig. 1. Algorithm for enlarging patterns to maximized prime patterns (MPP).
We recall that problem (8) is NP-complete and, therefore, in principle, its solution can become computationally
intractable. However, many commercially available integer linear programming solvers are capable of solving fairly
large size weighted set covering problems in an acceptable amount of time. Since in many machine learning datasets the
number of relevant variables is relatively small [6], one can utilize a feature selection procedure (e.g., the binarization
step of LAD [8]) to select such a small subset of relevant binary variables and then use this subset to construct an
instance of problem (8) which can be solved fairly quickly.
4.2. Enlarging patterns to maximized prime patterns (MPP)
We will present in this and the next subsection combinatorial heuristics for solving (3). Since (3) is a generalized
set covering problem, the combinatorial heuristics presented here are built on an idea which is similar to one used in
the standard greedy heuristic for the common weighted set covering problem [11]. The important distinction of the
heuristics proposed here is that they work “backwards”, i.e., they start with a “cover” (minterm) and then proceed in a
greedy fashion to improve the objective function while still satisfying all the covering constraints.
Given a point , the associated minterm P is deﬁned as
∧n
i=1x
i
i , where
x
i
i =
{
xi if i = 1;
xi if i = 0. (9)
Clearly, if  ∈ + thenP is a positive -pattern, covering only the point . Each pattern can be represented as a Boolean
conjunction ∧j∈Sxjj , S ⊆ {1, . . . , n}, of a subset of literals (i.e., complemented and noncomplemented variables).
Minterms are those positive patterns for which S = {1, . . . , n}.
A positive pattern
∧
j∈Sx
j
j is called prime if the conjunction
∧
j∈S′x
j
j is not a positive pattern for any proper
subset S′ ⊂ S. It is known from experience that many of the prime patterns have very large coverages. Because of this
it makes sense to transform a minterm P into a positive prime -pattern.
If a positive pattern P is not a prime pattern then we can apply to it the iterative algorithm described in [21], which
transforms a given pattern into a prime pattern. Starting fromPwe shall obtain a prime pattern P =∧j∈Sxjj , for some
S ⊂ {1, . . . , n}, by successively removing literals from P so as to maximize the coverage of the resulting pattern.
In order for the algorithm to construct a prime pattern of large coverage a heuristic criterion is used to choose the
literal to be removed at each iteration. The removal of a literal is considered to be advantageous if the resulting pattern
is “closer” to the set of positive points not covered by it than to the set of negative points.
In order to specify the heuristic, let us deﬁne the disagreement between a point  and a pattern P to be the number
of literals of P whose values are zero on . The disagreement between a set of points and a pattern is simply the sum of
the disagreements between the pattern and every point in the set. Let us denote by d+(P ) the disagreement between P
and the set of positive points not covered by it. Similarly, let us denote by d−(P ) the disagreement between the pattern
and the negative points. Our computational experiments suggest that the ratio d+(P )/d−(P ) provides a good criterion
for choosing the literal to be removed at each step. We describe in Fig. 1, a pseudocode for this algorithm. Obviously
this algorithm can be restated for the construction of negative -patterns.
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Fig. 2. Algorithm for enlarging patterns to maximized strong patterns (MSP).
This algorithm can be used to enlarge a minterm P to a prime -pattern, or more generally, to enlarge patterns
generated by other algorithms to prime ones. Here we use the term “enlargement of a pattern” in the sense of increase
of its coverage with respect to the dataset . While the successive removal of elements from S shortens the pattern
description, it is accompanied by a potential increase in the number of points of  that are covered by P(S).
One can easily see that the time complexity of this algorithm is O(||n2). Therefore, constructing a heuristic
maximum prime pattern for every point in the dataset takes O(||2n2) time.
4.3. Enlarging patterns to maximized strong patterns (MSP)
Let  ∈ + and P be a positive -pattern. We denote by Cov(P) the set of points of  covered by P, and denote
by Lit(P) the index set of literals deﬁning P, i.e., P=∧i∈Lit(P)xii .
A positive pattern P is called strong if there is no positive pattern P′ such that Cov(P′) ⊃ Cov(P). It is known
(see e.g., [21]) from experience that many strong patterns have very large coverage and their use in LAD leads to a
superior performance. If P is not a strong pattern, we can apply the iterative algorithm described in [21] to transform
it to a strong pattern P′, such that Cov(P′) ⊇ Cov(P).
As shown in [21] a strong pattern is not necessarily prime, even though one can transform it to a prime and strong
pattern having the same coverage. On the other hand, a prime pattern is not necessarily strong and, as above, such a
prime pattern P can be transformed to a strong pattern P′, such that Cov(P′) ⊇ Cov(P).
Let S be a nonempty subset of +, and let [S] be the Hamming convex hull of the points in S, i.e., the smallest
subcube containing S. A patternP is called spanned ifP= [Cov(P)]. As shown in [21] this deﬁnition is equivalent
to saying that if I is the set of those indices i for which the corresponding components of all points of Cov(P) have
the same value, say i , then
P=
∧
i∈I
x
i
i .
The general algorithm described in [21] can be adapted so as to produce patterns of large coverage. For this purpose
we use a heuristic criterion to choose the next point to be included in the coverage of the current pattern P. The
criterion selects a point  ∈ +\Cov(P) such that [Cov(P)∪ {}] is a positive pattern, and |Lit([Cov(P)∪ {}])|
is maximized. We describe in Fig. 2, a pseudocode for this algorithm.
It is obvious from the deﬁnition that the pattern generated by this algorithm is not only strong, but also spanned.
Furthermore, note that, since P= [Cov(P)] (according to Theorem 4.5 in [21]), after P(S) is computed in Step 3,
no additional computation is required in Step 2 of the following iteration.
A straightforward way to generate a strong -pattern is to apply this algorithm to the minterm P. Another way of
using this algorithm is to apply it to the patterns generated by any other pattern generating algorithms, e.g., the two
heuristics described above, and thus possibly achieving an increase in the coverage of the patterns produced by them.
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It is clear that the algorithm can be restated to construct negative -patterns. One can easily see that the time
complexity of this algorithm for constructing a heuristic maximum strong positive -pattern is O(|+|2|−|n).
Therefore, constructing a heuristic maximum strong pattern for every point in the dataset takes O(||2|+||−|n)
time.
4.4. Combined heuristic algorithms
Computational experiments show that in the case of large problems it takes a substantially shorter time to run all the
heuristics described above than to solve problem (7) using a standard integer programming package. Thus, whenever
the running time of solving problem (7) becomes prohibitively long, a computationally affordable alternative is to run
all the heuristics, and combine their results, as described below.
A so-called “combined heuristic algorithm” (CHA) consists in: (i) choosing a subset of heuristics to use, (ii) running
the chosen heuristics for every point in the dataset, and (iii) selecting for each  ∈ + (respectively, −) a positive
(respectively, negative) -pattern of largest coverage from the collection of all patterns constructed in step (ii).
5. Fuzzy patterns
The concept of patterns discussed in the previous sections is based on the ideal assumption that the historical
information is perfectly correct. More speciﬁcally, it is assumed that, on the one hand, all the attribute values are
measured precisely, and on the other hand, all the classiﬁcations of observations are recorded correctly. In most real-
life situations these ideal assumptions do not hold. This fact can be seen in the evaluation of patterns on a testing set,
showing that positive -patterns of large coverage (on the training set) cover on the testing set not only a signiﬁcant
number of positive observations, but also a (usually small) number of negative observations.
In view of this fact, it is reasonable to allow large patterns to cover a “small” number of observations of the opposite
class. It is to be expected that such a relaxation of constraints deﬁning positive (negative) patterns should lead to a
signiﬁcant increase in the coverage of positive (negative) observations. We shall refer to those patterns that do not cover
any observations of the opposite class as “pure”, while the other ones shall be called “fuzzy”.
The fuzziness of a pattern will be measured by a parameter which determines how many observations of the opposite
class are covered by that pattern. A family of positive (negative) patterns is said to have fuzziness  if the percentage
of negative (positive) observations covered by each pattern in the family does not exceed .
The construction of fuzzy (positive) patterns can be accomplished by a simple modiﬁcation of the constraints of
model (7). The only constraints that have to be modiﬁed are those which have to hold for every  ∈ −; more precisely,
for these constraints we shall require that
n∑
j=1
j =j
yj 1 − s for every  ∈ −,
s ∈ {0, 1} for every  ∈ −,
and
∑
∈−
s|−|.
Exactly the same modiﬁcation carries over to the BLA based heuristic, formulated as problem (8).
It is fairly straightforward to generalize the two combinatorial heuristic algorithms—Algorithm for EnlargingPatterns
to Prime Patterns, and Algorithm for Enlarging Patterns to Strong Patterns—to the case of fuzzy patterns. The only
modiﬁcation to be made in the formulation of the algorithms is to replace everywhere “positive pattern” by “positive
pattern with fuzziness at most ”.
Note that the utilization of fuzzy patterns allows to relax the assumption that + and − are disjoint, by the weaker
assumption that their intersection is “relatively small”.
854 T.O. Bonates et al. /Discrete Applied Mathematics 156 (2008) 846–861
6. Robust patterns
Acommonoccurrence in real-world datasets is the absence of the values of someof the attributes in certain observation
points. This can be either due to missing information, or to measurement imprecisions leading to missing values when
numerical data are binarized. Some of the standard approaches to deal with such datasets consist either in the removal
from the dataset of the observations or of the attributes with missing values, or in the ﬁlling in of the missing values with
estimates obtained in a variety of ways (e.g., by using average values). While both approaches transform the original
dataset with missing values into a fully speciﬁed one, the former approach discards possibly valuable information from
the dataset, while the latter one introduces poorly justiﬁed modiﬁcations in the data. Since the reduction of datasets
with missing values to completely speciﬁed ones is not satisfactory, we propose instead to work directly with datasets
with missing values by appropriately extending the concept of patterns.
The concept of robust patterns (see [8]) extends that of patterns to the case of datasets with missing attribute values,
always assuming a worst-case scenario. The worst-case assumption concerns the way of deﬁning whether a pattern
covers an observation with missing attribute values. More speciﬁcally, on the one hand, a positive observation with
a missing attribute value in any of the variables appearing in a robust positive pattern will be considered not to be
covered by that pattern (since the actual attribute value may conﬂict with the literal in the pattern). On the other hand,
a negative observation with missing attribute values will be considered covered by a robust positive pattern if there is a
combination of missing attribute values for which the corresponding completed observation is covered by that pattern.
For example, the coverage of the positive pattern x1x2 does not include the positive point (1,−, 0), but does include
the negative point (−, 0, 1).
To generalize the algorithms presented in Sections 3 and 4 for the case of missing values and robust patterns we
have to specify our algorithms as follows. In the case of problems (3) and (8), if the value of j is missing then the
variable yj will not appear in the formulation of the problems at all. Otherwise, if the value of j is missing then the
condition j = j is considered to be satisﬁed. Additionally, if the value of j is missing then the condition j = j
is considered to be not satisﬁed.
In the combinatorial heuristics described in Sections 4.2 and 4.3, the starting mintermP includes only those literals
for which the value of i is not missing. As a matter of fact, if any j is missing, then this conjunction is not a minterm
anymore since it covers other Boolean vectors in addition to . In the execution of the combinatorial heuristics the
positive and negative coverage of prospective patterns is calculated using the worst-case approach described above.
7. Computational evaluation of maximum pattern generation algorithms
We evaluated the performance of the heuristics described in the previous section in a series of computational
experiments, ﬁrst with artiﬁcially generated datasets, and then on 10 publicly available datasets from the UC Irvine
repository [5].
We generated three families of artiﬁcial datasets with binary attributes, each family being characterized by the type
of target function deﬁning the class to which each observation belongs. Each family is parameterized by the number
of variables (n). The three families used in our experiments are:
(i) DNF(n)_i: is a randomly generated Boolean function in DNF form with the number of clauses randomly cho-
sen between 0.5n and n, each clause having degree randomly chosen between 2 log2(0.1n) and 4 log2(0.1n).
Observations on which this function evaluates to 1 are assigned to the positive class.
(ii) LINEAR(n)_i: is a linear function of the variables with randomly chosen coefﬁcients in the range [−1, 1] and a
zero constant term. Observations on which this function evaluates to a positive value are assigned to the positive
class, while those where it evaluates to a negative value are assigned to the negative class.
(iii) PB(n)_i: is a randomly generated pseudo-Boolean function with the number of terms randomly chosen between
0.5n and n, each term having degree randomly chosen between 2 log2(0.1n) and 4 log2(0.1n) and randomly
generated coefﬁcients in the range [−1, 1]. Observations on which this function evaluates to a positive value are
assigned to the positive class, while those where it evaluates to a negative value are assigned to the negative class.
For each target function in the three families above we randomly generated a dataset consisting of 15n points in such a
way that the number of points in the smaller class was at least 5n. This was achieved by simply discarding the randomly
generated points of the larger class after the cardinality of the larger class reached 10n.
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Table 1
Relative time and size of heuristically generated patterns for small datasets (as percentage of size and time of the exact model)
Dataset EMP BLA MPP MSP CHA MPSP Observations
Time (s) Time (%) Size (%) Time (%) Size (%) Time (%) Size (%) Time (%) Size (%) Time (%) Size (%) Pos. Neg.
DNF(20)_1 1436.0 0.9 99.3 2.5 93.4 4.6 93.0 8.0 99.5 7.1 97.8 200 100
DNF(20)_2 1418.3 1.1 97.8 2.6 81.5 3.9 92.8 7.5 99.2 6.5 96.9 200 100
DNF(20)_3 1538.9 0.8 99.4 2.3 91.9 4.0 95.6 7.1 99.8 6.3 98.3 200 100
DNF(20)_4 1453.2 0.9 98.8 2.4 93.3 4.3 95.9 7.6 99.6 6.7 99.0 200 100
DNF(20)_5 780.2 0.9 99.7 4.7 97.5 11.0 97.6 16.6 99.9 15.7 99.6 200 100
DNF(20)_6 963.8 0.9 99.5 3.6 94.0 7.2 96.1 11.7 99.8 10.8 98.5 200 100
DNF(20)_7 920.0 0.9 99.7 4.0 96.8 7.6 97.9 12.5 99.9 11.6 99.2 200 100
DNF(20)_8 926.3 0.9 99.1 3.8 95.3 7.5 94.2 12.3 99.3 11.4 98.4 200 100
DNF(20)_9 1619.6 1.3 97.7 2.2 77.4 3.1 89.6 6.6 99.1 5.3 94.7 200 100
DNF(20)_10 845.3 1.1 99.6 4.2 95.4 8.9 94.4 14.2 99.8 13.1 98.6 200 100
Linear(20)_1 2411.5 0.8 99.4 1.5 93.9 4.2 96.3 6.5 99.8 5.7 98.0 152 148
Linear(20)_2 2656.6 0.5 99.6 1.4 97.6 4.0 95.6 5.9 99.9 5.3 99.1 186 114
Linear(20)_3 2785.4 0.5 99.7 1.3 97.7 4.1 94.8 5.9 99.9 5.3 98.7 100 200
Linear(20)_4 2088.7 0.7 99.8 1.8 98.6 5.1 97.6 7.6 99.9 6.9 99.5 126 174
Linear(20)_5 2165.3 0.5 100.0 1.7 97.7 5.4 95.4 7.6 100.0 7.1 99.9 100 200
Linear(20)_6 1060.9 0.7 99.9 3.3 99.1 10.8 99.9 14.8 100.0 14.1 100.0 200 100
Linear(20)_7 2874.1 0.6 99.9 1.3 96.9 3.1 96.3 5.0 99.9 4.4 98.8 188 112
Linear(20)_8 1665.9 0.6 100.0 2.2 99.7 6.9 99.9 9.7 100.0 9.1 100.0 100 200
Linear(20)_9 2508.5 0.6 99.8 1.4 99.0 4.2 97.6 6.2 99.9 5.6 99.3 100 200
Linear(20)_10 2562.4 0.6 100.0 1.5 96.6 3.8 98.2 5.9 100.0 5.3 98.9 181 119
PB(20)_1 497.8 1.7 100.0 7.2 98.4 29.1 96.8 38.0 100.0 36.3 99.5 100 200
PB(20)_2 1056.6 0.7 99.9 3.4 99.2 10.9 100.0 15.0 100.0 14.3 100.0 200 100
PB(20)_3 911.9 0.9 99.9 4.0 98.4 13.3 99.6 18.2 99.9 17.3 99.7 100 200
PB(20)_4 301.4 2.5 99.9 12.0 99.4 43.9 99.7 58.3 99.9 55.9 99.9 184 116
PB(20)_5 1016.3 0.9 99.6 3.6 98.0 10.8 99.3 15.2 100.0 14.4 100.0 200 100
PB(20)_6 297.2 2.3 100.0 12.2 88.3 46.1 100.0 60.5 100.0 58.2 100.0 200 100
PB(20)_7 1291.7 0.8 99.7 2.8 96.8 8.6 99.7 12.2 100.0 11.5 99.9 132 168
PB(20)_8 472.3 1.5 100.0 7.7 99.8 23.6 99.8 32.7 100.0 31.3 100.0 100 200
PB(20)_9 663.5 1.0 100.0 5.4 100.0 17.6 100.0 24.1 100.0 23.1 100.0 100 200
PB(20)_10 1445.6 0.7 99.9 2.5 96.4 6.3 99.7 9.5 100.0 8.7 99.9 100 200
Average 1.0 99.6 3.7 95.6 10.8 97.1 15.4 99.8 14.5 99.1
EMP: exact maximum patterns; BLA: best linear approximation heuristic; MPP: maximized prime patterns; MSP: maximized strong patterns; CHA:
combination of three heuristics; MPSP: combination of prime and strong heuristics.
We generated 10 random problems of each family with n=20, and 3 problems of each family with values of n equal
to 50 and 100. We refer to the datasets with 20 attributes as “small” datasets, while the others are referred to as “large”
ones. Since the number of positive observations and the number of negative observations in each dataset are random
numbers in the range [5n, 10n], the last two columns in the tables below specify the numbers of positive and negative
observations in the dataset.
The computer used to run the maximum pattern generation algorithms was an Intel Pentium 4, 3.4GHz, with 2GB
of RAM. The maximum pattern generation algorithms were implemented using the MSVisual C++ .NET 1.1 compiler.
Problems (7) and (8) were solved using version 16.10.02 of the XpressMP solver [13].
We report in Tables 1 and 2 the quality of the patterns obtained, and the relative running time required, by applying
the three heuristics described in Section 4, as well as the combinations CHA of MPP, MSP and BLA (referred to simply
as CHA), and of MPP and MSP (referred to as MPSP). For the small datasets the quality of heuristically generated
patterns is expressed in Table 1 as the average percentage of the number of points covered by these patterns compared
to the number of points covered by the optimum patterns constructed by solving exactly the corresponding integer
programming problem (7). The relative running time is shown as a percentage of the running time required to solve
the exact model (7), shown in the ﬁrst column.
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Table 2
Relative time and size of heuristically generated patterns for large datasets (as percentage of size and time of the CHA algorithm).
Dataset CHA BLA MPP MSP MPSP Observations
Time (s) Time (%) Size (%) Time (%) Size (%) Time (%) Size (%) Time (%) Size (%) Pos. Neg.
DNF(50)_1 3051.9 53.0 99.3 22.8 59.9 24.2 64.0 47.0 73.2 500 250
DNF(50)_2 2499.8 40.4 99.1 27.7 70.1 31.9 80.2 59.6 85.3 500 250
DNF(50)_3 2963.5 51.3 99.3 23.8 64.6 24.9 70.4 48.7 78.6 487 263
Linear(50)_1 2734.6 27.0 99.8 25.7 82.0 47.3 69.5 73.0 85.6 365 385
Linear(50)_2 2177.7 23.5 99.9 31.5 85.4 44.9 78.8 76.5 91.0 250 500
Linear(50)_3 2167.8 20.1 99.9 31.5 90.7 48.4 87.5 79.9 94.5 250 500
PB(50)_1 3205.3 40.4 98.9 21.9 65.7 37.7 69.6 59.6 83.1 399 351
PB(50)_2 2586.3 42.9 98.9 26.7 64.0 30.4 65.5 57.1 73.8 500 250
PB(50)_3 2642.8 42.7 99.0 26.5 71.7 30.8 71.6 57.3 81.9 338 412
DNF(100)_1 126,212.3 80.7 98.8 10.8 53.8 8.5 68.1 19.3 76.2 615 885
DNF(100)_2 116,342.9 80.8 98.8 9.5 55.2 9.7 74.4 19.2 77.2 558 942
DNF(100)_3 112,230.5 73.3 98.2 10.0 52.9 16.7 73.6 26.7 76.8 500 1000
Linear(100)_1 42,990.3 49.6 99.5 25.2 74.7 25.2 63.4 50.4 79.0 1000 500
Linear(100)_2 43,568.0 48.6 99.6 25.0 70.4 26.3 59.3 51.4 73.4 500 1000
Linear(100)_3 42,759.3 46.9 98.6 26.6 83.2 26.4 66.5 53.1 86.7 965 535
PB(100)_1 84,151.5 74.4 98.3 13.2 62.3 12.4 67.3 25.6 79.0 815 685
PB(100)_2 63,301.1 65.8 95.5 17.5 65.4 16.7 79.4 34.2 84.9 916 584
PB(100)_3 103,915.6 64.9 96.8 25.5 57.0 9.6 71.4 35.1 76.7 578 922
Average 51.5 98.8 22.3 68.3 26.2 71.1 48.5 80.9
CHA: combination of three heuristics; BLA: best linear approximation heuristic; MPP: maximized prime patterns; MSP: maximized strong patterns;
MPSP: combination of prime and strong heuristics.
The solution of the exact model (7) becomes computationally prohibitive for the large datasets, and our attempts
to solve this problem to optimality failed in the allocated maximum computing time of 24 h. Therefore, we compare
in Table 2 the sizes of the patterns and the relative running time required by the heuristics MPP, MSP, BLA, and the
combination MPSP to the size of the best pattern obtained with the CHA combination and the time required by CHA,
presented in the ﬁrst column.
As shown in Tables 1 and 2, the running time required for the solution of the exact model (7) can be orders of
magnitude higher than that required to run a combination of the heuristics. As the number of variables and observations
in the dataset increases (and, consequently, the number of binary variables in (7) also increases), solving (7) tends to
become signiﬁcantly more expensive than running one or more of the heuristics described.
It can be seen that the heuristic algorithms produced patterns whose average coverages ranged from 95.6% to 99.8%
of those of the optimum patterns, whenever an optimal solution of problem (7) was found. For the large datasets this
range is from 68.3% to 98.8% of the sizes of the patterns produced by CHA. The average time needed by the heuristics
ranged from 1% to 15.4% of the time needed by the exact algorithm in the case of small datasets, and from 22.3% to
51.5% of the time spent by the CHA procedure in the case of large datasets. In view of the very high coverages of the
patterns produced by CHA, the computational expense of solving the exact model is not justiﬁed.
In Table 3 we report the quality of patterns produced, and the running time required by the heuristics when
applied to a set of 10 problems from the UCI machine learning repository [5]. Table 3 shows the relative run-
ning time and quality of patterns produced by the heuristics, as compared to those of the exact algorithm EMP,
whenever the solution of (7) ﬁnished within the limit of 24 h. In the case of problems “krkp” and “sick” we com-
pared the running time and quality of patterns produced by the heuristics with those of the combined algorithm
CHA. We also include in Table 3 the numbers of positive and negative observations in each dataset, as well as the
number of attributes in the original datasets and the number of binary attributes obtained after discretizing each
original dataset. Clearly, the results on the UCI datasets corroborate those observed in our experiments with synthetic
datasets.
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Table 3
Relative time and size of heuristically generated patterns for UCI datasets (as percentage of size and time of the exact algorithm EMP)
Dataset EMP BLA MPP MSP CHA MPSP Observations Attributes
Time (s) Time (%) Size (%) Time (%) Size (%) Time (%) Size (%) Time (%) Size (%) Time (%) Size (%) Pos. Neg. Attr. Bin
breast-w 54,601.4 0.1 98.6 2.9 98.4 3.4 97.5 6.5 99.5 6.4 99.1 241 458 9 84
credit-a 160.8 15.7 100.0 31.9 99.6 29.9 99.9 77.5 100.0 61.7 100.0 307 383 14 34
hepatitis 588.5 0.9 91.5 13.6 86.5 4.5 91.8 18.9 96.7 18.0 95.1 32 123 19 100
krkp 132,996.1a 0.6 99.6 4.6 99.5 94.8 99.7 100.0 100.0 99.4 100.0 1,669 1,527 36 37
boston 109.3 18.8 99.1 89.9 97.0 13.2 99.8 122.0 99.8 103.1 99.8 250 256 13 64
bupa 40.7 19.2 98.6 76.6 97.2 10.1 100.0 105.9 100.0 86.7 100.0 200 125 6 65
heart 2113.4 0.6 92.8 9.2 87.0 4.9 88.5 14.8 97.1 14.1 95.0 139 164 13 74
pima 2113.4 11.1 94.7 137.1 90.1 7.0 99.0 155.3 99.4 144.1 99.2 268 500 8 87
sick 41,784.9a 5.6 99.8 23.9 94.0 70.5 99.0 100.0 100.0 94.4 99.3 231 3,541 26 62
voting 55.8 21.6 99.9 14.7 93.5 58.7 93.1 95.0 100.0 73.4 93.5 267 168 16 16
EMP: exact maximum patterns; MPP: maximized prime patterns; MSP: maximized strong patterns; BLA: best linear approximation heuristic; CHA:
combination of three heuristics; MPSP: combination of prime and strong heuristics.
aWhenever EMP did not terminate after the allocated 24 h limit, we report the running time of CHA and present the relative sizes and running
times of the other algorithms as a percentage of CHA’s size and running time.
The results of all these experiments suggest that the BLA heuristic is the most effective individual heuristic among
those proposed here. However, it relies on solving an NP-complete problem and, therefore, as the size of the problem
grows (number of attributes in the datasets increases), it becomes increasingly more expensive to solve. For small
problems, the BLA algorithm performs substantially faster than any of the two combinatorial heuristics MPP or MSP.
Moreover, the patterns produced by BLA are consistently larger than those produced by MPP or MSP, and frequently
larger than those obtained with the combination MPSP. In the case of typical machine learning problems (such as
the UCI problems studied here) BLA is clearly the heuristic of choice. Unfortunately, when the problems become
sufﬁciently large (n100 in the case of the synthetic problems examined here) the BLA heuristic becomes prohibitively
expensive.
On the other hand, the quality of the patterns produced with the use of the two combinatorial procedures (MPP and
MSP) is still quite reasonable. While the computing time for the combinatorial algorithms was higher than the time
required by the BLA heuristic in the case of smaller problems, the combinatorial heuristics remained the only viable
options in the case of instances of larger sizes. Moreover, in a case when an efﬁcient integer linear programming solver
is not available, the use of the combinatorial heuristics becomes an invaluable option. Note that as the estimates of
computational complexity of these two heuristics (which are provided in Sections 4.2 and 4.3) indicate, the running
time of MPP is quite sensitive to the number of binary variables, while the running time of MSP is much more sensitive
to the number of observations in the dataset. Therefore, in the case of very large problems, one would have to resort to
the use of only one of these heuristics, with the choice depending on whether the number of variables or the number
of observations is exceedingly large.
8. Application to classiﬁcation
One of the most important applications of maximum patterns (or their heuristically generated approximations) is
in the LAD. Patterns are the building blocks of LAD models, and the accuracy of these models depends on the type
of patterns used for their construction. It is therefore important to empirically evaluate the effect of using (exact or
approximate) maximum patterns on the accuracy of LAD classiﬁcation models. We present below the results of such
evaluation carried out on the 10 datasets used in the previous section.
Given a dataset  = + ∪ −, a collection of positive and negative patterns + ∪ − is called a LAD model, if
every + ∈ + is covered by at least one pattern in+, and every − ∈ − is covered by at least one pattern in−.
Given a LAD model and a “new” observation /∈, the “classiﬁcation” of is determined by the sign of the so-called
discriminant 	. If 
+() and 
−() represent respectively the number of those positive and negative patterns in +
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Table 4
Classiﬁcation matrix
Predictions
Positive Negative ?
% of positive observations a b c
% of negative observations d e f
Table 5
Classiﬁcation accuracy and Borda counts of LAD using different types of patterns
Dataset LAD EMP BLA MPP MSP CHA CAP
breast-w 0.945 ± 0.011 0.949 ± 0.017 0.953 ± 0.017 0.953 ± 0.014 0.952 ± 0.019 0.957 ± 0.017 0.966 ± 0.011
credit-a 0.840 ± 0.031 *** 0.840 ± 0.029 0.833 ± 0.034 0.835 ± 0.031 0.762 ± 0.050 0.867 ± 0.025
hepatitis 0.770 ± 0.056 0.713 ± 0.107 0.743 ± 0.072 0.785 ± 0.104 0.712 ± 0.069 0.760 ± 0.099 0.779 ± 0.104
krkp 0.848 ± 0.006 *** 0.992 ± 0.003 0.534 ± 0.007 0.990 ± 0.005 0.530 ± 0.010 0.993 ± 0.002
boston 0.848 ± 0.021 0.724 ± 0.044 0.867 ± 0.019 0.860 ± 0.031 0.847 ± 0.031 0.668 ± 0.075 0.855 ± 0.029
bupa 0.665 ± 0.053 0.640 ± 0.047 0.663 ± 0.055 0.673 ± 0.043 0.614 ± 0.037 0.668 ± 0.052 0.734 ± 0.052
heart 0.832 ± 0.041 0.812 ± 0.043 0.826 ± 0.031 0.825 ± 0.026 0.809 ± 0.029 0.823 ± 0.031 0.826 ± 0.032
pima 0.741 ± 0.026 0.577 ± 0.029 0.725 ± 0.027 0.743 ± 0.025 0.697 ± 0.025 0.575 ± 0.028 0.747 ± 0.022
sick 0.720 ± 0.020 0.722 ± 0.036 0.734 ± 0.033 0.713 ± 0.033 0.695 ± 0.023 0.739 ± 0.035 0.825 ± 0.019
voting 0.953 ± 0.019 0.956 ± 0.020 0.949 ± 0.012 0.949 ± 0.014 0.947 ± 0.008 0.945 ± 0.021 0.952 ± 0.021
Borda count 45 25 45 46 24 31 64
Entries marked with “***” could not be ﬁnished within the total running time limit of 48 h.
and − that cover , then the value of the discriminant 	 on  is
	() = 

+()
|+| −

−()
|−| .
LAD classiﬁes as positive (respectively, negative) if	()> 0 (respectively,	()< 0). If	()=0, LAD declares
 “unclassiﬁed”. It should be remarked that in empirical evaluations of LAD on real-life datasets usually only a very
small fraction of observations is left unclassiﬁed.
We evaluate the accuracy of LAD models using the so-called k-fold cross-validation method. This is a re-sampling
techniquewhich randomly partitions the dataset into k parts of approximately equal sizes, preserving the ratio of positive
and negative observations. Then, one of the parts is put aside to be used as a testing set, while the other k − 1 parts are
used as the training set to infer a LAD model, whose accuracy is then evaluated on the testing set. This evaluation is
repeated k times using always another one of the k parts as the testing set, and ﬁnally the average accuracy over the k
experiments is calculated.
In the LAD literature, the formula used for evaluating accuracy takes into account how unbalanced the dataset
is [8]. In the present study, we use that deﬁnition for the purpose of comparing our results with those of algorithms
implemented in the Weka package [29]. The accuracy of a LAD model on the testing set is calculated using the formula:
accuracy = 12 [a + e + 12 (c + f )], (10)
where a, b, c (d, e, f ) represent the percentages of positive (negative) observations which are predicted by the LAD
model to be positive, negative, or unclassiﬁed, respectively (see Table 4).
Each of the LAD models used in our experiments is built on a collection of maximum patterns, constructed by one of
the exact or heuristic algorithms described in the previous sections. The only exception to this statement concerns the
CAP model (Combined Approximate Patterns), which uses the union of the two pattern collections constructed by the
heuristic algorithms MPP and MSP which separately enlarge each minterm of  to a maximized prime, respectively
strong pattern. In Table 5 the combination CHA utilizes all three heuristics BLA, MPP and MSP.
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Table 6
Classiﬁcation accuracy and Borda counts of Weka algorithms and CAP–LAD
Dataset SMO J48 Rand.For. Mult.Perc. S. Log. CAP–LAD
breast-w 0.965 ± 0.011 0.939 ± 0.012 0.967 ± 0.009 0.956 ± 0.012 0.963 ± 0.013 0.966 ± 0.011
credit-a 0.864 ± 0.025 0.856 ± 0.031 0.882 ± 0.027 0.831 ± 0.032 0.873 ± 0.025 0.867 ± 0.025
hepatitis 0.772 ± 0.084 0.652 ± 0.086 0.722 ± 0.101 0.727 ± 0.065 0.764 ± 0.090 0.779 ± 0.104
krkp 0.996 ± 0.003 0.994 ± 0.003 0.992 ± 0.003 0.993 ± 0.002 0.975 ± 0.005 0.993 ± 0.002
boston 0.889 ± 0.028 0.837 ± 0.045 0.875 ± 0.024 0.893 ± 0.031 0.874 ± 0.021 0.855 ± 0.029
bupa 0.701 ± 0.045 0.630 ± 0.041 0.731 ± 0.046 0.643 ± 0.020 0.662 ± 0.048 0.734 ± 0.052
heart 0.837 ± 0.039 0.799 ± 0.052 0.834 ± 0.051 0.815 ± 0.025 0.834 ± 0.040 0.826 ± 0.032
pima 0.727 ± 0.029 0.722 ± 0.026 0.736 ± 0.030 0.726 ± 0.023 0.729 ± 0.031 0.747 ± 0.022
sick 0.824 ± 0.027 0.926 ± 0.020 0.832 ± 0.023 0.852 ± 0.049 0.808 ± 0.023 0.825 ± 0.019
voting 0.961 ± 0.018 0.960 ± 0.015 0.961 ± 0.016 0.944 ± 0.025 0.961 ± 0.014 0.952 ± 0.021
Borda count 42 22 43 27 35 41
Tables 5 and 6 below report the accuracy of various classiﬁcation algorithms obtained as the average result of a 10-
fold cross-validation experiment. In both tables we display the highest accuracy for each dataset in boldface characters.
Moreover, at the bottom of the tables we display the so-called Borda count [7] of each algorithm. The Borda count in
Table 5 is obtained by ranking the seven algorithms based on their accuracies on a given dataset. The most accurate
algorithm is assigned a score of 7, the second best is assigned a score of 6, and so on until a score of 1 is assigned to
the algorithm with the worst accuracy on that dataset. The Borda count of an algorithm is the sum of these scores over
the 10 datasets. The Borda count for Table 6 is computed analogously.
The column labeled “LAD” in Table 5 refers to the results obtained using the current implementation of LAD
described in [3]. This and other LAD systems following the implementation framework described in [8] utilize several
important parameters and, therefore, have to be extensively calibrated to achieve the best possible results. The LAD
results reported here were obtained after using only moderate calibration and can potentially be improved with more
extensive calibration. In contrast, all the algorithms proposed in this paper utilize only a single parameter of fuzziness
and, therefore, require only minimal calibration.
Note that none of the new algorithms for constructing LAD models shown in Table 5 clearly dominates the others
in terms of accuracy. The results in Table 5 indicate that the computational expense of producing patterns achieving
the exact maximum coverage does not translate into an (even marginally) superior classiﬁcation performance of the
resulting EMP model of LAD, since the LAD models using heuristically generated patterns are always of comparable
quality (being even better on many datasets). Furthermore, in spite of the fact that CHA chooses for every point the
best of the three patterns generated by BLA, MPP and MSP, the CHA model does not always perform better than
its individual components. Overall it looks like the CAP model of LAD provides a reasonable compromise between
achieving superior classiﬁcation performance and keeping the computational expense reasonably low. The accuracies
of the CAP models are at least comparable to and often exceed the highest accuracies of the models constructed by the
other algorithms, as well as the accuracies of the current implementation of LAD [3].
Based on the above, we shall use the CAP model of LAD (termed CAP–LAD in the comparisons presented below) as
LAD’s reference implementation. A signiﬁcant advantage of this reference implementation of LAD is its nonreliance
on various control parameters (utilized in the original framework of LAD [8]), the only one still used being the
fuzziness parameter . This drastically reduces the amount of ﬁne tuning and therefore simpliﬁes the usage of the LAD
methodology.
In Table 6 we present the cross-validated accuracies of CAP–LAD and of ﬁve commonly used machine learning
algorithms as implemented in the publicly available software package Weka [29]: Support Vector Machines (SMO),
C4.5 Decision Trees (J48), Random Forests (Rand.For.), Multilayer Perceptron (Mult.Perc.), and Simple Logistic
Regression (S.Log.). The comparison of these accuracies shows that CAP–LAD is a very competitive classiﬁcation
method, whose accuracy is on par with the accuracies of most accurate of the Weka algorithms.
In order to perform a fair comparison between CAP–LAD and the Weka algorithms, we calibrated a few parameters
of each of the ﬁve Weka algorithms. Below we list for each type of classiﬁer the parameters and their associated values
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Table 7
Matrix of wins, losses and ties
SMO J48 Rand.For. Mult.Perc. S. Log.
J48 4-1-5
Rand.For. 1-1-8 4-1-5
Mult.Perc. 0-4-6 2-2-6 0-2-8
S.Log. 1-1-8 1-2-7 0-2-8 1-2-7
CAP–LAD 0-1-9 2-1-7 0-0-10 2-1-7 1-0-9
used for calibration. A 10-fold experiment was carried out with each possible combination of parameters and the highest
average accuracy obtained in those experiments is reported in Table 6.
Support Vector Machines (SMO): (i) C: complexity parameter, which controls the tradeoff between the maximization
of the margin of separation and the minimization of the misclassiﬁcation rate in the training set (taking values 1, 10,
and 50); (ii) exponent: exponent of polynomial kernel, when using a standard polynomial kernel (taking values 1, 2,
3); and (iii) useRBF: whether or not to use a radial basis function kernel, instead of a polynomial one.
Multilayer Perceptron: (i) learningRate: amount by which the weights are updated (taking values 0.3 and 0.5); (ii)
momentum: momentum applied to the weights during updating (taking values 0.2 and 0.4); and (iii) hiddenLayers:
number of hidden layers in the network (taking values “i” and “t”, which correspond to the number of attributes and to
the sum of the number of attributes and the number of classes in the dataset, respectively).
Simple Logistic Regression: (i) heuristicStop: the ﬁtting of logistic models is stopped if no new error minimum
has been reached in the last “heuristicStop” iterations (taking values 50, 100); (ii) maxBoostingIterations: maxi-
mum number of LogitBoost iterations performed while ﬁtting the logistic models (taking values 100, 500); and
(iii) errorOnProbabilities: whether or not to use error on the probabilties as a measure when determining the best
number of LogitBoost iterations.
Random Forests: (i) numFeatures: number of features to be used in random selection (taking values 2 and log2(n)+
1); and (ii) numTrees: number of trees to be generated (10, 100, 1000).
Decision Trees C4.5 (J48): (i) reducedErrorPruning: whether or not to use reduced-error pruning; (ii) binarySplits:
whether or not to use binary splits on nominal attributes when building the tree; and (iii) minNumObj: minimum number
of instances per leaf (taking values 1 and 2).
Table 7 summarizes the results shown in Table 6. It reports the pairwise comparisons of the ﬁve algorithms from
Weka and CAP–LAD. Each cell entry contains the number of wins, losses and ties (respectively) between the algorithm
corresponding to the row and the one corresponding to the column, over the 10 datasets used to construct Table 6. Every
comparison here is performed on the basis of a t test at 95% conﬁdence level. As discussed in [15], this test is prone to
errors of Type I. Therefore, the conclusion that the performance of a certain algorithm is superior to that of another one
on an individual instance is to be regarded cautiously, while the conclusion that the accuracies of two algorithms are
not statistically different at the 95% conﬁdence level on a given instance can be trusted. Based on this insight, we can
conclude that the performance of CAP–LAD is indistinguishable from that of Random Forests and SVMs—despite
the (slight) difference in the Borda counts of these algorithms—while being at least as good as the performances of the
other three algorithms from Weka.
9. Conclusions
In this paperwe investigate the problemof constructingmaximumcoverage patterns containing any given observation
point in the dataset. Themain contributions of this paper include the development of both exact and heuristicmethods for
the construction of such maximum patterns. The results obtained here show that the heuristically constructed patterns
can achieve more than 81–98% of the maximum possible coverage, while requiring only a fraction of the computing
time of the exact method. These results are shown to hold on both real-life datasets from the UCI machine learning
repository [5], as well as on varied synthetic datasets constructed for this study.
We show that maximum patterns are useful for constructing highly accurate LAD classiﬁcation models. One of the
advantages of such models is that in contrast with the original LAD models, the maximum pattern based ones do not
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require extensive calibration (determination of good values of several control parameters), and can therefore be easily
used by nonexperts.
It is also interesting that the LAD models built using the exact patterns of maximum coverage do not exhibit
any superior classiﬁcation performance as compared to the models built using approximate maximum patterns—in
agreement with similar phenomena observed in different machine learning contexts [14].
In comparisons with the commonly used machine learning algorithms implemented in the publicly available Weka
software package, the proposed reference implementation of LAD (termed CAP–LAD) is shown here to be a highly
competitive classiﬁcation algorithm.
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