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Bettors on National Basketball Association (NBA) games commonly place wagers concerning the result of a
game at time points during that game. We focus on the Totals (Over/Under) bet. Although many forecasting
models have been built to predict the total number of points scored in an NBA game, they fail to provide
bettors engaged in live-betting with predictions that are based on the game currently being played. We
construct an Expert Bayesian Network to sequentially, as the game progresses, update the probability that the
total score will exceed that set by the oddsmakers, and then use this probability to influence our wager at the
end of the first, second, and third quarters. Research methods include data collection of team statistics over
the last five NBA seasons, discretization of features, filter-based feature selection, and specification of the
network structure using domain knowledge and statistical tests. We compare the profit of our live-betting
strategy against amateur betting strategies and wagers informed by a Bayesian Network whose structure is
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1. Introduction
With a total of 1,230 games each regular season, the National Basketball Association (NBA) provides more opportu-
nities than most other sports leagues to wager on a game. The outcomes of these games are moderately predictable,
and, therefore, betting on the conclusion of a game yields little to no profit due to low-risk wagers [1]. The three
most common bets placed on an NBA game are Point Spread, Moneyline and Totals. In this work, we concentrate on
the Totals bet where the oddsmakers set a value for the total number of points for any given NBA game and bettors
place their wagers on whether the points scored by both teams combined will be Over or Under that value. Although
intuition suggests that bets should be placed on the end result only at the beginning of the game, bettors commonly
place wagers during specific time points in the game such as at the ends of quarters [2].
Due to the risk involved in wagers, a tool for bettors that estimates the joint probability distribution (JPD) of scoring
totals given in-game statistics, and uses this distribution to estimate the probability that the score is greater than that
set by the oddsmakers, would be valuable to users. Although many forecasting models have been built to predict the
total number of points, these models’ predictions are based primarily on data from previously completed games. They
do not provide live bettors with predictions based on the current game being played. Specifically, there does not exist a
publicly available model that estimates the probability that the score total is greater than the total number of points set
by the oddsmakers using in-game data. In this work, we develop a Bayesian Network to update this probability as the
game progresses, and then use this probability to influence our betting decision at the end of the first three quarters.
2. Background
Given a set of conditional probability tables computed on random variables, a Bayesian Network (BN) captures
all existing knowledge and converts it into a directed acyclic graph (DAG). If we have n random variables Z =
{Z1,Z2, . . . ,Zn} describing the quantities of interest, a DAG is created such that each node i is associated with one
variable, Zi, and the arcs that connect them represent direct probabilistic dependencies [3]. To be specific, a graph is a
BN if every node in the graph is conditionally independent of its non-descendants given the state of its parents. The
unique JPD of the random variables can be computed as in Equation (1) where zi denotes a realization of Zi and ρ(i)
denotes the parents of node i.
P(z1, . . .,zn) =
n
∏
i=1
P
(
zi
∣∣∣{z j} j∈ρ(i)) (1)
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There are two characteristics that one can learn regarding a BN. The first, structure learning, involves learning the
topology of the DAG associated with the network. An expert who possesses domain knowledge can accurately model
the phenomenon and specify the graph structure (the network built following this approach is known as an Expert BN)
[4]. The second, called parameter learning, involves decomposing the joint distribution of the random variables into
local distributions associated with each observed sample to update and estimate the corresponding parameters using
the DAG. The most common approach used in literature to accomplish this task is maximum likelihood estimation [3].
BNs are ideal when dealing with large data sets that include missing values along with a vast number of discrete
variables with mutual dependencies [3]. For NBA games, not only do we collect a large data set, but there exist
dependencies among the plethora of in-game statistics. Given their discretized form, for live-betting, there is a need
to predict the probability that the total points scored in a game is greater than the value set by the oddsmakers. By
learning the JPD over all the observed values of the variables in a training data set, we build a versatile model where it
is possible to run queries conditioned on multiple predictors. Although extremely potent, BNs have their limitations.
Besides the fact that learning the structure through the data is an NP-Hard problem and computationally expensive, if
a categorical predictor variable is assigned a new level which was not observed in the training set, then the model will
assign the response variable a zero probability [3].
Applying BNs to make predictions in sport games is not a novel approach. Loeffelholz et al. [5] train a variety of
neural networks and examine them using BNs to predict the winning team for NBA games that have yet to be played
and successfully predict 72% of the NBA games on which they test their model. Joseph et al. [6] compare the superior
accuracy performance (59.21%) of an expert BN to other machine learning algorithms and to one whose structure is
learned from the data (with an accuracy of 39.69%) to predict the outcome of football matches. Constantinou et al.
[7] present a novel BN model in which time-dependent data are weighted using degrees of uncertainty for forecasting
soccer match outcomes before the game is played and evaluate it using both accuracy and profitability measures.
They build a model, much like ours, which bests the bookmakers’ odds they collect. Other authors who have devised
algorithms to bet on basketball games [8, 9] hint at using a Bayesian model to determine the point spread of a game.
Although we focus on determining the total points scored by both teams, one could also use a variation of the approach
detailed in this paper to predict the total point differential as the game is being played.
3. Data Collection and Preparation
Having the objective of placing wagers at the end of the first, second and third quarters, 54 in-game statistics or
features for each team at the end of these quarters were scraped from the official NBA website (https://stats.nba.com).
The in-game statistics were collected for every non-overtime game in the last five regular seasons of the NBA (2013-
2014 through 2017-2018) because overtime games typically go Over the value for total points set by the oddsmakers
and may bias our performance. Our training set consisted of 17,361 instances or 5,787 games per each of the three
quarters. An independent test set was created by scraping the same 54 in-game statistics for each team from the 2018-
2019 NBA regular season. Statistics were scraped at the end of the first, second, and third quarters of each of 100
early regular season non-overtime games. Thus, our test set consisted of 300 instances or 100 games for each of the
three quarters of interest. Moreover, the value set by the oddsmakers for the total points scored by both teams and the
Over/Under odds for these values at the end of each of the first three quarters were manually collected from Bovada’s
website (https://www.bovada.lv/sports/basketball/nba) as each game was being played. As can be seen in Table 1, all
the values observed for the odds collected made it impossible to obtain a profit if we were less than 50% accurate as
we wagered more money than what we would be paid if we won the bet. Because most of the in-game statistics that
were collected pertain to individual teams, we constructed seven attributes, in both sets, that considered the collective
effort of both teams. Most of these features, and their descriptions, can be seen in Table 2.
Table 1: Description of odds observed when wagering $100
Oddsmaker’s Odds Implied Probability Percentage Wager Payout Amount
-105 51.22% + $95.24
-110 52.38% + $90.91
-115 53.49% + $86.96
-120 54.55% + $83.33
-125 55.56% + $80.00
Performing sophisticated discretization methods yielded too many levels which made it difficult to predict multiple
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values for each game regarding the total score at the end of the game. These methods did not align with the classifica-
tion model we were trying to build, which involved aggregating the computed probabilities of all the multiple values
for total points scored at the end of the game for both teams given the in-game statistics. Therefore, discretization was
performed by examining the minimum and maximum values of the features in our training set and using our domain
knowledge to determine how wide the bin intervals should be, assuming a constant bin width for each feature. The
minutes both teams have played in the game and the total score at the end of the game for both teams were modeled
as discrete attributes with permissible levels and, therefore, did not need to be reduced further like the other features.
It would have been impractical to specify the Expert BN’s structure by determining which attributes were conditionally
dependent or independent of each other given a subset of their parents when the sets contained 115 of them. Thus we
conducted two filter-based methods, a statistical correlation measure and one that depended solely on the data from
which the model was learning, to select the final features in our model. Namely, we calculated the information gain
ratio and the chi-square statistic used to test independence between discrete features [10] acquired from the attributes
in relation to the total points scored by both teams. Then, we used our domain knowledge to remove any redundant
features (that were the same or composed other features and were not time-dependent) to further reduce the set of
features selected, as these redundant features would not add any more useful information to our model.
Among the constructed attributes, the identities of specific teams playing the games were not selected to be part of
our model because having the probabilities dependent on this would reduce the amount of training data to only the
samples of games and, therefore, quarters in which those teams played. This would have been problematic as we
already subdivide the data according to when the in-game statistics take on specific values to compute the JPDs.
Although none of the feature selection methods chose MINUTES PLAYED as a top attribute due to the nature of
filter-based methods, it is important to model the dependencies of those in-games statistics that accumulate over time
and, therefore, it was included in our model. Table 2 depicts the attributes selected along with their descriptions and
shows their discretization, in terms of min-max values and bins. The attributes that were constructed (C) as opposed
to scraped (S) are also differentiated.
Table 2: Description and discretization of features selected
Features Description Value Limits for Binning Width of Each Bin
MINUTES PLAYED (S) Amount of time that has passed in the game {12, 24, 36} Each Distinct Value
FGM (S) Number of shots made by home team [0, 50] 5
FGM_OPP (S) Number of shots made by away team [0, 45] 5
3PM (S) Number of three-point shots made by home team [0, 25] 5
3PM_OPP (S) Number of three-point shots made by away team [0, 25] 5
eFG% (S) Home team’s shooting efficiency; accounts for worth of 3PM [5, 105] 5
eFG%_OPP (S) Away team’s shooting effiency; accounts for worth of 3PM_OPP [5, 110] 5
TS% (S) Same as eFG% but also accounts for free throws made [15, 105] 5
TS%_OPP (S) Same as eFG%_OPP but also accounts for free throws made [15, 105] 5
OFFRTG (S) Total points of the home team per 100 possessions [25, 190] 10
DEFRTG (S) Total points of the away team per 100 possessions [25, 180] 10
PACE (S) Avg. number of possessions for both teams scaled to 48 minutes [75, 130] 10
TPQ (C) Total points scored by both teams in quarter [15, 90] 5
TPPQ (C) Total points scored by both teams in previous quarter [0, 90] 5
TP2QsP (C) Total points scored by both teams two quarters previously [0, 90] 5
PSUTP (C) Total points scored by both teams up to that point [20, 220] 10
TOTAL POINTS (C) Total points scored by both teams at the end of the game {134, 140, . . . , 275} Each Distinct Value
To ensure feature selection was performed successfully, we constructed two BNs using the hill-climbing algorithm in
the R bnlearn package [11]. This algorithm performs a score-based greedy search in the space of all possible directed
graphs. Given a starting point, it adds, deletes or reverses a possible arc in a graph and computes the score of the
graph successively until it optimizes the graph for the specific score measure [12]. As a scoring function we used the
Bayesian Information Criterion (BIC), which is a model selection tool that estimates the model performance on an
unseen test set. The criterion reduces the risk of overfitting by introducing a penalty term that grows with the number
of parameters to filter out unnecessarily complicated models. The BIC used in this study is computed according to
Equation (2) where n is the number of features we are trying to fit, s is the number of instances in our training set S
and lmax is the maximized value of the model’s log-likelihood function. This equation is the classical definition of BIC
rescaled by a factor of -2 and, thus, a higher BIC indicates a better model. Because both structures were specified by
the same algorithm using this score, we could compare their scores without bias.
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BICbnlearn = lmax−n ln(s)2 (2)
The BIC score of the Non-Expert BN with structure learned only on the features selected, -406,404, was significantly
higher than the one,-1,361,596, for the BN whose structure was learned on the whole data set. Therefore, the 17
features selected do a better job at mirroring the dependence structure of the data [4].
4. Experimental Design and Results
By specifying arcs and running conditional independence tests, we determined which attributes were conditionally
dependent of one another given the parents of those attributes. Although some arc directions were reversed using
our domain knowledge, not much of the structure was changed from the Non-Expert BN that learned its structure
from the features selected through the hill-climbing algorithm. However, we removed all the arcs directed from
MINUTES PLAYED to other variables from the Non-Expert BN and added an arc from it to TOTAL POINTS to
make the total points scored by both teams at the end of the game conditionally time-dependent so we could have a
more dynamic model. Another difference in the structure was that, instead of having the points at the end of each
quarter be dependent on PSUTP, we forced them to be dependent on TOTAL POINTS. We ran the chi-square test
for conditional independence on the nodes which had arcs directed towards them, in the Expert BN, and they all gave
a p-value < 0.05. Therefore, we rejected the null hypothesis, at a significance level of α= 0.05, that these nodes were
independent of their parent nodes given all the other parent nodes as there was enough evidence, from the training
data, to suggest they were all conditionally dependent on them [4]. The resulting Expert BN is illustrated in Figure 1.
Figure 1: Directed acyclic graph of the Expert Bayesian Network
To evaluate both BNs’ performance, we modeled the task as a classification problem where the class attribute, TOTAL
POINTS (Y), could take on over 100 different values. Given the value of our in-game statistics, {z1, ...,zn}, and the
value for TOTAL POINTS set by the oddsmakers, y∗, we estimated φG = P(Y > y∗|z1, ...,zn). To accomplish this,
we summed up the unique probabilities for those values of TOTAL POINTS, denoted by y, that were greater than the
value set by the oddsmakers; that is, φˆG = ∑y>y∗ p(z1, ...,zn,y). Next, we estimated φL by φˆL = ∑y≤y∗ p(z1, ...,zn,y).
Finally, we calculated the probability that TOTAL POINTS is greater than the value set by the oddsmakers by nor-
malizing the aforementioned probabilities to sum to one. If the derived probability of TOTAL POINTS being greater
than the value set by the oddsmakers, ψˆG depicted in Equation (3), was greater than 0.5, we wagered Over. If not, we
wagered Under.
ψˆG =
φˆG
φˆG+ φˆL
(3)
Applying amateur betting strategies for comparison, we calculated the average points scored by each team during the
previous 3, 5, 10 and 15 games and summed them up to decide our wagering decision for these bets at the end of
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each of the first three quarters. If these values were greater than that set by the oddsmakers, then we would wager
Over. Otherwise, we would wager Under. It is important to note that the BNs’ decisions, just as the value set by the
oddsmakers, changed as the game progressed while the amateur betting strategies’ decisions did not. Although our
comparison might not be fair, there is no better way to compare these strategies. Figure 2 depicts the results of the
overall accuracy of Over/Under bets in all three quarters for all the different methods applied to the test set games. As
can be interpreted, the Expert BN is, by far, the best betting strategy. But, perhaps more importantly, the Non-Expert
BN’s accuracy is below one of the amateur betting strategies. This is, presumably, because the Non-Expert BN did not
have any parents of TOTAL POINTS identified. Thus, it used only its univariate empirical distribution to estimate
the Over/Under probabilities.
Figure 2: Overall accuracy of Over/Under prediction
We conducted our analysis of quarterly predictions on the Expert BN as it was the only profitable model. As can be
seen in Table 3, we predict Under more frequently for each quarter than Over. This is due to the 2018-2019 regular
season being a historically unprecedented season as average three-point shots made and attempted, average pace, and
average points per game for individual teams are at an all-time high at the time of writing this paper and the increase is
significantly higher than that of the past five seasons. This trend becomes evident when observing that the average of
TOTAL POINTS values in our training set is 205.29 points, while that in our test set is 223.14 points. That difference
may explain why we are significantly more accurate when we predict Over than when we predict Under. It may also
explain why we did not make predictions in all the instances as some returned null values. Although we simply did not
bet on these games, the difference between the training and test sets may mean that the values of the quarterly in-game
statistics of the games in the test set were not observed in the corresponding quarters of the games in our training set.
Nevertheless, we are profitable in all quarters. Table 4 shows the profit per quarter and profit margin if we were to bet
$100 at the end of each of the first three quarters of each game in the test set calculated from the odds collected and
their respective payouts detailed in Table 1.
Table 3: Expert Bayesian Network’s confusion matrices by quarter
True Outcome % Predicted Correctly
First Quarter
Predicted Outcome Over Under 56.57%
Over 14 4 77.78%
Under 39 42 51.85%
Actual Game Outcomes 54 46 Prediction on 99 Samples
Second Quarter
Predicted Outcome Over Under 63.00%
Over 18 5 78.26%
Under 32 45 58.44%
Actual Game Outcomes 50 50 Prediction on all 100 Samples
Third Quarter
Predicted Outcome Over Under 56.70%
Over 14 7 66.67%
Under 35 41 53.95%
Actual Game Outcomes 51 49 Prediction on 97 Samples
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Table 4: Total profit amount overall and per quarter
Number of Wagers Placed Total Amount Wagered Total Payout Amount Won Profit%
First Quarter 99 $9900 $10471.36 $571.36 5.77%
Second Quarter 100 $10000 $11807.41 $1807.41 18.07%
Third Quarter 97 $9700 $10291.93 $591.93 6.10%
Overall 296 $29600 $32570.70 $2970.70 10.04%
5. Conclusion and Future Work
In this paper, we presented a new approach to calculating the probability that the total points scored for both teams is
greater than the value set by the oddsmakers and used this approach to wager at the end of the first, second, and third
quarters. We calculated this probability using a BN constructed by using filter-based feature selection, conditional
independence tests and domain knowledge. We demonstrated an ability to beat the oddsmakers, generating a profit
of over 10%, by live-betting during the game despite an unprecedentedly high-scoring 2018-2019 NBA season. It
is worth noting that the oddsmakers performed their job splendidly as the actual game outcomes for each quarter,
depicted in Table 3, had an Over/Under spread near 50%. We also showed, as have many others, that a BN’s structure
works best when domain knowledge is incorporated, as the Expert BN had a higher overall accuracy (58.9%) than the
BN (44.8%) that learned the structure from the data. Lastly, we showed that amateur betting stategies do not generate
a profit when applied to the values set by the oddsmakers at the end of each quarter in our test set. However, our model
was not without its flaws. The training dataset used for our model was inadequate as we did not foresee the increase in
point production of the new NBA season. Although we tried to mitigate this risk by considering only the last five NBA
regular seasons, it might have been wise to use part of our testing data, or to collect more data from the 2018-2019
season and use it as a validation set to tune our DAG. Additionally, we could have constructed an ensemble model
[13] that incorporates the Expert BN and obtained a weighted average of the probabilities to influence our wagers.
Although these suggestions will be explored in the future, our objective was met as we managed to create a profitable
model that dynamically updates using in-game statistics as the game proceeds and can be used for live-betting. The BN
took 2.14 seconds to compute the JPDs for each game, which gives the bettors plenty of time during breaks between
quarters to collect values of the in-game statistics and input them into the model to place a live wager. Details omitted
due to lack of space in this paper can be found in a thesis to be published after May, 2019.
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