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General open quantum systems display memory features, their master equations are non-
Markovian. We show that the subclass of Gaussian non-Markovian open system dynamics is
tractable in a depth similar to the Markovian class. The structure of master equations exhibits a
transparent generalization of the Lindblad structure. We find and parametrize the class of stochastic
Schro¨dinger equations that unravel a given master equation, such class was before known for Marko-
vian systems only. We show that particular non-Markovian unravellings known in the literature are
special cases of our class.
PACS numbers: 03.65.Yz, 42.50.Lc, 03.65.Ta
The most successful and popular theories of open
quantum systems request the Markovian approxima-
tion [1]. Markovian master equations (MMEs), Marko-
vian stochastic Schro¨dinger equations (MSSEs) [2], as
well as Markovian quantum Langevin equations [3] (not
discussed here) proved to be powerful tools. However,
non-Markovian dynamics are acquiring a growing im-
portance. Many ultra fast processes are non-Markovian,
like e.g., light harvesting in photosynthesis [4], ultra-fast
chemical reactions [5], and photonic band gap materi-
als [6]. The Markovian approximation is useful only when
the system time scale is much slower than the one of the
environment. When the time-scale of the system is com-
parable to that of the bath (like in the examples listed
above), the bath is not fast enough to go back to equilib-
rium, and some “memory effects”build up. The dynamics
of the open system cannot be described by the approx-
imate memoryless MMEs and MSSEs, but it requires a
general non-Markovian description. The need of non-
Markovian dynamics arose independently in foundations,
too. Based on Strunz’ work [7], the discovery of non-
Markovian SSEs [8] paved the way to relax the artificial
markovianity of dynamical wave function collapse theo-
ries [9], leading to various non-Markovian models [10].
One should bear in mind that non-Markovian is simply
any dynamics which does not fall under the Markovian
approximation, no further structure is implied. To fur-
ther characterize a non-Markovian dynamics one must
specialize the underlying structure. The more particular
this structure is, the less usable; the more general, the
less analyzable in detail.
The aim of this Letter is to study a class of open
systems which is sufficiently general, yet analytically
tractable. We consider the most general non-Markovian
structure for a Gaussian master equation (GME) and
the related Gaussian stochastic Schro¨dinger equations
(GSSEs). No restriction is made on the system’s dynam-
ics, just on the structure of the environment and the cou-
pling. We shall see that our GME represents a very sim-
ple and intuitive generalization for non-Markovian dy-
namics of the Lindblad MME. The Gaussian option is a
good compromise between generality and tractability.
Markovian vs non-Markovian.– Generic MEs are given
by the integral form
ρˆt =Mtρˆ0 (1)
where the evolution superoperatorMt is a trace preserv-
ing time-dependent completely positive (CP) map with
M0 = 1. In the special Markovian case the superopera-
tor Mt can be written as
Mt = T exp
{∫ t
0
dτLt
}
, (2)
and the MME takes the differential form
dρˆt
dt
= Ltρˆt , (3)
where the Lindblad superoperator Lt has a precise struc-
ture. If this form does not exist, we call the open system
and its ME non-Markovian. From now on we use the
Heisenberg picture, where time-dependent operators Aˆjt
solve the Heisenberg equations with some system Hamil-
tonian Hˆ . For later notational convenience, we intro-
duce the left-right (LR) formalism [11–13], denoting by
a subscript L (R) the operators acting on ρˆ from the left
(right), e.g. AˆkLAˆ
j
Rρˆ = Aˆ
k ρˆAˆj . With this notation the
Lindblad superoperator reads
Lt = Djk(t)
(
AˆktLAˆ
j
tR −
1
2
AˆjtLAˆ
k
tL −
1
2
AˆktRAˆ
j
tR
)
, (4)
where the Einstein summation over repeated latin indices
has been assumed. Djk is an arbitrary non-negative ma-
trix, and Aˆjt are Hermitian operators. In the special case
2of real coefficients Djk = D
⋆
jk the MME describes fluctu-
ations and decoherence without dissipation, so we call the
MME non-dissipative; otherwise we call it dissipative.
MMEs represent an approximation of the general non-
Markovian ones: their simple mathematical structure al-
lows for considerable insight and understanding [1–3].
One important feature is that each MME can be iden-
tified as the reduced dynamics of the unitary dynamics
of the system plus a suitably chosen ‘heat’ bath. As an
alternative to MEs, SSEs are equally flexible tools. One
can construct a SSE such that the mean of the random
solutions |ψt〉 recovers the solution
ρˆt = E [ |ψt〉〈ψt| ] (5)
of the given ME. Then the SSE is said to unravel the
ME. Each MME can be unravelled by an infinite number
of equivalent MSSEs. The full class of MSSEs unravel-
ling the same MME is known and parametrized uniquely,
identified as the modified unitary dynamics of the system
under time-continuous quantum measurement [2].
Unlike MMEs, the features of generic MEs (1) are little
known since a general time-dependent CP-mapMt does
not allow for much insight. We have to study specific
MEs: our choice will be the class of GMEs.
Non-Markovian Gaussian ME.– We claim that the
general form of a Gaussian evolution superoperator is
Mt = T exp
{∫ t
0dτ
∫ t
0dsDjk(τ, s)×
×
(
AˆksLAˆ
j
τR−θτsAˆ
j
τLAˆ
k
sL−θsτ Aˆ
k
sRAˆ
j
τR
)}
,
(6)
where the step function θτs is 1 for τ > s while 0 other-
wise, and T denotes time-ordering for both L and R op-
erators [14]. The kernel Djk(τ, s) must be non-negative,
we assume that it can be arbitrarily chosen otherwise.
Like in the Markovian case, for real kernel D = D⋆ we
call the GME non-dissipative, and we call it dissipative
otherwise.
It is easy to see that the Markovian evolution Mt of
Eq. (2) is a special case of Eq. (6). Using the Lindblad
form (4), the Markovian superoperator (2) reads:
Mt = T exp
{∫ t
0dτDjk(τ)×
×
(
AˆkτLAˆ
j
τR−
1
2 Aˆ
j
τLAˆ
k
τL−
1
2 Aˆ
k
τRAˆ
j
τR
)}
.
(7)
This coincides exactly with the generic GaussianMt (6),
with the special time-local choice of the kernelDjk(t, s) =
Djk(t)δ(t − s). Vice versa, one can formally obtain the
GME from the MME by promoting the matrix Djk(t) to
a double-time non-negative kernel, and adding a second
integral over time. This represents an interesting insight
into GMEs.
Since we claim that the GME is correct for all D ≥ 0,
we have to prove that the superoperator Mt (6) is a
trace-preserving CP-map for all t > 0. The LR-formalism
is surprisingly powerful to prove that Mt preserves the
trace. Let us introduce the notations Aˆj∆ = Aˆ
j
L−Aˆ
j
R and
Aˆjc = (Aˆ
j
L + Aˆ
j
R)/2, cf. [11, 13]. Then the exponent of
(6) takes the following equivalent form:
Mt = T exp
{
− 12
∫ t
0
dτ
∫ t
0
dsD
(Re)
jk (τ, s)Aˆ
j
τ∆Aˆ
k
s∆−
−2i
∫ t
0dτ
∫ τ
0 dsD
(Im)
jk (τ, s)Aˆ
j
τ∆Aˆ
k
sc
} (8)
where D(Re) = ReD and D(Im) = ImD are real symmet-
ric and antisymmetric kernels respectively. Obviously
Aˆjτ∆, Aˆ
k
s∆ represent commutators, which do never make
the trace of Mtρˆ0 change. The superoperators Aˆ
k
sc rep-
resent anti-commutators, which might make Mt change
the trace, but they do not since they always appear in
combination like Aˆjτ∆Aˆ
k
sc: the anti-commutation is al-
ways followed by at least one commutation. Hence the
map Mt preserves the trace of ρˆt. That Mt is CP, will
be proved later.
We might prove that Mt is both trace-preserving and
CP, by identifying Mt as the reduced dynamics of the
unitary dynamics of the system plus a suitably chosen
bosonic ‘heat’ bath. Assume the following Hamiltonian
bilinear coupling between our system and the bath:
Aˆjt φˆj(t) , (9)
where φˆj(t) are bosonic fields of the bath in interaction
picture. We assume that there exists a central Gaussian
bath initial state ρˆB such that the fields correlation func-
tion coincides with the kernel D in Eq. (6) of our GME:
TrB
[
φˆj(τ)φˆk(s)ρˆB
]
= Djk(τ, s) . (10)
This assumption will be discussed later. The system-bath
state ρˆSB evolves with the von Neumann equation
dρˆSBt
dt
= −i
(
AˆjtLφˆjL(t)−Aˆ
j
tRφˆjR(t)
)
ρˆSBt. (11)
For an uncorrelated initial state ρˆ0ρˆB, one can write the
reduced dynamics into the form (1):
Mtρˆ0 =
TrB
[
T exp
{
−i
∫ t
0dτ
(
AˆjτLφˆjL(τ)− Aˆ
j
τRφˆjR(τ)
)}
ρˆ0ρˆB
]
≡ TrB
[
T exp(−iXˆ )ρˆ0ρˆB
]
.
(12)
We apply the following identity valid in Gaussian state
ρˆB (see e.g. [11–13] and references therein):
TrB
[
T exp(−iXˆ )ρˆB
]
= T exp
(
−
1
2
TrB[T Xˆ
2ρˆB]
)
(13)
where Xˆ is an arbitrary linear functional of the bosonic
fields. Identifying Xˆ as the integral in (12), one finds:
TrB[T Xˆ
2ρˆB] = −2
∫ t
0dτ
∫ t
0dsDjk(τ, s)×
×
(
AˆksLAˆ
j
τR−θτsAˆ
j
τLAˆ
k
sL−θsτ Aˆ
k
sRAˆ
j
τR
) (14)
3upto operator ordering. Using this result in Eqs. (12-
13), one obtains Eq. (6) for Mt, as expected. Let us
come back to the assumption (10). We confirm it for the
special case of time-translation invariant kernels:
Djk(τ, s) =
∫
e−iω(τ−s)D˜jk(ω)
dω
2pi
, (15)
D˜jk(ω) is an arbitrary non-negative Hermitian matrix,
function of ω ∈ (−∞,∞). Let the ‘heat’ bath consist
of a continuum of harmonic oscillators of both positive
and negative frequencies ω [15]. Let the fields interacting
with our system be Hermitian linear combinations of the
free bosonic modes of the bath:
φˆj(t) =
∫
κlj(ω)bˆlωe
−iωtdω + h.c. (16)
with [bˆjω, bˆ
†
kω′ ] = δjkδ(ω−ω
′). Assume the vacuum state
for ρˆB, defined by bˆkω ρˆB ≡ 0. The fields correlation is:
Tr
[
φˆj(τ)φˆk(s)ρˆB
]
=
∫
κlj(ω)κ
l∗
k (ω)e
−iω(τ−s)dω. (17)
Comparing this result with Eq. (15), we see that
the desired relationship (10) is satisfied if D˜jk(ω) =
2piκlj(ω)κ
l∗
k (ω) which can always be ensured by the choice
of the complex coefficients κlj(ω).
We have shown the bath correlation functions ex-
haust all time-translation invariant non-negative kernels.
Hence the GaussianMt is trace-preserving CP-map con-
tributing to a correct GME for all non-negative kernels
D that are time-translation invariant. The correctness of
our GME for all non-negative kernels D will be proved
in an alternative way below.
Non-Markovian Gaussian SSE.– We begin with the
simple non-dissipative case D = D⋆, we show that
the GME (6) is equivalent, in the sense of unravel-
ling (5), with the average unitary dynamics of the
system in colored classical Gaussian real noises φj(t).
Consider the bilinear coupling Aˆjtφj(t), and choose the
real (non-dissipative) correlation of the noises such that
E[φj(τ)φk(s)] = Djk(τ, s). Then the wave function
evolves according to the following GSSE:
d|ψt〉
dt
= −iAˆjtφj(t)|ψt〉 . (18)
The solution can be written in the compact form |ψt〉 =
Gt[φ]|ψ0〉 by introducing the Green-operator
Gˆt[φ] = T exp
[
−i
∫ t
0
dsAˆjsφj(s)
]
. (19)
Thereby, one finds that ρˆt evolves according to Eq. (1)
with superoperator
Mt = E
{
T exp
[
−i
∫ t
0
ds(AˆjsL − Aˆ
j
sR)φj(s)
]}
. (20)
Performing the stochastic average, since the rule (13) ap-
plies invariably if TrB[. . . ρˆB ] is replaced by E[. . . ], one
recovers Eq. (6).
This proves that a non-dissipative GME is equivalent
to the averaged unitary dynamics with real colored noise.
The corresponding GSSE (18) represents one of the (in-
finite many) possible unravellings of the non-dissipative
GME. Of course it also means the superoperatorMt (6)
is trace-preserving CP-map for all real kernels D = D⋆.
Unlike the non-dissipative GME, a dissipative GME
(i.e., with complex kernel D 6= D⋆) cannot be unravelled
by the simple GSSE (18). One has to relax the uni-
tarity of the dynamics, letting the Hamiltonian coupling
be non-Hermitian. Still, we start from the old coupling
Aˆjtφj(t), GSSE (18), and Green-operator (19). Now φj(t)
are complex colored noises, to allow for a complex (dissi-
pative) correlation, that we set equal to the kernel D of
the GME:
E
[
φ∗j (τ)φk(s)
]
= Djk(τ, s) . (21)
There is a further independent complex symmetric (non-
Hermitian) correlation:
E [φj(τ)φk(s)] = Sjk(τ, s) , (22)
which is only constrained by positivity of the full corre-
lation kernel (
D S
S∗ D∗
)
≥ 0. (23)
The Green-operator of Eq. (19) is not unitary in the dis-
sipative case. It does not preserve the normalization of
|ψt〉, but the crucial unravelling condition (5) must re-
main valid. Hence we have to check whether
ρˆt =Mtρˆ0 = E
{
Gˆt[φ]ρˆ0Gˆ
†
t [φ
∗]
}
(24)
yields the solution ρˆt with the Gaussian evolution super-
operator (6). Insert Eq. (19) and evaluate the stochastic
mean. Due to the symmetry of the kernel S, the resulting
superoperator can be written as follows:
Mt = T exp
{∫ t
0dτ
∫ t
0ds
(
Djk(τ,s)Aˆ
k
sLAˆ
j
τR
−θτsSjk(τ,s)Aˆ
j
τLAˆ
k
sL−θsτS
∗
jk(τ,s)Aˆ
k
sRAˆ
j
τR
)}
.
(25)
This is clearly different from the desired form (6). The
LR term is correct but the kernels of the LL and RR
terms are Sjk(τ, s) and S
∗
jk(τ, s) respectively, instead
of the correct Djk(τ, s). However, one can correct the
Green-operator (19) by adding suitable counter-terms:
Gˆt[φ]=T
{
exp
(
−i
∫ t
0
dsAˆjsφj(s)
−
∫ t
0dτ
∫ t
0dsθτs[Djk(τ,s)−Sjk(τ,s)]Aˆ
j
τ Aˆ
k
s
)}
.
(26)
If we re-evaluate Eq. (24) with the new Green-operator
above, we get exactly the desired superoperator (6).
4Following the method of [8], we read out the GSSE
from the solutions Gˆt[φ]|ψ0〉:
d|ψt〉
dt
= −iAˆjt
(
φj(t)+
∫ t
0
dτ [Djk(t,s)−Sjk(t,s)]
δ
δφk(τ)
)
|ψt〉
(27)
This form is valid if the kernels D and S have no equal-
time finite-measure singularity. On the contrary, in
the Markovian case, when the kernel D of the GME is
time-local (yielding to the MME), the symmetric ker-
nel must also be reduced to a time-local one: Sjk(t, s) =
Sjk(t)δ(t−s). Using the Markovian kernels in the Green-
operator, we read-out the following MSSE:
d|ψt〉
dt
=
(
−iAˆjtφj(t)−
1
2
[Djk(t)− Sjk(t)]Aˆ
j
t Aˆ
k
t
)
|ψt〉 ,
(28)
the symmetric matrix Sjk(t) yields the parameters of the
different MSSEs unravelling the same MME, in accor-
dance with the Markovian theory [2].
The result (27) is the most general non-Markovian
GSSE in interaction picture, to unravel a general GME.
Similarly to the MMEs, there is an infinite variety of
GSSEs for each GME. The symmetric kernel S represents
the continuum many free parameters. Note, finally, that
the very existence of our unravellings does prove thatMt
is CP-map because it is of the Kraus form (24). Since we
previously proved that Mt is trace-preserving, the proof
of correctness of our GME with any non-negative kernel
D is complete.
We now show that by exploiting the freedom of tuning
S we choose specific noises in Eq. (27) and we can recover
all previously known SSEs. If φ is complex Hermitian
noise, then S = 0 and Eq. (27) reduces to the quantum
state diffusion SSE first proposed in [8]:
d|ψt〉
dt
= −iAˆjt
(
φj(t) +
∫ t
0
dsDjk(t, s)
δ
δφk(s)
)
|ψt〉 .
(29)
In standard non-Markovian quantum state diffusion SSE
the operators Aˆj are not necessarily Hermitian. We
show on a simple example how our GMEs yield this gen-
eral case as well. Suppose we have just two Hermitian
operators Aˆ1, Aˆ2, assume a degenerate kernel satisfying
D11 = D22 = D and D12 = D
⋆
21 = −iD. This means we
have two perfect correlated Hermitian noises satisfying
φ1 = iφ2 = φ. Applying this setting in the GSSE (27),
for Lˆ = Aˆ1 + iAˆ2 we get:
d|ψt〉
dt
=
(
−iLˆ†tφ(t)− iLˆt
∫ t
0
dsD(t, s)
δ
δφ(s)
)
|ψt〉 ,
(30)
which really generalizes (29) for non-Hermitian opera-
tors. These equations have constantly been studied and
applied in different contexts, from quantum foundations
to quantum chemistry [16].
The following cases represent two extreme GSSEs un-
raveling the same non-dissipative GME. The first special
case corresponds to unitary evolution while the second
to a process of dynamical collapse. This duality was elu-
cidated for an MME with two different MSSEs longtime
ago [17], here we are going to point out the same dual-
ity for our non-Markovian open systems. If we choose
S = D, hence φ is a real noise, and we recover the non-
dissipative unitary GSSE (18) previously discussed. On
the contrary, if we set S = −D, hence φ is purely imagi-
nary, and we obtain the collapse SSE [18]:
d|ψt〉
dt
= −iAˆjt
(
φj(t) + 2
∫ t
0
dsDjk(t, s)
δ
δφk(s)
)
|ψt〉 .
(31)
These equations describe the evolution of a wave function
subject to random unsharp collapses on the eigenstates
of Aˆj . Of particular interest is the case when Aˆ is the
position operator, which has been subject of thorough
study [10, 19] in context of quantum foundations.
Markovian limit.– We have already shown that, by
choosing local kernels D and S, one recovers the known
MMEs, both in the dissipative and non-dissipative cases.
More than that, a general GME may possess a Marko-
vian limit in some particular regimes, recovering the well
known Lindblad equation (4). A precise way to perform
the Markovian limit of open quantum systems in sta-
tionary baths is the so-called rotating wave approxima-
tion [1], provided that the Fourier transform Aˆjω of Aˆ
j
t
is discrete, for all j, i.e.: Aˆjt =
∑
ω Aˆ
j
ωe
−iωt. Apply-
ing rotating wave approximation to our superoperator
Mt (6), one obtains a stationary Lindblad superopera-
tor. We might apply this approximation perturbatively
to the system+bath unitary dynamics (11), as is usually
done. Here we apply it directly to Gaussian open system
dynamics, i.e., to the exponent in the Gaussian superop-
erator Mt (6). Comparing the result with (2), we get
the following stationary Lindblad superoperator:
L=
∑
ω
D˜jk(ω)
(
AˆkωLAˆ
j†
ωR−
1
2
Aˆj†ωLAˆ
k
ωL−
1
2
AˆkωRAˆ
j†
ωR
)
.
(32)
If one considers the dissipative dynamics of a free par-
ticle, the rotating wave approximation cannot be used.
In this case, for a high-temperature heat bath, one can
approximate the kernel by a quasi-time-local expression.
Following some heuristic steps, the calculation leads to a
Lindblad MME of quantum Brownian motion [13].
Summary.– We analyzed the class of GMEs which is
suitably general yet analytically tractable. We gener-
alized the fundamental features of the well-known and
well-tractable Lindblad MMEs for the proposed non-
Markovian GMEs. Interestingly, the evolution superop-
erator (6) of the GME can be formally generalized from
the Lindblad structure (4), by promoting the Lindblad
matrix Djk(t) to a double-time kernel Djk(τ, s). This
relationship gives a concrete insight into the way the
GMEs work compared to the much studied and simpler
5MMEs. The GME is completely determined by a set of
Heisenberg operators Aˆjt and by the non-negative ker-
nel D. It was known before, e.g. from [12, 20], that the
structures like our GME are reduced dynamics in bosonic
reservoirs. Remarkably enough, we found it non-trivial
whether all GMEs are reduced dynamics, the proof ex-
ists for time-translation invariant kernels only. One ma-
jor result is that we proved the correctness of the GMEs
for all non-negative kernels D whether or not the em-
bedding heat bath exists. Furthermore, we have gener-
alized the classification of all stochastic unravellings for
the non-Markovian GMEs. For a given GME, all GSSEs
are uniquely parametrized by a certain symmetric kernel
Sjk(τ, s), in full analogy with the corresponding symmet-
ric matrix that parametrizes the Markovian SSEs in [2].
We showed that all non-Markovian SSEs known before
are specific cases of our GSSEs, corresponding to various
choices of the symmetric kernel S.
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