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Abstract
We first exam the existence of a Poisson equation for the nonlocal elliptic oper-
ator corresponding to an ergodic jump process. Then we study a diffusion ap-
proximation for the diffusive time scale jump processes by viewing the solution
of Poisson equation as a corrector, and show that the effective low dimensional
system weakly converges to the slow component of the original system as the
scale parameter tends to zero. Finally, we consider a toy model to illustrate our
analytical results.
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1. Introduction
The multiscale time scale models arise widely in various fields [1, 2, 3, 4].
Finding a coarse-grained model that can effectively characterize the asymptotic
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behavior of the driven process has always been a very active research field.
Khasminski [5] studied the perturbed random evolution equation on a time
interval and showed that the solution of random evolution equation converged
weakly to a Markov process under a suitable normalization of time. Stroock
et.al [6] studied the diffusive time scale stochastic dynamical systems driven
by Wiener noises. They used martingale method to some limit theorems and
showed that the slow component of the original system was relatively weakly
compact. Ethier et al. [7] turned out that the limiting coefficients depended on
bounds on the solution of some Poisson equations. Pardoux et.al [8] studied the
diffusion approximation for diffusive time stochastic processes by viewing the
solution of Poisson equation as a corrector. E et al. [9] used the heterogeneous
multi-scale method to compute the evolution of slow variables without having
to derive explicitly the effective equations beforehand and analyzed a class of
numerical schemes for the diffusive time stochastic dynamical systems driven
by Wiener noises.
Recently, multiscale dynamical systems driven by α-stable processes have
drawn much attention. Bao et al. [10] studied the averaging principle for
stochastic partial differential equation with two-time scale Markov switching.
They showed that under suitable conditions, a limit process that was a solu-
tion of either an SPDE or an SPDE with switching was obtained. In [11], they
studied data assimilation and parameter estimation, and showed that the aver-
aged low dimensional filter approximated the original filter, by examining the
corresponding Zakai stochastic partial differential equations. Sun et al. [12, 13]
studied the averaging principle for stochastic real Ginzburg-Landau equation
and multiscale stochastic dynamical systems. A natural and important ques-
tion is the following: for the diffusive time stochastic dynamical system driven
by α-stable noises, how to obtain the effective low dimensional system ? In the
present paper, we will present a comprehensive illustration.
Our study is divided into the following two parts. In the first part, we exam
the existence of a Poisson equation for the nonlocal elliptic operator correspond-
ing to an ergodic jump process and give the conditions on the coefficients of the
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singular perturbed stochastic dynamical system driven by α-stable processes.
In the second part, we study the diffusion approximation for the diffusive time
scale jump processes by viewing the solution of Poisson equation as a corrector.
The ergodicity of the fast process helps us to get a limit process. The main tech-
nique used in this paper is based on the Poisson equation as a corrector. There
are several difficulties in our paper. First, the noise is not square integrable.
Second, we need to analyze the existence of a Poisson equation for the non-
local elliptic operator and give the probability representation. Third, we need
to exam the tightness for the slow component. To overcome these difficulties,
some new techniques will be proposed. Under some conditions, it is proved that
the effective low dimensional system weakly converges to the slow dynamics of
original system as the small scale parameter tends to zero.
This paper is organized as follows. In Section 2, we recall the basic concepts
about symmetric α-stable process and ergodic theory. In Section 3, we exam the
existence of a Poisson equation for the nonlocal elliptic operator corresponding
to an ergodic jump process. In Section 4, we study a diffusion approximation for
diffusive time scale jump processes by viewing the solution of Poisson equation as
a corrector, and show that the effective low dimensional system weakly converges
to the slow dynamics of the original system as the small scale parameter tends
to zero. In Section 5, we consider a toy model to illustrate our analytical results.
Some concluding remarks are presented in Section 6.
To end this section, we introduction some notations, C denote positive con-
stants, whose values may change from one place to another. Cp is used to
emphasize that the constant only depends on the parameter p. We will use
〈·, ·〉 to denote the scalar product in Rn and || · || to denote the norm. For any
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k ∈ N+, we define
Bb(R
n) := {f : Rn → R : f is Borel bounded measurable } ,
C0(R
n) := {f : Rn → R : f is continuous with compact support } ,
Cµ0 (R
n) := {f :∈ C0(R
n) : f is centered with respect to the invariant measure µ} ,
Ck(Rn) := {f : Rn → R : f and all its partial derivative up to order k are continuous} ,
Ckb (R
n) :=
{
f ∈ Ck(Rn) : for 1 ≤ i ≤ k, the i order partial derivative are bounded
}
,
Ck,lb (R
n × Rm) :=
{
f(x, y) : for 1 ≤ |β|1 ≤ k and 1 ≤ |β|2 ≤ l, ∂
β1
x ∂
β2
y f is uniformly bounded
}
.
The space Ckb (R
n) is a Banach space endowed with the norm ||f ||k = supx∈Rn |f(x)|+∑k
j=1 ||∇
⊗
jf ||.
2. Preliminaries
In this section, we recall some basic definitions about Le´vy process.
2.1. Symmetric α-stable process
A Le´vy process Lt taking values in R
n is characterized by a drift vector
b ∈ Rn, an n × n non-negative-definite, symmetric covariance matrix Q and a
Borel measure ν defined on Rn\{0}. We call (b,Q, ν) the generating triplet of
the Le´vy motions Lt. Moreover, we have the Le´vy-Itoˆ decomposition for Lt as
follows
Lt = bt+BQ(t) +
∫
||y||<1
yN˜(t, dy) +
∫
||y||≥1
yN(t, dy), (2.1)
whereN(dt, dy) is the Poisson random measure, N˜(dt, dy) = N(dt, dy)−ν(dx)dt
is the compensated Poisson random measure, ν(A) = EN(1, A) is the jump mea-
sure, and BQ(t) is an independent standard n-dimensional Brownian motion.
The characteristic function of Lt is given by
E[exp(i〈u, Lt〉)] = exp(tρ(u)), u ∈ R
n, (2.2)
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where the function ρ : Rn → C is the characteristic exponent
ρ(u) = i〈u, b〉 −
1
2
〈u,Qu〉+
∫
Rn\{0}
(ei〈u,z〉 − 1− i〈u, z〉I{||z||<1})ν(dz). (2.3)
The Borel measure ν is called the jump measure.
The following definition about rotationally symmetric α-stable process comes
from [14, Definition 7.23].
Definition 1. For α ∈ (0, 2), an n-dimensional symmetric α-stable process Lαt
is a Le´vy process with characteristic exponent ρ
ρ(u) = −|u|α, for u ∈ Rn. (2.4)
For a n-dimensional symmetric α-stable Le´vy process, the diffusion matrix
Q = 0, the drift vector b = 0, and the Le´vy measure ν is given by
ν(du) =
c(n, α)
|u|
n+α du, (2.5)
where c(n, α) :=
αΓ( n+α2 )
21−απ
n
2 Γ(1−α2 )
.
Let (Pt)t≥0 be a semigroup of bounded linear operators on Banach space
Bb(R
n). Let µ be a probability measure on Borel space (Rn,B(Rn)). We use
the following standard notation:
〈µ, ϕ〉 =
∫
Rd
ϕ(x)µ(dx). (2.6)
µ is said to be an invariant probability measure of Pt if
〈µ, Ptϕ〉 = 〈µ, ϕ〉, ∀t > 0, ∀ϕ ∈ Bb(R
n). (2.7)
One says that Pt is ergodic if Pt admits a unique invariant probability measure
µ, which amounts to say that
lim
t→∞
1
t
∫ t
0
Psf(x)ds = 〈µ, f〉, f ∈ Bb(R
n). (2.8)
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The following definition gives the more precise classification about the ergodic
[15, Definition 2.7 ].
Definition 2. Let V : Rn → [1,∞) be a measurable function and µ an invariant
probability measure of Pt. We say Pt to be V-uniformly exponential ergodic if
there exist c0, γ > 0 such that
sup
||ϕ||V≤1
|Ptϕ(x)− 〈µ, ϕ〉| ≤ c0V(x)e
−γt, (2.9)
where ||ϕ||V = supx∈Rd |ϕ(x)| < +∞. If V ≡ 1, then Pt is said to be uniformly
exponential ergodic, which is equivalent to
||Pt(x, ·) − µ||V ar ≤ c0e
−γt, ∀x ∈ Rn. (2.10)
where Pt(x, ·) is the kernel of bounded linear operator Pt.
3. The Poisson equation in Rn
Consider the following Poisson equation in Rn,
Lu(x) = −f(x), (3.1)
where
L =
∑
bi(x)∂xi + (−△x)
α
2 . (3.2)
One expects that under some assumptions the solution of (3.1) has the proba-
bility representation
u(x) =
∫ ∞
0
Ef(Xs)ds, (3.3)
where Xt satisfies the following stochastic differential equation (SDE)
dXt = b(Xt)dt+ dL
α
t , X0 = x ∈ R
n. (3.4)
Now we impose the following assumptions for the functions b, f .
6
Hypothesis H.1 The function b be a continuous function such that for
some constant κ and for all x1, x2 ∈ R
n
〈b(x1)− b(x2), x1 − x2〉 ≤ κ|x1 − x2|
2. (3.5)
Remark 1. It is well know that (see [16, Theorems 6.2.3 and 6.2.11]), un-
der assumption (3.5), the stochastic differential equation has a unique strong
solution, which will be denoted by Xt .
Hypothesis H.2 The function f is “centered”, i.e.,
∫
f(x)µ(dx) = 0, (3.6)
where µ is the invariant probability measure of Xt.
In the following, we will give the exponential ergodicity for stochastic differ-
ential equation (3.4).
Lemma 1. For any r > 0, set
g(r) = inf
|x−y|=r
−〈b(x)− b(y), x− y〉
|x− y|2
.
Suppose that
lim inf
r→∞
g(r) > 0, (3.7)
Then the process Xt possesses an invariant distribution µ on R
n. Suppose also
that the semigroup {Pt}t≥0 preserves finite first moments, i.e., if a measure η
has a finite first moment, then for all t > 0 the measure P ∗t η also has a finite
first moment. Moreover, there exist positive constants C(x) and ρ, such that for
f ∈ Bb(R
n) and t ≥ 0,∣∣∣∣Ptf(x)− ∫
Rn
f(y)µ(dy)
∣∣∣∣ ≤ C(x) sup
x∈Rn
|f(x)|e−ρt. (3.8)
Proof. The existence of invariant distribution µ follows from [17, Corollary 1.8].
Also by the same corollary, there exist a concave function φ : [0,∞) → [0,∞)
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with φ(0) = 0 and φ(r) > 0 for r > 0, and two positive constants C and ρ, such
that for any t ≥ 0 and any probability measure η we have
‖µ− P ∗t η‖TV ≤ Ce
−ρtWφ(µ, η),
where {P ∗t }t≥0 is the dual semigroup of {Pt}t≥0, defined on the space of bounded
signed Radon measures on Rn,Wφ is the p-Wasserstein distance associated with
the cost function φ, which is defined by the following formula
Wφ(µ, η) =
(
inf
π∈Π(µ,η)
∫
Rn×Rn
φ(|x − y|)pπ(dx, dy)
)1/p
,
where Π(µ, η) denotes the collection of all measures on Rn×Rn with marginals
µ and η respectively. Now we fix an x ∈ Rn and take η = δx. Then it is easy to
see that (cf. [18, pp. 5])
Wφ(µ, η) =Wφ(µ, δx) =
(∫
Rn
φ(|x − y|)pµ(dy)
)1/p
Hence,∣∣∣∣Ptf(x)− ∫
Rn
f(y)µ(dy)
∣∣∣∣ ≤ sup
x∈Rn
|f(x)| · ‖Pt(x, ·) − µ‖TV = sup
x∈Rn
|f(x)| · ‖P ∗t δx − µ‖TV
≤ Ce−ρtWφ(µ, δx) = C(x)e
−ρt.
Remark 2. The condition (3.7) implies that the drift b is dissipative outside
some ball. To be precise, there exist constants M > 0 and R > 0 such that for
all x1, x2 ∈ R
n with |x1 − x2| ≥ R, we have
〈b(x1)− b(x2), x1 − x2〉 ≤ −M |x1 − x2|
2.
Lemma 2. Under Hypothes H.1 and the assumptions in Lemma 1 holds, for
8
any 1 ≤ p < α and T > 1, we have
E
(
sup
0≤t≤T
|Xt|
p
)
= o(T p/α), as T →∞. (3.9)
Proof. For any fixed T ≥ 1, we define
UT (x) :=
(
|x|2 + T
2
α
) p
2
. (3.10)
By the same lines of arguments as in [13, Lemma 3.2], we have
E
(
sup
t∈[0,T ]
UT (Xt)
)
≤
1
2
E
(
sup
t∈[0,T ]
|Xt|
p
)
+ CpT
p
α + |x|p. (3.11)
This implies
E
(
sup
t∈[0,T ]
|Xt|
p
)
≤ CpT
p
α + |x|p. (3.12)
Then as T →∞, we have
E
(
sup
0≤t≤T
|Xt|
p
)
= o(T p/α). (3.13)
Now we verify that the solution of (3.1) has the probability representation
(3.3).
Theorem 1. Suppose the assumptions in Lemma 1 hold. Then for any f ∈
Cµ0 (R
n), the function u defined in (3.3) is a solution to the equation (3.1) in
Cµ0 (R
n).
Proof. We firstly show that the right hand side of (3.3) does make sense. This
is directly verified as follows, using the estimate (3.8) and the fact that f is
centered with respect to µ,
∣∣∣∣∫ ∞
0
Ef(Xs)ds
∣∣∣∣ = ∣∣∣∣∫ ∞
0
Psf(x)ds
∣∣∣∣ ≤ C(x) sup
x∈Rn
|f(x)|
∫ ∞
0
e−ρsds <∞.
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It is easy to see that the semigroup {Pt}t≥0 is a Feller semigroup on (C0(R
n), ‖ ·
‖0) (see, e.g., [16, Theorem 6.7.4], [19, Lemma 3.4]). The classical theory of
semigroups of operators yields (see [20, Lemma II.1.3])
L
∫ t
0
Psfds = Ptf − f.
Now we fix an x ∈ Rn. Since f ∈ Cµ0 (R
n), the estimate (3.8) implies that Ptf(x)
converges uniformly in t to 0 as t → ∞. Hence, a straightforward interchange
of limits yields
Lu(x) = L
(
lim
t→∞
∫ t
0
Psf(x)ds
)
= lim
t→∞
L
∫ t
0
Psf(x)ds
= lim
t→∞
Ptf(x)− f(x) = −f(x).
This shows that the function u is a solution to (3.1). Finally, we prove that u
is also centered with respect to µ. We apply Fubini’s theorem to derive that
∫
Rn
u(x)µ(dx) =
∫
Rn
∫ ∞
0
Psf(x)dsµ(dx) =
∫ ∞
0
∫
Rn
Psf(x)µ(dx)ds
=
∫ ∞
0
∫
Rn
f(x)µ(dx)ds = 0.
Remark 3. One can use the Fredholm alternative to obtain the existence of the
equation (3.1) directly, as in [19, Proposition 4.12].
4. Diffusion approximation
Now we are going to apply Theorem 1 to exam the diffusion approximation
for diffusive time scale jump processes,
dXεt =
1
ε2
b(Xεt , Y
ε
t )dt+
1
ε
2
α1
dLα1t , X
ε
0 = x ∈ R
n,
dY εt = F (X
ε
t , Y
ε
t )dt+
1
ε
G(Xεt , Y
ε
t )dt+ σdL
α2
t , Y
ε
0 = y ∈ R
m,
(4.1)
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where (Xεt , Y
ε
t ) is an R
n × Rm-valued process which represents the slow and
fast components. The functions F,G are Borel measurable. The constant σ
represents the noise intensity for the slow variable. The non-Gaussian processes
Lα11 , L
α2
2 (with 1 < α1, α2 < 2) are independent symmetric α-stable Le´vy pro-
cesses with triplets (0, 0, ν1) and (0, 0, ν2), respectively. The parameter ε is the
ratio of the slow time scale to the fast time scale.
Now we add the following assumptions on the coefficients F,G for the slow-
fast stochastic dynamical system (4.1).
Hypothesis H.3 For any x1, x2 ∈ R
n and r > 0 such that |x1 − x2| = r.
Set
gˆ(r) = inf
{
−
〈b(x1, y)− b(x2, y), x1 − x2〉
|x1 − x2|2
: b ∈ C2,2b and |b(0, y)| <∞
}
.
The function gˆ is a continuous function satisfying
lim
r→∞
inf gˆ(r) > 0. (4.2)
Hypothesis H.4 The function F satisfies the following conditions, i.e.,
there exist positive constants K1 and K2 such that
|F (x1, y1)− F (x2, y2)|
2 ≤ K1[|x1 − x2|
2 + |y1 − y2|
2], (4.3)
and
|F (x, y)| ≤ K2(1 + |x|). (4.4)
Hypothesis H.5 The function G satisfies the following condition, i.e., there
exist positive constants K3,K4,K5,K6,K7,K8,K9 such that
|G(x1, y1)−G(x2, y2)|
2 ≤ K3[|x1 − x2|
2 + |y1 − y2|
2], (4.5)
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and
|G(x, y)| ≤ K4(1 + |x|), sup
x,y
|∂1G(x, y)| ≤ K5,
sup
y
|∂2G(x, y)| ≤ K6(1 + |x|), sup
x,y
|∂21G(x, y)| ≤ K7,
sup
x,y
| |∂21∂yG(x, y)| ≤ K8, sup
x,y
|∂31G(x, y)| ≤ K9.
(4.6)
Hypothesis H.6 For any x ∈ Rn, y ∈ Rm, the function G is“centered ”,
i.e., ∫
Rm
G(x, y)µ(dx) = 0. (4.7)
4.1. A priori estimates of Xx,yt
Introduce the frozen equation associated to the fast motion, i.e.,
dXx,yt = b(X
x,y
t , y)dt+ dL
α1
t , X0 = x ∈ R
n. (4.8)
Here we required that the function b(·, y) satisfies the assumptions in Lemma
2. One can easily show that, for any frozen x ∈ Rn, the equation (4.8) has a
unique strong solution Xx,yt .
Consider the follow poisson equation
L1G˜j(x, y) = −Gj(x, y), (4.9)
where
L1G˜(x, y) = (−∆x)
α
2 G˜(x, y) +
〈
b(x, y), ∂xG˜(x, y)
〉
. (4.10)
By Theorem 1, the nonlocal Poisson equations (4.9) have a unique centered
solution
G˜j(x, y) =
∫ ∞
0
EGj(X
x
t , y)dt. (4.11)
In the following, we will give some properties about the ergodic jump process
Xx,yt .
Lemma 3. Under Hypotheses H.3-H.6, for any t ≥ 0, xi ∈ R
n and yi ∈ R
m,
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we have
|Xx1,y1t −X
x2,y2
t | ≤ e
− γ2 t|x1 − x2|+ C|y1 − y2|, (4.12)
where C is a constant independent of t.
Proof. See Appendix A.1.
Lemma 4. Under Hypotheses H.3-H.6, for any t ≥ 0, xi ∈ R
n and yi ∈ R
m,
we have
|∂yX
x1,y1
t − ∂yX
x2,y2
t |
2 ≤ Ce−
γ
2 t|x1 − x2|
2 + C|y1 − y2|
2, (4.13)
where C is a constant independent of t.
Proof. See Appendix A.2.
Lemma 5. Under Hypotheses H.3-H.6, for any t ≥ 0, xi ∈ R
n and yi ∈ R
m,
we have
|∂xX
x1,y1
t − ∂xX
x2,y2
t |
2 ≤ Ce−γt|y1 − y2|
2 + Ce−2γt|x1 − x2|
2, (4.14)
where C is a constant independent of t.
Proof. See Appendix A.3.
In the following, we will give the exponential ergodicity for stochastic differ-
ential equation (4.8).
Lemma 6. Under Hypotheses H.3-H.6, for any function ϕ ∈ C1b , there exists
a positive constant C such that for any t ≥ 0 and x ∈ Rn
sup
y∈Rm
|P yt ϕ(x)− µ
y(ϕ)| ≤ C||ϕ||1e
− γt2 (1 + |x|), (4.15)
where
P yt ϕ(x) := Eϕ(X
x,y
t ), x ∈ R
n, (4.16)
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Proof. By the definition of invariant measure, we have
|Eϕ(Xx,yt )− µ
y(ϕ)| =
∣∣∣∣Eϕ(Xx,yt )− ∫
Rn
ϕ(z)µy(dz)
∣∣∣∣
≤
∣∣∣∣∫
Rn
[Eϕ(Xx,yt )− Eϕ(X
z,y
t )]µ
y(dz)
∣∣∣∣
≤ sup
x∈Rn
|ϕ(x)|
∫
Rn
E|Xx,yt −X
z,y
t |µ
y(dz)
≤ sup
x∈Rn
|ϕ(x)|e−
γt
2
∫
Rn
|x− z|µy(dz)
≤ Ce−
γt
2 (1 + |x|) .
(4.17)
Lemma 7. Under Hypothes H.3-H.6, there exists a positive constant C > 0
such that
(i)
sup
y∈Rm
|G˜(x, y)| ≤ C(1 + |x|). (4.18)
(ii)
sup
x,y
|∂1G˜(x, y)| ≤ C. (4.19)
(iii)
sup
y∈Rm
|∂2G˜(x, y)| ≤ C(1 + |x|). (4.20)
(iv)
sup
y∈Rm
|∂22G˜(x, y)| ≤ C(1 + |x|). (4.21)
Proof. See Appendix A.4.
4.2. Weak convergence analysis
In this section, we will show that the effective low dimensional system weakly
converges to the slow dynamics of the original system as the small scale param-
eter tends to zero, by viewing the solution of Poisson equation as a corrector.
Define
f ε(x, y) = f(y) + εu(x, y), (4.22)
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where εu(x, y) is a corrector to f , u is the solution of the Poisson equation
L1u(x, y) = −〈∇yf(y), G(x, y)〉 . (4.23)
That is to say
u(x, y) = 〈∇yf(y), G˜(x, y)〉. (4.24)
By Itoˆ formula, we have
f ε(Xεt , Y
ε
t )− f
ε(x, y) = f(Y εt )− f(y) + εu(X
ε
t , Y
ε
t )− εu(x, y)
=
∫ t
0
〈
∇yf(Y
ε
s ), F (X
ε
s , Y
ε
s ) + ε
−1G(Xεs , Y
ε
s )
〉
ds
+ σ
∫ t
0
(−∆y)
α
2 f(Y εs−)ds+
∫ t
0
∫
Rm\{0}
[
f(Y εs− + σy)− f(Y
ε
s−)
]
N˜2(ds, dy)
+ ε
∫ t
0
〈
∇yu(X
ε
s , Y
ε
s ), F (X
ε
s , Y
ε
s ) + ε
−1G(Xεs , Y
ε
s )
〉
ds
+ εσ
∫ t
0
(−∆y)
α
2 u(Xεs , Y
ε
s )ds+ ε
∫ t
0
∫
Rm\{0}
[
u(Xεs−, Y
ε
s− + σy)− u(X
ε
s−, Y
ε
s−)
]
N˜2(ds, dy)
+ ε−1
∫ t
0
L1u(X
ε
s , Y
ε
s )ds+ ε
∫ t
0
∫
Rn\{0}
[
u(Xεs− + ε
− 2α1 x, Y εs−)− u(X
ε
s−)
]
N˜1(ds, dy).
(4.25)
By the definition of u, the sum of the terms of order ε−1 vanishes. Then we
have
f(Y εt ) = f(y) +
∫ t
0
〈
∇yf(Y
ε
s ), F (X
ε
s , Y
ε
s ) +
∑
i
Gi(X
ε
s , Y
ε
s )∂yiG˜(X
ε
s , Y
ε
s )
〉
ds
+
∫ t
0
∑
i,j
∂yi∂yjf(Y
ε
s )GiG˜j(X
ε
s , Y
ε
s )ds+ σ
∫ t
0
(−∆y)
α
2 f(Y εs−)ds
+
∫ t
0
∫
Rm\{0}
[
f(Y εs− + σy)− f(Y
ε
s−)
]
N˜2(ds, dy) + εR
ε
f (0, t),
(4.26)
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where
Rεf (0, t) = u(x, y)− u(X
ε
t , Y
ε
t ) +
∫ t
0
〈∇yu(X
ε
s , Y
ε
s ), F (X
ε
s , Y
ε
s )〉 ds
+ σ
∫ t
0
(−∆y)
α
2 u(Xεs , Y
ε
s )ds+
∫ t
0
∫
Rm
[
u(Xεs−, Y
ε
s− + σy)− u(X
ε
s−, Y
ε
s−)
]
N˜2(ds, dy)
+
∫ t
0
∫
Rn\{0}
[
u
(
Xεs− + ε
− 2α1 x, Y εs−
)
− u(Xεs−)
]
N˜1(ds, dy)
(4.27)
In the following, we will show the relative compactness of Y εt in the metric
space D ([0, T ],Rm).
Lemma 8. The collection {Y εt } is relative compact if it satisfies the two con-
ditions:
(i) For any T > 0 and δ > 0, there exists N > 0, such that
P
(
sup
0≤t≤T
|Y εt | > N
)
≤ δ, 0 < ε < 1. (4.28)
(ii) For any T , δ0 > 0 and stopping time τ < T − δ0, it holds that
lim
δ→0
sup
ε
sup
τ
P (|Y ετ+δ − Y
ε
τ | > λ) = 0, ∀λ > 0. (4.29)
Proof. (i) Note that
E
(
sup
t∈[0,T ]
|Lα2t |
p
)
≤ E
(
sup
t∈[0,T ]
∣∣∣∣∣
∫
|x|≤1
|x|N˜2(t, dx) +
∫
|x|>1
|x|N˜2(t, dx) +
∫
|x|>1
|x|ν2(dx)
∣∣∣∣∣
p)
.
(4.30)
By the Burkholder-Davis-Gundy inequality, we have
E
(
sup
t∈[0,T ]
|Lα2t |
p
)
≤ Cp,T
[∫
|x|≤1
|x|2ν2(dx)
]p/2
+
∫
|x|>1
|x|pν2(dx) +
[∫
|x|>1
|x|ν2(dx)
]p
≤ Cp,T .
(4.31)
Define
U(x) :=
(
|x|2 + 1
)p/2
, x ∈ Rn, (4.32)
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then we have
|DU(x)| =
∣∣∣∣∣ px(1 + |x|2)1−p/2
∣∣∣∣∣ ≤ Cp|x|p−1, (4.33)
and
∥∥D2U(x)∥∥ = ∥∥∥∥∥ pIn×n(1 + |x|2)1−p/2 − p(p− 2)x⊗ x(1 + |x|2)2−p/2
∥∥∥∥∥ ≤ Cp(1 + |x|2)1−p/2 ≤ Cp.
(4.34)
Note that Xεt can be rewritten as
Xεt = x+
1
ε2
∫ t
0
b(Xεs , Y
ε
s )ds+
∫ t
0
∫
|z|≤ε2/α1
ε−2/α1zN˜1(dz, ds)
+
∫ t
0
∫
|z|>ε2/α1
ε−2/α1zN1(dz, ds).
(4.35)
Using Itoˆ formula and taking expectation on both sides, we have
EU(Xεt ) = U(x) +
1
ε2
E
∫ t
0
〈b(Xεs , Y
ε
s ), DU(X
ε
s )〉ds
+ E
∫ t
0
∫
|z|≤ε2/α1
[
U(Xεs + ε
−2/α1)− U(Xεs )−
〈
DU(Xεs ), ε
−2/α1z
〉]
ν1(dz)ds
+ E
∫ t
0
∫
|z|>ε2/α1
[
U(Xεs + ε
−2/α1)− U(Xεs )
]
ν1(dz)ds.
(4.36)
This implies
dEU(Xεt )
dt
=
1
ε2
E〈b(Xεt , Y
ε
t ), DU(X
ε
t )〉
+ E
∫
|z|≤ε2/α1
[
U(Xεt + ε
−2/α1)− U(Xεt )−
〈
DU(Xεt ), ε
−2/α1z
〉]
ν1(dz)
+ E
∫
|z|>ε2/α1
[
U(Xεt + ε
−2/α1)− U(Xεt )
]
ν1(dz)
:= K1(t) +K2(t) +K3(t).
(4.37)
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For the term K1(t), by Hypothesis H.3, we have
〈b(Xεt , Y
ε
t ), DU(X
ε
t )〉 =
〈b(Xεt , Y
ε
t )− b(0, Y
ε
t ), pX
ε
t 〉+ 〈b(0, Y
ε
t ), pX
ε
t 〉
(|Xεt |
2 + 1)1−p/2
≤
−pγ|Xεt |
2 + Cp|X
ε
t |
(|Xεt |
2 + 1)
1−p/2
− η(|Xεt |
2 + 1)p/2 + Cp.
(4.38)
Therefore we have
K1(t) ≤
−ηEU(Xεt )
ε2
+
Cp
ε2
(4.39)
For the term K2(t), using variable transformation x = ε
−2/α1z and (4.34), we
obtain
K2(t) ≤
1
ǫ2
E
∫
|x|≤1
[U(Xεt + x) − U(X
ε
t )− 〈DU(X
ε
t ), x〉] ν1(dx)
≤
Cp
ε2
E
∫
|x|≥1
|x|2ν1(dx) ≤
Cp
ε2
.
(4.40)
For the term K3(t), we have
K3(t) ≤
1
ε2
E [U(Xεt + x)− U(X
ǫ
t )] ν1(dx)
≤
1
ε2
E
∫
|y|≥1
(
|Xεt |
p−1 + |y|p−1
)
ν1(dx)
≤
ηE(Xεt )
2ε2
+
Cp
ε2
.
(4.41)
By Young inequality, (4.39) and (4.40), we have
dEU(Xεt )
dt
≤ −
ηEU(Xεt )
2ε2
+
Cp
ε2
. (4.42)
Using the comparison theorem, we obtain
EU(Xεt ) ≤ Cp(1 + |x|
p). (4.43)
This implies that
sup
ε∈(0,1)
sup
t≥0
E|Xεt |
p ≤ Cp(1 + |x|
p). (4.44)
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Let f(y) = log(1 + |y|2), then we have
(1 + |y|) · |∂yf(y)|+ (1 + |y|)
2 · |∂2yf(y)|+ (1 + |y|)
3 · |∂3yf(y)| ≤ C. (4.45)
Moreover, by Lemma 7 and (4.24), we have
|u(x, y)| ≤ C(1 + |x|). (4.46)
By (4.44), we obtain
εEx,y sup
0≤t≤T
|u(Xεt , Y
ε
t )| ≤ CεEx,y sup
0≤t≤T
(1 + |Xεt |
p)→ 0, ε→ 0. (4.47)
On the one hand,
∫ t
0
(−△y)
α
2 f(Y εs−)ds
=
∫ t
0
{∫
Rm
[
f(Y εs− + z)− f(Y
ε
s−)− I{|z|≤1}〈z, ∂yf(Y
ε
s−)〉
]
v2(dz)
}
ds
≤ CT sup |∇f |
∫
|z|>1
zν2(dz) + CT sup |∇
2f |
∫
|z|≤1
z2ν2(dz)
≤ C.
(4.48)
On the other hand, by Lemma 7, (4.24) and (4.45), we obtain
∫ t
0
(−△y)
α
2 u(Xεs−, Y
ε
s−)ds
=
∫ t
0
{∫
Rm
[
u(Xεs−, Y
ε
s− + z)− u(X
ε
s−, Y
ε
s−)− I{|z|≤1}〈z, ∂yu(X
ε
s−, Y
ε
s−)〉
]
v2(dz)
}
ds
≤ CT sup |∇yu(X
ε
s−, Y
ε
s−)|
∫
|z|>1
zν2(dz) + CT sup |∇
2u(Xεs−, Y
ε
s−)|
∫
|z|≤1
z2ν2(dz)
≤ C.
(4.49)
Therefore we have that the values of all Lebesgue integrands in (4.45) and (4.27)
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do not exceed C(1 + |Xεs |). Combing the above estimate, we obtain
sup
0<ε≤1
Ex,y sup
0≤t≤T
log (1 + |Y εt |
p) <∞. (4.50)
This implies
P
(
sup
0≤t≤T
|Y εt | > N
)
=
∫
{ω:sup0≤t≤T |Y εt |>N}
dP
≤
∫
Ω
sup0≤t≤T log(1 + |Y
ε
t |
p)
log(1 +Np)
dP
→ 0, N →∞.
(4.51)
(ii) Let τ ≤ T − δ0 be a bounded stopping time. For any δ ∈ (0, δ0), by the
strong Markov property, we have
P
(
|Y ετ+δ − Y
ε
τ | > λ
)
= E
(
P
(
|Y εs+δ − y| > λ
)
|(s,y)=(τ,Y ετ )
)
. (4.52)
Define
Y˜ εt = Y
ε
t − y, (4.53)
then we have
dY˜ εt = F (X
ε
t , Y˜
ε
t + y)dt+
1
ε
G(Xεt , Y˜
ε
t + y)dt+ σdL
α2
t
Y˜ ε0 = 0 ∈ R
m.
(4.54)
Using the similar technique as the above (i), we obtain
sup
0<ε≤1
Ex,y sup
0≤t≤T
log
(
1 + |Y˜ εt |
p
)
<∞. (4.55)
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Thus we have
Ps,y
(
|Y˜ εs+δ| > λ
)
≤ P
(
log(1 + |Y˜ εs+δ|
p > log(1 + λp))
)
≤
E
(
log(1 + |Y˜ εs+δ|
p
)
log(1 + λp)
≤
C(1 + |y|p)δ
log(1 + λp))
.
(4.56)
Combining with (4.52) and (4.55), we obtain
P
(
|Y ετ+δ − Y
ε
τ | > λ
)
≤ P (|Y ετ | > R) +
C(1 + |y|p)δ
log(1 + λp))
≤
C
log(1 +R2)
+
C(1 + |y|p)δ
log(1 + λp))
.
(4.57)
Letting δ → 0 first and then R→∞, one sees that (ii) is satisfied.
Let Λ be the set of injective increasing functions λ satisfying limt→−∞ λ(t) =
−∞ and limt→∞ λ(t) =∞. Introduce the following metric
dR(ω1, ω2) = inf
{
ε>0 : sup
t∈R
|ω1(t)− ω2(λ(t))| ≤ ε, sup
s6=t
∣∣∣∣ln arctan(λ(t)) − arctan(λ(s))arctan(t)− arctan(s)
∣∣∣∣ ≤ ε
}
,
where λ ∈ Λ.
Lemma 9. The space D ([0, T ],Rm) equipped with the distance dR is a Polish
space.
Proof. The proof comes from [21, Theorem 1].
In the following, we will present the uniform approximation of cadlag func-
tions by step functions, which comes from [22, Lemma 9, Appendix A].
Lemma 10. Let h be a cadlag function on [0, T ]. If (tnk ) is a sequence of
subdivisions 0 = tn0 < t1 < · · · < t
n
kn
= t of [0, T ] such that
sup
0≤i≤k−1
|tni+1 − t
n
i | → 0, sup
u∈[0,T ]\{tn0 ,··· ,t
n
kn
}
|∆f(u)| → 0, as n→∞,
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then we have
sup
u∈[0,T ]
∣∣∣∣∣h(u)−
kn−1∑
0
h(ti)Itni ,tni+1(u)+h(tnkn )Itnkn
(u)
∣∣∣∣∣→ 0. (4.58)
Lemma 11. For any δ > 0, there exist N ∈ N and Rm-valued step functions
y1, y2, · · · , yN s.t.
P
(
N⋂
k=1
{
dR(Y
εn
t , y
k
t ) > δ
})
< δ, ∀n ∈ N,
P
(
N⋂
k=1
{
dR(Yt, y
k
t ) > δ
})
< δ.
(4.59)
Proof. By the tightness of the set {Yt;Y
εn
t }, there exists a compact set K ⊆
D([0, T ];Rm) such that for any fixed t ∈ [0, T ],
P (Y εnt ∈ K) > 1− δ,
P (Yt ∈ K) > 1− δ.
(4.60)
By Lemma 9, there exists a δ/2-net {y˜1t , y˜
2
t , · · · , y˜
m
t } s.t. for any x ∈ D([0, T ];R
m),
we have
∞⋃
k=1
{
dR(y˜
k
· , x) <
δ
2
}
⊇ D ([0, T ];Rm) ⊇ K. (4.61)
Because K is a compact set, there exists an N s.t.
N⋃
k=1
{
dR(y˜
k
· , x) <
δ
2
}
⊇ K. (4.62)
Set Ak =
{
dR(y˜
k
· , x) <
δ
2
}
, then we have
N⋂
k=1
Ack ⊆ K
c. (4.63)
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Therefore we have
P
(
N⋂
k=1
{
dR(Y
εn
t , y˜
k
t ) >
δ
2
})
<
δ
2
, ∀n ∈ N,
P
(
N⋂
k=1
{
dR(Yt, y˜
k
t ) >
δ
2
})
<
δ
2
.
(4.64)
By Lemma 10, we can find the step function yk which is arbitrarily close to the
cadlag function in sup norm, i.e.,
sup
0≤t≤T
|ykt − y˜
k
t | <
δ
2
. (4.65)
On the one hand, we have
{
dR(Y
εn
t , y
k
t ) > δ
}
⊆
{
dR(Y
εn
t , y˜
k
t ) >
δ
2
}⋃{
dR(y
k
t , y˜
k
t ) >
δ
2
}
⊆
{
dR(Y
εn
t , y˜
k
t ) >
δ
2
}⋃{
sup |ykt − y˜
k
t )| >
δ
2
}
,
(4.66)
and
{
dR(Yt, y
k
t ) > δ
}
⊆
{
dR(Yt, y˜
k
t ) >
δ
2
}⋃{
dR(y
k
t , y˜
k
t ) >
δ
2
}
⊆
{
dR(Yt, y˜
k
t ) >
δ
2
}⋃{
sup |ykt − y˜
k
t )| >
δ
2
} (4.67)
Therefore we have
P
(
N⋂
k=1
{
dR(Y
εn
t , y
k
t ) > δ
})
< δ, ∀n ∈ N,
P
(
N⋂
k=1
{
dR(Yt, y
k
t ) > δ
})
< δ.
(4.68)
To each y ∈ D([0, T ];Rm) and k = 1, 2, · · · , N , we associate the number
βk(y) := dR(yt, y
k
t ).
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Let ψ, ϕ1, · · · , ϕN : D([0, T ];R
m)→ [0, 1] be smooth mappings such that
(i) ψ(y) +
∑n
k=1 ϕk(y) = 1, ∀y ∈ D([0, T ];R
m);
(ii) suppψ ⊂
⋂N
k=1 {y;βk(y) > δ};
(iii) suppϕk ⊂
⋂N
k=1{y;βk(y) < 2δ}, 1 ≤ k ≤ N .
For fixed t, define the following random variables
ξn := ψ(Y
εn
t ), ξ = ψ(Yt); η
k
n = ϕk(Y
εn
t ), η
k = ϕk(Yt), (4.69)
then we have
suppξn ⊆ A˜n :=
N⋂
k=1
{
dR(Y
εn
t , y
k
t ) > δ
}
, (4.70)
and similarly,
suppξ ⊆ A˜ :=
N⋂
k=1
{
dR(Yt, y
k
t ) > δ
}
. (4.71)
For fixed t, define Γkn as the random variable Γn, where Y
εn
t is replaced by y
k
t ,
and Γk as the quantity obtained by replacing Yt by y
k
t in the expression for Γ.
Let Φ(·) be a bounded measurable function on D([0, T ];Rm). Set
Λn : =
[
f(Y εnt )− f(y)−
∫ t
0
〈
∇yf(Y
εn
s ), F (X
εn
s , Y
εn
s ) +
∑
i
Gi(X
εn
s , Y
εn
s )∂yiG˜(X
εn
s , Y
εn
s )
〉
ds
−
∫ t
0
∑
i,j
∂yi∂yjf(Y
εn
s )Gi(X
εn
s , Y
εn
s )G˜j(X
εn
s , Y
εn
s )ds− σ
∫ t
0
(−∆y)
α
2 f(Y εs )ds− εR
ε
f (0, t)
Φ(Y εt )
Γn : =
[
f(Y εnt )− f(y)−
∫ t
0
〈
∇yf(Y
εn
s ), F (X
εn
s , Y
εn
s ) +
∑
i
Gi(X
εn
s , Y
εn
s )∂yiG˜(X
εn
s , Y
εn
s )
〉
ds
−
∫ t
0
∑
i,j
∂yi∂yjf(Y
εn
s )Gi(X
εn
s , Y
εn
s )G˜j(X
εn
s , Y
εn
s )ds− σ
∫ t
0
(−∆y)
α
2 f(Y εs )ds
Φ(Y εt ),
Γ : =
[(
f(Yt)− f(y)−
∫ t
0
L2f(Ys)ds
)
Φ(Yt)
]
,
(4.72)
where
L2f :=
∑
b¯i(y)∂yif +
1
2
∑
a¯ij(x)∂yi∂yjf + σ (−∆)
α
2 f (4.73)
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with
b¯(y) =
∫
F (x, y)µ(dx) +
∑
i
∫
Gi(x, y)∂yiG˜(x, y)µ(dx),
a¯(y) =
∫ [
G(x, y)G˜∗(x, y) + G˜(x, y)G∗(x, y)
]
µ(dx),
(−∆)
α
2 f(y) :=
∫
Rm\{0}
[
f(y + z)− f(y)− I{|z|<1}z · ∇f(y)
]
ν2(dz).
(4.74)
In the following, we will give some properties about the coefficients of Γn
and Γ.
Lemma 12. The coefficients of Γn and Γ with respect to y is Lipschitz, i.e.,
N∑
k=1
E
[
(Γn − Γ
k
n)η
k
n
]
+
N∑
k=1
E
[
(Γ− Γk)ηk
]
≤ ρ(δ), (4.75)
where ρ(δ)→ 0, as δ → 0.
Proof. By the Lipschitz property of the coefficients of Γn and Γ with respect to
y, we easily get the required result.
Lemma 13. Let K(Xεns , y
k
s ) denote any of the functions in the expression for
Γkn and K¯(y) :=
∫
K(x, y)µ(dx), then for any 0 < t < T , we have
E
∣∣∣∣∫ t
0
(
K(Xεns , y
k
s )− K¯(y
k
s )
)
ds
∣∣∣∣→ 0, as εn → 0. (4.76)
Proof. Let (ak, bk) ⊆ [0, T ] be an interval on which y
k is a constant. We assume
yk equal to zk. , then we will show
E
∣∣∣∣∣
∫ bk
ak
[
K(Xεns , z
k)− K¯(zk)
]
ds
∣∣∣∣∣→ 0, as εn → 0. (4.77)
Let Xˆεnt := X
εn
ε2nt
and Lα,εnt :=
1
(εn)
2/αL
α
ε2nt
. Then
Xˆεnt = x+
∫ t
0
b(Xˆεnu , Y
εn
ε2nu
)du+ Lα,εnt , (4.78)
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By the self-similar property of stable Le´vy process, we know that Xˆεnt is asymp-
totically identical in law to Xyt . By ergodic theorem, we have the almost surely
convergence ∫ bk
ak
K
(
Xεns , z
k
)
ds→ (bk − ak)K¯(z
k). (4.79)
By Lemma 2, we have
E
∣∣∣∣∫ t
0
(
K(Xεns , y
k
s )− K¯(y
k
s )
)
ds
∣∣∣∣→ 0, as εn → 0. (4.80)
Theorem 2. Under Hypotheses H.3-H.6, for any bounded function Φ and any
function f ∈ C∞0 , the limit process Yt is a solution of the martingale problem
associated to the operator L2, i.e.,
E
[(
f(Yt)− f(y)−
∫ t
0
L2f(Ys)ds
)
Φ(Yt)
]
= 0, (4.81)
where
L2f :=
∑
b¯i(y)∂yif +
1
2
∑
a¯ij(x)∂yi∂yjf + σ (−∆)
α
2 f (4.82)
with
b¯(y) =
∫
F (x, y)µ(dx) +
∑
i
∫
Gi(x, y)∂yiG˜(x, y)µ(dx),
a¯(y) := σ¯(y)σ¯∗(y) =
∫ [
G(x, y)G˜∗(x, y) + G˜(x, y)G∗(x, y)
]
µ(dx),
(−∆)
α
2 f(y) :=
∫
Rm\{0}
[
f(y + z)− f(y)− I{|z|<1}z · ∇f(y)
]
ν2(dz).
(4.83)
Proof. Let Yt be a limit point for Y
ε
t . By Proposition 8, there exists a sequence
εn → 0 and a jump process Yt, such that Y
εn
t ⇒ Yt, as n→∞.
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For any p, q > 1 and 1p +
1
q = 1, by the Ho¨lder inequality, we have
|E (Γnξn) | ≤ (E(Γn)
p)1/p (P (An))
1/q ≤ Cδ1/q,
|E (Γξ) | ≤ (E(Γ)p)
1/p
(P (A))
1/q
≤ Cδ1/q .
(4.84)
Since ηkn ⇒ η
k and ηkn ≤ 1, by Lemma 13, we know that Γ
n
k → Γ
k in L1(Ω).
Thus we have
N∑
k=1
E
[
Γnkη
k
n
]
→
N∑
k=1
E
[
Γkη
k
]
. (4.85)
Obviously, we also have
N∑
k=1
E(Γnη
k
n) =
N∑
k=1
E
[
(Γn − Γ
k
n)η
n
k
]
+
N∑
k=1
E(Γknη
k
n),
N∑
k=1
E(Γηk) =
N∑
k=1
E
[
(Γ− Γk)ηk
]
+
N∑
k=1
E(Γkηk),
E(Γ) = E(Γξ) +
N∑
k=1
E(Γηk).
(4.86)
By (4.45), we know
Ex,y [ΛnΦ(Y
ε
t )] = 0. (4.87)
Using the same lines of arguments as in Proposition 8, we have
εEx,y
[
Rεf (0, t)Φ(Y
ε
t )
]
→ 0. (4.88)
This implies
E[Γn] = Ex,y(Γnξn) +
N∑
k=1
Ex,y(Γnη
k
n)→ 0, as n→∞. (4.89)
By Lemma 12, (4.84), (4.85) and (4.86) , we get
E[Γn]→ E[Γ], as n→∞. (4.90)
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Combining (4.90) and (4.89), we obtain
E
[(
f(Yt)− f(y)−
∫ t
0
L2f(Ys)ds
)
Φ(Yt)
]
= 0. (4.91)
Remark 4. For any f ∈ C∞0 , Theorem 2 implies that
lim
ε→0
sup
t∈[0,T ]
|Ef(Y εt )− Ef(Yt)| = 0, (4.92)
where Y εt satisfies the following stochastic differential equation
dYt = b¯(Yt) + σ¯(Yt)dBt + σdL
α2
t . (4.93)
5. An Example
Example 1. Consider the following toy model
dXεt = −
Xεt
ε2
dt+
1
ε
2
α1
dLα1t , X
ε
0 = x ∈ R,
dY εt =
Xεt
ε
e
1
(Xεt )
2−1 I{|Xεt |<1}dt+ dL
α2
t , Y
ε
0 = y ∈ R,
(5.1)
where b(x) = −x, F (x, y) = 0, G(x, y) = xe
1
x2−1 I{|x|<1} and σ = 1. It is easy
to justify that b, F,G satisfy Hypotheses H.3-H.6. Using a result in [23], we
find the invariant measure µ(dx) = ρ(x)dx with density
ρ(x) =
1
2π
∫
R
eixξe−
1
α |ξ|
α
dξ =
1
π
∫ ∞
0
cosxξ · e−
1
α ξ
α
dξ. (5.2)
Define 
G˜(x, y) =
∫ ∞
0
E[G(Xxt , y)]dt,
dXxt = −X
x
t dt+ dL
α1
t , X
x
0 = x ∈ R.
(5.3)
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By Theorem 2, the effective equation for Y εt is
dY¯t = σ¯(Y¯t)dBt + dL
α2
t , Y¯0 = y, (5.4)
where the coefficient σ¯ satisfies
σ¯(y)σ¯∗(y) = 2
∫ ∞
−∞
G(x, y)G˜(x, y)µ(dx). (5.5)
Example 2. Consider the following singularly perturbed SDE,

dXεt = −
2Xεt +
1
2 sinX
ε
t
ε2
dt+
1
ε
2
α1
dLα1t , X
ε
0 = x ∈ R,
dY εt = e
−(Y εt )
2
dt+
Xεt cosY
ε
t
ε
e
1
(Xεt )
2−1 I{|Xεt |<1}dt+ dL
α2
t , Y
ε
0 = y ∈ R,
(5.6)
where b(x) = −2x− 12 sinx, F (x, y) = e
−y2, G(x, y) = x cos ye
1
x2−1 I{|x|<1} and
σ = 1. It is easy to justify that b, F,G satisfy Hypotheses H.3-H.6. Define
G˜(x, y) =
∫ ∞
0
E[G(Xxt , y)]dt,
dXxt = −2X
x
t dt−
1
2
sinXxt dt+ dL
α1
t , X
x
0 = x ∈ R.
(5.7)
By Theorem 2, the effective equation for Y εt is
dY¯t = b¯(Y¯t)dt+ σ¯(Y¯t)dBt + dL
α2
t , Y¯0 = y, (5.8)
where the coefficients b¯ and σ¯ satisfy
b¯(y) = e−y
2
dt+
∫ ∞
−∞
G(x, y)∂yG˜(x, y)µ(dx),
σ¯(y)σ¯∗(y) = 2
∫ ∞
−∞
G(x, y)G˜(x, y)µ(dx).
(5.9)
6. Concluding remarks
In this paper, we investigate a diffusion approximation for diffusive time
scale jump processes. We first exam the existence of a Poisson equation for
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the nonlocal elliptic operator corresponding to an ergodic jump process. Then
we study a diffusion approximation for the diffusive time scale jump processes
by viewing the solution of Poisson equation as a corrector, and show that the
effective low dimensional system weakly converges to the slow component of the
original system as the scale parameter tends to zero. In the future works, we
will exam the uniqueness and regularity of nonlocal elliptic equation under the
assumption of exponential ergodicity. It is worth emphasizing that the estimate
for (3.8) depends on the variable x, so the classical semigroup method will be
no longer suitable. Therefore, for such a case, it is necessary to find some new
approaches to study.
There are some limitations for this paper. The condition p ∈ (1, α) plays an
important role in deriving the effective dynamical system. How to obtain the ef-
fective low dimensional system and estimate the effect that the fast components
have on slow ones is still an open problem with p ∈ (0, 1) ?
.
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7. Appendix A. Further Proofs
A.1. Proof of Lemma 3. By the equation (4.8), we have
d (Xx1,y1t −X
x2,y2
t ) = [b(X
x1,y1
t , y1)− b(X
x2,y2
t , y2)] , X
x1,y1
0 −X
x2,y2
0 = x1−x2.
(7.1)
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Multiplying both sides by 2 (Xx1,y1t −X
x2,y2
t ), by condition (3.5) and Young’s
inequality, we have
d
dt
|Xx1,y1t −X
x2,y2
t |
2
= 2 〈b(Xx1,y1t , y1)− b(X
x2,y2
t , y2), X
x1,y1
t −X
x2,y2
t 〉
≤ 2 〈b(Xx1,y1t , y1)− b(X
x2,y2
t , y1), X
x1,y1
t −X
x2,y2
t 〉
+ 2 〈b(Xx2,y2t , y1)− b(X
x2,y2
t , y2), X
x1,y1
t −X
x2,y2
t 〉
≤ −2γ |Xx1,y1t −X
x2,y2
t |
2
+ C|y1 − y2| |X
x1,y1
t −X
x2,y2
t |
≤ −γ |Xx1,y1t −X
x2,y2
t |
2
+ C|y1 − y2|
2.
(7.2)
Hence, by the comparison theorem, we yields that
|Xx1,y1t −X
x2,y2
t | ≤ e
− γ2 t|x1 − x2|+ C|y1 − y2|. (7.3)
A.2. Proof of Lemma 4. Note that
d∂yX
x,y
t = ∂1b(X
x,y
t , y)∂yX
x,y
t dt+ ∂2b(X
x,y
t , y)dt, ∂yX
x,y
0 = 0. (7.4)
This implies that
d(∂yX
x1,y1
t − ∂yX
x2,y2
t ) = (∂1b(X
x1,y1
t , y1)∂yX
x1,y1
t − ∂1b(X
x2,y2
t , y2)∂yX
x2,y2
t ) dt
+ (∂2b(X
x1,y1
t , y1)− ∂2b(X
x1,y1
t , y1))dt.
(7.5)
Multiplying both sides by 2(∂yX
x1,y1
t − ∂yX
x2,y2
t ), we have
d
dt
|∂yX
x1,y1
t − ∂yX
x2,y2
t |
2
= 2〈∂1b(X
x1,y1
t , y1)∂yX
x1,y1
t − ∂1b(X
x2,y2
t , y2)∂yX
x2,y2
t , ∂yX
x1,y1
t − ∂yX
x2,y2
t 〉
+ 2〈∂2b(X
x1,y1
t , y1)− ∂2b(X
x2,y2
t , y2), ∂yX
x1,y1
t − ∂yX
x2,y2
t 〉
:= Σ1 +Σ2.
(7.6)
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For the term Σ1, we have
Σ1 ≤ 2|∂1b(X
x1,y1
t , y1)∂yX
x1,y1
t − ∂1b(X
x1,y1
t , y1)∂yX
x2,y2
t | · |∂yX
x1,y1
t − ∂yX
x2,y2
t |
+ 2|∂1b(X
x1,y1
t , y1)∂yX
x2,y2
t − ∂1b(X
x1,y1
t , y2)∂yX
x2,y2
t | · |∂yX
x1,y1
t − ∂yX
x2,y2
t |
+ 2|∂1b(X
x1,y1
t , y2)∂yX
x2,y2
t − ∂1b(X
x2,y2
t , y2)∂yX
x2,y2
t | · |∂yX
x1,y1
t − ∂yX
x2,y2
t |
≤ 2 sup |∂1b(X
x1,y1
t , y1)| · |∂yX
x1,y1
t − ∂yX
x2,y2
t |
2
+ 2 sup |∂2∂1b(X
x1,y1
t , ·)| · sup |∂yX
x2,y2
t | · |y1 − y2| · |∂yX
x1,y1
t − ∂yX
x2,y2
t |
+ 2 sup |∂21b(·, y2)| · |∂yX
x2,y2
t | · |X
x1,y1
t −X
x2,y2
t | · |∂yX
x1,y1
t − ∂yX
x2,y2
t |.
(7.7)
For the term Σ2, we have
Σ2 ≤ 2|∂2b(X
x1,y1
t , y1)− ∂2b(X
x1,y1
t , y2)| · |∂yX
x1,y1
t − ∂yX
x2,y2
t |
+ 2|∂2b(X
x1,y1
t , y2)− ∂2b(X
x2,y2
t , y2)| · |∂yX
x1,y1
t − ∂yX
x2,y2
t |
≤ 2 sup |∂22b(X
x1,y1
t , ·)| · |y1 − y2| · |∂yX
x1,y1
t − ∂yX
x2,y2
t |
+ 2 sup |∂1∂2b(·, y2)| · |X
x1,y1
t −X
x2,y2
t | · |∂yX
x1,y1
t − ∂yX
x2,y2
t |.
(7.8)
Obviously, Lemma 3 implies that
sup
t≥0,x∈Rn,y∈Rm
|∂yX
x,y
t | ≤ C. (7.9)
Hence, by the assumption b ∈ C2,2b and Lemma 3, we have
d
dt
|∂yX
x1,y1
t −∂yX
x2,y2
t |
2 ≤ C
(
|∂yX
x1,y1
t − ∂yX
x2,y2
t |
2 + |y1 − y2|
2 + e−
γ
2 t|x1 − x2|
2
)
.
(7.10)
By comparison theorem, we yields that
|∂yX
x1,y1
t − ∂yX
x2,y2
t |
2 ≤ Ce−
γ
2 t|x1 − x2|
2 + C|y1 − y2|
2. (7.11)
A.3. Proof of Lemma 5. Note that
d∂xX
x,y
t = ∂1b(X
x,y
t , y) · ∂xX
x,y
t dt, ∂xX
x,y
0 = I. (7.12)
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This implies
d(∂xX
x1,y1
t − ∂xX
x2,y2
t ) = [∂1b(X
x1,y1
t , y1) · ∂xX
x1,y1
t − ∂1b(X
x2,y2
t , y2) · ∂xX
x2,y2
t ] dt.
(7.13)
Multiplying both sides by 2(∂xX
x1,y1
t − ∂xX
x2,y2
t ), we have
d
dt
|∂xX
x1,y1
t − ∂xX
x2,y2
t |
2
= 2 〈∂1b(X
x1,y1
t , y1)∂xX
x1,y1
t − ∂1b(X
x2,y2
t , y2)∂xX
x2,y2
t , ∂xX
x1,y1
t − ∂xX
x2,y2
t 〉
≤ 2|∂1b(X
x1,y1
t , y1)∂xX
x1,y1
t − ∂1b(X
x1,y1
t , y1)∂xX
x2,y2
t | · |∂xX
x1,y1
t − ∂xX
x2,y2
t |
+ 2|∂1b(X
x1,y1
t , y1)∂xX
x2,y2
t − ∂1b(X
x1,y1
t , y2)∂xX
x2,y2
t | · |∂xX
x1,y1
t − ∂xX
x2,y2
t |
+ 2|∂1b(X
x1,y1
t , y2)∂xX
x2,y2
t − ∂1b(X
x2,y2
t , y2)∂xX
x2,y2
t | · |∂xX
x1,y1
t − ∂xX
x2,y2
t |
≤ 2 sup |∂1b(X
x1,y1
t , y1)| · |∂xX
x1,y1
t − ∂xX
x2,y2
t |
2
+ 2 sup |∂2∂1b(X
x1,y1
t , ·) · |∂xX
x2,y2
t | · |y1 − y2| · |∂xX
x1,y1
t − ∂xX
x2,y2
t |
+ 2 sup |∂21b(·, y2)| · |∂xX
x2,y2
t | · |X
x1,y1
t −X
x2,y2
t | · |∂xX
x1,y1
t − ∂xX
x2,y2
t |.
(7.14)
By Lemma 3, we have
sup
t≥0,x∈Rd1 ,y∈Rd2
|∂xX
x,y
t | ≤ e
− γt2 . (7.15)
Hence, by the assumption b ∈ C2,2b and Lemma 3, we have
d
dt
|∂xX
x1,y1
t −∂xX
x2,y2
t |
2 ≤ C
(
|∂xX
x1,y1
t − ∂xX
x2,y2
t |
2 + e−γt|y1 − y2|
2 + e−γt|Xx1,y1t −X
x2,y2
2 |
2
)
.
(7.16)
By the comparison theorem, we yields,
|∂xX
x1,y1
t − ∂xX
x2,y2
t |
2 ≤ Ce−γt|y1 − y2|
2 + Ce−2γt|x1 − x2|
2. (7.17)
A.4. Proof of Lemma 7. (i) Set
G¯(y) =
∫
Rn
G(x, y)µy(dx). (7.18)
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By Lemma 6, we have
|G˜(x, y)| ≤
∫ ∞
0
∣∣E[G(Xx,yt , y)]− G¯(y)∣∣ dt,
≤ C(1 + |x|)
∫ ∞
0
e−
γt
2 dt
≤ Cγ(1 + |x|) ≤ C(1 + |x|).
(7.19)
(ii) Note that
∂1G˜(x, y) =
∫ ∞
0
E [∂1G(X
x,y
t , y) · ∂xX
x,y
t ] dt, (7.20)
where ∂xX
x,y
t satisfies d∂xX
x,y
t = ∂1b(X
x,y
t , y) · ∂xX
x,y
t dt,
∂xX
x,y
t |t=0 = I.
(7.21)
By Lemma 3, we have
sup
x,y
|∂xX
x,y
t | ≤ Ce
− γt2 . (7.22)
Thus by Hypothesis H.4, we have
sup
x,y
|∂xG˜(x, y)| ≤ C. (7.23)
(iii) Set
G˜t0(x, y, t) = EG(X
x,y
t , y)− EG(X
x,y
t+t0 , y)
:= Ĝ(x, y, t)− Ĝ(x, y, t+ t0).
(7.24)
Then as t→ t0, we have
lim
t0→∞
G˜t0(x, y, t) = EG(X
x,y
t , y)− G¯(y). (7.25)
On the one hand, by the Markov property, we have
G˜t0(x, y, t) = Ĝ(x, y, t)− EĜ(X
x,y
t0 , y, t). (7.26)
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Thus we have
∂2G˜t0(x, y, t) = ∂2Ĝ(x, y, t)− E
[
∂2Ĝ(X
x,y
t0 , y, t)
]
− E
[
∂1Ĝ(X
x,y
t0 , y, t) · ∂yX
x,y
t0
]
.
(7.27)
Moreover, we also have
∂1Ĝ(x, y, t) = E [∂1G(X
x,y
t , y) · ∂xX
x,y
t ] . (7.28)
By Hypothesis H.4, we have
sup
x,y
|∂1Ĝ(x, y, t)| ≤ Ce
−γt2 . (7.29)
On the other hand, we have
|∂2Ĝ(x1, y, t)− ∂2Ĝ(x2, y, t)| = |∂2EG(X
x1,y
t , y)− ∂2EG(X
x2,y
t , y)|
= E|∂1G(X
x1,y
t , y) · ∂yX
x1,y
t − ∂1G(X
x2,y
t , y) · ∂yX
x2,y
t ||
+ E|∂2G(X
x1,y
t , y)− ∂2G(X
x2,y
t , y)|
≤ E|∂1G(X
x1,y
t , y) · ∂yX
x1,y
t − ∂1G(X
x2,y
t , y) · ∂yX
x1,y
t |
+ E|∂1G(X
x2,y
t , y) · ∂yX
x1,y
t − ∂1G(X
x2,y
t , y) · ∂yX
x2,y
t |
+ E|∂2G(X
x1,y
t , y)− ∂2G(X
x2,y
t , y)|
:= S1 + S2 + S3.
(7.30)
For the term S1, by the boundedness of ∂
2
1G(x, y), we have
S1 ≤ CE|X
x1,y
t −X
x2,y
t | ≤ Ce
− γt2 |x1 − x2|. (7.31)
For the term S2, by the boundedness of ∂xG(x, y) and (3.5), we have
S2 ≤ CE|∂yX
x1,y
t − ∂yX
x2,y
t | ≤ Ce
− γt2 |x1 − x2|. (7.32)
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For the term S3, by the boundedness of ∂
2
1∂2G(x, y), we have
S3 ≤ CE|X
x1,y
t −X
x2,y
t | ≤ Ce
− γt2 |x1 − x2|. (7.33)
Combined the above results, we have
|∂2Ĝ(x1, y, t)− ∂2Ĝ(x2, y, t)| ≤ Ce
− γt2 |x1 − x2|. (7.34)
Therefore we have∣∣∣∂2G˜t0(x, y, t)∣∣∣ = ∣∣∣E [∂2G˜(x, y, t)− ∂2G˜(Xx,yt0 , y, t)]− E [∂1Ĝ(Xx,yt0 , x, y) · ∂yXx,yt0 ]∣∣∣
≤ Ce−
γt
2 E|Xx,yt0 − x|+ Ce
− γt2
≤ Ce−
γt
2 (1 + |x|).
(7.35)
This implies that
∣∣∣∂2G˜(x, y)∣∣∣ = ∣∣∣∣∫ ∞
0
(
lim
t0→∞
∂2G˜t0(x, y, t)dt
)∣∣∣∣
≤
∫ ∞
0
Ce−
γt
2 (1 + |x|)dt
≤ C(1 + |x|).
(7.36)
(iv) Note that
|∂22G˜(x, y)| =
∣∣∣∣∫ ∞
0
(
lim
t0→∞
∂22G˜t0(x, y, t)dt
)∣∣∣∣ , (7.37)
and
∂22G˜t0(x, y, t) = E
[
∂22Ĝ(x, y, t)− ∂
2
2Ĝ(X
x,y
t0 , y, t)
]
− E
[
∂1∂2Ĝ(X
x,y
t0 , y, t) · ∂yX
x,y
t0
]
− E
[
∂21Ĝ(X
x,y
t0 , y, t) ·
(
∂yX
x,y
t0
)2]
− E
[
∂2∂1Ĝ(X
x,y
t0 , y, t) · ∂yX
x,y
t0
]
− E
[
∂1Ĝ(X
x,y
t0 , y, t) · ∂
2
yX
x,y
t0
]
:= T1 − T2 − T3 − T4 − T5.
(7.38)
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where ∂yX
x,y
t satisfies d∂yX
x,y
t = ∂1b(X
x,y
t , y) · ∂yX
x,y
t dt+ ∂2b(X
x,y
t , y)dt,
∂yX
x,y
t |t=0 = 0,
(7.39)
and ∂2yX
x,y
t satisfies
d∂2yX
x,y
t = ∂
2
1b(X
x,y
t , y) · (∂yX
x,y
t )
2dt+ ∂2∂1b(X
x,y
t , y) · ∂yX
x,y
t dt
+ ∂1b(X
x,y
t , y) · ∂
2
yX
x,y
t dt+ ∂1∂2b(X
x,y
t , y) · ∂yX
x,y
t dt+ ∂
2
2b(X
x,y
t , y)dt,
∂2yX
x,y
t |t=0 = 0.
(7.40)
For the term T1, we have
∂2G(X
x,y
t , y) = ∂1G(X
x,y
t , y) · ∂yX
x,y
t + ∂2G(X
x,y
t , y),
∂22G(X
x,y
t , y) = ∂
2
1G(X
x,y
t , y) · (∂yX
x,y
t )
2
+ 2∂1∂2G(X
x,y
t , y) · ∂yX
x,y
t
+ ∂1G(X
x,y
t , y) · ∂
2
yX
x,y
t + ∂
2
2G(X
x,y
t , y).
(7.41)
Then we have
∂22G(X
x1,y
t , y)− ∂
2
2G(X
x2,y
t , y) =
[
∂21G(X
x1,y
t , y) · (∂yX
x1,y
t )
2
− ∂21G(X
x2,y
t , y) · (∂yX
x2,y
t )
2
]
+ 2 [∂1∂2G(X
x1,y
t , y) · ∂yX
x1,y
t − ∂1∂2G(X
x2,y
t , y) · ∂yX
x2,y
t ]
+
[
∂22G(X
x1,y
t , y)− ∂
2
2G(X
x2,y
t , y)
]
:= T11 + T12 + T13.
(7.42)
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For the term T11, by Lemma 3 and Lemma 4, we have
E [|T11|] ≤ E
[∣∣∣∂21G(Xx1,yt , y) · (∂yXx1,yt )2 − ∂21G(Xx2,yt , y) · (∂yXx1,yt )2∣∣∣]
+ E
[∣∣∣∂21G(Xx2,yt , y) (∂yXx1,yt )2 − ∂21G(Xx2,yt , y) (∂yXx2,yt )2∣∣∣]
≤ sup |∂31G(x, y)| · E
[
|Xx1,yt −X
x2,y
t | · |∂yX
x1,y
t |
2
]
+ E
[
sup |∂21G(X
x2,y
t , y)| · |∂yX
x1,y
t + ∂yX
x2,y
t | · |∂yX
x1,y
t − ∂yX
x2,y
t |
]
≤ Ce−
γt
4 |x1 − x2|.
(7.43)
For the term T12 and T13, we also have
E [|T12|] ≤ 2E
[
sup |∂21∂2G(x, y)| · |X
x1,y
t −X
x2,y
t | · sup |∂yX
x1,y
t |
]
+ 2E [sup |∂1∂2G(x, y)| · |∂yX
x1,y
t − ∂yX
x2,y
t |]
≤ Ce−
γt
2 |x1 − x2|+ Ce
− γt4 |x1 − x2|
≤ Ce−
γt
4 |x1 − x2|,
(7.44)
and
E [|T13|] ≤ C
− γt4 |x1 − x2|. (7.45)
Combining (7.43)-(7.45), we obtain
E|T1| ≤ Ce
− γt4 E|Xx,yt0 − x| ≤ Ce
−γt4 (1 + |x|). (7.46)
For the term T2, by the definition of Ĝ(x, y, t), we have
∂2Ĝ(x, y, t) = ∂1G(X
x,y
t , y) · ∂yX
x,y
t + ∂2G(X
x,y
t , y),
∂1∂2Ĝ(x, y, t) = ∂
2
1G(X
x,y
t , y) · ∂xX
x,y
t · ∂yX
x,y
t + ∂1G(X
x,y
t , y) · ∂x∂yX
x,y
t
+ ∂1∂2G(X
x,y
t , y) · ∂xX
x,y
t .
(7.47)
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By Lemma 3 and Lemma 4, we get
|∂1∂2Ĝ(x, y, t)| ≤ Ce
−γt2 + Ce−
γt
4 + Ce−
γt
2
≤ Ce−
γt
4 .
(7.48)
Therefore we have
|T2| ≤ Ce
− γt4 . (7.49)
For the term T3, we have ∂1G(X
x,y
t , y) = ∂1G(X
x,y
t , y) · ∂xX
x,y
t ,
∂11G(X
x,y
t , y) = ∂
2
1G(X
x,y
t , y) · (∂xX
x,y
t )
2
+ ∂1G(X
x,y
t , y) · ∂
2
xX
x,y
t .
(7.50)
Moreover, we have
∂21Ĝ(x, y, t) = E
[
∂21G(X
x,y
t , y) · (∂xX
x,y
t )
2
+ ∂1G(X
x,y
t , y) · ∂
2
xX
x,y
t
]
. (7.51)
By Lemma 3 and Lemma 5,
|T3| ≤ Ce
−γt. (7.52)
For the term T4, we have
∂2∂1Ĝ(x, y, t) = E
[
∂21G(X
x,y
t , y) · ∂yX
x,y
t · ∂xX
x,y
t + ∂2∂1G(X
x,y
t , y) · ∂xX
x,y
t
]
+ E [∂1G(X
x,y
t , y) · ∂y∂xX
x,y
t ] .
(7.53)
By Lemma 3 and 5, we have
|E∂2∂1Ĝ(x, y, t) · ∂yX
x,y
t0 | ≤ Ce
− γt2 . (7.54)
For the term T5, we have
E
[
∂1Ĝ(X
x,y
t0 ) · ∂
2
yX
x,y
t0
]
≤ Ce−
γt
2 . (7.55)
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Combining (7.46)-(7.55), we get
|∂22G˜(x, y)| ≤ C(1 + |x|). (7.56)
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