Abstract. We present an alternate approach to the finite free convolutions studied by A. Marcus, D. A. Spielman, and N. Srivastava, using the Weingarten calculus on the orthogonal group to directly compute the expected characteristic polynomials of certain randomly rotated matrices.
Introduction
In [9] , A. Marcus, D. A. Spielman, and N. Srivastava studied three convolutiontype operations on polynomials of degree d that are defined in terms of expected characteristic polynomials of certain random d × d matrices. These operations are called finite free convolutions, due to their connection with free convolution in free probability theory (see [12] or [10] ), which is expounded upon in [8] and [1] .
We use the notation of [9] for characteristic polynomials: χ x (A) = det(xI − A) is the characteristic polynomial of the matrix A in the variable x. Let us recall the definitions of the finite free convolutions in terms of randomly rotated matrices.
Definition ( [9] ). Let A and B be d × d matrices.
(1) If A and B are symmetric with characteristic polynomials p(x) and q(x) respectively, the symmetric additive convolution of p(x) and q(x) is defined by
where U is a random d × d orthogonal matrix. (2) If A and B are positive semidefinite with characteristic polynomials p(x) and q(x) respectively, the symmetric multiplicative convolution of p(x) and q(x) is defined by
where U is a random d × d orthogonal matrix. (3) If p(x) and q(x) are the characteristic polynomials of AA T and BB T respectively, the asymmetric additive convolution of p(x) and q(x) is defined by p(x) ++ d q(x) = E U,V χ x (A + U BV )(A + U BV )
T where U and V are random d × d orthogonal matrices.
Of course, it is not clear a priori that these operations are well-defined. It is shown in [9] is that they are -they only depend on p(x) and q(x), not on the matrices A and B. This is a consequence of the following theorem. 
In this paper we present an alternate proof of Theorem 1.1. Our approach revolves around the Weingarten calculus on the orthogonal group; in particular, we take advantage of the connection between orthogonal Weingarten functions and the combinatorics of the Gelfand pair (S 2k , H k ), which was established by B. Collins and S. Matsumoto in [5] . Using the orthogonality relations among its zonal spherical functions, we obtain a combinatorial identity for orthogonal Weingarten functions which allows us to greatly reduce the apparent complexity of a direct computation of the relevant expected characteristic polynomials.
The paper is organized as follows. In Section 2 we review some preliminaries on permutations and partitions, the Gelfand pair (S 2k , H k ) and its zonal spherical functions, and the Weingarten calculus on the orthogonal group. Section 3 is devoted to a series of computations yielding combinatorial identities around orthogonal Weingarten functions. In the final section we use these identities to prove the convolution formulae.
Preliminaries
In this section we review some necessary preliminaries from combinatorics and random matrix theory. We mostly follow the notation of [5] .
Elementary combinatorics.

Permutations and integer partitions.
For an integer partition λ ⊢ k, it is convenient to write λ = (1 m1(λ) , 2 m2(λ) , . . .) where m i (λ) is the multiplicity of i in λ, and ℓ(λ) = i≥1 m i (λ) is the length of λ. Let us recall some basic combinatorial facts. Write µ σ ⊢ k for the cycle type of a permutation σ ∈ S k . If ρ ⊢ k, Lemma 2.1 says that the number of permutations σ ∈ S k with µ σ = ρ is
Write z ρ for the denominator of (4). The following two simple lemmas will be useful later.
Proof. Since ℓ(ρ) = i≥1 m i (ρ), we have
Proof. A cycle of length i is a product of i − 1 transpositions:
So if µ σ = (1 m1 , 2 m2 , . . .), then σ can be written as a product of
The number of permutations in S k with exactly i cycles is called the unsigned Stirling number of the first kind with parameters k and i and is denoted by c(k, i). These numbers are related to the k-th rising factorial, which is
by the following lemma.
Proof. See e.g. [11, Proposition 1.3.7].
Set partitions.
Recall that a partition of a set X is a collection of disjoint subsets, called blocks of the partition, whose union is X. Let P (k) be the set of partitions of the set [k] = {1, . . . , k} and for π ∈ P (k), write |π| for the number of blocks of π. Write P 2 (k) for the set of partitions of [k] whose blocks are all of size 2; note that this is only non-empty when k is even. The ordering of P (k) is defined by letting π ≤ σ if each block of π is a subset of a block of σ. This ordering makes P (k) a lattice.
k , write ker(i) for the element of P (k) whose blocks are the equivalence classes of the relation defined by s ∼ t if and only if i s = i t ; in other words ker(i) is the partition of [k] whose blocks are the "level sets" of the multi-index i. With this notation, π ≤ ker(i) if and only if i s = i t whenever s and t are in the same block of π; in other words the multi-index i labels the blocks of π in a consistent way.
There is a natural embedding of P 2 (2k) into S 2k which we will use extensively as in [5] : each π ∈ P 2 (2k) can be written uniquely in the form {{π(1), π(2)}, . . . , {π(2k − 1), π(2k)}} with π(2i − 1) < π(2i) for 1 ≤ i ≤ k and π(1) < · · · < π(2k − 1), and the embedding is
2.2. Gelfand pairs and the hyperoctahedral group. If G is a finite group and K is a subgroup of G, recall that (G, K) is called a Gelfand pair if the trivial representation of K induces a multiplicity-free representation of G. Write H k for the centralizer of (1, 2) · · · (2k − 1, 2k) ∈ S 2k ; this is called the hyperoctahedral group and has order 2 k k!. The hyperoctahedral group H k may be alternately described as the group of signed permutations of k letters, as the symmetry group of a kdimensional hypercube, or as the wreath product S 2 ≀ S k . It is well known (see e.g.
Zonal spherical functions.
Associated to a Gelfand pair is its family of zonal spherical functions. These are defined by taking the characters of the irreducible representations contained in Ind G K (triv) and averaging them over K, which we will make more precise below. Recall that the irreducible representations of S 2k are canonically labeled by the Young diagrams of size 2k, or in other words by the integer partitions of 2k; for the representation theory of finite symmetric groups see e.g. [3] . By [7, VII.2.4 ] the irreducible representations contained in Ind
are precisely the ones labeled by 2λ = (2λ 1 , 2λ 2 , . . .) for λ = (λ 1 , λ 2 , . . .) ⊢ k, so we make the following concrete definition.
Definition (Zonal spherical functions). For λ = (λ 1 , λ 2 , . . .) ⊢ k, let χ 2λ be the irreducible character of S 2k associated with 2λ = (2λ 1 , 2λ 2 , . . .) and define ω λ :
for σ ∈ S 2k . This is called the zonal spherical function of the Gelfand pair (S 2k , H k ) corresponding to λ.
Coset types and zonal polynomials.
For σ ∈ S 2k , define a graph Γ(σ) as follows:
• the vertices are 1, . . . , 2k;
• the edges connect 2i − 1 with 2i and σ(2i − 1) with σ(2i) for 1 ≤ i ≤ k.
The connected components of Γ(σ) are cycles of even lengths, and dividing those lengths by 2, we get an integer partition Ξ(σ) of k which is called the coset type of σ. 
Clearly the zonal spherical functions are constant on double cosets, so we write ω λ ρ for the value of ω λ on H ρ .
Definition (Zonal polynomials). For λ ⊢ k, let Z λ be the symmetric function
This is called the zonal polynomial corresponding to λ, although it is not really a polynomial but rather a formal power series.
For our purposes, we only need to refer to the value of
In particular, we have
is the k-th falling factorial. Finally let us gather some useful facts regarding these zonal functions.
Lemma 2.5. For ρ ⊢ k, we have
Proof. See e.g. Moreover the zonal spherical functions satisfy certain orthogonality relations.
Lemma 2.6. For λ, µ ⊢ k, we have [4] , and later for the orthogonal and symplectic groups by Collins-Śniady in [6] . We prefer to take the perspective of e.g. Banica-Speicher in [2] , in which the Weingarten calculus follows from the construction of combinatorial models of the representation categories of so-called easy groups.
Let
, and taking the pseudo-inverse is just a convenient choice. (In the framework of [2] , Gr k,d is the Gram matrix of P 2 (2k), after this set has been identified with a spanning set of the fixed points of the canonical representation 
Theorem 2.7 (Weingarten integration formula). For multi-indices
2k , we have
where the integral is with respect to the Haar probability measure of O d .
The matrix Wg k,d is a priori a very complicated object, and we require another characterization in terms of the Gelfand pair (S 2k , H k ) which makes clear some of its convenient properties. For λ ⊢ k, write
where the last equality is by the hook length formula, see e.g. [3, Theorem 4.2.14].
Theorem 2.8 ([5, Theorem 3.1])
. For π, σ ∈ P 2 (2k), we have
where P 2 (2k) is embedded into S 2k as in (5) . In particular, Wg k,d (π, σ) only depends on the coset type Ξ(π −1 σ).
Some technical lemmas
This section contains the combinatorial identities around orthogonal Weingarten functions which will be needed in the final section.
Proof. If λ = 1 k , then by Lemmas 2.3, 2.4, and 2.5, we have
On the other hand, if λ = 1 k , then by Lemmas 2.1, 2.2, 2.3, 2.5, and 2.6, for any λ = 1 k we have
Proof. First suppose that s i = s j whenever i = j. Since f 
On the other hand suppose there are some i = j with s i = s j . We want to identify pairs of summands which cancel each other out, i.e. for each σ ∈ S k we want a corresponding σ ′ ∈ S k with sgn(σ ′ ) = −sgn(σ) and
To this end let σ ′ = (i, j)σ, which obviously satisfies sgn(σ ′ ) = −sgn(σ). Moreover, we have ker(j σ ′ ) = (i, j) ker(j σ ) in the embedding (5), so with π ′ = (i, j)π, π −1 ker(j σ ′ ) and (π ′ ) −1 ker(j σ ) have the same coset type. Since the condition π ≤ ker(s) is invariant under translation of π by (i, j), by Theorem 2.8 we have
and we are done.
Convolution formulae
In this section we prove Theorem 1.1 directly, using the Weingarten calculus and the computations in the last section. If A is a d × d matrix, write e k (A) for the coefficient of (−1) 
where
Proof. Assume without loss of generality that A and B are diagonal with A = diag(a 1 , . . . , a d ) and
and similarly for e j (B). Write W = A + U BU T and U = (u ij ) i,j , so the entries of W are
By Theorem 2.7, we have
where i S\R,σ = (i, σ(i)) i∈S\R and p = (p(i), p(i)) i∈S\R . Now by Lemma 3.2, we have
.
4.2. Symmetric multiplicative convolution. 
where U is a random d × d orthogonal matrix. 
Arguing as in Theorem 4.1 using Lemma 3.2, we have
and we are done. 
The computations here are rather more involved than in the symmetric cases; we refer to [9, Section 2.3.2] at some points for details which do not concern our techniques. with M = AU + V B, we have
If k is odd, then for any W ⊆ [2d] with |W | = k and for any σ ∈ Sym(W ), there is some i 0 ∈ W such that dil(M ) i0σ(i0) = 0. So we may assume k is even, say k = 2l. The coefficient of x 2d−2l is S set of l rows T set of l columns ρ:S→T bijection
and by Theorem 2.7 we have where the last equality follows as in [ 
