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Abstract—In the linear minimum mean square error
(LMMSE) estimation for orthogonal frequency division multi-
plexing (OFDM) systems, the problem about the determination of
the algorithm’s parameters, especially those related with channel
frequency response (CFR) correlation, has not been readily solved
yet. Although many approaches have been proposed to determine
the statistic parameters, it is hard to choose the best one within
those approaches in the design phase, since every approach has
its own most suitable application conditions and the real channel
condition is unpredictable. In this paper, we propose an enhance
LMMSE estimation capable of selecting parameters by itself. To
this end, sampled noise MSE is first proposed to evaluate the
practical performance of interpolation. Based on this evaluation
index, a novel parameter comparison scheme is proposed to
determine the parameters which can endow LMMSE estimation
best performance within a parameter set. After that, the structure
of the enhanced LMMSE is illustrated, and it is applied in OFDM
systems. Besides, the issues about theoretical analysis on accuracy
of the parameter comparison scheme, the parameter set design
and algorithm complexity are explained in detail. At last, our
analyses and performance of the proposed estimation method
are demonstrated by simulation experiments.
Index Terms—OFDM, LMMSE estimation, parameter selec-
tion.
I. INTRODUCTION
ORTHOGONAL frequency division multiplexing(OFDM) is the enabling technology for numerous
wireless communication standards, such as IEEE 802.11ac,
IEEE 802.16, long term evolution (LTE), and 5G [1], [2].
Channel estimation is one of the key issues in OFDM
systems [3], [4], [5]. The pilot assisted estimation has lower
complexity and better performance and is widely used
in practical systems. Among the pilot assisted estimation
methods, minimum mean square error (MMSE) estimation
has the best performance, but its computational complexity
is much high [6]. To reduce the complexity, the simplified
MMSE estimation, called low-rank linear minimum mean
square error (LMMSE) estimation, is proposed in [7]. In
LMMSE estimation, statistic information about channel
frequency response (CFR) correlation and signal-to-noise
ratio (SNR) is required. When prior information about
channel statistics cannot be provided, the problem about how
to determine the statistic parameters in LMMSE estimation
should be solved. There are many methods dealing with this
problem, and it is hard to say which method is the best.
Manuscript received X X, 2019; revised X X, 2019.
Among those methods, the simplest one is to predeter-
mine the parameters in LMMSE estimation regardless of the
statistics of real channel. With the predetermined parameters,
LMMSE estimation will have robust performance in various
channel conditions [7]. To aquire statistic information of
wireless channel timely, many approaches have been proposed
to estimate the SNR and CFR correlation. The SNR can be
readily estimated, and the performance is close to the Cramer-
Rao lower bound (CRLB) at high SNR [8]. In contrast, the
estimation of CFR correlation is difficult, because it is not a
single parameter like SNR, but a function of frequency space.
CFR correlation can be either directly estimated or indi-
rectly obtained using the estimates of power delay profile
(PDP) [9], since CFR correlation and PDP are a Fourier trans-
form pair. CFR correlation can be directly estimated through
averaging over the correlation between the estimates of CFR
[10]. The performance can be improved by iteratively esti-
mating the noise variance and CFR correlation [11]. However,
this kind of method requires a large number of pilot symbols.
Otherwise, the estimation error of CFR correlation may cause
significant performance loss for LMMSE estimation. When the
coherence time is short or only a small number of pilots are
transmitted, the methods that obtain CFR correlation based on
PDP are better choices. One of such methods is proposed in
[12]. The authors utilize the sparsity of channel in time domain
for the estimation of CFR correlation. In fact, this method is
equivalent to estimating the PDP firstly and then applying FFT
on PDP to obtain CFR correlation. Furthermore, the estimation
of PDP can be simplified by using the approximate PDP. In
[13], PDP is determined by root-mean-squared (rms) delay and
maximum excess delay. A common problem in those indirect
CFR correlation estimation methods is that the employed PDP
model may mismatch the actual channel. The modeling error
will influence the overall channel estimation performance. The
methods for the estimation of CFR correlation have their own
suitable application conditions. But the real channel condition
cannot be predicted, and thus it is hard to choose between
those methods at the design phase.
In this paper, we try to enable the LMMSE estimator to
select the statistic parameters by itself. In this way, CFR cor-
relation obtained using different approaches can be compared
and then the most suitable one for the real channel is chosen
to perform LMMSE estimation. To this end, a novel scheme
to choose the statistic parameters within a parameter set for
LMMSE estimation is proposed. This scheme is based on
the fact that LMMSE estimation and MMSE interpolation
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2need the same channel statistic information, which can be
tested using MMSE interpolation before performing LMMSE
estimation. The performance of the parameter comparison
scheme is analyzed, and fuzzy bound is proposed to describe
the performance of the parameter comparison scheme. Fuzzy
bound indicates the minimum performance difference that the
scheme can distinguish at a certain confidence level. The
confidence level is represented by false comparison possibility
upper bound. Based on the parameter comparison scheme,
an enhanced LMMSE estimator with parameter comparison
ability is proposed. Then, the enhanced LMMSE estimation
is applied in OFDM systems which employ the block pilot
arrangement. To accomplish the research, the issues about
parameter set design and computational complexity analysis
are discussed. We design the set of parameter candidates under
two types of conditions. One is that prior information is avail-
able, and the other is that no prior information can be provided.
Besides, a simplified algorithm of much lower complexity is
proposed, and the simulation result shows that the performance
loss caused by the simplification is much small. Extensive
computer simulation experiments are conducted to verify the
theoretical analyses and performance of proposed estimator.
The comparison with the conventional LMMSE estimation
methods exhibits the superiority of the proposed estimator.
Notations: We use boldface small letters and capital letters
to denote vectors and matrices respectively. E [·], D [·], CN (·),
‖·‖2, and (·)−1 represent the expectation, the variance, the
complex Gaussian distribution, the Euclidean norm, and the
inversion, respectively. superscript T and H represent transpose
and Hermitian transpose respectively.
II. ENHANCED LMMSE ESTIMATION
In this section, a novel statistic parameter comparison
scheme is employed in LMMSE estimation to improve the
quality of statistic parameters used in the algorithm. First, we
introduce LMMSE estimation and MMSE interpolation. Then,
we interpret the parameter comparison scheme and analyze its
accuracy. Finally, an enhanced LMMSE estimation method is
described.
A. LMMSE Estimation and MMSE Interpolation
Consider that there is a sequence of stationary rough esti-
mates hˆLS to be filtered, which can be modelled as
hˆLS = h + n, (1)
where h contains the true value of the sequence and n is
a white complex Gaussian noise vector with variance σ2LS.
In channel estimation, hˆLS is the LS estimation of channel
response [7] and σ2LS is the mean square error (MSE) of LS
estimation. h is assumed to be normalized, i.e. E [hh∗] = 1,
where h is an arbitrary element in h. h is assumed to be
subject to zero mean complex Gaussian distribution, i.e. h ∼
CN (0, 1).
To eliminate the influence of noise, the correlation between
the elements of the sequence can be exploited in LMMSE
estimation [7]:
hˆLMMSE = Rhh
(
Rhh + σ
2
LSI
)−1
hˆLS, (2)
where Rhh is the autocorrelation matrix of h, and I is an
identity matrix.
We denote the ith element of h as hi. Through interpolat-
ing, the estimate of hi can be obtained using the rest elements
in hˆLS, and we use hˆiEx LS to represent the vector containing
those elements. The MMSE interpolation of hi using hˆiEx LS
is given by [14]
hˆi Int = rhihiEx
(
RhiExhiEx + σ
2
LSI
)−1
hˆiEx LS, (3)
where hiEx contains the true value of hˆiEx LS. rhihiEx is the
correlation matrix between hi and hiEx and RhiExhiEx is the
autocorrelation matrix of hiEx.
Both LMMSE estimation and MMSE interpolation require
noise variance and correlation information. We use θ ={
r (0) , r (1) , ..., r (K − 1) , σ2LS
}
to represent the vector that
contains those statistic parameters, where r (∆k) is the cor-
relation of h spaced by ∆k, i.e. r (∆k) = E
[
hk+∆k(hk)
∗].
With θ, the autocorrelation matrix Rhh required in LMMSE
estimation can be generated as
Rhh [i, j] =
{
r (i− j) , i ≥ j
(r (j − i))∗. i < j (4)
rhihiEx and RhiExhiEx are part of Rhh as shown in Fig. 1.
Therefore, with θ, LMMSE estimation and MMSE interpola-
tion can be performed on hˆLS. We use hˆLMMSE|θ and hˆi Int|θ
to represent the LMMSE estimation and MMSE interpolation
using the parameters in θ respectively.
hhR
K K
( )1 1K −
Exi ih h
r
Ex Exi ih h
R
ith column
ith row
hhR
K K
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Fig. 1. Sketch diagram showing that correlation matrices in MMSE interpo-
lation are part of autocorrelation matrix.
B. Parameter comparison scheme
Suppose that there is a set of parameter vectors Ω =
{θ1, ..., θN} to be compared. It is hard to directly determine
which parameter vector is closest to statistics of hˆLS, so we
evaluate the parameter vectors by the performance of MMSE
interpolations in which the corresponding parameter vector
is used. MSE is often used to evaluate the performance of
3interpolation. However, in practical systems, MSE cannot be
obtained, so we come up with a substitution for MSE, which
we call as sampled noise MSE. The sampled noise MSE for
θn is expressed as
ξn =
1
K
∑
k
∣∣∣hˆk Int|θn − hˆk LS∣∣∣2, (5)
where K is the dimension of h. hˆk Int|θn is MMSE in-
terpolation based on the parameters in θn and specifically
expressed as (3). The differences between the sampled noise
MSE and MSE lie in two aspects: first, MSE is the expectation
of estimation error and sampled noise MSE is the sample
average of estimation error; second, the true values are used
to calculate estimation error in MSE, while it is the rough
estimates in hˆLS that are used to calculate estimation error in
sampled noise MSE.
E
[∣∣∣hˆk Int − hˆk LS∣∣∣2] is derived in Appendix A and it
equals σ2MSE + σ
2
LS, where σ
2
MSE is the MSE of interpolation.
When K is big enough, ξ will approach σ2MSE + σ
2
LS. We call
σ2MSE +σ
2
LS as noise MSE, and thus we call ξ as sampled noise
MSE. For different interpolation methods, the value of noise
MSE is mainly determined by its MSE value, since σ2LS is the
value of LS estimation and not influenced by the interpolation
methods. Thus, the performance index ξ of a good parameter
vector tends to be lower than that of a bad one.
To select the best parameter vector from Ω, we first use the
vectors to perform MMSE interpolation respectively. Then,
we evaluate the performance of the interpolations using the
index ξn and the parameter vector θ∗ corresponding to the
best interpolation is seen as the most suitable one for filtering
hˆLS. The parameter comparison algorithm is illustrated in
Algorithm 1.
Algorithm 1 parameter comparison algorithm
Input:
The set of parameter vectors Ω, noisy sequence hˆLS;
Output:
The best parameter vector, θ∗;
1: for n = 1, 2, ..., N , do
2: sum = 0;
3: for k = 1, 2, ...,K, do
4: generate RhkhkEx , RhkExhkEx , SNR based on θn;
5: calculate err =
∣∣∣hˆk Int − hˆk LS∣∣∣2 according to (3);
6: sum = sum + err;
7: end for
8: ξn = sum/K;
9: end for
10: θ∗ = θi, i = arg
n
min ξn.
C. Fuzzy bound of parameter comparison
Since ξ is the sampled noise MSE, the value of ξ is random
and the evaluation index ξ of a good parameter vector may be
higher than that of a worse one. In that case, wrong comparison
result will be drawn. It is intuitive that wrong comparison
occurs at higher possibility when the MSE of the interpolations
using two parameter vectors are close. Thus, there exists an
MSE difference bound, and when the MSE difference of the
two interpolations is lower than the bound, the parameter
comparison scheme will be invalid. We call that bound as
fuzzy bound of parameter comparison. In the following part of
this Subsection, we will analyze the fuzzy bound theoretically.
Suppose that there are two parameter vectors θ1 and θ2 to be
compared for a certain noisy sequence hˆLS. We assume that for
this sequence, θ1 is better than θ2 and MSE of the interpolation
based on θ1 and θ2 are σ21 and σ
2
2 respectively, where σ
2
MSE1
is lower than σ2MSE2 and σ
2
MSE2 = σ
2
MSE1 + ∆MSE. Denote
the noise MSE of the interpolation based on θ1 and θ2 as
σ21 and σ
2
2respectively, i.e. σ
2
1 = σ
2
MSE1 + σ
2
LS and σ
2
2 =
σ2MSE2+σ
2
LS. Based on two assumptions, the false comparison
possibility ε is derived in Appendix B, and it is influenced by
two factors: length of sequence K and scaled performance
difference ∆MSE/σ22 . Let α = ∆MSE/σ
2
2 and the expression
of ε can be simplified as
ε = fFP (α,K)
= E [F ((1− α)X2K)] ,
(6)
where fFP (·) represents some function of two variables and
F (·) is the cumulative density function (CDF) of a random
variable. X2K denotes a random variable which is subject to
the chi-square distribution of 2K dimension.
We plot ε varied with α and K. From Fig. 2, we can see that
the false comparison possibility ε decreases with the increase
of α and κ. It confirms the intuitive fact that the accuracy of
parameter comparison will get higher with the increase of se-
quence length and parameters’ performance difference. From
this figure, two basic properties of the parameter comparison
scheme can be deduced: when the sequence length is too small,
the parameter comparison scheme cannot be applied; there
are mainly three factors affecting the accuracy of parameter
comparison: the length of sequence, performance difference
and noise variance.
Sequence length
Sc
al
ed
 p
er
fo
rm
an
ce
 d
iff
er
en
ce
 
 
260 460 660
0.2
0.3
0.1
0.3
0.4
Fig. 2. Error possibility varied with the sequence length K and the scaled
performance difference α.
We define fuzzy bound as the scaled performance difference
α when false comparison possibility equals ε0, and denote it as
4Bε0 . When the sequence length is given, fuzzy bound Bε0 can
be predicted using (6). Fuzzy bound describes the minimum
performance difference with a false comparison possibility
lower than ε0 guaranteed. It reflects the distinguishing ability
of parameter comparison scheme and can be regarded as the
resolution of parameter comparison. Higher resolution stands
for better comparison scheme.
The parameter comparison scheme will always bring per-
formance promotion for LMMSE estimation on the average,
although wrong comparison may frequently occur. This claim
is demonstrates as following. We assume that performance
differences of the parameter vectors are above the fuzzy
bound. Then, the inequality holds that ∆ ≥ Bε0 (2 ∗ ε0 − 1),
where ∆ represents the average of scaled performance change.
ε0 < fFP (0, 1) = 0.5. Thus, ε0 < 0.5 always holds, and thus
∆ is always negative. The decrease of MSE means the increase
of performance. Therefore, the parameter comparison scheme
will always bring performance promotion on the average
sense. The performance promotion is finally determined by the
quality of parameter vectors in the parameter set. The better
performance that the parameter vectors may have, the more
performance promotion the proposed method can provide.
To display an example of fuzzy bound curve, we simply
choose ε0 = 0.25. Then, we plot B0.25 varied with K. From
Fig. 3, we can see that α is below 0.1 when the sequence
length comes to 165. It shows that when the sequence length
is above 165, the parameter comparison scheme has relatively
high resolution.
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Fig. 3. Fuzzy bound varied with the sequence length.
D. LMMSE Estimator with parameter comparison
With prior information about the statistics of the sequence
hˆLS, parameters in LMMSE algorithm can be determined
directly. But prior information may mismatch the real situ-
ations, and to avoid the mismatch problem, the parameters
can be obtained timely by estimation. However, when the
data is limited, the estimation error of parameters may cause
significant performance loss. In that case, robust parameters
are good choice. These methods have their own suitable
Parameter 
comparison 
algorithm
LMMSE 
algorithm
Generate
,SNR
LShˆ LMMSEhˆ
hhR
*θ
Fig. 4. The sketch diagram of proposed LMMSE estimator with parameter
comparison.
application conditions. However, the application conditions are
normally hard to predict, and thus it is difficult to determine
which method is better during the design of practical systems.
In stead of choosing a method in advance, the parameter vector
set Ω that contains the statistic parameters derived through
different approaches, can be prepared for selection.
After the rough estimates is obtained, the estimator first
compares the candidates in Ω with the proposed parameter
comparison algorithm. After the most suitable parameter θ∗
vector for the sequence hˆLS is selected, the autocorrelation
matrix Rhh are then generated based on θ∗. With Rhh and
SNR value, LMMSE algorithm can be performed to filter the
noisy sequence. The estimator structure is shown in Fig. 4.
From 4, we can see that using the noise sequence itself
can test the quality of statistic parameters in the filtering
algorithm, since the correlation and noise variance information
is already contained in the noisy sequence. When the data
amount of the sequence is above 165, as explained in Section
II-C, the implicit statistic property of the noisy sequence can
be exploited to examine the statistic parameters using our
parameter comparison algorithm. With parameter comparison
ability, the estimator can select the best statistic parameters
derived through different approaches. The performance of
LMMSE estimation therefore can be promoted through the
additional parameter comparison operation.
III. ENHANCED LMMSE ESTIMATOR FOR OFDM
SYSTEMS
Many approaches have been proposed to determine the
statistic parameters required in LMMSE estimation for OFDM
systems. Instead of choosing one of those methods, we use
those methods to generate different correlation vectors and
then, through the parameter comparison algorithm, the en-
hanced LMMSE estimator selects the best parameter vector.
Since SNR can be readily obtained in most OFDM systems,
we simply assume it is known in this paper. So the enhanced
LMMSE estimator for OFDM systems is designed to select
correlation parameters. In this paper, the OFMD systems with
block pilot arrangement is investigated, and thus correlation
in frequency domain is exploited in LMMSE estimation. In
this section, we first introduce the system model. Following
that, the enhanced LMMSE estimator for OFDM system is
5illustrated. At last, the design of parameter set is explained in
detail.
A. System Model
We consider OFDM systems under wide-sense stationary
uncorrelated scattering (WSSUS) channel condition. The chan-
nel impulse response (CIR) is assumed to be constant during
one OFDM symbol. The length of the cyclic prefix (CP)
is assumed to be larger than the channel length. Therefore,
the inter-carrier interference (ICI) caused by Doppler shift
and inter-symbol interference caused by large delay are not
considered in this paper. When the time and frequency syn-
chronization are accurate, the received signal after CP remove
and DFT operation can be written as
y = Xhf + z, (7)
where X = diag{x1, ..., xK} is a diagonal matrix contain-
ing the transmitted signal. hf = [hf1, ..., h
f
K ]
T denotes the
channel frequency fading vector, and it is assumed to obey
the complex Gaussian distribution, i.e. hf∼CN (0,Rhfhf ).
z = [z1, ..., zK ]
T is the white Gaussian noise vector, i.e.
z∼CN (0, σ2nI), where I denotes the identity matrix and σ2n
is variance of noise. z is independent of hf .
In practical systems, symbol timing offset (STO) and carrier
frequency offset (CFO) may exist. When STO is present, the
received signal would be [15]
yk = xkh
f
ke
− j2pikθK + zk, (8)
where θ is the timing error. The value of θ is normally negative
and the timing point is within CP. Let h˜fk = h
f
ke
− j2pikθK be the
effective CFR. The correlation of effective CFR will be
r˜f (∆k) = E
[
h˜fk+∆k
(
h˜fk
)∗]
= E
[
hfk+∆ke
− j2pi(k+∆k)θK
(
hfke
− j2pikθK
)∗]
= e−
j2piθ(k+∆k−k)
K E
[
hfk+∆k
(
hfk
)∗]
= e−
j2piθ∆k
K rf (∆k) ,
(9)
where rf (∆k) represents the correlation of real CFR. We
can see that STO causes accumulated phase shifts among
the subcarriers. The effective correlation will change as well.
Therefore, the statistic property of effective CFR will be
different from the real CFR.
When CFO is present, the received signal can be modelled
as
yk = xkh
f
ke
φ + z˜k, (10)
where φ denotes the common phase rotation on the CFR of
the mth OFDM symbol. n˜k = nICIk + nk represents the
effective noise, where nICIk stands for the ICI caused CFO and
is normally assumed to be white Gaussian noise. Therefore,
n˜k still obeys complex Gaussian distribution and has higher
variance compared with nk. The correlation of effective CFR
is
r˜f (∆k) = E
[
h˜fk+∆k
(
h˜fk
)∗]
= E
[
hfk+∆ke
−φ(hfke−φ)∗]
= e−φeφE
[
hfk+∆k
(
hfk
)∗]
= rf (∆k) .
(11)
The effective correlation equals the real correlation. Thus,
unlike STO, CFO will not influence the statistic property of
CFR.
B. Enhanced LMMSE estimator for OFDM
In OFDM systems with the block pilot arrangement, the
whole tones in a pilot symbol are used to estimate the CFR.
The LS estimation of CFR is simple and can be expressed as
hˆfLS = X
−1y. (12)
We assume the pilot symbols are normalized. According to
(2), the LMMSE estimation for the considered OFDM systems
is
hˆfLMMSE = Rhfhf
(
Rhfhf + σ
2
nI
)−1
hˆfLS. (13)
The LMMSE estimation in such OFDM system can be re-
garded as a filter which smooths out a noisy sequence of length
K. In most OFDM systems, the number of subcarriers per
symbol is normally 200 or more, so our proposed enhanced
LMMSE estimation can be applied.
Referring to the estimator structure in Fig. 4, the es-
timator for OFDM systems can be directly designed. We
only consider the selection of correlation, so the noise vari-
ance should be excluded from the parameter vector θ. To
distinguish from the parameter vector in Section II-A, we
change the denotation of the parameter vector and denote
rf as the parameter vector containing correlation only, i.e.
rf =
{
rf (0) , rf (1) , ..., rf (K − 1)}. It is also called as the
CFR correlation vector. Therefore, the parameter set would
be Ω =
{
rf1, r
f
2, ..., r
f
N
}
. The structure of enhanced LMMSE
estimator for OFDM is shown in Fig. 5.
After enabling the estimator with parameter selection, we
consider the design of parameter set. A good parameter set is
crucial for the promotion of performance in our proposed esti-
mator. There are many approaches to determine the correlation
of CFR, and the obtained correlation varies a lot with different
approaches. Some methods predetermine the correlation which
has robust performance under common channel conditions,
some methods estimate the correlation timely and some meth-
ods obtain the CFR correlation through the estimation of PDP.
The derived CFR correlation through these methods can be
divided into two types. One type is the robust correlation
[7]. With the robust correlation, LMMSE estimation can be
applied under wide range of channel conditions regardless of
the real correlation. But the performance improvement over
LS estimation is limited. The other type is the approximation
of real correlation. With this kind of correlation, LMMSE
estimation can achieve good performance when the employed
correlation is close to real value, but the performance may
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decrease sharply when there are difference between the real
correlation and the used one. These methods have their own
suitable channel conditions and it is hard to say which one
is the best before the system is put into use. A good design
of parameter set is to contain the two types correlation. In
this way, the enhanced estimator can explore for performance
promotion as much as possible, and meanwhile an acceptable
performance is guaranteed. In the next subsection, we will
illustrate the design of parameter set in detail.
C. Parameter set design
We consider the design of parameter set under mainly two
kinds of application scenarios: one is that information about
CFR correlation can be provided through measurement, and
the other is that no prior information is known. When the
systems will used in changeless environments, such as in
apartments, the CFR correlation is relatively stable. After
channel measurement, the correlation vectors that achieve
good performance frequently can be derived through the
analysis of the measurement data. Those correlation vectors
can be used to construct the parameter set Ω. To avoid huge
performance degradation under unexpected channel condi-
tions, robust correlation should be added into the parameter
set as well. A most used robust correlation is the fast Fourier
transform (FFT) of a uniform PDP. The PDP is described in
(14).
Γ (τ) =

1
τmax
, τ ≤ τmax
0, τ > τmax
(14)
where τmax represents the possible maximum delay. It is often
set as the length of CP.
Note that STO influences the effective correlation. In
the LMMSE estimation algorithm, the effective correlation
r˜f (∆k) should be used rather than rf (∆k) [15]. Therefore,
STO should be considered in the design of parameter set.
Denote r˜fθ as the effective correlation vector under θ timing
offset. r˜fθ for all possible STO value can be added into Ω.
However, Ω will be too large, if r˜fθ for all the possible STO are
included. An alternative method is to incorporate the statistics
of STO into the CFR correlation [15]:
rf (∆k) = rf (∆k)E
[
e−
j2pi∆kθ
K
]
, (15)
where
E
[
e−
j2pi∆kθ
K
]
=
∑
θ
p (θ) e−
j2pi∆kθ
N .
Denote rf as the vector containing rf (∆k). With rf,
LMMSE estimation can achieve robust performance under
different STO. Ω containing r˜fθ for typical STO and r
f is a
good parameter set given consideration to performance and
complexity.
In some application scenarios, the environment where sys-
tems will be used is unpredictable. Prior information about
channel statistics is hard to provide for such systems. In
that case, to obtain the approximation of real correlation,
timely estimation methods should be adopted. However, the
correlation estimation accuracy is influenced by many factors,
and the correlation estimation result may be unacceptable
when the variance of noise is extremely high and/or the
pilot tones used to estimate the correlation are few. If the
estimated correlation differs significantly from the true value,
the performance of LMMSE estimation will degrade hugely.
The estimated correlation can be replaced by robust correlation
when the channel condition is bad. Therefore, the Ω consti-
tuted of estimated correlation vectors and robust correlation is
a good parameter set when no prior information about CFR
correlation is known.
In fact, the robust correlation is based on a coarse assump-
tion about the maximum delay, which is normally set as the
CP length. If the maximum delay is known to be shorter than
half of CP length, the robust correlation can be designed as
the FFT of the PDP which is uniform within [0, ...,KCP/2],
where KCP is the length of CP. The performance of LMMSE
estimation will be improved with the new correlation. Based
on this property, Ω can be simply constituted of the robust
correlation designed under different maximum delay assump-
tions. Here, STO can be considered in the design of Ω as well,
and r˜fθ for typical STO can be added into Ω.
IV. CONSIDERATION ON COMPLEXITY
The computational complexity of the proposed estimator
mainly depends on the number of correlation candidates
N , and computing resource consumption is focused on the
calculation of evaluation indexes for the correlation candidates.
The computational complexity of the index calculation module
is O (NK(K − 1)3). It is comparable to the complexity of
performing KN times (K − 1)-order LMMSE estimation.
72X
1X
X
Fig. 6. Sketch diagram for the pilot symbol division.
To reduce the complexity of proposed estimator, cutting
down the number of correlation candidates is the most effective
approach. But it also leads to the decrease of overall channel
estimation performance. Therefore, determining the number of
correlation candidates is a trade-off between performance and
computational complexity. We would adopt a parameter set of
modest size.
Another approach to reduce the complexity is to simplify the
calculation of the evaluation index. The kernel of evaluation
index is to calculate the difference between the interpolation
value and LS estimates. In (3), to calculate the interpolation,
all the pilot tones except the interpolated one are used. Besides,
the pilot tones for different interpolation always change. As a
result, there are K times K − 1-order square matrix inversion
in the computation of a evaluation index. In fact, to obtain the
interpolation hˆk Int in (5), (3) is not the only approach. For the
sake of reducing complexity, the number of pilot tones used
in interpolation can be reduced, and the same pilot tones can
be used to calculate the interpolation of different subcarriers’
channel fading. To this end, we design an alternative algorithm
to calculate the evaluation index.
First, we separate the subcarriers in one pilot symbol into
two groups. To guarantee good performance of interpolation,
the subcarriers between the two group should be adjacent. So
we adopt an scheme that the subcarriers of the two group
are uniformly spaced as shown in Fig. 6. We denote the pilot
signal of the two group as X1 and X2 respectively. Similarly,
we use h1 and h2 to represent the CFR of X1 and X2
respectively. y1 and y2 are the received signal of X1 and
X2, i.e.
y1 = X1h1 + z1
y2 = X2h2 + z2,
(16)
where z1 and z2 stand for noise vectors.
We use pilot tones in X1 to calculate the interpolations of
channel fading in h2 and pilot tones in X2 to calculate the
interpolations of channel fading in h1. Then, the evaluation
index will be
ξ =
1
K
(∥∥∥hˆ1 Int − hˆ1 LS∥∥∥2
2
+
∥∥∥hˆ2 Int − hˆ2 LS∥∥∥2
2
)
, (17)
where hˆ1 Int and hˆ2 Int are expressed as following:
hˆ1 Int = Rh1h2
(
Rh2h2 + σ
2
nI
)−1
hˆ2 LS,
hˆ2 Int = Rh2h1
(
Rh1h1 + σ
2
nI
)−1
hˆ1 LS,
where Rh1h2 is the correlation matrix between h1 and h2
and Rh2h2 is the autocorrelation matrix of h2. Rh2h1 and
TABLE I
SYSTEM PARAMETERS
Number of subcarriers 512 CP length 128
Channel models [16]
Office B Sample time 0.1µs
Pedestrian A Symbol period 64µs
Pedestrian B Carrier frequency 900MHz
Rh1h1 are the correlation matrix between h2 and h1 and the
autocorrelation matrix of h1, respectively. hˆ1 LS and hˆ2 LS
are the LS estimation of h1 and h2 respectively.
In this algorithm, there are only two K/2-order square
matrix inversions for the calculation of each evaluation index.
We can see that the complexity of algorithm is reduced
significantly. However, the parameter comparison accuracy of
our proposed estimator will be influenced. In this algorithm,
the performance difference of the same two correlation vectors
will get smaller due to the decrease of pilot tones and increase
of pilot space. The shrink of performance difference will cause
the decrease of parameter comparison accuracy.
To reduce the complexity further, the pilot symbol can be
divided into three or more groups. In this way, the order
of square matrix inversion can be further reduced. But the
reduction of complexity will be small, meanwhile the pa-
rameter comparison accuracy will decrease correspondingly.
Our proposed division scheme is a good compromise between
computational complexity and performance.
V. SIMULATIONS RESULTS AND ANALYSIS
We conducted simulation experiments to verify our theoret-
ical analyses and the performance of the proposed estimator.
We built an OFDM simulation system, in which the channel
coefficients are based on the models from ITU Recommen-
dation [16]. Slow fading channel models, such as Office B,
are mainly used, since we employ a block pilot arrangement
for the OFDM system. The system parameters are shown in
Table I and the channel parameters are shown in Table II. The
research work in this paper is focused on channel estimation,
and thus only the pilot symbols are transmitted in the simula-
tions. The time interval between the pilot symbols is normally
long in practical systems, so we assume that the CFR of
different pilot symbols is independent. Moreover, we consider
the extreme scenario that only one pilot symbol is available
in one transmission and the channel model changes randomly
at the next transmission. But during one transmission, CIR is
constant. In practical systems, the direct current (DC) carrier
and carriers at the edges of the spectrum are normally set null.
Therefore, we introduce virtual carriers in simulations, and the
number of available carriers K is 408 without statement.
To verify the theoretical expression of false comparison
possibility ε formulated in (6), we conduct an experiment
to compare the theoretical result with the numerical result
obtained from the simulated system. In the simulation exper-
iment, Ω contains the correlation vectors for Office B and
Pedestrian B, and the channel model in the simulated system
is Office B. Therefore, if the correlation vector for Pedestrian
B is chosen by the parameter comparison algorithm, false
comparison occurs and the frequency of false comparison is
8TABLE II
CHANNEL PARAMETERS
Tap 1 2 3 4 5 6
Office B
Delay
(ns) 0 100 200 300 500 700
Power
(dB) 0 -3.6 -7.2 -10.8 -18.0 -25.5
Pedestrian A
Delay
(ns) 0 110 190 410 - -
Power
(dB) 0 -9.7 -19.2 -22.8 - -
Pedestrian B
Delay
(ns) 0 200 800 1200 2300 3700
Power
(dB) 0 -0.9 -4.9 -8.0 -7.8 -23.9
the simulated result ε. On the other hand, by substituting the
value of α and K into (6), the theoretical value of ε can be
obtained. We simulate ε in the OFDM system under a SNR
range from 0 dB to 8dB, since different number of α can
be simulated by adjusting the value of SNR. The number of
available carriers per symbol K is set as 160. The simulation
result is displayed in Fig. 7. We can see that the theoretical
result is close to the simulated result when the value of α is
high, but these two results have relatively big difference when
the value of α is small. This difference mainly results from
the two assumptions in the deduction of ε. This simulation
result verifies our theoretical analysis about the accuracy of
parameter comparison scheme to a certain degree. Although
the theoretical result is not that accurate, the prediction of ε
using (6) is effective, since the theoretical result can be used
as the upper bound of false comparison possibility.
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Fig. 7. Error possibility varied with usable subcarriers under different SNR.
To examine the performance loss of the proposed simplified
algorithm, we compared the accuracy of parameter selection
using (5) with that using (17). We simulate the error possibility
varied with usable subcarriers K by setting different number of
null carriers at the edges of the spectrum. From Fig. 8, we can
see that the parameter comparison accuracy of the simplified
algorithm is a little worse than original one. But when param-
eter comparison accuracy decrease is within an small range,
the performance loss of the enhanced LMMSE estimator is
negligible. Therefore, the complexity can be reduced without
much performance loss using (17) to calculate the evaluation
indexes. In the following simulations, we replace (5) with (17)
in the parameter comparison algorithm. From Fig. 8, we can
also see that when usable subcarriers exceeds 200, the error
possibility is below 0.05 even at low SNR. It shows that the
proposed parameter comparison scheme can select the right
correlation vector at high possibility, since the number of
usable subcarriers is normally above 200 in practical systems.
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Fig. 8. Error possibility varied with usable subcarriers under different SNR.
Then, we investigated the overall estimation performance
of the proposed estimator. In Section III-C, we have described
the design of parameter set for different kinds of application
scenarios. Therefore, we conducted a simulation experiment
for each application scenario. There are four scenarios con-
sidered: prior information about channel statistics is known;
STO is present and prior information about channel and
STO statistics is known; no prior information is known, but
stationary period of channel is long; no prior information is
known, and stationary period of channel is extremely short,
which equals symbol period.
In the simulation experiment for the first application sce-
nario, we employ two kind of parameter sets in the proposed
estimator: complete Ω and incomplete Ω. For complete Ω, we
assume that the possible CFR correlation is all known. As
explained in Section III-C, Ω should contain typical correla-
tion vectors and one robust correlation vector. Therefore, the
complete Ω contains three correlation vectors which are based
on the PDP of the channel models and one robust correlation
vector which is based on the PDP of (14). The incomplete
Ω contains correlation vectors for Pedestrian A and Office B
and the robust correlation vector. The incomplete Ω stands
for the situation that not all of the possible CFR correlation
is known. From Fig. 9, we can see that the performance
of proposed LMMSE estimation is close to that of accurate
LMMSE estimation with all possible CFR correlation known.
However, when Ω is not complete (missing the correlation
vector for Pedestrian B), the performance of proposed method
degrades but is still better than the robust LMMSE estima-
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Fig. 9. The MSE performance of proposed estimation method with complete
and incomplete Ω, LS estimation, and LMMSE estimation with accurate
correlation information under different SNR.
tion. The simulation result exhibits that the performance of
LMMSE estimation can be improved greatly through selecting
the suitable correlation vector, and the promotion will be
greater when more information about the CFR correlation is
known. This simulation experiment is an ideal case for the
practical systems. In practical systems, what Ω contains are the
approximate correlation vectors for the real channel. Although
the practical performance of proposed estimator may be worse
than the simulation result, the significant performance pro-
motion brought by parameter comparison scheme still exists
in the practical systems. This property can be verified by
the simulation of incomplete Ω. Because incomplete Ω does
not contain all the accurate correlation, and this condition is
similar with the practical cases.
Then, we investigate the performance of proposed method
for the second scenario. We assume that the STO has equal
probability within [−10,−9, ..., 0]. The STO also exists in the
following simulation experiments. We simulate the proposed
method with three kinds of Ω: Ω1 contains rfi for the three
models, r¯fi,θ for all STO values and r
f
i calculated based on
the assumed possibility distribution of STO; Ω2 contains rfi,
r¯fi,θ for STO values from −5 to −1 and rfi; Ω3 only contains
rfi. From Fig. 10, we can see that with more r¯
f
θ for specific
STO values, the proposed method achieves better performance
and approaches that of LMMSE estimation using accurate
effective correlation when Ω contains r¯fθ for all STO values.
This simulation result shows that the proposed estimator can
also cope with the practical factors like STO, if these factors
are considered in the design of the parameter set.
To demonstrate the performance of propoposed estimator
under the third scenario, we simulated the system under
different stationary periods. In the simulations above, the
channel model changes randomly at each transmission. But
in this simulation, we assume that the CFR correlation stays
the same within one stationary period, and changes when the
transmission time exceeds the stationary period. We use the
number M = TC/TS to indicate the stationary period, where
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Fig. 10. The MSE performance of proposed estimation method with three
kinds of Ω, LS estimation, LMMSE estimation with accurate effective
correlation under different SNR with STO present.
TC is the stationary period and TS is the symbol period.
The stationary period is assumed to be known. The parameter
set is constituted of the estimated correlation vector and the
robust correlation vector. We choose the approach that is
based on approximate PDP to estimate the CFR correlation.
The approximate PDP is a uniform model [17]. We employ
the threshold based method proposed in [18] to estimate the
scattered pathes, and then determine the delay of fisrt path τ0
and the maximum delay τmax. The threshold can be expressed
as
λ =
√
2
MK
∑
m
∑
k
hˆtk,m
(
hˆtk,m
)∗
, (18)
where hˆtk,m represents the estimates of channel impulse re-
ponse (CIR) at the kth sampled time in the mth OFDM
symbol. SNR is set to 0 dB. In Fig. 11, the average MSE
performance of LMMSE estimation with estimated correla-
tion, robust correlation and selected correlation respectively is
displayed. We can see that when stationary period is extremely
short, the average MSE of proposed estimator is close to that
of robust LMMSE. In fact, the MSE performance of LMMSE
estimation with estimated correlation is not stable. In one
transmission, its performance may be better or worse than
that of the robust LMMSE. When the pilot symbols used
for the estimation of correlation is few, the performance of
LMMSE estimation with the estimated correlation is always
worse than the robust LMMSE estimation, and the estimated
correlation would not be selected in the proposed estimator.
Therefore, the average MSE of proposed estimator and robust
LMMSE will be the same. With the growing of stationary
period, the performance of LMMSE estimation with estimated
CFR correlation will be better than robust LMMSE more
frequently. Thus, the average MSE of LMMSE estimation
with estimated CFR gradually exceeds that of robust LMMSE
with the increase of stationary period. Meanwhile, the average
MSE of the proposed estimator decreases correspondingly.
This phenomenon is illustrated in Fig. 12. It is the record
of MSE at every transmission, when stationary period is
10
1 5 9 12
10
-2
10
-1
10
0
Stationary period M
M
S
E
 
 
LMMSE estimation with robust correlation
LMMSE estimation with estimated correlation
Proposed method
Fig. 11. The average MSE performance of LMMSE estimation with estimated
correlation, robust LMMSE and the proposed estimator under different SNR.
0 40 80 100
0
0.2
0.4
0.5
Simulation ordinal number	
M
S
E
 
 
LMMSE estimation with robust correlation
LMMSE estimation with estimated correlation
Proposed method
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estimation with estimated correlation, robust LMMSE and the proposed
estimator under M = 8.
8. We can see that the MSE of LMMSE estimation with
estimated correlation jumps between two main intervals, and
the proposed estimator always achieves the better performance
between the two conventional LMMSE estimation methods.
Therefore, our proposed estimator has the lowest average
MSE.
Under the fourth scenario, it is difficult to obtain usable
CFR correlation timely. The parameters of LMMSE estimation
should be determined in advance. Therefore, the parameter set
is constituted of correlation vectors based on the PDP in (14)
with τmax set to KCP, KCP/4 and KCP/16 respectively and
r¯fi,θ for STO values from −5 to −1. We simulated the proposed
estimation under different SNR. In Fig. 13, the first correlation,
second correlation and third correlation are FFT of PDP with
τmax set to KCP, KCP/4 and KCP/16 respectively. We can
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Fig. 13. The MSE performance of proposed estimation method, and LMMSE
estimation with τmax set to KCP, KCP/4 and KCP/16 under different SNR
with STO present.
see that although there is no prior information about channel
and the channel condition is harsh, the proposed estimator
can still improve the estimation performance significantly.
Without the parameter comparison scheme, only the robust
correlation can be used under such channel condition, although
its performance is not good. The LMMSE estimation with
τmax set to KCP/16 may have much better performance
if the real maximum delay is below KCP/16, but it has
the worst performance, since the maximum delay is above
KCP/16 in the simulation. This phenomenon exhibits the
common problem for some of conventional methods: when the
channel assumptions mismatch the real channel, these methods
may suffer huge performance degradation. With the parameter
comparison scheme, this problem can be well solved.
VI. CONCLUSIONS
In this paper, we present an enhanced LMMSE estima-
tor based on a novel parameter comparison scheme. The
analysis results show that the parameter comparison scheme
can always promote the average performance of LMMSE
estimation. The false comparison possibility is deduced in
a closed form, and thus the parameter comparison accuracy
is predictable when the length of sequence is given. The
proposed LMMSE estimator is then applied in OFDM systems
with the block pilot arrangement. To this end, we designed a
LMMSE estimator capable of selecting CFR correlation. We
also illustrated the design of the parameter set under two types
of conditions: prior information about channel is known; there
is no prior information available. Besides, we investigated the
computational complexity of proposed estimator and propose
an estimator with much lower complexity. Simulation results
verify our theoretical analysis and the performance of the
proposed estimator. The simplified algorithm has been com-
pared with the original proposed estimator, and the simulation
result shows that the performance loss caused by the sim-
plification of calculation is slight. The comparison between
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our proposed estimator and the traditional ones exhibits the
significant performance promotion brought by the proposed
parameter comparison scheme. The simulation experiments in
which STO is considered exhibits the proposed estimator’s
adaptability for practical systems.
APPENDIX A
DEDUCTION OF E
[∣∣∣hˆk Int − hˆk LS∣∣∣2]
E
[∣∣∣hˆk Int − hˆk LS∣∣∣2]
= E
[(
hˆk Int − hˆk LS
)(
hˆk Int − hˆk LS
)∗]
= E
[(
hˆk Int − hk − nk
)(
hˆk Int − hk − nk
)∗]
= E
[(
hˆk Int − hk
)(
hˆk Int − hk
)∗]
−E
[(
hˆk Int − hk
)
(nk)
∗
]
−E
[(
hˆk Int − hk
)∗
nk
]
+ E
[
nk(nk)
∗]
,
where nk is the kth element of white noise vector n
and independent of any other random variables. hˆk LS is
not used in hˆk Int, so nk is independent of hˆk Int. Thus,
E
[(
hˆk Int − hk
)∗
nk
]
= 0 and E
[(
hˆk Int − hk
)
(nk)
∗
]
= 0.
The above formula can be simplified as
E
[∣∣∣hˆk Int − hˆk LS∣∣∣2]
= E
[(
hˆk Int − hk
)(
hˆk Int − hk
)∗]
+E
[
nk(nk)
∗]
= σ2MSE + σ
2
LS,
where σ2MSE represents the MSE of interpolation.
APPENDIX B
POSSIBILITY OF FALSE COMPARISON
E
[
hˆk Int − hˆk LS
]
= E
[
hˆk Int
]
− E
[
hˆk LS
]
= E
[
rhkhkEx
(
RhkExhkEx + σ
2
LSI
)−1
hˆkEx LS
]
− (E [hk] + E [nk])
= rhkhkEx
(
RhkExhkEx + σ
2
LSI
)−1
(E [hkEx] + E [nkEx])
= 0.
The expectation of
(
hˆk Int − hˆk LS
)
is 0, so the vari-
ance of
(
hˆk Int − hˆk LS
)
equals its autocorrelation derived
in Appendix A, i.e. D
[
hˆk Int − hˆk LS
]
= σ2MSE + σ
2
LS.
Since the linear combination of complex Gaussian random
is also complex Gaussian random and the random variables
in
(
hˆk Int − hˆk LS
)
are all complex Gaussian variables,(
hˆk Int − hˆk LS
)
is subject to complex Gaussian distribution,
i.e.
(
hˆk Int − hˆk LS
)
∼ CN (0, σ2MSE + σ2LS).
Denote the evaluation index of θ1 and θ2 as ξ1 and ξ2
respectively. With the assumption that the interpolations’ noise
MSE using θ1 and θ2 are σ21 and σ
2
2 respectively, it can be
easily derived that
(
hˆk Int|θ1 − hˆk LS
)
∼ CN (0, σ21) and(
hˆk Int|θ2 − hˆk LS
)
∼ CN (0, σ22).
For simplification, we make two assumptions: first,(
hˆk1 Int − hˆk1 LS
)
is independent of
(
hˆk2 Int − hˆk2 LS
)
,
when k1 6= k2; second, ξ1 is independent of ξ2.
Under the first assumption, the scaled indexes 2Kξ1/σ21
and 2Kξ2/σ22 are both subject to the chi-square distribution
χ2 (2K). Let κ = 2K be the dimension of the chi-square
distribution, and the possibility distribution function (PDF) of
ξ1 is
p1 (x) =
κ
σ21
pχ2κ
(
κx
σ21
)
where pχ2κ (·) is the possibility density function of χ2 (κ). The
PDF of ξ2 is
p2 (x) =
κ
σ22
pχ2κ
(
κx
σ22
)
False comparison occurs when ξ1 ≥ ξ2, so the false
comparison possibility is ε = P (ξ1 ≥ ξ2). Assume that
p (x1, x2) is the joint PDF of ξ1 and ξ2, ε can be expressed as
ε =
∫∞
0
∫ x1
0
p (x1, x2)dx1dx2. Under the second assumption,
p (x1, x2) = p1 (x1) · p2 (x2). Therefore, the expression of ε
can be transformed as
ε =
∫ ∞
0
p1 (x1)
∫ x1
0
p2 (x2) dx1dx2
=
∫ ∞
0
κ
σ21
Pχ2κ
(
κx1
σ21
)∫ x1
0
κ
σ22
Pχ2κ
(
κx2
σ22
)
dx2dx1
ζ2=
κx2
σ22=
∫ ∞
0
κ
σ21
Pχ2κ
(
κx1
σ21
)∫ κx1
σ22
0
Pχ2κ (ζ2) dζ2dx1
=
∫ ∞
0
κ
σ21
Pχ2κ
(
κx1
σ21
)
Fχ2κ
(
κx1
σ22
)
dx1
ς1=
κx1
σ21=
∫ ∞
0
Pχ2κ (ς1)Fχ2κ
(
σ21
σ22
ς1
)
dς1
=
∫ ∞
0
Fχ2κ
((
1− ∆MSE
σ22
)
ς1
)
Pχ2κ (ς1)dς1
where Fχ2κ (·) is the CDF of χ2 (κ).
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