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論文概要
自動運転の際の危険察知や、現実空間を仮想環境に構築するといった Virtual Realityの
分野の技術等において疎な点群に対する Semantic Segmentationの精度は重要な問題であ
る。点群を画像やボクセルに変換することで点群を処理する手法はいくつかあるが，点群の
細かな凹凸情報を失ってしまう他，計算コストが大きいという問題点があった．また，点群
を直接処理する手法は，密な点群に対しては精度がいいものの，疎な点群に対しては精度が
落ちてしまう．
そこで，本論文では疎な点群に対する Semantic Segmentationの精度を高める手法を提
案する．本手法では，複数フレームを用いることで，ベースモデルの出力結果の修正を可能
にする．Intersection over Union(IoU)を評価指標として，提案手法によりベースモデルの
出力を修正したことを示し，定性的評価によって，実際に出力がどのように修正されたかを
示す．
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第 1章
導入
1.1 背景
昨今，自動運転や Virutual Reality(以後，VR)などの分野において Light Detection and
Ranging(以後，LiDAR)と呼ばれる，レーザー光を走査しながら対象物に照射してその散
乱や反射光を観測することで，対象物までの距離を計測したり対象物の性質を特定したりす
る光センサー技術が注目を浴びている．
自動運転において，図 1.1 に示すような LiDAR によって取得された点群は前方の車や
歩行者，障害物などの物体検出に用いられる．点群ではなく RGB画像を Deep Lerningに
よって処理することで，人間と同程度の物体検出の性能を出すことができるが，RGB画像
は環境光の影響を受けやすく，暗めの画像，つまり夜の画像やトンネル内の画像などを処理
しようとすると物体検出の性能は著しく低下する．一方，点群は環境光の影響を受けないた
め，明暗が様々に変化する環境下の物体検出には最適である．また，LiDARにより，セン
サーから各点までの距離を点群と同時に取得することが可能なため，RGB画像では困難な
車体と物体との距離を計測することも可能である．
VRの分野でも点群は注目されている．特に，仮想空間に現実空間を再現する取り組みが
あり，LiDARにより取得された点群をもとに仮想空間内のオブジェクトを構築するといっ
た形で利用されている．その際には，仮想空間内のオブジェクトの意味を理解するために点
群に対して Semantic Segmentationを行う必要がある．
上記のことからわかるように，点群に対する処理は重要な問題である．昨今，Deep
Learningを用いて点群を直接処理する手法 [14, 15]はいくつか提案されており，物体検出
や Segmentation，クラス分類などのタスクにおいて高い精度を出している．しかし，これ
らの手法は図 1.2に示すような密な点群に対する手法であり，図 1.1に示すような疎な点群
に対しての性能は芳しくない．密な点群は点と点との距離が短く，オブジェクト 1つ当たり
の点の数が多い．一方で，疎な点群は点と点との距離が長く，オブジェクト 1つ当たりの点
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図 1.1: LiDARにより取得された疎な点群．Kitti Dataset[6]の一部．
図 1.2: 密な点群．ShapeNet Dataset[4]の一つ．
の数が少ない．自動運転や VRの分野などで用いられる LiDARで取得される点群は，疎な
点群であることが多い．そのため，疎な点群に対してもそれらのタスクにおいて高精度な結
果を出すことは大きな課題となっている．一方で，点群をボクセルや画像に変換させること
で物体検出や Segmentationなどのタスクにおいて，疎な点群に対しても高い精度を出して
いる手法も提案されている．しかし，点群を画像やボクセルに変換してしまうことで，点群
のなめらかな凹凸が欠損する他，無駄な情報が増えメモリ使用量が増えてしまうという問題
がある．つまり，疎な点群に対する様々なタスクにおいて，メモリ使用量を抑えつつ，精度
を向上させることが大事である．
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Input Output
図 1.3: 目的の入出力．
1.2 目的
一般的に，3次元オブジェクトの物体認識において，複数視点を用いることで精度が向上
することが知られている [20]．疎な点群に対しても，複数フレーム（多視点）を合わせること
で，一つのフレームだけでは認識しにくい物体も認識しやすくなると考えられる．しかし，
連続した画像 (動画)と異なり点群はあるフレームの任意の点に対応している別フレームの
点が明確にはわからない．つまり，点群に対して，連続した画像に対する処理の手法として
一般的な Recurrent Neural Network[18, 24]や 3D Convolutinal Neural Network[10, 21]
を用いることができないため，点群において複数フレームを用いることは困難である．
そこで，本研究の目的を疎な点群に対する様々なタスクの精度を高めるための足がかり
として，3 次元点群に対して複数フレームを取り入れる手法を提案し，その有用性を検証
することとする．本研究では，点群に対するタスクの一つとして点群に対して Semantic
Segmentationを行う．図 1.3に本研究において目標となる入出力を示す．図 1.3に示すよ
うに，点群を入力とし，点一つ一つに対するラベルを出力する．Semantic Segmentationの
結果を通して既存研究と提案手法を比較することで，複数フレームを取り入れることが有用
であることを確かめる．
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1.3 論文構成
本論文は，本章を含め全 5章から構成させる．第 2章では本研究に関連のある研究を紹介
し，それらの手法の概要や制約について述べる．第 3章では提案手法の詳細について述べ，
第 4章で実験内容とその結果を示す．最後に第 5 章で結論を述べる．
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第 2章
関連研究
点群に関する研究は，Neural Networkに通す前の事前処理の仕方により以下のように分
類される．本章ではそれぞれの手法について述べる．
• 点群を画像に変換して処理する手法
• 点群を直接処理する手法
• 点群をボクセルに変換して処理する手法
2.1 点群を画像に変換して処理する手法
点群を画像に変換して処理する手法はこれまでに提案されている．Simon らの手法 [19]
や Aliらの手法 [1]では，点群から図 2.1aに示すような Bird’s eye viewと呼ばれる点群に
対する俯瞰視点の画像を生成する．その画像を入力として，画像に対する物体検出におい
て成功を収めている Deep Learning 手法 (YOLO[16] や Faster-RCNN[17]) を適応させた
ことで，点群に対する物体検出を可能にした．また，Wuらは球面投影法を用いて，点群を
図 2.1bのような正面画像に変換し，Convolutional Nueral Network(以後，CNN)への入
力とすることで点群に対する Semantic Segmentationを可能にした [22, 23]．Chenらは，
一枚の画像だけでなく，図 2.1 に示すような点群から生成された Bird’s eye view と正面
画像，RGB画像の 3つの画像をそれぞれ異なる CNNに入力し，それぞれの結果を Deep
Learning により統合させることで物体認識の性能を高めている [5]．しかし，画像変換に
よる点群の処理手法は，点群が元来もつ物体の 3 次元特徴を失ってしまうという問題点が
ある．
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(a) Bird’s eye view．
(b) 正面画像．
(c) RGB画像．
図 2.1: 点群を画像に変換して処理する手法に用いられる画像例．
2.2 点群ベースの処理手法
点群を直接 Neural Network に適応させることは以下の 3 点から非常に困難なことで
ある．
• 画像と異なり，点群は隣接関係の自明な定義がない．
• 点群は点の集合であり，図 2.2に示すように点の順序が変わっても同じ形状を表す．
つまり，(p1, p2, p3, p4) をモデルに入力しても，(p4, p3, p1, p2) をモデルに入力して
も同じ結果が得られなければならない．
• 画像と異なり，座標系の取り方が任意である．つまり，モデルは回転に対して頑健で
なければならない．
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図 2.2: 点群の順序不同性．点群はピクセル配列を持つ画像と異なり，モデルへの点の入力
順序で出力結果は変わらない．
これらの問題を解決する手法として Qiらは PointNet[14]を提案した．PointNetの構造
を図 2.3に示す．各点それぞれの局所特徴を得るために図 2.4のように各点それぞれに対し
多層パーセプトロンを適用する．この時，多層パーセプトロンの重みはすべての点で共有す
ることに注意する．その後，点群全体の特徴を得るためにMax Poolingを適用する．Max
Poolingは対称関数であるため，点の入力順序に依存しない結果を得ることができる．ここ
で，対称関数とは式 2.1 と式 2.2 のように変数の順番を入れ替えても値が変わらない関数
のことである．また，Spatial transformer networks(図 2.3における T-Net)[9]を用いてア
フィン変換行列を推定し，その変換行列を入力点群や特徴ベクトルにかけることで回転によ
る影響をなくしている．オブジェクト分類の場合は，得られたグローバル特徴に多層パーセ
プトロンを適用させることで分類スコアを得る．一方で，Semantic Segmentationの場合
は，局所特徴とグローバル特徴の組み合わせが必要となるため，Max Poolingより得られ
たグローバル特徴を各点の局所特徴に結合させたのち，多層パーセプトロンを適用し，各点
ごとの Segmentationスコアを得る．
f(x1, x2, . . . , xn) = x1 + x2 + . . .+ xn (2.1)
f(x1, x2, . . . , xn) = max{x1, x2, . . . , xn} (2.2)
さらに，Qiらは点群のローカル構造を把握しきれていないという PointNetの問題点を
解決するために PointNet++[15]を提案した．PointNet++の全体の流れを図 2.5に示す．
PointNet++ のエンコード部分は sampling レイヤー，grouping レイヤー，PointNet レ
イヤーの 3 つのレイヤーで構成されている．sampling レイヤーは，farthest point sam-
pling(FPS)を使い，入力点群の中からグループの重心となる点を決められた数だけ選択す
る (図 2.6におけるオレンジの点)．次に，groupingレイヤーは重心の周囲の近傍点を見つ
けることで重心とその近傍点から成るローカル領域グループを生成する (図 2.6における緑
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局所特徴抽出 グローバル特徴抽出
回転に不変となる変換
点の入力順序に依存しない処理
図 2.3: PointNet[14]の構造．
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図 2.4: 点群の各点に対する多層パーセプトロンの適用．ここで，点 pi は 3つの特徴チャン
ネルを持つとする．また，各点に適用する多層パーセプトロンの重みはすべて共有する．
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の円の領域)．ここで，ローカル領域グループの数は重心と同じ数存在することに注意する．
そして，PointNetレイヤーは PointNet-likeなネットワークを使用することで，ローカル
領域グループを特徴ベクトルにエンコードする．こうすることで，PointNet++ は点群の
ローカル構造を把握することを可能にしている．その後，オブジェクト分類の際は，エン
コードで得られた特徴ベクトルに多層パーセプトロンを適用させることで，分類スコアを得
る．一方で，Semantic Segmentationの際は，サンプリングされる前のすべての点の特徴
が必要である．そこで，ローカル領域グループからサンプリングされる前の点に特徴を伝搬
させる．特徴を点集合 P ∈ RNl×(d+C) からNl−1 個の点に伝搬させるとする (Nl ≤ Nl−1)．
ここで，Nl は点の個数，dは座標の次元数であり，C は各点における特徴の数である．P
に含まれる各点の座標で Nl−1 個の点の特徴値 f を補完することにより，特徴の伝搬を実
現する．補完には式 2.3のような k 個の最近傍に基づく逆距離加重平均を使用する (式 2.3
においてデフォルトでは p = 2, k = 3とする)．この時，xi は P に含まれる点の d次元座
標であり，x は伝搬先の点の d 次元座標であることに注意する．その後，エンコード時に
保持していた Nl−1 個の点の特徴を伝搬された特徴に連結させる．そして，連結して得ら
れた特徴ベクトルを PointNet-likeなネットワークに入力し，新たな特徴ベクトルを得る．
このプロセスを元の点群に特徴が伝搬されるまで繰り返す．最終的に点群の各点に対する
Segmentationスコアを得る．
f (j)(x) =
∑k
i=1wi(x)f
(j)
i∑k
i=1wi(x)
where wi(x) =
1
||x− xi||p , j = 1, 2, . . . , C (2.3)
PointNet や PointNet++ 等の点群ベースの処理手法は ShapeNet Dataset[4] に代表さ
れるような密な点群に対しては高い精度を出せるが，Kitti Dataset[6]に代表されるような
疎な点群に対しては良好な結果を出せない．そこで，QiらはKitti Datasetにおける物体検
出の精度を向上させるために，正面の RGB画像とデプス画像を CNNに入力することで物
体のある方向を絞り込み，絞り込んだ部分のみに PointNetを適用させる手法 [13]を提案し
た．しかし，この手法は RGB画像を用いているため，カメラに写っていない物体や CNN
の出力の誤りによって該当範囲から外れた物体は検出できない．
2.3 点群をボクセルに変換して処理する手法
図 2.7に示すような表現をボクセル表現という．Maturanaらは，点群をボクセルに変換
することで 3DCNNに適用させ物体検出を行う手法 [12]を提案している．この手法は，点
群をボクセルに変換させることで点群の持つ細かな凹凸表現を失ってしまう．また，ボクセ
ル表現とは少し異なるが，Zhouらは点群を図 2.8に示すようにボクセルに分割し，ボクセ
ルごとの点群に PointNet-likeなネットワークで特徴抽出を行ったあとに，Region CNN[7]
9
図 2.5: PointNet++[15]の構造．
重心
重心半径
半径
図 2.6: PointNet++におけるローカル領域グループ．
を適応させることで物体検出を行う手法 [25]を提案した．この手法は，点群を CNNに適応
させるために画像やボクセルに変換させることで点群の細かな情報が失われるという問題
点を最初に PointNetで特徴抽出を行うことで解決した．しかし，メモリ使用量が非常に大
きいという問題点がある．
10
図 2.7: ボクセル表現．物体を微小な立方体の集合体で表現している．
④
③
①
②
図 2.8: 点群をボクセル分割した例．各ボクセル内の点集合に対して PointNet-likeなネッ
トワークで特徴抽出を行う．
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第 3章
提案手法
本論文において，注目フレームの各点に対する学習済みベースモデルのスコアを前フレー
ムの各点に対する学習済みベースモデルのスコアを用いることで修正する手法を提案する．
提案手法の流れを図 3.1に示す．最初に学習済みベースモデルについて確認 (3.1節)し，次
に前フレームの各点に対する学習済みベースモデルのスコアをどのように用いるかを提案
する (3.2節, 3.3節)
各フレームにおける点群 各フレームにおける点群に対する
Segmentationスコア
学習済みベースモデル
位置合わせ
最近傍探索
Frame 𝑡 − 1
Frame 𝑡 − 2
Frame 𝑡
前
フ
レ
ー
ム
の
情
報
を
含
ん
だ
フ
レ
ー
ム
𝒕に
お
け
る
点
群
𝑃
′𝑡
∈
ℝ
𝑛
×
(3
𝑞
+
1
1
)
Shared 𝑛
×
𝑞
多層パーセプトロン
フレーム 𝒕における各点に対する
修正されたSegmentation スコア
図 3.1: 提案手法の全体の流れ．
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3.1 学習済みベースモデル
本手法では，ベースモデルとして PointNet[14]や PointNet++[15]といった点群を直接
扱うモデルを採用する．フレーム t における点群 P t = {pt1,pt2, . . . ,ptn} をベースモデル
の入力とすると，Segmentationスコア Ct = {ct1, ct2, . . . , ctn}を出力する．ここで，pti は，
座標 (xti, y
t
i , z
t
i) と反射強度 r
t
i の 4 つの特徴チャンネルを持ち，c
t
i は q 個のクラス確率を
もつ．
3.2 複数フレームの利用
連続した画像で構成されている動画とは異なり，点群では注目フレームの任意の点に対
応している隣接フレームの点はわからない．つまり，点群データに対しては連続した画像に
対する処理の手法として一般的な Recurrent Neural Network[18, 24]や 3D Convolutinal
Neural Network[10, 21]を用いることができない．しかし，注目フレーム tのある一つの点
pti と，前フレーム t− 1における点 pti の近傍点 pt−1j は同じラベルである確率が高いと考
えられる．これは，前フレーム t− 2における点 pti の近傍点 pt−2k に関しても同じことが言
える．そこで，本手法では pt−1j と p
t−2
k の情報を用いることで，p
t
i の Segmentationスコ
アを改善する．前フレームにおける近傍点の情報を用いるために，それらの情報を含んだ新
たな点集合 (Point Set)を生成する．生成した点集合を各点に対する多層パーセプトロンに
入力することで注目フレームの点群に対する Segmentationスコアを改善する．
3.3 複数フレームの情報を含んだ点の集合
複数フレームの情報を含む点集合を生成する方法を説明する．
3.3.1 各フレームの点群に対する Segmentationスコア
注目フレームの点群に対する Segmentation スコアを改善するうえで，各フレームの点
群に対する Segmentation スコアは重要な要素である．そこで，各フレームの点群をベー
スモデルにそれぞれ入力することで，各フレームの点群に対する Segmentation スコア
Ct = {ct1, ct2, . . . , ctn}，Ct−1 = {ct−11 , ct−12 , . . . , ct−1m }，Ct−2 = {ct−21 , ct−22 , . . . , ct−2l }を
得る．
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3.3.2 近傍点の情報の取得
Kitti Dataset[6]に代表されるような道路上の点群データの座標はすべてのフレームにお
いてセンサーを中心とした座標系で成り立っているため，注目フレームと前フレームとの
間で座標系を統一しなければ正しい近傍点を得ることができない．そこで，前フレームにお
ける近傍点を探す前に Simultaneous Localization and Mapping(SLAM) System[3] を用
いて注目フレームと前フレームの位置合わせを行う．位置合わせ後の各フレームの点群を，
P t = {pt1,pt2, . . . ,ptn}，P t−1 = {pt−11 ,pt−12 , . . . ,pt−1m }，P t−2 = {pt−21 ,pt−22 , . . . ,pt−2l }
と表す．その後，点 pti に対するフレーム t− 1における近傍点 p(t,t−1)i とフレーム t− 2に
おける近傍点 p(t,t−2)i を以下の式より得る．
p(t,t−1)i = argmin
j=1,2,...,m
dt−1i,j (3.1)
p(t,t−2)i = argmin
k=1,2,...,l
dt−2i,k (3.2)
where
dt−1i,j =
√
(xti − xt−1j )2 + (yti − yt−1j )2 + (zti − zt−1j )2
dt−2i,k =
√
(xti − xt−2k )2 + (yti − yt−2k )2 + (zti − zt−2k )2
P t と得られた P (t,t−1)，P (t,t−2) より，前 2 フレームの情報をもつフレーム t におけ
る点集合 P
′t = {p′t1 ,p
′t
2 , . . . ,p
′t
n} を得る．p
′t
i はフレーム t − 1 の情報として式 3.3 より
得られる pti と p
(t,t−1)
i の相対座標 (∆x
(t,t−1)
i ,∆y
(t,t−1)
i ,∆z
(t,t−1)
i )と p
(t,t−1)
i の反射強度
r
(t,t−1)
i ，p
t
i と p
(t,t−1)
i とのユークリッド距離 d
(t,t−1)
i (式 3.4)，3.3.1項で得られた p
(t,t−1)
i
に対する Segmentationスコア c(t,t−1)i を持つ．
∆x
(t,u)
i = x
(t,u)
i − xti | u = t− 1, t− 2
∆y
(t,u)
i = y
(t,u)
i − yti | u = t− 1, t− 2
∆z
(t,u)
i = z
(t,u)
i − zti | u = t− 1, t− 2
(3.3)
d
(t,u)
i =
√
|∆x(t,u)i |2 + |∆y(t,u)i |2 + |∆z(t,u)i |2 | u = t− 1, t− 2 (3.4)
p
′t
i はフレーム t − 2 に対してもフレーム t − 1 と同様の方法で得た情報を持つ．さら
に，p
′t
i はフレーム t の情報として p
t
i の反射強度 r
t
i と，3.3.1 項で得られた p
t
i に対する
Segmentation スコア cti を持つ．フレーム t の全ての点に対してこれらの処理を行うこと
で，点集合 P
′t = p
′t
1 ,p
′t
2 , . . . ,p
′t
n を得る．p
′t
i は式 3.5に示す特徴チャンネルを持つ．
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表 3.1: 修正モデルの構成．nは入力の点の数を表している．最終層以外は畳み込み層の後
に Batch Normalization[8]を適用し，活性化関数として ReLUを用いている．最終層では
softmax関数を使用している．
層の種類 カーネルサイズ ストライド 出力サイズ
Input - - n× 71
1d convolution 1 1 n× 128
1d convolution 1 1 n× 1024
1d convolution 1 1 n× 512
1d convolution 1 1 n× 256
1d convolution 1 1 n× 128
1d convolution 1 1 n× 20
p
′t
i = (∆p
(t,t−2)
i , d
(t,t−2)
i , c
(t,t−2)
i ,∆p
(t,t−1)
i , d
(t,t−1)
i , c
(t,t−1)
i , r
t
i , c
t
i) (3.5)
where
∆p(t,t−1)i = (∆x
(t,t−1)
i ,∆y
(t,t−1)
i ,∆z
(t,t−1)
i , r
(t,t−1)
i )
∆p(t,t−2)i = (∆x
(t,t−2)
i ,∆y
(t,t−2)
i ,∆z
(t,t−2)
i , r
(t,t−2)
i )
3.4 クラス確率を修正するネットワーク
注目フレームにおける各点に対するクラス確率を修正するために，PointNet[14] のネッ
トワーク構造を参考にし，各点に対し多層パーセプトロンを用いる．表 4.2に本手法におけ
るネットワークの構成をまとめる．第 2章で述べたように PointNet[14]では，点の持つ順
序不同性のために対称関数としてMax Poolingを採用しているが，修正モデルにおいては
グローバルな特徴は必要でないと判断し，対称関数は導入していない．
3.4.1 学習
3.3節で述べた前 2フレームの情報を持つ点集合を入力，注目フレームにおける各点のラ
ベルの one-hot表現を教師データとして修正モデルの学習を行う．提案手法では，すべての
点における推定されたクラス確率と教師データのクロスエントロピー誤差を最小化するこ
とで学習を行う．この時の損失関数 lは以下の式で得られる．
l = −
n∑
i=1
k∑
j=1
c∗i,j log ˆci,j (3.6)
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ここで，k はラベルの個数，nは点の数であり， ˆci,j は入力データから推定 (修正)された
i番目の点の j 番目のクラス確率，c∗i,j は教師データのラベルの one-hot表現である．また，
最適化手法として Adam[11] を用いて，このロスが小さくなるようにモデルの重みを更新
する．
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第 4章
実験結果
4.1 Dataset
本論文において，SemanticKitti Dataset*1[2]を用いて本手法を評価する．SemanticKitti
Dataset は Kitti Dataset*2[6] で提供されている点群データに対し，セマンティックアノ
テーションを提供している．SemanticKitti Datasetでは，複数フレームで構成されている
図 4.1のような様々なシーンが 00から 21までの計 22個含まれているが，今回の実験では
時間コストの点からシーン 00からシーン 10までを用いた．表 4.1に今回の実験で使用し
たシーンとそれぞれのシーンに含まれるフレーム数をまとめる．
4.2 実験結果と評価
ベースの手法を PointNet[14]と PointNet++[15]として，それらの結果とそれらに提案
手法を加えた結果を比較する．今回の実験における学習時の各手法のハイパーパラメーター
を表 4.2にまとめた．
図 4.1: SemanticKitti Dataset[2]に含まれるシーンの一部．複数フレームで構成されてい
る様々なシーンが 00から 21までの計 22個ある．
*1 http://semantic-kitti.org/
*2 http://www.cvlibs.net/datasets/kitti/
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表 4.1: 今回の実験で使用したシーンとそれぞれのシーンに含まれるフレーム数．本実験に
おいて 00 から 03，06，07，09，10 を train に用い，08 を validation に用い，04，05 を
testに用いた．
シーケンス 00 01 02 03 04 05 06 07 08 09 10
フレーム数 4541 1101 4661 801 271 2761 1101 1101 4071 1591 1201
表 4.2: 学習時の各手法におけるハイパーパラメーター．
手法 データセット 点の数 学習率 epoch数
PointNet[14] SemanticKitti[2] 50,000 0.01× 0.9epoch 47
PointNet++[15] SemanticKitti[2] 45,000 0.003× 0.9epoch 47
提案手法 (PointNet) PointNetによる出力から生成したデータセット 75,000 0.01× 0.9epoch 43
提案手法 (PointNet++) PointNet++による出力から生成したデータセット 75,000 0.005× 0.9epoch 25
4.2.1 定量的評価
定量的評価指標として，以下の式で得られる mean Intersection over-Union (mIoU) を
用いた．
1
C
C∑
c=1
TPc
TPc + FPc + FNc
(4.1)
ここで，TPc はクラス cに対する真陽性 (例えば cが車のクラスなら，車を正しくラベル
付けできた点)の数を，FPc はクラス cに対する偽陽性 (車ではないところを車であるとラ
ベル付けした点)の数を，FNc はクラス cに対する偽陰性 (車であるところをラベル付けで
きなかった点)の数を意味する．
表 4.3 に示したように，PointNet による出力も PointNet++ による出力もどちらも提
案手法により修正することで精度が上昇した．また，実験のデータセットを学習のデー
タセットを生成したベースモデルとは異なるベースモデルから得られたものを用いた結
果 (例えば，PointNet の出力により生成されたデータセットを用いて学習したモデルで，
PointNet++の出力により生成されたデータセットを用いて実験した結果)でもベース手法
より精度が上昇した．しかし，学習の際も実験の際も同じベースモデルの出力より生成され
たデータセットを用いた結果が一番精度が良い．これは，それぞれのベースモデルの出力を
最適に修正するように提案手法のモデルが学習していることを示している．
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4.2.2 定性的評価
点群データを入力として PointNetの出力結果とその出力に対する提案手法による修正結
果との比較を図 4.2 に，PointNet++ の出力結果とその出力に対する提案手法による修正
結果との比較を図 4.3に示す．図 4.2と図 4.3における色とラベルの対応を表 4.4にまとめ
る．図 4.2cと図 4.2dの緑枠の部分，図 4.3cと図 4.3dの緑枠の部分に注目すると，確かに
それぞれのベースモデルの出力結果を提案手法により修正できていることがわかる．また，
図 4.3aと図 4.3bの緑部分にも注目すると，注目フレームの前 2フレームにおけるベースモ
デルの出力結果が提案手法による修正に影響を与えていることがわかる．
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ラベル 色
unlabel 黒
car み空色
bocycle 水色
motorcycle 藍色
truck 紫
other-vehicle 青
person 紅色
bicyclist 薔薇色
motorcyclist 深紅色
road ピンク
parking レッドパープル
sidewalk ワインレッド
other-ground 臙脂色
building 黄色
fence オレンジ色
vegetation 緑
trunk 茶色
terrain 黄緑
pole クリーム色
traffic-sign 赤
表 4.4: 今回の実験におけるラベルと色の対応表．
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(a) PointNetの出力結果 (frame t− 2)． (b) PointNetの出力結果 (frame t− 1)．
(c) PointNetの出力結果 (frame t)． (d) 提案手法による修正結果 (frame t)．
(e) 提案手法による修正箇所． (f) Ground-truth
(g) PointNetの出力結果 (frame t)と Ground-
truthとの差異．
(h) 提案手法による修正結果 (frame t) と
Ground-truthとの差異．
図 4.2: PointNetの出力結果に対する提案手法による修正結果．(a)(b)(c)各フレームにお
ける点群に対する PointNetの出力結果．(d)フレーム tにおける点群の PointNetの出力
に対する提案手法による修正結果．(e)提案手法により修正された点を青で表している．(g)
フレーム tにおける点群に対する PointNetの出力結果と Ground-truthとの差異を表して
おり，不正解である点を赤，正解である点を緑で表している．(h)提案手法による修正結果
と Ground-truthとの差異を表している．
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(a) PointNet++の出力結果 (frame t− 2)． (b) PointNet++の出力結果 (frame t− 1)．
(c) PointNet++の出力結果 (frame t)． (d) 提案手法による修正結果 (frame t)．
(e) 提案手法による修正箇所． (f) Ground-truth
(g) PointNet++ の出力結果 (frame t) と
Ground-truthとの差異．
(h) 提案手法による修正結果 (frame t) と
Ground-truthとの差異．
図 4.3: PointNet++の出力結果に対する提案手法による修正結果．(a)(b)(c)各フレームに
おける点群に対する PointNet++の出力結果．(d)フレーム tにおける点群の PointNet++
の出力に対する提案手法による修正結果．(e)提案手法により修正された点を青で表してい
る．(g)フレーム tにおける点群に対する PointNet++の出力結果と Ground-truthとの差
異を表しており，不正解である点を赤，正解である点を緑で表している．(h)提案手法によ
る修正結果と Ground-truthとの差異を表している．
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第 5章
結論
本研究では，複数フレームを用いた点群データに対する Semantic Segmentationの結果
を修正する手法を提案した．ベースモデルの前フレームに対する出力を考慮することで現在
のフレームに対する出力の修正を実現した．定量的評価では数値により，全体的に Semantic
Segmentationの結果を修正し，精度を上昇させることを示した．また，定性的評価では実
際にベースモデルの出力と提案手法による修正結果とを視覚的に見ることで提案手法によ
り確かに修正されていることを確認した．しかし，一部ベースモデルが正しくラベル付けで
きていた点を誤ったラベルに変更してしまうという問題点が生じた．
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付録 A
SemanticKitti Datasetに関して
図 4.1に示すように，Semantickitti Dataset[2]には様々なシーンのの点群データがある．
一部のシーンには存在するが，他のシーンには存在しないクラスがあると考えられる．そこ
で，trainデータ，testデータの分け方によって mIoUのスコアがどのように変化するかを
比較実験した．比較実験に用いたモデルは PointNet++[15] であり，データの分け方以外
はすべて同じ条件で学習，実験を行った．また，validationデータは常にシーン 08とした．
表 A.1からデータの分け方によって各クラスのmIoU値は大きな差が生じることがわかる．
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