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We discuss the effect of dissipation on heating which occurs in periodically driven quantum many
body systems. We especially focus on a periodically driven Bose-Hubbard model coupled to an
energy and particle reservoir. Without dissipation, this model is known to undergo parametric
instabilities which can be considered as an initial stage of heating. By taking the weak on-site inter-
action limit as well as the weak system-reservoir coupling limit, we find that parametric instabilities
are suppressed if the dissipation is stronger than the on-site interaction strength and stable steady
states appear. Our results demonstrate that periodically-driven systems can emit energy, which is
absorbed from external drivings, to the reservoir so that they can avoid heating.
I. INTRODUCTION
Long time behavior of periodically driven quantum sys-
tems has attracted particular attention due to the suc-
cess of the Floquet engineering of matters1–9. Dynam-
ics of such system is described by the Floquet effective
Hamiltonian which is defined by U(T ) = exp[−iHeffT ],
where U(t) is the time evolution operator of the system
and T is the period of the external field. This Floquet
effective Hamiltonian is usually obtained by truncating
the Magnus expansion and the truncated Floquet effec-
tive Hamiltonian can have non-trivial properties such as
topologically non-trivial band structures10–12 which the
original Hamiltonian does not have.
Recent studies have carefully investigated essential fea-
tures of the Floquet effective Hamiltonian of quantum
isolated non-integrable systems and revealed that the sys-
tem absorbs energy from the external field and steady
states realized after a long time are the trivial infinite
temperature state13–15. Further studies have also shown
that the energy absorption rate is small and there exists
quasi-steady states (i.e. their life time is finite) which
have finite temperature properties of the truncated Flo-
quet effective Hamiltonian16–23. These facts suggest that
there remains a possibility that the life time of quasi-
steady states in isolated systems becomes infinite in dis-
sipative systems because the system can emit the energy
to the reservoir. Solid state systems irradiated by intense
laser lights are essentially a quantum dissipative system
and in this sense, understanding the effect of dissipation
on the heating in periodically driven quantum systems is
a fundamentally important issue.
There has been also intensive research on periodically
driven dissipative quantum systems24–39. Recent studies
have revealed that long time asymptotic states of period-
ically driven dissipative quantum systems are effectively
described by the Gibbs distribution of the Floquet effec-
tive Hamiltonian in the high frequency regime of the ex-
ternal field37–39. However, these studies are restricted to
integrable systems or numerical calculations for a small
non-integrable spin chain. Moreover, most of previous
studies concentrated on the case where the system reser-
voir coupling is taken to be infinitesimal compared with
any other energy scales of the system, therefore it is not
clear how the heating which is caused by periodic driv-
ings is affected by the dissipation.
Motivated by these backgrounds, we investigate the
effect of dissipation on the heating in the periodically
driven quantum systems. We consider a periodically
driven Bose-Hubbard model coupled to a reservoir and
the on-site interaction is treated by the Hartree-Fock-
Bogoliubov approximation. If there is no dissipation, this
system is known to exhibit parametric instabilities with
an infinitesimal on-site interaction40–42 and recent stud-
ies have revealed that the heating before the quasi steady
state is governed by the parametric instabilities22,23. By
taking the weak on-site interaction limit as well as the
weak system-reservoir coupling limit, we find that the
Floquet steady state is stabilized if the dissipation is
stronger than the on-site interaction strength. Our re-
sults demonstrate that heating which is inevitable in the
periodically driven isolated quantum systems can be sup-
pressed by introducing dissipation and we can obtain the
low energy properties of the Floquet effective Hamilto-
nian in the prethermal Floquet steady state if the dissi-
pation is strong enough to overcome the heating rate.
In the next section, we show the model considered in
this paper and derive the equation of motion of the sys-
tem within the Hartree-Fock-Bogoliubov approximation.
In Sec. III, the equation of motion in the weak system-
reservoir coupling and the weak on-site interaction limit
is described, then we discuss the stability of the system
and properties of the steady state in Sec. IV. A summary
of our results is presented in Sec. VI.
II. SETUP
We study a periodically driven Bose-Hubbard model
on a d-dimensional cubic lattice which couples to a reser-
voir. The Hamiltonian of the total system is given by
Htot(t) = HS(t)+HR+HI , where HR and HS(t) are the
Hamiltonian of the reservoir and the system, respectively,
and HI describes the interaction between them. The
2Hamiltonian of the system is the Bose-Hubbard model
driven by a time periodic force E(t):
HS(t) =− t0
∑
〈i,j〉
B†iBj +
U
2
∑
j
nj(nj − 1)
+
∑
j
(E(t) · rjnj − µnj),
(1)
where Bj is the boson annihilation operator for particle
on site rj , nj = B
†
jBj is the number operator, and 〈i, j〉
represents a pair of nearest neighbor sites. The number of
lattice site is taken as Nd and µ is the chemical potential.
The external force has a period of 2π/Ω and the time
average of the external force is zero : E(t + 2π/Ω) =
E(t),
∫ 2π/Ω
0
dtE(t) = 0. The Hamiltonian of reservoir
and the interaction between the system and the reservoir
are taken as
HR =
∑
k
ωkA
†
kAk
HI =
∑
k,j
[
λk,j√
L
A†kBj +H.c.
]
,
(2)
where Ak describes the boson in the reservoir and λk,j
determines the coupling between the system and reser-
voir. We consider the continuum limit
∑
k
2π
L F (ωk) =∫∞
−∞ dωD(ω)F (ω), where D(ǫ) is the density of states
of the reservoir and F (ǫ) is an arbitrary function. The
system and the reservoir exchange particles and energy
because HI is a bilinear form of the Bose operators.
We consider the BEC state and separate out the con-
densate part as
Ak = Ψk + ak
Bj = Φj + bj ,
(3)
where Ψk = 〈Ak〉 and Φj = 〈Bj〉 describe macroscopic
Bose fields. The initial state of the reservoir is taken
as the equilibrium state with the temperature T , that
is, 〈a†kak〉 = fT (ωk), where fT (ω) = 1/(eω/T − 1) is the
Bose distribution function (setting kB = 1 and ~ = 1).
We take the chemical potential of the reservoir as zero
and thereby the energy of the reservoir is positive ωk ≥
0. The initial state of the macroscopic Bose field in the
reservoir is taken as Ψk = Ψδk,k0 , where k0 specifies the
smallest energy mode of the reservoir (minkωk = ωk0 ).
The Heisenberg equation of the total system is written
as
i
d
dt
Ak(t) = ωkAk(t) +
∑
j
λk,j√
L
Bj(t) (4)
i
d
dt
Bj(t) =− t0
∑
〈i,j〉
Bi(t) + (E(t) · rj − µ)Bj(t)
+ UB†j (t)Bj(t)Bj(t) +
∑
k
λ∗k,j√
L
Ak(t).
(5)
We treat the on-site interaction term by the Hartree-
Fock-Bogoliubov approximation43:
B†jBjBj ≃(|Φj |2 + 2 〈b†jbj〉)Φj + 〈bjbj〉Φ∗j
+ 2(|Φj |2 + 〈b†jbj〉)bj + (Φ2j + 〈bjbj〉)b†j .
(6)
The Hartree-Fock-Bogoliubov approximation cannot de-
scribe the scattering of quasi-particles correctly. How-
ever, within the weak on-site interaction limit which we
will consider later, this process is irrelevant41,42. Eq. (4)
is integrated as
Ak(t) = Ak(0)e
−iωkt − i
∑
j
∫ t
0
dt′
λk,j√
L
e−iωkt
′
Bj(t− t′).
(7)
Substituting Eq. (7) into Eq. (5), we can obtain the
closed form of the equation of motion for the system.
We here also apply a gauge transformation Bj(t) →
Bj(t) exp[−iA(t) · rj ], where A(t) =
∫ t
0
dt′E(t′). Then,
we have the following equation of motion:
i
d
dt
Φj(t) =− t0
∑
〈i,j〉
eiA(t)·(rj−ri)Φi(t)− µΦj(t)
+ U
[
(nj(t) + 2n˜j(t))Φj(t) + m˜j(t)Φ
∗
j (t)
]
− i
∑
j′
∫ t
0
dt′Γjj′ (t, t
′)Φj′(t− t′) + iΞj(t)
(8)
i
d
dt
bj(t) =− t0
∑
〈i,j〉
eiA(t)·(rj−ri)bi(t)− µbj(t)
+ 2U(nj(t) + n˜j(t))bj(t)
+ U(mj(t) + m˜j(t))b
†
j(t)
− i
∑
j′
∫ t
0
dt′Γjj′ (t, t
′)bj′ (t− t′) + iξj(t),
(9)
where Γjj′ (t, t
′) =
∑
k λ
∗
k,j(t)λk,j′ (t − t′)e−iωkt/L
and Ξj(t) = −i
∑
k λ
∗
k,j(t)e
−iωktΨk(0)/
√
L, ξj(t) =
−i∑k λ∗k,j(t)e−iωktak(0)/√L. λk,j(t) is defined by
λk,j(t) = λk,j exp[−iA(t) · rj ]. We have also introduced
local densities:
nj(t) = |Φj(t)|2
mj(t) = Φj(t)
2
n˜j(t) = 〈b†j(t)bj(t)〉
m˜j(t) = 〈bj(t)bj(t)〉 .
(10)
The last line in Eq. (8) and Eq. (9) describes a dissipa-
tion to the reservoir and a noise from the reservoir.
3III. EQUATION OF MOTION IN THE WEAK
COUPLING LIMIT
We solve Eqs. (8) and (9) in both weak on-site in-
teraction and weak system-reservoir coupling limit. We
here write down the equation of motion in the interac-
tion picture. Without the system-reservoir coupling and
the on-site interaction, the solutions of Eqs. (8) and
(9) are Φp(t) = exp[−iEpt − iθp(t)]Φp(0) and bp(t) =
exp[−iEpt− iθp(t)]bp(0), where Φp and bp are the Bloch
state:
Φp(t) =
∑
j
e−ip·rj√
N
Φj(t)
bp(t) =
∑
j
e−ip·rj√
N
bj(t).
(11)
The quasi-energy of the system Ep and the time depen-
dent phase θp(t) are
Ep = −2t0
d∑
α=1
|J (0)α | cos(pα − qα)− µ
θp(t) = −t0
∫ t
0
[ d∑
α=1
(
ei(pα−Aα(t
′)) + c.c.
)− Ep
]
dt′,
(12)
where J (n)α is the Fourier coefficient of exp[−iAα(t)] and
J (0)α = |J (0)α | exp[−iqα]. If the time reversal symmetry of
the Floquet effective Hamiltonian is broken, we have qα 6=
0, π2,44. bp(t) is an annihilation operator of a Floquet
state.
We define the interaction picture in a usual way45:
Φ(I)p (t) = e
iEpt+iθp(t)Φp(t)
b(I)p (t) = e
iEpt+iθp(t)bp(t).
(13)
We take the initial state of the macroscopic Bose field
as Φp(0) = Φδp,q, where q labels the smallest energy
Bloch state of the system (i.e. minpEp = Eq). We also
assume that the initial state of the system does not have
anomalous average, that is, 〈bp(0)bk(0)〉 = 0. In the
following, the frequency of the external force is taken in
the range of ∆ < Ω < 2∆, where ∆ = maxp,k|Ep−Ek| is
the single particle band width of the system. Therefore,
there is no resonance in the single particle level. We
define sets S(ω) := {p ∈ Kd|Ep − Eq = ω} and R =
{p ∈ Kd|Ep−Eq = Ω/2+O(U)}, where Kd is the discrete
d-dimensional quasi-momentum space. S(ω) describes a
set of states whose quasi-energy is ω. In the weak system-
reservoir coupling and the weak on-site interaction limit,
R = ∅ or there exists a ω = Ep∗ (p∗ ∈ Kd) that satisfies
R = S(ω) 6= ∅. The parametric instability occurs in
p ∈ R.
Let us now consider the weak system-reservoir cou-
pling limit (van Hove limit46) as done in many of pre-
vious papers32,34,36,38,39. Here, we also take the weak
on-site interaction limit. This treatment enables us to
discuss the effect of dissipation on the heating caused by
the on-site interaction. The meaning of the weak system-
reservoir coupling limit and the weak on-site interaction
limit is as follows: We define the dissipation rate γ =
maxp γp and the energy spacing δ = minEp 6=Ek |Ep−Ek|,
where γp =
∫∞
0
dt
∑
n,m,p′ |Γnmpp′(t)| is the dissipation rate
of the Bloch state p and Γnmpp′(t) is defined in Eq (A3) in
Appendix. Then, take limγt, Ut→∞ limγ/δ, U/δ→0. In this
limit, we obtain the following equation of motions in the
interaction picture (for details of the derivation, see Ap-
pendix):
i
d
dt
Φ(I)q (t) = u(t)Φ
(I)
q (t) + v(t)Φ
(I)∗
q (t)− i
∫ t
0
dt′Γqq(t
′)Φ(I)q (t− t′) + iΞ(I)q (t)
i
d
dt
b(I)p (t) = u˜(t)b
(I)
p (t) + v˜p(t)b
(I)†
2q−p(t)− i
∑
p′∈S(Ep)
∫ t
0
dt′Γpp′(t
′)b
(I)
p′ (t− t′) + iξ(I)p (t),
(14)
where u(t) = U(n0(t) + n˜(t)) and u˜(t) = 2U(n0(t) + n˜(t)),
v(t) = U
[
m˜q(t) +
∑
p∈R
(h(1)p,q)
∗m˜p(t)e
−2i(Ep−Eq−Ω/2)t
]
v˜p(t) =


U
[
m0(t) + m˜q(t) +
∑
k∈R(h
(1)
k,q)
∗(t)e−2i(Ep−Eq−Ω/2)tm˜k(t)
]
for p = q
U
[
(m0(t) + m˜q(t))h
(1)
p,qe2i(Ep−Eq−Ω/2)t +
∑
k∈R h
(0)
p,km˜k(t)
]
for p ∈ R
0 the others.
(15)
We have here defined the mean fields:
n0(t) = |Φq(t)|2/Nd
m0(t) =
(
Φq(t)
)2
/Nd
n˜(t) =
∑
p
〈b†p(t)bp(t)〉 /Nd
(I) (I) d
(16)
h
(n)
p,k is the Fourier coefficient of exp[i(θp(t) + θ2q−p(t)−
4θk(t)− θ2q−k(t))]. The definition of all the coefficients is
summarized in Appendix. The macroscopic Bose fields
whose quasi-momentum does not equal to q are zero at
any time. The first term in Eq. (14) describes the normal
mean field and only results in the energy shift. The coef-
ficients in the second term v(t) and v˜p(t) are written by
using the square of the macroscopic Bose field (not the
absolute value) and the anomalous average of the Bose
operators. This term describes a process of the pair cre-
ation or annihilation of the Bogoliubov phonon. Note
that there are two processes of the pair creation (annihi-
lation) of Bogoliubov phonon. One is the ordinary pair
creation (annihilation) which the photon does not affect,
the other is the pair creation (annihilation) in which a
photon is absorbed (emitted). The latter process is a
cause of the parametric instability in this system41,42.
When the time reversal symmetry of the Floquet effec-
tive Hamiltonian is not broken, the photon mediated pair
creation and annihilation process does not occur in the
weak on-site interaction limit42 (i.e. h
(1)
p,k = 0 in our ex-
pression). We can break the time reversal symmetry of
the Floquet effective Hamiltonian by applying a multi-
chromatic force2,44, and therefore we consider the exter-
nal force which breaks the time reversal symmetry of the
Floquet effective Hamiltonian.
IV. STABILITY OF THE FLOQUET STATE
We assume that the system is in the steady state
of which the amplitude of the macroscopic Bose field
n0(t) = |Φq|2/Nd and the number of the excitations
n˜ =
∑
p 〈b†p(t)bp(t)〉 /Nd are time independent. We take
the energy of the macroscopic Bose field in the reservoir
as ωk0 = Eq + (n0 + 2n˜)U and the frequency of the ex-
ternal force as Ω = 2(Ep − Eq + n0U) (p ∈ R). If there
is a detuning, we can eliminate the detuning by taking a
gauge transformation of Φq and bp respectively.
We apply the following gauge transformation:
Φ(I)q (t)→ Φ(I)q (t)e−i(n0+2n˜)Ut
b(I)q (t)→ b(I)q (t)e−i(n0+2n˜)Ut
b
(I)
p 6=q(t)→ b(I)p 6=q(t)e−2i(n0+n˜)Ut.
(17)
Then, we have the equation of motion as
i
d
dt
Φ(I)q (t) = gΦ
(I)∗
q (t)
− i
∫ t
0
dt′Γqq(t
′)Φ(I)q (t− t′) + iΞ(I)q (t)
i
d
dt
b(I)q (t) = n0Ub
(I)
q (t) +
[
m0U + g
]
b(I)†q (t)
− i
∫ t
0
dt′Γqq(t
′)b(I)q (t− t′) + iξ(I)q (t)
i
d
dt
b
(I)
p 6=q(t) = g˜pb
(I)†
2q−p(t) + iξ
(I)
p (t)
− i
∑
p′∈S(Ep)
∫ t
0
dt′Γpp′(t
′)b
(I)
p′ (t− t′).
(18)
We have also transformed m0 and m˜p, Γpk(t), Ξ
(I)
q (t),
ξ
(I)
p (t) in the same way as Eq. (17). g and g˜p are
defined as g = U [m˜q +
∑
p∈R(h
(1)
p,q)∗m˜p] and g˜p∈R =
U [(m0 + m˜q)h
(1)
p,q +
∑
k∈R h
(0)
p,km˜k], g˜p 6∈R = 0. We here
also assume that the anomalous average m˜p and the
macroscopic Bose field m0 are time independent. We
will see that this assumption is also satisfied if n0 and
n˜ are time independent. Then, we can solve Eqs. (18)
by the Laplace transformation. Here we solve the equa-
tion of motion for b
(I)
p∈R. The other equation of motion
can be solved in the same way. By applying the Laplace
transformation, the equation of motion is transformed as
∑
p′∈R
(
δp,p′z+Γpp′(z)
)
b
(I)
p′ (z)+ig˜pb
(I)†
2q−p(z) = bp+ξ
(I)
p (z).
(19)
Functions in the frequency space are specified by their
argument z while those in the time space by t. We
write the number of elements in R as n and write
each element as pi ∈ R (i = 1, 2, · · · , n). We de-
fine b(I)(z) = (b
(I)
p1 (z), · · · , b(I)pn (z), b(I)†p1 (z), · · · , b(I)†pn (z))T
and b = (bp1 , · · · , bpn , b†p1 , · · · , b†pn)T, ξ(z) =
(ξ
(I)
p1 (z), · · · , ξ(I)pn (z), ξ(I)†p1 (z), · · · , ξ(I)†pn (z))T. Then, we
rewrite Eq. (19) in the matrix form:
M(z)b(I)(z) = b+ ξ(z), (20)
where the matrix M(z) is defined through Eq. (19). In
this expression, the solution is obtained in the following
way:
b(I)(t) =
∑
l
Res
z=zl
[(
M−1(z)(b+ ξ(z)
)
ezt
]
+
∑
k
∑
n∈Z
Res
z=±i(ωk−ǫ
(n)
p )
[
M−1(z)ξ(z)ezt
]
,
(21)
where zl is the solution of detM(z) = 0 and ǫ
(n)
p = Ep +
2(n0 + n˜)U + nΩ. We here introduce the energy cutoff
of the system-reservoir coupling ωc
38,39 and also consider
the limit of γ/ωc, U/ωc → 0. When we solve detM(z) =
50, we can take Γpp′(z) as Γpp′(0) because the solution of
detM(z) = 0 are z = O(γ) + O(U) and we have taken
the limit of γ/ωc, U/ωc → 0. Therefore, detM(z) = 0
reduces to a 2nth polynomial equation and there are 2n
solutions. The second term in Eq. (21) describes the
steady state. If the the first term decays (i.e. Re[zl] <
0, ∀l), we obtain the steady state solution in the long
time limit zlt→∞ as
b(I)(t) =
∑
k
∑
n∈Z
Res
z=±i(ωk−ǫ
(n)
p )
[
M−1(z)ξ(z)ezt
]
. (22)
Without dissipation (i.e. U/γ →∞), we have zl = ±|g˜|,
and thereby we cannot obtain the steady state due to
the occurrence of the parametric instability41,42. In this
regime, a number of excitations (Bogoliubov phonons
whose momenta are in R) are created by the external
force and the mean field analysis is not applicable in the
long time steady state41,42. On the other hand, we have
Re[zl] < 0 without on-site interaction (i.e. U/γ → 0)
and the steady state is written in the same way as our
previous results39. Therefore, there is a point where the
stability and instability changes in U/γ ∈ R>0 and the
parametric instabilities can be suppressed by the dissi-
pation. We calculate this value in Sec. V. We can prove
the same thing for the other equation of motion.
In the steady state, the time evolution of the operator
b
(I)
p (t) is written in the following way:
b(I)p (t) =
∑
k,n,l
λ˜
(n)
k,l,p√
L
γ˜l,pe
−i(ωk−ǫ
(n)
p )t
ωk − ǫ(n)p − izl
ak(0)
+
∑
k,n,l
ν˜
(n)
k,l,p√
L
u˜l,pe
i(ωk−ǫ
(n)
p )t
ωk − ǫ(n)p + izl
a†k(0),
(23)
where each coefficient is determined by M−1(z) and zl.
b
(I)
p (t) is written in terms of a
†
k as well as ak. This is
because there is a coupling between b
(I)
p (t) and b
(I)†
2q−p(t).
This coupling is induced by the on-site interaction U ,
and thereby the second term is O(U/γ). By using Eq.
(23), the occupation number of the Floquet state and
the anomalous average can be obtained as
〈b†p(t)bp(t)〉 =
∞∑
n=0
w(n)p fT (Ep + nΩ) + cp
〈b(I)p (t)b(I)2q−p(t)〉 =
∞∑
n=0
w˜(n)p fT (Ep + nΩ) + c˜p,
(24)
where w
(n)
p ≥ 0 and w˜(n)p ∈ C determine the contribution
from the nth Floquet sideband Ep+nΩ. cp ≥ 0 and c˜p ∈
C are independent of the temperature of the reservoir.
The behavior of the first term in Eq. (24) is the same as
many of the previous results32,33,37,39. The second term
comes from the on-site interaction effect and describes
small number of excitations created by the external force.
Even if we take the zero temperature limit, the second
term remains finite while the first term goes to zero. This
means that the reservoir can prevent the system from
heating but there remains small number of excitations in
the system. We will show in the next section, cp increases
as the on-site interaction becomes stronger.
The occupation number of the Floquet states p 6∈ R
can be obtained in the same way:
〈b†p(t)bp(t)〉 =
∞∑
n=0
w(n)p fT (Ep + nΩ) (p 6∈ R). (25)
By utilizing our previous results39, when the energy cut-
off of the system-reservoir coupling ωc is smaller than
the frequency of the external force Ω, we have w
(0)
p ≃ 1
and w
(n6=0)
p ≪ 1 for states Ep < ωc. Therefore the occu-
pation number of the Floquet state whose quasi-energy
is smaller than the energy cutoff of the system-reservoir
coupling is effectively written by the Bose distribution
function:
〈b†p(t)bp(t)〉 ≃ fT (Ep) (p 6∈ R and Ep < ωc). (26)
The other time correlation functions have the same struc-
ture. As we can see, there are no excitations in states
p 6∈ R. This is because the origin of the excitation cp
is the coupling between bp and b
†
2q−p via a photon as-
sist (i.e. pair creation/annihilation of Bogoliubov phonon
with one photon absorption/emission) in this case. If we
consider a stronger on-site interaction than this case, the
scattering of the quasi-particles are induced. This effect
causes the diffusion of excitations to all the states and
may enable us to define the effective temperature which
is obtained in the previous papers26,29,38.
From these observations, we conclude that we can pre-
vent periodically driven quantum systems from heating
by introducing dissipation which overwhelms the heating
rate. In the realized steady state, we obtain low energy
properties of the Floquet effective Hamiltonian. Recent
studies on periodically driven quantum isolated systems
have revealed that there are two phases of heating22,23:
The initial stage of heating is governed by the paramet-
ric instabilities. Then, the system reaches a quasi-steady
state whose energy absorption rate is small. After the
quasi-steady state, the system starts to absorb energy
again and goes to the infinite temperature state. This
heating is governed by the scattering of the excitations
which are created in the initial stage of heating. Compar-
ing these previous results of isolated systems, our results
demonstrate that the initial stage of heating is prevented
and quantum phases which are expected to be realized
from the Floquet effective Hamiltonian will be stabilized
in the prethermal Floquet steady state41,42. Note that
our results do not directly mean that we can avoid the
heating to the infinite temperature state. However, from
the discussion above, our results suggest that dissipation
will also suppress the second stage of heating which is
caused by the diffusion of the excitations to all the states
because a number of excitations are suppressed by the
6dissipation and the dissipation channels exist in all the
states.
V. EXAMPLE
Here, we show an example of the above discussion. We
will discuss the stability of the steady state and calcu-
late the number of excitations defined in Eq. (24). We
consider a one-dimensional system and the external force
is taken as E(t) = E1 cos(Ωt) + E2 cos(2Ωt+ φ). In this
case, the Fourier coefficient of exp[−iA(t)] is obtained
as44
J (n) =
∑
m∈Z
Jn−2m(ζ1)Jm(ζ2)e
−imφ, (27)
where ζ1 = E1/Ω, ζ2 = E2/Ω and Jn(ζ) is the nth Bessel
function. The momentum of the BEC is obtained by
q = − arg(J (0)). The system reservoir coupling which
is defined in Sec. II is taken as λk,j = λF (ωk)δj,0 and
D(ω)F (ω)2 = θ(ω)/(1+ (ω/ωc)
6), where θ(x) is the step
function. We define the dissipation rate by γ = |λ|2.
For simplicity, we solve Eq. (18) within the Bogoliubov
approximation. We only consider the equation of motion
for the state in R because the parametric instability does
not occur in the other equation of motion. Then, the
equation of motion for the state p ∈ R is written as
i
d
dt
b(I)p (t) =m0Uh
(1)
p,qb
(I)
2q−p(t) + iξ
(I)
p (t)
− i
∑
p′=p,2q−p
∫ t
0
dt′Γpp′(t
′)b
(I)
p′ (t− t′).
(28)
The sum in the third term
∑
p′=p,2q−p results from the
degeneracy Ep = E2q−p. For simplicity, we neglect the
sum for p′ = 2q − p and the equation of motion is
i
d
dt
b(I)p (t) = ub
(I)
2q−p(t)−i
∫ t
0
dt′Γpp(t
′)b(I)p (t−t′)+iξ(I)p (t),
(29)
where u = m0Uh
(1)
p,q. Formally, this treatment is justified
by applying a perturbation which breaks degeneracy of
p, 2q − p ∈ R and keeps Ep + E2q−p − 2Eq + 2n0U = Ω.
Then, after taking the weak system-reservoir coupling
and the weak on-site interaction limit, we switch off the
perturbation. Eq. (29) can be solved in the same way
as Eq. (23) and (24). The solution of detM(z) = 0,
which determines the stability of the system is explicitly
written as
z1,2 = −1
2
[
Γp,p + Γ2q−p,2q−p
±
√
(Γp,p − Γ2q−p,2q−p)2 + 4|u|2
]
,
(30)
where Γp,p = Γp,p(z = 0) and Re[Γp,p], Re[Γ2q−p,2q−p] >
0. If Re[z1] and Re[z2] are both negative, the steady
FIG. 1. The plot of Re[z2] as a function of U/γ. Re[z2]
gradually increases and crosses zero (i.e. the steady state
becomes unstable) at U/γ ≃ 0.82.
FIG. 2. The number of excitations defined in Eq. (24). As
the strength of the on-site interaction increases, the number
of excitations also increases.
state is stable. Note that Re[z1] is always negative, there-
fore we discuss only Re[z2]. The figure of Re[z2] and cp
as a function of U/γ is shown in Fig. 1 and 2. The
parameters are taken as (ζ1, ζ2, φ,N, t0/Ω, ωc/Ω, n0) =
(1.7965, 1, π/2, 101, 0.5213, 0.5, 1). Re[z2] gradually in-
creases as U/γ increases and at U/γ ≃ 0.82, Re[z2]
crosses zero and the steady state becomes unstable. The
number of excitations which are created by the external
force also monotonically increases as the on-site interac-
tion becomes strong. At the stable/unstable transition
point, the number of excitations cp diverges. Similar
monotonic behaviors of Re[z2] and cp can be observed in
other parameter sets, but the stable/unstable transition
point is different depending on the parameters employed.
The stable/unstable transition point is determined by the
dissipation rate of states p ∈ R (Γp,p and Γ2q−p,2q−p).
Therefore, the transition point especially depends on the
details of the system reservoir coupling λk,j , which de-
termines the dissipation rate of each Bloch state p ∈ K.
7VI. SUMMARY
To summarize, we have investigated steady states of a
periodically driven dissipative Bose-Hubbard model es-
pecially focusing on whether the dissipation can prevent
the system from heating. We have revealed that the para-
metric instability which is considered as an initial stage
of the heating22,23 can be prevented if the dissipation is
stronger than the on-site interaction and stabilizes the
steady states. Our findings demonstrate that the low
temperature properties of the Floquet effective Hamilto-
nian are obtained in the prethermal Floquet steady state
if the dissipation overwhelms the heating rate. Our re-
sults also elucidate that the excitations which are created
in the initial stage of heating are suppressed. This fact
suggests that the second stage of heating which is gov-
erned by the scattering of the excitations22 will be also
suppressed by introducing dissipation, and thus the heat-
ing to the infinite temperature state will be avoided. In
order to check this suggestion, we have to go beyond the
weak system-reservoir coupling and the weak on-site in-
teraction limit. This is left for a future study.
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Appendix A: Derivation of eq. (14)
We derive the equation of motion in the weak on-site interaction and the weak system reservoir coupling limit. In
the interaction picture defined by Eq (13), the equation of motion for the Bloch state is obtained in the following way:
i
d
dt
Φ(I)p (t) =
U
Nd
∑
p′,k,k′
∑
m∈Z
∑
n∈Zd
[(
nk,k′ + 2n˜k,k′
)
Φ
(I)
p′ (t) + m˜p′,k′Φ
(I)∗
k (t)
]
× h(m)
p,p′,k,k′e
i(Ep+Ek−Ep′−Ek′−mΩ)tδp+k,p′+k′+2πn
− i
∑
p′
∑
n,m∈Z
ei(Ep−Ep′+(n−m)Ω)t
∫ t
0
dt′Γnmpp′(t
′)ei(Ep′+mΩ)t
′
Φ
(I)
p′ (t− t′) + iΞ(I)p (t)
i
d
dt
b(I)p (t) =
U
Nd
∑
p′,k,k′
∑
m∈Z
∑
n∈Zd
[
2
(
nk,k′ + n˜k,k′
)
b
(I)
p′ (t) +
(
mp′,k′ + m˜p′,k′
)
b
(I)†
k (t)
]
× h(m)p,p′,k,k′ei(Ep+Ek−Ep′−Ek′−mΩ)tδp+k,p′+k′+2πnδp+k,p′+k′+2πn
− i
∑
p′
∑
n,m∈Z
ei(Ep−Ep′+(n−m)Ω)t
∫ t
0
dt′Γnmpp′(t
′)ei(Ep′+mΩ)t
′
bp′(t− t′) + iξ(I)p (t),
(A1)
where nk,k′ , mk,k′(t), n˜k,k′(t), m˜k,k′(t) are the mean fields in the interaction picture,
nk,k′(t) = Φ
∗
k(t)Φk′(t), mk,k′(t) = Φ
(I)
k (t)Φ
(I)
k′ (t)
n˜k,k′(t) = 〈b†k(t)bk′(t)〉 , m˜k,k′(t) = 〈b(I)k (t)b(I)k′ (t)〉 .
(A2)
The dissipation Γnmpp′(t) and the noise Ξ
(I)
p (t), ξ
(I)
p (t) are defined by
Γnmpp′(t) =
∑
k
λ
(m)∗
k,p λ
(n)
k,p′
L
e−iωkt
Ξ(I)p = −i
∑
n∈Z
λ
(n)∗
k0,p√
L
e−i(ωk0−Ep−nΩ)tΨ
ξ(I)p = −i
∑
k
∑
n∈Z
λ
(n)∗
k,p√
L
e−i(ωk−Ep−nΩ)tak
λ
(n)
k,p =
∫ π/Ω
−π/Ω
dt
∑
j
λk,j
Nd/2
ei(p−A(t))·rj+iθp(t)+inΩt.
(A3)
8h
(m)
p,p′,k,k′ is the Fourier coefficient of exp[i(θp(t) + θk(t) − θp′(t) − θk′(t))]. As we mentioned in the main text, the
frequency of the external force is taken in the regime of ∆ < Ω < 2∆, that is, there is no resonance in the single
particle level. In the weak system reservoir coupling and the weak on-site interaction limit, we can show that the only
n = m, Ep = Ep′ term in the dissipation term contribute to the dynamics. We can also show similar things for the
on-site interaction term. Then, the equation of motion in the interaction picture reads
i
d
dt
Φ(I)q (t) = u(t)Φ
(I)
q (t) + v(t)Φ
(I)∗
q (t)− i
∫ t
0
dt′Γqq(t
′)Φ(I)q (t− t′) + iΞ(I)q (t)
i
d
dt
b(I)p (t) = u˜(t)b
(I)
p (t) + v˜p(t)b
(I)†
2q−p(t)− i
∑
p′∈S(Ep)
∫ t
0
dt′Γpp′(t
′)b
(I)
p′ (t− t′) + iξ(I)p (t).
(A4)
u(t), v(t), u˜, v˜p(t) are defined in the main text (see Eq. (15)). The dissipation term is Γpp′(t) =∑
n∈Z Γ
nn
pp′(t) exp[i(Ep + nΩ)t].
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