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Recently, it was shown that the probability distribution function (PDF) of the free energy of
a single continuum directed polymer (DP) in a random potential, equivalently of the height of a
growing interface described by the Kardar-Parisi-Zhang (KPZ) equation, converges at large scale
to the Tracy-Widom distribution. The latter describes the fluctuations of the largest eigenvalue of
a random matrice, drawn from the Gaussian Unitary Ensemble (GUE), and the result holds for a
DP with fixed endpoints, i.e. for the KPZ equation with droplet initial conditions. A more general
conjecture can be put forward, relating the free energies of N > 1 non-crossing continuum DP in
a random potential, to the N -th largest eigenvalues of the GUE. Here, using replica methods, we
provide an important test of this conjecture by calculating exactly the right tails of both PDF’s and
showing that they coincide for arbitrary N .
Introduction. — Remarkable connections have
emerged in the last decade between random matrix the-
ory, growth models, and glassy systems. The celebrated
Kardar-Parisi-Zhang (KPZ) equation [1] provides the
simplest description for the growth of an interface in
presence of noise. This equation sits at the center of a
wide universality class [2], encompassing several models
and physical systems, such as the polynuclear growth
model (PNG) [3], the asymmetric exclusion processes
(ASEP) [4–6] and Burgers turbulence [7].
Additionally, the height h(x, t) of the KPZ interface
in d dimensions can be exactly mapped into (minus) the
free energy of a directed polymer (DP) of length t in a
quenched random potential in 1 + d dimension [8, 9].
The DP is one of the most straightforward realization
of a glass, with applications including domain walls in
magnets [10], vortex lines in superconductors [11], lo-
calization paths in Anderson insulators [12] and even to
problems in biophysics [13] and economics [14].
The link between KPZ and DP has been particularly
fruitful in d = 1, where a hidden integrable structure
comes to light. In this case, several exact solutions, first
for zero temperature [15], and later for finite tempera-
ture discrete [16–18] and continuum DP models [19–24],
unveiled an astounding connection: the probability distri-
bution of the (scaled) KPZ height field h(x, t) coincides
with the (scaled) distribution of the largest eigenvalue
of a random matrix drawn from the famous Gaussian
ensembles: this is the so-called Tracy-Widom (TW) dis-
tribution [25], recurring in broad variety of contexts [26].
In particular, if we define as Zˆ1(t), the partition function
in the continuum of a DP which starts and end at the
same point x(t) = x(0) (see below for an explicit defini-
tion), it was found in [19, 20] that at large time one can
write ln Zˆ1(t) ≃ −t/12+γˆ1t−1/3, where γˆ1 follows the β = 2
TW distribution associated to the Gaussian Unitary En-
semble (GUE). Here we use hat to denote a random vari-
able. While these results have been confirmed by rigorous
mathematical treatments [21, 27, 28], a complete under-
FIG. 1. (Color online) Sketch of the N = 2 case: two polymers
start and end at (almost) coinciding points. The blue/red lines
represent the point with maximal probability at any time slice
t and the disorder realization is chosen to have well-separated
paths.
standing of the deep reason behind this correspondence
remains open. A natural direction to shed some light on
this problem, is to extend this connection beyond the
maximal eigenvalue γˆ1, to the full portion of the GUE
spectrum around the edge.
In the present work, we consider an ensemble of N
mutually-avoiding polymers, i.e. several directed paths
constrained not to intersect one another, and competing
to optimize their total energy in the same random me-
dia. We extend the study of the single polymer partition
function Zˆ1, to the one of N non-crossing paths ZˆN . We
build on a general method which we recently developed to
treat any number N of DPs, but until now, only applied
in the specific case N = 2 to analyze the non-crossing
probability [29–31].
Here we put forward the conjecture that the N -path
free energy takes the form at large time [32]
ln ZˆN(t) ≃ −Nt/12 + t1/3ζˆ(N) (1)
where the random variable ζˆ(N) coincides in law with
partial sum of the N largest eigenvalues γˆ1, . . . , γˆN of a
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ζˆ(N) in law≡ N∑
i=1 γˆi =∶ γˆ (2)
The validity of this conjecture for the continuum, finite
temperature model, is suggested by an argument of uni-
versality [29, 30, 33], together with exact results on dis-
crete DP models at zero temperature, specifically the last
passage percolation model [34, 35] and the semi-discrete
directed polymer [16, 36–38].
Obviously showing the equality of the probability dis-
tribution functions (PDF) PDPN (ζ) and PGUEN (γ) is a
major challenge. Here we will provide a first test, by
showing that their leading (stretched exponential order)
tail approximant functions are identical. More precisely
we will show that at large arguments
PDPN (ζ) = ρDPN (ζ)(1 +O(e−aNζ3/2)) (3)
PGUEN (γ) = ρGUEN (γ)(1 +O(e−a′Nγ3/2)) (4)
with aN , a
′
N > 0 and exactly the same function ρDPN (γ) =
ρGUEN (γ) = O(e− 4γ3/23√N ). Here and below O(e−aγ3/2) means
at leading exponential accuracy. Note that the function
ρGUEN (γ) is non-trivial, hence the coincidence is a strong
hint for the conjecture to hold. For instance in the simpler
case of N = 1, where the conjecture is known to hold,
one has ρGUEN=1(γ) = Ai′(γ)2 − γAi(γ)2. Likewise, we will
provide (more complicated) formula for N > 1.
Note that non-intersecting Brownian motions (some-
times dubbed “watermelon configurations”) have already
been put in relation with Airy processes and Tracy-
Widom distributions [39]. These studies hold however in
a very different context, in particular in the absence of
any quenched disorder.
The GUE ensemble. — To fix the notation we take
the GUE specified by the measure ∝ exp(−TrH2)(dH),
where H is a complex N × N hermitian matrix. For
large N , the support of the spectrum concentrates in(−√2N ,√2N ). Nevertheless, there is a finite probabil-
ity for the eigenvalues λˆ1 > . . . > λˆN to fall outside this
interval. In particular, introducing the rescaled eigen-
values γˆl = (λˆl − √2N )√2N 1/6, the mean spacing for
the variables close to γˆ1 becomes of order unity. In the
limit N →∞, this results in a well-defined determinantal
point process, characterized by the correlation functions
[40, 41]
rN(x1, . . . , xN) = det[KAi(xi, xj)]Ni,j=1 . (5)
for the density probability that there is a scaled eigen-
value in each interval [xi, xi + dxi], i = 1, ..N . Here, the
Airy Kernel has been introduced as
KAi(x, y) = ∫ ∞
0
dwAi(x +w)Ai(y +w) . (6)
From this expression, a simple application of the
inclusion-exclusion principle permits expressing the joint
probability distribution for the N -largest (rescaled)
eigenvalues [42] (non-vanishing and normalized to unity
in the domain γ1 > . . . > γN )
pN(γN) = ∞∑
k=0
(−1)k
k!
k∏
j=1∫ ∞minNi=1 γi dxj rN+k(γN ,xk) (7)
where the bold symbol γN stands for γ1, . . . , γN (and sim-
ilarly for xp). In the particular case N = 1, this expression
can be recast as the derivative of a Fredholm determi-
nant: p1(γ) ≡ f2(γ) is the GUE Tracy-Widom function.
Setting f2(γ) = dF2(γ)/dγ, the cumulative distribution
function F2(γ) is expressed as
F2(γ) = Det(1 −ΠγKAiΠγ) . (8)
with Πγ the projector onto [γ,+∞).
Sums of largest eigenvalues. — We now introduce the
partial sum of the N -largest eigenvalues, defined as
γˆ(N) = γˆ1 + . . . + γˆN (9)
and in the following we will omit the superscript N
when not explicitly necessary. The probability distri-
bution PGUEN (γ) for this quantity can be inferred from
Eq. (7)
PGUEN (γ) = 1N ! ∫ dγ1 . . . dγN δ(γ− N∑k=1γk)pN(γN) . (10)
It is useful to introduce the double-sided Laplace Trans-
form (LT) of PN(γ) as
P˜GUEN (u) ∶= exp(uγˆ) = ∫ ∞−∞ dγ PGUEN (γ)euγ . (11)
We are interested in the right-tail γ ≫ 1, which governs
the integral when u is large. Because of the behavior of
the tail KAi(γi, γj) ∼ e− 23 (γ3/2i +γ3/2j ), this regime is dom-
inated by the configuration minimizing the sum ∑i γ3/2i
at fixed γ = ∑i γi: this suggests that large values of the
sum γ require all the N largest eigenvalues to be of the
same order of magnitude, i.e. γk ≃ γ/N . Then, in order
to estimate the tail ρGUEN (γ) defined by (3) of the distri-
bution of the sum in (10), we can limit the expansion in
(7) to the first term pN(γN) ≃ rN(γN). Rearranging the
determinant in rN(γN), we obtain
ρ˜GUEN (u) = (12)
1
N !
N∏
i=1∫ ∞0 dvi det [∫ ∞−∞ dγeγuAi(γ + vj)Ai(γ + vk)]Nj,k=1
which, after some simple manipulations [43] leads to our
main result
ρ˜GUEN (u) = eNu312 u− 3N2piN/2N ! N∏i=1∫vi>0 e−2vi det [e− (vj−vk)
2
u3 ]N
j,k=1
(13)
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FIG. 2. (Color online) The empirical distribution for the sum
of the first N = 2 eigenvalues in 105 realizations of GUE ma-
trices of size N = 250. The continuous line are two different
approximations for the tail obtained: from the inverse Laplace
transformation of Eq.(12) (orange); from the simple approxi-
mation RN(γ) = 1 in Eq. (16) (blue).
which generalizes the remarkably simple N = 1 result for
the LT of the tail of the Tracy-Widom distribution
ρ˜GUEN=1(u) = eu312
2pi1/2u 32 (14)
For N > 1 it takes the general form
ρ˜GUEN (u) = eNu312 G(N + 1)2N(N+1)/2piN/2u3N2/2QN( 1u3 ) (15)
where QN(0) = 1 and QN(z) admits a series expansion
around z = 0, since at large large u, this last determinant
can be computed explicitly [43]. The Laplace inversion of
(15) gives the general form of the tail function ρGUEN (γ)
where the leading behavior at large γ is apparent (with
RN(+∞) = 1)
ρGUEN (γ) = N 3N2−14 G(N + 1)e− 4γ3/23√N
22N2(2pi)N+12 γ 3N2+14 RN(γ) (16)
where G(x) is the Barnes function. The function RN(γ)
can be obtained from subdominant orders in a saddle
point expansion and has the form of a double series in
1/γ and 1/γ3/2. In Fig. 2, we compare these predictions
with the empirical distribution for N = 2. Note that the
exact form of ρGUEN (γ) is a major improvement compared
to the naive approximation for the tail obtained by set-
ting RN(γ) = 1 in (16). From considerations of Airy func-
tion asymptotics it is easy to see that the corrections in
(3) to ρGUEN (γ) itself, calculated as above, are indeed sub-
dominant by O(e−a′Nγ3/2) with a′N = 23N−3/2.
Mutually avoiding directed polymers. — We intro-
duce the partition function of a directed polymer with
fixed endpoints x, y
Zˆη(x; y∣t) ≡ ∫ x(t)=y
x(0)=x Dxe− ∫
t
0 dτ[ 14 ( dxdτ )2−√2c¯ηˆ(x(τ),τ)] (17)
in a given realization of a random potential with white-
noise correlations ηˆ(x, t)ηˆ(x′, t′) = δ(x−x′)δ(t−t′). In the
following, to simplify the notation we rescale time and
space and set c¯ = 1. Considering N polymers starting re-
spectively at x = x1, . . . , xN and arriving at y = y1, . . . , yN
the partition function constrained to non-intersecting
paths can be expressed, using [44], as a single determi-
nant
Zˆ(N)η (x;y∣t) = det[Zˆη(xi; yj ∣t)]Ni,j=1 . (18)
This expression involves arbitrary space dependence; in
order to simplify it, we consider therefore the limit where
all the initial/final points coincide: xi = yi = ui. In the
limit  → 0, Zˆ(N)η (x;y∣t) ≃ N(N−1)G(N+1)2 ∏i<j(ui − uj)2ZˆN(t),
where [29, 30, 33, 45]
ZˆN(t) = det[∂i−1x ∂j−1y Zˆη(x; y∣t)∣x=y=0]Ni,j=1 . (19)
This random variable will be our quantity of interest. Its
integer moments can be treated in the framework of the
nested Bethe ansatz (NBA) [29] and of Macdonald pro-
cesses [27]. As showed in [29], both methods lead to an
expansion in terms of a sum over eigenstates of the (in-
tegrable) quantum Hamiltonian associated to the attrac-
tive δ-Bose gas, i.e. the Lieb-Liniger model. In particular,
using a residue expansion of the contour-integral formula
of [46], one obtain a series over integer partitions:
ZˆN(t)m = n∑
ns=1
n!
ns!(2pi)ns ∑(m1,...mns)n
ns∏
j=1∫ +∞−∞ dkjmj e−tE[k,m]Φ[k,m]BN,m[k,m] , (20)
where (m1, . . . ,mns)n, indicates sum over all integers
mj ≥ 1 whose sum equals ∑nsj=1mj = n =mN and the en-
ergy of the string configuration has the form E[k,m] =∑nsj=1mjk2j + 112(mj −m3j). Eq. (20) can be interpreted as
an expansion over Lieb-Liniger eigenstates composed by
ns strings of sizes m1, . . . ,mns . Then, the factor Φ[k,m]
can be obtained from the normalization of the string
eigenstates and has the form [19, 47]
Φ[k,m] = ∏
1≤i<j≤ns
(ki − kj)2 + (mi −mj)2/4(ki − kj)2 + (mi +mj)2/4 . (21)
The factor BN,m[k,m] encodes the non-crossing con-
straint and contains all the dependence on N and m.
It is expressed by introducing (µjk = µj − µk)
BN,m[µ] = 1
N !m
σµ [∏mi=1∏(i−1)N<j<k≤iN h(µjk)∏1≤j<k≤n f(µkj) ] (22)
where the functions h(u) = u(u + i) and f(u) = u/(u + i)
and σλ[W (λ)] = ∑RW (Rλ)/n! is the symmetrization of
W (λ) over the variables λ. Then, to obtain BN,m[k,m],
4one needs to specialize the n variables µ = {µ1, . . . , µn}
with {k˜1, k˜1 + i, . . . , k˜1 + i(m1 − 1), k˜2, k˜2 + i, . . .} and k˜j =
kj − i(mj − 1)/2.
The standard way to extract the PDF of the random
variable ζˆ in Eq. (1) from the knowledge of the moments
in Eq. (20) is to introduce a generating function by
gN(s) = ∞∑
m=0
(−1)m
m!
xmZˆN(t)m = exp(−e−λs+t1/3ζˆ) (23)
where x is related to s by xe−Nt12 = e−λs and we in-
troduce the rescaled time λ = (Nt/4)1/3. Eq. (23) has
two advantages: i) it lifts the constraint over the sum
of mi in Eq. (20); ii) in the limit t → ∞, gN(s) →
Prob(ζˆ < (N/4)1/3s), i.e. the cumulative distribution
function (CDF) of the random variable ζˆ. Unfortunately,
even without the constraint, it is difficult to perform the
sum (23) exactly for N > 1: indeed, already obtaining a
closed expression for BN,m[µ] is a non-trivial task, which,
apart from B1,m[µ] = 1, has been overcome only for N = 2
[31], where however the sum in Eq. (20) remains an open
challenge.
Fortunately however, we can still deal with (23) by re-
placing each moment with its asymptotics at large time.
Although this does not give the exact large time behavior
of gN(s), it is sufficient, as discussed below, to obtain the
exact tail behavior of the PDF of ζˆ. Indeed, such proper-
ties already appear in the studies of the case N = 1,
At large times t and for fixed N,m, the sum in (20) is
dominated by the configurations m with smallest energy
E[k,m]. In general, the energy E[k,m] will be mini-
mized by the configurations with the largest possible mi.
For a single polymer N = 1, this simply translates into
ns = 1 and m1 = n. However, for N > 1, this config-
uration gives a vanishing contribution: a general prop-
erty of BN,m[k,m] is that it vanishes on any configura-
tion with at least one mj > m [31]. This condition has
the simple physical interpretation: a bound state (i.e.
a string) cannot be formed joining particles which have
been constrained to avoid each other. Surprisingly, this
property is sufficient to completely determine the value
of BN,m[k,m] on the lowest energy configuration with
non-vanishing contribution, which is the one consisting
of a set of N m-strings, i.e. ns = N and every mj = m
[43]. Combining Eq. (21) with Eq. (22) on this configu-
ration, we have (omitting now the trivial dependence on
mj =m, and noting kij = ki − kj)
Φ[k]BN,m[k] = m!N(mN)! ∏1<i<j<N(−ıkij)m(ıkij)m (24)
where (x)m indicates the Pochhammer symbol. Inserting
in the formula for the m-th moment (20) and keeping
only the configuration mj = m, j = 1, ..ns with ns = N ,
one finds Z(0)N,m(t), defined as the leading contribution at
large t and fixed N,m, to ZˆN(t)m in Eq. (20) (see [43]).
We now calculate g0N(s) = ∑∞m=0(−1)mxmZ(0)N,m(t). In
order to deal with the summation over m we follow two
steps: i) we use the Airy trick [19, 20] to get rid of the
factor m3 in the exponent:
∫ ∞−∞ dyAi(y)eyw = ew3/3 ; (25)
ii) we rewrite the sum over m using the Mellin-Barnes
representation
∑
m≥1(−1)mf(m) = − 12i ∫ +i∞−i∞ dzsin(piz) f(z) . (26)
where  ∈]0,1[ has to be chosen such that the function
f(z) does not have singularities for R(z) > . After some
manipulations (see [43]), one arrives at
g
(0)
N (s) t→∞= 1− 1N ! N∏i=1∫ +∞−∞ dki2pi ∫ ∞0 dyAi(y+∑i k2i +s)
∫ +ı∞
−ı∞ dz2piız e
√
Nzy det [ 1
2z + ıkjk ]
N
j,k=1 . (27)
We observe how a nice determinantal structure emerges
at this level, reminiscent of the N ×N determinant ap-
pearing in Eq.(12). To compare further, we obtain the
PDF by differentiating with respect to s and we take
again the Laplace transform
ρ˜DPN (u) = exp(uζˆ) = ∫ ∞−∞ ds ∂sg(0)N (s)e(N4 )1/3us . (28)
The integral over s in Eq. (28) can now be computed by
a simple variation of Eq. (25):
∫ ∞−∞ dsAi′(y +∑i k2i + s)eu˜s = −u˜e−u˜(∑i k2i +y)e u˜33 , (29)
where in order to simplify the notation we set u˜ ≡(N/4)1/3u. When inserting this equality back in Eq. (28),
the integral over y can be easily performed as  > 0 and
leads to a simple pole in at z = u˜/√N . This allows us to
perform the integral over z, by closing the contour in the
positive R[z] half-plane and arrive at
ρ˜DPN (u) = e u˜33N ! N∏i=1∫ +∞−∞ dki2pi e− u˜k
2
i
N det [ 1
2u˜ + ıkjk ]
N
j,k=1
(30)
We now check that this expression is equivalent to
Eq. (13). Indeed, expanding the determinant in a sum
over the permutation group SN of N elements through
the Leibniz formula and introducing auxiliary variables
v1, . . . , vN , we have
det [ 1
2u˜ + ıkjk ] = ∑P ∈SN(−1)σP
N∏
j=1∫ ∞0 e−2u˜vj−ı(kj−kPj )vj
(31)
5where σP is the siganture of P . We can now easily per-
form the gaussian integrals over the k1, . . . , kN variables
and, relabeling P → P −1 in the sum, one obtains exactly
the expansion of the determinant in Eq. (13) (see [43] for
more details), i.e. the two Laplace transforms coincide
ρ˜GUEN (u) = ρ˜DPN (u).. Via a Laplace inversion, this shows
our main statement, below Eq. (2), namely that the two
PDF exactly coincide in the tails, i.e. ρGUEN (γ) = ρDPN (γ).
Note that we have assumed that the restriction
to the N m-string states, gives the exact tail of
the PDF of ζˆ at large time, in other words that
limt→+∞ g(0)N (s)∣s=(4/N)1/3ζ = 1−∫ +∞ζ dζ ′ρDPN (ζ ′), and that
the neglected terms give a contribution subdominant by
O(e−aNζ3/2) as in (4). This however can be justified by ex-
amining the contributions of the remaining states, which
necessarily contain a larger number of strings. As in the
case of N = 1, these lead to a larger number of Airy
functions, hence to subdominant asymptotics.
Conclusion. — We analyzed a general correspon-
dence between random variables arising in very different
contexts of statistical mechanics: on the one hand, the
sum of the N largest eigenvalues in the GUE and on the
other, the free energy of N non-crossing directed poly-
mers in a d = 1 + 1 random media. We provided a strik-
ing indication that these two quantities have the same
distributions for any N , by comparing the tails of their
PDF’s at large positive values. Indeed, the perfect agree-
ment found between the Laplace transforms associated
to the leading stretched exponential decays implies the
non-trivial matching of an infinite series of coefficients.
This naturally extends the well-known N = 1 case, where
the single-polymer free energy, in turn the KPZ height,
maps to the largest eigenvalue of a GUE random matrix.
In view of existing results for DP discrete zero tempera-
ture models, it also nicely confirms universality for N > 1.
Along the same line of ideas, one can put forward a more
general conjecture, where the joint distributions of the
ensemble of non-crossing free energies in the same ran-
dom medium is mapped into the joint distribution of the
N largest eigenvalues, i.e.
1
t1/3 {ln Z1Z0 , . . . , ln ZNZN−1 } in law≡ {γ1, . . . , γN} . (32)
It seems natural [33, 48] as both ensembles of random
variables involve strong correlations which reflects in the
distributions of the marginals (i.e. the partial sums) stud-
ied in this letter. A proof of this conjecture would be
beneficial for a full understanding of the ubiquitous ap-
pearance of random matrix extreme statistics.
Acknowledgements. — We thank A. Borodin, I. Cor-
win for careful reading of the manuscript and useful com-
ments. We are also grateful to P. Di Francesco, J. Quastel,
N. O’Connell, G. Schehr, S. Majumdar and J. Warren for
discussions. This work is supported by “Investissements
d’Avenir” LabEx PALM (ANR-10-LABX-0039-PALM)
and by PSL grant ANR-10-IDEX-0001-02-PSL.
∗ andrea.deluca@lptms.u-psud.fr
† ledou@lpt.ens.fr
[1] M. Kardar, G. Parisi and Y.C. Zhang, Phys. Rev. Lett.
56, 889 (1986).
[2] A.-L. Barabasi, H.E. Stanley, Fractal concepts in sur-
face growth, Cambridge University Press (1995); J. Krug,
Adv. Phys. 46, 139 (1997). T. Halpin-Healy, K. A.
Takeuchi, arXiv:1505.01910, J. Stat. Phys. 160, 794-814
(2015).
[3] M. Prahofer and H. Spohn, Phys. Rev. Lett. 84, 4882
(2000); J. Stat. Phys. 108, 1071 (2002); 115, 255 (2004).
J. Baik and E.M. Rains, J. Stat. Phys. 100, 523 (2000).
[4] B. Derrida, Phys. Rep., 301 65 (1998).
[5] P. L. Ferrari and H. Spohn, arXiv:math-ph/0504041,
Comm. Math. Phys. 265, 1 (2006);
[6] S. Prolhac and K. Mallick, arXiv:0902.0570, J. Phys. A:
Math. Theor. 42, 175001 (2009).
[7] J. Bec and K. Khanin, Phys. Rep. 447, 1 (2007).
[8] D. A. Huse, C. L. Henley, and D. S. Fisher, Phys. Rev.
Lett. 55, 2924 (1985).
[9] M. Kardar and Y-C. Zhang, Phys. Rev. Lett. 58, 2087
(1987); T. Halpin-Healy and Y-C. Zhang, Phys. Rep.
254, 215 (1995).
[10] S. Lemerle, J. Ferre´, C. Chappert, V. Mathet, T. Gi-
amarchi, and P. Le Doussal, Phys. Rev. Lett. 80, 849
(1998).
[11] G. Blatter, M. V. Feigelman, V. B. Geshkenbein, A. I..
Larkin, and V. M. Vinokur, Rev. Mod. Phys. 66, 1125
(1994).
[12] A. M. Somoza, M. Ortun˜o and J. Prior, Phys. Rev.
Lett. 99, 116602 (2007). A. Gangopadhyay, V. Galit-
ski, M. Mueller, arXiv:1210.3726, Phys. Rev. Lett. 111,
026801 (2013). A. M. Somoza, P. Le Doussal, M. Ortuno,
arXiv:1501.03612 (2015).
[13] T. Hwa and M. Lassig, Phys. Rev. Lett. 76, 2591 (1996).
J. Otwinowski and J. Krug, Phys. Biol. 11 056003 (2014).
[14] T. Gueudre´, A. Dobrinevski, J. P. Bouchaud,
arXiv:1310.5114, Phys. Rev. Lett. 112 050602 (2014).
[15] K. Johansson, arXiv:math/9903134, Comm. Math. Phys.
209, 437 (2000).
[16] I. Corwin, N. O’Connell, T. Seppa¨la¨inen, and N. Zy-
gouras, arXiv:1110.3489, Duke Math. J., 163, 3, 513-563
(2014).
[17] A. Borodin, I. Corwin, D. Remenik, Comm. Math. Phys.
324 , 1 , 215-232 (2013).
[18] T. Thiery, P. Le Doussal, J. Stat. Mech. (2014) P10018,
Journal of Physics A: Mathematical and Theoreti-
cal, Vol 48, 46 (2015). G. Barraquand, I. Corwin,
arXiv:1503.04117, to appear in Probab. Theory Relat.
Fields.
[19] P. Calabrese, P. Le Doussal and A. Rosso, EPL 90, 20002
(2010).
[20] V. Dotsenko, EPL 90, 20003 (2010);
[21] G. Amir, I. Corwin, J. Quastel, Comm. Pure Appl. Math
64, 466 (2011).
[22] P. Calabrese and P. Le Doussal, Phys. Rev. Lett. 106,
250603 (2011) and, arXiv:1204.2607, J. Stat. Mech.
(2012) P06001.
[23] T. Imamura, T. Sasamoto, arXiv:1111.4634, Phys. Rev.
Lett. 108, 190603 (2012); arXiv:1210.4278, J. Stat. Phys.
150, 908-939 (2013).
6[24] I. Corwin, Random Matrices: Theory Appl. 01 1130001
(2012), arXiv:1106.1596.
[25] C.A. Tracy and H. Widom, Comm. Math. Phys. 159, 151
(1994). ; 177, 727 (1996).
[26] J. Baik, P.A. Deift and K. Johansson, J. Amer. Math.
Soc. 12, 1119 (1999); S.N. Majumdar and S. Nechaev,
Phys. Rev. E 72, 020901 (2005); 69, 011103 (2004);
[27] A. Borodin and I. Corwin, arXiv:1111.4408, Prob. Theor.
Rel. Fields 158 (2014), no. 1-2, 225.
[28] J. Ortmann, J. Quastel and D. Remenik arXiv:1407.8484
and arXiv:1501.05626.
[29] A. De Luca and P. Le Doussal, arXiv:1505.04802, Phys.
Rev. E 92 040102 (2015).
[30] Supplemental Material of [29] at http://link.aps.org/
supplemental/10.1103/PhysRevE.92.040102.
[31] A. De Luca and P. Le Doussal, arXiv:1511.05387, Phys.
Rev. E 93 032118 (2016).
[32] The −Nt/12 in (1) comes from the fact that one normal-
izes ZˆN(t) using Ito rule which implies ZˆN(t) = Zˆη=0N (t),
i.e. so that the average coincides with the partition sum
in the absence of disorder.
[33] Neil O’Connell, Jon Warren, arXiv:1104.3509, Comm.
Math. Phys. 341, 1 (2016).
[34] J. Baik, P. Deift and K. Johansson, arXiv:math/9901118,
Geometric and Functional Analysis GAFA 10 702 (2000).
[35] K. Johansson, arXiv:math/9906120, Annals of Math-
ematics 153 259 (2001); A. Borodin, Olshanski,
arXiv:math/0402064; For connections to non-crossing
paths see K. Johansson, arXiv:math/0011250.
[36] N. O’Connell, M. Yor, Elect. Comm. in Probab. 7 (2002)
1,
[37] Y. Doumerc, Lecture Notes in Math., 1832: 370 (2003)
and arXiv:math/0204175.
[38] Florent Benaych-Georges (MAP5), Christian Houdre´,
arXiv:1312.3301.
[39] G. Schehr, S. N. Majumdar, A. Comtet, J. Randon-
Furling, Phys. Rev. Lett. 101 150601 (2008).
P. J. Forrester, S. N. Majumdar, G. Schehr, Nucl. Phys.
B 844 500 (2011).
G. Schehr, J. Stat. Phys. 149 385 (2012).
[40] K. Johansson, arXiv:math-ph/0510038, Les Houches, 83
1 (2006).
[41] see e.g. A. Borodin, arXiv:0911.1153.
[42] N. Witte, F. Bornemann, P. Forrester, arXiv:1209.2190,
Nonlinearity 26 1799 (2013).
[43] See Supplemental Material below
[44] S. Karlin, J. McGregor, Pacific J. Math., 9,1141 (1959).
B. Lindstrm, Bull.London Math.Soc.,5,85 (1973). I. Ges-
sel, G. Viennot, Adv.Math.,58,300 (1985), and unpub-
lished preprint Determinants, paths, and plane parti-
tions. Wikipedia, ”Lindstrom-Gessel-Viennot Lemma”
(2015).
[45] The partition sums (18) satisfy a multi-layer extension of
the stochastic heat equation, recently studied rigorously,
see C. H. Lun and J. Warren, arXiv:1506.09030, and I
Corwin, M. Nica, arXiv:1603.08168. It was shown that
the limit → 0 and the formula (19) lead to well defined
random variables in the limit of white noise disorder.
[46] See Remark 5.4.7 in [27]. The residue expansion is derived
in [30]. Consistence of NBA and Macdonald processes
methods was verified for N = 2 [29].
[47] P. Calabrese and J.-S. Caux, Phys. Rev. Lett. 98, 150403
(2007); J. Stat. Mech. (2007) P08032.
[48] I. Corwin, A. Hammond, arXiv:1312.2600, Prob. Theor.
and Relat. Fields,1 (2015).
[49] P. Le Doussal, S. N. Majumdar, G. Schehr,
arXiv:1601.05957, EPL 113, 60004 (2016)
7Supplementary Material for EPAPS
Mutually avoiding paths in random media and largests eigenvalues of random
matrices
Here we give additional details about the calculations presented in the letter.
Tail of the partial sums of GUE edge eigenvalues
Let us start from the definition in Eq. (11), where ρN(γ) is obtained by (10), replacing PGUEN (γN)→ rN(γN).
N ! ρ˜GUEN (u) =∏
i
∫ ∞−∞ dγieγiu det[KAi(γi, γj)]Ni,j=1 = ∑P ∈SN(−1)P ∫γi∈R ∫vi>0∏j eγjuAi(γj + vj)Ai(γPj + vj) == ∑
P ∈SN(−1)P ∫γi∈R ∫vi>0∏j eγjuAi(γj + vj)Ai(γj + vPj) = ∫vi>0 det [∫
∞
−∞ dγeγuAi(γ + vj)Ai(γ + vk)]Nj,k=1 (S1)
which is Eq. (12) in the main text. Using the identity
∫ ∞−∞ dqAi(q2 + v + v′)eiq(v−v′) = 22/3piAi(21/3v)Ai(21/3v′) (S2)
the integral over γ can be performed thanks to the integral formula in Eq. (25). Finally, the integral over k reduces
to a gaussian integral and leads to
ρ˜GUEN (u) = eNu312 u− 3N2piN/2N ! N∏i=1∫vi>0 e−2vi det [e− (vj−vk)
2
u3 ]N
j,k=1 (S3)
after rescaling vj → 2vj/u, which is Eq. (13) in the main text.
We now study the asymptotic behavior at large u. Since the determinant is symmetric and vanishes whenever
vi = vj , we have at the leading order in 1/u
det [e− (vi−vj)2u3 ]N
i,j=1 ≃ 1G(N + 1)∏i<j 2(vi − vj)
2
u3
. (S4)
In this expression, the prefactor can be fixed by setting vi = i and computing explicitly the left-hand side
e− 2u3 ∑i i2 det [e 2iju3 ]N
i,j=1 = e− 2u3 ∑i(i2+i)∏i<j(e 2ju3 − e 2iu3 ) ≃ 2N(N−1)/2u−3N(N−1)/2∏i<j(j − i) . (S5)
Then, by comparing with the right-hand side and using that ∏i<j(j − i) = G(N + 1), we arrive at Eq. (S4). Note that
(S4) is a particular case of the more general identity for any function f(x, y), differentiable near zero
det (f(xi, xj))Ni,j=1 = N(N−1)∏i<j(xi − xj)2G(N + 1)2 det [∂i−1x ∂j−1y f(x, y)]Ni,j=1∣x=y=0 . (S6)
valid to leading order in small . Indeed, to that order, it is equivalent to insert f(x, y) = e2xy/u3 whose determinant
of derivatives is simply G(N + 1). This equation has been used in the text to arrive at (19).
The integral in (13) can be computed again using the Selberg integral. In particular we have
n∏
i=1∫ ∞0 dzizα−1i e−kzi ∏1≤i<j≤n ∣zi − zj ∣2γ = n−1∏j=0 Γ(α + jγ)Γ(1 + (j + 1)γ)kα+(n−1)γΓ(1 + γ) (S7)
which for γ = α = 1 and k = 2, simply reduces to G(N + 1)G(N + 2)2−N2 . When inserted in (13), it leads to Eq. (15)
in the main text.
8Leading contribution to the m-th moment: term with the smallest number of strings, ns = N .
Let us find the leading non-vanishing contribution BN,m[k,m]. The first non-vanishing contribution comes from
the configuration composed by N m-strings, i.e. ns = N and mj = m. We come now to the problem of evaluatingBN,m(µ) for this particular configuration. From its definition, one can show that it is a symmetric polynomial [31]
in the variables kj , hence of degree N(N − 1)m. It is strongly constrained by the fact that BN,m(µ) = 0 whenever µ
contains a sequence k, k + i, ..k + im for some k. This implies that BN,m(k) = 0 when ki = kj + ip with p = 1, ..m. This
implies that
BN,m(k) = m!N(mN)! ∏1≤i<j≤N
m∏
p=1[(ki − kj)2 + p2] (S8)
where the normalization is fixed by the limit where all kj are large, in which case the evaluation of (22) is a simple
exercise in combinatorics. The energy and normalization factor for this configuration have the form
E(k,m) =m N∑
j=1k2j + 112(m −m3) , Φ(k,m) = ∏1≤j<j′≤N (kj − kj′)
2(kj − kj′)2 +m2 . (S9)
Multiplying the second equation with (S8) one finds equation (24) in the text with (x)m = x(x + 1)..(x +m − 1) =
Γ(x +m)/Γ(x). Inserting in 20 keeping only the configuration mj =m, j = 1, ..ns with ns = N one finds
Z(0)N,m(t) ∶= ZˆN(t)m∣mj=m = m!Ne−Nt12 (m−m3)N !mN(2pi)N N∏j=1∫ +∞−∞ dkje−mk2j t ∏1≤i<j≤N
m−1∏
p=0 [(ki − kj)2 + p2] . (S10)
Note that this is the exact contribution to the m-th moment for all t of the N m-string state, which is also the state
with the lowest number of strings ns = N .
What is the significance of the contribution of this state? before discussing that point, let us recall the analysis for
N = 1. Then (S10) reduces to
Z(0)1,m(t) = m!e−Nt12 (m−m3)m(2pi) ∫ +∞−∞ dke−mk2t = m!e−
Nt
12 (m−m3)
m3/2√4pit (S11)
which is the well known single string contribution ns = 1 associated to the droplet initial condition. Note that it is
valid for all times t. It contains information about the right tail of the PDF, P (H, t), of the KPZ height, where we
denote H = h(0, t) + t
12
. More precisely it contains two types of information (i) the right tail of the TW distribution
for typical fluctuations, i.e. large values of H within the regime H ∼ t1/3, (ii) the form of P (H, t) in the large deviation
regime, i.e. for atypically large fluctuations H ∼ t. In the large deviation regime, from (S11) one finds (see the Supp
Mat in Ref. [49]) that at large t
lnP (H, t) ≃ −t4
3
z3/2 − ln t − χ(z) + o(1) , z =H/t fixed . (S12)
where χ(z) encodes the first subleading correction [49]
χ(z) = ln(4pi) + 1
2
ln z − ln (Γ(2√z)) (S13)
Note that the integer moments themselves a-priori allow to determine χ(z) only for z = zm =m2/4 for m ∈ N∗. However
the resummation of these contributions into a generating function, i.e. g(0)(s) as performed here in the text, allows
to obtain χ(z) for all z (see the derivation in [49]). In the limit z → 0 using that Γ(2√z) ≃ 1/(2√z) this expression
matches with the right tail of the TW distribution, i.e. P (H, t) ≃ 1
t1/3 f2 ( Ht1/3 ) with f2(x) ≃ 18pixe− 43x3/2 for x→ +∞.
Here, we extend this analysis to N > 1. The first property of (S10) is that it gives the leading behavior of the m-th
moment at fixed m,N and large t, up to an exponential correction, for m ≥ 2, more precisely
ZˆN(t)m = Z(0)N,m(t)(1 +O(e− 14m(m−1)t)) (S14)
where the subdominant terms come from lowest ”excitations” with a larger number of strings, i.e. such that ns = N +1
(with mj =m, j = 1, ..N − 1, mN =m − 1, mN+1 = 1).
9The dominant term in the limit of large t in Eq. (S10) has the form
ZN(t)m ≃ (m − 1)!N2e−Nt12 (m−m3)G(N + 1)(√2pi)N(2mt)N2/2 . (S15)
Indeed, since kj scales as 1/√t, this term can be obtained by replacing in the product ∏m−1p=0 [(ki − kj)2 +
p2] → (ki − kj)2∏m−1p≥1 p2. The remaining integral over the kj can then be performed using the Mehta integral∫ +∞−∞ dpje−p2j/2∏1≤i<j≤N(pi − pj)2 = (2pi)N/2G(N + 2).
From a saddle point argument similar to the one given in [49], one finds from the formula (S15) that the PDF,
PN(H, t) of the variable H = Nt/12 + ln ZˆN(t), should take the form
lnPN(H, t) ≃ −t 4
3
√
N
z3/2 − aN ln t − χN(z) + o(1) , z =H/t fixed . (S16)
in the large deviation regime. Indeed
emH ≃ t∫ dze−t( 43√N z3/2−mz)−aN ln t−χN (z) ≃ t 12−aN√pimNeNtm312 −χN (zm) (S17)
where the saddle point is located at zm = Nm2/4. Matching with the formula (S15) we find
aN = 1 +N2
2
(S18)
χN(z) = −N2 ln Γ(2√ z
N
) + N2
2
ln(4√ z
N
) + 1
2
ln(2piN√ z
N
) + N
2
ln(2pi) − lnG(N + 1) (S19)
which is valid a priori for z = zm for m ∈ N∗. One could conjecture that it remains the correct analytic continuation for
arbitrary z > 0. To confirm or infirm this conjecture one would need to analyze the formula (S21) for the generating
function g(0)(s) in the regime where s ∼ t2/3, as was done for N = 1 in [49]. We leave this for future work.
In the limit z → 0 one should be able to match with the tail of the typical values for H ∼ t1/3 which has been
calculated in this paper. Such a check can be performed on formula (S15) directly. Assuming the simplest analytic
continuation (m− 1)!→ Γ(m) in that formula one can check explicitly that the Laplace transform ρ˜N(u) obtained in
(15) when evaluated at the argument u =mt1/3 recovers exactly the small m limit of (S15).
Summation of the generating function
We now perform the explicit derivation of Eq. (27) given in the text. We insert (S10) in
g0N(s) = ∞∑
m=0
(−1)m
m!
xmZ(0)N,m(t) = N∏
j=1∫ +∞−∞ dkj2pi ∞∑m=0 (−1)
m
m!
e−λsmm!NeNm
3t
12
N !mN
e−mk2j t ∏
1≤i<j≤N
Γ(m − ıkij)Γ(m + ıkij)
Γ(−ıkij)Γ(ıkij) =
= N∏
j=1∫ ∞−∞ dyAi(y)∫ +∞−∞ dkj2pi ∞∑m=0 (−1)
m
m!
eλ(y−s)m m!N
N !mN
e−mk2j t ∏
1≤i<j≤N
Γ(m − ıkij)Γ(m + ıkij)
Γ(−ıkij)Γ(ıkij) (S20)
where in the second line we used the Airy-trick introduced in Eq. (25) in the main text, with w =m(Nt/4)1/3 =mλ.
We now use the Mellin-Barnes formula to perform the summation over m in the large time limit as explained in
Eq. (26). This amounts to replacing the integer variable m with the integral over the complex z, i.e.
g0N(s) = − N∏
j=1∫ ∞−∞ dyAi(y)∫ +∞−∞ dkj2pi ∫ +ı∞−ı∞ dz2ı sin(piz)eλ(y−s)z Γ(z + 1)
N−1
N !zN
e−zk2j t ∏
1≤i<j≤N
Γ(z − ıkij)Γ(z + ıkij)
Γ(−ıkij)Γ(ıkij) .
(S21)
We now perform the changes of variables in the integrals z → z/λ, ki → ki → ki√N/(2λ) and then y → y + s +∑i k2i
and take the large time limit: λ→∞:
g0N(s) = −NN/22NN ! N∏j=1∫ +∞−∞ dkj2pi ∫ ∞−∞ dyAi(y+s+∑i k2i )∫ +i∞−i∞ dz Γ(
z
λ
+ 1)N−1z−Neyz
2ıλ sin(piz/λ) ∏1≤i<j≤N Γ(
2z−ı√Nkij
2λ
)Γ( 2z+ı√Nkij
2λ
)
Γ(− ı√Nkij
2λ
)Γ( ı√Nkij
2λ
)
λ→∞= −NN/2
2NN !
N∏
j=1∫ +∞−∞ dkj2pi ∫ ∞−∞ dyAi(y + s +∑i k2i )∫ +∞−∞ ∫ +i∞−i∞ dz e
yz
2piızN+1 ∏1≤i<j≤N (ki − kj)
2N
4z2 + (ki − kj)2N (S22)
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Finally we use the following identity:
∏
1≤i<j≤N
(ki − kj)2N
4z2 + (ki − kj)2N = det[ 1i(ki − kj)√N + 2z ]Ni,j=1(2z)N (S23)
and then we replace z →√Nz to obtain the Eq. (27) in the main text.
Laplace transform of the DP free energy distribution
We derived in the text the expression
g
(0)
N (s) t→∞= 1 − 1N ! N∏i=1∫ +∞−∞ dki2pi ∫ ∞0 dyAi(y +∑i k2i + s)∫ +ı∞−ı∞ dz2piız e√Nzy det [ 12z + ıkjk ]
N
j,k=1 . (S24)
The Laplace transform defined in in (28), can then be performed using that:
∫ ∞−∞ dsAi′(y +∑i k2i + s)e(N4 )1/3us = −u˜e−u˜(∑i k2i +y)eNu312 , u˜ ≡ (N/4)1/3u . (S25)
Then, substituting Eq. (S24) in Eq. (28), and using Eq. (S25) to perform the integral over s, we have, after integrating
over y:
ρ˜DPN (u) = u˜eNu312N ! N∏i=1∫ +∞−∞ dki e
−u˜k2i
2pi
∫ +ı∞
−ı∞ dz2piız 1u˜ −√Nz det [ 12z + ıkjk ]
N
j,k=1 =
= eNu312
N !
N∏
i=1∫ +∞−∞ dki e
−u˜k2i
2pi
∑
P ∈SN(−1)P
N∏
j=1
1
2u˜N−1/2 + ıkjPj =
= eNu312
N !
∑
P ∈SN(−1)P
N∏
i=1∫ +∞−∞ dki e
−u˜k2i
2pi
N∏
j=1∫ ∞0 dvje−2u˜N−1/2vj + e−ı(kj−kPj )vj =
= eNu312
N !
∑
P ∈SN(−1)P
N∏
i=1∫ +∞−∞ dki e
−u˜k2i
2pi
N∏
j=1∫ ∞0 dvje−2u˜N−1/2vj + e−ıkj(vj−vPj ) =
= eNu312
2NpiN/2N !
N∏
i=1∫vi>0 dvie−viu3/2det[e− (vj−vk)
2
4 ]Nj,k=1 (S26)
where in the second line we integrated over z, by closing the contour at R[z] > 0 and in the fourth line we redefined
the permutation as P → P −1. To obtain the last line we rescaled vj →√u˜vj .
Now, upon the change of variable vi → 2vi/u3/2 one puts (S26) in exactly the same form as (13) in the text, hence
showing that ρ˜GUEN (u) = ρ˜DPN (u).
