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S u m m ary
Two m ajor criticisms have been levelled against the statistical approach to 
measuring production efficiencies. First, the sampling distributional assumptions 
artificially imposed on the one sided-error term  used to characterize inefficiency 
are somewhat restrictive. Moreover, alternative distributional assumptions can 
lead to substantially different results for the estim ated technical efficiencies; mak­
ing it difficult to provide an economic and practical justification of the choice of 
a particular distribution. W ithin the spectrum  of inefficiency sampling distri­
butions proposed in the literature, the half- or truncated normal has received a 
relatively wider applications than others such as gamma and exponential. Quite 
often the choice of the distributions is based on ease of empirical estimation. 
Second, the specification of the stochastic frontier production function in the 
statistical approach assumes tha t the effects of technical inefficiency on input 
productivity (or elasticity) are the same for each input with the resultant neu­
tral shift of the frontier production function from the ‘average’ and firm-specific 
realized production functions. In other words, the frontier and the other pro­
duction functions have identical slope coefficients (input elasticities) but different 
intercepts so tha t they merely represent neutral shifts from one another.
While some a ttem pts have been made recently in response to the first criti­
cism, the second one appears to have so far attracted  very little attention in the 
production frontier and efficiency literature. Thus the primary objective of this
thesis is to develop an alternative conceptual framework to production efficiency
vii
measurement tha t aims at obviating both of these criticisms. Empirical illustra­
tions based on survey agricultural data sets from Sri Lanka, China and India are 
provided to show the workability of the proposed procedures.
The thesis format is as follows. Chapter 1 gives an overview of produc­
tion efficiency analysis with more emphasis on technical efficiency measurement. 
Chapter 2 establishes for subsequent applications, the modelling, estim ation and 
testing procedures of linear models with heterogeneity in both intercepts and 
slopes. Chapter 3 discusses and empirically demonstrates a method of measuring 
firm- and input-specific technical efficiency within a varying coefficients produc­
tion function framework. Chapter 4 extends this method to a panel data con­
text and discusses the measurement of temporal firm-specific technical efficiency 
and shifts over tim e of the frontier production functions (that is, technological 
progress). Chapter 5 focusses on total factor productivity growth over time. It 
explains a m ethod to decompose the sources of total factor productivity growth 
into technological progress and changes in technical efficiency within the frame­
work of the varying coefficients frontier production function approach discussed 
in the preceding chapters. In chapter 6, a primal method based on a varying 
coefficients production function is developed for estim ating allocative efficiency. 
An empirical illustration is provided. The concluding chapter highlights some of 
the issues not explicitly addressed in the concluding final section of each chapter 
and also points out some of the problems, mainly of empirical nature, tha t may 
be encountered. Some directions for further investigations are briefly suggested.
vm
N otation
We now list some of the symbols and abbreviations used in the text. Those 
symbols tha t are not standard are either explained now or will be explained 
when they first appear in the text.
Sym bol Interpretation
N Number of observations or firms
T Number of time points
a Estim ate of a
A - 1 Inverse of m atrix A
A' Transpose of m atrix A
x' Transpose of vector x
A ®  B Kronecker product of matrices A  and B
d ia g (a i,. . .  , a K ) A diagonal m atrix with ak in the kth. position 
tends to (approaches)
e in or belongs to
A X Change in X
oo infinity
E Expectation operator
A cronym M eaning
LP Linear programming
DEA D ata envelopment analysis
VCM V arying-coefficient m odel
T E Technical efficiency
F S T E Firm -specific techn ica l efficiency
IS T E Input-specific  techn ica l efficiency
A E A llocative efficiency
F S A E Firm -specific a llocative efficiency
ISA E Input-specific  a llocative efficiency
M V P M arg inal value p ro d u c t
M C M arg inal cost
T F P T o ta l fac to r p ro d u c tiv ity
M LE M axim um  likelihood e s tim a tio n
GLS G eneralized  least squares
OLS O rd in ary  least squares
et al. et a lii —  and  o thers
C h a p te r  1
P ro d u c tio n  efficiency analysis 
A n  overview
1
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•
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1.1 In trod u ction
Characterizing production efficiency, estimating it and analysing its policy 
implications have assumed importance in recent times, particularly due to the 
globalisation and ‘opening up’ of several socialist and developing economies. The 
production efficiency components usually estim ated are those associated with 
technical and allocative efficiency. The former is defined as the ability of firms to 
produce the maximum possible quantity of output with a specified endowment of 
inputs, and a given technology. The latter is the ability to choose those quantities 
of inputs tha t maximize the net revenue, given the conditions of factor supply 
and m arket demand for output.
In order to understand how technical and allocative efficiencies influence the 
performance of production units, it is convenient to distinguish three sets of de­
term inants tha t are responsible for the differences in performance among firms. 
They are represented by: (i) factors connected with the firm ’s ability to choose 
input and output quantities tha t maximize the net revenue; (ii) factors associated 
with the m ethod of application of the chosen inputs; and (iii) the environmental 
conditions of the production process which are not under the control of firms. 
Two systems of analytical relations, therefore, constitute the theory’s skeleton: 
the technical relationship between outputs and inputs, and the decision equa­
tions explaining the levels of inputs used in the production process. Any type of 
production efficiency analyses must therefore be based upon this structure.
The im portance of technical efficiency in production performance analyses 
was first highlighted by Farrell (1957) who introduced the concept of the pro­
duction frontier1 representing production technology with 100 percent technical 
efficiency. The amount by which a firm ’s realized output lies below its production 
frontier is regarded as measures of technical inefficiency. The measurement of the
^ h e  word frontier emphasizes the idea of maximality which it embodies.
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la tte r has been the main motivation for the estimation of production frontiers.
The objective of this chapter is to present a broad overview of the approaches 
to the measurement of technical and allocative efficiencies of a given sample of 
firms. More emphasis is placed on technical efficiency measurement, an exercise 
which continues to dominate the empirical production efficiency analyses in the 
literature. The rest of the chapter unfolds as follows. The next section discusses 
the existing approaches to production frontier estimation and technical efficiency 
m easurement. Section 1.3 discusses the criticisms of these approaches and some 
recent developments aimed at obviating them. A brief overview of the allocative 
efficiency measurement appears in section 1.4. The final section contains some 
concluding remarks.
1.2 P ro d u ctio n  frontiers and tech n ica l efficiency  
m easu rem en t
The literature emphasizes two broad approaches to production frontier es­
tim ation and technical efficiency measurement:
(1) The non-param etric programming approach, and
(2) The statistical approach.
1.2.1 The non-param etric program ming approach
(a) The Farrell method
In his pioneering paper, Farrell (1957) introduced three m ajor efficiency 
concepts, two at the firm level and one at the industry level. Technical efficiency, 
which is measured by the distance of an observed input-output point of a firm 
from the piecewise linear frontier and the allocative or price efficiency which mea­
sures the degree of correctness in the adaptation of factor proportions to current
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input prices, are the two measures at the individual firm level. Then we have the 
structural efficiency as a measure for the whole industry, which indicates in a broad 
sense the degree to which an industry keeps up with the performance of its own 
best firms. Thus, two or more industries can be compared in terms of structural 
efficiency. For example, industry I\ may be said to be more efficient structurally 
than industry / 2, if the distribution of its best firms is more concentrated near to 
its frontier for industry I\ than for / 2. Clearly, if the industries are viewed as sec­
tors as in Leontief input-output models, then the concept of structural efficiency 
can easily be applied at the sectoral level. This shows tha t the efficiency concept 
of Farrell though developed in a partial equilibrium framework of individual firms 
can be easily related to a general equilibrium context.
The above Farrell efficiency measures can be illustrated using Figure 1.1 
below. The unit-output isoquant is represented by the IV  curve. All the
firms with input-output ratios strictly above I V  curve, for example, point D , are 
technically inefficient. The index of technical efficiency, T E , is defined as the 
ratio between the distance from the origin of the unit-output isoquant and the 
distance from the origin of the given firm’s normalized input combination. W ith 
reference to Figure 1.1, the index of technical efficiency is defined as
T E
OC
OD'
Allocative efficiency is defined with reference to the unit-output isocost repre­
sented by the PP'  line in Figure 1.1. A point on that line, such as B,  represents 
an input-output combination that is efficient from an allocative viewpoint but not 
from a technical one. The point A is both technically and allocatively efficient. 
The index of allocative efficiency, A E , is defined as
AE
OB
O C
The overall economic efficiency, EE,  is defined as the combination of technical
~
<
l>
<
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Y
Figure 1.1: Farrell’s TECHNICAL AND ALLOCATIVE EFFICIENCY MEASURES
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and allocative efficiencies, tha t is,
EE TE  x AE OC OB 
CÜD X OC
OB
ÖD'
In tha t paper, Farrell proposed to measure the efficiency of a sample of firms 
through a set of assumptions tha t could be implemented by linear programming 
(LP) techniques. Consider for example a group of N  firms whose efficiency indexes 
are to be computed. In the Farrell procedure, the input quantities of each firm, 
normalized by the corresponding output, form the technical coefficients in a series 
of N  linear programming models. The coefficients of the objective functions are 
the unit-output quantities produced by each firm. The constraints of the N  LP 
problems are given by the normalized input quantities of each firm member of 
the group. Thus, to compute the efficiency indexes of N  firms, we must solve N  
distinct linear programming problems.
To illustrate the procedure in greater detail, let us consider three firms that 
produce the same output, Y, by means of two inputs, X\  and X 2. The m atrix, 
say, A , of the three LP problems is constructed as
*11
Yi
* 1 2
y2
* 1 3
Vs or
a n «12 « 1 3
* 2 1
Vi
* 2 2
v2
* 2 3
V3 _ a  2i 022 «2 3
where the second subscript identifies the firm and aki = Xki/Yi, k = 1, 2 and 
i = 1 ,2 ,3 . Now, the ith  LP primal problem is specified as2
Maximize
Vi — V\  + V 2 + ^3
subject to
a \ \ v \  T  « 1 2 ^ 2  T  a 13v 3 ^  « l i
2In the dual problem formulation, technical efficiency is achieved when resources of the zth 
firm are combined in minimum quantities to achieve the unit-output isoquant subject to the 
condition that the other firms in the group also be classified on or above the unit level of 
production.
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a 2 l V l  4 " <^22v 2 +  0 2 3 ^ 3  ^  &2i
Vj  > 0; j  = 1, 2, 3.
The variable vj represents the output quantity producible by the jth  firm 
given the output availabilities of the zth firm. The rationale of the Farrell method 
exploits the fact that the input quantities of the zth firm produce, by construction, 
a unit-output isoquant. Suppose i = 1. Then, if the production process used by 
firm number 1 is technically efficient, the solution of the above LP problem will 
be V\ = 1, v2 = Vs = 0. Hence, the maximum value of the objective function is 
Vj = 1. On the contrary, if both firms number 2 and number 3 are technically 
more efficient than firm number 1, the LP solution will be v\ = 0 and v2A v 3 > 1, 
with Vj > 1. This latter case corresponds to the situation where, combining 
the technical processes of firms number 2 and 3 with the input availabilities of 
firm number 1, it is possible to produce a level of output greater than the unity 
quantity. A convenient index of technical efficiency for the zth firm can then be 
defined as
T* = k
(b) O th er non -param etric  program m ing m eth od s
Since Farrell’s paper, there have occurred some major developments in the 
literature for measuring production efficiency in a non-parametric way. Johansen 
(1972) developed a linear programming approach with the main aim of deriving 
an industry production frontier from the input-output data of individual firms. 
Thus he introduced explicitly the notions of a statistical distribution of the input 
coefficients when plants are used at full capacity and of a capacity utilization 
function. He derived the mathematical conditions under which the aggregate 
production frontier will have some conventional functional forms such as Cobb- 
Douglas, which specifies a log-linear form. The second major contribution of
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Johansen is in relating his efficiency concept to (i) short- versus long-run produc­
tion, (ii) technological change through factor-augmenting processes and (iii) the 
dynamics of the macro-economic process of growth in the tradition of neoclassical 
models of growth. Johansen’s approach to efficiency measurement has three basic 
differences from the Farrell approach. First, it starts from given distributions of 
capacity amongst a set of firms and solves for optimal outputs. Secondly, it uses 
a rule of aggregation to derive the aggregate production frontiers. Thirdly, the 
micro frontiers derived from the LP models need not necessarily lead to linear 
macro frontiers because of the probability distribution of capacity among the mi­
cro units. A number of authors have followed up this line of work including, for 
example, Sato (1975), Seierstad (1982), Fprsund and Jansen (1985), Lau and Ma 
(1994), amongst others.
The second m ajor development is the attem pt to apply a non-parametric 
method for testing whether a finite body of input-output data (or, in some cases 
price-quantity data) is consistent with optimal production (or profit) behaviour. 
The usual approach is to associate a production function with a given input- 
output data set subject to the lim itation tha t the production function has some 
specified economic properties, for example, quasi-concavity, monotonicity and 
tha t it is efficient in the sense of a production frontier. This line of economic 
consistency tests has also been followed up by some authors (see, for example, 
Hanoch and Rothchild, 1972; Diewert and Parkan, 1983; Varian, 1984).
The th ird  m ajor development is by Charnes et al. (1978), who generalized 
the Farrell m ethod of efficiency measurement in terms of vector inputs and vector 
outputs and showed its equivalence to Pareto efficiency. This line of work, termed 
data envelopment analysis (DEA) has been widely applied in management science 
and operations research. In particular, the technique has been found very useful 
in measuring efficiency for various public sector decision making units (DMUs)
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and/or quasi-market or non-market agencies, for example, public schools, recruit­
ment and training programs in defence industries, hospitals, extension services 
and family planning programs, where price data are mostly unavailable and there 
are multiple goals pursued. The DEA proceeds by constructing a convex hull3 of 
the observed input-output observations for a given set of firms, under different 
assumptions about free disposability and returns to scale. The DEA problems 
may be formulated in output-maximizing or input-minimizing variants and each 
DEA problem, however formulated, has a dual. The approach has provided in 
recent times a very active field of research for many authors (see, for example, 
Sengupta and Sfeir, 1986; Banker and Maindiratta, 1986; Rangan et al., 1988; 
Charnes et al., 1990; Aly et al., 1990; Berg et al., 1991; Sueyoshi, 1992; Drake 
and Weyman-Jones, 1992; Fukuyama, 1993; Johnes and Johnes, 1993; Fare et 
al., 1985, 1994).
M erits and d em erits  o f th e  non-param etric program m ing approach
In general, the non-parametric programming approach is not based on any 
explicit model of the frontier. Thus, the principal advantage of the approach 
is that no functional form is imposed on the data. It also allows estimation of 
frontiers with multiple outputs and multiple inputs. The latter ‘may assume 
a variety of forms including those of only ordinal measurements, for example, 
psychological tests, arithmetic scores, and so on’ (Charnes et al., 1978, p. 429). 
However, the non-parametric approach also has its shortcomings. The Farrell 
method, for example, is based on the assumption of constant returns to scale 
(CRS) and its extension to variable returns to scale technologies initially proved
3Deprins et al. (1984) proposed that a firm’s production frontier be assumed to be simply the 
boundary of what can be called the free disposal hull (FDH) of the data set. Thus allowing for a 
non-convex production set. See Lovell and Vanden Eeckaut (1993) for a thorough comparison 
of the DEA and FDH models. For recent applications of the latter, see, for example, Thirty 
and Tulkens (1992) and Tulkens (1993).
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cumbersome4 (see, for example, Farrell and Fieldhouse, 1962). Secondly, the 
frontier is computed from a supporting subset of observations from the sample 
making it particularly susceptible to extreme observations in the data set. Thus, 
the position of the frontier is strongly sensitive to measurement errors. Thirdly, 
the efficiency measures in small samples are sensitive to the difference between 
the number of firms and the sum of inputs and outputs used. This is so because 
the small number of free dimensions remaining increases the chance of each firm 
being seen as efficient. Finally, being non-parametric, no statistical inferences on 
the estim ates can be carried out. As it will become apparent in the following 
discussion, the lim itations of the programming techniques are quite frequently 
the strengths of the statistical approach and the converse is also true.
1.2.2 T he statistica l approach
For convenience, the discussion is organized into two parts. The first part 
deals with production frontier estim ation and technical efficiency measurement 
using a single cross-sectional data set. The second part discusses the measurement 
in the context of panel data applications.
I C r o s s - s e c t io n a l  d a t a  m o d e l s
D eterm in istic  frontiers
Let Yi and X{ represent the output and the input vector of the zth observa­
tion respectively. The determ inistic frontier model is defined by
Yi =  f {Xi \a)exp(—et); i = l , . . . , iV (1.2.1)
4However, the efficiency measure was later on generalized to variable returns to scale (VRS) 
by F0rsund and Hjalmarsson (1974) and implemented in the DEA formulation by Banker et  
al. (1984). Even in the absence of these difficulties, some fundamental problems with Farrell’s 
approach still remain (see, for example, Tisdell, 1985, for a discussion).
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where a  is a vector of unknown parameters; et- is a non-negative term associated 
with firm-specific factors which influence the zth firm’s behaviour towards attain­
ing maximum efficiency of production; and N  represents the number of firms 
involved in a cross-sectional survey of the industry. In other words, e,-, is asso­
ciated with the technical inefficiency of the firm and implies that exp( — et) has 
values which range between zero and one. It therefore follows that the possible 
production, is bounded above by the non-stochastic (that is, deterministic) 
quantity, /(X,-; a). This is why the model in (1.2.1) is referred to as a deterministic 
frontier production function.
Aigner and Chu (1968) first specified (1.2.1) in the context of a Cobb-Douglas 
model and suggested that the parameters of the model can be estimated either by 
linear or quadratic programming algorithms. However, they did not introduce any 
specific form of the distribution of the error term e. Later Schmidt (1976) showed 
that if e is exponentially distributed, then Aigner and Chu’s linear programming 
procedure is maximum likelihood (ML), while their quadratic programming pro­
cedure is ML if e is half-normally distributed. Several other forms of distribution 
of e have been used in the literature with corresponding ML estimates, for exam­
ple, (i) a two-parameter beta distribution due to Afriat (1972), (ii) one-parameter 
gamma distribution due to Richmond (1974), and (iii) a two-parameter gamma 
distribution due to Greene (1980a). The choice of any particular distribution of 
e, which determines the different ML estimates of a, involves the problem that 
the domain of the density of the dependent variable (that is, output Y) depends 
on the parameters to be estimated. This violates one of the standard regularity 
conditions invoked to prove the general results that ML estimators are consistent 
and asymptotically efficient (see, for example, Amemiya, 1973; Barnett, 1976 and 
Theil, 1971, p. 392). However, using Wald’s (1949) consistency proof which re­
quires less stringent regularity conditions, Greene (1980a) identified simple but
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restrictive sufficient conditions5 on the distribution of e for the ML estimators to 
have their consistency property.
As an alternative to ML method, we could apply the method of corrected 
ordinary least squares (COLS).6 For example, consider the loglinear case of the 
Cobb-Douglas model (1.2.1) and let fi be the mean of e; then we can write
K
ln Y  = ( a i - f t ) +  ^ 2 a khiXk -  ( e - f i )  (1.2.2)
k=2
where the new error term (e — fi) satifies all the standard OLS conditions. Hence, 
this equation may now be estimated by the OLS method to obtain best linear 
unbiased estimates of (aq — ft) and the a ks. When any specific distribution, for 
example beta or gamma, is assumed for e, then we can estimate the parameters 
in (1.2.2) from the moments of the distribution of the OLS residuals. Since fi is 
a function of these parameters, it too can be used to ‘correct’ the OLS constant 
term, which is a consistent estimate of (aq — fi). But this type of ‘correction’ 
may not always yield non-negative values for all residuals (e — /r) in empirical 
applications, thus failing to satisfy the frontier hypothesis of efficiency. One 
remedy is to adopt the deterministic approach developed by Greene (1980a). In 
this approach, a particular production function is first estimated by OLS. Then, 
we correct the constant term by shifting it up until no residual is positive and one 
is zero. This provides a frontier with respect to which the technical efficiency of 
each firm can be evaluated by measuring the relative distance between the frontier 
output and the actual output, given a certain level of input set. A second remedy 
is to apply a ‘composed error’ or stochastic frontier model discussed below.
The technical efficiency denoted by, say, TE,  of a given firm is defined to 
be the ratio of the observed actual output of the firm to its corresponding fron­
tier output. Given the deterministic frontier model (1.2.1), the frontier output
5The conditions rule out the exponential and half-normal but permits the log-normal and 
the gamma densities and, in particular, Greene recommended the latter.
6The COLS method was first introduced by Richmond (1974) and more fully developed in 
Aigner et al. (1977) and F0rsund et al. (1980). A good discussion on the performance and 
shortcomings of the COLS technique is found in Olson et al. (1980).
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denoted by Y*, for the zth firm is
Y- = /(* ,;«)
since in this case, e; =  0. The technical efficiency for the ith  firm is then given as
TE, = Y i/Y ’
f(Xi;a)ex  p (-e j)  
f ( X a a )
=  exp(-ej). (1.2.3)
Thus, in the context of determ inistic frontiers, the technical efficiencies are esti­
m ated by obtaining the ratio of the observed output to the corresponding esti­
m ated frontier output, tha t is,
TEi Yi
The use of determ inistic frontiers for measuring technical efficiencies has 
som e sho rtcom ings w hich include:
(i) The notion of a determ inistic frontier shared by all firms ignores the very 
real possibility tha t a firm’s performance may be affected by factors en­
tirely outside its control (such as bad weather, machine or input supply 
breakdown, industrial action, and so forth), as well as by factors under its 
control (inefficiency). To lump the effects of the exogenous shocks together 
with effects of measurement error and inefficiency into a single one-sided 
error term , and label the m ixture ‘technical inefficiency’ is somewhat ques­
tionable. Moreover, this conclusion is reinforced if one considers also the 
statistical ‘noise’ tha t every empirical relationship contains.
(ii) Furtherm ore, because in the deterministic approach a l l  the observations lie 
on one side of the frontier, the procedure, as noted before, can be very 
sensitive to extrem e observations in the data set.
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These arguments lie behind the introduction of stochastic frontier (also called 
‘composed error’) model of Aigner et al. (1977) and Meeusen and van den Broeck 
(1977). The essential idea behind the stochastic frontier model is tha t the error 
term  is composed of two parts. A symmetric component permits random vari­
ation of the frontier across firms and captures the effects of measurement error, 
statistical noise, and other random shocks outside the firm’s control. A one-sided 
component captures the effects of inefficiency relative to the stochastic frontier. 
In a stochastic frontier therefore, given quantities of a set of inputs, there is a 
maximum output tha t is possible, but this maximum level is random rather than 
determ inistic. That is, the stochastic frontier expresses maximum output, given 
some set of inputs, as a distribution rather than a point.
S toch astic  frontiers
The stochastic frontier model is defined as
Yi = f ( X l;a)exp(ei -  et); z =  1 , . . . ,  TV (1.2.4)
where e, is the usual symmetric noise associated with random factors not un­
der the control of the firms, while the one-sided error e; with e, >  0, captures 
technical inefficiency relative to the stochastic frontier. In fact, the effects of 
the former were first recognized by Timmer (1971). He suggested deleting a cer­
tain percentage of observations, assuming they are affected by statistical errors 
and estim ating what he referred to as probabilistic frontier with the remaining 
observations using a linear programming technique.
The stochastic specification in (1.2.4) was independently proposed by Aigner 
et al. (1977) and Meeusen and van den Broeck (1977). Because of the stochastic 
component, exp(e,), the frontier, /(Ah; a)exp(et) (that is, when e,- =  0), is referred 
to as a stochastic frontier. Random errors, et, are assumed to be independently and 
identically distributed as Ar(0, cr^ ) random variables, which are also independent
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of the ets. The latter are assumed to be independently and identically distributed 
as, for example, exponential (Meeusen and van den Broeck, 1977), half-normal 
(Aigner et a/., 1977), truncated normal (Stevenson, 1980) and gamma (Greene, 
1990).
Firm-specific technical efficiency, as before, is defined in terms of the ratio 
of the observed output to the corresponding frontier output, conditional on the 
levels of inputs used by the firm. Thus, the technical efficiency of firm i in the 
context of the stochastic frontier production function (1.2.4) is the same as for 
the deterministic frontier model (1.2.1), that is,
TEi = Yi/Y*
/(X t;a)exp(et- -  et)
/(X l;a)exp(el)
= exp(—1 {). (1.2.5)
Although the expressions in (1.2.3) and (1.2.5) for technical efficiency of a 
firm associated with the deterministic and stochastic frontier models, respectively, 
are the same, it is important to note that they may produce different empirical 
values for the same firm. For example, firm i will be judged technically more 
efficient relative to the unfavourable conditions associated with its productive ac­
tivity (that is, et < 0 in /(Ah; a)exp(e;)) than if its production is judged relative 
to the maximum associated with the value of the deterministic function, f (Xi;  a). 
On the other hand, for favourable conditions (et > 0), firm i would be judged 
technically less efficient relative to the stochastic frontier than when judged rel­
ative to the deterministic frontier. Moreover, the two frontier specifications in 
(1.2.3) and (1.2.5) will also generally have different estimates of the as.
Jondrow et al  (1982) and Kalirajan and Flinn (1983) independently sug­
gested that e,- associated with the stochastic frontier production function in (1.2.4) 
be predicted by the conditional expectation of et, given the value of the random 
variable, £t- = e, — e,, that is, ^(e* | — c,-). This expectation was derived for the
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cases that the e,-s had half-normal and exponential distributions. However, given 
the multiplicative frontier production model (1.2.4), Battese and Coelli (1988) 
pointed out that the technical efficiency of the zth firm, T E t = exp( — e,-), is best 
predicted by using the conditional expectation of exp( —e,-), given the value of 
the random variable, £t = — e;. The latter result was calculated for the more
general stochastic frontier model involving panel data and the Stevenson (1980) 
model for the e,s.
The primary advantage of stochastic over deterministic frontier production 
functions is that the former allow for technical inefficiency to be measured sep­
arately from statistical noise. Employing a stochastic frontier can also be seen 
as allowing for some types of specification error and for omitted input variables 
uncorrelated with the included inputs. However, obtaining firm-specific estimates 
of efficiency is more involved with a stochastic frontier model than with a deter­
ministic frontier one, which directly yields estimates of firm-specific inefficiency 
terms as the residuals from the estimation (Greene, 1980a). Schmidt and Sickles 
(1984) also pointed out other difficulties in applying stochastic frontier produc­
tion models using cross-section data. First, because there is only one observation 
for each firm and that firm inefficiency is modelled as a firm-specific effect, one 
cannot get consistent estimates. Second, separation of inefficiency measures from 
statistical noise depends on specific assumptions about the distribution of techni­
cal inefficiency. This means that estimation of technical efficiency can be sensitive 
to these a priori distributional assumptions. In particular, different distributional 
assumptions can lead to substantially different results for the estimated technical 
efficiencies. Third, the assumption that the inefficiency term is independent of 
the input levels is not realistic since
. . .  if a firm can foresee its level of technical inefficiency at all, it must be 
expected to afFect its decisions. (Schmidt, 1985-86, p. 314).
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II PANEL DATA MODELS
Schmidt and Sickles (1984) detailed three principal benefits of using panel 
data in estimating production frontiers and technical efficiency measures. Firstly, 
no specific distributional assumptions are necessary for consistent estimation of 
the as and the es. Secondly, in the single cross-section estimates, it is assumed 
that inefficiency and factor input levels are independent. As note above, this 
may be unrealistic. Any correlation between the factor inputs X  and the level 
of technical inefficiency e will imply that the standard estimates are inappropri­
ate. However, panel data models do not necessarily require this independence 
assumption (see, for example, the fixed effects model discussed below). Given 
the potential correlation between the inputs and inefficiency levels illustrated by 
the above quotation, this is clearly an important advantage of estimates based 
on panel data over those based on single cross-sections. Finally, in panel data 
models, assuming that the inefficiency terms are time-invariant, the random error 
component in the ‘composed error’ can be averaged out over time so that what 
remains is the required inefficiency component. This cannot be done with the 
cross-sectional data model where for each firm we have only one inefficiency term 
not T  terms as in the panel data case.
(A) Time-invariant firm effects
For a small number of time points, T, the firm effects can be assumed to vary 
across firms but remain constant over time. In such circumstances, the production 
frontiers and technical efficiency measures can be estimated as follows:
D eterm in istic  frontiers
Assuming, for example, a Cobb-Douglas specification for the production 
function, f ( X a ; a), the panel data model in logarithmic form can be written as
Hit c*i + x\tot -  ex ( 1.2 .6)
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i =  1 , . . . ,  TV and t =  1 , . . . ,  T
where y and xs are logarithms of Y  and Xs  respectively and e, >  0 for all i.
The estim ation procedure is straightforward (see, for example, Greene, 1980a). 
As in the cross-sectional case, ordinary least squares (OLS) leads to a consistent 
estim ator of a . A consistent estim ator of ou is obtained from the OLS estim ator 
shifted in order to obtain positive values for the residuals, that is,
as, l = aoLS,i + max(ej), (1.2.7)
X
where et are the OLS residuals from equation (1.2.6), as,\ and cxols, i  denote the 
shifted intercept and the OLS estimates respectively. The shifting amounts to 
assuming tha t at least one firm is 100% technically efficient and the efficiency 
of other firms are measured relative to it. Thus, the technical efficiency of each 
observed unit may be obtained as
TEi exp |m ax(e ,) — e , | . ( 1.2 .8)
As previously noted, the lim itation of the deterministic approach rests in 
the fact tha t all the observations lie on one side of the frontier; the procedure 
is therefore very sensitive to outliers and it does not allow for random shocks 
around an average production frontier.
S toch astic  frontiers
The stochastic frontier production function in logarithmic form is expressed 
as
Vit =  Oil +  x'ita  +  £jt ; i =  1 and < =  1 , . . . , T  (1.2.9)
where
£ i t  = Cj T tit-
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The en is a ‘composed error’ term that combines the time-invariant latent individ­
ual effects et- and the disturbance terms elt assumed to be normally distributed and 
uncorrelated with both et and the explanatory variables in the model. Following 
Schmidt and Sickles (1984), we assume that the individual effects e; characterize 
the inefficiency of the firms. Furthermore, if we assume that e,- > 0, equation 
(1.2.9) corresponds to a special case of the stochastic frontier model introduced 
by Aigner et al. (1977) and Meeusen and van den Broeck (1977). The difference 
lies in the fact that for the panel data, equation (1.2.9) provides a natural way 
to discriminate between the inefficiency indicator and the statistical noise.
In order to be able to apply the main results of the panel data literature, we 
first rewrite equation (1.2.9) as
Vit = x'ita  + otu + t it (1.2.10)
where
a n  =  oil — e,.
Now, depending on the assumptions one is willing to make, the as, es and tech­
nical efficiency measures can then be estimated by any of the following methods:
(a) Fixed effects model and the ‘w ithin’ estimators
While the e in (1.2.10) is unobservable by the researcher, its persistence 
would lead us to expect firms to observe e and to take its level into account when 
choosing their inputs. If so, then the inputs and the es will be correlated. Under 
such circumstances, the fixed effects procedure which includes the es (firm-specific 
effects) as regressors rather than relegating them to the error term will provide 
consistent estimates. The procedure utilizes the panel structure of the data to 
control for the firm-specific unobservables by including firm-specific dummies 
or by replacing each variable by the deviations of the observations from their 
firm-specific means. Thus the ‘within’ estimators of the parameters in (1.2.10),
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indicated here by the subscript W, can be obtained by regressing the ‘within1 
group deviations of yn on those of xn, that is,7
Vit -  Vi. = { X u  -  X i , ) ' a w  + e w ,i t  (1.2.11)
and
— Vi. ~ x 'i.a W ( 1.2. 12)
where
&W,it  —  t i t  W ,
1 T l  T
Vi. = and Xi. = - ^ 2 x it.
1  t = i  1  t = l
Alternatively, the dummy-variable least-squares (DVLS) approach can be 
used to estimate the a and ai values where the latter are the parameter estimates 
of firm-specific dummy variables. The advantage of DVLS is the ease of obtaining 
standard errors for all parameter estimates of the model. However, the DVLS 
approach may not be feasible if N  is very large since it requires putting in N  
dummy variables.
In either case, the fixed effects technique is a ‘within-firnT regression. It 
utilizes only the variability of the data within each firm through time and not the 
variability of the data across firms at any given point in time. Thus one of the 
shortcomings of the method is that it fails to exploit fully the rich information 
panel data can provide.
The levels of performance, e^,j, can be obtained on the basis of the estimated 
fixed effects etw,u m (1.2.12) by assuming that the most efficient firm in the sample 
corresponds to max;(aw,it) and that the inefficiency level is given by the distance 
(Schmidt and Sickles, 1984):
e \v ,i  =  m a x ( d w , i t )  — a \v ,u -
X
7Note that a w  and a w ,l are just the same as a and c*i in (1.2.10). The subscript W  is 
introduced here for convenience to denote the fact that we are considering the ‘within’ estimator 
which is simply OLS applied to (1.2.11).
CHAPTER 1. PRODUCTION EFFICIENCY: AN OVERVIEW 21
Using this estim ated e\v,i, the technical efficiency of the zth firm denoted by, say, 
TEw,i is then obtained as
(b) R and om  effects m od els and th e GLS estim ator
As long as there is no correlation between the regressors (inputs) and either en 
or et, the random effects technique, which is just GLS applied to equation (1.2.10) 
will provide consistent and efficient estimates of the parameters. Unlike the fixed 
effects model, this procedure utilizes variation in the data both between firms at 
a given point in tim e as well as within each firm through time to estim ate the 
coefficients. This additional variation gives random effects a significant advantage 
over fixed effects estim ates when there is no correlation between the regressors 
and the es.
In the random effects model, instead of working conditionally on the effects 
e,, we explicitly take into account their stochastic nature. This can be particularly 
appealing in the framework of estim ating efficiencies since random elements may 
affect the efficiency of each firm. In this approach, there is a unique production 
frontier but one sided random deviations are allowed in order to characterize 
inefficiencies.
The GLS estim ators, indicated by the subscript GLS , are obtained by per­
forming OLS on the equation8
TEw,i = exp(—ew,t); i — 1 , . . . ,  N. (1.2.13)
Vit — Oyi.  =  { x i t  — 0Xi.)'c)LGLS +  £ GLS,it (1.2 .14)
l 1 , . . . ,  N  and t = 1 , . . . ,  T
where
6
8Note also that ocgls is just a; the subscript is introduced for the same reason as before.
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and
£ g l s ,h = (1 — 0)ql\ + (tu — Ot{). (1.2.15)
When (j\ and cr^ , the variances of t and e are unknown, they can be estimated, 
for instance, by performing OLS on equation (1.2.10) as suggested by Wallace 
and Hussain (1969). In this case, the estimator is called the feasible GLS.
In order to estimate technical efficiencies, an estimate of the e; is required. 
Following Schmidt and Sickles (1984), the residuals may be recomputed from 
equation (1.2.9) with the more efficient GLS estimates of a  from (1.2.14). Aver­
aging these residuals over time, we get
1 T
£*. = (1.2.16)
1  t= l
The estimates from (1.2.16) are consistent as T  —> oo provided ctcLS is consis­
tent and the latter requires either N —* oo or be known. Now, since E(ea) = 0 
and et- = et< — £,•<, a natural estimate of e;, denoted by ecLS.ii is simply given by
CGLS,i = max(£,.) — (1.2.17)
i
where the maximum is introduced in order to provide positive values of the es.
From (1.2.17), the technical efficiency of the ith firm denoted by say, T E qls, 
is then estimated as
T E glS'I = exp(—e GLS,i)- (1.2.18)
R and om  or fixed effects m odels?
As expected, the fixed effects (‘within’ estimators) and random effects (GLS 
estimators) models may yield potentially different results. For instance, Kumb- 
hakar (1986), in his study of the US class I railroads, found that the estimates of 
inefficiency in the fixed effects models are much higher than those of the random 
effects models. We, therefore, have to choose the model that most fits the sample 
and the purpose of the analysis.
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Traditionally, the way to choose between these two models is to employ 
the Hausman test (Hausman, 1978), which measures the distance between the 
estimated fixed and random effects coefficients. When there is no correlation 
between the regressors and the es, both fixed and random effects techniques yield 
consistent estimates of the parameters, so the distance between the estimated 
coefficients should be very small as the sample size increases. On the other 
hand, when there is correlation between the es and the regressors, the random 
effects estimates are inconsistent and hence converge to something different from 
the true values of the parameters, that is, the values to which the fixed effects 
estimators are converging. Hence, in this case the distance between the fixed and 
random effects estimates should be relatively large, resulting in a large value of 
the Hausman test statistic.
In summary, if there is no correlation between the regressors (inputs) and 
the es, the random effects specification is most efficient and is therefore to be 
preferred. On the other hand, if there is correlation between the regressors and 
the es, the fixed effects specification is theoretically superior because it can still 
provide consistent estimates. At the same time, one should view the fixed effects 
estimates with caution. If the regressors are almost time-invariant, it may lead 
to multicollinear regressors in equation (1.2.10). The fixed effects specifications 
may, therefore, produce a poor estimation of the intercepts and of the slopes of 
the production frontiers and so, unreasonable measures of efficiency (see, for ex­
ample, Simar, 1992). Moreover, such time-invariant regressors can sometimes be 
eliminated in the ‘within’ transformation. In this case, the estimated individual 
effects will include the effects of all variables that are time-invariant but not in 
any sense a representation of inefficiency. This would make inefficiency compar­
isons difficult unless the excluded time-invariant variables affect all firms equally. 
In fact these latter problems may be so great that the random effects specification 
may actually be preferred in spite of its failure to remove the correlation between
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the regressors and the es.
(c) Maximum likelihood estimation (MLE)
To estimate the model in (1.2.9) by maximum likelihood method, distribu­
tional assumptions for e,- and ta are required. Pitt and Lee (1981) first developed 
MLE techniques using panel data to estimate frontier production functions and 
mean technical efficiency measures based on the following assumptions:9
(i) The tu are independent and identically distributed as jV(0,of). The com­
ponent e,- is independent and identically distributed one-sided, non-negative 
error, which is derived from a N(0, aj) distribution truncated from below.10
(ii) e,; is independent of e,t as well as of the input variables included in the 
model.
Writing a stochastic frontier production function in a panel data context as
Yit = f{Xa;  a)exp(e,* — et) (1.2.19)
i = 1 , . . . ,  N  and t = 1 , . . . ,  T
where Yu and Xu are the output and input vectors for the zth firm at the tth time 
period, respectively, Pitt and Lee (1981) showed that the joint density function 
of the composed error £,* = tu — et- denoted by say, </>(e), can be derived from the 
convolution formula:
roo 1
^(^ti i • • • i £jt) — / I I T  e,)/i(e,)dei, (1.2.20)
J o  t = i
where g ( t i t ) is the density function of t a  and
h(ei) 5 e t- >  0 . ( 1.2 .21)
9Pitt and Lee (1981) considered three versions, models I, II and III. This discussion refers 
to model I.
10 Pitt and Lee also suggested that alternative one-sided distributions for e rather than the 
truncated normal such as exponential (Meeusen and van den Broeck, 1977) and gamma (Greene, 
1980a) can be used. However, although these distributions have similar theoretical properties, 
the truncated normal distribution is preferred from the computational point of view.
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Assuming independence across firms, the likelihood function for the pooled data 
is
N
L = <f>{en, • • • ,£ tr)- (1.2.22)
i=i
The MLE estim ates of a  denoted by olmle can be obtained by maximizing (1.2.22) 
or its logarithm.
W ith the specification (1.2.19), a measure of each un it’s technical efficiency 
can be defined as
T E it Yit
f ( X lt‘a)exp(eit)
e x p (-e t) (1.2.23)
for the Th firm in the tth time period.
For the individual firm-specific inefficiency term , e,- in (1.2.23), Battese and 
Coelli (1988) suggested tha t it can be predicted as11
e,- = m ;  +  -  ^ ( - M '/ c r , ) ] - 1} (1.2.24)
where
M* = +  r - V e2]K 2 +  r - y 2) - \ (1.2.25)
.^2 =  <7y,tf + T o * ) - \ (1.2.26)
£i. =
t=1
and $  is standard normal cumulative distribution function.
(1.2.27)
Using (1.2.24) above, Battese and Coelli (1988) proposed a measure of firm- 
specific technical efficiency, denoted here by T Eßc,i-, as
T Eßc,i exp (—et)
f 1 -  $[<r. -  (M,*/cr.))} I 1 -  $( —M*/cr.) / exp (—M* + (1.2.28)
11 Battese and Coelli showed that the predictor is the minimum squared error predictor of e* 
given £i and that it is consistent as T  —► oo. However, such a situation is unlikely to be realistic 
because it is obvious that firm effects and technical efficiencies change, given a sufficiently long 
period of time.
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(B) Time-varying firm effects
Application of the model based on the assumption of time-invariant firm 
efficiency has been criticized in several cases, particularly in relation to studies 
involving panel data with sufficiently many time points. Economists argue that 
it is not possible for firms to be unaware of their inefficiency, if the period of 
investigation is sufficiently long. If inefficiency is detected, then it would be eco­
nomically irrational and unrealistic for a profit-maximising decision-maker not to 
respond to it. Therefore, the time-invariance assumption of technical efficiencies 
over time without formally testing its appropriateness may result in inconsistent 
estimates of the parameters of the model as well as misleading conclusions about 
technical efficiency.
In order to relax the time-invariance assumption while retaining the advan­
tages of panel data, Cornwell et al. (1990) developed an approach that imposes 
some structure on how inefficiency varies over time. In their model, the firm- 
specific effects are expressed as a function of time with the intercept terms as 
well as the slope coefficients12 (of the time variable) varying across firms. Basi­
cally, they generalize Schmidt and Sickles (1984) by replacing the firm effects, e,-*,
by
tu = In  + 7»‘2* + 7i3*2; * = l , . . . , iV and t = 1, . . . ,T.  (1.2.29)
This specification allows the inefficiency terms to vary over time as well as across 
firms. The Cornwell et al. model can be estimated by the ‘within’, GLS, MLE 
or Hausman and Taylor (1981) instrumental variable (IV) methods, depending 
on the assumptions the researcher is willing to make about the independence and 
the distribution of the firm-specific effects.
Kumbhakar (1990) started with an equation similar to (1.2.9), but proposed
12 Note that the Cornwell et al. specification still assumes constant slopes for the input 
variables x,*.
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the following formulation for ett:
ett = C ( 0 C*'» t =  and z =  l , . . . , i V  (1.2.30)
where
C ( 0 1 +  exp(6£ +  ct2) , (1.2.31)
in which b and c are coefficients to be estimated. The resulting system is estim ated 
by MLE method.
Battese and Coelli (1992) suggested a time-varying firm effects model for 
unbalanced panel data (the balanced one being a special case), such tha t the 
technical efficiencies of firms either monotonically increased or decreased or re­
mained constant over time. They defined elt as
eit -  {exp[—t/(£ — T’)]}e,, t £ I(z); z =  l , . . . , JV;  (1.2.32)
where the ets are assumed to be independent and identically distributed non­
negative truncations of the N(fi, <r2) distribution; rj is an unknown scalar param ­
eter; and l ( i )  represents the set of Ti tim e periods among the T  periods involved 
for which observations for the zth firm are obtained.13
Battese and Coelli (1992) also showed tha t the minimum mean squared error 
predictor of the technical efficiency of the zth firm at the tth tim e period, T E lt = 
exp(-Cjt), is
-®[exp(—e*t|£t)] 1 1 Jexp +  ^ tal t .(1.2.33)
The e, represents the (Tt x 1) vector of eas associated with the tim e periods 
observed for the zth firm where sa = tu — et<;
II* •*»
o-2 +  r j \ r \ x a l
n-2 -
a * i  —
(1.2.34)
(1.2.35)
13If the zth firm is observed in all the T time periods involved, then l(i) = {1, 2, . . . , T} .  
However, if the zth firm was continuously involved in production, but observations were only 
obtained at discrete intervals, then J(z) would consist of a subset of the intergers,l, 2, . . . ,  T, 
representing the periods of observations involved.
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T)i represents the (Tt- x 1 ) vector of r]lts associated with the time periods observed 
for the ith firm; represents the distribution function for the standard normal 
random variable; aj and cr\ are variances of e,* and respectively.
The exponential specification of the firm effects in (1.2.32) over time is a 
somewhat rigid param eterization in th a t technical efficiencies estim ated from 
them  must either increase at a decreasing rate (77 > 0 ), decrease at an increas­
ing rate (77 < 0) or remain constant (77 =  0). To permit greater flexibility in 
the nature of technical efficiency variation over time, Battese and Coelli (1992) 
suggested an alternative two-parameter specification defined as
e,f =  {exp[l +  t7!(* -  T) +  r}2{t -  T )2]}et (1.2.36)
where 77! and 772 are unknown param eters. This model permits firm effects to 
be convex or concave and the tim e-invariant model being a special case in which 
V i  =  rj2 =  0.
P r o b le m s  w ith  th e  M L E  p ro ced u res
Although the superiority of the MLE is undisputed if the sampling distri­
butions of the errors are correct, when used in the context of technical efficiency 
m easurem ent, it still a ttracts some criticisms which include the following:
(i) Estim ations are carried out under the assumption of no correlation between 
the individual-specific inefficiency term s and the input levels. This may 
be an unrealistic assumption especially in a panel data context. As noted 
above, if the period of investigation is sufficiently long, firms may be able to 
detect their inefficiency and are likely to respond, for example, by adjusting 
their input levels. In such circumstances, the inefficiency terms and the 
input levels may be correlated.
(ii) As Stevenson (1980) pointed out, one particularly non-robust area is the 
choice of density functions and the truncation points for the one-sided error
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(the inefficiency term ). Severe assumptions are often made, including the 
restriction tha t the mass of the inefficiency density is most concentrated 
at zero. The sensitivity of the efficiency estimates to assumptions makes 
comparisons of the results from different studies problematic.
(iii) In general, the choice of specific inefficiency distributions should ideally 
be based on the economic mechanisms generating cross-section inefficiency 
differences. W hen such information is lacking, the choice of specifying a 
particular distribution and then applying maximum likelihood is somewhat 
arbitrary.
In each of the estim ation methods discussed above, we briefly made some 
comments on their suitability, shortcomings and/or how realistic are the assump­
tions on which they are based. We now turn to some of the criticisms tha t are 
generally levelled against both the programming and statistical approaches to 
technical efficiency measurement. We also look at some recent developments that 
have taken place mainly in response to some of these criticisms.
1.3 P rogram m in g  and sta tis tica l approaches: 
Som e critic ism s and ex ten sio n s
Technical efficiency is measured as a ratio of realized output to the potential 
output which may or may not be realized. The reliability of the measure of 
technical efficiency, therefore, depends on how accurately the potential output of 
the firm is estim ated. In the preceding discussion, we observed tha t the most 
popular techniques to estim ate the potential output are the programming and 
the statistical approaches. As noted above, both approaches have attracted  some
criticisms.
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1.3 .1  T h e  n o n -p a ra m etr ic  p rogram m in g  approach
In section 1.2.1, we noted tha t major criticisms of the programming ap­
proach are tha t being non-parametric, the constructed production frontiers have 
no statistical properties to be evaluated upon and that the approach attributes 
all deviations from the frontier to inefficiency without accounting for random in­
fluences or statistical errors. Moreover, since the frontier is constructed from the 
supporting subset of observations from the sample, it is particularly susceptible 
to extrem e observations and measurement errors.
However, there have been various attem pts to combine the flexibility of the 
production frontier representation of the non-parametric approach with the abil­
ity of handling statistical errors. First, Varian (1985) introduced stochastic char­
acteristics into the programming approach by introducing two-sided deviations to 
incorporate the random noise and to calculate the efficiency measures free of such 
m easurement errors. Second, Land et al. (1989) suggested the chance-constrained 
programming techniques to allow for uncertainty about the structure of the effi­
cient production technology. However, data requirements for this type of analysis 
are more demanding, because besides the input-output data, chance-constrained 
analysis requires information on the accuracy of data and willingness to under­
take risk. Furthermore, chance-constrained efficiency measurement continues to 
be determ inistic. Efficiency is calculated by means of nonlinear programming 
techniques and no param eters are actually estim ated in the process.
Third, Ley (1992) developed an approach tha t combines the flexibility of 
the production frontier representation of the programming approach and the 
param eter estim ation using statistical techniques. The method is based on a 
stochastic specification in a linear activities14 context which allows the use of
statistical techniques to estim ate the param eters of the production technology.
14An activity being defined as consisting of the combination of a number of commodities - 
inputs - in fixed quantities to produce other commodites - outputs.
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Minimal functional constraints are imposed as in the DEA and at the same time, a 
composed-error specification is borrowed from the statistical approach to frontier 
estim ation. However, the combination of the advantages of both programming 
and statistical approaches comes at the cost of some analytical complexity in the 
derivation of the likelihood equations involved.
Fourth, Banker (1993) provided a formal statistical basis for the efficiency 
evaluation techniques of the DEA. The DEA estimators of the frontier production 
function, assumed monotone increasing and concave, are shown to be maximum 
likelihood estim ators if the deviation of actual output from the efficient output is 
regarded as a stochastic variable with a monotone decreasing probability density 
function. The estim ators also exhibit the desirable asymptotic property of con­
sistency, and the asym ptotic distribution of the DEA estimators of inefficiency 
deviations is identical to the true distribution of these deviations. Banker then 
employed this result to suggest possible statistical tests of hypotheses based on 
asym ptotic distributions.
Finally, other promising directions of development in the DEA include the 
non-param etric regression approach. Two aspects of this approach deserve some 
comments. First of all, this approach can utilize some of the most recent methods 
of non-param etric estim ation of the probability density of the inefficiency related 
error term  which does not assume any specific form of the probability distribution 
(see, for example, Sengupta, 1988a). Secondly, the DEA model can be viewed 
as a two-stage estim ation procedure, where the non-parametric regression can be 
applied at the second stage after the efficient units are determined at the first 
stage of the DEA model (Sengupta, 1988b). O ther directions include the use 
of resampling techniques (Boland, 1990; Hall et al., 1991 and Simar, 1992) and 
applications of semi-parametric methods like the M-quantile regression methods 
(Breckling and Chambers, 1988 and Kokic et al., 1994).
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1.3 .2  T h e  s ta t is t ic a l approach
Progress towards eliminating criticisms levelled against the statistical ap­
proach to measuring production efficiencies has been relatively slow. In his recent 
survey, Bauer (1990a, p. 41) remarked
. . .  the basic set of econometric estimation techniques has changed rela­
tively little in recent years . . .
And van den Broeck et al. (1994, p. 274) added that
. . .  the entire literature has been embedded in the sampling theory paradigm.
In addition to the estimation problems and restrictive assumptions underlying 
the various procedures discussed in section 1.2.2, there are two major criticisms 
that are levelled against the statistical approach in general.
(a) Sam plin g d istr ib u tion a l assu m ptions
The sampling distributional assumptions artificially imposed on the techni­
cal inefficiency-related one-sided error term are somewhat restrictive15 and diffi­
cult to justify as van den Broeck et al. (1994, pp. 274-275) recently highlighted:
From an economic point of view, the need to survive in a competitive
environment of most economic units induces a belief that many of them
are close to the frontier, i.e. full efficiency. However, given the dynamic
character of competition itself, strategic policies in the long-run (secular
inefficiency) could keep units away from their frontier. In many cases,
this will be compounded with organisatorial inefficiency in the short-run
(see van den Broeck et al., 1991). Although these considerations guide
15 Note that these restrictive distributional assumptions are not required when panel data are 
available (Schmidt and Sickles, 1984). Secondly, although Kopp and Mullahy (1990) recently 
proposed generalized method of moments (GMM) estimation procedures that allow various de­
grees of distributional flexibility and is less computationally intensive than the MLE technique, 
the latter still remains to be one of the mainstays of the frontier field.
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us in forming our prior ideas concerning efficiency, they do not provide us 
with exact functional forms for the distribution of efficiencies.
Moreover, alternative distributional assumptions can lead to substantially dif­
ferent results for the estim ated inefficiencies, making it difficult to provide an 
economic and practical justification of the choice of a particular distribution. 
W ithin the spectrum  of inefficiency sampling distributions proposed in the lit­
erature, the half- or truncated normal has received a relatively wider empirical 
applications than others such as gamma and exponential. The choice is often 
based on ease of empirical estimation.
Furtherm ore, when using cross-sectional data to estim ate frontier produc­
tion functions, the current econometric packages including F R O N T IE R  (Coelli, 
1992), do not investigate the effect of heteroscedasticity in those models. Frontier 
production functions are estim ated from firm-level data and firms vary widely in 
size. Size-related heteroscedasticity is expected to be a problem under these cir­
cumstances. The one-sided inefficiency error term  may be heteroscedastic. This 
is likely because the inefficiency one-sided error term  reflects ‘factors under firm 
control’ and larger firms usually tend to have more factors under their control than 
smaller firms. Unfortunately, most empirical efficiency studies based on statistical 
approach, assume homoscedasticity. Caudill and Ford (1993) recently performed 
some Monte Carlo studies which showed that the size-related heteroscedasticity 
in the one-sided error component leads to overestimation of the intercept and un­
derestim ation of both the slopes and variance of the two-sided error component 
in the estim ation of a frontier production function. Consequently, measures of 
firm inefficiency based on residuals obtained from such estim ated frontier models 
can be misleading.
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(b ) N e u tr a l sh ift fron tier  p ro d u ctio n  fu n ctio n s a ssu m p tio n
The specification of the stochastic frontier production function assumes that 
the effects of technical inefficiency on input productivity are the same for each 
input with a resultant neutral shift of the frontier production function from the 
‘average’ and realized firm-specific production functions. Schmidt (1985-86, pp. 
321-322) drew attention to this restrictive assumption underlying the statistical 
approach when he concluded:
. . .  However, in practice statistical frontiers models assume shortfalls from 
the frontier to be the result of random error (inefficiencies) which simply 
shift the entire function down in a parallel fashion. (Thus the frontier 
function is a ‘neutral transformation’ of the average function). Thus, for 
all parameters except the constant, the OLS estimates and the estimates 
from a statistical frontiers analysis should not differ systematically, if the 
model is indeed correctly specified. This is unfortunate . . .
The logic behind the neutral shift frontier assumption appears to have no 
strong theoretical foundation. It is obviously questionable to argue that the 
frontier production functions would shift neutrally from the ‘average’ and realized 
firm-specific production functions. That is, the input-specific coefficients of the 
frontier production function and those of the ‘average’ and realized firm-specific 
production functions are identical. In other words, the only difference between the 
‘average’ or realized firm-specific production functions and the frontier production 
function lies in their intercepts, a view also recently echoed in Bauer (1990a, p. 
54):
. . .  there is very little difference in what many authors describe as best- 
vs. average-practice technology in these types of models (except for shifts 
in the intercept term) . . .
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However, recent empirical studies, for example, Alauddin et al. (1993), show that 
this view can be misleading in some cases.
In sum, mixed information was found on the statistical differences be­
tween the coefficients of the [average] production function and the three 
stochastic frontiers. (Alauddin et al, 1993, p. 385).
Som e prom ising ex ten sion s
Some attem pts have been made in response to the first criticism of imposing 
a priori sampling distributions on the inefficiency-related random variables. For 
example, one possible suggested solution is to use the maximum entropy (ME) 
principle (Sengupta, 1993, pp. 35-44). To choose between the alternative densi­
ties, the moment restrictions from the sample data can be sequentially fixed one 
at a tim e, th a t is, the mean, the variance and so forth. The choice between the 
several possible distributions (for example, exponential, truncated normal and 
gam m a densities) can then be resolved by means of a chi-square test of goodness 
of fit.
Secondly, the concept of ‘information content’ of the density of the ineffi­
ciency term  relative to a reference state of information due to Kullback (1959) 
can be applied. Thirdly, van den Broeck et al. (1994) recently proposed a Bayesian 
approach which treats the uncertainty concerning which sampling model to use 
by mixing over a number of competing inefficiency distributions proposed in the 
literature with posterior model probabilities as weights. The choice of a particular 
distribution for the inefficiency term  most favoured by the data can be made using 
Bayes factors or posterior odds ratio as a criterion for model selection. However, 
inherent in the mixing and the associated com putation of posterior moments and 
marginal densities is the fact tha t proper prior structures that preserve the main 
characteristics of the different sampling distributions and prior elicitation proce­
dures still need to be specified. Moreover, the empirical analysis relies on Monte
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Carlo integration with importance sampling16 for all parameters and the ineffi­
ciency term s, which is computationally not a trivial exercise and often requires 
substantial amounts of computer time (Koop, 1994).
So far, the second criticism of regarding the frontier production function as 
neutrally shifted from the ‘average’ or realized firm-specific production functions 
appears to have attracted  very little attention in the production efficiency lit­
erature, except for the recent work by Kalirajan and Obwona (1994a, b) and 
K alirajan and Shand (1994).
1.4 A llocative efficiency
Studies relating to allocative efficiency can be broadly classified into two 
categories depending on whether a direct (primal) or an indirect (dual) method 
is used. In the primal approach the production function, in most cases of Cobb- 
Douglas or translog functional form, is directly estim ated by OLS techniques. 
The estim ated elasticities of the production function are then used to compute 
the marginal product (MP) for each factor of production for the ‘average’ firm. 
Comparison of the MP with the marginal cost (MC) of the factor for the ‘average’ 
firm leads to an evaluation of the degree of efficiency (or profit maximization) that 
is prevalent on the average. Examples of earlier work17 along this line include, 
for example, Hopper (1965), Massed (1967b), Sahota (1968) and Sam path (1978). 
An extension of this approach is considered, for example, in Fane (1975), Huffman 
(1977) and Ram (1980), where allocative efficiency is explained by some socio­
economic, demographic or environmental factors.
The theory of a profit function used as dual to the production function was
16For the Monte Carlo integration with importance sampling, see, for example, Koop (1994) 
and references contained therein.
17Recent studies in the context of cross-sectional data (for example, Kalirajan, 1985, 1990b) 
and panel data (for example, Kumbhakar, 1988) apply MLE to estimate jointly both technical 
and allocative efficiencies.
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developed and first applied by Lau and Yotopoulos (1971, 1972) and Yotopoulos 
and Lau (1973) in analyzing Indian agriculture. Other studies in this category 
include Sidhu (1974), Junankar (1980), Kalirajan (1981), Huang et al. (1986), 
Stefanou and Saxena (1988), Umesh and Bisaliah (1991), Kumbhakar and Bhat- 
tacharya (1992) and Ali et al. (1994), among others. In this approach, when, for 
example, output is assumed endogenous, the profit function18 is estim ated along 
with the input share (in profit) equations derived from Hotelling’s lemma. Esti­
mation is usually carried out within the error components framework.19 The stan­
dard error components estim ation procedures model non-profit-maximizing be­
haviour via input-specific disturbances tha t are appended to first-order marginal 
productivity conditions. The firm is assumed to maximize profits and its failure 
to do so is reflected in these disturbances which prevent the first-order conditions 
from holding. Error components capturing allocative inefficiency enter both the 
profit and first-order marginal productivity conditions. In the latter, these dis­
turbances can be either positive or negative, since over- or under-utilization of 
inputs is regarded as being allocatively inefficient. However, the allocative ineffi­
ciency disturbance in the profit equation must be negative, since such inefficiency 
necessarily reduces profits.
Because of the nature of the errors in the production or profit functions and 
the first-order conditions, estim ation within the error components framework de­
pends on arbitrary and restrictive distributional assumptions (see Bauer, 1990a). 
Even the availability of panel data (see, for example, Kumbhakar, 1988), does 
not obviate these restrictions. Furthermore, in the cross-sectional data case (see, 
for example, Kalirajan, 1985, 1990b), modelling allocative inefficiency in term s of
random deviations from actual profit maximization implies that only the mean
18With output exogenous, cost minimization is assumed as the behavioural hypothesis (see, 
for example, Schmidt and Lovell, 1979; Lovell and Sickles 1983; Atkinson and Halvorsen, 1984, 
1990; Atkinson and Cornwell, 1994).
19For general discussion on the error components models, see Hsiao (1986), Dielman (1989) 
and references contained therein.
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values of the input-specific allocative efficiency at industry level can be obtained.20
The advantage of using the dual approach is that price variables are treated 
as exogenous and consequently there is no inconsistency even if a single equation 
method is used. However, the efficiency of the estimators can be improved by 
using input demand and output supply functions derived from the profit function. 
The possible efficiency gains occur not only from cross equation error correlations 
but also from the cross equation restrictions on the parameters imposed by the 
profit-maximizing behaviour.
In keeping with the overall theme of this thesis, our main focus will be 
on the production function-based approach to allocative efficiency measurement. 
In this approach, while calculating MPs, it is always assumed that the input- 
specific response coefficients of the sample firms are constant. Consequently, the 
production function-based allocative efficiency measures are also affected by this 
restrictive assumption and therefore attract similar criticisms as in the case of 
technical efficiency measurement.
1.5 C on clu d in g  rem arks
In this overview we have discussed several issues relating to the conventional 
empirical estimation of technical and allocative efficiency measures. The overview 
was divided in four sections. Section 1.1 gave a brief introduction. Section 1.2, the 
core of the overview, discussed the two broad approaches to estimating production 
frontiers and technical efficiency measures. Section 1.3 discussed some criticisms 
of (and recent developments in) the two approaches. Specifically, sub-section
1.3.2 presented two major criticisms levelled against the statistical approach to
20 However, Atkinson and Halvorsen (1990), using cost functions and share equations, ob­
tained input- and firm-specific allocative inefficiency estimates by specifying allocative ineffi­
ciency parameters as functions of exogenous variables that vary over firms. But if the speci­
fication is incorrect, for example, omitting relevant variables that explain allocative efficiency, 
the resulting estimates will be inconsistent.
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measuring technical efficiency, and emphasized that progress towards eliminating 
them  has been rather slow. Nevertheless, some techniques, for example, the 
Bayesian ones, which show much promise have been suggested. Finally, section 
1.4 discussed briefly the allocative efficiency measurement and the criticisms that 
arise from the prim al production function-based method of estimation.
The criticisms levelled against the conventional statistical methods of esti­
m ating technical and allocative efficiencies serve as motivations and the stimuli 
for the search for alternative approaches to production efficiency measurement. 
Thus, one of the prim ary objectives of this thesis is to develop approaches tha t aim 
at obviating these criticisms. The approaches suggested in subsequent chapters 
require modelling production functions with coefficients which are firm- and/or 
time-specific. Consequently, for ease of reference, the next chapter describes some 
linear models with heterogeneity in both intercepts and slope coefficients that 
can be used for modelling such firm- and/or time-specific production functions.
C h a p te r  2
L inear m odels w ith  
h e te ro g e n e ity  in  b o th  in te rc e p ts  
an d  slopes
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2.1 In trod u ction
The literature on linear models with heterogeneity in both intercepts and 
slopes, referred to here simply as varying coefficients models (VCM), dates from 
the early days of econometrics, with Keynes’ (1939) critique of the use of con­
stant coefficients models by Tinbergen (1939). Despite this early advocacy of 
the use of such models, their popularity was not enhanced until the development 
of simple parametric forms of VCMs such as those suggested by Hildreth and 
Houck (1968), Rosenberg (1973) and Cooley and Prescott (1973). Since then, 
the use of the VCMs has taken off with published works and surveys on the topic 
including Swamy (1973, 1974), Raj and Ullah (1981), Beck (1983), Chow (1984), 
Nicholls and Pagan (1985) and Swamy et al. (1988a, 1988b, 1989). Accordingly, 
applied econometric work has begun to take interest in the VCMs as a serious 
alternative to traditional fixed coefficients modelling (see, for example, Fiege and 
Swamy, 1974; Fabozzi and Francis, 1978; Havenner and Swamy, 1981; Dixon and 
Martin, 1982; Kalirajan, 1990a; Hoque, 1991, 1992; Lass and Gempesaw, 1992; 
Amirkhalkhali and Dar, 1993; Kalirajan and Obwona, 1995). However, of partic­
ular recent interest has been Granger’s (1993) suggestion that VCMs are likely 
to provide an adequate approximation to non-linear models, an assertion which 
also seems to have recently gained some support from empirical evidence (see, for 
example, Leybourne, 1993; Swamy and Tavlas, 1994).
One of the main problems with VCM applications is how to estimate the 
observation-specific coefficient vectors. For example, in a cross-section data 
model, the number of coefficients to be estimated often exceeds the number of 
observations, leading to the degrees of freedom problem. One possible way to 
reduce the number of coefficients is to introduce into the model dummy variables 
that would indicate differences in the coefficients across individual units, that is,
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to develop an approach similar to the least squares dummy variables model (Mad- 
dala, 1977). However, such a dummy variable approach could prove unwieldy if 
there were many sample observations. In such cases, the number of coefficients 
to be estimated would be large, making it impossible to obtain reliable estimates 
without repeated observations on the same unit.
An alternative way of reducing the number of coefficients to be estimated is 
by making some simplifying assumptions about the probabilistic behaviour of the 
observation-specific coefficients. For example, we can assume that the coefficient 
vector is random but distributed with a fixed mean vector and variance-covariance 
matrix. This is commonly called the random coefficients model1 suggested by 
Hildreth and Houck (1968) and popularized by Swamy in several publications 
(1970, 1971, 1973, 1974). The specification reduces the number of parameters 
to be estimated substantially, while still allowing the coefficients to differ from 
unit to unit and/or from time to time. For example, if we have N  observations 
and K  explanatory variables, treating coefficients as fixed but differing from one 
individual unit to another, we will have N K  unknown coefficients to be estimated 
and this number increases with N. In the random coefficients model case, there 
would be only K  unknown elements of the mean vector and [K(K + 1)/2] distinct 
elements of the variance-covariance matrix.
The objective of this chapter is to establish for subsequent applications, the 
modelling, estimation and testing procedures of linear models with heterogeneity 
in both intercepts and slopes. One of the tasks in the remaining chapters in­
volves estimating firm-specific production functions. These functions estimated 
at firm-level play an important role in the alternative procedures suggested for 
estimating production efficiency measures of individual sample firms. The rest
of this chapter is organized as follows. The next section discusses VCMs in the
^ h is  type of VCM will be the main focus of this chapter. For other VCMs including those 
with parameters that evolve continuously or change discretely over time, see, for example, Judge 
et al. (1985, chapter 19) and Hsiao (1986) and references therein.
CHAPTER 2. HETEROGENEITY IN INTERCEPTS AND SLOPES 43
context of cross-sectional data applications. Section 2.3 deals with VCMs in the 
panel data context. Some general remarks in section 2.4 serve to conclude the 
chapter.
2.2 C ross-section  data  V C M
I MODEL SPECIFICATION
Theil and Mennes (1959) specified a VCM to analyze aggregate time-series 
data  on British im port and export prices and developed some consistent estim a­
tors of its param eters. Subsequently, Hildreth and Houck (1968) extended the 
Theil and Mennes results and suggested some new consistent estimators. The 
Hildreth-Houck model can be represented as2
K
Vi =  ^ o t k i X k i ]  i =  l , . . . , J V  (2.2.1)
k = \
where
&ki =  ock +  Uki (2 .2 .2)
and yi is an observation on a dependent variable; the are the explanatory 
variables; the UkiS are the unobserved random elements and xu = 1 for all i. The 
mean response of y to a unit change in the kth explanatory variable is given by 
äfc, while the actual response for the ith  observation is o^i.
Rewriting (2.2.1) and (2.2.2) in vector notations, we have
yt = X u *  (2.2.3)
and
ol{ =  a  +  U{. (2.2.4)
2The additive disturbance term cannot be distinguished from the randomly varying intercept 
and so is not written explicitly.
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Now, assume that
E(ut)
E(ulu'J)
E (X tu')
0; * =  1 , . . .  ,7V
Au if i = j
<
0 otherwise 
0; for all i and j. (2.2.5)
For all the N  observations, (2.2.3) and (2.2.4) can be written more compactly 
as
y = X a  + w ( 2 .2 .6 )
where
w = Dxu
and y is a K  x 1 vector; X  is an N  x K  matrix of rank K\ ä is a K  x 1 vector; 
u is an N K  x 1 vector and Dx is an x N K  block diagonal matrix such that
d x = d ia g (x ; ,. . . ,x ;o -
If Au is known, the generalized least squares (GLS) estimator for ct
5 = (V S  (2.2.7)
is best, linear unbiased and has covariance
(V S ; 1^ ) ' 1 (2.2.8)
where
= Dx(In G) Au)D'x. (2.2.9)
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II ESTIMATION PROCEDURE
V ariance-covariance m atrix , Au 
(A) Au is diagonal
Assuming tha t Au, a K  x K  m atrix, is diagonal, Hildreth and Houck (1968) 
outlined several alternative estimators of the K  distinct elements. For example, 
let w be an N  x 1 vector containing the squares of the OLS residuals from (2.2.6) 
and M  =  I  — X ( X 'X ) ~ xX ' . If M  and X  respectively represent the matrices M 
and X  with each of their elements squared, then it can be shown that (Amemiya, 
1985, p. 205)
E(w) = (2.2.10)
where
=  ( "^ul i "^u21 • • • ? ( ^ u K  )'• (2.2.11)
Possible estim ators of au are
<r„(l) =  ( X ' M M X y ' X ' M w  (2.2.12)
and
ctu(2) =  ( X ' M X y ' X ' w .  (2.2.13)
The first estim ator (2.2.12) results from applying OLS to
w = M  +  (2.2.14)
where, from (2.2.10), E(£) = 0, while the second estim ator (2.2.13) is a ‘min­
imum quadratic unbiased estim ator’ (MINQUE) (Froehlich, 1973). Both these 
estim ators have the undesirable property tha t they can produce negative variance 
estim ates. Not only are negative estimates meaningless but if retained, they can
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lead to GLS estimators of the ä ’s which perform extremely poorly in terms of 
mean square error (Griffiths, 1971).
The matrix Au can be constrained to be a positive semidefinite matrix by 
following different methods suggested in the literature. These methods can be 
broadly classified into two groups, namely:
(i) Assigning zero values to variance coefficients which are negative3 and
(ii) Estimating the variance coefficients with constraints which guarantee posi­
tive semidefinite matrices.
Harville (1977), Raj et al. (1980) and Swamy (1971) proposed a number of 
alternative estimators. Some of these, such as maximum likelihood (ML) and the 
restricted ML are only defined for legitimate values of cru. Although procedures 
exist to guarantee the estimated cru is always non-negative at each iteration, the 
maximum may be at the boundary. Furthermore, as the likelihood function is 
not globally concave, it allows for multiple local maxima (Maddala, 1971).
An alternative method is minimizing a quadratic function of the parameters 
subject to linear inequalities suggested by Judge and Takayama (1966). Consider 
the following structure of the variance coefficients
w = X<7u + t  (2.2.15)
where tb, X  and £ are as defined before. To avoid negative estimates of cru, the 
following method of estimation can be adopted.
Minimize £'£ subject to cru > 0.
This is also equivalent to maximizing (—£'£), that is,
- f ' f  = - w w  + 2 (a2.2.16)
3For example, Hildreth and Houck showed that the estimates so obtained are biased but 
have lower mean square error than the estimates without zero restrictions.
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subject to
(2.2.17)
As w w is a scalar constant, maximization of (—£'£) is equivalent to maximizing
subject to
C  <JU < d (2.2.19)
where
0
C = —I k  and d =
0
Now, Theil and van de Panne (1960) suggested a procedure based on the consid­
eration that maximizing a quadratic function subject to linear equations is much 
simpler than maximizing subject to linear inequalities such as (2.2.19). First, the 
unconstrained maximization is considered to see whether the resulting solution 
does or does not satisfy the constraints, and this information is used as a basis 
for further computations. The vector which maximizes — £'£ in (2.2.16) without 
regarding the constraints is
Clearly, if au satisfies the constraints C'au < d, then cru is the required solu­
tion as a constrained maximum can never exceed an unconstrained maximum. 
On the other hand, when one or more constraints are violated, Theil and van 
de Panne suggested maximization subject to each of the constraints in (2.2.19) 
written in the form of an equation instead of an inequality. The procedure then 
involves adding the constraints which are violated in equational form one after 
the other. Theil and van de Panne showed that under certain general conditions 
the procedure leads to the required optimal vector au in a finite number of steps.
(2.2.20)
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(B) Au is n o n -d ia g o n a l
The restriction of diagonal Au is helpful in reducing the complexity of the 
estimation problem. An impediment to estimation of the entire contemporaneous 
covariance matrix, rather than only its diagonal elements, has been the difficulty 
in imposing the prior restriction of positive semidefiniteness on the estimated 
matrix without significantly complicating the problem (Neider, 1968). Indeed, 
even when estimation of off-diagonal elements is undertaken, this prior restriction 
is usually ignored (Hsiao, 1975). With the advent of modern fast computing 
facilities, this problem can now be overcome. For example, Schwallie (1982) 
suggested a reparameterization that allows estimates of the contemporaneous 
covariances, as well as variances, to be obtained and the corresponding matrix is 
guaranteed to be positive semidefinite. It is straightforward and relatively easy 
to incorporate into a maximum likelihood routine.
M ea n  and  in d iv id u a l re sp o n se  co effic ien ts
After estimating Au and obtaining the estimates of the mean response coef­
ficients in (2.2.6), the individual response coefficient estimates, or more precisely, 
predictions of the a^s are given by
&i = a + L x ^ X i L x l Y ^ y i - X ^ y ,  i = \ , . . . , N .  (2.2.21)
For known Au, the c^s are the minimum variance, linear and unbiased esti­
mators for the actual response coefficients which were realized over the sample 
period (Griffiths, 1972; Swamy and Mehta, 1975; Lee and Griffiths, 1979).
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III HYPOTHESIS TESTING
T estin g  for random  coefficients variation
In addition to estimation, an applied worker is likely to be interested in test­
ing for randomness in the coefficients. The type of randomness discussed above 
leads to a heteroscedastic error model. Thus for testing purposes, the tests dis­
cussed in, for example, Judge et al. (1985, pp. 445-454), Godfrey (1988, section 
4.5) and Davidson and MacKinnon (1993, sections 11.5 and 16.5) are relevant. 
In particular, the Breusch and Pagan (1979) test is likely to be a satisfactory 
one. Breusch and Pagan exploited the fact that the effect of introducing random 
coefficient variation is to give the dependent variable of the zth unit a different 
variance, therefore introducing a particular heteroscedasticity formulation. They 
then suggested a Lagrange Multiplier (LM) test which has the same asymptotic 
properties as the likelihood ratio (LR) test in standard situations but it is com­
putationally much simpler.4 The appropriate null hypothesis to be tested for 
random coefficient variation is Ho : Au = 0. H0 is rejected for large values of the 
test statistic
C'XiX'Xy'X'f  (2.2.22)
where X  is X  with all the elements replaced by their squares and
f, = t t  - 1 ;  t =  l ,. . . ,JV  (2.2.23)
<7Z
with
Z'Z
~N~
and Z = (IN -  X ( X ' X ) - lX' )y = My. (2.2.24)
An asymptotic test is based on (2.2.22) having a x\k- i) distribution under H0.
4However, the LM test will be less powerful asymptotically than the LR test since the LM 
test ignores the information about the one-sided alternative hypothesis. A recent survey by 
Brooks and King (1994) indicates that, in general, tests that take into account the one-sided 
nature of the testing problem such as point optimal tests (King, 1987) have superior power 
properties relative to those that do not.
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It must be pointed out, however, that the validity of the test in (2.2.22) 
is dependent on the normality assumption (Koenker, 1981). This problem has 
also been noted by Bickel (1978), who remarks that for long-tailed non-normal 
distributions the actual asymptotic significance level will exceed the value based 
upon the normality assumption. Koenker (1981) suggests that a more robust form 
of the LM test which does not require normality assumption can be obtained by 
using the ‘studentized’ statistic
J 1 f f
which, under the null hypothesis, also converges in distribution to a chi-square 
with (K  — 1) degrees of freedom. The modified test statistic in (2.2.25) is simply 
N  times the uncentred R? from the regression of Zt2 on X t. This form of the 
LM test was also proposed by Godfrey (1978), while Bickel (1978) suggested the 
asymptotically equivalent variant in which the statistic in (2.2.25) is multipled 
by (N - K ) / N .
2.3 P a n e l d ata  V C M
2.3.1 C ross-sectionally varying but tim e-invariant coef­
ficients m odels
I MODEL SPECIFICATION
When coefficients are viewed as invariant over time but varying from one 
unit to another, we can write the T observations on the zth cross-sectional unit
(2.2.25)
yi = Xidi + Ci z = l , . . . ,  Ah (2.3.1)
5Note that the additive disturbance term, e, could have also been omitted as in the Hildreth- 
Houck model, but we have included it here to conform with Swamy (1971) specifications on 
which this section is based.
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The cq can be treated as fixed and different or as consisting of a fixed and a 
random component. The question whether cq should be assumed fixed and dif­
ferent or random and different depends on whether we are making references 
conditional on the individual characteristics or making unconditional inferences 
on the population characteristics.6 In the former case, the fixed coefficients model 
could be used. In the la tter case, the random coefficients model would be more 
appropriate.
(A) F ixed  coefficien ts m od els
W hen the cqs are treated as fixed and different constants, we can stack the 
N T  observations in the form of the Zellner (1962) seemingly unrelated regression 
model. If the covariances between different cross-sectional units are not zero, 
th a t is, E(eie'j) 0 for i j ,  the GLS estim ate of (o q ,. . .  ,ct'N) is more efficient 
than the single-equation estim ate of cq for each cross-sectional unit. If X t are 
identical for all i or F(c;e') =  cq2/  and F (ete') =  0 for i ^  j ,  the GLS estim ator 
for (« 1 , . . . ,  a'N) is the same as applying the OLS separately to the time-series 
observations of each cross-sectional unit.
(B) R and om  coefficien ts m od els
Now, suppose each regression coefficient in (2.3.1) can be decomposed into 
two components, tha t is,
cq =  a +  iq (2.3.2)
where, as before, ä  is a fixed component, the common mean of the distribution 
from which each coefficient is drawn, and the tqs are random components each 
with mean zero and constant variance. The tqs allow the coefficients to differ 
from unit to unit.
6Mundlak (1978) has raised the issue of whether or not the variable coefficients are correlated 
with the explanatory variables in which case auxilliary equations would be required.
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Using (2.3.1) and (2.3.2), the model can be written as'
Vi =  Xi(ä +  it,-) +  t i  
— X xa  A  w l
where
w t — X t U i + 6 t .
In matrix notation, (2.3.3) and (2.3.4) can be expressed as
y — X ä  -f re, w = Dxu + e
where
/
y =  (</!,•■
II
( y ( u  • • • i Vi t ) 5
X ' =  (Xi, . ■ ■,x'N ), x ; =  ( * « , . . . ,  X iT);
Dx =  d i a g ( X ( , . .  . , X
u =  ( u i , . • • 5 U N ) i
e =  ( « i f
f \ /  
• 5 £N/1 S' («ill• • • , tir) and
ÖL =  ( ä '„ . • • ’Ü'k )
i =  1, . . . , N .
Swamy (1971) made the following assumptions:
(i) Al: The sample sizes are such that N > K  and T > K.
(ii) A2: The independent variables are nonstochastic in the sense 
fixed in repeated samples on yi and the rank of X  is K.
(iii) A3: The are independently and identically distributed with
E{t{) — 0 for all i and
cr2 IT if i = j  
0 if i ^  j .
7Note here that Ui, =  e,*.
(2.3.3)
(2.3.4)
(2.3.5)
(2.3.6)
that is
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(iv) A4: The ut are independently and identically distributed with the mean 
and variance-covariance structure as in (2.2.5).
(v) A5: The e* and u3 are independent for every i and j.
(vi) A6: The X{ and u3 are independent for every i and j .
The variance-covariance m atrix of w in (2.3.5) is
= diag(XiAuX- +  cr2eiIT) 2 =  1, . . . ,  N. (2.3.7)
The Gauss-Markov theorem implies that
a = ( X ' ^ X y ' X ' ^ y ,  (2.3.8)
is the best, linear and unbiased estim ator of ä .
II ESTIMATION PROCEDURE
V ariance-covariance m atrix  Au and o \
Since, in practice, Au and of- in (2.3.7) are usually unknown, they have 
to be estim ated. Swamy (1970, p. 107) suggested the following unbiased and 
consistent estim ators
t ' j t j
T - K
(2.3.9)
which is simply the mean squared error from the OLS regression of on V,;
AU
S*
N - l
1
N
N
(2.3.10)
where
S&
N  y N
E ®OLS,i&OLS,i _  77 E ®OLS,i
i=l i=l
N
\  '  ^  /
/  . a OLS,i
i=l
(2.3.11)
and
* O L S .i  = (X',X,)-lX,yt (2.3.12)
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is the OLS estimate of cq.
In empirical work, there are some fundamental problems associated with 
the estimator Au in (2.3.10), which is the difference between two matrices. Au 
is a variance-covariance matrix and it is assumed to be non-singular with all 
its diagonal elements positive and its ijth off-diagonal element, when squared, 
should at most be equal to the product of its zth and j th diagonal elements. Since 
these restrictions are usually neglected in estimation procedures (Swamy, 1971), 
the elements of Au may violate these restrictions with positive probability. In 
some numerical applications, Au will yield negative estimates for the variances 
of some coefficients. To avoid this problem, some suggestions have been made in 
the literature, for example,
1. Use of the estimator
Au if all diagonal elements are positive
Auo with negative diagonal elements replaced by zero 
if negative variance estimates are present.
2. Use of the estimator (Swamy, 1971, p. 107)
The variance ÄU2 is simply Au without the subtraction of the term to adjust 
for variation arising from the disturbances.
3. Use of the estimator
Au if Au is positive semidefinite
Au + (—Amjn -f k)I otherwise
where Amjn is the smallest eigenvalue of Au and ac > 0 is a small fixed number 
(Havenner and Swamy, 1981, p. 185). The correction of the type suggested in 
Au3 preserves the unbiasedness property (Rao, 1982, p. 400).
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M ean  and  in d iv id u a l resp o n se  coeffic ien ts
To estimate a we apply GLS to (2.3.5). Thus a minimum variance linear 
unbiased estimator of ä  is
- l
<5 =  \'Ex'j [xj\ ux'j + o*ji]~1xj\
l j= l  J i=i
(2.3.13)
Applying the matrix result in Rao (1965, p. 29) to (2.3.13), Swamy (1970) showed
that
a Wi&OLS,i
i=l
(2.3.14)
where
W{ . (2.3.15)
That is, after estimating Au and the <j (^i = 1, . . .  ,N), they are then substituted 
into equation (2.3.15) and used in (2.3.14) to get the GLS estimator of a. Rao 
(1982) provided fairly general conditions under which the feasible generalized least 
squares (FGLS) estimator for ä in (2.3.14) has a finite mean and is unbiased.
With the estimated mean response coefficients, ä, from (2.3.14), Au and the 
oT, Lee and Griffiths (1979) suggested predicting a, as8
cci = a  + A„X'(A-iA„X' +  <r(V ) “1( y ; -  X,a). (2.3.16)
The predictor d t- in (2.3.16) can be viewed as an estimate of the mean, a, 
plus a predictor for iq, where the latter is given by a weighted proportion of the 
GLS residual vector y,- — X{ä. A Bayesian argument leads to the same predictor 
(Smith, 1973; Learner, 1978, p. 274) and it can also be obtained by minimizing 
the quadratic function
5  = £  (yi -  X,Q,)'2fa  -  ^  + E ( o ,  -  ä)'A a) (2.3.17)
1 =  1 ^£1 1 =  1
with respect to ä and the a t (Lee and Griffiths, 1979).
8See also Lindley and Smith (1972).
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III HYPOTHESIS TESTING
T estin g  for random  coefficients variation
To test the null hypothesis Au = 0, Swamy (1971) proposed a test based on 
the likelihood-ratio test statistic. However, computation of the likelihood-ratio 
test statistic can be complicated. To avoid the iterative calculations necessary to 
obtain maximum likelihood estimates of the parameters in the full model, an LM 
test can also be used here (for example, Breusch and Pagan, 1979).9 As shown 
by Hsiao (1986), the Breusch-Pagan LM test can be adopted to the Swamy-type 
model by considering the log-likelihood function of y,-./cret-, where = L Ya=\ Vit- 
It can be seen that by dividing the individual mean-over-time equation (2.3.3) by 
cre,-, we have
— yi. =  — X [a  + w*\ i = l , . . . ,  TV (2.3.18)
where X u = T y J - i X it and
w* — — X[ui-\----- (2.3.19)
& ti &ei
When Swamy’s assumptions on Xi, U{ and et hold, (2.3.18) is a model with 
heteroscedastic variances,
var(w*) =  ]= A \ x [ A uXC  z‘ =  l ,...,jV . (2.3.20)
I crei
Under the null hypothesis that Au = 0, (2.3.19) has the homoscedastic vari­
ances, that is,
var(w*) = * = l ,...,iV . (2.3.21)
Following Rao (1973, pp. 418-19), the LM statistic10 for testing the null
hypothesis of homoscedasticity leads to computing one-half the predicted sum of
9Similar remarks made earlier about the validity of this version also apply here.
10This is called a transformed LM test because it is derived by maximizing the log-likelihood 
function of yi. /a€i rather than maximizing the log-likelihood function of y,t/<rei.
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squares in a regression of
I K K
{ T w f -  1) = - E E w i . 4 1  +  &; i = (2.3.22)
A:=l Ar' =  l
where
®ukk' — E  (2.3.23)
Since ic* and cr^  are usually unknown, they are replaced with their estimated 
values w* and <r^ , where w* is the least squares residual of (2.3.18) and is given 
by
y \ [ I - X x{X[Xx)^ X [ \Vl 
T - K
When both N  and T  tend to infinity, the LM statistic has the same limiting 
distribution as a chi-square with [K(K + l)/2] degrees of freedom under the null 
hypothesis of Au = 0.
Random variation can also be indirectly tested through the null hypothesis11
H0 : ot\ = a2 = • • • = otN = a. (2.3.24)
Swamy (1971, pp. 124-126) even suggested that the test be used as a pre­
liminary test to decide whether the assumptions of the random coefficients model 
may be reasonable.
The test statistic is
[&o l s ,i — & y X ' t X i ( a o L s , i  — d )
2 =  1 crl
(2.3.25)
where
a — (2.3.26)
assumes that the coefficients are equal for all individuals. The asymptotic dis­
tribution of the statistic is well approximated by a chi-square with (N — l ) K
degrees of freedom (for large values of T).
11 Since the test is not directly applied to Au matrix, it is referred to as an indirect test for 
randomness.
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Alternatively, Zellner (1962) showed that if the statistic in equation (2.3.25) 
is divided by (N — 1 )K, the resulting statistic can be used to test the null hy­
pothesis in (2.3.24). This form of the statistic will have, asymptotically, an F- 
distribution with (N — 1 )K numerator and N(T — K ) denominator degrees of 
freedom.
2.3.2 T im e and cross-sectionally varying coefficients m od­
els
It is a rare phenomenon that the response in the dependent variable yu to 
a unit change in the independent variable xa is the same for all t = 1 , . . . ,T.  
Equal doses of labour and capital in a particular production process may yield 
different levels of output over different years in view of technical progress and 
technical efficiency improvement that might take place during the course of the 
sample period.
Various authors have therefore extended the idea of coefficient variation to 
the time dimension under different assumptions.12 As Swamy and Mehta (1977) 
noted, the motivations for time and cross-sectionally varying coefficient models 
are:
(i) To allow for different coefficients for each individual unit to account for 
spatial or inter-individual heterogeneity, and
(ii) To modify continually the values of coefficients over time so as to allow the 
relationship to adopt itself to local conditions.
The time and cross-sectionally varying coefficients models are the most gen­
eral of the models for analyzing panel data. They are also the most difficult to
handle notationally, computationally and analytically.
12For example, Hsiao, 1974; Swamy and Mehta, 1977; Hosenberg, 1973; Johnson and Rausser, 
1975 and Harvey, 1978.
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I MODEL SPECIFICATION
Given a panel database, the assumption tha t the coefficients of the explana­
tory variables have common means plus some components associated with cross- 
sectional units only may not be realistic, especially if the time frame (T) is large. 
The appropriate model in this case would be one where the coefficients have a 
component specific to an individual unit and a component specific to a given time 
period such tha t
ylt = XitOLit +  eit i =  1 , . . . ,  iV; t = 1 , . . . ,  T  (2.3.27)
and
ait = a  +  U{ +  vt (2.3.28)
where yn is the £th observation on the dependent variable corresponding to the 
ith  cross-sectional unit; Xu is the corresponding 1 x K  vector of observations on 
K  non-stochastic independent variables, where K < N  and K < T; an is the 
corresponding K  x 1 param eter vector and et* is the corresponding disturbance 
term .
W hen Ui and vt in (2.3.28) are treated as fixed, (2.3.27) can be viewed as 
a fixed-effects analysis-of-variance model. However, the m atrix of explanatory 
variables is N T  x (T A N  +  l )K  while its rank is only (T + N  — 1 )K. So, we 
must impose 2K  independent linear restrictions on the coefficients U{ and vt for 
estim ation of ä , u and v to be possible. A natural way to imposing the constraints
in this case is to let
N T
J 2 u kt = 0 and =  for k = l , . . . , K .  (2.3.29)
i = l  £=1
The drawback is tha t it is not parsimonious, and hence reliable estimates of u i^ 
and Vkt are difficult to obtain.
An alternative to the fixed coefficients specification is to let um and Vkt be 
random  variables and introduce proper stochastic specifications. This random
CHAPTER 2. HETEROGENEITY IN INTERCEPTS AND SLOPES 60
coefficient specification reduces the number of parameters to be estim ated sub­
stantially, while still allowing the coefficients to differ from unit to unit and/or 
from tim e to time.
Suppose the K  x 1 vectors and vt in (2.3.28) are viewed as random and 
represent, respectively, cross-sectional and temporal random variation of the co­
efficient vector an. If is often assumed that U{ and vt are independent of each 
other, and of ers for all, z, t, r, and s, and that
E(ui) = E(vt) =  0, E(ers) = 0
where 0 is a comformably defined vector (or m atrix) of zeros. 
Further, it is also assumed that
(2.3.30)
E { uxu'3)
E(vtv's)
E(eirneno)
where, in general,
&i j  Au
^ t s ^ v
cr/ if / =  n, m — o 
0 otherwise
(2.3.31)
6rq
1 if r = q
<
0 otherwise.
Although Au and Av need not be diagonal, for most practical purposes they 
are assumed to be diagonal.
Grouping observations first by cross-sectional units and then stacking, the 
N T  observations on ya and Xu  in (2.3.27) can be expressed as
y = X a  A w ,  w = Dxu +  Qxv +  e (2.3.32)
where y , X , a , Dx and e are stacked as in (2.3.6) and
Q’x = (Q[, • • •, Q'n )i Qi =  diag(X,-i,. • •, X iT);
v’ =  K , .
AVll"srsSi (2.3.33)
* =  !>••• ,N .
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The assumptions (2.3.30) and (2.3.31) imply that
E(w) = 0 and E(ww') = E«,, (2.3.34)
where
= Dx(Ih (g) AU)D'X + Qx(It 0  h v)Q'x + ct^ Int (2.3.35)
and, in general, Ip represents an identity matrix of order p.
This specification is appealing in the analysis of temporal cross-sectional 
data since it permits corresponding coefficients to differ for different times and 
different individual units while it is still sensible to estimate the coefficients by 
pooled data. When the model includes constant terms, the error terms have three 
components too: one associated with the individual, the other with time, and the 
third with interaction term. So it is more general than the error components 
model and includes the latter as a special case.
If is known, the best, linear and unbiased estimator of ä is the GLS 
estimator,
<5 = ( X 'E y x r 'X 'I :-Jy. (2.3.36)
The variance-covariance matrix of the GLS estimator is
var(a) = ( X ' E ^ X ) - 1. (2.3.37)
II ESTIMATION PROCEDURE
Variance-covariance matrices Au, Av and <rt2
Statistical methods developed for estimating the variance and covariance 
components could be applied here (see, for example, Rao, 1972; Harville, 1977; 
Hsiao, 1986, pp. 141-142). For example, Hsiao suggested estimating A„ and 
cr\ by the Hildreth-Houck estimator. Similarly, by applying the Hildreth-Houck
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estimator to the cross-section equations for T  time periods, Au can be estimated. 
In the process we also get another estimate of <r£2. Hsiao then suggested taking 
the simple average of the two cr2 estimates as a way of reconciliation.
M ean and ind iv idual response coefficients
Hsiao proposed three methods of estimating the mean response coefficients. 
The first method is feasible GLS using the estimates of the variances obtained 
as described above. The second method is the least squares estimator obtained 
by treating v and u as if they were unknown constants. The third method is 
the MLE derived under the normality assumption whereby Au, Av and cr2 are 
obtained simultaneously.
In the first method, which involves substituting consistently estimated values 
of the variance and covariance components into (2.3.35), Kelejian and Stephan 
(1983) showed that when N  and T  both tend to infinity and N /T  tends to a 
nonzero constant, the two-stage GLS estimator is asymptotically as efficient as if 
the true is known. Moreover, Kelejian and Stephan pointed out that contrary 
to the conventional regression model, the speed of convergence of ä  here is not 
( NT ) 2 , but max(A^2 , T 2 ).
To predict the random components associated with an individual, Lee and 
Griffiths (1979) showed that the predictor
u = (IN ® A u) X' E- l ( y - X ü )  (2.3.38)
is best, linear and unbiased. Similarly, the predictor of v can be obtained by 
replacing 7yv and Au in (2.3.38) by It and Av respectively.
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III HYPOTHESIS TESTING
T estin g  for random  coefficients variation
To test for the random variation of the coefficients we could again apply 
Breusch and Pagan (1979) LM test. Because for given z, ux is fixed, the error 
term X'itvt -f tu will be homoscedastic if the coefficients are not varying over time. 
Similarly, we can test for random variation across cross-sectional units. For given 
t, vt is fixed and the error term X'itu% + tu will be homoscedastic if the coefficients 
are not varying across individuals.13 Dielman (1989, pp 124-127) also described 
some indirect methods of testing the coefficients variation across individuals as 
well as over time.
2.4 C on clu d in g  rem arks
In cross-sectional data applications, treating the coefficients as fixed and 
different would mean that the number of individual coefficients to be estimated 
would outstrip the number of observations making it impossible for estimation. 
Random coefficients specification, therefore, becomes inevitable. However, in 
panel data applications, if T  is fairly large, the coefficients could be treated as 
fixed and different across i but not across t so that OLS can be applied as sug­
gested in Kadiyala and Oberhelman (1982). This would avoid the problems, for 
example, of getting negative variance estimates, encountered in estimating the 
variance-covariance matrix of the random coefficients.
In empirical applications, the Hsiao-type of model does not seem to have 
gained the same widespread acceptance that some of the other random coeffi­
cients models have achieved. This may be because the estimation procedures are
13For details, see Hsiao (1986, p. 143).
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not yet easily handled on standard computer packages. Moreover, the assump­
tions are sometimes considered unrealistic and that we seldom have data sets 
where both N  and T are sufficiently large. It would be preferable to relax the 
assumption that Au and Av are diagonal and, as Hsiao noted, in principle this 
can be handled within the same estimation framework. However, it would be 
computationally more difficult and the problem of constraining Au and Av to be 
positive semidefinite would be magnified. Also, if there are a sufficient number 
of time series observations, it might be preferable to drop the vt in (2.3.28) and 
model the ‘time effects’ with an autocorrelated elt (Swamy, 1974).
There is a wide variety of tests for the presence of varying coefficients that 
have been proposed in the literature. Although the LM tests (for example, 
Breusch and Pagan, 1979) discussed above ignores the information about the 
one-sided alternative hypothesis, implying that they are less powerful than those 
which don’t, they remain more attractive in empirical applications. Apart from 
the general conceptual benefits, the advantages of the LM statistic appear to be 
two-fold: it normally requires only least squares residuals and that it is rarely 
difficult to compute empirically.
Finally, this chapter has established the modelling and estimation procedures 
which will serve as basic tools in estimating firm-specific production functions in 
the remaining chapters. We now turn to the main focus of this thesis: production 
efficiency measurement at firm level when the input elasticities (or input response 
coefficients) are not constant but vary from firm to firm.
C h ap ter 3
F irm - and in p u t-sp ecific  
tech n ica l efficiency: 
C ross-section a l d ata  app lication
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3 .1  I n tr o d u c t io n
For many years divergence from technical efficiency was deemed to be a 
management problem.
Managers determine not only their own productivity but the productivity 
of all co-operating units in the organization. (Leibenstein, 1966, p. 397).
Ultim ately then, the goal has been to relate technical efficiency to management. 
Some difficult questions were first to be answered. How does management appear 
in a production function? W hat form of interaction is there between management 
and other factors of production? Can a management variable be constructed to 
overcome management bias1 in estim ating production functions?
A number of approaches have been suggested for the inclusion of a ‘manage­
ment variable’ in the production function. They can be classified into three broad 
categories. F irst, firms are divided into different groups of managerial levels based 
on some a priori reasons, and production functions are estim ated separately for 
these groups (see, for example, Massed, 1967a). One of the difficulties with this 
approach is the selection of a priori reasons. In the second category, the effect of 
m anagement on output has been studied by explicitly introducing a management 
index in the production function. This can either be a weighted score based on 
descriptive assessments of good and poor management performance, or on a single 
proxy variable, or a combination of these (see, for example, Griliches, 1964). The 
main shortcoming of this approach is the unrealistic assumption of independence 
between the management index and other factors of production. Furthermore, as 
Johnson (1964, p. 120) argued:
Exclusion of management variable from the production function introduces the problem 
of management bias (Hoch, 1962; Massed, 1976a, b). It arises if both inputs and output are 
functionally related to a firm’s managerial ability. If there exists a positive relation between 
inputs and managerial ability (the usual case in agriculture) then the coefficients of included 
variables will be biased upward.
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It does not follow that because output is related to technological ad­
vance, improvements in human agent and increases in managerial skills, 
these changes should be quantified and treated as factors of production. 
Though, for instance, a decision to use more fertilizer does change output 
indirectly, it is the fertilizer, not the decision, which is a factor of pro­
duction ..........[S]uch ‘unconventional’ inputs, if they can be regarded as
inputs at all, should not be treated as factors of production in any sense 
and attempts to do so are not likely to be helpful.
Mundlak (1961) and Hoch (1962), the proponents of the third category, intro­
duced management to production functions through variance and covariance anal­
ysis by combining observations from both tim e series and cross-section data. Mas- 
sell (1967b) extended this technique to a cross-section of multi-product firms for a 
single tim e period. The assumption made in their Cobb-Douglas production func­
tion framework is tha t factor elasticities are constant across firms. Management 
only enters the function in the form of the firm intercept, that is, management 
has a neutral multiplicative effect on the production function and pivots it in a 
perfectly neutral manner. Although this specification of the management factor 
is better than none at all, it is still very troublesome.
The main problem with placing so much weight on the management factor 
is tha t, unlike other inputs
. . .  there is no generally accepted cardinal measure of entrepreneurship. 
(Walters, 1963, p. 5).
Since it is a non-observable, non-measurable input, management is judged 
by the results of its decisions, i.e., by the degree of efficiency achieved in 
production. If this can be estimated consistently, . . .  then a firm-specific 
index of efficiency (managerial performance) will have been generated. 
(Timmer, 1970, p. 104).
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Thus, the level of technical efficiency aschieved by a firm is considered to be 
dependent on management.
In response to T im m er’s comments, in the statistical approach to modelling 
technical efficiency, firm-specific production functions are specified and estim ated 
with variable intercepts but constant slopes. The effect of good management is 
assumed to shift the whole production function neutrally without affecting factor 
elasticities or slopes anywhere along firm-specific production functions. The func­
tion which has the maximum intercept is called the production frontier. Firm(s) 
operating on this production frontier are regarded as being 100% technically ef­
ficient.
The empirically based tradition of technical efficiency measurement centred 
largely on the variable-intercept but constant-slope assumption raises rather funda­
m ental questions about the concept of technical efficiency. In particular,
Where does technical efficiency come from? How can a firm achieve full 
technical efficiency? What determines technical efficiency?
A firm obtains the maximum possible output from a given set of inputs by 
following the best practice techniques, given the technology. W hat one can say 
therefore is th a t the achievement of maximum possible output from a given input 
set and technology has to do with the way in which these inputs are applied. 
In practice, the methods of input applications or technical practices often differ 
among firms. Consequently, it is not surprising that empirical observations show 
th a t with the same levels of identical inputs and the same technology, levels of 
output achieved by firms operating in a more or less homogeneous production 
environment can still differ considerably. For example, Stigler (1976, p. 215) 
noted cases where
[T]wo farmers with reasonable homogeneous land and equipment, who 
nevertheless obtain substantially different amount of corn. We measure
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this corn output over the same period of time to reduce the stochastic 
variations (i.e., unenumerated inputs such as weather). The observed 
variation is due, perhaps, to differences in the knowledge of technology 
or the knowledge of how far to carry the application of each productive 
factor . . .
Variations in output levels achieved by firms from the same levels of identical 
inputs can directly be associated with the differences in the methods of input 
applications which in turn affect input responses with varying degrees. It is 
important, however, that in making this claim, it is assumed that the sample 
firms being considered are operating in a homogeneous production environment 
with identical inputs. 2 Failure of this assumption to hold can seriously undermine 
the validity of this claim on which the conceptual framework developed in the 
next section is based. For example, in agricultural production, other possible 
sources of variation would come from, say, soil type, which may change the effect 
of other inputs like fertilizer in a systematic way. In such circumstances, it would 
obviously be inappropriate to say that variations in the input response coefficients 
are mainly as a result of the differences in the methods of input application 
implemented by the sample firms.
In sum, under the homogeneous inputs and production environment assump­
tions, input response coefficients of firms which practise relatively better methods 
of input applications are expected on average to be greater in sizes than those 
of firms which do not. By following the best methods of input application, firms 
can realize maximum responses from such inputs. With maximum response co­
efficients, full technical efficiency can be achieved. Thus variations in technical
efficiency levels among firms can be linked to differences in the methods of input
2Or differences in inputs are appropriately accounted for. For example, land can be ho­
mogenized for quality by multiplying the land area by soil-fertility index. Labour too can be 
expressed in homogeneous man-days by converting into equivalent man-days work performed 
by women and children.
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applications implemented by the firms. Better methods lead to higher technical 
efficiency levels, and the converse is true too.
the modelling of firm-specific production functions with heterogeneity in both 
intercepts and slope (or response) coefficients. The conceptual framework un­
derlying the construction of the non-neutral shift frontier production function is 
discussed in section 3.3. Firm- and input-specific technical efficiency measures 
are explained in section 3.4. An empirical illustration with farm-level data from 
Sri Lanka rice farmers is presented in section 3.5. The final section contains some 
concluding remarks.
3.2 F irm -sp ecific  p rod u ction  functions w ith  vary-
The dissatisfaction among some production efficiency analysts against fixed 
coefficients specifications of the production functions is of long standing. Its roots 
can be traced back, for example, to Nerlove (1965, p. 34) who recommended 
modelling the production functions with factor elasticities3 that vary from firm 
to firm due to
imperfect knowledge of technology and/or to the fact that capital equip­
ment is not perfectly exchangeable in the market . . .
Later, Timmer (1970, p. 121) also provided the motivation for modelling 
firm-specific production functions with varying coefficients when he remarked:
In fact, an a priori specification of how management might have an
impact in a production function would most likely be through changes
3 Factor elasticities and input response coefficients are used synonymously throughout this 
thesis. The latter is for any production functional forms while the former is specifically for the 
Cobb-Douglas functional form.
The rest of the chapter is arranged as follows. The next section discusses
CHAPTER 3. TECHNICAL EFFICIENCY: CROSS-SECTIONAL DATA 71
in factor elasticities rather than by neutral shifts in the entire function
............... [T]he assumption of constant elasticities of output for all firms
is tenuous.
Despite these early advocacies for the varying coefficients production function 
specifications, it was until recently tha t some production function-based empirical 
studies began to appear (see, for example, Smith and Umali (1985), Kalirajan, 
1990a; Hoque, 1991, 1993). A more recent study on production frontiers and 
efficiency measurement by Kalirajan and Obwona (1994a) which exploits the 
specifications and estim ation procedures discussed in the previous chapter, to 
model the firm-specific production functions with heterogeneity in both intercepts 
and slope coefficients, is discussed in the following section.
F irm -sp ecific  prod u ction  functions
The firm-specific production functions, assuming Cobb-Douglas production 
technology, can be specified as4
Yi =  At f ]  x £ ‘+“*i)exp(nli); t =  1, . . . ,  JV (3.2.1)
k—2
where each factor’s elasticity is composed of an overall mean elasticity ä k plus 
um, a measure indicating the difference between the overall mean elasticity and
firm-specific elasticity. Re-writing (3.2.1) in a logarithmic form, we have
K
ln Yi = ä i +  a ki\nXkl +  uu
k—2
K
= an  +  ^2  a ki\nXki] 1, • . . ,  N  (3.2.2)
k=2
where
an  = lnAj and
a u  =  äfc +  Ujw; k = (3.2.3)
4Although Timmer (1970) also suggested this formulation of the production function, he 
never implemented it empirically.
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Equation (3.2.2) requires N K  coefficients to be estimated with the help of only 
N  observations. As observed in the previous chapter, this would not be possible 
unless some simplifying assumptions about the behaviour of the coefficients 
are made to reduce the number of parameters to be estimated. For example, 
following Hildreth and Houck (1968), it can be assumed that the individual fac­
tor coefficient fluctuates randomly around a constant overall mean elasticity 
a*, with constant variance. With these simplifying assumptions, the coefficients 
of the firm-specific production functions in (3.2.2) can then be estimated as de­
scribed in chapter 2.
3.3 N o n -n eu tra l sh ift p rod u ction  frontiers
The achievement of maximum possible output from a given input set, that 
is, full technical efficiency, can be considered as stemming from two sources:
• Source 1:
An efficient (best) method of applying each input which individually 
contributes to technical efficiency.
• Source 2:
Any other firm-specific intrinsic characteristics which are not explic­
itly included may produce a combined contribution over and above 
the individual contributions of the inputs included. This ‘lump-sum’ 
contribution, if any, will be captured in the intercept term.
As noted in the introduction, the statistical approach in which the intercepts 
vary but the slopes are constant across firms, takes the production function with 
the maximum intercept as the production frontier. The latter being parallel to 
the ‘average’ production function estimated, generally, using the ordinary least
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squares (OLS) method. However, when both the intercept and the slopes vary, 
the intercept alone cannot determine the production frontier level. In this case, 
we take the maximum values of the intercept and those of the slopes to be the 
coefficient values for the frontier production function. Generally, a frontier con­
structed in this manner is not parallel to the ‘average’ and realized production 
functions and for that matter, is considered to be non-neutrally shifted. Using it 
as a benchmark, a firm with
the maximum intercept -  technical efficiency source number 2 -  as well 
as the maximum slopes (input-specific response coefficients) -  technical 
efficiency source number 1,
is regarded as being 100% technically efficient.
Now, let a j and a £ ,...,aß - denote the maximum values of the intercept 
and input-specific response coefficients respectively. Jointly, these a*s form the 
coefficients of the ‘best practice’ frontier production function. The latter, in a 
sense, ‘envelops’ all the other production functions of firms which do not practise 
the best methods of input application. The ‘envelope’ or frontier coefficients can 
only be achieved by firms which implement the best methods of applying the 
inputs. They are obtained from the firm- and input-specific response coefficients 
and intercepts as follows
a k = maxiem}; k = (3.3.1)
l<z<iV
The characteristics of the a*ks warrant some explanations. It is reasonable 
to assume that not every firm would be applying all the inputs efficiently. Con­
sequently, firm i may achieve one or more of the a*ks but not necessarily all of 
them. On the other hand, if a firm is 100% technically efficient, then it must be 
implementing the best methods of applying all the inputs -  source 1 -  and that 
the other firm-specific intrinsic characteristics are also contributing maximally to 
the output -  source 2. Such a firm will therefore be able to satisfy the conditions
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in (3.3.1) for all its q^s. However, this is only possible if there is no negative 
correlation or dependence among the a coefficients. A requirement which cannot 
be guaranteed in every production technology. A typical example in which the 
input coefficients may be negatively dependent is the constant returns to scale 
(CRS) production technology cited in Kalirajan and Obwona (1994a). In such a 
production process, the possibility tha t at > 1 and that none of the firms
in a given sample would be able to satisfy the conditions in (3.3.1) for all the a^s 
cannot be ruled out.
Frontier ou tp u ts
W hen the frontier production coefficients have been selected as in (3.3.1), the 
non-neutral shift frontier output (in logarithms) for the ith  firm can be calculated 
as
K
V* =  al + ^ a i x k i ' ,  i = (3.3.2)
k=2
where Xki is the logarithm of the actual level of fcth input used by the zth firm.
3.4  T echnical efficiency m easures
F irm -sp ecific  tech n ica l efficiency (F ST E ) m easures
The innovation introduced by Farrell, tha t technical efficiency be measured 
relative to a frontier production function, is the basis for the following procedure. 
The frontier production output is estim ated from (3.3.2). Then, the firm-specific 
technical efficiency (FSTE) measure for individual observations can be calculated 
as the ratio of actual observed output to the potential frontier output, tha t is,
FSTE, =  T
exp (yx) m 
exp (</•)’
i = l , . . . , iV (3.4.1)
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where y and y* (in logarithms) are the realized output and potential frontier 
output respectively. The measure of technical efficiency in (3.4.1) ultimately 
relates the actual output Y  of a firm to the output Y* achievable with that firm’s 
inputs if the firm was operating at the production frontier.
In p u t-sp ecific  techn ica l efficiency (ISTE) m easures
The overall (or aggregate) firm-specific measures of technical efficiency in 
(3.4.1) above are incapable of identifying which of the inputs are applied more 
efficiently or not.
In a sense, these measures treat the contribution of each factor to pro­
ductive efficiency equally and thereby mask any differences in efficiency 
that might be attributed to particular factor inputs. For example, the 
parsimonious use of fuel and excessive use of capital can yield the same 
technical efficiency as the reverse pattern of factor use. (Kopp, 1981, p.
491).
The extension of the concept of technical efficiency to input-specific levels is 
therefore necessary especially if there is prior knowledge about some inputs being 
used more efficiently than others. For example, for a firm with unionized labour, 
one may expect that labour will not only be inefficiently but also underutilized 
relative to other inputs within a given firm. Measuring input-specific technical 
efficiency of a firm provides a better understanding of the efficiency of the pro­
duction processes within that firm. Furthermore, comparisons across firms at 
input-specific levels can also be made. Thus the need for input-specific technical 
efficiency measurement arises because knowing the level of the aggregate firm- 
specific technical efficiency alone is not enough as it is equally important to know 
which inputs have been applied most or least efficiently. The advantage of a dis­
aggregated measure is that it makes it possible to identify the inputs responsible
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for the aggregate level of technical efficiency achieved by a given firm.
Following the discussion in section 3.3 above, the input-specific technical effi­
ciency measure can therefore be estimated as a ratio of the input-specific response 
coefficient to its corresponding frontier value, that is,5
ISTEki =  — ; i = 1, 2 , . . . , TV and (3.4.2)
a k
where the a£s are obtained as in (3.3.1). The measure in (3.4.2) enables us to 
distinguish which firms are more or less efficient with respect to which inputs.
Although Kumbhakar (1988) also proposed a method of estimating the input- 
specific technical efficiency measures, his method differs from the one suggested 
here in two notable ways. Firstly, Kumbhakar’s procedure requires explicit spec­
ification of a one-sided inefficiency related random term and assigning a distribu­
tion to it to facilitate estimation by the maximum likelihood method. Secondly, 
he made the implicit assumption that the frontier function is neutrally shifted 
from the ‘average’ and realized production functions.
3.5 E m pirica l illu stra tion
B ackground
Rice production from about 747,000 hectares of riceland in Sri Lanka is still 
insufficient to feed its population of 17 million people (mid-1990). The national 
average rice yield in the 1980s was around 3.5 tonnes per hectare, which was less 
than half of the yields obtained at experimental stations using new, improved 
varieties and modern technology. A need therefore arose to investigate the rea­
sons for this difference in yield. To this end, socioeconomic farm surveys and
5For other flexible functional forms, Hunt and Lynk (1993) recently showed that the interpre­
tation of the coefficients, their sizes and signs can be problematic as they may not be invariant 
to units of measurement utilized. The response of an input in such cases would be some kind 
of a ‘mixture’ of direct, squared and cross-product effects. For example, in the translog case, 
we have rjki =  =  a ki +  Ylf= 2 P j 3 n x j i  where the /Ts are the interaction coefficients. An
equivalent expression in (3.4.2) would be I S T E k i  =  ^pr where rjk — a*k +  Yl f=2  ß j^ n x ji-
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agronomic experiments on farmers’ fields were undertaken over six rice-growing 
seasons covering the crop period 1983-86. The project was conducted jointly by 
the A ustralian National University and the Ministry of Agriculture, Government 
of Sri Lanka which was sponsored by the Australian Centre for International 
Agricultural Research (ACIAR).
The two districts selected for the study were Kurunegala and Anuradha- 
pura. Both districts experience a bi-modal pattern of rainfall; most of this rain 
falls in the m ajor Maha season which extends from October to February, and 
less falls in the Yala season which extends from April to June. Rice is grown 
on rainfed land and on land irrigated from major and minor dams or tanks; 
these comprise the three main water regimes. The major tanks support nation­
ally managed irrigation systems which command large, contiguous rice-growing 
areas. Minor tank schemes are managed by local communities and command 
irrigated rice areas ranging up to about 50 hectares. The broad objectives of 
the socioeconomic project were to: (i) determine the performance of farmers and 
crops within complex farming systems; (ii) compare farm ers’ crop performance 
with tha t achievable under field trial conditions; and (iii) determine and quantify 
factors contributing to yield gaps between farmers and field trials. A series of 
farm-level surveys was undertaken over a number of crop seasons. O ther farm 
and nonfarm activities were also taken into account. These surveys were paraded 
in the agronomic project by complementary field trials which were designed to 
test and extend the technology under varying conditions.
D a ta
The cross-sectional micro-farm-level data set6 used came from a random
sample of 132 rainfed rice farmers. The latter were from Kurunegala district and
6I am grateful to Dr. R. T. Shand, the co-ordinator of the project, for providing the original 
file from which the relevant data were extracted.
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the crop period chosen was the 1985-86 Mafia season. Kurunegala is one of the 
major rice growing districts in Sri Lanka. Nearly 11% of the total riceland in Sri 
Lanka is located in this district, the major part of which lies in the low country 
(up to 300 m above sea level) and has an annual rainfall of 1500-2290 mm. About 
20% of the Kurunegala’s total riceland is under major tanks, 40% is under minor 
tanks and the remaining 40% is rainfed. The study areas chosen were close to 
the Central Rice Breeding Station at Batalagoda.
H um an cap ita l variables and farm /farm er characteristics
Rice farm size was typically small. For the rainfed sample, the majority of 
farms were under 0.5 hectares. Mean rice yield under rainfed conditions varied 
substantially from 1.90 to 3.27 tonnes per hectare over the five seasons. There was 
considerable similarity in human capital variables such as age, farming experience 
of household heads, years of schooling (6 to 8 years) and occupation. Sizes of 
families were also fairly similar (4.3 to 4.9 adult equivalents) and ownership of land 
predominated (mostly sole ownership) with 31% to 42% renting. For agronomic 
characteristics of the survey farms, see Menz (ed.) (1990).
T echnical practices
Modern (Bg) rice varieties from Batalagoda Research Station were cultivated 
by nearly all farmers included in the surveys. The main methods of establishment 
were broadcasting and random transplanting. Almost all farmers applied at least 
one fertilizer dressing and a large proportion used a second application. Higher 
proportion of farmers used potassium (K) fertilizer than the phospherous (P) 
fertilizer. The incidence of technical practices in the Mafia 1985-86 season was as 
follows (percentages of farmers):
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A. Establishment methods % c . No. of fertilizer dosages %
Broadcasting 26 0 1
Row transplanting 2 1 99
Random transplanting 72 2 95
Row seeding
B. Timing of establishment
0 3 44
Early 0 D. Use of P fertilizer 66
On tim e 100 E. Use of K fertilizer 97
Late 0 F. Use of manual weeding 69
Functional form  specifications and results
Characteristics of the data determined many of the fundamental modelling 
decisions in this study. To begin with, the following flexible functional forms7 for 
the production technology were given preliminary trials:
(a) Quadratic: Y  = +  £*L2 akX k +  ßkX kX t +  E f=2 l kX 2k +  u and
(b) Translog: y =  a x + £f=2 <**3* + f E*L2 E£2 A/z**/ + «
where y and x represent the logarithms of the output Y  and inputs X  respectively. 
Both the quadratic functional form, inspired by two specifications suggested by 
Diewert (1973, 1974) and the translog due to Christensen et al. (1973) perm it 
linear and convex transform ation of surfaces.
To test if the quadratic or the translog model is the most suited for the data 
set, we applied the non-nested J -te st (Davidson and MacKinnon, 1981). Unlike 
ordinal measures tha t select one model in preference to another (such as R2 or 
'See Fuss et al. (1978) for a survey of functional forms in production analysis.
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mean square error), non-nested hypothesis tests attempt to establish the ‘validity1 
of one or more alternative specifications. Thus, the non-nested hypothesis testing 
provides an important decision-making tool when theoretical considerations do 
not dictate correct functional specifications. The test which was conducted in 
two stages yielded the following results:
T able 3.1: J-TEST RESULTS
H y p o t h e s e s : J - t e s t  r esu lts :
Ho: Translog
H\: Quadratic 1.31
H0: Quadratic
H\: Translog 3.89
Entries in Table 3.1 are /-statistics from the coefficients on the additional 
variables used to create the J-test’s artificial nesting model. These /-statistics 
lead to the conclusion that at the 5-percent level of significance, the translog 
specification can be accepted for further analysis.
Now, a nested sequential hypothesis testing procedure, starting with a test 
for constant returns to scale (CRS) with the translog and preceeding to tests for 
the Cobb-Douglas form and Cobb-Douglas with CRS, was carried out.8 Each 
succeeding hypothesis is tested given that the previous hypothesis is maintained. 
The testing procedure ends whenever a hypothesis is rejected. Following Denny 
and Fuss (1977), the overall significance of the nested hypothesis tests is approx­
imately the sum of the individual test’s significance. A significance level of 0.025 
was assigned for each test, giving an overall significance of 0.075. The results of 
the nested hypothesis testing for the final form of the production technology are 
summarized in Table 3.2 below.
8See, for example, Alauddin et al. (1993) for similar applications in frontier analysis.
CHAPTER 3. TECHNICAL EFFICIENCY: CROSS-SECTIONAL DATA 81
T a b l e  3.2:  N E S T E D  HYPOTHESIS TESTS FOR FINAL FORM OF PRODUCTION
TECH NOLOGY
Hypothesis test: F-test
CRS translog 0.4856 (2, 122)
Cobb-Douglas functional form 1.0147 (6, 122)
CRS Cobb-Douglas form 7.0974 (1, 128)
Degrees of freedom in parentheses.
The null hypothesis of CRS for the translog production function was not rejected 
at 0.025 since the F-statistic was F(2,122) = 0.4856 with numerator and denom­
inator degrees of freedom in parenthesis. The null hypothesis of Cobb-Douglas 
functional form for the production function was also not rejected9 at 0.025 level 
of significance by an F-test with F(6,122) = 1.0147. Finally, the null hypothesis 
of CRS for the Cobb-Douglas production function was rejected.
E m p ir ica l re su lts
From the above functional form specification test results, the estimated 
production function for the zth sample farmer was
4
InYt =  a i  +  Y j a kM X ki +  uu
k—2
4
— T 'y  ^Q^fci'lnXfc,-, i — 1, • • •, X
k—2
(3.5.1)
where
&ki — &k T ^kii k — 2, . . .  ,4
and
Y  = rice output in kilograms
9Other previous empirical studies using agricultural data sets with similar conclusions in­
clude, for example, Hayami and Ruttan (1971), Lau and Yotopoulos (1972), Desai (1973), Sidhu 
(1974), Menz (ed.) (1990), amongst others.
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X 2 = number of man-days of pre-harvest labour
X 3  = quantity of fertilizer applied in kilograms
X 4 = rice area in hectares multiplied by the soil-fertility index.
The ctki(k = 2, . . .  ,4) is the response coefficient of the kth input used by the z’th 
farm; ä* is the mean response coefficient of the kth. input and refers to the 
farm-specific component of the response coefficient of the kth input.
A computer package T E R A N 10 developed to estimate the unconstrained 
variance-covariance matrix of the random coefficients (Schwallie, 1982), the GLS 
mean estimator and individual response coefficients (Griffiths, 1972), was used to 
estimate the empirical model in (3.5.1).
Breusch-Pagan (1979) LM test statistic11 for random coefficient variation 
produced a x2-yalue of 8.92 with 3 degrees of freedom. This is significant at the 
5% level. Therefore, in the context of our model, with Cobb-Douglas technology 
and the three inputs, the test result lends support to the random coefficients 
model specifications.
Table 3.6 shows the range of actual response coefficients of physical inputs, 
that is, land, labour and fertilizer for individual farmers. The range of the coef­
ficients clearly shows that the input-specific response coefficients did vary across 
farmers. Consequently, the technical efficiency measures based on frontiers de­
rived from farm-specific constant-slope but varying intercept production functions 
may be misleading.
The estimates of the frontier production coefficients are obtained as in (3.3.1) 
and the results are presented in the last column in Table 3.6. For the sample farm­
ers under consideration, these estimates show the maximum possible contribution
of physical input to output when the inputs are applied in accordance to the ‘best
10The program written in Fortran 77 can be compiled and run on UNIX and VAX based 
mainframe computers and on IBM PC/AT with 640K memory using microsoft FORTRAN V.5 
and LAHEY FORTRAN V.5.
u Koenker (1981) test statistic version produced a \ 2-value of 11.07.
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practice’ techniques of the given technology. From Table A.l in the Appendix, 
we observe that farmer number 73 has achieved the maximum production coeffi­
cients in all the inputs. Although not shown in Table A.l, the same farmer also 
achieved the maximum intercept.
The maximum potential output for each farmer is calculated and the farmer- 
specific technical efficiency measure derived. The estimates of these farmer- 
specific technical efficiency measures are presented in a frequency form in Table 
3.7. The measures range from 54.57% to 100.00% with mean level of 74.52%. 
The wide range of individual technical efficiencies among the survey farmers sug­
gests that there is considerable potential for improvement in productivity without 
increasing input levels or introducing new production technology. By raising a 
farm towards its frontier, particularly those with lower technical efficiencies, sig­
nificant gains in productivity could be achieved. Obviously, not all farms can be 
fully raised to the frontiers, but if those factors associated with high technical 
inefficiencies can be determined, improvements in technical efficiencies could be 
achieved through manipulation of those factors. Thus, the wide spread of techni­
cal efficiencies may call for an investigation into the factors which can explain why 
some farmers were more efficient than others. Particularly relevant in this context 
are factors which could be used by policy-makers or extension workers to reduce 
the gaps between the most efficient and least efficient farmers by implementing 
appropriate programs in a cost-effective manner.
Input-specific technical efficiency (ISTE) measures for individual sample 
farmers have been calculated as in (3.4.2) and are also reported in a frequency 
form in Table 3.9. Detailed results of ISTE and firm-specific technical efficiency 
(FSTE) measures are presented in Appendix A. Generally, input-specific techni­
cal efficiency measures indicate that sample farmers were relatively less efficient 
in using fertilizers than other inputs which is in conformity with earlier findings 
on fertilizer applications (see, for example, IRRI, 1979; Smith and Umali, 1985;
CHAPTER 3. TECHNICAL EFFICIENCY: CROSS-SECTIONAL DATA 84
K alirajan, 1990a). The policy implication is that any measure aimed at reducing 
technical inefficiency should be directed mainly at fertilizer and labour rather 
than  at land.
Table 3.3: SUMMARY STATISTICS OF THE SAMPLE DATA
V a r i a b l e U n i t M e a n V a r i a n c e M i n i m u m M a x i m u m
O utput Kgs. 958.13 290080 285.75 2952.7
Land Hectares 0.2844 2.3212 0.1012 0.8097
Labour Man-days 26.833 133.54 5.0000 72.500
Fertilizer Kgs. 28.120 130.92 10.033 60.963
Table 3.4: VARIANCE-COVARIANCE MATRIX OF THE RANDOM COEFFICIENTS
I n t e r c e p t
a  l
L a n d
« 2
L a b o u r
a 3
F e r t i l i z e r
a  4
1 .0735 0 .0 1 2 4 0 .0 2 0 7 0 .0 0 0 8
0 .0 5 7 6 0 .0 0 1 5 0 .0 0 5 3
0 .0 9 2 2 0.0001
0 .1 7 6 0
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Table 3.5: M e a n  RESPONSE COEFFICIENTS
Variable Mean response Standard error
Intercept 4.824903** 0.94145
Land 0.745952** 0.23865
Labour 0.300975* 0.15056
Fertilizer 0.081164* 0.03781
* Significant at 5% 
** Significant at 1%
Table 3.6: R a n g e  OF INDIVIDUAL RESPONSE COEFFICIENTS AND THE
FRONTIER COEFFICIENTS
Variable Minimum Maximum Frontier Coefficient
Intercept 4.604124 5.068336 5.068336
Land 0.731021 0.763663 0.763663
Labour 0.256421 0.302823 0.302823
Fertilizer 0.070153 0.093112 0.093112
Table 3.7: SUMMARY STATISTICS FOR FARMER-SPECIFIC TECHNICAL 
EFFICIENCY (FSTE) AND INPUT-SPECIFIC TECHNICAL EFFICIENCY (ISTE)
MEASURES
Mean Variance Minimum Maximum
ISTE (land) 0.97708 0.78556E-04 0.957256 1.00000
ISTE (labour) 0.92845 0.18281E-02 0.846769 1.00000
ISTE (fertilizer) 0.87243 0.33121E-02 0.753426 1.00000
FSTE 0.74516 112.42 0.545674 1.00000
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Table 3.8: FARMER-SPECIFIC TECHNICAL EFFICIENCY (F S T E ) MEASURES
E f f i c i e n c y  ( % ) N o .  o f  f a r m e r s
51 - 60 12
61 - 70 37
71 - 80 46
81 - 90 26
91 - 99 10
100 1
N o .  o f  o b s e r v a t i o n s 1 3 2
Table 3.9: INPUT-SPECIFIC TECHNICAL EFFICIENCY (IS T E ) MEASURES
E f f i c i e n c y  ( % ) N o .  o f  f a r m e r s
Land Labour Fertilizer
75 - 84 0 0 41
85 - 88 0 23 34
89 - 92 0 35 34
93 - 96 12 35 13
97 - 99 119 38 9
100 1 1 1
N o .  o f  o b s e r v a t i o n s 1 3 2 1 3 2 1 3 2
3.6  C on clu d in g  rem arks
A method by Kalirajan and Obwona (1994a), and Kalirajan and Shand 
(1994), of measuring firm- and input-specific technical efficiency which takes into
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account the impact of different techniques of input applications implemented by 
firms, is empirically illustrated using farm-level data from Sri Lanka. It is argued 
that given the technology and that firms operate in a more or less homogeneous 
production environment using identical inputs, implementing different methods 
of input applications leads to variations in the input-specific response coefficients 
among the firms. In general, each firm will have its own set of input-specific 
response coefficients, but identical production technology functional form. From 
these firm-specific production functions, the frontier production function of the 
‘best practice’ techniques firm(s) is determined. FSTE and ISTE measures are 
then computed using the estimated frontier outputs and frontier coefficients re­
spectively.
The method obviates the criticism levelled against the statistical approach 
to technical efficiency measurement where the potential frontier output is esti­
mated from the frontier production function which is obtained by simply neutra l ly  
shifting the ‘average’ production function. Secondly, since no explicit specifica­
tion of inefficiency-related random variables is involved, sampling distributional 
assumptions are therefore not required. Consequently, the criticism of imposing 
a priori sampling distributions on the inefficiency-related random variable as in 
the statistical approach, is also eliminated. Furthermore, the method facilitates 
the estimation of input-specific technical efficiency measures for each sample firm. 
The advantage of this disaggregated measure is that it makes it possible not only 
to distinguish which firms are more or less technically efficient, but also with re­
spect to which inputs. Thus providing better guidence as to the most appropriate 
directions for research on, for example, what determines variations in technical 
efficiencies within a firm and/or among firms.
Finally, although the TERAN  program written in Fortran was used in the 
empirical estimations, the procedure is computationally simple and easy to im­
plement using any econometric packages with features that are flexible enough to
CHAPTER 3. TECHNICAL EFFICIENCY: CROSS-SECTIONAL DATA 88
accomodate simple programs written to perform specific computations, for exam­
ple, SHAZAM. Even where packaged programs are unavailable, the programming 
requirements of these techniques are minimal for the researcher in possession of 
basic programming skills in languages like Fortran, GAUSS or SAS.
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T able A . l :  INPUT-SPECIFIC TECHNICAL EFFICIENCY (ISTE) AND FIRM-
SPECIFIC TECHNICAL EFFICIENCY (FSTE) MESAURES
F A R M
N O .
ISTE FSTE
(%)
E f f i c i e n c y
R a n k i n gL a n d L a b o u r F e r t i l i z e r
1 0.979489 0.939791 0.880658 74.38572 67
2 0.968892 0.849688 0.794740 59.35275 121
3 0.976870 0.906768 0.837699 67.42194 97
4 0.980799 0.949765 0.902137 77.57914 52
5 0.971633 0.906768 0.826959 65.40603 104
6 0.983418 0.972814 0.966575 94.46468 6
7 0.957256 0.852013 0.753426 54.56741 132
8 0.979948 0.936698 0.891397 78.86542 44
9 0.982108 0.973334 0.923616 80.93356 35
10 0.974252 0.912791 0.837699 68.95172 91
11 0.996513 0.977544 0.966575 90.21458 12
12 0.972942 0.906768 0.826959 65.82260 102
13 0.976870 0.972814 0.945096 89.46105 13
14 0.980799 0.966577 0.912877 81.79112 32
15 0.978180 0.942381 0.891397 77.87563 50
16 0.984561 0.939744 0.878842 72.30765 77
17 0.970246 0.947691 0.869918 70.57360 83
18 0.977781 0.929766 0.880658 76.03085 58
19 0.975561 0.955781 0.859178 71.19613 82
20 0.991028 0.999993 0.977315 97.02661 2
21 0.963776 0.896768 0.816219 62.07401 117
22 0.974225 0.967723 0.880658 72.57514 75
23 0.979489 0.939791 0.880658 75.50700 63
24 0.976870 0.906768 0.805479 63.12259 113
25 0.985792 0.936549 0.891397 81.87926 31
26 0.987346 0.972814 0.966575 95.54669 4
27 0.997822 0.998219 0.977315 94.68428 5
28 0.972942 0.902119 0.805479 63.55844 111
29 0.982215 0.955433 0.902137 83.90202 26
30 0.989965 0.955876 0.977315 93.04076 8
31 0.979489 0.939791 0.891397 78.20388 48
32 0.986037 0.972877 0.934356 85.13176 21
33 0.975216 0.989791 0.902137 79.33630 42
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F A R M
N O .
ISTE FSTE
(% )
E f f i c i e n c y
R a n k i n gL a n d L a b o u r F e r t i l i z e r
34 0.974252 0.926888 0.837699 68.50200 93
35 0.976870 0.917768 0.826959 67.49564 95
36 0.978180 0.959791 0.891397 77.18796 54
37 0.963776 0.936768 0.816219 62.26733 116
38 0.982108 0.922821 0.912877 84.67995 23
39 0.966395 0.966768 0.816219 63.77375 110
40 0.968892 0.848291 0.753426 55.89171 126
41 0.982108 0.959791 0.902137 79.09050 43
42 0.966395 0.916558 0.794740 61.57678 119
43 0.989253 0.972814 0.999967 93.97768 7
44 0.978656 0.949850 0.848438 71.31672 80
45 0.979489 0.889791 0.891397 78.79521 45
46 0.971633 0.926768 0.826993 66.76190 100
47 0.971633 0.886710 0.816219 65.35812 105
48 0.967704 0.872218 0.816219 63.44951 112
49 0.991003 0.976790 0.902137 82.34157 29
50 0.976870 0.886768 0.848438 69.41867 87
51 0.979489 0.969791 0.902137 80.07364 38
52 0.982108 0.972814 0.912877 82.00911 30
53 0.980794 0.959722 0.912872 80.89910 36
54 0.978184 0.911541 0.880658 75.19816 64
55 0.982108 0.966414 0.934356 85.01082 22
56 0.997822 0.976654 0.966575 92.06642 10
57 0.972942 0.935453 0.859178 68.74515 92
58 0.984727 0.972877 0.912872 81.14084 34
59 0.971633 0.906768 0.816219 65.18506 106
60 0.988432 0.928775 0.839766 75.54775 62
61 0.975428 0.942391 0.891397 76.54775 57
62 0.978180 0.923979 0.891397 77.60072 51
63 0.975561 0.936690 0.859178 71.20478 81
64 0.974252 0.879723 0.848438 69.06402 88
65 0.990024 0.972333 0.923616 89.37686 14
66 0.958538 0.846769 0.758125 54.62866 131
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F A R M
N O .
ISTE FSTE
( % )
E f f i c i e n c y
R a n k i n gL a n d L a b o u r F e r t i l i z e r
67 0.988591 0.988834 0.955836 91.27950 11
68 0.987756 0.991281 0.956002 85.89783 2 0
69 0.986037 0.982814 0.945096 92.87468 9
70 0.988656 0.977284 0.934367 84.66546 24
71 0.979489 0.972814 0.945096 87.68551 16
72 0.998132 0.999691 0.979566 96.90501 3
73 1.000000 1.000000 1.000000 1 0 0 . 0 0 0 0 1
74 0.984727 0.975532 0.934356 83.90144 27
75 0.978180 0.900231 0.891397 77.11002 55
76 0.959847 0.847794 0.773207 57.43839 124
77 0.975561 0.898442 0.859178 72.35719 76
78 0.989965 0.972814 0.945096 86.11550 19
79 0.982108 0.967342 0.902137 78.21861 47
80 0.976870 0.899750 0.869918 73.11013 72
81 0.977889 0.876566 0.879223 71.85452 78
82 0.971125 0.897329 0.892248 77.44595 53
83 0.979489 0.954320 0.902137 79.40458 41
84 0.974450 0.900654 0.881052 74.23351 68
85 0.980051 0.965791 0.912877 81.63721 33
86 0.972942 0.911979 0.848438 69.05225 89
87 0.977458 0.972322 0.912446 86.91171 17
88 0.983418 0.934421 0.902137 78.67330 46
89 0.958193 0.856768 0.784004 58.49150 123
90 0.970323 0.876768 0.805799 62.92099 114
91 0.976551 0.949733 0.866521 72.88138 74
92 0.961157 0.853746 0.758712 55.46695 128
93 0.966395 0.876768 0.805479 62.72530 115
94 0.974111 0.889791 0.848438 70.12137 86
95 0.971633 0.849912 0.837699 67.39289 98
96 0.972942 0.939543 0.848438 69.02631 90
97 0.957870 0.906768 0.773260 56.67023 125
98 0.978180 0.923733 0.880658 75.92438 59
99 0.976870 0.899795 0.880658 74.00329 70
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F A R M
N O .
ISTE FSTE
( % )
E f f i c i e n c y
R a n k i n gL a n d L a b o u r F e r t i l i z e r
100 0.981114 0.939791 0.891397 78.01024 49
101 0.982108 0.972877 0.933567 84.09085 25
102 0.965085 0.847396 0.762521 55.50065 127
103 0.974252 0.879795 0.859178 71.52881 79
104 0.963776 0.886768 0.805479 60.89441 120
105 0.983418 0.981499 0.945096 87.94306 15
106 0.967704 0.870768 0.816219 64.07603 109
107 0.966582 0.931191 0.859178 70.25651 85
108 0.978002 0.944388 0.876782 74.15178 69
109 0.979489 0.956446 0.900291 79.58733 40
110 0.977128 0.971191 0.882214 74.96524 65
111 0.970323 0.906768 0.826959 65.80339 103
112 0.980799 0.981465 0.912877 82.44344 28
113 0.987011 0.967439 0.869918 74.67040 66
114 0.975470 0.944380 0.859178 73.02675 73
115 0.979888 0.972814 0.902137 80.74898 37
116 0.966792 0.939791 0.869918 73.44446 71
117 0.978180 0.938791 0.880658 76.66869 56
118 0.976870 0.906768 0.826959 66.95570 99
119 0.957288 0.850016 0.759926 55.09403 129
120 0.979489 0.903979 0.891397 75.79702 60
121 0.972942 0.866768 0.852248 67.48061 96
122 0.959221 0.848021 0.773260 58.71429 122
123 0.975565 0.873497 0.848488 70.33722 84
124 0.982333 0.919791 0.880658 75.56712 61
125 0.986037 0.972888 0.934367 86.78872 18
126 0.959847 0.856768 0.757813 54.89747 130
127 0.969014 0.910066 0.816296 64.28007 108
128 0.971633 0.893912 0.826959 66.63818 101
129 0.981110 0.909979 0.837699 68.14118 94
130 0.965085 0.849768 0.805479 61.79797 118
131 0.980799 0.889791 0.901375 79.71786 39
132 0.977294 0.862678 0.816219 64.73344 107
C h ap ter 4
T em poral firm -specific tech n ica l 
effic iency  and tech n ica l change  
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4 .1  In tr o d u c t io n
In recent years, empirical studies that use panel data have become common. 
This is partly because the cost of developing panel or longitudinal data is no 
longer prohibitive. More importantly, however, panel data offer researchers many 
more possibilities than purely cross-sectional or time series data. Like cross- 
sectional data, panel data describe each of a number of individuals. Like time 
series data, they describe changes through time. By blending the characteristics 
of inter-individual differences across cross-sectional units and the intra-individual 
dynamics over time, panel data allow investigators to specify more complex and 
realistic models than tha t could have been done by using time series or cross- 
sectional data alone (see, for example, Heckman, 1978; Griliches, 1979; Appelbe 
et al., 1992).
One of the crucial issues in panel data analysis is how the differences in 
behaviour across individuals and/or through time should be modelled. The vary­
ing intercept and/or error components models a ttribute the heterogeneity across 
individuals and /or through tim e to the effects of om itted variables tha t are in­
dividually varying but time-invariant like sex and topography, tim e varying but 
individually-invariant like prices, interest rates, and/or individual and tim e vary­
ing variables like firm profits, sales and capital stock. A more general formulation 
would be to let each individual have its own intercept as well as the slopes that 
are specific to each tim e period. However, as it was observed in chapter 2, such 
general formulation, though desirable, does not seem to have gained widespread 
acceptance in empirical applications. Apart from com putational issues, the as­
sumptions are sometimes considered unrealistic and tha t we seldom have data 
sets where both N  and T  are sufficiently large.
One of the main advantages of having panel data in the context of production 
efficiency analysis is the ability to study inter-firm and inter-tem poral variations
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in technical efficiency changes and shifts over time of production frontiers (tech­
nological progress). In this chapter, we examine these temporal variations in 
technical efficiency and technological changes at the firm level within the context 
of the varying coefficients frontier production function framework discussed in 
the preceding chapter. The objective of the chapter is therefore two-fold. First, 
to model temporal firm-specific production functions with heterogeneity in in­
tercepts and slope coefficients. Second, based on the procedures explained in 
Kalirajan and Obwona (1994a) in the context of cross-sectional data, to sug­
gest measures of temporal firm-specific technical efficiencies and shifts over time 
of the production frontiers (technological progress). The rest of the chapter is 
organized as follows. The next section discusses the traditional approaches to 
technical change representation in production functions. In section 4.3, techni­
cal change and temporal firm-specific technical efficiency measures are discussed 
in the context of the traditional fixed coefficients frontier production function 
approach. Section 4.4 proposes similar measures within the varying coefficients 
frontier production function framework. An empirical illustration using Chinese 
provincial-level agricultural panel data is provided in section 4.5. Some remarks 
in section 4.6 conclude the chapter.
4.2  T rad itional approaches to  tech n ica l change  
rep resen ta tio n  in p rod u ction  functions
Three approaches to meaningfully incorporate some aspect of the processes 
of technical changes1 have been utilized in the literature, and they are:
(1) The direct incorporation of technical change variables in the production 
function (for example, Kohli, 1991);
xThe forms of technical change considered here as well as in the next chapter, are the 
disembodied technical changes involving factor or output biases.
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(2) The use of a distinction between actual and effective quantities and output- 
or input-augmenting technical change (for example, Dixon et al., 1982); and
(3) The use of a varying coefficients specification in which the coefficients of a 
production function themselves are functions of technical change variables 
(see, for example, Fulginiti and Perrin, 1993).
We briefly examine below each of these approaches.
D irect incorporation  o f technical change variables
Under this approach, technical change variables enter the production func­
tion in the same way as an input variable would. In this case, technical change 
can be thought of as an increase in the output due to what is often referred to in 
the literature as ‘m anna from heaven’, provided free to individual producers.
The production function when the Cobb-Douglas form is assumed would be 
represented as
K  H
y = a i +  J2  akXk +  7/1 ^  (4.2.1)
k=2 h=l
where y and x are logarithms of output and inputs respectively; is a vector of 
H  technology variables representing the state of the available technology, which 
includes a tim e trend too.
O u tp u t- or in p u t-au gm en tin g  technical change
Another specification tha t has been used widely in modelling technical 
change is the distinction between actual and effective quantities utilized. Un­
der this approach, technical change increases the effective quantity of a good 
associated with a given physical quantity. Using this approach, the relationship 
between physical and effective quantities of a particular input or output say, q, 
can be represented by q = qeTa, where q is the actual quantity of the input
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or output, qe is the effective quantity and r a is the level of input-augmenting 
or output-augm enting technical change. When q is an input, input-augmenting 
technical change is represented by a decline in r a, which reduces the physical 
quantity  of the input required for one effective unit of output. When q is an out­
put, an increase in r a represents output-augm enting technical change: an increase 
in T a raises the physical quantity associated with a given effective quantity. The 
production function with output augmentation in this case would be represented 
as
K
y e ~  Q l +  5 Z  a kx k
k-2
(4.2.2)
so tha t
K
y = Ta(ai A^OLkXk)  (4.2.3)
fc= 2
where y and x are logarithms of output and inputs respectively. From inspection 
of the equation in (4.2.3), a technical advance causing a proportional change in 
r a equal to (A ra/ r a) causes a proportional shift in the output direction, with the 
right hand side of (4.2.2) being multiplied by (1 +  ATa/ r a) to obtain the final 
output.
A varying coefficien ts approach
A third way of incorporating technical change is to express all coefficients 
of the production function2 as functions of a scalar technology index, say, r s 
(Fulginiti and Perrin, 1993). Thus, the production function can be represented 
as
K
y =  at! +  7 i r s +  J2{ctk -F ~ikTs)xk. (4.2.4)
k=2
Clearly, the specification in (4.2.4) perm its any combination of slope and intercept 
changes so tha t production function shifts induced by technical change could be
2For a dual approach using the profit function, see, for example, Martin and Alston (1994).
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parallel (neutral), convergent or divergent. This specification makes transparent 
the need to ensure tha t any shift remains consistent with theoretical restrictions.
Shifts o f p rodu ction  functions over tim e
The three approaches above provide great flexibility in the specification of 
technical change while maintaining consistency with the requirements imposed 
by economic theory. The direct incorporation of technology variables in the pro­
duction function leads to parallel shifts in the resulting production functions 
while the use of the effective quantity approach leads to proportional shifts in 
these functions. A combination of the two approaches could be used to generate 
any type of shift in a particular production function believed consistent with ob­
served changes in technology. Alternatively, incorporating technical change as an 
adjustm ent of the coefficients per se may be used to represent exactly the types 
of production function shifts tha t have been posited in the literature.
The idea tha t technical change may be ‘localised’ was put forward in a the­
oretical article by Atkinson and Stiglitz (1969) in which they contended tha t 
technical change may be better represented by a localised ‘bulge’ in the neo­
classical production function, rather than by a parallel shift of the whole frontier. 
The location of the bulge depends essentially on the point at which firms were 
producing initially -  in short upon their prior technical choices. It is quite possi­
ble therefore, tha t individual firms within an industry have different ‘vectors’ of 
technical change -  th a t is, firms have different patterns of localisation.
Modelling the different patterns of localisation can be facilitated by the vary­
ing coefficients frontier production function approach developed in the previous 
chapter. Thus, in section 4.4 below, a combination of some features of the spec­
ifications in (4.2.1) and (4.2.4) tha t perm its any type of shift in the production 
functions will be exploited in estim ating technical changes at firm level. First, we 
examine the representations of technical changes and measurement of tem poral
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firm-specific technical efficiency within the traditional fixed coefficients frontier 
production function framework.
4.3 T echnical change and tem p ora l F ST E  m ea­
sures: F ixed  coefficients frontier prod u c­
tio n  fu n ction  approach
T im e tren d  or tim e-sp ecific  du m m y as a proxy for technical change  
variable
In analyses using cross-sectional data, the technology available to each firm 
is generally regarded as given. This is clearly not the case when a group of firms 
is considerd over a period of time. The firms1 production functions may shift as 
new and more efficient techniques of production come into existence and are put 
into practice.
The common practice of dealing with technical progress in the fixed coeffi­
cients frontier production function literature is simply to include as a technical 
change variable a time trend or time-specific dummy in the estimating equation 
(see, for example, Kumbhakar, 1990; Lin, 1991; Dawson et a/., 1991; Battese 
and Coelli, 1988, 1992). For example, the frontier production function when the 
Cobb-Douglas form is assumed is usually expressed as
Yit  =  M i )  I! X kit exPM t  ~  e.) (4.3.1)
k=2
where Xklt is the kth. input of the zth firm (z = 1, . . . ,  N)  in time period t (t = 
1, . . .  ,T); A(t) is some function of time t; et* is a random disturbance reflecting 
such factors as strikes, weather conditions and so forth and e* > 0, the efficiency- 
related random variable assumed to be time-invariant or as a function of time 
variable t (see, for example, Kumbhakar, 1990; Battese and Coelli, 1992; Cornwell
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et a/., 1990). The form most frequently used in empirical studies has been
A(t)  =  A(0) exp(7^) (4.3.2)
where A(0) and 7 are constants. A(0) is simply the value of A(t)  at time t — 0 
and 7 measures the proportionate change in output per time period when input 
levels are held constant. It is therefore the proportionate change in output that 
occurs because of technical progress.
Equation (4.3.1) is convenient from the estimating point of view since, taking 
logarithms, we have
K
Vit = c*i +  71 + Y1 a kx kit +  tu ~  c,- (4.3.3)
k=2
where ylt and x^u are the logarithms of Yu and Xkit respectively and a x =  In A. 
Thus, the estim ation of (4.3.3) simply requires the inclusion of a time trend in 
the production function.
Alternatively, time-specific dummies, D, are included to account for inter- 
year differences as
T K
Vit = Qi +  a kXkit +  tu ~  e,- (4.3.4)
3-2 k=2
i = 1, . . . ,  TV t =  1 , . . . ,  T
where
Djt
1 if j  = t
(4.3.5)
0 otherwise.
Unlike the specification in (4.3.3), this alternative specification allows different 
rates of technical change over time, but at each tim e point all firms experience 
the same rate of technical change.
P rob lem s of tim e  tren d  as a proxy for technical change variable
Theoretically, it is not totally clear why the jum p in the production function 
(that is, technical change) is represented by a tim e trend as in (4.3.3). The
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recent advances in time series econometrics literature allow us to cast doubt on 
its validity. The reason is that, very likely, output and inputs are difference 
stationary processes, that is, they contain a unit root, and are better characterized 
by stochastic trends, that is, 1(1) processes, while the time trend is, by definition, 
1(0).3 Therefore, on statistical grounds, this regression is unbalanced. Besides, 
the inclusion of the tim e trend in the regression has the effect of de-trending the 
series, on the grounds tha t these are trend-stationary, tha t is, 1(0) series. If they 
are 1(1), as very likely will be, this de-trending is spurious. Furthermore, since the 
trend is included in the regression not directly with the purpose of de-trending, 
but with tha t of representing technological change, it is very difficult to assign 
any meaning to previous studies tha t used this procedure. The inclusion of time 
trend on statistical reasons will be correct if the series, output and inputs are 
trend stationary. If the series are 1(1), they have to be differenced. However, in 
this case, output and inputs might be co-integrated (Engle and Granger, 1987).
O ther undesirable implications of the specifications of technical progress in 
(4.3.3) and (4.3.4) include:
(i) The type of technical progress tha t these specifications assume is generally 
known as neutral technical progress in the literature.4 That is, it has no 
effect on the marginal rate of substitution (MRS) between factors of pro­
duction, for example, of capital for labour.5 Thus, such technical progress 
does not affect the capital or labour intensity of the productive process. 
Unfortunately, it is not difficult to think of technical innovations which 
have been either labour-saving or capital-saving, so that the assumption of 
neutral technical progress is obviously restrictive. If non-neutral technical 
change is to be introduced into (4.3.3) then it is necessary to perm it the
3In the time series literature, I(n) means integrated of order n.
4For an excellent introduction to the various kinds of technical progress, see, for example, 
Jones (1976).
5This kind of technical progress means that the isoquants are all shifted towards the origin, 
but their slopes at the point where they meet any ray from the origin remain unchanged.
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ratio say o tk /o t j ' ,  (k ^  j )  to vary over time.
(ii) The 7 in (4.3.3) represents the average rate of technical progress over time 
for all firms. Thus, equation (4.3.3) assumes that all firms experience the 
same rate of technical progress over time. On the other hand, (4.3.4) as­
sumes tha t at a given point in time, all firms experience the same rates of 
technical change but tha t rate is allowed to be different at different points 
in time. In reality, different firms within an industry may experience differ­
ent rates of technical progress. That is, even if each firm has a production 
function like in (4.3.3), 7 may vary from firm to firm. If 7 varies in this 
m anner, then to sensibly aggregate the individual production functions of 
firms we require either tha t all firms grow at a constant rate over time, or 
tha t the input variables should be distributed across firms independently of 
7. Unfortunately, neither of these conditions is likely to hold. Firms with 
the highest rate of technical progress are likely to be the most competitive, 
and hence will tend to grow at the fastest rate and will also employ the 
largest inputs. This means tha t if an aggregate version of (4.3.3) is esti­
m ated from panel data, then the estim ate of 7 will represent more than 
just the ‘average rate of technical progress’. It will also reflect increases in 
output resulting from a redistribution of inputs from the less efficient firms 
to the more efficient ones.
Dealing with the issues raised above in the context of production efficiency 
and technical progress measurement is obviously not an easy one. In particular, 
the possibility th a t output and inputs may be co-integrated is usually not taken 
into consideration in the production frontier literature. Panel data-based empiri­
cal studies continue to use the specifications of technical progress in (4.3.3) while 
estim ating production frontiers and tim e varying firm-specific technical efficien­
cies.
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T em p o ra l firm -sp ec ific  tech n ica l effic ien cy  (T F S T E ) m easu res
When estimating firm-specific technical efficiency using cross-sectional data, 
it is often assumed that technical efficiency-related random variables follow some 
specific distributions such as half-normal, gamma, exponential and so forth (see, 
for example, Aigner et al., 1977; Meuseen and van den Broeck, 1977; Jondrow et 
al., 1982; Kalirajan and Flinn, 1983). The availability of panel data, on the other 
hand, allows one to identify the realization of technical inefficiency related vari­
ables for a particular firm without specifying distributional assumptions. How­
ever, this depends on the assumption that the efficiency-related variables are 
time-invariant. Schmidt and Sickles (1984) showed how this can be done using 
the fixed effects or random effects specifications.6 However, as noted in chapter 
1, the assumption of time-invariance has often been criticised, particularly in re­
lation to applications involving panel data with many time points. It is argued 
that firms may become aware of their performance levels overtime and are likely 
to make attempts to improve on them. Therefore, the assumption that technical 
efficiencies remain constant over time may be inappropriate.
There are three possible directions which technical efficiencies might take 
over time. First, they may increase. As firms become more familiar with the 
technology over time, they are progressively more able to improve their methods 
of input applications. Second, they could decline over time. This could occur 
if management is poor and/or if constraints are placed on firms which remove 
their incentive for achieving efficient performance. The third possibility is that 
the efficiencies could fluctuate over time without discernible trend. This could 
occur in situations where input/output relations are not stable and firms have to 
make educated guesses as to the best set of technical practices to apply.
As observed in chapter 1, some attempts have been made in the stochastic
6 Econometricians have proposed a wide range of estimation procedures for these specifica­
tions (see, for example, Hausman and Taylor, 1981; Chamberlain, 1984; Hsiao, 1986; Judge et 
al., 1985, chapter 13; Greene, 1993, chapter 16; Baltagi and Raj, 1992).
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frontier production function literature to model firm-specific technical efficien­
cies as varying over time. For example, Cornwell et al. (1990) allowed the firm 
effects or the inefficiency related random variables to vary over time by express­
ing them as a flexibly parameterized function of time (for example, quadratic) 
with their coefficients varying from firm to firm. In this way, the model al­
lows levels of technical inefficiency for each firm to vary over time. Kumbhakar 
(1990) presented a model in which the non-negative firm effects were the product 
of an exponential function of time (involving two parameters) and a truncated 
time-invariant random variable. Kumbhakar’s model permits the time-varying 
firm effects to be monotone decreasing (increasing) or convex (or concave) func­
tions over time. The specification allows the data to determine the pattern of 
temporal variations of firm-specific technical inefficiencies instead of imposing 
it a priori. Battese and Coelli (1992) suggested a specification which involves 
two unknown parameters which allow firm effects to be convex or concave in­
stead of being strictly exponentially increasing, decreasing or remaining constant. 
More recently, Kumbhakar (1993) used a fixed-effects specifications and applied 
a dummy variable least squares approach to estimate time varying firm-specific 
technical efficiencies.7 Noting that the ‘best firm’ may not be ‘the best’ in all 
years, Kumbhakar calculated relative technical efficiencies8 which are both Arm­
and time-specific.
Two common features in all these studies are:
(i) Time varying technical efficiencies are estimated by expressing the firm- 
specific technical efficiencies as some flexibly parameterized functions of 
time.
7 In this study, Kumbhakar also incorporated a risk function which appears multiplicatively 
in the production function.
8 Kumbhakar explained that absolute efficiencies cannot be obtained because the estimated 
intercept captures both the effects of the ‘true intercept’ and technical inefficiency of the omitted 
farm and year.
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(ii) The fixed coefficients frontier production functions shift neutrally over time 
implying that technological progress is neutral. Moreover, for a given time 
point, the frontier production function is considered to be neutrally shifted 
from the ‘average’ and realized firm-specific production functions.
In the next section, we extend the procedure of Kalirajan and Obwona 
(1994a) discussed in the previous chapter in the context of cross-sectional data 
to suggest measures of temporal firm-specific technical efficiencies and shifts over 
time of production frontiers (that is, technical progress). Time-specific dummies 
in (4.3.5) are used to account for inter-year differences or as proxies for techni­
cal change variables. However, unlike in previous studies, the method suggested 
below specifies coefficients of both the time dummies and those of the inputs as 
varying from firm to firm.9
4.4  T echnical change and tem p ora l F ST E  m ea­
sures: V arying coefficients frontier prod u c­
tio n  fu n ction  approach
T em poral firm -specific  produ ction  functions
Let us assume a Cobb-Douglas production technology. Using time-specific 
dummies, D, to account for inter-year differences, we can express in logarithmic 
form temporal firm-specific production functions as10
T K
Vit — ^ , liiDjt T 'y  ^O^ kit k^it (4.4.1)
j = 1 k=2
i = 1 , . . . , N  and t = 1, . . . ,  T
9 Note that in Cornwell et al. (1990), the coefficients of the time variable vary across firms 
but the input coefficients are treated as fixed.
10An alternative specification is: =  am -f £ T =2 IfjiDjt +  Ylk=2 akitXkit- Note here that
the additive disturbance term is not written explicitly for a similar reason given in Hildreth 
and Houch (1968).
CHAPTER 4. TECHNICAL CHANGE AND TEMPORAL FSTE 107
where the Ds are as in (4.3.5) and ya and Xkit{k =  2 , . . . ,  K ) are the logarithms 
of the observed output Y  and input vector X  respectively. The model (4.4.1) 
differs from (4.3.4) found, for example, in Cornwell et al. (1990), Kumbhakar 
(1990) and Battese and Coelli (1992) in one im portant aspect. The intercepts as 
well as the coefficients of the inputs vary across firms. In the other models, the 
input coefficients are constant but the intercept term  is modelled as a flexibly 
param eterized function of tim e with parameters (of the time variable) tha t vary 
over firms; see equation 2.1 in Cornwell et al. and equation 19 in Kumbhakar, 
respectively.
Now, following the specifications and estimation procedures presented in 
chapter 2, tem poral firm-specific production functions in (4.4.1) can be obtained 
and the following measures derived.
F irm -sp ecific  frontier ou tp u ts
The input-specific frontier production coefficients can be obtained as
a kt =
Ti =  m ax(7ji); (4.4.2)
where k =  2, . . . , K  and t , j  = 1 , . . . , T .
Substituting (4.4.2) into (4.4.1), temporal firm-specific frontier outputs (in loga­
rithm s) are calculated as
Vu =  £ 7 ; 0 *  +  Z > « * k« (4-4.3)
J-\ k—2
i = 1 , . . . ,  N  and t =  1 , . . . ,  T
where Xkn(k = 2 , . . . ,  K)  is the logarithm of the level of the kth. input actually 
used by the ith  firm in period t. The estimates in (4.4.3) can then be used to 
obtain the following measures.
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T em poral firm -specific technical efficiency (T F ST E ) m easures
The tem poral firm-specific technical efficiency (TFSTE) measure for the zth 
individual at tim e t can be calculated as the ratio of actual observed output to 
the potential frontier output, that is,
T F S T E lt
i
exp (yit) 
exp (y*t)
Yü
Yu
and t = 1 , . . . ,  T
(4.4.4)
where the num erator Y\t refers to the realized output and the denominator Y*t is 
the potential frontier output.
F irm -sp ecific  techn ica l change
Technical change is defined as a shift over time of the production frontier. 
Thus, firm-specific technical change between periods (t — 1) and t, denoted by, 
say T C , can be estim ated as11
TCi = Vi t -Vi t - 15 * =  1 , . . . ,  iV (4.4.5)
where y*t_l and y*t (in logarithms) are the frontier outputs of the zth firm cor­
responding to some base-period (t — 1) and period t respectively. These frontier 
outputs are calculated using the same input levels for both periods (t — 1) and £, 
but with relevant frontier production coefficients which vary between (t — 1) and 
t.
11 These measures are based on the assumption that technical change does not require new 
inputs and that the production function maintains the same basic form as time elapses.
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4 .5  E m p ir ic a l i l lu s tr a t io n
D a ta
The provincial-level data12 used in this empirical illustration consist of ob­
servations from 28 of the 29 provinces in the mainland China covering the peri­
ods 1970-1987. Gross agricultural production value serves as the aggregate total 
output. The subaggregates are: (i) crop production; (ii) forestry; (iii) animal 
husbandry; (iv) sideline industries; and (v) fisheries. Values of crop output for 
each province are calculated from the physical outputs of seven grain crops and 
12 cash crops, using official prices of 1980 as weights for aggregation. Nationally, 
these 19 crops accounted for 92% of total acreage and 72.5% of the cropping 
sector’s output value in 1980. Inputs in the data set include four categories: 
land, labour, machinery and chemical fertilizer. Land refers to sown acreage and 
pasture areas (calculated in sown land area equivalence). Labour refers to the 
workers in the cropping sector. Machinery includes tractors and draft animals 
measured in horsepower. Chemical fertilizer refers to the gross weight of nitroge­
nous, phosphate and potash fertilizers tha t each province consumed in each year.
The gross value of crops for each province is calculated from the gross physical 
outputs of seven grain crops (rice, wheat, corn, potatoes, sorghum, millet, and 
soyabeans) and 12 cash crops (cotton, peanuts, rapeseed, sesame, jute, ramie, 
sugar cane, sugar beets, tobacco, tussah silk cocoons, mulberry silk cocoons, and 
tea), using the official 1980 prices as weights for aggregation. The data on labour 
force in the cropping sector were estim ated from the data on the farm labour 
force. The la tter includes those working in cropping, animal husbandry, forestry, 
fishery and sideline production. To obtain an estim ate of the labour force in 
the cropping sector, the farm labour forces were weighted by the value share of 
crop output in total agricultural output. The main sources of data were: (i)
12I am grateful to Professor Justin Lin and Dr. Shiji Zhao for providing this data set.
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China Agricultural Yearbook, 1981-1988 (annual); (ii) China Statistical Yearbook, 
1981-1988 (annual); and the Agricultural Division of State Statistical Bureau.
E m pirical resu lts
Employing the specifications and estimation procedures described in chapter 
2 section 2.2, and using TERAN programme, the following temporal province- 
specific production functions were estimated:13
Y  = aggregate total agricultural output using the 1980 constant prices 
X 2 = land (sum of sown areas and pastures) in hectares 
X 3  = labour measured by the number of employed persons at year end 
X 4  = machinery measured by total horsepower at year end, and 
X 5  =  chemical fertilizer measured in Kgs.
Temporal technical efficiencies and technical changes for each province were cal­
culated as described in the previous section. However, we shall restrict our discus­
sion to temporal province-specific technical efficiencies only. Empirical measures 
of technical change will be discussed in the next chapter in the context of total 
productivity growth decomposition. Furthermore, only the temporal province- 
specific technical efficiency estimates for some selected years14 are presented in 
Table 4.1 and Table 4.2 below. See Appendix B for the details.
13Because of the estimation problems discussed in chapter 2 subsection 2.3.2, we assume here 
that a k i t  =  otki-
14The choice of these particular years will become apparent in the next chapter where we 
also present the estimated technical changes as one of the components of total factor productivity 
growth.
18 5
(4.5.1)
l 1 ,... ,28 and t = 1(1970),..., 18(1987)
where
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Table 4.1: SUMMARY STATISTICS FOR TEMPORAL PROVINCE-SPECIFIC 
TECHNICAL EFFICIENCY MEASURES
Year Mean Variance Minimum Maximum
1970 0.62661 0.02104 0.31362 1.00000
1978 0.59015 0.02346 0.37313 1.00000
1984 0.68596 0.02611 0.45367 1.00000
1987 0.62694 0.02141 0.34988 1.00000
Table 4.2: FREQUENCY DISTRIBUTION OF TEMPORAL PROVINCE-SPECIFIC 
TECHNICAL EFFICIENCY MEASURES
Efficiency (%) 1970 1978 1984 1987
30 -  54 7 14 6 8
55 -  74 16 10 14 16
75 -  94 4 3 5 3
95 -  100 1 1 3 1
Total 28 28 28 28
The entries are the numbers of province.
During the 1970s, technical efficiency level was, on average, relatively low, 
about 60% (see Table 4.1). The low technical efficiency levels indicate that there 
was great scope for improvement in performance in Chinese agriculture. Re­
sults in Table B.l in Appendix B also indicate that there were wide variations 
in efficiency performance across provinces and over time. However, the rate of 
variation in efficiency was not the same for a province overtime and also among 
provinces in a given time period. For example, during 1978, all provinces regis­
tered a decline in efficiency when compared with 1970 levels, with the exception
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of provinces Shaanxi, Sichuan, Beijing, Shanghai, Heilongjiang, Hunan, Zhejiang 
and Guangdong which showed improvement in efficiency. On the other hand, 
during 1984, 26 out of 28 provinces showed improvement in efficiency when com­
pared with efficiency levels of 1978. Furthermore, during 1978, the decline in 
efficiency observed in Guizhou province is 0.6 percent from the 1970 efficiency 
level, while the decline in Shanxi province works out to be 18.1 percent. Finally, 
it is interesting to note that not the same province remained as the most efficient 
province throughout the sample period. Guangxi province was the most efficient 
in 1970 and 1978, while Shangdong and Inner Mongolia provinces were the most 
efficient in 1984 and 1987, respectively.
4.6 C onclud ing rem arks
With the exception of Kumbhakar (1993), previous studies such as Corn- 
well et al. (1990), Kumbhakar (1990) and Battese and Coelli (1992), estimated 
temporal firm-specific technical efficiency by expressing the firm-specific techni­
cal efficiency as some functions of time. The parameterization of these functions 
of time somewhat restricts the pattern of changes of firm-specific technical ef­
ficiencies over time (see, for example, Battese and Coelli, 1992). The implicit 
assumption in these studies is that the sampling distribution of the efficiency- 
related random variable remains unchanged over time. Moreover, shifts over 
time of production frontiers (that is, technological progress), are assumed to be 
neutral.
The procedure proposed and empirically demonstrated in this chapter does 
not require a priori specification of the manner in which the firm-specific technical 
efficiencies vary over time. The approach also relaxes the restrictive assumption 
of neutral technological progress.
However, reservations about the highly aggregated Chinese provincial-level
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data used in the empirical illustrations are obviously warranted. Application of 
the framework discussed above is most suited for firm-level data. Nevertheless, 
in the absence of such data, if it is assumed that the distribution of firm-specific 
variables is constant and the aggregation problems15 are tolerated or ignored, 
the framework can still be applied to industry-, regional- or provincial-level data. 
The above empirical results therefore need to be treated with some caution while 
drawing conclusions based on them.
15For example, it is well recognized that findings from aggregated data analyses are likely to 
be biased. See, for example, Jefferson (1990) for a discussion.
A p p en d ix  B
B . l  T em poral province-specific  tech n ica l effi­
c ien cies
114
APPENDIX B. 115
Table B.l: TEMPORAL PROVINCE-SPECIFIC TECHNICAL EFFICIENCIES
N o . P r o v i n c e 1970 1978 1984 1987
1 Shanxi 0.6580792 0.5390445 0.6898453 0.5960146
2 Ningxia 0.6094608 0.5183834 0.7206877 0.6677017
3 Jilin 0.5048774 0.4732878 0.5595423 0.4875805
4 Gansu 0.5158897 0.5042738 0.5964594 0.5039389
5 Xinjiang 0.4435053 0.3853157 0.4689804 0.4574042
6 Shaanxi 0.3997651 0.4337123 0.5682367 0.6494536
7 Sichuan 0.3136233 0.3813151 0.4536663 0.3498769
8 Inner Mongolia 0.8616125 0.7327889 0.8555628 1.0000000
9 Jiangsu 0.6342234 0.5599521 0.6405269 0.6421242
10 Beijing 0.6724205 0.8147600 0.8752685 0.6564601
11 Shanghai 0.6101132 0.7011463 0.9032652 0.7193331
12 Tibet 0.7527866 0.3965215 0.5335605 0.4884797
13 Heilongjiang 0.5934415 0.6265852 0.7453841 0.6659786
14 Hunan 0.6877355 0.8306329 0.9767981 0.6512913
15 Guizhou 0.6540037 0.6503652 0.7216247 0.6847378
16 Jiangxi 0.7279519 0.7171022 0.8200245 0.7238273
17 Anhui 0.7917170 0.6017981 0.6292672 0.6111343
18 Fujian 0.6233056 0.6211897 0.6009263 0.5487314
19 Shangdong 0.7441579 0.6875096 1.0000000 0.7684340
20 Henan 0.5655706 0.5325849 0.7253094 0.7008958
21 Zhejiang 0.4724303 0.4995430 0.5482734 0.6272870
22 Hubei 0.7628795 0.5195114 0.7008784 0.8815184
23 Yunnan 0.5724910 0.5154854 0.5748189 0.5014863
24 Hebei 0.4633487 0.3731323 0.4729287 0.4074604
25 Liaoning 0.6258234 0.5802569 0.5935397 0.5578300
26 Tianjin 0.5689621 0.5307651 0.5271346 0.5074283
27 Guangdong 0.7150045 0.7971748 0.7044458 0.6030013
28 Guangxi 1.0000000 1.0000000 0.9999895 0.8947928
C h a p te r  5
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5 .1  I n tr o d u c t io n
In the literature, output growth overtime is usually attributed to the growth 
in inputs and/or improvement in total factor productivity. While measuring the 
sources of output growth, the contribution of total factor productivity is always 
estim ated as a residual, after allowing for the growth in inputs. Quite often, 
the contribution of total factor productivity is interpreted as the contribution of 
technical progress. 1 Such an interpretation implies that improvement in produc­
tivity  arises from technical progress only. This assumption is valid only if firms 
operate on their production frontiers producing the maximum possible output 
or realizing the full potential of the technology. So far as firms do not operate 
on their frontiers, but somewhere below the frontiers, technical progress cannot 
be the only source of total factor productivity growth. A substantial increase in 
to tal factor productivity under these circumstances can still be realized by im­
proving the method of application of the given technology. That is, improvement 
in technical efficiency.
Thus, the decomposition of total factor productivity growth into technologi­
cal progress and changes in technical efficiency provides more information on the 
status of the production technology applied by firms. For example, the decom­
position analysis facilitates the examination of whether technological progress is 
stagnant over tim e or the given technology has been used in such a way to realize 
its potential fully. From the policy point of view, these questions are im portant 
because, without using the existing technology to its full potential, embarking on 
introducing new technologies may be costly and yet not meaningful.
The objective of this chapter is to explain a method to decompose the sources
of to tal factor productivity growth into technological progress and changes in
1 Indeed the concepts of total factor productivity growth and technical progress are frequently 
used synonymously.
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technical efficiency within the framework of the varying coefficients frontier pro­
duction function approach developed in the previous chapter. An empirical appli­
cation of the suggested decomposition method is demonstrated with the Chinese 
provincial-level agricultural data from the previous chapter covering the period 
1970-87. The rest of the chapter is structured as follows. The next section 
briefly describes the two popular approaches to measuring total factor productiv­
ity growth. The conceptual model used to decompose total factor productivity 
growth into changes in technology and technical efficiency is discussed in section 
5.3. With a brief description of the data, section 5.4 demonstrates the workability 
of the suggested methodology. A final section contains some concluding remarks.
5.2 T otal factor p ro d u ctiv ity  (T F P ) grow th  m ea­
surem ent: T h e con ven tion a l approaches
StochasticIndex Nos.
Aggregate
Deterministic
Components
Solow ‘residual’
Total Factor Productivity Growth Measurement
Figure 5.1: Total factor productivity growth: Schematic representation of the
methods of measurement
As illustrated in Figure 5.1 above, approaches to measuring total factor pro­
ductivity (TFP) growth may conveniently be classified into two broad categories,
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namely: (1) the aggregate approach, and (2) the TFP Components approach. 
Further, the aggregate approach can be subdivided into two categories: (a) the 
index number approach which does not require any specification of production 
functions explicitly, and (b) the Solow ‘residual’ approach which requires the 
specification of production functions but the production function parameters are 
calculated as factor shares, using the price and quantity data. On the other hand, 
the T F P  Components approach can be subdivided into (a) the deterministic and 
(b) the stochastic frontier approaches. In the deterministic frontier approach, 
programming techniques are usually used in the estimation while the stochastic 
frontier approach uses the statistical techniques discussed in chapter 1. A brief 
description of the two broad approaches to TFP growth measurement is given 
below.
1. A ggregate  approach
(a) Index number approach
(i) Quantity index number
The dominant approach to TFP measurement has been the direct quantity 
index number approach in which T F P is measured by the ratio of the output 
quantity  index to the input quantity index. The output (input) quantity index 
is defined as a function of the output (input) prices and quantities pertaining to 
the two periods under consideration. Two of the most frequently used functional 
forms for the quantity indexes are the Laspeyres and Paasche quantity indexes. 
However, until recently, the Laspeyres was the most popular one. It uses the base- 
period prices as weights for the different outputs and inputs, giving the Laspeyres 
index a certain com putational simplicity. Maintaining constant prices also has an 
intuitive appeal since all variations in the resulting T F P index must necessarily 
stem from variations in both physical input and output quantities. The popular­
ity of Laspeyres index, however, has diminished since it was noted by Christensen
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(1975) and others tha t behind all productivity indices were assumption(s) regard­
ing the form of the production function. A Laspeyres index implicitly assumes 
th a t the production function is linear. The unrealistic nature of this assumption, 
for example, with respect to agriculture becomes obvious when one considers that 
the linear production function can predict a positive output when land is zero. 
Moreover, the marginal products of the linear production function are constant 
over all values. This implies, for example, tha t on a fixed quantity of land, the 
1st, 2nd and 1000th hours of labour will add the same amount to production. 
Furtherm ore, Diewert (1976) dem onstrated tha t Laspeyres indexes are inexact 
except under conditions of perfect input (or output) substitutability.
(ii) Törnqvist and Malmquist index numbers
Unlike the Laspeyres, Paasche and other indexes which are based on sim­
plistic linear production function assumptions, the Törnqvist index2 (Törnqvist, 
1936) can be shown to be a derivative of the homogeneous translog production 
function (Diewert, 1976). Therefore, one can compute a non-parametric pro­
ductivity index tha t is ‘exactly’ consistent with the translog form. Furthermore, 
since the translog is flexible, the Törnqvist index is superlative in the terminology 
coined in Diewert (1976). Moreover, it is a m ultilateral index in the sense that 
it satisfies the ‘circular’ property. The Törnqvist index, however, suffers from a 
few disadvantages, for example, it is more difficult to compute and more data 
demanding.
In his classic paper, Malmquist (1953) introduced his input quantity index. 
However, nowhere did he discuss productivity. The so-called Malmquist (input- 
based) productivity index was introduced by Caves et al. (1982a, b) as ratios of
2This index has been used widely in studies of agricultural productivity in the past decade 
(see, for example, Lawrence and McKay, 1980; Ball, 1985; Rayner et al., 1986; Rahuma and 
Veeman, 1988; Wong, 1989).
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Shephard-type distance functions3 (Shephard, 1970). In their papers, Caves et 
al. showed that under certain conditions, the Törnqvist index is equivalent to 
the geometric mean of two Malmquist output productivity indexes.4
The M almquist productivity index can be calculated in a number of ways.5 
For example, Caves et al. (1982a) showed that, if the distance functions are of 
translog form with identical second-order terms, then the Malmquist productivity 
index can be computed as the quotient of Törnqvist indexes. By generalizing the 
conditions developed by Fare and Grosskopf (1990), Balk (1993) showed that the 
M almquist index can also be calculated as a quotient of Fisher ideal index. A 
third approach is by using param etric formulations of the corresponding distance 
functions and solving by programming techniques (Fare and Grosskopf, 1994, pp. 
144-150).
Recently, Fare et al. (1994) developed an enhanced decomposition of the 
M almquist index into two exhaustive and mutually independent component mea­
sures, one expressing catching up (to the frontier) and the second expressing shifts 
in technology. This decomposition illustrates an im portant point: measured pro­
ductivity change is affected both by performance and by technical change, that 
is, movement towards the frontier as well as shifts in the frontier itself.
(b) The Solow ‘residual’ approach
This approach involves the explicit specification of a production function and 
the direct linkage of productivity growth to key characteristics or parameters of 
this function. Solow (1957) was the first to formalize the study of productivity
growth within the context of a production function model. He dem onstrated
3 Put simply, distance functions are function representations of technology that are general­
izations (to the multiple output case) of the more familiar single output production function.
4The conditions include that firms are both technically and allocatively efficient, the under­
lying technology must be translog, and that the second-order terms must be identical over time. 
In contrast, the Malmquist index does not require any assumptions with respect to efficiency 
or functional form.
5For some recent empirical applications of the Malmquist index approach to productivity 
measurement, see, for example, Berg et al. (1992) and Forsund (1993).
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that the rate of productivity growth could be identified with the Hicks-neutral 
technical change, assuming constant returns to scale and competitive markets. 
His geometric index for a single output Y  and several inputs, X k(k = 2 
was formulated from a Cobb-Douglas production function
K
Yt = A(t) X%tk where a k > 0. (5.2.1)
k—2
Taking the natural logarithms of both sides of (5.2.1) yields
K
In Yt = In A(t) -f ^  a k\nXkt. (5.2.2)
k=2
Then taking the time derivative of both sides of (5.2.2) and rearranging terms, 
yields
A Y  * X k
Ä -
where the ‘dot1 notation here refers to a time derivative and the time notation 
on A(t) is frequently dropped for simplicity. More descriptively, A/A,  which is 
referred to as the rate of growth of total factor productivity, represents the rate 
of growth of output not explained by the rates of growth of inputs. As Domar 
(1961, p. 717) more realistically characterizes the situation:
A is a residual. It absorbs, like a sponge, all increases in output not 
accounted for by the growth of explicitly recognized inputs.
Thus, the ‘residual1 sometimes also referred to as the ‘measure of ignorance1 is 
obtained as the residual growth rate of output not attributable to the inputs.
Now, (5.2.3) is in terms of instantaneous changes. Since economic data come 
in discrete observations, (5.2.3) is to be approximated. The most commonly 
used discrete-time approximation to continuous-time formulation is given by the
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Törnqvist approximation which is6
m
A(t -  1)
( '
A «  In
-  In
TFPit - 1
= In -  \  T ( c^ + c*,t-i)ln (5-2-4)
where X^t is the quantity of the kth. input used in period t and
_  P kt X  kt
c kt p  Y
L ^ k  * k t ^ - k t
the cost share of the kth. input in the total cost during period t used as the 
proxy for the a* in (5.2.3). Specifying the index to equal 100 in a particular 
year and accumulating the measure based on equation (5.2.4) provides the TFP 
index. Diewert (1976) shows tha t if the technical progress is Hicks-neutral and 
the underlying quadratic production technology is of a translog form, then (5.2.4) 
is an exact measure rather than an approximation. The approach enables a 
measurement of T F P growth without actually having to estim ate econometrically 
a specific functional form of the production (or cost) function itself and provides 
a useful breakdown of the sources of output growth into those parts due to factor 
augm entation and those due to TFP growth even when one does not have enough 
observations to support the econometric estimation.
In using cost shares to aggregate inputs, the Solow ‘residual’ approach in­
troduces another potential source of problem. It assumes perfect competition 
in input and output markets. Thus, if observed shares are not cost-minimizing 
shares (that is, if factors are not paid the value of their marginal products) as 
assumed in the Solow ‘residual’ approach, the resulting measures of TFP growth 
will be biased.
6This is a case of a single output Y . For the multiple outputs, we apply the same aggregation 
procedure to give the Törnqvist output index AlnT =  +  Sj,t-i)ln ( )  which is
the logarithm of the ratio of two successive output quantities weighted by a moving average of 
the share of the output in total revenue.
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When linked to the theory of production, the index implies constant returns 
to scale, Hicks-neutral technical change and input-output separability. When 
these assumptions are not satisfied, the indexes of TFP growth in (5.2.3) include 
not only the effect of technical change but also the effects of non-constant returns 
to scale and market imperfections. Moreover, it is also clear from (5.2.3) that 
the magnitude of A/A  will depend on: (i) the proper measurement of inputs and 
adjustment for their quality changes; and (ii) all those factors that affect produc­
tion but are not specifically accounted for in the specification of the production 
function.
Furthermore, in this approach the observed output is assumed to be obtained 
by using the given technology to its full potential. This is equivalent to assuming 
that the realized output is the frontier output which is 100% technically efficient. 
This Solow ‘residual’ index of total factor productivity is usually interpreted as 
indicating the shifts in the technology (that is, technical change). In the presence 
of inefficiency, this approach, therefore, will give a biased estimate of technical 
change.7
2. TFP C om p on en ts approach  
(a) Deterministic frontiers
Nishimizu and Page (1982) within the deterministic framework, proposed a 
parametric approach to the decomposition of total factor productivity change into 
technical progress and changes in technical efficiency. Defining technical progress 
as the shift in the ‘best practice’ frontier production function over time, Nishimizu 
and Page established its rate by direct estimation by programming techniques of
a deterministic translog frontier production function.8 Earlier applications of
7Note that there are two possible sources of inefficiency: the first is technical inefficiency 
(that is, production below the frontier) and the second is allocative inefficiency. Allocative 
inefficiency would be reflected in the shares used to aggregate inputs.
8The use of cost functions to estimate productivity growth involves an extra assumption over 
the production function techniques: the assumption of competitive cost minimizing behaviour
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the production frontier in the study of technical changes include, for example, 
Forsund and Hjalmarsson (1979) and Greene (1980b). Recently, the Nishimizu- 
Page approach has been generalized and applied, for example, to OECD financial 
services data by Fecher and Pestieau (1993), and firm-level data from Thailand 
by Brimble (1993).
(b) Stochastic frontiers
Using Chinese provincial-level agricultural panel data and the stochastic 
frontier production function approach,* 9 Fan (1991) recently estim ated total factor 
productivity growth as the sum of technical progress and technical efficiency im ­
provement. These components of total factor productivity growth were obtained 
by taking the total derivatives of the stochastic frontier production function with 
respect to the tim e variable. However, in accounting for the sources of total 
output growth, Fan treated technological change as a residual. Moreover, the 
specifications of the frontier production function in Fan’s study implicitly assume 
that: (i) in a given period, the frontier production function is neutrally shifted 
from the ‘average’ and realized firm-specific production functions; (ii) over time, 
the production frontiers themselves shift neutrally implying tha t the technical 
change is also of a neutral type; and (iii) the rate of technical change over tim e is 
constant among firms. These assumptions are somewhat restrictive.
By following the varying coefficients frontier production function approach 
developed in the previous chapters, these restrictive assumptions can be elimi­
nated. For example, in the varying coefficients approach, the frontier production 
functions themselves shift non-neutrally over tim e so tha t technical change is of
a non-neutral type. Secondly, while accounting for output growth in both the
on the part of the firm. The pioneers in the use of the cost functions to estimate TFP growth
rates include, for example, Caves et al. (1980, 1981) and Denny et al. (1981).
9Bauer (1990b) illustrated the parametric approach to the decomposition of productivity 
growth into technical change and efficiency change using a dual translog stochastic cost frontier 
and data from the US airline industry.
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Solow ‘residual1 and the above conventional TFP components approaches, tech­
nical change which is one of the components of TFP growth is not estim ated 
but obtained as a residual. In contrast, the procedure described in the following 
section, estim ates technical change as a shift in the frontiers and treats the total 
input growth as a residual, while accounting for the output growth. The main 
advantage of not computing the input growth component but obtaining it as a 
residual is in the avoidance of the problems usually encountered such as omission 
of some im portant inputs and adjustm ent for input quality changes.
5.3 V arying coeffic ien ts frontier p rod u ction  func­
tio n  approach
Figure 5.2 below illustrates how total output growth can be decomposed into in­
put growth, technical progress and technical efficiency improvement components.
In periods 1 and 2, the firm faces production frontiers F l  and F2 respec­
tively. If a given firm has been technically efficient, output would be yl* in 
period 1 and y 2 * in period 2. On the other hand, if the firm is technically inef­
ficient and does not operate on its frontier, then the firm ’s realized output is y l  
in period 1 and y2 in period 2. Technical inefficiency (TI) is measured by the 
vertical distance between the frontier output and the realized output of a given 
firm, th a t is, T i l  in period 1 and TI2 in period 2 respectively. Hence, the change 
in technical efficiency over tim e is the difference between T i l  and TI2. Techno­
logical progress is measured by the distance between frontier F2 and frontier F l ,  
tha t is, (y2*” — y2*) using x2 input levels or (y l*” — yl*)  using x l  input levels. 
Denoting the contribution of input growth to output growth (between periods 
1 and 2) as Ayx, the total output growth, (y2 — y l ) ,  can be decomposed into 
three components: input growth, technological progress and technical efficiency
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Figure 5.2: O u t pu t  growth  c o m p o n e n t s
change.
Referring to Figure 5.2, the decomposition can be shown sis follows:
O =  y2 — y l
=  A + B + C
= [yi* -  yi]  + [yi*” -  yi*] + [y2 -  yi*"
=  [yi* -  yi]  + [yi*” -  yi*] + [y2 -  y r ”j + [y2*” -  y 2*"
=  [yi* -  yi)  + [yi ‘” -  yi*] -  [y2*" -  y 2] +  [y2 *” -  yV"
=  {[yi* -  yi]  -  [y2*” -  y 2l} + [yi*” -  yi*] + [y2*” -  y i
{ T i l  - T I 2 }  + T C  + Ayx (5.3.1)
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where
y2 - y l  =  Output growth
T i l  - TI2 =  Technical efficiency change
TC
Ay*
Technical change and
O utput growth due to input growth.
The decomposition in (5.3.1) enriches Solow’s dichotomy by attributing observed 
output growth to movements along a path on or beneath the production frontier 
(input growth), movement toward or away from the production frontier (technical 
efficiency change), and shifts in the production frontier (technological progress).
T F P  grow th com p on en ts
Following the conventional conceptualisation of total factor productivity, 
the T F P growth can be defined as the growth in output not explained by the 
growth in inputs. Thus from (5.3.1), TFP growth consists of two components: 
changes in technical efficiency and technological progress, that is,
Now, T F P  growth in (5.3.2) between period (t — 1) and t for the ith  firm can be 
estim ated as
where y*xi  and y*x 2 (in logarithms) are respectively the frontier outputs calcu­
lated using X I  (period 1) and X2  (period 2) input levels (see Figure 5.2 above).
These two TFP components are analytically distinct and may have quite dif­
ferent policy implications (Nishimizu and Page, 1982). High rates of technological 
progress, on the one hand, can co-exit with deteriorating technical efficiency per­
formance. Relatively low rates of technological progress can also co-exist with
A TF P  = (T il - TI2) +  TC. (5.3.2)
{(j/'f-i -  -  (!/•*2 -  ».-,)} + (vs*1 -  yHjt-i) (5.3.3)
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an improving technical efficiency performance, on the other hand. As a result, 
specific policy actions are required to address the difference in the sources of 
variation in productivity growth.
The technological change component of productivity growth captures shifts 
in the frontier technology, and can be interpreted as providing a measure of 
innovation. This decomposition of total factor productivity growth into technical 
efficiency improvement (catching-up) and technological change, is therefore useful 
in distinguishing innovation or adoption of new technology by ‘best practice’ firms 
from the diffusion of technology. Co-existence of a high rate of technological 
progress and a low rate of change in technical efficiency may reflect the failures 
in achieving technological mastery or diffusion.
The distinction between technological progress and technical efficiency offers 
an important added dimension to the policy relevance of total factor productivity 
studies. For a given technology, it may be interesting to know whether the gap 
between ‘best practice’ techniques and realized production functions is diminish­
ing or widening over time. The technical efficiency change can be substantial 
and may outweigh gains from technical progress itself. 10 It is therefore, impor­
tant to know how far one is off the production frontier at any point in time, and 
how quickly one can reach the frontier. For instance, in the case of developing 
economies which borrow technology extensively from abroad, failures to acquire 
and adapt new technology will be reflected in the lack of shifts in the frontier over 
time . * 11 The movement of the frontier over time reflects the success of explicit
policies to facilitate the acquisition of foreign technology. Similarly, changes in
10For example, Fan (1991) found that 26.6% of total output growth in Chinese agriculture 
from 1965 to 1985 was attributed to technical efficiency improvement and 15.7% to technical 
change. Tidrick (1986) concluded that in the Chinese industrial sectors, the level of technology 
in use was not the most important determinant of TFP. The biggest potential productivity gain 
came from the efficiency changes in the use of existing technology.
11 The findings of Nishimizu and Page (1982) indicate that in half of the former Yugoslavia’s 
social sector industries there was no perceptible movement of the frontier during the period 
1965-1978.
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technical efficiency over time and across individual firms will indicate the suc­
cess or failure of a number of im portant dimensions of industrial or agricultural 
policies.
5.4 E m pirical illu stra tion
B a c k g ro u n d
Judging from the surveys by Sung and Chan (1987) and Lin (1988), China’s 
reforms and the resultant rapid growth and structural economic change have been 
of m ajor interest to economists. Prior to 1978 was a pre-reform period and farm­
ing was still organized in a production-team system in which the people’s com­
munes were the basic units of production. During this pre-reform period, to set in 
motion a socialist savings accumulation mechanism to finance heavy industry de­
velopment (Nakagane, 1989), the government intentionally distorted the trading 
system. Farm products were exclusively purchased by the government and their 
prices were strictly controlled at an extremely low level. The unfavourable terms 
of trade between agriculture and industry and low agricultural prices generated 
enormous disincentives among farmers to improve their productivity. However, 
the situation changed in 1978 when the government introduced the well known 
‘household contract responsibility system ’ (see, for example, Perry and Wong, 
1985; Perkins, 1988; Lin, 1988). Farm production was decentralized, official 
prices were raised and m andatory procurement of farm produce was gradually 
replaced by voluntary procurement and trade on the free market.
D a ta
The intention of this empirical illustration is to analyse the changes in TFP 
growth components of agricultural production resulting from the institutional 
rural reforms in China. We use the same provincial-level panel data from the
CHAPTER 5. TFP GROWTH COMPONENTS 131
previous chapter.
E m pirical resu lts
The following tem poral province-specific production functions were first es­
tim ated:
18 5
InYit = Y  +  Y a ktRiXkit (5.4.1)
j=1 k=2
* =  1 , . . . ,2 8  and t = 1 (1970),..., 18(1987)
where
Y  = aggregate total agricultural output using the 1980 constant prices 
X 2 =  land (sum of sown areas and pastures) in hectares 
X$ = labour measured by the number of employed persons at year end 
X 4 = machinery measured by total horsepower at year end, and 
X$ = chemical fertilizer measured in Kgs.
Using the m ethod of estim ating the frontier outputs developed in the pre­
vious chapter, the T F P growth components and their sums for each province 
were com puted as shown in (5.3.3) for subperiods 1970-78, 1978-84 and 1984-87. 
The T F P  growth experience of the 28 provinces during the three subperiods is 
provided in Appendix C, Table C .l. Surveying the TFP growth experiences of 
the provinces reveals a diverse pattern of trends. Most (20 out of the 28) of the 
provinces did experience negative growth in TFP during the pre-reform period, 
1970-78. However, the situation changed after 1978 when the government intro­
duced the ‘household responsibility system ’. During the subperiod 1978-84, most 
(20 out of the 28) of the provinces exhibited a ‘speedup’ in the TFP growth. These 
results are also in conformity with previous findings by other studies, though dif­
ferent in methodology (see, for example, McMillan et al., 1989; Fan, 1991; Lin, 
1992). Lin (1992) for example estim ated tha t almost half of the 42.2% growth
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of output in the cropping sector in the years 1978-84 was driven by productivity 
change due to reforms. In the same study, Lin found that almost all of the pro­
ductivity growth was attributable to changes resulting from the introduction of 
the household responsibility system.
The evidence from Table C.l suggests the commencement of a slowdown or 
stagnation in TFP growth in the subperiod 1984-87, after almost 7 years of posi­
tive growth. Some authors argue that the dynamisms which were released by the 
institutional reforms had worked their way fully into production and there was 
no alternative source of strong productivity growth from the mid-1980s. Never­
theless, the decomposition of TFP growth into technical efficiency change and 
technological progress does help to throw more light in understanding or explain­
ing these changes. The decomposition may not only help explain the emergence 
of the productivity slowdown but also the emergence of negative rates of growth 
of TFP in some provinces. For example, a decline in technical efficiency, all else 
being equal, would tend to cause a fall in the absolute level of TFP.
Results in Table C.2 suggest that the pre-reform output growth came nearly 
exclusively from input growth.12 On the other hand, the results reveal that out­
put growth induced by the reforms between 1978 and 1984 is attributable to 
productivity growth, of which technical efficiency is the most dominant compo­
nent. After 1984, however, a different picture emerges. Technical efficiency either 
stagnated or declined. There were at least three explanations for the deterio­
ration in technical efficiency in the 1984-87. First, the contract terms with the 
farmers were ranging from 5 to 10 years, and in the second half of the 1980s, most 
of these contracts were about to expire. The uncertainty of the contract status, 
therefore, dampened farmers’ efforts to maintain or improve on their production
techniques. Second, the rapid development of township and village enterprises
12 According to Lin (1992), the most important source of growth from inputs was the increase 
in the application of chemical fertilizers.
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significantly increased the opportunity cost of farming, which lead to a shift in 
the labour force and other resources from the cropping sector to other activities 
(see, for example, Kojima, 1990; Anderson, 1990). Third, facing a decline in the 
grain output in 1985, the government retreated from their earlier position and 
voluntary procurement contract was made m andatory again (Lin, 1992). From 
1985, government intervention in the market and production system was actu­
ally intensified. These combined factors led to the decline in technical efficiency 
during the second half of the 1980s.
The above findings have useful policy implications in promoting further pro­
duction growth in China’s cropping sector. For example, as Fan (1991) argued, 
without an increase in land areas, an increase in labour will have only a limited 
effect on total production. Increased use of modern inputs, especially chemical 
fertilizers and mechanization of irrigation, is likely to have the greatest potential 
for increasing total production. An increase in agricultural investments, espe­
cially in research and development, is needed to stim ulate technical change. The 
institutional changes should also focus on greater regional specialization based 
on comparative advantages. For example, crops should be grown where soil and 
clim ate provide the most favourable conditions.
5 .5  C o n c lu d in g  rem a rk s
This chapter suggests and empirically demonstrates a method of measuring 
T F P  growth within the varying coefficients frontier production function frame­
work developed in the previous chapter. In the Solow ‘residual’ approach, firms 
are assumed to be 100% technically efficient and TFP, which in this case is equiv­
alent to the technological progress, is measured as a residual. That is, TFP is 
equivalent to total output growth minus the calculated sum of growth of inputs 
weighted by their cost shares. The conventional TFP components approach, on
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the other hand, explicitly recognizes the fact that TFP growth consists of two dis­
tinct components -  technical efficiency change and technical progress. However, 
the approach treats technical progress as neutral and is obtained as a residual 
while accounting for growth in output. One of the advantages of the suggested 
m ethod is tha t it avoids the restrictive assumptions inherent in both the Solow 
‘residual’ and the conventional TFP components approaches discussed in section 
5.2 above. In the method suggested in this chapter, the two TFP components -  
technical efficieny change and technical progress, are first estim ated separately. 
The sum of the two components is then subtracted from the total output growth 
to yield the input growth component as a residual. Thus, the total input growth 
component itself is not actually calculated as in the the Solow ‘residual’ or in 
the conventional T FP components approaches. This has a distinct advantage of 
avoiding the problems usually encountered in estim ating the total input growth 
component, such as input omission and adjustment for input quality changes.
The measurement of the components of the TFP growth provides im portant 
complementary information to traditional approaches to productivity measure­
ment. It provides a means of measuring the phenomenon of catching up (with 
the frontier) and also of innovation (shifts in the frontiers). Finally, the measures 
of distinct T FP growth components not only provide more insights and better 
understanding of the dynamic nature of the production processes, but also have 
im portant policy implications. For example, policy actions intended to improve 
the rate of total factor productivity growth might be misdirected, if focused on 
accelerating the rate of innovation in circumstances where the cause of total factor 
productivity change could be due to the low rate of technology diffusion (technical 
inefficiency). In such circumstances, the introduction of new technologies without 
having realized the full potential of the existing ones might not be meaningful.
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Table C .l:  T o t a l  FACTOR PRODUCTIVITY (T F P )  GROWTH
N o . P r o v i n c e 1970-1978 1978-1984 1984-1987
1 Shanxi -0.1774597 0.0545519 -0.0843488
2 Ningxia -0.1464745 0.0207088 -0.1039874
3 Jilin -0.0534147 0.0150848 -0.1038479
4 Gansu -0.0142500 -0.1130137 0.0542956
5 Xinjiang -0.1330762 0.1415206 -0.0436170
6 Shaanxi 0.0313965 0.3270978 0.1258757
7 Sichuan 0.1870640 0.2910597 -0.1857607
8 Inner Mongolia -0.1636995 0.0196935 0.2125631
9 Jiangsu -0.0986042 —0.02209Q4 0.1135779
10 Beijing -0.0480903 -0.1743175 -0.1312817
11 Shanghai 0.2577134 -0.0572908 -0.0785916
12 Tibet -0.6099807 0.0453753 -0.0370694
13 Heilongjiang 0.0390747 0.1069434 -0.0644466
14 Hunan 0.1689630 0.0125243 0.1334151
15 Guizhou 0.0018006 0.0593325 0.0866208
16 Jiangxi -0.0226773 -0.0360007 -0.0449647
17 Anhui -0.2677729 -0.2245552 0.0533284
18 Fujian -0.0221654 -0.1389523 -0.0004668
19 Shangdong -0.1095815 0.0139913 -0.0527980
20 Henan -0.0454310 0.2454689 0.1082643
21 Zhejiang 0.0275182 0.4249694 0.3272682
22 Hubei -0.5185472 0.4779702 0.3062147
23 Yunnan -0.0972935 0.1325035 -0.0174693
24 Hebei -0.2202377 0.3302985 -0.0661435
25 Liaoning -0.1108752 0.0316080 -0.0946953
26 Tianjin -0.0743706 0.1419432 0.1320888
27 Guangdong 0.1184637 -0.1089034 -0.0176883
28 Guangxi -0.0036206 0.0548683 -0.0322813
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T a b le  C.2: O U T P U T  GROWTH COM PONENTS: 1970-1978
N o . P r o v i n c e O u t p u t
g r o w t h
T e c h .  efFy 
c h a n g e
T e c h n i c a l
c h a n g e
In p u t
g r o w t h
1 Shanxi 0.3606799 -0.1995273 0.0220676 0.5381396
2 Ningxia 0.2919879 -0.1618595 0.0153850 0.4384624
3 Jilin 0.3007090 -0.0646119 0.0111972 0.3541237
4 Gansu 0.4423120 -0.0227736 0.0085236 0.4565621
5 Xinjiang 0.3311200 -0.1406466 0.0075704 0.4641962
6 Shaanxi 0.6664179 0.0815042 -0.0501077 0.6350214
7 Sichuan 0.6261999 0.1954334 -0.0083694 0.4391359
8 Inner Mongolia 0.1524749 -0.1619480 -0.0017516 0.3161745
9 Jiangsu 0.3004910 -0.1245501 0.0259459 0.3990952
10 Beijing 0.3225301 -0.0683780 0.0202877 0.3706204
11 Shanghai 0.3650990 0.2723991 -0.0146857 0.1073856
12 Tibet 0.3131510 -0.6410516 0.0310709 0.9231317
13 Heilongjiang 0.1290509 0.0543461 -0.0152714 0.0899762
14 Hunan 0.2234599 0.1887836 -0.0198206 0.0544969
15 Guizhou 0.3488000 -0.0055788 0.0073794 0.3469994
16 Jiangxi 0.2670560 -0.0150166 -0.0076607 0.2897333
17 Anhui 0.1717670 -0.2742820 0.0065092 0.4395398
18 Fujian 0.2702130 -0.0034003 -0.0187651 0.2923784
19 Shangdong -0.0197700 -0.0791775 -0.0304040 0.0898115
20 Henan 0.3093200 -0.0600927 0.0146617 0.3547510
21 Zhejiang 0.2438989 0.0558034 -0.0282852 0.2163807
22 Hubei 1.1270446 -0.3842114 -0.1343358 1.6455918
23 Yunnan 0.1509210 -0.1048881 0.0075947 0.2482144
24 Hebei 0.2215260 -0.2165468 -0.0036909 0.4417637
25 Liaoning 0.0059240 -0.0755971 -0.0352781 0.1167992
26 Tianjin 0.2360281 -0.0694943 -0.0048763 0.3103987
27 Guangdong 0.1927080 0.1087852 0.0096785 0.0742443
28 Guangxi 0.1961259 0.0001373 -0.0037579 0.1997465
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Table C.3: OUTPUT GROWTH COMPONENTS: 1978-1984
N o . P r o v i n c e O u t p u t
g r o w t h
T e c h ,  e f f y  
c h a n g e
T e c h n i c a l
c h a n g e
I n p u t
g r o w t h
1 Shanxi 0.3391739 0.2468505 -0.1922986 0.2846220
2 Ningxia 0.3054760 0.3296558 -0.3089470 0.2847672
3 Jilin 0.2668689 0.1675973 -0.1525125 0.2517841
4 Gansu 0.2415660 0.0045003 -0.1175140 0.3545797
5 Xinjiang 0.2034929 0.1966599 -0.0551393 0.0619723
6 Shaanxi 0.2633660 0.2703182 0.0567796 -0.0637318
7 Sichuan 0.3983440 0.1739162 0.1171435 0.1072843
8 Inner Mongolia 0.5553600 0.1550853 -0.1353918 0.5356665
9 Jiangsu 0.5441891 0.1346272 -0.1567236 0.5662855
10 Beijing 0.3660900 0.0129924 -0.1873099 0.5404075
11 Shanghai 0.2743640 0.0028008 -0.0600916 0.3316548
12 Tibet 0.1687619 0.2970161 -0.2516408 0.1233866
13 Heilongjiang 0.2352970 0.1737546 -0.0668112 0.1283536
14 Hunan -0.0870530 -0.2046795 0.2172038 -0.0995773
15 Guizhou 0.4401330 0.1041355 -0.0448030 0.3808005
16 Jiangxi 0.2840019 0.1342645 -0.1702652 0.3200026
17 Anhui 0.5211859 0.0448005 -0.2693557 0.7457411
18 Fujian 0.2027950 -0.0330207 -0.1059316 0.3417473
19 Shangdong 0.3536820 0.1819037 -0.1679124 0.3396907
20 Henan 0.7214341 0.3090350 -0.0635661 0.4759652
21 Zhejiang 0.1960320 0.0932343 0.3317351 -0.2289374
22 Hubei 0.3274641 0.2995811 0.1783891 -0.1505061
23 Yunnan 0.5612679 0.1091245 0.0233790 0.4287644
24 Hebei 0.3376570 0.2371685 0.0931300 0.0073585
25 Liaoning 1.3657263 0.0227902 0.0088178 1.3341183
26 Tianjin 0.2510830 -0.0067015 0.1486447 0.1091398
27 Guangdong 0.4080389 -0.1234919 0.0145885 0.5169423
28 Guangxi 0.2272099 0.0001004 0.0547679 0.1723416
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Table C.4: OUTPUT GROWTH COMPONENTS: 1984-1987
N o . P r o v i n c e O u t p u t
g r o w t h
T e c h ,  ef fy  
c h a n g e
T e ch n i ca l
c h a n g e
Input
g r o w t h
1 Shanxi 0.0021659 -0.1462022 0.0618534 0.0865147
2 Ningxia -0.0269870 -0.0763642 -0.0276232 0.0770004
3 Jilin 0.0037630 -0.1376637 0.0338158 0.1076109
4 Gansu 0.0010681 -0.0049891 0.0592847 -0.0532275
5 Xinjiang -0.0157080 -0.0249935 -0.0186235 0.0279090
6 Shaanxi 0.0874301 0.1335934 -0.0077177 -0.0384456
7 Sichuan -0.1158421 -0.2597806 0.0740199 0.0699186
8 Inner Mongolia 0.2584899 0.1559668 0.0565963 0.0459268
9 Jiangsu -0.0085701 0.0024905 0.1110874 -0.1221480
10 Beijing 0.0068339 -0.2288469 0.0975652 0.1381156
11 Shangai 0.0527249 -0.1103605 0.0317689 0.1313165
12 Tibet 0.0418680 -0.0882743 0.0512049 0.0789374
13 Heilongjiang -0.0480601 -0.1126421 0.0481955 0.0163865
14 Hunan -0.2623319 -0.0384159 0.1718310 -0.3957470
15 Guizhou -0.0210369 -0.0524692 0.1390900 -0.1076577
16 Jianxi -0.1105590 -0.1247813 0.0798166 -0.0655943
17 Anhui 0.1198369 -0.0292393 0.0825677 0.0665085
18 Fujian 0.0012720 -0.0908631 0.0903963 0.0017388
19 Shangdong 0.0445559 -0.0704656 0.0176676 0.0973539
20 Henan -0.0009586 -0.0342390 0.1425033 -0.1092292
21 Zhejiang 0.0816610 0.1346300 0.1926382 -0.2456072
22 Hubei 0.1151269 0.2293115 0.0769032 -0.1910878
23 Yunnan -0.1244751 -0.1364787 0.1190094 -0.1070058
24 Hebei -0.2094151 -0.1490010 0.0828575 -0.1432716
25 Liajioning -0.1108752 0.0316080 -0.0946953 -0.0477879
26 Tianjin -0.2175359 -0.0381005 0.1701893 -0.3496247
27 Guangdong 0.0470050 -0.1554920 0.1378037 0.0646933
28 Guangxi 0.0527609 -0.1111526 0.0788713 0.0850422
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6 .1  I n tr o d u c t io n
As noted in chapter 1, the economic viability of a firm depends on two im­
portant questions. First, how efficiently are the inputs used, given the technology, 
and secondly, how much of the inputs are utilized in the production process, given 
both the technology and market prices. Examination of these two questions are 
vital to the survival of firms in the long-run. So far, in the earlier chapters, we 
have been concerned mainly with the methods of answering the first question. 
A lternative methods to the conventional ones have been suggested and empiri­
cally dem onstrated. In this chapter, we now turn our attention to methods of 
answering the second question.
Two approaches are usually followed in dealing with the second question: a 
direct (primal) or an indirect (dual) approach. In the dual approach, a profit 
function1 is estim ated along with input share (in profit) equations derived from 
Hotelling’s lemma. Estim ation in the dual approach is then carried out usually 
within the error components framework. The nonprofit-maximizing behaviour 
is modelled via input-specific disturbances tha t are appended to the first-order 
marginal productivity conditions, and they take values equal to, greater than 
or less than zero. The failure of a firm to maximize profit is reflected in these 
disturbances when they take values either greater or less than zero. Because of 
the nature of these disturbances, estimation depends on somewhat arbitrary and 
restrictive distributional assumptions, even when panel data are available (Bauer, 
1990a).
In the prim al approach, on the other hand, the marginal value product (MVP) 
calculated from a firm ’s realized production function is equated to the marginal 
cost (MC) of the variable inputs, under the behavioural assumption of profit max­
imization. While calculating the MVPs, it is often assumed that the input-specific
cost function with input share equations derived from Shephard’s lemma.
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response coefficients are constant across the sample firms being considered. How­
ever, empirical illustrations in the previous chapters as well as in other earlier 
studies such as IRRI (1979), Smith and Umali (1985), Kalirajan (1990a) and 
Hoque (1991, 1993), indicate that this restrictive assumption does not always 
hold.
The objective of this chapter is therefore two-fold. First, a primal production 
function-based method of estimating firm- and input-specific allocative efficiency 
measures is suggested. Unlike in the existing conventional methods, no restrictive 
assumption of constant input-specific response coefficients across firms is imposed. 
Second, empirical measures from the suggested method are compared with those 
based on the existing conventional method. The rest of the chapter is organized 
as follows. The next section explains how to determine optimal input and output 
levels and proposes firm- and input-specific allocative efficiency measures. Section 
6.3 presents an empirical application using agricultural survey data from cotton 
farmers in India. Concluding remarks appear in the final section.
6 .2  A llo c a t iv e  e ff ic ie n c y  m e a su r e s
A measure of firm- and input-specific allocative efficiency can be obtained 
by comparing the optimal input levels of a firm with its actual input levels used. 
The optimal input levels for each firm can be calculated in two ways. First, they 
can be computed using firm-specific (possibly technically inefficient) production 
functions. Second, following Farrell, they can be calculated using the technically 
efficient production frontier. These two cases are illustrated in Figure 6.1 below.
The technically efficient production frontier is represented by FF'. RR' is 
the zth firm’s production function which may coincide with FF'  (if the firm is 
technically efficient) or may not coincide (if technically inefficient). The parallel 
pp' lines are the isoprofit or price ratio lines.
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Figure 6 . 1: ISOPROFIT LINES, FRONTIER AND FIRM-SPECIFIC PRODUCTION
FUNCTIONS
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When firm i operates at A on RR', it produces yl  by choosing XI input 
levels. The associated profit in this case is ttI. Its objective of maximizing profit 
7t2 would be realized at C using X2  input levels and producing y2. But still, 
it may not be the fully efficient output level because it is obtained from the 
firm-specific (possibly technically inefficient) production function RR' and not 
from the technically efficient frontier production function FF'. However, this 
approach facilitates isolating the ‘pure’ allocative inefficiency from technical inef­
ficiency. This means that allocative efficiency is netted out of technical efficiency 
(Kalirajan and Shand, 1994). The profit thus obtained from this approach is 
called ‘pseudo profit’ in the literature (Schultz, 1975).
The optimal input levels and the corresponding allocative efficiency measures 
in the two cases can be obtained as described below.
(A) Using firm-specific (possibly technically inefficient) produc­
tion FUNCTIONS RR'
Assume that firms are profit maximizers and price takers. That is, they buy 
their X2, . . . ,  X m variable inputs and sell their output Y  in perfectly competitive 
markets at prices P2, . . . , P m and Py, respectively. The criterion for determin­
ing the optimal levels of inputs used is to locate the point on the firm-specific 
(possibly technically inefficient) production function that has the highest asso­
ciated isoprofit line. At this point, C, profits will be maximized and is shown 
in Figure 6.1 as 7t2. This point is characterized by a tangency condition: the 
slope of the firm-specific production function RR' should equal to the slope of 
the firm-specific isoprofit line pp'. Since the slope of the production function is 
the marginal physical product, and the slope of the isoprofit line is the ratio of 
the price of the factor input to the price of the output, the tangency condition 
can be written as
M V P k = MCk; A; = 2 , . . . ,  AT. (6.2. 1)
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Consider a Cobb-Douglas production function with (M  — l) variable and (K  — AI A  
1) fixed inputs, denoted by X  and Z  respectively. The firm-specific production 
function can then be w ritten in a logarithmic form as
M K
In Yi = a n  +  (XkMXki +  ßjMZji]  z =  1 , . . . ,  iV. (6.2.2)
k=2 j = M + 1
Following Yotopoulos and Nugent (1976, pp. 84-85), it can be shown that the 
first-order marginal productivity conditions in (6.2.1) for expected profit2 maxi­
mization can be expressed as
&2i
i
<*Mi
Yi P2x
lx 2t Py.
Y Psi
• X 3, - Py,
Yi Pmi
X\ f t Py
i — 1,...,7V .
(6.2.3)
For a given firm z, the production function (6.2.2) and the (M  — 1) factor price 
equations in (6.2.3), yield a set of M  equations which hold simultaneously. Re­
arranging equation (6.2.2) and converting (6.2.3) to logarithms, we obtain the 
following system of simultaneous equations:
K
a 2i \nX2i T a 3t lnX 3l +  • • • +  QMi\i\.Xmi ~  ln Vi =  — ^  ßjiinZji — a n
j —M + l
In X 2i — In Yi =  ln a2t — lnP2t +  In Pyt
InX mi — lnV, =  \na\f i -  InPmi +  InPyt 
i = 1 , . . . , A r.
(6.2.4)
2Maximizing expected profits instead of actual profits is conceptually one way of consistently 
estimating the parameters of the production function in (6.2.2) by a single equation procedure 
like the ordinary least squares while avoiding the problem of simultaneous equation bias (Zellner 
et  a l . , 1966).
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In (6.2.4), there are altogether N M  equations in N M  unknowns consisting 
of the logarithms of X 2, X3, . . .  , X m and Y,  respectively. First, the firm-specific 
production coefficients as and ßs in (6.2.2) are to be estimated. Then, substi­
tuting them into the system of equations in (6.2.4) and solving simultaneously, 
the optimal output levels denoted by say, Y°, along with the optimal input lev­
els X%, . . . ,  X mi  are obtained. Using these optimal output and input levels
located at point C in Figure 6.1, the following allocative efficiency measures can 
be obtained.
In p u t-sp ecific  a llocative  efficiency
A measure of input-specific allocative efficiency denoted by say, I S A E °, to 
examine whether there is any under- or over-utilization of variable inputs can be 
defined as
ISAE°ki = k = 2 , . . . , M  and i = l , . . . , N ,  (6.2.5)
X k i
where Xki is the observed level of the kth input used by the zth firm, and Xfa is 
the optimal level of the kth input of the zth firm obtained as solutions to the profit 
maximizing equation system (6.2.4). ISAE£t can be equal to, greater or less than 
one. ISAEki  equals one means that firm z is efficiently allocating input k. On the 
other hand, I S A E £t- greater or less than one implies that firm z is not efficient in 
choosing the level of input k. More specifically, I S A E ^ greater than one means 
the input k is being over-utilized and I S A E £,• less than one means input k is 
under-utilized. Over- or under-utilization of an input is allocative inefficiency.
F irm -sp ecific  a llocative  efficiency
A measure of firm-specific allocative efficiency, F S A E °, for the zth firm can 
be defined as
FSAE° =  Tl
PyX °  ~ Z iU  *2
(6.2.6)
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where the Pk{S and Pyt are the firm-specific unit prices of variable inputs and 
output, respectively. The firm-specific allocative efficiency is therefore obtained 
by comparing the optimal feasible profit 7t2 with the realized profit 7rl at the 
levels of inputs actually used.
(B) Using technically efficient production frontier FF'
The firm- and input-specific allocative efficiency can also be defined as a
ratio of input levels actually used to the optimal input levels obtained using the
technically efficient production frontier FF'. In this case, the associated profit
shown as 7t5 in Figure 6.1 will be maximized at point E. The tangency point E
can be determined from the following system of equations:
K
a*2\n X 2i + aJlnXs, 4-------h a*M\n X Mi -  InYl =  -  /?£lnZj{ -  a \
] = M +1
InX 2i — InU =  lno2i — InP 2l -f InPy.
InX Mi — In Yi = In a Wl — lnPMi + In Pyi
i  =  1
(6.2.7)
where
a k = max (a fcl); k = 2 , . . . ,  M  (6.2.8)
and
ßj = max (ßji); j  = M  + 1 , . . . ,  K  (6.2.9)
are the coefficients of the frontier production function explained in chapter 3. 
By simultaneously solving the system of equations in (6.2.7), the optimal output 
level denoted by say, Y°°, along with the optimal input levels X%°, X £° , . . . ,  Xjfii 
can be obtained. Using these optimal levels of inputs and output, the following 
allocative efficiency measures can be estimated.
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In p u t-sp ecific  a llocative  efficiency
The input-specific allocative efficiency denoted here by I S A E 00 can be es­
timated as
ISAE%  = k = 2 , . . .  ,M  and i = l , . . . , N  (6.2.10)
A fct'
where X^i is the observed value of the kth variable input used by the zth firm. 
Xfg is the optimal level of the kth input of the ith firm obtained as solutions of 
the equation system in (6.2.7). As before, I S A E ^  can be equal to, greater or 
less than one. ISAE%° equals one when the zth firm is allocatively efficient3 in 
choosing the kth input level. ISAE%° greater or less than one implies that the 
zth firm is not allocatively efficient in choosing the kth input level.
F irm -sp ecific  a llocative  efficiency
A measure of firm-specific allocative efficiency denoted by say, F S A E °°, for 
the zth firm can be estimated as4
PY,Y>-ZtUPk,Xk, TTl
FSAE°° = (6.2. 11)
Py.Yr-EZaPkiXS *5
where the and Pyt are the firm-specific unit prices of variable inputs and 
output respectively.
6.3 E m pirica l illu stra tion
D a ta
Data for this illustration5 came from a cost of cultivation project conducted 
by the Tamil Nadu Agricultural University in 1986. A random sample of 64 farm­
ers growing the modern cotton variety MCU-5 on their blocks in Madurai district,
3In this case, the firm is both technically and allocatively efficient in applying the input in 
question.
4A firm which is b o th  technically and allocatively efficient is said to be econom ica lly  
efficient.
51 am grateful to Dr. Kalirajan for providing this data set.
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Tamil Nadu was chosen for empirical analysis.6 Sample farmers were operating 
between 5 and 10 acres of land, which may be considered medium-sized farmers 
by Indian standards. Production conditions were more or less homogeneous in 
the study area in terms of soil type, micro-climate, access to extension advice and 
credit facilities.
E m pirical resu lts
The following Cobb-Douglas farmer-specific production function' was esti­
mated as described in chapter 3:
3
ln Yi = au  -1- ctki\nXki + /?4tlnZ4x; i =  1 , 2 , . . . , 64  (6.3.1)
k—2
where
Y  = cotton production measured in tonnes,
X 2 = labour in mandays,
X 3 = fertilizer in kilograms,
Z4 = land area cultivated in acres,
as are the input-specific response coefficients of the variable factors, 
ß is the input-specific response coefficient of the fixed factor, and 
ait is the varying intercept term.
The mean response coefficients (Hildreth and Houck, 1968) obtained by using 
TERAN are presented in Table 6.1. They are all significant at the 5% level.
The hypothesis of random coefficients variations is tested using Breusch and 
Pagan (1979) LM test statistic which produced a x2 value of 13.28, with 3 de­
grees of freedom. This is significant at the 5 percent level. Therefore, the null
6Cotton is an important commercial crop in India, and Tamil Nadu is one of the major 
cotton producing states in India (Hitchings, 1983).
' A translog functional form was first estimated using the data set. However, the test based 
on translog estimates for a Cobb-Douglas functional form could not be rejected. Furthermore, 
the Cobb-Douglas production function has also been proved suitable in earlier empirical studies 
on cotton production in Tamil Nadu State (see, for example, Subramanian, 1986).
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hypothesis of fixed coefficients specification is rejected in favour of the random 
coefficients model for the present data set.8
The bounds of input-specific response coefficients (Griffiths, 1972) for indi­
vidual farmers are presented in Table 6.1.
For illustrative purposes, we use option (A) described in the previous sec­
tion to make comparison between allocative efficiency measures obtained from 
the conventional and the suggested methods. In the former, the estimated mean 
response coefficients in Table 6.1 are subsitituted into (6.2.4) and solved simulta­
neously. In the latter (the suggested method), we substitute the farmer-specific 
input response coefficients estimated from (6.3.1) into (6.2.4) and also solve si­
multaneously.
The optimal output and input levels obtained using the mean coefficients 
(conventional approach) and the farmer-specific coefficients (the suggested method) 
are then used to estimate the input- and farmer-specific allocative efficiency mea­
sures in (6.2.5) and (6.2.6) respectively. The two sets of allocative efficiency 
measures are presented in Table 6.2 and Table 6.3.
The results in Table 6.2 show that only about 17% and 22% of farmers 
appear to have efficiently allocated their labour and fertilizer inputs respectively. 
The corresponding figures from the conventional method are much higher, that 
is, 67% and 47%, respectively.
There are also marked differences in farmer-specific allocative efficiencies ob­
tained from the two methods as is evident from Table 6.3. As the hypothesis of 
fixed coefficients specification of the production function has earlier been rejected 
and in the light of the above results, it can be concluded that the conventional 
method of calculating allocative efficiencies without first testing whether the re­
sponse coefficients are constant or varying, may be misleading.
8Kalirajan and Obwona (1994b), using the likelihood ratio test developed by Swamy (1971), 
also rejected the use of the fixed coefficients model in favour of the random coefficients model 
specification for the same data set.
CHAPTER 6. ALLOCATIVE EFFICIENCY 151
Table 6.1: M e a n  RESPONSE COEFFICIENTS AND THE RANGE OF INDIVIDUAL
RESPONSE COEFFICIENTS
Inputs Coefficients Mean
Response Coefficients
Range of Individual 
Response Coefficients
In te rc e p t a  l 4.3072 4.2813 - 4.3216
(0.8765)
L abour a  2 0.2518 0.2316 - 0.2648
(0.1204)
F ertilize r a3 0.2094 0.1913 - 0.2216
(0.0919)
L and A 0.5206 0.5004 - 0.5324
(0.2582)
Note: Figures in parentheses are standard errors.
Table 6.2: INPUT-SPECIFIC ALLOCATIVE EFFICIENCIES OF VARIABLE INPUTS
ISAE0
Number of farmers
Conventional method Suggested method
L abour F ertilizer L abour F ertilizer
< 1 2 10 7 33
=  1 43 30 11 14
> 1 19 24 46 17
Total 64 64 64 64
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T a b le  6.3: FA RM ER-SPECIFIC  ALLOCATIVE EFFICIENCY
FSAE°(%)
N u m b er  o f  farm ers
Conventional method Suggested method
75 - 78 10 23
79  - 82 8 18
83  - 86 12 17
87  - 90 28 4
91 - 100 6 2
T otal 64 64
6.4 C on clu d in g  rem arks
In this chapter, a primal production function-based method of estimating 
firm- and input-specific allocative efficiency measures has been developed and 
applied to agricultural survey data from a sample of cotton farmers in India. 
The m ethod differs from the conventional approach in one main aspect: the 
input-specific response coefficients are not assumed to be identical among firms. 
The advantages of the method include the following. First, unlike in the error 
component framework, the method does not require any sampling distributional 
assumptions on the allocative inefficiency related random variables. Second, as 
shown above, it facilitates obtaining estimates of input-specific allocative effi­
ciency for each firm, even when we have only cross-sectional data.
Knowledge of input-specific allocative efficiency can be crucial in the formu­
lation of policies regarding agricultural subsidies, input prices and input supply. 
For example, suppose it were socially desirable to adopt the ‘value of the marginal 
product equals cost’ rule. It would be possible, if the actual decision rules are
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known, to work out a system of ad valorem or ‘lump sum ’ taxes and subsidies on 
the variable inputs so tha t the social optimum would be attained. Furthermore, 
such knowledge can have im portant implications on agrarian reform, agricultural 
education and extension policies. Production planners can also use the same mea­
sures to set output targets and determine the levels of inputs required to meet 
them.
In our empirical applications, we have made a number of strong assumptions. 
It would certainly be surprising if all of them  turned out to be valid -  let alone 
in general. Therefore, before drawing firm conclusions from the empirical results, 
one should bear in mind these assumptions and in particular the following. First, 
it is assumed th a t all prices are nonstochastic and are known with certainty. 
However, it is well known (see, for example, Perrakis, 1980) tha t price uncertainty 
can distort quantity choice in much the same way as inefficiency can.9 Secondly, 
input and /or output markets may not be competitive as is assumed. There 
could be socio-economic, political and other institutional constraints. In such 
circumstances, the market prices may not reflect the true factor opportunity cost 
(see, for example, Kumbhakar and Bhattacharya, 1992).
Thirdly, it is assumed that farmers are risk neutral. Clearly this assumption 
cannot always hold in agriculture where the influence of risk on agricultural costs 
is more significant due to the im portant role of modern chemical inputs (see, for 
example, Just, 1974; Wolgin, 1975; Young et al., 1979; Anderson and Griffiths, 
1981). Observed input and output data may already incorporate the farm ers’ risk 
attitudes towards the uncertain components of the market or the environment. 
This is most crucial when the firm-specific price efficiency has to be examined. 
Reasons are two-fold. One is tha t the risk averse farmer would allow an extra cost
due to price fluctuations, thus preferring stable costs and profits over fluctuating
9In other words, allocative efficiency which is a measure of the degree of a firm’s adaptation 
to a particular set of current prices holds good only in a completely static situation under 
stable prices. For example, it can happen that a firm is not allocatively efficient, if its inputs 
are adjusted instead to the past or expected future prices.
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ones. Second, the case of multiple outputs along with multiple inputs for each 
farmer shows tha t he has additional degrees of freedom when he can vary the 
output-m ix along with the input-mix when the prices vary. Allocative efficiency 
measures under certainty therefore need to be adjusted for uncertainty and risk- 
aversion (see, for example, Umesh and Bisaliah, 1991).
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This thesis began with an overview of production efficiency analysis and the 
establishm ent of the modelling procedures in chapters 1 and 2, respectively. In 
chapter 3, a method proposed by Kalirajan and Obwona (1994a), and Kalirajan 
and Shand (1994), of measuring firm- and input-specific technical efficiency within 
a varying coefficients frontier production function framework using cross-sectional 
data  has been empirically demonstrated. Chapter 4 extended this method to a panel 
data  context where the measurement of tem poral variations in technical efficiency 
and shifts in the production frontiers (technological change) were considered. In 
chapter 5, a method to decompose the sources of total factor productivity growth 
into technological progress and changes in technical efficiency, using the varying 
coefficients frontier production framework, was demonstrated. Chapter 6 focussed 
on the measurement of the second component of economic efficiency -  allocative 
efficiency. A primal method based on a varying coefficients production function was 
developed and empirically illustrated.
In this final summary, it is pertinent to mention some of the issues tha t we have 
not yet explicitly addressed and also to point out some of the problems, mainly of 
empirical nature, tha t may be encountered. Some directions for further investiga­
tions are also suggested.
The discussion throughout the thesis has been presented within the framework 
of the Cobb-Douglas production technology. As Walters (1963) had earlier noted, 
there is considerable empirical evidence in support of the Cobb-Douglas functional 
form specification, suggesting tha t it is not really unreasonable despite its adm ittedly 
restrictive properties. It is therefore not surprising tha t recent surveys of em piri­
cal applications of frontier production functions by Battese (1992) and Bravo-Ureta 
and Pinheiro (1993) also reveal tha t Cobb-Douglas technology specifications still 
continue to dominate. Even so, the procedures presented in the preceding chapters 
need not be restricted to the Cobb-Douglas functional form. W ith some modifi­
cations, they can be extended to cases where other flexible functional forms, for
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example, the translog, are found to be more appropriate for a given data set. It 
is well known that such flexible functional forms allow much more general specifi­
cations of the technology than the Cobb-Douglas model, and therefore provide an 
attractive framework for estimating fixed coefficients frontier models (see, for ex­
ample, Greene, 1980b; Kumbhakar, 1989, 1990, 1992; Kalirajan, 1990b). Empirical 
applications using such flexible functional forms in the varying coefficients frontier 
production function framework discussed in this thesis are therefore required in fu­
ture investigations.
Panel data provide an important opportunity of distinguishing between tech­
nical efficiency changes and technological progress. Although the usual proxy for 
technological progress is a time trend or time dummy, other measures which are 
intuitively more appealing especially in the early stages of an industry’s develop­
ment include: (i) ‘learning by doing' (see, for example, Arrow, 1962; Rapping, 1965; 
Lieberman, 1984; Jarmin, 1994), and (ii) Research and Development (R&D) (see, 
for example, Griliches, 1986; JafFe, 1986; Lichtenberg and Siegel, 1991).
However, the cost data with which to estimate ‘learning parameters’ are often 
not available, making empirical implementation difficult. On the other hand, the 
problem with R&D is that it is not a homogeneous activity. R&D includes many 
categories of spending. The most common breakdown is among basic or applied 
research and development. Other categories include: product versus process, long­
term versus short-term, risky versus non-risky, and so forth. Thus R&D may have 
to be refined, for example, by focusing only on successful R&D by using statistics 
on patents rather than total R&D expenditure.
Inspite of these data and conceptual problems, future research on methods for 
the decomposition of total factor productivity growth should try to use the above 
measures of technological progress instead of proxies such as time trend or time 
dummies.
In the concluding section of chapter 6, it was suggested that allocative efficiency
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measures under certainty require adjustments for uncertainty and risk attitudes spe­
cific to each firm. Similarly, in estimating technical efficiency measures, the role of 
production risk also needs to be taken into account (see, for example, Kumbhakar, 
1993). In the proposed varying coefficients production functions framework, incor­
porating a risk component increases not only the conceptual and methodological 
complexity but also the amount of information needed, for example, firm-specific 
risk attitudes. However, one possible way is to look at risk as arising principally 
from imperfect knowledge (Kalirajan and Shand, 1993), first of the production tech­
nology, that is, of the ‘best practice’ techniques and second, of market information. 
Thus risk is manifest in the production process in two ways. One, it affects the 
level of output by influencing the levels of inputs used and second, it constrains the 
firm from realizing the full potential of the technology by influencing the choice of 
sets of technical practices. Kalirajan and Shand (1993) referred to the former as 
allocative risk and the latter as technical risk. Further investigations in this direction 
will certainly be a worthwhile undertaking.
In conclusion, the issues addressed in this thesis can be traced back to Timmer’s 
(1970, p. 121) observation that the presence of the additional firm effects within 
each factor’s elasticity of output can complicate the measurement of production ef­
ficiency. While it is not claimed that a definitive solution to this problem has been 
achieved, the approach proposed in this thesis provides an alternative conceptual 
framework within which production efficiency at firm-level can be analysed in situa­
tions where the factor elasticities are not constant across sample firms and over time 
for a single firm. More importantly, however, if this attempt succeeds in provoking 
some curiosity and stimulating more research into methods that aim at obviating 
the major criticisms of production efficiency analysis within the variable-intercept 
but fixed coefficients production function framework cited in chapter 1, then one of 
the principal objectives of this thesis will have been realized.
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