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ABSTRACT
Context. Distinguishing between a signal induced by either stellar activity or a planet is currently the main challenge in radial velocity
searches for low-mass exoplanets. Even when the presence of a transiting planet and hence its period are known, stellar activity can
be the main barrier to measuring the correct amplitude of the radial velocity signal. Several tools are being used to help understand
which signals come from stellar activity in the data.
Aims. We aim to present a new tool that can be used for the purpose of identifying periodicities caused by stellar activity, and show
how it can be used to track the signal-to-noise ratio (SNR) of the detection over time. The tool is based on the principle that stellar
activity signals are variable and incoherent.
Methods. We calculate the Bayesian general Lomb-Scargle periodogram for subsets of data and by adding one extra data point we
track what happens to the presence and significance of periodicities in the data. Publicly available datasets from HARPS and HARPS-
N were used for this purpose. Additionally, we analysed a synthetic dataset that we created with SOAP2.0 to simulate pure stellar
activity and a mixture of stellar activity and a planet.
Results. We find that this tool can easily be used to identify unstable and incoherent signals, such as those introduced by stellar
activity. The SNR of the detection grows approximately as the square root of the number of data points, in the case of a stable signal.
This can then be used to make decisions on whether it is useful to keep observing a specific object. The tool is relatively fast and easy
to use, and thus lends itself perfectly to a quick analysis of the data.
Key words. Methods: data analysis – Methods: statistical – Planetary systems – Stars: activity
1. Introduction
The radial velocity (RV) technique is the second most successful
method for discovering exoplanets, accounting for about 20% of
the discoveries1. Furthermore, RV measurements are being used
to follow up planets discovered by the transit method to deter-
mine the bulk densities of transiting planets and to look for more
non-transiting planets in the system (see for example Buchhave
et al. 2016).
Periodic changes in the RV of a star can provide information
on the planets orbiting that star, such as their period and mass.
However, there are other effects that may introduce periodic vari-
ations in the measured RV of a star, of which the most common
ones are instrumental effects, time sampling effects, and the in-
trinsic variability of the star. Although we can improve instru-
ment stability and optimise observing schedules, we cannot con-
trol the behaviour of the stars we observe. Stellar variability is
currently the main barrier to detecting true Earth-like planets.
Determining the significance and nature of the signals seen in
the data is key to finding and characterising exoplanets with the
RV method.
Several techniques exist to try and distinguish whether a pe-
riodic signal comes from stellar activity or from planets. These
techniques are often based on the fact that periodic RV vari-
ability induced by a planet is stable and coherent over time
and across all wavelengths whereas stellar-activity-induced vari-
ations are not. These variations could have a single underlying
1 For accurate numbers, see www.exoplanet.eu
period, such as the stellar rotation period, but its phase, ampli-
tude, and shape may evolve with time owing to the transient na-
ture of stellar activity (for an overview of different stellar activity
signals see e.g. Dumusque et al. 2012).
Spectroscopic observations of the same star can be made in
multiple wavelengths. If the RV amplitude is not the same in all
wavelengths, the variation is not caused by a planet but rather
by a stellar spot (e.g. TW Hya - Huélamo et al. 2008). Because
a spot is cooler than the photosphere, and assuming black body
radiation, a spot peaks in longer wavelengths than the photo-
sphere. This makes the flux contrast between spot and photo-
sphere smaller for longer wavelengths. A spot thus blocks less
light in longer wavelengths, decreasing the RV variability.
Spots and faculae have a different brightness. Photometry of
the star made simultaneously with spectroscopic observations
can then shed light on the amount of stellar variability and its
periodicity during the observations. This has already been done
in some cases, for example for HD166435 (Queloz et al. 2001).
Recently, Aigrain et al. (2012) and Haywood et al. (2014) went
a step further and used photometric information in the analysis
of the RVs of HD189733 and CoRoT-7.
Another standard practice is to use activity indicators by in-
vestigating the presence of any correlations of the indicators with
the RV . If the RV variations are caused by the presence of a
planet, they should not correlate with activity-sensitive measure-
ments. If the RVs are determined using a cross correlation func-
tion (CCF), the properties of the CCF can be used as activity
tracers, such as the bisector span or full width at half maximum
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(e.g. Queloz et al. 2001; Santos et al. 2014; Rajpaul et al. 2015).
Specific lines in the spectrum could also be used to trace activity,
such as the Ca ii H&K emission or the Hα line (e.g. Santos et al.
2014; Robertson et al. 2015; Rajpaul et al. 2015).
In this paper we explore another tool to distinguish between
coherent and incoherent periodic signals. We describe the prin-
ciple in Sect. 2 and test it on some existing data in Sect. 3. In
Sect.4, we show how white noise, data sampling, and alias sig-
nals affect the results. Section 5 details how this tool can be used
to track the significance of the detection and we conclude in Sect.
6.
2. Stacking periodograms
Because the RV variations induced by a planet are periodic, it
is standard practice to first run a periodicity analysis on the data
when looking for planetary signals. Several tools are available to
perform this sort of an analysis, such as a Fourier transform, the
Lomb-Scargle periodogram (LS - Lomb 1976; Scargle 1982), or
the general Lomb-Scargle periodogram (GLS - Zechmeister &
Kürster 2009). In this work, we make use of the Bayesian GLS
periodogram (BGLS - Mortier et al. 2015).
In theory, the power or probability of a coherent long-lived
signal in the data should increase by adding more observations
(e.g. Howard et al. 2011; Hatzes 2013; Suárez Mascareño et al.
2016). On the other hand, if there is a quasi-periodic signal with
varying amplitude and phase (an incoherent signal) present in
the data, as is the case for activity-induced signals, the power or
probability can either increase or decrease at different epochs as
more data are added. We would like to caution the reader that
whilst a signal whose significance fluctuates is a sign of activity,
an increasing signal is not necessarily a sign of a planet. Addi-
tional tests should always be performed to establish the planetary
nature of a signal.
We designed a tool to make the BGLS periodogram from the
first n points of the data. We then add the next data point, recalcu-
late the BGLS periodogram, and repeat multiple times. We nor-
malise all BGLS periodograms with their respective minimum
values. In this way we can compare how a signal gets stronger
(or weaker) over time.
We can then plot the number of data points versus the period
(or frequency), and colour code the points with the probability of
the BGLS periodogram. The x-axis is then the same as we see for
any periodicity tool. The y-axis can be seen as a time axis and
a signal is tracked vertically in the diagram. It is worth noting
that calculating periodograms for subsets of data has been used
before by other authors to check the presence and significance
of signal periodicities over time (e.g. Bruch 2014; Ramsay et al.
2016).
3. Testing the tool
To test this tool, we looked for stars where it has been shown that
there is significant RV variation due to the stellar activity. For
this reason we chose to use RV data from the Sun and CoRoT-7.
Furthermore, we used data for Gl 581 where planet b is very well
detected. As a final proof of concept we used a purely synthetic
dataset.
3.1. Gl 581
Gliese 581 is a close M dwarf that has been studied extensively
over the years. In 2005, it was announced that this star was or-
bited by a Neptune-mass planet at an orbit of about 5.35 days
Fig. 1. Top: RVs from Gl581, taken by HARPS. Bottom: Stacked BGLS
periodogram for the data in the top plot, zoomed around 5.4 days.
Amount of observations is plotted against period, with the colour scale
indicating the logarithm of the probability, where darker is more likely.
(Bonfils et al. 2005). This result was based on data from HARPS
at the 3.6m telescope in La Silla, Chile (Mayor et al. 2003).
The same survey team subsequently announced the discovery of
three additional planets in the system (Udry et al. 2007; Mayor
et al. 2009). In 2010, Vogt et al. (2010) announced the pres-
ence of six planets in the system using the HARPS data and
additional data from HIRES at Keck I in Hawaii (Vogt et al.
1994). This announcement was particularly interesting because
it placed Gl581g in the habitable zone of the planet.
Several of the announced signals are now suspected to be re-
lated to stellar activity rather than planets (e.g. Forveille et al.
2011; Robertson et al. 2014) and we discuss this in Sect. 5.
The signal from Gl581b, however, is a very clear and strongly-
detected signal. This makes it a good test case for our tool to
show how a signal from a planet should behave as more observa-
tions are added. In this paper we used the HARPS data that was
published in Forveille et al. (2011) which has 240 data points,
spanning about seven years of observations.
Figure 1 shows the data and the stacked BGLS periodogram.
The signal at 5.37 days is very well-detected. With all observa-
tions included, this signal has a probability of more than 103000
(with the minimum probability set to 1). Furthermore, the sig-
nal steadily becomes more significant by adding observations.
This is exactly what we expect for a signal that arises from the
presence of a planet.
3.2. The Sun
The Sun is an ideal test case for studying stellar activity. Not
only is it the only star we can resolve, but the orbits of the Solar
System planets are also well defined. As such, we can predict the
orbital reflex motion of the Sun, which is induced by the planets,
at any given time . By subtracting this, we are left with RV data
of a G-type star of which we are certain that all the variations are
caused by the star itself.
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Fig. 2. Top: RVs from the Sun, taken by HARPS-N. The data was
binned per day. Bottom: Stacked BGLS periodogram for the data in
the top plot, colours as in Fig. 1.
We used the data from Phillips et al. (2017). These RVs
were taken via a solar telescope connected with HARPS-N at
the TNG in La Palma (Cosentino et al. 2012; Dumusque et al.
2015; Phillips et al. 2016). Data were taken with exposures of
five minutes during daylight. Details on the data reduction can
be found in Phillips et al. (2017). Because we are interested in
signals around the solar rotation period (approximately 27 days),
we binned the data per day. This left us with 215 data points.
Figure 2 shows the RV data and the stacked BGLS. A sig-
nificant signal can be seen growing stronger and weaker over
time, corresponding to an unstable quasi-periodic signal such
as stellar activity variations. The main signal is seen around 27
days, corresponding to the solar rotation period. When this sig-
nal becomes weaker, another signal at around 13.5 days becomes
stronger. The latter signal is the harmonic of the solar rotation
period, Prot/2.
3.3. CoRoT-7
CoRoT-7 is another star that has been debated in the literature.
This G dwarf is orbited by a transiting planet at 0.85 days and a
non-transiting planet at 3.7 days and exhibits significant activity
signals, as is obvious from the light curves (Queloz et al. 2009).
Hatzes et al. (2010) claimed that there was a third planet, CoRoT-
7d, with a period of 9.02 days. Haywood et al. (2014) showed
that the 9-day signal arose most likely from stellar activity. They
used spectroscopy data from HARPS and a Gaussian-process re-
gression model of the stellar activity based on simultaneous pho-
tometry from the CoRoT spacecraft (Barros et al. 2014) in their
analysis.
We use the available HARPS RVs from Queloz et al. (2009)
and Haywood et al. (2014). Figure 3 shows that the 9- day signal
was already unstable in the original dataset from Queloz et al.
(2009), seen in the top plot. The second dataset, from Haywood
et al. (2014), also shows the unstable nature of this signal around
9 days (middle plot). It is interesting to point out that the 9-day
signal is a lot broader for the second dataset than for the first one.
Fig. 3. Stacked BGLS periodograms for CoRoT-7, colours as in Fig. 1.
Top: using RVs from HARPS by Queloz et al. (2009), middle: using
RVs from HARPS by Haywood et al. (2014), bottom: using the com-
bined dataset.
This is due to the limited timespan of the data (25 days versus
109 days).
The combined dataset again shows that the 9-day signal is
not stable over time, making its origin more likely to be stellar
activity than a third planet. The fringes that appear in the stacked
BGLS periodogram of the combined dataset arise from uncer-
tainty in the cycle count across the three-year gap separating the
2009 and 2012 RV campaigns.
3.4. Synthetic data
As a proof of concept, we also created and analysed a syn-
thetic dataset. To generate RVs related to stellar activity, we used
SOAP2.0 (Spot Oscillation and Planet Dumusque et al. 2014).
This tool estimates photometric and RV variations induced by
stellar spots and plages. It is an upgrade from its older version
SOAP (Boisse et al. 2012) and includes convective blueshift,
limb brightening of plages, and more realistic stellar physics.
SOAP2.0 does not allow for spot evolution, therefore we cre-
ated three separate sets of spot configurations that we then con-
catenated to create a dataset of a star with evolving active re-
gions. The star we simulated has properties like the Sun, with a
radius of one Solar radius, an effective temperature of 5778 K, a
spot temperature of 5115 K, quadratic-law limb-darkening co-
efficients c1 = 0.29 and c2 = 0.34, and a rotation period of
25.05 days. We observed the star equator-on (inclination i =
90◦) with a simulated spectrograph of resolution comparable to
HARPS(-N), 115000.
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Fig. 4. Top left: Synthetic RVs generated by SOAP2.0. Top right: Black points are the combination of a stellar-activity signal generated by
SOAP2.0 (red curve) and a signal of a planet on a six-day circular orbit (blue curve). Bottom: Stacked BGLS periodogram for the data in the top
plots, colours as in Fig. 1.
The three spot configurations each consisted of two spots.
The first set had spot radii of 10% and 14% of the stellar ra-
dius, at latitudes of 30◦ and 45◦ and longitudes of 180◦ and 60◦.
The consequent sets had spot radii of twice 10% and twice 5%,
latitudes of 50◦, 30◦, 45◦, and 30◦ and longitudes of 60◦, 300◦,
300◦, and 120◦. We used each configuration for two full rotation
periods and sampled 50 points per rotation period. In total we
ended up with a dataset of 300 points with a timespan of 150.3
days. We used no additional noise model and assumed uniform
errorbars in our analysis.
The left panel of Fig. 4 shows the synthetic data and its
stacked BGLS periodogram. Two periodicities show up at about
12.5 days and 8.35 days, respectively Prot/2 and Prot/3. Both sig-
nals grow stronger and weaker over time as expected.
We added a sinusoid to the data, simulating a planet on a
circular six-day orbit with a semi-amplitude of 2 m/s. This com-
bined dataset is plotted in the top right panel of Fig. 4. The
stacked BGLS periodograms still pick up the varying periodici-
ties at 12.5 and 8.35 days. At the same time, there is a periodicity
that steadily becomes more significant over time at 6 days. This
shows that the stable and coherent signal is still picked up even if
the stellar activity signal has similar amplitudes as the planetary
signal.
The most difficult form of stellar activity signals to analyse
are the ones that arise from long-lived active regions. Because
these signals stay coherent over long timescales, it is easier to
confuse them for real planetary signals. To see the effect of long-
lived active regions, we simulated a spot on the same star as be-
fore, with a radius of 14% the stellar radius at a latitude of 45◦.
We ran SOAP2.0 for five rotation periods, changing neither the
amplitude nor phase of the active region. All other input param-
eters stayed the same as the first simulation.
Figure 5 shows the resulting RV data and its corresponding
stacked BGLS periodogram. The three periodicities related to
the rotational period clearly show up. Although it is not as clear-
cut as in other examples, we can still see the main periodicity (at
Fig. 5. Top: Synthetic RVs generated by SOAP2.0. Bottom: Stacked
BGLS periodogram for the data in the top plot, colours as in Fig. 1.
12.5 days) varying in significance over time, distinguishing itself
from a truly coherent sinusoid.
4. Exploring the possibilities
In this section we demonstrate that periodicity analysis tools can
identify periods that are solely due to the sampling of a dataset
(e.g. Rajpaul et al. 2016). Significant peaks can arise at periods
that are also present in the window function. Signals also have
alias signals due to the observation schedule.
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Fig. 6. Top: RVs from the Sun, taken by HARPS-N. Middle: Window
function of the data, zoomed around 4 minutes. Bottom: Stacked BGLS
periodogram for the data in the top plot, zoomed around 4 minutes,
colours as in Fig. 1.
4.1. Effect of data sampling
Ground-based observations suffer from having gaps in the data
due to reasons such as the telescope not being available and the
weather. Even with continuous access to a telescope and an in-
strument, and perfect weather, there is still be a day-night cycle
that automatically creates gaps in the data. Furthermore, obser-
vations have finite exposure times and a data point is thus always
an average over a small time frame. These gaps and finite expo-
sure times introduce periodicities in the data that are only due to
these effects.
It is thus important that the window function of the data is
also explored. Significant periodicities in the window function
will most likely also show up in the periodicity analysis of the
data although they are not caused by any stellar or planetary ef-
fect. We can show this fairly clearly by using the solar data. Ob-
servations were taken with an exposure time of 5 minutes. In-
cluding the time for read out and starting the new observation,
the data points were eventually spaced by 5.4 minutes.
We used thirteen consecutive days of data from Phillips et
al. (2017), shown in the top plot of Fig. 6. For calculating the
window function, we used Equation 8 in Roberts et al. (1987).
When zoomed in around 5 minutes, the window function shows
two peaks at 5.4 and 2.7 minutes, the latter being half the period
of the first. These peaks are solely due to the spacing of the data
and the finite exposure time.
Fig. 7. Stacked BGLS periodogram for CoRoT-7, colours as in Fig. 1.
The same data is used as for the middle plot of Fig. 3.
When we calculate the stacked BGLS periodogram, as
shown in the bottom plot of Fig. 6, we see that these periods also
arise. They are not stable, most likely because there are other
time spacings in the data as well.
4.2. Effect of alias signals
Alias signals arise very often in RV datasets due to the way our
data is sampled and the typical properties of ground-based ob-
servations. In most cases, telescopes are shared between several
groups and there is no continuous access to take the data one
needs. Furthermore, there are the natural cycles we deal with
such as the day-night cycle, the seasonal cycle of visible stars
in the sky, or the lunar cycle. Recognising the signals that are
aliased is thus an important step in the data analysis (e.g. Daw-
son & Fabrycky 2010).
Because aliased signals are linked to the true signal and often
come from the same natural constraints of our observations, they
behave similarly in terms of significance. In the stacked BGLS
periodogram, we can then see if there are periodicities that be-
have similarly. We used the CoRoT-7 data from Haywood et al.
(2014) for this purpose.
We show the results in Fig. 7. There is an increasing signal
around 3.7 days (coming from CoRoT-7c) and the activity signal
around 9 days. These signals are aliased due to the 1-day sam-
pling frequency of ground-based observations. The alias periods
are then calculated with Palias = 1/|1/Preal ± 1| (Dumusque et al.
2012). Figure 7 shows that both the signal from 3.7 days and
the 9-day signal appear around 1 day as well. They are slightly
less significant than the true signal2, but more importantly they
exhibit a similar behaviour overall.
5. Tracking the significance of detection
Stacking periodograms can be used for more than tracking the
significance of a periodicity. It can also track the significance (or
SNR) of the semi-amplitude for a sinusoid at a particular period
.
5.1. Principle
A periodogram essentially finds the best solution for fitting a
sine curve at every period, by using a maximum likelihood es-
timation or least squares minimisation . Alongside the proba-
bility (or power) of each period, it thus also provides the best-
2 Note that is not always the case for alias signals.
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Fig. 8. Top: Stacked BGLS periodograms of Gl581, colours as in Fig. 1. The same data as Fig. 1 was used. Bottom: S NRK versus amount of
observations for the most significant periodicity. Left to right: Full dataset, subtracted best fit at 5.37 days, subtracted best fit at 12.9 days.
fitted semi-amplitude K and phase φ for each period. The signif-
icance of a detection at a particular period can be expressed as
K/σK = S NRK with σK being the error bar on the fitted param-
eter. This error bar can be estimated using optimal scaling.
We assume the data is fitted by a sine curve3:
d(ti) = K sin
(
2pi
P
ti + φ
)
= K sin(ϕi), (1)
where K is the semi-amplitude, P the orbital period, and φ the
phase. Each data point di taken at time ti has an associated error
bar σi. Through minimisation of chi-squared, weighted by the
inverse variance, we can then find that
K =
∑
i widi sinϕi∑
i wi sin
2 ϕi
(2)
and
σK =
1∑
i wi sin
2 ϕi
, (3)
where wi = 1/σ2i are the weights assigned to the data points.
For a particular period, we can thus calculate this detection sig-
nificance S NRK for each set of observations and track how this
significance evolves. At the same time, the value for K can be
followed. This value should stabilise by adding more observa-
tions, if the periodic signal is induced by a planet.
Most radial velocity time series contain more variation than
just one sine curve, either through additional planetary signals
or through stellar-induced signals. To account for this extra vari-
ation, we include a white noise term s in our modelling so that
wi = 1/(σ2i + s
2). For each set of observations we determine
3 Note that we set the offset to zero here for simplicity. It is straight-
forward to include it.
the best white noise s by calculating the BGLS likelihood for a
range of different values of s and choosing the s of the maximum
likelihood.
5.2. Test on Gl 581
To test the tracking of the semi-amplitude, we used the HARPS
data of Gl 581, as described in Sect. 3.1. Figure 8 shows the
stacked BGLS periodogram on the top, and the semi-amplitude
K and its detection significance S NRK on the bottom. Addition-
ally, we pre-whitened the data to examine the remaining signals
in the data. Using all observations, the best-fitted model for one
planet on a circular orbit is selected, including its white noise s.
This model is then subtracted from the data.
Planets b and c at periods 5.37 days and 12.9 days show
strong and increasing signals . The SNR of the detection steadily
grows by adding more observations, reaching a 40σ and 13σ
detection respectively. This is in good agreement with the val-
ues found in the literature. The next significant periodicity is at
about 66.8 days. The nature of this signal is being disputed in
the literature, with some authors attributing the signal to a planet
(e.g. Mayor et al. 2009; Vogt et al. 2010; Anglada-Escudé &
Tuomi 2015) and other authors attributing it to stellar activity
(e.g. Baluev 2013; Robertson et al. 2014).
Figure 8 shows that although the signal strength grows by
adding more observations, it is not doing so in a steady manner.
The signal detection significance varies between a 6σ and 8σ de-
tection. This shows that there is some variation in the signal over
time despite it being a fairly significant detection. Ascertaining
the true nature of this signal will require more testing and bet-
ter modelling techniques, but it is clear from this straightforward
analysis that the signal should be modelled with care.
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Fig. 9. Left: S NRK versus amount of observations for the most significant periodicity in the synthetic dataset plotted top right in Fig. 4. Right:
Same figure as the left panel, but the best-fitted signal at 5.973 days has been subtracted from the data.
5.3. Test on synthetic data
We also used the synthetic dataset from Sect. 3.4, with the
planet signal included, to showcase how the detection signifi-
cance S NRK changes for a true coherent and true uncoherent
signal. Results are shown in Fig. 9.
The best period in the complete dataset is found to be
5.973 days, very close to the true period of 6 days. The S NRK
grows steadily by adding more simulated observations as ex-
pected for a coherent stable signal. The best circular fit for the
complete dataset was found with a semi-amplitude of 1.87 ±
0.18 m/s and white noise of 1.9 m/s. This is, within error bars,
the same as the true semi-amplitude of 2 m/s.
After subtracting the best fit from the data, we did the anal-
ysis again. The most significant periodicity is now 8.417 days,
relating to one third of the rotation period. The detection signif-
icance S NRK first grows steadily but then flattens off and even
begins to drop when more observations are added. This is a clear
sign of an incoherent signal, which is the true nature of this sim-
ulated signal.
6. Discussion and conclusions
In this paper we present a new tool that can be used for the pur-
pose of identifying periodicities caused by stellar activity. The
tool is based on the BGLS periodogram and the principle that
planetary signals are stable and coherent whereas stellar activ-
ity signals are not. We stack the periodograms by subsequently
adding observations and recalculating the periodogram.
We used public datasets from Gl 581, CoRoT-7, and the Sun
taken with HARPS and HARPS-N, and synthetic datasets using
SOAP2.0. We show that the signals attributed to planets are co-
herent and grow steadily more significant with time. Signals that
are known to come from stellar activity (the Sun, and the syn-
thetic data), or found to be activity-related through other meth-
ods (CoRoT-7), clearly show up as being unstable over time in
our analysis. On the other hand, a true coherent sinusoid injected
in the synthetic data is easily picked up as becoming more sig-
nificant by adding observations. Stacking periodograms reveals
that aliased signals behave similarly to their true signals, making
it easier to spot related periodicities.
Because the BGLS periodogram fits a sinusoid for each pe-
riod, it provides a semi-amplitude as well. We estimated the error
bar on the semi-amplitude through optimal scaling. We used this
to calculate the significance of detection for a chosen periodic-
ity. Tracking this detection significance S NRK could, for exam-
ple, be useful for deciding if it is worth spending more precious
telescope time on an object.
Determining the nature and origin of periodic signals in ra-
dial velocity datasets has become more important in our hunt for
a true Earth-like exoplanet. Many different techniques exist for
these types of analyses, including Gaussian process regression
and apodised Kepler periodograms (e.g. Haywood et al. 2014;
Rajpaul et al. 2015; Gregory 2016; Dumusque et al. 2016, and
references therein). This tool complements these existing tech-
niques and can be used as an additional test in the data analysis.
Stacking periodograms is a fast and intuitive way to visualise
how the data and its underlying periodicities are behaving over
time.
Given that we only assume one sinusoid in our underlying
model, there could be cases where this tool will have difficulties.
As noted in Sect. 3.4, long-lived active regions will appear to be
coherent if the time span of the data is not long enough. Another
difficult case could be when the planet period is very close to
the rotation period or its corresponding harmonics. These cases
are amongst the trickiest of all. Good activity tracers and/or pho-
tometric data combined with an extensive Gaussian process re-
gression analysis (e.g. Haywood et al. 2014; Rajpaul et al. 2015)
will be required in those cases to distinguish between the peri-
odic and quasi-periodic signals.
Analysing large amounts of data takes time. The relative
speed of this tool helps to get a quick look before undertaking
a computationally heavy analysis. The speed of the tool depends
on many variables, such as the amount of observations, the num-
ber of scanned frequencies, the timespan of the data, and the
number of trial values chosen to represent the white noise . Still,
our tool is able to provide quick results. As an example, the fig-
ures in this paper were made on an Intel Core i5-480M CPU. It
took respectively 23 and 26 seconds to create Figs. 4 and 9.
The visualisation and speed are key benefits for the tool we
present here. It will be useful as an additional test to determine
the nature of periodic signals in radial velocity datasets. This
way we will be able to find and characterise the smallest planets.
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