Theoretical ecologists have observed chaotic behavior in population models for decades. However, in the past few years, several studies indicate that complex dynamics, including chaos, become less probable in biologically more sophisticated models. For example, the inclusion of either sexual reproduction, population structure or dispersal generally increases stability. These results can explain the difference between the dynamical complexity of most theoretical models and the relative stability found within real time series.
Introduction
Biologists have been finding chaos in models of population dynamics since the pioneering work of May (1974 May ( , 1976 . Chaos, which can emerges in non-linear deterministic systems, has two biologically pertinent characteristics: First, the motion in the system is bounded but irregularly fluctuating. Second, the behavior of the system is sensitive to the initial conditions. Thus, motion becomes unpredictable over a sufficiently long time scale (Strogatz, 1994) .
Since the dynamics of real populations are typically non-linear, the number of models producing chaos have increased annually (see e.g. Baier et al., 1993; Vandermeer, 1993; McCann and Yodzis, 1994; Blasius et al., 1999; Huisman and Weissing, 2001) . Furtermore, more accurate procedures have been developed to analyse time-series of empirical population data (Schaffer and Kot, 1986; Ellner and Turchin, 1995; Ellner et al., 1998; Turchin and Ellner, 2000) . Whereas numerous models predict chaos within certain parameter ranges, data analysis suggests that periodic behavior is rather common but chaos is rare in both natural and laboratory populations (Hassell et al., 1976; Berryman and Milstein, 1989; Godfray and Grenfell, 1993; Ellner and Turchin 1995) . A famous exception is the experimentally induced chaos in flour beetle populations (Costantino et al., 1995 (Costantino et al., , 1997 Cushing et al., 1998) .
This contradiction deserves attention from both empirical and theoretical point of view. Chaotic systems are noise amplifiers, while stochastic systems are not. Thus any perturbation to the system changes the time development of chaotic systems dramatically (trajectories diverge exponentially in a finite time scale), while its effect on stochastic systems may often disappear relatively quickly.
The aim of this review is to investigate whether the simplifications generally used in modeling population dynamics increase the dynamical instability of the system (and consequently the appearance of chaos). Three generally neglected characteristics of populations are in the centre of our interest: sexual reproduction, intrapopulation diversity and dispersal. (Intrapopulation diversity summarizes the environmental inhomogeneities and phenotypic differencies, age and stage structures as well.) First, it is shown that sexual reproduction and intrapopulation diversity decreases the propensity of chaos in population dynamical models. Second, it is emphasized that dispersal of individuals can have a stabilizing effect as well. The incorporation of such biologically realistic processes into the models can explain the disagreement between the models' predictions and real data.
Sexual reproduction and dynamical stability
Although most species reproduce sexually, population dynamical models generally assume asexual reproduction (May, 1974; Arneodo et al., 1982; Royama, 1991; McCann et al., 1998) . It has been demonstrated that in many single-and multispecies models (e.g. host-parasite, predator-prey) the inclusion of genetic details of sexual reproduction modifies the dynamical behavior of the systems fundamentally (Doebeli and Koella, 1994; Doebeli, 1995b; Ruxton, 1995; Doebeli and de Jong, 1999; Flatt et al., 2001 ). In the studied asexual host-parazite models the densities vary chaoticly if its reproduction rate is great enough (May and Anderson, 1983; May, 1985; Flatt et al., 2001 ). In the predator-prey example, two competing prey species are regulated by a common predator. This system again exhibits complex dynamics including chaos (Comins and Hassel, 1976) . However, if the interacting species are considered to be diploid, randomly mating sexual populations, then the fluctuations in the density of individual genotypes and of the total population size are reduced, and chaos is less frequently observed than in the original model systems. Interestingly, it is shown in a very recent paper that an intermediate level of sex is sufficient to stabilize a Nicholson-Bailey hostparazite system (Flatt et al., 2001) . Similarly, models of single populations with discrete nonoverlapping generations have a reduced propensity to exhibit chaos if sexual reproduction is explicitly considered (Doebeli, 1995b; Ruxton, 1995; Doebeli and de Jong, 1999 ) (Box 1). The intuitive explanation for the stabilizing effect of
Box 1 Stability in the modified Ricker's models
For simplicity, we use Ricker's model (Royama, 1991) to demonstrate some generally neglected stabilizing mechanisms. The conclusions would remain valid if we would considered another, more subtle realization (e.g. Maynard Smith or Hassell-May model (e.g. Royama, 1991) ) of the general model class, described by
Here N t and N t+1 are the densities of individuals at successive generations, w(r,N t ) is the density dependent fitness describing intraspecific competition, and r is the per capita reproduction rate. The general nature of most realizations of (1) is that their dynamics tend to be more complex for higher reproductive rates, and become chaotic above a critical value r c . Consequently, if dispersal reduces r to r(1-d), as it is argued in the main text, then dispersal is stabilizing. The most common and informative way to depict the dynamical characteristics of model (1) is with r, the control parameter, considered to be the independent variable, and N t+1 /N t =w(r,N t ) is plotted on the vertical axis. Figure 1a shows this bifurcation diagram of the classical Ricker model, w(r,N t 
Let us assume that the underlying population genetical process of a sexual population is modeled by one locus and two alleles (a and A), and sexual reproduction leads to the formation of three genotypes (aa, aA and AA). For simplicity it is assumed that matings occur at random, regardless of genotype. The fitness function of the genotypes are w ij =exp[r(1-ij t N )], where i and j label the genotypes aa, aA and AA (Ruxton, 1995) . The equations generating the population densities in the next generation are The dynamical stabilization caused by adding the Allee effect to the Ricker model is demonstrated in Figure 1c . Ricker's equation is multiplied by 1 -exp(-dN t ) (McCarthy, 1997) to model the Allee effect, such that replication is reduced at low population density (1 -exp(-dN t ) ≈ 0 if N t << 1) but has practically no effect at high density
Dramatic change in the dynamical behavior of Ricker's model occurs if a small positive constant c is added to the right side of (1). This constant can represent some immigration in the studied habitat. If c is not too small, this modified model remains periodic independently of the growth rate, i.e. it can never be induced to exhibit chaotic behavior (Fig. 1d) . Depending on some simple mathematical characteristics of F(N t ) (the relative position of the equilibrium point of eq. (1) and the inflexion point of F(N t )), either immigration or emigration can increase the stability of the population, to the extent of negating chaos through period doubling reverses giving rise to periodhalving bifurcation (McCallum, 1992; Doebeli, 1995b; Rohani and Miramontes, 1995) . sex is that the different genotypes are coupled by the mixing of gametes, and, as we will see later, such coupling frequently stabilizes a dynamically complex system. Finding a sexual partner in a population with a low density is a task that costs both time and energy (Allee, 1931) . Moreover, population growth rate may be further decreased by social dysfunction or inbreeding depression whenever population density is low. Consequently, extreme rarity causes fitness to decrease in sexual populations. Surprisingly, this so-called Allee effect (frequently but not exclusively the consequence of sexual reproduction) is not included in most population dynamical models. This is important because Allee effects stabilize populations, at least in the class of discrete population dynamical models described in equation (1) (see Box 1: Scheuring, 1999) . Inclusion of the Allee effect in these models enlarges the interval of the per capita reproductive rate, r, where the equilibrium population size of the model is asymptotically stable (Scheuring, 1999 ) (Box 1). While the cost of rarity makes small populations more vulnerable to extinction it dynamically stabilizes bigger populations dynamically by decreasing density dependence at high population densities. Thus, the generally used asexual models become chaotic at lower reproductive rates than the equivalent sexual ones.
Intra-population diversity and structure
In model (1) one can either assume that individuals are demographically and ecologically identical, or that the model describes the behavior of the average individual in the population. In the latter case, model parameters (carrying capacity, growth rate, strength of pairwise interactions, etc.) are considered to be an average characteristic of the different organisms within that population.
More than ten years ago, it was realized that individual behavior determines the parameters in models of population dynamics in a patchy environment, thereby affecting the dynamical stability of the populations in many different ecological situations (Hassel and May, 1985) . Hassel and May (1985) concluded that spatially more clumped populations are dynamically more stable, and that in some models chaos is impossible if individuals are distributed in a strongly clumped manner (Hassel and May, 1985) . In a more recent paper Jaggi and Joshi (2001) considered the habitat to be the sum of local patches, in which population density varies randomly. They showed that this variation in density has a strong stabilizing effect in some wellknown discrete population dynamical models. Chaos did not occur in the parameter range studied. Similarly to the clumping effect or incorporation of random spatial variation, monopolizing of resources by stronger individuals increases dynamical stability by decreasing the density dependence of competition (Lomnicki, 1988) . This socalled contest competition -which is conceivable only if individuals or microhabitats are differentis an extremely effective, and biologically very plausible stabilizing mechanism. In another individual-based model, competition is classified to be intensifying if a new local competitor decreases replication rate more, and habituating if the additional competitor nearby decreases replication less than the previous one (Royama, 1991) . Experiments have confirmed the presence of such intensifying (Hassell, 1971 ) and habituating competition (Utida, 1967) . Habituation leads to a dynamically more stable population, it can prevent the emergence of chaos as well. Naturally, intensifying competition has a destabilizing effect. The open question is whether habituating or intensifying competition is more frequent in nature.
Replication is absolutely synchronous in model (1), which is an over-simplified assumption in populations with some phenotypic polymorphism in the timing of reproduction. Such polymorphism leads to an asynchronous timings of competitive interactions of different phenotypes, which, similarly to sexual reproduction and asymmetrical dispersal, leads to dynamically more stable populations even in asexual models (Doebeli, 1995b) . Naturally this mechanism can work for different species interacting with each other. The stabilizing effect is greater when more phenotypes or species are present (Doebeli, 1995b) .
The stabilizing effect of population structure can be illustrated the best by the models of measles epidemics. The continuous irregular fluctuations appearing in measles data make these epidemics a hopeful candidate for chaotic dynamics. Despite much effort to decide whether measles epidemics behave chaotically or not, the time series seems to be too short and too noisy for a reliable answer (Schaffer and Kot, 1986; Ellner, 1991; Ellner et al., 1998) . For the theoretical analysis of measles dynamics, the well-known SEIR (Susceptible/Exposed/Infectious/Recovered) model is often used. If the infection rate of susceptibles -following environmental seasonality -is a periodic function of time, then it may generate chaotic dynamics in the model (Schaffer and Kot, 1986; Olsen et al., 1988) . By building a more realistic age and seasonal structure into the SEIR model, we find that this more complex deterministic system will behave more simply. If infectiousness can change periodically, chaos is not experienced in the biologically relevant parameter space (Bolker and Grenfell, 1993) . This result supports the possibility that fluctuations in measles data are generated by external stochasticity (Pool, 1989; Ellner, 1991; Stone, 1992) or induced by noise (Rand and Wilson, 1991) .
Noteably models of selection on demographic parameters can reveal both the evolution towards more complex dynamics (Ferriere and Gatto, 1993; Ferriere and Fox, 1995; Johst et al., 1999) or a propensity to avoid chaos, depending on the details (Doebeli and Koella, 1995; Ebenman et al., 1996; Koella and Doebeli, 1999) . The crucial differences among these models seem to the trade-offs among the demographic parameters are treated, and how the details of the models are defined. For example, selection leads towards complex dynamics in an age structured model when adult survival and recruitment trade-off (Ferriere and Gatto, 1993) . On the other hand, if a negative trade-off between sensitivity of juvenile survival and maturation rate to population density is assumed in a similar stage structured model, then the population evolves to stable dynamics (Ebenman et al., 1996) . Furthermore, there is a clear tendency to evolve simple dynamics in simple unstructured populations (Doebelli and Koella, 1995) . However, a spatially extended version of this model can evolve chaotic dynamics if dispersal ability is under selection (Johst et al., 1999) .
The evolution of dispersal
Before discussing the dynamical effect of dispersal I briefly discuss when and what types of dispersal strategies are supported evolutionarily.
For mathematical convenience, most spatially explicit models consider dispersal of a constant fraction of individuals, regardless of the environment and/or population size. However, this unconditional dispersal strategy is an over-simplification. In reality, most organisms will follow more sophisticated conditional dispersal rules. They may be sensitive to such factors as local population size, habitat quality, age, social status, sex and behavior. Such conditional dispersal introduces a lexibility that will be the selectively superior strategy in many ecologically relevant cases. Box 2 summarizes the most important environmental and demographic circumstances that favour dispersal. Similarly, Box 3 outlines the characteristic examples of the evolution of conditional dispersal.
Box 2 Situations when dispersal is favored, even if unconditional
Spatial and temporal variability: Dispersal will be evolutionarily favored if the environment varies both spatially and temporally (Gadgil, 1971; Roff, 1975; Levin et al., 1984) . Spatial heterogeneity alone is generally not enough to select for unconditional dispersal (Hastings, 1983; Holt, 1985) . Temporal heterogeneity can be induced not only by external environmental fluctuations, but also by chaotic population dynamics (Holt and McPeek, 1996) . Naturally, the auto-and crosscorrelations of temporal and spatial variations determines to a large extent the dispersal rate that evolves (Dieckmann et al., 1999) .
Sib competition: Dispersal can be an evolutionarily stable strategy even in a spatially and temporally constant environment, assuming that sib competition (among individuals that share at least one parent) is strong for the empty sites that were occupied by the parents (Hamilton and May, 1977; Motro, 1982; Moore and Ali, 1984; Frank, 1986; Ronce et al., 1998) . Another beneficial effect of dispersal is the avoidance of inbreeding (Bengtsson, 1978; Motro, 1991) . In such ecologi-By having different dispersal strategies competing against each other and against the nondispersing phenotype in some spatially extended models, it can be shown that conditional dispersal is favored over the other strategies (Jánosi and Scheuring, 1997; Johst and Brandl, 1997; Travis et al., 1999) .
In summary we can conclude that:
-Although mortality generally increases during dispersal (Hanski, 1998) , it is present in most populations because the fitness-loss is more than made up for by the increased reproductive success of those who disperse successfully.
-In spatially and/or temporally varying environments, or with asymmetric or among-sibling competition, dispersal (either only conditional or both conditional and unconditional ones) is supported by natural selection.
-Different mechanisms can generate spatial and/or temporal heterogeneity, including external environmental and internal demographic effects. Dispersal -particularly the conditional one -is an evolutionarily favored behavior. cal situations the life history of species which will create a cyclical vacancy and refilling of breeding sites the substitutes the effect of temporal environmental variation.
Assuming external environmental stochasticities increases the evolutionary stable dispersal rate further (Comins et al., 1980; Comins, 1982) . Dispersal has been shown to be advantageous even in spatially and temporally homogeneous environments in an individual-based stochastic model. In this case demographic and dispersal stochasticity generates sufficient spatio-temporal variation among the local habitats (Travis and Dytham, 1998) . Dominance hierarchy, resulting in asymmetric competition between dominants and subordinates, can also promote dispersal in a temporally constant but spatially varying environment (Pulliam, 1988) .
Box 3 When conditional dispersal is favored
Habitat-dependent dispersal: In a two-patch discrete generation model, the phenotypicly plastic individuals can adopt different per capita dispersal rates at different patches (McPeek and Holt, 1992) . Then a non-zero dispersal rate is evolutionarily stable in a temporally constant and spatially varied environment.
Sex-conditioned dispersal: It has been observed that many species exhibit gender dependent differences in their dispersal behavior, and it is not uncommon to find only one sex dispersing while the other remains sessile. If both sexes pay the same dispersal cost, and genes determining dispersal rate are sex-linked, then the evolutionarily stable dispersal rate for males should be smaller than for females. In a similar situation both sibling competition and inbreeding avoidance can be taken into account (Motro, 1991) . It is found that dispersal could be sex specific when there is a high dispersal cost, i.e., the sex committed to be sedentary force the other sex to disperse more.
Age-dependent dispersal strategies are also beneficial in sibling competition situations (Hamilton and May, 1977) . Parents experiencing senescence and declining survival probability will achieve higher fitness by decreasing the probability of dispersal with increasing age. (The above argument should be true even if dispersal is directed by the offspring, the evolutionarily stable dispersal rate should, however, be different then.) Evolutionary stability of this verbally predicted conditional dispersal strategy has been verified mathematically, and supported experimentally (Ronce et al., 1998) . In this situation heterogeneity is generated by senescence, or more generally, by the nonuniform demographic states of the individuals.
Density dependent dispersal is well documented for different species, including birds, insects, reptiles and mammals (refs in (Ronce et al., 1998) ). Dispersal generally acts against overcrowding. Thus a density dependent dispersal rate seems to be an evolutionarily beneficial strategy. Theoretical studies support the evolutionary advantage of density dependent against density independent dispersal.
Dispersal and dynamical stability
Let us consider a population living in a single patch connected to neighboring habitats by dispersal. The dynamical behavior of the population is described by difference equation (1), modified for dispersal events.
Unconditional dispersal is modeled by assuming the dispersal of a constant fraction of the population, a constant number of individuals or a constant probability of dispersal for each individual. If dispersal is defined as emigration of a constant fraction d after replication, then the net replication rate becomes r d = (1-d)r. Thus, dispersal simplifies the dynamics by reducing the per capita rate of increase (see details in Box 1). Another possibility is that some individuals immigrate into or emigrate from a given patch. This can be modeled by adding a constant c to the right-hand side of (1), where positive c means immigration (or a refugee), and negative c means emigration. In the latter case |c| should be small enough to keep population density positive. Whereas immigration (c > 0) stabilizes a model (Fig. 1d in Box 1), emigration (c < 0) destabilizes it, and vice versa. Thus, the dispersal of a constant number of individuals cannot have a robust stabilizing effect.
Density dependent dispersal strategies in model system (1) can be highly stabilizing. According to chaos control theory (Shinbrot et al., 1993 ) a very small adjusting dispersal is enough to stabilize chaotic systems around the equilibrium N * . If the actual density is greater than or equal to N * , then there is no migration. If density is smaller than N * then the number of dispersing individuals is proportional to N * -N (Fig. 2) . To avoid negative densities it is required that the dispersing fraction of the population does not exceed an appropriately chosen small density (Doebeli, 1995a) . This migration rule requires that individuals emigrate if their reproductive success is higher than one, and that there is no migration if the actual fitness is smaller than one. This rule describes a population -in which juveniles are in strong competition -and the number of breeding sites is limited (e.g. due to some territoriality).
There are some experimental indications of intrinsic mechanisms against overcrowding (Lidicker, 1975; Ostfeld et al., 1993; Nakajima and Kurihara, 1994) . For instance, individuals emigrate intensively only if local density is too high. A simple mathematical realization of this idea in a system (1) means that migration starts if population density becomes higher than a critical value, and continues until it falls below the critical level. It can be proved either analytically or numerically (see Fig. 3 ), that chaos is impossible in these models (Scheuring and Jánosi, 1996; Jánosi and Scheuring, 1997) .
Such control dispersal will not only lead to dynamical stabilization, but will also be selectively advantageous against non-dispersing phenotypes under certain conditions (Doebeli, 1995a) , whereas threshold dispersal selects against density independent dispersal strategies (Jánosi and Scheuring, 1997) .
Following this line of reasoning, let us investigate the dynamical behavior of model populations living in two or three patches. All reviewed studies use some realizations of model (1) modeling local habitats connected to each other by migrating individuals. Extended simulations for this kind of systems, with simple unconditional and density dependent dispersal rules suggest that even a slight asymmetry in migration largely reduces the expectation of chaos (Gonzalez-Anduyar and Perry, 1993; Doebeli, 1995a) . Dispersal has further stabilizing effect if the timing of dispersal is different in Nt the two patches (Doebeli, 1995a) . However, the importance of these results is questionable because asymmetric dispersal is not an evolutionary optimum in two-patch systems (McPeek and Holt, 1992; Doebeli, 1995a) . Hastings, Gillenberg and co-workers (Gyllenberg et al., 1993; Hastings, 1993) have studied similar systems, assuming symmetric unconditional dispersal and identical population dynamics in both patches. They showed that intermediate dispersal rates can lead to stable cyclic behavior in the coupled system even if local dynamics are chaotic. The two-patch equivalents of control (Doebeli, 1995a) and threshold (Scheuring unpubl.) dispersal strategies preserve their strong stabilization role.
Although it is relatively easy to study two-patch models, it is more realistic to link many local populations via migration events. In the most frequently used model systems, local habitats are arranged either along a line or ring, or on a square lattice or torus. Some analytical (e.g. Kaneko, 1992; Rohani et al., 1996) and numerical studies (Chaté and Manneville, 1992; Kaneko, 1992; Scheuring and Jánosi, 1996; Bascompte and Solé, 1998; Doebeli and Ruxton,1998 ) investigated these so-called Coupled Map Lattice (CML) models. The most important (and somewhat obvious) analytical results are as follows: With a set of uncoupled, identical maps which are dynamically stable in the absence of migration, there is no unconditional dispersal rule that (when applied to all patches on a lattice) can destabilize the system. Conversely, when the dynamical characteristics of the isolated maps are unstable, there is no unconditional dispersal rule wich lead to stabilization of the dynamics (Rohani et al., 1996) . However, if local habitats differ in their carrying capacities then unconditional dispersal becomes asymmetrical (Doebeli, 1995a; Scheuring, 2000) . Asymmetrical dispersal, as in the two-patch models, stabilizes the CML systems (Gonzalez-Anduyar and Perry, 1993; Scheuring, 2000) .
As shown earlier, dispersal can be evolutionarily stable even if some migrants are lost while dispersing. This cost of dispersal decreases the growth rate -and thereby increases the dynamical stability in CML systems further . The threshold dispersal strategy stabilizes populations particularly effectively in CML models, because low dimensional chaos is missing in these systems (Scheuring and Jánosi, 1996) . The main characteristic of threshold dispersal in CMLs is not only that it is density dependent but that the effect of migration is non-local. A local elementary migration event can cause further migrations nearby, leading to an avalanche of migrations cascading through the lattice. Individuals might arrive in distant habitats by migration under these circumstances. Numerical simulations support the hypothesis that non-local dispersal stabilizes metapopulations considerably (Chaté and Manneville, 1992) . Recently, a two-dimensional CML model was studied -in which local carrying capacities were different, and migrants disperse according to a Gaussian distribution -in all directions (Doebeli and Ruxton, 1998) . The authors concluded that long-range dispersal combined with spatial heterogeneity stabilizes the metapopulation, even if local populations behaved chaotically in the absence of migration. They observed dispersal-induced stability, even if ecologically homogeneous metapopulations were combined with density dependent non-local dispersal.
The emerging global steady-state is characterized by a spatially heterogeneous pattern.
Coupling of local systems can induce destabilization including chaotic motion and spontaneous pattern formation (Bascompte and Solé, 1998; Doebeli and Ruxton, 1998) . However, these models use ecologically unrealistic assumptions, such as local, unconditional dispersal of biologically identical individuals in a spatially uniform (but sometimes patchy) environment (Bascompte and Solé, 1998) or special initial conditions in an inhomogeneous two-patch model (Doebeli and Ruxton, 1998) . Chaos can arise in reaction-diffusion models in an otherways cyclic predator-prey system if the intrinsic growth rate of prey varies linearly in space (Pascual, 1993; Pascual and Caswell, 1997) . Similarly, invasion of predators can induce spatio-temporal chaos in a predatorprey model (Sherratt et al., 1995) . However, (in agreement with the stabilizing effect of variance in local parameters experienced in discrete models; Scheuring, 2000) , if interaction coefficients vary randomly in space in this predator-prey system, spatio-temporal chaos disappears (unless the variance is very small), while periodic predator and prey densities varies according to periodic travelling waves (Kay and Sherratt, 2000) . Similarly, small differencies in local dynamics tames spatiotemporal chaos in a time continuous and spatially discrete physical system (Braiman et al., 1995) . Whether small scale diversity of the intrinsic growth rate can tame spatio-temporal chaos in Pascual's system, or not is an open question. Thus, while diffusion induced instability is a well-known phenomenon in the literature, these systems seem to be less prone to behave in a dynamically complex way if individuals disperse in a global and/or conditional manner in a diverse environment.
Conclusions
Numerous biologically relevant details, such as sexual reproduction, the population structure and its genetic and phenotypic polymorphism and dispersal in heterogeneous environments, are underrepresented in the majority of population dynamical models. Here I have reviewed theoretical investigations suggesting that these evolutionarily favored behaviors generally increase dynamical stability. Low dimensional deterministic chaos is a highly improbable event in such refined model systems. With the exception of the Allee effect and the adjusting dispersal, all mechanisms stabilize populations by some asymmetric coupling of different subsystems. These subsystems can be different genotypes in a sexual population, local populations in a metapopulation, or simply ecologically different phenotypes in a well-mixed population. In the light of recent theoretical results it seems to be generally true that strong asymmetries in interactions among the species are effective dynamical stabilizators in food web models (McCann et al., 1997 (McCann et al., , 1998 Mcann, 2000) . Interestingly, weak asymmetries in interaction parameters may induce intermittent chaos in two-consumer two-resource systems (Vandermeer, 1993) .
Various consequences of these theoretical results can be tested experimentally.
-On the basis of biologically more elaborate models, deterministic chaos seems to be extremely rare, but periodic cycles may be common. Recent non-parametric time series analysis suggest that periodic behavior is frequent in both invertebrate and vertebrate species (Ellner and Turchin, 1995; Kendall et al., 1998) . However, this may not be solely due to the endogenous complexity of populations but due to environmental periodicity strongly influencing population cycles.
-Asexual species may be more probable candidates of complex dynamics than sexual ones. There are very few reliable data and time series analyses, making a comparative study difficult. Therefore, this point requires further study. The difficulty seems to lie in the separation of the stabilizing effect of sexual reproduction from different life history patterns.
-Genetically less diverse laboratory populations, living in a homogeneous environment, are likely to show more complicated dynamics than wild populations. While there exist no direct comparisons between laboratory and field populations of the same species, we have indirect evidence supporting this hypothesis. Analysis of the dynamics of laboratory insect populations and natural populations of vertebrate species suggest that the frequency of different dynamical behaviors is similar in both cases, but that laboratory population dynamics were a bit more "complex" than natural ones (Ellner and Turchin, 1995) . Another example is the dynamics of measles epidemics. According to time series analyses, measles follows a very complex dynamical behavior. It is likely to be chaotic in big cities (Ellner et al., 1998) and strongly periodic in smaller towns (Sugihara et al., 1990) . This suggests that cities behave as a huge quasi-homogeneous environment, increasing dynamical instability.
While the frequency of chaos in natural populations difficult to estimate, there are other interesting theoretical problems of the ecology. For example, it is an open question why data estimates suggest populations to be non-chaotic, but close to chaotic dynamics, i.e. "on the edge of chaos" (Turchin and . There maybe dynamical (Jørgensen et al., 1998 , or see this review for the role of dispersal) or selective reasons (Doebeli and Koella, 1995) for this observation. Alternatively, populations are estimated to be close to chaotic dynamics simply because they live in a noisy world. Generally, the role of noise in non-linear ecological systems is a highly non-trivial problem, (Blasius et al., 1999; Dixon et al., 1999; Pascual and Ellner, 2000) . Most theoretical studies are based on discrete models. Whether the general conclusions for these models also hold for higher dimensional continuous systems or not, is an open question.
Sexual reproduction, population structure, dispersal may all lead to stabilization of population dynamical models with complex dynamics. Thus, the propensity of complex dynamics in many population models is likely to be a consequence of over-simplified modeling assumptions. More realistic models suggest that complex dynamics may be rare in natural populations. May's (1976) "Simple mathematical models with very complicated dynamics" may be biologically rather unrealistic and "complicated models with very simple dynamics" may explain why chaos is so rare in natural populations.
