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Abstract
It has been known for some time that the smallest ideals of (βN,+) and (βN, ·) are disjoint and
that the closure of the former meets the latter. We show here that the closure of the smallest ideal of
(βN, ·) misses the smallest ideal of (βN,+). Indeed, a stronger statement holds: it misses N∗ + N∗.
 2004 Elsevier B.V. All rights reserved.
1. Introduction
Given any discrete semigroup (S, ·), the operation has a natural extension to the Stone–
ˇCech compactification βS of S which makes (βS, ·) a compact right topological semi-
group (meaning that for each p ∈ βS, the function ρp :βS → βS is continuous, where
ρp(q) = q · p) with S contained in its topological center (meaning that for each x ∈ S, the
function λx :βS → βS is continuous, where λx(q) = x ·q). Any compact right topological
semigroup T has a smallest two-sided ideal K(T ) which is the union of all of the minimal
left ideals of T and is also the union of all of the minimal right ideals of T . The intersection
of any minimal right ideal of T with any minimal left ideal of T is a group and any two
such groups are isomorphic. See [2] or [4] for elementary derivations of these and other
algebraic facts about the smallest ideal of a compact right topological semigroup.
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sey Theory. For example, a central subset of S is defined to be a member of an idempotent
in K(βS). Any finite partition of S is guaranteed to have one central set, and central sets
are guaranteed to have substantial combinatorial structure. See [4, Chapter 5 and Part III]
for many examples of the kind of structure guaranteed to central sets. In particular, sets
central in (N,+) are guaranteed substantial additive structure and sets central in (N, ·) are
guaranteed substantial multiplicative structure.
It was shown in [3, Theorem 7.6] that if N∗ = βN \N, then (N∗ +N∗)∩K(βN, ·) = ∅.
On the other hand, it was shown in [1, Theorem 5.4] that if D = {p ∈ βN: p + p = p
and p ∈ K(βN,+)}, then cD is a left ideal of (βN, ·), and in particular K(βN, ·) ∩
cK(βN,+) = ∅. As a consequence, one knows that in any partition of N, one cell will be
both additively and multiplicatively central.
It has remained an open question whether K(βN,+) ∩ cK(βN, ·) = ∅, or even
whether there could be additive idempotents in the closure of the set of multiplicative
idempotents in K(βN, ·). Significant combinatorial consequences were known to follow
from an affirmative answer. (Of course, in view of Corollary 2.3 below, both the Riemann
Hypothesis and its negation would follow from such an affirmative answer.) We show,
however, that the answer is negative.
We may mention that the interaction between addition and multiplication in N∗ can be
very difficult to handle. For example, the seemingly simple question of whether N∗ + N∗
meets N∗ · N∗ has remained open for decades.
2. The main result
Any uniform space X is contained in a uniform compactification µX which has the
property that the bounded real valued functions on X that have continuous extensions to
µX are precisely the uniformly continuous ones. Further, if (X,+) is a topological group,
the operation can be extended to µX so that (µX,+) is a right topological semigroup with
X contained in its topological center. (See [4, Theorems 21.41 and 21.43].)
Lemma 2.1. Let µR be the uniform compactification of (R,+) and let l˜og :βN → µR be
the continuous extension of log :N → R ⊆ µR, where log denotes loge .
(i) For all u ∈ βN and all v ∈ N∗, l˜og(u + v) = l˜og(v).
(ii) For all u,v ∈ βN, l˜og(uv) = l˜og(u) + l˜og(v).
(iii) Every continuous homomorphism h :R → T, where T denotes the unit circle, extends
to a continuous homomorphism h˜ :µR → T.
Proof. (i) It suffices to show that l˜og ◦ ρv is constantly equal to l˜og(v) on N, so let m ∈ N.
Suppose that l˜og(m + v) = l˜og(v) and pick a continuous function f :µR → [0,1] such
that f (l˜og(m + v)) = 0 and f (l˜og(v)) = 1. Then the restriction of f to R is uniformly
continuous so pick δ > 0 such that, whenever s, t ∈ R and |s − t | < δ, one has |f (s) −
f (t)| < 13 . Let k = meδ−1 . If n > k, one has that neδ > m + n so log(m + n) − log(n) < δ
and thus |f (log(m+ n))− f (log(n))| < 1 . Since f ◦ l˜og ◦ λm and f ◦ l˜og are continuous,3
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pick n ∈ A such that n > k. Then |f (log(m + n)) − f (log(n))| < 13 , a contradiction.(ii) [4, Corollary 4.22].
(iii) [4, Theorem 21.45]. 
Theorem 2.2. Let Q = {p ∈⋂∞n=1 c(Nn): h˜◦ l˜og(p) = 0 for every continuous homomor-
phism h :R → T}, where l˜og :βN → µR denotes the continuous extension of log :N → R
and h˜ :µR → T denotes the continuous extension of h, and let X =⋂∞m=1 c(
⋃∞
n=m nQ).
Then (N∗ + N∗) ∩ X = ∅.
Proof. Suppose instead one has x, y ∈ N∗ such that x + y ∈ X. We note first that there is
at most one b ∈ N such that b+y ∈⋂∞n=1 c(Nn). (Indeed, if b < c < n, then (−b+Nn)∩
(−c + Nn) = ∅.) Let N ′ = N \ {b ∈ N: b + y ∈⋂∞n=1 c(Nn)}. We claim now that
for all a ∈ N there exist z ∈ N and m > a in N such that z + y ∈ c(mQ). (∗)
To see this, let a ∈ N. Then x + y ∈ c(N ′ + y) ∩ c(⋃∞m=a+1 mQ). Hence, by [4, The-
orem 3.40], either there is some k ∈ N ′ such that k + y ∈ c(⋃∞m=a+1 mQ) or there exist
z ∈ N and m > a in N such that z + y ∈ c(mQ). We can rule out the first alternative,
because c(
⋃∞
m=a+1 mQ) ⊆
⋂
n∈N c(nN) and k ∈ N ′. Thus (∗) is established.
By (∗), pick m > 1 and z ∈ βN such that z + y ∈ c(Qm) and pick n > m and w ∈ βN
such that w + y ∈ c(Qn). Then log(n) > log(m) so we may choose a continuous homo-
morphism h from (R,+) to the circle group T = R/Z such that h(log(n)) = h(log(m)).
By Lemma 2.1 l˜og(y) = l˜og(z + y) so
h˜
(
l˜og(y)
)= h˜(l˜og(z + y)) ∈ h˜[l˜og[c(Qm)]]= c(h˜[l˜og[Qm]])
= c(h˜[l˜og[Q]]+ h(log(m)))= {h(log(m))}
because h˜[l˜og[Q]] = {0¯}, where 0¯ is the identity of T.
Similarly, since l˜og(y) = l˜og(w + y), we have that l˜og(y) = {h(log(n))} so log(m) =
log(n), a contradiction. 
We remark that the set Q defined in Theorem 2.2 contains every ultrafilter q ∈⋂
n∈N c(nN) which is an idempotent of (βN, ·), because, by Lemma 2.1(ii), l˜og(q) is an
idempotent in µR and so for every continuous homomorphism h :R → T, h˜(l˜og(q)) = 0¯. It
also contains many other elements. By Lemma 2.1(i), Q is a left ideal of (⋂∞n=1 c(nN),+)
and it therefore contains many additive idempotents.
Corollary 2.3. (N∗ +N∗) ∩ cK(βN, ·) = ∅.
Proof. Let Q and X be as defined in Theorem 2.2. It suffices to show that K(βN, ·) ⊆ X.
Since
⋂∞
n=1 c(Nn) is an ideal of (βN, ·) we have that K(βN, ·) ⊆
⋂∞
n=1 c(Nn). If x ∈
K(βN, ·), x = xq for some minimal idempotent q of (βN, ·). By the remark preceding
Corollary 2.3, q ∈ Q and so x ∈ X. 
Corollary 2.4. K(βN,+) ∩ cK(βN, ·) = ∅.
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(N∗ + N∗). 
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