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The problem of the asymptotically optimal prediction of some stochastic processes described by 
difference equations whose parameters are known is considered. To solve this problem, a sim­
ple adaptive estimation algorithm is proposed and analyzed. The asymptotical properties of this 
algorithm are established. The simulation results are given.
Introduction
T he p red ic tio n  o f  s to ch astic  p rocesses 
is an  im p o rtan t p ro b lem  in  th e  area o f  m o d ­
e m  con tro l and  signal p rocessing  due  to  its 
p rac tica l app licab ility . F o r exam ple , such  a 
p ro b lem  arises in  p rocess con tro l if  the  p lan t 
to  be con tro lled  com prises an  u n it w ith  pure 
tim e delay  and  its ex ternal signals are ran ­
dom .
D uring  the la st th ree  decades, s ig n ifi­
can t p rogress has b een  ach ieved  in  the  d irec­
tion  o f  d esign ing  p red ic to rs  w ith  accep tab le  
perfo rm ance. In  particu lar, substan tia l b reak ­
throughs in  the so lu tion  to the  above p ro b ­
lem  have b een  m ade b y  B ox  and Jenk ins 
w ho have  advanced  various approaches to 
p red ic t the fu tu re  values o f  som e d iscre te ­
tim e stochastic  p rocesses [1]. T o  im plem ent 
the p red ic to rs  suggested  in  th e ir b o o k  [1], the 
coeffic ien ts  o f  d ifference equations d escrib ­
ing these  p rocesses m u s t be k n o w n  a priori. 
H ow ever, such  kn o w led g e  can  h a rd ly  b e  ob ­
ta ined  in  p ractice.
T o  overcom e d ifficu lties  associa ted  
w ith  in itia l u ncerta in ty  abou t the  param eters  
o f  p rocess to  be  p red ic ted , adap tive  ap­
p roaches m ay  b e  u tilized  (see th e  books [2 -  
5]). N am ely , the  adap tive  p red ic tio n  algo­
rith m  b ased  o n  the  stochastic  app rox im ation  
m ethod  is p roposed  in  [2, su b sec tio n  2.2.4°], 
w here  its u ltim ate  properties are stric tly  
proved . In  [3, subsection  4 .2 .3°], ano ther 
adap tive  p red ic tio n  a lgo rithm  ex p lo itin g  the 
w ell-k n o w n  recu rsiv e  least squares m e th o d  is 
derived  to u pdate  the estim ates o f  unknow n  
param eters. A  co m m o n  d isad v an tag e  o f
these  a lgorithm s is th a t they are  com plex  
enough.
T his paper deals w ith  the  adap tive  p re ­
d ic tion  o f  som e stochastic  p rocesses v ia  em ­
p lo y in g  a s im p le  recu rsive  estim atio n  o f  th e ir 
param eters. T o  this end, b asic  ideas o f  p rev i­
ous w orks [6, 7] are  ex tended  to  the  s tochas­
tic  case. T he m a in  effo rt is focused  on  estab ­
lish ing  th e  asym pto tical p roperties  o f  the 
adap tive  p red ic tio n  procedure.
Problem statement
W e co n sid er th e  class o f  so -called  
au to reg ressive  s tochastic  p rocesses (A R  
processes) [1, p. 24] caused  b y  the  d isc re te ­
tim e m odel w h o se  o u tp u t sequence {y,}
takes values in  R and satisfies  th e  d ifference 
equation
A U " 1)? , t =  1 ,2,..., (1)
w here  } rep resen ts  the  sequence o f in d e­
penden t ran d o m  v ariab les w ith  zero  m ean  
and  v ariance <  «, (w hite  no ise) and
A(z I) =  l  +  £z!1z 1 + ...  +  aNz N (2) 
is the p o lynom ial o f  degree  N  in  the  inverse 
sh ift opera to r z~l .
D efine  the  iV -dim ensional param eter 
vec to r o f  th is m ode l as
0 — [flj,..., Clpf ]
and  in troduce the  vec to r
<Pr-l = t r^-l »•”’ T’r-A^ ]
con tain ing  the N  p ast ou tpu ts yt_N
taken  w ith  o p p osite  sign. E q u a tio n  (1) can  
then  be  rew ritten  in ' the  reg ressio n  fo rm  as 
follow s:
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yt = d \ t_l + ^ .  (3)
L e t p t (£)  deno te  the  p robab ility  d is­
trib u tio n  d ensity  o f  the ran d o m  variab le  . 
F ro m  the defin ition  o f  { £ }  it can  be  co n ­
cluded  tha t
def
w here p t{L, ! •} is the co n d itio n a l d istribu ­
tio n  density  o f  C)l.
T he fo llow ing  assum ptions abou t the 
A R  p rocess genera ted  b y  (1) are  m ade.
1) The p o lynom ial A (z-1) described  in  
(2) is asym pto tically  stab le , i.e., it  has all ze ­
ros in side  the  closed  u n it disk: A (z_1)A  0 
fo r all z:  1 < I z k  ° ° .
2) T he coeffic ien ts  o f  A (z_1) are u n ­
know n.
3) T he in teg er N  defin ing  the d im en­
sion  o f  0 is assum ed  to  b e  know n.
4) T he ran d o m  sequence {£,} is upper
bounded , i.e., there ex ists a fin ite  Cc such 
that
sup I C,t i < Cj- < °o . (4)
0< /< ~
5) O ne know s the u p p er b o u n d  Q  on 
the  abso lu te  values o f  C,t s.
6) p(Q  is a con tinuous function  o f  C, 
w hich  m ay  b eco m e zero  a t iso la ted  po in ts  on 
[ - C c,C c] only.
7) T he variab les y t are m easurable.
Comments. A ssum ption  1) is necessary
to ensure tha t the  A R  p rocess w ill b e  sta tion­




T his assum ption  is em ployed  in  [2, 
theo rem  2.2.3] fo r estab lish ing  the properties 
o f  the adap tive  p red ic tio n  algorithm . A s­
sum ption  6) toge ther w ith  4) essen tia lly  
m eans tha t
, def
P {S  < < S } =
def , „
=  j P ( Q ^  =  P ( e , e  ) > 0 (5)
fo r any t and arb itrary  s  , s  satisfy ing
-  <  £ < 8 < Cj- ,
w here P{®} denotes the p rob ab ility  o f  a ran ­
dom  even t included  in  brackets.
L et yt+l be  an  estim ate  o f  the  fu ture 
y ;+1 to  be  p red ic ted  at each  tim e in stan t t 
em ploy ing  curren t and p as t m easurem ents 
yt,y,_v ... w h ich  are availab le. F urther, in ­
troduce th e  p red ic tion  quality  index  as
J,+1 =  M {(yI+i -  yI+1)2 i yt,...,y0}, (6)
w h ich  is th e  cond itional m ean  square  o f  the 
p red ic tio n  error
e,+i= y ,+i - y t+v  (7)
The p rob lem  is to  dev ise  a sim ple 
adaptive p red ic tio n  a lg o rith m  fo r m in im iz ing  
the upper bounds o n  { / (+1} w ith  p robab ility  
1 (w .p .l)  as t goes to  infinity:
lim M {(y(+1 - y (+1) 2 1 y , , . . . ,y 0] =
t —>oo
= m in  (w .p .l) .  (8)
Preliminaries
It is show n in  [1, subsection  5.1.2] that 
is the true coefficien ts o f  A(z  ) in  (1) are 
all k n o w n  then  the  a lg o rith m  fo r determ in ing  
yM o f  the  form
37+i =  0 T<p( (9)
m inim izes (6) fo r each  tim e in stan t t . In  th is 
case, m in im u m  J t+l is g iven  by
m i n / f+1 =  c ^ .
S ubstitu ting  (9) in to  ex p ressio n  (7) and  
usin g  (3), w e get
do)
Since } =  0 ,  it fo llow s fro m  (10) 
th a t the  p red ic tion  errors et+l w ill n o t b e  b i­
ased: M {em } =  0 .
C learly , e stim ation  schem e (9) canno t 
be  used  to  p red ic t the  stochastic  p rocess gen ­
erated  by  (1) if  one does n o t kn o w  the co ef­
ficien ts o f  A (z-1) w h ich  are the  co m p o ­
nen ts o f  0 e  . T o  do th is, w e need  to  d e­
sign  an  adap tive  p rocedure  fo r estim ating  
unk n o w n  0 .  Then, in stead  o f  (9), w e su p ­
pose to  ex p lo it the  equation
14
1+1=$",%  ( I D
replacing unknown 0 in (9) by its suitable
estimate
Qj =[a1(t),...,aN(t)]
to be updated by using some adaptation algo­
rithm.
Adaptive estimation algorithm
It follows from equation (3) together 
with (4) that
1 y , - 0 Tcp,_1 1 <  Cr
holds and causes the set of compatible ine­
qualities
U - o V J  < q , t=1,2,... (12)
with respect to the unknown vector 0 .
Now, the adaptive estimation algorithm 
is derived as a recursive procedure for 
solving inequalities (12) in the form
f(et)e , = e M+ v
9 г-
■Фг-.■1 > (13)
where 0, is the current solution of (12). The
prediction итог et , by virtue of (11) together 
with (7), may be determined as
*, = У,-»мФм- (14)
The variable
№  = <
e  -  Cj- if e >  c c,
0 if \ e 1 < Cç,




represents the dead-zone function depicted in 
fig.l. y t is the scalar variable chosen arbi­
trarily from
0 < y' < y, < y" < 2  (16)
to ensure a .( t )^0  for all ze[l,iV]. II «11 de­
notes the Euclidean vector norm.
Equation (13) is the stochastic analogy 
of a gradient projection type procedure for 
updating 0, which can be found in [2, 4 -  7]
and other works. It is similar to that in the 
paper [6]. The difference is that equation 
(13) exploits the continuous dead-zone func­
tion /(<?) given by (15) whereas [7] deals
with discontinuous one.
Fig.l. Dead-zone function
According to (13) together with (15), 
the estimate 0, is updated only when the ab­
solute value of the current prediction error et 
determined by (14) exceeds the threshold 
C;-. To implement the algorithms described
in equations (11), (13) and (14), the adaptive 
prediction system has to be designed as 
shown in fig. 2.
Fig.2. Adaptive prediction system
Convergence analysis
The key convergence property of the 
adaptive estimation procedure proposed 
above is given in the next lemma.
Lemma. Subject to assumptions 1) -  5) 
and 7); if adaptive estimation algorithm (13) 
together with (14) is applied to model (3), 
then
lim et < Cr, lime, > -Cr  (17)
provided yf satisfies (16).
Proof. Let 0, = 0 -  0,. Using
y? = 0/0 =11 0 -,0, II2
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as a L yapunov  fu n ctio n  cand idate  [2, 4 , 5] 
and tak ing  into accoun t (3) and (16), from
(13) it can  fin a lly  b e  w ritten
V0 > y ( 2 ~ y ) Y ~ P ^ .  (18)
i=o II (pM Ir
S ince Vt =  0 T0 is fin ite  fo r any in itia l 0 O 
satisfy ing  II 0 II < oo , inequality  (18) gives 
that the  series
r=0ll (p,_j II2
converges. T his m eans
f ( e t) II (pM r 1 ->  oo as (19)
In  v iew  o f  assum ptions 1) and  4), there exists 
a fin ite  Cy  such  tha t
II cpf II < C^<°°  fo r all t . (20)
A pp ly ing  (20) to  (19) gives 
l im  f ( e t ) =  0  • (21)
t —
R eca lling  the d efin ition  (15) o f  the 
dead-zone fu n ctio n  f ( e ) ,  fro m  (21) resu lt 
(17) fo llow s. Q .E .D .
T he question  w e now  need  to  answ er is 
as fo llow s. A re assum ptions 1) -  7) 
su ffic ien t to guaran tee th a t the adaptive 
p red ic tion  a lgo rithm  syn thesized  above is 
capable to ach ieve goal (8)? It tu rns o u t th a t 
w ith  add itional assum ption  6), the fo llow ing  
resu lt can  be  show n  to be valid .
Theorem. U n d er assum ptions 1) -  7), 
th e  adaptive p red ic tio n  a lgorithm  described  
in  equations (11), (13) -  (16) is a sym pto ti­
cally  op tim al in  the sense th a t requ irem en t 
(8) is satisfied.
Proof. B y  com bin ing  equations (3) and
(14) and  usin g  the  no ta tio n  o f  0 f w e get
et ~ ®m 9 m  ’
w hich  can b e  substitu ted  in to  (17) to  ob ta in  
lim  < Cc -  lim C ; ,
t - A 00  t —
lim  0 , ^ 9 ^  > - C ^ + l i m  (22)
t—>°° t—> ° °
C hoose a su ffic ien tly  sm all p o sitiv e  8 
and  consider th e  ran d o m  events
def
B5+(0 = { q -5 < c, ^ cc}
def
fis(0={-q <  ^ -q+5}
th a t are alw ays possib le  fo r arbitrary  
5 : 0  < 8 «  C,. (due to  (4)). S etting
e = C t - - 8 ,  s = C ( -  and  s = - C ? ,
s  =  - C c + 8 ,  it can  be  concluded  from  (5) 
th a t
P[B;(t)] = Ps+ > 0 
and
P[B5 (t)]=Ps > 0 ,
respectively . Sum m ing  each  o f  these  p ro b ­
abilities in  t , w e have
S P [ 5 s+(0 ]  =  - ,  £ P [ B 6“ (0 ]  =  ~ .  (23)
f=0 i=0
D eno te  b y  t l  and t~k the  tim e instants
w hen
^ e [ C ? - 5 ,  C ,]  
and
^ e [ ~ q ,  - q + 5 ] ,
respectively . A ccord ing  to  the  B o re l-C an te lli 
lem m a [8, section  15.3] it fo llow s from  di­
v ergence o f  series defined  in  (23) tha t the 
subsequences {tf} and  {t~} w ill bo th  b e  in ­
fin ite  (w .p .l)  b ecause  (B g(r)}  and  {B^(t)}
are th e  sequences o f  in d ependen t events. B y 
the  defin ition  o f  th e  u p p er and  low er lim its 
[9] th is yields
lim  C  =  C c , lim  L  -  - C c (w .p .l) .
(24)
T aking  into accoun t (24), from. (22) w e 
ob ta in
lim  0 tT! <pM = 0 ,  lim  0,Ti <Pm  = 0  (w .p .l)
r-»~
m eaning
0m 9(_i —> 0 as t —> oo (w .p .l) . (25) 
F o r understand ing , in troduce the  n o ta ­
tions yt+1(8) and  yr+] (0 ,)  o f  th e  p red ic tion
estim ates caused  b y  equations (9) and  (11), 
respectively . T hen , due  to  (25), w e  can  w rite  
0 T(pf —> 0  as t —>°« (w .p .l)
to  see
L i ( 0 ) - L i ( 0 () ^ °  as r -> o o  (w .p .l) .(26)
and
16
S ince equ atio n  (9) as show n m in im izes 
J t+] fo r y t+x =  y t+x (0 ) and  each  t , it  can  now  
b e  concluded  from  (26) tha t (8) w ill b e  sa tis­
fied  for
yt+i = y,+№')■
T his p ro v es the  theorem . Q .E.D .
Corollary. A dap tiv e  p red ic tio n  algo­
rith m  (1 1 ) ,(1 3 )  -  ( 1 6 ) leads to
lim  J l+X =  a?
w ith  J t+X defin ed  b y  (6) fo r 
=  t (+i ( 0 , )  •
Remark 1. N o  o n e  estab lishes the  fin ite  
convergence o f  (13). T h is  con trasts  w ith  the 
a lgorithm s advanced  in  [2].
Remark 2. T h e  th eo rem  does n o t es tab ­
lish  the  convergence  o f  es tim ates 0  s to 0  in 
the  sense tha t
l i m O ^ O  (w .p .l) .  (27)
/ - > o o
N everthe less, req u irem en t (27) is qu ite  not 
necessary  in  o rd er to  ach iev e  (8).
T hus, w e can  o b serv e  th a t the  p erfo rm ­
ance  o f  the  ad ap tiv e  p red ic tio n  algorithm  
w h ich  has b een  p rop o sed  is  satisfactory .
n
Fig. 3. True variable y t and its 
adaptive prediction estimate y t (0,_, )
Simulation results
T o illu stra te  som e features o f  th e  p ro ­
posed  schem e, the  sim ulations o f  system  (1), 
(11), (13) w ith
A(z~{) = 1 + axz~' +... + aNz~N 
w ere carried  ou t se tting  ax =  - 1 ,4 ,  a2 ~ 0 ,7 . 
In itial estim ates w ere  chosen  as ax (0) =  2 ,0 , 
a2 (0) =  -1 ,0  to  observe the  w o rst c a s e -o f  
param eter uncertain ty .
W ith  th is choosing , the  resu lts  o f  200- 
step  long  sim ulation  w h en  Cst w as a p seu d o ­
random  dig ital signal (R P D S ) d is trib u ted  
u n ifo rm ly  in  [-1,0, 1,0] are  p resen ted  in 
figs. 3 -5 .
Fig. 3 show s the  b eh av io r o f  signal y t 
and correspond ing  p red ic tio n  estim ate  
y t (0M) founded  befo re  at th e  (t - 1 )  th  tim e 
instan t. It can  b e  seen  how
def
d , = y ,  (0) -  y t (0;_,)
defin ing  the  d eriva tion  y t (0 M ) from  op tim al 
y ,(0 )  tends to  zero  as t increases (fig. 4).
dt
Fig. 4. Derivation o f adaptive prediction 
estimate y t (0 ,_ ,) from optimal y t (0 ,)
*
/
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ax,ax(t)
Fig. 5. а)
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Fig. 5. b)
Variables b) -  аг (dotted line), а2 (t)
The evolution o f the parameter esti­
mates ax(t) and a2(t) is depicted in fig.5. It 
shows that they converge fast enough to a 
neighborhood of their true values ax and a , , 
respectively. The number of the corrections 
of these estimates was 36.
Conclusion
A simple adaptive estimation algo­
rithm based on projection type procedure 
may be applied for the prediction of stochas­
tic AR process caused by the white noise 
whose values are upper bounded. It has been 
proved that this algorithm ensures the 
asymptotical optimality o f the predicted es­
timates. Simulation results demonstrate its 
effectiveness. From a practical point of view, 
it is attractive that the above mentioned algo­
rithm requires small computational effort for 
its implementation.
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