Let T = R/2πZ, L(T) be the set of all integrable functions f : T → C. We associate with a function f ∈ L(T) its trigonometric Fourier series
For n ∈ N define the n-th partial sum of f as S n (f ; x) = n k=−nf k e ikx .
Let ϕ : [0, ∞) → [0, ∞) be a nonconstant convex function. Denote
By C 1 , C 2 , . . . we denote absolute positive constants. The paper is motivated by Ul'yanov's question: does there exist a sequence {N j } such that for every function f ∈ L(T) there is an increasing sequence {n j } such that n j ≤ N j for all j and S n j (f ) → f almost everywhere? Note that existence of a nonrestricted sequence {n j } with almost everywhere convergence S n j (f ) → f follows from the classical theorem of Kolmogorov [K] . On the other hand, for any increasing sequence {n j } of positive integers there exists a real function f ∈ L(T) such that S n j (f ) diverges almost everywhere [G] or even everywhere [T] . Ul'yanov's problem is still open. However, for an Orlicz function space not coinciding with L(T) a sequence {N j } depending on the space does exist. Theorem 1. If ϕ(u)/u → ∞ as u → ∞ then there exists a sequence {N j } such that for every function f ∈ ϕ(L) there is an increasing sequence {n j } such that n j ≤ N j for all j and S n j (f ) → f almost everywhere.
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[117] 118 S. V. KONYAGIN Without loss of generality we can assume that
The main part of Theorem 1 is the following lemma.
Lemma 1. There exists a sequence {N j } (j ≥ 0) such that for every ε > 0 there is a sequence {n j } such that N j−1 < n j ≤ N j for all j and S n j (f ) → f on a complement to a subset of T of measure less than ε.
Theorem 1 easily follows from Lemma 1. Indeed, if {n j } = {n j }(ε) is a sequence from the lemma, then there are j(ε) and a set E(ε) ∈ T such that (2) |E(ε)| < 2ε and
We can assume that j(2
Then we have |E| = 0 and S n j (f ;
By M f we denote Hardy-Littlewood's maximal function of f :
Then E 1 is an open set. Note that, by (1),
Using the weak-type (1, 1) inequality for M f (see, for example, [D, p. 31] ), we get |E 1 | ≤ 2/M . We can write E 1 as a union of disjoint intervals
Our aim is to construct appropriate sequences {N j }, {n j } such that
We use the well-known Calderón-Zygmund decomposition of f [CZ] . Let g(x) = f (x) for x ∈ T \ E 1 and
It is easy to see that |g(x)| ≤ M almost everywhere. Indeed, if x ∈ (y µ , z µ ) and we assume |g(x)| > M , then
for some δ > 0, and hence M f (z µ ) > M , but this is impossible. Further, almost everywhere on T \ E 1 we have
Therefore, since g is essentially bounded, by Carleson's theorem [C] S n (g) → g almost everywhere, and (5) is equivalent to
By the way, we have proved that for any µ we have
Applying Jensen's inequality to a convex function ϕ we get
First, we construct sequences of positive numbers {L ν } → ∞ and {δ ν } → 0. We take
We may assume that ε < 1. Since |E 2 | < ε, the length of any interval (y µ , z µ ) is less than 1/3. Now for any ν ≥ 1 we define
Clearly,
For any j ≥ 2 we have, by (4),
By (7), also
Identity (12) can be rewritten as
By (13) and (14),
Therefore, using [K] , we obtain that for any n there exists F j,2 ⊂ T such that
Now, let us consider partial sums of the function h 1 . We shall show that it is possible to choose n j ∈ (N j−1 , N j ] such that |S n j (h 1 )| will be small on a large subset of T \ E 2 . First, we deduce from (8) and convexity of ϕ that
where h 1,1 (x) = h 1 (x) for |h 1 (x)| ≥ 2L ν 0 and h 1,1 (x) = 0 otherwise. We estimate partial Fourier sums of the function h 1,1 in the same way as for the function h 2 . By (9) and (17),
Therefore, using [K] again, we obtain that for any n there exists F j,1,1 ⊂ T such that
Now, let us estimate partial Fourier sums of the function h 1,2 . Using (7) and (1) we have
Therefore,
We use the well-known formula
where
Now, observe that the supposition h 1,2 (t) = 0 implies t ∈ (y µ , z µ ) for some µ with
and, by (20), we have
Now, we can use Parseval's identity
By (22), we have
By integration we get (23)
Similarly, if we denote
It follows from (23) and (24) that there exists n, N j−1 < n ≤ N j such that
By the definition of δ ν 0 +1 and N j we have n < [1/δ ν 0 +1 ] ≤ N j , and we can take n j = n. So, by (21), we have
Now we will prove that for n ≤ N the partial sums S n (h 3 ) are uniformly small. Using (7), for any k ∈ Z and any µ we have
and thus for any positive integer n
In particular,
It follows from the definition that
, and after combining the last inequality with (27) we obtain
To finish the proof, we define
By (16), (19), and (25),
Taking into account that, by construction, j 1/N j < ∞, we get
Further, we combine (16), (19), (25), and (28) with (18) and (15). Thus, if x ∈ T \ E 2 \ F j , then
By (29) and (30), S n j (f − g; x) → 0 almost everywhere on T \ E 2 . This proves (6) and completes the proof of Lemma 1. For the whole class L(T) we can construct a sequence {N j } with a weaker property than in Ul'yanov's problem.
Theorem 2. There exists a sequence {N j } such that for every function f ∈ L(T) there is an increasing sequence {n j } such that n j ≤ N j for infinitely many j and S n j (f ) → f almost everywhere.
Without loss of generality we can assume that
The following lemma is the main part of Theorem 2.
Lemma 2. There exists a sequence {N j } (j ≥ 0) such that for every ε > 0 there is S = S(ε) and also for sufficiently large j there are numbers N j−1 < n 1 < · · · < n j ≤ N j such that
on a complement to a subset of T of measure less than ε.
Theorem 2 follows easily from Lemma 2. Indeed, let
For every µ there exists a trigonometric polynomial P µ of degree m µ such that
Denote g µ = f −P µ . By Lemma 2, for any µ there exist j(µ),
, and
Since f − g µ is a trigonometric polynomial of degree less than n j (µ) for j = 1, . . . , j(µ), (33) can be rewritten as
We define a sequence {n j } to be the union of the sets {n 1 (µ), . . . , n j(µ) (µ)} over j ≥ 1.
Then n j(µ) ≤ N j(µ) for all µ, |E| = 0, and S n j (f ; x) → f (x) for all x ∈ T \ E. In the proof of Lemma 2 we may assume that ε < 1. We define E 1 , E 2 , g as in the proof of Lemma 1. We consider that M > 18/ε. Then
It is enough to prove the existence of appropriate S, n 1 , . . . , n j such that
A sequence {δ j } will be constructed in the following way. Let δ 1 = 1/2. If δ ν has been chosen, we consider the set K of continuous functions h :
K is a compact subset of C (T) . Hence, there is a finite 1-net {h 1 , . . . , h L ν } for K (that is, for any h ∈ K there is l ≤ L ν such that h − h l C(T) ≤ 1). Observe that an 1-net with the same cardinality L ν exists if the function class is defined on some compact subset of T, since every function can be extended from the subset to T without change of the uniform norm and the Lipschitzian constant. Define
We define {N j } to be
(Observe that 1/δ ν is an integer for any ν.) We define f ν , g ν , choose ν 0 ∈ [(j − 1) 4 , j 4 ) for any j ≥ 2 and further define h 1 , h 2 , h 3 as in the proof of Lemma 1. We will seek for n 1 , . . . , n j from the segment (1/δ ν 0 , N j ] where
Similarly to (16) we prove that for some set F j,2 we have
Similarly to (27), we have a uniform estimate
It suffices to estimate partial sums of the function h 1 on T \ E 2 . Let us recall some well-known definitions and facts. For any function h ∈ L(T) define the conjugate functionh (x) = 1 2π lim δ→0 δ≤|t|≤π −h(x + t) tan(t/2) dt.
By the theorem of Lusin and Privalov (see, for example, [Z, 4.3 and 7 .1]) this limit exists almost everywhere.
Lemma 2.1. There exists an absolute constant C 6 such that for any function h ∈ L(T) and any α > 0
This is the result of [K] . By (34), (37), and (42), the conditions (36) are satisfied for sufficiently large j. Using (15), (37), (38), and (43), we have max(|S n 1 (f − g; x)|, . . . , |S n j (f − g; x)|) ≤ C 1 /j + 4M + C 7 /ε + 5
for all x ∈ T \ E. This proves (35) and completes the proof of Lemma 2.
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