[1] In porous rocks saturated in patches by two immiscible fluids, seismic compression causes the fluid with the larger bulk modulus to respond with a larger change in fluid pressure than the fluid with the smaller bulk modulus which results in fluid movement and seismic attenuation. For virtual rock samples having fluid distributions obtained using the invasion percolation model, attenuation is determined using finite difference numerical experiments based on the laws of poroelasticity. Analytical models are also proposed to explain the numerical results. When oil invades water, the equilibration is controlled by the geometry of the invading oil which has a narrow range of small diffusion lengths resulting in a single relaxation frequency at high frequencies and not much seismic band attenuation. When water invades oil, the defending oil controls the equilibration, and a power law emerges for how attenuation varies with frequency due to the fractal nature of how saturation is varying with scale in the defending oil. For air invading water, the geometry of the defending water controls the equilibration, and a large amount of attenuation is observed over a wide range of frequencies including the seismic band due to the wide range in water patch sizes. However, when water invades air, the narrow fingers of invading water control the equilibration, and there is a single relaxation frequency at high frequencies that does not result in much seismic band attenuation.
Introduction
[2] Rocks and sediments at or near the Earth's surface are often partially saturated with air and water while at depth rocks can be partially saturated with oil and/or gas in addition to water. Partial water saturation in rocks and sediments is known to create significant amounts of acoustic attenuation and dispersion [e.g., Murphy, 1982; Cadoret et al., 1998 ]. Understanding how seismic wave amplitudes and velocities are modified by the level of saturation, the fluid properties, and the spatial distribution of fluid patches is important both for developing accurate wave propagation models and for interpreting seismic data. Mechanisms that are able to produce significant levels of attenuation in the seismic band of frequencies (1 Hz to 10 4 Hz) are of particular interest and remain the subject of ongoing research. Patchy saturation provides such a mechanism.
[3] The early work of Biot [1956] shows that when a porous rock is saturated with a single fluid, seismic attenuation occurs due to wave-induced fluid flow caused either by pressure gradients between the peaks and troughs of a compressional wave or by acceleration of the framework of grains which is the frame of reference for the relative flow. These effects are known as the Biot mechanism and the predicted attenuation (as measured by Q −1 ) is maximum at the Biot relaxation frequency
where h denotes the fluid viscosity, k 0 denotes the permeability, r f denotes the fluid density, and F denotes the formation factor. However, w c is generally too high (typically by a few orders of magnitude) to generate significant attenuation levels in the seismic band of frequencies.
[4] Many models of attenuation in partially saturated rocks [e.g., White et al., 1975; Norris, 1993; Knight et al., 1998; Johnson, 2001; Pride et al., 2004; Picotti et al., 2007] suggest that loss in the seismic band can be important. Müller et al. [2010] provide a recent review. In these models, patches of fluid having a larger bulk modulus respond to a compressional wave with a larger fluid pressure change compared to patches with a smaller bulk modulus. The pressure gradients so created cause flow and create loss. Such models are called "patchy saturation" models. For regularly spaced patches having a characteristic size L, the relaxation frequency w p at which the attenuation is maximum scales as [cf. Pride, 2005] 
where
1 is the fluid pressure diffusivity. Definitions of the poroelastic moduli a, B, K, and K u are given in Appendix A, while is porosity and K f is the bulk modulus of the slowest moving fluid (typically the fluid having the largest viscosity). From equation (2), the frequency w p at which the attenuation is maximum depends sensitively on the characteristic size of the patches L. For realistic values of L (say centimeters and larger), patchy saturation models can easily explain the observed levels of attenuation in the seismic band of frequencies.
[5] All the aforementioned patchy saturation models apply to a regular distribution of fluids such as uniformly spaced patches of arbitrary shape and equal size or a periodic flat slab geometry. In these models, only a single relaxation frequency is present. Significant deviation from these models is expected when the fluid patches have various sizes and/or are unevenly distributed.
[6] Müller and Gurevich [2004] are the first authors to account for randomness in the spatial distribution of the fluids. They do so using a 1-D approximation for the coherent wavefield in a random porous media and assuming a continuous random media with a distribution of different patch sizes. Randomness in the patch sizes is introduced by means of a correlation function and the authors provide explicit results for the attenuation versus frequency in the case of media containing a mixture of two fluids and having Gaussian or exponential correlation functions. However, the model is general and allows the use of any correlation function for the fluid distribution. This model has been extended to three dimensions by Toms et al. [2007] .
[7] An important question when considering waveinduced flow due to equilibrating patches of fluids is weather or not capillary forces present at the interface between two fluids should be accounted for. This question has been addressed in detail by Tserkovnyak and Johnson [2003] , from which Pride et al. [2004] obtain a condition to neglect capillary forces at fluid interfaces
where s denotes the surface tension, K is the drained bulk modulus, and V/S is a volume-to-surface ratio related to the geometry of fluid patches with S the total surface area of the meniscii within each volume V of porous material. Throughout this paper, we assume that criterion (4) is satisfied and that capillary effects (surface tension) at the interface between patches do not need to be allowed for in the numerical modeling. Further, we work at frequencies satisfying w ( w c so that the development of viscous boundary layers in the pores can be neglected.
[8] The goal of the present work is to understand attenuation and dispersion in porous rocks having realistic fluid distributions that were created by the slow immiscible invasion of one fluid into a region initially saturated with another fluid. To study this problem, we create fluid distributions numerically using the invasion percolation algorithm of Wilkinson and Willemsen [1983] and perform stress-strain numerical experiments at different frequencies of applied stress to determine the attenuation and dispersion. The numerical scheme for performing the stress-strain experiments and for computing attenuation is similar to that of Masson and Pride [2007] and is described in section 2. In section 5, we perform the stress-strain experiments on the invasion percolation samples using different combinations of air, water, and oil as the invading and defending fluids. Rather different frequency dependencies are obtained depending on which fluids are used as the invaders and the defenders. In order to explain these various results, we first study in section 3 the effect of the fluid compressibility contrast and how that influences equilibration at both small and large scales. Then in section 4 we study the particular case of attenuation when the fluid saturation is distributed as a self-affine fractal and when the fluid compressibility contrast is small. The results from sections 3 and 4 allow us to understand and model the numerical results obtained in section 5 for samples having invasion percolation fluid distributions.
Numerical Method
[9] Following Masson and Pride [2007] , we perform quasi-static numerical experiments to compute the timedependent strain response to a stress applied on the boundaries of a synthetic rock sample. The numerical simulations are performed using a finite differences scheme that solves the Biot set of equations [Biot, 1962] as given in Appendix A. The samples so studied can be thought of as the voxels used in a seismic forward modeling and their moduli are the macroscopic moduli that control wave propagation. The samples need to be large enough to contain a sufficient amount of heterogeneity to correctly average the properties of the porous continuum while staying several times smaller than the smallest wavelength to avoid standing wave resonance effects.
[10] The method consists of three steps:
[11] 1. On a three-dimensional grid, numerically generate a synthetic sample of the material to be studied.
[12] 2. Apply a time-varying normal stress to each external face of the sample and record both the average stress and strain throughout the sample.
[13] 3. Take a temporal Fourier transform of the spatially averaged stress and strain and perform a spectral ratio to obtain the complex and frequency-dependent sealed sample (or "undrained") bulk modulus K u (w) and its respective attenuation Q −1 (w). A representation of the experimental setup is presented in Figure 1 , and a detailed description of the method in two dimensions is provided by Masson and Pride [2007] .
[14] The 3-D finite differences scheme used in the present paper for solving the Biot set of equations is presented in Appendix B. Note that our previously published poroelastic finite difference scheme 
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2 of 17 where the field components are defined in Appendix A and where S(t) denotes the source time function controlling the stress applied to the faces of the sample. In this work, the following expression is employed
and
Equation (6) defines a low-pass-filtered step function with a cut frequency f c and with N T controlling the quality of the filter; that is, when N T is large, the expression reduces to the time response of an ideal low-pass filter. The reason for filtering out the high frequencies is to avoid resonances within the sample due to its finite size. In the usual situation where the shear waves have the lowest velocity b, one should use
where LDx is the size of the sample. Note that the Biot slow wave over the frequency band of interest here is purely diffusive and is not responsible for standing wave resonance.
[15] During the numerical simulation, the following averaged fields are recorded versus time
where the D i are the spatial finite difference operators given in Appendix B and where L, M, and N, are the grid dimensions; l, m, and n are the spatial indexes and k is the time index. Once the simulation is finished, the stress and strain rates are computed in the frequency domain using a fast Fourier transform (FFT)
Finally, the complex frequency-dependent bulk modulus of the sample is
and the corresponding attenuation is
Effect of the Contrast in Fluid Incompressibility on the Frequency Dependence
[16] The principal effect of increasing the contrast in fluid incompressibility between the various fluid patches is to increase the attenuation levels. Masson and Pride [2007] have shown that Q −1 increases as the square in the contrast. In this section, we show that the contrast in the fluid incompressibility can also greatly influence how attenuation varies with frequency. This is especially true when the contrast of incompressibility between the fluids is small.
[17] The fluid pressure differences between patches equilibrate via diffusion with the smaller patches equilibrating first and the larger patches later. Once each patch in the medium has locally equilibrated its fluid pressure with the surrounding fluid, fluid pressure gradients may still exist if the medium has variations in the fluid saturation at still larger scales. In this case, these larger regions have fluid pressures that are uniform within them (have the same pressure in both fluids) but that vary from one such larger volume to the next as a function of the saturation they contain. This can be understood and modeled using Wood's [1941] law to determine a local effective fluid bulk modulus K W for each of the larger volumes. Wood's law applies to regions having two immiscible fluids that experience the same change in pressure and is given by where s 1 and s 2 are the volume fractions of fluid 1 and fluid 2 in the region and K fi denotes the bulk modulus of fluid i (s 1 + s 2 = 1). Using equation (16) for the effective fluid modulus in the Biot-Gassmann laws of Appendix A allows the pressure in the larger-scale volumes to be determined given an applied strain. Such pressure response of the larger-scale regions is thus directly related to the saturation of the region.
[18] To show the effect on the attenuation of having two distinct scales at which fluid pressure equilibration occurs, we numerically create porous samples having fluid patches at both small and large scales. The properties of the elastic skeleton are taken to be uniform within the samples and the distribution of the two fluids is obtained in the following manner. We first define a background saturation function f sat (x, y, z) which gives the probability that fluid 2 is saturating the medium at a particular location (x, y, z). The sample is then discretized into voxels which will be completely saturated with either of fluid 1 or fluid 2. Each voxel is assigned with a random number r i,j,k in the interval [0, 1]. All voxels satisfying
are filled with fluid 1, and the remaining voxels are filled with fluid 2. An example of a 2-D fluid distribution generated in this way is given in Figure 2 and was obtained using the periodic background function
where H defines the length of the large-scale fluctuations in the fluid saturation. Note that the patch sizes are not explicitly defined; the smallest patches have the size of the individual voxels, but larger patches are allowed to form when two or more neighbors voxels are filled with the same fluid. However, all patches are smaller than H.
[19] In Figure 3 , we present results of 2-D simulations using a fluid distribution similar to the one shown in Figure 2 , but with f sat in the interval [0.1, 0.9]. The size of the voxels is 1 mm 2 , H = 15 cm and the material properties are given in Table 2 . Figure 3 (top) presents the attenuation measured versus frequency when using oil as fluid 1 and water as fluid 2. The two peaks in the attenuation curve are the direct signature of the fluid pressure equilibrating at two distinct scales. The high-frequency peak is due to fluid pressure equilibration between the relatively small fluid patches at the scale of the individual voxels, while the low-frequency peak is due to equilibration between larger areas having differing amounts of fluid content (saturation). Figure 3 (bottom) shows the attenuation obtained using the exact same configuration of fluids but when the oil is replaced with air. The permeability of the medium has been reduced as well so that the frequencies at which both attenuation peaks are observed are similar in both experiments. Here we see that substituting oil with air has had a radical effect. Although the attenuation curve still exhibits a peak of attenuation at high frequencies due to equilibration of the voxel-scale patches, the lowfrequency peak is no longer present. This is easily understood because when one of the two fluids is a gas (like air), K W is much smaller than the drained modulus of the framework of grains and can effectively be put to zero in the Biot-Gassmann formulae. There are therefore no large-scale pressure gradients when one of the two fluids is a gas and this is the reason why no attenuation peak is observed at low frequencies in Figure 3 (bottom).
[20] For clarity purposes, the two numerical examples presented above were chosen so that both attenuation peaks are well separated in frequency; that is, the difference between the small-scale and large-scale relaxation frequencies is large. This situation is of course not general and the frequencies at which the attenuation peak are observed can vary greatly. An important parameter for interpreting the numerical experiments because it controls the rate at which fluid pressure equilibrates between two regions having different fluid saturations is the hydraulic conductivity (k 0 /h) eff of the material connecting the regions. It can be defined using Darcy's law
where q denotes the Darcy velocity at which the fluid moves between the two regions and rp is the fluid pressure gradient between the two regions. The effective conductivity (k 0 /h) eff depends on the permeability of the medium and on the fluid viscosities. However, when the medium is saturated with a mixture of two fluids, (k 0 /h) eff depends strongly on the way the fluids are distributed within the medium. In our numerical experiments, varying (k 0 /h) eff can be achieved by varying the volume fraction of fluids in the samples. The reason for this is that we are using a simple percolation process (random placement of fluids) to map the background saturation function into the actual fluid distribution. Indeed, in simple percolation, when the probability p i of having the fluid i filling one voxel is superior to the so-called percolation threshold p c , fluid i will percolate through the whole medium; that is, we can always find a continuous path within fluid i linking one point to another [e.g., Stauffer and Aharony, 1992] . In this situation, the effective hydraulic conductivity (k 0 /h) eff is controlled by the viscosity of fluid i and the permeability of the medium. An illustration of this point is presented in Figure 4 . For our cubic grid in three dimensions, p c = 0.3116, while in two dimensions it is p c = 0.5927.
[21] In Figure 5 , we present a set of three experiments showing how (k 0 /h) eff is controlling the frequency at which the attenuation peak associated with the fluid pressure equilibration occurs. In this set of experiments, we use a background saturation function similar to the one presented in Figure 2 but varying between different bounds for each experiment. The solid line in Figure 5 represents the attenuation observed when f sat stays in the interval [p c , 1]. In this case, the oil percolates through the whole medium and its viscosity h oil controls the rate at which the fluid pressure equilibrates between areas having different K W . The dotdashed line represents the attenuation observed in the exact opposite case, i.e., when f sat stays in the interval [0, 1 − p c ]. In this case, water percolates through the whole medium and its viscosity h wat controls the rate of fluid pressure equilibration between areas having different K W . The last attenuation curve represented by a dashed line is obtained with f sat varying in the interval [1 − p c , p c ]. In this case, neither fluid percolates and the effective hydraulic conductivity (k 0 /h) eff depends on both h oil , h wat , and the permeability k 0 of the medium. When comparing the three curves, we see that when oil is controlling the rate of equilibration, the attenuation peak is observed at lower frequencies due to oil moving more slowly than water. When water is controlling the rate of equilibration, the attenuation peak is observed at higher frequencies and is partly hidden by the attenuation peak related to fluid pressure equilibration between local voxel-scale patches. The last case is an intermediate situation.
[22] Note that the aforementioned result should not be interpreted as the consequence of how varying the fluid saturation changes the effective incompressibility contrasts in the sample. Varying the saturation in this case is modifying the nature of the fluid connectivity between the fluid patches and this is what is dominantly responsible for the changes in the shape of the Q −1 (w) curves.
Attenuation due to Spatial Fluctuations in the Fluid Saturation Over Multiple Scales
[23] Pride and Masson [2006] have shown that when the distribution of the local Biot's coupling incompressibility C (defined in the next paragraph) is a self-affine fractal characterized by a Hurst exponent H, the attenuation Q −1 (w) is related to circular frequency w by the power law scaling
A self-affine distribution for the modulus C means that
where DC(Dx) represents the average amplitude of fluctuation in C at scale Dx and where a is a dimensionless stretch parameter that changes scale. For negative H, the fluctuations in C are decreasing when increasing scale, while when H is positive, the fluctuations are increasing with increasing scale. In the special case where H = 0, the fluctuations are the same across all scales. When H = 1, the scaling is said to be "self-similar." [24] The elastic modulus C controls the fluid pressure change in the grain pack when a volumetric strain is applied to a sealed sample of porous material (i.e., C = p f / under the condition that the increment in fluid content is zero). The Biot-Gassmann result for this modulus is that in a material with a fluid modulus K f , a solid modulus K s , a drained modulus K d and a porosity , then [e.g., Biot and Willis, 1957; Pride, 2005] 
where D is a small dimensionless parameter given by
In a partially saturated region that has had time to locally equilibrate at the smallest scales of saturation, the fluid modulus K f can be replaced by the Wood modulus K W of equation (16) that depends on the saturation in the region. Thus, in a material having uniform frame properties, fluctuations in saturation are directly proportional to fluctuations in C. So if the saturation is distributed in a self-affine manner, both equations (20) and (21) should hold.
[25] To verify this hypothesis, we generate a series of self-affine fluid saturation distributions at different Hurst exponents H. To do so, we define a self-affine background saturation function which is then mapped to create the actual fluid distribution as explained in section 3 (i.e., based on equation (17)). Note that all fluid distributions in this paper have the finite difference voxels locally saturated with either fluid 1 or fluid 2 (never a mixture of the two). Some fluid distributions so obtained are presented in Figure 6 and the algorithm used to generate a self-affine background saturation function for use in equation (17) is presented in Appendix C. We have verified that the algorithm of Appendix C produces distributions satisfying equation (21).
[26] In Figure 7 , we present the attenuation curves obtained in a series of 5 experiments using a mixture of oil and water, with geometries similar to those presented in Figure 6 . In this series of experiments, we modified the viscosity of water so that the fluid pressure diffusivities (see equation (3)) are equal in both fluids. Thus, there is no scale dependence to the fluid pressure diffusivity. In this case, equation (20) should apply at least to a part of the frequency range. There are three frequency ranges seen in the results. At high enough frequencies, all realizations at different H (the various solid lines) have roughly the same frequency dependence that is dominated by a relaxation at the frequency corresponding to the equilibration time of a single voxel. Next, at intermediate frequencies, we are in the regime where the self-affine structure is being probed and equation (20) holds. The dashed lines represent the power law fits of the solid curves in this intermediate range. Finally, at low enough frequencies, there is a transition to a Q −1 / w dependence. This effect was explained in detail by Pride and Masson [2006] and is due to the diffusion skin depth at low enough frequencies being larger than the finite size of the sample.
[27] The measured values of the power law exponents in the intermediate frequency range are plotted in Figure 9 as a function of the Hurst exponents. We see that equation (20), represented by a solid line, is in good agreement with the observations in the frequency band of interest. The small misfit between the data and equation (20) is mainly due to the attenuation peak observed at high frequencies also contributing to the total attenuation in the intermediate frequency range in which the power law fits have been performed. Figure 6 . Each curve has been obtained using a different Hurst exponent. The dashed lines correspond to power law fits of the different attenuation curves within a given frequency band. In this example, the viscosity of water has been changed so that the fluid pressure diffusivities D i of both fluids are equal.
[28] In Figure 8 , we present the attenuation curves obtained using the exact same experimental setting, but where the viscosities of the fluids have been changed to their actual values given in Table 2 . In this situation, the effective hydraulic conductivity is varying spatially within the medium and also depends on the scale at which we look at the medium. For a material containing mesoscopic heterogeneities or fluid patches having a unique size, varying the viscosity of the fluids results in a frequency shift of the attenuations curves [e.g., Masson and Pride, 2007] . Thus, in self-affine materials, where heterogeneities are present at all scales, we would expect some deviation from equation (20) if the hydraulic conductivity (k 0 /h) eff is a function of scale. In the special case where (k 0 /h) eff is correlated to the fluctuation in the elastic modulus C, this would result in a stretching of the attenuation curves versus frequency. Thus attenuation would still be related to the frequency via a similar power law but with a different exponent which should be a function of both the Hurst exponent of the background saturation function and of (k 0 /h) eff . Looking at Figure 9 , we see that in this situation where (k 0 /h) eff is varying within the material, the observed exponent differs indeed from the values predicted by equation (20) . For the special case where H = 0, the data are similar in both series of experiments because there is no scale dependence of the fluctuations.
[29] The main result of this section is the observation that in the special case where the fluid saturation is self-affine, the attenuation is given approximately by the frequency power law of equation (20). This result is used in section 5 to explain the attenuation observed when the fluid distribution is generated using an invasion percolation process.
Attenuation due to Fluid Distributions Created via Invasion Percolation

Invasion Percolation
[30] Invasion percolation is a dynamic process introduced by Wilkinson and Willemsen [1983] to study the slow immiscible invasion of one fluid into a porous region originally occupied by another fluid. Experimental studies [e.g., Lenormand et al., 1988] have shown that the theory accurately reproduces the fluid distribution observed in the laboratory when capillary forces dominate viscous forces during the invasion, i.e., when the capillary number is small.
[31] The theory considers an idealized porous medium consisting of a regular lattice for which the sites and bonds correspond to the pores and throats, respectively. Randomness is introduced in the medium by assigning each pore or throat with a random value corresponding to its radius. For scenarios in which a nonwetting fluid invades and a wetting fluid defends (drainage), it is the bonds (pore throats) that represent the capillary barriers to invasion. When a wetting fluid invades and a nonwetting fluid defends (drainage), it is the sites (pores) that represent the capillary barriers. For a given pair of immiscible fluids, the threshold pressure p c (defined as the minimum pressure difference between the two fluids needed to advance the fluid interface through a capillary barrier) is a function of the radius r of the capillary barrier and given by
where s is the interfacial tension between the two fluids and is the contact angle between the fluid interface and the pore or throat wall. A simulation starts with all the sites and bonds saturated by the defending fluid. The invading fluid is then injected into the medium and advances one pore at a time. At each step of drainage, the next pore to be invaded is the one that has the smallest threshold pressure on the bond linking it to the previously invaded pores. To describe imbibition, one need only exchange the words sites and bonds (or pores and throats).
[32] The invasion percolation algorithm of Wilkinson and Willemsen [1983] is a simplified version of the above invasion process that consists of the following steps and is assumed to apply equally to drainage and imbibition alike:
[33] 1. Assign random numbers r in the range [0, 1] to the sites of an L × L × L lattice.
[34] 2. Select the source sites where the invading fluid is injected and the exit sites where the defending fluid is allowed to escape. [35] 3. List all the sites belonging to the defending fluid and that are immediately adjacent to the invading fluid.
[36] 4. Pick from the list the site that has the lowest random number r and fill that site with the invading fluid.
[37] 5. Repeat steps 2, 3 and 4 until the invading fluid reaches an exit site.
[38] An example of a fluid distribution generated by the invasion percolation algorithm is presented in Figure 10 . In the example, a grid of size L × L × 2L is used where L = 100, the invading fluid is injected on the bottom face, the defending fluid escapes through the top face and periodic boundaries conditions have been applied on the front/back and left/right faces. The invasion percolation algorithm produces complex tree-like fluid distributions with branches spanning a large range of scales.
[39] By varying the size L of the grid, Wilkinson and Willemsen [1983] show that the mass of invading fluid
where D is the fractal dimension of the cluster formed by the invading fluid. Wilkinson and Willemsen [1983] establish that D = 2.52 in 3 dimensions. One can derive a relation between the Hurst exponent associated with how saturation is distributed in space (e.g., as obtained using the algorithm given in Appendix C) and the mass fractal dimension D of invasion percolation. To do so, we first note that Klimes [2002] obtains the correlation function g(r) of self-affine spatial distributions calculated using the algorithm of Appendix C as g(r) ∼ r 2H . Further, near percolation, the correlation function associated with the saturation distribution in invasion percolation goes as g(r) ∼ r 2(D−E) [Wilkinson and Willemsen, 1983; Du et al., 1995] , where E is the dimension of Euclidean space. Thus, we obtain that
For D = 2.52 and E = 3 we expect H = −0.48 for the saturation distribution of invasion percolation near percolation. This result is within the uncertainty of the numerical value H = −0.52 obtained later for one particular realization of an invasion percolation cluster.
[40] Last, for the fluid distributions produced by invasion percolation, global connectivity is ensured within the invading cluster due to the invasive nature of the process. This is not the case for the defending fluid that can become trapped in places by the invading fluid to form isolated clusters that are not connected to each other. However, Wilkinson and Willemsen [1983] have shown that trapping of the defending fluid is marginal in three dimensions and doesn't need to be accounted for (trapping is a 2-D problem). In the next sections, global connectivity will be assumed in both the invading and the defending fluids.
Estimating the Patch Size Distribution in Materials Having Complex Geometries
[41] Information on how the saturation changes with scale is not sufficient to model the seismic attenuation in the invasion percolation cluster using existing models of patchy saturation [e.g., Pride et al., 2004] . These analytical models require information about the sizes and shapes of the fluid patches. We now present an algorithm designed to estimate the distribution of patch sizes within fluid clusters of arbitrary geometry. In the next sections, this algorithm will be used as a base for building an average patchy saturation model that can predict the attenuation results obtained using the finite difference code.
[42] For a given fluid, and for a simple patch geometry like a sphere, the relaxation frequency w c associated with the diffusive equilibration of the patch is proportional to the square of the diffusion length L 1 of the patch [e.g., Pride et al., 2004] . Thus, for modeling purposes, we need to estimate what fraction of the volume occupied by the patches is associated with a given diffusion length L 1 . Note that the actual dimension of the patches is not of any interest here since patches having different dimensions can be considered to have the same diffusion length. For example, patches 1 and 2 in Figure 11 have very different shapes and dimensions but their width never exceeds the size of a pixel. Consequently, the fluid pressure equilibrates in roughly the same time within both patches. The situation is different in patch 3 which consists of a large square of size 3 × 3 touching a rectangle of size 1 × 2. For patch 3, the fluid pressure will take less time to equilibrate in the small rectangular area than in the large square area. In this case, it is better to model patch 3 as two different patches, one of size 1 and one of size 3. We define the "patch size distribution" to be the fraction of the total volume occupied by patches of size a.
[43] The simple algorithm used to compute the patch size distribution is based on a multiscale analysis using boxes of varying sizes a i and is described as follows: [44] 1. Define a box shape. Simple choices include circular or square boxes in two dimensions and cubic or spherical boxes in three dimensions. In this case a can be taken as the radius of the circle/sphere, or as the side length of the square/cube.
[45] 2. Initialize a = a 0 so that the box size is equal to the size of the smallest patch present (typically a pixel/voxel).
[46] 3. Scan the volume by moving the box to every possible position. For each box position: (1) check if the box is totally filled with the fluid of interest, and (2) if yes, assign the current value a i of a to all points within the box.
[47] 4. Increase the size of the box: a i = a i−1 + Da.
[48] 5. Go back to step 3 and continue until the box's size becomes larger than the volume being studied.
[49] 6. Finally, the fraction of the total fluid volume occupied by patches of size a i is computed for each i.
[50] A schematic example showing how the algorithm applies to a 2-D fluid distribution is presented in Figure 12 . In this example, we use square boxes with sizes a = kDx where k = 1, 2, 3,.. and Dx = 1 is the grid spacing. The goal is to find the patch size distribution of the black clusters. Figure 12 (top) presents the values assigned to the black sites after the domain has been scanned with a box of size a 0 = Dx. Since all the sites belong to patches having a size greater than or equal to the grid spacing, all the points take the value 1 after this first pass. Figure 12 (middle) shows the result after a second scan using a box of size a 1 = 2Dx. Here, all the sites that belong to a patch having a size greater than or equal to 2Dx take the value 2. Note that on the side of the domain, we assume that the fluid pattern is symmetrically mirrored across the boundary. This is motivated by the fact that when computing the attenuation, no fluid flow is allowed through the boundaries of the sample. Thus, patches placed on the boundaries of the domain take more time to equilibrate than patches away from the boundaries. For example, a patch of size one placed in a corner of the domain will take as much time to equilibrate its fluid pressure as a patch of size 2 placed in the center of the domain. Finally, Figure 12 (bottom) shows the result obtained after the third pass using a box of size a 2 = 3Dx. Here all the sites belonging to a patch of size greater or equal to 3 now have the value 3. In this schematic, the value of the sites remains unchanged for additional passes (i.e., when k > 3) because no patches having a size greater than 3 are present in the domain. Finally counting the sites sharing the same value gives the following result for this example: 39% of the black cluster volume is occupied by patches of size 1, 36% by patches of size 2 and 25% by patches of size 3.
[51] Figure 13 shows the result obtained when the algorithm is applied to a three dimensional fluid cluster generated using the invasion percolation result of Figure 10 . In Figure 14 (bottom), we present the patch size distribution for the invading cluster (Figure 14 , top) and the defending cluster (Figure 14, bottom) . The invading fluid is not forming patches of size greater than 2 grid spaces and almost all the patches have a size equal to the grid spacing. The situation is very different for the defending fluid which forms patches spanning a large range of sizes.
[52] Last, the algorithm as presented in this section is not computationally efficient. However, if one needs to use it intensively, it can and should be implemented efficiently.
Attenuation Associated With Invasion Percolation
[53] We now present attenuation curves obtained when the fluid distribution is created using the invasion percolation algorithm. The central volume L × L × L of the invasion percolation cluster shown in Figure 10 is removed and used for the quasi-static poroelastic finite difference simulations. For a given percolation cluster, we perform four different stress-strain numerical experiments using the fluid substitutions presented in Table 1 . In all experiments, the properties of the solid skeleton are taken as uniform within the sample Figure 12 . Example showing how the patches are identified by size at different passes corresponding to using larger measurement boxes. Note that due to the no-flow condition at the sample boundary, the patches that touch the boundary are symmetrically mirrored across the boundary to create larger patches that account for the longer time needed to equilibrate the patches touching the boundary. and are given, with the exception of permeability, in Table 2 . To ensure that patches of similar sizes have a comparable relaxation frequency in all experiments, the permeability within the sample has been modified as given in Table 1 so that h*/k 0 is the same for all experiments. Here h* denotes the viscosity of the fluid in which the fluid pressure diffusion dominantly occurs; that is, the liquid if the patchy mix is liquid and gas, or the higher-viscosity liquid if both fluids are liquids.
[54] A final point needs to be discussed before presenting the attenuation results. The invasion percolation algorithm provides a fluid distribution at the pore scale while the poroelastic laws apply to the macroscopic porous continuum scale. Thus, there is the question of how to input the invasion percolation results into the poroelastic finite difference code. One approach is to first compute locally averaged poroelastic properties from the invasion percolation distribution and then to use these fluid-dependent properties in the finite difference code. However, in this case, the results depend on the way the averaging is performed. Since the fluids are not all experiencing the same induced pressure or strain change, it is unclear what average to apply across all frequencies. And different averaging schemes, for example arithmetic versus harmonic means, give completely different results. For that reason we think it is more accurate to use the invasion percolation result directly in the finite difference code, i.e., take the voxels to be the same in both models. Two different arguments justify this choice. First, the fractal nature of the Figure 13 . Result obtained when applying the cube counting algorithm to the cluster formed by the defending fluid. Here, the algorithm has been applied to the central region of the fluid distribution presented in Figure 10 . A slice through the 3-D matrix obtained once the algorithm has been applied is presented. Each voxel has the value corresponding to the size of the largest cube fully saturated by the defending fluid and containing the voxel. Figure 14 . Distribution of the cube sizes computed using the cube counting algorithm for both the invading and defending fluid clusters created using invasion percolation. Here, a i is the volume fraction of the defending fluid occupied by voxels belonging to a cube of size ia, where a is the size of the voxels.
fluid distribution created using invasion percolation suggests that the scale at which we look at the problem is not critical. Second, many studies [e.g., Malloy et al., 1992] have shown that in real invasion percolation experiments at low capillary numbers, fluid bursts are observed and the fluid is not invading one pore at a time but many pores. Thus, locally we have groups of pores saturated by the invading fluid. Thus, the smallest voxel of an invasion percolation scheme might more correctly be thought of as containing several grains to the side and thus be directly equivalent to a porous continuum voxel in the stress-strain experiments.
[55] The attenuation curves obtained using the invasion percolation cluster of Figure 10 , and the four fluid substitutions given in Table 1 are presented in Figure 15 . We see that the shape and amplitude of the attenuation curves varies greatly depending on the pair of fluids present in the sample as well as on which fluid is the invader or defender. Figures 15 (top left) and 15 (bottom right) correspond to when fluid pressure equilibrates within the cluster formed by the invading fluid. In this case, we see that a narrow attenuation peak is observed in the high-frequency range and the attenuation is decreasing linearly with decreasing frequency toward low frequencies. Figures 15 (top right) and 15 (bottom left) correspond to the opposite situation where the fluid pressure equilibrates outside the invading cluster. In this case, a broad range of relaxation frequencies are present due to a broad range of fluid patch sizes in the defending fluid.
[56] In sections 5.3.1-5.3.4, the numerical results of Figure 15 (symbols) will be interpreted and modeled analytically (solid lines).
Oil Invading Water
[57] In this scenario, the timing of the fluid pressure diffusion is controlled by the invading oil which has the highest viscosity. Since trapping of the defending fluid is marginal in three dimensions, and because the viscosity of water is much smaller than oil, the induced fluid pressure can be taken as uniform throughout the water-filled areas. This, along with the fact that the thickness of the patches forming the invading cluster is roughly constant at one voxel length (see Figure 14) , allows the patchy saturation model of Pride et al. [2004] to be used to fit the numerical data without any free fit parameters. The attenuation predicted using the analytical expression presented in Appendix D is represented by the solid line in Figure 15 (top left). The ratio V/S and the length L 1 required by the patchy saturation model have been computed numerically for the invading cluster using the expressions in Appendix D.
Water Invading Oil
[58] Here, the timing of the diffusion is controlled by the higher-viscosity defending fluid (oil). The invasion percolation ensures connectivity in the invading fluid and the fluid pressure within the water can again be considered constant due to its relatively low viscosity. As shown in Figure 14 , the size distribution of the oil patches spans a large range of scales. Thus, during the simulation, the small oil patches will equilibrate first and the larger patches will take more time. Because of the small contrast in the fluid incompressibilities, it is judicious to adopt the approach presented in Section 4 to model the attenuation.
[59] A first step consists of estimating the fluctuation of the fluid saturation as a function of scale. This is achieved by Figure 15 . Attenuation curves obtained when an invasion percolation algorithm is used to generate the fluid distribution. All curves have been obtained using the same realization of an invasion percolation process. Results using the following fluid substitutions are presented: air invading water, water invading air, oil invading water, and water invading oil.
taking a 3-D Fourier transform of the fluid's spatial distribution; i.e., the invasion percolation matrix which takes the value 1 at sites filled with the invading fluid and the value 0 at sites filled with the defending fluid. The resulting spectrum is presented in Figure 16 for one particular realization of the cluster. We then perform a least squares fit of the spectrum assuming the spatial fluid distribution is self-affine (a power law as defined in Appendix C). The result of the fit is represented as the dashed line in Figure 16 , and the estimated value for the Hurst exponent is H = −0.52 ± 0.14 which is within the uncertainty to the expected theoretical value of H = −0.48 derived earlier. We then use this exponent (H = −0.52) in equation (20) to fit the high-frequency power law observed in Figure 15 . The fit is excellent thus confirming the arguments of Section 4.
Air Invading Water
[60] In this case, the fluid pressure equilibrates within the regions filled with the defending water. Due to the large fluid incompressibility contrast as discussed in section 3, equilibration between larger-scale regions of air and water is not important and we need only focus on the equilibration between a patch of water of size i and the air it immediately surrounds.
[61] The first step in modeling the numerical result of Figure 15 is to compute the patch size distribution a i of water patches as discussed in section 5.2 (a i is the volume fraction of the water associated with patches of size i). For each water patch size i, we then determine the associated patchy saturation attenuation Q i −1 (w) using the analytical theory presented in Appendix D. The overall attenuation is obtained as a volumetrically weighted sum of the attenuation associated with each patch size and given by
A similar average was used by Pride and Masson [2006] in the derivation of equation (20).
[62] To determine Q i −1 using the patchy saturation model of Appendix D, a geometry must be assumed for both the air and water at each size i. A look at Figure 10 suggests that an appropriate domain model is to embed a small cube of air within a larger cube of water. The cube of air has an edge length l 1 and is surrounded by water in a composite cube having an edge length l 1 + l 2 (see Figure 17 for the domain model). We take l 2 as the length a i associated with patch size i. To determine the length l 1 of the inner cube of air, we assume the volume fraction of air and water in each such modeling domain is the same as the overall volume fraction of air v 1 and water v 2 in the entire system (where v 1 + v 2 = 1). This ensures that the ensemble of domains corresponding to all patch sizes i preserves the proper volume of air and water in the system. The length l 1 is thus obtained from the simple geometrical result
where v 1 is the overall volume fraction of air in the system. The diffusion length L 1 is evaluated numerically for each patch size l 2 = a i by numerically solving the boundary value problem defined in Appendix D for the domain of Figure 17 . The ratio V/S required by the patchy saturation model for this particular geometry is
Without any free parameters, this scheme provides a nice fit to the numerical attenuation data as shown in Figure 15 . [63] This situation is similar to the case where oil is invading water and the patchy saturation model can be applied directly to the invading cluster. The estimated attenuation is plotted as the solid line in Figure 15 (top left) and fits the numerical data very well.
Water Invading Air
Other Invasion Scenarios
[64] Most scenarios for how partial saturation distributions are created in the Earth involve the slow invasion of one fluid into a region initially occupied by another fluid. In this case, the invasion percolation scheme provides realistic fluid distributions and is why we used it in the present paper. However, when the invasion occurs at faster rates, which is typically defined when the capillary number Ca is greater than Figure 16 . Spectrum obtained by taking the 3-D Fourier transform of the fluid saturation. Here, k 2 = k x 2 + k y 2 + k z 2 is the spatial wave number. The data have been fit as a power law assuming a spectrum corresponding to a self-affine function. The value for the Hurst exponent so obtained is H = −0.52 which, as anticipated, provides a good power law fit to the attenuation results in Figure 15 . Figure 17 . The model of an inner cube of air (white) surrounded by an outer layer of water (black) used in determining the patchy saturation geometric properties. For each size of water patch l 2 present in the defending water, this domain model is used to calculate the patchy saturation diffusion length L 1 using the approach outlined in Appendix D. See Figure 10 for why this particular domain geometry was chosen for the case of air invading water. roughly 10 −6 [e.g., Lenormand et al., 1988] , other distributions are created that are distinct from the invasion percolation clusters. The capillary number is the dimensionless ratio of viscous shear stress to capillary pressure and is given by Ca = hq/s where q is the Darcy velocity of the invading fluid, h the viscosity of the invader, and s the surface tension.
[65] In particular, when the viscosity of the invading fluid is significantly less than the defender (e.g., a gas invading liquid) and when Ca ) 10 −6 , the viscous fingering instability occurs. Though the viscosity ratio (invader viscosity divided by defender viscosity) at which viscous fingering in porous media begins to occur has never been analytically determined, there is experimental evidence [e.g., Lenormand et al., 1988; Stokes et al., 1986] that it needs to be 10 −2 or smaller. For the case of drainage (e.g., air invading water), the invasion cluster for viscous fingers resembles a diffusion-limited aggregation (DLA) and has a fractal dimension and structure quite distinct from invasion percolation [e.g., Lenormand et al., 1988] . The width of the individual fingers are quite thin (no more than a few pore widths) and the cluster overall is more ramified and sparse than in invasion percolation (which is also called capillary fingering). For the case of imbibition, the viscous fingers are much broader than in invasion percolation and scale as Ca −1/2 [e.g., Stokes et al., 1986] .
[66] We have not attempted to simulate viscous fingering structure in our numerical experiments, but expect the affect of such structure on the seismic attenuation to be distinct from invasion percolation due to the different geometries involved even if the analytical modeling principles used in the previous section are the same. In particular, since the defender is always controlling the induced fluid pressure equilibration for a viscous fingering cluster (because the defender by definition has the largest viscosity), the analysis of the present paper used to model the air invading water (drainage) and water invading oil (imbibition) scenarios above should be directly applicable to the viscous fingering clusters. In the case of viscous fingering in drainage, we would expect even more intense levels of attenuation at low frequencies compared to the invasion percolation clusters because the patches of defending fluid will be wider in viscous fingering. For viscous fingering in imbibition (e.g., water invading oil), we expect a power law to emerge for Q(w) at intermediate frequencies with an exponent again given by the Hurst exponent of the saturation of the defender. However, this exponent will be different than for invasion percolation and is not currently known.
Conclusions
[67] In this paper, we have shown that the contrast in the fluid incompressibility in patchy fluid distributions greatly influences how attenuation depends on frequency. On the one hand, when the contrast in the fluid incompressibility is large (e.g., gas and liquid), no fluid pressure equilibration occurs at scales larger than the patch size and one only needs to consider fluid pressure equilibration between adjacent patches. On the other hand, when the contrast in the fluid incompressibility is small (e.g., oil and water), fluid pressure equilibration can occur at scales larger than the patches. In this case, fluid pressure can equilibrate between distant areas if the fluid saturation is varying spatially.
[68] We computed seismic attenuation for homogeneous porous samples saturated with a mixture of two fluids and for which the spatial distribution of fluids was obtained using an invasion percolation process. We showed that when the fluid pressure diffusion takes place within the invading cluster, like when water is invading air or when oil is invading water, a single attenuation peak is observed at high frequencies. In this case, we expect no significant attenuation levels in the seismic band of frequencies. When the fluid pressure diffusion takes place within the clusters formed by the defending fluid, significant attenuation levels are observed over a much wider frequency range. This is because the defending cluster forms patches of various sizes spanning a large range of scales. When the invading fluid is water and the defending fluid oil, the attenuation is related to frequency as a power law for which the exponent is a function of the Hurst exponent associated with the defending cluster. While this result is interesting, because the fluid incompressibility contrast is small in this case, the overall level of attenuation is not very high. The most interesting situation is when air is invading water. In this case, high levels of attenuation can be observed even at very low frequencies. No simple relation has been determined between the attenuation and frequency. However, we developed a method to estimate an average attenuation based on applying a patchy saturation analytical model to each size patch in the system. We showed that this method performs very well in fitting the numerical data. Also, this method can be applied to fluid distributions of arbitrarily complex geometries when the contrast in the fluid incompressibility is large.
Appendix A: The Local Poroelastic Equations
[69] Biot's [1962] equations are used to model the local response within a heterogeneous porous sample that is being stressed in a time-varying manner. As demonstrated by Masson et al. [2006] , at low enough applied frequencies where w ( h/(r f Fk) so that viscous boundary layers do not develop in the pores, Biot's [1962] equations in the time domain may be written
where the various response fields are the velocity of solid grains v, the Darcy velocity q, the bulk stress tensor t and the fluid pressure p. In sedimentary rocks, these equations can be considered as valid across the seismic band (1 to 10 4 Hz). The various coefficients are all real. Here, r is the local bulk density of the material, r f is the fluid density which is taken to be spatially uniform throughout each sample, and F is the electrical formation factor that is modeled here using the Archie [1942] law −1.75 , where is local porosity and F is a dimensionless pore topology parameter defined and dis-cussed by Masson et al. [2006] that is bounded as F > 1/4 and will simply be set to 1 in the this paper. Over the seismic band of frequencies, the inertial term in the generalized Darcy law of equation (A2) has a magnitude |r f (1 + F)F∂q/∂t| that is always negligible in amplitude relative to the viscous resistance |(h/k o )q|; however, the inertial term is entirely responsible for the finite difference scheme to be stable [cf. Masson et al., 2006] and thus cannot be discarded.
[70] The local poroelastic constants used here are the undrained Lamé modulus l U , the shear modulus m (the same for both drained and undrained conditions), the so-called Biot-Willis constant a [Biot and Willis, 1957] , and the fluid storage coefficient M. For any porous material, these constants are related to the undrained bulk modulus K U , the drained bulk modulus K, and Skempton's [1954] undrained fluid pressure to confining pressure ratio B as
We often focus on Biot's coupling modulus C defined as C = aM and having the important role of generating fluid pressure changes from volume changes for sealed samples.
[71] In the special case considered by Gassmann [1951] , in which the solid frame is composed of a single isotropic mineral characterized by a bulk modulus K s , we have as well the so-called "fluid substitution" relations given by
where K f is the fluid bulk modulus and is the porosity. From these, one further obtains a = 1 − K/K s . We use the Gassmann expressions to model the local poroelastic constants in all the numerical experiments.
Appendix B: The 3-D Finite Differencing Scheme
[72] First, all the poroelastic fields and the properties of the materials are discretized on staggered regular cubic lattices. The material properties and the stress component t xx , t yy , t zz and p are assigned to the grid points [x = lDx, y = mDy, z = nDz], where l, m and n are integers; the velocities v x and q x to the points [x = (l + 1/2)Dx, y = mDy, z = nDz]; the velocities v y and q y to the points [x = lDx, y = (m + 1/2)Dy, z = nDz]; the velocities v z and q z to the points [x = lDx, y = mDy, z = (n + 1/2)Dz]; the shear stress t xy to the points [x = (l + 1/2)Dx, y = (m + 1/2)Dy, z = nDz]; the shear stress t xz to the points [x = (l + 1/2)Dx, y = mDy, z = (n + 1/2)Dz]; the shear stress t yz to the points [x = lDx, y = (m + 1/2)Dy, z = (n + 1/2)Dz]. Further, the fluid and solid velocity fields are temporally discretized and evaluated at instants [t = kDt], while the stresses and fluid pressure fields are evaluated at instants [t = (k + 1/2)Dt].
[73] Once the poroelastic fields has been discretized, knowing v x , v y , v z , q x , q y and q z at instants t = kDt, the fields t xx , t yy , t zz , t xy , t xz , t yz , and p can be evaluated at instants t = (k + 1/2)Dt using 
Then, knowing the stress fields t ij and p at instants t = (k + 1/2)Dt and the velocity fields q i and v i at t = kDt, mixture of two fluids and when the fluid patches have a single dominant length scale, the theory of Pride et al. [2004] is applicable and predicts that the undrained bulk modulus K u (w) of the porous composite is complex (due to the mesoscale fluid equilibration) and given by 
Here, K d (w) is the complex drained bulk modulus of the composite (drained in this context means that the average fluid pressure in a sample does not change, which in no way prevents mesoflow from occurring), and B(w) is the complex Skempton's coefficient. The a ij are real elastic compliances that depend on the elastic moduli of the two fluids, while g is a complex function of frequency given by
that controls the degree of mesoflow between the fluids. The low-frequency limit of g is given by
The parameter L 1 is the distance over which the fluid pressure gradient still exists in phase 1 (which is the homogeneous porous material saturated with fluid 1) in the final approach to fluid pressure equilibrium and is formally defined as
where W 1 is the region of an averaging volume saturated by fluid 1 and having a volume measure V 1 . The potential F 1 has units of length squared and is a solution of an elliptic boundary value problem that under conditions where the viscosity ratio h 2 /h 1 can be considered small, reduces to
n Á rF 1 ¼ 0 on @E 1 ðD8Þ
where ∂W 12 is the surface separating the volumes occupied by the two fluids within in the sample and ∂E 1 is the external surface of the sample that is coincident with phase 1.
[81] In all the examples of the present paper, the boundary value problem for F 1 is solved numerically by finite differences. Our approach for doing so is to add a diffusion term −∂F 1 /∂t to the left-hand side of equation (D7) and replace 1 by a step function on the right-hand side, then solve the resulting diffusion equation using explicit time stepping. The long-time steady state response to the imposed step function source term is the solution of equation (D7). We then determine numerically the length L 1 using equation (D6).
[82] The transition frequency w p corresponds to the onset of a high-frequency regime in which the fluid pressure diffusion penetration distance becomes small relative to the scale of the fluid patch, and is given by
where S is the surface area of the interface between the two phases in each volume V of composite.
[83] Last, the a ij are given by
Here, v 1 is the volume fraction of the fluid having the highest viscosity, v 2 is the volume fraction of the fluid having the lowest viscosity, in each sample v 1 + v 2 = 1, B i is the Skempton's coefficient of the homogeneous porous material saturated with fluid i, K is the drained modulus of the solid grain skeleton, K H is called the Hill modulus, and a i is the Biot-Willis constant. In the present situation (elasticity of an isotropic composite having uniform G and all heterogeneity confined to the bulk moduli K i u ) Hill's theorem applies and K H is defined as
The low-frequency and high-frequency limits of K u (w) are determined from equation (D4) to be At peak attenuation, defined when w = w p , one can approximate that K u (w p ) ≈ [K u (0) + K u (∞)]/2.
