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RE´SUME´
Dans cette the`se, nous nous inte´ressons a` l’analyse de l’inte´gration de processus de´ci-
sionnels issus de la gestion des revenus aux politiques de gestion des ope´rations d’un
transporteur ferroviaire de marchandises. Les entreprises de services de ce secteur sont
tributaires de nombreuses ope´rations logistiques complexes dont :
– l’e´laboration des politiques de blocage et de routage des wagons,
– la planification du routage, de l’habillage et des horaires des trains,
– la gestion des ope´rations des cours de triage,
– l’affectation des locomotives,
– le repositionnement des wagons vides,
– la planification des horaires des e´quipages.
Les e´tudes traitant de transport ferroviaire de marchandises, bien que nombreuses, ne
conside`rent typiquement qu’un sous-ensemble des activite´s mentionne´es. En effet, la taille
et la complexite´ des proble`mes re´sultant de la combinaison des ope´rations identifie´es
repre´sentent des obstacles au de´veloppement d’approches me´thodologiques inte´gre´es. De
plus, peu de chercheurs se sont penche´s sur la mise en place d’outils de gestion des revenus
dans le secteur du transport de marchandises par rail et ce malgre´ l’impact majeur de
ceux-ci en transport ae´rien notamment.
Dans un premier temps, nous illustrons donc l’e´tat de la recherche dans les deux sphe`res
d’e´tude pre´sente´es afin d’e´tablir de fac¸on claire la proble´matique qui sera traite´e. Pour
ce faire, nous recensons les principales contributions scientifiques et nous introduisons
les concepts qui seront fondamentaux au positionnement de cette the`se par rapport aux
re´centes publications propose´es dans la litte´rature.
Une fois l’axe de recherche identifie´, nous pre´sentons quelques formulations de´crivant
l’inte´gration propose´e selon que le niveau de planification privile´gie´ soit ope´rationnel ou
vtactique. Celles-ci permettent de mettre en lumie`re la gestion combine´e de de´cisions lie´es
a` l’e´laboration du plan d’ope´ration et celles de´coulant des politiques tarifaires dicte´es
par l’entreprise. Par le biais de la programmation mathe´matique a` deux niveaux, nous
e´tudions le comportement des usagers en re´action a` diffe´rentes strate´gies tarifaires, tout
en conside´rant la capacite´ du re´seau qui re´sulte des politiques ope´rationnelles du trans-
porteur.
Nous proposons par la suite une analyse des principales caracte´ristiques et proprie´te´s
de la mode´lisation combinant la tarification et la gestion de la capacite´ au niveau ope´ra-
tionnel. Pour ce faire, deux politiques tarifaires sont traite´es. Nous pre´sentons en outre
une famille d’ine´galite´s valides qui renforcent de fac¸on significative la formulation. Les
proprie´te´s et ine´galite´s identifie´es sont subse´quemment exploite´es lors de la re´solution de
la mode´lisation avec le logiciel d’optimisation Cplex. La validation de la me´thodologie
de´veloppe´e s’effectue sur une classe d’instances ge´ne´re´es de manie`re a` de´peindre avec
re´alisme le contexte e´tudie´.
Finalement, nous abordons le de´veloppement d’approches heuristiques pour le pro-
ble`me pose´ en proposant deux familles d’algorithmes. La premie`re tire parti de la relation
entre les deux politiques tarifaires e´voque´es et se base sur la relaxation de contraintes liant
les tarifs entre eux. Celles-ci sont par la suite re´introduites graduellement. La proce´dure
vise par ce principe l’identification de la structure d’une solution optimale au proble`me
initial. Enfin, nous pre´sentons une heuristique de type primal-dual ou` sont re´solus, en al-
ternance, des sous-proble`mes ne conside´rant, respectivement, que les contraintes primales
ou duales du proble`me de second niveau. Les heuristiques sont compare´es entre elles de
meˆme qu’avec les re´sultats obtenus par l’approche exacte.
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ABSTRACT
This thesis studies the integration of decision processes based on revenue management
with operations planning policies of a rail freight carrier. Services companies in this field
must face complex logistic operations such as :
– block planning and car routing,
– train routing, makeup and scheduling,
– yard management,
– locomotive assignment,
– empty car repositioning,
– crew scheduling.
Even if freight rail transportation problems have been thoroughly analyzed in the past,
they typically consider only a subset of the operations mentioned. The size and the com-
plexity of combining the identified problems have prevented the development of integrated
methodological approaches. Moreover, few researchers have tackled the challenge of pro-
posing revenue management tools for freight rail applications despite their major impact
in air transportation for instance.
First of all, we describe the current state of research for the two fields presented in
order to clearly establish the problem that will be addressed. We therefore review the
main scientific contributions and introduce the fundamental concepts that will enable us
to position ourselves in relation to recent publications.
Once the research perspectives are identified, we present some formulations describing
the proposed integration according to the chosen planning level, which could be either
operational or tactical. These help to highlight the combined management decisions rela-
ted to the development of the operating plan and those arising from tariff policies dictated
by the company. Through bilevel programming we study user behavior in response to dif-
vii
ferent pricing strategies while considering network capacity resulting from the operational
policies of the carrier.
We then suggest an analysis of the main characteristics and properties of the model
combining pricing and capacity management at the operational level. To do this, two pri-
cing policies are discussed. We also present valid inequalities that strengthen significantly
the formulation. The identified properties and inequalities are subsequently exploited for
solving the model with the Cplex optimization software. The validation of the developed
methodology is carried on a class of instances generated in order to realistically portray
the context studied.
Finally, we discuss the development of heuristic approaches for the problem by propo-
sing two families of algorithms. The first takes advantage of the relationship between the
two pricing policies stated and is based on the relaxation of constraints binding rates bet-
ween them. These are then reintroduced gradually. The procedure seeks, by this principle,
the identification of the structure of an optimal solution to the original problem. Finally,
we present a primal-dual heuristic which solves, in an alternating fashion, sub-problems
wich respectively consider the primal or dual constraints of the second level problem. The
heuristics are compared among themselves and with the results obtained by the exact
approach.
viii
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1INTRODUCTION
Depuis plusieurs anne´es, les entreprises de services re´alisent a` quel point le de´ve-
loppement et l’implantation d’outils d’analyse de leur chaˆıne logistique permettent d’e´ta-
blir un avantage concurrentiel par une meilleure gestion des ope´rations. En paralle`le,
l’aspect des revenus prend une place grandissante et il est possible de constater que la
maximisation des profits passe de plus en plus par l’inte´gration des activite´s logistiques a`
de meilleures pratiques au niveau de la gestion du revenu. Ces phe´nome`nes se retrouvent
dans plusieurs sphe`res d’activite´ telles l’hoˆtellerie, les te´le´communications de meˆme que
le transport.
Le transport ferroviaire est un secteur d’activite´ e´conomique important. En 2007,
les principales compagnies de chemin de fer nord ame´ricaines (Canada, E´tats-Unis et
Mexique) effectuant du transport de marchandises ont ge´ne´re´ des revenus d’environ 67,4
milliards de dollars ame´ricains [5].
Au Canada, les recettes d’exploitation des compagnies ferroviaires pour l’anne´e 2007
ont totalise´ 10,7 milliards de dollars canadiens dont 9,5 milliards provenant du transit
de marchandises, 624 millions des services passagers ainsi que 564 millions de´coulant
d’autres secteurs tels la location de voies et autres e´le´ments d’actifs ou encore certains
partenariats commerciaux [4]. Le transport de marchandises, principalement soutenu par
La Compagnie des chemins de fer nationaux du Canada (CN) et le Chemin de fer Canadien
Pacifique (CP), repose essentiellement sur l’acheminement de produits issus des secteurs
de l’agriculture, du charbon, des mine´raux, des produits forestiers, des me´taux, de la
machinerie lourde et automobiles, des carburants et produits chimiques, des produits du
papier, des produits alimentaires, des produits manufacture´s de meˆme que des expe´ditions
intermodales.
2L’e´volution du transport de marchandises par rail au Canada a connu, depuis une
quinzaine d’anne´es, une croissance importante. La notion de volume de travail permet de
constater le de´veloppement du marche´ desservi par les transporteurs. Cette mesure de ren-
dement est e´value´e par l’unite´ tonne-kilome`tre commerciale repre´sentant le de´placement
d’une tonne de marchandise sur une distance d’un kilome`tre. On observe donc une aug-
mentation de 21,8% du volume de travail entre 1997 et 2007, celui-ci passant de 297 a`
361,6 milliards de tonnes-kilome`tres commerciales. En paralle`le avec cette hausse du vo-
lume de travail, on note un gain de productivite´ des actifs par la re´duction du nombre de
locomotives et de wagons en service de meˆme qu’une diminution du nombre de kilome`tres
de voies en exploitation. En effet, la flotte de locomotives est passe´e de 3293 en 1998 a`
3165 en 2007 (soit une baisse de 3,9%), celle des wagons d’environ 111 000 en 1998 a` 92 000
en 2007 (soit une baisse de 17,1%) et la distance de voies exploite´es de 50 260 kilome`tres
a` 47 816 kilome`tres (soit une baisse de 4,9%) durant la meˆme pe´riode [4].
Les plus re´centes statistiques concernant le transport canadien indiquent que ce secteur
occupe une place importante dans l’e´conomie du pays. En effet, en 2006 pre`s de 5%
du produit inte´rieur brut (PIB) e´tait attribuable au transport, soit 55,5 milliards de
dollars. Le transport ferroviaire pour sa part y contribuait pour 21%. Tel que mentionne´
plus haut, le CN et le CP repre´sentent les deux principales compagnies de transport
ferroviaire de marchandises. Selon Statistique Canada, en 2007 le CN et le CP de´tenaient
respectivement 51,5% et 39,1% de toutes les recettes provenant de ce secteur d’activite´ [1].
En 2008, les produits d’exploitation marchandises du CP e´manaient de sept principaux
marche´s, soit a` 29,07% du transport intermodal, 20,15% des produits ce´re´aliers, 15,91%
des produits industriels et de consommation, 12,62% du charbon, 10,56% du soufre et des
engrais, 4,97% des produits forestiers et a` 6,72% des produits automobiles [2]. La meˆme
anne´e, le CN ge´ne´rait 20,68% de ses produits d’exploitation marchandises du secteur du
transport intermodal, 18,79% des produits forestiers, 18,09% des produits ce´re´aliers et
des engrais, 17,62% des produits pe´troliers et chimiques, 12,43% des me´taux et mine´raux,
6,14% des ve´hicules automobiles et 6,26% du charbon [3]. Le transit de ce trafic se distribue
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le commerce sur le territoire canadien ainsi que les marche´s internationaux. En 2008 au
CN par exemple, 19% des produits d’exploitation e´taient lie´s au trafic inte´rieur sur le
territoire ame´ricain, 31% au trafic transfrontalier, 24% au trafic inte´rieur canadien et 26%
au commerce outre-mer.
La gestion des activite´s intrinse`ques a` l’industrie ferroviaire repre´sente une taˆche com-
plexe. Les compagnies tentent de faire croˆıtre les revenus ge´ne´re´s en augmentant la produc-
tivite´ tout en cherchant a` re´duire les couˆts d’ope´ration. L’atteinte de ces objectifs repose
sur plusieurs facteurs. Premie`rement, il est vital d’e´tablir une profonde compre´hension
du secteur d’activite´ notamment en ce qui a trait aux caracte´ristiques fondamentales du
marche´ a` desservir de meˆme qu’aux attributs propres aux clients. Il est aussi essentiel d’ef-
fectuer une analyse pousse´e de l’environnement concurrentiel. Une bonne connaissance du
marche´ et des clients permet aux compagnies ferroviaires de de´finir des services ayant une
valeur ajoute´e par rapport a` la compe´tition e´tablie par les transporteurs du meˆme secteur
d’activite´, ainsi que par les transporteurs routiers, ae´riens et maritimes. Il s’agit donc de
de´terminer une offre de services re´pondant plus ade´quatement aux besoins de la cliente`le,
permettant ainsi un accroissement potentiel des parts de marche´. Celle-ci peut s’inscrire
dans une approche visant, par exemple, une fiabilite´ accrue au niveau du transit des mar-
chandises et s’articulant autour d’un partage plus important de l’information entre clients
et transporteur afin que ce dernier puisse re´pondre de meilleure fac¸on et plus rapidement
a` la demande. Cette spe´cialisation de l’offre de services peut avoir un impact tout aussi
important sinon supe´rieur au re´ajustement a` la baisse du prix exige´.
Nous avons pu constater plus toˆt que les activite´s des transporteurs ferroviaires se
situent dans plusieurs marche´s distincts. Cependant notons qu’une part importante des
ope´rations s’effectuent au niveau de l’expe´dition de marchandises ayant comme principales
caracte´ristiques un fort volume, une faible valeur et ne´cessitant ge´ne´ralement la mobili-
sation d’une capacite´ de transport importante pour re´aliser un transit sur de longues
4distances. Le secteur des marchandises a` forte valeur est aussi desservi par le transport
par rail. Toutefois, e´tant donne´ le couˆt potentiellement e´leve´ de stockage ou de manuten-
tion de ce type de biens, l’acheminement de ceux-ci de´pend principalement du transport
routier qui propose souvent un temps de transit plus court. Les transporteurs ferroviaires
tentent ne´anmoins de maintenir leur positionnement ou alors d’aller chercher de nou-
veaux clients sur le marche´ des produits a` forte valeur la` ou` le volume du trafic permet
un avantage concurrentiel. Cet avantage s’exprime principalement par le fait que le trans-
port de larges volumes favorise l’utilisation de trains-bloc, c’est-a`-dire un train effectuant
une navette directe entre l’origine et la destination. De plus, le transport sur de longues
distances offre un avantage aux transporteurs par rail sur le transport routier puisque
le couˆt unitaire du transit de la marchandise de´croˆıt beaucoup plus rapidement pour le
mode ferroviaire lorsque la distance augmente.
Au cours des anne´es, la concurrence entre les diffe´rentes compagnies de chemins de
fer ainsi que celle re´sultant de l’offre de services des autres modes de transport ont beau-
coup e´volue´. Notons seulement les de´re`glementations qui ont e´te´ e´tablies dans le secteur
ferroviaire et qui ont entraˆıne´ de larges restructurations. Aux E´tats-Unis par exemple, le
Staggers Rail Act de 1980 a donne´ une liberte´ sans pre´ce´dent aux entreprises ferroviaires
quant a` la fixation des tarifs tout en laissant aux politiques tarifaires des autres modes
de transport un roˆle re´gulateur plus important. Une latitude plus grande fut aussi offerte
aux entreprises en ce qui concerne l’achat et la vente d’actifs ainsi que la fusion de compa-
gnies (entre 1980 et 2002, le nombre d’entreprises ferroviaires d’importance aux E´tats-Unis
est passe´ de 40 a` 7). Les entreprises ont ainsi cherche´ a` optimiser leurs ope´rations et a`
restructurer leur re´seau afin d’accroˆıtre leur productivite´.
Les phe´nome`nes que nous venons de mentionner ont cependant engendre´ une pression
plus importante de la part des clients sur les transporteurs. La croissance de la producti-
vite´ qui a entraˆıne´ une diminution des effectifs des compagnies ferroviaires, jumele´e aux
nombreuses fusions d’entreprises, ont fait en sorte que sur certains marche´s les services
5offerts a` la cliente`le sont restreints. Dans certains secteurs, on constate donc une offre
de service qui n’arrive pas a` re´pondre a` une demande toujours croissante. Il en re´sulte
une congestion du re´seau et donc certaines de´faillances au niveau de la fiabilite´ du ser-
vice. Puisque depuis plusieurs anne´es la tendance se dirige vers des politiques de type
juste-a`-temps ou` le producteur n’est bien souvent qu’un maillon dans une chaˆıne logis-
tique complexe, il est essentiel pour les clients d’eˆtre en mesure d’obtenir un haut degre´
de fiabilite´ de la part du transporteur. Voila` pourquoi une pression accrue est mise sur
les compagnies de transport afin qu’elles ame´liorent la gestion de leurs ope´rations. Pour
plus de de´tails sur l’e´conomie du secteur ferroviaire ou du transport de marchandises, le
lecteur est invite´ a` consulter la publication de Wilson et Burton [166] de meˆme que celle
de Sedor et Caldwell [148].
Avec l’e´volution des techniques de mode´lisation et d’optimisation, plusieurs secteurs
ont renouvele´ leur fac¸on de percevoir et de planifier leurs ope´rations, permettant ainsi
a` l’entreprise de tirer profit de ces techniques par de meilleures politiques de gestion.
Cependant, la complexite´ des ope´rations ferroviaires a bien longtemps e´te´ un frein a`
l’implantation de telles me´thodologies. En effet, la gestion des ope´rations d’une entreprise
de transport par rail s’articule principalement autour de la gestion du re´seau, de son
expansion ainsi que de l’entretien de celui-ci, de la gestion de la flotte de locomotives et
de wagons tant au niveau de l’entretien que des acquisitions et ventes d’actifs, de meˆme que
de la gestion du transit des trains, des voitures de passagers et des wagons de marchandises
a` travers le re´seau, la coordination des activite´s aux diffe´rentes cours de triage ainsi que la
gestion des e´quipages. Les politiques e´tablies par la compagnie s’inscrivent dans le cadre
de prises de de´cisions de type strate´giques, tactiques et ope´rationnelles. Les de´cisions
strate´giques, caracte´rise´es par une planification a` long terme, conduisent l’entreprise vers
un positionnement sur le marche´. Par exemple, l’expansion ou la contraction du re´seau des
voies exploite´es pourront amener l’entreprise a` desservir certains marche´s en particulier,
idem lors de l’achat de wagons d’un certain type. Au niveau tactique, l’entreprise cherche, a`
court ou moyen terme, une allocation des effectifs disponibles afin d’atteindre les objectifs
6fixe´s. La de´termination de la fre´quence du service offert par le transporteur illustre ce
niveau de planification. Finalement, les de´cisions ope´rationnelles dictent la planification
courante de l’entreprise qui cherche alors a` optimiser l’utilisation des effectifs qui ont e´te´
attribue´s. Ce niveau comprend notamment la mise en place d’horaires de´taille´s prenant
en conside´ration l’ensemble des contraintes lie´es a` la planification a` court terme telle la
disponibilite´ du mate´riel roulant.
Dans la pre´sente the`se, nous nous inte´resserons plus particulie`rement aux niveaux de
de´cisions tactiques et ope´rationnels. Reprenant une hie´rarchie propose´e par des auteurs
comme Ahuja [6], les principaux proble`mes que l’on y retrouve sont :
– Les politiques de blocage et de routage des wagons : politiques re´gissant
l’e´laboration et les re`gles de classification des blocs de wagons attribue´s aux diffe´-
rentes cours de triage. Un bloc repre´sente un regroupement de wagons effectuant
un transit commun d’une origine a` une destination et ce par un ou plusieurs trains.
Cette origine (destination) peut se re´ve´ler eˆtre l’origine (destination) d’un ou de
plusieurs wagons du bloc ou ne s’ave´rer qu’un point interme´diaire. Le transit par
une cour de triage permettra la reclassification des blocs. A` sa destination, un bloc
sera de´sassemble´ et les wagons sous-jacents seront alors affecte´s a` d’autres blocs ou
achemine´s localement vers leur destination finale. La caracte´risation du routage des
wagons selon un itine´raire de blocs est aussi traite´e.
– La planification du routage, de l’habillage et des horaires des trains :
de´termination du nombre de trains ne´cessaires de meˆme que de l’itine´raire suivi par
ceux-ci. Planification de l’affectation des blocs de wagons aux diffe´rents trains (ha-
billage) ainsi que l’e´laboration, pour chaque train devant eˆtre e´tabli a` l’horaire, des
heures de de´part et d’arrive´e aux stations interme´diaires de l’origine a` la destination
selon le routage de´fini. L’horaire doit bien entendu respecter certaines contraintes
telles la capacite´ des voies emprunte´es.
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de´sassemblage de meˆme que de la classification des blocs de wagons sur les voies de
triage disponibles. La bonne gestion de ces voies de triage est vitale au traitement
rapide des wagons et a` la fiabilite´ ge´ne´rale du re´seau.
– L’affectation des locomotives : attribution des locomotives aux trains de fac¸on
a` ce que ceux-ci disposent de la force motrice ne´cessaire. Cette affectation s’effec-
tue a` partir d’une flotte potentiellement he´te´roge`ne et chaque train peut reque´rir
l’assignation d’une ou de plusieurs locomotives afin d’obtenir la puissance demande´e.
– Le repositionnement des wagons vides : l’acheminement de marchandises dans
le re´seau cre´e certains de´se´quilibres entre l’offre et la demande de wagons. Le re-
positionnement dynamique des wagons vides permet une re´ponse plus rapide a` la
demande et accroˆıt le taux d’utilisation du mate´riel roulant.
– La planification des horaires des e´quipages : affectation pour chaque train a`
l’horaire d’un e´quipage en prenant soin de respecter l’ensemble des ententes pre´vues
dans les conventions de travail des employe´s.
La taille ainsi que la complexite´ des proble`mes que nous venons de citer rend l’ide´e d’une
re´solution inte´gre´e de ceux-ci peu re´aliste. En effet, malgre´ des de´veloppements majeurs
au niveau de la mode´lisation de ce type de proble`me, des me´thodologies de re´solution et
de la puissance de calcul des ordinateurs modernes, l’approche privile´gie´e dans la majorite´
des publications demeure encore un traitement se´quentiel.
Afin d’e´tablir un plan d’ope´ration permettant d’atteindre les objectifs de profitabilite´
et de fiabilite´ du service recherche´s par l’entreprise, cette dernie`re doit eˆtre en mesure
de pouvoir compter sur de bonnes pre´visions de la demande. Ces pre´visions permettront,
par exemple, l’analyse du type de marchandise devant transiter dans le re´seau un jour
donne´ ainsi que l’e´valuation du volume du chargement et des principales caracte´ristiques
du service devant eˆtre rendu pour chaque paire origine-destination. Ces pre´visions sont
8primordiales et auront un impact majeur sur l’e´laboration du plan d’ope´ration qui peut
eˆtre obtenu en privile´giant la re´solution se´quentielle pre´sente´e a` la figure 1.
Prévision de la demande
Horaire des équipages Repositionnement de wagons vides Opérations des cours de triage Affectation des locomotives
Routage, habillage et horaire des trains
Politiques de blocage et de routage des wagons
Figure 1 – E´laboration du plan d’ope´ration
La saine gestion d’une entreprise de transport par rail n’est cependant pas uniquement
tributaire de la mise en place d’un plan d’ope´ration ade´quat. Celle-ci re´sulte aussi des
politiques de gestion du revenu privile´gie´es. De plus, les fortes pressions de´coulant de la
compe´tition entre les transporteurs incitent ces derniers a` favoriser une gestion globale de
leurs activite´s afin d’accroˆıtre leur rentabilite´. Ainsi, en paralle`le avec le de´veloppement
d’outils performants permettant une meilleure gestion des ope´rations, les entreprises de
services recherchent de plus en plus a` inte´grer la gestion du revenu a` leur syste`me d’aide
a` la de´cision. Le domaine ae´rien repre´sente fort probablement le plus bel exemple de cette
adaptation. Il est pratiquement impossible d’imaginer de nos jours qu’une entreprise de
ce secteur d’activite´ puisse espe´rer eˆtre profitable sans avoir un syste`me de gestion du
revenu performant. Comme le mettent en lumie`re Talluri et van Ryzin [157], ce domaine
s’inte´resse a` la gestion de la demande et aux diffe´rents processus ne´cessaires a` la mise
en place de cette dernie`re afin d’engendrer une croissance des revenus. La gestion du
revenu peut donc eˆtre traite´e selon plusieurs angles selon que l’outil de controˆle ou de
re´gulation de la demande privile´gie´ soit l’affectation de la capacite´ ou encore le prix exige´.
De plus, les circonstances propices a` l’implantation de tels syste`mes sont varie´es. On note
dans le domaine ferroviaire une he´te´roge´ne´ite´ des caracte´ristiques de´finissant les attentes
9des clients. En effet, certains optent pour un service rapide et fiable offrant la capacite´
ne´cessaire au moment de´sire´. D’autres s’ave`rent moins sensibles a` certains attributs du
service telle la dure´e du transit mais accordent une plus grande importance a` la structure
tarifaire propose´e. Ces derniers pencheront potentiellement pour un service comportant
une dure´e de transit plus importante ou pour lequel la fiabilite´ est moindre en contrepartie
d’un tarif re´duit. Une segmentation de la cliente`le peut ainsi eˆtre e´tablie a` ce niveau. Il
en est de meˆme en ce qui a trait aux types de marchandises transporte´es.
Le transport par rail se distingue des autres modes de transport par une flexibilite´
plus importante de la capacite´. Cependant, certaines tendances au cours des dernie`res
anne´es limitent cette flexibilite´ a` s’ajuster aux variations de la demande. Traditionnelle-
ment oriente´e vers une gestion des activite´s base´e sur le volume, c’est-a`-dire ou` les trains
effectuent leur itine´raire e´tabli seulement si le chargement est suffisant, la majeure partie
des chemins de fer ont effectue´ un virage vers une gestion a` horaires fixes. Il en re´sulte une
fiabilite´ accrue aupre`s de la cliente`le mais cette politique de gestion contraint le transpor-
teur a` sacrifier de la capacite´ motrice meˆme si, lors du de´part, celle-ci est sous-utilise´e.
De fac¸on similaire, plusieurs ententes contractuelles engagent la compagnie ferroviaire a`
garantir une capacite´ de transport sans, en contrepartie, avoir la certitude que la demande
se concre´tisera.
Les e´le´ments de´crits pre´ce´demment permettent de constater que ce secteur d’activite´
est favorable a` l’implantation de syste`mes d’aide a` la de´cision conside´rant de fac¸on simul-
tane´e les politiques ope´rationnelles et tarifaires. Tant au niveau de ne´gociations contrac-
tuelles que lors d’ententes a` la pie`ce ou de courte dure´e avec une cliente`le reque´rant une
plus faible capacite´ de transport, une analyse inte´gre´e de la planification des ope´rations et
de la gestion du revenu apparaˆıt comme une avenue incontournable. La segmentation du
marche´ selon les caracte´ristiques intrinse`ques aux marchandises transporte´es ainsi qu’aux
attributs lie´s a` la qualite´ et la fiabilite´ du service exige´ par les clients porte a` la conclusion
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qu’une structure tarifaire adapte´e peut eˆtre e´tablie offrant a` l’entreprise ferroviaire une
potentielle croissance des profits.
Cette the`se propose donc certains axes de recherche visant une analyse combine´e des
politiques tarifaires et ope´rationnelles dans le secteur du transport ferroviaire. Au premier
chapitre nous pre´sentons une revue de la litte´rature qui permettra de bien circonscrire le
domaine d’e´tude et de mettre en lumie`re les principaux de´fis de l’inte´gration vise´e. Les
deux the`mes centraux aborde´s sont bien entendu la gestion des ope´rations inhe´rentes au
transport par rail et la gestion du revenu. Puisque ce dernier sujet a e´te´ peu traite´ dans
le domaine du transport ferroviaire de marchandises, nous ferons un survol des principes
fondamentaux de la gestion du revenu et e´tablirons certains constats propres au rail. Le
deuxie`me chapitre pre´sente une premie`re contribution en posant les bases de l’analyse pro-
pose´e et ce en faisant ressortir les ide´es de mode´lisation sur lesquelles se fondent la suite de
la the`se. L’inte´gration des deux pans de recherche e´tudie´s est e´videmment l’objectif cible´
qui s’exprime par la formulation de mode`les base´s sur la programmation mathe´matique
a` deux niveaux. Les de´cisions lie´es aux niveaux de planification ope´rationnel et tactique
sont conside´re´es a` cet effet. Le troisie`me chapitre propose une seconde contribution par
l’e´tude des principales caracte´ristiques et proprie´te´s de la mode´lisation pre´sente´e. Celles-
ci seront de´taille´es par l’analyse de deux politiques tarifaires ainsi que d’une variante de
la mode´lisation axe´e sur le choix du transporteur. Une approche exacte est par la suite
de´veloppe´e. Cette dernie`re s’appuie sur une reformulation du mode`le selon ses conditions
primales et duales. Une analyse de bornes valides de type grandsM est de´crite et quelques
exemples sont pre´sente´s afin d’illustrer certaines proprie´te´s. Des ine´galite´s valides propres
au proble`me sont aussi propose´es afin de permettre une re´solution plus efficace. Enfin
le quatrie`me chapitre de´crit quelques heuristiques pour le proble`me traite´. Deux classes
d’algorithmes sont expose´es. Premie`rement, des heuristiques par relaxation tarifaire ti-
rant parti de la relaxation de contraintes lie´es a` l’aspect conjoint des tarifs sur diffe´rents
itine´raires sont pre´sente´es. Une troisie`me contribution de´coule de l’e´tude de cette famille
d’heuristiques base´es sur l’espace des tarifs. Finalement, un algorithme de type primal-dual
11
est de´veloppe´. L’ensemble des me´thodologies sont valide´es et compare´es sur des instances
dont les principaux attributs, issus du transport ferroviaire, sont aussi de´crits.
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CHAPITRE 1 : REVUE DE LA LITTE´RATURE
Le pre´sent chapitre propose une revue de la litte´rature recensant les contributions
les plus importantes afin de bien camper les ide´es qui seront de´veloppe´es dans les pro-
chains chapitres. Cette revue comporte deux principales sections traitant de la gestion des
ope´rations dans le secteur ferroviaire ainsi que de la gestion du revenu. Chaque section
permettra d’illustrer les enjeux que les proble`mes e´mergeant de ces deux types de gestion
posent, ainsi que les mode´lisations et me´thodologies propose´es afin de les re´soudre.
1.1 Gestion des ope´rations ferroviaires
Tel que nous l’avons pre´sente´ au chapitre pre´ce´dent, l’application de l’optimisation
dans la gestion des ope´rations des transporteurs de marchandises par rail se retrouve
principalement dans l’e´tude des politiques de blocage et de routage des wagons, dans
la planification du routage, de l’habillage et des horaires des trains, dans la gestion des
ope´rations des cours de triage, l’affectation des locomotives, le repositionnement des wa-
gons vides et enfin la planification des horaires des e´quipages. Chacun de ces proble`mes
est couvert par une vaste litte´rature. Nous proposons dans cette premie`re section une
analyse des principales publications sur chaque proble`me afin de bien saisir l’e´tat de la
recherche des re´centes anne´es. Nous ne traiterons cependant pas du proble`me d’horaire
des e´quipages car ce dernier ne fera pas partie de la recherche qui suivra. Plusieurs auteurs
proposent un recensement des principales approches de mode´lisation et de re´solution trai-
tant de l’optimisation dans le domaine ferroviaire. Assad [14][15] fut l’un des premiers a`
offrir une telle analyse. Notons aussi les contributions de Haghani [81], Cordeau, Toth et
Vigo [51] de meˆme que Newman, Nozick et Yano [130]. Le lecteur inte´resse´ par la gestion
d’e´quipages est re´fe´re´ a` l’article de Ernst et al. [65], a` ceux de Caprara et al. [38][39][36] de
13
meˆme qu’a` celui de Ahuja, Cunha et S¸ahin [7]. L’emphase sera mise ici sur le transport de
marchandises. Nous pourrons cependant effectuer quelques incursions dans le domaine du
transport de passagers lorsqu’une publication offrira une approche novatrice dont une ou
plusieurs ide´es sous-jacentes pourraient eˆtre utiles dans le cadre de recherches en transport
de marchandises. Pour une revue de´taille´e de me´thodologies de recherche ope´rationnelle
en transport de passagers, le lecteur est re´fe´re´ a` l’article de Huisman et al. [91].
1.1.1 Politiques de blocage et de routage des wagons
Le traitement et la classification de wagons repre´sentent une part importante du temps
total de transit de la marchandise. Ireland et al. [94] affirment qu’il n’est pas inhabituel
qu’au-dela` de 50% du temps de transit soit tributaire de ces activite´s. Des de´lais im-
portants ainsi qu’une faible fiabilite´ du service peuvent donc en de´couler. Il s’ave`re par
conse´quent essentiel d’effectuer une analyse des politiques de blocage et de routage afin
de permettre une re´duction significative de la manutention. Le plan de blocage de´crit les
politiques de classification par le choix des blocs a` conside´rer a` chaque cour de triage.
Rappelons qu’un bloc caracte´rise un ensemble de wagons effectuant un transit commun
entre une origine et une destination. Enfin, le routage des wagons de´finit l’acheminement
de ces derniers selon les politiques de blocage e´tablies.
Des approches de niveau tactique sont propose´es par Bodin et al. [25] de meˆme que
par Van Dyke [163][164]. La minimisation des couˆts d’ope´ration de´coulant des politiques
adopte´es repre´sente l’objectif principal recherche´. Bodin et al. [25] inte`grent aussi la mi-
nimisation des couˆts encourus par les de´lais de transport. Un mode`le de programmation
dynamique visant la minimisation des ope´rations de classification au niveau ope´rationnel
est e´galement de´veloppe´ par Assad [16].
Newton, Barnhart et Vance [133] proposent une formulation du proble`me de blocage
comme un mode`le de conception de re´seau. Un programme line´aire en variables mixtes
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est de´veloppe´ ou` le re´seau sous-jacent se compose d’arcs repre´sentant les blocs qui seront
potentiellement se´lectionne´s. Des contraintes limitant le nombre de blocs ayant comme
origine une cour de triage donne´e ainsi que le nombre de wagons pouvant eˆtre traite´s
a` chacune d’entre elles sont conside´re´es. De plus, les auteurs prennent en conside´ration
certaines contraintes traitant notamment de re`gles en ce qui a trait a` la priorite´ du transit
de certains produits ainsi qu’a` la limitation de la distance totale du transit. L’objectif
privile´gie´ est la minimisation du nombre de traitements des blocs par les cours de triage
afin de re´duire le temps total de transport de meˆme que la congestion globale du re´seau. La
me´thodologie de re´solution repose sur un algorithme de ge´ne´ration de colonnes exe´cute´ a`
l’inte´rieur d’une proce´dure de se´paration et d’e´valuation progressive (branch-and-bound).
Les colonnes ge´ne´re´es proviennent de la re´solution, pour chaque produit, d’un proble`me
de plus court chemin dans un re´seau permettant la repre´sentation des diffe´rents chemins
de blocs que peut emprunter le produit en question (re´seau de blocage). Des tests sont
effectue´s sur des donne´es de la compagnie ferroviaire CSX Transportation. Les auteurs
rapportent une diminution de 15% du nombre de traitements des blocs comparativement
a` la situation courante de l’entreprise. Cependant, une ame´lioration de l’ordre de quatre a`
cinq pour cent est plus re´aliste selon la compagnie puisque certaines modifications devront
eˆtre apporte´es a` la me´thodologie propose´e.
Kwon [112] et Kwon, Martland et Sussman [113] s’inte´ressent a` l’aspect he´te´roge`ne
de la qualite´ de service exige´e par les diffe´rents marche´s desservis par une compagnie
ferroviaire. Kwon [112] pre´sente l’analyse de simulations permettant d’identifier certaines
tendances du comportement de syste`mes ferroviaires. Kwon, Martland et Sussman [113]
proposent un mode`le permettant d’e´tablir l’horaire et le transit des wagons tout en
conside´rant les caracte´ristiques de temps de service re´clame´es par les clients. A` cette
fin, une feneˆtre de temps de´limitant la plage de service acceptable est de´finie pour chaque
client. Un re´seau espace-temps est construit selon l’horaire des trains de´fini et ou` sont
repre´sente´s les blocs e´tablis permettant le de´placement du flot des wagons. Le proble`me
est formule´ comme un proble`me de flot multiproduits base´ sur les chemins possibles dans
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le re´seau. Le mode`le impose des pe´nalite´s pour l’arrive´e tardive des chargements. De plus,
le flot est contraint a` respecter la capacite´ des trains mais aucune contrainte directe n’est
impose´e sur la taille des blocs ou encore sur la capacite´ de traitement des wagons aux
diffe´rents terminaux. Les auteurs privile´gient une approche par ge´ne´ration de colonnes
ou` le sous-proble`me est un proble`me de plus court chemin. La me´thodologie est valide´e
sur un re´seau hypothe´tique comprenant 12 terminaux, 16 trains ayant chacun un horaire
spe´cifique, 59 blocs et 56 segments de marche´ partage´s en deux classes de service. Huit
sce´narios obtenus par la variation du ratio des classes de service sont analyse´s.
Une mode´lisation similaire a` celle de Newton, Barnhart et Vance [133] est pre´sente´e
par Barnhart, Jin et Vance [18]. La principale distinction se situe au niveau de la me´thodo-
logie. On retrouve ici une re´solution heuristique par relaxation lagrangienne permettant
l’obtention de meilleures bornes infe´rieures que la relaxation line´aire. Une autre force de
cette approche se fonde sur la possibilite´ qu’offre la relaxation lagragienne du mode`le
de de´composer la re´solution de ce dernier en deux sous-proble`mes pouvant eˆtre traite´s
se´pare´ment, re´duisant ainsi la complexite´ globale. En effet, le proble`me devient se´parable
en variables de flot d’une part et en variables de conception d’autre part. Le premier sous-
proble`me, ayant une structure de proble`me de flot multiproduits, est re´solu par ge´ne´ration
de colonnes. Le second est transforme´ le´ge`rement en lui ajoutant certaines ine´galite´s va-
lides afin d’ame´liorer la valeur de la borne infe´rieure obtenue. La re´solution s’effectue
avec un algorithme de se´paration et coupes (branch-and-cut) e´tant donne´ le nombre e´leve´
d’ine´galite´s pouvant eˆtre conside´re´es initialement. La mise a` jour des multiplicateurs s’ef-
fectue par une me´thode de sous-gradient. Afin de de´buter la re´solution avec des multipli-
cateurs engendrant une borne infe´rieure inte´ressante, et ce afin d’accroˆıtre la vitesse de
convergence, une approche d’ascension duale (dual ascent) est utilise´e. L’algorithme est
teste´ sur des instances re´elles. Les re´sultats obtenus montrent une re´duction du nombre
de classifications de 10%.
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Ahuja, Jha et Liu [8] de meˆme que Ahuja, Cunha et S¸ahin [7] pre´sentent une ap-
proche heuristique base´e sur la recherche a` large voisinage (very large-scale neighborhood
search). Les auteurs de´veloppent une mode´lisation par programmation line´aire en variables
mixtes ayant comme objectif la minimisation des couˆts de transport et de classification. Le
mode`le comprend des contraintes limitant le nombre de blocs pouvant eˆtre construit a` une
cour donne´e, garantissant le respect de la capacite´ de chaque bloc ainsi que restreignant
le nombre de wagons transitant par une cour. Seul le premier ensemble de contraintes
sera traite´ lors de la re´solution. Le respect des deux derniers ensembles de contraintes
sera assure´ par une phase ou` les contraintes viole´es sont pe´nalise´es et un certain nombre
d’ite´rations de l’algorithme sont exe´cute´es. La me´thodologie de recherche a` large voisinage
applique´e au proble`me de blocage se compose de la mise en place d’une solution initiale
suivie par un processus cyclant sur les nœuds du re´seau. A` chaque ite´ration sur un nœud,
les blocs e´tablis sont retire´s et, par un crite`re de gain maximum, une nouvelle se´lection
des blocs a` ce nœud est de´finie. Suite au retrait ou a` la se´lection d’un bloc, le flot est
re´affecte´ afin d’e´valuer l’impact de´coulant de ces transformations. Les auteurs pre´sentent
plusieurs variantes pouvant eˆtre traite´es par la me´thodologie propose´e. Sur des instances
re´elles provenant de trois transporteurs ferroviaires ame´ricains, les auteurs rapportent des
ame´liorations potentielles oscillant entre 20% et 40% au niveau des gains de reclassification
et jusqu’a` 5,2% en ce qui a trait a` la distance moyenne parcourue par un wagon.
Lu¨bbecke et Zimmermann [120] de´crivent la mode´lisation d’un proble`me inte´grant cer-
tains aspects lie´s au repositionnement de wagons vides, aux politiques de blocage ainsi
qu’a` la gestion des mouvements de wagons dans une cour de triage. Le but vise´ est
de de´terminer une allocation optimale de wagons de plusieurs types a` la demande de
meˆme que le regroupement de ceux-ci selon une structure de blocs. Les auteurs proposent
une de´composition du proble`me en deux sous-proble`mes, de´terminant d’une part la dis-
tribution des wagons entre diffe´rentes re´gions et, d’autre part, l’allocation des wagons
selon la distribution e´tablie. Le premier sous-proble`me est traite´ comme un proble`me
de transport avec la possibilite´ de location de mate´riel roulant advenant une pe´nurie de
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wagons. L’objectif recherche´ est la minimisation de la distance totale requise permet-
tant l’assignation des wagons aux requeˆtes. La re´solution du deuxie`me sous-proble`me
vise la de´termination de l’allocation des types de wagons, selon leur distribution, sur les
voies de triage appartenant a` une re´gion donne´e. Quelques strate´gies heuristiques glou-
tonnes sont pre´sente´es afin d’e´tablir cette se´lection. Un programme en variables mixtes
est subse´quemment pre´sente´. Celui-ci conside`re le regroupement de wagons du meˆme type
sur les voies. Les wagons ayant une meˆme origine et destination sont traite´s a` l’inte´rieur
d’un seul bloc. Finalement un mode`le inte´gre´ est de´veloppe´ ou` les deux sous-proble`mes
sont analyse´s simultane´ment. Quelques extensions sont propose´es, notamment l’analyse
de bornes infe´rieures aux mode`les pre´sente´s permet l’e´valutation du rejet de certaines
requeˆtes. Les auteurs sugge`rent de plus l’ajout de contraintes associe´es a` la capacite´ de
la flotte de locomotives ou encore une ge´ne´ralisation de leurs mode`les statiques dans un
cadre ou` une repre´sentation dynamique du proble`me a` l’aide d’un re´seau espace-temps
est privile´gie´e. Des tests sont effectue´s sur des instances re´elles de meˆme que sur quelques
variantes de celles-ci. Les instances comportent 683 voies, 168 terminaux, 42 re´gions de
meˆme qu’environ 1500 wagons de 126 types. Les mode`les sont re´solus avec le logiciel
d’optimisation Cplex.
1.1.2 Routage, habillage et horaire des trains
Cette classe de proble`mes traite notamment de l’identification, pour chacun des trains,
de l’origine, de la destination, de l’itine´raire emprunte´ ainsi que des heures de de´part et
d’arrive´e aux diffe´rentes cours visite´es. L’affectation des blocs aux trains, aussi appele´
habillage, est e´galement conside´re´e. Les de´cisions concernant le routage et l’habillage sont
typiquement traite´es de fac¸on simultane´e afin de permettre l’analyse combine´e de l’effet de
ces politiques sur la gestion globale du re´seau. L’e´tude de l’affectation des horaires reveˆt
aussi une importance primordiale tant au niveau de la fiabilite´ du service consenti qu’en
ce qui a trait aux politiques de se´curite´ ne´cessaires au bon fonctionnement du syste`me.
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Routage et habillage
Dans un algorithme base´ sur les re´seaux de neurones, Martinelli et Teng [126] de´ve-
loppent une approche de re´solution pour un proble`me d’habillage de trains. Un mode`le
mathe´matique en variables binaires dictant l’affectation d’itine´raires pre´de´termine´s a`
chaque classe de demande a` desservir est expose´. Les auteurs visent la minimisation
du temps passe´ par les wagons dans le syste`me. Cet objectif se compose du temps de
transport de meˆme que du temps de´coulant des ope´rations aux diverses stations. Un
re´seau de neurones a` propagation arrie`re est e´tabli pour un re´seau ferroviaire comportant
30 couples origine-destination et 44 trains, engendrant 108 combinaisons demande-train.
L’e´valuation du calibrage s’effectue selon plusieurs crite`res comme par exemple la conser-
vation de flot aux diffe´rentes cours ou encore un chargement minimal des trains. Sur un
ensemble d’instances d’entraˆınement, une cohe´rence est recherche´e entre les solutions ob-
tenues par le re´seau de neurones et celles pre´vues. Les auteurs rapportent avoir obtenu de
bons re´sultats malgre´ un temps important imparti au calibrage des parame`tres du re´seau.
Fukasawa et al. [72] de´veloppent un mode`le de flot multiproduits avec contraintes
d’inte´grite´ visant a` repre´senter, dans un re´seau espace-temps, le transit de wagons vides,
les e´tapes de chargement et de´chargement de ceux-ci de meˆme que l’habillage et le
de´shabillage des trains. Le mode`le tient compte de la capacite´ des trains a` l’horaire ainsi
que celle des diffe´rentes cours de triage et d’entreposage. Les produits sont repre´sente´s par
chaque type de wagon de meˆme que par chaque type de wagon transportant une demande
qui peut lui eˆtre affecte´e. L’objectif recherche´ est la maximisation du profit provenant du
transport de wagons dans le re´seau afin de satisfaire la demande. Dans le but de re´soudre
ce mode`le de fac¸on exacte, les auteurs effectuent certains pre´traitements afin de re´duire
la taille de celui-ci sans compromettre toutefois le niveau de pre´cision de la mode´lisation
propose´e. Des temps de calcul raisonnables ne de´passant pas 5 heures sont rapporte´s sur
des instances re´elles comportant approximativement 160 cours de triage et d’entreposage,
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400 demandes, 1700 segments de marche´, 550 produits et un horizon de planification
d’environ sept jours.
Jha, Ahuja et S¸ahin [95] proposent deux formulations du proble`me base´es sur une
repre´sentation de l’habillage comme un proble`me de flot multiproduits de´fini sur un re´seau
espace-temps. Ce dernier repre´sente les nœuds de de´part et d’arrive´e des trains ainsi qu’un
ensemble de sommets lie´s a` la de´finition les interconnexions permettant le transfert de
blocs. Les auteurs ne traitent cependant le proble`me que sur un horizon de planification
d’une journe´e. Ces derniers supposent donc que les trains transitent de fac¸on quotidienne
et que les blocs sont construits a` chaque jour. La premie`re formulation expose´e repose sur
une mode´lisation par arcs. Toutefois, la taille du mode`le re´sultant ainsi que la difficulte´
d’inclure certaines contraintes ope´rationnelles ame`nent les auteurs a` proposer une formu-
lation par chemins. Une proce´dure d’e´nume´ration des chemins est par la suite e´tablie.
Pour permettre une gestion de la taille du proble`me a` re´soudre, un nombre limite´ de che-
mins sont e´nume´re´s. A` cette fin, les auteurs pre´sentent deux algorithmes spe´cialise´s base´s
sur la de´termination de plus courts chemins dans un graphe. Les contraintes inte´gre´es
dans ces algorithmes de´coulent de certains crite`res souvent privile´gie´s par les entreprises
ferroviaires tels le fait de favoriser les itine´raires compose´s d’un nombre restreint de trains
ou encore pour lesquels une distance ou une dure´e maximale est respecte´e. Le mode`le par
chemins est re´solu de fac¸on exacte avec le logiciel Cplex, de meˆme qu’avec une heuris-
tique base´e sur une relaxation lagrangienne ainsi que par une heuristique gloutonne. Sur
des donne´es re´elles, les trois approches permettent une re´solution rapide du proble`me.
L’heuristique par relaxation lagrangienne semble cependant plus performante.
Dans un contexte de transport de passagers, Zwaneveld, Kroon et Hoesel [175] pre´-
sentent une formulation ainsi qu’une me´thodologie de re´solution pour un proble`me visant
la de´termination de l’itine´raire a` suivre par les trains devant transiter par une station.
L’article fait suite a` la publication de Zwaneveld et al. [174] et est comple´mentaire a` celle
de Kroon, Romeijn et Zwaneveld [110] ou` une e´tude de complexite´ de quelques variantes de
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ce proble`me est traite´e. Conside´rant l’horaire pre´e´tabli des de´parts et arrive´es des trains a`
une station donne´e, l’objectif recherche´ repose sur l’affectation d’un itine´raire a` un nombre
maximal de trains. Cette assignation doit minimiser le nombre de manœuvres de chan-
gement de voies et de stationnement tout en maximisant certains crite`res de pre´fe´rence
au niveau de l’itine´raire a` emprunter. Un mode`le de programmation line´aire en variables
entie`res est de´veloppe´ et reformule´ comme un proble`me de type node packing ponde´re´.
Celui-ci est re´solu par une me´thode de se´paration et coupes tirant partie de l’ajout de
quelques classes d’ine´galite´s valides. Des techniques de pre´traitement de´veloppe´es par les
auteurs et e´tablissant des relations de dominance entre les nœuds du graphe permettent
de re´duire la taille du proble`me d’environ 90% en moyenne. Une heuristique gloutonne
applique´e a` la solution de la relaxation line´aire assure l’identification de solutions admis-
sibles aux diffe´rents nœuds de l’arbre de branchement. Des temps de calcul d’environ une
minute pour les stations de plus grande taille sont rapporte´s par les gestionnaires d’une
entreprise ferroviaire hollandaise suite a` l’implantation de la me´thodologie propose´e.
Une proble´matique similaire est e´tudie´e par Carey et Carville [40]. Une approche
heuristique est privile´gie´e. L’algorithme analyse l’affectation d’horaires et d’itine´raires a`
chaque train et ce de fac¸on cyclique sur l’ensemble des trains devant eˆtre conside´re´s. Suite
a` l’e´valuation des conflits de´coulant de l’assignation choisie, un ajustement des horaires
est effectue´. La processus cycle ainsi jusqu’a` ce qu’une plage horaire soit de´termine´e pour
chaque train. L’approche permet la prise en compte de structures de couˆts ope´rationnels
plus complexes de meˆme que certaines politiques de´cisionnelles difficiles a` traiter mathe´ma-
tiquement.
Lingaya et al. [117] tentent de re´soudre un proble`me d’affectation de wagons pour le
transport de passagers. E´tant donne´ l’horaire des trains e´tabli sur un horizon fini de meˆme
que la demande devant eˆtre desservie durant cette pe´riode, l’objectif est de de´terminer
des cycles de wagons compatibles respectant les contraintes ope´rationnelles et maximisant
le profit espe´re´. Les contraintes traite´es conside`rent l’entretien pe´riodique et le temps
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ne´cessaire au retrait, a` l’ajout ou a` la permutation de wagons. La de´finition d’un re´seau
espace-temps permet la repre´sentation de cycles de wagons respectant les contraintes
ope´rationnelles mentionne´es ainsi que certaines conditions intitiales et finales sur l’horizon
de planification concernant l’e´tat des wagons. Des contraintes ope´rationnelles dictant le
respect de la demande et la puissance de traction requise sont pre´sentes. La me´thodologie
se base sur la de´termination de cycles de wagons par une proce´dure de ge´ne´ration de
colonnes incluse a` l’inte´rieur d’une heuristique de se´paration et d’e´valuation progressive.
La solution ainsi obtenue permet l’application d’un algorithme ge´ne´rant l’ensemble des
se´quences de positionnement des wagons. Les auteurs discutent de plusieurs extensions
dont notamment le fait de traiter de multiples classes de service, l’ajout d’une capacite´
au niveau du nombre de wagons disponibles a` chaque jour, de caracte´riser le temps requis
entre deux passages a` l’entretien base´ sur la distance parcourue ainsi que la re´orientation
des wagons et l’utilisation de plusieurs locomotives sur un meˆme train. L’heuristique est
valide´e sur 140 instances re´sultant de deux sce´narios provenant de la compagnie VIA Rail
Canada.
Ahuja, Cunha et S¸ahin [7] privile´gient un mode`le de flot multiproduits (chaque train
repre´sentant un produit) afin de de´terminer l’itine´raire attribue´ aux diffe´rents trains de
meˆme que l’affectation des blocs a` ces derniers. Les aspects lie´s a` l’horaire de trains sont
donc mis de coˆte´ dans une premie`re e´tape. Les auteurs supposent que les trains effectuent
un itine´raire chaque jour de la semaine. La formulation en nombres entiers de´coulant
de la repre´sentation re´seau comporte un objectif visant la minimisation des couˆts fixes
d’utilisation des trains ainsi que ceux re´sultant du transit et du transfert des blocs. Au
niveau des contraintes, on retrouve une limitation du nombre de trains arrivant ou quittant
une station donne´e. Ceci assure un achalandage maximal sur les segments du re´seau et
garantit, pour chacun des trains, un certain niveau de chargement. Une approche en deux
phases est de´veloppe´e afin de re´soudre le proble`me. Premie`rement, l’origine, la destination,
la route et l’habillage sont e´value´s pour chaque train. Cette phase se compose de deux
proce´dures heuristiques effectuant successivement la construction d’une solution initiale et
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l’ame´lioration de celle-ci par le retrait de trains et la re´affectation des blocs. La deuxie`me
phase de´termine la fre´quence et l’horaire. Cette phase comporte trois e´tapes. La premie`re
identifie un horaire initial. En deuxie`me lieu la fre´quence des trains est analyse´e. Enfin,
l’horaire est optimise´ a` nouveau en reconside´rant l’habillage e´tabli pre´alablement. De
potentielles ame´liorations aux activite´s ope´rationnelles de la compagnie Norfolk Southern
sont rapporte´es suite a` la comparaison de l’algorithme pre´sente´ avec les solutions adopte´es
par l’entreprise.
Horaire des trains
Le proble`me d’horaire des trains est traite´ de fac¸on importante dans la litte´rature.
Des mode`les tactiques sont propose´s notamment par Jovanov´ıc et Harker [99] dans un
contexte ou` les temps de transit sont incertains et la vitesse des trains est fixe, ou encore
par Kraay, Harker et Chen [104] qui, contrairement au cas pre´ce´dent, conside`rent des
vitesses variables. Au niveau ope´rationnel, notons les travaux de Carey et Lockwood [41]
visant la de´termination d’un horaire s’e´cartant le moins possible d’un horaire ide´al e´tabli
de meˆme que ceux de Higgins, Kozan et Ferreira [88] proposant, dans un contexte ou` des
vitesses variables sont analyse´es, une e´tude visant la minimisation des de´lais et des couˆts
d’ope´rations de´coulant des politiques d’horaire privil´egie´es.
Cai, Goh et Mees [34] reprennent les ide´es de´veloppe´es par Cai et Goh [33] et ge´ne´ra-
lisent celles-ci en proposant une heuristique gloutonne de´terminant l’horaire de trains sur
un segment de voies ferre´es. La formulation du proble`me conside`re la capacite´ des stations
du re´seau auxquelles doivent avoir lieu les de´passements. De plus, des contraintes imposent
le respect de la capacite´ de transit sur le segment, garantissent la pre´sence de certaines
paires de trains a` une station donne´e et selon un horaire e´tabli afin de faciliter le transfert
de passagers ou de marchandises, et interdisent le trafic sur certaines sections durant une
pe´riode de temps prescrite. L’objectif poursuivi est la minimisation des couˆts associe´s aux
temps d’arreˆt et d’attente. A` partir d’un e´tat initial de´termine´ a` l’aide d’une premie`re
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phase algorithmique, l’heuristique tente de prolonger, de fac¸on successive, l’itine´raire des
trains jusqu’a` ce qu’un conflit survienne. L’horaire est alors re´vise´ de sorte qu’un train
en conflit, celui engendrant le couˆt le plus faible, effectue un arreˆt prolonge´ a` une station
visite´e ante´rieurement. Le processus cycle ainsi jusqu’a` ce que chaque train atteigne sa
destination.
Une approche de re´solution du proble`me d’horaire par relaxation lagrangienne est
expose´e par Bra¨nnlund et al. [28]. Une mode´lisation par programmation en nombres en-
tiers est de´veloppe´e visant la maximisation des profits de´coulant de l’horaire attribue´ a`
diffe´rents services (transport de passagers, de marchandises, etc.) tout en garantissant
qu’a` chaque pe´riode de temps aucun conflit d’horaire n’aura lieu. Lors de la re´solution,
ces contraintes de conflit sont dualise´es. Il en re´sulte un proble`me relaxe´ se´parable en
un sous-proble`me par train correspondant a` un proble`me de plus court chemin dans un
re´seau espace-temps. Une heuristique base´e sur l’e´laboration de priorite´s entre les trains
permet l’identification de solutions admissibles. Quatre approches d’ajustement des multi-
plicateurs sont teste´es lors de la re´solution du proble`me dual lagrangien. Sur des intances
de´finies sur un segment a` une voie comportant 17 stations et entre 26 et 30 trains, les
auteurs obtiennent des re´sultats a` moins de 4% de la valeur optimale. De plus, quelques ex-
tensions sont propose´es telles l’analyse d’un re´seau de voies simples ou encore l’affectation
de plus d’un itine´raire pour certains trains. No˜u [136] pre´sente une e´tude comple´mentaire
traitant la ge´ne´ration de solutions admissibles afin d’ame´liorer la performance de l’ap-
proche par relaxation lagrangienne de Bra¨nnlund et al. [28].
S¸ahin [146] pre´sente une analyse du controˆle du trafic ferroviaire dans le contexte
d’un chemin de fer a` voies simples. L’auteur s’inte´resse a` la mode´lisation du processus
de´cisionnel adopte´ par les planificateurs lors de conflits d’horaire. Le comportement du
planificateur est traite´ a` l’aide d’une fonction d’utilite´ de´crivant une somme ponde´re´e
de plusieurs crite`res de de´cision. Un programme line´aire est par la suite employe´ afin de
de´terminer l’ensemble des ponde´rations permettant de simuler la re´action du gestionnaire.
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Une heuristique est alors de´veloppe´e permettant d’e´valuer et de de´terminer les modifica-
tions a` apporter a` l’horaire de fac¸on a` minimiser l’ensemble des retards et des de´lais.
Celle-ci est compare´e a` la re´solution exacte d’une formulation du proble`me comme un
programme mathe´matique en variables mixtes ainsi qu’aux solutions propose´es par le
planificateur. Sur 35 instances de taille varie´e et selon trois crite`res d’e´valuation (de´lais
encourus, temps d’attente et temps de calcul), l’auteur affirme que l’heuristique propose´e
se comporte de fac¸on similaire a` la me´thode exacte au niveau de la qualite´ des solutions
identifie´es mais ne ne´cessite en moyenne que 0,72% du temps de calcul. De plus, l’algo-
rithme surpasse l’analyse effectue´e par les gestionnaires en de´terminant des solutions de
meilleure qualite´ tant en ce qui a trait aux de´lais qu’aux temps d’attente.
Un mode`le stochastique permettant l’analyse du de´lai des transits de trains voyageant
sur un segment de voies ferre´es, dans une meˆme direction mais selon des vitesses distinctes
est pre´sente´ par Huisman et Boucherie [92]. Celui-ci s’apparente a` un mode`le de files
d’attente a` serveur infini avec rese´quencement. L’approche permet l’e´tude de la capacite´
du re´seau sur un horizon de planification a` long terme (de´termination de l’offre de service et
de la fre´quence) ou encore a` court terme (de´termination de l’horaire notamment). Plusieurs
sce´narios de temps de parcours sont analyse´s selon que les trains entrent dans le syste`me
suivant un ordre fixe conforme a` l’horaire ou` encore dans un ordre ale´atoire. Ce dernier cas
peut permettre une exploration a` long terme de la capacite´ du re´seau, l’horaire n’e´tant pas
prescrit dans ces circonstances. Les auteurs montrent que les temps de parcours peuvent
eˆtre obtenus suite a` la re´solution d’un syste`me d’e´quations diffe´rentielles. Une e´tude de
cas sur un segment a` double voies d’une compagnie ferroviaire hollandaise est pre´sente´e.
Quatre sce´narios sont traite´s et confirment la pertinence de l’approche comme outil d’aide
a` la de´cision.
Un proble`me d’horaire sur un segment unidirectionnel reliant un certain nombre de
stations est e´tudie´ par Caprara, Fischetti et Toth [37]. Les auteurs imposent une vitesse
constante des trains et n’autorisent les de´passements qu’aux stations interme´diaires. De
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plus, un intervalle de temps minimal est impose´ entre les arrive´es et de´parts aux diffe´rentes
stations du re´seau. Un programme line´aire en variables entie`res est obtenu suite a` la
repre´sentation par un multigraphe oriente´ des sommets correspondant aux de´parts et
arrive´es ainsi que des arcs de´finissant, pour chaque train, l’ensemble des horaires admis-
sibles. Trois classes d’ine´galite´s sont construites afin d’empeˆcher la se´lection simultane´e
d’arcs incompatibles. L’objectif recherche´ est la maximisation de la somme des profits
de´crits par le profit re´sultant de l’horaire ide´al pour chaque train et les variations induites
par les contraintes ope´rationnelles sur l’horaire re´el. E´tant donne´ le nombre important
de variables et de contraintes qui de´coulent de la formulation expose´e, les auteurs pri-
vile´gient une me´thode heuristique base´e sur une approche par relaxation lagrangienne des
contraintes d’incompatibilite´ entre les arcs. L’ajustement des multiplicateurs s’effectue par
une me´thode de sous-gradient et puisque le nombre de contraintes relaxe´es est important,
celles-ci sont ge´ne´re´es dynamiquement. Quelques proce´dures et raffinements sont pro-
pose´s de fac¸on a` ame´liorer la performance de l’heuristique et permettre la de´termination
de solutions admissibles. L’approche est valide´e sur des instances re´elles provenant d’une
compagnie ferroviaire italienne.
Kroon et Peeters [109] de´veloppent une me´thodologie permettant de conside´rer des
temps de transit variables des trains dans l’e´laboration d’un horaire cyclique. Cette alter-
native permet d’e´largir l’espace des solutions et donc d’identifier une solution admissible
plus facilement. La recherche vise la de´termination d’un horaire admissible approprie´
et non la caracte´risation d’un horaire optimal. Ainsi les heures de de´part et d’arrive´e
des trains sont de´termine´es en conside´rant notamment certaines politiques de se´curite´,
de niveau de service et d’efficacite´. Les auteurs pre´sentent une formulation classique du
proble`me d’horaire cyclique avec temps de transit fixes. On y retrouve entre autres des
contraintes assurant le respect du temps de parcours, de la fre´quence de service, d’un
de´lai minimal entre les de´parts ou encore garantissant le respect des re`gles re´gissant les
de´passements. Dans le contexte ou` les temps de transit sont variables, le de´lai de transit
est restreint par une borne infe´rieure et supe´rieure sur la dure´e permise. Reprenant la
26
formulation standard expose´e pre´ce´demment, les auteurs montrent comment inte´grer leur
variante et pre´sentent certaines conditions ne´cessaires et suffisantes certifiant que les solu-
tions obtenues par le mode`le ge´ne´ralise´ sont conformes aux pre´misses e´tablies. L’approche
est valide´e sur des instances provenant du re´seau ferroviaire hollandais.
Dans une se´rie d’article, Dorfman et Medanic [128][64] pre´sentent le concept de Tra-
vel Advanced Strategy (TAS) de´veloppe´ a` partir d’un mode`le dynamique a` e´ve´nements
discrets. L’un des avantages d’une telle approche s’ave`re eˆtre la facilite´ de re´agir aux per-
turbations que peut subir l’horaire au cours de sa mise en place. La premie`re approche
traite le cas ou` un seul segment du chemin de fer est conside´re´. La deuxie`me e´tend les
re´sultats pre´ce´demment obtenus lorsque le re´seau en entier est e´tudie´. Les e´ve´nements dis-
crets sont de´finis par les diffe´rents sommets du re´seau repre´sentant un point de jonction
entre au moins deux segments ou encore permettant a` deux trains voyageant en directions
oppose´es d’effectuer un de´passement. Une proce´dure gloutonne permet l’e´valuation de
la se´quence des e´ve´nements discrets en de´terminant, suite a` l’analyse du comportement
du re´seau dans le voisinage de chaque train, quels trains se verront accorder le droit de
passage. Un algorithme effectuant une analyse globale de la capacite´ du re´seau permet
d’anticiper les congestions potentielles et de modifier l’horaire des trains en conse´quence.
Les crite`res d’e´valuation de la performance du TAS mesurent le temps ne´cessaire afin
d’effectuer l’ensemble des horaires e´tablis de meˆme que les de´lais encourus. Les auteurs
pre´sentent plusieurs extensions possibles de leur approche. Notons entre autres le fait de
conside´rer des segments a` doubles voies, certaines relations de priorite´ entre les trains, des
vitesses variables sur les segments ainsi que l’e´laboration d’horaires mettant l’emphase sur
l’efficacite´ e´nerge´tique du syste`me.
Ahuja, Cunha et S¸ahin [7][145] pre´sentent une mode´lisation du proble`me comme un
proble`me de flot multiproduits. E´tant donne´ un routage des trains de´fini pre´alablement, les
auteurs de´veloppent un re´seau espace-temps ou` chaque train repre´sente un produit. L’ho-
rizon de planification est discre´tise´ syme´triquement de fac¸on a` permettre la repre´sentation
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de l’ensemble des opportunite´s associe´es a` l’horaire des trains. On retrouve aux diffe´rentes
stations des arcs d’attente indiquant le de´lai potentiel subi par certains trains afin de per-
mettre les de´passements. Un programme en nombres entiers est par la suite formule´.
Celui-ci vise la minimisation du de´lai de l’horaire des trains par rapport a` un horaire
ide´al et comprend des contraintes garantissant le respect de la capacite´ des voies ferre´es.
Les auteurs proposent une me´thodologie heuristique base´e sur la re´solution exacte d’une
se´quence de proble`me pour lesquels le de´lai maximal imparti aux trains est re´duit progres-
sivement. Une re´solution exacte a` l’aide du logiciel Cplex est subse´quemment effectue´e. Le
processus cycle ainsi jusqu’a` ce qu’un optimum local soit obtenu ou qu’une limite de temps
soit atteinte. L’approche est compare´e avec une heuristique de construction reposant sur
une simulation de meˆme qu’avec une heuristique e´nume´rative gloutonne. Les auteurs va-
lident leur approche sur un proble`me re´el comportant une voie ferre´e simple reliant deux
stations d’importance et 23 stations interme´diaires, 25 trains e´tablis a` l’horaire et ce sur
une pe´riode de 24 heures. La me´thodologie pre´sente´e permet la de´termination de solutions
de qualite´, soit a` 0,06% de la solution optimale.
Horaire des trains et routage des wagons
Quelques approches abordent, dans une certaine mesure, l’analyse combine´e de de´ci-
sions traitant les aspects du routage des wagons ou de conteneurs ainsi que l’horaire ou
la fre´quence des trains afin d’e´tablir un niveau de service ade´quat pour le transit des
marchandises.
Un proble`me tactique visant la de´termination simultane´e du niveau de service et de
l’affectation du flot de marchandises est pre´sente´ par Mar´ın et Salmero´n [124][125]. La
mode´lisation propose´e se base sur un re´seau de´finissant l’ensemble des services disponibles
caracte´rise´s par un couple origine-destination de meˆme qu’un certain nombre d’arreˆts in-
terme´diaires. Chaque service se compose de sections repre´sente´es par un de´placement entre
deux cours conse´cutives. Ainsi, chaque demande de´finie par une paire origine-destination
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ainsi qu’un type de chargement se voit attribuer un ensemble d’itine´raires de´crits par
une se´quence de sections. A` l’inte´rieur d’un mode`le par chemins les auteurs conside`rent
des contraintes assurant le respect de la capacite´ des trains sur chaque section selon la
fre´quence e´tablie ou limitant le flot de wagons transitant par chaque cour. L’objectif
recherche´ est la minimisation des couˆts lie´s au transport des wagons sur les diffe´rents
itine´raires ainsi que les couˆts de´coulant de l’assignation de trains aux services. Les au-
teurs de´veloppent trois approches de re´solution base´es sur la de´composition du proble`me
en un proble`me identifiant le routage des wagons pour une fre´quence prescrite ou encore
de´terminant la fre´quence minimale ne´cessaire pour une affectation du flot donne´e. Cette
proce´dure de de´composition est commune a` l’implantation d’un algorithme de descente,
de recuit simule´ et de recherche avec tabous. Dans chaque cas, le voisinage de la solution
courante repose sur la modification de la fre´quence sur un ou plusieurs services. Une nou-
velle solution est alors obtenue suite a` la re´solution des sous-proble`mes sous-jacents a` la
de´composition de´crite. Les solutions des heuristiques sont compare´es a` celles de´coulant
de la re´solution par se´paration et e´valuation progressive d’une reformulation du mode`le
comme programme line´aire. Des tests effectue´s sur sept instances provenant de quatre
re´seaux de taille variable montrent que l’algorithme de recuit simule´ s’ave`re le plus per-
formant en contrepartie d’un temps de calcul plus important. Une e´tude statistique des
me´thodes propose´es est pre´sente´e par les meˆme auteurs dans [125].
Dans une se´rie de deux articles issus d’un contexte de transport intermodal, Newman
et Yano [131][132] abordent la proble´matique de la de´termination simultane´e de l’horaire
de trains directs et indirects (passant par un centre de consolidation) ainsi que l’affectation
de conteneurs a` ceux-ci. Newman et Yano proposent un programme mathe´matique en va-
riables entie`res ayant pour objectif la minimisation des couˆts ope´rationnels compose´s des
couˆts fixes lie´s a` l’utilisation des trains, des couˆts variables associe´s au transport des conte-
neurs de meˆme que des couˆts de manutention et d’entreposage. La formulation, mode´lise´e
comme un proble`me de flot multiproduits, comprend notamment des contraintes garan-
tissant le respect de la capacite´ des trains ainsi que le respect de l’e´che´ance de livraison
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de´finie pour chaque chargement. La conservation du flot est assure´e aux diffe´rentes ori-
gines et destinations de meˆme qu’au centre de consolidation afin de permettre le report
de l’inventaire d’une pe´riode a` l’autre. Notons que les auteurs ne traitent que le cas ou`
un seul centre de consolidation est pre´sent pour lequel aucune contrainte de capacite´ au
niveau de la manutention n’est impose´e. Dans une premie`re analyse [131], les auteurs
pre´sentent diffe´rentes strate´gies de re´solution allant de l’e´tablissement de proce´dures de
de´composition se´quentielles a` une re´solution pure du mode`le initial. Newman et Yano
[132] proposent plusieurs coupes permettant d’ame´liorer la re´solution du mode`le a` l’aide
de Cplex de meˆme que deux heuristiques simples. Les auteurs comparent le comportement
de ces me´thodes de re´solution avec une proce´dure de de´composition telle que de´crite plus
toˆt. Des re´sultats sur 30 instances comportant un centre de consolidation, entre trois et
six origines et destinations sont rapporte´s. L’approche par de´composition engendre des
re´sultats environ 12% moins couˆteux que ceux de´coulant de l’application des deux heu-
ristiques et se trouvant a` environ un pour cent en dessous de ceux obtenus avec Cplex.
Yano et Newman [168] proposent aussi une e´tude visant la de´termination de l’horaire de
trains directs entre un de´poˆt et une destination ou` les marchandises arrivent au de´poˆt de
fac¸on dynamique et ou` a` chaque chargement est associe´e une e´che´ance de livraison.
1.1.3 Ope´rations des cours de triage
La gestion des ope´rations des cours de triage repose principalement sur la mise en
place de politiques concernant le transit des wagons, le de´sassemblage des locomotives et
l’inspection des wagons, ainsi que la reclassification de ces derniers pour terminer par la
formation de nouveaux trains, l’inspection finale et l’affectation de locomotives. L’objectif
est donc de de´terminer la se´quence des ope´rations (gestion des voies et de l’e´quipement de
triage) qui doivent avoir lieu afin de minimiser le plus possible la congestion et coordonner
les activite´s de fac¸on a` respecter les horaires e´tablis. Une description des attributs ca-
racte´risant les diffe´rentes cours de triage est pre´sente´e par Kumar [111]. La repre´sentation
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des ope´rations ayant lieu aux cours de triage a souvent e´te´ traite´e a` l’aide de mode`le de
files d’attente. Des auteurs comme Petersen [138][139] de meˆme que Turnquist et Daskin
[160] proposent des approches de ce type.
Bostel et Dejax [27] abordent le proble`me du transit de conteneurs dans une cour de
triage et ce dans un contexte de transport multimodal. L’approche vise a` de´terminer le
positionnement que doivent avoir ces conteneurs lors de leur arrive´e ainsi que la place que
ceux-ci occuperont lors de la formation des trains quittant la cour. Ces ope´rations doivent
eˆtre effectue´es afin de minimiser la manutention et donc l’utilisation des e´quipements
de manœuvre. Les auteurs proposent quatre cas dont la complexite´ croissante permet
l’e´tude des principales caracte´ristiques du proble`me e´tudie´. Les cas avec et sans opti-
misation de la localisation initiale des conteneurs lors de leur arrive´e ainsi qu’avec ou
sans capacite´ d’entreposage de la cour de triage sont traite´s. Dans le cas ne traitant ni
l’optimisation de la localisation initiale des conteneurs, ni la capacite´ d’entreposage, le
contexte se traduit par la re´solution exacte d’un proble`me de flot sur un graphe biparti
caracte´rise´e par un ensemble de proble`mes d’affectation suite a` une de´composition selon
les diffe´rentes destinations. Cependant les auteurs e´laborent des heuristiques de construc-
tion et d’ame´lioration afin de traiter les proble´matiques plus complexes. Des tests sont
effectue´s sur quatre ensembles de donne´es provenant de la Socie´te´ Nationale des Chemins
de Fer Franc¸ais.
Le triage des wagons sur un nombre minimal de voies est traite´ par Dahlhaus et al.
[58]. L’objectif est le positionnement, sur les voies de triage, des wagons d’un train lors
de leur arrive´e afin que cet ordonnancement permette le regroupement des wagons ayant
une destination commune. La formulation du proble`me est pose´e comme l’e´valuation du
nombre minimal de se´quences de valeur, repre´sentant les indices des wagons a` leur ar-
rive´e, a` l’inte´rieur desquelles il est possible d’identifier l’ensemble des permutations cor-
respondant aux regroupements e´tablis selon la destination. Les auteurs de´montrent que
ce proble`me est NP-complet et e´tablissent une borne supe´rieure sur le nombre de voies
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de triage ne´cessaires. Dans un article subse´quent, Dahlhaus et al. [59] de´veloppent des
approches pour la re´solution de deux cas re´sultant du contexte d’une cour de triage par
bosse, c’est-a`-dire ou` l’acheminement des wagons vers leur voie de classification s’effec-
tue de manie`re gravitationnelle suite au transport des wagons de´sassemble´s au sommet
de la bosse de triage. Ces algorithmes tirent parti de reformulations des donne´es sous
forme d’arbres repre´sentant la structure des groupements recherche´s ou encore d’une
ge´ne´ralisation du proble`me a` une proble`me de coloriage de graphes d’intervalle.
Une e´tude visant une inte´gration de la planification des horaires des trains et des
ope´rations issues de cours de triage est pre´sente´e par He, Song et Chaudhry [86]. Ces der-
niers proposent deux versions de la mode´lisation par programmation line´aire en variables
mixtes d’une cour de triage par bosses. La premie`re version traite un cas comprenant une
bosse de triage, une locomotive de manœuvre des wagons permettant le transit de ceux-ci
vers les voies de classification ainsi qu’une locomotive de manœuvre pour l’habillage des
trains. Plusieurs contraintes sont conside´re´es telles que la plage horaire de la classification
ou de l’habillage des trains, un nombre suffisant de wagons afin que le service associe´ a`
un train donne´ soit maintenu, des contraintes sur les temps de de´part des trains de meˆme
que sur la congestion des diffe´rentes voies. L’objectif privile´gie´ vise a` re´duire le temps
d’attente des wagons et le couˆt associe´ aux pe´nalite´s encourues par les de´lais engendre´s.
Un mode`le similaire est de´veloppe´ dans le cas plus ge´ne´ral ou` les bosses de triage et les
locomotives de manœuvre sont multiples. La re´solution s’effectue par la de´composition du
proble`me initial en sous-proble`mes ce qui induit notamment la re´solution d’un proble`me
d’habillage de trains par un algorithme de flots, la de´termination d’une se´quence de clas-
sification et d’assemblage des trains ainsi que la gestion de la congestion des voies par
la re´solution de proble`mes d’horaire de taˆches affecte´es a` des machines. Des tests sont
effectue´s sur des donne´es re´elles provenant de trois cours de triage. Les meˆmes auteurs
[85] proposent une e´tude dans un contexte similaire mode´lise´ a` l’aide de la the´orie des
ensembles flous. Une me´thodologie combinant une approche ge´ne´tique hybride´e avec des
techniques de recherche locale est privile´gie´e.
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Billionnet [24] pre´sente deux formulations par programmation line´aire d’un proble`me
d’affectation de trains aux voies d’une station. Ces travaux sont base´s sur l’approche de
De Luca Cardillo et Mione [61] ou` le proble`me est repre´sente´ sous forme d’un proble`me de
coloriage de graphes. L’objectif est de de´terminer une assignation admissible des trains aux
voies selon l’horaire des arrive´es et des de´parts et certaines contraintes ope´rationnelles. Les
mode`les sont re´solus a` l’aide d’un logiciel d’optimisation commercial et ceux-ci sont valide´s
sur des instances ge´ne´re´es ale´atoirement et re´elles, comprenant entre 41 et 200 trains ainsi
qu’un nombre de voies variant entre 5 et 14. Une fonction-objectif peut aussi eˆtre de´finie
afin d’optimiser, par exemple, l’utilisation de certaines voies par rapport a` d’autres. Dans
ce cas, l’ajout de coupes valides est ne´cessaire afin de permettre une re´solution efficace.
Ahuja, Cunha et S¸ahin [7] conside`rent une proble´matique peu traite´e dans la litte´ra-
ture, soit le proble`me de la localisation de cours de triage. Une formulation base´e sur la
mode´lisation du proble`me de blocage pre´sente´ par Ahuja, Jha et Liu [8] est de´veloppe´e.
La seule modification repose sur l’ajout d’un niveau de de´cision de´crivant la se´lection ou
non d’une cour de triage. De plus, une contrainte limite le nombre maximal de cours a`
localiser. L’approche de re´solution se base sur celle privile´gie´e par Ahuja, Jha et Liu [8].
Cependant, une version simplifie´e du proble`me de blocage est conside´re´e afin de permettre
une re´solution efficace. Ce proble`me sera alors utilise´ comme sous-routine au proble`me de
localisation. Trois algorithmes sont de´veloppe´s et analyse´s. Le premier e´value l’impact de
l’e´limination d’un certain nombre de cours. Le second retire un ensemble de cours qui sera
remplace´ par un autre de cardinalite´ moindre. Enfin, le troisie`me analyse l’effet de´coulant
du remplacement d’une cour par une autre. Une e´tude de l’impact de la me´thodologie par
rapport au nombre de cours, a` la distance moyenne parcourue par les wagons ainsi qu’au
nombre moyen de manutentions est aussi propose´e. Celle-ci est issue de donne´es re´elles
provenant d’un transporteur ferroviaire ame´ricain. Dans un second article, Liu, Ahuja
et S¸ahin [118] reprennent les ide´es de´veloppe´es pre´ce´demment et explorent l’impact de
potentielles augmentations des capacite´s associe´es aux blocs, a` la manutention des wagons
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de meˆme qu’au nombre maximal de wagons pouvant transiter sur diffe´rents segments de
voies ferre´es. Trois heuristiques gloutonnes sont propose´es afin d’effectuer cette analyse.
1.1.4 Repositionnement de wagons vides
Le mouvement de marchandises dans le re´seau induit souvent un de´se´quilibre au niveau
de la disponibilite´ de wagons vides. En effet, des niveaux d’expe´dition et de re´ception
variables d’un terminal a` un autre entraˆınent ne´cessairement des surplus ou des pe´nuries
de mate´riel roulant. Il est donc essentiel d’e´tablir un syste`me de repositionnement de
wagons vides afin de contrer ce phe´nome`ne.
Plusieurs auteurs se sont penche´s sur cette proble´matique. Une approche strate´gique
visant la de´termination du nombre de wagons a` utiliser afin de satisfaire la demande est
de´veloppe´e par Sherali et Tuncbilek [150]. Au niveau tactique, Beaujon et Turnquist [19]
de´crivent une me´thodologie permettant la de´termination du nombre de wagons ne´cessaires
de meˆme que le routage de ces derniers en conside´rant une demande dynamique et stochas-
tique. Des approches lie´es a` une planification ope´rationnelle sont notamment pre´sente´es
par Jordan et Turnquist [98] dans un cadre ou` l’aspect stochastique de la demande, de
l’offre de wagons ainsi que des temps de transit est conside´re´. Spieckermann et Voss [153]
pour leur part approchent le proble`me comme une affectation de taˆches (requeˆtes) sur des
machines (wagons).
Une formulation du proble`me de repositionnement comme un proble`me de flot multi-
produits avec contraintes d’inte´grite´ repre´sente´ dans un re´seau espace-temps est de´velop-
pe´e par Holmberg, Joborn et Lundgren [89][90]. Les produits sont de´finis par les diffe´rents
types de wagon. Le mode`le de´crit les mouvements des wagons a` travers le re´seau tant au
niveau de l’inventaire aux diffe´rentes stations qu’en ce qui a trait aux de´placements de
ceux-ci sur les trains pre´vu a` l’horaire. On retrouve d’ailleurs des contraintes permettant
de tenir compte de la capacite´ exce´dentaire des trains qui peut donc eˆtre affecte´e au trans-
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port de wagons vides. Le fait de repousser la demande d’une pe´riode a` l’autre est aussi
tole´re´. L’objectif recherche´ est la minimisation des couˆts de distribution comprenant le
couˆt de transport et les pe´nalite´s encourues par le report de la demande. Le proble`me est
traite´ a` l’inte´rieur d’un horizon roulant afin de prendre en conside´ration la mise a` jour des
pre´visions de l’offre et de la demande. Deux me´thodologies de re´solution sont propose´es
et compare´es. On retrouve tout d’abord l’application d’une heuristique lagrangienne ou`
les contraintes liantes sur la capacite´ des trains sont relaxe´es laissant place a` un proble`me
se´parable par produit pouvant eˆtre re´solu par un ensemble de sous-proble`mes de flot a`
couˆt minimal. La deuxie`me me´thodologie privile´gie une approche directe par l’emploi du
logiciel d’optimisation Cplex. Les re´sultats obtenus sur des instances provenant de donne´es
re´elles de meˆme que de donne´es ge´ne´re´es ale´atoirement montrent que les deux algorithmes
permettent la re´solution en un temps de calcul acceptable. L’approche lagrangienne est
cependant a` favoriser pour les proble`mes de grande taille. Certaines modifications mi-
neures au mode`le permettent aussi de traiter la substitution entre les divers types de
wagons. Une e´tude connexe est pre´sente´e par Flisberg et al. [68] ou` l’objectif recherche´
repose sur la de´termination, et ce pour l’ensemble des itine´raires offerts, de la fre´quence
de service engendrant un couˆt minimal. L’approche conside`re aussi la minimisation du
couˆt des mouvements de wagons vides ne´cessaires afin de desservir la demande.
Un syste`me d’aide a` la de´cision de niveau tactique pour la gestion de wagons vides est
pre´sente´ par Sherali et Suharko [149]. Le contexte e´tudie´ provient de la distribution et du
repositionnement de wagons appartenant a` un regroupement de manufacturiers œuvrant
dans le secteur de l’automobile. Cette consolidation d’effectifs induit certaines contraintes
d’e´quite´ et de priorite´. Une premie`re formulation comme un proble`me de transport de´fini
sur un re´seau espace-temps est de´veloppe´e. L’e´laboration d’une fonction multi-objectifs
permet l’ajustement du poids a` accorder a` diffe´rents crite`res tels la priorite´ accorde´e par
les manufacturiers selon l’origine de la demande de wagons ou encore l’e´quite´ d’utilisation
du mate´riel roulant. De plus, la mode´lisation de la structure de couˆts permet de prendre
en compte l’incertitude de´coulant du temps de transit. Ce premier mode`le est re´solu de
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manie`re exacte avec le logiciel d’optimisation Cplex. Une seconde formulation inte`gre les
de´cisions en ce qui a trait aux politiques de blocage. Pour les instances de grande taille,
une heuristique spe´cialise´e est pre´sente´e.
Dans une se´rie d’articles, Powell et Carvalho [140][141][142] et Carvalho et Powell [42]
pre´sentent le concept de logistics queueing networks (LQN ). Cette approche utilise´e afin
de re´soudre des proble`mes d’affectation dynamique de ressources est introduite par Powell
et Carvalho [141] dans le contexte d’une seule ressource, et est subse´quemment ge´ne´ralise´e
au cas multiproduits [140]. Les auteurs proposent une application de ce concept a` l’opti-
misation des ope´rations lie´es au transport de conteneurs et de remorques sur plates-formes
[142]. L’objectif de l’approche LQN est de de´composer le proble`me de gestion dynamique
en sous-proble`mes locaux repre´sentant l’e´tat du syste`me a` un terminal et un temps donne´s,
chacun re´solu a` l’aide d’une heuristique gloutonne. La re´solution en se´quence et de fac¸on
cyclique des sous-proble`mes est guide´e par des variables de controˆle dirigeant le proces-
sus d’optimisation pre`s d’un optimum global. Afin de conserver un niveau de complexite´
raisonnable, le proble`me est traite´ de manie`re se´quentielle en conside´rant initialement
l’allocation d’e´quipement aux demandes des clients suivie de l’affectation de l’e´quipement
aux plates-formes. Dans chaque cas, une approche de type LQN est utilise´e. Les auteurs
rapportent que certaines analyses pre´liminaires montrent l’apport d’une information glo-
bale sur l’e´tat du re´seau par le biais des variables de controˆle permettant une diminution
d’environ 10% de la taille de la flotte de plates-formes ne´cessaires afin de re´pondre a`
la demande des clients. Une variante de l’approche LQN pour laquelle la mise a` jour
des variables de controˆle s’effectue par l’ajustement de multiplicateurs est pre´sente´e par
Carvalho et Powell [42]. La me´thodologie engendre des solutions de meilleure qualite´ en
contrepartie de temps de calcul plus importants.
Bojovic´ [26] propose un mode`le de gestion du nombre de wagons base´ sur la the´orie du
controˆle optimal visant a` e´tablir un compromis entre les couˆts encourus par la demande
n’e´tant pas desservie et les couˆts d’achat et d’utilisation des wagons. Les mouvements des
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wagons charge´s et vides sont de´crits par un syste`me d’e´quations aux diffe´rences finies. Une
demande stochastique, caracte´rise´e par une distribution normale est conside´re´e et l’incer-
titude de´coulant du transit de wagons d’une origine a` une destination est mode´lise´e par
une distribution binomiale. Un controˆle s’effectue a` chaque pe´riode de l’horizon de planifi-
cation afin de de´terminer les de´parts du transit de wagons. La me´thodologie de re´solution
privile´gie´e repose sur la line´arisation du syste`me de meˆme que sur une repre´sentation
quadratique de la mesure de performance base´e sur les variables d’e´tat et de controˆle.
L’auteur pre´sente quelques tests nume´riques sur des instances construites sur un horizon
de sept jours et provenant d’un re´seau hypothe´tique comportant cinq stations.
Une approche inte´grant le concept de tarification a` une gestion dynamique d’une flotte
de ve´hicules est pre´sente´e par Topaloglu [158]. L’objectif vise´ est de de´terminer, a` toute
pe´riode de l’horizon de planification, le prix a` fixer pour chaque segment du marche´,
les demandes a` desservir ainsi que le relocalisation la plus ade´quate des ve´hicules vides.
Le proble`me est formule´ comme un programme non line´aire. La notion de sensibilite´ au
prix est mode´lise´e par une fonction de profit inte´gre´e a` la fonction-objectif ainsi qu’a`
une fonction de demande limitant le transit du flot de ve´hicules sur les diffe´rents seg-
ments de marche´. Le fait de fixer le niveau des prix dans le mode`le permet d’obtenir
un proble`me de gestion dynamique d’une flotte de ve´hicules. La me´thodologie se base
donc sur cette strate´gie afin d’effectuer la re´solution de ce proble`me sous-jacent et sur
l’ajustement subse´quent des prix graˆce a` une me´thode de sous-gradient. L’algorithme est
teste´ sur un ensemble d’instances ge´ne´re´es ale´atoirement. L’objectif est de valider cer-
tains comportements tel le fait, par exemple, d’observer une diminution du prix demande´
lorsque l’offre croˆıt. Une extension de l’ide´e de Topaloglu d’incorporer la de´termination
du prix a` l’inte´rieur des de´cisions de gestion d’une flotte de ve´hicules est de´veloppe´e par
Topaloglu et Powell [159]. Les auteurs proposent ici une variante ou` l’aspect stochastique
de la demande est pris en conside´ration.
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Une me´thode de recherche locale tirant parti de certaines proprie´te´s d’une formulation
re´seau multiproduits avec contraintes d’inte´grite´ d’un proble`me de repositionnement de
wagons vides pour le transport de passagers est pre´sente´e par Brucker, Hurink et Rolfes
[32]. Le re´seau comprend des arcs d’attente, des arcs de transit des trains a` l’horaire
ainsi que des arcs permettant de mode´liser l’ajout potentiel de trains supple´mentaires
afin de proce´der a` l’acheminement exclusif de wagons vides. Le cas d’horaires cycliques ou
encore d’un stock pre´de´fini de wagons aux stations en de´but et fin de pe´riode sont traite´s.
Un couˆt line´aire avec le nombre de wagons est associe´ aux arcs lie´s aux de´placements
des trains e´tablis. Un couˆt similaire est attribue´ aux arcs de trains potentiels mais un
couˆt fixe d’utilisation est cependant ajoute´. L’objectif est donc de minimiser le couˆt total
du transport des wagons de fac¸on a` satisfaire la demande. La me´thodologie sugge´re´e
repose sur l’exploitation de la stucture d’arbre de recouvrement du proble`me de flot a`
couˆt minimal qui est utilise´e par l’algorithme du simplexe re´seau. Une extension de ce
re´sultat est de´veloppe´e et un algorithme en deux e´tapes est expose´. Celui-ci est base´ sur
l’alternance entre le choix d’un produit et l’application, e´tant donne´ le sous-proble`me a` un
produit re´sultant, d’une se´rie d’ite´rations d’une heuristique de recuit simule´ ou` le voisinage
conside´re´ est baˆti autour du retrait et de l’insertion d’arcs de l’arbre de recouvrement
associe´ au sous-proble`me traite´. Cette proce´dure en deux e´tapes est imbrique´e a` l’inte´rieur
d’un processus de diversification et d’intensification. Quelques re´sultats sont rapporte´s sur
des instances re´elles.
Joborn et al. [96] proposent un mode`le de´terministe ayant pour objectif principal de
conside´rer les e´conomies potentielles re´sultant de certaines politiques de consolidation des
wagons vides. Les auteurs de´veloppent un re´seau espace-temps ou` les arcs repre´sentent les
mouvements des trains entre les diverses stations. On y retrouve aussi des arcs d’inventaire.
Chaque train posse`de une capacite´ de´termine´e et transpose celle-ci sur l’arc correspondant,
limitant ainsi la quantite´ de wagons pouvant y transiter. Comme plusieurs types de wagons
sont traite´s, un flot multiproduits est conside´re´. Un concept paralle`le a` celui de bloc,
soit celui de regroupement de wagons, est par la suite de´fini. Il repre´sente un ensemble
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de wagons ayant une meˆme origine et destination et voyageant par les meˆmes trains
durant tout le transport. Les auteurs e´tablissent ensuite, a` l’aide de ces notions, une
collection de chemins formant le noyau des de´placements dans le re´seau et cre´ent un
graphe auxiliaire offrant une repre´sentation de ces mouvements e´le´mentaires. Le proble`me
se transforme ainsi en un proble`me de conception de re´seau multiproduits avec couˆts fixes
et capacite´s. L’objectif vise´ est la minimisation des couˆts de distribution lie´s aux couˆts de
transport ainsi qu’aux couˆts engendre´s par le transit aux diffe´rentes cours de triage. Une
me´thode de recherche avec tabous est expose´e afin de re´soudre le proble`me. Une solution
est de´finie par un vecteur binaire dictant les arcs ouverts et ferme´s dans le re´seau auxiliaire.
Deux voisinages sont conside´re´s et permettent respectivement le passage vers une solution
comportant exactement un arc ouvert ou ferme´ de plus. Certains raffinements sont aussi
employe´s dans le but de limiter l’e´valuation des voisinages ou encore afin de permettre le
de´placement temporaire vers des solutions inadmissibles. La performance de l’heuristique
est e´value´e sur des instances ge´ne´re´es ale´atoirement et se compare favorablement par
rapport aux re´sultats obtenus suite a` la re´solution du mode`le avec Cplex.
Une introduction aux processus stochastiques dans la gestion d’une flotte de ve´hicules
et illustrant l’application des principes de´veloppe´s dans un contexte de transport ferro-
viaire est propose´e par Powell et Topaloglu [144]. En passant par l’e´laboration d’un mode`le
de´terministe, les auteurs proposent certaines extensions permettant de conside´rer l’aspect
stochastique provenant des demandes de service des clients, du moment ou` les diffe´rents
wagons affecte´s a` un transport deviendront disponibles, et de l’incertitude lie´e a` la dure´e
des transits entre les stations du re´seau. Un programme stochastique a` deux e´tapes avec
proble`me de re´seau comme recours est formule´. E´tant donne´e la dimension des instances
pouvant en re´sulter, les auteurs de´veloppent une approche de re´solution base´e notamment
sur l’approximation de la fonction de recours du proble`me de deuxie`me e´tape. Les auteurs
valident leur me´thodologie sur des proble`mes a` simple et multiples produits.
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L’optimisation de l’affectation des wagons vides chez Union Pacific Railroad est traite´e
par Narisetty et al. [129]. La proble´matique formule´e vise a` de´terminer la meilleure af-
fection des wagons aux clients en conside´rant les caracte´ristiques que ces wagons doivent
avoir selon la demande. L’affectation se´lectionne´e se doit cependant d’eˆtre compatible
avec les politiques ope´rationnelles de l’entreprise, notamment les horaires et la capacite´
re´siduelle des trains. Le transit des wagons est formule´ comme un proble`me de transport
e´tabli sur un horizon repre´sentant les e´che´ances de livraison de wagons. La structure de
couˆts des arcs prend en conside´ration plusieurs attributs liant l’offre a` la demande tels,
entre autres, le type de wagons disponibles, la dure´e et la distance du transit, la capacite´
re´siduelle des trains a` l’horaire, la possibilite´ de substitution de types de wagons et les
pre´fe´rences du client ainsi que la priorite´ de ce dernier. Le mode`le est re´solu par un logiciel
commercial et les re´sultats obtenus sur deux flottes de wagons distinctes sugge`rent des
re´ductions potentielles de couˆts de l’ordre de 10%.
1.1.5 Affectation des locomotives
L’affectation de locomotives est caracte´rise´e par l’assignation, pour un horaire de trains
e´tabli, de la puissance de traction ne´cessaire afin de permettre le transit de chargements
d’une origine a` une destination. Cette puissance peut s’exprimer selon la charge a` tirer ou
encore selon le nombre de chevaux-vapeur requis. La flotte disponible peut eˆtre homoge`ne
ou non et l’affectation peut contraindre a` l’attribution de plusieurs locomotives a` un train.
Selon le niveau de planification analyse´ le proble`me peut avoir notamment comme objectif
la minimisation de la taille de la flotte ou encore la minimisation des couˆts de couverture
des trains et de de´placement des locomotives inactives.
Le transport de marchandises se caracte´rise habituellement par l’affectation de mul-
tiples locomotives. L’e´tude d’une assignation simple est traite´e par des auteurs comme
Forbes, Holt et Watts [70] de meˆme que Fischetti et Toth [67]. Le cas multiple est
de´crit dans une approche de planification par Florian et al. [69], Smith et Sheffi [151]
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et Nou˜, Desrosiers et Soumis [137] a` l’aide de mode`les de flot multiproduits. Une ap-
proche ope´rationnelle reposant sur un type de mode´lisation similaire est privile´gie´e par
Chih et al. [45].
Une formulation du proble`me comme un proble`me de flot multiproduits comportant
certaines contraintes ope´rationnelles est pre´sente´e par Ziarati et al. [172][173]. Les produits
sont de´finis par chaque type de locomotive. De plus, les locomotives inactives transitant
dans le re´seau de meˆme que celles ne´cessitant une maitenance imminente, dites critiques,
sont aussi conside´re´es. Un re´seau espace-temps est de´fini pour chaque produit. Le mode`le
en nombres entiers en re´sultant comprend des contraintes garantissant la puissance de
traction minimale pour chaque train ainsi que la capacite´ de maintenance pour tous les
ateliers. De plus, on y retrouve des contraintes ope´rationnelles lie´es entre autres au main-
tient d’un e´quilibre entre les de´parts et les arrive´es a` certaines stations ou encore associe´es
a` la gestion des ressources en ce qui a trait aux locomotives critiques. Les auteurs pri-
vile´gient une me´thode de se´paration et d’e´valuation progressive ou` la borne infe´rieure a`
chaque nœud de l’arbre d’e´nume´ration est e´value´e a` l’aide d’une de´composition de Dantzig-
Wolfe. Ziarati et al. [173] proposent l’ajout de coupes valides, repre´sentant des facettes
du polye`dre pour certains sous-proble`mes. Plusieurs tests sur des horizons roulants de un,
deux ou trois jours permettent de valider l’apport des coupes. Sur une instance de grande
taille provenant du CN, la me´thodologie de´veloppe´e permet de re´duire de 11 la taille de la
flotte. Une analyse de l’impact de´coulant du fait de retarder le de´part de certains trains
afin de permettre un re´e´quilibrage de la disponibilite´ de la flotte de locomotives est ex-
pose´e par Ziarati, Soumis et Desrosiers [171]. Ziarati [170] pre´sente de plus une approche
heuristique permettant l’affectation multiple de locomotives he´te´roge`nes afin d’e´tablir un
horaire cyclique. Une proce´dure en deux e´tapes est de´veloppe´e. Une solution cyclique ini-
tiale est d’abord obtenue suite a` la re´solution se´quentielle d’un ensemble de proble`mes de
plus court chemin. Par la suite, une post-optimisation de la solution ge´ne´re´e est effectue´e
a` l’aide de la mode´lisation expose´e par Ziarati et al. [172] a` laquelle sont ajoute´es certaines
contraintes permettant de maintenir l’aspect cyclique de la solution.
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Dans un contexte de transport de passagers, une se´rie de trois articles pre´sente´s par
Cordeau et al. [48] ainsi que Cordeau, Soumis et Desrosiers [49][50] de´veloppent une
me´thodologie permettant la re´solution d’un proble`me combinant l’affectation de locomo-
tives et de wagons aux horaires de trains. Dans une premie`re e´tude, Cordeau et al. [48]
e´tablissent une formulation comportant plusieurs raffinements et contraintes mode´lisant
le comportement re´el des activite´s d’une entreprise. L’objectif recherche´ est d’obtenir
un ensemble de rotations de l’e´quipement afin de satisfaire la demande de places as-
sises sur les diffe´rents transits offerts dans le re´seau tout en respectant les contraintes
de temps de connexion, de puissance de traction, de disponibilite´ du mate´riel roulant,
de capacite´ d’entreposage ainsi que les politiques de maintenance. A` l’aide de re´seaux
espace-temps e´tablis pour chaque type d’e´quipement et chaque jour de l’horizon de plani-
fication, les auteurs repre´sentent les mouvements des trains et wagons. Une formulation
mathe´matique base´e sur la de´termination du flot affecte´ aux diffe´rents chemins des re´seaux
est de´veloppe´e. Une me´thodologie de re´solution reposant sur une heuristique de se´paration
et d’e´valuation progressive ou` la relaxation line´aire a` un nœud donne´ de l’arbre de bran-
chements est e´value´e par ge´ne´ration de colonnes est de´veloppe´e. Les auteurs pre´sentent les
modifications a` apporter au mode`le initial pour conside´rer, entre autres, la substitution
d’e´quipement, diffe´rentes politiques au niveau de la maintenance ou` encore la minimisa-
tion de ope´rations de transfert de wagons entre les trains. La proce´dure est teste´e sur des
instances provenant de VIA Rail et compare´e avec un processus traitant l’affectation de
locomotives et de wagons de fac¸on se´quentielle. Une formulation e´pure´e et plus ge´ne´rale
permettant l’adaptation a` plusieurs contextes distincts est pre´sente´e par Cordeau, Soumis
et Desrosiers [49]. Un mode`le de flot multiproduits sur un re´seau espace-temps est e´labore´
et une approche par de´composition de Benders est privile´gie´e. Cette dernie`re exploite la
structure de proble`me de flot obtenu par une de´composition selon le type d’e´quipement
suite a` la fixation de variables d’affectation de combinaisons d’e´quipement aux diffe´rents
trains. Une se´rie de tests offrant une comparaison, sur des instances de VIA Rail, de la
de´composition expose´e avec une approche par relaxation lagrangienne, une de´composition
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de Dantzig-Wolfe de meˆme qu’un algorithme par se´paration et e´valuation progressive uti-
lisant la me´thode du simplexe permet d’e´tablir la force de la me´thodologie de´veloppe´e.
Cordeau, Soumis et Desrosiers [50] reprennent les ide´es de la pre´ce´dente e´tude et e´tendent
les re´sultats en introduisant dans la formulation des contraintes d’entretien et en incorpo-
rant une pe´nalisation des transferts de l’e´quipement entre les trains et la possibilite´ d’ef-
fectuer des substitutions entre les types d’e´quipement. La re´solution s’effectue a` l’inte´rieur
d’une me´thode par se´paration et e´valuation progressive ou` les contraintes d’inte´grite´ sur
le flot de l’e´quipement sont relaxe´es et impose´es au cours de la proce´dure. A` chaque nœud
de l’arbre d’e´nume´ration un proble`me de programmation line´aire en variables mixtes est
re´solu par de´composition de Benders. Les tests effectue´s sur des instances de VIA Rail
permettent de valider l’approche en de´montrant l’applicabilite´ de celle-ci dans un contexte
concret des ope´rations d’une compagnie ferroviaire.
Noble, Al-Amin et Mills [134] de´veloppent une me´thodologie afin de produire l’horaire
a` attribuer a` une flotte de locomotives he´te´roge`nes de fac¸on a` satisfaire la demande de
traction d’un ensemble de trains pour lesquels une ou plusieurs locomotives peuvent eˆtre
affecte´es. L’objectif vise´ est de de´finir l’affectation a` couˆt minimal des locomotives a` chaque
service afin que la puissance de traction soit ade´quate. Un premier mode`le en variables
binaires est propose´. L’ajustement de la structure de couˆts base´e sur la maintenance et
la consommation d’essence pose certaines difficulte´s puisque suite a` une allocation de
plusieurs locomotives a` un train, certains couˆts doivent eˆtre distribue´s selon la proportion
de la charge tire´e par chaque locomotive. Les auteurs e´laborent un second mode`le base´ sur
une reformulation des contraintes a` l’aide d’une e´nume´ration de patrons les satisfaisant.
La structure particulie`re du proble`me traite´ e´tant favorable a` une telle approche, des
solutions optimales peuvent eˆtre obtenues rapidement. Al-Amin, Forbes et Noble [12]
pre´sentent aussi une approche afin de traiter le cas ou` une seule locomotive est affecte´e a`
un train donne´.
43
Un proble`me d’affectation d’une ou plusieurs locomotives est pre´sente´ par Ahuja et
al. [9] de meˆme que Ahuja, Cunha et S¸ahin [7]. Les auteurs mode´lisent les mouvements
des locomotives que celles-ci soient actives (c’est-a`-dire fournissant la force de traction
ne´cessaire au de´placement du train) ou simplement remorque´es en vue d’un repositionne-
ment. Les mouvements d’une ou plusieurs locomotives n’effectuant aucun acheminement
de wagons sont aussi inclus dans l’e´tude. Ahuja et al. [9] de´veloppent un mode`le de flot
multiproduits avec contraintes lie´es a` la puissance de traction ou encore a` la taille de la
flotte disponible. D’autres contraintes comme le nombre maximal de locomotives pouvant
eˆtre affecte´es a` un train sont aussi conside´re´es. L’objectif repose sur la minimisation des
couˆts associe´s notamment a` l’entretien et a` l’ope´ration des locomotives, au transit des
locomotives actives ou non, de meˆme qu’aux pe´nalite´s impute´es aux de´mante`lements des
diffe´rents assemblages et au faible niveau de constance dans les connexions entre les trains.
La me´thodologie de re´solution tire partie de la structure de re´seau espace-temps propose´e.
Suite a` l’application d’heuristiques permettant une re´duction de la taille du re´seau, les au-
teurs de´veloppent un algorithme base´ sur une heuristique de recherche a` large voisinage.
Celui-ci utilise, de fac¸on sous-jacente, la re´solution d’une se´quence de programmes en
nombres entiers de´coulant d’une reformulation produit par produit du mode`le initialement
expose´. La me´thodologie est valide´e sur des donne´es re´elles provenant de CSX Transpor-
tation. Les auteurs rapportent avoir obtenu de bonnes performances ainsi qu’un impact
conse´quent au niveau d’une re´duction potentiellement importante de la flotte ne´cessaire
et des couˆts d’ope´ration annuels en comparaison avec les solutions propose´es par le logiciel
utilise´ par la compagnie. Vaidyanathan et al. [161] e´tendent l’e´tude de Ahuja et al. [9] en
conside´rant l’affectation de groupes de locomotives. Cette approche permet une re´duction
de la complexite´ des proble`mes a` re´soudre de meˆme que la re´solution d’instances de plus
grande taille, tout en assurant une qualite´ de solutions similaire. De plus, la formula-
tion pre´sente´e admet l’ajout de contraintes lie´es notamment aux interconnexions entre
les re´seaux de transport ferroviaire. Enfin, la me´thodologie privile´gie´e offre la possibi-
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lite´ au transporteur de modifier progressivement son plan d’ope´ration afin de converger
graduellement vers un plan optimal.
Lu¨bbecke et Zimmermann [119] pre´sentent une e´tude issue d’un contexte de routage
et d’horaire de locomotives de manœuvre d’une usine devant desservir un ensemble de de-
mandes a` l’inte´rieur de feneˆtres de temps. La proble´matique s’apparente a` un proble`me de
cueillettes et livraisons avec ve´hicules multiples. Deux formulations sont expose´es par les
auteurs. Premie`rement, un mode`le en variables mixtes est de´veloppe´. Celui-ci repose sur
l’e´laboration de patrons de base assurant notamment le respect des re`gles de pre´se´ance
ainsi que la puissance de traction des locomotives. De plus, la formulation impose des
contraintes de couverture des requeˆtes, de localisation de de´part et d’arrive´e des locomo-
tives de meˆme que des contraintes garantissant le service a` chaque requeˆte selon la feneˆtre
de temps assigne´e a` cette dernie`re. Un proble`me de partitionnement d’ensemble est pro-
pose´ comme deuxie`me formulation. Cette fois, des patrons visitant un sous-ensemble plus
vaste de requeˆtes sont conside´re´s. L’objectif devient alors l’affectation a` couˆt minimal d’au
plus un patron a` chaque locomotive de fac¸on a` couvrir l’ensemble des requeˆtes une et une
seule fois. La structure de couˆt favorise´e comprend les couˆts associe´s aux mouvements a`
vide ainsi qu’aux temps d’attente. Une approche par ge´ne´ration de colonnes est privile´gie´e
dans la re´solution du proble`me de partitionnement d’ensemble. Les auteurs pre´sentent par
la suite quelques proce´dures exactes et heuristiques permettant de ge´rer l’identification
de colonnes a` ajouter au proble`me maˆıtre restreint. L’approche est valide´e sur des trois
ensembles d’instances de taille et de niveau de difficulte´ variables.
Un proble`me de gestion de locomotives conside´rant des contraintes lie´es au ravitaille-
ment en carburant ainsi qu’a` la maintenance est e´tudie´ par Vaidyanathan et al.[162].
L’approche privile´gie´e s’effectue en deux temps. Premie`rement, un proble`me d’horaire est
traite´ de fac¸on a` e´tablir l’affectation des types de locomotive aux trains selon un horaire
cyclique tout en respectant un ensemble de contraintes ope´rationnelles et en minimisant
les couˆts. Par la suite, conside´rant les de´cisions prises a` la premie`re e´tape comme fixes,
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le routage des locomotives est de´termine´, encore une fois selon un horizon cyclique, de
sorte que les ravitaillements et la maintenance se fassent selon les normes dicte´es. Le
proble`me est de´compose´ selon le type de locomotive et formule´ comme un partitionne-
ment d’ensemble base´ sur les chemins de ravitaillement et de maintenance obtenus par
e´nume´ration. Le proble`me en nombres entiers en de´coulant e´tant de grande taille, une
proce´dure d’agre´gation des chemins est privile´gie´e. La solution obtenue est par la suite
de´sagre´ge´e par la re´solution d’un proble`me de flot multiproduits en nombres entiers ou`
chaque produit repre´sente l’agre´gation d’un ensemble de chemins. Ce proble`me est traite´
de fac¸on se´quentielle, produit par produit, suite a` la relaxation de contraintes liant le
flot sur les chemins de diffe´rentes agre´gations. Les auteurs valident leur approche sur des
instances provenant d’une importante entreprise ferroviaire ame´ricaine. Enfin certaines
analyses sont effectue´es afin de montrer la pertinence de l’approche comme outil d’aide a`
la de´cision. Les auteurs conside`rent, par exemple, l’effet de l’ajout ou du retrait d’instal-
lations de ravitaillement en carburant ou de maintenance.
Fu¨genschuh et al. [71] analysent, pour l’entreprise ferroviaire nationale allemande
Deutsche Bahn AG, l’affectation de locomotives aux trains pour lesquels l’heure de de´part
est dicte´e par le nombre de wagons accumule´. Ainsi le proble`me vise a` e´tablir l’horaire des
locomotives de´fini par des se´quences cycliques de de´placements avec charge et sans charge
et ayant pour objectif de minimiser le nombre de locomotives utilise´es tout en e´tant en
mesure de re´pondre a` la demande de puissance de traction de l’ensemble des trains. Trois
mode´lisations de la proble´matique sont propose´es selon que l’horaire soit pre´alablement
fixe´ par un outil de planification, que le de´but du service se fasse a` l’inte´rieur d’un certain
intervalle ou encore que la dure´e de transit soit tributaire de la congestion du re´seau.
L’approche de re´solution se base notamment sur l’utilisation d’une heuristique en deux
phases qui, premie`rement, identifie une solution minimisant le nombre de transferts de
wagons rate´s lors des connexions entre les trains. Par la suite, e´tant donne´ la politique
de gestion des wagons e´tablie pre´alablement, l’heuristique tente d’affecter le plus petit
nombre de locomotives de fac¸on a` minimiser les de´placements sans charge. Une comparai-
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son entre l’approche pre´sente´e et une re´solution a` l’aide de Cplex illustre la performance
de la me´thodologie privile´gie´e en permettant la re´solution de proble`mes de plus grande
taille en des temps de calcul plus courts.
1.1.6 Inte´gration des ope´rations ferroviaires
Il est e´vident que la re´solution se´quentielle des proble`mes qui ont e´te´ expose´s implique
l’obtention d’un plan d’ope´ration sous-optimal. Certains auteurs se sont donc penche´s sur
l’e´tude d’approches visant la mise en place d’outils d’optimisation inte´gre´s effectuant une
analyse simultane´e d’un certain nombre d’activite´s. De plus en plus d’entreprises tentent
d’implanter de tels syste`mes d’aide a` la de´cision afin d’ame´liorer la gestion globale de leurs
activite´s. Huntley et al. [93] pre´sentent un syste`me d’aide a` la de´cision de´veloppe´ pour
la compagnie CSX Transportation et permettant une analyse inte´gre´e des politiques de
routage des wagons et d’horaire des trains. Ferreira [66] expose les principales pratiques
ope´rationnelles mises de l’avant par les entreprises ferroviaires australiennes. Ireland et
al. [94] abordent le cas du Canadien Pacifique ou` un processus d’optimisation se´quentiel
des ope´rations est de´veloppe´. Ce dernier a pour objectif d’e´tablir un plan d’ope´ration
adapte´ au niveau de service exige´ par la cliente`le et de permettre la re´duction les couˆts
ope´rationnels. L’approche repose sur des heuristiques dans la de´termination du plan de
blocage des wagons et de routage des trains, et sur une simulation afin d’analyser la charge
de travail affecte´e aux cours et aux trains tout au long de l’horizon de planification. Enfin,
des algorithmes base´s sur des re´seaux espace-temps sont utilise´s de fac¸on a` coordonner
l’affectation du personnel et des locomotives, de meˆme que la distribution des wagons
vides.
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Vers une optimisation du plan d’ope´ration
Crainic, Ferland et Rousseau [55] proposent une formulation au niveau tactique inte´-
grant les de´cisions en ce qui a trait aux interactions entre le mouvement des trains et
le transit des wagons, les politiques de blocage, l’habillage des trains ainsi que la charge
de classification affecte´e a` chaque cour de triage. Un mode`le multiproduits en variables
mixtes comportant un objectif non line´aire est de´veloppe´. Celui-ci conside`re un ensemble
de classes de trafic pour lesquelles l’origine, la destination, le produit et la demande sont
connus. Le mode`le se base sur un re´seau repre´sentant l’ensemble des transits offerts par
l’entreprise. La formulation qui en re´sulte vise la minimisation des couˆts d’ope´ration,
ceux lie´s aux de´lais encourus principalement par le passage de la marchandise aux cours
de triage ou encore ceux associe´s a` la fre´quence du service offert. Les contraintes traite´es
sont la satisfaction de la demande ainsi qu’un ensemble de contraintes liant les variables de
flot et la fre´quence de service. Dans l’algorithme de´veloppe´, ces dernie`res sont transfe´re´es
et pe´nalise´es dans l’objectif. Le proble`me devient alors se´parable selon les classes de tra-
fic. Les auteurs proposent alors une proce´dure alternant entre la de´termination, pour une
fre´quence de service fixe´e, de la meilleure allocation de flot pour chaque classe de trafic,
et l’ajustement des variables de fre´quence e´tant donne´e une certaine affectation du flot.
Pour chaque classe de trafic, le sous-proble`me est re´solu par ge´ne´ration de colonnes ainsi
que par une me´thode de descente qui permet l’assignation du flot sur les itine´raires. La
me´thodologie est valide´e sur des instances provenant du CN et comportant 2613 classes
de trafic et 415 arcs de transit. Une re´duction des couˆts de l’ordre de 3% a` 4% com-
parativement a` ceux de´coulant des activite´s courantes de l’entreprise est obtenue. Une
version ge´ne´ralise´e de cette approche permettant l’implantation dans diffe´rents secteurs
d’activite´s tels le transport par camion ou encore le transport intermodal de conteneurs
est pre´sente´e par Crainic et Rousseau [56].
Un proble`me combinant la de´termination des mouvements de wagons charge´s et a`
vide, le de´placement des trains ainsi que l’e´valuation de politiques d’habillage optimales
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est formule´ par Haghani [82]. Un re´seau espace-temps est de´veloppe´ afin de repre´senter
l’e´tat des diffe´rentes cours et du transit du mate´riel roulant durant la pe´riode de plani-
fication. Chaque cour est illustre´e par deux sommets indiquant l’arrive´e et le de´part des
trains. On retrouve des arcs indiquant le mouvement de marchandises ainsi que d’autres
de´crivant les activite´s de classification, de transit de chargements vers le destinataire, ou
encore les de´lais encourus par les ope´rations de classification et le temps de connexion.
Un programme mathe´matique comportant un objectif non line´aire est par la suite e´tabli.
L’objectif e´tudie´ est la minimisation des couˆts associe´s aux de´placements du mate´riel
roulant, a` la classification, aux couˆts de´coulant des de´lais mentionne´s pre´ce´demment et
des pe´nalite´s impose´es pour le report d’une demande de wagons vides. Un ensemble de
contraintes est de´fini afin de garantir la conservation du flot de wagons et de locomo-
tives. De plus, des contraintes liantes sont formule´es afin de contraindre le nombre de
wagons d’un transit donne´ a` ne pas outrepasser la capacite´ de traction des locomotives.
La me´thodologie de re´solution est base´e sur une approche heuristique de´composant le
proble`me selon, d’une part, les variables entie`res associe´es a` l’affectation de locomotives
et, d’autre part, l’ensemble des variables continues de´terminant les divers flots de wa-
gons. E´tant donne´ l’aspect non line´aire de l’objectif, un logiciel approprie´ est utilise´ afin
de re´soudre de fac¸on se´quentielle le sous-proble`me lie´ aux variables entie`res et, une fois
celles-ci fixe´es, le sous-proble`me continu.
Dans une se´rie de deux articles, Keaton [101][102] de´veloppe une me´thodologie axe´e
sur l’optimisation du plan d’ope´ration en conside´rant notamment les connexions de trains
a` e´tablir, la fre´quence de service, ainsi que les politiques de blocage et le transit des
wagons dans le re´seau. L’auteur de´finit, pour chaque couple origine-destination, un sous-
re´seau permettant de circonscrire l’ensemble des connexions admissibles, celles-ci de´crivant
de fac¸on conjointe le mouvement des trains ainsi que les blocs pouvant eˆtre conside´re´s.
Un programme mathe´matique en variables mixtes permet la mode´lisation, entre autres,
de contraintes limitant le nombre de blocs construits a` une cour de triage donne´e ou
garantissant le respect de la capacite´ de traction des trains. L’objectif recherche´ est la
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minimisation des couˆts associe´s au transit des wagons dans le re´seau ainsi que ceux lie´s
aux couˆts d’ope´ration des trains. Dans une premie`re approche de re´solution, Keaton [101]
propose une relaxation lagrangienne ou` sont dualise´es les contraintes liant les variables de
flot des wagons et d’ouverture des trains. Afin d’ame´liorer la qualite´ des bornes supe´rieures
identifie´es, l’auteur propose un ajustement dual et une heuristique gloutonne dans le but
de diminuer la fre´quence de service et le nombre de connexions des trains. Dans son
second article, Keaton [102] pre´sente une formulation similaire mais inte`gre des contraintes
restreignant le temps de transit pour chaque couple origine-destination a` ne pas de´passer
un temps maximal. Un mode`le en variables binaires est ainsi expose´. Une approche de
relaxation semblable a` celle de´veloppe´e pre´ce´demment est conside´re´e.
Nozick et Morlok [135] pre´sentent un mode`le visant la planification des ope´rations pour
une entreprise offrant des services de transport intermodaux combinant les modes routiers
et ferroviaires. Les de´placements du mate´riel roulant, des remorques ainsi que les activite´s
d’entreposage sont repre´sente´s a` l’aide d’un re´seau espace-temps ou` l’horaire des trains
est conside´re´ comme parame`tre exoge`ne. Un mode`le line´aire en variables entie`res est par
la suite e´tabli. L’objectif de celui-ci est la minimisation des couˆts lie´s aux mouvements de
remorques charge´es ainsi qu’au repositionnement des remorques vides et des plates-formes.
En ce qui a trait aux contraintes, on retrouve notamment l’imposition du respect du niveau
de service consenti sur chaque couple origine-destination ainsi que la conservation du flot
de remorques et de plates-formes au cours de la pe´riode de planification. Afin de re´soudre
ce proble`me, les auteurs proposent une approche heuristique base´e sur l’analyse de la
solution obtenue suite a` la re´solution de la relaxation line´aire du mode`le pose´. L’algorithme
est valide´ sur un ensemble d’instances ge´ne´re´es selon des crite`res lie´s a` la dimension du
re´seau, a` la structure de la demande, a` la rigidite´ des contraintes de service ainsi qu’au ratio
entre le volume du trafic et la capacite´ disponible. L’heuristique est aussi teste´e sur des
donne´es re´elles provenant du re´seau intermodal de la compagnie ame´ricaine Conrail. Les
auteurs de´veloppent aussi quelques extensions a` leur mode`le ou` peuvent eˆtre conside´re´es
des notions lie´es a` la capacite´ des terminaux, a` l’ajout ou au retrait d’e´quipements a` la
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flotte en place, a` la capacite´ et au de´placement des locomotives, a` l’aspect potentiellement
he´te´roge`ne des remorques, aux interconnexions entre les re´seaux ferroviaires de meˆme
qu’au traitement d’itine´raires multiples. Ces derniers pre´sentent de plus une alternative a`
l’objectif propose´ ou` la maximisation du profit est pris en conside´ration.
Gorman [77] pre´sente une me´thodologie traitant un proble`me combinant la mise en
place de l’horaire des trains et l’affectation du trafic. Le tout est traite´ de fac¸on a` mini-
miser les couˆts d’ope´ration lie´s aux frais fixes encourus par l’assignation de l’e´quipage de
meˆme que les frais variables pouvant eˆtre attribue´s a` la consommation de carburant et
a` la puissance de traction requise. Les couˆts attache´s aux activite´s de classification des
cours de triage sont aussi conside´re´s. Un mode`le de programmation line´aire en nombres
entiers est de´veloppe´. Celui-ci conside`re notamment des contraintes de capacite´ des trains.
Le mode`le est de´compose´ en un proble`me d’horaire d’une part et en un proble`me d’affec-
tation du flot de demande d’autre part. La me´thodologie repose sur une approche en deux
phases. Premie`rement, un algorithme hybridant des concepts d’heuristiques ge´ne´tiques
et de recherche avec tabous applique´ sur des chaˆınes binaires repre´sentant les vecteurs
des de´cisions possibles est privile´gie´ afin d’e´tablir un horaire pour les trains. Puis chaque
horaire est e´value´ suite a` l’affectation heuristique du flot de demande et a` l’e´valuation des
couˆts re´sultant. La me´thodologie est teste´e et compare´e aux ope´rations courantes d’une
compagnie de chemin de fer ame´ricaine, dont le contexte e´tudie´ est pre´sente´ par l’auteur
dans [78]. Gorman rapporte avoir obtenu une re´duction des couˆts de 4% ainsi qu’une
baisse de 6% des retards de service.
Ceselli et al. [44] e´tudient quelques approches pour l’optimisation du service de cargo
express pour les Chemins de fer fe´de´raux suisses (CFF). Le re´seau est struture´ en plaques
tournantes pour lesquelles aucune politique de blocage n’est en vigueur. Les ope´rations
conside´re´es par les auteurs concernent le routage du cargo et des trains, l’habillage, la
gestion des horaires et l’affectation des locomotives. L’objectif vise´ est la minimisation
des couˆts fixes et variables associe´s aux ope´rations, notamment le couˆt d’ope´ration des
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locomotives lie´ a` la gestion du personnel et de l’e´quipement. La proble´matique est traite´e
selon trois approches. Premie`rement, un mode`le en nombres entiers est pre´sente´. Celui-
ci est base´ sur une adaptation de mode`les de tourne´es de ve´hicules pour laquelle une
re´solution a` l’aide d’un logiciel commercial est privile´gie´e. La seconde approche de´compose
le proble`me de fac¸on hie´rarchique en affectant les requeˆtes et les locomotives aux diffe´rentes
plaques tournantes, suivi de la ge´ne´ration des routes de trains pour chaque plaque tour-
nante et enfin d’une construction d’un horaire compatible. Le dernier mode`le pre´sente la
proble´matique globale selon une formulation par chemins d’un proble`me de partitionne-
ment d’ensemble. Ce dernier est traite´ par ge´ne´ration de colonnes. L’analyse des re´sultats
pre´sente´e tend a` de´montrer que l’approche inte´gre´e offerte par le dernier mode`le se com-
porte le mieux pour des instances re´elles de grande taille.
Les diffe´rents articles auxquels nous venons de faire re´fe´rence permettent de constater
a` quel point le transport ferroviaire repre´sente un secteur d’activite´ complexe. Il est donc
e´vident que la recherche traitant des proble´matiques pre´sente´es est tre`s loin d’eˆtre tarie.
Nous passons maintenant a` l’autre facette de l’analyse propose´e dans cette the`se, c’est-a`-
dire la gestion du revenu. La prochaine section de´crira d’abord les grands principes qui
sous-tendent ce domaine d’e´tude pour ensuite les illustrer dans le secteur du transport.
Nous discuterons notamment des aspects lie´s a` la tarification, e´le´ment central des chapitres
qui vont suivre.
1.2 Gestion du revenu
L’acce`s a` des syste`mes de transport fiables repre´sente, pour plusieurs entreprises,
l’e´le´ment cle´ guidant le choix d’un transporteur. Pour ce dernier, l’atteinte d’une fia-
bilite´ accrue passe par un traitement plus efficace des ope´rations jumele´ a` des politiques
approprie´es de gestion de la demande afin de maximiser les profits de l’entreprise. C’est
notamment dans cette optique que s’est de´veloppe´e la gestion du revenu. La diffe´renciation
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du service offert par la segmentation du marche´ est une approche marketing bien connue
afin de procurer a` chaque client un service approprie´ selon ses caracte´ristiques et sa sensibi-
lite´ au niveau de service. On retrouve d’ailleurs certaines analyses de la fiabilite´ de services
ferroviaires et de l’impact positif d’une segmentation du trafic en classes de service ou de
priorite´ chez des auteurs comme Kwon [112] et Kraft [105].
La recherche dans ce domaine s’inte´resse, entre autres dans le secteur ae´rien, a` des
proble´matiques telles la surre´servation, la gestion de la capacite´ ou encore la tarification
(McGill et van Ryzin[127] pre´sentent un recensement des principales contributions lie´es
a` ces the´matiques). De plus, on retrouve depuis quelques anne´es un de´veloppement plus
important d’outils permettant une analyse tarifaire visant a` de´terminer les politiques a`
adopter a` cet e´gard. Une inte´gration de l’e´tude des politiques lie´es a` la gestion de la
capacite´ et des tarifs est par le fait meˆme un objectif convoite´ par toute compagnie de
services. Ceci s’inscrit bien entendu dans la queˆte d’outils d’aide a` la de´cision combinant
a` la fois les aspects de gestion du revenu et des ope´rations.
Quelques auteurs tels Kimes [103], Weatherford et Bodily [165] de meˆme que Talluri
et van Ryzin [157] proposent une analyse de conditions propices a` la mise en place de
me´thodologies issues de la gestion du revenu. Nous pre´sentons ici quelques caracte´ristiques
typiques traite´es par ces auteurs. Nous reprenons pour ce faire la nomenclature privile´gie´e
par Talluri et van Ryzin [157] :
1. He´te´roge´ne´ite´ de la cliente`le
Cet attribut permet de tirer parti de la propension des clients a` accorder une va-
leur distincte a` un produit. Une segmentation approprie´e du marche´ suivant, par
exemple, une caracte´risation du produit selon le moment de l’achat permet d’ex-
ploiter l’aspect he´te´roge`ne des clients afin d’engendrer une potentielle croissance
des revenus pour l’entreprise.
2. Variabilite´ et incertitude de la demande
Ces deux e´le´ments entraˆınent une gestion complexe de la demande et des impacts
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directs sur les activite´s ope´rationnelles de l’entreprise. L’implantation d’outils effi-
caces offre un controˆle adapte´ permettant par exemple, tel que le mentionne Kimes
[103], d’inciter la demande a` se manifester lors de pe´riodes creuses en re´duisant les
prix, ou alors en favorisant une croissance des revenus en pe´riodes de pointe par une
augmentation du tarif exige´.
3. Rigidite´ de la production
Comme nous l’avons mentionne´ pre´ce´demment, la gestion du revenu s’inte´resse entre
autres a` la gestion de la capacite´, c’est-a`-dire a` l’allocation d’une capacite´ relative-
ment fixe. Il en re´sulte une gestion de la demande accrue puisque la capacite´ doit eˆtre
ge´ne´ralement attribue´e en conside´rant notamment plusieurs pe´riodes temporelles de
meˆme que la segmentation de la cliente`le. De plus, pour beaucoup d’entreprises de
service cette production est pe´rissable. Ainsi, une date est de´termine´e au-dela` de la-
quelle la production est perdue (sie`ge d’une cabine d’avion, sie`ge pour un e´ve´nement
culturel, etc.). Celle-ci ne peut donc eˆtre reporte´e afin de desservir une demande fu-
ture. En outre, cette rigidite´ est habituellement lie´e au fait que le couˆt de l’ajout
d’une unite´ de capacite´ est e´leve´. Cependant, le couˆt marginal associe´ a` la vente
d’une unite´ de capacite´ est normalement faible, incitant les entreprises a` ajuster
leurs politiques tarifaires afin de s’assurer que la totalite´ de la capacite´ soit utilise´e
avant la pe´remption de la production.
A` la lumie`re des concepts que nous venons d’e´noncer, il est e´vident qu’une implantation
efficace d’outils de controˆle base´s sur la gestion du revenu passe par une infrastructure
de collecte et de gestion des donne´es robuste de meˆme que par un syste`me d’information
performant.
Notons enfin que les publications traitant de la gestion du revenu en transport de
marchandises sont peu nombreuses. Mentionnons cependant les contributions de Powell
et al. [143] dans le secteur du transport par camions et Maragos [122] dans un contexte
de transport maritime. En ce qui a trait au transport ae´rien, nous retrouvons l’article de
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Kasilingam [100], l’analyse de Sobie [152], et les publications de Sandhu et Klabjan [147],
Amaruchkul, Cooper et Gupta [13] et finalement Luo, C¸akanyıldırım et Kasilingam [121].
1.2.1 Gestion du revenu et transport ae´rien
La place importante qu’occupe la gestion du revenu est notamment due a` l’impact
de celle-ci dans le secteur du transport ae´rien au cours des trente dernie`res anne´es. Selon
Barnhart, Belobaba et Odoni [17], la mise en place de strate´gies de surre´servation de billets
ou de gestion de la capacite´ des cabines peut engendrer une augmentation des revenus de
l’ordre de 5% a` 8%.
La surre´servation est utilise´e afin de limiter la sous-utilisation de la capacite´ des ap-
pareils. En effet, les annulations ou les abstentions de certains usagers a` se pre´senter aux
de´parts des vols induisent cette sous-utilisation que les entreprises tentent de combler en
proposant une offre supe´rieure a` la capacite´ re´elle. Les couˆts encourus par de potentiels
refus d’embarquement re´sultant de cette politique doivent donc eˆtre analyse´s. Afin de
de´terminer le niveau de surre´servation a` privile´gier, ces couˆts sont par la suite compare´s
a` ceux de´coulant de la perte de revenus engendre´e par la sous-exploitation de la capa-
cite´. Plusieurs types de mode´lisation ont e´te´ propose´s afin de traiter cette proble´matique.
Entre autres, des mode`les statistiques, statiques ou encore conside´rant de fac¸on dyna-
mique certaines caracte´ristiques associe´es aux processus de re´servation, d’annulation ou
d’abstention et ce sur une ou plusieurs classes tarifaires.
La gestion de la capacite´ des cabines cherche a` de´finir la meilleure distribution du
nombre de sie`ges d’un appareil entre les diffe´rentes classes de tarif disponibles sur un vol.
L’objectif vise´ repose sur la de´termination d’une limite pour chaque classe de re´servation.
Ces limites sont habituellement imbrique´es de sorte qu’une classe tarifaire donne´e se voit
accorder l’acce`s a` la capacite´ de toutes les classes comportant un tarif infe´rieur. A` cette
classe est aussi octroye´ un nombre de sie`ges qui sont prote´ge´s de potentielles demandes
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provenant de classes tarifaires de moindre valeur. Ainsi, une requeˆte issue d’une classe
e´leve´e ne pourra eˆtre refuse´e si une capacite´ re´siduelle est pre´sente dans une classe dont
le tarif est plus bas. La litte´rature propose deux principales avenues afin de traiter ce
proble`me. On retrouve l’analyse par segment de vol ainsi que l’e´tude de l’aspect re´seau
des interconnexions entre les itine´raires des passagers, c’est-a`-dire ou` l’ensemble des vols
offerts sont conside´re´s simultane´ment. Le but recherche´ par ces me´thodologies s’ave`re eˆtre
l’e´valuation du couˆt d’opportunite´ d’acquiescer a` une demande de re´servation comparati-
vement au revenu engendre´ par l’acceptation de celle-ci. Ce couˆt d’opportunite´ peut eˆtre
vu comme la perte potentielle de revenus provenant de futures demandes qui devront eˆtre
rejete´es faute de capacite´.
Enfin, le domaine de la tarification reveˆt une importance de premier plan. L’inte´gra-
tion de cet aspect de fac¸on endoge`ne aux processus de´cisionnels permet la de´termination
de tarifs adapte´s aux politiques ope´rationnelles ainsi qu’a` l’environnement concurrentiel
de l’entreprise. Nous reviendrons sur ce sujet un peu plus tard. Pour l’instant, illustrons
les concepts que nous venons de de´crire dans le contexte du transport par rail.
1.2.2 Gestion du revenu et transport ferroviaire
Les succe`s obtenus dans le domaine ae´rien encouragent l’implantation de me´thodolo-
gies de gestion du revenu dans le secteur du transport ferroviaire. Malgre´ le fait que
peu d’entreprises effectuent des analyses pousse´es en ce sens, il est inde´niable que le
de´veloppement de syste`mes d’aide a` la de´cision reposant sur les outils de controˆle que
peut offrir la gestion du revenu est une avenue incontournable. Il est cependant essentiel
d’adapter ces outils aux caracte´ristiques propres a` l’industrie et de connaˆıtre les attributs
du marche´ qui la supporte.
Reprenons les attributs typiques associe´s aux entreprises pour lesquelles l’application
de me´thodologies issues de la gestion du revenu peut eˆtre be´ne´fique et caracte´risons ces
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attributs dans le cadre des activite´s d’un transporteur ferroviaire. Des auteurs tels Strasser
[154] et Kraft, Srikar et Phillips [108], sur lesquels nous reviendrons plus en de´tails sous
peu, traitent de ces aspects.
1. He´te´roge´ne´ite´ de la cliente`le
Plusieurs segmentations de la cliente`le sont envisageables. En effet, la sensibilite´
des clients a` la dure´e de transit ou encore a` la fiabilite´ du service peut s’ave´rer
fort variable. De plus, le type de meˆme que les caracte´ristiques de la marchandise
transporte´e repre´sentent des crite`res de segmentation exploite´s par les entreprises
de ce secteur afin d’e´tablir, notamment, une structure tarifaire approprie´e dans une
optique de maximisation des revenus.
2. Variabilite´ et incertitude de la demande
En plus de la variabilite´ intrinse`que a` la demande de´coulant d’expe´diteurs ne´cessi-
tant un service a` la pie`ce, la structure d’ententes par contrat entre clients et transpor-
teurs peut complexifier davantage la gestion de la capacite´. En effet, certaines garan-
ties assurent au client une certaine capacite´ de transport. Cependant ce dernier n’a
souvent pas l’obligation de garantir en retour que cette demande se concre´tisera. Le
client pourra, par exemple, confier l’expe´dition de son chargement a` un compe´titeur
si celui-ci propose une offre de transport a` moindre couˆt.
3. Rigidite´ de la production
Le transport ferroviaire offre, de par sa nature meˆme, plus de flexibilite´ que le trans-
port ae´rien. Cette capacite´ n’est cependant pas illimite´e. La direction prise par plu-
sieurs entreprises de proposer un service respectant un horaire e´tabli et de de´laisser
les politiques tributaires d’un tonnage minimal afin d’autoriser le de´part des trains
contraint la capacite´ du transporteur. Ce dernier a donc un fort incitatif a` stimuler la
demande afin que les trains a` l’horaire acheminent une quantite´ suffisante de wagons
afin de rencontrer les couˆts du service. Notons enfin que cette flexibilite´ du trans-
port de marchandises par rail amoindrit l’effet de pe´remption de´crit pre´ce´demment
puisque certains ajustements de l’offre de transport peuvent eˆtre apporte´s.
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Strasser [154] analyse les impacts potentiels de l’application de la gestion du revenu
dans le contexte du transport ferroviaire caracte´rise´ typiquement par une offre de service
minimisant les couˆts et maximisant l’utilisation des actifs de l’entreprise dont le mate´riel
roulant, la capacite´ du re´seau et des cours de triage, etc. Cependant, ces objectifs sont
souvent contradictoires aux crite`res de fiablilite´ du service e´tablis par le transporteur. Se-
lon l’auteur, la gestion du revenu permet d’ame´liorer la gestion globale des ope´rations et
entraˆıne une ame´lioration du niveau de service tout en re´duisant les couˆts. Cette strate´gie
peut s’exprimer par la mise en place d’une segmentation du marche´ de´finissant les char-
gements a` priorite´ e´leve´e pour lesquels un prix supe´rieur est exige´ et ceux a` faible priorite´
pour lesquels un faible tarif est re´clame´. Cette tactique permet possiblement le lissage
de la demande re´sultant en une meilleure utilisation des actifs. De`s lors, les impacts au
niveau de la gestion globale du re´seau sont multiples. Entre autres, l’attribution d’une
priorite´ aux chargements permet de contrecarrer les de´passements de la capacite´ en retar-
dant le de´part de chargements de faible priorite´. De plus, les ope´rations de cours de triage
s’ave`rent plus aise´es, le niveau de congestion e´tant re´duit suite au lissage de la demande.
Une e´tude similaire est de´veloppe´e par Kraft, Srikar et Phillips [108]. Ces auteurs af-
firment qu’une implantation efficace de la gestion du revenu doit tenir compte de certaines
caracte´ristiques propres au secteur ferroviaire. Notamment, le transport de marchandises
se distingue par une forte propension a` avoir de courts de´lais de re´servation et aussi
par sa tendance vers la recherche d’une augmentation de la fiabilite´ du service plutoˆt que
l’e´tablissement d’un structure de prix complexe. Ce dernier e´le´ment est d’ailleurs l’une des
caracte´ristiques qui diffe´rencient le transport de passagers du transport de marchandises.
Ces derniers mentionnent en outre que le transport de marchandises comporte un aspect
ope´rationnel additionnel qu’il faut prendre en conside´ration. En effet, les marchandises se
doivent toujours d’eˆtre traite´es ope´rationnellement par le transporteur comparativement
aux passagers qui peuvent transiter d’un train a` l’autre sans intervention directe. D’autre
part, le fait de pouvoir de´placer une demande de moindre priorite´ afin de laisser place
a` une autre ayant une priorite´ plus importante permet aux chemins de fer de be´ne´ficier
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d’une flexibilite´ accrue. Une certaine analogie peut ici eˆtre e´tablie entre cet aspect de la
gestion du transport des marchandises et la gestion implicite de la capacite´ qu’effectuent
les transporteurs de passagers en limitant l’offre de sie`ges de certaines classes tarifaires. De
plus, la structure de contrats entre transporteurs et clients dicte les bases de la tarification
et les modalite´s de service devant eˆtre accorde´es. Ainsi, il est essentiel pour l’entreprise
d’e´tablir une connaissance approfondie des clients avec lesquels celle-ci fait affaires.
La litte´rature offre peu de publications traitant de l’application de ces principes en
transport par rail. Nous recensons ici les principales contributions dans diffe´rents con-
textes.
Gestion de la capacite´ du re´seau
Comme le mentionnent Kraft, Srikar et Phillips [108], les proble`mes lie´s au transport
ferroviaire sont caracte´rise´s par de nombreuses interactions entre les diffe´rents segments
du re´seau. En effet, lors du transit entre son origine et sa destination, un chargement peut
se voir affecter a` plusieurs blocs et trains, ou encore eˆtre achemine´ a` travers diffe´rentes
cours de triage. La formulation d’approches reposant sur une analyse par segment s’ave`re
donc peu re´aliste dans un contexte de transport de marchandises par rail.
La litte´rature a` ce sujet dans un contexte ferroviaire est plutoˆt limite´e. De fac¸on plus
ge´ne´rale, des auteurs comme Glover et al. [76], Curry [57], Boer, Freling et Piersma [60] de
meˆme que Bertsimas et Popescu [23] pre´sentent des approches visant l’analyse de l’effet
re´seau duˆ a` l’interde´pendance entre les segments. Celles-ci sont principalement traite´es
dans un contexte de transport ae´rien.
Harker et Hong [84] pre´sentent une approche visant la tarification de voies ferre´es pour
lesquelles un ensemble de marche´s de la compagnie ferroviaire (trains de passagers, trains
associe´s a` la division du transport intermodal, etc.) sont en compe´tition afin d’avoir acce`s
a` l’horaire d’utilisation le plus ade´quat selon leurs besoins. Le proble`me est formule´ comme
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un jeu non coope´ratif ou` les ensembles de strate´gie des joueurs ne sont pas disjoints puisque
la se´lection de l’horaire d’un joueur influence la prise de de´cision des autres. L’objectif
recherche´ par la compagnie ferroviaire est d’e´tablir une politique dictant le tarif devant
eˆtre impose´ a` chaque type d’usager pour l’utilisation d’une unite´ de temps sur les voies sous
son controˆle. Les usagers tentent de minimiser leur perte de qualite´ de service par rapport
a` leur horaire d’utilisation ide´al et ne conside`rent aucunement l’impact de ces de´cisions
sur l’e´tat ge´ne´ral du re´seau. La compagnie ferroviaire tente ainsi d’adapter la tarification
en conside´rant la re´action des usagers re´ajustant leur choix d’horaire jusqu’a` ce qu’une
situation d’e´quilibre soit atteinte. Le mode`le se base notamment sur l’approche de Harker
et Hong [83] afin de de´terminer le temps de transit des trains et un e´quilibre de Nash
ge´ne´ralise´ est de´termine´ suite a` la re´solution d’un proble`me d’ine´galite´s variationnelles.
Une e´tude de la me´thodologie est propose´e sur des donne´es re´elles.
La principale de´marche privile´gie´e par les auteurs se base sur la notion de prix d’offre
(bid price). Ce concept vise l’e´valuation du couˆt d’opportunite´ de´coulant de la vente d’une
unite´ de capacite´. Selon cette me´thodologie, une unite´ de capacite´ ne doit pas eˆtre vendue
a` une valeur sous le couˆt d’opportunite´ e´tabli et ce meˆme si, a` court terme, il pourrait
en re´sulter un effet positif sur les revenus de l’entreprise. Des auteurs comme Talluri et
van Ryzin [155][156] de´veloppent des me´thodologies de ce type afin de controˆler les ventes
dans le contexte de l’analyse du re´seau au niveau des diffe´rents couples origine-destination.
Notons que la notion de prix d’offre, dans le domaine ae´rien, est une notion heuristique
(ces prix correspondent essentiellement aux valeurs duales d’un programme line´aire avec
demande de´terministe).
Kraft [106][107] de´veloppe une me´thodologie visant a` traiter conjointement les de´ci-
sions d’une attribution ou non d’une offre de service de meˆme que le mouvement des
wagons. Chaque chargement est analyse´ par l’entreprise en ce qui a trait a` sa profitabilite´,
a` son impact sur la capacite´ du re´seau ainsi qu’a` la sensibilite´ du client au niveau de
service. L’objectif est ici de maximiser le profit ge´ne´re´ par ces activite´s. L’auteur propose
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une de´composition du proble`me par l’ajustement dynamique de l’horaire du transit des
chargements accepte´s par le transporteur ainsi que sur une proce´dure reposant sur le prix
d’offre qui permet de ge´rer l’offre de service pour les demandes futures. Les deux proble`mes
sont formule´s comme des mode`les de flot multiproduits comportant des contraintes de ca-
pacite´ des trains. Chaque chargement distinct repre´sente un produit. Le second incorpore
notamment la probabilite´ qu’un client donne´ accepte l’offre de service du transporteur et
ce par le biais d’une fonction dictant la re´action du consommateur au temps de transit
offert. Une relaxation lagrangienne est applique´e sur les deux mode`les ou` les contraintes
de capacite´ des trains liant les produits entre eux sont relaxe´es. Une simulation de quatre
sce´narios de´finis sur un horizon roulant est propose´e.
Transport intermodal
Une formulation d’un proble`me de transport intermodal visant l’e´valuation du couˆt
d’opportunite´ de desservir certaines demandes et l’e´tablissement des strate´gies tarifaires
adapte´es est de´veloppe´e par Yan, Bernstein et Sheffi [167]. Afin de simuler les ope´rations,
deux re´seaux espace-temps sont de´crits et illustrent le mouvement de conteneurs et de
plates-formes. Les de´placements des conteneurs sont repre´sente´s par des arcs indiquant
l’entreposage de meˆme que les transits, avec chargement ou a` vide, selon le plan de blo-
cage et l’horaire des trains en vigueur. Un mode`le line´aire est pre´sente´ comportant des
contraintes couplantes permettant d’imposer le respect de la capacite´ des plates-formes en
ce qui a trait au nombre de conteneurs pouvant eˆtre transporte´s. L’objectif recherche´ est
la minimisation de l’ensemble des couˆts d’ope´ration, de transport et d’entreposage. Une
me´thodologie combinant une approche de relaxation lagrangienne avec un algorithme de
flot a` couˆt minimal ainsi qu’un algorithme de plus court chemin est privile´gie´e dans le but
de de´terminer les couˆts d’opportunite´ des diffe´rents chargements. Une e´tude effectue´e sur
20 sce´narios de´coulant de donne´es re´elles indique des gains potentiels d’environ 11%. Les
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auteurs proposent de plus une approche de gestion du risque afin d’e´tablir une structure
de tarifs adapte´e.
Un syste`me de re´servation et de gestion du revenu pour le transport intermodal est
pre´sente´ par Campbell [35]. L’objectif vise´ est la mise en place de politiques permet-
tant d’augmenter la fiabilite´ du service et de re´duire le trafic devant eˆtre traite´ hors du
plan d’ope´ration e´tabli. A` cette fin, l’auteur e´tend les concepts de´veloppe´s par Belobaba
[20][21] afin de cre´er une me´thodologie capable de diffe´rer le transit de chargements de
faible priorite´ (ceux-ci offrant habituellement une feneˆtre de livraison plus large) dans le
but de favoriser les chargements a` forte priorite´. Chaque demande de service est analyse´e
selon les caracte´ristiques du client, l’horaire et la tarification en vigueur, et suivant le
statut actuel des re´servations et de la capacite´ re´siduelle des blocs susceptibles d’acco-
moder le chargement. Pour une demande donne´e, le transporteur a donc la pre´rogative
d’accepter l’offre, de proposer au client un changement de classe de service a` la hausse
ou a` la baisse, ou` encore de refuser la demande. Plusieurs politiques permettant d’e´valuer
l’impact du consentement ou non a` une demande de service sont e´tudie´es. Campbell re-
prend et de´veloppe la notion de Expected Marginal Revenue (EMS) telle que propose´e
par Belobaba [21] afin de conside´rer ou non le report et la substitution de chargements.
La me´thodologie attribue, selon les blocs associe´s a` un train donne´, la capacite´ dont ces
derniers disposeront. Cette e´tape est re´pe´te´e pe´riodiquement afin de tenir compte des
nouvelles informations apparaissant dans le syste`me au cours de la pe´riode de re´servation.
Afin d’effectuer l’affectation de la capacite´ aux blocs, l’auteur pre´sente deux alternatives,
soit une approche heuristique de meˆme qu’un mode`le de programmation line´aire avec ob-
jectif line´aire par morceau. Il est a` noter que le syste`me de re´servation traite la capacite´
des diffe´rents trains, et donc des blocs sous-jacents, de fac¸on distincte. Ainsi, l’effet re´seau
re´sultant du transit de blocs sur plusieurs trains n’est pas aborde´ ade´quatement par la
proce´dure. En effet, l’approche est mieux adapte´e au cas ou` les blocs voyagent de l’origine
a` la destination sur un unique train. Quelques simulations sont re´alise´es sur des donne´es
de la compagnie de chemins de fer CSX Transportation.
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Gorman [79] propose une me´thodologie visant l’e´tablissement de politiques tarifaires
adapte´es au transport intermodal pour l’entreprise Burlington Northern and Santa Fe
Railway (BNSF). Cette approche pre´sente une analyse des de´se´quilibres d’e´quipements
re´sultant de l’offre de service sur les marche´s desservis par la compagnie. L’objectif re-
cherche´ est l’identification de politiques profitables et vise une productivite´ accrue de
l’e´quipement. Apre`s avoir e´tudie´ l’e´lasticite´ de la demande [80], l’auteur pre´sente un
algorithme base´ sur un proble`me de transport afin d’e´valuer le repositionnement des
e´quipements vides ainsi que sur une me´thode d’e´chantillonage de Monte Carlo afin de
simuler la distribution de la demande de meˆme que l’e´lasticite´ de celle-ci envers le prix
exige´. Une heuristique s’appuyant sur une me´thode de plus grande pente (steepest ascent)
permet la de´termination de recommandations au niveau de la stucture tarifaire.
Transport de passagers
L’impact de la gestion du revenu dans le secteur ferroviaire se fait surtout sentir
en transport de passagers. Kraft, Srikar et Phillips [108] de meˆme que Johnston [97]
pre´sentent plusieurs attributs caracte´risant les politiques mises en place par la compagnie
Amtrak afin de controˆler la vente de sie`ges et de cabines selon les classes tarifaires et
les marche´s desservis par l’entreprise. Ben-Khedher et al. [22] de´crivent l’implantation
d’un syste`me de planification strate´gique de´terminant l’horaire de meˆme qu’un syste`me
tactique visant l’ajustement de la capacite´ pour le service de trains a` grande vitesse (TGV)
de la Socie´te´ nationale des chemins de fer franc¸ais (SNCF).
Ciancimino et al. [46] proposent une approche base´e, d’une part, sur un mode`le de
programmation mathe´matique line´aire de´terministe et, d’autre part, sur un mode`le non
line´aire probabiliste afin d’identifier les niveaux de re´servation de vente de billets a` e´tablir
dans un re´seau de transport ferroviaire de passagers. E´tant donne´e la structure de la
composition des trains a` l’e´tude et l’aspect distinct des wagons n’effectuant, pour chacun
d’eux, que le transport d’une seule classe de passager, les auteurs en viennent a` la conclu-
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sion que ces caracte´ristiques permettent une mode´lisation selon chaque classe de service
de fac¸on se´pare´e. Les interconnexions du trafic des passagers entre les diffe´rents segments
du transit ne sont donc pas conside´re´es. L’objectif recherche´ est d’e´tablir les limites de
re´servation pour chaque paire origine-destination afin de maximiser le revenu espe´re´. Les
contraintes conside´re´es sont notamment la capacite´ de chaque segment de transit ainsi
que certaines contraintes ope´rationnelles ou sociales engendrant de potentielles bornes
infe´rieures ou supe´rieures sur l’affectation des limites de re´servation. La me´thodologie de
re´solution du cas de´terministe repose sur l’utilisation d’un logiciel d’optimisation commer-
cial. En ce qui a trait au cas non-line´aire, un algorithme spe´cialise´ est propose´. Celui-ci
utilise la reformulation du proble`me original a` l’aide de ses conditions d’optimalite´ de
Karush-Kuhn-Tucker (KKT) afin d’e´tablir une fonction de me´rite combinant l’objectif
initial et un certain nombre de termes pe´nalisant la violation des conditions de KKT.
Un algorithme de type Newton est privile´gie´. Les deux algorithmes sont valide´s sur des
instances re´elles. Les re´sultats montrent que l’approche non line´aire permet l’atteinte de
revenus supe´rieurs a` ceux obtenus par l’algorithme line´aire mais ne´cessite un temps de
calcul plus important.
Coˆte´ et Riss [53] de meˆme que Coˆte´, Riss et Savard [54] de´crivent le de´veloppement,
a` la SNCF et chez Thalys, de nouveaux outils destine´s a` l’e´tude de politiques de tarifica-
tion optimales, a` l’analyse et au marketing de produits offerts par l’entreprise de meˆme
qu’a` la gestion dynamique de l’inventaire des sie`ges. De plus, l’environnement concur-
rentiel est conside´re´ afin d’en observer l’impact sur le processus de´cisionnel. Les auteurs
pre´sentent notamment le cadre analytique privile´gie´. Celui-ci comprend la mise en place
de mode`les de comportement du consommateur de´coulant de mode`les de choix de type
LOGIT, de mode`les de pre´vision de la demande ainsi que d’outils base´s sur l’optimisa-
tion mathe´matique a` deux niveaux. On retrouve ainsi au premier niveau un objectif de
maximisation des revenus sur les divers marche´s desservis par l’entreprise ainsi qu’un en-
semble de contraintes ope´rationnelles (horaire des trains, capacite´s au niveau du nombre
de sie`ges) et commerciales (structure tarifaire, politiques de rabais). Au second niveau, la
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re´action des usagers est de´crite a` l’aide du mode`le de comportement et ce pour chaque
segment de la cliente`le. Enfin, Coˆte´, Riss et Savard [54] pre´sentent quelques re´sultats d’une
e´tude effectue´e pour l’entreprise Thalys. Ceux-ci montrent le potentiel de la me´thodologie
privile´gie´e.
You [169] propose une approche de re´solution heuristique pour un proble`me de re´serva-
tion de sie`ges pour des re´seaux ferroviaires ou` la demande, pour chaque paire origine-
destination, est segmente´e selon deux classes tarifaires. La mode´lisation pre´sente´e consi-
de`re des limites de re´servation sur les diffe´rents segments ainsi qu’une pe´nalite´ pour un
refus d’embarquement duˆ a` la surre´servation. L’objectif vise´ est de de´terminer, pour l’en-
semble des itine´raires, les limites de re´servation de chaque classe tarifaire permettant la
maximisation du revenu espe´re´. Le mode`le obtenu est non line´aire et en nombres entiers.
Une heuristique hybridant programmation mathe´matique et optimisation par essaims par-
ticulaires (OEP)(particle swarm optimization) est pre´sente´e. L’algorithme est compose´ de
deux e´tapes. Premie`rement les limites de re´servation, normalement entie`res, sont relaxe´es
et une solution optimale d’un proble`me line´aire est obtenue, de´terminant de ce fait un
vecteur de ventes espe´re´es. Ce vecteur est par la suite utilise´ afin de ge´ne´rer les limites
de re´servation qui serviront a` initialiser la deuxie`me e´tape ou` l’approche OEP tentera
d’identifier une solution de qualite´. L’heuristique est compare´e sur 60 proble`mes avec la
solution de´coulant de la re´solution exacte de ces instances par deux logiciels commerciaux
et permet, en comparaison, l’obtention de revenus supe´rieurs variant entre ze´ro et 6,98%.
Tarification
Un proble`me inte´grant la tarification et la gestion des ope´rations est de´veloppe´ par Li
et Tayur [116] dans un contexte de transport intermodal de remorques sur plates-formes.
L’approche propose´e s’inscrit dans le cadre d’une analyse a` moyen terme combinant la
prise de de´cisions en ce qui a trait aux prix a` e´tablir sur diffe´rents marche´s, pour plu-
sieurs classes de service et en conside´rant un certain nombre de politiques tactiques et
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ope´rationnelles. A` l’aide d’une fonction de densite´ de´finie sur chaque marche´, les auteurs
e´valuent la relation entre le prix et la demande et en de´duisent une fonction de revenu.
Ainsi, les de´cisions tactiques et ope´rationnelles traite´es dans le mode`le de´veloppe´ reposent
sur la de´termination du flot sur chaque itine´raire, l’e´valuation de la fre´quence de service
de meˆme que l’affectation des trains sur les routes. Les couˆts variables lie´s au de´placement
des remorques, aux mouvements des trains ainsi qu’aux couˆts d’utilisation de l’e´quipement
sont conside´re´s. Une formulation mathe´matique non line´aire en variables binaires est ex-
pose´e. Les contraintes portent notamment sur le respect de la capacite´ des terminaux
ainsi que du nombre maximal de remorques que peut transporter chaque train. On re-
trouve de plus des contraintes assurant une fre´quence minimale suffisante afin que les
garanties dicte´es par les classes de service soient honore´es. Enfin, une limite est fixe´e de
fac¸on a` ce que la dure´e totale d’utilisation d’un train de de´passe pas une certaine borne
de´coulant de politiques d’entretien. L’objectif vise´ est la maximisation du profit exprime´
par la fonction de revenu de´crite pre´ce´demment a` laquelle sont retranche´s l’ensemble des
couˆts d’ope´ration. La me´thodologie de re´solution se base sur une recherche unidimension-
nelle selon chacun des trains en ope´ration. Une variation a` la me´thode de Newton est
propose´e en ce sens. Les auteurs pre´sentent quelques analyses montrant les variations du
profit lorsque le niveau potentiel de demande ou le couˆt de l’e´quipement est modifie´. Ces
derniers exposent de plus l’impact sur les profits lorsque les de´cisions lie´es a` la tarification
et aux ope´rations sont traite´es de manie`re se´quentielle et non pas simultane´e. Pour le
sce´nario e´tudie´, une optimisation conjointe permet d’obtenir un profit 13,42% plus e´leve´.
1.2.3 Tarification en transport
L’article pre´ce´dent illustre bien une tendance de plus en plus pre´sente au sein des en-
treprises de service, soit l’inte´gration des de´cisions tarifaires au processus de´cisionnel. Une
me´thodologie souvent privile´gie´e afin de traiter ce proble`me repose sur la programmation
dynamique (par exemple, Gallego et van Ryzin [73][74]). Cependant, celle-ci s’ave`re sou-
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vent mal adapte´e afin de prendre en compte, de fac¸on globale, les aspects d’un re´seau de
transport et les contraintes complexes qui lui sont sous-jacentes. En effet, ce type d’ap-
proche ne´cessite typiquement l’e´laboration d’une e´quation de re´currence qui peut eˆtre
difficile a` e´tablir lorsque, par exemple, des contraintes de parts de marche´ ou d’autres
contraintes de meˆme nature sont pre´sentes. A` cette fin, plusieurs auteurs proposent des
approches visant a` optimiser les politiques de tarification tout en conside´rant la re´action
des clients a` celles-ci de meˆme qu’aux politiques ope´rationnelles contraignant l’offre de
service en se basant sur le concept de la programmation mathe´matique a` deux niveaux.
Nous pre´sentons ici une courte description de ce paradigme qui sera suivie par le recense-
ment de publications offrant une analyse des principales caracte´ristiques et me´thodologies
de re´solution de mode`les en transport.
Programmation mathe´matique a` deux niveaux
La programmation mathe´matique a` deux niveaux s’inte´resse a` la formulation de pro-
ble`mes ou` une structure hie´rarchique est pre´sente dans la prise de de´cision. Celle-ci peut
eˆtre illustre´e par un syste`me ou` un agent e´conomique, appele´ meneur, conside`re lors de son
processus de´cisionnel la re´action d’un second agent, le suiveur. En conside´rant x comme
le vecteur des de´cisions du meneur et y celui du suiveur, la formulation d’un programme
a` deux niveaux peut eˆtre pre´sente´e comme
max
x,y
F (x, y)
sujet a` (x, y) ∈ X
y ∈ argmin
y′∈Y (x)
f(x, y′)
ou` les fonctions F et f de´crivent respectivement l’objectif du meneur et du suiveur et ou`
X repre´sente l’ensemble des contraintes de premier niveau et Y (x) l’ensemble, parame´tre´
selon le vecteur du meneur, contraignant les de´cisions du suiveur. Ce mode`le peut aussi
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eˆtre e´nonce´ sous forme verticale de la fac¸on suivante :
max
x,y
F (x, y)
sujet a` (x, y) ∈ X
min
y
f(x, y)
sujet a` y ∈ Y (x)
Colson, Marcotte et Savard [47] proposent une e´tude des principales proprie´te´s et me´thodo-
logies de re´solution pre´sente´es dans la litte´rature pour des programmes de type line´aire,
line´aire-quadratique ou encore non line´aire. Le domaine de la programmation a` deux ni-
veaux est aussi aborde´ par Dempe [62].
Dans ce qui suit, nous pre´sentons quelques publications qui se basent sur les concepts
que nous venons d’introduire et proposent certaines applications dans le domaine du
transport.
Programmation a` deux niveaux et tarification en transport
Une analyse d’un mode`le ge´ne´rique inte´grant la notion de tarification impose´e par
un meneur sur un ensemble de biens ou de services ainsi que la re´action des usagers
de´coulant des politiques adopte´es est de´veloppe´e par Labbe´, Marcotte et Savard [114].
Le proble`me pose´ appartient a` la classe des proble`mes a` deux niveaux comportant des
objectifs biline´aires. En substituant au proble`me de second niveau ses conditions d’opti-
malite´ primales-duales et en pe´nalisant les contraintes de comple´mentarite´ dans l’objectif,
un programme mathe´matique biline´aire a` un seul niveau est obtenu. Une application est
de´veloppe´e dans un contexte ou` un re´seau de transport multiproduits est conside´re´ au
second niveau. Le meneur cherche la maximisation de ses revenus de´coulant de politiques
de tarification sur un sous-ensemble des arcs du re´seau. La re´action des usagers est par
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ailleurs dicte´e par la recherche d’un plus court chemin entre leur origine et leur destina-
tion. E´tant donne´e la structure de plus court chemin des solutions du proble`me de second
niveau, une reformulation comme un programme mathe´matique en variables mixtes est
possible. Des algorithmes sont propose´s pour le cas d’un re´seau multiproduits mais ne
comportant qu’un seul arc sujet a` tarification ou encore dans un contexte a` un seul pro-
duit mais ou` le plus court chemin utilise´ par les usagers est connu a` l’avance. Une analyse
des re´sultats principalement effectue´e sur le comportement de la reformulation du mode`le
comme programme mathe´matique en variables mixtes indique que la re´solution d’ins-
tances de taille moyenne en un temps de calcul raisonnable peut eˆtre envisage´e. Labbe´,
Marcotte et Savard [115] proposent une approche heuristique base´e sur la pe´nalisation des
contraintes de comple´mentarite´ dans l’objectif et s’inspirent de l’algorithme de´veloppe´ par
Gendreau, Marcotte et Savard [75] pour la re´solution de programmes line´aires a` deux ni-
veaux. Une application au cas d’un proble`me de tarification sur un re´seau de transport
est aussi e´tablie et ses principales proprie´te´s sont e´tudie´es.
Un contexte similaire est e´tudie´ par Brotcorne et al. [29]. Les auteurs ne conside`rent
ici qu’un seul produit transitant dans le re´seau. Il en re´sulte un mode`le comportant des
objectifs biline´aires au premier et deuxie`me niveau ainsi que des contraintes de conser-
vation de flot dictant le comportement du suiveur. Une reformulation du mode`le comme
un programme mathe´matique en variables mixtes est par la suite de´veloppe´e. Plusieurs
heuristiques primales-duales sont aussi expose´es. Celles-ci se basent principalement sur la
pe´nalisation de la contrainte du second niveau imposant l’e´galite´ des objectifs primal et
dual ou encore des contraintes de comple´mentarite´. La premie`re suppose qu’il soit possible
d’e´tablir l’ensemble des arcs qui auront un flot positif dans une solution quasi optimale.
Le flot maximisant le revenu du meneur peut eˆtre e´value´ par la suite. La seconde strate´gie
repose sur la perturbation de la meilleure solution obtenue par l’une des heuristiques
pre´ce´demment de´crites dans l’espoir d’identifier certaines solutions voisines engendrant
un revenu supe´rieur. Cette perturbation peut eˆtre perpe´tre´e notamment par une interdic-
tion au passage du flot sur un arc ayant un flot positif dans la meilleure solution identifie´e
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ou encore par une variation des tarifs des arcs comportant un flot non nul. L’approche
est teste´e sur des instances ge´ne´re´es ale´atoirement et de taille variant de 50 sommets
et 250 arcs jusqu’a` 200 sommets et 9950 arcs. La proportion d’arcs sujets a` tarification
varie entre 5% et 20%. Les auteurs rapportent que sur de petits re´seaux les heuristiques
de´veloppe´es sont beaucoup plus rapides que les performances de Cplex lors de la re´solution
de la reformulation en variables mixtes du mode`le. Quelques analyses comparatives des
performances des diffe´rentes heuristiques propose´es sont aussi pre´sente´es. Dans un second
article, Brotcorne et al. [30] se basent sur la proce´dure de´veloppe´e par Labbe´, Marcotte
et Savard [114] dans le contexte de la recherche du tarif optimal devant eˆtre attribue´ a`
un unique arc sujet a` tarification afin de proposer une heuristique qui e´tend l’approche
aux cas ou` un tarif doit eˆtre de´termine´ sur plusieurs arcs. Une heuristique primale-duale
est par la suite expose´e et repre´sente une ge´ne´ralisation de l’approche de Brotcorne et al.
[29] au cas multiproduits.
Un mode`le combinant la conception du re´seau et la tarification est de´veloppe´ par Brot-
corne et al. [31]. Au premier niveau, on retrouve la caracte´risation des variables binaires de
de´cision pour l’ouverture ou non d’un arc. Le deuxie`me niveau est caracte´rise´ par un re´seau
multiproduits. Pour une tarification et une politique d’ouverture des arcs donne´es, le com-
portement de chaque produit dans le re´seau sous-jacent est obtenu suite a` l’e´valuation de
plus courts chemins. Une approche par relaxation lagrangienne est de´veloppe´e afin de
re´soudre le proble`me pose´. Les contraintes liant les variables de flot et de conception sont
tout d’abord relaxe´es dans l’objectif. La me´thodologie de´veloppe´e par Brotcorne et al.
[29][30] est par la suite privile´gie´e afin de re´soudre le sous-proble`me lagrangien.
Coˆte´, Marcotte et Savard [52] de´veloppent un mode`le permettant la de´termination de
politiques tarifaires de meˆme qu’une allocation approprie´e de la capacite´ disponible sur les
vols d’une compagnie ae´rienne. La mode´lisation mathe´matique est statique, de´terministe
et repre´sente la demande de fac¸on de´sagre´ge´e selon les diffe´rents itine´raires offerts dans
le re´seau. Cette avenue permet d’e´tablir une segmentation ade´quate de la cliente`le par
70
la caracte´risation de groupes cibles selon la valeur que ceux-ci accordent aux attributs
du service tels le prix exige´, la dure´e du transit ou encore la qualite´ de service consen-
tie. Le mode`le analyse l’ensemble de ces facteurs en paralle`le avec ce que propose la
compe´tition afin d’e´tablir une structure tarifaire concurrentielle. Au second niveau, les
auteurs introduisent des contraintes assurant l’atteinte d’objectifs commerciaux en ce qui
a trait aux parts de marche´ notamment. De plus, des contraintes garantissent le respect
de la capacite´ des appareils et limitent, si de´sire´, le niveau de re´servation de certaines
classes de service. Les auteurs pre´sentent par la suite un survol rapide de me´thodologies
de re´solution adapte´es a` la mode´lisation privile´gie´e pour des proble`mes de grande taille
ainsi que quelques approches de calibrage et d’analyse des donne´es afin que le mode`le
refle`te le plus justement possible le contexte traite´.
Castelli et al. [43] proposent une formulation d’un mode`le mathe´matique a` deux ni-
veaux afin de repre´senter le comportement de deux agents dans un re´seau de transport.
Le premier agent (P ) recherche la minimisation de ses couˆts de transport alors que le
deuxie`me (Q) vise la maximisation de sa fonction d’utilite´ qui peut eˆtre vue, par exemple,
comme l’optimisation de ses revenus. La formulation repose sur la de´termination, a` l’aide
d’un mode`le de flot a` couˆt minimal, de l’allocation de trafic de P dans un re´seau pour
lequel un certain nombre d’arcs sont sous le controˆle de Q. Ce controˆle se de´finit par
l’affectation de capacite´s sur les arcs que cet agent ge`re. Les auteurs de´montrent qu’une
solution optimale au proble`me pose´ repre´sente un point d’e´quilibre de Nash. Une heuris-
tique permettant l’identification de bornes supe´rieures sur la solution optimale au mode`le
bi-niveaux est par la suite de´veloppe´e. Celle-ci se base sur un algorithme d’e´limination
de cycles a` couˆt ne´gatif pour le proble`me de flot a` couˆt minimal tel que propose´ par
Ahuja, Magnanti et Orlin [10]. Partant d’un flot admissible, cet algorithme indique donc
la ne´cessite´ d’une modification du flot permettant le passage d’un e´quilibre de Nash a`
un autre. Une comparaison de la solution obtenue par l’heuristique avec la solution opti-
male re´sultant de l’application d’une proce´dure de se´paration et d’e´valuation progressive
indique un e´cart d’environ 0, 3%.
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A` la lumie`re de la vaste litte´rature traitant des diffe´rents aspects lie´s a` la gestion
des activite´s d’un transporteur ferroviaire de meˆme qu’aux de´fis qu’apportent la mise
en place d’une saine gestion du revenu, il est plus qu’e´vident qu’une e´tude globale de
ces deux pans de recherche est incontournable. Cette dernie`re doit s’articuler autour
de l’e´laboration d’outils d’aide a` la de´cision visant, de fac¸on conjointe, une analyse des
ope´rations desquelles de´coule la capacite´ de transport disponible, et de la gestion ade´quate
de celle-ci combine´e a` une tarification adapte´e afin de maximiser le revenu re´sultant des ac-
tivite´s du transporteur. Les prochains chapitres s’inte´ressent justement a` e´tablir certaines
bases d’une analyse inte´gre´e de la gestion des ope´rations et du revenu. De´butons par la
mode´lisation de la proble´matique souleve´e qui servira d’assise aux ide´es algorithmiques
qui seront de´veloppe´es par la suite.
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CHAPITRE 2 : MODE´LISATIONS ET
FORMULATIONS
Ce chapitre pre´sente deux mode´lisations axe´es, respectivement, sur une perspective
ope´rationnelle et tactique de la gestion inte´gre´e de la tarification et de la capacite´ du
re´seau. Chaque formulation met l’emphase, selon le niveau de de´cision privile´gie´, sur cer-
tains des principaux attributs intervenant dans la prise de de´cision. Le paradigme de la pro-
grammation mathe´matique a` deux niveaux est utilise´ afin de de´peindre les proble´matiques.
A` l’instar de ce que nous avons pre´sente´ plus toˆt, nous ferons intervenir deux agents. Le
transporteur ferroviaire est ici le meneur et le suiveur est de´crit par les entreprises qui
sollicitent les services de la compagnie par le biais de requeˆtes caracte´rise´es par diffe´rents
attributs dont, notamment, le type de marchandise. La maximisation du revenu de´coulant
de ce transit de marchandises repre´sente l’objectif vise´ par le meneur. Ce dernier tente
donc de mettre en place une politique tarifaire approprie´e. Pour sa part, le suiveur cherche
a` minimiser le couˆt re´sultant de la tarification impose´e ainsi que de sa perception du service
propose´. Le tout est traite´ dans un cadre ou` la compe´tition joue un roˆle important. Ainsi
le suiveur conside`re les opportunite´s de transport offertes sur le marche´ par d’autres com-
pagnies ferroviaires ou encore par certaines entreprises de transport routier ou maritime
par exemple.
La perspective ope´rationnelle sera toutefois privile´gie´e dans les chapitres qui suivront
puisque les politiques tarifaires qui lui seront rattache´es permettront une analyse plus na-
turelle par rapport a` une perspective tactique. Nous de´butons ce chapitre avec la descrip-
tion d’un mode`le conceptuel qui permettra d’e´tablir les e´le´ments de base qui interviennent
dans le domaine du transport de marchandises par rail ainsi que les principales relations
qui existent entre eux.
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2.1 Mode`le conceptuel du transport ferroviaire de marchan-
dises
Tel que nous l’avons mentionne´ pre´ce´demment, les transporteurs ope`rent de plus en
plus dans un environnement a` horaires fixes par opposition a` une gestion plus traditionnelle
base´e sur un tonnage minimal. Ainsi, les compagnies ferroviaires se doivent d’e´tablir, a`
un niveau tactique, l’horaire des trains afin de satisfaire le plus possible la demande. Au
niveau ope´rationnel, les requeˆtes des clients doivent eˆtre affecte´es selon la capacite´ de
transport disponible. Ces requeˆtes sont de´finies par un certain produit caracte´rise´ par
des attributs spe´cifiques tels que la demande, mesure´e en nombre de wagons ou selon
une mesure de volume similaire. Chaque requeˆte doit eˆtre transporte´e d’une origine a`
une destination (OD) et ce transit se fera par le passage a` une ou plusieurs cours de
triage (ou classification). Toute requeˆte est de plus de´finie par une heure de tombe´e a`
partir de laquelle le produit devient disponible pour le transporteur de meˆme qu’une
e´che´ance de livraison spe´cifiant la fin du de´lai de livraison a` la destination. De plus, les
requeˆtes sont segmente´es selon la perception des clients et ce, notamment, par rapport a`
la dure´e du transit ou la qualite´ du service (pre´fe´rences d’e´quipement par exemple). Les
itine´raires de´coulent de l’horaire et de´finissent les chemins admissibles pour un produit de
son origine a` sa destination. Le de´placement des wagons selon un itine´raire est contraint
par les capacite´s induites par les de´cisions tactiques en ce qui a trait, entre autres, aux
politiques de blocage ou a` la puissance de traction des diffe´rentes locomotives. La figure
2.1 pre´sente les relations entre les entite´s de´crites pre´ce´demment.
Le proble`me conside´re´ ici s’inte´resse a` la relation de re´servation. L’objectif vise´ est
d’effectuer, de fac¸on conjointe, la gestion de la capacite´ disponible et de la tarification a`
l’inte´rieur de la relation entre chaque paire OD et les itine´raires de´crivant son ensemble
d’itine´raires admissibles.
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Identification
Description
NomIdentification
ProduitODItine´raire
Origine Destination
Heure de tombe´e E´che´ance de livraisonDe´part Arrive´e
Cour de triage
Horaire
De A`
Capacite´
Perception du service
Demande
Gestion de la capacite´
Tarification
Re´servation
Figure 2.1 – Sche´ma conceptuel du transport ferroviaire de marchandises
2.2 Inte´gration de la tarification et de la gestion de la ca-
pacite´ au niveau ope´rationnel
Nous proposons ici une premie`re inte´gration visant a` conside´rer de fac¸on simultane´e
la tarification du transit de marchandises et la gestion de la capacite´ du re´seau au niveau
ope´rationnel. Nous de´crivons dans un premier temps la structure du re´seau ferroviaire et
ses principaux attributs. Par la suite nous proposons une formulation mathe´matique base´e
sur les chemins de ce re´seau. Nous ferons alors ressortir tant les aspects lie´s au transit
des marchandises que ceux associe´s a` la mise en place des politiques tarifaires. Quelques
extensions seront par la suite aborde´es.
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2.2.1 Repre´sentation re´seau
Soit E l’ensemble des types d’e´quipement disponibles dans le re´seau et K l’ensemble
des chargements pour lesquels une demande de service est formule´e. A` chaque chargement
k ∈ K est associe´ un couple origine-destination (o(k), d(k)) ainsi qu’un ensemble Ek
indiquant les types d’e´quipement substituables pour le chargement k. Pour chaque type
d’e´quipement e ∈ E, de´finissons un re´seau espace-temps multiproduits Ge = (N e, Ae)
ou` N e repre´sente l’ensemble des sommets, Ae l’ensemble des arcs du graphe et ou` les
produits circulant dans le re´seau sont les chargements k pour lesquels e ∈ Ek. Soit B
l’ensemble des blocs e´tablis par l’entreprise. Ainsi, Be ⊂ Ae repre´sente l’ensemble des
blocs sur lesquels l’e´quipement e est disponible. Ce re´seau est base´ sur l’horaire des trains
pre´vus et permet la repre´sentation des de´parts et arrive´es de ceux-ci aux diffe´rentes cours
de triage. La repre´sentation qui suit, dont on retrouve une version similaire chez Kwon
[112] par exemple, suppose connues les de´cisions tactiques lie´es aux politiques de blocage
des wagons et d’habillage des trains. La figure 2.2 pre´sente la structure d’un re´seau de
blocs pour un type d’e´quipement donne´ sur une pe´riode d’une journe´e.
Structure de l’ensemble N e
L’ensemble N e se compose de quatre types de nœuds. Les deux premiers types per-
mettent de repre´senter le de´part et l’arrive´e des trains a` l’horaire. Les autres indiquent
respectivement la fin de la pe´riode de de´sassemblage de blocs associe´s a` un train et l’heure
de tombe´e pour l’assemblage de blocs, c’est-a`-dire l’heure limite au-dela` de laquelle l’as-
semblage des wagons et l’habillage du train seraient impossibles e´tant donne´ l’horaire de
de´part de ce dernier.
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B
Figure 2.2 – Repre´sentation d’un re´seau de blocs
Structure de l’ensemble Ae
Cet ensemble comporte lui aussi quatre e´le´ments. Les deux premiers types d’arcs
illustrent les ope´rations d’assemblage des blocs et d’habillage des trains de meˆme que les
ope´rations inverses lors de l’arrive´e d’un train a` destination. On retrouve de plus des arcs
horizontaux illustrant l’entreposage de wagons a` chaque cour de triage jusqu’au de´part de
ceux-ci sur un bloc subse´quent ou encore jusqu’a` la re´cupe´ration de la marchandise par
le client a` qui celle-ci est destine´e. Cette dernie`re ope´ration ne´cessite habituellement un
transit local des wagons. Enfin, des arcs repre´sentant le mouvement des blocs sur les trains
sont e´tablis selon la politique d’habillage. Par exemple, l’arc A de la figure 2.2 indique
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le mouvement d’un bloc ayant pour origine la cour de triage 3 et comme destination la
cour de triage 1. Ce dernier ne subira donc aucun de´sassemblage ou reclassification aux
cours de triage interme´diaires qu’il rencontrera durant son parcours. E´tant donne´ que la
politique d’habillage est connue, les trains sur lesquels le bloc A transitera sont pre´de´finis.
On remarque ici que ce bloc effectue un de´placement de la cour de triage 3 a` la cour
de triage 2 ou` celui-ci se joint au bloc B pour le transit final, sur un train commun,
vers la cour de triage 1 repre´sentant la destination des deux blocs. La figure 2.3 propose
une repre´sentation de de´placements des trains compatibles avec le mouvement des blocs
de´finis. Notons par {X; (y, z)} le bloc X ayant comme origine la cour de triage y et comme
destination la cour de triage z. En plus de pre´senter les transits des blocs A et B de´crits
pre´ce´demment, on y retrouve le mouvement des blocs C,D et E. Ainsi, les blocs C et D
transitent simultane´ment entre les cours 1 et 2 et, suite au retrait du bloc C ayant atteint
sa destination et a` l’assemblage de D et E, un de´placement final est effectue´ jusqu’a` la
cour 3.
2.2.2 Formulation mathe´matique par chemins
La formulation qui suit repose sur les chemins des graphes espace-temps de´veloppe´s
pre´ce´demment. Afin d’e´tablir de fac¸on claire la structure du mode`le mathe´matique pro-
pose´, il est ne´cessaire de de´finir plus en de´tails la notation privile´gie´e. En repre´sentant le
meneur par m et la compe´tition par c, soit les ensembles suivants :
Ime,k : ensemble de´finissant les itine´raires offerts par le meneur pour l’e´quipement e
et le chargement k,
Imk : ensemble de´finissant les itine´raires offerts par le meneur pour le chargement
k. C’est-a`-dire que Imk = ∪e∈EkI
m
e,k,
Im : ensemble de´finissant les itine´raires offerts par le meneur,
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Figure 2.3 – Repre´sentation de mouvements de trains
Ick : ensemble de´finissant les itine´raires offerts par la compe´tition pour le chargement
k. Ainsi i ∈ Ick peut repre´senter un itine´raire routier, maritime ou ferroviaire
propose´ entre o(k) et d(k),
Ic : ensemble de´finissant les itine´raires offerts par la compe´tition,
L : ensemble des trains,
La : ensemble des trains sur lesquels le bloc a est affecte´,
Bei,k : ensemble des blocs formant l’itine´raire i du chargement k dans le re´seau G
e,
Ea : ensemble des e´quipements offerts sur le bloc a,
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P : ensemble des pe´riodes de´finies sur l’horizon de planification (dont la dure´e peut
repre´senter une journe´e par exemple),
R : ensemble des cours de triage,
Sr,p : ensemble des itine´raires comprenant au moins un arc d’assemblage ou de
de´sassemblage de la cour de triage r ∈ R durant la pe´riode p ∈ P . Les
itine´raires comportant un arc repre´sentant un bloc effectuant un arreˆt a` la
cour de triage r a` la pe´riode p sont aussi inclus dans cet ensemble car meˆme si
aucun de´sassemblage ou reclassification n’a lieu, ce passage ne´cessitera tout
de meˆme l’utilisation de voies, limitant ainsi la capacite´ de la cour de triage,
ainsi que les parame`tres exoge`nes :
dk : demande du chargement k en nombre de wagons,
capl : capacite´ du train l en nombre de wagons. Celle-ci de´pend normalement de la
puissance de traction que peuvent fournir les locomotives associe´es au train,
capa : capacite´ du bloc a en nombre de wagons,
cape,a : capacite´ accorde´e au type d’e´quipement e sur le bloc a en nombre de wagons,
capvr : capacite´ de traitement, au niveau du volume, de la cour de triage r durant
une pe´riode, en nombre de wagons.
De´finissons aussi les variables :
tmi et t
c
i : tarification respective du meneur et de la compe´tition pour une unite´ de
flot sur l’itine´raire i,
tm : le vecteur des tarifs du meneur,
fmi et f
c
i : flot sur l’itine´raire i propose´ respectivement par le meneur et la compe´ti-
tion,
fm et f c : vecteurs des flots associe´s au meneur et a` la compe´tition,
ve,a : nombre d’unite´s d’e´quipement e transitant sur le bloc a,
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de meˆme qu’une caracte´risation de chaque itine´raire et de la sensibilite´ des clients a` la
qualite´ de service, telle que propose´e par Marcotte et Savard [123] de meˆme que Coˆte´,
Marcotte et Savard [52] pour le transport ae´rien de passagers :
Di : dure´e de l’itine´raire i,
Qi : qualite´ de service attribue´e a` l’itine´raire i,
αk : facteur associe´ a` la conversion, en valeur mone´taire, d’une unite´ de dure´e pour
le client associe´ au chargement k,
βe,k : facteur associe´ a` la conversion, en valeur mone´taire, d’une unite´ de perte de
qualite´ de service due a` l’utilisation de l’e´quipement de type e pour le client
associe´ au chargement k,
cmi et c
c
i : couˆt unitaire du flot sur l’itine´raire i propose´ respectivement par le meneur
et la compe´tition. Pour un itine´raire i du meneur de´fini dans le re´seau Ge,
ce couˆt s’exprime, pour le chargement k, comme cmi (α, β) = t
m
i +ρi,k(α, β)
ou` ρi,k(α, β) = αkDi + βe,kQi. En ce qui a trait a` la compe´tition, le couˆt
se traduit par cci (α, β) = t
c
i + αkDi + βkQi.
Tel que nous l’avons mentionne´ en de´but de chapitre, l’objectif recherche´ par le trans-
porteur sera de maximiser le revenu re´sultant du transit des marchandises a` travers le
re´seau sous son controˆle. Nous pouvons formuler ceci comme :
max
tm,fm,fc
∑
k∈K
∑
e∈Ek
∑
i∈Im
e,k
tmi f
m
i .
Cette tarification dicte´e par le meneur induira de`s lors une re´action de la part du suiveur.
Celui-ci cherchera a` minimiser son couˆt perc¸u associe´ a` l’acheminement de sa marchandise.
Le suiveur analysera donc la politique tarifaire de meˆme que les caracte´ristiques du service
propose´ par le meneur, et ce en paralle`le avec les offres de transport disponibles sur le
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marche´. Cet objectif peut s’exprimer comme :
min
fm,fc
∑
k∈K
∑
e∈Ek
∑
i∈Im
e,k
cmi (α, β)f
m
i +
∑
k∈K
∑
i∈Ic
k
cci (α, β)f
c
i .
Il est a` noter que nous conside´rons ici les tarifs de´cre´te´s par la compe´tition comme des pa-
rame`tres exoge`nes. Une e´tude pre´liminaire peut par exemple eˆtre effectue´e afin d’identifier
les tendances des principaux acteurs œuvrant dans ce secteur d’activite´.
Le meneur se doit aussi d’e´tablir un certain nombre de contraintes lie´es aux impe´ratifs
ope´rationnels de l’exploitation d’un re´seau ferroviaire. Nous conside´rons pour ce mode`le
les contraintes suivantes :
∑
k|e∈Ek
∑
i|a∈Be
i,k
fmi = ve,a ∀a ∈ B;∀e ∈ E
a; (2.1)
ve,a ≤ cape,a ∀a ∈ B;∀e ∈ E
a; (2.2)∑
e∈Ea
ve,a ≤ capa ∀a ∈ B; (2.3)
∑
a|l∈La
∑
e∈Ea
ve,a ≤ capl ∀l ∈ L; (2.4)
∑
i∈Sr,p
fmi ≤ cap
v
r ∀r ∈ R;∀p ∈ P. (2.5)
Les e´quations e´tablies en (2.1) n’effectuent qu’un changement de variables afin d’obtenir
le flot d’e´quipement sur chacun des blocs. On retrouve en (2.2) des contraintes permettant
de conside´rer une capacite´ maximale attribue´e au transport de chaque type d’e´quipement
sur un bloc. Il est impose´ en (2.3) que le transit d’e´quipement sur un bloc donne´ ne
de´passe pas la limite e´tablie. Les contraintes (2.4) assurent que la capacite´ de traction
des locomotives associe´es a` chaque transit soit respecte´e. La capacite´ de traitement du
volume de wagons (indique´e par l’exposant v) sur les voies de triage disponibles a` chacune
des cours est prise en conside´ration en (2.5).
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Nous pouvons maintenant e´noncer le mode`le de tarification et de gestion de la capacite´
du re´seau au niveau ope´rationnel (TGCO) comme suit
(TGCO) max
tm,fm,fc
∑
k∈K
∑
e∈Ek
∑
i∈Im
e,k
tmi f
m
i
sujet a`
tm ≥ 0; (2.6)
min
fm,fc
∑
k∈K
∑
e∈Ek
∑
i∈Im
e,k
cmi (α, β)f
m
i +
∑
k∈K
∑
i∈Ic
k
cci (α, β)f
c
i
sujet a`
∑
e∈Ek
∑
i∈Im
e,k
fmi +
∑
i∈Ic
k
f ci = dk ∀k ∈ K; (2.7)
∑
k|e∈Ek
∑
i|a∈Be
i,k
fmi = ve,a ∀a ∈ B;∀e ∈ E
a; (2.8)
ve,a ≤ cape,a ∀a ∈ B;∀e ∈ E
a; (2.9)∑
e∈Ea
ve,a ≤ capa ∀a ∈ B; (2.10)
∑
a|l∈La
∑
e∈Ea
ve,a ≤ capl ∀l ∈ L; (2.11)
∑
i∈Sr,p
fmi ≤ cap
v
r ∀r ∈ R;∀p ∈ P ; (2.12)
fm, f c ≥ 0, entier. (2.13)
Notons que les contraintes (2.7) garantissent que la demande associe´e a` chaque charge-
ment sera desservie. Finalement, en (2.6) et (2.13) on retrouve les contraintes de´finissant
les variables de de´cision de premier et de deuxie`me niveaux.
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2.2.3 Extensions
Nous pre´sentons ici quelques extensions au mode`le que nous venons de proposer afin
de traiter un certain nombre de de´cisions de niveau tactique. Notamment, le mode`le peut
eˆtre adapte´ afin que celui-ci incorpore les de´cisions en ce qui a trait aux politiques de
blocage. Conside´rons l’ensemble B des arcs repre´sentant les blocs potentiels e´tablis par
l’entreprise. Ainsi, l’ensemble B de´crit plus toˆt est tel que B ⊆ B. De´finissons les variables
de de´cisions de premier niveau suivantes :
za,p =

 1 si le bloc a est ouvert a` la pe´riode p ;0 sinon.
La variable za,p n’est conside´re´e que si le bloc a repre´sente un e´le´ment de Bp ⊂ B,
correspondant aux blocs potentiels a` la pe´riode p. Les contraintes (2.9) peuvent donc eˆtre
re´crites comme :
ve,a ≤ cape,aza,p ∀p ∈ P ;∀a ∈ Bp;∀e ∈ E
a;
za,p ∈ {0, 1} ∀p ∈ P ;∀a ∈ Bp.
Les couˆts fixes encourus par l’ouverture des blocs sont de plus ajoute´s a` l’objectif du
meneur. Ceux-ci correspondent typiquement aux couˆts lie´s aux transferts du bloc de son
origine a` sa destination ainsi qu’a` ceux de´coulant de l’utilisation des voies de triage lors
de la construction du bloc. On retrouve ainsi au premier niveau :
max
tm,fm,fc
∑
k∈K
∑
e∈Ek
∑
i∈Im
e,k
tmi f
m
i −
∑
p∈P
∑
a∈Bp
haza,p;
ou` ha repre´sente le couˆt fixe de´coulant de la mise en place du bloc a.
Un ensemble d’arcs de´crivant les affectations admissibles d’un bloc a ∈ B a` diffe´-
rentes se´quences de train de l’origine de a a` sa destination peut de plus eˆtre traite´. Les
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de´cisions tactiques au niveau de l’habillage des trains peuvent donc eˆtre e´tudie´es dans une
certaine mesure avec cette approche. Une analyse pre´liminaire est cependant ne´cessaire
afin d’e´tablir les affectations des blocs a` diffe´rents horaires de trains qui sont conside´re´es
comme viables par le transporteur. En de´finissant parBa,p l’ensemble des arcs repre´sentant
les affectations potentielles du bloc a aux trains a` l’horaire ayant un de´part de l’origine de
a a` la pe´riode p, des contraintes sur un nombre minimum (mina,p) ou maximum (maxa,p)
de fois que ce bloc doit apparaˆıtre dans le plan d’ope´ration au cours de la pe´riode peuvent
eˆtre e´tablies comme :
mina,p ≤
∑
j∈Ba,p
zja,p ≤ maxa,p,
ou` zja,p correspond a` la variable de conception pour l’affectation j du bloc a aux trains
a` la pe´riode p. Les valeurs attribue´es aux bornes de´finies peuvent repre´senter un certain
niveau de service minimal garanti par l’entreprise ou encore une capacite´ maximale de
manutention impose´e par les caracte´ristiques intrinse`ques a` la mise en place d’un bloc
donne´. L’ensemble Ba,p peut aussi eˆtre conside´re´ comme l’ensemble des classes de service
offertes pour l’acheminement du bloc a a` la pe´riode p. Certaines d’entre elles de´crivent
par exemple un transit express ou encore un transit direct du bloc de son origine a` sa
destination.
Il est aussi possible de conside´rer, comme le proposent des auteurs comme Newton,
Barnhart et Vance [133] ou encore Barnhart, Jin et Vance [18], une capacite´ maximale au
niveau du nombre de blocs pouvant eˆtre traite´s par une cour de triage. Dans le contexte
du pre´sent mode`le, de´finissons :
Br,p : ensemble des blocs ayant comme origine ou destination la cour de triage r
durant la pe´riode p.
Nous pouvons maintenant e´tablir la contrainte comme suit :
∑
a∈Br,p
za,p ≤ cap
b
r ∀r ∈ R;∀p ∈ P ;
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ou` capbr correspond a` la capacite´ de manutention des blocs de la cour de triage r durant la
pe´riode p. Dans un contexte ou` l’aspect des couˆts fixes associe´s aux de´cisions d’ouverture
des diffe´rents blocs ne s’ave`re pas eˆtre un crite`re de premier plan, cette alternative peut
eˆtre utilise´e afin de traiter la conception de re´seau sans avoir recours a` l’ajout de couˆts
fixes a` l’objectif.
2.3 Inte´gration de la tarification et de gestion de la capacite´
au niveau tactique
Nous proposons ici un second mode`le conside´rant certaines de´cisions au niveau tac-
tique. Celui-ci analyse notamment l’affectation du flot des chargements aux itine´raires
de blocs admissibles e´tant donne´ le re´seau de blocage e´tabli par l’entreprise. L’aspect de
conception du re´seau lie´ a` l’ouverture des blocs induit alors l’affectation de ces derniers
aux itine´raires de´finis dans un re´seau repre´sentant l’ensemble des principaux corridors
de transport de´crivant les opportunite´s de transit entre les centres de transbordement et
de tri. La capacite´ de transport (puissance de traction entre autres) est alors re´partie
a` travers le re´seau afin de satisfaire la demande de´coulant du flot transitant dans les
diffe´rents corridors. Cette capacite´ e´tant limite´e, elle aura un impact direct sur les deux
niveaux d’affectation de´crits pre´ce´demment. L’e´tape subse´quente pour l’entreprise est
donc l’e´laboration, sur l’horizon conside´re´, d’un horaire compatible avec la re´partition du
flot et de la capacite´ de transport.
Soit GB et GP les graphes de´crivant respectivement le re´seau de blocage et physique
du meneur. Le re´seau physique de´crit l’ensemble des corridors de transport disponibles.
Soit les ensembles suivants :
Im : ensemble des itine´raires admissibles du meneur dans GB ,
Imk : ensemble des itine´raires admissibles du meneur pour le chargement k (c’est-a`-
dire entre o(k) et d(k)) dans GB ,
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Ick : ensemble des itine´raires admissibles offerts par la compe´tition pour le charge-
ment k,
Jm : ensemble des itine´raires admissibles dans GP ,
Jm(O,D) : ensemble des itine´raires admissibles entre l’origine O et la destination D
dans GP ,
B : ensemble des blocs admissibles de´finis par le meneur,
Bi : ensemble des blocs qui composent l’itine´raire i ∈ I
m,
S : ensemble des corridors s de transport (segments ou arcs de GP )
Sj : ensemble des corridors qui composent l’itine´raire j ∈ J
m,
de meˆme que les parame`tres :
ρia : prend la valeur 1 si a ∈ Bi, 0 sinon,
σ
j
s : prend la valeur 1 si s ∈ Sj , 0 sinon,
dk : demande du chargement k en nombre de wagons,
Ds : dure´e moyenne du transit dans le corridor s,
τs : ponde´ration relative du corridor s par rapport aux autres corridors du re´seau
(peut repre´senter un facteur de congestion par exemple),
cap : capacite´ de transport disponible dans le re´seau (calcule´e en wagons-heures par
exemple),
ainsi que les variables de de´cision :
fki : fraction du flot du chargement k transitant sur l’itine´raire i ∈ I
m,
ya : prend la valeur 1 si le bloc a est construit, 0 sinon,
x
j
a : prend la valeur 1 si le bloc a est affecte´ a` l’itine´raire j, 0 sinon,
fj : flot, en nombre de wagons, transitant sur l’itine´raire j ∈ J
m,
zs : capacite´ de transport affecte´e au corridor de transport s.
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Nous pouvons maintenant e´noncer les contraintes du mode`le de tarification et de
gestion de la capacite´ du re´seau au niveau tactique. En ce qui a trait a` la conception des
blocs et a` l’affectation du flot aux itine´raires de blocs qui en de´coule, les contraintes sont
les suivantes :
∑
i∈Im
k
ρiaf
k
i ≤ ya ∀k ∈ K;∀a ∈ B; (2.14)
∑
i∈Im
k
fki +
∑
i∈Ic
k
fki = 1 ∀k ∈ K. (2.15)
On retrouve en (2.14) les contraintes de conception permettant la se´lection des blocs ad-
missibles qui se retrouveront dans le plan d’ope´ration. Les contraintes (2.15) garantissent
l’acheminement de la marchandise pour chaque chargement k entre l’origine o(k) et la
destination d(k).
Au niveau de l’affectation des diffe´rents blocs aux itine´raires du re´seau physique et
a` la re´partition de la capacite´ de transport a` l’ensemble des corridors, les contraintes
s’e´noncent comme suit :
∑
j∈J(o(a),d(a))
xja = ya ∀a ∈ B; (2.16)
∑
k∈K
∑
i∈Im
k
∑
a∈Bi
dkf
k
i x
j
a = fj ∀j ∈ J
m; (2.17)
∑
j∈Jm
σjsDsfj ≤ zs ∀s ∈ S; (2.18)
∑
s∈S
τszs ≤ cap. (2.19)
Les contraintes (2.16) assurent, pour chaque bloc construit, l’affectation de ce dernier a`
un itine´raire physique compatible. En (2.17) on retrouve l’e´valuation du flot transitant
sur chaque itine´raire du re´seau physique. Les contraintes (2.18) e´tablissent la demande
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au niveau de la capacite´ pour chaque corridor de transport. Enfin, les contraintes (2.19)
imposent le respect de la capacite´ de transport disponible.
L’objectif de premier niveau est similaire a` celui propose´ dans le cadre du mode`le
ope´rationnel pre´sente´ pre´ce´demment, soit :
max
tm,fm,fc
∑
k∈K
∑
i∈Im
k
tmi dkf
k
i .
Au deuxie`me niveau, les clients recherchent la minimisation de leur de´sutilite´ caracte´rise´e
notamment par la dure´e du transit de la marchandise. A` cette fin, remarquons que la
dure´e associe´e a` l’itine´raire i ∈ Im, note´e Di, peut eˆtre de´finie par :
Di =
∑
a∈Bi
∑
j∈J(o(a),d(a))
Djx
j
a.
Dans cette expression, la dure´e Dj de l’itine´raire j dans le re´seau physique est donne´e
par :
Dj =
∑
s∈Sj
Ds.
L’objectif de second niveau peut donc eˆtre exprime´ comme :
min
fm,fc
∑
k∈K
∑
i∈Im
k
(tmi + αkDi)dkf
k
i +
∑
k∈K
∑
i∈Ic
k
(tci + αkDi)dkf
c
i .
En conside´rant l’expression de Di pour les itine´raires associe´s au meneur, le premier terme
de l’objectif peut eˆtre formule´ comme :
∑
k∈K
∑
i∈Im
k
(tmi + αkDi)dkf
k
i =
∑
k∈K
∑
i∈Im
k

tmi + αk

∑
a∈Bi
∑
j∈J(o(a),d(a))
Djx
j
a



 dkfki
=
∑
k∈K
∑
i∈Im
k

tmi dkfki + ∑
a∈Bi
∑
j∈J(o(a),d(a))
αkDjdkf
k
i x
j
a


89
Le mode`le de tarification et de gestion de la capacite´ du re´seau au niveau tactique
s’e´nonce donc comme suit :
max
tm,f
∑
k∈K
∑
i∈Im
k
tmi dkf
k
i
sujet a`
tm ≥ 0; (2.20)
ya ∈ {0, 1} ∀a ∈ B; (2.21)
xja ∈ {0, 1} ∀a ∈ B;∀j ∈ J(o(a),d(a)) ; (2.22)
zs ≥ 0 ∀s ∈ S; (2.23)
min
f
∑
k∈K
∑
i∈Im
k

tmi dkfki + ∑
a∈Bi
∑
j∈J(o(a),d(a))
αkDjdkf
k
i x
j
a

+ ∑
k∈K
∑
i∈Ic
k
(tci + αkDi)dkf
c
i
sujet a`
∑
i∈Im
k
ρiaf
k
i ≤ ya ∀k ∈ K;∀a ∈ B; (2.24)
∑
i∈Im
k
fki +
∑
i∈Ic
k
fki = 1 ∀k ∈ K; (2.25)
∑
j∈J(o(a),d(a))
xja = ya ∀a ∈ B; (2.26)
∑
k∈K
∑
i∈Im
k
∑
a∈Bi
dkf
k
i x
j
a = fj ∀j ∈ J
m; (2.27)
∑
j∈Jm
σjsDsfj ≤ zs ∀s ∈ S; (2.28)
∑
s∈S
τszs ≤ cap; (2.29)
fki ≥ 0 ∀k ∈ K;∀i ∈ I
m
k ∪ I
c
k; (2.30)
fj ≥ 0 ∀j ∈ J. (2.31)
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Remarquons maintenant que la mode´lisation propose´e comporte des contraintes non
line´aires. En effet, le produit de variables de flot et d’affectation apparaˆıt dans les con-
traintes (2.27) de meˆme que dans l’objectif du suiveur. Il est possible de transformer le
produit d’une variable de flot du chargement k sur un itine´raire i de GB (f
k
i ) et d’une
variable d’affectation d’un bloc a tel que a ∈ Bi a` l’itine´raire j de GP (x
j
a) en de´finissant
la variable Γk,ji,a et en introduisant dans la formulation les contraintes suivantes :
x
j
a − 1 ≤ Γ
k,j
i,a − f
k
i ≤ 0;
0 ≤ Γk,ji,a ≤ x
j
a.
Les relations e´tablies pre´ce´demment de´coulent du fait que 0 ≤ fki ≤ 1 et donc que
0 ≤ Γk,ji,a ≤ 1. On obtient alors une formulation a` deux niveaux comportant des ob-
jectifs biline´aires mais pour laquelle les contraintes du deuxie`me niveau sont maintenant
line´aires :
max
tm,f
∑
k∈K
∑
i∈Im
k
tmi dkf
k
i
sujet a`
tm ≥ 0; (2.32)
ya ∈ {0, 1} ∀a ∈ B; (2.33)
xja ∈ {0, 1} ∀a ∈ B;∀j ∈ J(o(a),d(a)) ; (2.34)
zs ≥ 0 ∀s ∈ S; (2.35)
min
f
∑
k∈K
∑
i∈Im
k

tmi dkfki + ∑
a∈Bi
∑
j∈J(o(a),d(a))
αkDjdkΓ
k,j
i,a

+ ∑
k∈K
∑
i∈Ic
k
(tci + αkDi)dkf
c
i
sujet a`
91
∑
i∈Im
k
ρiaf
k
i ≤ ya ∀k ∈ K;∀a ∈ B; (2.36)
∑
i∈Im
k
fki +
∑
i∈Ic
k
fki = 1 ∀k ∈ K; (2.37)
∑
j∈J(o(a),d(a))
xja = ya ∀a ∈ B; (2.38)
∑
k∈K
∑
i∈Im
k
∑
a∈Bi
dkΓ
k,j
i,a = fj ∀j ∈ J
m; (2.39)
∑
j∈Jm
σjsDsfj ≤ zs ∀s ∈ S; (2.40)
∑
s∈S
τszs ≤ cap; (2.41)
x
j
a − 1 ≤ Γ
k,j
i,a − f
k
i ≤ 0
0 ≤ Γk,ji,a ≤ x
j
a
∀k ∈ K;∀i ∈ Imk ;∀a ∈ Bi;
∀j ∈ J(o(a), d(a));
(2.42)
fki ≥ 0 ∀k ∈ K;∀i ∈ I
m
k ∪ I
c
k; (2.43)
fj ≥ 0 ∀j ∈ J. (2.44)
2.3.1 Extensions
Tel que nous l’avons mentionne´ dans la section pre´ce´dente, la conception de re´seau
de´coulant de la se´lection des blocs peut eˆtre traite´e dans l’objectif du meneur par l’ajout
d’un terme e´valuant la somme des couˆts fixes engendre´s par ladite se´lection. Ainsi, l’ob-
jectif de premier niveau devient :
max
tm,f
∑
k∈K
∑
i∈Im
k
tmi dkf
k
i −
∑
a∈B
haya;
ou` ha repre´sente le couˆt de mise en place du bloc a. Encore une fois, des contraintes
peuvent eˆtre e´nonce´es, pour une cour donne´e, afin d’y limiter le nombre de blocs contruits
a` celle-ci de meˆme que de restreindre le flot de marchandises y transitant. Ces contraintes
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peuvent eˆtre de´crites respectivement comme :
∑
a∈B
νar ya ≤ cap
b
r ∀r ∈ R;
et ∑
k∈K
∑
i∈Im
k
∑
a∈Bi
νar dkf
k
i ≤ cap
v
r ∀r ∈ R;
ou` le parame`tre νar prend la valeur 1 si le bloc a a comme origine la cour de triage r et
la valeur 0 sinon. De plus capbr et cap
v
r repre´sentent respectivement le nombre maximal
de blocs qui peuvent eˆtre construits et une limite sur le volume de wagons pouvant eˆtre
traite´s a` la cour r.
Le mode`le peut eˆtre adapte´ afin de conside´rer, tel que le pre´ce´dent mode`le le propose,
les aspects lie´s a` la disponibilite´ d’e´quipements distincts. Encore une fois, le re´seau de
blocage peut eˆtre de´fini pour chaque type d’e´quipement et un ensemble d’itine´raire Ime,k
peut eˆtre conside´re´ pour chaque chargement k tel que e ∈ Ek.
Malgre´ l’inte´reˆt inde´niable que peut reveˆtir la mode´lisation pre´sente´e dans cette dernie`re
section, la suite de cette the`se sera consacre´e a` l’analyse du mode`le d’inte´gration de la
tarification et de la gestion de la capacite´ au niveau ope´rationnel. Les tarifs obtenus
d’une formulation telle que celle que nous venons de pre´senter sont pertinents dans le
cadre d’analyses visant a` identifier une tendance ge´ne´rale au niveau du revenu. Dans
une premie`re approche, nous proposons donc de mettre l’emphase sur une mode´lisation
ou` l’information donne´e par la politique tarifaire est plus concre`te. Le prochain chapitre
s’inte´resse notamment a` l’analyse des proprie´te´s de ce mode`le selon deux politiques ta-
rifaires distinctes. Ce chapitre vise aussi la mise en œuvre de proce´dures algorithmiques
exactes pour le proble`me a` l’e´tude.
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CHAPITRE 3 : APPROCHE DE RE´SOLUTION
EXACTE
Le chapitre qui suit pre´sente une me´thodologie de re´solution exacte pour le mode`le
d’inte´gration de la tarification et de la gestion de la capacite´ au niveau ope´rationnel. Une
reformulation de ce dernier comme un programme mathe´matique a` un seul niveau en
conside´rant les conditions d’optimalite´ du proble`me du suiveur est d’abord expose´e.
Par la suite, deux politiques tarifaires sont e´tudie´es et les re´percussions de celles-ci
sur la mode´lisation sont mises en lumie`re. Une tarification adapte´e devra prendre en
conside´ration diffe´rents crite`res. Notamment, le type de chargement, l’origine et la des-
tination du transit et le type d’e´quipement utilise´. Les itine´raires apparaissant dans la
formulation pre´sente´e au chapitre pre´ce´dent sont caracte´rise´s par ces attributs. La tarifi-
cation privile´gie´e, associe´e aux itine´raires de´crits, sera ainsi de´pendante de ces spe´cificite´s.
Il est par la suite pertinent d’e´tudier l’impact sur le revenu de conside´rations lie´es aux
interactions des tarifs entre eux. Voila` pourquoi, dans un premier temps, une tarification
dite disjointe sera e´tudie´e. Celle-ci permet au transporteur d’identifier un revenu de´coulant
d’une politique tarifaire fortement de´sagre´ge´e puisque chaque itine´raire se voit affecter un
tarif qui lui est propre. Dans un deuxie`me temps, l’imposition de contraintes d’e´galite´
entre les tarifs de´cre´te´s pour les itine´raires d’une meˆme requeˆte sera analyse´e. Dans ce
cas, le tarif prescrit pour une requeˆte donne´e devient tributaire d’une agre´gation de l’in-
formation provenant des itine´raires quant aux chemins emprunte´s dans le re´seau ou encore
a` l’e´quipement utilise´ puisqu’un tarif unique doit eˆtre de´termine´. D’autres politiques ta-
rifaires, qui ne seront pas traite´es ici, pourraient conside´rer par exemple l’agre´gation des
requeˆtes selon leur couple origine-destination ou encore selon le type de marchandise trans-
porte´e afin d’identifier des tarifs similaires pour les requeˆtes ayant des attributs communs.
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Subse´quemment, une variante de la formulation est expose´e ou` la se´lection d’un unique
transporteur est impose´e pour chaque requeˆte. Enfin, certaines ine´galite´s valides sont
propose´es et leur impact est e´tabli sur une classe d’instance dont les principales ca-
racte´ristiques menant a` leur ge´ne´ration sont aussi pre´sente´es dans ce chapitre.
3.1 Reformulation du mode`le par chemins
La formulation TGCO pre´sente´e au chapitre pre´ce´dent comporte une structure a` deux
niveaux a` laquelle plusieurs auteurs se sont attarde´s au cours des dernie`res anne´es. Les
travaux de Labbe´, Marcotte et Savard [114], Labbe´, Marcotte et Savard [115], Brotcorne
et al. [29], Marcotte et Savard [123] ainsi que Brotcorne et al. [30] proposent, comme ap-
proche de re´solution de proble`mes de ce type, la substitution du programme mathe´matique
de deuxie`me niveau par ses conditions d’optimalite´ primales-duales. Nous privile´gions,
dans une premie`re de´marche, une tactique similaire afin d’analyser plus en de´tails les
caracte´ristiques intrinse`ques du mode`le de´crit plus toˆt.
Notons premie`rement que l’aspect entier des variables de de´cision peut eˆtre relaxe´ car
comme le pre´cisent des auteurs comme Mar´ın et Salmero´n [124], le nombre de wagons
affecte´ a` un itine´raire donne´ est habituellement important. Ainsi, l’impact du caracte`re
fractionnaire du flot ne risque pas de perturber de fac¸on importante la solution optimale.
Dans le but de simplifier la structure de la formulation primale du proble`me de second
niveau, remplac¸ons les variables ve,a dans les contraintes (2.9), (2.10) et (2.11) par leur
expression selon les variables de de´cision e´tablies en (2.8). Il en re´sulte le proble`me de
deuxie`me niveau suivant :
min
fm,fc
∑
k∈K
∑
e∈Ek
∑
i∈Im
e,k
cmi (α, β)f
m
i +
∑
k∈K
∑
i∈Ic
k
cci (α, β)f
c
i
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sujet a`
∑
e∈Ek
∑
i∈Im
e,k
fmi +
∑
i∈Ic
k
f ci = dk ∀k ∈ K; (λk) (3.1)
∑
k|e∈Ek
∑
i|a∈Be
i,k
fmi ≤ cape,a ∀a ∈ B;∀e ∈ E
a; (ηe,a) (3.2)
∑
e∈Ea
∑
k|e∈Ek
∑
i|a∈Be
i,k
fmi ≤ capa ∀a ∈ B; (πa) (3.3)
∑
a|l∈La
∑
e∈Ea
∑
k|e∈Ek
∑
i|a∈Be
i,k
fmi ≤ capl ∀l ∈ L; (γl) (3.4)
∑
i∈Sr,p
fmi ≤ cap
v
r ∀r ∈ R;∀p ∈ P ; (ωr,p) (3.5)
fm, f c ≥ 0. (3.6)
Soient λ, η, π, γ et ω les vecteurs de variables duales associe´es aux diffe´rentes contraintes.
De´finissons aussi le parame`tre suivant :
yir,p =

 1 si i ∈ Sr,p ;0 sinon.
Nous pouvons maintenant e´noncer le programme dual du mode`le pre´ce´dent :
max
λ,η,pi,γ,ω
∑
k∈K
dkλk +
∑
a∈B
∑
e∈Ea
cape,aηe,a +
∑
a∈B
capaπa +
∑
l∈L
caplγl +
∑
r∈R
∑
p∈P
capvrωr,p
sujet a`
96
λk +
∑
a∈Be
i,k
(ηe,a + πa) +
∑
a∈Be
i,k
∑
l∈La
γl +
∑
r∈R
∑
p∈P
yir,pωr,p ≤ c
m
i (α, β) ∀k ∈ K ;
∀e ∈ Ek ;
∀i ∈ Ime,k ;
(3.7)
λk ≤ c
c
i (α, β) ∀k ∈ K ;
∀i ∈ Ick ;
(3.8)
ηe,a ≤ 0 ∀a ∈ B ;
∀e ∈ Ea ;
(3.9)
πa ≤ 0 ∀a ∈ B ; (3.10)
γl ≤ 0 ∀l ∈ L ; (3.11)
ωr,p ≤ 0 ∀r ∈ R ;
∀p ∈ P.
(3.12)
Il est maintenant possible d’e´noncer les conditions d’optimalite´ du proble`me de second ni-
veau. Celles-ci se composent des contraintes e´tablissant la re´alisabilite´ primale (contraintes
(3.1) a` (3.6)), la re´alisabilite´ duale (contraintes (3.7) a` (3.12)) ainsi que les contraintes de
comple´mentarite´ suivantes :

cmi (α, β) −

λk + ∑
a∈Be
i,k
(ηe,a + πa) +
∑
a∈Be
i,k
∑
l∈La
γl +
∑
r∈R
∑
p∈P
yir,pωr,p



 fmi = 0
∀k ∈ K;∀e ∈ Ek;∀i ∈ I
m
e,k; (3.13)
(cci (α, β) − λk) f
c
i = 0 ∀k ∈ K;∀i ∈ I
c
k; (3.14)
λk

dk −

∑
e∈Ek
∑
i∈Im
e,k
fmi +
∑
i∈Ic
k
f ci



 = 0 ∀k ∈ K; (3.15)
ηe,a

cape,a − ∑
k|e∈Ek
∑
i|a∈Be
i,k
fmi

 = 0 ∀a ∈ B;∀e ∈ Ea; (3.16)
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πa

capa − ∑
e∈Ea
∑
k|e∈Ek
∑
i|a∈Be
i,k
fmi

 = 0 ∀a ∈ B; (3.17)
γl

capl − ∑
a|l∈La
∑
e∈Ea
∑
k|e∈Ek
∑
i|a∈Be
i,k
fmi

 = 0 ∀l ∈ L; (3.18)
ωr,p

capvr − ∑
i∈Sr,p
fmi

 = 0 ∀r ∈ R;∀p ∈ P. (3.19)
Remarquons que les contraintes (3.15) sont ne´cessairement satisfaites en vertu des con-
traintes (3.1). Les modifications propose´es permettent ainsi d’obtenir une formulation ne
comportant qu’un seul niveau :
(TGCO–1) max
tm,fm,fc,λ,η,pi,γ,ω
∑
k∈K
∑
e∈Ek
∑
i∈Im
e,k
tmi f
m
i
sujet a`
1. Re´alisabilite´ primale :
meneur : tm ≥ 0 ;
suiveur : contraintes (3.1) a` (3.6).
2. Re´alisabilite´ duale :
contraintes (3.7) a` (3.12).
3. Comple´mentarite´ :
contraintes (3.13), (3.14), (3.16) a` (3.19).
3.2 Tarification disjointe des itine´raires : TGCO–1
Dans une premie`re approche tarifaire il sera conside´re´ que chaque itine´raire puisse se
voir attribuer un tarif qui lui est propre. La formulation pre´sente´e a` la section pre´ce´dente
repre´sente ce contexte puisque chaque itine´raire posse`de son propre tarif.
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3.2.1 De´placement de contraintes au premier niveau
La difficulte´ de re´solution du mode`le propose´ est principalement lie´e aux contraintes
de comple´mentarite´ et a` la line´arisation de celles-ci qui introduit un nombre important
de variables binaires. Il s’ave`re donc essentiel d’analyser dans un premier temps la struc-
ture de la mode´lisation et ce afin d’e´valuer l’admissibilite´ du de´placement de certaines
contraintes au premier niveau. Il en re´sulte un proble`me du suiveur plus simple pour le-
quel la reformulation line´aire des conditions primales-duales ne´cessitera un nombre plus
restreint de variables entie`res.
Une e´tude similaire est propose´e par Brotcorne et al. [31]. Ces derniers de´montrent,
pour une certaine classe de programmes a` deux niveaux comportant des objectifs bi-
line´aires, l’admissibilite´ du de´placement de contraintes du second au premier niveau par
le fait que les variables duales associe´es a` ces contraintes sont nulles pour toute solution
optimale. Cette caracte´ristique peut eˆtre ve´rifie´e pour les contraintes de capacite´ pre´sentes
dans le mode`le de´veloppe´ pre´ce´demment.
Proposition 1. Pour toute solution optimale, η∗ = 0, π∗ = 0, γ∗ = 0, ω∗ = 0.
De´monstration. Nous ne ferons ici que l’analyse des contraintes (3.2), un raisonnement
e´quivalent pouvant eˆtre effectue´ pour les contraintes (3.3) a` (3.5). Nous proce´dons par
contradiction. Soit ((tm)∗, (fm)∗, (f c)∗, λ∗, η∗, π∗, γ∗, ω∗) une solution optimale au pro-
ble`me propose´. Supposons donc que pour cette solution optimale η∗ 6= 0 ce qui implique
qu’il existe au moins une variable duale telle que η∗e,a < 0. De´finissons le vecteur η
′ = 0
de meˆme que (tm)′ pour lequel le tarif associe´ a` l’itine´raire i ∈ Ime,k est de´fini par (t
m
i )
′ =
(tmi )
∗−
∑
a∈Be
i,k
η∗e,a et conside´rons la solution ((t
m)′, (fm)∗, (f c)∗, λ∗, η′, π∗, γ∗, ω∗). Cette
dernie`re est une solution admissible pour le proble`me formule´. En effet, les contraintes
(3.1) a` (3.6) sont ne´cessairement satisfaites puisque le flot demeure inchange´ par rapport
a` la solution optimale. Il en est de meˆme pour les contraintes (3.8) a` (3.12). En ce qui a
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trait aux contraintes (3.7), par hypothe`se nous avons :
λ∗k +
∑
a∈Be
i,k
(η∗e,a + π
∗
a) +
∑
a∈Be
i,k
∑
l∈La
γ∗l +
∑
r∈R
∑
p∈P
yir,pω
∗
r,p ≤ c
m
i (α, β)
∗;
et ainsi :
λ∗k +
∑
a∈Be
i,k
(η∗e,a + π
∗
a) +
∑
a∈Be
i,k
∑
l∈La
γ∗l +
∑
r∈R
∑
p∈P
yir,pω
∗
r,p ≤ (t
m
i )
∗ + ρi,k(α, β);
λ∗k +
∑
a∈Be
i,k
η∗e,a +
∑
a∈Be
i,k
π∗a +
∑
a∈Be
i,k
∑
l∈La
γ∗l +
∑
r∈R
∑
p∈P
yir,pω
∗
r,p ≤ (t
m
i )
∗ + ρi,k(α, β);
λ∗k +
∑
a∈Be
i,k
π∗a +
∑
a∈Be
i,k
∑
l∈La
γ∗l +
∑
r∈R
∑
p∈P
yir,pω
∗
r,p ≤ (t
m
i )
∗ −
∑
a∈Be
i,k
η∗e,a + ρi,k(α, β);
λ∗k+
∑
a∈Be
i,k
(η′e,a + π
∗
a) +
∑
a∈Be
i,k
∑
l∈La
γ∗l+
∑
r∈R
∑
p∈P
yir,pω
∗
r,p ≤

(tmi )∗−∑
a∈Be
i,k
η∗e,a

+ ρi,k(α, β);
λ∗k +
∑
a∈Be
i,k
(η′e,a + π
∗
a) +
∑
a∈Be
i,k
∑
l∈La
γ∗l +
∑
r∈R
∑
p∈P
yir,pω
∗
r,p ≤ (t
m
i )
′ + ρi,k(α, β);
λ∗k +
∑
a∈Be
i,k
(η′e,a + π
∗
a) +
∑
a∈Be
i,k
∑
l∈La
γ∗l +
∑
r∈R
∑
p∈P
yir,pω
∗
r,p ≤ c
m
i (α, β)
′.
La solution est donc re´alisable selon ces contraintes. En ce qui concerne la comple´menta-
rite´, seules (3.13) et (3.16) sont a` conside´rer, les autres ne de´pendant que des vecteurs
optimaux de la solution propose´e. Un raisonnement analogue a` celui que nous venons de
de´velopper pour les contraintes (3.7) s’applique aux contraintes de comple´mentarite´ (3.13)
et, puisque η′ = 0, les contraintes (3.16) seront respecte´es. Il ne reste plus qu’a` ve´rifier
les contraintes de premier niveau exigeant la non-ne´gativite´ des tarifs. Nous avons par la
de´finition du mode`le que η∗ ≤ 0 et l’hypothe`se de de´part exige qu’il existe au moins une
variable duale telle que η∗e,a < 0. Il de´coule de ces constatations qu’il doit y avoir au moins
un itine´raire i ∈ Ime,k pour lequel
∑
a∈Be
i,k
η∗e,a < 0 et ainsi 0 ≤ (t
m
i )
∗ < (tmi )
′. Il est donc
possible de conclure que la solution propose´e est admissible et que cette dernie`re engendre
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un revenu supe´rieur car
∑
k∈K
∑
e∈Ek
∑
i∈Im
e,k
(tmi )
∗fmi <
∑
k∈K
∑
e∈Ek
∑
i∈Im
e,k
(tmi )
′fmi .
Ceci contredit le caracte`re optimal de ((tm)∗, (fm)∗, (f c)∗, λ∗, η∗, π∗, γ∗, ω∗) et de´montre
que η∗ = 0. Une conclusion identique peut eˆtre obtenue pour les contraintes (3.3) a` (3.5)
et donc π∗ = 0, γ∗ = 0, ω∗ = 0 pour toute solution optimale.
Le de´placement des contraintes de capacite´ au premier niveau est donc admissible.
L’impact de ces observations sur la formulation TGCO–1 s’ave`re eˆtre la simplification des
contraintes (3.7) et (3.13) de meˆme que l’e´limination des contraintes de comple´mentarite´
(3.16) a` (3.19).
3.2.2 Line´arisation
L’aspect biline´aire de l’objectif du meneur exige la reformulation de celui-ci. Il est
possible d’e´liminer cette caracte´ristique en utilisant le the´ore`me de la dualite´ forte applique´
au proble`me du suiveur, ses objectifs primal et dual e´tant e´gaux a` l’optimum. En effectuant
les manipulations alge´briques suivantes sur l’objectif primal nous obtenons :
∑
k∈K
∑
e∈Ek
∑
i∈Im
e,k
cmi (α, β)f
m
i +
∑
k∈K
∑
i∈Ic
k
cci (α, β)f
c
i
=
∑
k∈K
∑
e∈Ek
∑
i∈Im
e,k
(tmi + ρi,k(α, β)) f
m
i +
∑
k∈K
∑
i∈Ic
k
cci (α, β)f
c
i
=
∑
k∈K
∑
e∈Ek
∑
i∈Im
e,k
tmi f
m
i +
∑
k∈K
∑
e∈Ek
∑
i∈Im
e,k
ρi,k(α, β)f
m
i +
∑
k∈K
∑
i∈Ic
k
cci (α, β)f
c
i .
Posons de`s lors comme e´gales l’expression de l’objectif dual du suiveur de meˆme que celle
de´duite pre´ce´demment. La valeur des variables duales associe´es aux vecteurs η, π, γ, ω
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e´tant bien entendu fixe´e a` ze´ro, nous obtenons :
∑
k∈K
∑
e∈Ek
∑
i∈Im
e,k
tmi f
m
i +
∑
k∈K
∑
e∈Ek
∑
i∈Im
e,k
ρi,k(α, β)f
m
i +
∑
k∈K
∑
i∈Ic
k
cci (α, β)f
c
i
=
∑
k∈K
dkλk.
Enfin, l’objectif du meneur peut eˆtre exprime´ par :
∑
k∈K
∑
e∈Ek
∑
i∈Im
e,k
tmi f
m
i
=
∑
k∈K

dkλk −∑
i∈Ic
k
cci (α, β)f
c
i

−∑
k∈K
∑
e∈Ek
∑
i∈Im
e,k
ρi,k(α, β)f
m
i .
De meˆme, les contraintes de comple´mentarite´, elles aussi non line´aires, se doivent d’eˆtre
reformule´es. A` cette fin, e´tablissons les e´quivalences suivantes :
(3.13) ⇔


cmi (α, β) − λk ≤M
1
i x
1
i ;
fmi ≤M
2
i x
2
i ;
x1i + x
2
i ≤ 1;
x1i , x
2
i ∈ {0, 1};
(3.20)
(3.14) ⇔


cci (α, β) − λk ≤M
1
i x
1
i ;
f ci ≤M
2
i x
2
i ;
x1i + x
2
i ≤ 1;
x1i , x
2
i ∈ {0, 1};
(3.21)
ou` les constantes M ji ,∀i ∈ I
m ∪ Ic, j ∈ {1, 2} repre´sentent des bornes supe´rieures sur la
valeur maximale que peut prendre le membre gauche de la contrainte correspondante.
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Il re´sulte de toutes les transformations pre´sente´es le programme line´aire en variables
mixtes qui suit :
(P1) max
tm,fm,fc,λ
∑
k∈K

dkλk −∑
i∈Ic
k
cci (α, β)f
c
i

−∑
k∈K
∑
e∈Ek
∑
i∈Im
e,k
ρi,k(α, β)f
m
i
sujet a`
tm ≥ 0; (3.22)∑
e∈Ek
∑
i∈Im
e,k
fmi +
∑
i∈Ic
k
f ci = dk ∀k ∈ K; (3.23)
∑
k|e∈Ek
∑
i|a∈Be
i,k
fmi ≤ cape,a ∀a ∈ B;∀e ∈ E
a; (3.24)
∑
e∈Ea
∑
k|e∈Ek
∑
i|a∈Be
i,k
fmi ≤ capa ∀a ∈ B; (3.25)
∑
a|l∈La
∑
e∈Ea
∑
k|e∈Ek
∑
i|a∈Be
i,k
fmi ≤ capl ∀l ∈ L; (3.26)
∑
i∈Sr,p
fmi ≤ cap
v
r ∀r ∈ R;∀p ∈ P ; (3.27)
fm, f c ≥ 0; (3.28)
λk ≤ c
m
i (α, β) ∀k ∈ K;∀e ∈ Ek;∀i ∈ I
m
e,k; (3.29)
λk ≤ c
c
i (α, β) ∀k ∈ K;∀i ∈ I
c
k; (3.30)
cmi (α, β) − λk ≤M
1
i x
1
i (3.31)
fmi ≤M
2
i x
2
i ∀k ∈ K;∀e ∈ Ek;∀i ∈ I
m
e,k; (3.32)
x1i + x
2
i ≤ 1 (3.33)
cci (α, β) − λk ≤M
1
i x
1
i (3.34)
f ci ≤M
2
i x
2
i ∀k ∈ K;∀i ∈ I
c
k; (3.35)
x1i + x
2
i ≤ 1 (3.36)
x1i , x
2
i ∈ {0, 1} ∀k ∈ K;∀e ∈ Ek;∀i ∈ I
m
e,k ∪ I
c
k. (3.37)
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3.2.3 Analyse des grands M
Nous pre´sentons ici une analyse de bornes valides pour les parame`tres M1i et M
2
i
qui apparaissent dans le programme mathe´matique P1 de´crit pre´ce´demment. Pour les
contraintes (3.32) le parame`tre M2i peut correspondre par exemple au minimum entre la
demande totale du chargement associe´ a` i et la capacite´ maximale de l’itine´raire. Cette
valeur minimale repre´sente en effet une borne supe´rieure pour le flot circulant sur i. Pour
(3.35), M2i prendra une valeur e´gale a` la demande de la requeˆte correspondante puisque,
par hypothe`se, nous conside´rons la capacite´ de la compe´tition comme e´tant infinie. En ce
qui a trait aux contraintes (3.31) et (3.34) remarquons premie`rement que les contraintes
(3.23) peuvent eˆtre formule´es comme :
∑
e∈Ek
∑
i∈Im
e,k
fmi +
∑
i∈Ic
k
f ci ≥ dk ∀k ∈ K; (3.38)
sans que les solutions optimales au proble`me de second niveau soient modifie´es. Il est donc
possible de conclure que le vecteur de variables duales λ associe´ a` ces contraintes est de´fini
par λ ≥ 0. Ainsi, cci (α, β) repre´sente une borne valide pour les contraintes (3.34), l’expres-
sion du couˆt perc¸u pour chaque itine´raire offert par la compe´tition e´tant un parame`tre
exoge`ne. Quant aux contraintes (3.31), notons premie`rement que puisque les politiques
ope´rationnelles des compe´titeurs sont habituellement inconnues, nous conside´rons la capa-
cite´ de transport de ces derniers comme infinie. Ainsi, faisant face au choix d’une alterna-
tive aux itine´raires du meneur, chaque requeˆte se´lectionnera l’itine´raire de la compe´tition
pour lequel le couˆt perc¸u est minimal. Conse´quemment, pour k ∈ K, de´finissons f ck = f
c
i∗
et cck(α, β) = c
c
i∗(α, β) ou` i
∗ = argmini∈Ic
k
cci (α, β). De`s lors, ∀k ∈ K, l’ensemble I
c
k se
re´duira au seul itine´raire qui vient d’eˆtre de´crit. E´videmment, pour que le flot sur un
itine´raire i ∈ Ime,k soit non nul, il est ne´cessaire que c
m
i (α, β) ≤ c
c
k(α, β). Donc, pour
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i ∈ Ime,k :
cmi (α, β) − λk ≤ c
m
i (α, β)≤ c
c
k(α, β); (3.39)
et en vertu de cette relation M1i peut eˆtre fixe´ a` c
c
k(α, β).
3.2.4 Proprie´te´s de TGCO–1
Nous allons maintenant nous attarder a` l’identification de quelques proprie´te´s inhe´-
rentes a` la formulation TGCO–1. Premie`rement il est possible de de´montrer qu’a` l’opti-
mum la variable duale associe´e a` une contrainte de demande est toujours e´gale au plus
petit couˆt perc¸u des itine´raires offerts par la compe´tition pour la requeˆte correspondante.
Proposition 2. Sous une politique tarifaire optimale, pour toute requeˆte k ∈ K, λ∗k =
cck(α, β).
De´monstration. Nous proposons ici une preuve similaire a` celle pre´sente´e a` la section
3.2.1. Nous proce´dons encore une fois par contradiction. Soit ((tm)∗, (fm)∗, (f c)∗, λ∗, η∗,
π∗, γ∗, ω∗) une solution optimale au proble`me pose´. Supposons que pour cette solution
optimale il existe kˆ ∈ K tel que λ
kˆ
∗ 6= cc
kˆ
(α, β) ce qui entraˆıne que pour ce pro-
duit λ
kˆ
∗ − cc
kˆ
(α, β) < 0 e´tant donne´es les contraintes (3.8). De´finissons le vecteur λ′
tel que λ′k = c
c
k(α, β) de meˆme que (t
m)′ pour lequel le tarif associe´ a` l’itine´raire i ∈
Ime,k est de´fini par (t
m
i )
′ = (tmi )
∗ − (λ∗k − c
c
k(α, β)) et conside´rons la solution suivante
((tm)′, (fm)∗, (f c)∗, λ′, η∗, π∗, γ∗, ω∗). Cette dernie`re est une solution admissible. Premie`re-
ment, les contraintes (3.1) a` (3.6) sont satisfaites puisque le flot demeure le meˆme par
rapport a` la solution optimale. Il en est de meˆme pour les contraintes (3.9) a` (3.12). En
ce qui concerne les contraintes (3.7), par hypothe`se nous avons que (afin de simplifier
le´ge`rement la pre´sentation de ce qui suit, nous omettrons la parame´trisation de ρi,k(α, β)
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pour n’e´crire que ρi,k) :
λ∗k +
∑
a∈Be
i,k
(η∗e,a + π
∗
a) +
∑
a∈Be
i,k
∑
l∈La
γ∗l +
∑
r∈R
∑
p∈P
yir,pω
∗
r,p ≤ c
m
i (α, β)
∗;
et ainsi :
cck(α, β) + (λ
∗
k − c
c
k(α, β)) +
∑
a∈Be
i,k
(η∗e,a + π
∗
a) +
∑
a∈Be
i,k
∑
l∈La
γ∗l +
∑
r∈R
∑
p∈P
yir,pω
∗
r,p ≤ (t
m
i )
∗ + ρi,k;
cck(α, β)+
∑
a∈Be
i,k
(η∗e,a + π
∗
a) +
∑
a∈Be
i,k
∑
l∈La
γ∗l+
∑
r∈R
∑
p∈P
yir,pω
∗
r,p ≤ (t
m
i )
∗− (λ∗k − c
c
k(α, β))+ ρi,k;
λ′k +
∑
a∈Be
i,k
(η∗e,a + π
∗
a) +
∑
a∈Be
i,k
∑
l∈La
γ∗l +
∑
r∈R
∑
p∈P
yir,pω
∗
r,p ≤ (t
m
i )
′ + ρi,k;
λ′k +
∑
a∈Be
i,k
(η∗e,a + π
∗
a) +
∑
a∈Be
i,k
∑
l∈La
γ∗l +
∑
r∈R
∑
p∈P
yir,pω
∗
r,p ≤ c
m
i (α, β)
′.
La solution respecte donc ces contraintes. Il en est de meˆme pour les contraintes (3.8)
puisque
λ′k = c
c
k(α, β) ≤ c
c
k(α, β).
En ce qui a trait aux contraintes de comple´mentarite´, seules (3.13) et (3.14) sont a` analyser,
les autres ne de´pendant que des vecteurs optimaux de la solution propose´e. Pour (3.13),
il est possible d’e´tablir un raisonnement similaire a` celui pre´sente´ pre´ce´demment pour les
contraintes (3.7). En ce qui concerne les contraintes (3.14), il est e´vident que cck(α, β) −
λ′k = 0 et donc que la comple´mentarite´ sera satisfaite. Ne reste plus qu’a` ve´rifier les
contraintes de premier niveau exigeant la non-ne´gativite´ des tarifs. Par hypothe`se nous
savons qu’il existe au moins un produit kˆ ∈ K tel que λ∗
kˆ
6= cc
kˆ
(α, β). De ceci re´sulte
que pour les itine´raires associe´s a` ce produit, le tarif de´cre´te´ sera tel que 0 ≤ (tm
kˆ
)∗ <
(tm
kˆ
)∗− (λ∗
kˆ
− cc
kˆ
(α, β)) puisque, par hypothe`se, λ∗
kˆ
− cc
kˆ
(α, β) < 0. Nous obtenons donc que
0 ≤ (tm
kˆ
)∗ < (tm
kˆ
)′. Nous pouvons donc conclure que la solution propose´e est admissible et
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que cette dernie`re engendre un revenu supe´rieur car
∑
k∈K
∑
e∈Ek
∑
i∈Im
e,k
(tmk )
∗fmi <
∑
k∈K
∑
e∈Ek
∑
i∈Im
e,k
(tmk )
′fmi .
Ceci contredit le caracte`re optimal de ((tm)∗, (fm)∗, (f c)∗, λ∗, η∗, π∗, γ∗, ω∗) et de´montre
que λ∗k = c
c
k(α, β), ∀k ∈ K.
De plus, puisque les tarifs associe´s aux itine´raires sont disjoints, nous pouvons de´mon-
trer que le tarif d’un itine´raire du meneur sera toujours e´gal a` la marge tarifaire de´crite
par l’e´cart entre le couˆt perc¸u du meilleur itine´raire de la compe´tition et le couˆt lie´ a` la
perception du service de l’itine´raire conside´re´.
Corollaire 1. Pour tout itine´raire i ∈ Ime,k, t
m
i = c
c
k(α, β) − ρi,k(α, β).
De´monstration. Nous savons que cmi (α, β) ≤ c
c
k(α, β). La contrainte (3.7) ainsi que la
proposition 1 nous permettent d’obtenir que λk ≤ c
m
i (α, β). Il de´coule de ce re´sultat
combine´ a` la proposition 2 qu’a` l’optimalite´ cck(α, β) ≤ c
m
i (α, β). Ainsi,
cmi (α, β) = c
c
k(α, β); (3.40)
tmi = c
c
k(α, β) − ρi,k(α, β). (3.41)
En conse´quence des propositions 1, 2 et du corollaire 1, les contraintes (3.29), (3.30) de
meˆme que la comple´mentarite´ de´crite par les blocs de contraintes (3.20) et (3.21) sont
satisfaites. Le programme mathe´matique P1 peut donc eˆtre re´e´crit comme :
max
fm,fc
∑
k∈K
cck(α, β) (dk − f
c
k)−
∑
k∈K
∑
e∈Ek
∑
i∈Im
e,k
ρi,k(α, β)f
m
i
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sujet a`
∑
e∈Ek
∑
i∈Im
e,k
fmi + f
c
k = dk ∀k ∈ K; (3.42)
∑
k|e∈Ek
∑
i|a∈Be
i,k
fmi ≤ cape,a ∀a ∈ B;∀e ∈ E
a; (3.43)
∑
e∈Ea
∑
k|e∈Ek
∑
i|a∈Be
i,k
fmi ≤ capa ∀a ∈ B; (3.44)
∑
a|l∈La
∑
e∈Ea
∑
k|e∈Ek
∑
i|a∈Be
i,k
fmi ≤ capl ∀l ∈ L; (3.45)
∑
i∈Sr,p
fmi ≤ cap
v
r ∀r ∈ R;∀p ∈ P ; (3.46)
fm, f c ≥ 0; (3.47)
ce qui correspond a` la re´solution d’un proble`me de flot multiproduits en variables conti-
nues.
3.3 Tarification conjointe des itine´raires : TGCO–2
Conside´rons maintenant un contexte ou` un tarif commun doit eˆtre e´tabli pour les
itine´raires associe´s a` un chargement. Ainsi, le meneur se devra de fixer un prix unique qui
s’appliquera pour chaque unite´ d’un chargement donne´ peu importe l’itine´raire que cette
unite´ empruntera. Cette nouvelle hypothe`se engendre un mode`le plus imposant de meˆme
qu’une complexite´ de re´solution accrue. En effet, une strate´gie visant le de´placement des
contraintes de capacite´ au premier niveau n’est pas envisageable dans ces circonstances
puisqu’il est possible, pour une solution optimale, qu’une ou plusieurs des variables duales
lui e´tant associe´es soient non nulles. Nous pre´senterons a` la section 3.3.3 un exemple
illustrant cette observation. Il en re´sulte que l’ensemble des contraintes de comple´mentarite´
de´crites plus toˆt se devront d’eˆtre traite´es. La seule modification qui doit eˆtre apporte´e
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a` la notation employe´e pre´ce´demment se situe au niveau de la de´finition du couˆt perc¸u
par les clients. Pour un itine´raire offert par le meneur, celui-ci s’exprime comme cmi =
tmk + ρi,k(α, β), et demeure inchange´ pour un itine´raire propose´ par la compe´tition. Le
tarif de´pend donc du chargement k et non de l’itine´raire conside´re´.
Il s’ave`re que meˆme sous cette politique tarifaire le re´sultat obtenu de la proposition
2 demeure valable.
Proposition 3. Sous une politique tarifaire optimale, pour toute requeˆte k ∈ K, λ∗k =
cck(α, β).
De´monstration. L’unique diffe´rence entre la preuve de cette proposition et celle de la
proposition 2 re´side dans la construction du vecteur (tm)′. Dans le cas pre´sent, le tarif
associe´ au produit k ∈ K sera de´fini par (tmk )
′ = (tmk )
∗ − (λ∗k − c
c
k(α, β)). Le reste de la
preuve est identique.
3.3.1 Line´arisation
Au niveau de l’objectif du meneur, un raisonnement similaire a` celui pre´sente´ plus toˆt
peut eˆtre effectue´. Ainsi,
∑
k∈K
∑
e∈Ek
∑
i∈Im
e,k
tmk f
m
i
=
∑
k∈K
cck(α, β) (dk − f
c
k) +
∑
a∈B
∑
e∈Ea
cape,aηe,a +
∑
a∈B
capaπa +
∑
l∈L
caplγl
+
∑
r∈R
∑
p∈P
capvrωr,p −
∑
k∈K
∑
e∈Ek
∑
i∈Im
e,k
ρi,k(α, β)f
m
i .
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De meˆme, la line´arisation de l’ensemble des contraintes de comple´mentarite´ de la refor-
mulation du proble`me de second niveau peut eˆtre exprime´e par :
(3.13) ⇔


cmi (α, β) − c
c
k(α, β) −
∑
a∈Be
i,k
(ηe,a + πa)−
∑
a∈Be
i,k
∑
l∈La
γl
−
∑
r∈R
∑
p∈P y
i
r,pωr,p ≤M
1
i x
1
i ;
fmi ≤M
2
i x
2
i ;
x1i + x
2
i ≤ 1;
x1i , x
2
i ∈ {0, 1};
(3.48)
(3.16) ⇔


cape,a −
∑
k|e∈Ek
∑
i|a∈Be
i,k
fmi ≤M
1
e,ax
1
e,a;
−ηe,a ≤M
2
e,ax
2
e,a;
x1e,a + x
2
e,a ≤ 1;
x1e,a, x
2
e,a ∈ {0, 1};
(3.49)
(3.17) ⇔


capa −
∑
e∈Ea
∑
k|e∈Ek
∑
i|a∈Be
i,k
fmi ≤M
1
ax
1
a;
−πa ≤M
2
ax
2
a;
x1a + x
2
a ≤ 1;
x1a, x
2
a ∈ {0, 1};
(3.50)
(3.18) ⇔


capl −
∑
a|l∈La
∑
e∈Ea
∑
k|e∈Ek
∑
i|a∈Be
i,k
fmi ≤M
1
l x
1
l ;
−γl ≤M
2
l x
2
l ;
x1l + x
2
l ≤ 1;
x1l , x
2
l ∈ {0, 1};
(3.51)
(3.19) ⇔


capvr −
∑
i∈Sr,p
fmi ≤M
1
r,px
1
r,p;
−ωr,p ≤M
2
r,px
2
r,p;
x1r,p + x
2
r,p ≤ 1;
x1r,p, x
2
r,p ∈ {0, 1}.
(3.52)
La comple´mentarite´ associe´e aux itine´raires de la compe´tition n’apparaˆıt bien e´videmment
pas ici puisque la proposition 3 en assure le respect.
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La formulation en variables mixtes du proble`me dans un contexte de tarif commun
sur les itine´raires d’un chargement s’e´nonce comme :
(TGCO–2) max
tm,fm,fc,η,pi,γ,ω
∑
k∈K
cck(α, β) (dk − f
c
k) +
∑
a∈B
∑
e∈Ea
cape,aηe,a +
∑
a∈B
capaπa
+
∑
l∈L
caplγl +
∑
r∈R
∑
p∈P
capvrωr,p −
∑
k∈K
∑
e∈Ek
∑
i∈Im
e,k
ρi,k(α, β)f
m
i
sujet a`
1. Re´alisabilite´ primale :
meneur : tm ≥ 0 ;
suiveur : contraintes (3.1) a` (3.6).
2. Re´alisabilite´ duale :
contraintes (3.7), (3.9) a` (3.12).
3. Comple´mentarite´ :
contraintes (3.48) a` (3.52).
3.3.2 Analyse des grands M
Encore une fois, les bornesM des contraintes de comple´mentarite´ peuvent eˆtre ajuste´es
selon les donne´es de l’instance traite´e. Conside´rons premie`rement les contraintes de comple´-
mentarite´ lie´es aux contraintes de capacite´. Nous n’analyserons ici que (3.49), un raison-
nement analogue pouvant eˆtre de´veloppe´ pour (3.50), (3.51) et (3.52). Pour la premie`re
contrainte de (3.49), nous pouvons affirmer que :
cape,a −
∑
k|e∈Ek
∑
i|a∈Be
i,k
fmi ≤ cape,a.
Ainsi, M1e,a = cape,a repre´sente une borne valide.
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En ce qui concerne la seconde contrainte, une borne infe´rieure sur la valeur de la
variable duale ne,a doit eˆtre e´tablie. En observant la formulation duale du proble`me du
suiveur, remarquons que :
∑
a∈Be
i,k
(ηe,a + πa) +
∑
a∈Be
i,k
∑
l∈La
γl +
∑
r∈R
∑
p∈P
yir,pωr,p ≤ c
m
i (α, β) − c
c
k(α, β).
Il est possible d’e´tablir une borne infe´rieure sur les diffe´rentes variables duales en de´termi-
nant la plus petite valeur que peut prendre le membre droit de l’ine´galite´ pre´ce´dente. Cette
valeur sera obtenue lorsque le tarif est nul. La diffe´rence, ρi,k(α, β) − c
c
k(α, β), repre´sente
la valeur ne´gative du tarif unitaire maximal pouvant eˆtre de´cre´te´ sur l’itine´raire conside´re´.
Conse´quemment, une borne supe´rieure sur −ηe,a peut eˆtre e´tablie par :
max
k |∃i∈Im
e,k
,a∈Bi
tmk .
Une dernie`re borne doit eˆtre de´termine´e pour la premie`re e´quation des contraintes
(3.48). Nous pouvons affirmer que :
cmi (α, β) − c
c
k(α, β) −
∑
a∈Be
i,k
(ηe,a + πa)−
∑
a∈Be
i,k
∑
l∈La
γl −
∑
r∈R
∑
p∈P
yir,pωr,p
≤ cmi (α, β) −
∑
a∈Be
i,k
(ηe,a + πa)−
∑
a∈Be
i,k
∑
l∈La
γl −
∑
r∈R
∑
p∈P
yir,pωr,p
≤ cck(α, β) +
∑
a∈Be
i,k
(M2e,a +M
2
a ) +
∑
a∈Be
i,k
∑
l∈La
M2l +
∑
r∈R
∑
p∈P
yir,pM
2
r,p.
Ainsi, la borne M1i peut eˆtre fixe´e a` la valeur prescrite par le membre droit de la dernie`re
ine´galite´ pre´sente´e ci-dessus.
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Figure 3.1 – Exemple illustratif de l’impact re´seau sur la politique tarifaire
3.3.3 Impact re´seau sur la politique tarifaire
Dans ce qui suit, nous nous proposons d’illustrer par un exemple a` petite e´chelle l’effet
re´seau qu’induit le tarif commun sur les itine´raires d’un chargement. Cet effet se propage
bien entendu par le truchement des variables duales qui imposent un certain niveau de
corre´lation des tarifs entre les requeˆtes. Cet exemple permettra de constater que contrai-
rement a` la politique de tarification disjointe, il n’est pas toujours possible d’atteindre
la borne tarifaire supe´rieure dicte´e par la compe´tition. Conside´rons trois requeˆtes ayant
chacune une demande de trois unite´s. Le re´seau du meneur est illustre´ a` la figure 3.1
et la capacite´ de chaque arc est de deux unite´s. Les arcs sont identifie´s de a0 a` a11 et
une variable duale γ de meˆme indice est attribue´e a` chacun. Notons enfin que le meilleur
itine´raire offert par la compe´tition pour chaque requeˆte n’est pas repre´sente´ graphique-
ment mais existe tout de meˆme. Soit les trois requeˆtes, k1, k2 et k3 telles que o(k1) = C
et d(k1) = H, o(k2) = A et d(k2) = B ainsi que o(k3) = I et d(k3) = J.
Le tableau 3.1 pre´sente les caracte´ristiques des diffe´rentes requeˆtes, notamment les
itine´raires admissibles propose´s par le meneur avec leur parame`tre ρ associe´, le couˆt du
meilleur itine´raire offert par la compe´tition ainsi que la borne supe´rieure induite sur le tarif
de chaque itine´raire du meneur pour la requeˆte correspondante. Conside´rons maintenant
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les deux solutions de´crites dans les tableaux 3.2 et 3.3. Pour la premie`re solution, notons
que le couˆt pour le proble`me de second niveau s’exprime comme suit :
meneur : (90 · 1) + (95 · 2) + (95 · 1) + (100 · 2) + (95 · 1) + (100 · 2) = 870,
compe´tition : 0,
total : 870,
et le revenu correspondant comme : (85 · 3) + (90 · 3) + (90 · 3) = 795. En ce qui a trait a`
la deuxie`me solution, la valeur de l’objectif de second niveau est de :
meneur : (95 · 0) + (100 · 2) + (95 · 2) + (100 · 1) + (95 · 2) + (100 · 1) = 780,
compe´tition : 100 · 1 = 100,
total : 880,
et le revenu associe´ de : (90 · 2) + (90 · 3) + (90 · 3) = 720.
Tableau 3.1 – Caracte´ristiques des requeˆtes
Itine´raires admissibles ρ cck Borne tarifaire
k1
C→D→E→F→G→H 5
100
95
C→H 10 90
k2
A→D→E→B 5
100
95
A→B 10 90
k3
I→F→G→J 5
100
95
I→J 10 90
Tableau 3.2 – Premie`re solution
tk Itine´raire du meneur : flot f
c
k
k1 85
C→D→E→F→G→H : 1
0
C→H : 2
k2 90
A→D→E→B : 1
0
A→B : 2
k3 90
I→F→G→J : 1
0
I→J : 2
Si on conside`re la politique tarifaire de la premie`re solution avec la politique de flot de la
seconde nous remarquons que :
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Tableau 3.3 – Deuxie`me solution
tk Itine´raire : flot f
c
k
k1 90
C→D→E→F→G→H : 0
1
C→H : 2
k2 90
A→D→E→B : 2
0
A→B : 1
k3 90
I→F→G→J : 2
0
I→J : 1
Couˆt au second niveau :
meneur : (90 · 0) + (95 · 2) + (95 · 2) + (100 · 1) + (95 · 2) + (100 · 1) = 770,
compe´tition : 100 · 1 = 100,
total : 870.
Donc pour la politique tarifaire de la premie`re solution, les re´actions obtenues a` la premie`re
comme a` la deuxie`me solution repre´sentent des re´actions rationnelles du suiveur. Notons
que la formulation propose´e admet l’identification d’un optimum dit optimiste, c’est-a`-dire
qu’entre deux solutions de meˆme couˆt au second niveau, celle favorisant le meneur sera
se´lectionne´e. Ainsi la re´action de la premie`re solution est privile´gie´e car celle-ci engendre
le revenu le plus e´leve´.
Si nous tentons de faire varier le tarif t1 dans la premie`re solution d’une valeur ǫ, nous
obtenons :
Pour la re´action de la solution du tableau 3.2 :
Couˆt au second niveau :
meneur : ((90+ ǫ) ·1)+((95+ ǫ) ·2)+(95 ·1)+(100 ·2)+(95 ·1)+(100 ·2) = 870+3ǫ,
compe´tition : 0,
total : 870 + 3ǫ.
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Pour la re´action de la solution du tableau 3.3 :
Couˆt au second niveau :
meneur : ((90+ ǫ) ·0)+((95+ ǫ) ·2)+(95 ·2)+(100 ·1)+(95 ·2)+(100 ·1) = 770+2ǫ,
compe´tition : 100 · 1 = 100,
total : 870 + 2ǫ.
Donc, pour ǫ > 0 la re´action de la deuxie`me solution devient la re´action rationnelle du
suiveur et le revenu diminue. En fait, en imposant la contrainte t1 > 85, la seconde solution
est obtenue avec t1 = 90.
La solution optimale de´crite par la premie`re solution est telle que le couˆt sur les itine´raires
du meneur pour la requeˆte k1 est respectivement de 90 et 95. Ainsi, le couˆt du moins bon
itine´raire est infe´rieur a` ce que dicte la compe´tition (ici la valeur des variables duales des
arcs D→E, F→G ainsi que C→H est de −5).
Le meneur prend donc en conside´ration les interactions entre les usagers, et afin de
conserver le plus de flot possible ce dernier se voit dans l’obligation de re´duire le tarif
de k1 de 10 unite´s par rapport a` la borne supe´rieure de´cre´te´e par la compe´tition. Cette
compensation de´coule de la diminution des tarifs de cinq unite´s offerte aux requeˆtes k2
et k3 et est cause´e par la trop faible capacite´ sur l’itine´raire ayant le plus petit couˆt
perc¸u pour chaque usager. La requeˆte k1 profite donc de ce double effet sur l’itine´raire
C→D→E→F→G→H qui comporte les deux arcs ou` la congestion survient. Le meneur
diminue ainsi son tarif afin de conserver la totalite´ du flot de k1 et induit de cette fac¸on
la re´action rationnelle au second niveau qui maximise son revenu. Pour sa part, le flot
des requeˆtes au deuxie`me niveau transite dans le re´seau afin de minimiser le couˆt global
du syste`me. Notons encore une fois que les capacite´s engendrent une interaction entre les
usagers pour l’utilisation des arcs a2 et a6. Bien e´videmment, sans ces capacite´s le flot
de chaque requeˆte k transiterait par le plus court chemin entre o(k) et d(k). Ainsi, ces
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interactions incitent le meneur a` re´agir afin de proposer une politique tarifaire approprie´e
qui conside`re les effets de´crits.
3.3.4 Caracte´risation de l’espace des tarifs
Il de´coule de la proposition 3 une re´duction de l’espace des tarifs. Nous illustrons ici
pourquoi il en est ainsi en utilisant de nouveau l’exemple de la figure 3.1. Conside´rons
la situation ou` les tarifs de´cre´te´s par le meneur sont nuls. La re´action rationnelle a` une
telle politique tarifaire, obtenue par la re´solution du proble`me de second niveau suite a`
l’imposition de tarifs nuls dans l’objectif, est donne´e par le comportement suivant des
usagers :
1. requeˆte k1 :
– itine´raire 1 : flot de 1,
– itine´raire 2 : flot de 2.
2. requeˆte k2 :
– itine´raire 1 : flot de 1,
– itine´raire 2 : flot de 2.
3. requeˆte k3 :
– itine´raire 1 : flot de 1,
– itine´raire 2 : flot de 2.
Maintenant si nous analysons la reformulation du proble`me comme programme mathe´-
matique en variables mixtes, nous pouvons remarquer que le proble`me pre´sente une in-
cohe´rence mathe´matique lorsque les tarifs sont fixe´s a` ze´ro. En effet, puisque le flot sur
chaque itine´raire est positif, ceci implique que, dans la reformulation des conditions d’op-
timalite´ primales-duales, le couˆt re´duit de chaque itine´raire se devra d’eˆtre nul afin que la
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comple´mentarite´ soit respecte´e. Il en re´sulte le syste`me d’e´quation suivant :
requeˆte k1, itine´raire 1 : (t1 + 5)− 100− γ0 − γ2 − γ4 − γ6 − γ8 = 0;
requeˆte k2, itine´raire 1 : (t2 + 5)− 100− γ1 − γ2 − γ3 = 0;
requeˆte k3, itine´raire 1 : (t3 + 5)− 100− γ5 − γ6 − γ7 = 0;
et donc,
γ0 + γ2 + γ4 + γ6 + γ8 = −95;
γ1 + γ2 + γ3 = −95;
γ5 + γ6 + γ7 = −95.
De plus, seuls les arcs a2, a6, a9, a10 et a11 sont sature´s. Ainsi dans la reformulation du
proble`me, les variables duales des autres arcs se devront d’eˆtre nulles (γ0 = γ1 = γ3 =
γ4 = γ5 = γ7 = γ8 = 0). Nous obtenons alors le syste`me qui suit :
γ2 + γ6 = −95;
γ2 = −95;
γ6 = −95;
qui est contradictoire. Ceci de´coule de la proposition 3 qui impose une condition d’optima-
lite´ des tarifs. Cette condition n’e´tant pas remplie si l’on analyse la re´action rationnelle a`
la tarification nulle expose´e dans l’exemple pre´ce´dent, le syste`me exhibe une incohe´rence.
Nous ge´ne´ralisons cette observation dans la proposition suivante.
Proposition 4. Les e´galite´s λ∗k = c
c
k(α, β), ∀k ∈ K, induisent une re´duction de l’espace
des tarifs par l’e´limination de certaines politiques tarifaires sous-optimales.
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De´monstration. Nous illustrons ici le fait que l’espace des tarifs peut eˆtre modifie´ par
l’ajout des e´galite´s pre´sente´es. A` cet effet, conside´rons un itine´raire i ∈ Imk . Soit une
solution optimale dans laquelle fmi > 0. Par la comple´mentarite´ du second niveau, nous
savons que :
cmi (α, β) − c
c
k(α, β) −
∑
a∈Be
i,k
(ηe,a + πa)−
∑
a∈Be
i,k
∑
l∈La
γl −
∑
r∈R
∑
p∈P
yir,pωr,p = 0;
tmk + ρi,k(α, β) − c
c
k(α, β) −
∑
a∈Be
i,k
(ηe,a + πa)−
∑
a∈Be
i,k
∑
l∈La
γl −
∑
r∈R
∑
p∈P
yir,pωr,p = 0.
Nous savons que pour la formulation a` deux niveaux pre´sente´e initialement, a` toute po-
litique tarifaire est associe´e une re´action rationnelle de la part du suiveur. Celle-ci est
obtenue par la re´solution du proble`me de second niveau pour une politique tarifaire fixe´e.
Conside´rons ici la politique ou` tous les tarifs sont nuls. Il en re´sulte pour l’itine´raire i
que :
ρi,k(α, β) − c
c
k(α, β) =
∑
a∈Be
i,k
(ηe,a + πa) +
∑
a∈Be
i,k
∑
l∈La
γl +
∑
r∈R
∑
p∈P
yir,pωr,p.
Par hypothe`se, nous avons ρi,k(α, β) ≤ c
c
k(α, β). Le cas ou` ρi,k(α, β) = c
c
k(α, β) ne reveˆt
que peu d’inte´reˆt puisqu’alors la marge tarifaire sur cet itine´raire est nulle. Le meneur n’a
donc aucun avantage a` offrir un tel itine´raire puisqu’un flot positif sur ce dernier utilisera
la capacite´ du re´seau sans pour autant engendrer de revenu. E´tudions alors le cas ou`
ρi,k(α, β) < c
c
k(α, β). Il en de´coule que ρi,k(α, β) − c
c
k(α, β) < 0 et donc que :
∑
a∈Be
i,k
(ηe,a + πa) +
∑
a∈Be
i,k
∑
l∈La
γl +
∑
r∈R
∑
p∈P
yir,pωr,p < 0.
Remarquons maintenant que l’analyse que nous venons de faire est comple`tement inde´pen-
dante de l’affectation des capacite´s dans le re´seau. Ainsi, en conside´rant le cas ou` les
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capacite´s tendent vers l’infini, il est clair que η = π = γ = ω = 0 et donc que :
∑
a∈Be
i,k
(ηe,a + πa) +
∑
a∈Be
i,k
∑
l∈La
γl +
∑
r∈R
∑
p∈P
yir,pωr,p ≮ 0.
Dans ces circonstances il s’agit d’une contradiction qui provient de l’imposition de ta-
rifs nuls. Cette politique s’ave`re dans ce cas sous-optimale et est rejete´e par les e´galite´s
introduites.
3.3.5 Optimisation inverse
La section 3.6 traitera de l’identification de la solution initiale lors de la re´solution de
TGCO–2. A` cette fin, nous nous devons d’aborder le concept d’optimisation inverse. L’op-
timisation inverse consiste, comme le pre´cisent Ahuja et Orlin [11] par exemple, a` infe´rer
les valeurs des parame`tres d’un mode`le tels les coefficients lie´s aux couˆts, les membres
droits des contraintes ou encore la matrice de contraintes, e´tant donne´es les valeurs des
parame`tres observables tels les valeurs optimales des variables de de´cision. Dans le cas qui
nous inte´resse, il s’agit d’identifier la tarification optimale a` une re´action rationnelle des
usagers au second niveau. Ainsi, pour une solution de second niveau (fm, f c), le proble`me
d’optimisation inverse pour TGCO–2 s’e´nonce comme :
max
tm,η,pi,γ,ω
∑
k∈K
∑
e∈Ek
∑
i∈Im
e,k
tmk f
m
i
sujet a`∑
a∈Be
i,k
(ηe,a + πa) +
∑
a∈Be
i,k
∑
l∈La
γl +
∑
r∈R
∑
p∈P
yir,pωr,p ≤ c
m
i (α, β) − c
c
k(α, β) ∀k ∈ K ;
∀e ∈ Ek ;
∀i ∈ Ime,k ;
(3.53)
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tm ≥ 0; (3.54)
∀a ∈ B;∀e ∈ Ea

 ηe,a ≤ 0 si la contrainte primale associe´e est sature´e ;ηe,a = 0 sinon ; (3.55)
∀a ∈ B

 πa ≤ 0 si la contrainte primale associe´e est sature´e ;πa = 0 sinon ; (3.56)
∀l ∈ L

 γl ≤ 0 si la contrainte primale associe´e est sature´e ;γl = 0 sinon ; (3.57)
∀r ∈ R;∀p ∈ P

 ωr,p ≤ 0 si la contrainte primale associe´e est sature´e ;ωr,p = 0 sinon. (3.58)
Cette formulation est line´aire et donc facile a` re´soudre. Cependant, il est bien entendu
possible qu’une re´action rationnelle au second niveau n’engendre aucune politique tarifaire
compatible.
3.3.6 Ine´galite´s valides
Nous pre´sentons maintenant quelques classes d’ine´galite´s valides. Celles-ci ont pour
objectif de renforcer le programme en variables mixtes TGCO–2, et par le fait meˆme d’en
acce´le´rer la re´solution. Des auteurs tels Dewez et al. [63] et Heilporn et al. [87] montrent
l’effet de l’ajout d’ine´galite´s valides pour diffe´rents proble`mes de tarification. Les ine´galite´s
de´crites ici lient certaines variables associe´es au flot des requeˆtes dans le re´seau et les tarifs
correspondants. Deux familles sont propose´es. La premie`re conside`re les requeˆtes de fac¸on
individuelle et les ine´galite´s de la seconde lient les tarifs de deux requeˆtes.
Ine´galite´s traitant les requeˆtes individuellement
La premie`re classe d’ine´galite´s valides permet de renforcer la formulation TGCO–2
e´tablie pre´ce´demment. Celles-ci ne conside`rent qu’une requeˆte a` la fois.
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Proposition 5. Soit k ∈ K ainsi que ρi∗,k = min {ρi,k(α, β) | i ∈ I
m
k } . Alors nous avons
que :
tmk + (ρi,k(α, β) − ρi∗,k)x
2
i ≤ (c
c
k(α, β) − ρi∗,k), ∀i ∈ I
m
k .
De´monstration. Premie`rement nous savons que le couˆt de chaque itine´raire est borne´ par
le couˆt du meilleur itine´raire offert par la compe´tition. Ainsi,
cmi (α, β) ≤ c
c
k(α, β), ∀i ∈ I
m
k .
Afin de simplifier la de´monstration, supposons que Imk n’est compose´ que de deux itine´-
raires {i1, i2} pour lesquels, sans perte de ge´ne´ralite´, ρi1,k(α, β) ≤ ρi2,k(α, β). Ainsi, ρi∗,k =
ρi1,k(α, β). Nous avons que :
cmi1 (α, β) ≤ c
c
k(α, β);
tmk + ρi1,k(α, β) ≤ c
c
k(α, β);
tmk ≤ c
c
k(α, β) − ρi1,k(α, β);
ce qui repre´sente une borne supe´rieure sur le tarif pouvant eˆtre e´tabli sur les itine´raires de
la requeˆte k. Cependant, si dans une solution optimale le flot sur i2 est positif, la borne
sur le tarif sera de :
tmk ≤ c
c
k(α, β) − ρi2,k(α, β).
Celle-ci sera donc re´duite de (cck(α, β)−ρi1 ,k(α, β))−(c
c
k(α, β)−ρi2 ,k(α, β)) = ρi2,k(α, β)−
ρi1,k(α, β). Enfin, le flot sur i2 ne sera positif que si x
2
i2
= 1 et la re´duction de la borne
sur le tarif ne sera effective que dans ces circonstances. Ceci permet de conclure que :
tmk ≤ (c
c
k(α, β) − ρi1,k(α, β)) − (ρi2,k(α, β) − ρi1,k(α, β))x
2
i2
;
tmk + (ρi2,k(α, β) − ρi1,k(α, β))x
2
i2
≤ (cck(α, β) − ρi1,k(α, β));
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ou encore
tmk + (ρi2,k(α, β) − ρi∗,k)x
2
i2
≤ (cck(α, β) − ρi∗,k).
Cette relation peut ainsi eˆtre ge´ne´ralise´e pour l’ensemble des itine´raires d’une requeˆte.
Ine´galite´s liant deux requeˆtes entre elles
Les ine´galite´s de cette classe lient les tarifs de deux requeˆtes distinctes. Il semble natu-
rel d’e´tablir certains ponts entre les tarifs de diffe´rentes requeˆtes puisque plusieurs d’entre
eux sont corre´le´s par l’interme´diaire des capacite´s impose´es dans le re´seau. Cette famille ne
s’ave`re qu’une premie`re approche en ce sens, les analyses nume´riques ne donnant pas pour
l’instant les re´sultats anticipe´s. Nous tenons tout de meˆme a` en pre´senter le de´veloppement
the´orique. Une e´tude plus approfondie de ces ine´galite´s permettra sans aucun doute d’ob-
tenir une information pertinente sur la structure du proble`me traite´ et apportera un
comple´ment inte´ressant a` la premie`re classe d’ine´galite´s de´crite pre´ce´demment.
Proposition 6. Soit k1, k2 ∈ K de meˆme que I
m
k1
et Imk2 les ensembles d’itine´raires du
meneur associe´s aux requeˆtes k1 et k2 respectivement. Soit iu ∈ I
m
k1
et iv ∈ I
m
k2
, deux
itine´raires offerts par le meneur pour lesquels le flot est non nul. De´finissons par ∆iu
(∆iv ) l’ensemble comprenant les variables duales des contraintes de capacite´ associe´es a`
l’itine´raire iu (iv) et par Σiu (Σiv) la somme des variables duales de ∆iu (∆iv). Supposons,
sans perte de ge´ne´ralite´, que cck1(α, β) − ρiu ≥ c
c
k2
(α, β) − ρiv .
Si ∆iu = ∆iv , alors nous avons que :
(tmk1 − t
m
k2
) =
[
(cck1(α, β) − ρiu)− (c
c
k2
(α, β) − ρiv)
]
.
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De´monstration. Nous savons que si le flot est non nul sur les deux itine´raires identifie´s, il
en re´sulte que :
tmk1 = (c
c
k1
(α, β) − ρiu) + Σiu ;
tmk2 = (c
c
k2
(α, β) − ρiv) + Σiv .
Puisque Σiu = Σiv , nous obtenons :
tmk1 = (c
c
k1
(α, β) − ρiu) +
(
tmk2 − (c
c
k2
(α, β) − ρiv )
)
;
(tmk1 − t
m
k2
) =
[
(cck1(α, β) − ρiu)− (c
c
k2
(α, β) − ρiv)
]
. (3.59)
Il est par la suite possible de remplacer l’e´quation (3.59) par deux ine´galite´s valides
afin de tenir compte du fait qu’il n’est permis d’imposer cette contrainte que si le flot sur
iu et iv est non nul. Puisque l’objectif vise´ n’est que l’introduction de cette famille, et par
soucis de concision, ce de´veloppement sera omis.
Proposition 7. Reprenons les hypothe`ses e´nonce´es a` la proposition 6, en conside´rons une
fois de plus que ρi∗,k = min {ρi,k(α, β) | i ∈ I
m
k } . Si maintenant ∆iv ⊂ ∆iu, nous avons
que :
(tmk1 − t
m
k2
) + (cck2(α, β) + ρiu − ρiv − ρi∗,k1)x
2
iu
≤ cck1(α, β) − ρi∗,k1.
De´monstration. Puisque ∆iv ⊂ ∆iu , alors Σiu ≤ Σiv . De plus, par de´finition nous avons
que :
Σiu ≤ t
m
k1
− (cck1(α, β) − ρiu);
Σiv ≤ t
m
k2
− (cck2(α, β) − ρiv).
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Nous savons que si le flot sur l’itine´raire iu est non nul alors :
Σiu = t
m
k1
− (cck1(α, β) − ρiu).
Nous pouvons alors affirmer que :
tmk1 − (c
c
k1
(α, β) − ρiu) = Σiu ≤ Σiv ≤ t
m
k2
− (cck2(α, β) − ρiv );
tmk1 − (c
c
k1
(α, β) − ρiu) ≤ t
m
k2
− (cck2(α, β) − ρiv );
tmk1 − t
m
k2
≤ (cck1(α, β) − ρiu)− (c
c
k2
(α, β) − ρiv ). (3.60)
Cette ine´galite´ est donc valide si le flot de iu est non nul. Pour que le flot soit non nul sur
cet itine´raire, il est ne´cessaire que x2iu = 1. Dans le cas contraire aucune contrainte n’est
impose´e puisque pour le terme de gauche de (3.60) nous avons que :
tmk1 − t
m
k2
≤ tmk1 ≤ c
c
k1
(α, β) − ρi∗,k1.
3.4 Satisfaction de la demande par un unique transporteur
Tel que le mentionnent des auteurs comme Sandhu et Klabjan [147] une des diffe´rences
majeures entre le transport de passagers et de marchandises repose sur le fait que la de-
mande pour la marchandise est habituellement de´crite selon le couple origine-destination
et non selon les itine´raires disponibles. Ainsi, un chargement peut potentiellement eˆtre
scinde´ et expe´die´ a` sa destination par plusieurs itine´raires. De plus, la formulation pre´ce´-
dente conside`re, sur l’horizon de planification traite´, un possible fractionnement de la
demande entre le meneur et la compe´tition. Cependant il pourrait s’ave´rer pertinent d’ana-
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lyser l’impact de la se´lection d’un unique transporteur sur la mode´lisation du proble`me
et les conse´quences sur la me´thodologie de re´solution.
Supposons donc que la demande, pour chaque requeˆte, doit eˆtre desservie en totalite´
par le meneur ou la compe´tition. Afin de traiter cet aspect, introduisons les variables de
premier niveau suivantes :
zmk =

 1 si le meneur accepte de desservir la requeˆte k ;0 sinon ;
ainsi que les contraintes de second niveau, de´finies ∀k ∈ K :
∑
e∈Ek
∑
i∈Im
e,k
fmi ≤ dkz
m
k ; (µk) (3.61)
f ck ≤ dk(1− z
m
k ); (νk) (3.62)
ou` µk et νk repre´sentent les variables duales associe´es. Ces contraintes combinent ce-
pendant des variables de premier et second niveau ce qui s’ave`re souvent proble´matique
puisque le domaine re´alisable induit par l’ajout de contraintes de cette forme peut eˆtre non
connexe ce qui peut complexifier la mise en place d’approches de re´solution. Cependant,
a` l’instar de la proprie´te´ mise en e´vidence pour les contraintes de capacite´ de la formu-
lation TGCO–1, nous pouvons de´montrer que les contraintes (3.61) et (3.62) peuvent
eˆtre de´place´es au premier niveau. Notons premie`rement que, comme pour les tarifs, le
proble`me de second niveau est parame´tre´ par les variables zmk . Celles-ci sont donc trans-
parentes pour le suiveur. En ce qui a trait aux conditions d’optimalite´ duales du second
niveau, les contraintes (3.7) et (3.8) deviennent :
λk + µk +
∑
a∈Be
i,k
(ηe,a + πa) +
∑
a∈Be
i,k
∑
l∈La
γl +
∑
r∈R
∑
p∈P
yir,pωr,p ≤ c
m
i (α, β); (3.63)
λk + νk ≤ c
c
k(α, β); (3.64)
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avec l’ajout de :
µk ≤ 0 ∀k ∈ K; (3.65)
νk ≤ 0 ∀k ∈ K. (3.66)
Le comple´mentarite´ de´crite pre´ce´demment est aussi modifie´e en conse´quence :

cmi (α, β) −

λk + µk + ∑
a∈Be
i,k
(ηe,a + πa) +
∑
a∈Be
i,k
∑
l∈La
γl +
∑
r∈R
∑
p∈P
yir,pωr,p



 fmi = 0;
(3.67)
(cck(α, β) − (λk + νk)) f
c
k = 0; (3.68)
et comprend, ∀k ∈ K, deux conditions supple´mentaires :
µk

dkzmk − ∑
e∈Ek
∑
i∈Im
e,k
fmi

 = 0; (3.69)
νk (dk(1− z
m
k )− f
c
k) = 0. (3.70)
Proposition 8. Pour toute solution optimale, µ∗ = 0.
De´monstration. Nous proce´dons encore une fois par contradiction. Conside´rons la solu-
tion optimale suivante ((tm)∗, (zm)∗, (fm)∗, (f c)∗, µ∗, ν∗, λ∗, η∗, π∗, γ∗, ω∗). Supposons que
pour cette solution optimale µ∗ 6= 0 ce qui implique qu’il existe au moins une requeˆte
kˆ ∈ K telle que µ∗
kˆ
< 0. De´finissons le vecteur µ′ = 0 de meˆme que (tm)′ pour lequel
le tarif associe´ a` l’itine´raire i ∈ Ime,k est de´fini par (t
m
k )
′ = (tmk )
∗ − µ∗k et soit la solution
((tm)′, (zm)∗, (fm)∗, (f c)∗, µ′, ν∗, λ∗, η∗, π∗, γ∗, ω∗). Cette dernie`re est une solution admis-
sible pour le proble`me formule´. En effet, les contraintes (3.1) a` (3.6) et (3.61), (3.62)
sont ne´cessairement satisfaites puisque le vecteur de se´lection des requeˆtes zm et le flot
demeurent inchange´s par rapport a` la solution optimale. Il en est de meˆme pour les
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contraintes (3.9) a` (3.12) ainsi que (3.64) et (3.66). En ce qui a trait aux contraintes
(3.63), par hypothe`se nous avons que :
λ∗k + µ
∗
k +
∑
a∈Be
i,k
(η∗e,a + π
∗
a) +
∑
a∈Be
i,k
∑
l∈La
γ∗l +
∑
r∈R
∑
p∈P
yir,pω
∗
r,p ≤ c
m
i (α, β)
∗;
et ainsi :
λ∗k + µ
∗
k +
∑
a∈Be
i,k
(η∗e,a + π
∗
a) +
∑
a∈Be
i,k
∑
l∈La
γ∗l +
∑
r∈R
∑
p∈P
yir,pω
∗
r,p ≤ (t
m
k )
∗ + ρi,k(α, β);
λ∗k + µ
′
k +
∑
a∈Be
i,k
(η∗e,a + π
∗
a) +
∑
a∈Be
i,k
∑
l∈La
γ∗l +
∑
r∈R
∑
p∈P
yir,pω
∗
r,p ≤ ((t
m
k )
∗ − µ∗k) + ρi,k(α, β);
λ∗k + µ
′
k +
∑
a∈Be
i,k
(η∗e,a + π
∗
a) +
∑
a∈Be
i,k
∑
l∈La
γ∗l +
∑
r∈R
∑
p∈P
yir,pω
∗
r,p ≤ (t
m
k )
′ + ρi,k(α, β);
λ∗k + µ
′
k +
∑
a∈Be
i,k
(η∗e,a + π
∗
a) +
∑
a∈Be
i,k
∑
l∈La
γ∗l +
∑
r∈R
∑
p∈P
yir,pω
∗
r,p ≤ c
m
i (α, β)
′;
La solution est donc re´alisable selon ces contraintes. En ce qui concerne la comple´menta-
rite´, seules (3.67) et (3.69) sont a` conside´rer, les autres ne de´pendant que des vecteurs
optimaux de la solution propose´e. Un raisonnement analogue a` celui que nous venons
de de´velopper pour les contraintes (3.63) s’applique aux contraintes de comple´mentarite´
(3.67) et, puisque µ′ = 0, les contraintes (3.69) seront respecte´es. Il ne reste plus qu’a`
ve´rifier les contraintes de premier niveau exigeant la non-ne´gativite´ des tarifs. Nous avons
par la de´finition du mode`le que µ∗ ≤ 0 et l’hypothe`se de de´part exige qu’il existe au
moins une requeˆte kˆ ∈ K pour laquelle µ∗
kˆ
< 0. Il de´coule de ces constatations que pour
les itine´raires associe´s a` cette requeˆte, le tarif de´cre´te´ sera tel que 0 ≤ (tm
kˆ
)∗ < (tm
kˆ
)∗−µ∗
kˆ
. Il
est donc possible de conclure que la solution propose´e est admissible et que cette dernie`re
engendre un revenu supe´rieur car
∑
k∈K
∑
e∈Ek
∑
i∈Im
e,k
(tmi )
∗fmi <
∑
k∈K
∑
e∈Ek
∑
i∈Im
e,k
(tmi )
′fmi .
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Ceci contredit le caracte`re optimal de ((tm)∗, (zm)∗, (fm)∗, (f c)∗, µ∗, ν∗, λ∗, η∗, π∗, γ∗, ω∗)
et de´montre que µ∗ = 0.
Les contraintes (3.61) peuvent donc eˆtre de´place´e au premier niveau. Les contraintes
(3.63) et (3.67) reprennent alors la meˆme forme que celle pre´sente´e dans la section 3.3 et
les contraintes (3.69) sont satisfaites.
Proposition 9. Pour toute solution optimale, ν∗ = 0.
De´monstration. En conside´rant le re´sultat de la proposition 8, des contraintes introduites
pre´ce´demment il ne reste, ∀k ∈ K, que :
λk + νk ≤ c
c
k(α, β); (3.71)
νk ≤ 0; (3.72)
(cck(α, β) − (λk + νk)) f
c
k = 0; (3.73)
νk (dk(1− z
m
k )− f
c
k) = 0. (3.74)
Notons maintenant que la variable duale associe´e a` la satisfaction de la demande, λk, in-
dique l’impact marginal d’une variation du membre droit de la contrainte correspondante.
Dans le cas pre´sent, l’impact maximal de´coulant de la modification d’une unite´ de la de-
mande dk sera c
c
k(α, β) soit le couˆt le plus e´leve´ d’un itine´raire pour la requeˆte k. Ainsi,
λk ≤ c
c
k(α, β). Soit un vecteur de z
m donne´ et dictant les choix du meneur. Nous remar-
quons premie`rement que la contrainte (3.74) est toujours satisfaite puisque si zmk = 0 alors
f ck = dk et si z
m
k = 1, alors f
c
k = 0. De´finissons par K
m l’ensemble des requeˆtes desservies
par le meneur et par Kc celles rejete´es par ce dernier. Ainsi, Km = {k ∈ K | zmk = 1} et
Kc = {k ∈ K | zmk = 0} = K \K
m. Le proble`me dual se re´duit donc a` :
max
λ,ν,η,pi,γ,ω
∑
k∈K
dkλk+
∑
k∈Kc
dkνk+
∑
a∈B
(∑
e∈Ea
cape,aηe,a + capaπa
)
+
∑
l∈L
caplγl+
∑
r∈R
∑
p∈P
capvrωr,p
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sujet a`
λk +
∑
a∈Be
i,k
(ηe,a + πa) +
∑
a∈Be
i,k
∑
l∈La
γl +
∑
r∈R
∑
p∈P
yir,pωr,p ≤ c
m
i (α, β) ∀k ∈ K ;
∀e ∈ Ek ;
∀i ∈ Ime,k ;
(3.75)
λk ≤ c
c
k(α, β) ∀k ∈ K ; (3.76)
λk + νk ≤ c
c
k(α, β) ∀k ∈ K ; (3.77)
(cck(α, β) − (λk + νk)) f
c
k = 0 ∀k ∈ K
c ; (3.78)
νk ≤ 0 ∀k ∈ K ; (3.79)
ηe,a ≤ 0 ∀a ∈ B ;
∀e ∈ Ea ;
(3.80)
πa ≤ 0 ∀a ∈ B ; (3.81)
γl ≤ 0 ∀l ∈ L ; (3.82)
ωr,p ≤ 0 ∀r ∈ R ;
∀p ∈ P.
(3.83)
Les contraintes (3.78) ne sont de´finies que pour k ∈ Kc car pour k ∈ Km le flot f ck est
nul. Puisque pour k ∈ Kc le flot sur l’itine´raire de la compe´tition sera e´gal a` la demande,
les contraintes (3.78) peuvent eˆtre re´e´crites comme :
(cck(α, β) − (λk + νk)) dk = 0.
De`s lors nous pouvons de´duire que :
cck(α, β) − (λk + νk) = 0;
λk + νk = c
c
k(α, β);
130
et par (3.76) et (3.79) il en re´sulte que :
cck(α, β) = λk + νk ≤ λk ≤ c
c
k(α, β).
Nous pouvons conclure que, ∀k ∈ Kc, nous avons λk+νk = λk et donc νk = 0. Il en de´coule
que pour ces requeˆtes, λk = c
c
k(α, β). Suite aux constatations pre´sente´es, le proble`me dual
devient :
max
λ,ν,η,pi,γ,ω
∑
k∈K
dkλk +
∑
a∈B
(∑
e∈Ea
cape,aηe,a + capaπa
)
+
∑
l∈L
caplγl +
∑
r∈R
∑
p∈P
capvrωr,p
sujet a`
λk +
∑
a∈Be
i,k
(ηe,a + πa) +
∑
a∈Be
i,k
∑
l∈La
γl +
∑
r∈R
∑
p∈P
yir,pωr,p ≤ c
m
i (α, β) ∀k ∈ K ;
∀e ∈ Ek ;
∀i ∈ Ime,k ;
(3.84)
λk ≤ c
c
k(α, β) ∀k ∈ K
m ; (3.85)
λk + νk ≤ c
c
k(α, β) ∀k ∈ K
m ; (3.86)
λk = c
c
k(α, β) ∀k ∈ K
c ; (3.87)
νk ≤ 0 ∀k ∈ K
m ; (3.88)
ηe,a ≤ 0 ∀a ∈ B ;
∀e ∈ Ea ;
(3.89)
πa ≤ 0 ∀a ∈ B ; (3.90)
γl ≤ 0 ∀l ∈ L ; (3.91)
ωr,p ≤ 0 ∀r ∈ R ;
∀p ∈ P.
(3.92)
Nous remarquons que ce programme dual est similaire a` celui pre´sente´ a` la section 3.1.
Malgre´ l’ajout des contraintes (3.86), celles-ci n’imposent aucune limitation supple´men-
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taire. De plus, nous avons de´montre´ que, pour ce proble`me, la solution optimale e´tait
notamment caracte´rise´e par le fait que λ∗k = c
c
k(α, β). Il en sera donc de meˆme ici. Ceci
induit que νk = 0 et ce ∀k ∈ K
m. Nous concluons donc que, pour toute solution optimale,
ν∗ = 0.
Les contraintes (3.61) et (3.62) peuvent donc eˆtre de´place´es au premier niveau. Notons
que celles-ci peuvent eˆtre remplace´es par une contrainte unique telle :
∑
e∈Ek
∑
i∈Im
e,k
fmi = dkz
m
k ∀k ∈ K.
La difficulte´ additionnelle lors de la re´solution de cette version de la mode´lisation provient
donc de l’introduction de ces contraintes comportant les variables de se´lection des requeˆtes
de la part du meneur. Cependant la reformulation des conditions d’optimalite´ du second
niveau demeure valide et il est toujours possible d’obtenir un mode`le en variables mixtes
suite a` l’ajout des conditions de´crites.
3.5 Ge´ne´ration d’instances
La section qui suit pre´sente l’outil utilise´ afin de ge´ne´rer la famille d’instances sur
lesquelles les diffe´rentes approches de re´solution seront teste´es. Le ge´ne´rateur propose´
permet la construction de re´seaux de blocage. Ce dernier exige de l’utilisateur la de´finition
des parame`tres suivants :
– |P | : nombre de pe´riodes de´finissant l’horizon de planification ;
– |K| : nombre de requeˆtes ;
– |R| : nombre de cours de triage ;
– |E| : nombre de types d’e´quipement disponibles ;
– |B| : nombre de blocs ;
– |L| : nombre d’horaires de train.
132
Par la suite, les horaires de train sont construits et le re´seau des mouvements des trains
est cre´e´. Pour chaque horaire de train, l’index d’une cour de triage repre´sentant l’ori-
gine et un autre pour la destination sont ge´ne´re´s. Les itine´raires de trains entre les
diffe´rentes paires origine-destination sont subse´quemment e´nume´re´s. Le re´seau de blocs
est donc construit par l’affectation, suite a` la de´temination de l’origine et de la destina-
tion de chaque bloc, d’un itine´raire de trains compatible. Chaque bloc se voit attribuer un
nombre d’e´quipements qui seront valides sur celui-ci. Enfin, les itine´raires de blocs sont
de´termine´s pour chaque sous-re´seau qui de´coule d’un e´quipement donne´. Ainsi, selon les
caracte´ristiques de chaque requeˆte k, les itine´raires admissibles seront ajoute´s a` l’ensemble
Imk . Finalement un itine´raire de la compe´tition est cre´e´ pour chaque requeˆte et repre´sente
la meilleure offre de service sur le marche´.
3.5.1 Instances avec corridors
Afin que les instances aient une structure se rapprochant le plus possible de ce que
l’on retrouve dans la plupart des re´seaux ferroviaires en Ame´rique, nous favorisons la
cre´ation de corridors de demande. Pour ce faire nous de´finissons un facteur d’attraction
pour chaque cour de triage qui visera a` former des points de concentration de la demande.
Parmi les centres les plus ne´vralgiques seront se´lectionne´es un certain nombre de cours qui
seront e´tiquette´es comme e´tant des plaques tournantes et qui seront localise´es de fac¸on
plus strate´gique. Pour les instances contruites subse´quemment, nous avons max
{
1,
⌊
|R|
4
⌋}
plaques tournantes. Les autres cours, plus satellitaires, seront par la suite disperse´es dans le
re´seau. L’algorithme 1 illustre cette proce´dure de localisation. Les re´seaux de mouvements
des trains et de blocs seront par la suite ge´ne´re´s de manie`re a` ce que l’offre de transport
entre les diffe´rentes cours soit repre´sentative de la densite´ de la demande qui y transite.
L’horaire de chaque train est obtenu en ge´ne´rant ale´atoirement une heure de de´part et
en de´cre´tant l’heure d’arrive´e comme le temps ne´cessaire pour parcourir la distance entre
les deux cours. A` ce temps est cependant ajoute´ ou soustrait une certaine dure´e obtenue
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par un tirage ale´atoire dans un intervalle pre´de´fini de manie`re a` engendrer une certaine
perturbation de la dure´e de transit. Le temps de parcours entre deux cours de triage
de´rive de la distance euclidienne entre la localisation de celles-ci. Cette distance est par la
suite multiplie´e par la vitesse moyenne d’un train de marchandise qui est d’environ 32,19
kilome`tres a` l’heure (ou 20 milles a` l’heure). Lors de la ge´ne´ration de l’itine´raire de la
compe´tition associe´ a` une requeˆte k, la dure´e moyenne Dk des itine´raires du meneur pour
cette requeˆte est e´value´e et la dure´e affecte´e est choisie ale´atoirement dans l’intervalle[
0,75Dk ; 1,25Dk
]
.
Algorithme 1 : Localisation des cours de triage
1. Affectation des facteurs d’attraction :
–Poser i := 1.
tant que i ≤ |R| faire
–Soit u un nombre ale´atoire dans l’intervalle
[
1
2
⌈
|K|
|R|
⌉
, 2
⌈
|K|
|R|
⌉]
selon une
distribution uniforme discre`te. Le facteur d’attraction de la cour de triage i est
de´fini par FAi =
u
|K| .
– Poser i := i + 1.
2. Se´lectionner les max
{
1,
⌊
|R|
4
⌋}
cours ayant les plus forts facteurs d’attraction en
tranchant ale´atoirement en cas d’e´galite´ et cre´er l’ensemble PT des plaques
tournantes.
3. Localisation des plaques tournantes :
pour chaque pt ∈ PT faire
si aucune plaque tournante n’a encore e´te´ localise´e alors
Ge´ne´rer les coordonne´es dans le domaine [−50, 50]2.
sinon
(a) Ge´ne´rer les coordonne´es dans le domaine [−50, 50]2.
(b) E´valuer d, la moyenne des distances aux autres plaques tournantes
de´ja` localise´es.
(c) Soit u un nombre ale´atoire dans l’intervalle [0, 1] selon une
distribution uniforme continue. Si u ≥ 1− e−φd (ou` φ = 0,005),
retourner a` (a).
4. Pour chaque cour de triage ne faisant pas partie de PT , ge´ne´rer les coordonne´es
dans le domaine [−100, 100]2.
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En ce qui a trait a` la demande, nous conside´rons trois classes de requeˆtes de´coulant
du type de produit en transit. Ainsi, caracte´risons les classes suivantes :
– Classe 1 :
(a) produits a` faible valeur (par exemple : charbon, produits ce´re´aliers) ;
(b) repre´sente le marche´ central du transport ferroviaire ;
(c) compe´tition des autres modes de transport moins pre´sente.
– Classe 2 :
(a) produits a` valeur interme´diaire (par exemple : produits forestiers) ;
(b) deuxie`me segment de marche´ en terme d’importance ;
(c) forte compe´tition.
– Classe 3 :
(a) produits a` forte valeur (par exemple : ve´hicules automobiles) ;
(b) segment le moins exploite´ notamment duˆ aux couˆts d’inventaire et de manu-
tention e´leve´s ;
(c) forte compe´tition.
De plus, selon les plus re´centes statistiques obtenues de l’Association des chemins de fer du
Canada (ACFC), nous pouvons estimer qu’au Canada la Classe 1 repre´sente environ 50 a`
60% de la marchandise transporte´e, que 20 a` 30% provient de la Classe 2, et de 10 a` 20%
de la Classe 3. Nous distribuerons donc les requeˆtes selon ces proportions. L’algorithme 2
pre´sente l’affectation des requeˆtes aux cours de triage. Une proce´dure similaire est utilise´e
en ce qui concerne les horaires de train ainsi que la cre´ation des blocs. Celles-ci ne seront
donc pas de´crites ici par souci de concision.
En ce qui concerne les diffe´rentes capacite´s, certaines d’entre elles peuvent eˆtre e´tablies
a` l’aide de donne´es statistiques. Par exemple, les donne´es collige´es par l’ACFC re´ve`lent
qu’au cours de 20 dernie`res anne´es, le nombre de wagons par train se situe, en moyenne,
autour de 70. Ainsi, nous e´tablirons la feneˆtre de valeurs possibles pour la capacite´ d’un
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Algorithme 2 : Affectation des requeˆtes
– Poser j := 1.
tant que j ≤ |K| faire
– Soit iO un nombre ale´atoire dans l’intervalle [1, |R|] selon une distribution
uniforme discre`te.
– Soit u un nombre ale´atoire dans l’intervalle [0, 1] selon une distribution
uniforme continue.
si u < FAiO alors
– Affecter iO comme origine de la requeˆte j.
– Soit iD un nombre ale´atoire dans l’intervalle [1, |R|] \ iO selon une
distribution uniforme discre`te.
– Soit v un nombre ale´atoire dans l’intervalle [0, 1] selon une distribution
uniforme continue.
tant que v ≥ FAiD faire
– Rege´ne´rer iD.
– Rege´ne´rer v.
– Affecter iD comme destination de la requeˆte j.
– Poser j := j + 1.
train comme [60, 80]. Une analyse similaire est effectue´e pour les autres types de capacite´
de sorte que les instances re´sultantes soient re´alistes. Enfin, les feneˆtres de valeurs pour
les diffe´rents parame`tres lie´s a` la perception du service par les usagers sont aussi ge´ne´re´es
afin de de´peindre de fac¸on re´aliste les classes de requeˆtes de´crites pre´ce´demment.
Les tableaux 3.4 ainsi que 3.5 pre´sentent les caracte´ristiques des diffe´rentes instances
et 3.6 les parame`tres des classes de demande. Au tableau 3.5 les instances reprennent
la majeure partie de la parame´trisation des re´seaux des instances pre´sente´es en 3.4 mais
sont densifie´es. En ce qui a trait au tableau 3.6, rappelons que le parame`tre α repre´sente
le facteur associe´ a` la conversion, en valeur mone´taire, d’une unite´ de dure´e et qu’il en
est de meˆme pour β en ce qui concerne la conversion, en valeur mone´taire, d’une unite´
de perte de qualite´ de service. On retrouve donc, pour chaque parame`tre, un intervalle
dans lequel la valeur attribue´e a` celui-ci sera se´lectionne´e. Notons que l’exposant indique
encore une fois s’il s’agit du meneur ou de la compe´tition. Les intervalles pour Qc ont
e´te´ choisis relativement a` l’intervalle pour Qm de´fini par [50, 100] et ce afin de conserver
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une cohe´rence avec la caracte´risation des classes de requeˆtes de´crites plus toˆt. Enfin, les
tarifs de la compe´tition sont ge´ne´re´s afin de permettre aux itine´raires du meneur d’eˆtre
viables. Un itine´raire i ∈ Imk pour lequel ρi,k(α, β) > c
c
k(α, β) est e´videmment non valide.
Nous conside´rons donc l’itine´raire iˆ ∈ Imk tel que ρiˆ,k = max {ρi,k(α, β) | i ∈ I
m
k } . Suite a`
l’affectation du couˆt perc¸u ρck de l’itine´raire de la compe´tition, soit ǫ = ρiˆ,k − ρ
c
k. Ainsi,
lorsque ǫ ≤ 0, tck est tire´ ale´atoirement dans l’intervalle [50, 150], sinon le tirage s’effectue
dans [ǫ+ 50, ǫ + 150] .
Tableau 3.4 – Instances : Inst1
|K| |R| |P | |B| |E| |L|
pr01 50 3 3 20 3 15
pr02 150 5 5 40 3 25
pr03 250 7 7 60 3 35
pr04 350 9 3 80 6 45
pr05 450 11 5 100 6 55
pr06 550 13 7 150 6 65
Tableau 3.5 – Instances : Inst2
|K| |R| |P | |B| |E| |L|
pr07 75 3 3 20 4 15
pr08 225 5 5 40 4 25
pr09 375 7 7 60 4 35
pr10 525 9 3 80 7 45
pr11 675 11 5 100 7 55
pr12 825 13 7 150 7 65
Tableau 3.6 – Parame`tres des classes de requeˆtes
Classe α βc βm Qc
1 0,1 0,6 1 11 1 11 100 150
2 0,6 1,1 11 21 11 21 50 100
3 1,1 1,6 21 31 21 31 10 50
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3.6 Solution initiale
Il s’ave`re que parfois Cplex e´prouve de la difficulte´ a` de´terminer une solution initiale,
et ce meˆme si certaines sont facilement identifiables. Conside´rons par exemple la solution
pour laquelle le flot n’est affecte´ qu’aux itine´raires de la compe´tition, engendrant un
revenu nul. Il est cependant possible de fournir a` Cplex une solution de meilleure qualite´.
De plus, le fait d’initier le processus de re´solution a` partir d’une solution constante malgre´
les modifications apporte´es, telles l’ajout de coupes, assure un point d’assise duquel nous
pourrons plus facilement proce´der a` l’analyse des re´sultats. A` cet effet, nous proposons ici
une proce´dure gloutonne permettant d’atteindre cet objectif. L’algorithme 3 en pre´sente
les diffe´rentes e´tapes.
Une autre proce´dure engendrant une solution initiale qui sera compare´e a` celle obtenue
par l’algorithme glouton est base´e sur la re´solution du proble`me d’optimisation inverse qui
de´coule de la politique de flot engendre´e par la tarification nulle. E´tant donne´ la possible
de´ge´ne´rescence du programme mathe´matique au deuxie`me niveau, nous allons re´soudre
de fac¸on successive le proble`me de second niveau, en de´butant par la tarification nulle, et
conside´rer les flots optimaux afin de ge´ne´rer le proble`me d’optimisation inverse pour ainsi
identifier les tarifs compatibles qui maximisent le revenu. La proce´dure est re´ite´re´e avec
les nouveaux tarifs et ce jusqu’a` ce que le revenu soit stationnaire.
Lors de la re´solution du proble`me de second niveau pour une politique tarifaire fixe,
une optimisation optimiste est effectue´e. Pour ce faire l’objectif du proble`me du suiveur est
modifie´ pour atteindre ce but. Il suffit de conside´rer la variante de l’objectif du deuxie`me
niveau qui suit :
min
fm,fc
∑
k∈K
∑
e∈Ek
∑
i∈Im
e,k
((1− ǫ)tmk + ρi,k(α, β)) f
m
i +
∑
k∈K
∑
i∈Ic
k
cci (α, β)f
c
i
138
ou` ǫ prend une petite valeur. Ainsi, pour deux solutions e´quivalentes pour le suiveur, les
solutions favorisant le meneur seront choisies. Les deux solutions initiales sont par la suite
confronte´es et celle de revenu maximal est se´lectionne´e et offerte a` Cplex comme solution
de de´part.
Algorithme 3 : Proce´dure gloutonne de construction d’une solution initiale
– Soit G = ∪e∈EG
e, le multi-graphe repre´sentant l’ensemble des re´seaux de blocs.
– Soit K := K.
tant que K 6= ∅ faire
– Pour tout k ∈ K, i ∈ Imk , soit φi, le flot maximal de l’itine´raire i repre´sente´
par la capacite´ minimale du chemin dans G.
– Soit Φi = min{dk, φi}, ou` dk repre´sente la demande associe´e a` l’itine´raire i.
– De´terminer l’itine´raire i engendrant le revenu marginal maximal :
i = argmax
k∈K,i∈Im
k
{(cck(α, β) − ρi,k(α, β)) Φi},
et soit k, la requeˆte associe´e a` i.
si Φi > 0 alors
– Affecter le flot Φi a` l’itine´raire f
m
i
.
– Affecter la demande re´siduelle, dk − Φi, a` l’itine´raire de la compe´tition f
c
k
.
– Mettre a` jour les capacite´s re´siduelles de G en diminuant les diffe´rentes
capacite´s que comporte i de Φi.
– Poser K := K \ k.
sinon
Le re´seau est sature´ (sous l’hypothe`se que ∀k ∈ K,∀i ∈ Imk ,
cck(α, β) > ρi,k(α, β)) et donc :
– Pour tout k ∈ K, affecter la demande dk a` l’itine´raire de la compe´tition f
c
k.
– Poser K := ∅.
3.7 Analyse des re´sultats
Suite a` des tests pre´liminaires et duˆ au nombre limite´ d’ine´galite´s ge´ne´re´es, il semble
qu’il soit inutile d’employer des outils de controˆle de Cplex tels les UserCuts. De plus, nous
verrons que les ine´galite´s ont un impact important sur l’e´cart d’inte´gralite´ a` la racine de
139
l’arbre de branchement lorsque celles-ci sont impose´es au de´but de la re´solution. D’autres
analyses ont aussi e´te´ faites afin d’e´valuer l’impact d’effectuer, a` diffe´rents nœuds de
l’arbre de branchement, la re´solution du proble`me de second niveau a` partir de la politique
tarifaire dicte´e par la relaxation line´aire au nœud conside´re´, et ce afin d’identifier aise´ment
des solutions re´alisables. Cependant, ces analyses n’ont pas de´montre´, en moyenne, qu’il
soit souhaitable d’alourdir le processus de re´solution par cette proce´dure.
Dans les tableaux de re´sultats 3.7 et 3.8, la colonne identifie´e par EIR indique juste-
ment cet e´cart d’inte´gralite´ a` la racine de l’arbre de branchement. De fac¸on similaire, la
colonne EIF de´signe l’e´cart d’inte´gralite´ final. Enfin, dans la colonne CPU apparaissent
les temps de calcul en secondes. Notons qu’une limite de trois heures de temps de cal-
cul est impose´e. Ainsi, lorsque la valeur de EIF est non nulle, la raison en est l’atteinte
de cette limite et l’e´tiquette LimT est adjointe dans la colonne CPU. Mentionnons que
toutes les proce´dures algorithmiques de cette the`se sont code´es en langage C++ et que la
librairie Concert de Cplex 10.0 est utilise´e. Enfin les tests nume´riques sont effectue´s sur
un ordinateur dote´ d’un processeur AMD Opteron 250 (2,4 GHz).
Le tableau 3.8 pre´sente les gains issus de l’ajout des ine´galite´s de la proposition 5
lors de la re´solution des intances Inst1. On y retrouve notamment les gains sur l’e´cart
d’inte´gralite´ a` la racine qui indiquent, en moyenne, une re´duction d’environ 28,63% due
a` l’addition des ine´galite´s. Ce gain est de l’ordre de 86% en ce qui a trait au temps de
calcul. Ces re´sultats de´montrent clairement l’impact qu’ont les coupes propose´es. Une
analyse similaire est effectue´e pour les instances Inst2 pour lesquelles le gain moyen a`
la racine est de 18,92% et ou` trois instances de plus ont pu eˆtre re´solues a` l’optimalite´
graˆce aux ine´galite´s. En outre, lorsque la limite de temps est atteinte pour pr11 et pr12
l’e´cart d’inte´gralite´ est re´duit de 56,76% et 71,77% respectivement lorsque les coupes sont
ajoute´es. Enfin, une re´duction du temps de calcul d’environ 27,8% est observe´e.
Afin d’illustrer la difficulte´ supple´mentaire que pose la re´solution de la formulation
imposant la satisfaction de la demande par un unique transporteur de´crite a` la section
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Tableau 3.7 – Re´sultats : Inst1
Cplex Cplex + proposition 5
EIR (%) EIF (%) CPU (sec) EIR (%) EIF (%) CPU (sec)
pr01 47,96 0,0 744,53 33,44 0,0 143,54
pr02 23,06 0,0 2246,04 16,74 0,0 202,48
pr03 28,40 0,0 7673,66 19,49 0,0 217,73
pr04 24,54 1,21 LimT 18,54 0,0 1957,43
pr05 23,18 0,0 688,14 16,92 0,0 180,25
pr06 20,98 0,94 LimT 14,42 0,0 923,31
Tableau 3.8 – Analyse des gains : Inst1
EIR (%) EIF (%) CPU (%)
pr01 30,28 0,0 80,78
pr02 27,41 0,0 90,99
pr03 31,37 0,0 97,16
pr04 24,45 100 81,88
pr05 27,01 0,0 73,81
pr06 31,27 100 91,45
Moyenne 28,63 86
3.4, les tableaux 3.11 et 3.12 pre´sentent les e´carts d’inte´gralite´ finaux obtenus sur les
instances Inst1 et Inst2 respectivement. Encore une fois, une limite de trois heures de
temps de calcul est impose´e. Notons de plus que pour cette version du proble`me, la
proce´dure d’identification d’une solution initiale propose´e n’est pas valide. Ainsi, cette
taˆche est laisse´e a` Cplex. Enfin, mentionnons que les ine´galite´s valides de la proposition 5
sont pre´sentes. Les e´carts d’inte´gralite´ finaux moyens de 11,87% pour Inst1 et de 17,54%
pour Inst2 montrent clairement l’augmentation du niveau de complexite´ de la re´solution
de cette version de la formulation.
Dans plusieurs situations il est impe´ratif d’identifier des solutions de qualite´ en des
temps de calcul qui doivent eˆtre de beaucoup infe´rieurs a` ceux obtenus par l’approche
privile´gie´e dans les pages pre´ce´dentes. L’utilisation d’heuristiques s’ave`re donc ne´cessaire.
Le prochain chapitre s’attaque donc a` l’e´laboration de deux familles d’heuristiques visant
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Tableau 3.9 – Re´sultats : Inst2
Cplex Cplex + proposition 5
EIR (%) EIF (%) CPU (sec) EIR (%) EIF (%) CPU (sec)
pr07 54,4 0 1107,22 42,92 0 224,27
pr08 54,69 2,21 LimT 44,34 0 8614,7
pr09 34,33 0,68 LimT 27,16 0 10004,9
pr10 23,72 0,63 LimT 19,69 0 4376,24
pr11 32,88 2,22 LimT 27,05 0,96 LimT
pr12 29 2,09 LimT 23,81 0,59 LimT
Tableau 3.10 – Analyse des gains : Inst2
EIR (%) EIF (%) CPU (%)
pr07 21,1 0 79,74
pr08 18,92 100 20,23
pr09 20,89 100 7,36
pr10 16,99 100 59,48
pr11 17,73 56,76 0
pr12 17,9 71,77 0
Moyenne 18,92 27,8
cet objectif d’atteindre un e´quilibre entre la qualite´ des solutions obtenues et de courts
temps de calcul.
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Tableau 3.11 – Re´sultats avec la se´lection d’un unique transporteur : Inst1
EIF (%) CPU (sec)
pr01 0,0 10310,3
pr02 3,54 LimT
pr03 5,52 LimT
pr04 15,16 LimT
pr05 14,47 LimT
pr06 32,55 LimT
Moyenne 11,87
Tableau 3.12 – Re´sultats avec la se´lection d’un unique transporteur : Inst2
EIF (%) CPU (sec)
pr07 5,44 LimT
pr08 12,57 LimT
pr09 10,90 LimT
pr10 18,73 LimT
pr11 28,93 LimT
pr12 28,68 LimT
Moyenne 17,54
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CHAPITRE 4 : APPROCHES DE
RE´SOLUTION HEURISTIQUES
Ce chapitre pre´sente deux approches heuristiques qui seront compare´es a` l’algorithme
exact de´crit plus toˆt afin d’en valider l’efficacite´ et la pertinence. Premie`rement, deux
versions d’une heuristique base´e sur la relaxation des tarifs de la formulation TGCO–2
sont expose´es. Une approche de type primal-dual est par la suite de´veloppe´e. Tous ces
algorithmes sont calibre´s et analyse´s afin de de´terminer les valeurs des parame`tres per-
mettant l’identification de solutions de qualite´ en des temps de calcul raisonnables. Enfin,
les diffe´rentes me´thodologies sont confronte´es entre elles ainsi qu’aux re´sultats obtenus
par l’approche exacte.
4.1 Heuristique par relaxation tarifaire
Tel que nous l’avons de´montre´ au chapitre pre´ce´dent, la formulation avec tarification
disjointe peut eˆtre reformule´e comme un proble`me de flot multiproduits en variables conti-
nues. Ce proble`me s’ave`re donc simple a` re´soudre. D’autre part, la formulation avec tarifi-
cation conjointe est beaucoup plus difficile a` traiter puisque dans ce cas la comple´mentarite´
n’est pas satisfaite de facto e´tant donne´ que les variables duales des contraintes de capa-
cite´ ne sont pas ne´cessairement e´gales a` ze´ro. Dans une approche heuristique, il semble
donc intuitif de conside´rer initier un processus de re´solution par le traitement de la for-
mulation avec tarification disjointe et tenter par la suite de converger vers la solution de
la formulation a` tarification conjointe.
Nous proposons donc de relaxer les contraintes d’e´galite´ des tarifs de la formulation
TGCO–2. Pour ce faire, chaque itine´raire i se verra attribuer sa propre variable tarifaire
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tmi . Maintenant, soit I
m
k = {1, 2, . . . , nk} l’ensemble des itine´raires du meneur pour la
requeˆte k. De plus, conside´rons sans perte de ge´ne´ralite´ que ρ1,k(α, β) ≤ ρ2,k(α, β) ≤ · · · ≤
ρnk,k(α, β). Afin d’imposer l’e´galite´ entre les tarifs d’une meˆme requeˆte, les contraintes
suivantes sont ajoute´es :
0 ≤ tmi − t
m
i+1 ≤ ǫi, ∀i ∈ {1, . . . , nk − 1},
ou` ǫi est initialise´ a` la valeur c
c
k(α, β) − ρi,k(α, β). Ainsi lorsque ǫi = 0, ∀k ∈ K, ∀i ∈
{1, . . . , nk − 1}, l’e´galite´ des tarifs est impose´e et la politique re´sultante est celle a` tarifs
conjoints. Une alternative a` cette approche aurait e´te´ de pe´naliser les e´carts entre les tarifs
dans l’objectif tel que le proposent des auteurs comme Brotcorne et al. [30].
Le principe vise´ par cette approche est donc d’identifier rapidement la structure d’une
bonne solution par l’analyse de TGCO–2 ou` les tarifs sont relaxe´s. Le parame`tre ǫi des
diffe´rentes feneˆtres tarifaires sera ainsi ajuste´ d’une ite´ration a` l’autre de fac¸on a` rendre
compte de la violation des e´carts entre les tarifs associe´s aux itine´raires d’une meˆme
requeˆte. Nous pre´sentons dans ce qui suit deux versions de l’algorithme.
4.1.1 Heuristique 1 (H1) : recherche par les tarifs
L’heuristique 1 utilise la solution a` tarifs relaxe´s afin d’en de´duire un vecteur de tarifs
moyens ponde´re´s qui serviront a` l’identification d’une solution admissible par la re´solution
du proble`me de second niveau et du proble`me d’optimisation inverse, ces deux proble`mes
e´tant exe´cute´s de fac¸on successive jusqu’a` la stationnarite´ du revenu. Les bornes des
feneˆtres tarifaires sont par la suite re´vise´es et le processus est re´pe´te´. Enfin, l’heuristique
se termine par la re´solution d’une version restreinte du proble`me a` tarifs conjoints. En effet,
a` la suite de la boucle ξ, le proble`me a` tarifs conjoints est exe´cute´ en ne conside´rant que les
itine´raires ayant apparu au moins une fois avec un flot non nul lors des ite´rations effectue´es.
L’objectif est ici d’identifier une solution de qualite´ issue d’un bassin comportant un
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nombre limite´ d’itine´raires prometteurs. L’algorithme complet est de´crit par le pseudo-
code 4. Nous analysons ici trois versions de cet algorithme. La distinction entre celles-ci
provient de la dernie`re e´tape de la boucle ξ, c’est-a`-dire de la mise a` jour des parame`tres
ǫi.
Mise a` jour 1 (MJ1) : Diminution constante
Cette version impose la re´duction de l’ensemble des parame`tres ǫi, et ce a` chaque
ite´ration. Un parame`tre ψ < 1 est e´tabli a` cette fin. Ainsi, a` la fin de chacune des ite´rations
de la boucle ξ,
ǫi := ψ ǫi, ∀k ∈ K, ∀i ∈ {1, . . . , nk − 1}.
Mise a` jour 2 (MJ2) : Diminution selon la variance des tarifs
La re´duction des parame`tres ǫi est ici de´pendante de la variance observe´e entre les tarifs
des itine´raires d’une meˆme requeˆte obtenus de la re´solution du proble`me ou` les tarifs sont
relaxe´s ainsi que du tarif conjoint de´coulant de la stationnarite´ des proble`mes de second
niveau et inverse. Ainsi, lorsqu’a` la fin d’une ite´ration la variance entre ces tarifs pour une
requeˆte donne´e est non nulle, la feneˆtre tarifaire correspondante est re´duite, comme dans
le cas de´crit plus haut, en multipliant le parame`tre ǫi associe´ par ψ.
Mise a` jour 3 (MJ3) : Diminution et augmentation selon la variance des tarifs
Cette approche proce`de de la meˆme fac¸on que la pre´ce´dente. Cependant, lorsque la
variance des tarifs d’une requeˆte est nulle, la feneˆtre tarifaire est augmente´e en posant,
pour une feneˆtre tarifaire impliquant la requeˆte k ainsi que les itine´raires i et i + 1,
ǫi := min{(2 − ψ)ǫi, c
c
k(α, β) − ρi,k(α, β)}.
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4.1.2 Calibrage des parame`tres pour H1
L’heuristique de´crite de´pend de deux parame`tres, soient le nombre total d’ite´rations
ξmax de meˆme que le facteur ψ dictant la re´duction ou l’augmentation des feneˆtres ta-
rifaires. Afin de calibrer l’algorithme, certaines valeurs sont se´lectionne´es pour lesquelles
l’approche de re´solution est teste´e. Les tableaux suivants pre´sentent les re´sultats obtenus.
Mentionnons premie`rement que chaque tableau est e´tiquete´ par l’abre´viation relative a`
la version de l’algorithme e´tudie´e. Par exemple, l’heuristique 1 exe´cute´e avec la mise a`
jour 1 est identifie´e par H1-MJ1. Il en est de meˆme pour les autres types de mise a` jour.
Les intervalles discrets retenus pour les deux parame`tres sont : ξmax ∈ [ 3, 5, 7, 9, 11 ] et
ψ ∈ [ 0,55 ; 0,75 ; 0,95 ] . Les tableaux 4.1, 4.6 et 4.9 pre´sentent les re´sultats de l’exe´cution
de l’heuristique pour chaque combinaison de parame`tres sur les instances de´crites dans le
tableau 3.4 au chapitre pre´ce´dent. On retrouve dans la colonne % l’e´cart entre la solution
obtenue et la valeur optimale. Dans la colonne CPU, le temps de calcul de l’algorithme
en secondes est donne´. Les tableaux 4.2, 4.7, 4.10 exposent les moyennes des e´carts et 4.3,
4.8, 4.11 les moyennes des temps de calcul pour chaque combinaison de parame`tres. Dans
ce qui suit, les re´sultats pour les instances Inst1 du tableau 3.4 sont de´crits en de´tails. En
ce qui a trait aux instances Inst2 du tableau 3.5, et ce par soucis de concision, seuls les
tableaux exprimant les diffe´rentes valeurs moyennes seront expose´s (voir les tableaux 4.4,
4.5, 4.12 et 4.13).
Bien e´videmment nous remarquons que lorsque la valeur ξmax augmente et que ψ dimi-
nue, l’e´cart des solutions aux solutions optimales de´croˆıt. Les re´sultats des tableaux 4.2 et
4.3 pour les combinaisons (ξmax;ψ) ∈ {(7; 0,55), (9; 0,55), (11; 0,55)} illustrent cependant
le poids important du temps de calcul dans ces circonstances. Plusieurs combinaisons sont
donc a` rejeter.
En comparant les trois types de mise a` jour, il semble que MJ1 et MJ3 offrent les
meilleurs compromis entre la qualite´ des solutions obtenues et le temps de calcul. A` la
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lumie`re des re´sultats, il apparaˆıt assez clair que H1-MJ3 supplante H1-MJ2 en offrant
des e´carts a` la solution optimale comparables en des temps de calcul plus courts et dont
la croissance avec l’augmentation ξmax ou la diminution de ψ semble plus raisonnable.
Ceci peut notamment eˆtre observe´ pour les valeurs moyennes de temps de calcul des
combinaisons (ξmax;ψ) ∈ {(9; 0,55), (11; 0,55)} des tableaux 4.8 et 4.11. Pour cette raison,
les re´sultats de H1-MJ2 sur les instances Inst2 ne sont pas pre´sente´s. En ce qui a trait
aux valeurs a` prescrire aux parame`tres ξmax et ψ pour H1-MJ3, il s’ave`re que se´lectionner
ξmax ∈ [5; 7] et ψ ∈ [0,55; 0,75] soit ade´quat en offrant un bon compromis entre la qualite´
des solutions obtenues et le temps de calcul. Nous proposons donc de poser ψ = 0,65
et ξmax = 6. Les tableaux 4.14 et 4.15 pre´sentent les re´sultats de´coulant de l’exe´cution
de l’heuristique avec les valeurs de´cre´te´es. Ces re´sultats serviront a` titre comparatif avec
la deuxie`me version de l’heuristique par relaxation tarifaire qui sera introduite dans la
prochaine sous-section de meˆme que l’approche primale-duale dont nous discuterons un
peu plus tard. En ce qui concerne H1-MJ1, des e´carts a` la solution optimale inte´ressants
sont obtenus mais les temps de calcul requis e´tant trop importants, plusieurs combinaisons
de parame`tres doivent eˆtre e´vite´es. Il semble donc que H1-MJ1 ne soit viable que pour
des valeurs telles que ξmax = 3 et ψ = 0,75 pour lesquelles la moyenne des e´carts a` la
solution optimale est convenable et ou` le temps de calcul moyen est bas. Des valeurs telles
que ξmax = 3 et ψ = 0,55 ou encore ξmax = 5 et ψ = 0,75 peuvent sembler inte´ressantes,
cependant les gains au niveau de la qualite´ de la solution par rapport a` la combinaison de
parame`tres se´lectionne´e ne nous semblent pas suffisants pour compenser l’augmentation du
temps de calcul. En effet, les combinaisons ξmax = 3 et ψ = 0,55 de meˆme que ξmax = 5
et ψ = 0,75 engendrent des gains respectifs d’environ 13% et 17% en ce qui a trait a`
la qualite´ de la solution comparativement aux valeurs privile´gie´es pour les parame`tres.
Toutefois, les temps de calcul moyens sont approximativement 2,38 fois et 2,8 fois plus
e´leve´s. Encore une fois, le compromis entre la qualite´ des solutions et le temps de calcul
nous fait pencher vers ξmax = 3 et ψ = 0,75.
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Algorithme 4 : Heuristique 1 : recherche par les tarifs
Initialisation
Soit z∗ = 0, le meilleur revenu obtenu et ((tm)∗, (fm)∗, (f c)∗), le vecteur des politiques
tarifaires et de flots associe´es au revenu z∗.
Relaxation du proble`me a` tarifs conjoints
∀k ∈ K et ∀i ∈ Imk = {1, 2, . . . , nk}, de´finir t
m
i , le tarif associe´ a` l’itine´raire i du meneur. De
plus, e´tablir les intervalles : 0 ≤ tmi − t
m
i+1 ≤ ǫi, ∀i ∈ {1, . . . , nk − 1}, ou` ǫi est initialise´ a` la
valeur cck(α, β) − ρi,k(α, β).
Parame`tres et variables
– Soit (fm)rlx et (tm)rlx le vecteur de flots et de tarifs du meneur pour le proble`me a` tarifs
relaxe´s.
– ∀i ∈ Im, soit θi une variable cumulant le nombre de fois que la variable fmi apparaˆıt dans
une solution avec un flot non nul. Poser θi := 0, ∀i ∈ Im.
Algorithme
pour ξ = 1, . . . ξmax, faire
– Re´soudre le proble`me a` tarifs relaxe´s.
pour chaque k ∈ K faire
– ∀i ∈ Imk , si (f
m
i )
rlx > 0, poser θi := θi + 1.
– Soit FTk =
∑
i∈Im
k
(fmi )
rlx, le flot total de la requeˆte k sur le re´seau du meneur.
– Soit le tarif moyen ponde´re´ de´fini par
tmk =
∑
i∈Im
k
|(fm
i
)rlx>0
(fmi )
rlx
FTk
(tmi )
rlx.
– Re´soudre de fac¸on successive, et jusqu’a` la stationnarite´ du revenu, le proble`me de
second niveau parame´tre´ par le vecteur de tarifs moyens ponde´re´s tm, suivi du proble`me
d’optimisation inverse parame´tre´ par la politique de flot dicte´e par le proble`me de
second niveau. Soit ((fm)s, (f c)s) et (tm)s, les politiques stationnaires de flots et de
tarifs re´sultantes et z le revenu associe´.
– ∀i ∈ Im, si (fmi )
s > 0, poser θi := θi + 1.
– Si z > z∗, poser z∗ := z et ((tm)∗, (fm)∗, (f c)∗) := ((tm)s, (fm)s, (f c)s).
– Mettre a` jour les parame`tres ǫi.
– Poser ǫi = 0, ∀k ∈ K, ∀i ∈ {1, . . . , nk − 1} et re´soudre le proble`me a` tarifs conjoints en
ne conside´rant, pour le meneur, que les itine´raires i pour lesquels θi > 0.
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Tableau 4.1 – E´carts a` la solution optimale pour Inst1 : H1-MJ1
ξmax
3 5 7 9 11
ψ % CPU % CPU % CPU % CPU % CPU
pr01
0,55 2,18 1,41 1,53 26 1,14 599,8 0 1729,18 0 2957,27
0,75 2,21 1,26 2,18 2,22 1,35 4,94 1,35 14,3 0,82 184,84
0,95 2,21 1,15 2,21 1,9 2,21 2,65 2,21 3,42 2,21 4,3
pr02
0,55 0,1 4,24 0,1 18,28 0,04 87,63 0 332,35 0 805,99
0,75 0,15 3,03 0,1 6,85 0,1 11,42 0,1 22,07 0,1 97,22
0,95 0,15 2,39 0,15 3,73 0,15 5,08 0,15 6,41 0,15 8,63
pr03
0,55 1,34 27,54 0,26 91,35 0 818,72 0 1686,15 0 3449,74
0,75 1,35 17,8 1,33 33,43 1,33 60,38 0,26 153,08 0 346,26
0,95 2,84 7,39 2,42 9,71 2,42 15,56 1,97 17,28 1,34 25,25
pr04
0,55 1,1 13,15 0,35 59,73 0,15 969,08 0 3407,55 0 5671,28
0,75 1,54 13,36 1,1 18,76 1,1 30,48 0,35 61,08 0,23 342,87
0,95 1,54 6,71 1,54 9,96 1,54 13,17 1,54 17,1 1,54 22,32
pr05
0,55 0,16 17,13 0,11 101,64 0,11 879,4 0,05 2412,86 0 4351,94
0,75 0,26 12,81 0,06 31,8 0,06 54,12 0,06 105,44 0,04 999,55
0,95 0,77 8,66 0,77 12,85 0,77 17,33 0,77 22,32 0,77 35,32
pr06
0,55 0,73 120,95 0,64 3306,54 0,21 20151,63 0 39478,97 0 59075,66
0,75 1,04 29,36 0,69 125,09 0,64 421,24 0,64 5621,75 0,68 8222,59
0,95 1,3 17,97 1,24 28,84 0,99 44,28 0,99 71,75 0,99 93,42
Tableau 4.2 – Moyennes des e´carts (%) a` la solution optimale pour Inst1 : H1-MJ1
P
P
P
P
P
PP
ψ
ξmax
3 5 7 9 11
0,55 0,94 0,5 0,28 0,01 0
0,75 1,09 0,91 0,76 0,46 0,31
0,95 1,47 1,39 1,35 1,27 1,17
Tableau 4.3 – Moyennes des temps de calcul (CPU) pour Inst1 : H1-MJ1
P
P
P
P
P
PP
ψ
ξmax
3 5 7 9 11
0,55 30,74 600,59 3917,71 8174,51 12718,65
0,75 12,94 36,36 97,1 996,29 1698,89
0,95 7,38 11,17 16,35 23,05 31,54
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Tableau 4.4 – Moyennes des e´carts (%) a` la solution optimale/meilleure solution pour
Inst2 : H1-MJ1
P
P
P
P
P
PP
ψ
ξmax
3 5 7 9 11
0,55 1,55 0,81 0,34 0,18 0
0,75 1,95 1,54 1,25 0,82 0,39
0,95 2,22 2,11 2,06 2,06 1,95
Tableau 4.5 – Moyennes des temps de calcul (CPU) pour Inst2 : H1-MJ1
P
P
P
P
P
PP
ψ
ξmax
3 5 7 9 11
0,55 148,02 2775,66 10568,37 17611,94 23173,99
0,75 35,1 152,17 2297,15 4851,33 8982,77
0,95 23,36 40,66 50,69 68,66 79,41
Tableau 4.6 – E´carts a` la solution optimale pour Inst1 : H1-MJ2
ξmax
3 5 7 9 11
ψ % CPU % CPU % CPU % CPU % CPU
pr01
0,55 2,73 1,02 1,31 2,76 1,31 6,74 0,5 17,23 0,5 89,54
0,75 2,73 0,95 2,73 1,51 2,09 2,59 2,09 4,7 1,85 5,99
0,95 2,73 0,89 2,73 1,35 2,73 1,95 2,73 2,35 2,73 2,87
pr02
0,55 0,15 3,22 0,1 6,12 0,04 10,89 0,04 15,71 0,04 17,91
0,75 0,15 2,7 0,15 4,34 0,15 6,26 0,15 8,88 0,15 11,45
0,95 0,15 2,51 0,15 3,7 0,15 5,28 0,15 6,19 0,15 7,6
pr03
0,55 2,3 12,3 2,3 26,47 1,96 33,21 1,46 102,01 1,41 151,72
0,75 2,3 7,63 2,3 16,96 2,3 22,12 2,3 31,18 2,3 60,16
0,95 2,84 7,39 2,84 10,26 2,84 18,48 2,84 22,97 2,3 16,39
pr04
0,55 1,37 7,56 0,68 17,31 0,68 81,97 0,68 290,47 0,68 678,38
0,75 1,54 7,6 1,37 10,73 1,37 15,36 1,26 25,54 1,26 35,05
0,95 1,54 7,25 1,54 9,76 1,54 14 1,54 18,47 1,54 20,63
pr05
0,55 0,26 15,72 0,11 38,09 0,11 65,29 0,11 85,33 0,11 124,44
0,75 0,26 10,91 0,26 32,85 0,16 46,17 0,16 66,02 0,11 100,84
0,95 0,77 8,75 0,77 14,27 0,77 17,89 0,77 22,31 0,77 28,94
pr06
0,55 1,04 30,39 0,65 143,38 0,49 306,37 0,49 973,32 0,49 1970,97
0,75 1,04 31,59 1,04 48,84 0,99 103,71 0,79 260,72 0,64 318,93
0,95 1,3 19,97 1,24 29,17 0,99 48,47 0,99 66,68 0,99 81,4
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Tableau 4.7 – Moyennes des e´carts (%) a` la solution optimale pour Inst1 : H1-MJ2
P
P
P
P
P
PP
ψ
ξmax
3 5 7 9 11
0,55 1,31 0,86 0,77 0,55 0,54
0,75 1,34 1,31 1,18 1,13 1,05
0,95 1,56 1,54 1,5 1,5 1,41
Tableau 4.8 – Moyennes des temps de calcul (CPU) pour Inst1 : H1-MJ2
P
P
P
P
P
PP
ψ
ξmax
3 5 7 9 11
0,55 11,7 39,02 84,08 247,35 505,49
0,75 10,23 19,21 32,7 66,17 88,74
0,95 7,79 11,42 17,68 23,16 26,31
Tableau 4.9 – E´carts a` la solution optimale pour Inst1 : H1-MJ3
ξmax
3 5 7 9 11
ψ % CPU % CPU % CPU % CPU % CPU
pr01
0,55 2,73 0,95 1,31 3,93 1,31 6,21 1,31 12,59 0,5 20,88
0,75 2,73 0,92 2,73 1,42 2,09 2,77 2,09 3,67 1,85 5,23
0,95 2,73 0,88 2,73 1,39 2,73 1,87 2,73 2,35 2,73 2,85
pr02
0,55 0,15 3,05 0,15 5,82 0,1 9,69 0,04 13,19 0,04 17,6
0,75 0,15 2,61 0,15 4,44 0,15 6,59 0,15 9,55 0,15 12,66
0,95 0,15 2,39 0,15 3,95 0,15 5,16 0,15 6,3 0,15 7,66
pr03
0,55 2,3 12,45 2,29 18,79 1,85 47,45 1,85 44,41 1,85 62,15
0,75 2,3 7,76 2,3 17,5 2,29 21,94 2,29 28,08 2,29 56,57
0,95 2,84 7,57 2,84 9,49 2,84 19,03 2,84 21,94 2,3 20,03
pr04
0,55 1,37 6,85 0,71 18,11 0,49 45,04 0,45 210,34 0,45 339,98
0,75 1,54 7,72 1,37 11,66 1,37 16,02 1,26 24,53 1,26 36,21
0,95 1,54 6,72 1,54 10,26 1,54 13,06 1,54 17,24 1,54 20,52
pr05
0,55 0,26 14,5 0,11 30,01 0,04 60,04 0,04 92,46 0,04 115,16
0,75 0,26 10,86 0,26 26,98 0,06 39,46 0,06 54,21 0,04 88,85
0,95 0,77 9,21 0,77 13,2 0,77 18,56 0,77 22,71 0,77 28,86
pr06
0,55 0,73 29,87 0,52 92,65 0,47 145,53 0,47 377,56 0,47 537,13
0,75 1,04 28,56 0,88 47,16 0,81 69,21 0,45 141,13 0,45 236,33
0,95 1,3 18,72 1,24 29,19 0,99 44,03 0,99 58,95 0,99 75,46
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Tableau 4.10 – Moyennes des e´carts (%) a` la solution optimale pour Inst1 : H1-MJ3
P
P
P
P
P
PP
ψ
ξmax
3 5 7 9 11
0,55 1,26 0,85 0,71 0,7 0,56
0,75 1,34 1,28 1,13 1,05 1,01
0,95 1,56 1,54 1,5 1,5 1,41
Tableau 4.11 – Moyennes des temps de calcul (CPU) pour Inst1 : H1-MJ3
P
P
P
P
P
PP
ψ
ξmax
3 5 7 9 11
0,55 11,28 28,22 52,33 125,09 182,15
0,75 9,74 18,19 26 43,53 72,64
0,95 7,58 11,25 16,95 21,58 25,9
Tableau 4.12 – Moyennes des e´carts (%) a` la solution optimale/meilleure solution pour
Inst2 : H1-MJ3
P
P
P
P
P
PP
ψ
ξmax
3 5 7 9 11
0,55 1,71 1,29 0,99 0,99 0,83
0,75 1,99 1,87 1,74 1,56 1,27
0,95 2,22 2,22 2,09 2,09 1,99
Tableau 4.13 – Moyennes des temps de calcul (CPU) pour Inst2 : H1-MJ3
P
P
P
P
P
PP
ψ
ξmax
3 5 7 9 11
0,55 45,67 90,85 163 259,34 396,48
0,75 28,3 52,46 92,31 151,94 194,85
0,95 25,38 34,5 44,65 59,06 77,03
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Tableau 4.14 – E´carts a` la solution optimale pour H1-MJ3 sur Inst1 avec ξmax = 6 et ψ
= 0,65
% CPU
pr01 2,09 3,11
pr02 0,15 6,47
pr03 2,29 24,66
pr04 0,71 17,33
pr05 0,06 31,26
pr06 0,69 68,89
Moyenne 1,00 25,29
Tableau 4.15 – E´carts a` la solution optimale/meilleure solution pour H1-MJ3 sur Inst2
avec ξmax = 6 et ψ = 0,65
% CPU
pr07 2,36 3,92
pr08 2,74 64,28
pr09 1,09 26,71
pr10 0,51 52,84
pr11 1,87 91,64
pr12 0,57 441,04
Moyenne 1,52 113,41
4.1.3 Heuristique 2 (H2) : recherche par les flots
La principale distinction conceptuelle entre l’heuristique pre´ce´dente et celle-ci repose
sur le fait que l’approche qui suit se concentre sur l’identification de la structure de
flots optimale, c’est-a`-dire sur les itine´raires comportant un flot positif dans la solution
optimale. Suite a` chaque re´solution du proble`me relaxe´, les itine´raires ayant un flot positif
sont se´lectionne´s afin de formuler un proble`me restreint visant l’identification de solutions
admissibles. A` cet ensemble se greffent un certain nombre d’itine´raires supple´mentaires.
Notamment, pour chaque requeˆte, l’itine´raire de couˆt perc¸u maximal comportant un flot
non nul est identifie´. Les chemins de cette requeˆte ayant un couˆt perc¸u infe´rieur sont
154
conside´re´s. Ceux pour lesquels ce couˆt est supe´rieur seront ajoute´s si un ou plusieurs
itine´raires de couˆt infe´rieur violent un crite`re relatif a` la pre´sence de ces derniers avec un
flot nul dans la solution du proble`me restreint a` l’ite´ration pre´ce´dente. L’algorithme est
de´crit de fac¸on de´taille´e par le pseudo-code 5.
Deux proce´dures permettant de mettre un terme a` la re´solution du proble`me restreint
sont implante´es. Premie`rement si lors de la re´solution la borne supe´rieure donne´e par la re-
laxation line´aire glisse sous la valeur de la meilleure solution admissible identifie´e lors d’une
ite´ration pre´ce´dente, la re´solution est bien e´videmment suspendue. Un second processus
est aussi e´tabli permettant d’interrompre la re´solution s’il advient que la de´croissance de
l’e´cart d’inte´gralite´ de la me´thode de se´paration et d’e´valuation progressive stagne.
Tel que mentionne´ plus haut, cette version de l’algorithme par relaxation tarifaire met
l’emphase sur la structure de la politique de flots. L’ajustement des feneˆtres tarifaires sera
donc dicte´ par les variations observe´es au niveau du flot entre la solution du proble`me a`
tarifs relaxe´s et celle a` tarifs conjoints. Ainsi, suite a` une ite´ration, les requeˆtes pour les-
quelles il existe au moins un itine´raire ou` le flot entre les deux solutions diffe`re verront leur
feneˆtre tarifaire re´duite d’un pourcentage e´quivalent a` (1 - ψ). Nous analyserons ici deux
mises a` jour des parame`tres ǫi qui s’apparentent a` MJ2 et MJ3 pre´sente´es pre´ce´demment.
Mise a` jour 4 (MJ4) : Diminution selon la stationnarite´ de la politique de flots
A` la fin d’une ite´ration donne´e, nous conside´rons la re´duction d’une feneˆtre tarifaire
d’une requeˆte k ∈ K s’il existe i ∈ Imk tel que (f
m
i )
rlx 6= (fmi )
r, ou` (fm)rlx et (fm)r
repre´sentent respectivement le vecteur de flots du meneur pour le proble`me a` tarifs relaxe´s
et le proble`me restreint. Dans ce cas, nous posons ǫi := ψ ǫi, ∀i ∈ I
m
k .
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Mise a` jour 5 (MJ5) : Diminution et augmentation selon la stationnarite´ de
la politique de flots
Dans ce cas l’augmentation des feneˆtres tarifaires est permise lorsque la structure de
flots d’une requeˆte est la meˆme pour les proble`mes a` tarifs relaxe´s et conjoints. Ainsi,
pour k ∈ K, s’il existe i ∈ Imk tel que (f
m
i )
rlx 6= (fmi )
r, poser, et ce ∀i ∈ Imk , ǫi := ψ ǫi.
Sinon, ∀i ∈ Imk , poser ǫi := min{(2− ψ)ǫi, c
c
k(α, β) − ρi,k(α, β)}.
4.1.4 Calibrage des parame`tres pour H2
Une nomenclature similaire a` celle utilise´e pour l’heuristique 1 est employe´e a` nouveau
ici. Les intervalles discrets retenus pour les deux parame`tres sont identiques a` ceux de´crits
plus toˆt soient : ξmax ∈ [ 3 , 5 , 7 , 9 , 11 ] et ψ ∈ [ 0,55 ; 0,75 ; 0,95 ] .
Les re´sultats tendent a` montrer que la relaxation dynamique des feneˆtres tarifaires
engendre, encore une fois, un algorithme de meilleure qualite´ en ce qui a trait aux temps
de calcul. Les tableaux 4.17 et 4.20 permettent de constater que, pour les deux types de
mise a` jour, les moyennes des e´carts a` la solution optimale sont quasi identiques. Il en est
de meˆme pour la majorite´ des temps de calcul. Cependant lorsque ξmax augmente et que ψ
diminue au-dela` d’un certain seuil, H2-MJ5 s’ave`re plus efficace que H2-MJ4. Les valeurs
moyennes des temps de calcul des combinaisons (ξmax;ψ) ∈ {(7; 0,55), (9; 0,55), (11; 0,55)}
aux tableaux 4.18 et 4.21 supportent cette affirmation. Voila` pourquoi les re´sultats sur
les instances Inst2 ne sont rapporte´s que pour H2-MJ5 dans les tableaux 4.22 et 4.23.
Se´lectionner ψ = 0,75 semble engendrer une stabilite´ des temps de calcul tout en offrant
des e´carts a` la solution optimale inte´ressants. De plus, poser ξmax = 7 semble ade´quat.
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Algorithme 5 : Heuristique 2 : recherche par les flots
Initialisation
Soit z∗ = 0, le meilleur revenu obtenu, et ((tm)∗, (fm)∗, (fc)∗), le vecteur des politiques tarifaires
et de flots associe´es au revenu z∗.
Relaxation du proble`me a` tarifs conjoints
– ∀k ∈ K et ∀i ∈ Imk = {1, 2, . . . , nk}, de´finir t
m
i , le tarif associe´ a` l’itine´raire i du meneur. De plus,
e´tablir les intervalles : 0 ≤ tmi − t
m
i+1 ≤ ǫi, ∀i ∈ {1, . . . , nk − 1}, ou` ǫi est initialise´ a` la valeur
cck(α, β)− ρi,k(α, β).
– Soit (fm)rlx le vecteur de flots du meneur pour le proble`me relaxe´.
Parame`tres et variables pour le proble`me restreint
– Soit R, l’ensemble des itine´raires du meneur conside´re´s lors de la re´solution du proble`me
restreint.
– Soit ((tm)r, (fm)r, (fc)r) le vecteur de tarifs et de flots pour le proble`me restreint.
– Soit δξi , parame`tre prenant la valeur 0 si, a` l’ite´ration ξ, (f
m
i )
r apparaˆıt dans la re´solution du
proble`me restreint et que (fmi )
r = 0. Poser δξi = 1 sinon.
Algorithme
pour ξ = 1, . . . ξmax, faire
– Re´soudre le proble`me a` tarifs relaxe´s afin d’obtenir (fm)rlx.
– Poser R := ∅.
– ∀i ∈ Im, si (fmi )
rlx > 0, poser R := R ∪ {i}.
pour chaque k ∈ K faire
– Soit ρi,k = max
˘
ρi,k(α, β) | f
rlx
i > 0, i ∈ I
m
k
¯
(si (fmi )
rlx = 0 ∀i ∈ Imk , poser
ρi,k = −1).
– Pour tout itine´raire i ∈ Imk :
si { ρi,k ≤ ρi,k et δ
ξ−1
i = 1 } ou { ρi,k = min {ρi,k(α, β) | i ∈ I
m
k } } alors
poser R := R ∪ {i} ;
sinon
se´lectionner, s’il existe,
j = argmin
n
ρj,k(α, β) | ρj,k ≥ ρi,k, j ∈ I
m
k , j /∈ R, δ
ξ−1
j
= 1
o
et poser R := R ∪ {j}.
– Si ρi,k = −1, inse´rer les deux meilleurs itine´raires de la requeˆte k dans R.
– Si ρi,k = min {ρi,k(α, β) | i ∈ I
m
k }, inse´rer le deuxie`me meilleur itine´raire de la requeˆte k
dans R.
– Re´soudre le proble`me restreint en ne conside´rant, pour le meneur, que le sous-ensemble des
itine´raires de´fini par R. Obtenir ((tm)r, (fm)r, (fc)r) et soit z le revenu associe´.
– ∀i ∈ Im, si i ∈ R et (fmi )
r = 0, poser δξi := 0. Sinon, poser δ
ξ
i := 1.
– Si z > z∗, poser z∗ := z et ((tm)∗, (fm)∗, (fc)∗) := ((tm)r, (fm)r, (fc)r).
– Mettre a` jour les parame`tres ǫi.
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Tableau 4.16 – E´carts a` la solution optimale pour Inst1 : H2-MJ4
ξmax
3 5 7 9 11
ψ % CPU % CPU % CPU % CPU % CPU
pr01
0,55 2,65 6,29 1,26 7,98 1,05 25,13 1,05 26,09 0,53 74,28
0,75 2,65 6,21 1,9 9,16 1,11 11,01 1,11 11,43 0,81 25,76
0,95 2,65 6,13 1,9 9,89 1,61 12,81 1,61 12,98 1,61 12,62
pr02
0,55 0 18,41 0 18,05 0 18,07 0 18,17 0 20,12
0,75 0 13,48 0 13,96 0 13,87 0 13,29 0 13,34
0,95 0 13,05 0 14,76 0 14,84 0 13,05 0 12,97
pr03
0,55 0,45 11,34 0,38 88,55 0,17 204,87 0,05 461,56 0 947,7
0,75 0,42 29,3 0,38 72,42 0,38 68,75 0,38 69,99 0,38 72,56
0,95 0,42 28,89 0,38 58,62 0,38 58,79 0,38 67,94 0,38 67,97
pr04
0,55 0 52,73 0 55,82 0 52,92 0 55,01 0 59,43
0,75 0 45,37 0 46,21 0 45,27 0 45,17 0 46,24
0,95 0 57,55 0 57,16 0 66,51 0 57,25 0 57,23
pr05
0,55 0,14 48,1 0 58,12 0 60,13 0 59,56 0 57,89
0,75 0,19 33,42 0 55,8 0 57,45 0 54,94 0 55,57
0,95 0,19 30,59 0,09 45,43 0,09 45,57 0,09 47,68 0 142,17
pr06
0,55 0,02 34,8 0,01 117,28 0 777,62 0 778,53 0 806,76
0,75 0,02 44,18 0,01 107,78 0 191,03 0 188,58 0 188,58
0,95 0,02 28,01 0 75,39 0 74,18 0 74,24 0 74,21
Tableau 4.17 – Moyennes des e´carts (%) a` la solution optimale pour Inst1 : H2-MJ4
P
P
P
P
P
PP
ψ
ξmax
3 5 7 9 11
0,55 0,54 0,27 0,2 0,18 0,09
0,75 0,55 0,38 0,25 0,25 0,2
0,95 0,55 0,39 0,35 0,35 0,33
Tableau 4.18 – Moyennes des temps de calcul (CPU) pour Inst1 : H2-MJ4
P
P
P
P
P
PP
ψ
ξmax
3 5 7 9 11
0,55 28,61 57,63 189,79 233,15 327,7
0,75 28,66 50,89 64,56 63,9 67,01
0,95 27,37 43,54 45,45 45,52 61,2
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Tableau 4.19 – E´carts a` la solution optimale pour Inst1 : H2-MJ5
ξmax
3 5 7 9 11
ψ % CPU % CPU % CPU % CPU % CPU
pr01
0,55 2,65 6,42 1,26 7,89 0,91 20,28 0,7 26,52 0,49 40,8
0,75 2,65 9,08 1,9 11,95 1,11 14,53 1,11 14,46 0,71 26,33
0,95 2,65 6,27 1,9 9,48 1,61 10,98 1,61 10,66 1,61 10,77
pr02
0,55 0 18,97 0 18,99 0 18,24 0 18,43 0 19,15
0,75 0 13,09 0 13,94 0 13,31 0 13,57 0 14,1
0,95 0 13,3 0 13,85 0 13,68 0 13,52 0 13,79
pr03
0,55 0,45 11,79 0,38 83,1 0,14 159,52 0,08 250,35 0,08 249,52
0,75 0,42 28,7 0,38 75,55 0,38 81 0,38 81,68 0,38 81,3
0,95 0,42 27,08 0,38 64,45 0,38 62,08 0,38 65,7 0,38 63,31
pr04
0,55 0 65,02 0 69,57 0 69,66 0 69,38 0 70,28
0,75 0 48,37 0 46,76 0 48,3 0 47,14 0 45,75
0,95 0 64,4 0 59,65 0 59,99 0 59,87 0 60,92
pr05
0,55 0,14 45,54 0 65,8 0 66,68 0 65,61 0 65,18
0,75 0,19 32,89 0 64,64 0 64,32 0 64,48 0 64,32
0,95 0,19 29,08 0,09 48,1 0,09 46,04 0,09 46,33 0 143,41
pr06
0,55 0,02 35,4 0,01 123,95 0,01 117,91 0 508,12 0 534,43
0,75 0,02 45,84 0,01 120,46 0 187,17 0 186,63 0 194,26
0,95 0,02 28,66 0 78,87 0 78,81 0 78,83 0 78,95
Tableau 4.20 – Moyennes des e´carts (%) a` la solution optimale pour Inst1 : H2-MJ5
P
P
P
P
P
PP
ψ
ξmax
3 5 7 9 11
0,55 0,54 0,27 0,18 0,13 0,09
0,75 0,55 0,38 0,25 0,25 0,18
0,95 0,55 0,39 0,35 0,35 0,33
Tableau 4.21 – Moyennes des temps de calcul (CPU) pour Inst1 : H2-MJ5
P
P
P
P
P
PP
ψ
ξmax
3 5 7 9 11
0,55 30,52 61,55 75,38 156,4 163,23
0,75 29,66 55,55 68,11 67,99 71,01
0,95 28,13 45,73 45,26 45,82 61,86
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Tableau 4.22 – Moyennes des e´carts (%) a` la solution optimale/meilleure solution pour
Inst2 : H2-MJ5
P
P
P
P
P
PP
ψ
ξmax
3 5 7 9 11
0,55 1,25 0,4 0,27 0,19 0,19
0,75 1,37 1,07 0,88 0,44 0,26
0,95 1,4 1,34 1,12 1,12 0,93
Tableau 4.23 – Moyennes des temps de calcul (CPU) pour Inst2 : H2-MJ5
P
P
P
P
P
PP
ψ
ξmax
3 5 7 9 11
0,55 130,41 555,71 902,35 1737,54 1600,83
0,75 154,78 408,58 578,9 639,02 1479,04
0,95 192,9 305,4 615,01 669,68 1600,95
4.1.5 Analyses comparatives
Nous proposons ici une analyse entre l’approche exacte pre´sente´e au chapitre pre´ce´-
dent et les heuristiques par relaxation tarifaire de´crites plus haut. Afin de permettre une
comparaison e´quitable des diffe´rents algorithmes, les temps obtenus par Cplex sont re´vise´s
afin de mettre l’emphase sur l’identification de la solution optimale. En effet, il n’est ja-
mais exclu d’utiliser Cplex comme heuristique et d’interrompre le processus de re´solution.
Dans cette optique, la preuve d’optimalite´ n’est plus vitale. Il s’ave`re d’ailleurs que cette
preuve ne´cessite souvent un temps de calcul important par rapport au temps de´die´ a`
l’identification de la solution optimale. Conse´quemment, dans les tableaux 4.24 et 4.25
nous retrouvons dans la colonne Cplex-Heur, les temps de calcul associe´s a` l’atteinte de la
solution optimale par la me´thode exacte et ce pour la version de l’algorithme comprenant
les ine´galite´s issues de la proposition 5. Chaque heuristique retenue est aussi pre´sente´e et
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les re´sultats obtenus plus toˆt sont rapporte´s. La colonne RT re´ve`le le ratio des temps de
calcul entre la me´thode exacte et l’approche heuristique.
Tableau 4.24 – Solutions optimales avec ine´galite´s et meilleures solutions heuristiques pour
Inst1
Cplex-Heur H1-MJ1 H1-MJ3 H2-MJ5
CPU % CPU RT % CPU RT % CPU RT
pr01 12,36 2,21 1,26 9,81 2,09 3,11 3,97 1,11 14,53 0,85
pr02 60,15 0,15 3,03 19,85 0,15 6,47 9,3 0 13,31 4,52
pr03 88,62 1,35 17,8 4,98 2,29 24,66 3,59 0,38 81 1,09
pr04 55,2 1,54 13,36 4,13 0,71 17,33 3,19 0 48,3 1,14
pr05 150,97 0,26 12,81 11,79 0,06 31,26 4,83 0 64,32 2,35
pr06 878,5 1,04 29,36 29,92 0,69 68,89 12,75 0 187,17 4,69
Moyenne 207,63 1,09 12,94 13,41 1 25,29 6,27 0,25 68,11 2,44
Tableau 4.25 – Solutions optimales/meilleures solutions avec ine´galite´s et meilleures solu-
tions heuristiques pour Inst2
Cplex-Heur H1-MJ1 H1-MJ3 H2-MJ5
CPU % CPU RT % CPU RT % CPU RT
pr07 224,27 2,36 1,63 137,59 2,36 3,92 57,21 1,51 4,88 45,96
pr08 8417,27 3,59 7,55 1114,87 2,74 64,28 130,95 2,05 243,56 34,56
pr09 333,27 1,21 14,8 22,52 1,09 26,71 12,48 0,12 46,99 7,09
pr10 128,89 1,05 26,63 4,84 0,51 52,84 2,44 0 493,4 0,26
pr11 10048,47 2,18 41,98 239,36 1,87 91,64 109,65 1,61 883,08 11,38
pr12 9949,4 1,33 117,99 84,32 0,57 441,04 22,56 0 1801,47 5,52
Moyenne 4850,26 1,95 35,1 267,25 1,52 113,41 55,88 0,88 578,9 17,46
Les re´sultats tendent a` de´montrer qu’en ce qui a trait a` l’heuristique 1, la mise a`
jour 1 semble plus ade´quate que la mise a` jour 3 en permettant d’identifier une solution a`
environ 1,5% de la solution optimale 3,5 fois plus rapidement, ou` 3,5 repre´sente la moyenne
des rapports des ratios RT entre H1-MJ1 et H1-MJ3 pour les deux classes d’instances.
L’heuristique 2 quant a` elle offre une qualite´ de solution supe´rieure en contrepartie d’un
ratio plus faible autour de 10. Ce temps de calcul plus e´leve´ en moyenne de meˆme que
l’identification de solutions de revenus supe´rieurs sont bien suˆr dus a` la re´solution des
proble`mes restreints a` chaque ite´ration.
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A` titre comparatif, les tableaux 4.26 et 4.27 exposent les temps de calcul pour l’ob-
tention des solutions optimales lorsque les ine´galite´s de´crites par la proposition 5 ne sont
pas pre´sentes de meˆme que les ratios associe´s aux diffe´rentes heuristiques. L’impact sur le
temps moyen de calcul est d’autant plus e´vident dans ces circonstances.
Tableau 4.26 – Solutions optimales/meilleures solutions sans ine´galite´ et meilleures solu-
tions heuristiques pour Inst1
Cplex-Heur H1-MJ1 H1-MJ3 H2-MJ5
CPU RT RT RT
pr01 672,55 533,77 216,25 46,29
pr02 444,7 146,77 68,73 33,41
pr03 1234,29 69,34 50,05 15,24
pr04 8101,18 606,38 467,47 167,73
pr05 42,28 3,3 1,35 0,66
pr06 137,83 4,69 2 0,74
Moyenne 1772,14 227,37 134,31 44,01
Tableau 4.27 – Solutions optimales/meilleures solutions sans ine´galite´ et meilleures solu-
tions heuristiques pour Inst2
Cplex-Heur H1-MJ1 H1-MJ3 H2-MJ5
CPU RT RT RT
pr07 600,14 368,18 153,1 122,98
pr08 6678,46 884,56 103,9 27,42
pr09 2300,14 155,41 86,12 48,95
pr10 3281,82 123,24 62,11 6,65
pr11 10087,13 240,28 110,07 11,42
pr12 11000,34 93,23 24,94 6,11
Moyenne 5658,01 310,82 90,04 37,25
4.2 Me´thode primale-duale
L’heuristique que nous proposons ici se base sur la mise en place d’une proce´dure
analysant les conditions primales et duales du proble`me traite´ tout en cherchant a` satis-
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faire aux conditions de comple´mentarite´. La me´thode pre´sente´e de´bute par une solution
primale ou duale re´alisable et, de fac¸on se´quentielle, re´sout des proble`mes restreints selon
l’information primale ou duale obtenue tout en s’efforc¸ant de respecter la comple´mentarite´.
Une approche similaire a` celle de´veloppe´e est propose´e par Brotcorne et al. [31] pour la
re´solution d’un proble`me conjoint de conception de re´seau et de tarification.
Reprenons ici la formulation TGCO–2 expose´e pre´ce´demment pour laquelle la comple´-
mentarite´ est re´e´crite selon la dualite´ forte issue des conditions d’optimalite´ du proble`me
de second niveau.
max
tm,fm,fc,η,pi,γ,ω
∑
k∈K
∑
e∈Ek
∑
i∈Im
e,k
tmk f
m
i
sujet a`∑
e∈Ek
∑
i∈Im
e,k
fmi + f
c
k = dk ∀k ∈ K; (4.1)
∑
k|e∈Ek
∑
i|a∈Be
i,k
fmi ≤ cape,a ∀a ∈ B;∀e ∈ E
a; (4.2)
∑
e∈Ea
∑
k|e∈Ek
∑
i|a∈Be
i,k
fmi ≤ capa ∀a ∈ B; (4.3)
∑
a|l∈La
∑
e∈Ea
∑
k|e∈Ek
∑
i|a∈Be
i,k
fmi ≤ capl ∀l ∈ L; (4.4)
∑
i∈Sr,p
fmi ≤ cap
v
r ∀r ∈ R;∀p ∈ P ; (4.5)
∑
a∈Be
i,k
(ηe,a + πa) +
∑
a∈Be
i,k
∑
l∈La
γl +
∑
r∈R
∑
p∈P
yir,pωr,p ≤ c
m
i (α, β) − c
c
k(α, β) ∀k ∈ K ;
∀e ∈ Ek ;
∀i ∈ Ime,k ;
(4.6)
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∑
k∈K
∑
e∈Ek
∑
i∈Im
e,k
cmi (α, β)f
m
i +
∑
k∈K
cck(α, β)f
c
k =
∑
k∈K
dkc
c
k(α, β) +
∑
a∈B
∑
e∈Ea
cape,aηe,a
+
∑
a∈B
capaπa +
∑
l∈L
caplγl +
∑
r∈R
∑
p∈P
capvrωr,p; (4.7)
tm ≥ 0; (4.8)
fm, f c ≥ 0; (4.9)
ηe,a ≤ 0 ∀a ∈ B;∀e ∈ E
a; (4.10)
πa ≤ 0 ∀a ∈ B; (4.11)
γl ≤ 0 ∀l ∈ L; (4.12)
ωr,p ≤ 0 ∀r ∈ R;∀p ∈ P. (4.13)
Remarquons que la contrainte (4.7) e´tablissant cette dualite´ forte entre les formula-
tions primale et duale du proble`me du suiveur est non line´aire. Ainsi cette dernie`re sera
pe´nalise´e dans l’objectif a` l’aide d’un multiplicateur M qui sera ajuste´ de fac¸on a` imposer
de manie`re plus ou moins forte le respect de la comple´mentarite´ des solutions primales
et duales qui seront obtenues tout au long du processus algorithmique. De´finissons la
fonction g(tm, fm, f c, η, π, γ, ω) suivante :
g(tm, fm, f c, η, π, γ, ω) =
∑
k∈K
∑
e∈Ek
∑
i∈Im
e,k
cmi (α, β)f
m
i +
∑
k∈K
cck(α, β)f
c
k −
∑
k∈K
dkc
c
k(α, β)
−
∑
a∈B
∑
e∈Ea
cape,aηe,a −
∑
a∈B
capaπa −
∑
l∈L
caplγl −
∑
r∈R
∑
p∈P
capvrωr,p.
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Pour une politique tarifaire fixe et des vecteurs (fm, f c) et (η, π, γ, ω) re´alisables, nous
savons par la dualite´ faible que :
∑
k∈K
∑
e∈Ek
∑
i∈Im
e,k
cmi (α, β)f
m
i +
∑
k∈K
cck(α, β)f
c
k ≥
∑
k∈K
dkc
c
k(α, β) +
∑
a∈B
∑
e∈Ea
cape,aηe,a
+
∑
a∈B
capaπa +
∑
l∈L
caplγl +
∑
r∈R
∑
p∈P
capvrωr,p.
Ainsi il en de´coule que :
g(tm, fm, f c, η, π, γ, ω) ≥ 0.
En partant d’une politique de flot admissible obtenue a` l’aide de la proce´dure gloutonne
de´crite a` la section 3.6, la recherche s’effectue par la re´solution, de fac¸on se´quentielle, d’un
proble`me identifiant une solution admissible au niveau des contraintes duales et primales
respectivement. L’objectif de ces deux sous-proble`mes est de maximiser le revenu tout
en visant a` respecter la comple´mentarite´ selon le degre´ de pe´nalite´ dicte´ par la valeur de
M . Notons cependant que ces objectifs demeurent non line´aires. Afin de contourner cette
difficulte´, suite a` la re´solution du sous-proble`me comportant les contraintes primales, la
politique de flots (fm, f c) obtenue est fixe´e dans l’objectif du sous-proble`me impliquant
les contraintes duales. Une meˆme strate´gie est employe´e pour la politique tarifaire et les
valeurs duales (tm, η, π, γ, ω) qui sont fixe´es dans l’objectif du sous-proble`me de´fini par les
contraintes primales.
A` chaque ite´ration, de´signe´e ici par le l’indice j, une proce´dure d’identification d’une
solution admissible est exe´cute´e. Celle-ci se compose de la re´solution, de fac¸on successive,
du proble`me d’optimisation inverse et du proble`me de second niveau. L’analyse de tests
pre´liminaires a indique´ qu’il s’ave`re inutile de re´pe´ter les e´tapes de cette proce´dure. En
effet, l’ame´lioration marginale de la qualite´ de la solution obtenue lorsque le processus
est re´ite´re´ ne justifie pas le temps de calcul investi. L’algorithme 6 illustre la proce´dure
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globale suivie par l’heuristique. Les diffe´rentes e´tapes algorithmiques sont subse´quemment
de´crites en de´tails.
Algorithme 6 : Heuristique par approche primale-duale
Initialisation
– Identifier une politique de flot ((fm)0, (f
c)0) admissible.
– Initialiser M .
– Poser j = 1.
– Soit z∗ = 0, le meilleur revenu obtenu.
– Soit ((tm)∗, (fm)∗, (f c)∗), le vecteur des politiques tarifaires et de flots associe´es
au revenu z∗.
tant que un certain crite`re d’arreˆt n’est pas atteint faire
– Effectuer l’e´tape 1 et identifier le vecteur ((tm)j , ηj , πj , γj , ωj).
– Effectuer l’e´tape 2 et identifier le vecteur ((fm)j, (f
c)j).
– Effectuer l’e´tape 3 et, si le proble`me inverse est re´alisable, identifier les tarifs
optimaux tm en de´coulant. Re´soudre le proble`me de second niveau de fac¸on
optimiste a` partir des tarifs tm et de´terminer le revenu optimal z et la politique
de flot (fm, f c) associe´e.
– Si z > z∗, poser z∗ := z et ((tm)∗, (fm)∗, (f c)∗) := (tm, fm, f c).
– Poser M :=M + σ et j := j + 1.
E´tape 1 : re´alisabilite´ duale
Objectif pe´nalise´ :
∑
k∈K
∑
e∈Ek
∑
i∈Im
e,k
tmk (f
m
i )j−1 −Mg(t
m, (fm)j−1, (f
c)j−1, η, π, γ, ω).
E´tant donne´ qu’ici les vecteurs fm et f c sont conside´re´s fixes et suite au retrait des termes
constants de l’expression pre´ce´dente, nous obtenons :
∑
k∈K

(1−M) ∑
e∈Ek
∑
i∈Im
e,k
(fmi )j−1

 tmk +∑
a∈B
∑
e∈Ea
(Mcape,a)ηe,a +
∑
a∈B
(Mcapa)πa
+
∑
l∈L
(Mcapl)γl +
∑
r∈R
∑
p∈P
(Mcapvr)ωr,p.
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Il s’agit donc de re´soudre le proble`me suivant et de´terminer (tm)j ainsi que (ηj , πj, γj , ωj) :
max
tm,η,pi,γ,ω
∑
k∈K

(1−M) ∑
e∈Ek
∑
i∈Im
e,k
(fmi )j−1

 tmk +∑
a∈B
∑
e∈Ea
(Mcape,a)ηe,a
+
∑
a∈B
(Mcapa)πa +
∑
l∈L
(Mcapl)γl +
∑
r∈R
∑
p∈P
(Mcapvr)ωr,p
sujet a`
∑
a∈Be
i,k
(ηe,a + πa) +
∑
a∈Be
i,k
∑
l∈La
γl +
∑
r∈R
∑
p∈P
yir,pωr,p − t
m
k ≤ ρi,k(α, β) − c
c
k(α, β) ∀k ∈ K ;
∀e ∈ Ek ;
∀i ∈ Ime,k ;
tm ≥ 0;
η ≤ 0, π ≤ 0, γ ≤ 0, ω ≤ 0.
E´tape 2 : re´alisabilite´ primale
Objectif pe´nalise´ :
∑
k∈K
∑
e∈Ek
∑
i∈Im
e,k
(tmk )jf
m
i −Mg((t
m)j , f
m, f c, ηj , πj , γj , ωj).
E´tant donne´ qu’ici les vecteurs tm, η, π, γ et ω sont conside´re´s fixes et suite au retrait des
termes constants de l’expression pre´ce´dente, nous obtenons :
∑
k∈K
∑
e∈Ek
∑
i∈Im
e,k
((1−M)(tmk )j −Mρi,k(α, β)) f
m
i −
∑
k∈K
(Mcck(α, β)) f
c
k.
Il s’agit donc de re´soudre le proble`me suivant et de´terminer ((fm)j , (f
c)j) :
max
fm,fc
∑
k∈K
∑
e∈Ek
∑
i∈Im
e,k
((1−M)(tmk )j −Mρi,k(α, β)) f
m
i −
∑
k∈K
(Mcck(α, β)) f
c
k
167
sujet a`
∑
e∈Ek
∑
i∈Im
e,k
fmi + f
c
k = dk ∀k ∈ K;
∑
k|e∈Ek
∑
i|a∈Be
i,k
fmi ≤ cape,a ∀a ∈ B;∀e ∈ E
a;
∑
e∈Ea
∑
k|e∈Ek
∑
i|a∈Be
i,k
fmi ≤ capa ∀a ∈ B;
∑
a|l∈La
∑
e∈Ea
∑
k|e∈Ek
∑
i|a∈Be
i,k
fmi ≤ capl ∀l ∈ L;
∑
i∈Sr,p
fmi ≤ cap
v
r ∀r ∈ R;∀p ∈ P ;
fm, f c ≥ 0.
E´tape 3 : optimisation inverse
Afin d’obtenir une potentielle politique tarifaire compatible aux flots identifie´s a` la deu-
xie`me e´tape, nous re´solvons ici un proble`me d’optimisation inverse. Conside´rant les flots
fixes, il s’agit donc de maximiser le profit sujet aux contraintes duales auxquelles nous
ajoutons la contrainte stipulant le respect de l’e´galite´ des objectifs primal et dual au
second niveau de´crite par :
∑
k∈K
∑
e∈Ek
∑
i∈Im
e,k
cmi (α, β)(f
m
i )j +
∑
k∈K
cck(α, β)(f
c
k)j =
∑
k∈K
dkc
c
k(α, β) +
∑
a∈B
∑
e∈Ea
cape,aηe,a
+
∑
a∈B
capaπa +
∑
l∈L
caplγl +
∑
r∈R
∑
p∈P
capvrωr,p.
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Apre`s avoir de´place´ les termes constants a` droite de l’e´galite´, nous obtenons l’expression
qui suit :
∑
k∈K

∑
e∈Ek
∑
i∈Im
e,k
(fmi )j

tmk −∑
a∈B
∑
e∈Ea
cape,aηe,a −
∑
a∈B
capaπa −
∑
l∈L
caplγl −
∑
r∈R
∑
p∈P
capvrωr,p
=
∑
k∈K
dkc
c
k(α, β) −
∑
k∈K
∑
e∈Ek
∑
i∈Im
e,k
ρi,k(α, β)(f
m
i )j −
∑
k∈K
cck(α, β)(f
c
k)j .
Le proble`me a` re´soudre est donc :
max
tm,η,pi,γ,ω
∑
k∈K

∑
e∈Ek
∑
i∈Im
e,k
(fmi )j

 tmk
sujet a`
∑
a∈Be
i,k
(ηe,a + πa) +
∑
a∈Be
i,k
∑
l∈La
γl +
∑
r∈R
∑
p∈P
yir,pωr,p − t
m
k ≤ ρi,k(α, β) − c
c
k(α, β) ∀k ∈ K ;
∀e ∈ Ek ;
∀i ∈ Ime,k ;
∑
k∈K

∑
e∈Ek
∑
i∈Im
e,k
(fmi )j

tmk −∑
a∈B
∑
e∈Ea
cape,aηe,a −
∑
a∈B
capaπa −
∑
l∈L
caplγl −
∑
r∈R
∑
p∈P
capvrωr,p
=
∑
k∈K
dkc
c
k(α, β) −
∑
k∈K
∑
e∈Ek
∑
i∈Im
e,k
ρi,k(α, β)(f
m
i )j −
∑
k∈K
cck(α, β)(f
c
k)j ;
tm ≥ 0;
η ≤ 0, π ≤ 0, γ ≤ 0, ω ≤ 0.
Il est a` noter que le proble`me ci-dessus peut ne comporter aucune solution admissible
puisque la politique de flot fixe´e peut n’engendrer aucune tarification qui lui soit compa-
tible.
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4.2.1 Calibrage des parame`tres
L’heuristique pre´sente´e ne requiert le calibrage que de quelques parame`tres. Ainsi, la
valeur initiale de la pe´nalite´ M de meˆme que le pas avec lequel celle-ci sera incre´mente´e
doivent eˆtre de´termine´s. Enfin un crite`re d’arreˆt doit eˆtre e´tabli. A` cet effet deux attri-
buts sont conjointement conside´re´s afin de mettre un terme au processus algorithmique.
Premie`rement, un nombre d’ite´rations maximal ξmax est de´cre´te´. De plus, suite a` la
re´solution du proble`me primal ou dual, g(tm, fm, f c, η, π, γ, ω) est e´value´e et s’il s’ave`re
qu’a` la fin d’une ite´ration cette fonction est nulle pour les deux sous-proble`mes, l’heuris-
tique est interrompue. Cette dernie`re conside´ration provient du fait qu’il est peu probable
que l’algorithme soit en mesure de sortir de l’optimum local de´crit par une telle solution
satisfaisant les conditions d’optimalite´ du second niveau, c’est-a`-dire une solution a` la fois
primale et duale re´alisable ainsi que comple´mentaire.
Dans ce qui suit nous analysons le comportement de l’algorithme par rapport a` la va-
leur initiale de la pe´nalite´ M ainsi qu’au pas d’incre´mentation de celle-ci, σ. Les intervalles
de valeurs discre`tes e´tudie´es sont les suivants :
M ∈ [ 1 ; 1, 1 ; 1, 3 ; 1, 5 ] ;
σ ∈ [ 0, 01 ; 0, 05 ; 0, 1 ; 0, 2 ; 0, 4 ] .
Notons enfin que le nombre maximal d’ite´ration ξmax est fixe´ a` 2000. Les re´sultats sont
pre´sente´s dans les tableaux 4.28 a` 4.32. Encore une fois pour les instances Inst2, seuls
les tableaux des valeurs moyennes sont expose´s. Les e´tiquettes % et CPU ont la meˆme
signification que pre´ce´demment. La colonne M pre´sente les diffe´rentes valeurs initiales
e´tudie´es pour la pe´nalite´. Se´lectionner σ = 0.2 et initialiser la valeur de M a` 1.1 semble
engendrer de bons re´sultats. Ces valeurs de parame`tres sont donc choisies.
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Tableau 4.28 – E´carts a` la solution optimale pour Inst1 : me´thode primale-duale
σ
0,01 0,05 0,1 0,2 0,4
M % CPU % CPU % CPU % CPU % CPU
pr01
1 1,04 6,82 1,04 1,44 1,15 0,72 1,15 0,41 1,15 0,24
1,1 1,04 6,87 1,04 1,44 1,15 0,72 1,04 0,4 1,15 0,22
1,3 1,04 6,18 1,04 1,29 1,15 0,69 1,04 0,41 1,93 0,22
1,5 1,15 6,29 1,15 1,26 1,15 0,66 1,15 0,36 1,15 0,19
pr02
1 0,29 40,98 0,29 8,23 0,13 4,3 0,13 2,21 0,13 1,17
1,1 0,29 37,92 0,29 7,91 0,13 3,99 0,13 2,14 0,32 1,23
1,3 0,29 39,01 0,29 7,52 0,13 3,83 0,13 2,24 0,13 1,11
1,5 0,29 36,03 0,29 7,93 0,29 3,78 0,29 2,03 0,48 1,1
pr03
1 0,31 24,14 0,33 5,66 0,32 2,98 0,25 3,81 0,71 2,25
1,1 0,32 25,28 0,33 5,37 0,33 2,78 0,17 1,94 1,21 1,01
1,3 0,31 23,06 0,33 4,98 0,33 2,73 0,26 1,46 0,26 0,97
1,5 0,35 21,6 0,35 4,89 0,55 2,45 0,35 1,42 0,55 0,89
pr04
1 0,22 86,56 0,22 18,92 0,22 10,2 0,22 4,95 0,15 2,75
1,1 0,22 86,07 0,22 18,04 0,22 9,78 0,22 4,96 0,29 2,35
1,3 0,22 84,94 0,22 18,32 0,22 9,51 0,22 5,15 0,22 2,93
1,5 0,22 86,77 0,22 18,19 0,22 9,46 0,22 4,73 0,15 2,66
pr05
1 0,05 65,46 0,05 15,16 0,05 7,57 0,14 4,9 0,19 2,94
1,1 0,05 64,74 0,05 13,82 0,05 7,58 0,05 4,44 0,19 2,74
1,3 0,05 60,51 0,05 12,72 0,05 7,27 0,05 4,16 0,05 2,69
1,5 0,09 61,04 0,09 12,53 0,09 7,13 0,09 4,17 0,19 2,58
pr06
1 0,47 59,27 0,47 15,59 0,26 22,47 0,28 14,13 0,51 9,16
1,1 0,47 57,49 0,47 16,1 0,26 21,27 0,26 29,17 0,9 14,97
1,3 0,47 52,58 0,47 14,37 0,26 21,1 0,26 30,25 0,31 15,93
1,5 0,35 46,92 0,32 25,56 0,3 14,39 0,35 6,05 0,3 5,71
Tableau 4.29 – Moyennes des e´carts (%) a` la solution optimale pour Inst1 : me´thode
primale-duale
H
H
H
HH
M
σ
0,01 0,05 0,1 0,2 0,4
1 0,4 0,4 0,35 0,36 0,47
1,1 0,4 0,4 0,36 0,31 0,68
1,3 0,4 0,4 0,36 0,33 0,48
1,5 0,41 0,4 0,43 0,41 0,47
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Tableau 4.30 – Moyennes des temps de calcul (CPU) pour Inst1 : me´thode primale-duale
H
H
H
HH
M
σ
0,01 0,05 0,1 0,2 0,4
1 47,21 10,83 8,04 5,07 3,09
1,1 46,4 10,45 7,69 7,18 3,75
1,3 44,38 9,87 7,52 7,28 3,98
1,5 43,11 11,73 6,31 3,13 2,19
Tableau 4.31 – Moyennes des e´carts (%) a` la solution optimale pour Inst2 : me´thode
primale-duale
H
H
H
HH
M
σ
0,01 0,05 0,1 0,2 0,4
1 0,38 0,37 0,37 0,43 0,47
1,1 0,36 0,38 0,39 0,44 0,45
1,3 0,34 0,35 0,37 0,46 0,49
1,5 0,47 0,49 0,49 0,56 0,5
Tableau 4.32 – Moyennes des temps de calcul (CPU) pour Inst2 : me´thode primale-duale
H
H
H
HH
M
σ
0,01 0,05 0,1 0,2 0,4
1 192,31 46,1 24,72 11,23 6,86
1,1 190,15 46,32 25,55 10,8 8,56
1,3 184,36 45,77 24,53 10,43 6,77
1,5 288,05 44,61 24,77 10,38 8,76
4.2.2 Analyses comparatives
Nous proposons maintenant une comparaison de l’heuristique primale-duale aux autres
approches de´crites plus toˆt sur les instances Inst1 et Inst2. Les re´sultats sont pre´sente´s
dans les tableaux 4.33 et 4.34. Ces derniers reprennent certaines des valeurs des tableaux
4.24 et 4.25 afin de faciliter l’analyse. Il semble assez clair que cette me´thodologie est de
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qualite´, permettant d’obtenir a` la fois un faible e´cart moyen a` la solution optimale et ce
en un temps de calcul moyen de 7,18 et 10,8 secondes pour les instances Inst1 et Inst2
respectivement. Par rapport aux solutions optimales obtenues a` l’aide de Cplex, l’approche
offre un e´cart d’environ 0,31% et 0,44% mais en des temps de calcul plus rapides. Malgre´
la supe´riorite´ e´vidente de l’approche primale-duale, notons tout de meˆme la performance
de H2-MJ5 qui permet d’atteindre une solution a` 0,57% de la solution optimale ou de la
meilleure solution identifie´e, en offrant un ratio RT d’environ 10. D’autre part, plusieurs
solutions optimales ou meilleures solutions ont pu eˆtre de´termine´es.
Tableau 4.33 – Analyse comparative des heuristiques pour Inst1
Cplex-Heur H1-MJ1 H1-MJ3 H2-MJ5 Primal-dual
CPU % RT % RT % RT % CPU RT
pr01 12,36 2,21 9,81 2,09 3,97 1,11 0,85 1,04 0,4 30,9
pr02 60,15 0,15 19,85 0,15 9,3 0 4,52 0,13 2,14 28,11
pr03 88,62 1,35 4,98 2,29 3,59 0,38 1,09 0,17 1,94 45,68
pr04 55,2 1,54 4,13 0,71 3,19 0 1,14 0,22 4,96 11,13
pr05 150,97 0,26 11,79 0,06 4,83 0 2,35 0,05 4,44 34
pr06 878,5 1,04 29,92 0,69 12,75 0 4,69 0,26 29,17 30,12
Moyenne 207,63 1,09 13,41 1 6,27 0,25 2,44 0,31 7,18 29,99
Tableau 4.34 – Analyse comparative des heuristiques pour Inst2
Cplex-Heur H1-MJ1 H1-MJ3 H2-MJ5 Primal-dual
CPU % RT % RT % RT % CPU RT
pr07 224,27 2,36 137,59 2,36 57,21 1,51 45,96 0,4 1,11 202,05
pr08 8417,27 3,59 1114,87 2,74 130,95 2,05 34,56 0,86 4,06 2073,22
pr09 333,27 1,21 22,52 1,09 12,48 0,12 7,09 0,46 1,78 187,23
pr10 128,89 1,05 4,84 0,51 2,44 0 0,26 0,26 9,45 13,64
pr11 10048,47 2,18 239,36 1,87 109,65 1,61 11,38 0,39 19,03 528,03
pr12 9949,4 1,33 84,32 0,57 22,56 0 5,52 0,24 29,35 338,99
Moyenne 4850,26 1,95 267,25 1,52 55,88 0,88 17,46 0,44 10,8 557,19
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CONCLUSION
La principale contribution de cette the`se a e´te´ de proposer une inte´gration des ope´ra-
tions et de la gestion des revenus dans le cadre des activite´s d’un transporteur ferroviaire.
Comme nous avons pu le constater, cet axe de recherche n’a e´te´ que tre`s peu traite´ par
la communaute´ scientifique, en de´pit de l’inte´reˆt inde´niable de ce domaine d’e´tude. Ceci
est essentiellement duˆ a` la complexite´ des ope´rations lie´es au transport par rail, et donc
a` celle de combiner ces dernie`res a` la gestion des politiques tarifaires. La vaste litte´rature
recense´e ne fait qu’illustrer le fosse´ existant entre ces deux domaines en ce qui a trait au
transport ferroviaire de marchandises. De plus, la revue expose l’impact de l’optimisation
tarifaire pour d’autres sphe`res d’activite´ et renforce par le fait meˆme notre pre´tention de
vouloir contribuer en ce sens.
Nous avons donc pre´sente´ quelques ide´es de mode´lisation visant justement a` e´tablir
certains ponts entre ces deux pans de recherche. Notamment, nous avons expose´ deux
principales formulations tributaires du niveau de´cisionnel privile´gie´. Dans le cadre de
cette the`se, nous n’avons cependant pas aborde´ les aspects me´thodologiques de´coulant
des de´cisions de niveau tactique. Nous voulions ainsi pre´coniser davantage une perspec-
tive ope´rationnelle ou` les tarifs prennent un sens plus naturel et direct. Il est e´vident que
plus le niveau de planification est e´leve´, plus la politique de tarification n’y joue qu’un
roˆle d’indicateur de tendances quant au revenu potentiel pouvant de´couler de diffe´rentes
strate´gies d’exploitation du re´seau mises a` l’e´tude. Voila` pourquoi cet angle a e´te´ favorise´
lors d’une premie`re analyse d’inte´gration. Certainement que l’e´tude de ces facettes de
la proble´matique pourrait faire l’objet de recherches futures qui permettraient sans au-
cun doute de mettre en lumie`re plusieurs attributs de la corre´lation entre le mouvement
des marchandises et la tarification qui lui est associe´e. Nul doute que ces attributs offri-
raient une information pertinente au transporteur qui guiderait par la suite l’application
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de mode`les ope´rationnels tels que celui propose´. De plus, les formulations de´veloppe´es
pre´conisent, dans l’objectif du suiveur, un couˆt de´crit par une combinaison line´aire de
diffe´rents parame`tres. L’analyse de la re´action au second niveau base´e sur des mode`les de
choix repre´senterait une extension inte´ressante qui augmenterait le degre´ de re´alisme des
formulations expose´es. Ceux-ci, tel le mode`le LOGIT, introduisent certains crite`res proba-
bilistes dans le processus de se´lection d’une alternative (une combinaison itine´raire/tarif
par exemple) par un usager, offant ainsi une repre´sentation plus fide`le de son comporte-
ment.
Nous avons par la suite e´tudie´ en de´tails les caracte´ristiques du mode`le de tarifica-
tion et de gestion de la capacite´ au niveau ope´rationnel. Selon deux politiques tarifaires
distinctes, nous avons fait ressortir les principales proprie´te´s et de´montre´ certaines re-
lations dictant le comportement de la mode´lisation lorsqu’une solution optimale est re-
cherche´e. Une version du proble`me imposant la se´lection d’un unique transporteur pour
chaque requeˆte a aussi e´te´ pre´sente´e. Subse´quemment, nous avons propose´ quelques fa-
milles d’ine´galite´s valides instaurant un lien entre les variables de flot et de tarif. Les
re´sultats obtenus illustrent tre`s clairement la pertinence de certaines d’entre elles et leur
impact important tant sur l’e´cart d’inte´gralite´ a` la racine de l’arbre de branchement que
sur le temps global d’exe´cution, ce dernier de´coulant principalement de la preuve d’opti-
malite´. La premie`re famille d’ine´galite´s pre´sente´e e´tablit une relation, pour chaque requeˆte
conside´re´e individuellement, entre le tarif et le flot des itine´raires qui lui sont associe´s. La
seconde famille combine les tarifs de diffe´rentes requeˆtes entre eux. Cependant, les ana-
lyses nume´riques pour cette famille n’ont pour l’instant pas donne´ les re´sultats escompte´s.
Une e´tude plus approfondie de ces dernie`res ine´galite´s pourrait certainement offrir un
comple´ment inte´ressant afin de mieux de´crire la nature du mode`le pose´. Pour atteindre
cet objectif, il serait pertinent dans un premier temps de resserer les ine´galite´s pre´sente´es
afin de voir l’impact ve´ritable que celles-ci peuvent offrir. Dans un deuxie`me temps, une
analyse plus large de cette famille permettrait manifestement d’identifier d’autres relations
tributaires des interactions des requeˆtes entre elles.
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Le temps de calcul souvent important ne´cessaire a` l’obtention de solutions de qualite´
par la me´thode de re´solution exacte supporte, en dernier lieu, l’e´laboration des deux
types d’heuristique propose´s. Le premier fait le lien entre les deux politiques tarifaires
pre´sente´es en utilisant l’information qui re´sulte de la relaxation des contraintes d’e´galite´
entre les tarifs afin d’en de´duire la structure de solutions de qualite´ pour le proble`me
initial. Ces heuristiques sont cependant limite´es par deux principaux e´le´ments. D’une part,
l’ajustement des feneˆtres tarifaires s’ave`re un point crucial car plus celles-ci sont re´duites,
plus le proble`me relaxe´ converge, dans sa nature, vers celui a` tarifs conjoints qui est difficile
a` re´soudre. De´finir un juste e´quilibre dans la mise a` jour de ces feneˆtres repre´sente donc une
facette de´terminante de ce type d’algorithme. D’autre part, pour l’heuristique base´e sur la
recherche par les flots, la se´lection d’itine´raires approprie´s repre´sente un de´fi de taille ayant
des conse´quences e´videntes lors de la re´solution des proble`mes restreints qui en de´coulent.
Les de´veloppements futurs de ces algorithmes devraient donc tenir compte de ces deux
aspects. Malgre´ tout, nous avons pu constater des e´carts a` la solution optimale et des
temps de calcul inte´ressants de meˆme que l’identification de plusieurs solutions optimales.
Enfin, l’heuristique primale-duale s’ave`re tre`s performante et offre un bon compromis
entre la qualite´ des solutions et le temps de calcul imparti. Cependant, la mise en place
d’un processus de diversification efficace repre´senterait un e´le´ment pertinent a` explorer
davantage.
En plus des avenues de recherche mentionne´es pre´ce´demment, il est inde´niable que l’ap-
plication des concepts pre´sente´s dans le cadre re´el d’une entreprise de transport ferroviaire
constitue une voie a` privile´gier. La validation des ide´es et des me´thodologies propose´es, de
meˆme que la confrontation des re´sultats obtenus avec les pratiques courantes d’un trans-
porteur, permettraient de mettre en lumie`re plusieurs facteurs. Il est clair premie`rement
que l’inte´gration de´crite dans cette the`se engendre des proble`mes difficiles a` re´soudre.
Une e´tude de´taille´e des proce´dures internes de gestion du transporteur procurerait sans
aucun doute e´norme´ment d’information quant a` de possibles agre´gations de donne´es ou en-
core concernant la prise en compte de politiques d’entreprise a` l’inte´rieur des contraintes
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caracte´risant les diffe´rentes mode´lisations. La pre´cision de celles-ci n’en serait que bo-
nife´e. Cette observation s’applique autant en ce qui a trait aux politiques ope´rationnelles
qu’aux politiques tarifaires. Malgre´ la nature potentiellement sensible d’une analyse de
la structure des tarifs d’une entreprise, l’e´tude de ces dernie`res permettrait d’e´tablir de
nombreuses lignes directrices qui favoriseraient une prise de de´cision plus ade´quate. Ainsi
le transporteur pourrait profiter d’outils capables d’offrir une valeur ajoute´e dans le choix
de politiques de gestion et ce dans un environnement de plus en plus concurrentiel.
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