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We present an analytical theory to describe three-dimensional magnetic textures in perpendicu-
larly magnetized magnetic multilayers that arise in the presence of magnetostatic interactions and
the Dzyaloshinskii-Moriya interaction (DMI). We demonstrate that domain walls in multilayers de-
velop a complex twisted structure, which persists even for films with strong DMI. The origin of
this twist is surface-volume stray field interactions that manifest as a depth-dependent effective
field whose form mimics the DMI effective field. We find that the wall twist has a minor impact
on the equilibrium skyrmion or domain size, but can significantly affect current-driven dynamics.
Our conclusions are based on the derived analytical expressions for the magnetostatic energy and
confirmed by micromagnetic simulations.
I. INTRODUCTION
Magnetic thin films with chiral exchange interactions
can host a variety of topological spin textures such
as homochiral domain walls (DWs) [1–3] and magnetic
skyrmions [4–6] with rich fundamental behaviors. Al-
though usually considered as two-dimensional (2D) sys-
tems, thin films with competing surface and volume in-
teractions can exhibit more complex three-dimensional
(3D) textures, as recently realized in the case of cubic
helimagnets [7–12] with bulk Dzyaloshinskii-Moriya in-
teraction (DMI). In the case of heavy-metal/ferromagnet
bilayers with perpendicular magnetic anisotropy (PMA)
and interfacial DMI, the ferromagnet thickness is typi-
cally much less than the exchange length so the spin tex-
tures are truly 2D [13–15]. However, recent efforts to sta-
bilize such textures at room temperature have employed
multilayers in which the 2D textures are coupled from
layer to layer by dipolar fields [15–20]. Such composite
spin textures are usually treated two-dimensionally with
magnetic properties scaled using an effective medium ap-
proach [17, 21, 22] and with the assumption of a layer-
independent magnetization profile (the 2D model). How-
ever, recently [23, 24], it has been argued that the actual
magnetic configuration of multilayers is rather different,
and that the equilibrium DW width ∆ and angle ψ vary
from one layer to another. Previously, such an idea of
twisted DWs has already been explored theoretically by
Schlömann [25, 26], who found a similar magnetization
distribution in thick magnetic single layer films (T > lex).
In this paper, we show DW twists (see Fig. 1a) emerge
as a general feature in magnetic thin film multilayers due
to chiral stray field interactions. We solve the multilayer
stray field integrals analytically and find that the twist is
caused by the previously ignored mutual surface-volume
stray field interactions, which mathematically resemble a
layer-dependent interfacial Dzyaloshinskii-Moriya inter-
action (DMI). We develop an analytical 3D model to ac-
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curately predict the equilibrium structure of domains and
skyrmions, as well as to describe current-driven skyrmion
dynamics.
II. TWISTED STRAIGHT DOMAIN WALL
First, consider an isolated straight DW in a multi-
layer film comprised of magnetic and nonmagnetic lay-
ers, where T is the magnetic layer thickness, P is the
multilayer period, and N is the number of multilayer
repeats. Micromagnetic simulations for a representa-
tive Co-based multilayer [15–20], (saturation magneti-
zation Ms = 1.4× 106 A/m, exchange stiffness A =
1.0× 10−11 J/m, quality factor Q = 2Ku/(µ0M2s ) = 1.4,
and with N = 15, T = 1 nm, and P = 6 nm), sum-
marized in Figs. 1a-d, reveal that both ∆i and the DW
angle ψi varies from layer to layer (i). When the DMI
constant D = 0, the DWs in the top and the bottom lay-
ers have Néel profile with opposite chiralities and larger
∆. In contrast, the middle layers exhibit Bloch DWs with
smaller ∆. Increasing the DMI shifts the position of the
Bloch layer towards one surface, and at very high DMI
all the layers saturate to a homochiral Néel state.
Figure 2a shows schematically the stray fields around
the Bloch layer (iBloch), explaining the origin of the wall
twist. In the adjacent top and bottom nonmagnetic lay-
ers, the surface stray fields of the neighboring domains
are antiparallel. The energy of the system is minimized
if these fields are co-aligned with the stray fields from the
neighboring layers, giving rise to domain coupling. This
tendency also favors the creation of corresponding vol-
ume charges ρv = −∇ ·M (shown in blue), which results
in the observed DW twist. The stray fields tend to in-
crease (decrease) ∆ when they are parallel (antiparallel)
to the DW magnetization, hence leading to the observed
thickness-dependent ∆.
To quantify these effects, one must calculate the cor-
responding surface-volume stray field integral [27]
σ1,Nd,sv =
µ0
4piNPLy
∫∫
d3rd3r′ρs(r)
1
|r− r′|ρv(r
′) (1)
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Figure 1. DW twist. (a) Schematic plot of the (↓ | ↑) twisted
DW. (b) ψi and (c) ∆i as a function of the layer number and
interfacial DMI for a film with Q = 1.4. Points represent
the simulated results, continuous lines show the numerical
solution of the proposed twisted wall theory. (d) ∆max/∆min
ratio as a function of Q and a scaling factor f = T /P.
We assume that the DW in each layer i can be described
by its wall angle ψi and polar angle (θ) through θi(x) =
arctan{exp[∓(x − q)/∆i]}[28], where upper (lower) sign
stands for ↓ | ↑ (↑ | ↓) DW state. Micromagnetic sim-
ulations indicate that the wall angle ψi also varies as a
function of coordinate [29], ψi = ψi(x) (see Supplemental
Material [30]). However, this effect occurs dominantly in
the tails of the DW, and we therefore neglect it in our an-
alytical model. For the purpose of comparison between
micromagnetics simulations and our analytical model, we
fitted all the simulation data with this simplified DW
profile, in which case the fitted ψi are dominated by the
region near the DW center.
As shown in the Supplemental Material [30], Eq. (1)
for an infinitely extended film (Lx, Ly →∞) reduces to
σ1,Nd,sv = ∓
pif
N
N−1∑
i=0
sin(ψi)Dsv,i(∆0, ...,∆N−1) (2)
with f = T /P being a scaling factor. A key result is
that this expression follows the exact functional form
of a (layer-dependent) interfacial DMI. That is, surface-
volume stray fields manifest as a chiral magnetostatic in-
teraction that promotes homochiral textures within each
individual layer, even in the absence of DMI. The twist
develops as a consequence of the fact that Dsv,i is an
asymmetric function with respect to i, ranging from zero
at the middle layer to its maximum magnitude at the
top and the bottom layers (with the opposite signs, as
depicted in Fig. 2b). Adding interfacial DMI simply off-
sets Dsv,i by D in every layer, which leads to a net shift
of the Bloch layer away from the center.
Since the Dsv,i each depend on every ∆j , the cou-
pled magnetostatic integrals in Eq. (2) involve 2N in-
dependent variables, ∆i, ψi, leading to analytically in-
tractable magnetostatic integrals (See Eq. (A1)). How-
ever, micromagnetic simulations (Fig. 1 d) reveal that
∆max/∆min differs significantly from 1 only for relatively
low Q. We henceforth treat ∆ as constant across the
layers, which allows for analytical solutions for the ψi
to be obtained. The total magnetostatic energy of the
isolated DW (including volume-volume, surface-surface,
and surface-volume components) can then be reduced to
σ1,Nd (∆, ψi) =
N−1∑
i=0
N−1∑
j=0
{sin(ψi) sin(ψj)Fv,ij(∆)
+Fs,ij(∆)± sin(ψi)sgn(i− j)Fsv,ij(∆)} (3)
with functions Fα,ij derived in the Supplemental Mate-
rial [30] and defined analytically in Eq. (A2). Here, we
treat the layered structure explicitly rather than through
the effective medium approximation [17, 21], as we find
that the intrinsic error of that approach affects the pre-
diction accuracy of ∆, ψi (and more importantly, the sizes
of domains and skyrmions [22]). The total micromagnetic
energy σ1,Ntot (∆, ψi) then reads
σ1,Ntot = σ
1,N
d +
2A
∆
f + 2Ku∆f ∓ piDfN
N−1∑
i=0
sin(ψi). (4)
The equilibrium profile is obtained by setting ∂σ
1,N
tot
∂∆ = 0,
∂σ1,Ntot
∂ψi
= 0 for i = 0, ... N − 1, which after introducing
the matrix formalism (shown in the Supplemental Mate-
rial [30]) reduces to
2A
∆2
f − 2Kuf = ∓pifN
N−1∑
i=0
sin(ψi)
∂Dsv,i
∂∆
+
N−1∑
i=0
N−1∑
j=0
{
∂Fs,ij
∂∆
+ sin(ψi) sin(ψj)
∂Fv,ij
∂∆
}
, (5)
sin(ψi) = ±f˜
(
pif
N κˆ
−1
v · [ ~Dsv +~1D]
)
i
, (6)
where we introduced a helper function f˜(x) that becomes
x, when |x| ≤ 1 and sgn(x) otherwise, and defined the
matrix κˆv and vector ~Dsv as:
κv,ij = (1 + δij)Fv,ij(∆) (7)
Dsv,i = −N
pif
N−1∑
j=0
Fsv,ij(∆)sgn(i− j). (8)
Equations (5) and (6) constitute an implicit relation
for the equilibrium ∆, which can be disentangled from
sin(ψi) through separation of variables. The equilibrium
ψi can then be found by plugging the obtained ∆ directly
into Eq. (6). The resulting analytical solutions of ∆, ψi
for films with variousD are plotted in Figs. 1b, c. We find
2
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Figure 2. DW twist. (a) The schematic distribution of the surface (volume) charges depicted with red (blue) signs in the
layers surrounding the Bloch layer. (b) The surface-volume stray field interaction term Dsv as a function of the layer number
(i), for various values of f and Q for (↓ | ↑) twisted DW. (c) The fraction of layers with sin(ψi) = +1 as a function of DMI, N ,
f , and Q. The dashed curves in (c) correspond to the 2D model prediction of the threshold for purely Néel DWs. The solid
curves give the 3D analytical model prediction derived here.
that ∆ in our model correctly predicts the average DW
width
∑N−1
0 ∆i/N , and our constant ∆ approximation
permits quite accurate prediction of the layer-dependent
ψi (even when ∆max/∆min ∼ 4 as shown for a film with
Q = 1.01, f = 1/6 in Supplemental Fig. 1 [30]).
We find that the values of Dsv in typical multilayers
are comparable to values of interfacial DMI found ex-
perimentally, as shown in Fig. 2b, where energies on the
order of 1 mJ/m2 are seen. Its magnitude increases with
increasing f and decreasing Q. Figure 2c shows that as
a result, much larger values of DMI are required to sat-
urate domain walls in a purely Néel state than would be
expected from a 2D treatment. There, we analyze mul-
tilayers with various Q and f and plot the fraction of
layers with right-handed Néel walls (here, sin(ψi) = +1)
as a function of DMI and N . We find that films with
the smallest f and Q are easier to saturate to the com-
plete Néel state. We also find that the threshold D2Dthr.,
at which the wall in every layer becomes completely Néel
in the 2D model, [22, 31] applied to multilayers using an
effective medium approach (Eq. (A8)), (dashed curve in
Fig. 2c) significantly underestimates the actual thresh-
old. In the Supplemental Material [30] we derive a more
precise numerical relation for D3Dthr. (Eqs. (A6), (A7)),
plotted as continuous curves in Fig. 2c. Notably, we find
that the critical DMI strength required to ensure uni-
form Néel character is more than a factor of 2 greater
than would be estimated from a 2D treatment. We note
that an analytical treatment to determine the threshold
for the onset of a twist was also presented recently in
Ref. 29.
One can see from the form of Eq. (6) that volume-
volume stray fields, accounted for by κˆ−1v , also influence
the layer dependent ψi. However, if Dsv is neglected, the
volume-volume interactions alone would predict a twist
only in the case of nonzero DMI and that twist would
be symmetric, since the matrix κˆ−1v is centrosymmetric
(see Supplemental Information [30]). It is, in fact, the
surface-volume stray fields that lead to the experimen-
tally observed asymmetric twist [23, 24, 29], since the
vector Dsv in Eq. (6) is antisymmetric.
III. DOMAIN SIZE
We now consider a multidomain state with twisted
DWs, with domain period λ and minority domain width
W . One can anticipate that shifting from the 2D model
to the 3D model should result in first-order corrections to
the intra- and interwall energetics of the system, which
would lead to more accurate predictions of W [17, 22].
To evaluate the impact of this effect, we first identified
the ground state for multilayer films with low DMI us-
ing micromagnetic simulations with various densities of
stripes. After performing a relaxation procedure [22], we
find that the state with minimum total energy is the one
in which the intralayer DW chirality is conserved. This
effect is also induced by the surface-volume stray field
interactions as depicted in Fig. 2a.
Based on this ground state, we derive in the Supple-
mental Material [30] the exact magnetostatic energy of
the magnetized multidomain phase with a wall twist,
σ∞,Nd (λ,W,∆, ψi) (Eq. (B1)). We then derive expres-
sions for the equilibrium domain parameters by minimiz-
ing the total energy E∞,Ntot with respect to λ,W,∆, ψi (see
Eqs. (B6)-Eq. (B10)). In Fig. 3a we plot W as a func-
tion of D for the demagnetized state (λ = 2W ). We find
that the full 3D treatment closely matches the 2D the-
ory [22]. The largest deviation occurs for films with high
Q and weak DMI and is caused by two effects: (i) surface-
volume interactions, which are inherently ignored in the
effective medium approach, and (ii) the intrinsic error of
the effective medium approach [22], both of which have a
comparable first-order effect on W . Note that the slope
of the W = W (D) curve approaches zero in the region of
small DMI, which means that using domain width mea-
3
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Initial states for
dynamics simulations
Figure 3. Magnetic domains and skyrmions with twisted walls. (a) Equilibrium domain width as a function of interfacial
DMI, Q and f . (b) Ri as a function of the layer number. (c) Average skyrmion radius
∑N−1
0 Ri/N as a function of applied
field, Q and D for films with f = 1/6. DMI constants D are in units of mJ/m2. Solid (dashed) lines represent the numerical
solution for 3D (2D [22, 32]) theory, dots represent multilayer simulations, with explicit spacer layers.
surements for the extraction of small values of DMI is
impractical.
IV. TWISTED SKYRMIONS
We next treat isolated skyrmions analytically using the
wall-energy model [33], incorporating the twisted DW
energy density derived above. Micromagnetic simula-
tions reveal a layer-dependent radius Ri, which we plot
in Fig. 3b, for the case f = 1/6 with several values of
Q and D (with fields Bz applied to yield similar radii).
The skyrmion radius reaches a minimum at the top and
the bottom layers, and a maximum closer to the mid-
dle layer. This effect, similarly to the DW twist, is also
caused by stray field interactions.
Since the interlayer variation of Ri and ∆i is difficult to
evaluate analytically, we approximate them as constant
through the thickness (equal to R and ∆, respectively).
Assuming that the DW energy is independent of R (valid
for skyrmions with R > O(∆)), we can express its total
energy Esk,Ntot (R,∆, ψi, Bz) analogously to the 2D expres-
sion derived in Ref 32, where the 3D twist is incorporated
in the DW energy term:
Esk,Ntot = 2pidRσ
1,N
tot + aR− bR ln (R/d) + cBzR2, (9)
where σ1,Ntot (∆, ψi) is taken from Eq. (4), and constants
are defined in Eqs. (C1)-(C4). The equilibrium R can
be determined by simply plugging the equilibrium pa-
rameters ∆, ψi found from the straight DW theory
(Eqs. (5), (6)) into Eq. (9) and minimizing the result-
ing expression with respect to R. Note that skyrmions
with topological charge N = 1 (N = −1) correspond
to the lower (upper) sign in Eqs. (6). We find that R
predicted by our analytical theory is very close to the
average R obtained from the explicit multilayer simula-
tions (Figs. 3 b, c). For comparison, the prediction of the
2D model derived in Ref. 32 (Fig. 3c applied by treating
the multilayer using effective medium scaling) is seen to
be quantitatively inaccurate due to the intrinsic error of
the effective medium approach [17, 22]) and the ignored
surface-volume stray field interactions.
Finally, we examine current-induced dynamics of
twisted skyrmions analytically and through micromag-
netic simulations. For simplicity we consider only
damping-like spin-orbit torque (SOT). Treating the
skyrmion as a rigid texture whose static configuration
is preserved while moving, we use the Thiele equa-
tion [34] to derive analytical expressions for the steady
state skyrmion velocity v and Hall angle ξ′, similarly to
the approach in Ref. [32]. By summing up the forces
acting on each individual skyrmion in the multilayer, we
arrive at (see Supplemental Material [30] and Eqs. (C5)-
(C8)):
|v| = j pi~γ∆θSHID(ρ)
2eMsT
√
G˜2 + D˜2α2
f˜ (10)
ξ′ = atan2(G˜, D˜α)− (ψ˜ − pi/2) + piΘ(θSHN). (11)
The constants f˜ , ψ˜ capture the influence of the DW twist:
f˜ =
1
N
√√√√(N−1∑
i=0
cos(ψi)
)2
+
(N−1∑
i=0
sin(ψi)
)2
(12)
ψ˜ = atan2
(N−1∑
i=0
sin(ψi),
N−1∑
i=0
cos(ψi)
)
(13)
For the 2D model, these constants become f˜ = 1 and
ψ˜ = ψ2D [32]. Hence, even if the 2D model could predict
the equilibrium R exactly, its predictions of skyrmion dy-
namics would still deviate from our multilayer treatment
as v3D/v2D = f˜ and ξ′3D − ξ′2D ≡ ψ˜ − ψ2D.
Figures 4a, b compare the values of v, ξ′ predicted
by these two theories, with the ones extracted from the
explicit multilayer simulations for films with f = 1/6,
Q = 2.0, Bz = 59 mT, D = 0.5 mJ/m
2. Both theories
4
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Figure 4. Dynamics of skyrmions with twisted walls
(a) Skyrmion velocity v and (b) skyrmion hall angle ξ′ as a
function of current density j for films with D = 0.5 mJ/m2
with gray continuous lines representing guides to the eye. (c)
v and (d) ξ′ as a function of DMI. Continuous (dotted) lines
depict 3D (2D [32]) model. (e), (f) 3D cuts of multilayer
skyrmions at j = 1.0× 1011 A/m2 and j = 1.0× 1012 A/m2
for films with D = 0.5 mJ/m2 (at t = 9 ns). Simulation
parameters are Q = 2.0, f = 1/6 (i.e. D3Dthr = 1.47 mJ/m
2),
θSH = 0.1, α = 0.3.
provide a reasonable estimate of the skyrmion Hall angle,
however the velocity predictions in our 3D model are in
much better agreement with the explicit multilayer simu-
lations than are those of the 2D model [32], especially in
the low current regime. The low-j deviations of ξ′ in the
3D model are attributed to the slight underestimation of
the ψi predicted by our model.
Micromagnetic simulations show that for small j,
the skyrmion profile preserves its static configuration
(Fig. 4e). By contrast, at higher j, for some layers, ψi be-
comes non-uniform across the perimeter of the skyrmion,
which leads to a reduced net force acting on the skyrmion
tube. We generally find that the closer the static config-
uration in a layer is to being Bloch, the higher the likeli-
hood that at high j the skyrmion in that layer accumu-
lates pairs of Bloch lines (as depicted in Fig. 4f) and ex-
hibits nonuniform precession and oscillations during cur-
rent injection (as demonstrated forD = 0.5 mJ/m2 in the
Supplemental Videos [30]). Both velocity and skyrmion
hall angle, particularly at high currents, are many times
smaller than they would be in the absence of these fac-
tors, i.e for the 2D model, or even for our (rigid) twisted
wall-energy model (Figs. 4a, b). These high-j phenomena
affect the resulting dynamics of multilayer skyrmions, es-
pecially at low DMI. There, only a fraction of skyrmions
contribute to the net force, since skyrmions in the up-
per and lower layers have opposite chiralities so that the
forces tend to cancel. What is left are the transient and
Bloch skyrmions that contribute only weakly due to the
development of Bloch lines or wall angle oscillations [35],
leading to significantly lower velocities. Such defects or
oscillations are absent in layers with Néel walls, which is
why our high-DMI predictions of v are always accurate
(Figs. 4c, d). Finally, we find that high currents also lead
to distorted skyrmions shapes, as well as to their slight
magnetostatic decoupling along the film. Such high-SOT
effects may also contribute to the observed deviations of
our 3D dynamics model.
V. SUMMARY
We have explicitly demonstrated that DWs and
skyrmions in magnetic multilayers generally form a
twisted structure with varying ψi ∆i and Ri due to the
mutual surface-volume stray field interactions. We have
calculated the wall twist analytically, assuming a varying
ψi, but a fixed ∆i = ∆ across the layers. We have found
that 2D treatments, in addition to completely ignoring
the wall twist, yield quantitative errors in domain spac-
ing and isolated skyrmion sizes, though in most cases
the error is relatively modest. However, these twisted
states, and the variation strength of stabilization of DW
angle through the thickness, leads to markedly differ-
ent dynamics from what 2D treatments would predict.
We derived analytical expressions for skyrmion velocity
and Hall angle accounting for the twisted states, which
works well at low current but fails at higher currents
due to complex dynamical changes in the spin textures
that cannot be captured by rigid models. Our work pro-
vides key insights into the novel static and dynamic layer-
dependent phenomena in PMA multilayers.
ACKNOWLEDGMENTS
We thank Dr. Felix Büttner for optimizing the effi-
ciency of the numerical script, providing the code tem-
plates to plot the figures and to extract the skyrmion
parameters. This work was supported by the U.S. De-
partment of Energy (DOE), Office of Science, Basic En-
ergy Sciences (BES) under Award #de-sc0012371 (devel-
opment of domain wall twist model) and by the DARPA
TEE program (application to magnetic skyrmion statics
and dynamics).
5
Published as Phys. Rev. B 98, 104402 (2018)
Appendix A: Twisted straight domain wall
Films with layer dependent ∆i, ψi develop an effective DMI, which stems from the surface-volume stray fields, and
looks as follows (see Eq. S67 in the Supplemental Information [30])
Dsv,i = −2µ0M
2
s∆i
T
N−1∑
j=0
∆jsgn(i− j)
∫ ∞
0
dk
1
k
e−k|(i−j)P+T | + e−k|(i−j)P−T | − 2e−kP|i−j|
4 sinh
(
pi∆jk
2
)
cosh
(
pi∆ik
2
) , (A1)
which after a constant ∆ assumption reduces to Eq. (8). The generic function Fα,ij used in the expression for the
total magnetostatic energy of the isolated domain wall σ1,Nd (Eq. (3)) is derived in Supplemental Information [30]
(Eqs. S35, S52, S69). It can be summarized as
Fα,ij(T ,P,∆) = piµ0M
2
s∆
2
NP
[
Gα
( |(i− j)P + T |
2pi∆
)
+Gα
( |(i− j)P − T |
2pi∆
)
− 2Gα
( |(i− j)P|
2pi∆
)]
(A2)
with functions Gα(x) defined analytically as follows (for Gv(x)):
Gv(x) = −2
{
Ψ−2(x+ 1)−Ψ−2
(
x+
1
2
)
− x ln(Γ(x+ 1)) + x ln
[
Γ
(
x+
1
2
)]
−Ψ−2(1) + Ψ−2
(
1
2
)}
(A3)
Gs(x) = −
{
Ψ(−2)(2x) + x2(2 log(x) + log(4)− 1)− x(1 + 2 ln[Γ(2x)])
}
(A4)
Gsv(x) = 2 ln
[
Γ
(
x+
1
2
)]
, (A5)
where the volume-volume stray field component Gv(x) has been originally derived for homochiral multilayers in
Ref. 36. The value of DMI at which all the layers are saturated to the homochiral Néel state (Dthr [22]) can be
derived from the following equations (with ∆thr and D3Dthr being the unknown variables).
2Kuf − 2A
∆2thr
f +
N−1∑
i=0
N−1∑
j=0
[
∂Fs,ij
∂∆thr
+
∂Fv,ij
∂∆thr
± sgn(i− j)∂Fsv,ij
∂∆thr
]
= 0, (A6)
N−1∑
j=0
[(1 + δij)Fv,ij(∆thr)]
−1 ·
[
piD3Dthrf
N 1j −
N−1∑
k=0
Fsv,jk(∆thr)sgn(j − k)
]
N−1
− 1 = 0, (A7)
where the sign “−1” represents the matrix inversion operation. This value can be compared with the value given by
the 2D-model [22], extending it to multilayers via the effective medium approach [17, 21, 22]:
D2Dthr =
2µ0M
2
s f
pi2
PN ln(2) + pi
√
Ku−µ0M
2
s
2 +µ0M
2
s f
A
. (A8)
Appendix B: Domain size
The total magnetostatic energy of magnetized multidomain multilayers is derived in Supplemental Information [30]
(Eqs. S101, S118, S130) and can be expressed as
σ∞,Nd =
λ
4
µ0M
2
s
(
2W
λ
− 1
)2 T
P +
N−1∑
i=0
N−1∑
j=0
F˜s,ij(T ,P,∆, λ,W )
+
N−1∑
i=0
N−1∑
j=0
{
sin(ψi) sin(ψj)F˜v,ij(T ,P,∆, λ,W ) + sin(ψi)sgn(i− j)F˜sv,ij(T ,P,∆, λ,W )
}
(B1)
6
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with a generic function F˜α,ij and its dependencies defined as follows
F˜α,ij =
piµ0M
2
s∆
2
NP
∞∑
n=1
sin2
(
pinW
λ
)
n
G˜α,ijn(T ,P,∆, λ), (B2)
G˜v,ijn =
2 sinh2(pinTλ )e
− 2pinP|i−j|λ (1− δi−j,0) + (e− 2pinTλ + 2pinTλ − 1)δij
cosh2
(
pi2n∆
λ
) (B3)
G˜s,ijn =
2e−
2pi|(i−j)P|n
λ − e− 2pi|T −(i−j)P|nλ − e− 2pi|T+(i−j)P|nλ
2 sinh2
(
pi2n∆
λ
) (B4)
G˜sv,ijn =
8 sinh2(pinTλ )e
− 2pinP|i−j|λ
sinh
(
2pi2n∆
λ
) (B5)
Assuming the magnetic field applied in z direction (in the absence of currents), the total volumetric energy per
single domain wall per layer therefore can be expressed as:
E∞,Ntot (λ,W,∆, ψi) =
2
λ
[
2A
∆
f + 2Ku∆f −Ms
(
1− 2W
λ
)
Bz
fλ
2
+ σ∞,Nd (λ,W,∆, ψi)−
piDf
N
N−1∑
i=0
sin(ψi)
]
(B6)
By performing the energy minimization (as shown in Supplemental Information [30]), we will have the system of
four equations that define the equilibrium λ,W,∆, ψ:
N−1∑
i=0
N−1∑
j=0
{[
F˜s,ij − λ∂F˜s,ij
∂λ
]
+ sin(ψi) sin(ψj)
[
F˜v,ij − λ∂F˜v,ij
∂λ
]
+ sin(ψi)sgn(i− j)
[
F˜sv,ij − λ∂F˜sv,ij
∂λ
]}
+
[
2A
∆
f + 2Ku∆f − piDfN
N−1∑
i=0
sin(ψi) +WMsBzf + µ0M
2
sWf
(
2W
λ
− 1
)]
= 0 (B7)
Msf
[
Bz + µ0Ms
(
2W
λ
− 1
)]
+
N−1∑
i=0
N−1∑
j=0
{
∂F˜s,ij
∂W
+ sin(ψi) sin(ψj)
∂F˜v,ij
∂W
+ sin(ψi)sgn(i− j)∂F˜sv,ij
∂W
}
= 0 (B8)
−2A
∆2
f + 2Kuf +
N−1∑
i=0
N−1∑
j=0
∂F˜s,ij
∂∆
+
N−1∑
i=0
N−1∑
j=0
sin(ψi) sin(ψj)
∂F˜v,ij
∂∆
+
N−1∑
i=0
N−1∑
j=0
sin(ψi)sgn(i− j)∂F˜sv,ij
∂∆
= 0 (B9)
sin(ψi) = f˜
N−1∑
j=0
[(1 + δij) F˜v,ij(∆,W )]
−1
[
piDf
N 1j −
N−1∑
k=0
F˜sv,jk(∆,W )sgn(j − k)
] , (B10)
where the sign “−1” represents the matrix inversion operation.
Appendix C: Twisted skyrmions
For the skyrmion statics expressions (Eq. (9) and Eq. (S150)), we have used the constants defined in Supplemental
Information [30] and Ref. 32 as:
a = −µ0M2s (PN )2[6 ln(2)− 1] (C1)
b = 2µ0M
2
s (PN )2 (C2)
c = −2piPNMs (C3)
d = PN (C4)
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Similarly, the constants for the skyrmion dynamics (Eqs. (10), (11)) are [32]
G˜ = −4piN (C5)
D˜ = piIA(R/∆) (C6)
IA(ρ) = 2ρ+
2
ρ
+ 1.93(ρ− 0.65) exp[−1.48(ρ− 0.65)] (C7)
ID(ρ) = piρ+
1
2
exp(−ρ) (C8)
Appendix D: Methods
For simulating magnetic textures (isolated domain walls, perpendicular stripes, and skyrmions), the micromagnetic
MuMax3 solver [37] was used with the magnetic parameters given in the manuscript. The cell size is 1 nm×1 nm×1 nm
and the simulation size is 1 µm×1 µm×NP. For skyrmion dynamics simulations, Zhang-Li torque has been disabled,
and the modified Slonczewski-like torque module has been used (with the enabled damping-like torque and disabled
field-like torque). Spin hall angle is ΘSH = 0.1, damping constant α = 0.3, fixed layer polarization is along -y direction.
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I. THEORY OF ISOLATED TWISTED DOMAIN WALLS IN MULTILAYERS
A. Energetics of isolated twisted wall
The total micromagnetic energy density of the thin magnetic film with the magnetization distribution M(x) =
Msm(x) can be expressed as follows:
E1,Ntot (m, ∂m/∂x) = Eexch + EDMI + Eanis + EZeeman + E
1,N
d
= A
[(
∂mx
∂x
)2
+
(
∂my
∂x
)2
+
(
∂mz
∂x
)2]
−D
[
mx
∂mz
∂x
−mz ∂mx
∂x
]
+Ku
[
(mx)
2 + (my)
2
]
− µ0Ms(m ·B)− 1
2
µ0Ms(m ·Bd), (1)
∗ ivan.g.lemesh@gmail.com
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where A is the exchange stiffness, D is the interfacial DMI constant, Ku is the uniaxial magnetic anisotropy, B is an
external magnetic field and Bd = Bd(x) is the demagnetized field.
Consider a multilayer film with a straight isolated domain wall, in which N magnetic layers of thickness T are
alternated with the spacer layers of thickness P − T . Assuming that the ferromagnetic coupling is strong enough to
couple domains in all layers, and that the domain wall width is identical in all layers (i.e. ∆i = ∆ for each layer i),
we can use the well-known profile of the domain wall located at position x = q:
θi(x, q) = 2 arctan{exp[∓(x− q)/∆]} (2)
φi(t) = ψi(t)− pi/2, (3)
which corresponds to the following magnetization components [1]:
mi,x = sin(ψi) cosh
−1
(
x− q
∆
)
(4)
mi,y = cos(ψi) cosh
−1
(
x− q
∆
)
(5)
mi,z = ± tanh
(
x− q
∆
)
(6)
The cross-sectional domain wall energy can then be found by integrating Eq. (1) with this profile, i.e.
σ1,Ntot =
∫ +∞
−∞
E1,Ntot (x)dx (7)
The integration is trivial except for the magnetostatic term, which we derive in Section ID of the supplement. The
final result reads as
σ1,Ntot (∆, ψi) =
2A
∆
f + 2Ku∆f ± 2BzMsfq
+
1
N
N−1∑
i=0
{∓piDf sin(ψi)− pi∆Msf(Bx sin(ψi) +By cos(ψi))}
+
N−1∑
i=0
N−1∑
j=0
{Fs,ij(T ,P,∆) + sin(ψi) sin(ψj)Fv,ij(T ,P,∆)± sin(ψi)sgn(i− j)Fsv,ij(T ,P,∆)} (8)
B. Equilibrium structure of isolated twisted domain wall
Consider the stationary domain wall without applied magnetic fields or currents. We can take the derivative of
Eq. (8), with respect to ∆ and ψi, resulting in the following system of two equations:
2Kuf − 2A
∆2
f +
N−1∑
i=0
N−1∑
j=0
∂Fs,ij
∂∆
+
N−1∑
i=0
N−1∑
j=0
sin(ψi) sin(ψj)
∂Fv,ij
∂∆
±
N−1∑
i=0
N−1∑
j=0
sin(ψi)sgn(i− j)∂Fsv,ij
∂∆
= 0 (9)
∓ 1N piDf +
N−1∑
j=0
(1 + δij)Fv,ij(∆) sin(ψj)±
N−1∑
j=0
Fsv,ij(∆)sgn(i− j)
 cos(ψi) = 0 (10)
Solution of Eq. (9) combined with Eq. (10) gives the equilibrium values of ∆, ψi. However, the direct numerical
solution of these equations can lead to significant numerical errors. It would be more desirable to separate the
variables sin(ψi) from ∆ as has been done in the single layer case [3]. This becomes possible only after introducing
the matrix operations, and treating sin(ψi) as a vector and dipolar components Fij as matrices. For that, we can
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introduce the following vectorial and matrix notations (for i = 0, ...,N − 1):
ζi = sin(ψi) (11)
Dsv,i = −N
pif
N−1∑
j=0
Fsv,ij(∆)sgn(i− j) (12)
κv,ij = (1 + δij)Fv,ij(∆) (13)
(14)
Discarding the trivial solutions of Eq. (10), we can now express it in the matrix form as:
∓~1D + N
pif
κˆv · ~ζ ∓ ~Dsv = 0, (15)
where 1i is the vector of ones with the length N . After multiplying Eq. (15) by κˆ−1v we will obtain
∓Dκˆ−1v +
N
pif
~ζ ∓ κˆ−1v · ~Dsv = 0 (16)
After rearranging the terms
~ζ = ±pifN κˆ
−1
v · ( ~Dsv +~1D) (17)
The absolute value of each component of vector ζi = sin(ψi) should never exceed one, so by introducing a helper
function f˜(x)
f˜(x) =
{
x, x ≤ |1|
sgn(x), else
(18)
we finally obtain
sin(ψi) = ±f˜
(
pif
N κˆ
−1
v · [ ~Dsv +~1D]
)
i
(19)
Or going back to our original notations, we will have the following final equation for ψi
sin(ψi) = ±f˜
N−1∑
j=0
[(1 + δij)Fv,ij(∆)]
−1 ·
[
piDf
N 1j −
N−1∑
k=0
Fsv,jk(∆)sgn(j − k)
] (20)
Now, plugging in Eq. (20) into Eq. (9) gives an implicit equation for ∆, which can be solved in any available numerical
software package.
Finally, we can derive Dthr, which is the value of DMI at which all the layers (including the last one) saturate to
the Néel state [3]. By setting sin(ψN−1) = 1 in Eqs (9), (20), we obtain
2Kuf − 2A
∆2thr
f +
N−1∑
i=0
N−1∑
j=0
[
∂Fs,ij
∂∆thr
+
∂Fv,ij
∂∆thr
± sgn(i− j)∂Fsv,ij
∂∆thr
]
= 0 (21)
N−1∑
j=0
[(1 + δij)Fv,ij(∆thr)]
−1 ·
[
piDthrf
N 1j −
N−1∑
k=0
Fsv,jk(∆thr)sgn(j − k)
]
N−1
− 1 = 0, (22)
where ∆thr and Dthr are the unknown variables.
We find that even though our analytical model relies on the constant ∆i assumption, it can still reliably predict the
equilibrium DW angles ψi. Figure 1, depicts the comparison of our model with micromagnetic simulations for a case
of very low quality factor (Q = 1.01), when substantial variations in ∆i are expected. We can clearly see that our
predictions of ψi are still accurate, even though ∆max/∆min ∼ 4 for this case. We also find that within each layer, ψi
varies as a function of distance from the DW center (Fig. 1c-e). However, this variation is weak and manifests only in
the tails. We note that part of this effect could be due to the boundary conditions, considering the finite size of the
simulation volume, so we cannot exclude the possibility that this small variation observed here and also reported in
Ref. 2 is a simulation artefact. Nonetheless, since it is significant only in the distant tails in the DW, it has negligible
effect on a total DW energy and hence, our assumption of a uniform ψi is quite reasonable.
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(a) (b)
(c) (d) (e)
D=0.0 mJ/m2 D=1.0 mJ/m2 D=2.0 mJ/m2
Δi
Δi
Δi
Figure 1. The DW twist predicted by theory (continuous lines) and micromagnetic simulations (points and dashed lines) for
a film with Q = 1.01, f = 1/6, Ms = 1.4× 106A/m, A = 1.0× 10−11 J/m, N = 15, T = 1nm, with (↓ | ↑) DW. (a) DW angle
ψi and (b) DW width ∆i as a function of layer number. (c) - (e) Variation of ψi as a function of coordinate x, with the spread
of ∆i denoted with continuous black lines.
C. Origins of DW wall twist
Let us now assess the contributions of surface-volume and volume-volume stray field interactions to Eq. (19). In the
main text, we assert that in the absence of DMI, there is a Bloch layer (iBloch) at the center of a film and adding DMI
simply displaces the position of iBloch. This would be an exact statement in the case that κˆ−1v were a unity matrix,
since then D simply shifts all of the ψi by the same offset. In actuality, κˆ−1v is not a unity matrix. However, we find
that for a broad range of material properties, the offset that DMI imparts to ψi remains approximately constant for
all of the layers, except those very near the top and bottom of the film. This can be seen in Fig. 2, where we plot the
components of a vector κˆ−1v · ~1 for a broad range of material parameters. As is evident, these curves are flat, except
very near the film surfaces, thus validating our claim that the DMI simply offsets the position of the Bloch layer. This
holds true, except when the Bloch layer approaches the surface of the film, i.e. near the transition to the purely Néel
state.
Since the volume stray field contribution to κˆ−1v is largely uniform throughout the film, the main contributor to
the thickness-dependent variation of ψi is Dsv as claimed in the main text. (see Fig. 2b that reproduces Fig. 2b from
the main text).
D. Derivation of the stray field energy of the straight isolated domain wall
Our task is to calculate the total magnetostatic integral
Ed =
∑
αβ=vv,ss,sv,vs
µ0
8pi
∫∫
d3rd3r′ρα(r)
1
|r− r′|ρβ(r
′) (23)
4
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Volume-volume
contribution
Surface-volume
contribution
(a) (b)
Figure 2. Contributors to the DW twist. (a) The components of the symmetric vector pifN κˆ
−1
v
~1. (b) The components of
the antisymmetric vector Dsv.
expressed in units of energy per unit area of the domain wall (per layer):
σd =
Ed
NPL, (24)
where L is the length of the domain, measured in y direction and P is a multilayer periodicity. As we will show below,
the total dipolar energy of the isolated domain wall can be expressed as:
σ1,Nd =
N−1∑
i=0
N−1∑
j=0
{sin(ψi) sin(ψj)Fv,ij(T ,P,∆) + sin(ψi)sgn(i− j)Fsv,ij(T ,P,∆) + Fs,ij(T ,P,∆)} (25)
with a generic function Fα,ij defined as
Fα,ij(T ,P,∆) = piµ0M
2
s∆
2
NP
[
Gα
( |(i− j)P + T |
2pi∆
)
+Gα
( |(i− j)P − T |
2pi∆
)
− 2Gα
( |(i− j)P|
2pi∆
)]
(26)
where T is the single magnetic layer thickness, P is the reduced multilayer periodicity, and functions Gα(x) are defined
analytically as follows:
Gv(x) = −2
{
Ψ−2(x+ 1)−Ψ−2
(
x+
1
2
)
− x ln(Γ(x+ 1)) + x ln
[
Γ
(
x+
1
2
)]
−Ψ−2(1) + Ψ−2
(
1
2
)}
(27)
Gs(x) = −
{
Ψ(−2)(2x) + x2(2 log(x) + log(4)− 1)− x(1 + 2 ln[Γ(2x)])
}
(28)
Gsv(x) = 2 ln
[
Γ
(
x+
1
2
)]
(29)
Below, we separately derive the volume-volume, surface-surface, and surface-volume components of Eq. (25).
1. Volume-Volume stray field energy
We start from calculating the volume-volume term of the magnetostatic energy of the system, infinite in x and y
directions, but finite in z direction:
σNdw=1,Nl=Nd,v = limL→∞
µ0
8piLNP
∫∫
d3rd3r′ρv(r)
1
|r− r′|ρv(r
′), (30)
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where ρv = −∇·M is the volume charge distribution of the isolated domain wall in multilayers that can be expressed
as:
ρv(r) =
N−1∑
j=0
sin(ψj)
Ms
∆j
tanh(x/∆j)
cosh(x/∆j)
θ(T /2− |z − jP − T /2|)θ(L/2− |y − L/2|) (31)
The multilayer volume-volume stray field energy for an isolated domain wall σ1,Nd,v has already been calculated by
Büttner [6]. Slightly modifying in it to account for layer-dependent domain wall width and angle, we obtain:
σNdw=1,Nl=Nd,v =
piµ0M
2
s
NP
N−1∑
i=0
N−1∑
i′=0
sin(ψi) sin(ψi′)
× [Gii′ (|(i− i′)P + T |) +Gii′ (|(i− i′)P − T |)− 2Gii′ (|(i− i′)P|)] , (32)
where T is the single magnetic layer thickness, P is the reduced multilayer periodicity, and G(α):
Gij(α,∆i,∆j) =
∆i∆i′
4
∫ +∞
0
dk
e−kα + kα− 1
k cosh
(
pi∆ik
2
)
cosh
(
pi∆jk
2
) (33)
Let us assume that ∆i is fixed. Then we can substitute the variables and simplify the equation as
σ1,Nd,v =
piµ0M
2
s∆
2
NP
N−1∑
i=0
N−1∑
i′=0
sin(ψi) sin(ψi′)
[
Gv
( |(i− i′)P + T |
2pi∆
)
+Gv
( |(i− i′)P − T |
2pi∆
)
− 2Gv
( |(i− i′)P|
2pi∆
)]
,
(34)
Gv(α) =
1
4
∫ +∞
0
dq
e−qα + qα− 1
q cosh2(q/4)
=
− 2
{
Ψ−2(α+ 1)−Ψ−2
(
α+
1
2
)
− α ln(Γ(α+ 1))
+α ln
[
Γ
(
α+
1
2
)]
−Ψ−2(1) + Ψ−2
(
1
2
)}
, (35)
where Ψ−2(z) =
∫ z
0
dt ln Γ(t) is the second anti-derivative of the digamma function.
2. Surface-Surface stray field energy
Consider now the surface-surface dipolar term of the isolated domain wall, which can be generally expressed as:
σNdw=1,Nl=Nd,s =
µ0
8piLNP
∫∫
d3rd3r′ρs(r)
1
|r− r′|ρs(r
′) (36)
The surface charge density ρs is defined by the the out-of-plane component of the magnetization :
ρs(r) =Ms
N−1∑
j=0
± tanh(x/∆j) [δ(z − Pj − T )− δ(z − Pj)] θ(L/2− |y − L/2|) (37)
Subtracting the energy of a state with a sharp domain wall, Eq. (36) then becomes:
σ1,Nd,s =
µ0M
2
s
8piLNP
N−1∑
j=0
N−1∑
j′=0
∫∫
d3rd3r′ [tanh(x/∆j) tanh(x′/∆j′)− sgn(x)sgn(x′)] 1|r− r′|×
× [δ(z − Pj − T )− δ(z − Pj)] [δ(z′ − Pj′ − T )− δ(z′ − Pj′)] (38)
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after the substitution z − Pj → z, z′ − Pj′ → z′, we get
σ1,Nd,s =
µ0M
2
s
8piLNP
N−1∑
j=0
N−1∑
j′=0
∫∫
d3rd3r′
[tanh(x/∆j) tanh(x
′/∆j′)− sgn(x)sgn(x′)]√
(x− x′)2 + (y − y′)2 + (z − z′ + (j − j′)P)2×
× [δ(z − T )− δ(z)] [δ(z′ − T )− δ(z′)] (39)
With the tools provided in Ref. [6], the integration along y and z can be performed analytically. In the limit L→∞,
the integration kernel reads
hs (x, T , (j − j′)P) = lim
L→∞
1
2L
∫ L
0
∫ L
0
dydy′
∫ T
0
∫ T
0
dzdz′
(δ(z − T )− δ(z))(δ(z′ − T )− δ(z′))√
x2 + (y − y′)2 + (z − z′ + (j − j′)P)2
=
1
2
[2h (x, (j − j′)P)− h (x, T − (j − j′)P)− h (x, T + (j − j′)P)] , (40)
where h(x, z) = − ln(x2 + z2). We thus obtain
σ1,Nd,s =
µ0M
2
s
4piNP
N−1∑
j=0
N−1∑
j′=0
∫∫ ∞
−∞
dxdx′ [tanh(x/∆j) tanh(x′/∆j′)− sgn(x)sgn(x′)]hs (x− x′, T ) , (41)
Introducing mj(x) = tanh(x/∆j), f(x) = sgn(x), we can use the property of convolution to reduce the double integral
into a single integral in Fourier space:
σ1,Nd,s =
µ0M
2
s
4piNP
√
2pi
N−1∑
j=0
N−1∑
j′=0
∫ ∞
−∞
dk
[
mˆj(k)mˆj′
∗(k)− fˆ2(k)
]
hs (k, T , (j − j′)P) (42)
The Fourier space functions are
mˆj(k)mˆj′
∗(k) =
pi∆j∆j′
2
1
sinh
(
pi∆jk
2
)
sinh
(
pi∆j′k
2
) (43)
fˆ2(k) =
2
pik2
(44)
hˆs (k, T , jP) =
√
2pi
2|k|
(
2e−|jP||k| − e−|T −jP||k| − e−|T+jP||k|
)
(45)
Now, collecting all the terms, we obtain the final result for the stray field energy of a multilayer film with an isolated
domain wall with variable domain wall width and angle
σ1,Nd,s =
µ0M
2
s
2piNP
N−1∑
j=0
N−1∑
j′=0
∫ ∞
−∞
dk
pi2
4
∆j∆j′k
2 1
sinh
(
pi∆jk
2
)
sinh
(
pi∆j′k
2
) − 1
 1
|k|3×
×
(
2e−|(j−j
′)P||k| − e−|T −(j−j′)P||k| − e−|T +(j−j′)P||k|
)
(46)
Since the function is even with respect to k,
σ1,Nd,s =
µ0M
2
s
piNP
N−1∑
j=0
N−1∑
j′=0
∫ ∞
0
dk
pi2
4
∆j∆j′k
2
sinh
(
pi∆jk
2
)
sinh
(
pi∆j′k
2
) − 1
× 2e−|(j−j′)P|k − e−|T −(j−j′)P|k − e−|T+(j−j)P|k
k3
(47)
If we assume that ∆ is fixed, then we can use the analytical integration to reduce it to:
σ1,Nd,s =
µ0M
2
s
piNP
N−1∑
j=0
N−1∑
j′=0
∫ ∞
0
dk
[
pi2
4
∆2k2
sinh2
(
pi∆k
2
) − 1]× 2e−|(j−j′)P|k − e−|T −(j−j′)P|k − e−|T+(j−j′)P|k
k3
(48)
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Substituting q = 2pi∆k, t = T2pi∆ , p =
P
2pi∆ we obtain:
σ1,Nd,s =
µ0M
2
s
piNP
N−1∑
j=0
N−1∑
j′=0
∫ ∞
0
dq
1
2pi∆
[
1
16
q2
sinh2
(
q
4
) − 1]× 2e−|(j−j′)p|q − e−|t−(j−j′)p|q − e−|t+(j−j′)p|q
q3
8pi3∆3 (49)
or
σ1,Nd,s =
4piµ0M
2
s∆
2
NP
N−1∑
j=0
N−1∑
j′=0
∫ ∞
0
dq
[
1
16
q2
sinh2
(
q
4
) − 1]× 2e−|(j−j′)p|q − e−|t−(j−j′)p|q − e−|t+(j−j′)p|q
q3
(50)
Finally, the surface-surface term can be expressed in more compact way as:
σ1,Nd,s = −
piµ0M
2
s∆
2
NP
N−1∑
j=0
N−1∑
j′=0
[
Gs
( |(j − j′)P + T |
2pi∆
)
+Gs
( |(j − j′)P − T |
2pi∆
)
− 2Gs
( |(j − j′)P|
2pi∆
)]
, (51)
where the integral
Gs(x) = 4
∫ ∞
0
dq
e−qx − 1
q3
(
q2
16 sinh2( q4 )
− 1
)
= Ψ(−2)(2x) + x2(2 log(x) + log(4)− 1)− x(1 + 2 ln[Γ(2x)]) (52)
is solved analytically as shown below in the Section ID 5.
3. Surface-Volume stray field energy
Unlike in single layer film, in which mutual surface-volume stray field interactions are cancelled out due to the
symmetry [3] of the system, multilayers should be treated differently. If the domain wall angle ψi changes from layer
to layer in the multilayer film with the multidomain state, then the state becomes asymmetric, so the surface ρs and
the volume charges ρv will start to interact. For an isolated domain wall, the integral of interest is:
σNdw=1,Nl=Nd,sv = 2×
µ0
8piLNP
∫∫
d3rd3r′ρs(r)
1
|r− r′|ρv(r
′), (53)
where the factor of 2 accounts for the fact that there is no double-counting, when we deal with interactions between
the charges of different kind. Plugging the expressions for the respective charges from Eqs. (37), (31), we thus have
σ1,Nd,sv = 2
µ0M
2
s
8piLNP
N−1∑
i=0
N−1∑
j=0
sin(ψi)
∫∫
d3rd3r′
[
± tanh
(
x′
∆j
)]
tanh(x/∆i)
∆i cosh(x/∆i)
1
|r− r′|×
× [δ(z′ − Pj − T )− δ(z′ − Pj)] θ(T /2− |z − Pi− T /2|) (54)
after the substitution z′ − Pj → z′, z − Pi→ z we get
σ1,Nd,sv = ±
µ0M
2
s
4piLNP
N−1∑
i=0
N−1∑
j=0
sin(ψi)
∫∫
d3rd3r′
tanh
(
x′
∆j
)
tanh(x/∆i)
∆i cosh(x/∆i)√
(x− x′)2 + (y − y′)2 + (z − z′ + (i− j)P)2×
× [δ(z′ − T )− δ(z′)] θ(T /2− |z − T /2|) (55)
Now, our system is infinite in y direction, so after evaluating the integral
hsv(x, z, T , (i− j)P) = lim
L→∞
1
L
∫ L
0
dy
∫ L
0
dy′
∫ T
0
dz′
δ(z′ − T )− δ(z′)√
x2 + (y − y′)2 + (z − z′ + (i− j)P)2 =
= h(x, z − T + (i− j)P)− h(x, z + (i− j)P)
= − ln
(
x2 + (z − T + (i− j)P)2
x2 + (z + (i− j)P)2
)
, (56)
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in which we used h defined as [6]:
h(x, z) = lim
L→∞
1
L
∫ L
0
dy
∫ L
0
dy′
1√
(y − y′)2 + x2 + z2 = − ln(x
2 + z2)− 2 + 2 ln(2L) +O(L−1) (57)
We then obtain
σ1,Nd,sv = ±
µ0M
2
s
4piNP
N−1∑
i=0
N−1∑
j=0
sin(ψi)
∫ T
0
dz
∫∫ ∞
−∞
dxdx′ tanh
(
x′
∆j
)
tanh(x/∆i)
∆i cosh(x/∆i)
hsv (x− x′, z, T , (i− j)P) (58)
Since both Λv =
tanh(x/∆i)
∆i cosh(x/∆i)
and Λs = tanh
(
x′
∆j
)
are the functions that have analytical form of the Fourier transform,
we can use the property of convolution to reduce the double integral to a single integral in k space:
σ1,Nd,sv = ±
µ0M
2
s
√
2pi
4piNP
N−1∑
i=0
N−1∑
j=0
sin(ψi)
∫ T
0
dz
∫
dk Λˆs,kΛˆ
∗
v,khˆsv (k, z, T , (i− j)P) (59)
where the Fourier coefficients for Λs, Λv and the Fourier transform of hsv are
Λˆs,k = i∆j
√
pi
2
1
sinh
(
pi∆jk
2
) , (60)
Λˆv,k = ik∆i
√
pi
2
1
cosh
(
pi∆ik
2
) , (61)
Λˆs,kΛˆ
∗
v,k =
pik∆i∆j
2 sinh
(
pi∆jk
2
)
cosh
(
pi∆ik
2
) , (62)
hˆsv (k, z, T , (i− j)P) =
√
2pi
|k|
(
e−|z−T+(i−j)P||k| − e−|z+(i−j)P||k|
)
(63)
Thus, using the fact that the integrand is an even function, we can find:
σ1,Nd,sv = ±
piµ0M
2
s
2NP
N−1∑
i=0
N−1∑
j=0
∆i∆j sin(ψj)
∫ ∞
0
dk
1
sinh
(
pi∆jk
2
)
cosh
(
pi∆ik
2
) ∫ T
0
dz
(
e−k|z−T +(i−j)P| − e−k|z+(i−j)P|
)
(64)
The integral over z′ can be carried out easily, since the multilayer period is always larger than the single magnetic
layer thickness:
∫ T
0
dz
(
e−k|z−T +(i−j)P| − e−k|z+(i−j)P|
)
=

0, i = j
− 4 sinh2( kT2 )e−kP|i−j|k , i < j
4 sinh2( kT2 )e
−kP|i−j|
k , i > j
(65)
Note that the system possesses no surface-volume interactions between charges of one specific layer. Thus, we can
shorten the expression as follows:
σ1,Nd,sv = ±
2piµ0M
2
s
NP
N−1∑
i=0
N−1∑
j=0
∆i∆j sin(ψi)sgn(i− j)
∫ ∞
0
dk
1
k
sinh2(kT2 )e
−kP|i−j|
sinh
(
pi∆jk
2
)
cosh
(
pi∆ik
2
)
= ±2piµ0M
2
s
NP
N−1∑
j=0
N−1∑
i=0
∆i∆j sin(ψi)sgn(i− j)
∫ ∞
0
dk
1
k
e−k|(i−j)P+T | + e−k|(i−j)P−T | − 2e−kP|i−j|
4 sinh
(
pi∆jk
2
)
cosh
(
pi∆ik
2
)
(66)
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Assuming ∆ is constant, the integral can be solved analytically, resulting in:
σ1,Nd,sv = ±
4piµ0M
2
s
NP
N−1∑
j=0
N−1∑
i=0
∆2 sin(ψi)sgn(i− j)
∫ ∞
0
dk
1
k
sinh2(kT2 )e
−kP|i−j|
sinh (pi∆k)
= ±piµ0M
2
s
NP
N−1∑
j=0
N−1∑
i=0
∆2 sin(ψi)sgn(i− j)
∫ ∞
0
dk
1
k
ek(T −P |i−j|) + ek(−T −P |i−j|) − 2e−kP|i−j|
sinh (pi∆k)
(67)
Finally, solving the integral analytically as shown below, we obtain:
σ1,Nd,sv = ±
piµ0M
2
s∆
2
NP
N−1∑
i=0
N−1∑
j=0
sin(ψi)sgn(i− j)
[
Gsv
( |(i− j)P + T |
2pi∆
)
+Gsv
( |(i− j)P − T |
2pi∆
)
− 2Gsv
( |(i− j)P|
2pi∆
)]
(68)
with
Gsv(x) = 2 ln
[
Γ
(
x+
1
2
)]
(69)
4. Integral Gsv
The following integral reduce to:∫ ∞
0
dk
1
k
sinh2(ak)(e−bk + bk − 1)
sinh(ck)
=
∫ b
0
db′
∫ ∞
0
dk
sinh2(ak)(1− e−bk)
sinh(ck)
=
∫ b
0
db′
ψ(0)
(
a+b′
2a
)
+ γ + log(4)
a
=
x(γ + log(4))
a
+ 2 log
(
Γ
(
a+ b
2a
))
− log(pi) (70)
where we used the fact that ∫ ∞
0
dk
1
k
sinh2(ak)e−bk
sinh(ck)
=
1
2
ln
[
Γ
(
1
2 +
b−2a
2c
)
Γ
(
1
2 +
b+2a
2c
)
Γ2
(
1
2 +
b
2c
) ] (71)
5. Integral Gs
The following integration can be reduced to analytical form using a similar approach as in Appendix D of Ref. [6]:∫ ∞
0
dq
e−qx − 1
q3
(
q2
sinh2( q4 )
− 1
)
=
1
4
[
Ψ(−2)(2x) + x2(2 log(x) + log(4)− 1)− x(1 + 2 ln[Γ(2x)])
]
(72)
II. THEORY OF MAGNETIC DOMAINS WITH TWISTED DOMAIN WALLS IN MULTILAYERS
A. Magnetostatic energy of multidomain state with twisted domain walls
Now, consider a multilayer film with the periodic stripe domain pattern of periodicity λ and a width W of one
of the domains. Assuming that we have an infinite film (in x and y direction) with large number M of domains,
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corresponding to 2M domain walls, we are then interested in calculating the total magnetostatic energy normalized
per single domain wall per single multilayer repeat:
σNdw=∞,Nl=Nd =
∑
αβ=vv,ss,sv,vs
lim
M→∞
lim
L→∞
µ0
16piLNPM
∫∫
d3rd3r′ρα(r)
1
|r− r′|ρβ(r
′), (73)
As we will see below, the total magnetostatic energy of such magnetized multidomain multilayers can be expressed as
σ∞,Nd =
λ
4
µ0M
2
s
(
2W
λ
− 1
)2 T
P +
N−1∑
i=0
N−1∑
j=0
F˜s,ij(T ,P,∆, λ,W )
+
N−1∑
i=0
N−1∑
j=0
{
sin(ψi) sin(ψj)F˜v,ij(T ,P,∆, λ,W ) + sin(ψi)sgn(i− j)F˜sv,ij(T ,P,∆, λ,W )
}
(74)
with a generic function F˜α,ij and its dependencies defined as follows
F˜α,ij =
piµ0M
2
s∆
2
NP
∞∑
n=1
sin2
(
pinW
λ
)
n
G˜α,ijn(T ,P,∆, λ), (75)
G˜v,ijn =
2 sinh2(pinTλ )e
− 2pinP|i−j|λ (1− δij) + (e− 2pinTλ + 2pinTλ − 1)δij
cosh2
(
pi2n∆
λ
) (76)
G˜s,ijn =
2e−
2pi|(i−j)P|n
λ − e− 2pi|T −(i−j)P|nλ − e− 2pi|T+(i−j)P|nλ
2 sinh2
(
pi2n∆
λ
) (77)
G˜sv,ijn =
8 sinh2(pinTλ )e
− 2pinP|i−j|λ
sinh
(
2pi2n∆
λ
) (78)
The derived here expressions are valid as long as W > 7∆ [3]. Assuming the magnetic field applied in z direction (in
the absence of currents), the total volumetric energy per single domain wall per layer therefore can be expressed as:
E∞,Ntot (λ,W,∆, ψi) =
2
λ
[
2A
∆
f + 2Ku∆f −Ms
(
1− 2W
λ
)
Bz
fλ
2
+ σ∞,Nd (λ,W,∆, ψi)−
piDf
N
N−1∑
i=0
sin(ψi)
]
(79)
B. Statics of magnetic domains
By performing the energy minimization, we will have the system of four equations:
N−1∑
i=0
N−1∑
j=0
{[
F˜s,ij − λ∂F˜s,ij
∂λ
]
+ sin(ψi) sin(ψj)
[
F˜v,ij − λ∂F˜v,ij
∂λ
]
+ sin(ψi)sgn(i− j)
[
F˜sv,ij − λ∂F˜sv,ij
∂λ
]}
+
[
2A
∆
f + 2Ku∆f − piDfN
N−1∑
i=0
sin(ψi) +WMsBzf + µ0M
2
sWf
(
2W
λ
− 1
)]
= 0 (80)
Msf
[
Bz + µ0Ms
(
2W
λ
− 1
)]
+
N−1∑
i=0
N−1∑
j=0
{
∂F˜s,ij
∂W
+ sin(ψi) sin(ψj)
∂F˜v,ij
∂W
+ sin(ψi)sgn(i− j)∂F˜sv,ij
∂W
}
= 0 (81)
−2A
∆2
f + 2Kuf +
N−1∑
i=0
N−1∑
j=0
∂F˜s,ij
∂∆
+
N−1∑
i=0
N−1∑
j=0
sin(ψi) sin(ψj)
∂F˜v,ij
∂∆
+
N−1∑
i=0
N−1∑
j=0
sin(ψi)sgn(i− j)∂F˜sv,ij
∂∆
= 0 (82)
− 1N piDf +
N−1∑
j=0
(1 + δij) F˜v,ij(∆,W ) sin(ψj) +
N−1∑
j=0
F˜sv,ij(∆,W )sgn(i− j) = 0 (83)
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The number of independent equations can be reduced from four to three, since similarly to the isolated wall case
(Eq. (20)), the variable ψi from Eq. (83) can be disentangled using similar matrix operations:
sin(ψi) = f˜
N−1∑
j=0
[(1 + δij) F˜v,ij(∆,W )]
−1
[
piDf
N 1j −
N−1∑
k=0
F˜sv,jk(∆,W )sgn(j − k)
] (84)
C. Derivation of the stray field energy of magnetic domains with twisted walls
1. Surface-Surface stray field energy
The surface stray field is generated by the following surface charge distribution:
ρs(r) =
N−1∑
i=0
Λs(x, λ,W ) [δ(z − Pi− T )− δ(z − Pi)] θ(L/2− |y − L/2|) (85)
Λs(x, λ,W ) = Ms
M−1∑
m=−M+1
[
1 + tanh
(
x−m′λ
∆
)
− tanh
(
x−m′λ+W
∆
)]
(86)
Note that the function Λs can be expressed as a convolved binary square wave Π:
(a) (b)
Figure 3. Distribution of surface charges in a magnetic layer with multidomain stripe state with periodicity λ = 45∆
and minority domain size of Wmin = 15∆ possessing domain walls. (a) Absolute values given by our theory (continuous lines)
and by the binary stripe state (dashed lines) and (b) their relative difference.
Λs(x, λ,W ) = (ρ1 ∗Π)(x) (87)
Π(x, λ,W ) =
M−1∑
m=−M+1
[2θ(x−mλ)− θ(x−mλ+W )− θ(x−mλ− λ+W )] (88)
ρ1(x,∆) =
Ms
2∆
1
cosh2(x/∆)
(89)
Surface-surface component of Eq. (73) for large number of domain walls then becomes:
σ2M,Nd,s =
µ0
16piLNPM
N−1∑
i=0
N−1∑
i′=0
∫∫
d3rd3r′Λs(x, λ,W )Λs(x′, λ,W )
1
|r− r′|×
× [δ(z − Pi− T )− δ(z − Pi)] [δ(z′ − Pi′ − T )− δ(z′ − Pi′)] (90)
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after the substitution z − Pj → z, z′ − Pj′ → z′ we get
σ2M,Nd,s =
µ0
16piLNPM
N−1∑
i=0
N−1∑
i′=0
∫∫
d3rd3r′
Λs(x, λ,W )Λs(x
′, λ,W )√
(x− x′)2 + (y − y′)2 + (z − z′ + (i− i′)P)2×
× [δ(z − T )− δ(z)] [δ(z′ − T )− δ(z′)] (91)
With the tools provided in Ref. [6], the integration along y and z can be performed analytically. In the limit L→∞,
the integration kernel reads
hs (x, T , (i− i′)P) = lim
L→∞
1
2L
∫ L
0
∫ L
0
dydy′
∫ T
0
∫ T
0
dzdz′
(δ(z − T )− δ(z))(δ(z′ − T )− δ(z′))√
x2 + (y − y′)2 + (z − z′ + (i− i′)P)2
=
1
2
[2h (x, (i− i′)P)− h (x, T − (i− i′)P)− h (x, T + (i− i′)P)] , (92)
where h(x, z) = − ln(x2 + z2). We thus obtain
σ2M,Nd,s =
µ0
8piNPM
N−1∑
i=0
N−1∑
i′=0
∫∫ ∞
−∞
dxdx′Λs(x, λ,W )Λs(x′, λ,W )hs (x− x′, T ) (93)
Recognizing that Λs is a periodic function in the limitM→∞, we can use Eq. (135) to reduce the double integral
to the sum in k space:
σ∞,Nd,s =
µ0
√
2piMλ
8piNPM
N−1∑
i=0
N−1∑
i′=0
∑
k
Λˆs,kΛˆ
∗
s,khˆs (k, T , (i− i′)P) (94)
The Fourier coefficients for Λs can be found using the derived property of convolution (Eq. (138)),
Λˆs,k[Λˆs,k]
∗ =

4pi2M2s∆i∆i′ sin
2( kW2 )
λ sinh
(
pi∆ik
2
)
sinh
(
pi∆
i′k
2
) , k 6= 0
M2s
(
1− 2Wλ
)2
, k = 0
(95)
and the Fourier space function of hs is:
hˆs (k, T , jP) =
√
2pi
2|k|
(
2e−|jP||k| − e−|T −jP||k| − e−|T+jP||k|
)
(96)
We can use Λs from Eq. (95) and the fact that the function under the sum remains the same after the substitution
k → −k, resulting in:
σ∞,Nd,s =
λ
4
µ0M
2
s
(
2W
λ
− 1
)2 T
P+
+
2µ0
√
2piMλ
8piNPM
N−1∑
i=0
N−1∑
i′=0
∞∑
k=2pi/λ
4pi2M2s∆i∆i′ sin
2
(
kW
2
)
λ2 sinh
(
pi∆ik
2
)
sinh
(
pi∆i′k
2
)√2pi
2k
(
2e−|(i−i
′)P|k − e−|T −(i−i′)P|k − e−|T +(i−i′)P|k
)
(97)
and further,
σ∞,Nd,s =
λ
4
µ0M
2
s
(
2W
λ
− 1
)2 T
P+
+
pi2µ0M
2
s
NPλ
∞∑
k=2pi/λ
N−1∑
i=0
N−1∑
i′=0
∆i∆i′ sin
2
(
kW
2
)
k sinh
(
pi∆ik
2
)
sinh
(
pi∆i′k
2
) (2e−|(i−i′)P|k − e−|T −(i−i′)P|k − e−|T+(i−i′)P|k) (98)
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The frequencies k in Fourier space can be expressed in terms of integer numbers as k = 2pin/λ. Thus,
σ∞,Nd,s =
λ
4
µ0M
2
s
(
2W
λ
− 1
)2 T
P+
+
piµ0M
2
s
2NP
∞∑
n=1
N−1∑
i=0
N−1∑
i′=0
∆i∆i′ sin
2(pinWλ )
n sinh
(
pi2n∆i
λ
)
sinh
(
pi2n∆i′
λ
) (2e− 2pi|(i−i′)P|nλ − e− 2pi|T −(i−i′)P|nλ − e− 2pi|T+(i−i′)P|nλ ) (99)
Or, in a shorter form:
σ∞,Nd,s =
λ
4
µ0M
2
s
(
2W
λ
− 1
)2 T
P+
+
piµ0M
2
s
2NP
∞∑
n=1
sin2(pinWλ )
n
N−1∑
i=0
N−1∑
i′=0
∆i∆i′
sinh
(
pi2n∆i
λ
)
sinh
(
pi2n∆i′
λ
)fn(i− i′) (100)
with
fn(α) = 2e
− 2pi|αP|nλ − e− 2pi|T −αP|nλ − e− 2pi|T+αP|nλ (101)
2. Volume-Volume stray field energy
Now consider the volume-volume component of magnetostatic energy. Analogously to the previous section, the
volume charges integral of interest can be expressed as with the following volume charge distribution:
ρv(r) =
N−1∑
j=0
sin(ψj)Λv(x, λ,W,∆)θ(T /2− |z − jP − T /2|)θ(L/2− |y − L/2|) (102)
Λv(x, λ,W,∆) = (ρ2 ∗X)(x) (103)
X(x, λ,W ) =
M−1∑
m=−M+1
[δ(x−mλ)− δ(x−mλ+W )] (104)
ρ2(x,∆) = −∇ ·M = Ms
∆
tanh(x/∆)
cosh(x/∆)
, (105)
WhereX is a general notation for the Dirac comb function. Volume-volume component of Eq. (73) then becomes:
σ2M,Nd,v =
µ0
16piLNPM
N−1∑
j=0
N−1∑
j′=0
sin(ψj) sin(ψj′)
∫∫
d3rd3r′Λv(x, λ,W )Λv(x′, λ,W )
1
|r− r′|×
× θ(T /2− |z − jP − T /2|)θ(T /2− |z′ − j′P − T /2|) (106)
after the substitution z − Pj → z, z′ − Pj′ → z′ we get
σ2M,Nd,v =
µ0
16piLNPM
N−1∑
j=0
N−1∑
j′=0
sin(ψj) sin(ψj′)
∫∫
d3rd3r′
Λv(x, λ,W )Λv(x
′, λ,W )√
(x− x′)2 + (y − y′)2 + (z − z′ + (j − j′)P)2×
× [δ(z′ − T )− δ(z′)] θ(T /2− |z − T /2|) (107)
Now, our system is infinite in y direction, so results of Büttner [6] et al.,
h(x, z) = lim
L→∞
1
L
∫ L
0
dy
∫ L
0
dy′
1√
(y − y′)2 + x2 + z2 = − ln(x
2 + z2)− 2 + 2 ln(2L) +O(L−1) (108)
For which by using the antisymmetry of the system we can remove the terms that would vanishing after the integration
over x, leaving
hv(x, z) = − ln(x2 + z2) (109)
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Figure 4. Distribution of volume charges in a magnetic layer with multidomain stripe state with periodicity
λ = 45∆ and minority domain size of Wmin = 15∆, possessing Neel domain walls of fixed chirality.
we thus obtain
σ2M,Nd,v =
µ0
16piNPM
N−1∑
j=0
N−1∑
j′=0
sin(ψj) sin(ψj′)
∫∫ T
0
dzdz′
∫∫ ∞
−∞
dxdx′Λv(x, λ,W )Λv(x′, λ,W )hv (x− x′, z − z′ + (j − j′)P)
(110)
Recognizing that Λv is a periodic function in the limitM→∞, we can use Eq. (135) to reduce the double integral
to the sum in k space:
σ∞,Nd,v =
µ0
√
2piMλ
16piNPM
N−1∑
j=0
N−1∑
j′=0
sin(ψj) sin(ψj′)
∑
k
Λˆv,kΛˆ
∗
v,k
∫∫ T
0
dzdz′hˆv (k, z − z′ + (j − j′)P) (111)
The fourier coefficients for Λv can be found using the derived property of convolution (Eq. (138)), resulting in:
Λˆv,k[Λˆv,k]
∗ =
4pi2M2s k
2∆j∆j′ sin
2
(
kW
2
)
λ2 cosh
(
pi∆jk
2
)
cosh
(
pi∆j′k
2
) , (112)
The Fourier transform of hˆv(k, z) reads:
hˆv(k, z) =
√
2pi
1
|k|e
−|z||k| (113)
Also, the double integral over dz, dz′ has already been found by Büttner et al.[6]:∫∫ T
0
dzdz′hˆv (k, z − z′ + jP) =
=
√
2pi
|k|3 (e
−|jP−T ||k| + e−|jP+T ||k| − 2e−|jP||k| + |jP − T ||k|+ |jP + T ||k| − 2|jP||k|) (114)
Thus, we have
σ∞,Nd,v =
pi2µ0M
2
s
2PNλ
N−1∑
j=0
N−1∑
j′=0
∆j∆j′ sin(ψj) sin(ψj′)
∞∑
k=−∞
sin2
(
kW
2
)
|k| cosh
(
pi∆jk
2
)
cosh
(
pi∆j′k
2
)
× (e−|(j−j′)P−T ||k| + e−|(j−j′)P+T ||k| − 2e−|(j−j′)P||k| + |(j − j′)P − T ||k|+ |(j − j′)P + T ||k| − 2|(j − j′)P||k|)
(115)
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The frequencies k in Fourier space can be expressed in terms of integer numbers as k = 2pin/λ. Also, the function
under the integral remains the same after the substitution k → −k, and also becomes zero at k = 0. Thus
σ∞,Nd,v =
piµ0M
2
s
2PN
N−1∑
j=0
N−1∑
j′=0
∆j∆j′ sin(ψj) sin(ψj′)
∞∑
n=1
sin2
(
pinW
λ
)
×
exp[− 2pin|(j−j′)P+T |λ ] + exp[− 2pin|(j−j′)P−T |λ ]− 2 exp[− 2pin|(j−j′)P|λ ] + 2pin|(j−j′)P+T |λ + 2pin|(j−j′)P−T |λ − 2 2pin|(j−j′)P|λ
n cosh
(
pi2n∆j
λ
)
cosh
(
pi2n∆j′
λ
)

(116)
where we also recognized that n = 0 term vanishes. Simplifying it, we get:
σ∞,Nd,v =
piµ0M
2
s
PN
∞∑
n=1
sin2
(
pinW
λ
)
n
N−1∑
j=0
N−1∑
j′=0
∆j∆j′ sin(ψj) sin(ψj′)
cosh
(
pi2n∆j
λ
)
cosh
(
pi2n∆j′
λ
)gn(j − j′)
gn(α) =
{
2 sinh2(pinTλ )e
− 2pinP|α|λ , α 6= 0
e−
2pinT
λ + 2pinTλ − 1, α = 0
(117)
3. Surface-Volume stray field energy
If the domain wall angle ψ changes from layer to layer in the multilayer film with the multidomain state, then the
state becomes asymmetric, so the surface and volume charges will start to interact. Assuming the system possesses
an infinite number of domains, the integral of interest is with the surface charge distribution from Eq. (85) and
the volume charge distribution from Eq. (102). Therefore, the surface-volume component of magnetostatic energy
(Eq. (73)) can be expressed as:
σ2M,Nd,sv = 2
µ0
16piLNPM
N−1∑
i=0
N−1∑
j=0
sin(ψj)
∫∫
d3rd3r′Λs(x, λ,W )Λv(x′, λ,W )
1
|r− r′|×
× [δ(z − Pi− T )− δ(z − Pi)] θ(T /2− |z′ − jP − T /2|) (118)
after the substitution z − Pi→ z, z′ − Pj → z′ we get
σ2M,Nd,sv =
µ0
8piLNPM
N−1∑
i=0
N−1∑
j=0
sin(ψj)
∫∫
d3rd3r′
Λs(x, λ,W )Λv(x
′, λ,W )√
(x− x′)2 + (y − y′)2 + (z − z′ + (i− j)P)2×
× [δ(z − T )− δ(z)] θ(T /2− |z′ − T /2|) (119)
Now, our system is infinite in y direction, so after evaluating the integral
hsv(x, z
′, T , (i− j)P) = lim
L→∞
1
L
∫ L
0
dy
∫ L
0
dy′
∫ T
0
dz
δ(z − T )− δ(z)√
x2 + (y − y′)2 + (z − z′ + (i− j)P)2 =
= h(x, T − z′ + (i− j)P)− h(x,−z′ + (i− j)P)
= − ln
(
x2 + (z′ − T + (j − i)P)2
x2 + (z′ + (j − i)P)2
)
(120)
in which we used h from Eq. (108), we thus obtain
σ∞,Nd,sv =
µ0
8piNPM
N−1∑
i=0
N−1∑
j=0
sin(ψj)
∫ T
0
dz′
∫∫ ∞
−∞
dxdx′Λs(x, λ,W )Λv(x′, λ,W )hsv (x− x′, z′, T , (i− j)P) (121)
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Since both Λv and Λs are periodic functions, we can use Eq. (135) to reduce the double integral to a single integral
in k space:
σ∞,Nd,sv =
µ0
√
2piMλ
8piNPM
N−1∑
i=0
N−1∑
j=0
sin(ψj)
∫ T
0
dz′
∑
k
Λˆs,kΛˆ
∗
v,khˆsv (k, z
′, T , (i− j)P) (122)
where the Fourier coefficients for Λs, Λv and the Fourier transform of hsv are
Λˆs,kΛˆ
∗
v,k =
4pi2M2s k∆i∆j sin
2
(
kW
2
)
λ2 sinh
(
pi∆ik
2
)
cosh
(
pi∆jk
2
) , (123)
hˆsv (k, z
′, T , (i− j)P) =
√
2pi
|k|
(
e−|z
′−T+(j−i)P||k| − e−|z′+(j−i)P||k|
)
(124)
Now, the sum in k space can be simplified as:
∞∑
k=−∞
Λˆs,kΛˆ
∗
v,khˆsv (k, z
′, T , (i− j)P) = 8pi
2
√
2piM2s∆i∆j
λ2
∞∑
k=2pi/λ
sin2
(
kW
2
)
sinh
(
pi∆ik
2
)
cosh
(
pi∆jk
2
) (e−k|z′−T+(j−i)P| − e−k|z′+(j−i)P|)
(125)
Thus,
σ∞,Nd,sv =
2pi2µ0M
2
s
NPλ
N−1∑
i=0
N−1∑
j=0
∆i∆j sin(ψj)
∞∑
k=2pi/λ
sin2
(
kW
2
)
sinh
(
pi∆ik
2
)
cosh
(
pi∆jk
2
) ∫ T
0
dz′
(
e−k|z
′−T+(j−i)P| − e−k|z′+(j−i)P|
)
(126)
The integral over z′ can be carried out easily, since the multilayer period is always larger than the single magnetic
layer thickness:
∫ T
0
dz′
(
e−k|z
′−T+(j−i)P| − e−k|z′+(j−i)P|
)
=

0, i = j
4 sinh2( kT2 )e
−kP|i−j|
k , i < j
− 4 sinh2( kT2 )e−kP|i−j|k , i > j
(127)
Note that the system possesses no surface-volume interactions between charges of one specific layer.
σ∞,Nd,sv =
8pi2µ0M
2
s
NPλ
∞∑
k=2pi/λ
sin2
(
kW
2
)
sinh2(kT2 )
k
N−1∑
j=0
N−1∑
i=0
∆i∆j sin(ψj)e
−kP|i−j|sgn(j − i)
sinh
(
pi∆ik
2
)
cosh
(
pi∆jk
2
) (128)
Plugging in k = 2pin/λ, we finally obtain:
σ∞,Nd,sv =
4piµ0M
2
s
NP
∞∑
n=1
sin2
(
pinW
λ
)
sinh2(pinTλ )
n
N−1∑
i=0
N−1∑
j=0
∆i∆j sin(ψj)e
− 2pinP|i−j|λ sgn(j − i)
sinh
(
pi2n∆i
λ
)
cosh
(
pi2n∆j
λ
) (129)
4. Discrete Fourier space identities
Analogously to Ref 3, consider periodic real valued functions f(x) and g(x). They have the following discrete
representation in Fourier space:
f(x) =
∑
k
fˆke
ikx =
∑
k
fˆ∗k e
−ikx (130)
g(x) =
∑
k′
gˆk′e
ik′x =
∑
k′
gˆ∗k′e
−ik′x, (131)
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where fˆk, gˆk′ are the Fourier coefficients of g and f . Suppose we want to calculate the following integral:
I =
∫∫
dxdx′f(x)g(x′)h(x− x′), (132)
which also has an additional function h. The integral can be expressed as
I =
∫∫
dxdx′
∑
k,k′
fˆkgˆ
∗
k′e
ikxe−ik
′x′h(x− x′)
=
∫∫
dxdx′
∑
k,k′
fˆkgˆ
∗
k′e
ik(x−x′)ei(k−k
′)x′h(x− x′) (133)
Introducing the substitution (x, x′)→ (y, x′), where y = x− x′ we get:
I =
∫
dy
∑
k,k′
fˆkgˆ
∗
k′e
ikyh(y)
∫
dx′ei(k−k
′)x′ (134)
We can express
∫
dx′ei(k−k
′)x′ as Nλδk,k′ , where δk,k′ is the Kronecker delta, N is the number of periods along the x
dimension (which we will set to infinity at a later stage) and λ is the period length, so Nλ is the total length of the
sample. Therefore,
I = Nλ
∫
dy
∑
k,k′
fˆkgˆ
∗
k′e
ikyh(y)δk,k′
= Nλ
∑
k
fˆkgˆ
∗
k
∫
dyh(y)eiky
=
√
2piNλ
∑
k
fˆkgˆ
∗
khˆ(k) (135)
5. Fourier coefficients of convolved functions
First, consider the function:
F (x) = (f ∗ g)(x), (136)
where g(x) is a periodic function with a period λ, and f(x) is a regular real valued function. Then their convolution
F (x) is also a periodic function with a period λ:
Fˆk =
1
λ
∫
dx(f ∗ g)(x)e−ikx
=
1
λ
∫
dx
∫
dx′g(x− x′)f(x′)e−ikx
=
1
λ
∫
dx
∫
dx′g(x− x′)f(x′)e−ik(x−x′)e−ikx′ (137)
Introducing the substitution (x, x′)→ (y, x′), where y = x− x′ we obtain:
Fˆk =
1
λ
∫
dyg(y)e−iky
∫
dx′f(x′)e−ikx
′
=
√
2pigˆk[fˆ(k)]
∗ (138)
6. Fourier coefficients of Λs
The fourier coefficients for Λs can be found using the derived property of convolution (Eq. (138)) as
Λˆs,k =
√
2pi[Πˆk]
∗ρˆ1(k), (139)
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where
Πˆk =
1
λ
∫ 0
−W
−1dxe−ikx + 1
λ
∫ λ−W
0
1dxe−ikx
=
(2− eikW (1 + e−ikΛ))
ikλ
(140)
ρˆ1(k) =
1√
2pi
∫ ∞
−∞
Ms
2∆
1
cosh2(x/∆)
eikxdx
=
Msk∆
2
√
pi
2
1
sinh
(
pi∆k
2
) (141)
Note that k = 2pin/λ, with n ∈ N, therefore e−ikλ ≡ 0 unless k = 0. We then finally obtain Λˆs,k
Λˆs,k =
{
Mspi∆(1−e−ikW )i
λ sinh(pi∆k2 )
, k 6= 0
Ms
(
1− 2Wλ
)
, k = 0
(142)
Λˆs,k[Λˆs,k]
∗ =

(
2piMs∆ sin( kW2 )
λ sinh(pi∆k2 )
)2
, k 6= 0
M2s
(
1− 2Wλ
)2
, k = 0
, (143)
7. Fourier coefficients of Λv
Analogously, the fourier coefficients for Λv can be found as
Λˆv,k =
√
2pi[Xˆk]∗ρˆ2(k), (144)
where
Xˆk =
1
λ
∫ λ/2
−λ/2
dx[δ(x)− δ(x+W )]e−ikx
=
1
λ
∫ λ/2
−λ/2
dx
∫
dk′eik
′x(1− eik′W )e−ikx
=
1
λ
∫
dk′(1− eik′W )
∫ λ/2
−λ/2
dxei(k
′−k)x
=
1
λ
∫
dk′(1− eik′W )δ(k′ − k)
=
1− eikW
λ
(145)
ρˆ2(k) =
1√
2pi
∫ ∞
−∞
Ms
∆
tanh(x/∆)
cosh(x/∆)
eikxdx
= Msik∆
√
pi
2
1
cosh
(
pi∆k
2
) (146)
Therefore,
Λˆv,k =
piMsk∆
(
1− e−ikW ) i
λ cosh
(
pi∆k
2
) , (147)
Λˆv,k[Λˆv,k]
∗ =
2pi2M2s k
2∆2 [1− cos (kW )]
λ2 cosh2
(
pi2∆k
λ
) = (2piMsk∆ sin (kW2 )
λ cosh
(
pi∆k
2
) )2 , (148)
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III. THEORY OF MULTILAYER SKYRMIONS
The statics and current-driven dynamics of skyrmions in multilayers can be derived by extending the recent single
layer (large R) skyrmion theory [7]. Here, we assume that the equilibrium domain wall parameters ∆, ψi are known
parameters (see Section IB for details). Assuming that skyrmions are circular, magnetostatically coupled, and possess
no defects, we can re-express the Eq. S37 from Ref [7] to account for the multilayer formalism [8]:
Esk,Ntot (R,∆, ψi, Bz) = 2pidRσ
1,N
tot (∆, ψi)
+ aR− bR ln (R/d) + cBzR2 (149)
with constants defined as
a = −µ0M2s (PN )2[6 ln(2)− 1] (150)
b = 2µ0M
2
s (PN )2 (151)
c = −2piPNMs (152)
d = PN (153)
The equilibrium radius can be found by minimizing Esk,Ntot with respect to R (assuming ∆, ψi, Bz are given).
Now, for skyrmion dynamics, we need to start from the Thiele equation [9] extended to multilayers via the First
Newton’s law:
N ( ~˜G× ~v − αD˜~v) +
N−1∑
i=0
~Fi = ~0, (154)
with the following parameters defined in Ref. 7:
~˜G = (0, 0,−4piN)T (155)
D˜ = piIA(R/∆) (156)
~Fi = − ~γθSH
2eMsT N∆ID(R/∆)Rˆ(ψi − pi/2)
~j, (157)
where the factor pi/2 stems from the differences in our definition of ψ and in Ref. 7, and
IA(ρ) = 2ρ+
2
ρ
+ 1.93(ρ− 0.65) exp[−1.48(ρ− 0.65)] (158)
ID(ρ) = piρ+
1
2
exp(−ρ) (159)
Steady-state skyrmion velocity and hall angle (i.e. the angle between the velocity and the current direction) can be
found in a straightforward manner by assuming that current flows in x direction, and that skyrmions remains circular,
without topological defects, magnetostatically coupled and preserving its static configuration [10]. We then can apply
a similar logic as in Ref [7], but substituting sin(ψ) → ∑N−1i=0 sin(ψi)/N , and cos(ψ) → ∑N−1i=0 cos(ψi)/N , which
eventually results in
|v| = j pi~γ∆θSHID(ρ)
2eMsT
√
G˜2 + D˜2α2
f˜ (160)
ξ′ = atan2(G˜, D˜α)− (ψ˜ − pi/2) + piΘ(θSHN), (161)
With the following constants that are captured only in our 3D model
f˜ =
√(∑N−1
i=0 cos(ψi)
)2
+
(∑N−1
i=0 sin(ψi)
)2
N (162)
ψ˜ = atan2
(N−1∑
i=0
sin(ψi),
N−1∑
i=0
cos(ψi)
)
(163)
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