



ADVANCED MODELING APPROACHES FOR 









A THESIS SUBMITTED 
FOR THE DEGREE OF DOCTOR OF 
PHILOSOPHY 
DEPARTMENT OF ELECTRICAL AND 
COMPUTER ENGINEERING 








This thesis not only represents the end of my exciting and beneficial Ph.D 
journey, but also the lessons of how to be a self-motivated and critique 
researcher. It is a great pleasure and a good opportunity to express my 
gratitude to those who love and support me during past fruitful years.  
Foremost, I would like to thank my supervisor, Dr. Guo Yong-Xin. 
Without his support and guidance, this work will not be achievable. He 
inspired me to become an independent researcher and demonstrate how far a 
brilliant and hardworking scientist can carry out. 
Secondly, I would like to give my hearty thanks to Dr. Zhong Zheng for 
the detailed and meaningful discussions. In addition, I am very thankful to Mr. 
He Miao and Mr. Huang andong. It is very exciting and interesting to share 
some brilliant ideas together. Meanwhile, I would like to thank all the fellow 
researchers for their help: Dr. Duan Zhu, Dr. Bi Xiaojun, Dr. Sun Hucheng, Dr. 
Bao Xiaoyue, Dr. Wang Lei, Dr. Panli, Mr. Liu Changrong, Dr. Wu Linsheng, 
Miss Xu Lijie, Miss Ren Rui, and Miss Lei Wen. 
Finally but not the least, I would like to thank my family. My parents‘ 
endless love and support are the keys to the success of my research career. 
Also, I am sincerely thankful for my girlfriend Long Xingchen. Her 





Table of Contents 
Declaration .......................................................................................................... i 
Acknowledgements ............................................................................................ ii 
Table of Contents ..............................................................................................iii 
Summary ........................................................................................................... vi 
List of Tables ..................................................................................................viii 
List of Figures ................................................................................................... ix 
List of Symbols .............................................................................................. xvii 
List of Acronyms ............................................................................................ xix 
Chapter 1 Introduction .................................................................................. 1 
1.1 Overview of Microwave Field Effect Transistors ................................. 1 
1.2 Overview of device modeling ................................................................ 4 
1.3 Overview of behavioral modeling ......................................................... 5 
1.4 Thesis Outline ........................................................................................ 6 
1.5 Original Contributions ........................................................................... 8 
1.6 Publications ............................................................................................ 9 
Chapter 2 Fundamental and Device Modeling ........................................... 11 
2.1 Introduction .......................................................................................... 11 
2.2 Device Physics ..................................................................................... 12 
2.3 Basic Operation of FETs ...................................................................... 14 
2.4 Semi-physical Explanation of the Small-signal Equivalent Circuit 
model ............................................................................................................. 15 
2.4.1 Parasitic Resistance ...................................................................... 16 
2.4.2 Parasitic Capacitance .................................................................... 16 
2.4.3 Parasitic Inductance ...................................................................... 17 
2.4.4 Transconductance gm .................................................................... 17 
 iv 
 
2.4.5 Intrinsic Capacitance .................................................................... 18 
2.4.6 Charging Resistance ..................................................................... 18 
2.4.7 Transit Delay ................................................................................ 18 
2.4.8 Output Conductance ..................................................................... 19 
2.5 Available and Traditional Small-signal modeling method .................. 19 
2.5.1 Literature Review ......................................................................... 19 
2.5.2 Important Techniques in Parameter Extraction ............................ 21 
2.6 Characteristic and Available Methods of Large-signal model ............ 29 
2.6.1 Main Stream Methods for the Active Device Modeling .............. 29 
2.6.2 Several Key Characteristics of the Large-signal Model ............... 30 
2.6.3 Reviews on the Semi-Physical Large-signal Model ..................... 31 
2.6.4 Dispersion Effect .......................................................................... 32 
2.7 Optimization Overview in Model Generation ..................................... 33 
2.7.1 Some Concerns of Optimization in Device Modeling ................. 33 
2.7.2 Algorithms in unconstrained optimization ................................... 34 
Chapter 3 A Novel 3-D Table-Based Method for Non-Quasi-Static 
Microwave FET Devices Modeling ................................................................. 37 
3.1 Introduction .......................................................................................... 37 
3.2 Small-signal model Generation and Results ........................................ 38 
3.3 Large-signal model Generation ............................................................ 46 
3.4 Large-signal model Verification and Experiment Results ................... 56 
3.5 Conclusion ........................................................................................... 64 
Chapter 4 A Novel Artificial Neural Network Based Hybrid Large-signal 
model of GaAs pHEMTs for Ka-Band Power Amplifiers ............................... 65 
4.1 Introduction .......................................................................................... 65 
4.2 Background and Application of ANN in Modeling ............................. 67 
4.2.1 Background of ANN .................................................................... 67 
4.2.2 Basic Structure of ANN ............................................................... 67 
 v 
 
4.2.3 ANN application in microwave .................................................... 71 
4.3 ANN Based Hybrid Large-signal model Building............................... 72 
4.4 Large-signal model verification and experiment results ...................... 82 
4.5 Conclusion ........................................................................................... 89 
Chapter 5 A Behavioral Modeling Approach for Nonlinear Devices for 
Arbitrary Load Application Considering Memory Effects .............................. 91 
5.1 Introduction .......................................................................................... 91 
5.2 Overview of existing approaches ......................................................... 92 
5.3 Model Formulation .............................................................................. 94 
5.4 Verification ........................................................................................ 101 
5.5 Conclusion ......................................................................................... 110 
Chapter 6 Conclusion and Future Works ................................................. 111 
6.1 Conclusion ......................................................................................... 111 
6.2 Possible future works ......................................................................... 113 







The sub-level model plays an important role in the vital steps in the design 
of various circuits and systems. From the point of microwave circuits, the 
large-signal model is crucial to predicting reliable performances of active 
devices in the design of power amplifiers, mixers, etc. From the point of 
systems, more and more complex systems are proven to be difficult to 
simulate at the transistor level. This phenomenon stimulates the requirements 
for behavioral models.  
In this work, both small-signal and large-signal models for microwave 
filed-effect transistors (FETs) and behavioral models for wireless sub-systems 
have been investigated. Firstly, one novel technology-independent small-
signal model generation method is presented, where the linear polynomial 
regression is adopted to improve the optimization speed and the accuracy of 
the model. The proposed approach is straightforward and suitable for 
wideband application. Secondly, based on the extracted small-signal model, a 
novel large-signal model with integration-path-dependent technology is 
presented to handle the dispersion effect. The consistency between the small-
signal model and the large-signal model is highly reserved through the path-
dependent integration which is creatively introduced to deal with the non-
conservative partial derivative data. In addition, one hybrid electromagnetic 
(EM) and artificial neural network (ANN) model is proposed to improve the 
robustness of the large-signal model. The parasitic effect of the model is 
accurately captured by the distributed components. To deal with the voltage 
 vii 
 
drop on the extrinsic resistors, the intrinsic elements of the model are 
uniformly redistributed by well-trained ANNs. At the same time, attributed to 
the universal approximation ability, ANNs are employed to represent the 
nonlinear voltage-current and voltage-charge relationships within the intrinsic 
part. The proposed models have been successfully applied in Ka-band GaAs 
MMIC power amplifier designs and validated. Finally, one novel black-box 
behavioral model for sub-systems is investigated and developed to handle the 
issues of inaccuracy of high order harmonics in non-50 Ohm environment. 
Also, this frequency-domain model includes the memory effects for wide 
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Chapter 1   Introduction 
Nowadays, RF and microwave technologies play an important role in 
different kinds of wireless communication applications. The development of 
third Generation (3G) and fourth Generation (4G) mobile telecommunication 
technology requires a higher data speed and wider bandwidth. Meanwhile, the 
demand for highly linear power amplifiers with high power and high 
efficiency is expected to meet [1]-[5]. This trend stimulates the improvement 
from the hardware of wireless systems in the view of radio performance. Due 
to the high cost of the approach of cut-and-try, the computer-aid-design 
(CAD) can assist circuit or system designers to predict the performances of the 
products before practically fabricated, which requires accurate sub-level 
models to represent the characteristics of the devices or sub-systems. In this 
chapter, a general overview of the models of microwave field effect transistors 
(FETs) and behavioral model of sub-level systems is presented.   
1.1 Overview of Microwave Field Effect Transistors  
The FETs are voltage-controlled semiconductor devices, of which the 
current flow is from the drain to the source controlled by the voltage on the 
gate electrode. Normally, FETs can be cataloged according to how the 
conducting channel is connected to the gate. Metal-Semiconductor FET 
(MESFET), High Electron Mobility Transistor (HEMT), and pseudomorphic 
HEMT (pHEMT) are commonly used FETs at microwave frequencies.   
Traditionally, Si-based [6]-[8] devices are not expensive and its technology 
process is mature enough to produce reliable performance. Si and LDMOS are 
the most popular power devices in low-frequency application. However, the 
small bandgap of Si limits its output power, which makes it difficult to meet 
the requirement of new generations of communication systems.  Along with 
the growth of new semiconductor technologies, InP based devices are 
developed with better mobility and saturation velocity, which make it 
competitive in high power applications. However, the low breakdown voltage 
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is InP‘s main limitation. In addition, InP‘s substrate is very expensive and 
fragile.  
Due to the high mobility, the Gallium Arsenide (GaAs) FETs have been 
regarded to be a good candidate to meet the demand of high performance at 
microwave frequencies. In 1971, Turner et al fabricated 1um gate length GaAs 
MESFET which is capable of working at 18 GHz [9]. During that period, the 
industry was not that positive about the power handling ability of GaAs 
because its low thermal conductivity is not suitable for high power 
applications. So the interest of GaAs was mainly focused on the low noise 
applications. In 1974, Fujitsu reported a GaAs MESFET with 0.7 W output 
power at 8 GHz [10]. This report changed the industry‘s attitude about the 
capacity of GaAs in high power applications, though there were still some 
difficulties involved, such as the high cost of the substrate and unstable 
performance. The prospect of replacing Si and vacuum tubes drove many 
manufactories and governments to take actions to investigate GaAs 
technologies. The rapid progress of this technology demonstrated that it is a 
good solution for low noise and high power applications. Many studies were 
conducted to improve the device performance, including working frequency, 
maximum output power, power-added-efficiency (PAE) and noise figure [11]. 
Before the 1990s, due to the high cost of fabrication, GaAs FETs were mainly 
developed for the purpose of research and military applications. But in 1990s, 
the GaAs technology was more and more commercialized with reduced cost. 
Nowadays, GaAs has become one of the most important active devices in both 
monolithic microwave integrated circuits (MMIC) and printed circuit board 
(PCB). Typically, the circuits of the GaAs technology include low noise 
amplifiers, power amplifiers, mixers, oscillators, and switches.  Its application 
areas include terrestrial, marine, aviation, satellite wireless communication 
and detection systems. The GaAs technology has been very popular in many 
commercialization industries, such as global mobile communications, satellite 
broadcasting, air traffic management, road traffic control and other 




Recently, GaAs has been challenged by the rapid development of Gallium 
Nitride (GaN) technology. The bandgap of GaAs is 1.4 eV. On the other hand, 
the bandgap of GaN is 3.4 eV, which means that GaN-based devices will have 
higher breakdown voltages. Therefore, GaN is inherently suitable for higher 
bias voltages and higher power applications. In 1996, Wu Y et al. [12] first 
presented AlGaN/GaN HEMT for the large-signal application. The length of 
the gate was 1 um and its transconductance was around 12 mS/mm. In the 
following years, they [13] reported that the output power density of the GaN 
device can be 3 W/mm at 18 GHz. At the same time, Binari [14] reported the 
AlGaN/GaN fabricated on SiC, which was a significant progress on the issue 
of heat dissipation and lattice-mismatch. The high power density is always the 
focus of GaN device fabrication.  In 1999, the GaN device with 9.1 W/mm at 
8.2 GHz was reported by Wu Y [15]. Also, the performance of GaN devices at 
high frequencies drew the attentions of researchers. In 1999, an AlGaN/GaN 
HEMT was reported to be fabricated on the substrate of Si [16], which largely 
contributed to the cost reduction. In 2000, Micovic A et al [17] reported the 
GaN-based power devices with the characteristic frequency of 110 GHz. In 
2009, Sun Haifeng et al. [18] realized a GaN HEMT on the substrate of Si 
with 102 GHz characteristic frequency. At 10 GHz, 2.5 W/mm power density 
is achieved with Vds=15 V.  It can be seen that the trend of GaN research aims 
at low cost, high frequency and high power applications. In industries, GaN-
based devices were commercialized around a decade ago. Endyna [19] 
cooperation released the GaN-based products, both the input and output of 
which were adjusted to 50 Ohm. The breakdown voltage can be as high as 350 
V. The maximum output power can be 180 W. Also, Nitrionex [20] released 
the GaN-based products with Si substrate. At 3.5 GHz, 60 W output power can 
be achieved. 
As GaN-based devices were being developed in the last decade, there are 
many difficulties and limitations to overcome. The quality of the substrate is 
always the fabrication focus of GaN. It is difficult to find a large area GaN 
substrate with good quality, so researchers keep trying to find a suitable 
substrate to replace the GaN substrate. Sapphire can be a potential solution. 
However, it is still mismatched with GaN and the heat conductivity is small, 
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which can limit the output power of AlGaN/GaN HEMT.  Afterwards, SiC 
was used as the substrate of GaN-based devices. The good matching with GaN 
and heat-dissipating ability of SiC make it competitive compared with 
Sapphire. However, the high cost of SiC may restrict its popularization. 
Nowadays, Si is chosen as a good candidate. The heat-dissipating ability of Si 
is inferior compared with SiC, but it is still much better than Sapphire. Many 
researches on the Si substrate are undergoing. AlGaN/GaN HEMT fabricated 
by Picogiga [21] can produce output power density as high as 7 W/mm at 10 
GHz, which is close to the performance of devices with SiC substrate. Except 
for the quality of the substrate, the fabrication process itself is still a challenge. 
In addition, the heat generated during the operation can compromise the 
performance of the GaN-based devices. Moreover, the reliability is also 
another main obstacle to be overcome [22]-[25]. Until now, the failure of the 
devices is not strictly and precisely explained so far. Furthermore, issues that 
the degraded performance of devices accumulates with time are waiting to be 
addressed. At the same time, the device modeling is very crucial to microwave 
circuit designs. As a large sum of heat is involved with the high output power 
of GaN-based devices, it is important to accurately characterize it at 
RF/microwave frequencies, especially to consider the consistency between the 
small-signal model and the large-signal model of the devices.  
1.2 Overview of device modeling 
In the old days, microwave/RF circuits were designed mainly upon the 
experience. Designers normally adjusted the circuit based on the previous 
designs and related results. In this expensive method, iteration is heavily 
needed until the result is satisfactory. At the PCB level, it is possible to adjust 
the circuits after fabrication, but it still kills a large amount of time to do the 
iteration. However, along with the development of MMIC technique which is 
extensively adopted in commercial and military applications, it is difficult to 
do any effective modification after fabrication. Hence, it is crucial to make 
sure the robustness of fabrication of MMICs, especially the cost of MMICs is 
still very high today. To reduce the cost and time needed for iteration, CAD is 
preferred by circuit designers. It allows researchers to simulate and predict the 
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performance of circuits before fabrication. The accuracy and reliability of the 
simulated results largely depend on the computation algorithm and the 
accuracy of the model of devices, which stimulates the requirement for 
accurate models for both passive and active circuits.   
Microwave FET model belongs to the active model, where nonlinearity 
must be included in a large-signal application environment. In general, FETs 
models can be cataloged as physically-based models, empirical models and 
behavioral models. The physically-based model is usually extracted when 
detailed fabrication knowledge is totally known to the model builder. This 
kind of model is closely related to fabrication knowledge, such as material, 
physical size and the number of fingers, which is helpful to understand the 
detailed working principle of the devices. However, this kind of model is not 
widely used due to the difficulty of implementation. In addition, sometimes 
the fabrication knowledge is not available to the model builder for intellectual 
property issues. On the other hand, the empirical model can be regarded as 
semi-physically based model. The equivalent circuit is usually employed to 
represent the physical structure of the devices, though the physical explanation 
is not that rigorous. Measurement data and semi-physical explanation are 
integrated by curve fitting. Nowadays, empirical models are the most popular 
among circuit designers.  Along with the development of measurement 
equipment in the recent decade, it is possible to directly use measurement data 
as behavioral models to represent the characteristics of the device-under-test 
(DUT). However, this kind of model requires a large number of measurement 
dimensions to meet the application requirement in different environments, 
such as different biases, frequencies and input powers, which makes 
measurement very time-consuming.  
1.3 Overview of behavioral modeling 
Microwave and wireless communications systems are becoming more and 
more complex. It turns out that it is difficult and time-consuming to simulate 
the communication systems at the transistor level. This phenomenon 
stimulates the requirements for behavioral models [26]. In addition, the 
transistor model is normally formulated through small-signal measurements. 
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The dispersion effect in nonlinear application is not easy to be captured using 
traditional measurements [27], [28]. The advent of nonlinear measurements 
facilitates the characterization of the subsystem directly in a nonlinear 
environment. The nonlinearity of the subsystems or devices can be straightly 
recorded in behavioral models [26]. Besides, the behavioral models can be 
used to protect the intellectual properties. Engineers can use the behavioral 
models in designing circuits or systems through simulation, but cannot reverse 
the designing or description details from the provided model.  
  The behavioral model can be measurement-based black-box model or 
white-box in which detailed circuit knowledge is known in advance [29]. The 
purpose of the white-box behavioral model mainly aims at order-reduction for 
system simulation. Comparatively, requiring no a priori knowledge of the 
subsystem, the black-box model is regarded as the principal aspect of the 
behavioral model, which is mainly divided into time domain and frequency 
domain. Time-domain models are usually described by nonlinear differential 
equations with inputs and outputs relationships [30]. This kind of model is 
suitable for many simulation algorithms, including transient analysis, 
harmonic balance, and envelope analysis. However, it is necessary to point out 
that the time domain model tends to run into problems [31] when the high 
nonlinearity is encountered. On the other hand, the model formulated in the 
frequency domain is more efficient due to its mathematical expression to 
implementation.   
1.4 Thesis Outline  
This thesis covers the topics upon the microwave FETs modeling and sub-
system behavioral modeling. Original contribution along with some existing 
methods will be presented and discussed in detail.   
Chapter 1 provides a general overview of microwave FETs and sub-system 
behavioral modeling. The history and available approaches are discussed. Also, 
the main scope of this work will be briefed. 
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Chapter 2 discusses the main working principle of microwave FETs and 
existing method for device modeling.  The operation algorithm and physical 
structure of FETs are examined. After that, the semi-physical explanation 
together with a small-signal equivalent model is presented. Detailed small-
signal modeling techniques are investigated for the purpose of providing an 
analytical and robust way for parameter extraction. Some crucial concepts in 
empirical small-signal modeling are discussed. Subsequently, different types 
of large-signal models are discussed to compare the pros and cons.  Finally, a 
brief overview of existing optimization algorithms is presented for 
completeness.  
In chapter 3, a new small-signal model and a new large-signal model are 
proposed. In the process of the small-signal model generation, linear 
regression is adopted to improve the speed of global optimization compared 
with traditional nonlinear optimization. The generated model‘s working 
frequency is up to the millimeter-wave frequency with a good extrapolation 
ability. An excellent agreement between simulation and measurement is 
achieved. The presented approach is verified by different process technologies. 
In addition, a large-signal model considering the dispersion effect is presented. 
The elements of the intrinsic part are usually non-conservative data, which is 
the key phenomenon of the dispersion effect. For the first time, an integration 
path dependent approach is presented to handle the inconsistency between the 
small-signal model and large-signal model.  
In chapter 4, a hybrid large-signal model constructed by artificial neural 
network (ANN) and electromagnetic (EM) modeling is presented. The 
physical dimension of the extrinsic part of the transistor is reserved in the EM 
simulation environment. An advanced interpolation algorithm is proposed 
based on ANN. In addition, ANNs are employed to replace table-based 
method to describe nonlinear functions, which is more robust in convergence 
issue. 
In chapter 5, the sub-system behavioral model is deeply investigated. The 
purpose of the behavioral model is to represent the nonlinearity and 
characteristic of sub-systems, such as power amplifiers and mixers. The trend 
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of the behavioral model is reviewed and different types of behavioral models 
are discussed in this chapter. Finally, a novel behavioral model is presented to 
enhance the accuracy of high order harmonics in high nonlinear environment. 
In addition, memory effect is also included in the presented model. 
In chapter 6, a summary of this thesis is given. Also, possible future work 
based on microwave FETs and sub-system behavioral modeling is provided. 
1.5 Original Contributions  
The original contributions of this work are listed as follows: 
1. A novel small-signal model based on linear regression is presented. 
This model is technology-independent and suitable for different types 
of active devices, such as FETs and diodes. The presented approach 
improves the speed of optimization compared with traditional 
nonlinear curve fitting methods. The accuracy of the model can be up 
to the millimeter-wave frequency in various bias conditions with a 
good extrapolation ability.  
2. To solve the issue of the dispersion effect, a mathematical based 
method is proposed to eliminate the inconsistency between the small-
signal model and the large-signal model. An advanced numerical 
integration technique is introduced to handle the non-conservative data. 
For the first time, rather than traditionally and widely used two-
dimensional nonlinear functions, three-dimensional nonlinear table-
based model is presented to handle the dispersion effect. The presented 
3-D method is technology-independent and verified by GaAs and GaN 
based devices.  
3. A novel hybrid ANN based large-signal model is presented for more 
practical high-frequency applications. This model is based upon 
accurate EM description and advanced application of ANN. To 
precisely describe the EM effect in a high-frequency range, the 
extrinsic part of the proposed model includes both lumped and 
distributed components. To re-grid the discrete data, the bias–
dependent intrinsic elements are determined by ANNs rather than 
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traditional interpolations. The dispersion effect is represented by 
nonlinear sources with the path-dependent integration. The intrinsic 
nonlinear sources are described by piecewise functions constructed by 
ANNs to make this model more robust. To practically verify the 
presented model, an MMIC Ka-band amplifier based on GaAs 
technology is designed to validate the effectiveness of the presented 
model. 
4. A general empirical linearization approach for nonlinear subsystem 
behavior model is presented. The proposed model is flexibly applicable 
to arbitrary load impedance. The characterization of the devices can be 
executed by a large signal network analyzer (LSNA) without the 
external tuners. The high accuracy of the performance of the 
fundamental and higher order harmonics is achieved. In addition, 
memory effect is considered in the simple but effective method in the 
proposed behavioral model. 
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Chapter 2   Fundamental and Device 
Modeling 
2.1 Introduction 
The characteristic of microwave FETs is determined by the property and 
structure of related semiconductor. Hence, it is crucial to understand the 
physical meaning and basic operation algorithm of devices in the process of 
device modeling. Moreover, a good understanding of devices is also helpful to 
the practical circuit designs. In this chapter, several physical concepts of FETs 
will be briefly discussed. Meanwhile, the corresponding small-signal 
equivalent circuit is presented to provide a semi-physical explanation during 
the device modeling. For a small-signal model extraction, different extraction 
approaches will be discussed. Also, the property of nonlinearity will be 
investigated to facilitate the large-signal model building.  The dispersion effect 
and non-quasi-static effect will be discussed in detail, which are the main 
obstacles during the process of the device modeling. In addition, a general 
overview of existing small-signal models and large-signal models will be 
presented to compare the pros and cons. It is found that these models are 
suitable in different specific application environments, so it is meaningful to 
understand their working principles. For the large-signal model, various types 
of existing model generation methods depend on the different angles of the 
model building. As a whole, they can be categorized into empirical models, 
physical models and measurement-based models. The advantages and 
disadvantages of these different kinds of models will be discussed in detail. 
Finally, some frequently used optimization techniques will be reviewed, 
including non-derivative based methods and direct search methods.  
 12 
 
2.2 Device Physics  
As GaAs and GaN are considered as representatives of the second and the 
third generation of semiconductors for high frequency and high power 
applications, this chapter mainly utilizes these two types of semiconductor 
devices to illustrate the working principles of microwave FETs. A general 
physical structure of a GaAs MESFET is shown in Figure 2.1.  
 
Figure 2.1 Physical structure of a GaAs MESFET device 
GaAs based devices have larger carrier mobility and electron saturation 
velocity, which is superior compared with Si based devices for high-frequency 
applications. Upon a semi-insulating substrate, a thin n–type layer is deposited 
and connected to the drain and source through n+ ohmic contacts. The back 
face of the substrate can be covered by the alloy of Au/Ge, which is also 
normally used for drain and source electrodes. The gate can be considered as a 
Schottky barrier diode, which is deposited on the top of the n-type layer. The 
channel formed between the drain and the source is bounded by gate depletion 
region and the semi-insulating substrate. The Schottky junction of the gate is 
employed to control the channel by adjusting the height of the active layer 
between the depletion region and semi-insulating layer. The height of the 
active layer will respond to the external voltages applied to the gate. In turn, 
the current between source and drain will be influenced by the active layer. 
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Meanwhile, the area dimension, especially the dimension of the gate, has a 
huge impact on the performance of the devices. Usually, the length of the gate 
determines the maximum working frequency of the devices. The smaller the 
length of the device, the higher the working frequency. On the other hand, the 
width of the gate determines the maximum gain of the device. Usually, 
excluding the parasitic effect, the wider of the gate, the gain will be higher.  
The GaN based devices benefit from the property of its wide bandgap, 
which is capable of withstanding high breakdown voltages. Therefore, the 
GaN is suitable in high power application environment. HEMT, also known as 
modulation doped field effect transistor (MODFET), takes advantage of the 
differences in bandgap energy between dissimilar semiconductor to exceed the 
upper limit of MESFET while maintaining low noise performance and high 
power capability. The key point is the separation of carrier electrons from their 
donor sites at the interface between the doped AlGaN and undoped GaN layer. 
The electrons are bound in a very narrow layer. Here the plasma or two-
dimensional electron gas (2DEG) contributes to the high mobility of the whole 
device. The physical structure with SiC substrate is shown in Figure 2.2.  
 
 
Figure 2.2 Generic structure of AlGaN/GaN HEMT 
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2.3 Basic Operation of FETs 
FETs are usually controlled by two external voltages. The first one is the 
voltage between the drain and the source: Vds. The second one is the voltage 
between the gate and the source: Vgs. The performance of the FET is affected 
by the height of the depletion region under the gate and electrical field 
between the drain and source. The IV characteristic of FETs can be illustrated 
in Figure 2.3 with appropriate physical explanation.   
 
Figure 2.3 IV characteristic of microwave FETs 
The channel current between the drain and the source depends on the 
height of depletion, which is determined by the Vgs and Vds. In general, there 
are three regions when Vgs is larger than the pinch-off voltage. They are linear 
region, saturation region and breakdown region. In the linear region, the 
channel current almost linearly increases with respect to the increment of Vds, 
when Vds is very small. During this process, the voltage on the side of the 
drain is larger than that at the source, so the depletion region closer to the 
drain is wider. When Vds is increased, the depletion becomes wider which will 
restrict the electrons‘ moving. However, increased Vds pushes electrons to 
move faster. The final net effect is still to increase the current in the linear 
region. Along with the further increase of Vds, the depletion region will 
become deeper and deeper. Then, it will result in a much narrower channel 
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and faster electron moving speed.  Now the two effects compensate to each 
other. The current will keep constant in the saturation region. Finally, the 
device will enter the breakdown region where the current will increase rapidly 
along with the further increase of Vds. In this region, an irreversible damage 
may be caused to the devices. 
Also, above mentioned pinch-off voltage can be used to control the current 
channel. If Vgs is below the pinch-off voltage, a depletion region will be 
generated to block electrons‘ moving.  
 
2.4 Semi-physical Explanation of the Small-signal 
Equivalent Circuit model 
The widely used semi-physical small-signal model is shown in Figure 2.4. 
Normally, this small-signal model not only mimics the measurement result of 
FETs, but also semi-physically explains the working principle of the 
transistors. The frequency-dependent performance in one specific bias point 
can be represented by lumps components. Commonly, these components can 
be categorized into the intrinsic part and the extrinsic part. Usually, the 
elements of the intrinsic part depend on the bias voltages while extrinsic part 
can be regarded as parasitic effects which are independent of external voltages. 
Until now, it is still difficult to uniquely and precisely measure and 
characterize these components. Different topologies and views of these 
components can result in different values and attributes. Global optimization is 
one of the well-recognized methods to handle the issue of multiple parameter 
extractions. Here, a brief review of these extrinsic and intrinsic components 
























Figure 2.4 Semi-physical small-signal model. The intrinsic part is inside the 
dash-box. 
2.4.1 Parasitic Resistance 
Commonly, parasitic resistors include Rg, Rd and Rs in the extrinsic part. 
The Rs and Rd are attributed to the ohmic contacts of the drain and the source 
and any other resistive effect of the bulk linked to the active channel. The gate 
Schottky contact leads to the existence of Rg. These resistors are usually 
considered as independent of external bias voltages [32]-[34]. However, some 
researchers pointed out the possibility of bias dependence of these so-called 
extrinsic parts [35]-[37].  As mentioned above, due to the difficulty of 
precisely characterizing these elements, the extraction of these components 
mainly relies on the simplification of the model and optimization, which 
means that different topologies, optimization algorithms and initial values can 
lead to different extracted values. Even so, it is still meaningful to relate these 
resistors to the physical structure of the transistors. 
2.4.2 Parasitic Capacitance 
Parasitic capacitances are generated from the capacitance effects between 
the metal pads. In addition, the bond wires and back face of semi-insulating 
substrate can also contribute to the parasitic capacitances. Within the 
equivalent circuit model, Cpg gate capacitance and Cpd drain capacitance are 
usually employed to represent the extrinsic capacitance effect as a whole. 
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They are often estimated from the measured S-parameters through 
optimization. More complicated models [38]-[39] exist for some specific 
purposes, such as large dimension, new technology and high-frequency 
applications. When the detailed fabrication structure is known to the model 
builder, it is still possible to directly derive the extrinsic capacitance. Even 
though the physically estimated values may deviate from the measured results, 
it is still beneficial to obtain a good initial guess to speed up the optimization. 
2.4.3 Parasitic Inductance 
The parasitic inductances Lg, Ls and Ld are used to represent inductance 
effects arising from metal contact pads and bond wires. For packaged devices, 
it is also needed to include package inductance for completeness. Just like 
other extrinsic elements, it is difficult to precisely measure the values of 
lumped inductance within the extrinsic part. The inductance effects are 
included within these lumped components as a whole. The key target of device 
modeling is to reserve the characteristic of the devices to assist circuit 
designers to predict the performance of the products.   
2.4.4 Transconductance gm 
Transconductance gm is primarily used to account for the gain of the 
devices. So it is important to increase the gm of devices when high-frequency 
application is demanded. From the mathematic point of view, it is the partial 









g                                                  (2.1) 
Transconductance is associated with material quality and detailed 
fabrication processes. In general, transconductance increases along with 
increasing gate width and decreasing gate length.  
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2.4.5 Intrinsic Capacitance 
The depletion under the gate of the transistor is influenced by the external 
voltage applied to it. As transistors are usually three-terminal devices, the 
charge is eventually affected by the drain-source voltage and the gate-source 
voltage. Capacitance is always the derivative of the charge. The charge here is 
influenced by two voltages, so the capacitances are the results of partial 


















d                                                 (2.3) 
Normally, Cgd is much smaller than Cgs. In some low-frequency 
application, it is convenient to directly omit Cgd. However, it is crucial to 
include the effect of Cgd in high-frequency applications. On the other hand, Cds 
are also the product of the drain-source charge derivative, which is also 
controlled by the drain-source voltage and gate-source voltage. 
2.4.6 Charging Resistance 
Regularly, the charging resistance, Rgs, is used to semi-physically model 
the resistance effect under the gate. However, this explanation is somewhat 
ambiguous. Most of the time, the introduction of Rgs and Rgd is used to 
account for non-quasi-static effect, which is mainly for the curve fitting 
optimization purpose. The ideal quasi-static transistor model omits the 
existence of Rgs, so the Y-parameters of the intrinsic part of the model are 
totally linear with respect to frequencies. However, most of the practical 
devices are non-quasi-static, which requires a description of the nonlinear 
frequency relationship by introducing extra components. 
2.4.7 Transit Delay 
In the researcher‘s understanding of the device, the device cannot react to 
the input signal instantly. There must be a delay between input and output. 
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This phenomenon can be expressed by phase shift or delay time. The 
extraction of the transit delay normally relies on the optimization. 
2.4.8 Output Conductance 
The output conductance, gds, is determined as the partial derivative of 









g                                                 (2.4) 
The output conductance is also associated with two voltages, which is 
closely related to the amplifier design. The value of the output conductance is 
very crucial in circuit designs when matching is considered. Moreover, the 
dispersion effect affects the both transconductance and output conductance, 
which can badly degenerate the performance of large-signal models if not 
properly handled. 
 
2.5 Available and Traditional Small-signal modeling 
method 
2.5.1 Literature Review 
Along with the development of microwave FET technology, the small-
signal modeling methods for these devices are also being improved. Various 
methods are presented to offer better accuracy or easier ways to extract the 
parameters. In general, the small-signal modeling methods can be categorized 
into two main streams. The first one is the most popular one, which mainly 
depends on the equivalent circuit to represent the whole transistor. This 
method is widely used in CADs. The key purpose of the model builder is to 
determine the element values within the circuit. In this method, the introduced 
equivalent circuit is usually claimed to be physically based. However, it is 
needed to point out that this kind of model only semi-physically captures the 
dominant effects within the transistors, which is usually highly associated with 
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optimization techniques. The second stream of modeling method stems from 
the development of machine learning. As the working principle of microwave 
transistor is not as much detailed known as passive circuit, some researchers 
directly use ANN [40] or other machine learning approach to fulfill the task of 
model generation. Compared with the method of the equivalent circuit, 
machine learning based method is easier to be understood and more 
technology-independent. The model parameters can be flexibly adjusted based 
on the required accuracy. However, it is no wonder that the capability of 
extrapolation of machine learning based methods is usually inferior to more 
physically based equivalent circuit modeling methods.  
For the equivalent small-signal model, the main topology can be viewed 
from Figure 2.4. Due to different sizes or different technologies, the detailed 
model structure may be modified to increase accuracy or facilitate an easier 
way of parameter extraction.    
Minasian [41] presented a simple way to analytically extract the intrinsic 
part through Y-parameters up to 10 GHz. The overly simplified method 
suffered from the bad accuracy of high frequency. The effect of extrinsic part 
had to be compensated by the intrinsic part, which is not suitable for general 
application purpose.  Fukui [42] proposed a way to determine the parasitic 
resistances, which is also indicated in Dambirne [32]. The concept of zero 
drain bias condition is adopted by Diamant [43]. In this cold-condition, the 
equivalent circuit of the model can be simplified for parameter extraction. In 
1988, Dambrine [32] presented a systematic approach to extract the values of 
all the extrinsic and intrinsic elements. This is a significant step in building the 
small-signal model in a direct and analytical way. Many studies were 
conducted based on this work, including modification of the topology, 
additional measurement and so on [44]. The final goal of the small-signal 
equivalent circuit model building is to minimize the error between the 
measured results and simulated results from the created model. However, the 
issue of trapping in the local-minima during global optimization always makes 
trouble to model builders. Some researchers suggested the method of bi-
directional search to escape from the local-minima [45]. In this way, the 
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optimization is executed in extrinsic part and intrinsic part by turns until no 
more errors can be reduced. As the working frequency of the device is 
improved and new technology such as gain is introduced, more and more 
advanced methods are introduced [38], [39].  
2.5.2 Important Techniques in Parameter Extraction 
Considering issues of accuracy, optimization speed and parameter 
extraction, the small-signal model extraction is still a tough work. To have a 
general idea of the small-signal model extraction, some important techniques 
of extraction are presented here. 
2.5.2.1 De-embedding 
We can use network matrix, such as Z-parameters or Y-parameters to 
represent the whole transistor model including all the intrinsic and extrinsic 
elements. However, it will be extremely troublesome to do so because the 
generated expression matrix can be too complex to do any analytical 
decomposition. To solve this problem, the concept of de-embedding is 
introduced to gradually break down the whole network matrix. The main idea 
of the technique of the de-embedding technique is to strip off the whole 
network step by step based on the knowledge of the elements that have been 
already estimated or extracted. In general, the intrinsic part of the model is 
usually represented by Y-parameters for convenience. However, Z-parameters 
will facilitate the modeling of the series extrinsic components. So the shifting 
of the reference plane is associated with matrix manipulation. 
The following is the detailed de-embedding flow for a small-signal model 
























Figure 2.5 Small-signal model for de-embedding and extraction 
First of all, the measurement data from Vector Network Analyzer (VNA) 
is usually S-parameters. As the extrinsic series inductors Lg and Ld are the 
closest elements to the measurement plane, we need to transform the measured 
S-parameters to Z-parameters for further processing. The following is the S-











































                            (2.8) 
where 
21122211 )1)(1( SSSSs   
Based on the knowledge of inductors, we can move the reference plane 
inside at the extrinsic capacitance Cpg and Cpd by excluding the effects of Lg 
 23 
 
and Ld. As the capacitances are grounded and easy to be handled by Y-
parameters, it is needed to transform the de-embedded Z-parameters to Y-
parameters for convenience. The following is the formula to transform Z-






















 1122                                                  (2.12) 
where 
21122211 ZZZZz   
The resultant Y-parameter matrix can be easily used to remove the 
influence from capacitances of Cpg and Cpd. Then, in order to exclude the 
effect of inductor of Ls and resistors left, the Y-parameters must be 
transformed back to Z-parameters to proceed further de-embedding. The 






















 1122                                              (2.16) 
After excluding the inductor Ls and all the extrinsic resistors, the Z-
parameter will be turned into Y-parameter again for the compatibility of the 
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intrinsic part. Attributed to the topology of the intrinsic part, Y-parameter can 
provide very elegant expressions to represent the equivalent circuits in the 
dash-box in Figure 2.5.  A simple and complete flow of how to de-embed 










2.5.2.2 Estimating parameters in the extrinsic part 
The technique of de-embedding totally depends on the success of 
estimation of the extrinsic part, so accurate and reliable method of estimating 
the elements in the extrinsic part is very crucial.  
In general, the extraction of the elements in the extrinsic part relies on the 
effective simplification of the transistor model on some specific bias condition. 
There are many different practical approaches to finish this task. Though many 
of them are claimed to be physically based, it is needed to point out that these 
simplifications are normally short of a rigorous physical statement. 
Nevertheless, they are still widely adopted attributed to their effectiveness. 
The main target of the transistor model is to assist the circuit designer to 
predict the performance rather than physically explain the working principle of 
the transistors.  
To estimate the value of the parasitic resistors and inductors, we can 
forwardly bias the transistor according to the characteristic of Schottky. The 
bias condition can be Vds=0 and Vgs<=0. Under this bias condition, the 
transconductance of the device under test (DUT) is almost zero, which can 
assist the simplification of the whole transistor model. The following Z-
parameters are the result of forward bias, which can be used to estimate 














12                                                  (2.18) 
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RRZ                      (2.20) 
Now the values of extrinsic resistors can be derived from the real part of 
equations if one more resistor relationship is provided. The additional relation 
can be available from direct DC measurement or global optimization. Besides, 
the values of the inductors can be easily obtained from the imaginary part of 
the equations.  
To estimate the values of extrinsic capacitance, we still need to simplify 
the equivalent circuit model. As a matter of fact, under the bias of the pinch-
off condition, the whole transistor tends to behave like a capacitive device 
without any effective gain. Hence, Figure 2.7 shows a simplified model under 











 Figure 2.7 Simplified small-signal model under the bias of the pinch-off 
condition. 
 
The depleted layer extension at the both sides of the gate can be attributed 
to the existence of capacitor Cb in Figure 2.7. The extrinsic capacitors can be 
estimated from the model. When the frequency is not high, the imaginary part 
of the network can be simplified as follows: 
)2()Im( 11 bpg CCjY                                       (2.21) 
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bCjYY  )Im()Im( 2112                                  (2.22) 
 )()Im( 22 pgb CCjY                                        (2.23) 
On the other hand, this method of simplification does not mean that it is a 
universal method in different application environments. There are other 
existing simplification approaches to improve the accuracy to deal with 
different technology and different device sizes. For example, White [33] 
proposed another equivalent pinch-off equivalent circuit model as shown in 
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Based on the method itself, it is ambiguous to justify which one is more 
accurate and effective. In general, the stability and robustness of these 
methods are the first priorities. On the other hand, the evaluation of these 
different methods on the extrinsic part of the model is usually associated with 
the final performance of the whole transistor model, which means the 
suitability of the intrinsic part of the transistor model can make an influence 
on the judges.    
2.5.2.3 Estimating parameters in the intrinsic part 
After properly de-embedding the extrinsic part, the remaining Y-
parameters represent the intrinsic part. The intrinsic part of Y-parameter based 
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)(22 gddsds CCjgY                                    (2.20) 
Nonlinear expression in Y-parameter makes the extraction of the elements 
of the intrinsic part somewhat tricky. Commonly, if the topology proposed for 
the small-signal model is suitable and robust, it is possible to analytically and 
explicitly derive the expression of the intrinsic elements. Nevertheless, in 
order to make the model more accurate, the network of the intrinsic part of the 
model is modified more and more complex due to the development of new 
technologies. Hence, the direct derivation will become very tedious and 
difficult. 
On the other hand, global optimization targets to minimize the error 
function between the measurement result and the proposed model.  Global 
optimization belongs to numerical nonlinear regression, which is also 
associated with some difficulties. As the shape of the error function can be 
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very intricate, a result of global minima can be easily mixed with local minima, 
which is closely related to the optimization algorithm and initial values.   
2.6 Characteristic and Available Methods of Large-
signal model  
2.6.1 Main Stream Methods for the Active Device Modeling 
Generally, the active modeling methods can be categorized into physical 
modeling [46]-[52], semi-physically empirical modeling and measurement-
based modeling. The key difference between a small-signal model and a large-
signal model is the nonlinearity when associated with different input power 
levels. The performance of the small-signal model is independent of the input 
power level while the characteristics of the large-signal model are closely 
related to it. Besides, the small-signal model cannot support DC simulation 
where the large-signal model is capable.  
In the approach of physical modeling, the physics of the devices, such as 
material characteristics, physical dimensions and so on, are specifically 
described within the model. The final performance of the physical model is a 
result of nonlinear differential equations which physically and internally 
describe the working principle of the devices. However, these equations are 
very complex to solve so that numerical methods are usually involved, which 
requires large computation memory and long time to finish the simulation. It is 
not practical for circuit or system designers. Besides, the detailed fabrication 
knowledge is usually not accessible to model builders due to the issues of 
intellectual properties. 
In the semi-physically empirical modeling method, the DUT is measured 
in a small-signal environment. Then the elements in equivalent small-signal 
model are extracted based on suitable topology and estimation algorithms. As 
expected, due to the semi-physical characteristic of the small-signal model, it 
is reasonable to derive the large-signal model from the extracted small-signal 
models. Nowadays, this approach is the most popular method among circuit 
designers attributed to its effectiveness, as the detailed working principle is not 
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the first priority of the circuit designer, but accuracy and convenience are. This 
approach is also the focus of this thesis and it will be deeply investigated.  
Measurement-based modeling methods are attracting the attentions of 
researchers and engineers. Recently, more and more advanced measurement 
methods and instruments were introduced [57]. This kind of modeling method 
directly and accurately captures the nonlinear characteristic of the devices in 
the environment where researchers are interested. However, there are still 
some minor flaws associated with this approach. Firstly, these measurement-
based methods require very advanced algorithm and expensive equipments, 
which may not be affordable to most of the model builders. The reliability of 
these models has not been widely reported in the industry. Secondly, these 
models are usually associated with the curse of dimensionality. To fully 
characterize a device, the performance under different application 
environment has to be covered, including frequencies, power levels, biases, 
and so on.  These multiple dimensions demand a large sum of time and 
memory when extracting and simulating the model. However, along with the 
development and reduced cost of needed equipments, measurement-based 
method is reasonably expected to be more widely used in the future. 
2.6.2 Several Key Characteristics of the Large-signal Model 
To generate an accurate large-signal model, it is crucial to reserve the 
nonlinear characteristics of the transistor.  The accuracy of the model is 
always the main concern among circuit designers. Compared with the small-
signal model, the large-signal model is demanded to be much more universal 
and flexible in different application environment. The following is several 
most important requirements for accurate and effective large-signal model 
building: 
(1) The DC performance of the generated model should be consistent with 
the transistor modeled within possible operating range. 
(2) Small-signal responses from measured and simulated result should be 
the same. Even though only the large-signal model is mentioned here, 
the accuracy of the small-signal response is still crucial for a large-
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signal model. Usually, there is no strict distinction between small 
signal and large signal. The transition from small signal to large signal 
is a continuous transformation. It is impossible that a large-signal 
model is not accurate in small-signal response, but capable of 
accurately responding in the large-signal environment. Moreover, the 
large-signal model is usually generated from a small-signal model, so 
the accuracy in a small-signal environment is still very important to the 
large-signal model. In addition, as the generated model can be used in 
different situations, the accuracy of the model should cover the 
possible bias range and frequency range. 
(3) The large-signal responses should be accurate. These responses include 
Pin-Pout, high order harmonics, high power waves and so on. Usually, 
the validation of the large-signal model is to verify these characteristics 
one by one. It is common that the generated model only satisfies 
several specifications rather than all of them. So this phenomenon 
continues stimulating researcher to find more robust and accurate 
approaches to building large-signal model. 
2.6.3 Reviews on the Semi-Physical Large-signal Model 
In 1980, Curtice [58] first proposed an empirical function model to 
describe the IV characteristic. A dependent relationship between bias and 
intrinsic capacitors is provided as a diode model. In 1987, Statz [59] presented 
an empirical model which described the intrinsic capacitor as a result of a two-
dimensional function. During the following year, many empirical functions 
based models [60]-[63] were proposed to handle different technologies and 
different sizes of devices. These models adopt different network topologies or 
empirical functions to get the measurement data better curve-fitted. As the 
model constitutive functions are very complex, robust parameter extraction 
approach is needed to get accurate and unique results. However, as the 
complexities of these functions increases, many optimization iterations are 
necessary until a satisfactory result is obtained. This procedure is associated 
with many well-known flaws, such as local minima, and non-convergence. 
Usually, the curve-fitting capacity of these functions is appropriate for some 
specific devices. Further refinement can be expected when new devices are 
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presented. Nevertheless, due to its effectiveness and smoothness, the empirical 
function model is still most widely used in industries. The extraction of these 
models is mature compared with other new approaches. Though accuracy is 
not the best, it is still acceptable for practical application. 
Table-based model [64] reserves the information of the measured and 
processed data in a format of discrete values. The simulation of the table- 
based model relies on the algorithm of interpolation and extrapolation. 
Compared with empirical function, one advantage is that it largely eliminates 
the process of parameter extraction. The bias-dependent S-parameters and IV 
characteristics are processed and stored in the model. As no detailed empirical 
close-form function is required, table-based model can be regarded as a 
technology-independent method. However, there are still some limitations of 
table-based method. The most important one is a requirement for very dense 
measurement. If the data points reserved in the model are too sparse, the 
performance of the model is only a result of mathematical interpolation 
algorithm rather than a practical reflection of underlying device data. Some 
table-based models have been demonstrated to be not reliable in high-order 
distortion scenarios when input signal is smaller than the interval between data 
points [65]. In addition, compared with the robust extrapolation capability of 
empirical functions, the extrapolation of table-based model may generate non-
convergence results, which may possibly kill the simulation in a highly 
nonlinear environment.  
In the recent decade, ANN is drawing attentions from researchers in 
various disciplines [66]-[70]. One of the most advantageous features of ANN 
is its universal curve fitting capability. Compared with table-based method, 
ANNs are smooth and naturally have infinite order of derivatives, which is 
suitable for high order harmonic simulation.  
2.6.4 Dispersion Effect  
One of the most severe problems of the large-signal model building is the 
dispersion effect. In general, the dispersion effect is attributed to self-heating 
and trapping effect [71], but it is still very difficult to precisely and physically 
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quantify it. From the view of measurement, there are several phenomena 
considered to be directly related to dispersion effect. First of all, the 
discrepancy between DC and RF current can make the large-signal model 
contradict itself. Here DC current is directly measured while RF current is 
obtained by integration of transconduntance and output conductance. Secondly, 
the data obtained from measurements is usually non-conservative, which 
means that if integration is forced, inaccuracy is expected. In addition, the 
dispersion effect can also be observed in the low-frequency domain where the 
cutoff frequency is about below 1 MHz. The transconductance and output 
conductance change sharply at cutoff frequency. Though the performance at 
this frequency domain may not be the interest of microwave/RF circuit 
designers, some researchers still suggest including the effect for completeness. 
Although the exact physical foundation of the dispersion effect is not 
adequate to apply a rigorous and theoretical analysis, it is possible to 
quantitatively model this effect as a whole, which is similar to the approaches 
to the modeling of other extrinsic or intrinsic components. Based on the 
phenomenon of dispersion effects, some empirical methods are proposed to 
handle it. Some researchers [71] use pulse measurement to empirically and 
separately extract self-heating effect and trapping effect.  In addition, some 
researchers employ correction terms [72] [73] or suitable integration region 
[74] to address the issue of the dispersion effect. 
2.7 Optimization Overview in Model Generation 
2.7.1 Some Concerns of Optimization in Device Modeling 
Optimization is necessary for a device model generation when measured 
data are involved. The key point is to minimize the difference between 
measured results and simulated results by finding a set of transistor component 
values. In general, optimization can be categorized into unconstrained 
optimization and constrained optimization. In unconstrained optimization, 
there is no limit or extra condition defined for the parameters. On the other 
hand, in constrained optimization, parameters are subjected to equality 
constraints or inequality constraints. Obviously, unconstrained optimization is 
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more convenient and straightforward than constrained optimization. 
Commonly, a general problem can be described as follows: 
)(min xf
x
                                                (2.21) 
subject to  










where x is the vector of parameters to be estimated. f(x) is the error 
function, and G(x) is a vector of conditions including the values of equality 
and inequality constraint estimated at x. In the background of device modeling, 
x is the vector of the elements in the equivalent circuit model, such as resistors, 
transconductance, capacitors and so on. We usually use unconstrained 
optimization to minimize the error function as there are not many conditions 
limiting the parameter selection. Sometimes, during the process of extraction, 
some of the component values seem irrational or anti-physical, such as a 
negative resistor. In this situation, it is needed to investigate the suitability of 
model structure and empirical parameters from the view point of model 
selection. These non-physical values may be eliminated after careful 
refinement. However, some researchers may stick to the values obtained and 
try to physically explain the meaning [75]. Both approaches can benefit the 
model generation, as the first priority of transistor model building is to provide 
accurate results to assist circuit designers rather than internally and physically 
interpret the details of working principle of devices.  
2.7.2 Algorithms in unconstrained optimization 
In unconstrained optimization, there are two issues we need to consider 
when selecting an appropriate optimization algorithm. The first one is to 
reduce the numbers of iterations to get an optimal result. The second one is 
related to the famous problem in global optimization: local minima. It is found 
that many fast optimization methods can be easily trapped in local minima, 
which is strongly associated with an initial guess. This situation makes many 
of them not robust in different application environment 
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Generally, optimization algorithms include linear and nonlinear 
optimization. As microwave active devices are naturally associated with 
nonlinear characteristic, nonlinear optimizations are the most-frequently-used 
methods. In common, according to the details of the algorithms adopted, 
nonlinear optimization can be derivative-based or direct-searching-based.  
2.7.2.1 Derivative based methods 
For the derivative-based method, the direction of optimization is provided 
by some derivative-related parameters. In the gradient descent method, we are 
trying to find the minima by using the information that the first order 
derivative is equal to zero. The following is the algorithm for the gradient 
descent method: 
)(x k)()1( ）（xfax kk                                        (2.22) 
where a is a positive number representing the step size.  
However, the gradient descent is not always the most effective one. 
Usually, Newton‘s method can perform better when initial guesses is close to 
the minima. Newton‘s method is trying to find the minima by using both the 
first and second derivatives: 
)()F(xx k-1)1()()1( ）（xfx kkk                              (2.23) 
where F(x) represents Hessian matrix.  
In addition, the conjugate gradient method can be regarded as a 
modification to the gradient descent method. The most impressive advantage 
is an improvement on the convergence. The following is the formula for 
general application: 
)()()1( px kkk ax                                              (2.24) 
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Actually, there are various conjugate gradient algorithms which are 
distinguished by how Beta is computed. It is needed to point out that the 
second-order derivative based methods are usually not preferred because the 
estimation of the Hessian matrix turns out to be very computationally 
expensive. That is why many quasi-Newton methods are developed.  
2.7.2.2 Non-derivative based methods 
For the non-derivative based method, simplex is one of the most important 
approaches. The basic idea of simplex is to keep track of n+1 points in an n-
dimensional problem. At each step, the simplex is moved, expanded, or 
contracted based on the performance of the current points. The worst point is 
used to reflect a possible point according to the rest points. The result of 
reflected point will be compared to other points. If it is the best one, it will be 
kept or further expanded. Otherwise, contraction or shrink around the best 
point will be executed. 
To handle the issue of local minima, simulated annealing (SA) method is 
developed. The core idea of SA is to probably tolerate the point that is not the 
current best, which give some chance to jump out of local minima. The search 
begins with a random choice. It moves to a better neighboring state by 
comparing the randomly selected candidate points. However, rather than pure 
random search, it is needed to design a moderately small probability to reject 
possible local minima, but it will make the search circle around the global 
minima and finally stop at it. 
Also, genetic algorithm is preferred in some science and mathematical 
fields for global optimization. It is based on the coded information on getting 
closer to the best points by mimicking the process of natural evolution. Each 
candidate solution will be evaluated and selected for the next generation. 
Combination and possible mutation are expected during this process until the 




Chapter 3  A Novel 3-D Table-Based 
Method for Non-Quasi-Static Microwave 
FET Devices Modeling 
3.1 Introduction 
Along with the development of MMIC, advanced technologies have been 
developed for high power and high frequency applications [75]-[78]. However, 
even for GaAs power devices, traditional methods of building large-signal 
models are still associated with some problems. These problems are listed as 
follows and will be properly handled in this chapter.  
First of all, the topologies and empirical nonlinear functions of the model 
change with different technologies. It is cumbersome for engineers to 
construct a new model for a new device [79]. Secondly, though conventional 
methods of extracting component values are widely and effectively used [80], 
[81], the procedures still turn out to be somewhat tedious. Sometimes these 
component values are not unique when optimization algorithm and initial 
values are different. Thirdly, due to the trapping and self-heating effect [82]-
[85], the dispersion effect can degenerate the behavior of the large-signal 
model. That is the reason why differential parameters, especially conductance 
and transconductance [64], cannot be directly integrated. On the other hand, 
the dispersion effect is also the cause of inconsistency between DC and RF 
current. Many researchers seek the help of pulse measurements to build the 
model of transistors, especially for high power devices. The accuracy of 
reported models with pulse measurement is well-satisfied in a limited 
bandwidth. As the accuracy of small-signal response under different bias can 
be used to check the issue of integration path independence, the performances 
of reported models compromise over a wide bandwidth [82] -[85]. Besides, 
the responses of these models near cutoff region are seldom reported, which is 
important to switch designs. 
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In this chapter, a highly accurate method of building a large-signal 
modeling approach considering the dispersion effect of FETs is presented. The 
approach presented in this chapter is thoroughly technology-independent. The 
presented large-signal model is derived from a novel small-signal model 
which is also investigated in this chapter. The non-quasi-static effect of the 
transistor is described through high order constitutive nonlinear current 
sources and charge sources. The topology proposed is very straightforward. It 
is constructed by high order sources with Taylor expansion. A more 
convenient and accurate approach presented relies on polynomial regressions, 
which can be quickly and automatically executed with a properly programmed 
code.  The sources are built by three-dimensional tables, where the added 
dimension is a variable integration path used to account for dispersion effect. 
The performance up to the millimeter-wave frequency of the model is satisfied. 
The validity of the proposed technology-independent approach has been 
verified by both GaAs and GaN devices. 
3.2 Small-signal model Generation and Results 
In general, the accuracy of a nonlinear model is determined by the 
nonlinear model topology, linearization technique and linear model extraction. 
A small-signal model is always the basis of a large-signal model, so the 
accuracy of the small-signal model under different biases has to be guaranteed, 
so that a nonlinear model can predict the behavior of the transistor under 
large-signal excitations. As is known, a small-signal model is constructed by 
the intrinsic and extrinsic parts. The equivalent circuit of a non-quasi static 
small-signal model is shown in Figure 3.1, where the intrinsic part of the FET 
is indicated inside the dashed box. The components in the intrinsic part are 
always considered to be bias-dependent. After de-embedding the extrinsic part, 

























Figure 3.1 The equivalent circuit of the small-signal model. The intrinsic part is 
shown inside the dashed line box. 
It is worth noting that different FET devices may lead to different suitable 
topologies. Many new topologies are claimed to be based on semi-physics. 
However, the reason for developing a suitable and new topology is that the 
traditional topology or function in the model cannot fit the small-signal 
response. One of the main challenges of the transistor model is to include non-
quasi-static effect. Conventionally, introduction of delay and additional 
components in the equivalent circuit are the examples to compensate non-
quasi-static effect [87]-[90]. The element of Rgs, Rgd, gds and delayed time in 
Figure 3.1 are used to account for non-quasi-static effect. It is worthy to point 
out that the existence of Rsub is usually used in silicon MOS. However, as the 
approach presented in this chapter aims to provide a technology-independent 
method for FETs, Rsub is still introduced for completeness. In GaAs or GaN 
technology, Rsub is mostly set to zero. There are some issues needed to be 
considered in the traditional methods. As the working frequency increases, the 
components in the model need to vary with frequency (For example the 
capacitance and resistances in the intrinsic part). Besides, if the topology is 
somewhat complex and the model contains a large number of elements, some 
values may be over-determined by equations. Therefore, optimization based 
methods have to be used. Since the validity of optimization depends on the 
initial guess and algorithm, a good starting value and efficient procedure must 
be carefully chosen. Moreover, each topology is always limited to some 
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certain devices and technologies. Therefore the traditional way of extraction is 
not straightforward.  
To better describe a non-quasi-static nonlinear device completely in a 
technology-independent way, high order nonlinear constituent components can 
be employed to describe the intrinsic part of devices. From the theoretical 
point of view, non-quasi-static devices can be represented by a series of 
expanded high order dynamics. It has been proven that the intrinsic part of the 
model can be expanded as a Taylor expansion represented by high order 
sources [86].  
However, the method of Taylor expansion suffers from some minor 
shortcomings. It is needed to point out that the Taylor expansion of the small-
signal model with respect to frequency is based on a specific frequency point, 
which means that the accuracy is guaranteed only around the expanded 
frequency point from the math view of Taylor expansion. Besides, the 
approach of Taylor expansion is based on the fact that the traditional small-
signal equivalent circuit model has already been extracted. If so, it would be 
straightforward to generate the traditional large-signal model with a series of 
resistor, capacitor and introduction of delays to handle non-quasi-static effect 
rather than expanding the obtained equivalent circuit. High order sources 
generated from Taylor expansion can be only regarded as just a kind of 
transformation, which is somewhat redundant.   
Therefore, in this chapter, to avoid the deficiency of adoption of Taylor 
expansion and tedious procedures of extracting small-signal equivalent circuit 
model, the coefficients of high order sources are obtained by means of 
polynomial regression. Through polynomial regression, high order sources can 
better describe the response over a wider bandwidth. Moreover, the work of 
extracting small-signal model can be largely simplified. The building of a 
small-signal model can be quickly and automatically done with properly 
programmed code. How to determine the needed order for polynomial 
regression turns out to be a little tricky. Usually, the number of orders depends 
on the requirement of accuracy. However, if unnecessary orders are involved, 
the generated model will suffer from the bad behavior of extrapolation. 
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In order to find the suitable order of polynomial expansion, we can try to use 
Taylor series to eliminate unnecessary terms. The following is the derivation 
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Based on the observation from (3.5)-(3.8), the real part of Y-parameters are 
constructed by even order of polynomials, where the imaginary part by odd 
order of polynomials. So in order to better describe the intrinsic part by 



















mn                        (3.9) 
 
The Y-parameters can be viewed separately: frequency dependent part and 
bias dependent part. When k equals to zero, Y parameters can be claimed to be 
quasi-static. This part is frequency independent. On the other hand, non-quasi-
static effect is described by the parts where k does not equal to zero. The 
coefficients behind the frequency part are all bias dependent. The bias-
dependent characteristic of coefficients from 4×70 μm GaN HEMT is shown 

















































































 Figure 3.2 The bias-dependent coefficient G21 and G22 extracted from a 4×70 μm 
GaN HEMT. 
 
To verify the performance of the proposed small-signal model, simulated 
and measured S-parameters from GaAs 4*75 μm PHEMT are shown in 
Figure 3.3. To demonstrate the extrapolation of the small-signal model, the 
frequency up to 35 GHz is used for model generation. From the result, we can 
see that suitable polynomial order selection algorithm (3.9) can practically 
assist the extrapolation for high-frequency application. To further verify the 
technology-independent performance of the presented small-signal model, the 


































 Figure 3.3 Simulated (red solid line) 4×75 μm GaAs PHEMT from the small-
signal model and measured S-parameter (symbols) under bias (a) Vgs = -0.75 V and 




Figure 3.4 Simulated (red solid line) 4×70 μm GaN HEMT from the small-signal 
model and measured S-parameter (symbols) under bias  Vgs = -1.25 V and Vds = 10 
V. 
 














3.3 Large-signal model Generation  
Generally, the small-signal model obtained from (3.9) cannot be directly 
applied in a nonlinear environment, which does not consider the influence 
from the input power level. As the currents and charges of the transistor can be 
semi-physically regarded as primitive functions of transconductance, output 
conductance and capacitors, it is reasonable to calculate them through 
integration. Compared with empirical function based methods the expression 
of which are usually modified when handling different technologies, table-
based approaches require no close-form nonlinear expression for the charge 
and current sources. So the table-based model is more suitable for the target of 
technology-independence. After bias-dependent coefficients of different order 
sources are obtained, the contour integration can be numerically executed as 










































































































),()(22                      (3.13) 
Since there is no need for particular constant charge function and only 
charge perturbations are relevant in the analysis [91], the final form of charge 
















































dsds IjII                             (3.17) 
Due to self-heating and trapping effects, the components of the intrinsic part 
exhibit the inconsistency between RF and DC current and violate integration 
path independence. The performance of small signal response from the large-
signal model under different bias condition can be used to check if the model 
is capable of capturing the dispersion effect or not. This issue compromises 
the accuracy of the model, especially for power devices. Figure 3.5 shows the 
inaccuracy of the model in [86], in which DC current source is directly 
implemented. Also, the discrepancy between measured and simulated results 
from the generated large-signal model can be observed in [86].  In addition, 
Figure 3.6 shows that the violation of integration path independence can also 
degenerate the performance of the nonlinear model though the RF current 








Figure 3.5 Simulated (red solid line) 4*75 um GaAs PHEMT nonlinear model 
and measured S-parameters (symbols) under bias Vgs = -0.75 V and Vds = 3 V. The 
measured DC current is directly implemented in the model. 
 
Figure 3.6 Simulated (red solid line) 4*75 um GaAs PHEMT nonlinear model 
and measured S-parameters (symbols) under bias Vgs = -0.25 V and Vds = 4 V. 
Traditional integrated RF current source is implemented in the model.  














It is worthy of investigation the reasons for the inaccuracy of the large-
signal model in Figure 3.5 and Figure 3.6 especially when the accuracy of the 
small-signal model is satisfactory. The following integrability condition has to 
be satisfied to guarantee the intrinsic part is conservative. 
2,1,0 )(   nmdvG
k
mn                                 (3.18) 
2,1,0 )(   nmdvC
k
mn                                 (3.19) 
However, the current and charge sources in the intrinsic part do not satisfy 
the above condition due to dispersion effect. Thus, some discrepancy can be 
expected if integration is forced. 
It is noted that the measurements needed for characterization include the 
effects of the intrinsic and extrinsic parts, but only the intrinsic part is 
integrated. Thus, based on the given measured response, the values of the 
extrinsic parts have an influence on how conservative the intrinsic part is. 
Traditionally, the extraction of the extrinsic part relies on the so-called 
methods of cold-FET [92] or hot-FET [35] -[37].  However, since there is no 
direct measurement of the extrinsic part, the extraction is based on the 
simplification of the intrinsic part under specific bias. Different assumptions 
and simplification of different technologies will lead to different component 
values that are difficult to be directly verified by measurement. Even a 
negative value of the resistor in the extrinsic part of power devices is accepted 
[75]. All the approaches mentioned above are claimed to be physically based, 
but the extraction under the simplification of the model will lead to some 
inaccuracy. Only the validity of the response of the whole transistor can be 
effectively verified by comparing the measured and the simulated results. 
Considering the situation that extraction can hardly be exactly and precisely 
physically based, it is reasonable to optimize the extrinsic part to generate 
integration path independent data for intrinsic part.   
Since it has been demonstrated that the intrinsic part can be fast and 
conveniently represented by high order sources, the optimization of extrinsic 
parts can be executed to generate more conservative intrinsic part. Based on 
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the equation (3.18) and (3.19), the goal of the optimization can be the 
summation of biased loop integration along different biases, which is indicated 
in (3.20). The variables of the optimization are the components of extrinsic 




















mn dvGEdvCWextrinsicferror                  (3.20) 
where 
 dgsdgspdpg RRRLLLCCextrinsic   
 
 
Figure 3.7 The mechanism of loop integration for the current source. For ideal 
conservative data, the integration result should exact zero.   





 are different weights for different order coefficients. 
It is helpful to point out the possible limitations of the proposed optimization. 
Firstly, since the dispersion effect is due to heating and trapping effects, the 
optimization cannot guarantee the intrinsic part to be exactly conservative. 
 51 
 
Further, it is not easy to find a robust way to decide the optimization weights 
for different orders.   
To better solve the problem of the integration path, the mechanism of the 
violation of the integration path needs to be investigated. A suitable 
integration region can be chosen as a solution to the problem [91], but this 
approach can only guarantee the accuracy of the region where the integration 
path is performed. Actually, the building of the table needs two directions that 
are orthogonal to each other. The main function obtained by integration of 
non-conservative data will deviate from the information that the original 
partial derivatives carry. However, it is interesting to find that the enforced 
integration will only deviate along one direction. For the rest one, the 
information of partial derivatives is exactly conserved. Figure 3.8 illustrates 
the inconsistency between the measured and simulated intrinsic parts of a 
GaAs PHEMT transistor. Firstly, the integration is started from the bias of 
Vgs=-0.25 V, Vds=0 V along Vds with Vgs fixed at -0.25 V. For convenience, 
Vgs=-0.25 V along Vds is called the specific direction in this work. Then, 
integration is continued along Vgs to achieve each bias point we measured. 
Here the direction along Vgs is called the universal direction. Figure 3.8 
presents the result of the real part of Y21 and Y22, which are related to 
transconductance and output conductance. The testing bias of the result is 
Vgs=-0.75 V, Vds=4 V, which is different from the original integration starting 
point. It can be seen that Y22 is not good, but Y21 is still consistent with 
measured results. In another word, the information about partial derivatives 






Figure 3.8 (a) The real part of Y21 from the simulated (red solid line) 4×75 μm 
GaAs PHEMT nonlinear model and measured real part of the intrinsic Y-parameters 
(symbols) at bias Vgs = -0.75 V and Vds = 4 V.  The integration is performed along 
Vgs=-0.25 V when the model is built. 
 
 
Figure 3.8 (b) The real part of Y22 from the simulated (red solid line) 4×75 μm 
GaAs PHEMT nonlinear model and measured real part of the intrinsic Y-parameters 
(symbols) at bias Vgs = -0.75 V and Vds = 4 V.  The integration is performed along 
Vgs=-0.25 V when the model is built. 
 







































If the integration is performed along the specific direction, the information 
about both directions of the partial derivatives will be conserved. Figure 3.9 
shows a good match between measured and simulated results. This time the 
integration is started from Vgs=-0.75 V, Vds=0 V. The testing bias is still Vgs=-
0.75 V, Vds=4 V. The result of Y21 is still the same, but the performance of Y22 
is modified. It means that the accuracy of current and charge sources can be 
guaranteed along the path of the specific direction. 
It should be noted that the RF current cannot only depend on the 
instantaneous values of the voltage at the device ports, but also on other 
variables, such as average values of the voltage [71], [72]. In this work, 
specific integration direction is considered as a variable, which is represented 
by the average voltage of the port. The choice of a port depends on the choice 
of the specific integration path (IP), namely, the choice of specific direction. 
The table of current or charge sources can be expressed as IRF(Vgs, Vds, IP) or 
Q(Vgs, Vds, IP). Figure 3.10 shows a three-dimensional charge table where Vgs 
is chosen as the variable integration path. For a given point in the 3D table, for 
example, Q(Vgs, Vds, -2) means that the data of the charge at Vgs and Vds is 
determined with specific integration path Vgs0= -2 V. 
The inconsistency between RF and DC current is a part of the dispersion 
effect, which is needed to be properly handled. Figure 3.11 exhibits a structure 
similar to [93] adopted here to solve the inconsistency problem. 
The introduction of an RF choke can separate RF and DC current. The RF 
choke can be regarded as an ideal large inductor that allows DC to flow and 
blocks RF signals. The following equation is the working mechanism of the 
proposed structure.  
))(( RFDCRFds IIII                              (3.21) 
Figure 3.12 is the whole structure of the nonlinear model. The model built 
with high order sources can be easily realized in ADS (Advanced Design 




Figure 3.9 (a) The real part of Y21 from the simulated (red solid line) 4×75 μm 
GaAs PHEMT nonlinear model and measured real part of the intrinsic Y-parameters 
(symbols) at bias Vgs = -0.75 V and Vds = 4 V.  The integration is performed along 
Vgs=-0.75 V when the model is built. 
 
 
Figure 3.9 (b) The real part of Y22 from the simulated (red solid line) 4×75 μm 
GaAs PHEMT nonlinear model and measured real part of the intrinsic Y-parameters 
(symbols) at bias Vgs = -0.75 V and Vds = 4 V.  The integration is performed along 
Vgs=-0.75 V when the model is built. 








































Figure 3.10 Three-dimensional table for charge sources. The newly introduced 








Figure 3.11 The structure proposed to address the inconsistency between 






























Figure 3.12 Non-quasi-static large-signal model using high order current and 
charge sources. The intrinsic part is shown in the dashed line box. 
 
3.4 Large-signal model Verification and Experiment 
Results 
To verify the technology-independence of the presented approach, both 
4×75 μm GaAs PHEMT and 4×70 μm GaN HEMT are investigated. Firstly, 
the on-wafer DC measurement is performed to get the static IV characteristic 
of the transistors. Then, bias-dependent S-parameters measurements are 
performed for model building. For the GaN HEMT, the frequency range is 
from 2 GHz to 20GHz. For the GaAs PHEMT, the frequency range is from 2 
GHz to 45 GHz. To test the extrapolation capability of the model, the 
frequency only up to 35 GHz is used for model generation for the GaAs 
PHEMT. First of all, the initial component values of the extrinsic part can be 
obtained by so-called ―cold-FET‖ method. If the transistor size is large, 
somewhat complicated extrinsic topology can be chosen. Based on equation 
(3.20), the optimization of the extrinsic part is performed to generate quasi 
integration path independent data for the intrinsic part. After components of 
the extrinsic part are determined, the intrinsic response can be obtained by de-
embedding. The polynomial regression is performed to get higher order 
coefficients for the intrinsic part. Then, path dependent integration is 
performed to generate three-dimensional current and charge nonlinear table.  
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Fig. 3.13 shows the DC performance of the GaAs PHEMT and the GaN 
HEMT respectively. As the presented nonlinear model is table based and DC 
measurement result is directly implemented as IDC, the accuracy of the static 
IV characteristic is definitely good. 
As mentioned before, the integration path independence can be examined 
by comparing simulated small-signal response and measured results under 
different biases. Figure 3.14 represents the small-signal response from the 
GaAs PHEMT large-signal models. The performance of the GaAs PHEMT in 
Figure 3.14 (a) and (b) can be compared to the traditional method [86] in 
Figure 3.5 and Figure 3.6.  Since the dispersion effect is considered, the 
presented three-dimensional model shows a good accuracy. Figure 3.15 shows 
the small-signal response of the GaN HEMT model under different bias. A 
good accuracy can be achieved even in the cutoff region, which is useful to 
switch designs. 
Figure 3.16 and Figure 3.17 show the simulation result of single-tone 
power sweep of the GaAs PHEMT and the GaN HEMT. In Figure 3.16, the 
performance of dispersionless model is still introduced for comparison.  
Figure 3.18 shows the simulation of IMD of the GaN HEMT. The two-tone 
excitation of power sweep for GaN HEMT is centered at 6 GHz with a 
frequency space of 2MHz.The result of lower IMD is illustrated.  The PAE 
and gain with the power sweep at 10 GHz are illustrated in Figure 3.19. A 
good agreement is achieved between simulation and measurement. Figure 3.20 
illustrates the result of simulated and measured waveforms in the frequency of 
4GHz for the GaN HEMT. The measurement was conducted by a large signal 
network analyzer. The consistency between simulated and measured 
performance verifies the accuracy of the nonlinear model. 
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Figure 3.13 (a) The static IV characteristic of the GaAs PHEMT. Solid red 
lines and symbols are simulated and measured results, respectively. 
 
 
Figure 3.13 (b) The static IV characteristic of the GaN HEMT. Solid red lines and 
symbols are simulated and measured results, respectively. 














Vgs=-1.5 ~0.5 V (0.25 V step)






















Figure 3.14 (a) Simulated (red solid line) 4×75 μm GaAs PHEMT nonlinear 
model and measured S-parameter (symbols) under bias Vgs = -0.75 V and Vds = 3 V.  
 
Figure 3.14 (b) Simulated (red solid line) 4×75 μm GaAs PHEMT nonlinear 
model and measured S-parameter (symbols) under bias Vgs = -0.25 V and Vds = 4 V. 















Figure 3.15 (a) Simulated (red solid line) 4×70 μm GaN HEMT nonlinear model 
and measured S-parameter (symbols) under bias Vgs = -1.25 V and Vds = 19 V.  
 
Figure 3.15 (b) Simulated (red solid line) 4×70 μm GaN HEMT nonlinear model 
and measured S-parameter (symbols) under bias Vgs = -3.5 V and Vds = 7 V.   
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Figure 3.16 Power sweep for the 4×75 μm GaAs PHEMT at 35 GHz. The green 
dash line is the simulated results with traditional [86] method. The Red solid line is 
the simulated results with the new model. Symbols are measured results. 
 
Figure 3.17 Power sweep of the 4×70 μm GaN HEMT at 7 GHz. Red line is the 
simulated result. Blue symbols are measured result. 


































Figure 3.18 Power sweep of 4×70 μm GaN HEMT under a two-tone excitation 
centered at 6 GHz with 2 MHz frequency spacing. 
 
Figure 3.19 Power sweep of 4×70 μm GaN HEMT under single-tone excitation 

















































Figure 3.20 (a) Simulated (red lines) and measured (symbols) large-signal 
waveform at 4 GHz for the 4×70 μm GaN HEMT with 9 dBm input power at the side 
of the gate.  
 
 
Figure 3.20 (b) Simulated (red lines) and measured (symbols) large-signal 
waveform at 4 GHz for the 4×70 μm GaN HEMT with 9 dBm input power at 
the side of the drain. 
 

















































In this chapter, a technology-independent method for small-signal model 
generation is presented. Furthermore, based on the generated small-signal 
model, a novel 3-D large-signal model is derived. Both GaAs and GaN 
devices are investigated to verify the approach‘s technology-independence. 
The non-quasi-static effect of the transistor is described by high order current 
and charge sources. Polynomial regression is adopted to simplify and speed up 
the extraction procedures and to make the model more accurate. The 
inconsistency between DC and RF current is eliminated by the presented 
structure. The component values of the extrinsic part are determined by 
optimization with the goal of integration path independence. For the first time, 
the variable integration path is added as a new variable in the source tables. In 
this way, the accuracy of the nonlinear model is consistently good both in the 
small-signal behavior and large-signal behavior. Even in the cutoff region, the 
accuracy is excellent. As the devices are measured under constant temperature, 
the model can be extended to generate a temperature dependent nonlinear 
model with the modified function or introduction of a new dimension to the 








Chapter 4    A Novel Artificial Neural 
Network Based Hybrid Large-signal model 
of GaAs pHEMTs for Ka-Band Power 
Amplifiers 
A novel hybrid large-signal model of GaAs pHEMTs is proposed for 
monolithic microwave integrated circuit power amplifier designs. This new 
model is based upon accurate electromagnetic (EM) description and creative 
multi-path artificial neural networks (ANNs) optimization. To precisely 
describe the EM effect in high frequency range, the extrinsic part of this model 
includes both lumped and distributed components. To re-grid the discrete data, 
the bias–dependent intrinsic elements are determined by ANNs rather than 
traditional interpolations. The dispersion effect is represented by nonlinear 
sources with the path-dependent integration. The intrinsic nonlinear sources 
are described by piecewise functions constructed by ANNs to make this model 
more robust. This proposed approach is verified by different types of GaAs 
pHEMTs with good agreement. In addition, a class-AB Ka-band power 
amplifier using a 0.15 um GaAs pHEMTs process was designed based the 
novel hybrid model for further nonlinearity verification. 
4.1 Introduction 
In the recent years, the GaAs pseudomorphic HEMTs (pHEMTs) are 
widely used in advanced nonlinear microwave circuits. As it is well known, 
computer-aided design (CAD) can assist to predict the behavior of the circuits, 
where accurate large-signal models play an important role in the active large-
signal circuit designs, such as power amplifiers and mixers. 
Much work has been undertaken to characterize the devices based on a 
broad range of different compact models. In general, empirical function based 
models primarily dominate in the research and industry field. However, 
empirical models heavily rely on the detailed expression of the nonlinear 
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functions. These functions are associated with many parameters which are 
very ambiguous to extract. Table-based model can be employed to represent 
the nonlinear I-V and Q-V relationship. It requires no detailed nonlinear 
function expressions, which significantly lightens the load of extracting 
parameters.  However, it must be pointed out that the table-based models still 
have some limitations. As the data within the box is discrete, some table-based 
models are inaccurate for higher order distortion simulation when input signal 
magnitudes are small. This limitation originates from the algorithm of 
interpolation and extrapolation when discrete data are sparsely presented. 
Moreover, sometimes the convergence cannot be guaranteed in high power 
environment where the high nonlinearity presented. In addition, the 
computation speed in table-based model will be very slow, when look-up 
tables cover rather broad working ranges. Some researchers consider 
physically-based models to be a good candidate to characterize the devices. In 
common, physical-based models are very accurate, especially compared with 
table-based models or empirical models when working condition is beyond 
measurement range [94]. Nevertheless, the detailed fabrication knowledge is 
usually not available to model builders, and its compatibility to the popular 
CAD software still needs to be further improved. In order to better 
characterize the active devices, artificial neural networks (ANNs) are recently 
increasingly recognized as a useful tool, especially when the DUT is of 
complex nonlinearity and its internal working principle is not well known to 
the model builder [95], [96]. 
In this chapter, a large-signal model is presented with piecewise functions 
consisting of ANNs and empirical functions, which can significantly make the 
convergence more robust. The dispersion effect is modeled by path-dependent 
integration technique, which is described by ANNs and empirical functions 
together. The inconsistency between DC and RF current will be eliminated by 
similar structure in [93] to guarantee the compatibility. The extrinsic part of 
the model includes the lumped and distributed components, which can make 
high-frequency application more practical. The data for model formulation 
requires DC measurement and bias-dependent S-parameter measurements. To 
verify the proposed method, different sizes of GaAs pHEMTs are investigated 
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in this work. Moreover, a Ka-band MMIC power amplifier has been designed 
based on the proposed model for further verification. 
4.2 Background and Application of ANN in Modeling  
4.2.1 Background of ANN  
In this chapter, as ANN is intensively employed to represent and process 
the data from the measurement of transistors, it is necessary to brief the 
background of ANN as an effective machine learning tool, especially the 
application in microwave. The origin of ANN is inspired by the learning and 
responding action of human brain‘s central nerve system. Generally, ANN is 
aiming to solve complex problems in modeling and optimization when the 
internal working principle of the target system is not well-known.  
In 1943, Warren McCulloch mathematically proposed first neural network 
[97], which leads to the trend of development of ANN. The first one is to 
emphasize the application of artificial intelligence and data mining. The 
second one focused on the biological signal application in the brain. Later, 
several researchers [98], [99] integrated biological and psychological ideas to 
present ANN, which were initially realized in electronic circuits. As limited by 
the computer computation speed, the development of ANN slowed until the 
processing ability was greatly improved in 1980s. Furthermore, Werbos [100] 
came up with the backpropagation algorithm for ANN training, which is a 
significant step in ANN development. Nowadays, even though the relationship 
between ANN and biological architecture is still not very clear, the successful 
application of ANN has been seen in many areas, such as clustering, pattern 
recognition, control and speech processing. 
4.2.2 Basic Structure of ANN  
To mimic the human nerve system, ANNs are constructed by simple 
neurons or cells operating in parallel with different weights. The final function 
represented by ANN is mainly determined by the connections between the 
cells and weights. The process of training or learning of ANN is actually 
adjusting the weights, even structure of ANN based on the error compared 
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with the targets and simulated results.   Figure 4.1 is the main flow of how 
ANN is trained.  
 
Figure 4.1 The main flow of how ANN is trained for to solve problems which are 
troublesome for conventional analysis. 
Commonly, a simple neural network consists of a number of neurons, 
weights and transfer function. The selection of neurons and structure 
determines the complexity of ANN. The more neuron, the more complex 
ANN will be. Sometimes, it is needed to increase the number of neurons or 
layers when current ANN is not capable of fulfilling the requirement, 
especially when the problem is very tedious and complex. Figure 4.2 
illustrates the basic structure of ANN. The input needs to be fed with n-
dimensional data. There is only one hidden neuron layer in Figure 4.2 with a 
single output. The transfer function is used to generate nonlinearity in different 





Figure 4.2 Basic structure of one layer ANN with n-dimensional inputs and a 
single output.  
Usually, increasing the number of neurons and layers can improve the 
ANN‘s ability to solve complex problems. However, increasing the 
complexity of ANN could take the risk of the well-known problem in function 
regression: over-fitting. To address this issue, we need to divide our 
measurement data before training. Some of them are prepared for training 
while the rest is for validation and testing. The samples for training are used 
for adjusting the weights and structure of the model. The error obtained from 
the difference between targeting and simulated results will drive the further 
adjustment of ANN. Meanwhile, the samples for validation are used to 
monitor the error changes when ANN is being trained. In order to avoid over-
fitting, the process of training will be terminated when the error from training 
sample drops but the error from validation increases. The testing data give a 
general review of the overall performance of the neural network. To illustrate 
the capability and the related issue of ANNs, one application of function 
approximation is demonstrated as follows:   
25.0)sin(5  xy                                       (4.1) 
40 samples are provided to generate ANN. There are 60% data used for 
training and 20% for validation. The rest is just for testing. The group is 
randomly selected.  Initially, there are 20 neurons involved in building ANN. 
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From Figure 4.3, we can see that the problem of overfitting compromise the 
performance of ANN. To improve the performance of ANN, we can either 
reduce the number of neurons or increase the sample for training, which is 
demonstrated in Figure 4.4. In practice, different strategies or adjustment is 
needed in different application environment. 
  
  
Figure 4.3 Some degenerated results of ANN due to overfitting (blue dots are 
samples and red line is simulated results by ANN) 
  
Figure 4.4 Improved neural network. The left one is the result of reducing the 




4.2.3  ANN application in microwave 
In the recent years, ANNs have been used to solve CAD problems in 
microwave. The related application can be found in both passive and active 
circuits in high-level simulation [101]-[117]. Traditionally, detailed physical 
based model for passive or active circuits can be very accurate. However, the 
component‘s internal theory usually defined by differential equations can 
make computation very expensive. On the other hand, many empirical 
function models actually are trying to achieve what ANNs do, but lack of 
accuracy due to limited and fixed detailed nonlinear expression. Compared 
with traditional methods, ANN is a new type of accurate modeling approach 
which largely depends on the data from the RF/microwave components to be 
modeled. ANN is very flexible and can be regarded as an effective tool for 
universal approximations.      
For a demonstration of the approximation ability of ANN, one commercial 
GaAs pHEMT is characterized in the small-signal ANN model. The 
measurement data are directly imported into ANNs for training. There are 8 
ANNs involved, which respectively represent the real and imaginary part of 
the two-port S-parameters. Figure 4.5 shows the simulated results by well 
trained ANNs. Compared with measurement results, excellent agreement is 
achieved by ANNs. However, it is needed to point out that the extrapolation 
ability of ANN is not good outside the measurement range because ANN lacks 





Figure 4.5 Small-signal responses from GaAs pHEMT. The dot is measurement 
results. The red continuous line is simulated results from ANN. 
 
4.3 ANN Based Hybrid Large-signal model Building 
Generally, the large-signal model of a GaAs pHEMT is gradually built up 
based on its small-signal model under multiple biases. Thus, the accuracy of 
the small-signal model largely determines the success of the corresponding 
large-signal model. The small-signal model is composed of the extrinsic part 
and the intrinsic part. In general, the extrinsic part cannot be separately and 
independently extracted. The values of the extrinsic part are determined as a 
whole through special bias condition. However, when the size of devices 
becomes larger and working frequency becomes higher, the traditional 
extrinsic lumped components need to be modified [82]. In this chapter, to 
describe the electromagnetic effect in high frequency, the extrinsic part of the 
presented model will be composed of the lumped and distributed components. 
The distributed part of the extrinsic parts is rebuilt in EM simulation software 
exactly with their own physical dimensions. Hence, the parasitic effect and 
material losses caused by the extrinsic region can be calculated by full-wave 
EM simulation. The EM simulated results of the distributed extrinsic parts are 
saved as multi-port scattering matrices to represent the distributed effect. The 
rest lumped extrinsic component are extracted through global optimization 
after de-embedding the inserted distributed components. The initial values are 
freq (500.0MHz to 18.00GHz)
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based on the ―cold-FET‖ method [16]. As the values of intrinsic components 
are usually bias-dependent, the intrinsic part of the small-signal model is 
extracted based on the global optimization targeting to fit S-parameters under 
different bias conditions. The small-signal equivalent model is presented in 
Figure 4.6, where the intrinsic part of the model is indicated inside the dashed 


























Rebuild in EM 
Simulation software
Rebuild in EM 
Simulation software
 
Figure 4.6 Equivalent circuit of the small-signal model. The intrinsic part is 
shown inside the dashed line box. The distributed extrinsic part is rebuilt in the EM 
simulation environment.  
As mentioned above, the components of extrinsic part do not depend on 
the external voltage. Thus, due to the existence of voltage drop across the 
resistors in the extrinsic part, the dependent voltages of the intrinsic elements 
must be recalculated. Consequently, the intrinsic voltage can be modified from 
extrinsic voltage as follows:  
sdssggsGSgs RIRRIVV  )(                              (4.2) 
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sgssddsDSds RIRRIVV  )(                              (4.3) 
where Vgs and Vds are the recalculated intrinsic voltages and VGS and VGD 
are the extrinsic voltages. Usually, the devices are measured based on 
equidistant external voltages for convenience, which means that the intrinsic 
voltage Vgs and Vds are no longer equidistant because of (4.2) and (4.3).  
Nevertheless, it is not easy to generate nonlinear current and charge sources 
based on the non-equidistant data.  At the same time, it is difficult to predict 
the values of extrinsic resistors before measurement. Therefore, it is 
impractical to set up a suitable measurement grid beforehand to obtain 
equidistant intrinsic voltages. 
Traditionally, the equidistant data can be generated by interpolations. 
However, the main limitation of interpolation is that it may sometimes 
produce discontinuities. In the meantime, the commonly used cubic 
interpolation technique will not even produce a valid result if the points are 
outside of the convex hull.  To overcome this limitation, ANNs will be 
employed to uniformly redistribute the values of intrinsic part with respect to 














Figure 4.7 Three layer artificial neural network for redistributing values of 
intrinsic components. 
ANNs are constructed from simple cells operating parallels with different 
weights. These cells are stimulated like biological nervous systems. 
Commonly, the collections between these cells determine the function of the 
neural networks. Generally speaking, the ANN can be regarded as a very 
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powerful continuous function which can approximate any nonlinear function 
after the connections, or weights, are well adjusted. The weights along the 
cells, or neurons, can be determined by suitable training algorithm and input-
output data. One of the advantages is that ANNs are very smooth as they have 
a theoretical infinite order of derivatives. A three-layer neural network is 
shown in the Figure 4.7 to demonstrate the working principle of ANN. The 
first layer is for input variables. In this proposed pHEMTs modeling case, the 
input can be different sets of intrinsic voltages. The second layer contains a 
number of neurons with different weights waiting for training from 
measurement data. The tansig function is selected as the transfer function to 










xansig                                   (4.4) 
The third layer is the output for post-processing, which will produce 
sincere values of the intrinsic elements. It is worth noting that all the 
measurement data is preprocessed with minimum and maximum mapping to 
the range from -1 to 1, which can accelerate the learning procedures of 
proposed neural networks. During the training course, the weights are being 
adjusted. Different sets of the raw intrinsic voltages are put into the first layer 
of ANNs and the related raw intrinsic element values are put into the last layer 
of ANNs. After training is finished, targeted equidistant voltages are put into 
the well trained ANNs to uniformly redistribute the intrinsic elements.  Finally, 
these intrinsic elements are reversely mapped from -1 to 1 through the same 
algorithm reversely adopted in preprocessing. The recalculated Cgs and Gm 
are shown in Figure 4.8 and Figure 4.9, which demonstrates the consistency 




Figure 4.8 The blue dots represent the original Cgs with respect to intrinsic 
voltages. The surface represents the uniformly redistributed data by ANN.   
 
Figure 4.9 The blue dots represent the original Gm with respect to intrinsic 
voltages. The surface represents the uniformly redistributed data by ANN.   
Based on the uniformly redistributed elements of the intrinsic part, the 
large-signal model can be constructed by different sorts of nonlinear sources. 
Within the presented model, Igs and Igd represent conduction current. The 
charges are described by Qgs and Qgd. The non-quasi-static effect is described 
by Rgs and Rgd which are located in series with charge sources. The developed 



































































 Figure 4.10 Equivalent circuit of the large-signal model for GaAs pHEMT. 
 
In this proposed novel modeling method, to fully take the advantage of 
ANNs, the static drain-source current can also be represented by a two-input-
one-output ANN. The structure is similar to the Figure 4.7, which is a three-
layer neural network with two inputs (Vgs, Vds) and one output (Ids). It is noted 
to  point out that the dependence of static current on the intrinsic voltages are 
still needed to be corrected based on Eqn. 4.2 and 4.3 due to the existence of 
the extrinsic resistors. Then, the corrected intrinsic voltages and the static 
current are put into the ANN for training. The well-trained ANN can be 
directly implemented in a large-signal model representing the static source. 





Figure 4.11 Static IV characteristic of 8*100 um GaAs is compared with 
measured and simulated results which are generated from ANN after training. The 
black dots are measured results. 
The differential parameters in the small-signal model can be integrated 
based on (4.5) – (4.8) without considering the dispersion effect. However, due 
to the self-heating and trapping effects of GaAs pHEMTs devices, the 
existence of the dispersion effect can compromise the accuracy of traditional 
large-signal model. One important phenomenon is the inconsistency between 
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where RF current is obtained through the integration from intrinsic 
conductance and transconductance. To properly handle this issue, the 









                            (4.10) 
Apart from the inconsistency between DC and static current, another main 
problem caused by dispersion effect is the violation of integration path 
independence among intrinsic elements, which means that the intrinsic 
elements do not satisfy the conservative condition. The accuracy of the model 
will be compromised when the improper integration is enforced. The 
















),(                                                         (4.11) 
Some researchers seek the help of pulse measurement to separately model 
the self-heating and trapping effect in dispersion effect. The results are 
satisfied in a limited frequency range. The consistency between the small-
signal model and the large-signal model at high frequencies is seldom reported. 
On the other hand, some researchers use average voltages or correction terms 
to describe self-heating effect with satisfied results. In this work, to handle the 
dispersion effect as a whole, the detailed the mechanism of non-conservative 
data is worthy of investigation. The accuracy of the model will be badly 
compromised at one direction (it depends on which direction is chosen for 
integration), where the information of the partial derivatives will be lost. 
Nevertheless, the accuracy along one specific integration path can be 
guaranteed as there is no need to ensure conservation condition by executing 
loop integration. To deal with this issue, a suitable integration path can be 
treated as a good solution to the problem. However, the model with only one 
specific integration path cannot effectively support large signal simulation. To 
make the solution more practical in broad working condition, variable 
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integration paths are introduced to fulfill the accuracy requirement. Therefore, 
three-dimensional nonlinear function can properly handle dispersion effect 
where the newly added dimension is used to properly describe the voltage-
dependent integration path. The average port voltages are chosen as variable 
integration paths in this work. 
Considering that ANNs are very smooth and capable of approximating any 
nonlinear functions, it is reasonable to still use ANN to represent the nonlinear 
integration-path-dependent three-dimensional function. The training data are 
from the RF currents generated along each specific integration path indicated 













Figure 4.12 Three layer artificial neural network representing the integration-
path-dependent nonlinear RF current source.  
The harmonic balance simulation mainly relies on numerical computations, 
whose linear part is calculated in the frequency-domain and nonlinear part is 
calculated in time domain. Numbers of iterations are executed to minimize the 
error function of the sum of the current at all nodes based on the Kirchoff's 
Current Law (KCL).  When the convergence is achieved, which means that the 
error function is driven to the target small value, the resulting voltages 
approximate a steady-state solution. However, sometimes the convergence 
cannot be guaranteed.  One reason for the divergence is the unsuitable 
topology of the large-signal model. In [28] and [86], too many different orders 
of differential equations are involved, which makes the computation   
vulnerable to divergence when high nonlinearity is presented. On the other 
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hand, the equivalent circuit model in Figure 4.10 can semi-physically 
represent the devices, which is more robust for convergence in numerical 
computation. Another cause of divergence is the unreasonable values obtained 
through an improper extrapolation algorithm. Beyond measurement and 
training range, implemented nonlinear function (or table-based) can produce 
extremely large or small value through extrapolation. These unreasonable 
values can lead to the divergence of the model. In this work, ANN is used to 
represent the nonlinear functions, because the ANN-based model can provide 
more robust convergence in DC, transient and harmonic balance simulations 
compared with table-based model [118]. Nevertheless, ANN-based model 
sometimes may also produce unreasonable extreme values beyond training 
region, which is vulnerable to divergence. On the other hand, traditional 
empirical functions are very robust in the convergence issue. So, to improve 
the convergence capability of the large-signal model, a piecewise function is 
introduced to describe the drain-source current. The piecewise function is 
composed of an ANN and an empirical function.  The ANN is used to 
guarantee the accuracy in the training range, whilst the empirical function is 
used to ensure convergence beyond training range. Therefore, a piecewise 
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The employed optimization algorithm is simulated annealing method, 
which is superior to handle the issue of local-minima, especially one more 
dimension is added.  Compared with traditional static current expression, it is 
worthy of noting that the parameter IP is used to indicate the variable 
integration-path. The presented model can be easily implemented in Advanced 
 82 
 
System Design (ADS) compatible to the sorts of stimulation, such as DC, AC 
and Harmonic simulation. 
4.4 Large-signal model verification and experiment 
results 
To verify the accuracy of the presented ANN-based hybrid large-signal 
modeling approach, several different types of on-wafer GaAs pHEMTs (4×75 
um, 4×150 um, 8×100 um) are investigated. A variety of precise 
measurements, which include I-V curve, S-parameters, Gain/PAE, Pin/Pout, 
IMD3 testing and etc., have been performed and compared with their 
corresponding modeled performances to reveal the accuracy of the proposed 
model. 
First of all, the on-wafer voltage-current measurement is performed to get 
the static I-V characteristics of GaAs pHEMTs devices. Then, their S-
parameters are measured under different bias conditions.  The frequency range 
is from 2 GHz to 40GHz, which can be applicable to a Ka-band power 
amplifier design afterwards.  
To build the hybrid large-signal model of GaAs pHEMTs, the components 
of their extrinsic part are extracted first.  After de-embedding the distributed 
components, the rest lumped components are extracted through optimizations, 
where initial values are obtained from ―cold-FET‖. The intrinsic part is 
obtained after de-embedding all the extrinsic components under different 
working biases. Then, the intrinsic elements are uniformly redistributed by 
ANNs. Then, the path-dependent integration is executed to generate the 
nonlinear sources represented by the ANN in the large-signal model.    
Figure 4.13 shows the DC performance of the 4×150 um GaAs  pHEMT. 
The static IV characteristic is described by well-trained ANN. It can be seen 
clearly in this figure that every measured I-V characteristic point is precisely 
represented by this proposed hybrid large-signal model and its overall 




Figure 4.13 Static IV characteristic of 4×150 um GaAs is compared with 
measured and simulated results. The black dots are measured results. 
 
Figure 4.14 Simulated (red solid line) 4×150 um GaAs pHEMT ANN model and 
measured S-parameter (blue circles) under bias Vgs = -0. 5 V and Vds = 5 V. 
 
As mentioned above, the accuracy of small-signal response is always the 
basis of the large-signal model. The performance of the small-signal model of 
GaAs pHEMTs is shown to demonstrate the presented approach. Figure 4.14 
is the accurate S-parameter performance from the model of the 4×150um 




































































GaAs pHEMTs. Figure 4.15 shows the gain and PAE against the input power 
of each transistor, where a good agreement is achieved. Furthermore, a 
consistent agreement between measured and modeled different orders of 
input/output power performances can be found in Figure 4.16, where 10 GHz 
is chosen as the sample operating frequency for testing. In Figure 4.17, the 
comparison of simulated and measured power sweep at 35 GHz has 
demonstrated the effectiveness of the presented model in the high-frequency 
range.  As IMD3 is more and more important in the modern nonlinearity 
characterization, Figure 4.18 shows the simulated and measured   IMD3 lower 
side performance when the center frequency is 5 GHz and space frequency is 
1 MHz. 
 
Figure 4.15 Simulated (red solid line) 8×100 um GaAs pHEMT ANN model and 
measured gain and PAE (blue circles). The working frequency is 10 GHz. 





























Figure 4.16 Simulated (red solid line) result from 8×100 um GaAs pHEMT 
ANN model and measured output power up to third order (blue circles). The 
working frequency is 10 GHz. 
 
Figure 4.17 Simulated (red solid line) result from 4×75 um GaAs pHEMT 
ANN model and measured output power (blue circles).The working frequency 
is 35 GHz. 









































Figure 4.18 Simulated (red solid line) result from 8×100 um GaAs pHEMT 
ANN model and measured (blue circles) result of the lower side of the third-
order IMD. The center frequency is 5 GHz. The space frequency is 1 MHZ.  
 
To further verify this presented approach, a Ka-band MMIC power 
amplifier using 0.15um GaAs pHEMT technology has been designed. With 
the help of the proposed ANN-based models, two different kinds of GaAs 
pHEMTs (4×75um and 8×100um) were adopted in this MMIC design. Figure 
4.19 (a) and (b) show the total diagram design and layout photograph of the 
fabricated MMIC PA chip, respectively. This Ka-band MMIC power amplifier 
is designed to provide 28dBm saturation output power with 18dB small-signal 
gain. It can be seen from Figure 4.19 (a) that this PA MMIC chip includes 




 stages are designed as the pre-
amplifier stages whilst the last stage is designed as the main power output 
stage. Firstly, due to its relatively high gain performance (around 7dB for Ka-
band amplifier application), a 4×75 um GaAs pHEMT has been adopted in the 
first stage to improve the overall small-signal gain of this power amplifier. 
Secondly, for the compromise of the gain and output power consideration, an 
8×100 um GaAs pHEMT has been adopted in the second stage to amplify and 
deliver the microwave power. Then the power from the second stage will be 
equally divided into 4 paths before entering four 4×75 um GaAs pHEMTs in 




















the last stage. It is worth noting that the last stage contains four 4×75 um GaAs 
pHEMTs to ensure the 28 dBm output power capability of this MMIC PA chip.    
Figure 4.19 (b) shows the layout photograph of the fabricated MMIC PA chip 
whose size is 3.0×1.0 mm
2
. Figure 4.20 is its measured and simulated gain 
against frequency, where a good agreement can be found. Figure 4.21 shows 
the return loss of this power amplifier whilst Figure 4.22 is its output power 
against input power at 35 GHz. All these performances show a good 
consistency between the measured results and simulated results generated by 
the proposed ANN-based models.   
 
Figure 4.19 (a) Diagram of Ka-band MMIC three-stage power amplifier design. 
 
 
Figure 4.19 (b) Micrograph of a fabricated Ka-band MMIC power amplifier with 





Figure 4.20 Simulated (red solid line) and measured (blue circles) gain against 
frequency of the power amplifier. 
 
Figure 4.21 Simulated (red solid line) and measured (blue circles) return loss of 
the power amplifier. 









































Figure 4.22 Simulated (red solid line) and measured (blue circles) gain against 
input power at 35GHz of the power amplifier. 
 
4.5 Conclusion 
In this chapter, an ANN-based hybrid large-signal modeling method for 
GaAs pHEMTs is presented. The extrinsic part of the presented model is 
extracted based on both lumped and distributed components, which are more 
consistent to handle the electromagnetic effect in the high-frequency range if 
the device‘s size is large. The values of bias-dependent intrinsic elements are 
uniformly redistributed by the ANN rather than traditional interpolations, 
which is more effective considering its smoothness and the powerful 
capability of nonlinear approximation. The dispersion effect is considered by 
path-dependent integration technique implemented by three-dimensional ANN.  
All the information about partial information of partial derivatives is well-
reserved regardless of the conservation condition. A piecewise function is 
introduced to make the numerical solution more robust, which is composed of 
ANNs and empirical functions. The ANN is used to guarantee the accuracy 
while the proposed empirical function is used to help convergence. Different 
experiments results, such as DC, S-parameters and different orders of output 
power, are compared with simulated performances of the proposed large-


























signal model, where accuracy is satisfactory. Different sizes of GaAs pHEMTs 
are investigated for verification. Finally, a Ka-band power amplifier is 
designed based on the proposed model for further nonlinear verification, 
which shows a good agreement. Besides its impressive accuracy, this novel 
hybrid large-signal model can also be easily implemented in the computer-
aided design (CAD) software and could be very useful in the GaAs pHEMTs 










Chapter 5   A Behavioral Modeling 
Approach for Nonlinear Devices for 
Arbitrary Load Application Considering 
Memory Effects 
A general empirical linearization approach for nonlinear subsystem 
behavior modeling is presented in this chapter. The proposed frequency-
dependent model is applicable to arbitrary load impedance. The 
characterization of the devices can be executed by a large signal network 
analyzer (LSNA) without the external tuners. Accurate results of the 
fundamental and higher order harmonics are achieved by the proposed model. 
The memory effect is considered in the proposed behavioral model. A 
transistor-level power amplifier under different load impedances is chosen to 
validate the presented method. The memory effect is demonstrated under the 
excitation of the CDMA2000 and WCDMA signals. 
5.1 Introduction 
Attributed to the high power ranges and nonlinearity, active circuits play 
an important role in practical signal quality reservation in wireless 
communication systems. So the understanding and optimization about active 
circuits is always the subject of researches and studies. Nowadays, microwave 
and wireless communications systems are becoming more and more complex. 
It turns out that it is difficult and time-consuming to simulate the 
communication systems at the transistor level. This phenomenon stimulates 
the requirements for the behavioral model for higher level simulation. Early 
studies have taken some steps of formulating mathematical theories to link the 
observation and simulation results [119]-[122].  
The behavioral model can be measurement-based black-box model or 
white-box in which detailed circuit knowledge is known in advance [29]. The 
white-box model is usually described by the sorts of constitutive relationship 
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where physical theories are with involved components. These components can 
be naturally physical, such as passive circuits, or empirically modeled, such as 
transistors. The equivalent circuits behind the white box can be very accurate. 
In addition, the ability of extrapolation of the white-box model can be reliable 
due to the physical background of the model itself. However, one of white-box 
model‘s main limitations is the simulation time required. So the purpose of the 
white-box behavioral model mainly targets on order-reduction for system 
simulation. Also, the internal details are sometimes not available to the model 
builder, which is very common in commercial industries.  On the other hand, 
the black-box model requires no a priori knowledge of the sub-system. The 
accuracy of the black-box model largely depends on the model structure and 
parameter extraction algorithm. Hence, it is common to see some distinction in 
application environment and accuracy resulted from different model building 
methodologies. In general, the black-box model can reproduce the 
measurement results under the same excitation environment, but the capability 
of extrapolation and prediction is not strong as there is no physical support for 
such models. Nowadays, the black-box is usually referred as the behavioral 
model as the advent of nonlinear measurements facilitates the direct 
characterization of these models. The nonlinearity of the subsystems or 
devices can be straightly recorded in behavioral models. Besides, the 
behavioral models can be used to protect the intellectual properties. Engineers 
can use the behavioral models in designing circuits or systems through 
simulation but cannot reverse the designing or description details from the 
provided model. 
5.2 Overview of existing approaches 
The behavioral model is mainly divided into time-domain based and 
frequency-domain based. Nowadays, the time-domain based models are 
preferred in the application of the PA linearization attributed to its flexibility 
in different application environment. On the other hand, frequency-domain 
based model, such as X-parameters are more popular in system simulation 
attributed to its good accuracy and ability of reproduction of the same data set 
in the similar excitation environment.  
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The time-domain based models are usually described by nonlinear 
differential equations mapping the input and output relationship. The detailed 
description of the model can be implicit or explicit functions. In the 
framework of system configuration, the relationship between input and output 
can be represented by delays to account for memory effect. So recursively, the 
model can be written as: 
 ))(,),1(),(),(,),1(()( 21 QsxsxsxQsysyFsy       (5.1) 
where x is the input and y is the output. The choice of the input and output 
variables depends on the model structures.  In (5.1), many detailed expressions 
are adopted, which can be mainly categorized into two groups [123]-[126]: the 
first one is to use truncated Volterra series. On the other hand, ANN is 
preferred by some researchers due to its universal approximation ability. Some 
remarkable progress is achieved to handle wide bandwidth by employing 
derivatives rather than constant time delay [127]:  
0),)(,)(,)(,,)(,)(),(( 

 tvtvtvtititif                        (5.2) 
However, it is necessary to point out that the time domain model requires 
conversion of the frequency-domain excitations and system responses to the 
time domain for the purpose of model implementation and verification. In HB 
and CE nonlinear analysis, the calculation solution algorithm must be 
transformed back and forth between frequency domain and time domain, 
which is not efficiently suitable for large-scale nonlinear simulation. On the 
other hand, the model formulated in the frequency domain is more efficient 
and native to the simulation algorithm adopted for the mathematical 
expression for implementation.   
Until now, the most popular frequency-domain behavior model is X-
parameter [26]. However, there are still some limitations of this behavior 
model. The standard extraction of the model is executed in 50-ohm 
environment with large-signal excitations. The performance of the generated 
model is not that accurate when the load impedance is away from 50 ohms. 
High order harmonic components begin to deviate when the device is going 
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into compression. On the other hand, if the load-dependent X-parameters are 
introduced, the external tuners have to be bought and the number of the 
variable coefficients will be increased by several orders of magnitudes, which 
is somewhat against the order reduction purpose of the behavioral model. At 
the same time, as the bandwidth of the signal is increasing in communication 
systems in recent years, the subsystems‘ memory effects cannot be ignored in 
behavioral models.     
5.3 Model Formulation 
The basic quantities of a behavioral model can be current-voltage 
relationship or incident-scattered wave relationship. As the proposed method 
in this work can be regarded as the linearization of the large-signal scattering 
function [129], the incident-scattered wave relationship will be described to 
represent the behavior of the original devices or subsystems. In addition, the 
other reason to choose incident-scattered wave relationship is that the incident 
waves are suitable independent quantity variables in the model building 
considering the sum of nonlinear components at the ports of the subsystems. 










                                             (5.4) 
For nonlinear situation, the incident and scattered waves are large signals 
which contain several harmonic components. The general relationship 
between incident and scattered waves can be defined as follows.  
),...,,...,( 22211211 qnpm AAAAAfB                      (5.5) 
Here the indexes of p and q represent the port number. The indexes of m 
and n represent the order of harmonic components. The function of f is a 
general representation of the nonlinear characteristic of the device or the 
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subsystem under investigation. In practical application, the number of 
harmonic components is determined by the nonlinearity of the system. And the 
appearance of these incident harmonic components from loads is due to the 







                                                     (5.6) 
The expressions (5.5) and (5.6) together rule the behaviors of the sub-
systems in practical communication systems. Nevertheless, to build a 
nonlinear behavioral model, expression (5.5) is too implicit to get a detailed 
function to describe it. Thus, effective simplification and linearization 
strategies are needed to assist model building. The assumption that 
investigated devices or subsystems are time-invariant system can be used to 
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This property indicates that applying an arbitrary delay to the input signals 
can result in the same delay with respect to output signals with harmonic 
modifications. As the delay can be any value, we can employ it by introducing 
the phase of A11 to simplify our model. The phase P can be defined as 
)( 11AjeP
                                          (5.8) 










   (5.9) 
The assumption of the time-invariant system can reduce our job of the 
model building by extracting with one specific large-signal phase information, 
usually A11. The linearization of the (5.9) can lead to X-parameters. The 
linearization is expanded around one large-signal operation point. The 
coefficients S and T are extracted linearly under the small-signal excitations. 
These coefficients provide the information of high order harmonic 
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components when load is not 50 ohms or devices are cascaded. However, 
linearization used in X-parameters is not adequate to conserve the nonlinearity 
of the device. Here we derive the equation (5.9) to investigate the linearization 
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The expression (5.10) is the transforming of the X-parameters. It is found 
that the pure linear representation around a single large signal is not enough to 
describe the performance of the device when incident waves become larger. 
Figure 5.1 and Figure 5.2 show the deviation of the expression (5.11) and 





Figure 5.1  The imaginary part of B23 under the excitation of A21.The phase of 
A11 is zero. The scattered dots are original data. The plane is shaped by the rewritten 
form of X-parameters. 
 
 
Figure 5.2 The real part of B22 under the excitation of A22.The phase of A11 is 
zero. The scattered dots are original data. The plane is shaped by the rewritten form 
of X-parameters. 
 
As the harmonics component B is a complex number, it can be expanded 
by Laurent series. However, it is found that the accuracy of Laurent series is 
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guaranteed around the circle where it is expanded, which means the flexible 
usage of the model is poor. In the other view, we can regard a complex 
number as a two-dimensional real numbers. To better linearize the nonlinear 
function f considering the power dependence of each incident wave, an 
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where s, t, S, T are all real numbers, which depend on the amplitude of A11. 
The dependence can be recorded in a table.  
It is worthy to point out that the proposed empirical functions require more 
experiments to extract the coefficients. The power level of Aqn needs to be 
high enough to address the order of magnitudes of the reflected wave from 
mismatched load. Because normally 3
rd
, or beyond, order harmonic 
components reflected from the mismatched load are not large enough to 
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influence the linear assumption of the nonlinear function, when the order of 
harmonic components exceeds two, the simpler formula (5.10) can be used.    
The formula (5.13) and (5.14) indicate that the output components are 
instantaneous mapping from inputs, which are adequate to handle continuous-
wave environment. However, for wide bandwidth application, the memory 
effects must be included. Any static behavioral model cannot provide a 
satisfying result. The cause of memory effects can be attributed to many 
reasons, such as heating and memory effect components themselves. Though 
the detailed physical description of memory is not needed in behavioral 
models, the phenomenon of memory effects must be captured within the 
generated behavioral models.  
The key output component of the above mentioned memoryless behavioral 
model is B21 (5.10)-(5.14), which depends on the instantaneous mapping from 
incident components. In this situation, only static AM/PM and AM/AM 
relationship are presented. To include memory effects in the behavioral model, 
memory polynomial [2] or recurrent neural network [105], [106] can be 
employed to address memory effect in the subsystems. For memory 
polynomial, the following expression describes the relationship between the 














            (5.15) 
It is needed to point out that the expression (5.15) or recurrent neural 
network is described in the frequency domain. Thus, there is not any high 
order harmonic component generated by the nonlinear expression. The input 
signals with delays up to Q are considered, which are introduced to address 
memory effects. The k represents the order of polynomials. It is interesting to 
point out that if Q equals to zero, the model will go back to the relationship 
between B21 and A11 in static X-parameter in the format of empirical function.  
As the time-invariant system is no longer applicable to the system where 
memory effects are considered, the coefficients Mkq cannot depend on the 
 100 
 
instantaneous value of the A11. To include the contribution from the past input 












FM                            (5.16) 
The detailed relationship between Mkq and incident waves can be recorded 
in a table. The expression (5.16) bridges the relationship between the outputs 
and the contribution from the average values of instant and past signals. The 
extraction of the coefficients can be executed under different input power 
levels stimulated by wideband modulated signals.  
Also, neural networks can be used to describe the nonlinear subsystems 
where memory effects are involved. 
))(),...(),(( 11111121  qtAtAtAANNb      (5.17) 
It is interesting to point out that the weights in a neural network can be 
independent of input power levels if the size of the network is large enough to 
cover all interesting application power regions. If not so, the power 
dependence of the weights is also applicable by the adoption of the formula 
(5.16). 
Finally, the nonlinear behavioral model includes both the consideration of 
mismatched condition and memory effects as a whole. The expressions (5.16) 
or (5.17) can replace the related reflected wave components in (5.13) and 
(5.14) for the relationship between B21 and A11. At the same time, the 
empirical function for the other higher order coefficients described in (5.13) 
and (5.14) are maintained. Like X-parameter, it is needed to point out that the 
presented approach can be applied to a broadband RF amplifier if the 
coefficients of the behavioral model are adjusted as frequency-dependent. The 
behavioral model can be easily implemented in ADS (Advanced Design 






To conveniently validate the presented approach of the building nonlinear 
behavioral model, a detailed transistor-level model of an RF power amplifier 
is chosen to verify the sorts of specifications needed in the view of subsystem/ 
system-level verification. 
The following is the detailed extraction procedures for the presented 
nonlinear behavioral modeling. To demonstrate the capability of the nonlinear 
behavioral model, the extraction and building of the model is executed in a 
nonlinear region. The extraction power level is from -10 dBm to 3 dBm, 
where P1dB is around -10 dBm shown in Figure 5.3.  The center RF frequency 
or carrier frequency is 1 GHz. First of all, to describe memory effects in a 
power amplifier, all power levels of wideband IS-95 CDMA signals are 
generated to extract the coefficients in the expression (5.16). Secondly, 
harmonic balance simulation is executed to get higher order coefficients in 
(5.13) and (5.14). In a practical situation, we can use a two-source large-signal 
network analyzer (LSNA) instead for practical extraction.   
Figure 5.4 and Figure 5.5 show that the nonlinear characteristic can be well 
captured by the proposed empirical formula compared with X-parameter in 
Figure 5.1 and Figure 5.2. Table I shows the different orders of output 
harmonic components of the original circuit, the presented approach in this 
work and X-parameters under several different impedance loads. The input 
power is 3 dBm. The improvement of accuracy of higher order harmonics is 
obviously shown in Table I. 
Figure 5.3 shows the gain of the behavioral model against input power 
levels. The result demonstrates the capability of extrapolation of the presented 
behavioral model. Though the behavior of fundamental frequency 
characteristic of the model is extracted through the stimulation of wideband 
IS-95 CDMA signal, the power level of which is from -10 dBm to 3dBm, the 
model is still able to apply to harmonic balance simulation and to provide 
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accurate results.  Figure 5.6 and Figure 5.7 provide the accurate amplitudes 
and phases of harmonic components in a 50-ohm system. Figure 5.8 and 
Figure 5.9 provide good results for harmonic components in non-50 ohm 
environment, which is more common in practical situations. 
Figure 5.10 compares the transistor-level amplifier model and the 
presented nonlinear behavioral model in the output spectrum stimulated by IS-
95 CDMA signals. The agreement is good. The quantities are demonstrated in 
Table II indicated by upper and lower channel ACPR and main channel power.  
At the same time, the performance of X-parameter is also introduced for 
comparison. Figure 5.11 shows the corresponding real and imaginary parts of 
the output stimulated by IS-95 CDMA signals.   
To further validate the presented approach, different wideband modulated 
signals rather than the signals used for model extraction are stimulated to the 
nonlinear behavioral model. Figure 5.12 shows the output spectrum stimulated 
by CDMA2000 signals. The corresponding quantity results are shown in Table 
III. Moreover, as memory effects and mismatched condition are both 
considered in the presented behavioral model, we need to investigate the 
performance of the model under the both mentioned circumstances. Figure 
5.13 shows the output spectrum stimulated by the wider bandwidth signal of 
WCDMA with the load impedance of 10 ohms. The corresponding quantity 




Figure 5.3 Gain of Simulation-based behavioral model (blue solid lines) 
compared to underlying transistor-level model (red dots) from which it is generated. 
The load impedance is 50 ohms. 
 
Figure 5.4  The imaginary part of B23 under the excitation of A21.The phase of 
A11 is zero. The scattered dots are original data. The curved surface is shaped the 
proposed empirical expression. 



















Figure 5.5 The real part of B22 under the excitation of A22.The phase of A11 is 
zero. The scattered dots are original data. The curved surface is shaped the proposed 




Different order of harmonics of output voltages 
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Figure 5.6  Harmonics Amplitudes of Simulation-based behavioral model (blue 
solid lines) compared to underlying transistor-level model (red dots) from which it is 
generated. The load impedance is 50 ohms. 
 
Figure 5.7  Harmonics phase of Simulation-based behavioral model (blue solid 
lines) compared to underlying transistor-level model (red dots) from which it is 
generated.  The load impedance is 50 ohms. 





































































Figure 5.8  Harmonics Amplitudes of Simulation-based behavioral model (blue 
solid lines) compared to underlying transistor-level model (red dots) from which it is 
generated. The load impedance is 10 ohms. 
 
Figure 5.9  Harmonics phase of Simulation-based behavioral model (blue solid 
lines) compared to underlying transistor-level model (red dots) from which it is 
generated.  The load impedance is 10 ohms. 
 
































































Figure 5.10  Output spectrum of Simulation-based behavioral model (blue solid 
lines) compared to underlying transistor-level model (red solid lines) from which it is 
generated.  The input signal is IS-95 CDMA signal. The load impedance is 50 ohms. 
 
Table II  











-45.423 -44.607 13.168 
Empirical Behavior 
Model 
-43.424 -42.129 13.233 
X-parameter -40.462 -38.928 13.036 
 
 

































Figure 5.11 Time domain output of Simulation-based behavioral model (blue 
solid lines) compared to underlying transistor-level model (red dots) from which it is 
generated.  The input signal is IS-95 CDMA signal. The load impedance is 50 ohms. 
 
Figure 5.12  Output spectrum of Simulation-based behavioral model (blue solid 
lines) compared to underlying transistor-level model (red solid lines) from which it is 
generated.  The input signal is CDMA2000 signal. The load impedance is 50 ohms. 
































Figure 5.13  Output spectrum of Simulation-based behavioral model (blue solid 
lines) compared to underlying transistor-level model (red solid lines) from which it is 
generated.  The input signal is WCDMA signal. The load impedance is 10 ohms.  
Table III 
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-40.254 -40.113 1.430 
Empirical 
Behavior Model 
-41.969 -41.652 1.549 
 
 




















We have presented an empirical approach to nonlinear behavioral model in 
the frequency domain, which has been validated by a transistor-level power 
amplifier model. An empirical function is proposed to describe the presented 
behavioral model, which is extracted in 50-ohm environment. The extracted 
model faithfully can represent the extracted nonlinear subsystem in non- 50-
ohm environment at fundamental and harmonic components. Besides, the 
resulting behavioral model also includes memory effects through the 
dependence of the average of previous and instant input signals. Memory 
polynomials or artificial neural network can be easily and straightly employed 
to describe the nonlinear relationship related to the memory effects. The 
presented model is verified by different kinds of wideband modulated signals. 
Even in non-50 ohm environment, the presented behavioral model provides 
excellent results with memory effects. The high accuracy of the proposed 
model capable of considering both mismatched condition and memory effects 
guarantees the usage of the model in more flexible and practical 





Chapter 6   Conclusion and Future Works 
6.1 Conclusion 
With the fast development of wireless communication system, the demand 
for microwave/RF circuits keeps growing. The requirement for reducing 
fabrication iteration drives the development of accurate and reliable circuit and 
sub-system models. Nowadays, the GaAs technology is relatively mature 
compared to other new semiconductor technologies for high frequency and 
high power applications, which requires fast and reliable modeling 
methodology. On the other hand, the process and modeling algorithm for the 
GaN technology are still under investigation. The related commercialization is 
also in the initial stage. Accurate model approaches can help researchers better 
understand the working principle of the devices. Also, behavioral models will 
become more important in the near future. As the communication systems turn 
out to be more and more complex, the requirement for reliable simulation 
based on the black-box model will be preferred among system designers. 
In this dissertation, the modeling methods for semiconductor devices, such 
as GaAs and GaN, are deeply investigated. Empirical function, table-based 
and ANN based models are discussed for their advantages and disadvantages. 
Experimental verifications are conducted to validate the effectiveness of the 
proposed models. Moreover, one behavioral model for sub-system is presented 
for application in a nonlinear environment.    
Firstly, the working principle of microwave transistors is physically 
examined. The semi-physical explanation together with small-signal 
equivalent model extraction algorithm is presented. Some crucial concepts for 
empirical small-signal modeling are discussed. Subsequently, different types 
of large-signal models are comparatively reviewed the pros and cons.  Finally, 




Then, in chapter 3, a novel small-signal model and its related large-signal 
model are proposed. It is uncommon to use normal equations to do linear 
regression in device modeling as most of the active devices are naturally 
nonlinear. The topology of the equivalent circuit is creatively simplified for 
linear regression. Linear regression is adopted to accelerate the speed of global 
optimization compared with traditional nonlinear optimization which is easily 
trapped in local minima. The generated model‘s working frequency is up to 
the millimeter-wave frequency with a good extrapolation ability. A good 
agreement between simulated results and measured results is achieved. The 
presented approach is verified by different process technology. In addition, a 
newly large-signal model considering the dispersion effect is presented. As the 
elements of the intrinsic part are usually non-conservative data, which is the 
key phenomenon of the dispersion effect, it is incorrect to enforce 
conventional integration to get primitive function. For the first time, a three-
dimensional nonlinear integration approach is presented to handle the 
inconsistency between the small-signal model and large-signal model. 
Experimental validation is conducted to verify the proposed method. Accurate 
small-signal responses under different bias condition excellently verify the 
effectiveness of the presented approach. Other large-signal responses, such as 
input-output power sweeps, IMD and waveforms, further validate the accuracy 
of the proposed model. 
In chapter 4, a hybrid and reliable large-signal model mainly constructed 
by ANN is presented. In the presented model, the exact physical dimension of 
the extrinsic part of the transistor to be modeled is rebuilt in the EM 
simulation environment. The parasitic effect of the passive part of the 
transistor can be reserved by full-wave EM simulation. An advanced 
interpolation algorithm is executed with the assistance of ANN. In addition, 
ANN is employed to replace the table-based method, which is more robust in 
convergence issue when high nonlinearity is encountered. The dispersion 
effect is addressed by an introduced variable integration path, which is 
described by ANN.  To further verify the practice of the presented model, a 
Ka-band amplifier is designed based on the presented model, which is rarely 
seen in the publication. The measured and simulated performances of the 
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amplifier are consistent, which validate the effectiveness of the proposed a 
model. 
In chapter 5, the working principle of sub-system behavioral model is 
investigated. The trend of behavioral models is reviewed and different types of 
behavioral models are discussed. The purpose of behavioral models is to 
reproduce the data set excited in the similar nonlinear environment. Any 
extrapolation is appreciated if working condition is changed. The main target 
of the behavioral model is to reserve the nonlinearity and characteristic of sub-
systems, such as power amplifier and mixer. Finally, a novel behavioral model 
is presented based on a newly proposed empirical function to enhance the 
accuracy of high order harmonics in non-50 Ohm environment, which is 
important to evaluate a sub-system in mismatched or cascaded condition. The 
quantity employed is incident-reflection relationship. In addition, memory 
effect is also included in the presented model through time-delay polynomials. 
The presented model is frequency-domain based.  
6.2  Possible future works 
Compared with the empirical function model, the building of the large-
signal model based on the table or ANN still requires many manual steps. 
How to speed up and automate the extraction procedures is still a concern in 
model generation.  
The environment temperature is not considered in this thesis. If so, one 
more dimension will be added, which will slow the simulation speed of the 
model. How to relate the temperature with existing parameters can help to 
reduce the order needed for model building. 
The behavioral model presented in this study is still short of experimental 
verification, though it is validated by transistor-level model circuits. One of 
the main limitations is the requirement for measurement of incident waves 
which are necessary to build the model. This issue is very common when 
current measurement is required. How to build a complete system to measure 
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