This article describes the results on the existence of optimal and nearly optimal policies for Markov Decision Processes (MDPs) with total expected discounted rewards. The problem of optimization of total expected discounted rewards for MDPs is also known under the name of discounted dynamic programming.
Introduction
Deterministic optimal policies always exist for discounted dynamic programming problems with finite action sets. Such policies also exist when action sets satisfy certain compactness conditions, and transition probabilities and reward functions satisfy certain continuity conditions. If either compactness or continuity conditions do not hold, deterministic -optimal policies exist for problems with countable state spaces. For problems with uncountable Borel state spaces, the results similar to the existence of deterministic -optimal policies hold, but in this more general case either the notion of -optimality should be replaced with the weaker notion of (p, )-optimality or a broader definition of a policy is required. Since the theory is simpler when the state space is countable, problems with countable and uncountable state spaces are considered separately in this chapter.
Countable state space 2.1 Definitions
Consider a Markov Decision Process (MDP) with the state space X, action space A, sets of actions A(x) available at states x ∈ X, transition probabilities p, and rewards r.
We assume throughout this section that the state space X is countable. In particular, it can be either finite or countably infinite.
We assume that the action set A is a complete separable metric space. For simplicity, A can be imagined as a finite set, countably infinite set, R n , or its natural subset. All sets A(x) are nonempty Borel subsets of A. In particular, if A is countable then A(x) are arbitrary nonempty subsets of A.
If an action a ∈ A(x) is selected at the state x then the one-step reward is r(x, a) and the probability that the system will be at the state y at the next step is p(y|x, a). The standard assumption is that the functions r(x, a) and p(y|x, a) are measurable in a for all x, y ∈ X.
Unless otherwise specified, we shall assume that the sum of transition probabilities is 1 and the reward function is bounded above. The former means that y∈X p(y|x, a) = 1 for all x ∈ X and for all a ∈ A(x). The latter means that there exists a finite constant K such that r(x, a) ≤ K for all x ∈ X and for all a ∈ A(x).
For the classical dynamic programming problems introduced by Blackwell [3] , the reward functions r(x, a) are assumed to be bounded, i.e., |r(x, a)| ≤ K, x ∈ X and a ∈ A(x), for some finite constant K. However, in many operations research applications the reward functions are bounded above, i.e., r(x, a) ≤ K when x ∈ X and a ∈ A(x). For example, in mathematical models of inventory and queueing systems, the one-step holding costs can tend to ∞ as the inventory levels or number of waiting customers increases to ∞. Therefore, the corresponding reward functions can be unlimited from below. So, we consider the more general case when the reward function is bounded from above.
A general policy may be randomized and history-dependent. Let Π be the set of all policies. A deterministic policy is defined as a function φ that always selects action φ(x) at a state x ∈ X. In other words, a deterministic policy is history-independent and nonrandomized. Let D denote the set of deterministic policies.
Let the initial state be x and a policy π be chosen. For a positive constant α < 1 called a discount factor, the expected total discounted reward is
where E π x is the expectation when the initial state is x and a policy π is chosen, and x t and a t are states and selected actions at epochs t = 0, 1, . . . . The value at each state x is defined as V (x) = sup π∈Π v π (x).
A policy π is called optimal if v π (x) = V (x) for all x ∈ X. Thus, the optimality is defined with respect to all possible initial states. If an optimal policy is deterministic, it is called a deterministic optimal policy.
A policy π is called -optimal for a nonnegative constant if v π (x) ≥ V (x) − for all initial states x from X. In particular, the notions of 0-optimal and optimal policies coincide.
For x ∈ X, a ∈ A(x), and for a bounded above real-valued function f on X, define
This value can be interpreted as the expected reward over two steps starting from the state x, when the action a from A(x) is selected and the reward at the second step is defined by the function f. For a deterministic policy φ we can consider the operator T φ defined for functions f bounded above,
The optimality operator T is defined as
The value function V satisfies the optimality equation
In particular, if the reward function r is bounded then T φ and T are contraction mappings defined on the set of bounded functions on X endowed with the metric d induced by supremum norms. This is true for an arbitrary, possibly uncountable, set
Therefore, when the reward function r is bounded, the Banach fixed point theorem (also known as the contraction mapping theorem or contraction mapping principle) implies that the functions v π and V are the unique bounded solutions of the equations u = T φ u and U = T U respectively. The Banach fixed point theorem also provides the convergence of the value iteration algorithm and it provides estimates for its convergence; see Bertsekas [1, Chapter 1] on such estimates and Feinberg [8] on convergence of value iterations for total-reward criteria. We notice that in addition to a unique bounded solution, each of these equations may have unbounded solutions; see Example 6.4 in Feinberg [8] .
The analysis of discounted problems with reward functions bounded above can be reduced to the analysis of a negative dynamic programming problem by replacing the reward function r with the nonpositive reward functionr = r − K. Then the expected total rewardṽ π for the new problem isṽ π (x) = v π (x) − K/(1 − α) for all x ∈ X and for all π ∈ Π. Therefore, the existence of optimal and -optimal policies for discounted problems can be obtained from the corresponding results for negative programming. For example, for negative programming the value function is the largest solution of (2) with α ∈ [0, 1]. Therefore, if the reward function r is bounded above for a discounted dynamic programming problem, then the value function V is the largest solution of equation (2) satisfying the inequality U (x) ≤ K/(1 − α) for all x ∈ X. However, stronger results sometimes hold for discounted problems than for negative problems. The optimality equation and its properties are summarized in the following theorem.
Theorem 1 The value function V is the largest solution of the optimality equation (2) satisfying the inequality U (x) ≤ K/(1 − α) for all x ∈ X. If the reward function r is bounded, then V is the unique bounded solution of the optimality equation (2).
In the similar way, discounted MDPs with reward functions bounded below can be reduced to positive dynamic programming. Such reward functions are used in some economics applications.
Existence of optimal policies
A deterministic policy φ is called conserving if T φ V (x) = V (x) for all x ∈ X.
Theorem 2 A deterministic policy φ is optimal if and only if it is conserving.
Therefore, the existence of a deterministic optimal policy and the existence of a conserving policy are equivalent statements. Finding a deterministic optimal policy is equivalent to finding a conserving policy. Consider the sets of conserving actions
Theorem 2 implies that a deterministic optimal policy exists if and only if A c (x) = ∅. In addition, the optimality equation implies that v π (x) < V (x) for any policy π if A c (x) = ∅. Therefore, Theorem 2 implies the following corollary.
Corollary 3 An optimal policy exists if and only if for each x ∈ X the set of conserving actions A c (x) is not empty. In addition, if an optimal policy exists then there exists a deterministic optimal policy.
Thus, it is sufficient to verify A c (x) = ∅ for all x ∈ X to prove the existence of optimal deterministic policies. In particular, since V = T V , optimal policies exist if all the sets A(x) are finite. However, they also exist under more general assumptions.
Definition 4 A real-valued function f defined on a topological space Z is called supcompact if the set Z λ = {z ∈ Z| f (z) ≥ λ} is compact for any real number λ.
The following assumption is sufficient for A c (x) = ∅ for all x ∈ X.
Assumption 5 (a) For each x, y ∈ X the function p(y|x, a) is continuous in a ∈ A(x).
(b) For each x ∈ X the function r(x, a) is sup-compact in a ∈ A(x). This means that for any x ∈ X and for any number λ the set A λ (x) = {a ∈ A(x)| r(x, a) ≥ λ} is compact.
Assumption 5 implies that all the sets of conserving actions A c (x) are nonempty and therefore the following statement holds.
Corollary 6 If an MDP satisfies Assumption 5 then there exists a deterministic optimal policy.
The following assumption is stronger than Assumption 5. 
Corollary 8 If an MDP satisfies Assumption 7 then there exists a deterministic optimal policy.
In particular, Assumption 7 holds when all the sets A(x) are finite. Therefore, the mentioned above fact on the existence of optimal policies for finite action sets can be formulated as a particular case of Corollary 8.
Corollary 9
If for each state x ∈ X the set of available actions A(x) is finite then there exists a deterministic optimal policy. According to the above statements, the existence of optimal policies requires certain continuity and compactness conditions to ensure the existence of conserving actions for all states. The existence of deterministic -optimal policies, where is an arbitrary fixed positive number, does not require such conditions.
Let be a positive constant. Consider a deterministic policy φ such that
Then the optimality equation V = T V and straightforward calculations imply that v π (x) ≥ V (x) − for all x ∈ X. Therefore, the following result holds. A Borel state MDP is defined by the same objects as the MDP with a countable state space. The differences are that: (i) the state space X is a Borel space, (ii) the transition probability p(E|x, a) is a probability measure on the Borel σ-field of X and it satisfies the condition that for any Borel subset
A general policy is defined by transition probabilities π n , n = 0, 1, . . . such that for any h n = x 0 , a 0 , x 1 , a 1 , . . . , a n , π n (da n |h n ) is a probability measure on A satisfying the following two conditions: (a) π n (A(x n )|h n ) = 1 and (b) for each Borel subset B of A the function π n (B|h n ) is Borel-measurable on the set of all histories H n up to time n, H n = X × (A × X) n . Thus, a general policy can be randomized and history-dependent.
The following assumption is standard for Borel state MDPs and is always assumed in this article: the graph
is a Borel subset of X × A. A deterministic policy is a measurable mapping of X to A such that φ(x) ∈ A(x) for all x ∈ X. In other words, (x, φ(x) ∈ Gr(A) for all x ∈ X. In general, for some D ⊂ X ×A, a mapping f : X → A is called a selector if (x, f (x)) ∈ D for all x ∈ X. So, a deterministic policy is a measurable selector from X to A with respect to D = Gr(A). So, a deterministic policy is sometimes called a measurable selector.
In order to define at least one policy and avoid the possibility that Π = ∅, we need to assume that there exists at least one deterministic policy. We shall avoid this assumption by using the convention that sup{∅} = −∞. Then V (x) = −∞ for all x ∈ X, if Π = ∅. In many cases, for example, under Assumptions S, Su, W, and Wu and for universally measurable policies described below, Π = ∅, because the existence of a deterministic policy follows from so-called measurable selection theorems. In some cases it is possible to avoid this assumption by setting V = −∞ if Π = ∅.
A special feature of the above model is that the value function V may not be Borel measurable. However, it belongs to a broader class of universally measurable functions, for which integration is possible. In the same way we had for the countable state set, the value function V satisfies the optimality equation. In the case of a bounded reward function r, the value function is a unique bounded universally measurable function. This is true if either the existence of at least one deterministic policy is assumed or policies are allowed to be selected from a broader class of universally measurable policies.
For Borel-state models, the statements similar to Theorems 1 and 2 hold.
Theorem 11 (i) The value function V is universally measurable and it is a solution of the optimality equation (2). (ii) The value function V is the largest universally measurable solution U of the optimal equation (2) such that
(
iii) If the reward function r is bounded, then V is the unique bounded solution of the optimality equation (2).

Theorem 12 A deterministic policy is optimal if and only if it is conserving.
In addition, the following statement holds.
Theorem 13 If there exists an optimal policy then there exists a deterministic optimal policy.
To ensure the existence of conserving policies, some continuity and compactness properties are required. Before we describe particular cases, we formulate a general statement.
For a policy π let v π N denote the N -horizon expected discounted total rewards. We have v π 0 (x) = 0, x ∈ X, and for N = 1, 2, . . .
. According to these definitions, V 0 (x) = 0 for all x ∈ X. In the trivial case, when Π = ∅ we have V N (x) = −∞, for all x ∈ X and for all N = 1, 2, . . . . The values V N (x) is the supremum of the expected total reward over the finite horizon N with the 0 terminal value V 0 . As was shown by Blackwell [3] , the functions V N , N = 1, 2 . . . , and V belong to the class of universally measurable functions and therefore they can be integrated in the same way as Borel functions. In addition, the function V N satisfies the optimality equation V N +1 = T V N , N = 0, 1, . . . . This is the well-known optimality equation for finite-horizon dynamic programming models. It can be proved by inductions or as a corollary from Theorem 11(i), because a finite-horizon model can be reduced to an infinite-horizon model; see [8, Section 4.6] The following theorem provides a sufficient condition for the existence of optimal deterministic policies.
Theorem 14
Suppose that there exists a nonnegative integer k such that for any x ∈ X, for any finite number λ, and for any N ≥ k the set
for all inX, and there exists a deterministic optimal policy. Theorem 14 is a useful tool to establish the existence of deterministic optimal policies under an assumption similar to Assumption 5. When X is continuum, there are two groups of assumptions in the literature corresponding to Assumption 5. These assumptions correspond to two different types of convergence of probability measures: setwise convergence and weak convergence. Such assumptions, the so-called S and W were introduced by Schäl [17, 18] for the case of compact action spaces. Since we start with possibly non-compact action sets, we shall use abbreviations Su and Wu, where the symbol "u" indicate that the sets A(x) can be unbounded and therefore non-compact. In many applications, noncompact action sets are unbounded.
Assumption Su (i) For each x ∈ X the transition probability p(dy|x, a) is setwise continuous in a ∈ A(x). This means that p(Y |x, a n ) → p(Y |x, a) for every x ∈ X and for any sequence a n , n = 1, 2, . . . , of elements of A(x) converging to a, where Y is an arbitrary measurable subset of X.
(ii) For each x ∈ X, the reward function r(x, a) is sup-compact in a, i.e., the set A λ (x) = {a ∈ A(x)| r(x, a) ≥ λ} is compact for any real number λ.
Assumption Wu (i) The transition probability p(dy|x, a) is weakly continuous in (x, a) ∈ X × A, i.e., for any bounded continuous function
for any x ∈ X and any a ∈ A(x), if (x i , a i ) → (x, a) and a i ∈ A(x i ).
(ii) The reward function r(x, a) is sup-compact on Gr(A), i.e., the set {(x, a) ∈ Gr(A)| r(x, a) ≥ λ} is compact for any finite number λ.
Theorem 15 Either Assumption Su or Assumption Wu implies the existence of a deterministic optimal policy. In addition, the value function V is Borel measurable under Assumption Su and sup-compact under Assumption Wu.
The following assumptions are sufficient for the existence of deterministic optimal policies when all the sets of available actions A(x) are compact. (iii) The transition probability p(·|x, a) is weakly continuous on (X × A), i.e., Assumption Wu(i) holds.
(iv) The reward function r(x, a) is upper semi-continuous on Gr(A). In a general situation, the value function V (x) may not be Borel measurable, but it is universally measurable; see [2, 3, 7] for detail. Since for any fixed policy π the function v π (x) is Borel, -optimal policies may not exist; Blackwell [3, Example 2] . However, such policies exist if either the definition of -optimal is changed to the definition of so-called (p, )-optimal policies or the set of policies is expanded by allowing the policies to be universally measurable.
Let p be a probability measure on X. A policy π is called (p, )-optimal if there exists a measurable subset Y of X such that p(Y ) = 1 and
Theorem 19 For any probability measure p on X and for any > 0 there exists a deterministic (p, )-optimal policy.
However, for any > 0 there exists a deterministic -optimal policy, if the definition of a policy is expanded by allowing transition probabilities π n (B|h n ) to be universally measurable functions on X for all Borel measurable subsets B of A. A deterministic universally measurable policy φ is a universally measurable mapping from X to A such that φ(x) ∈ A(x) for all x ∈ X. The Jankov-von Neumann selection theorem implies that there exists at least one universally measurable deterministic policy; see Bertsekas and Shreve [2] , Dynkin and Yushkevich [7] , or Kechris [15] for detail. We also remark that the value function V remains unchanged after the set of Π is extended by allowing universally measurable policies, except the trivial case when there is no Borel measurable selector from X to A.
Theorem 20
If universally measurable policies are allowed then for any > 0 there exists a deterministic universally measurable -optimal policy.
Bibliographic Notes
The literature on discounted MDPs is vast and we mention only a few references. Shapley [19] studied stochastic games with discounted payoffs. Dubins and Savage [6] and then Hordijk [14] studied the relations between conserving and optimal policies. In particular, a deterministic policy for an MDP with the expected total criterion is optimal if and only if it is conserving and equalizing. However, any policy is equalizing for a discounted MDP with a reward function r(x, a) bounded above. So, Theorem 2 can be traced to Dubins and Savage [6] . Theorem 12 is a straightforward extension of Theorem 2 to problems with Borel state spaces.
Blackwell [3] studied a discounted Borel-state MDP with bounded rewards. Theorems 13, 18, and 19 are from [3] . Strauch [20] proved the universal optimality of the value function and optimality equation; see Theorem 11. Blackwell [3] and Strauch [20] considered a model when A(x) = A for all x ∈ X. Dynkin and Yushkevich [6] extended the theory in several directions including the state-dependent action sets A(x). Denardo [5] studied contraction properties of dynamic programming operators. In particular, these properties lead to Theorem 10. This theorem can be viewed as a particular case of Theorem 6.21 from Feinberg [8] which describes the structure of nearly-optimal policies in countable MDPs with expected total rewards; see also [9] . Theorem 14 is Proposition 9.17 from Bertsekas and Shreve [2] . Schäl [17, 18] introduced Assumptions S and W, where S stands for setwise continuity of transition probabilities and W stands for weak continuity. Theorem 16 is from Schäl [18] . The monograph [13] by Hernández-Lerma and Lasserre primarily covers MDPs with setwise continuous transition probabilities. Assumption Su is from Hernández-Lerma [12] and Assumption Wu is from Feinberg and Lewis [10] . Theorem 15 presents the results from [12, 10] . The answer to the question on which type of continuity is more appropriate depends on a particular application. For example, in [10] it was observed that Assumption Wu is applicable to inventory control problems with continuous demand distributions, while Assumption Su is applicable to inventory control problems with general demand distributions.
Blackwell, Freedman and Orkin [4] and Freedman [11] investigated discounted MDPs with analytically measurable policies. Bertsekas and Shreve [2] developed the theory of dynamic programming on Borel state spaces and universally measurable policies. Theorem 20 is from [2] .
The theory of Borel spaces and measurable selection theorems plays an important role in studying dynamic programming problems with Borel state spaces. In addition to excellent chapters and appendices in Bertsekas and Shreve [2] , Dynkin and Yushkevich [7] , and Hernández-Lerma and Lasserre [13] , the monograph by Kechris [15] contains important facts on these topics.
