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Abstract
In this thesis the superconducting and magnetic phases of LiOH(Fe,Co)(Se,S), CuFeAs/CuFeSb,
and LaFeP1-xAsxO – belonging to the 11, 111 and 1111 structural classes of iron-based arsenides
and chalcogenides – are investigated by means of 57Fe Mo¨ssbauer spectroscopy and muon spin rota-
tion/relaxation (µSR). Of major importance in this study is the application of high magnetic fields
in Mo¨ssbauer spectroscopy to distinguish and characterize ferro- (FM) and antiferromagnetic (AFM)
order. A user-friendly Mo¨ssbauer data analysis program was developed to provide suitable model
functions not only for high field spectra, but relaxation spectra or parameter distributions in general.
In LaFeP1-xAsxO the reconstruction of the Fermi surface is described by the vanishing of the Γ
hole pocket with decreasing x. The continuous change of the orbital character and the covalency
of the d-electrons is shown by Mo¨ssbauer spectroscopy. A novel antiferromagnetic phase with small
magnetic moments of ≈ 0.1µB state is characterized. The superconducting order parameter is proven
to continuously change from a nodal to a fully gapped s-wave like Fermi surface in the superconducting
regime as a function of x, partially investigated on (O,F) substituted samples.
LiOHFeSe is one of the novel intercalated FeSe compounds, showing strongly increased TC = 43 K
mainly due to increased interlayer spacing and resulting two-dimensionality of the Fermi surface.
The primary interest of the samples of this thesis is the simultaneously observed ferromagnetism
and superconductivity. The local probe techniques prove that superconducting sample volume gets
replaced by ferromagnetic volume. Ferromagnetism arises from magnetic order with TC = 10 K of
secondary iron in the interlayer. The tendency of this system to show (Li,Fe) disorder is preserved
upon (Se,S) substitution. However, superconductivity gets suppressed. The results of Mo¨ssbauer
spectroscopy indicate that the systems tends to a secondary structural phase, where the local iron
environment observed in pure FeS is absent. Moreover, two interlayer positions of the iron are
identified. The absence of enhanced superconducting TC in LiOHFeS thus is related to a structural
instability.
Also, in CuFeAs the role of secondary iron at the Cu position turns out to be decisive for the
observed magnetic behaviour. As in LiOHFeSe, it orders ferromagnetically at TC ≈ 11 K and super-
imposes with the magnetic instability of the main iron site. It is shown that a small charge doping
of 0.1e/Fe, which is expected from (Cu,Fe) disorder, is sufficient to switch the system between a
paramagnetic and an AFM ground state. Both magnetic orders are indistinguishable, because the
magnetic order parameters are strongly coupled. This coupling was observed in the structurally
identical CuFeSb, where the magnetic order parameters of both iron sites scale perfectly. The mag-
netically unstable CuFeAs and the ferromagnetic CuFeSb can be classified according to the theory of
As height driven magnetism, predicting a change from paramagnetism to AFM and finally FM with
increasing As height.
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1 Acronyms and Symbols
α azimuthal tilting angle in sec. 5.5.7 and fig. 5.7; or 2x tetrahedron angle; or a probability
in sec. 4.2 and sec. 4.5
a0 = 4pi0~2/mee2, Bohr radius
A experimental spectral face, A =
∫
(I∞ − I(v))dv
AFM antiferromagnet(ic)
ARPES angle-resolved photoemission spectroscopy
A(t) asymmetry of the muon spin polarisation
A theoretical fraction of resonant absorbed photons
aw after warming
β polar angle between EFG z-axis and gamma beam, see fig. 5.7; or: critical exponent of an
order parameter function or exponent in a stretched exponential function; or 4x
tetrahedron angle
Bhyp magnetic hyperfine field, see sec. 5.3.3
BA anisotropy field, see eq. (5.55)
BJ exchange field, see eq. (5.55)
~Btot = ~Blocal + ~BC + ~BL + ~BD, total magnetic field, see sec. 5.3.3
Ch Chalcogenides: Se,S,Te
χ2 goodness of fit, χ2 :=
∑
i
(
yi−m(xi,~p)
∆i
)2
with the model function m with model parameters
~p and data (xi, yi) and measurement error ∆i, eq. 4.1
CS centre shift, describes the shift of the centre of a Mo¨ssbauer spectra due to isomer shift
and quadratic Doppler effect.
δ small change of an order parameter; or: structural order parameter
∆ superconducting gap; or: prefix indicating the variation or error of a parameter
~eγ direction of the gamma beam
~eVzz direction of the EFG z-axis
Eγ Mo¨ssbauer transition energy
EDX energy dispersive X-ray spectroscopy
EFG electric field gradient, see sec. 5.3.1
erf(x) = 2√
pi
∫ x
0 e
−t2dt, Gaussian error function
FM ferromagnet(ic)
FPLO full-potential local-orbital code (FPLO)
fsc superconducting volume fraction
fmag static magnetically ordered volume fraction
fr resonant fraction, see fig. 5.8(a)
9
1 Acronyms and Symbols
γ azimuthal angle between EFG z-axis and gamma beam, see fig. 5.7, or: muon
gyromagnetic ratio, γ/2pi = 135.5 MHz/T
Γ full Mo¨ssbauer line width, HWHM
GGA generalised gradient approximation
GPS “general purpose spectrometer”, µSR spectrometer of the Paul Scherrer institute, which
was used for the measurements in this thesis
GSL GNU scientific library
GUI graphical user interface
I nuclear spin quantum number
I(v) intensity of the Mo¨ssbauer radiation, theoretical Mo¨ssbauer spectrum, corresponds to
experimental transmission
I∞ baseline of the Mo¨ssbauer spectrum, intensity without absorption, I(v → ±∞)
IC Intercalant, refers to atom/position in the interlayer (Li,Fe)OH
λLo London penetration depth
λT transverse relaxation rate
L(S)DA local (spin) density approximation
LF longitudinal field with respect to muon beam/gamma beam
µm mass attenuation coefficient, see sec. 5.4
mbs file extension in of a Moessfit model file, stands for “Mo¨ssbauer spectroscopy”
MEM Maximum Entropy Method, sec. 4.4
µSR muon spin rotation/relaxation/resonance
η asymmetry of the EFG, see sec. 5.3.1
NMR nuclear magnetic resonance
~P muon spin polarisation
Pn pnictides
pdf probability density function, see section 4.2
Θ polar angle between EFG z-axis and ~Btot, see fig. 5.7
Φ azimuthal angle between EFG z-axis and ~Btot, see fig. 5.7
T (v) transmission integral, see section 5.4
ri residuum, see section 4.5
QCP quantum critical point
Qzz quadrupole moment, 0.16 b for
57Fe
RPA random phase approximation
RT room temperature, typically 295 K
SC superconductor(s), superconducting
σ standard deviation, in µSR the corresponding relaxation for a Gaussian distribution of
fields
ta effective thickness, σ0nafd, see section 5.4
TC critical temperature of a superconductor, in terms of CuFeSb the ferromagnetic transition
temperature
TF transverse field with respect to muon beam/gamma beam
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1 Acronyms and Symbols
TN Nee´l temperature, transition temperature of an antiferromagnet
ωabs absorber line width, see section 5.4
ωsrc source line width, see section 5.4
Vzz principal component of the EFG
WTF weak transverse field with respect to muon beam/gamma beam
WDX wave length dispersive X-ray spectroscopy
XRD X-ray diffraction
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2 Introduction
The ferromagnetism of iron could be seen as one of the simplest experienceable effects in solid state
physics for any human being. The property is that fundamental that it is even named after the
element. In a simplified picture, a material’s ground state is either magnetic or superconducting, and
so the ground state property could be related to the elements constituting a material. However, this
not even holds for the most stable element1 in universe: iron, which becomes superconducting under
high pressure [1].
This simple example shows that the ground state of a material evolves from a complex interplay of
many physical parameters, and not from its chemical formula alone. It is the goal of solid state physics
to understand the interplay of these parameters and eventually provide materials and technology to
simplify daily life. While magnetic materials found their way in the daily life of people long time
ago, this is not the case for superconductivity (SC) for the simple reason of different temperature
and pressure scales. So far, only magnetic order can take place at temperatures and pressures which
are compatible with human life.
Limited hope to achieve room temperature superconductivity was finally enhanced by the discovery
of cuprate superconductors with high critical temperatures (TC). Especially the synthesis of YBaCuO
with TC > 80 K in 1987 [2] was spectacular, because this material safely exceeds the proposed maxi-
mum TC previously predicted by the theory of superconductivity of Bardeen/Cooper/Schrieffer (BCS)
if electron-phonon interaction was assumed [3]. Reversely, this highly motivates the investigation of
compounds with coupling mechanism other than phonon-mediated, which therefore may be called
unconventionalsuperconductors. Yet cuprates have not been the first class of unconventional super-
conductors, because heavy fermion superconductors are considered unconventional as well [4]. Both
classes of materials have members with either magnetic or superconducting ground state; both classes
are considered as strongly correlated materials, i.e. electron-electron interactions play a major role in
the physical properties; magnetic fluctuations substantially contribute to the superconducting pairing
mechanism.
With iron-based arsenides and chalcogenides, a further class of materials evolved in 2008, which
contains unconventional superconductors. In strongly two-dimensional structures, iron provides up
to 5 bands to the Fermi surface. It seems counterintuitive that iron can be responsible for super-
conductivity, and indeed iron in these materials can lead from localized to itinerant magnetic order
(so called spin density wave, SDW) in these compounds. Yet iron-based superconductors share the
previous mentioned properties of cuprates and heavy fermions, except that the term “strongly corre-
lated” is not fully appropriate. This may be caused by the close neighbourhood of iron atoms, which
are only 10 % more distant than in elemental iron, suggesting a similar conduction mechanism [5].
1according to Bethe-Weizsa¨cker formula
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On the other hand, iron is not in a metallic bond state, but possesses four tetrahedral covalent bonds
to arsenic, providing an indirect interaction path. This particular structural feature of competing
interaction paths impacts on electronic properties, where both itinerant and localized theories can be
applied to both ground states regardless of whether magnetic or superconducting ground state. The
outstanding itinerant phenomenon is the Fermi surface nesting, whose importance for both supercon-
ductivity and magnetism is unique in iron-based arsenides and chalcogenides. Also, the normal state
properties in some cases can change from Fermi liquid to non-Fermi liquid behaviour within in the
same sample system, indicating that correlations play a considerable role. More general aspects of
iron-based arsenides and chalcogenides are described in sec. 3, sample specific properties and theories
are discussed in the introductory parts of the three sample system sections.
The acceptance of iron-based arsenides and chalcogenides for substitution of atoms at any conceiv-
able atomic position enables the study of competing ground states. What appears as a big opportunity
yet has to pass the test on sample homogeneity. Of particular importance is the distinction between
phase separation and coexistence with regard to superconductivity and magnetism, because on base
of a real microscopic coexistence, i.e. the competition of ground states for the same electrons, the
characteristic s± symmetry of the superconducting order parameter is justified. Apart from that it
is important to know, whether a magnetic order is only result of locally enhanced impurity concen-
tration, or whether dense magnetic order of small moments takes place. These questions are best
resolved by local probe investigation, which are applied in this thesis by means of 57Fe Mo¨ssbauer
spectroscopy and muon spin rotation/relaxation (µSR). These techniques display the properties of
the sample averaged over few unit cells maximum instead of the average bulk property of the whole
sample, as measured in thermodynamic and transport studies, such as heat capacity, resistivity or
magnetic susceptibility. Only if microscopic and macroscopic properties are consistent it is safe to
claim the properties to be intrinsic.
In this thesis three specific topics in iron-based arsenides and chalcogenides are addressed. The
determination of the ground state of the related materials is important to substantiate generic models
for both magnetism and superconductivity in this class of materials:
The importance of intrinsic properties could be a reason why the intercalation of FeSe, one of
the stoichiometric iron-based superconductors, and its resulting strongly enhanced TC was dismissed
initially. It contradicted good scientific practice to immerse a well grown and sensitive structure in
ammonia [6], however the reproducibility with other intercalants (even organic molecules) showed that
this branch of research deserved attention. The unexpected behaviour of LiOH intercalation in FeSe
is topic of sec. 7. It turned out that aside from the enhanced TC , the sample becomes ferromagnetic at
low temperatures. The simultaneous occurrence of ferromagnetism and superconductivity is virtually
impossible and strongly requires a microscopic study to clarify the (spacial) origin of magnetism. This
sample was synthesized by means of soft chemistry and it will be shown that Mo¨ssbauer spectroscopy
is an effective tool to investigate the sample quality. The system’s response to (Se,S) and (Fe,Co)
substitution is investigated to understand the absence of superconductivity.
The conformity of CuFeAs and CuFeSb with a unified picture of magnetism in the iron arsenides
and chalcogenides is topic of sec. 9. The compounds which are isostructural with the stoichiometric
superconductors LiFeAs/NaFeAs show different anion heights and interlayer distances, which are
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considered as key parameters to drive a system from a superconductivity over an antiferromagnet
(AFM) to a ferromagnet (FM). While the ferromagnetism of CuFeSb was evidenced before by neutron
diffraction experiments, it was a tedious task to clarify the low temperature physics in currently avail-
able CuFeAs samples, which only succeeded by a combination of multiple experimental techniques
and theoretical studies of coworkers.
A more continuous change of structural properties is investigated in sec. 8 on the example of
LaFeP1-xAsxO. Even though both parent compounds can be considered as the first iron-based ar-
senides after all, the substitution series was not intensely investigated so far. Most recent investigation
showed a novel AFM and a novel superconducting phase indicative of substantial Fermi surface recon-
struction. The whole phase diagram was investigated especially to study superconductivity – partly
upon (O,F)substitution – as a function of x and examine the relation of novel AFM phase and the
usually observed stripe AFM order.
Aside from the investigations on iron-based arsenides and chalcogenides with the typical FePn or
FeCh trilayers, I studied materials of a different structural class of transition metal oxochalcogenides
and oxotitanates, where Ti2OSb2 [7] or Fe2OSe2 [8] layers are the base structure. These materials
are superconductors and localized magnets. In case of the Ti-based system, a charge or spin density
wave (CDW/SDW) ground state usually is observed for the parent compound. A suppression of the
CDW/SDW upon charge doping or negative chemical pressure gives rise to superconducting TC up
to 6 K. This characteristic competition based on a nested Fermi surface is similar to iron arsenides.
In La2O2Fe2OSe2 and La2O2Fe2OS2 it was possible to track a characteristic linear decrease of the
Vzz value below ≈ 1.4TN , which strongly indicates a reshuﬄing of the d electron states, similar
to the nematic phase in the iron arsenides. So far the attempts to induce superconductivity in
La2O2Fe2Se2 by (O,F) substitution only led to a reduction of the ordered moment and TN , without
observing signatures of superconductivity. However, it is not unlikely that iron-based arsenides and
chalcogenides and oxochalgonides/oxotitanates soon belong both to the iron-based superconductors.
Composite crystals with both oxotitanate and FeAs layers already exist [9].
The Mo¨ssbauer spectroscopy and µSR are described in sec. 5 and sec. 6. My former colleagues
described the µSR technique in depth in their theses [10, 4, 11, 12], therefore only specific aspects that
were important for this work have been focused. Contrarily, a long introduction into Mo¨ssbauer spec-
troscopy is given, where the meaning of hyperfine parameters in the context of iron-based arsenides
and chalcogenides is summarized. Particular attention is spend on the transmission integral, whose
application is of large importance to avoid misinterpretation of data especially in single crystals. The
large volume of sec. 5 is further to be justified with regard to Moessfit, a Mo¨ssbauer analysis program
developed by myself (sec. 4) adapting the presented theory. The analysis of applied field Mo¨ssbauer
spectra that are recorded and discussed in every sample system was one of the main intention to
create Moessfit. Most of the used Moessfit models are listed in the appendix sec. 11.5.
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3 Iron-based arsenides and chalcogenides
Iron-based arsenides and chalcogenides are layered materials with characteristic FePn layers (Pn =
P, As, Sb) or FeCh (Ch=S, Se, Te) responsible for either superconductivity or magnetism. Depend-
ing on the choice of a buffer layer (alkali/alkaline earth ions, rare earth oxides, transition metals,
molecules, hydroxides, and other arbitrary complex structures), these compounds are classified in
the so-called 11, 111, 122, 1111 or 1038 family amongst others, referring to the chemical formula
(fig. 3.1). The variety of pnictides/chalcogenides and buffer layers and the robustness of supercon-
ductivity against impurity [13, 14] (thus the opportunity to systematically study substitution series
in terms of chemical pressure and charge doping) are responsible for the intense research in this topic
since the discovery of superconductivity in LaFePO by Kamihara et al. [15], not to mention the
proximity of superconducting and magnetic ground state in the phase diagrams.
(a) 11
FeSe
FeS
(b) 11 intercal.
LiOH(Fe,Co)...
...(Se,S)
(c) 111
Li1−δFeAs,
CuFeAs,
CuFeSb
(d) 122
EuFe2(As,P)2,
Na0.7La0.3Fe2As2
(e) 1111
LaFe(As,P)(O,F),
(La,Y)(Fe,Mn)...
...As(O,F)
(f) 1038
Ca10(Fe,Pt)10...
...As10Pt3As8
Figure 3.1: Structural families of compounds investigated in the framework of this thesis, pictures
from [14]. In (a) and (b) partial iron occupation is indicated by partial red colouring
of the white balls.
3.1 Structural properties
The FePn or FeCh layer consist of edge sharing FePn4 and FeCh4 tetrahedra allowing for electron
hopping between two iron via Pn/Ch [16, 17]. The tetrahedral angles usually differ by less than 10◦
from the ideal 109.5◦. This angle was seen as a predictor of TC in the 1111 compounds [18]. Albeit a
direct physical interpretation of this angle in terms of Goodenough-Kanamori rules is possible and in
case of magnets even consistent, the angle in general is representative of Fe-Pn/Ch bond distance and
Pn/Ch height. Below it is shown that reduced covalency due to larger Fe-Pn/Ch bonds can be directly
observed by Mo¨ssbauer spectroscopy. In terms of magnetism an increased bond distance leads to a
more local character of the iron moments [19]. Ab Initio calculations of Miyake et al. [20] show a
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“change from a strong covalency to a strong ionicity in the order from LaFePO, LaFeAsO, LiFeAs,
BaFe2As2, FeSe to FeTe. The larger correlation parameter U¯/t¯ evolves basically in this order ... and
the three-dimensionality also evolves in this order, all of, which are understood from this interplay
of the covalency/ionicity”. “The correlation strength increases ... due to the increase of iron-anion
bond length” [13]. Pn/Ch height was considered as the key parameter for both superconductivity
[19] and magnetism [21].
Aside serving as a charge reservoir, the main effect of the buffer layer is to increase the distance
of FePn/Ch layers, reducing the interlayer interaction. In LiFeAs no magnetic order is realized due
to tiny interlayer coupling [22] and the increase of interlayer distance is seen as one mechanism to
enhanced TC in intercalated FeSe (sec. 7) due to a more two-dimensional Fermi surface. It likewise
explains the enhanced TC of 1111 compounds compared to 122 compounds.
A characteristic structural feature of iron-based arsenides and chalcogenides is the magneto- struc-
tural phase transition for the magnetic compounds [23, 24, 25, 26, 27]. Before a static magnetic
order can be proven, the lattice symmetry usually is reduced from tetragonal C4 to orthorhombic
C2 by elongation of the iron square lattice to a rectangular lattice. In this low temperature phase
the characteristic stripe AFM order is stabilized, i.e. spins are coupled FM to nearest iron neigh-
bours (along orthorhombic b-axis) and AFM to more distant iron neighbours (orthorhombic a-axis).
This structural transition is even present in superconducting FeSe [28] and NaFeAs [29], even though
magnetism is absent or very weak. This leads to a large temperature range of the so-called nematic
phase (sec. 3.2.3).
3.2 Electronic properties
In iron-based arsenides and chalcogenides, all five 3d bands are close to or cross the Fermi surface.
The latter usually is composed of hole pockets at the Γ point and electron pockets at the M point1
[30], which was consistently found in ARPES studies and theoretical calculations, e.g. two hole and
two electron pockets in Ba-122/Ca-122 [31] and LaFeAsO/LaFePO [32, 33] and three hole pockets
and two electron pockets in FeSe [34] and LiFeAs [35]. The kz dependence of the Fermi surface is
weak especially in the 1111 compounds [20], leading to a strongly two-dimensional Fermi surface with
good nesting conditions.
The high temperature paramagnetic state corresponds to bad metal [13]/semi metal [5] according
to the relatively high resistivity at room temperature and its linear T dependence, both due to
correlation effects [36, 37]. Usually the crystal field for “3d ions is much stronger than the spin-orbit-
coupling” and Hund’s third rule is not valid [38]. But e.g. in LaFeAsO the band widths are “one
order of magnitude larger than the crystal field splittings” [39]. Therefore, electronic correlations
can be attributed to “Hund’s rule coupling”2[39, 40]. Bascones et al. [41] describe this state in
1for 122-compounds this is the X-point, because the unit cell is body-centred tetragonal instead of primitive tetrag-
onal. “The electron pockets in both types of compounds are at the same positions in reciprocal space with respect to
the respective direct lattices.” [5]
2“Their (correlated materials) physical properties are not properly described by Slater determinants of single-particle
wave functions [...] Hund’s coupling is the energy scale associated with intra-atomic exchange, which lowers the cost in
repulsive Coulomb energy when placing two electrons in different orbitals with parallel spin, as opposed to two electrons
in the same orbital.” [40]
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the following way: “ The Hund’s metal paramagnetic state corresponds to a large local moment on
short time scales,... so that on the time-averaged magnetic moment is considerably reduced [...] the
spin susceptibility evolves from an enhanced Pauli susceptibility (typical of Fermi liquids) at low
temperature to a Curie-Weiss behaviour characteristic of localized spins.”. “Hole doping takes these
materials deeper into the strongly correlated ...regime, and electron doping restores a more itinerant
Fermi-liquid behaviour” [40]. This leads to a universal phase diagram (fig. 3.2). However, the ground
state of the parent compounds can be both superconducting or magnetic, and in the phase diagram
especially in 122 compounds a coexistence region exists.
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Figure 3.2: Universal phase diagram of iron-based arsenides and chalcogenides according to Georges
et al. [40]
3.2.1 Magnetism
Magnetic order with wave vector ~kAFM = (pi/a, pi/a, 0) in tetragonal notation – so called stripe
AFM order – is observed in most of the iron-based arsenide and chalcogenide parent compounds
(table 6.3), whereas a so-called double stripe or bicolinear order with ~kAFM = (pi/a, 0, 0) is present in
FeTe. In many cases the Fermi surface allows for a nesting vector ~qn = (pi/a, pi/a, 0) connecting hole
and electron pockets (fig. 3.3(b)), which can lead to a divergence of the Lindhard response function
and consequently to a magnetic instability. The equality ~kAFM = ~qn and the fact that this relation
is unique for the experimentally observed stripe AFM order1 “suggests that the antiferromagnetic
ordering is a spin density wave (SDW) due to Fermi surface nesting of itinerant electrons rather
than to local magnetic moments.” [5]. “In particular, optical conductivity measurements ... [are]
... consistent with the itinerant picture. Furthermore, band-structure calculations reveal that the
crystalline field is unable to significantly split the energy levels in order to localize 3d electrons.” [42].
The orientation of the magnetic moments parallel to the orthorhombic a-axis can be understood
in a simple localized picture including nearest neighbour J1a and J1b interaction (super exchange)
and next nearest neighbour J2 interactions (double exchange via Pn/Ch). In case of J1a > J1b and
J2 > J1b/2, the stripe AFM order with stripes in orthorhombic b-direction is stabilized [5]. This
micromagnetic structure is called stripe AFM order and was used to calculate dipole fields at the
muon site in table 6.3.
1and not valid for other orders: ferromagnetism, double stripe, diagonal double stripe, Nee´l [5]
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(a) Stripe AFM order in NaFeAs [43] (b) Ca-122 ARPES results with
nesting vector ~q0 [44]
Figure 3.3: Itinerant magnetism in iron-based arsenides and chalcogenides.
The exceptional bicolinear order of FeTe cannot be explained in the itinerant picture based on equal
nesting and propagation vectors [11]. Also, the large magnitude corresponds to a more localized
magnetic moment, and this may be already valid for 122 compounds even though they show the
usual stripe AFM order. The degree of localization goes hand in hand with the degree of correlation,
which can be expressed in terms of on-site coulomb interaction U : “nesting-like for smaller U and
double-exchange for larger U” [41].
3.2.2 Superconductivity
There are several stoichiometric superconductors amongst iron-based arsenides and chalcogenides,
e.g. LaFePO (TC = 5 K [15]), NaFeAs (TC = 23 K [45]), LiFeAs (TC = 18 K [46]) or FeSe (TC = 8 K
[47]). More important is the fact that magnetic parent compounds become superconducting upon
the application of external pressure [48, 49], chemical pressure (isovalent substitution) [50, 51, 52],
electron [53, 54] and hole doping [55, 56, 57]. This resulting proximity of superconductivity and
magnetism is similar to high TC cuprate superconductors. Especially in the 122 compounds the two
ground states coexist [58] (similar to cuprates [59]) as opposed to a more probable phase separation
at a quantum critical point (as observed in sec. 8.3.3).
The prove of a real microscopic coexistence is the suppression of order parameters, i.e. a reduction
of the ordered magnetic moment/the structural order parameter1 below TC [60] or a reduction of the
superfluid density below TN . According to Materne, the amount of reduction sensitively depends
on the ratio of superconducting and structural transition temperature [58]. The interplay of the
order parameters evidences the competition for the same electrons calling for a spacial microscopic
neighbourhood. In this thesis I measured such suppression of the magnetic moment by superconduc-
tivity for the optimally doped EuFe2(As,P)2 (fig. 3.4). Despite the tiny field and the subsequent line
broadening, the reduction was reproducible. The mentioned suppression of the superconducting order
parameter is experimentally not observed, it was not tracked within one sample, but it can be studied
1because magnetism is associated with a magneto-structural phase transition, where the difference in an and b-axis
of the orthorhombic unit cell serves as a structural order parameter δ = (a− b)/a+ b
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as a function of substitution in the phase diagram [61]. The coexistence of the predominant itinerant
magnetism and superconductivity can be seen as strong argument for so-called s± superconductivity,
albeit unconventional nodal states cannot be excluded [42].
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Figure 3.4: Measurements of EuFe2(As82P18)2 single crystals were done to study the interplay of
magnetism and superconductivity. Already high above the AFM ordering temperature
TN,Fe a small line broadening is present indicating the slowing down of nematic fluctu-
ations. The onset of superconductivity results in a small but reproducible reduction of
the average magnetic hyperfine field, showing the competition for the same electrons
in at least parts of the sample. At even lower temperatures, the onset of ferromag-
netic Europium order in the interlayer becomes evident by a considerable transferred
hyperfine field that changes the magnitude and direction of Bhyp.
The unconventional superconductivity (high TC , high critical fields, multiple Fermi surfaces) is a
salient property, because its theoretical understanding is seen as the major step towards the ultimate
goal to find materials with highest TC possible. Conventional superconductors are based on electron-
phonon interaction. Their upper limit of TC was estimated to 28 K [3], later MgB2 was found to be
conventional because of isotope effect with TC = 39 K [62]. Most recently, superconductivity under
high pressure with TC up to 200 K was observed in sulphur hydride [63], where experiments are in
favour of a positive isotope effect. Investigations of the isotope effect so far are contradicting in
iron-based arsenides and chalcogenides [64, 5] and seem to be interfered by changes in structure or
reproducibility of the sample quality. But first of all, theoretical calculations estimate the electron-
phonon coupling to be too weak to fully explain for example the high TC in LaFeAs(O,F) [65].
For that reason, another major attractive interaction has to be responsible of the cooper pairing
and it is widely believed that this is due to interpocket pairing by spin fluctuation. Following
the explanation of Chubukov and Hirschfeld [16], an “attractive” coulomb interaction can evolve
if the phase of the superconducting order parameter (i.e. gap ∆) changes sign between electron
and hole pocket. The related interpocket interaction has to dominate over repulsive intrapocket
Coulomb interaction, and the most obvious possibility to achieve this situation is assuming AFM
spin fluctuation with the above mentioned nesting vector. Experimentally, this is supported by the
observation of a magnetic resonance mode [66, 13], also distinctive of s± scenario.
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The sign change of the gap can be understood in terms of the self consistent BCS gap equation
∆k = − 1
N
∑
k′
V (k − k′)∆k′ 1− nF (Ek
′)
2Ek′
(3.1)
which for repulsive (V > 0) AFM spin fluctuations prefer different signs ∆k and ∆
′
k [67]. It not only
explains the coupling of two Fermi surface pockets with different sign in the iron-based supercon-
ductors, but applies to cuprates: “In the case of a single Fermi surface this superconductivity will
necessarily be nodal, usually of a d-wave symmetry.” [68].
The enhanced interpocket pairing was hold responsible for the high TC in systems with thick
interlayer as the 1111 class or the intercalated FeSe compounds, as such buffer layers effectively reduce
the interactions between the FePn/FeCh layer and lead to a more two-dimensional Fermi surface with
enhanced interpocket interaction. The intercalation of FeSe with LiOH was based on this assumption.
However, the system tends to a Li/Fe site exchange and shows ferromagnetic behaviour. In order
to characterize the competition of both ground states for the same sample volume, the system was
studied by local probe techniques (sec. 7) . Furthermore, Mo¨ssbauer spectroscopy was performed on
the (Se,S) substitution series, which unexpectedly leads to a suppression of TC [69], even though the
pure FeS has a considerable high TC [70] and intercalation was supposed to support superconductivity
in that compound as well.
The typical multi pocket Fermi surface does not guarantee that interpocket coupling between elec-
tron and hole pockets of different sign takes place. Even though the related nodeless superconducting
order parameter often is observed, there is a distinct class of iron-based superconductors with nodal
superconducting order parameter symmetry: “All P-based FeScs have nodes” [13, p. 319]. Hosono
and Kuroki describe a real space picture (t− J model), where – in the same way as above for local-
ized magnetism – nearest neighbour and next nearest neighbour AFM interaction compete with each
other: “In this rough sense, s± vs. s++ is a competition between next nearest neighbour (t2) and
on-site (=nearest neighbour) pairings (t1)” [14] (fig. 3.5). A reinforcement of t1, i.e. by decrease of
bond length, increases the t2 character accordingly and is an explanation for the nodal gap structure
in LaFePO. Furthermore, Honso and Kuroki argue that enhanced TC upon charge doping is not to
be understood in a tight binding picture – suggesting the suppression of AFM due to destruction of
nesting condition – but as well by a reduction of t1 interaction. Kuchinskii et al. on the other hand
claim [71] that enhancement of TC in general can be reduced to an increase of the density of states
at the Fermi level, which is a fundamental result of the BCS theory.
3.2.3 Nematic phase
At high enough temperatures, the tetragonal phase of iron-based arsenides and chalcogenides pos-
sesses a 90◦ rotational symmetry around the c-axis (C4 symmetry), which is reflected in the Fermi
surface as well. This Fermi surfaces provides equal ~kAFM,x and ~kAFM,y. The usually observed stripe
AFM order at TN leads to a spin density modulation either along ~kAFM,x or ~kAFM,y nesting vectors.
This breaking of the C4 symmetry is not purely magnetic but normally accompanied by a structural
transition from tetragonal to orthorhombic at the structural transition temperature TS . In the 122
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(a) t−J model: Charge doping or structural changes have
impact on the strength of interaction paths, consequently
switching between predominant nearest (t1) or next nearest
(t2) Fe-Fe interaction.
(b) Large pnictogen height leads to additional hole pocket
and a suppression of (pi, pi/2) for the benefit of (pi, 0)
spin fluctuations (orthorhombic notation), consequently
the gap structure changes from nodal to nodeless
Figure 3.5: Fermi surface and its relation to superconductivity in iron-based arsenides and chalco-
genides, work of Hosono and Kuroki [14]
family it is TS ≈ TN , whereas in the 1111 compounds and NaFeAs TN can be more than 10 K lower
than TS [43]. The small temperature region between TS and TN is called nematic state. In this
temperature region the spins are free to rotate (O(3) spin rotational symmetry).
The consequences of the reduction of the lattice point group symmetry can be observed in physical
properties even far above TS by nematic fluctuations. These physical observation can be classified
in structural distortion, spin order and the orbital order and find expression in anisotropic transport
properties. The most important observations are
• XRD: orthorhombic distortion a > b in LaFeAsO [72], and its suppression in the superconduct-
ing phase in Ba(Fe,Co)2As2 [73]
• neutron: alignment of the moments in a-direction1, e.g. in LaFeAs(O,F)[74] and BaFe2As2 [75]
• resistivity: ρb > ρa in Ba(Fe,Co)2As2 [76], basic measurements before applying other techniques
[77, 78]
• ARPES: lifting of the degeneracy of dxz and dyz and consequently unbalanced occupation of
the orbitals [79]
• NMR: T1,Bex||a < T1,Bex||b in LaFeAsO [80]
• STM: persistent anisotropic density of states around impurities even above transition temper-
ature in NaFeAs [81]
The investigation of these nematic properties requires detwinning of crystals, otherwise domains will
form randomly, in which the roles of (different) orthorhombic a- and b-axis are swapped, prohibiting
a measurement of anisotropy. A solid detwinning is done by uniaxial strain, but partly can also
be achieved by field cooling [82, 66]. The coupling of magnetic, structural and orbital degrees of
1structurally elongated direction
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Figure 3.6: Dependence of electronic nematicity η on strain  [83]. The divergence of dη/d at
constant strain is unique for an electronic origin of the nematic phase.
freedom guarantees that nematic order adapts entirely to strain/field, even though it only influences
structural/spin degrees of freedom directly.
The results of ARPES, STM and the suppression of orthorhombic distortion in the superconducting
phase indicate an electronic origin of the nematic state. Chu et al. [83] gave a strong argument for
the electronic origin by investigating the dependence of electronic nematicity (η = (ρb−ρa)/(ρb+ρa))
on strain . They showed that dη/d diverges even if the strain is kept constant and argued that thus
a structural transition cannot be the driving ingredient (fig. 3.6), but that it must be for electronic
reasons, i.e. spin or orbital order. However, “spin and orbital fluctuations go hand in hand and
cannot be easily separated either in experiment or in theory” [66].
According to Fernandes et al. [82], the nematic order parameter is a director, i.e. a distinct
axis without fixed direction, anticipating the anisotropic properties. For the spin nematic scenario,
the nematic order parameter is defined by Ψ =< ~M1 ~M2 >≡< M2x − M2y > with the real space
magnetization of two sublattices ~M1, ~M2 and the magnetization in k space Mx, My. It means that in
k-space one specific nesting vector will be preferred and consequently a spin density modulation in real
space appears, which has a finite coupling of the sublattices. However, the sublattice magnetizations
are free to rotate (synchronously). In contrast, the magnetic order at low temperatures brakes this
rotational degree of freedom, it then becomes static < Mi >6= 0.
In (CaFeAs)10Pt3As8 one can see that Mo¨ssbauer spectroscopy is sensitivity even to spin nematic
fluctuation, i.e. fluctuation in the spin density, whereas µSR is not. A considerable line broadening
starts below 250 K, which can be associated with a magnetic hyperfine field of ≈ 0.6 T at 120 K.
Only below this temperature µSR shows an increase of the magnetic volume fraction and long range
order, whereas above no muon spin relaxation is present. Consistent with static order below 120 K,
also Mo¨ssbauer hyperfine field then increases up to 4 T. Already 2009 Mazin and Johannes had
characterized AFM spin fluctuations in relation to local probe techniques [84]: “Most of the iron
ions will be part of a SDW domain at any given moment of time, but will flip their spin every time
a domain wall passes through that site. On the time scale of muon spin resonance or Mo¨ssbauer
spectroscopy these sites will be observed to have substantially reduced moments or seem completely
non-magnetic.”.
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In Mo¨ssbauer spectroscopy the magnetic hyperfine field is predominately given by the Fermi contact
interaction, which sensitively depends on the spin density (sec. 5.3.3). µSR on the other site requires
a magnetic moment which is fluctuating sufficiently slow to be detected within the µSR time window
(fig. 5.16). Additionally, the Mo¨ssbauer time window starts already at larger fluctuation rates.
This explains the experimental findings for Ca-1038 (fig. 3.7) and EuFe2(As,P)2 (fig. 3.4). Similar
observations and explanations for Ba(Fe,Ru)2As2 were stated by Reddy et al.. [85] and Wu et al.
in synchrotron Mo¨ssbauer spectroscopy. The latter characterized the observation as “mesoscopic
ordered local moment” [86]. On the other hand, I could not measure a comparable broadening in
FeSe single crystal, even though this compound is considered to be in the nematic state without long
range magnetic order in the temperature range 8 K < T <90 K (sec. 7).
It should not be concealed that broadening of Mo¨ssbauer line was discussed already in terms of
slowing down of magnetic fluctuations1 in iron-based superconductors in proximity to the magnet-
ically ordered phase [87], without using the term “nematicity” at all. Even if the Mo¨ssbauer line
broadening was related to nematicity it could express itself not only in an increase of Bhyp: Con-
sidering nematicity based charge fluctuations (instead of spin fluctuations), a charge density wave
(CDW) would be expected [82]. This scenario was consequently used by Jasek et al. [88] to model the
Mo¨ssbauer line broadening in terms of a modulation of Vzz and δ, however due to over-parametrization
and -interpretation in this work the authors fail to generate a plausible picture of an orbital driven
nematic state. In the end, Mo¨ssbauer spectroscopy can indicate the slowing down of fluctuations of
any kind, but cannot prove unique nematic properties.
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Figure 3.7: (CaFeAs)10Pt3As8 local probe spectra. The broadening of the Mo¨ssbauer spectrum is
attributed to nematic fluctuations above TN = TS = 120 K and consequently modelled
by an increase of the magnetic hyperfine field Bhyp
3.3 Scientific interest of compounds investigated in this thesis
Enhanced interpocket pairing was hold responsible for the high TC in systems with thick interlayer
as the 1111 class or the intercalated FeSe compounds, as such buffer layers effectively reduce the
1which is not “spin dynamics” as explicitly outlined by Long et al. [87]
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interactions between the FePn/FeCh layer and lead to a more two-dimensional Fermi surface with
better nesting conditions. The intercalation of FeSe with LiOH was based on this assumption.
However, the system tends to a Li/Fe site exchange and shows ferromagnetic behaviour. In order
to characterize the competition of both ground states for the same sample volume, local probe
techniques were applied (sec. 7). Furthermore, Mo¨ssbauer spectroscopy was performed on the (Se,S)
substitution series, which unexpectedly leads to a suppression of TC [69], even though the pure FeS
has a considerable high TC [70] and intercalation was supposed to support superconductivity in that
compound as well. In that context it is important to have a critical view on sample homogeneity
and the role of secondary iron, which already in the iron chalcogenide parent compounds have been
a major concern.
The systematic change of the gap structure from nodal to nodeless is investigated in this the-
sis in LaFeP1-xAsxO in sec. 8. The rich phase diagram of this system is based on a Fermi surface
reconstruction as a result of (P,As) substitution. It gives rise not only to competing superconduct-
ing order parameter symmetry but also to competing superconducting and magnetic ground states.
LaFeP1-xAsxO is suitable to study the change of the superconducting order parameter symmetry in
particular, because for any x a superconducting ground state can be realized upon little electron
doping by (O,F) substitution.
The dependence of the magnetic ground state on structural parameters is the topic of the investi-
gation of CuFeAs and CuFeSb in sec. 9. As described above, the FeTe compound shows exceptional
bicolinear order and therefore motivates theories describing magnetic interactions as a function of
anion height and interlayer interaction, taking into account Pn/Ch as crucial interaction path. Such
theory goes beyond the commonly accepted picture of itinerant nesting driven magnetism. The inves-
tigation in this thesis examines the compatibility of the CuFeAs and CuFeSb with these theories. As
in case of LiOHFeSe, the Cu-111 compounds are a novel approach of material composition, because
the lattice site, which usually is occupied by alkali/alkaline earth ion, in this case is occupied by Cu,
a transition metal. Therefore, critical view on the real sample stoichiometry is mandatory, especially
with regard to the contradictory reports on the magnetic ground state of CuFeAs and acceptance of
Cu at the alkali/alkaline earth position [89, 90].
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An important part of my research activities was devoted to the development of the Mo¨ssbauer analysis
program Moessfit [91] to provide a user-friendly interface for the analysis by means of maximum
entropy method (MEM). The MEM was implemented already within the framework of my diploma
thesis [92], however there was neither a user-friendly input nor the possibility to simultaneously
process a fitting of multiple parameters and the MEM applied to other parameters.
There are plenty of commercial and non-commercial programs available (table 4.1), but the specific
combination of features which was required in this thesis was not given. Moessfit combines these
following characteristics:
• simultaneous fitting (global fit parameters, sec. 4.3)
• Hesse-Ru¨bartsch and Maximum Entropy Method (MEM) to determine parameter distribution
in multidimensional parameter space (sec. 4.4)
• relaxation models, MLR model (sec. 5.6)
• variety of error calculation including MINOS errors (sec. 4.2)
• definition of arbitrary analytical functional parameters dependencies (sec. 4.1)
• applied field models (sec. 5.5)
• transmission integral (sec. 5.4)
• musrfit fit model syntax
• compilable on different operation systems (tested in Win XP/7/8 and Linux), written in QT
framworke
program non-commercial global parameter distribution spin Hamiltonian
Mosswin 5 3 3 5
Fitsuite/Effi 3 3 5 5
WMoss4 3 5 5 3
Recoil 5 5 5 5
Normos 5 3 3 5
Table 4.1: Features of common Mo¨ssbauer fitting programs
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During my studies I analysed about 1800 Mo¨ssbauer spectra. It was highly desirable to create
a user-friendly user interface, which allows a fast set up of fit models with least commands/clicks
possible1. To achieve this, the musrfit [93] fit model syntax was adapted. It assumes the existence
of readable data text files and fit model text file to operate upon the data. In Moessfit this model
file is called “*.mbs”. It consists of so-called blocks of specific function, which are described shortly
in table 4.2. This text file is parsed by Moessfit and subsequently a mbs-file specific graphical user
interface is generated (GUI, fig. 4.1)
Block meaning
FITPARAMETER declaration of constants/variables by name and initial value
THEORY subspectra list (identifier – e.g. “AFMBex” –, arguments)
FUNCTIONS constraints/dependencies, built-in functions (e.g. Debye models)
COMMANDS auto-area, transmission integral, MEM parameters, geometry effects, etc.
RUN list of data sets, run-specific “maps”, data x-range restriction
PLOT plotting option at startup (can be changed at the GUI)
FITDATA output of fit data and errors if calculated
Table 4.2: Constituents (blocks) of a mbs-file and its meaning
Figure 4.1: Work flow of Moessfit: A graphical user interface (GUI) is created based upon a user
specified mbs-(text-)file containing all model information. The GUI allows the user
to modify parameters and to show different kinds of datasets. The Fitting task is
controlled by pressing “f”-, “r”- and “u”-key to fit, calculate errors and reload the
mbs-file.
The operation and capabilities of Moessfit are described in the manual [94] and partly in the
article [91]. Beside the manual, source code/documentation, the program itself and examples are to be
found at the following link: tu-dresden.de/mn/physik/ifp/das-institut/messmethoden/mb spek. The
sections below are devoted to theoretical background information and program design aspects which
are considered important for usage and further development of Moessfit. The presented information
help to understand the applied model in this thesis, in particular MEM. Fit models corresponding to
the presented data are shown in the appendix sec. 11.5.
1e.g. double click and press “f” to fit a data set
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4.1 Aspects of program design
The Moessfit program is written in C++ and based on the Qt framework (providing operation system
interface and GUI), Gnu Scientific Library (GSL) [95] for most of the calculations and “Function
Parser for C++”1 to parse user-defined function. Even though Moessfit is object-based from scratch,
the usage of C code in the context of GSL cannot be avoided.
Moessfit offers more flexibility concerning the usage of parameters, functions and maps then musrfit.
For that reason, attention is drawn on the parsing process of the mbs-file, which carries all information.
Wherever an argument is expected in the mbs-script, the user may type any string identifier (in
fact there are few exceptions). Once the script has been read in and no syntax error occurred in
the mandatory FITPARAMETER, THEORY and RUN blocks, the interpretation will proceed by
linking the string identifiers against the so-called obj-container. The obj-container was fed before
with objects by the reading of the FITPARAMETERS, FUNCTIONS and RUN block. I.e. the
obj-container carries the semantic information of certain string identifiers: either it is a simple fit
parameter, a function, maps, temperature/field (the numeric run identifier) or a simple number. The
latter are established if the string identifier could not be found, but can be interpreted as a number.
A map is a run-specific choice of argument. E.g. the transition temperature TN may be known for a
sample, so Bhyp is a fit parameter below TN , but above zero.
After a successful linking, the internal representation of the fit model, i.e. of the mbs-file, is
basically complete. If a spectrum has to be calculated, the argument objects are evaluated. In doing
so, an evaluation covering several levels (nested constructions) is possible, because a map can lead to
a function using other functions and so on.
In fig. 4.2 the parsing and interpretation process is sketched on the basis of a complex two-
component fit model with global parameters, functions, maps, user-defined parameter distributions
(“DISTR”) and MEM. In this figure the mbs-file blocks are shown in rounded rectangles. The THE-
ORY block contains a model with three different subspectra, whose information is stored in the
fitmodel::spectra array, i.e. the type of subspectrum (e.g. “SHc” for static Hamiltonian crystal) and
a list of Arguments that can be numbers, strings or complex directives (e.g. the setup for a MEM).
It is shown that the fitmodel::obj container was fed by variables of the FITPARAMETER block, by
maps of the RUN block, by functions of the FUNCTIONS block and by numbers. It is sketched that
arbitrary nested calls of objects are possible. This nested calling is the most crucial design aspect
of Moessfit, because the user is very free in the construction of his model. To call an object the
run index runi must be provided, because the response of the object depends on the dataset it is
applied to. Each object knows its type. In case of variable type, it further refers to fitmodel::rData
pointer array that stores runi -dependent pointers to the actual array of variables fitmodel::pdata. The
fitmodel::pdata by that contains the information whether a variable is global, serial or constant. The
fitting algorithm now changes the data in fitmodel::pdata and recalculates the spectra if necessary, i.e.
in the fitmodel::affect array it is checked, which runs actually are affected by the variation. Because
the run-specific part (serial parameters) of fitmodel::pdata is sorted by run, multiple threads can
operate simultaneously on the total FITDATA set if the fit model was serial. The multithreading is
1http://warp.povusers.org/FunctionParser/
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Figure 4.2: Parsing process and internal representation of a complex mbs-file as described above.
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implemented using the fitthread class, which is inherited from QThread. In case of global fitting, the
multithreading is applied just within one iteration step using QtConcurrent to the individual runs,
i.e. the threads in this case exist only for one iteration step.
4.2 Errors
The probability density function pdf for a model m(~p) of the k parameters pj is given by:
pdfχ2(~p) ∝ e
− 1
2
∑N
i=1
(
yi−m(xi,~(p))
σi
)2
:= e−
1
2
χ2(~y,~x,~p) (4.1)
depending on the N measurement data points (xi, yi). It describes the probability that a parameter
set ~p of k parameters pj belongs to the data. The error estimation often aims for the description of
the pdf by means of a quadratic model determined at the optimal parameter set ~p0.
pdfcov(~p) =
1
(2pi)
k
2
∣∣∣∣ ~~H∣∣∣∣e
− 1
2
(~p− ~p0)T ~~H(~p− ~p0) =
1
(2pi)
k
2
∣∣∣∣ ~~H∣∣∣∣e
− 1
2
~∆T
~~H~∆ (4.2)
The Hessian matrix
~~H with the elementsHjj′ =
∂2
∂pj∂pj′
1
2χ
2(~p) can be used to determine the covariance
matrix
~~Σ =
~~H−1 if ~~H is invertible and positive definite. In a purely linear problem this is always
the case, but in a usually non-linear model this second order approximation of the pdf might be
insufficient, i.e.
~~H becomes indefinite.
The ellipsoid equation
~∆T
~~Σ−1~∆ ≤ Kα (4.3)
describes the error ellipsoid of the model parameters within the confidence region giving a confidence
level of α. All points ~p = ~p0 + ~∆ within this ellipsoid have a higher probability of being revealed by
the data than parameters outside. Although often treated in literature, the eigenvectors and values of
~~Σ, i.e. the principal axes of the ellipsoid, are of less importance concerning error values of individual
parameters.
The ellipsoid can be projected onto lower dimension spaces by deleting columns and rows in
~~Σ
related to the excess dimensions and applying equation (4.3) again [96, 24]. Particularly, one can
delete all dimensions except one, projecting the error ellipsoid onto a single axis: ∆j(Σjj)
−1∆j ≤ Kα.
This means that ∆j,max =
√
KαΣjj is the maximum deviation the parameter pj can have within
the α-confidence region. This means if the experiment was frequently repeated, then in the most
frequent experimental outcome a maximum deviation of ∆j,max is expected.
For the one-dimensional case k=1 Kα = 1, 4, 9 yields the usual α=68.3 %, 95.5 % and 99.7 %
confidence intervals. For k dimensions in general, Kα can be substituted by the quantile function
χ2k′(α) of the general chi-squared distribution. It can be calculated using the gsl cdf chisq Pinv
function of the GSL [95] and is shown in fig. 4.3. k′ means the number of degrees of freedom, it is
always less equal the parameter count: k′ ≤ k. The number of degrees of freedom will decrease with
the degree of correlations. Furthermore, in a global fit the parameter count might be the sum of
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Figure 4.3: Comparison of the maximum error ∆max (maximum deviation in the set of 68.27 % most
probable measurements) and the usual standard deviation ∆sd of a single parameter in
a multiparameter fit model, being related by ∆max =
√
Kα∆sd.
global parameters and run-specific parameters for a single run. The indetermination of the degrees
of freedom k′ might be a reason why maximum errors are less common.
Independent of the choice of Kα the following relation applies [97]:
pdf(pj) =
∫
pi6=j
dk−1p pdfcov(~p) =
1√
2piΣjj
e−
1
2
(pj−pj0)2/Σjj (4.4)
This means repeating the experiment frequently, pj ∈ [pj0−∆j,sd, pj0 + ∆j,sd] in 68.3 % of the cases.
∆j,sd =
√
Σjj is the standard deviation of pj . In scientific practice this error is commonly used in
the context of multiple parameter fits and applies also in this thesis.
In the following subsections four different kinds of error estimation are described. The section
titles are named according to the Moessfit command. A comparison of the resulting errors is shown
in fig. 4.4.
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Figure 4.4: Comparison of error estimators: Based on the example in fig. 4.6, the four error ap-
proaches are compared. While the ordinary covariant approach (“Hesse”) overestimates
the errors of strongly correlated parameters (see table 4.3), the Minos and MonteCarlo-
Errors deliver consistent results.
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4.2.1 Uncorrelated
Uncorrelated errors suggest an error ellipsoid aligned to the parameter axis. They imply a diagonal
Hessian- and covariance matrix. They can be calculated by the following iteration equation:
∆j,i+1 =
∆j,i√
χ2(pj0 + ∆j,i)− χ20
(4.5)
starting with a ∆j,0 estimated by the user. This kind of error is almost invariant in calculation costs
(O(k)) and represents an imprecise lower limit (see fig. 4.4). In the following sections the uncorrelated
error ∆j,∞ will be called ∆0j , as it is a good starting point to achieve higher order estimations.
4.2.2 Hesse
The calculation of the Hessian matrix
~~H aims to reconstruct the covariance matrix by
~~Σ =
~~H−1. If
the Hessian is not positive definite, the covariances become infinite or negative, respectively. In this
case still an estimation can be forced by downscaling the off-diagonal elements towards zero until
~~H
becomes positive definite. Given the uncorrelated errors ∆0j from equation (4.5) the elements of the
Hessian matrix can be calculated by:
Hjj =
1
∆20j
(4.6)
Hjj′ =
χ2(pj0 + ∆j,∞, pj′0 + ∆j′,∞)
8∆j,∞∆j′,∞
+
χ2(pj0 −∆j,∞, pj′0 −∆j′,∞)
8∆j,∞∆j′,∞
− χ
2(pj0 + ∆j,∞, pj′0 −∆j′,∞)
8∆j,∞∆j′,∞
− χ
2(pj0 −∆j,∞, pj′0 + ∆j′,∞)
8∆j,∞∆j′,∞
(4.7)
The computational cost of this calculation are O(k(k + 1)/2). If parameter correlations are high,
but the Hessian matrix is still positive definite, the related covariant errors overestimate the real
correlations. This can be seen in table 4.3 and fig. 4.4.
4.2.3 MonteCarlo
The MonteCarlo error calculation does not only take none-linearities and parameter correlation into
account, but keeps the clear statistical meaning of the error value. With the knowledge of the
probability density function pdfχ2(~p) in the full parameter space of ~p, the standard deviation as well
as the maximum error within a confidence region can be precisely determined for all parameters pj .
The sampled parameter space has to be limited, e.g. to the k-dimensional hypersphere with a
certain radius R ∝
√
~∆20. Within this region a large number of random parameters ~p
i is chosen and
its pdfχ2(~p
i) is added to the k histograms at the particular bin. Every bin sums up the probability
that parameter pj adopts a value belonging to that bin.
The gained k histograms can be used to fit individual Gaussian distributions with faces, widths
σg,j and centre value x0j as free parameter. The parameter errors in the sense of standard deviations
are given by pj =
√
σ2g,j + x
2
0j . The computational costs basically depend on the specified count of
sampling points in the parameter space, which rules the error precision.
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~~ρ Vzz1 Vzz2 CS1 CS2 ω1 ω2 A1 A2 I0
Vzz1 1.00 -0.33 -0.29 0.54 0.10 0.14 0.01 0.04 0.09
Vzz2 -0.33 1.00 0.76 -0.50 0.58 -0.74 0.77 -0.74 -0.59
CS1 -0.29 0.76 1.00 -0.35 0.59 -0.81 0.71 -0.74 -0.65
CS2 0.54 -0.50 -0.35 1.00 0.12 0.16 -0.11 0.12 0.11
ω1 0.10 0.58 0.59 0.12 1.00 -0.83 0.94 -0.89 -0.70
ω2 0.14 -0.74 -0.81 0.16 -0.83 1.00 -0.90 0.96 0.87
A1 0.01 0.77 0.71 -0.11 0.94 -0.90 1.00 -0.96 -0.77
A2 0.04 -0.74 -0.74 0.12 -0.89 0.96 -0.96 1.00 0.89
I0 0.09 -0.59 -0.65 0.11 -0.70 0.87 -0.77 0.89 1.00
~~H Vzz1 Vzz2 CS1 CS2 ω1 ω2 A1 A2 I0
Vzz1 1.00 0.29 0.03 -0.37 0.24 -0.13 -0.29 -0.01 0.00
Vzz2 0.29 1.00 -0.26 0.20 0.42 0.03 -0.50 -0.10 -0.06
CS1 0.03 -0.26 1.00 0.08 -0.02 0.46 0.01 -0.12 -0.01
CS2 -0.37 0.20 0.08 1.00 -0.43 0.02 0.26 0.10 -0.07
ω1 0.24 0.42 -0.02 -0.43 1.00 0.11 -0.73 -0.17 0.00
ω2 -0.13 0.03 0.46 0.02 0.11 1.00 -0.25 -0.60 0.06
A1 -0.29 -0.50 0.01 0.26 -0.73 -0.25 1.00 0.70 -0.42
A2 -0.01 -0.10 -0.12 0.10 -0.17 -0.60 0.70 1.00 -0.69
I0 0.00 -0.06 -0.01 -0.07 0.00 0.06 -0.42 -0.69 1.00
Table 4.3: Correlation matrix ~~ρ and normalized Hessian Matrix
~~H, calculated for the example
of fig. 4.6. For a two-parameter case, both matrices are equivalent except for the sign.
While
~~H can only evaluate direct correlation (e.g. I0 and ω1 are not directly correlated),
~~ρ takes into account cross correlation. Because I0 and ω1 in each case are correlated
with A1 (A reduction of I0 can partially be compensated by a reduction of A1 without
considerable reducing the goodness of fit. On the other hand, an increase of ω1 transfers
spectral weight to the outside of the spectrum, which can be compensated with increasing
A1 in the centre of the spectrum), there is a significant total correlation built upon cross
correlation exclusively. Still, these total correlations are estimates based on
~~H, which
usually lead to an overestimated error value of the parameters.
The limitation of this error estimation is time and in a way the dimensionality of the parameter
space. In a global fit model with 30 runs, 8 run-specific parameters, and 3 global parameters, a 243
dimensional parameter space has to be sampled, although most parameters are uncorrelated. For
an analytical consideration let all k(=243) parameters be uncorrelated and pdf(pj) shall be normal
distributed around p0j . Then χ
2(~p) =
∑k
j=1
(
pj−p0j
σj
)2
and the probability density depending on
χ2(~p) is described by the so-called Chi− squared distribution, which basically is the product of the
spherical shell volume ∝ (χ2(~p))(k−1)/2 and the probability e−χ2(~p)/2. The Chi−squared distribution
is well known and functions as gsl cdf chisq P inv of the GSL [95] are available to calculate where
the pdf should be sampled. The χ2-dependent probability density f(χ2, k) is shown in fig. 4.5(a).
It becomes obvious that for high dimensions sampling vectors close to the optimal ~p0 need not to
be sampled, as they will not contribute due to the tiny volume element. On the other hand, the
probability e−χ2/2 can be numerous magnitudes higher for small χ2, thus there is a certain shell of
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the k-dimensional sphere, where important sampling parameters are located. With the cumulative
distribution function F (χ2, k) and its inverse [F−1](p, k), respectively, it is possible to restrict the
sampling space. In fig. 4.5(b) it is shown, how the relative thickness of this shell is focusing more
and more around the expectation value of χ2.
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Figure 4.5: For uncorrelated distributions the error sphere is described by the well known Chi-
squared distributions. Concerning high dimensional Monte Carlo error estimation it is
important to sample in regions, where the pdf as well as the volume element are high.
The product of both in the case of uncorrelated, normal distributed parameters is the
Chi-squared distribution.
For a real model with correlated parameters the upper limit [F−1](pcutt off , k) = R2 may be
increased by a factor of two to cover deformations of the error ellipsoid. This Radius is to be
identified with the normalized parameters pj/∆0j . As shown, it is not sufficient to sample in the k-
dimensional [98] ball with the radius R , as (1− 0.99k) of the sampling points will lie within the shell
reaching from 0.99 R to R, thus neglecting the contribution of inner points with higher probability
e−χ2/2.
The following procedure is implemented in Moessfit to produce the pdf(pj)-histograms out of the
k-dimensional ball probing the pdf -space:
1. choose Random radius R between Rmin =
√
[F−1](0.0026, k) and Rmax = 2
√
[F−1](0.9973, k)
2. calculate a random point ~p i on the k-dimensional sphere [98] with the radius R (and back-
transform by multiply with ∆0j)
3. calculate χ2(~p i)
4. sum e−χ2(~p i)/2 ·Rk−1 in all k bins belonging to the pij
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For a fit model as stated above, consisting of three global parameters and eight run-specific pa-
rameters in 30 runs, it is hardly possible to disentangle the runs and its pdf ’s receptively.
pdf(pj ∝
∫
pi6=j
dk−1p e−χ
2(~p)/2 =
∫
pi 6=j
dk−1p
runs=30∏
r=1
e−χ
2
r(~pglobal,~pr,spec)/2 (4.8)
pdf(pj,global) ∝
∫
~pglobal,i6=j
d2p
30∏
r=1
∫
~pr,spec
d8p e−χ
2
r(~pglobal,~pr,spec)/2︸ ︷︷ ︸
pdfr(~pglobal)
(4.9)
pdf(pj,spec,run r′) ∝
∫
pglobal
d3p
∏
r 6=r′
pdfr(~pglobal)
∫
~pr′,spec,i 6=j
d7p e−χ
2
r(~pglobal,~pr′,spec)/2
(4.10)
Only if the run-specific pfdr were know with sufficient precision, an effective estimation was possible.
The relative error of
∏
pdfr is the sum of the factor’s relative errors. The more runs are present, the
more precise pdfr has to be. For a model as shown in fig. 4.6, even after 10000 samplings ~p
i
r , pdfr has
an error of 10%. Not only 30 of these pdfr have to be calculated, but 30 times the sampling count in
the global parameter space. Thus, no performance improvement is expected from a disentanglement,
and a sampling in full parameter space as suggested by equation (4.8) should be done.
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(b) Test spectrum, modelled with two doublets
Figure 4.6: This simple model to the 300 K data of LiOHFeSe0.88S0.12 illustrates, how the error
estimated by the Monte Carlo approach develops over sampling count. A minimum
acceptable sampling count of around 10000 can be seen.
4.2.4 Minos
“The MINUIT processor MINOS (..) was probably the first, and may still be the only, generally
available program to calculate parameter errors taking into account both parameter correlations and
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non-linearities.” [99]. The Minos Idea is to modify a fix parameter pj = pj0 + ∆j,minos and fit the
other parameter 6= j again until the following condition is fulfilled:
χ2min(pj) = Kα (4.11)
In a purely linear model the determined parameter set ~pminos,j specifies the same stationary point
(∂pdfcov∂pi 6=j = 0) as the Σjj-entry of the covariance matrix does, i.e. the outermost point of the error
ellipsoid concerning pj . Minos error estimation is also precise in the non-linear case. It can especially
reveal perfectly correlated parameters as shown in figure 4.7(a).
The Minos error calculation is at most k times as costly as the fit itself.
(a) χ2(Vzz, β, η)-parameter space, The green tube indi-
cates the region, where χ2 is increased by one maximum,
the violet shells show ∆χ2 = 100-steps. In general, Vzz and
η together are nonlinear, so a covariant error approach will
fail.
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(b) The spectra, which is investigated, simulated with
Vzz = 50 V/A˚
2,β = 54.7◦ and η = 0.5
Figure 4.7: An ill-constructed model can suffer from perfect parameter correlation. In this case
describing a textured quadrupole doublet the three parameter Vzz, β and η can be
continuously changed without changing the model spectra, as Vzz and η both influence
the splitting, and β and η both influence the line intensities. In an error calculation
the Minos-approach is superior to track the green region and recognize this correlation.
4.3 Fitting algorithm
Least-χ2 fitting is executed using the Nelder-Mead Simplex algorithm of the Gnu Scientific Library
(GSL) [95]. It is known as a standard minimizer of target functions with unknown derivatives,
which applies to the in general nonlinear fit task in Mo¨ssbauer spectroscopy. The GSL algorithm is
stable even at huge parameter counts (several hundreds), which may regularly occur in simultaneous
fits. Although this Simplex is converging reliably, it is especially at the beginning slower than the
algorithm below (fig. 4.8) used by Moessfit by default for global fit models.
This algorithm operates contrary to gradient descent: The parameters are basically varied accord-
ing to the needed step size si to improve the target function χ
2 equally. This is reasonable for quasi-
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1: for i < N do
2: repeat
3: try χ2(pi + si)
4: if increased then mirror si and try
again
5: if still increasing then mirror
and contract si
6: end if
7: else
8: if decreased less then 1 then
expand si
9: end if
10: end if
11: until χ2 decreases or maximum trials
12: end for
13: ∆max ← maxi ∆i := χ2(pi)− χ2(pi + si)
14: repeat
15: for i < N do pi ← pi + si ·∆i/∆max
16: end for
17: until χ2 does not decrease anymore
18: repeat from beginning if χ2 could be re-
duced in the last cycle
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Figure 4.8: Convergence behaviour of fit pa-
rameters in a three-component
Mo¨ssbauer model for CuFeAs in-
cluding 23 temperatures using the
algorithm on the left site. Its ad-
vantage is the fast convergence of
the global fit parameters.
linear models. It turned out that 0.7 and 1.2 are suitable multipliers for contraction and expansion,
respectively. The convergence of this algorithm is shown in fig. 4.8 in the case of CuFeAs measure-
ment: Aside from the sample signal, the ferrocene doublet and some FeAs was modelled. ta(T → 0) of
FeAs and Vzz of CuFeAs were chosen as global parameters, together with nine temperature-dependent
parameters this gives 209 fit parameters in total.
4.4 Maximum entropy method (MEM)
The basic principles of maximum entropy method (MEM) are described in detail in [92], below a short
introduction is given. MEM is the smoothing mechanism applied to the histogram ~ρ representing the
distribution of parameters in a model. The most common application of MEM in terms of Mo¨ssbauer
spectroscopy is the simulation of a magnetic hyperfine field distribution. The distribution of Bhyp
consists of a specific interval [Bhyp,min, Bhyp,max], which is equidistantly divided in N parameter
values Bi. For every Bi there exists a specific Mo¨ssbauer spectrum. The histogram ~ρ contains the
information, which fraction ρi of the total spectrum is constituted of a Bi subspectrum. Without
smoothing, the determination of ~ρ can be solved by means of linear algebra. The matrix
~~M was
considered to hold the subspectra and ~y is the data of total spectrum. The best histogram reduces
χ2, i.e. the sum of squared differences between model and data, thus the following equations have to
be solved:
∂
∂ρi
(
~~M~ρ− ~y)2 != 0 (4.12)
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However, the resulting histogram will not be smooth. Hesse and Ru¨bartsch [100] introduced an
addition term γ
~~D~ρ to locally force parabolic curvature of the histogram, which leads to the following
solution.
~ρ = (γ
~~D +
~~MT
~~M)−1 ~~MT~y (4.13)
Hesse-Ru¨bartsch is available in Moessfit, but using the advanced 5-point (instead of 3-point originally
used in [100]) approximation of the 2nd derivative of the histogram [101]. There are two major
disadvantages about this technique: (1) the smoothing condition is local and a priori prohibits sharp
peaks in the histogram but induces an oscillation and (2) negative ρi appear. As described by Le
Caer amd Dubois [101], this problem is avoided if the problem is posed with ρ2i weights. In that case
there is no simple algebraic solution anymore. Moessfit can numerically solve this task, however still
the disadvantage (1) exists.
Because numeric minimization is used anyway, a more progressive smoothing condition – properly
based on statistics – can be used: the maximization of entropy. Moessfit chooses the so-called Skilling
entropy S = −∑i ρi ln(ρi/ρi0) + ρi and minimizes the term
L = (1− λ)S + λ
N
(
~~M~ρ− ~y)2 (4.14)
which obviously depends on the “Lagrange parameter” λ. The smoothness of the histogram ~ρ de-
creases with increasing λ. In Moessfit the problem is solved numerically using the Cambridge algo-
rithm [102]. Examples of histograms obtained by MEM are shown in fig. 9.12(b), 8.9(a) inset, 8.10(b)
for Bhyp distribution; fig. 7.8(a) for an angular distribution and fig. 7.6(b), 7.5 for simultaneous distri-
bution of CS and Vzz using model 11.5.5. The possibility to apply MEM to an arbitrary parameter
1
or to multiple parameters at once may be seen as a unique feature of Moessfit.
In sec. 7.2 sample quality and secondary iron sites are discussed in terms of a 2D MEM Vzz × δ.
The related plots in fig. 7.5 show the distribution ρ(Vzz, δ) with a logarithmic colour scale. The aim
of these figures is to visualize possible generic iron sites and homogeneity of the related samples.
It is assumed that these paramagnetic spectra are constituted of multiple doublets, which are fully
described by quadrupole splitting ∝ Vzz and centre shift (isomer shift δ) assuming equal line width.
The distribution ρ(Vzz, δ) peaks if both lines of the doublet contribute to the total Mo¨ssbauer spec-
trum. However, if only one line supports the total spectrum, ρ(Vzz, δ) still is enhanced, which is the
reason for the characteristic lines satisfying the relation Vzz = (δ + const.)/ ± eQzzc/4Eγ with the
quadrupole splitting constant eQzzc/4Eγ (sec. 5.3.1). It is important to understand that ρ(Vzz = 0, δ)
corresponds to the Mo¨ssbauer spectrum, because it can be generated by singlets2. The necessity of
such two-dimensional MEM analysis is to provide a objective picture without pre-assuming a specific
constitution of the complex spectra. Due to the mentioned linear relation between Vzz and δ, one
may consider a simple product function
ρ(Vzz, δ) ∝ Abs(δ − Vzz · eQzzc/4Eγ) ·Abs(δ + Vzz · eQzzc/4Eγ) (4.15)
1this parameter may even serve only as a parametrization of the actual hyperfine parameters, which finally influence
the subspectrum; e.g. a distribution in transition temperatures
2this in fact is used by Moessfit to automatically determine the absorption area without a given model
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with the absorption Abs(v) of the Mo¨ssbauer spectrum to exactly provide the information which is
costly generated by MEM. However, as shown in fig. 4.9 the contrast in MEM is much larger.
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(a) Product map according to eq.(4.15)
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(b) 2D-MEM on ρ(Vzz, δ) grid
Figure 4.9: Methods to visualize the doublet-composition of a complex spectrum (fig. 7.4(a))
4.5 Kolmogorov-Smirnov confidence
Fitting algorithms often are based on the minimization of the χ2 value, which measures the goodness
of the fit of the model mi to the data (xi, yi) with the degrees of freedom N ≈ 1 − N − p (N is
the number of data points, p number of model parameters). In order to evaluate the goodness more
accurate, one usually inspects the residuum ri =
mi−yi
σi
, which should be normally distributed around
zero if the data was modelled correctly. If not, there will be systematic deviations of the ri in either
positive or negative direction, e.g. if a peak in the data was not described by the model.
The Kolmogorov-Smirnov statistic is a tool to measure the deviation of the distribution of the
residua from a normal distribution, which often describes the noise of the data channels. The fre-
quency of the sorted residua r′j is compared to the expected frequency. Technically, this is done
by investigating the culminated probability to obtain a residuum smaller than a pivot value, both
experimentally and theoretically. The Kolmogorov-Smirnov statistic Dn quantifies the deviation of
both values in a single number:
Dn = sup
j
(
j
N︸︷︷︸
exp.
− 0.5 · erf(r′j/
√
2)︸ ︷︷ ︸
theor.
) (4.16)
The probability that the distribution of residua is indeed to be identified with a normal distribution,
is given by α:
α = 1−
√
2pi
Dn
√
N
∞∑
i=0
e
− (2i−1)2pi2
8D2nN (4.17)
In that sense α serves as the probability that the chosen model belongs to the data.
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In this thesis Mo¨ssbauer spectroscopy is exclusively discussed with respect to the 57Fe nucleus, no
other Mo¨ssbauer active elements were investigated. As described in sec. 3, the 3d electrons of iron are
responsible for the physics of iron-based arsenides and chalcogenides and consequently 57Fe Mo¨ssbauer
spectroscopy is a valuable technique in this class of materials. This still holds, even though super-
conductivity has no and dynamic effects only little signature in the spectra in contrast to the other
local probe techniques NMR and µSR. This is because the probe itself carries the magnetic moment.
Therefore, the measured effects characterize the nearest neighbour environment exclusively, which
allows strict statements about phase pureness.
Below a relatively long introduction in Mo¨ssbauer spectroscopy is given, partially focusing on its
general relation to iron-based arsenides and chalcogenides to show prospects but also chances of
misinterpretation of Mo¨ssbauer data if analysis is done not properly.
5.1 Mo¨ssbauer effect
The Mo¨ssbauer spectroscopy is a resonance absorption experiment to monitor the hyperfine interac-
tion of the Mo¨ssbauer nucleus with its electronic environment. These interactions characterize the
local properties of a compound.
The hyperfine interactions (see sec. 5.3) lift the degeneracy of the ground and excited states of
the nucleus and lead to up to eight different transition energies, i.e. resonance absorption is possible
for eight different energies. The source has only negligible hyperfine interactions and emits a single
energy. By linear Doppler effect this source energy is modified and the absorption in the sample is
measured as a function of energy. This gives the Mo¨ssbauer spectrum.
The technique is named after Rudolf Mo¨ssbauer, who discovered and explained the recoilless emis-
sion and absorption of photons by nuclei in a solid state system. An emitting/absorbing nucleus
receives the small part ER = E
2
γ/2Mc
2 of the transition energy Eγ in form of kinetic energy, due
to conservation of momentum (kγ = 73 nm
-1). There are characteristic choices for the mass M :
either the momentum transferred to the whole solid state crystal (M → ∞, ER → 0) or to the free
atom (fa). In the latter case ER,fa will be much larger (2 meV for
57Fe) than the energy uncertainty
(7 neV for 57Fe) and a resonance experiment will fail. However, there is no free atom in a crystal, its
individual degree of free movement is limited to collective lattice vibration (phonons, 0..38 meV in
iron [103]). This means that the momentum ~k is either transferred to the crystal as a whole or it
is used for the creation of a phonon. Because of the large momentum transfer basically any point in
the first Brillouin zone can be reached, i.e. phonon energy ~ω is typically larger than the free atom
recoil energy ER,fa. It was shown by Lipkin that the average transferred energy equals the recoil
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energy of a free 57Fe nucleus. Considering a simple Einstein model with a single phonon energy ~ωE ,
then it can be concluded that there exists a probability (1− f) that the recoil momentum is used to
create a phonon, and a probability f that the momentum is transferred to the whole crystal:
ER,fa = (1− f)~ωE (5.1)
The factor f is called Debye-Waller factor, it is the recoilless fraction of photon emissions. Only the
recoilless fraction can contribute to the Mo¨ssbauer resonance. “Recoilless” means that the momentum
is transferred to the crystal as a whole, for which M → ∞ and consequently the recoil energy
approaches zero. Eq. (5.1) puts an upper limit on the transition energy Eγ0 for gaining a significant
f on one hand, on the other hand it shows qualitatively that f increases with decreasing mean phonon
energy, i.e. with decreasing temperature. The precise temperature dependence can be derived from
the more advanced formula f = exp(−k2 < x2 >), where the mean square displacement < x2 > of the
nucleus is modelled within the Debye approximation [104, 105, 106] and enables the determination
of Debye temperature. Experimentally, this determination is complicated by effects of the thick
absorber and temperature-dependent resonant fraction (both sec. 5.4), without providing additional
information compared to the analysis of the quadratic Doppler effect (sec. 5.2).
5.2 Relativistic Doppler effect
The centre of the Mo¨ssbauer spectrum shifts to positive values with decreasing temperature “due
to gradual depopulation of the excited phonon states” [107]. The principal mechanism lies in the
relativistic description of the movement of the radioactive source. The Lorentz transformation of the
four-momentum correctly describes the total energy shift due to source movement with velocity v.

γ −βγ 0 0
−βγ γ 0 0
0 0 1 0
0 0 0 1


Eγ
c
px =
Eγ
c
0
0
 =

Eγ
c γ(1− β)
Eγ
c γ(1− β)
0
0
 =⇒ E′γ(v) = Eγ 1−
v
c√
1− v2
c2
= Eγ(1−v
c
+
v2
2c2
+...)
(5.2)
While the linear term describes the main principle of the Mo¨ssbauer drive, the modulation of energy
by macroscopic source movement, the second term is governed by the mean squared velocity of the
nucleus, which is non-zero, and a temperature-dependent quantity proportional to heat capacity. It
leads to the following temperature-dependent shift of the spectrum :
∆v(T ) = − 9R
2NAMeffc
T 4
Θ3D
∫ ΘD/T
0
x3dx
ex − 1 (5.3)
This so-called Quadratic Doppler effect is modelled by the Debye temperature ΘD and an effective
mass Meff possibly different from 57 u [106, p. 130], indicating how strong the nucleus is bound into
the lattice.
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5.3 Full static Hamiltonian
5.3.1 Quadrupole interaction
The electric energy Eel =
∫
d3rρ(~r)Φ(~r) of the nuclear charge density ρ(~r) in the potential Φ(~r)
of the electronic surrounding can be separated into two contributions, which is carried out in the
appendix 11.1. These two contributions are the isomer shift and the quadrupole interaction. The
quadrupole interaction basically describes the energy gain/loss depending on the orientation of the
nuclear spin ~I (and the related quadrupole moment component Qzz) in the electric field gradient
(EFG), which is described by its principal component Vzz and asymmetry parameter η := (Vxx −
Vyy)/Vzz in the EFG principal coordinate system.
Hel =
eQzzVzz
4I(2I − 1)
[
(3I2z − I2) +
η
2
(I2+ + I
2
−)
]
(5.4)
In 57Fe Mo¨ssbauer spectroscopy Hel can only influence the energy of the excited states with I = 3/2,
because the ground state I = 3/2 has Qzz = 0. A pure quadrupole interaction leads to a doublet
splitting of the resonance line due to the I2z term in eq. (5.4). The distance of the two lines is called
quadrupole splitting QS. For an axial symmetric EFG (η = 0) it is given by eQzzc/2Eγ · Vzz =
0.0167mm/s
V/A˚
2 Vzz if a nuclear quadrupole moment of 0.16 b [108, 109, 110, 111] is assumed. However,
in this thesis Vzz is given instead, because it is the relevant quantity to connect experiment and
theoretical work.
The EFG has two contributions. First, the lattice (or “nuclear”) contribution of neighbouring
ions/ligands and second the valence contribution of the own electron shell. Both contributions may
be estimated from point charge or calculated by valence electron wave functions, however in this
case the shielding effect of the core electrons increases the valence contribution by a factor of ≈ 10
(Sternheimer antishielding) and reduces the valence contribution by a factor of 0.3 (Sternheimer
shielding) [106, 105].
Due to its tetrahedral coordination in iron-based arsenides and chalcogenides, the field gradient
was previously expected to vanish as long as the tetrahedra is not deformed [112, 113, 114, 115].
However, this thinking neglects the neighbouring iron cations giving rise to a lattice contribution to
Vzz, which may be considered as the main aspect of the finite EFG [116].
Given the neutron diffraction structural data of CuFeAs (sec. 9) in a simple point charge model, the
EFG at the iron site becomes Vzz=-8.6 V/A˚
2 with -6.9 V/A˚2 from the Fe2+, +2.5 V/A˚2 from the Cu+
and -4.2 V/A˚2 from As3−. The As-contribution changes from 0 V/A˚2 to -7.4 V/A˚2 if the tetrahedra
angle α is reduced from 111.8◦ to 90◦. This shows that the variance of Vzz among the pnictides can
indeed be caused by variations in the tetrahedra angle that the main contribution arises from the
neighbouring iron ions, and that the increased field gradient in the 11-compounds is naturally given
by the differently charged ligands and the missing interlayer or intercalants. Similar point charge
calculations were done for Fe(Se,Te) [117, 118], where a Sternheimer antishielding factor of -1.5 was
introduced. Because of the more localized character of the 11 compounds [119], the good agreement
of this easy calculation with the experimental finding might not be astonishing.
43
5 Mo¨ssbauer spectroscopy 5.3 Full static Hamiltonian
There are two major problems about these calculated values: First, the mentioned values above
might be in good agreement with the values measured in this work, but do not take into account the
Sternheimer antishielding. Second, even the sign of Vzz is not the same in different measurements
and materials. Interestingly, some of the articles cited above [120, 117] calculate the field gradient,
but only give the quadrupole splitting, which does obviously not depend on the sign of Vzz. However,
it is not uncommon to state negative quadrupole splitting in literature.
The most unambiguous experiment to determine the sign of the field gradient is a longitudinal field
(LF) measurement in the paramagnetic regime, because the only characteristic of the model will be a
distribution of the polar angle between field/beam and principal axis of the EFG. But also transverse
field experiments are possible, where two angles are necessary (sec. 5.5.1) to describe the orientation
of the EFG in relation to the gamma beam - field - bipod. In both experiments, the sign of Vzz decides
over the position, skewness and intensity of lines. However, the difference between both signs might
be small, which is demonstrated for Li1-xFeAs in fig. 5.1(a). For magnetically ordered samples with
sufficient large magnetic hyperfine field the same works, but the angles between the EFG and the
magnetic moments have to be assumed (to be perpendicular to the EFG-z-axis). Even better than
applied field measurements are single crystal spectra. Due to symmetry reasons, in ideal iron-based
arsenides and chalcogenides the EFG-z-axis should be close to the crystal-c-axis, in a paramagnetic
spectrum the right peak will be enhanced for Vzz > 0 and reduced for Vzz < 0. An imperfect alignment
of the crystals may cause a significant deviation β > 0. If analysed in thin absorber approximation,
even βeff = 20
◦ can represent a perfect single crystal with EFG-z-axis parallel c-axis (sec. 5.4.4).
The symmetry argument becomes invalid if the local iron environment is distorted by substitution
or vacancies. An important example is the 245-family with regularly ordered Fe vacancies, for which
Ksenofontov et al. introduced a well accepted model with tilted EFG z-axis [121].
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(a) Li1-xFeAs single crystal mosaic: The data were fit-
ted simultaneously sharing the Vzz- and β-parameter. For
Vzz < 0 χ
2
red is increased by 0.12, and β = 45(1)
◦ is closer
to zero, i.e. the EFG-z-axis closer to the crystallographic
c-axis, which is more reasonable.
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(b) LaFeP0.6As0.4O powder: For the positive Vzz, χ
2
red
is decreased by 0.19 compared to negative Vzz. In the
magnetic regime (9.6 K) the model does not converge for
Vzz < 0, but extracts an internal Bhyp = 1.3(1) T roughly
consistent with ZF data.
Figure 5.1: Mo¨ssbauer transverse field experiments to determine sign of Vzz
In table 5.1 experimental Vzz values of iron-based arsenides and chalcogenides are shown. Inter-
estingly, the sign of Vzz changes. It suggests a strong competition of the negative lattice contribution
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and the obviously positive valence contribution. From this point of view it is no longer justifiable
to neglect the valence contribution. Sklyarova et al. calculated the influence of (As,P)-substitution
in BaFe2As2 and EuFe2As2. The calculated values are only +3 V/A˚
2 too large for low P-content.
For higher P-content, the experimentally observed trend of increasing Vzz was reproduced, but the
total number strongly overestimated by +42 V/A˚2 [122]. For CaFe2As2 Bud’ko et al. used DFT
Vzz calculations to determine the As-height, i.e. they reversed the calculation. Good agreement was
achieved only in the so-called collapsed tetragonal phase1, where “correlation effects and antiferro-
magnetic fluctuations are suppressed resulting in a good agreement between our DFT calculations
and the Mo¨ssbauer measurements” [107]. No reasonable As-heights were found in the tetragonal
phase. Nevertheless, from this investigation an important conclusion was drawn: An increased bond
length (or decreased bond strength, respectively) reduces the charge density in the bond region and
consequently reduces Vzz.
material Vzz (V/A˚
2) T (K) method Ref.
FeSe -16.94(5) 5 powder longitudinal field [123]
FeSe -14.57(4) 5 single crystal
FeSe0.5Te0.5 -17.4(2) 5 textur. pow./applied field [124]
FeSe0.3Te0.7 -21.8(3) 5 singel crystal [125]
Fe1.06Te -23.0(4)/-16.9(5) 69.5/4.2 powder, Bhyp ⊥ EFG-z-axis [11]
LiOHFeSe -24.4(5) 24 powder transverse field
Li1-xFeAs -32.7(2) 70 single crystal/applied field
(CaFe0.94Pt0.06As)10Pt3As8 0(8) 3.5 single crystal/applied field
EuFe2(As0.87P0.13)2 +14(1) 290 single crystal,
EuFe2(As0.81P0.19)2 +17.9(4) 296 single crystal
EuFe2(As0.72P0.28)2 +18.0(1) 302 single crystal
Na0.7La0.3Fe2As2 +12(1)/+17(1) 70/16 single crystal
Ca0.7Na0.3Fe2As2 +11(1)/+22(1) 4.2 sing. crystal/Bhyp ⊥ ~eγ [58]
CaFe2As2 +13(1)/+23(2) 295/4.2 sing. crystal/Bhyp ⊥ c-axis [126]
CuFeSb -12(3) 298 powder, Bhyp ⊥ EFG-z-axis
LaFeAsO +4(2)/+8(3) 141/2.1 powder, Bhyp ⊥ EFG-z-axis
Table 5.1: Principal component Vzz of the EFG in iron-based arsenides and chalcogenides in
Mo¨ssbauer spectroscopy.
Another explanation of the positive valence contribution was given by Alzamora et al. [126], arguing
in analogy to the structurally related borocarbides: “For the valence electrons the contributions in
the (x,y) (transition metal) plane due to dx2−y2 , dxy and px, py, which are positive, dominate over
those with components in the z-axis (dz2 , dzx, dyz and pz), which are negative, leading to a positive
V valzz ”. This explanation means that an enhanced valence contribution to Vzz is present in the 1111
and 122 compounds, which then possesses a more pronounced two-dimensionality. In that sense (the
sign of) the field gradient can be seen as a measure of the dimensionality.
As sketched in table 5.1 and fig. 5.2 the field gradient is sensitive to the AFM phase transition.
Amongst all compounds it is possible to find counter examples [127, 128, 129], which suffer from
1the unit cell shows reduced c-axis, reduced cell volume and reduced anion height
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Figure 5.2: Vzz as a function of temperature normalized to Nee´l temperature. Data: Eu/SrFe2As2
[130], CaFe2As2 [126], NdFeAsO [131], raw data reanalysed in case of Fe1.06Te [132]
and Ca0.65Na0.35Fe2As2 [58], own data in case of LaFeAsO and Na0.7Na0.3Fe2As2.
insufficient sample quality (indicated by large line widths or distributed TN , or obviously by crushing
pressure sensitive single crystals [129]) and improper analysis (sign of Vzz, treatment of angles β, θ).
For example in the reanalysis of Ca0.65Na0.35Fe2As 2 including a transmission integral treatment, a
paramagnetic, an AFM subspectra and a texture angle β = 0◦ showed that an unphysical overshot
of Vzz right below TN can be avoided. As shown in inset fig. 5.2, it is unlikely that the field gradient
change scales with the ordered moment.
The origin of the enhanced quadrupole splitting below the magnetic transition may be discussed in
different contexts. On one hand, the so far discussed valence contribution may be an effective value
due to valence- and thus EFG-fluctuations, comparable with BaFe12019, but with valence instead of
lattice origin [133]. With the slowing down of these fluctuations, the valence contribution is considered
to increase. Even more convincing is the argumentation considering the µB(~L + 2~S) ~H term in the
electronic Hamiltonian, which upon application of an external field or onset of an internal exchange
field leads to an “appreciable mixing between the zero-field states, and thus the quadrupole splitting
might be different from that in zero field.” [134]. The enhancement of the quadrupole splitting is in
the range of 0.1 mm/s at 10 T field, which agrees with the values observed in iron-based arsenides and
chalcogenides. The effect was said to be pronounced for compounds with large spin-orbit coupling
[133]. Moreover, change in the orbital occupation of xz and yz-orbitals below TN [135, 136] can be
considered to increase the EFG asymmetry parameter [137] and thus the quadrupole splitting.
5.3.2 Isomer shift δ
The so-called “monopole interaction” leads to the isomer shift [138]. It describes the lifting of the
energy levels due to different mean square nucleus radii < r2 > and electron densities ρe(0) at the
nucleus position. In 57Fe Mo¨ssbauer spectroscopy the excited I = 3/2 state has a lower < r2 > than
the ground state I = 1/2. On the other hand, ρe(0) is different in source and sample. Experimentally,
an isomer shift ∆EIS quantifies the difference of the centre shifts CS between the sample and a
reference, usually room temperature iron foil.
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Hmonopol = −Ze
60
< r2 > ρe(0) (5.5)
=
Ze2
60
< r2 > |Ψ(0)|2 (5.6)
∆Emonopol =Hmonopol,f −Hmonopol,i (5.7)
=
Ze2
60
(< r2 >f − < r2 >i)|Ψ(0)|2 (5.8)
∆EIS =∆Emonopol,abs −∆Emonopol,src (5.9)
=
Ze2
60
(< r2 >f − < r2 >i︸ ︷︷ ︸
<0 @ 57Fe
)(|Ψ(0)|2abs − |Ψ(0)|2src) (5.10)
δ =
c
Eγ0
Ze2
60
(< r2 >f − < r2 >i)︸ ︷︷ ︸
α
∆ρ(0) (5.11)
The linear relation δ ∝ ∆ρ is frequently proven by the comparison of calculated ρ(0) and exper-
imental δ values with excellent correlation in crystals and molecules as well, but the absolute value
of the hyperfine coupling constant α depends on the details of calculation: α = −0.28(3) a03mm/s
[111], α = −0.22(1) a03mm/s [139], α = −0.29(1) a03mm/s [110], α = −0.40(4) a03mm/s [140]. In
this notation a0 is the Bohr radius.
For 57Fe a reduced s-electron density at the nucleus (∆ρ(0) < 0) with respect to the source will
result in a positive isomer shift. A change in the charge density ρ(0) at the nucleus site may be
caused in two ways [133, 105, 106], see fig. 5.3:
• directly by a change of s-electron population ne,s, ne,s ↑⇒ δ < 0
• indirectly via shielding1 by a change of p/d-electron population ne,pd and polarisation, ne,pd ↑⇒
δ > 0
In literature scales exist which assign δ to a characteristic valence states (fig. 5.3b).
However, these scales are based on compounds with localized iron states and its application to
δ values of metals and alloys is ambitious [104]. The discussion of isomer shifts is complicated by
the fact that in literature it is still common to state and even compare so-called “room temperature
isomer shift” values (e.g. [85]), even though it is well known that the quadratic Doppler effect can
easily change the centre shift value by more than 0.1 mm/s. Moreover, the artificial term “chemical
isomer shift” was commonly used text in books [104, 133] and even adopted in later scientific works
[12] confusing the actual meaning of the isomer shift as defined by eq. (5.11) and the quadratic
Doppler effect. However, both effects directly contribute to the centre shift, which describes the shift
of the centre value (0 mm/s) of a spectrum. In this work the term “isomer shift” usually refers to
the difference of the 0 K centre shift value of the sample relative to room temperature centre shift of
elemental iron.
1shielding increases the s-radial functions and decreases the s-density at the nucleus
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(a) Isomer shift as a function of 4s-electron count x [105].
The violet line marks the δ, which often was observed in
this thesis amongst iron-based arsenides and chalcogenides.
a0 is the Bohr radius.
(b) Gu¨tlich scale 2006 [141], adapted from Greenwood
[104]. Classifies the room temperature centre shift with
respect to elemental iron. The presented values are based
on localized iron states and according to Greenwood “do
allow for temperature variations” [104].
Figure 5.3: Interpretation of isomer shift values
The obvious possibility of tracking the effects of charge doping in substitution series in iron-based
arsenides and chalcogenides was doubted by Khasanov et al. [142]. A doping of 0.1 electrons per
formula should – according to fig. 5.3(a) – result in an isomer shift of -0.26 mm/s maximum. However,
my own observations of isomer shift in La0.8Y0.2(Fe1-xMnx)O0.89F0.11 (+0.059(4) mm/s per doped
hole) and La2(O,F)3Fe2Se2 are consistent with hole and electron doping respectively.
In literature a disagreement exists about the influence of the Fe-As bond length dFe−As:
• δ decreases with dFe−As: semi-empirical model of bond-covalency-isomer shift relation, local-
ization enhances charge density directly, adapted to layered systems [143]
• δ increases with dFe−As: qualitative argumentation , positive isomer shift at structural tetragon-
to-orthorhombic transition, d-localization enhances screening [127]
• δ increases with dFe−As: DFT calculation [107] of the low temperature behaviour of collapsed
tetragonal CaFe2As2
Probably the work referred to in the first item misses a correct consideration of the shielding
effect, thus an increased isomer shift corresponds to larger bond distance and enhanced localization,
respectively. A smaller bond distance is indicative of larger hybridization amongst the binding states
[144], i.e. more covalency.
Another isomer shift observation addresses the magnetic transition, which often is reported to
show an increase of ≈ 0.02 mm/s to lower temperatures. For the compounds shown in fig. 5.2, this
may be true for (Ca,Na)0.35Fe2As2, Na0.7Na0.3Fe2As2 and Fe1.06Te, but it is also in stark contrast
to observations in strongly itinerant α-Fe [145] with a purely magnetic background. As shown in
fig. 5.4, the appearance of such effects can be caused by a thin absorber analysis, as there is a distinct
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Figure 5.4: Mo¨ssbauer data of Ca0.65Na0.35Fe2As2 [58] was reanalysed using transmission integral
fits. The anomaly in centre shift below TN ≈ 150 K vanishes thereby. Solid lines are
Debye fits according to eq. (5.3)
shift of the modelled paramagnetic doublet. Consequently, the existence of a negative isomer shift
at the onset of AFM in any iron-based arsenides and chalcogenides may be doubted; it may be a fit
artefact.
5.3.3 Zeeman splitting
The energy of the nuclear magnetic moment in the magnetic field at the nucleus is given by the
Zeeman term:
EZeeman = −~m~B (5.12)
= −gIµN
~I
~
~B (5.13)
= −gIµN (IxBx + IyBy + IzBz) (5.14)
= −gIµN
(
I+ + I−
2
Bx +
I+ − I−
2i
By + IzBz
)
(5.15)
= −gIµNB
(
I+ + I−
2
sin Θ cos Φ− iI+ − I−
2
sin Θ sin Φ + Iz cos Θ
)
(5.16)
Hmagn = −gIµNB
(
I+e
−iΦ + I−e+iΦ
2
sin Θ + Iz cos Θ
)
(5.17)
~B is commonly [133, 105, 106, 146] discussed in terms of four contributions:
• ~Blocal = ~Bex + (4pi3 −D) ~M ... local field, i.e. applied field Bex reduced by demagnetizing field
and reinforced by Lorentz field
• ~BC = −2µ03 µB
∑ |ψ↑(0)|2 − |ψ↓(0)|2 ... Fermi contact field, mediated by s-electron spin polar-
ization |ψ↑(0)|2 − |ψ↓(0)|2 6= 0
• ~BL ... contribution from orbital momentum of the electrons
• ~BD ... dipole field of the total spin of the atom’s electrons
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The internal field ~Bhyp = ~BC + ~BL + ~BD is called magnetic hyperfine field and often referred as
magnetic order parameter in terms of Mo¨ssbauer spectroscopy. Thus, it is considered as a measure
of the ordered magnetic moment, which unfortunately does not have a rigid coupling constant. The
dipole field BD can be considered to be small, e.g. it was ≈ 0.15 T/µB in CuFeAs if stripe AFM
order was assumed. The orbital contribution can be comparable to the contact field in Fe2+ but of
different sign [106], and thus reducing the observed hyperfine field considerably. In elementary iron
BL ≈ +4 T [147] or coupling constants as large as 42 T/µB [148, 149] are observed. This orbital
contribution will be (partially) quenched if the local crystal field has no spherical symmetry, which
could be given for distorted FeAs4-tetrahedra.
The contact field itself usually is divided into the core contribution of the inner s-electrons (1s,2s,3s)
and the valence contribution of the 4s-electrons [150]. The core contribution scales linearly with
the 3d-magnetic moment with ≈ −13(1) T/µB independent of the bonding mode of the iron atom
[139, 150]. Taking a dominant core contribution as a basis the magnetic moment as deduced from
Bhyp was strongly overestimated in iron-based arsenides and chalcogenides at the outset [112, 126].
As shown in table 6.3, the unique coupling constant in iron-based arsenides and chalcogenides seems
to be -6.7(4) T/µB, indicating a considerable positive valence contribution. According to Eriksson
and Svane, the valence contribution usually is small and also proportional to the 3d-moment [139]
(e.g. ≈ −2 T/µB in α-Fe [148, 150]). However, the valence contribution is also influenced by “the
degree of hybridization of valence 4s electrons with d electrons of neighbouring atoms ... and their
magnetic moments” [151], quantified in total to ≈ +1200 T/µB 4s [150] in dependence of the 4s-
moment. As already mentioned, a large polarisation of the 4s-states often is not observed, however
it can contribute substantially. This was assumed for Fe2P or FeO, where a fully occupied majority
band was considered to account for the strong 4s-polarisation [139].
The history of Bhyp-calculation in α-Fe shows that a proper calculation of the contact field in
itinerant systems is difficult: “The theoretical absolute values of the hyperfine field obtained by
the first principles calculation are always much smaller than the experimental ones. The situation
is especially serious in the case of iron, for which the discrepancy between the calculated and the
experimental values exceeds 30 %. [...] What makes the problem more serious in this case is that
iron is the most important Mo¨ssbauer nucleus.” [147]. Meanwhile, the hyperfine field in α-Fe is
calculated with a deviation of less than 10 % [147, 150] by means of RPA, LDA and GGA. Thereby
the qualitative statement of the last paragraph was quantified as shown in fig. 5.6. An increase of the
effective coulomb interaction increases the occupation of the majority spin states and decreases the
occupation of the minority spin states and leads to an increasing positive valence contribution and
consequently to a relatively low hyperfine field value with respect to the 3d moment. With regard to
fig. 5.5, this causality could be true for the tetrahedral iron-based arsenides and chalcogenides, where
a low total coupling constant of −6.7 T/µB is observed (table 6.3).
Ironically, the clear statement about FeO seems questionable from modern perspective: It was
shown later that FeO has 3.5 µB spin and 1 µB orbital moment [152, 153], thus the total field at
the iron nucleus is considerably reduced by ~BL, which can theoretically yield a value up to 20 T in
high spin Fe2+ [106]. Given the strong spin-orbit coupling in iron-based arsenides and chalcogenides
(magneto-structural phase transition, field dependent EFG (sec. 5.3.1) a non-zero orbital moment
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might be possible in iron-based arsenides and chalcogenides [154] and the compensating effect of BL
could be as important as an unusual valence contribution with respect to the low coupling constant
of -6.7(4) T/µB. In Ba122 consideration was given to “partially unquenched orbital moment at the
Fe-site” to explain the relatively low total field before [155].
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Figure 5.6: Partial density of states (PDOS) in important pnictides. The almost full occupation
of the majority states can be responsible for a large 4s-polarisation and thus positive
valence contribution to the Mo¨ssbauer hyperfine field.
In paramagnetic samples the magnetic hyperfine field can be expressed by coupling the spin ex-
pectation value < ~S > of the atom with a coupling tensor
~~A to the nuclear spin ~I [158].
− gIµN ~Bhyp =< ~S > ~~A (5.18)
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5.3.4 Combined interaction
The full static Hamiltonian Hs is the sum of quadrupole and magnetic interaction. The orientation
of the local magnetic field ~B with respect to the EFG system is described in spherical angles with
the polar angle Θ and the azimuthal angle Φ as shown in fig. 5.7.
Hs =
eQzzVzz
4I(2I − 1)︸ ︷︷ ︸
aI
[
(3I2z − I2) +
η
2
(I2+ + I
2
−)
]
− gIµNB︸ ︷︷ ︸
bI
(
I+e
−iΦ + I−e+iΦ
2
sin Θ + Iz cos Θ
)
(5.19)
The matrix form of Hs is determined after application of Hs on the base vectors |I,M〉, as shown
in appendix 11.2. As it can be seen in equation (11.15), Hs is no more diagonal in the nuclear spin
base |IM〉 except some special case: ~~V = ~~0 (pure magnetic interaction), ~B = ~0 (pure quadrupole
interaction) and ~B = B · ~ez (“parallel” interactions). Diagonalization of Hs leads to new eigenstates
|Im〉.
|Im〉 =
+I∑
M=−I
|IM〉 〈IM | |Im〉︸ ︷︷ ︸
cm,M
(5.20)
5.3.5 Transition probabilities
The intensity of an absorption line |Ii,mi〉 ↔ |If ,mf 〉 (i = initial state, f = final state) is the
product of the quantum mechanical probability (matrix element) of this transition and angular de-
pended emission pattern. The former is proportional to the square of the Clebsch-Gordon coefficient
〈Ii, J,−mi,m|If ,mf 〉 with ~J = ~Ii+ ~If , the latter is given by the classical magnetic multipole emission
characteristic Icl(β) and depends on m and the angle β between emission direction and z-axis.
57Fe-radiation is basically magnetic dipole radiation, this means J = 1 and m = mi −mf .
mi mf ∆m 〈1/2, 1,−mi,mi −mf |3/2,mf 〉2 Icl(β)
-1/2 -3/2 -1 3 1 + cos2 β
-1/2 -1/2 0 2 2 sin2 β
-1/2 +1/2 +1 1 1 + cos2 β
-1/2 +3/2 +2 0 0
+1/2 -3/2 -2 0 0
+1/2 -1/2 -1 1 1 + cos2 β
+1/2 +1/2 0 2 2 sin2 β
+1/2 +3/2 +1 3 1 + cos2 β
Table 5.2: The total transition probability for diagonal Hamiltonian eigenstates is the product of
the Clebsch-Gordon coefficient 〈1/2, 1,−mi,mi −mf |3/2,mf 〉2 and the classical dipole
emission pattern Icl(β)
Unfortunately this description is only sufficient for the diagonal Hamiltonian with nuclear spin
eigenstates being eigenstates of the Hamiltonian. In the general case of mixed eigenstates as presented
in (5.20), the overall transition probability is not only a simple summation of all linear combinations
but has to take into account interference effects. It further depends on the emission/absorption
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direction described by the polar angle β and the azimuthal angle γ in the EFG system (fig. 5.7). Due
to the complexity of the related theory, only the result is given in the appendix 11.3.
(a) Orientation of the nucleus in a predominant electric
field gradient and a small magnetic field B.
(b) Angles of absorption and magnetic field in the electric
field gradient coordinate system with a polarized photon.
Figure 5.7: Orientation of the nucleus (white) in the magnetic field ~B and the electric field ~E.In
order to completely describe the emission/absorption of a photon in the static Hamil-
tonian approach, one needs 7 angles: Θ and Φ describing the orientation of magnetic
field, β and γ describing the photon flight direction (i.g. texture) and α, ϕ and ξ
describing the polarisation state of the photon.
5.3.6 The magic angle
The magic angle has some special meaning concerning the static Hamiltonian model. Used as the
texture angle β for a diagonal Hamiltonian, it represents a powder sample. Given the transition
probabilities of the diagonal Hamiltonian (table 5.2), the magic angle fulfils the following requirement:
The ratio of powder averaged line intensities has to be equal to the ratio of the magic angle line
intensities.∫ pi
0 (1 + cos
2 β) sinβdβ∫ pi
0 (2 sin
2 β) sinβdβ
= 1
!
=
1 + cos2 βmagic
2 sin2 βmagic
=⇒ βmagic = arccos
√
1
3
= arcsin
√
2
3
≈ 54.7◦ (5.21)
This magic angle can be used to prove texture effects in a powder sample with interactions described
by the diagonal Hamiltonian. A thin-film preparation can lead to a preferred orientation of crystal-
lites parallel to the bottom of the sample holder, which is perpendicular to the gamma beam. For the
diagonal Hamiltonian there might be a specific distribution of EFG-z-axis described by a texture func-
tion ρ(β). For a single β0, the EFG-z-axis is distributed coniformly around the gamma beam. With
the aid of an azimuthal angle ϕ, the z-axis is given by ~eV zz = (cosϕ sinβ0, sinϕ sinβ0, cosβ0). The
gamma beam now might be rotated by an angle α around an axis lying at the sample holder bottom
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(perpendicular to the beam), leading to the following gamma beam direction: ~rγ = (0, cosα, sinα).
The line intensities can now be calculated if the average squared angle cosine
〈
cos2 β(α, β0)
〉
is known.
〈
cos2 β(α, β0)
〉
=
1
2pi
∫ 2pi
0
dϕ (~rz~rγ)
2 =
sin2 α sin2 β0 + 2 cos
2 α cos2 β0
2
α=βmagic−→ 1
3
= cos2 βmagic
(5.22)
Obviously, by rotation by an angle α = βmagic, the average squared angle cosine equals the squared
cosine of the magic angle. This result is independent of the angle β0 and thus valid for every
distribution ρ(β). It means that the transition probabilities in any case become powder-like if the
sample is rotated by the magic angle and the interactions are described by a diagonal Hamiltonian,
which is sometimes shown in single crystals and textured samples [124, 126]. A texture expresses
itself as an asymmetric doublet or a sextet with intensities deviating from 3:2:1:1:2:3. Especially in
case of the doublet it is highly important to first exclude a texture effect, before the asymmetry is
interpreted in terms of multi-component fit model or the Goldanskii-Karyagin effect.
Another application of the magic angle is modelling a mirror spectrum [159, 160]. This can be
done by assuming a magic angle Θ between the EFG-z-axis (η = 0) and the magnetic hyperfine field.
First, the line positions E are mirrored because the secular determinant equation of the eigenproblem
of the 4x4-matrix of (11.15) becomes biquadratic in energy E:
E4 − 5b
2 + 36a2
2
E2 +
9b4
16
− 9a
2b2
2
+ 81a4 = 0 (5.23)
Second, I did not find any B/Vzz-ratio numerically, for which the spectrum is not symmetric. An
analytical prove might be possible. However, it is very unlikely that an angle of Θ = 54.7◦ appears
in nature.
5.4 Transmission integral
The Mo¨ssbauer spectroscopy is a resonance absorption experiment, i.e. the Mo¨ssbauer absorption
A(v) is the convolution of the normalized Lorentzian absorption spectra Iabs(v) with the normalized
Lorentzian emission line Isrc(v) of the source. For thin absorbers this leads to the following relation:
A(v) ∝
∫
dv′Isrc(v − v′)Iabs(v′) (5.24)
Due to the convolution, the measured line width at least doubles the natural line width, as the
convolution of two Lorentzian distribution gives a Lorentzian line, whose line width is the sum of
the initial line widths. But equation (5.24) is still only a first order approximation neglecting the
effects of sample thickness d. More precisely the Mo¨ssbauer transmission spectrum is the remaining
intensity spectrum of the source after transmitting the sample. The intensity loss in dependence of
d is described by an exponential law with the cross section µ = µr(E) + µm. Here, the attenuation
coefficient µr(E) is related to Iabs and the mass attenuation coefficient µm can be assumed constant
in Mo¨ssbauer energy scale.
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I(v) =
∫
dv′I0fsIsrc(v − v′)e−(µr(Ev′/c)+µm)d (5.25)
I(v) = I0fse
−µmd
∫
dv′Isrc(v − v′)e−µr(Ev′/c)d (5.26)
I(v) = I0fse
−µmd
∫
dv′Isrc(v − v′)e−Iabs(v′)piωabsσ0nafad︸ ︷︷ ︸
T (v)
(5.27)
The transmission integral T (v) gives all information about the Mo¨ssbauer spectrum, including side
effects of the sample thickness. In first order approximation one gains the equation (5.24):
I(v) ≈ I0fse−µmd
∫
dv′Isrc(v − v′)(1− Iabs(v′)piωabs σ0nafad︸ ︷︷ ︸
ta
) (5.28)
I(v) = I0fse
−µmd

∫
dv′Isrc(v − v′)︸ ︷︷ ︸
=1
−piωabsta
∫
dv′Isrc(v − v′)Iabs(v′)︸ ︷︷ ︸
A(v)
 (5.29)
There is a non-resonant intensity Inr due to recoil-affected emissions in the source, detector back-
ground and scattered photons. It contributes together with the resonant intensity Ir to the total
Intensity Iexp.
Iexp(v) = Inr + Ir(v) (5.30)
Iexp(v) = Ibg + Ismple
−µmd︸ ︷︷ ︸
I∞
(1− fsA(v)) (5.31)
Iexp(v) = I∞(1− frA(v)) (5.32)
The resonant fraction fr =
Isamplee
−µmd
I∞ fs is the (vertical) part of the spectrum, which will show
nuclear absorption.
In the following subsections it will be shown that absorption area, line shape and width strongly
depend on the so-called effective thickness ta := σ0nafad. It can be calculated using the iron face den-
sity: ta = σ0famFe/A = 0.588fa
mFe
A
[ mg
cm2
]
. The nuclear absorption cross section σ0 =
λ2
2pi
1+2Ie
1+2Ig
1
1+α
only depends on the properties of the Mo¨ssbauer transition (quantum number Ig and Ie of the
ground and excited state, photon wave length λ and conversion factor α). In contrast, the density of
Mo¨ssbauer nuclei na, the Debye-Waller factor fa of the absorber and the sample thickness d strongly
depend on the sample composition, quality and preparation.
A correct transmission integral fit requires the knowledge of fr, not only to tell the Debye-Waller
factor fa directly from the effective thickness ta of the sample. Both parameters are highly correlated
and predominantly influence the total absorption area A. As shown in fig. 5.8(b), fr might decrease
with sample thickness. This is, because the background intensity Ibg can be considered constant,
whereas Isamplee
−µmd is reduced by sample thickness d (see fig. 5.8(a)). The spectrometer specific
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ratio r := Isample/Ibg can be calculated by comparing the total count rates of the sample free beam
line I0 with the count rate I∞ with the sample present.
I∞
I0
=
Ibg + Isamplee
−µd
Ibg + Isample
=
1 + re−µd
1 + r
⇒ r = − I0 − I∞
I0e−µd − I∞ (5.33)
⇒ fr(e−µd) = (I∞ − Ibg)fs
I∞
=
Ibg(1 + re
−µd − 1)fs
Ibg(1 + re−µd)
=
re−µd
1 + re−µd
fs (5.34)
Good results applying formula (5.34) were achieved measuring α-Fe foils with thicknesses between
12µm and 75µm. Typical r-parameters are 3.5 for the room temperature students spectrometer with
PIN-detector, 20 for the Cryovac spectrometer used with a proportional counter tube. In fig. 5.8 the
meaning of fr is shown.
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Figure 5.8: Constitution of a Mo¨ssbauer spectra quantified by means of iron foil of different thick-
nesses: 3 · 4µm, 25µm and 75µm. The samples were measured in a standard Wissel
setup with a 100 GBq source and an uncooled silicon PIN diode as detector. Be-
cause of the easy observable line levelling in these spectra, effective thickness ta and
resonant fraction fr can be disentangled. The fits yield ta = 4(1), 11(1), 25(1) and
fr = 0.5(1), 0.39(2), 0.11(1). The ta values are consistent with a Debye-Waller factor
fa = 0.77(4) given the nominal thickness values. The upper two fr values are pre-
cisely described by equation (5.34) using r = 3.5 obtained from gamma spectra using
equation (5.33).
56
5 Mo¨ssbauer spectroscopy 5.4 Transmission integral
0 2 4 6 80
2
4
6
8
 t a
A / 
(I  
f r
a)
 s i n g l e t t 1 s t  o r d e r  a p p r o x i m a t i o n
 t h i n  a b s o r b e r ,  1 s t  o r d e r  a p p r o x i m a t i o n t h i c k  a b s o r b e r  t a = 2 4 t h i c k  a b s o r b e r  w i t h  e q u a l  l i n e  w i d t h s
 
Figure 5.9: Theoretical saturation effect describing the levelling of the line intensities of an iron
Mo¨ssbauer spectrum with an effective thickness of ta = 24. The absorption can be ap-
proximated by the face formula (5.38) under the assumption that every line contributes
to ta with its intensity fraction. The levelling effect becomes even more pronounced as
the line width of a less intense line is smaller than that of an intense one (sec. 5.4.3),
thus the height of the inner lines is increased with respect to the outer lines.
5.4.1 Absorption area
The absorption area
A = I∞fr
∫
(1− T (v))dv (5.35)
≈ I∞fr
∫
A(v)dv (5.36)
≈ I∞frpiωabsta = I∞frpiωabsσ0nafad (5.37)
has a temperature dependence caused typically firstly by the sample Debye-Waller factor fa = fa(T )
(as described in section 5.1) and secondly by the change of Iabs(v
′) due to quadrupole or Zeeman
splitting. The increase of A with decreasing temperature is obvious with regard to the increasing
Debye-Waller factor. In contrast, the increase of A due to splitting cannot be understood by the
approximation formula (5.37) but needs further investigations of T (v). Williams and Brooks [161]
calculated the analytical expression for the area of a single line Mo¨ssbauer spectra.
ATsinglet(ta) = I∞frpiωabstae
− ta
2
[
I0
(
ta
2
)
+ I1
(
ta
2
)]
(5.38)
The symbols I0 and I1 refer to the zero and first order modified Bessel functions. Thus, neglecting
the principally constant nuclear absorber line width ωabs, the absorption area A exclusively depends
on ta, i.e. basically on the number of resonant absorbing nuclei per unit area of the sample (i.e. Iron
face occupancy). Equation (5.38) can be used to state the maximum relative increase of A if a single
line splits into N sufficiently separated lines with the relative intensities βi, applying the following
formula.
ATsplitt
AT0
(ta) =
∑N
i=1 βiA
T
singlet(βita)
ATsinglet(ta)
(5.39)
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Figure 5.10: The change of the absorption area A upon line splitting (e.g. at a magnetic transi-
tion) is the most obvious signature of a thick absorber and is demonstrated applying
eq. (5.39). From this data the thin absorber limit of 0.1 mg/cm2 iron face density can
be concluded. A typical iron arsenide single crystal preparation with 40% mass of
iron will lead to around 15 mg/cm2 iron or ta ≈ 10, respectively, if the Debye-Waller
factor was one. In this case, an absorption increase of 20% is expected at a magnetic
transition. The third x-axis – the A/I∞-ratio assuming fr = 0.5 – can be used for an
educated guess of ta and is shown as well in fig. 5.13(a) and fig. 5.12.
The effects of splitting onto the total spectral area are illustrated in fig. 5.10.
5.4.2 Ideal thickness
The ideal thickness might aim for two different goals: (a) to achieve the highest absorption within
the thin absorber limit or (b) to get Mo¨ssbauer spectra at all if the non-resonant absorption is high.
Following the results of sections 5.4.4 nad 5.4.3, the upper limit for sample thickness corresponds
to an iron face density of 1 mg/cm2, thus d = (fm,fe · ρ)−1.
For the goal (b) formula (5.37) has to be investigated in the context of spectrum quality, i.e.
maximizing the ratio of absorption area A divided by the statistical error ≈ √I∞:
0 =
∂
∂d
A√
I∞
(5.37)≈ ∂
∂d
I∞frpiωabsσ0nafad√
I∞
fs=fr≈ ∂
∂d
√
I0e−µmdfrpiωabsσ0nafad (5.40)
0 = −µm
2
√
I0e−µmdfrpiωabsσ0nafad+
√
I0e−µmdfrpiωabsσ0nafa (5.41)
d =
2
µm
(5.42)
Given a distinct sample, the optimal sample thickness d depends only on the mass attenuation
coefficient µm when aiming for highest signal-to-noise ratio. Typical values for (a) and (b) concerning
iron pnictides are listed in fig. 5.11.
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compound µm/ρ [162] mthin mopt
(g/cm2) (mg) (mg)
Fe-foil 63.1 1.54 31.72
LiFeAs 85.5 3.8 23.4
FeSeLiOH 78.9 4.4 25.4
FeSLiOH 36.6 3.1 54.6
FeTe 57.3 5.1 34.9
EuFe2As2 92.6 11.4 21.6
CaFe2As2 81.6 8.3 24.5
(CaFeAs)10Pt3As8 102.0 8.0 19.6
LaFeAsO 76.3 7.9 26.2
CuFeAs 86.7 5.4 23.1
CuFeSb 63.0 7.0 31.8
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Figure 5.11: Various pnictide compounds and its characteristic Mo¨ssbauer sample masses in a
14 mm diameter sample holder. Typical sample preparations aiming for a void-less
sample holder bottom typically have between 20 mg and 30 mg, air sensitive samples
around 60 mg. Typical single crystal preparations can have up to 100 mg in this com-
parison. Obviously, it is impossible to make a thin absorber preparation due to the
tiny masses mthin. With regard to the sample mass mopt, optimized for measurement
velocity, this is not even desirable. mopt was calculated using formula (5.42) and µm
from database [163]. The differences in measurement times can be estimated from the
plot on the right site, which refers to formula (5.40).
5.4.3 Line width and line shape
Iron singlets, doublets (Vzz =120 V/A˚
2) and sextets (Bhyp=33.3 T) with a line width of ωabs=0.07 mm/s
were simulated in dependence of ta and subsequently fitted without transmission integral. Instead, a
superposition of Pseudo-Voigt profiles
I(v) = η · 1
piω
1
1 +
(
v−CS
w
)2 + (1− η) ·
√
ln 2√
piω
e− ln 2(
v−CS
ω )
2
, η ∈ [0, 1] (5.43)
was chosen to describe the data. Thus, both the line broadening and the change from Lorentzian
to Gaussian line shape (indicated by a decrease of the Lorentzian weight η) can be quantified. The
results of this numerical investigation are shown in fig. 5.12.
5.4.4 Levelling
Not only the total spectral area is affected by a thick absorber preparation, but the shape of the
spectra itself. As illustrated in fig. 5.9, the application of equation (5.38) onto single lines shows that
more intense lines show an increased reduction of intensity due to sample thickness. This effect is
known as saturation effect and leads to a levelling of the spectra. Already typical iron calibration foils
with a thickness of more than 3 µm show a reduced intensity of the outer lines. Thus, the textbook
ratio of 3:1 of outer to inner lines is reduced down to 1.73:1 for extreme thick samples.
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Figure 5.12: Spectra with line width ωabs = 0.07 mm/s were simulated using transmission inte-
gral and subsequently fitted without transmission integral using Pseudo-Voigt pro-
files (5.43). Line broadening takes place if absorber thickness exceeds ta = 1. For
ta > 5 the line shape starts to become Gaussian (η < 0)
Samples with a typical A/I∞ ration of 0.06 can easily vary their relative line intensities by 3%, as
sketched in fig. 5.13(a).
In the context of iron-based arsenides and chalcogenides, the levelling effect is crucial in single
crystal measurements. A single crystal preparation suffers from the limited amount of possible
cleavages. It is not only given by the capabilities of the preparator, but thin samples may be influenced
by the induced strain if the crystals get too thin and bent [126, 164], thus a thin absorber is not
even desirable. A typical 122 single crystal leads to an effective thickness of ≈ 1, which according
to fig. 5.13(b) affects a deviation of the texture angle β from zero value if analysed in thin absorber
approximation. The latter was expected according to the EFG-z-axis being parallel to crystal c-
axis. The derivative ∂βeff/∂ta seems even to diverge for ta → 0, so it is virtually impossible to
measure a single crystal with βeff < 5
◦, and even βeff = 20◦ still does not contradict a good crystal
homogeneity. Moreover, in case of a magnetic phase transition the angle should not be kept to the
paramagnetic value, but rather set to the theoretical zero value.
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(a) In a well split sextet the line intensity ratios are levelled
from 3:2:1 for the ideal thin absorber down to 1.74:1.41:1
minimum for more than 100 mg/cm2 Fe. This can be cal-
culated similar to eq. (5.39).
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(b) Result of a thin absorber analysis of single crystal dou-
blet spectra (Vzz = 18 V/A˚
2, ωabs = 0.08 mm/s, β = 0)
simulated using transmission integral. Even for ta ≈ 1 the
ideal peak ratio 3:1 is considerably reduced, which could
lead to wrong conclusion concerning the orientation of the
EFG. This is quantified by the texture angle β, which mea-
sures the apparent tilting of the EFG-z-axis with respect
to the crystallographic c-axis.
Figure 5.13: Dependence of the peak ratio on absorber thickness. It decreases as a function of
absorber thickness, i.e. Iron face density ρFe. If such spectra are analysed in terms
of thin absorber approximation, a misinterpretation of the hyperfine parameters is
possible. An absorber thickness ta > 1 is a criterion of exclusion for the use of
thin absorber approximation. With regard to fig. 5.13(b), it seems reasonable to
assume β = 0 for real single crystals, because the ideal peak intensity ratio is quasi
unresolvable.
5.5 Applied field measurements of powder samples
Even though the actual strength of Mo¨ssbauer spectroscopy is to monitor ZF properties of a com-
pound, the following cases may be considered in favour of an applied external field:
• Prove FM character by increasing transition temperatures (fig. 9.4 vs. fig. 8.8(b))
• Prove FM character by remanence/polarisation (fig. 7.8(b))
• Differentiate AFM, FM and ferrimagnetism in the ordered phases (T → 0) (fig, 9.5(b))
• Prove texture effect (fig. 7.8(a))
• Quantify properties of AFM: exchange field, anisotropy field (e.g. reinvestigation of LaFeAsO
data with model sec. 5.5.2)
• Determination of the sign of the EFG (sec. 5.3.1)
Beyond these applications used in this thesis there are more applications, which take advantage of
the local measurement of ordered moment in more localized systems, e.g.
• using the spin-Hamiltonian concept directly connecting the electronic states with the nuclear
Hamiltonian allowing the study of crystal field splitting [158]
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• Suppression of dynamics at base temperature to characterize static magnetic moment in molec-
ular magnets
• Suppression of relaxation through tunnelling (in LF) or enhancing relaxation (in TF) by mixing
of states in terms of Landau-Zehner effect in Li1−δFeδLiN
According to sec. 5.3.3, the Mo¨ssbauer nucleus senses the vector sum of ~Bhyp and ~Bex, where ~Bhyp
may be a function of ~Bex. This is similar to µSR, where the muon senses the vector sum of internal
and applied field, but with the striking difference that the field resolution is much higher in µSR. As
a result, much smaller fields are utilized and the assumption that the magnetism remains unaffected
by external field often is true. On the other hand, in Mo¨ssbauer spectroscopy the internal Bhyp often
is larger than the applied field, and the local reaction of the moments to the applied field can be
studied.
A powder sample in a magnetic field in ordinary transmission geometry fixes two direction, this is
first the external field direction ~eBex and then the gamma beam direction ~eγ . These directions are
parallel in longitudinal and perpendicular in transverse experimental setup, respectively. In a powder
sample the principal axis Vzz of the EFG is statistically distributed and powder averaging is required.
5.5.1 Paramagnet, axial symmetric EFG in transverse field geometry
In this experimental setup the gamma beam lies perpendicular with respect to the external field,
which automatically is the magnetic hyperfine field as the sample is supposed to be paramagnetic.
A Cartesian coordinate system is chosen to effect ~eBex = (1, 0, 0) and ~eγ = (0, 0, 1). The statistically
distributed field gradient principal axis ~eVzz thus can be expressed in spherical coordinates such as
(sin θ cosϕ, sin θ sinϕ, cos θ) with the distribution function ρ(θ, ϕ) = sin θ.
As the field gradient is supposed to be axial symmetric, Φ = 0 will be fixed in the following.
Therefore, γ will carry all information about the azimuthal relation of field and gamma beam in
the field gradient system. It would be possible to fix γ and let Φ carry all azimuthal information,
but for fitting purpose this is expensive as a distribution in Φ requires diagonalization of the static
Hamiltonian in every single point.
There is a unique mapping (θ, ϕ) 7→ Θ, β, γ as follows:
Θ(θ, ϕ) = arccos(~eBex · ~eVzz) = arccos(sin θ cosϕ) (5.44)
β(θ, ϕ) = θ (5.45)
γ(θ, ϕ) =
 arccos
(
~eVzz×~eBex
|~eVzz×~eBex | ·
~eVzz×~eγ
|~eVzz×~eγ |
)
2pi − arccos
(
~eVzz×~eBex
|~eVzz×~eBex | ·
~eVzz×~eγ
|~eVzz×~eγ |
) = arccos
(
− cosϕ cos θ√
1−cos2 ϕ sin2 θ
)
∀ ϕ ∈ [0, pi]
= 2pi − arccos
(
− cosϕ cos θ√
1−cos2 ϕ sin2 θ
)
∀ ϕ ∈ [pi, 2pi]
(5.46)
=⇒ ϕ = arccos
(
cos Θ
sinβ
)
(5.47)
γ(Θ, β) = arccos
( −1
tan Θ tanβ
)
∀ ϕ ∈ [0, pi] (5.48)
62
5 Mo¨ssbauer spectroscopy 5.5 Applied field measurements of powder samples
For every (Θ, β)-pair there exist two γ1,2 to map a (θ, ϕ)-pair, describing the upper and the lower
space. They are related to each other by γ1 + γ2 = 2pi. Without loss of generality, one can reduce
the ϕ-Range to [0, pi], e.g. focus onto the upper space. Within this area the mapping (θ, ϕ) 7→ Θ, β is
bijective. Therefore, a coordinate transition into coordinates of the Hamiltonian (Θ, β) can be done.
The parameter density ρ(θ, ϕ) transforms with the help of the Jacobi determinant
∣∣∣ ∂(θ,φ)∂(Θ,β) ∣∣∣ as follows:
ρ(θ, ϕ)︸ ︷︷ ︸
sin θ/4pi=sinβ/4pi
dθdϕ =
sinβ
4pi
∣∣∣∣ ∂(θ, ϕ)∂(Θ, β)
∣∣∣∣ dβdΘ (5.49)
=
sinβ
4pi
 ∂θ∂Θ ∂ϕ∂β︸ ︷︷ ︸
=0
− ∂θ
∂β
∂ϕ
∂Θ
 dβdΘ (5.50)
=
1
4pi
sin Θ sinβ√
sin2 β − cos2 Θ︸ ︷︷ ︸
=ρ(β,Θ)/2
dβdΘ (5.51)
The restriction sin2 β − cos2 Θ ≥ 0 ≥ cos2 β − sin2 Θ is essential. The ρ(Θ, β) term correctly
describes the Θ and β angle as polar angles (concerning Vzz-direction) with regard to their sinus-like
density distribution:
ρ(β) =
∫ pi−arccos(sinβ)
arccos(sinβ)
sin Θ sinβ
2pi
√
sin2 β − cos2 Θ︸ ︷︷ ︸
ρ(Θ,β)
dΘ =
[
−sinβ
2pi
arcsin
(
cos Θ
| sinβ|
)]cos Θ=− sinβ
cos Θ=sinβ
=
sinβ
2
(5.52)
ρ(Θ) =
∫ pi−arcsin(cos Θ)
arcsin(cos Θ)
︷ ︸︸ ︷
sin Θ sinβ
2pi
√
sin2 β − cos2 Θ
dβ =
[
−sinβ
2pi
arcsin
(
cosβ
| sin Θ|
)]cosβ=− sin Θ
cosβ=sin Θ
=
sin Θ
2
(5.53)
The described physical configuration can be discussed in another context and solved by the super-
operator formalism [165, 166] instead of special averaging of subspectra.
5.5.2 Uniaxial antiferromagnet, axial symmetric EFG in transverse field geometry
A uniaxial antiferromagnet in an external field typically [167] is described by the following Hamilto-
nian with the exchange interaction J and the anisotropy K.
H = − 2J
∑
ij
~Si ~Sj︸ ︷︷ ︸
exchange interaction
−K
(∑
i
S2zi + S
2
zj
)
︸ ︷︷ ︸
anisotropy
− gµB ~Bex
(∑
i
~Si +
∑
i
~Si
)
︸ ︷︷ ︸
Zeeman energy
(5.54)
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The minimum energy of this Hamiltonian can be written in terms of the three angle ζ, θ1 and θ2
between the external field and the anisotropy axis, spin 1 direction and spin 2 direction, respectively.
E = NSgµB
− 2JzSgµB︸ ︷︷ ︸
:=BJ
cos(θ1 − θ2)− 1
2
2KS
gµB︸ ︷︷ ︸
:=BA
(
cos2(θ1 − ζ) + cos2(θ2 − ζ)
)−Bex (cos θ1 + cos θ2)

(5.55)
The number z refers to the number of exchange coupled neighbour spins.
A powder Mo¨ssbauer spectrum is the superposition of all easy axis directions (ζ, φ′) (with the
azimuthal angle φ′ with respect to the incoming beam). In general, the field gradient Vzz is not
parallel to the easy axis, thus a further degree of freedom concerning the rotation of the angle ϕ
around the easy axis has to be considered. Moreover, the measured hyperfine field is the superposition
of the internal and external field.
Itot =
pi∑
ζ=0
sin ζ
2pi∑
φ′=0
2pi∑
ϕ=0
(
I(β(ζ, φ′, θ1), θ(ζ, φ′, θ1) + I(β(ζ, φ′, θ1), θ(ζ, φ′, θ1)))
)
(5.56)
Choosing ~eBex = (1, 0, 0) and ~eγ = (0, 0, 1), the easy axis direction is ~eA = (cos ζ, sin ζ sinφ
′, sin ζ cosφ′).
The total magnetic field at the nucleus is described as
~Btot = Bhyp · (cos θi, sin θi sinφ′, sin θi cosφ′)−Bex · ~eBex (5.57)
= Btot · (cos θ′i, sin θ′i sinφ′, sin θ′i cosφ′) (5.58)
Btot =
√
B2ex +B
2
hyp − 2BexBhyp cos θi (5.59)
θ′i = arcsin (sin θiBhyp/Btot) (5.60)
(5.61)
Finally, it is ~eVzz =
~~Rϕ,A · (cos(ζ + θ0), sin(ζ + θ0) sinφ′, sin(ζ + θ0) cosφ′) with the rotation matrix
~~Rϕ,A, rotating around the easy axis ~eA. In analogy to section 5.5.1, one obtains the texture angle β
and the angle θ between principal field gradient axis ~eVzz and magnetic hyperfine field ~Btot.
β(ζ, φ′, ϕ, θ0) = arccos(cosφ′ cos θ0 sin ζ + cosφ′ sin θ0 cosϕ cos ζ + sinφ′ sin θ0 sinϕ) (5.62)
θ(ζ, φ′, ϕ, θ0, θ′i) = arccos((cos θ0 sin ζ + sin θ0 cosϕ cos ζ) sin θ
′
i + (cos θ0 cos ζ − sin θ0 cosϕ sin ζ) cos θ′i)
(5.63)
By the aid of the angle Ω = arccos(~eγ · ~eBtot) = arccos(sin θ′i cosφ′), the azimuthal angle γ between
~eγ and ~Btot can be deduced from β and θ.
γ(β, θ,Ω) = arccos
(
~eVzz × ~eγ
|~eVzz × ~eg|
· ~eVzz × ~eBtot|~eVzz × ~eBtot |
)
= arccos
(
cos Ω− cosβ cos θ
sinβ sin θ
)
(5.64)
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This model is implemented in Moessfit and accessible in THEORY block with the AFMBex direc-
tive.
5.5.3 Paramagnet, axial symmetric EFG in longitudinal field geometry
The model is equal to the previous section, but now ~eBex = ~eγ = (0, 0, 1). Because of this symmetry,
the azimuthal degree of freedom described with φ′ is not necessary anymore. The easy axis direction
is ~eA = (0, sin ζ, cos ζ) and ~eVzz =
~~Rϕ,A · (0, sin(ζ + θ0), cos(ζ + θ0)). The following terms change in
longitudinal geometry:
β(ζ, ϕ, θ0) = arccos(cos θ0 cos ζ − sin θ0 cosϕ sin ζ) (5.65)
Ω = θ′i (5.66)
γ(β, θ, θ′i) = arccos
(
cos θ′i − cosβ cos θ
sinβ sin θ
)
(5.67)
5.5.4 Uniaxial ferromagnet, axial symmetric EFG in transverse field geometry
In a ferromagnet the exchange field BJ is indifferent as the energy of a single moment suffice to
describe an anisotropic ferromagnet. In general, equation (5.55) yields two unequal minima. Thus,
numerically on has to chose the correct one. A two-parameter minimization with default setup [95]
of equation (5.55) can lead into a less pronounced minimum. If this is not desired, a negative BJ can
help to avoid local minima of (5.55). An optimized ferromagnet model is accessible in Moessfit with
the fmBex directive.
5.5.5 Polarised photons
The polarisation of the photon is described with the eigenstates |R〉 (right-hand circularly polarised,
thumb points into flight direction) and |L〉 (left-hand circularly polarised), which correspond to the
spin alignments Sz = +~ and Sz = −~, respectively. Polarised radiation can be described as a linear
combination of the two states leading to a description of circularly, elliptically and linearly polarised
radiation. More often, a description in the base of the two perpendicular, linearly polarised states
|H〉 (horizontal) and |V 〉 (vertical) is chosen, which represent
|H〉 =
(
1
0
)
(5.68)
|V 〉 =
(
0
1
)
(5.69)
|R〉 = 1√
2
(
1
i
)
(5.70)
|L〉 = 1√
2
(
1
−i
)
(5.71)
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A general elliptical state |ξ, ϕ〉 as shown in figure 5.7 has to take into account the azimuthal tilting
angle ϕ as well as the principal axis ratio tan ξ = ba and must represent the special case of linear
polarisation tan ξ = 0 as well as the two circularly polarisations tan ξ = ±1
|ξ, ϕ〉 =
(
cosϕ − sinϕ
sinϕ cosϕ
)
︸ ︷︷ ︸
azimuthal tilting
[
cos ξ
(
1
0
)
+ sin ξ
(
0
i
)]
︸ ︷︷ ︸
ellipse
=
(
cos ξ cosϕ− i sin ξ sinϕ
cos ξ sinϕ+ i sin ξ cosϕ
)
(5.72)
The fraction P1,2 of a polarisation state |ξ1ϕ1〉 in the state |ξ2ϕ2〉 is given by
P1,2 = | 〈ξ1ϕ1|ξ2ϕ2〉 |2 (5.73)
= cos2(ξ1 − ξ2) cos2(ϕ1 − ϕ2) + sin2(ξ1 + ξ2) sin2(ϕ1 − ϕ2) (5.74)
= cos2(ϕ1 − ϕ2)︸ ︷︷ ︸
1
2
+
cos(2(ϕ2−ϕ1))
2
cos2(ξ1 − ξ2)− sin2(ξ1 + ξ2)︸ ︷︷ ︸
cos 2ξ1 cos 2ξ2
+ sin2(ξ1 + ξ2)︸ ︷︷ ︸
1−cos 2ξ2 cos 2ξ1+sin 2ξ2 sin 2ξ
2
(5.75)
=
1
2
1 + sin 2ξ2 sin 2ξ1︸ ︷︷ ︸
circular matching
+ cos(2(ϕ2 − ϕ1)) cos 2ξ2 cos 2ξ1︸ ︷︷ ︸
linear matching
 (5.76)
P in equation (5.76) corresponds to a polarisation analyser, e.g. a resonant absorption process with
polarised radiation is comparable to an optical polarisation experiment. In this notation, the angles
ϕi must refer to the same coordinate system with respect to the gamma beam, e.g. the principle field
gradient axes of both systems lie within one plane with the gamma-beam. If this is not the case, ϕ
has to be changed with respect to the laboratory coordinate system, being introduced by the angle
α (figure 5.7).
5.5.6 Total absorption cross section
With respect to the polarised radiation, it is possible to state the resonant absorption intensity for a
photon emitted by source 1 and absorbed by sample 2.
I(i1, f1, i2, f2) = I0,i1,f1 · I0,i2,f2 · P1,2 (5.77)
It combines the Clebsch-Gordon coefficients, emission pattern and polarisation filtering.
5.5.7 Polarised sources
Mo¨ssbauer spectroscopy often is done with unpolarised radiation, which is defined by ξ = 0 and an
undefined α (Barb), e.g. α is uniformly distributed. This represents a powder source situation with
all emission directions present. It can be described as two perpendicularly linearly polarised radiation
fractions as well, which is the same as a 45◦ tilted (with respect to the principal ellipse axis of the
absorption line polarisation), linearly polarised beam. P12 then equals 12 , which shows that polarised
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Δm = +1 Δm = 0
Δm = -1 Δm = +1
Δm = 0 Δm = -1
Bex
Bex
(a) Transversal
Δm = +1 Δm = 0
Δm = -1 Δm = +1
Δm = 0 Δm = -1
Bex
Bex
(b) Longitudinal
Figure 5.14: A sufficiently strong external field in aimed polarisation direction leads to a completely
polarised source, emitting a typical Mo¨ssbauer pattern. The two commonly used ge-
ometries are longitudinal and traversal polarisation. Every emitted line represents
a decay with momentum transfer ∆m, carried away by the photon. The polarisa-
tion states of the photon (green arrows) can be understood without the formulas in
section 5.3.5 in terms of projection of the oscillating electric (black arrows) fields in
photon flight direction. All lines of a transversally polarised source a linearly polarised
whereas the longitudinal source emits only circularly polarised radiation. For the lat-
ter the ∆m = 0 lines are missing as the classical emission probability into photon
flight direction equals zero.
radiation can enhance the absorption cross section of a line by the factor of two as well as suppress
it completely.
Calibration measurements were done to check the influence of the Mo¨ssbauer drive, which is con-
structed with NdFeB and SmCo5 permanent magnets, onto the field at sample space and source
splitting in dependence on distance to the magnet centre (fig. 5.15). The spectra were fitted using
the mSSH (= magnetized source, static Hamiltonian) theory of Moessfit. In LF the iron foil is
magnetized perpendicular to the foil indicated by the characteristic 3:1:1:3 pattern. Assuming an
effective moment of 2.2µB/Fe this results in a maximum demagnetization field of Bdem =2.18 T. In
total a maximum field of Btot = Bhyp + Bdem − Bex = 28.9T was expected at the sample nucleus,
whereas in TF Bdem =0 T and Btot = 26.7 T correspondingly. The calibration measurement shows
that for closest distance of the drive to the magnet centre (≈ 29 cm centre-centre) the external field
at the sample gets enhanced by 2 %, while the source splitting gets negligible only for distances
> 30 cm, i.e. reasonable measurements require a huge measurement time because of the necessary
large distance between source and detector. Contrary the TF geometry offers small source splitting
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and only negligible field enhancement Bex at a specific source position close to the coils. This is the
reason that all high field investigations in this thesis are done in TF geometry.
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Figure 5.15: Mo¨ssbauer spectroscopy high field calibration measurements in 7 T applied fields using
iron foil, for different distances d from the source to the magnet centre.
5.6 Blume line shape model
“A full hyperfine splitting appears only when the relaxation time becomes longer than nuclear lifetime
(this is the case of static paramagnetic hyperfine patterns). On the other hand, if the relaxation
time is appreciably shorter than Larmor precession time, the magnetic splitting will collapse to
a non-magnetic pattern (revealing for sure the other hyperfine interactions, i.e. isomer shift and
quadrupole interaction). For relaxation times between both limiting cases, one will observe complex
spectral patterns.” [168]
The simulation of these typical relaxation spectra can be done by a stochastic approach introduced
by Blume [169]. In the context of iron-based arsenides and chalcogenides the Blume line shape model
is rarely applied [169] and therefore described only in the appendix 11.4.
Figure 5.16: Time windows of relaxation processes and local probe techniques.
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Muon spin rotation/relaxation/resonance (µSR) is a powerful method of condensed matter research.
It is capable to determine microscopic properties of both the magnetic and superconducting phases
in samples and unambiguously determines their volume fractions. Moreover, the µSR has a broad
time window (fig. 5.16), which allows to track dynamic processes with a life time between 10−4 s and
10−10 s.
The observable of µSR is the time dependence of the muon spin polarisation, which usually is
called µSR spectrum. Nearly 100 % spin-polarized muons are implanted into the sample, where they
start to precess due to local magnetic fields. After a few µs, the muon will decay and a positron is
emitted, most probably in the actual muon spin direction. If this experiment is frequently repeated,
the time-dependent muon spin precession can be reconstructed. The quantum mechanical process
(precession of a spin and subsequent decay) is displayed as its statistical average. Therefore, it can
be finally modelled as a classical process. The µSR spectrum is the projection of the “average” muon
spin in a specific direction (forward-backward, up-down or left-right with respect to the muon beam).
The main task of the investigator is the modelling of the µSR spectrum. This spectrum may not
only consist of different muon sites, but each individual site may show a relaxation due to dephasing
of muon spin precession (through slightly different static magnetic fields) or time-dependent local
field (dynamic properties of the system). These superimposing effects may be disentangled by the
application of an external field in a specific geometry. The following measurement techniques are
applied in this thesis:
• Zero field (ZF): to determine volume fractions, magnetic order parameters, to quantify relax-
ation effects, i.e. static (magnetic impurities) or dynamic (spin fluctuations)
• Weak transverse field (WTF): to quantify magnetic volume fraction
• Transverse field (TF): to study superconducting volume fraction and characterize the vortex
state
• Longitudinal field (LF): to decouple static and dynamic relaxation processes
There are major concerns about µSR. First, the crystallographic muon position is unknown at
the beginning. It can be determined via rotation experiments in single crystals or through electric
potential map calculations (table 6.2), because the muon is considered to find the global potential
minimum during the thermalisation process. Second, the muon is no intrinsic ingredient of the
compound, i.e. the electronic properties of the compound may be disturbed by the additional charge
or the muon will be bond in a characteristic state not directly representing the compounds property
(formation of muonium or FµF state). In case of iron-based arsenides and chalcogenides, Moller et al.
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give the following justification: “the muon charge is screened in these metallic systems, preventing
strong bonding and so in these systems this [electrostatic potential] is a better approximation. The
correct evaluation of the muon zero-point motion is a key factor in muon position evaluation. Indeed,
many interstitial sites that might be stable sites for a heavier particle (e.g. a proton) are not stable
for the muon.” [170].
6.1 Muon decay and detection
Muons are generated by the colliding event of a proton beam with the protons and neutrons in a
target (graphite at PSI) in a two-step process with pions as an intermediate product.
p+ p −→ pi+ + p+ n (6.1)
p+ n −→ pi+ + n+ n (6.2)
pi+
26 ns−→ µ+ + νµ (6.3)
µ+
2.2 ns−→ e+ + νe + ν¯µ (6.4)
+ According to eq. (6.3), the muon beam will be spin-polarized antiparallel to its momentum due
to the conservation law of momentum: considering the spinless pion at rest, there is no total spin
and no total momentum. I.e. the muon and muon antineutrino will have opposite momenta. Due to
the maximum parity violation of the decay process, the spin and momentum are antiparallel for the
antineutrino, and so they are for the muon due to required spin cancellation.
The muon is implanted into the sample where it thermalises, i.e. it looses its kinetic energy and
stops at a specific muon site. Now the muon starts to precess and relax due to internal fields until it
decays. The decay of the form of eq. (6.4) provides a kinetic energy of 52.3 MeV, which is distributed
amongst the three particles. The positron’s probability to get the energy fraction  = Ee+/52.3 MeV
is given by ρ() = 2(3− 2)2. Depending on , the angular probability of emission is given by:
P (, θ) ∝ 1 + 2− 1
3− 2 cos θ (6.5)
P (θ) ∝
∫ 1
0
P (, θ)ρ() d ∝ 1 + 1
3︸︷︷︸
A0
cos θ (6.6)
In the experiment the positron count N is proportional to the angular dependent emission probability.
In this frame, the angle θ can be expressed as scalar product between the muon spin polarisation
~P (t) and the detector direction ~rd
P (t) ∝ 1 +A0 ~P (t)~rd ∝ N (6.7)
70
6 µSR 6.1 Muon decay and detection
The experimental observable in µSR is the asymmetry A(t) of the positron emissions N detected
in two detectors, which are face to face to each other (~rd1 = −~rd2).
A(t) =
N1(t)−N2(t)
N1(t) +N2(t)
(6.8)
A(t) =
(1 +A0 ~P~rd1)− (1 +A0 ~P~rd2)
(1 +A0 ~P~rd1) + (1 +A0 ~P~rd2)
(6.9)
A(t) =
(1 +A0 ~P~rd)− (1−A0 ~P~rd)
(1 +A0 ~P~rd) + (1−A0 ~P~rd)
(6.10)
A(t) =
2A0 ~P~rd
2
(6.11)
A(t) = A0 ~P (t)~rd (6.12)
Obviously, the measured asymmetry is proportional to the projection of the muon spin polarisation
~P onto the detector pair axis. A real detector is not described by a single ~rd, but has a certain spacial
spread. The count rate then is proportional to
∫
A d
2r (1 +A0 ~Pµ~r) = A+A0 ~P
∫
A ~rd
2r. If still a point
symmetric arrangement of the two detectors with respect to the muon is considered, then according
to eq. (6.10) the asymmetry is given by:
A(t) =
(A+A0 ~P
∫
A ~rd
2r)− (A−A0 ~P
∫
A ~rd
2r)
(A+A0 ~P
∫
A ~rd
2r)− (A−A0 ~P
∫
A ~rd
2r)
(6.13)
A(t) = A0 ~P (t)
∫
A ~rd
2r
A
(6.14)
If a spherical cap like detector was considered, centred along the z-axis and quantified by the polar
angle θ, the expression can be further evaluated.
A(t) = A0Pz
2pi
∫ θ
0 dθ cos θ sin θ
2pi
∫ θ
0 dθsinθ
(6.15)
A(t) = A0Pz
(1− cos2 θ)/2
1− cos θ (6.16)
A(t) = A0Pz(t)
1 + cos θ
2
(6.17)
This result shows that the spherical expansion of the detector pair leads to a reduction (cos θ+1)/2 of
the initial asymmetry A0. Typical values for A0 at the GPS are 0.26. The ratio of initial asymmetry to
relative error of the data bin ∝ 1/√1− cos(d) representing the data quality peaks at θ = arccos(1/3),
which corresponds to an initial asymmetry of 0.22.
In eq. (6.10) the point symmetry is mandatory to cancel out ~P (t) in the denominator so that it can
properly factorize in the numerator. Obviously, this property is mandatory to gain a proportionality
of the measured asymmetry A(t) and the muon spin polarisation ~P (t). A violation of the property
might cause a distortion of A(t) so that a perfect cos-like oscillation of Pz(t) does not transform into
a perfect cos-like A(t).
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However, theses effects are rather small but occur systematically in a forward-backward detector
pair, because the backward detector needs to have an entrance hole for the muon beam. Also,
a symmetric arrangement might suffer from an imperfectly positioned sample, which may lead to
different solid angles covered by the detectors. Moreover, an applied field can bend the incoming
muon beam leading again to an imperfect position of the sample. The so-called balance parameter α
corrects such systematic deviation of count rates to keep a high level of proportionality between A(t)
and Pz(t).
A(t) =
N1(t)− αN2(t)
N1(t) + αN2(t)
!∝ Pz(t) (6.18)
For the determination of α, a specific run with applied weak transverse field usually is executed in
the paramagnetic regime. It forces the muon to a harmonic precession. If α is chosen correctly, there
will be a pure precession of A(t) around zero value, otherwise, an offset of this precession is observed.
In the GPS spectrometer, α is around 0.7 in the forward-backward detector pair, whereas in the
up-down detector pair it is close to 1.
6.2 Magnetic order and dynamic relaxation
6.2.1 Magnetic order
The signature of static magnetic order in a powder sample is a characteristic splitting of A(t) into a
non-relaxing 1/3 tail and a 2/3 precessing fraction [10, 11, 12], which can be roughly understood in
terms of dimensionality: 1/3 of the fields point in spin direction and 2/3 perpendicular, forcing the
muon spin to rest or to precess, respectively.
A(T )
A0
=
2
3
cos(γB) +
1
3
(6.19)
“A relatively short [magnetic] correlation length of about ten interatomic distances is enough to
give rise to a detectable spontaneous precession of the muon polarisation.” [171]. The precession
frequency is given by f = γB with the gyromagnetic ratio γ/2pi = 135, 5 MHz/T [146]. Magnetic
inhomogeneity may cause that crystallographic equivalent muon sites show slightly different mag-
netic field. This can be described by specific field distribution ρ(B). There are two characteristic
distributions: the Gaussian distribution with standard deviation σ/γ representing a system of dense
(disturbed) moments and the Lorentzian distribution width HWHM λ/γ describing a system of di-
luted moments or diluted defects of a dense system [172]. “The Lorentzian field distribution is a
direct consequence of the r−3 dependence of the dipole interaction” of diluted magnetic moments
[171].
These static distributions lead to characteristic ZF behaviour Pz(t) and WTF behaviour Px(t),
where Pz(t) is known as the Gauss-Kubo-Toyabe (GKT) and Lorentz-Kubo-Toyabe (LKT) function,
respectively. Because both 1D-distributions are centred around zero, no precession is expected, but
in 3D the total distributions have a finite expectation value, which leads to a dip in A(t) at t =
√
3/σ
and t = 2/λ, respectively. The “recovery of asymmetry to 1/3 is an unmistakable evidence for the
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Gaussian Lorentzian
field
distribution
ρ1D(B) =
1√
2piσ/γ
e−(B/(σ/γ))
2/2
ρ3D(B) =
2B2√
2pi(σ/γ)3
e−(B/(σ/γ))
2/2
ρ1D(B) =
1
pi
λ/γ
(λ/γ)2 +B2
ρ3D(B) =
4
pi
B2(λ/γ)
((λ/γ)2 +B2)2
static
Pz(t) =
1
3
+
2
3
(1− σ2t2)e−σ2t2/2
Px(t) = cos(γBext)e
−σ2TF t2/2
σ2TF =
2
5
σ2
Pz(t) =
1
3
+
2
3
(1− λt)e−λt/2
Px(t) = cos(γBext)e
−λTF t/2
∆TF ≈ 0.56λ
quasi-static Pz(t) =
1
3
e−2t/3τc +
2
3
(1− σ2t2)e−σ2t2/2 Pz(t) = 1
3
e−2t/3τc +
2
3
(1− λt)e−λt
dynamic
τcσ  1
τcλ 1
motional
narrowing
strong collision model
Pz(t) = e
−2σ2τct
Px(t) = cos(γBext)e
−σ2TF τct
Lorentz distr. modelled
by multiple Gauss distr.
Pz(t) = e
−2λ√τct
Px(t) = cos(γBext)e
−√2λTF
√
τct
Table 6.1: Model function for the muon spin polarisation for the static Gaussian or Lorentzian
distribution of internal fields [171].
static character of random fields.” [173] The field distributions and relaxation functions are shown
in table 6.1.
In the paramagnetic regime the muon spin is subject to the small fields of the nuclear moments,
which usually are treated by a GKT function. In the magnetic regime one often observes only the
fast relaxation of 2/3 faction without precession and consequently fitted with the LKT function. The
relaxation rate then usually serves as a magnetic order parameter. However, the absence of the dip
at small times leads to the commonly used approximation
A(T )
A0
=
2
3
e−λT t +
1
3
(6.20)
which can be derived as a border case of a finite expectation value of one of the ρ1D functions [10].
One has to be aware that both isotropic distribution expanded from 1D to 3D generate new
characteristic field values. These are (1) < B >Gauss,3D=
√
8/piσZF /γ and (2) ∆ZF /γ which now
stands for the field of highest probability in 3D.
6.2.2 Time dependent field distributions
According to Yaouanc and De Re´otier [171], the field distribution has to be considered dynamic, i.e.
the local value of the field may jump with an amplitude and at a point in time-independent of the
history of the local field. The process is fully characterized by the mean lifetime τc of a field value
and the static field distribution, which is now the time-average field distribution. In general, the
resulting polarisation functions have to be calculated numerically. Its common effect is the 1/3-tail
relaxing with decreasing τc. However, for very small τc, Gaussian and Lorentzian field distribution
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behave differently: The former shows a suppression of relaxation called motional narrowing1, whereas
the latter continuously damps away the 1/3 tail, no motional narrowing is observed. Only if the
Lorentzian distribution was modelled as a superposition of Gaussian distributions, the motional
narrowing is obtained. It is important to note that the time dependence of the Lorentzian motional
narrowing is e−const.·
√
t. This stretched exponential behaviour is typical of dynamics relaxation with
multiple relaxation channels, i.e. muon sites coupling different to the fluctuating moments, which in
principle was described when multiple Gaussian distributions with different characteristic fields were
summed up to a single Lorentzian.
A typical paramagnetic volume fraction is to be understood as a statically ordered phase (nuclear
magnetic moments, diluted magnetic impurities) with very small σ and τ , which automatically leads
to the motional narrowing limit. An increase of dynamic relaxation rate usually means a slowing
down of spin fluctuations. A pure Gaussian damping rate of a paramagnetic sample due to nuclear
magnetic moments can help to locate the muon stopping site, because the rate can be calculated
theoretically from the nuclear spin Ii, its gyromagnetic ratio γi and the distance ri [171].
¯∆2G,ZF =
4µ20
30pi
∑
i
γi~2
r6i
Ii(Ii + 1)
3
(6.21)
6.2.3 Aspects of µSR in iron-based arsenides and chalcogenides
In iron-based arsenides and chalcogenides, µSR is a versatile technique. In µSR, ZF single crystal
measurements static fields often point along the c-axis at the muon site [174], and could be associated
with the stripe AFM order [58]. The frequency of a coherent muon spin precession proves long
range magnetic order and quantifies the size of the magnetic moment if the Fermi contact and
dipole coupling constants are known. Muon stopping sites can be calculated in the pnictides reliably
because of the following reason. “The good agreement between calculation and experiment shows that
the perturbation of the electronic system by the muon through electrostatic polarisation, magnetic
polarisation, or local deformation of the crystal lattice can be safely neglected, i.e., with µSR it is
possible to measure the intrinsic magnetic properties of the ferropnictides” [10]. In table 6.2 the
commonly used muon sites are shown.
In iron-based arsenides and chalcogenides, the local field at the muon site is considered to be of
dipole origin only, Fermi contact terms are neglected due to symmetry reasons [175]. Despite the fact
that the electronic potential at the muon site is in general steep enough to prohibit excited muon
states, the consideration of the zero point motion of the muon can lead to a significant change of
the expectation value of the local magnetic field as seen by the muon [175]. Lamura et al. claim the
observed magnetic field for Fe1.07Te to be reduced by 25 %.
The dipole fields of several compounds were calculated and the related values for the magnetic
moment compared with the Mo¨ssbauer hyperfine field. In fig. 6.1 dipole fields of CaFe2As2 and
Fe1.07Te are shown, based on the stripe AFM order (fig. 3.3(a)) and bicolinear order. It turns out
that there is a universal coupling constant of 6.7(4) T/µB between the Mo¨ssbauer hyperfine field and
the magnetic moment as seen by µSR, valid for all listed structural classes. Even the Fe1.07Te supports
1because it effectively narrows the static Gaussian distribution in Fourier space
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Figure 6.1: Dipole fields and muon sites (white circles) in iron-based arsenides and chalcogenides
in the tetragonal (110) plane cutting through As/Te, considering a magnetic moment
of 1µB. For Fe1.07Te the expectation value in the sketched muon site volume was
calculated to be reduced by 25 % [176].
compound muon A site muon B site
1111 [177] (0.25, 0.25, 0.09) (0.44, 0.44, 0.54)
1111 [175] (0.25, 0.25, 0.072) (0.44, 0.44, 0.363)
122 [11] (0.25, 0.25, 0.1) (0.25, 0.06, 0.3)
11 [176] (0.25, 0.25, 0.245) (0.75, 0.25, 0.5)
11 [178] (0.25, 0.25, 0.16)
Table 6.2: Muon sites in iron-based arsenides and chalcogenides. The first two numbers refer to
the orthorhombic a- and b-axis, whereas the last number refers to FeAs-layer distance
and not to c-axis. The middle two entries exhibit a muon height above Fe of 0.6 A˚.
this value, despite the bicolinear order. Obviously, the neutron data is not a reliable measure of the
magnetic moment (due to absolute unit calibration). However, for intensively studied compounds
as LaFeAsO and BaFe2As2, all three techniques give a consistent measure for the ordered magnetic
moment at the iron site.
6.2.4 Weak transverse field (WTF)
Weak transverse field measurements help to determine the static magnetic volume fraction indirectly
by measuring the “non-magnetic” volume fraction. Muons located in a paramagnetic phase will sense
the applied field only and consequently will show a coherent precession in the µSR spectrum, whereas
a muon in a magnetically ordered powder will sense the large internal field, which leads to a fast
relaxation according to the static function in table 6.1. Because in CuFeAs a considerable tail was
observed, the field dependence of the 1/3-tail of a static magnetic powder according to geometric
considerations is discussed in the following. If one considers the transverse field ~Bex = (0, 0, b) and
the internal field ~Bint = (sin θ cosϕ, sin θ sinϕ, cos θ) with the incoming muon spin and the detector
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Compound a/b/c f mµ mn Bhyp C
(A˚/A˚/A˚) (MHz) (µB) (µB) (T) (T/µB)
Fe1.03...1.07Te 5.42/5.35/6.26 [179] 26.7 [180] 1.59 2.54 [179] 10 [181] 6.29
5.42/5.35/6.26 [182] 28.5 [176] 1.69 1.78 [183] 11 [132] 6.51
NaFeAs 5.59/5.57/6.99 [43] 11 [184] 0.34 0.32 [185] 2.35 [116] 6.91
0.09 [43]
BaFe2As2 5.62/5.57/6.21 [75] 28.8 [174] 0.89 0.87 [75] 5.5 [186] 6.18
CaFe2As2 5.51/5.45/5.87 [24] 52 [58] 1.48 0.8 [24] 10.1 [126] 6.82
EuFe2As2 5.54/5.51/6.03 [187] 47.4 [188] 1.39 0.98 [187] 8.22 [130] 5.91
SrFe2As2 5.57/5.51/6.15* [189] 44 [25] 1.29 0.94 [189] 8.78 [130] 6.81
8.91 [26] 6.85
CeFeAsO 5.66/5.63/8.64 [190] 23 [177] 0.74 0.8 [190] 5.1 [177] 6.89
LaFeAsO 5.71/5.68/8.71 [191] 23 [112] 0.76 0.63 [191] 4.86 [112] 6.39
NdFeAsO 5.62/5.59/8.56 [192] 23 [174] 0.72 0.9 [192] 5.2 [177] 7.22
PrFeAsO 5.64/5.61/8.60 [193] 23 [177] 0.73 0.48 [193] 5 [177] 6.85
Sr4Sc2O6Fe2As2 5.73/5.73/15.81*[194] 8.25 [195] 0.28 - 1.65 [195] 5.90
Na0.7La0.3Fe2As2 5.43/5.39/6.13* [196] 33 0.91 - 5.6 6.20
CuFeSb 5.56/5.56/6.25 [197] - - 1.55 [197] 16.44 -
Table 6.3: Consistency of observed magnetic moments. The magnetic moment mµ as seen by
the muon is calculated using the observed muon precession frequency f and a muon
stopping position according to table 6.2, assuming a muon height above iron of 0.6 A˚. In
general, stripe AFM order is assumed. For Fe1+δTe the field of a bicolinear arrangement
was calculated at the site proposed by Lamura et al. [176]. Lattice parameters are
determined at T ≤ 10 K, except for data marked with (*), where low-T values for the
dipole field calculation were estimated. AFM-c-axis coupling was assumed in any case.
The Mo¨ssbauer coupling constant C = Bhyp/mµ has an average value of 6.7(4) T/µB.
pair axis pointing in x-direction, the sustained non-oscillating fraction ftail of the muon spin is given
by the squared cosine of the angle θ′ between total field and muon spin.
ftail =
〈
cos2 θ′(θ, ϕ)
〉
θ,ϕ
(6.22)
=
〈(
sin θ cosϕ√
b2 + 1 + 2b cos θ
)2〉
θ,ϕ
(6.23)
=
1
4pi
∫ pi
0
sin θdθ
∫ 2pi
0
dϕ
sin2 θ cos2 ϕ
b2 + 1 + 2b cos θ
(6.24)
=
2b(b2 + 1)− (b2 − 1)2 ln
∣∣∣ b+1b−1 ∣∣∣
16b3
(6.25)
A magnetic system can be densely or dilutely disordered, leading to a Gaussian or Lorentzian distri-
bution of internal fields ρ3D(B).
ftail(B0) =
∫ +∞
−∞
dB ρ3D(B)
2b(b2 + 1)− (b2 − 1)2 ln
∣∣∣ b+1b−1 ∣∣∣
16b3
 (6.26)
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Figure 6.2: Sustained muon spin polarisation (“tail”) in a powder sample of a static magnet as
a function of applied transverse field, according to eq. (6.25) and eq. (6.26). In a
magnetically diluted disordered system (Lorentzian distribution of internal fields), a
considerable tail is expected even at low relaxation rates λT .
In fig. (6.2) the tail fraction is shown as a function of b. In the range 0.5 < b < 100, the absolute
size of the internal fields could be extracted from the measured ftail if the magnetic sublattice was
assumed static, otherwise a considerable polarisation of the internal fields due to spin reorientation
(spin flip/flop in AFM, polarisation of a soft FM) has to be considered [198].
6.3 Superconductivity - transverse field (TF) experiments
The Vortex state of type-II superconductors enables the characterization of superconductivity in iron-
based arsenides and chalcogenides. In powder samples it corresponds to a Gaussian distribution with
a characteristic standard deviation σSC/γ and an average field value slightly reduced with respect to
the applied field due to diamagnetic shielding. The resulting µSR spectrum (fig. 8.15(a)) is interpreted
in a two-fraction fit (eq. (8.4)): the non-SC fraction showing a slow Gaussian damping with the rate
σnc due to nuclear moments and the superconducting fraction with a higher rate
√
σSC + σnc with
additional damping due to the field distribution of the vortex lattice.
The numeric Ginzburg-Landau (NGL) theory was implemented, as explained by Brandt [199],
in Moessfit::musr. A typical example of this theory is shown in fig. 6.3. The NGL model was
applied to Ba1-xNaxTi2Sb2O, where a classical field dependence of σSC was observed, which allows to
determine two superconducting quantities from the measurements, e.g. the upper critical field BC2
and penetration depth λ.
The example of Ba1-xNaxTi2Sb2O shows that there exists a characteristic Bex , for which σSC takes
on its maximum value, i.e. the flux line lattice has the highest field contrast and allows for most
precise determination of σSC . However, without the knowledge of BC2(T ) the penetration depth λ
cannot be determined from σSC in general. But there exists the London approximation based on the
restriction Bex  Bc2 and κ 70 [199]:
σsc/γ = 0.061Φ0/λ
2 (6.27)
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Figure 6.3: Field distribution in the vortex state of a type-II superconductor simulated with the
numeric Ginzburg-Landau theory [199] using Moessfit with the following parameters:
Bex = 0.2468 T, Bc2 = 0.8226 T and λ = 50 nm
The required conditions are fulfilled in iron-based arsenides and chalcogenides. Brandt furthermore
points out that this formula is only valid for Bex values close to the maximum of σSC . To save valuable
measurement time the TF investigation in iron-based arsenides and chalcogenides often is cut down to
a field scan to determine the applied field providing highest flux line lattice contrast and a subsequent
temperature scan at this field. By the NGL σSC(T ) was simulated for characteristic parameters and
compared it to the actual 1/λ2 and the σSC at the optimal field value. Fig. 6.4 shows that the
essential temperature dependence of σSC corresponds to that of the superfluid density ns ∝ 1/λ2
even if a significantly wrong field is chosen. This justifies the usage of the London approximation in
many cases.
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Figure 6.4: Robustness of the London approximation eq. (6.27). According to the left picture, the
optimal applied field value is 55 mT. σSC was modelled with the NGL model using
TC = 20 K, λ0 = 300 nm and BC2 = 10 T · (1− (T/TC)2)/(1 + T/TC)2
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The simplest class of iron-based superconductors is the 11 class of iron chalcogenides, where the
crystal structure is limited to the physically important layer of FeCh (Ch=Se,Te). While the FeTe
shows an AFM ground state with an unusual bicolinear order of unusual large magnetic moments
(see table 6.3), whose (pi, pi)-propagation vector contradicts a simple(0, pi) SDW nesting scenario but
favours a more localized picture due to the large anion height [21] (sec. 3.2.1). On the other hand,
β-FeSe is a stoichiometric superconductor with TC = 8 K [47].
The tetragonal FeSe is a specific layered structure with tetrahedral coordination of iron atoms,
distinguishing the 11-compounds, not to be confused with hexagonal FeSe 1. Actually, the FeSe
solid state solutions were studied for a long time before iron-based arsenides and chalcogenides in
terms of magnetism only [205], even though FeSe1-xTex is superconducting in a wide x-range at least
in thin films [206] and oxygen-annealed samples [207]. The reasons is that bulk samples turn out
to be difficult to fabricate in the correct crystal structure and composition, and many studies are
limited to the superconducting x≈0.5 compound [208, 209, 210, 211], whose physical properties are
less sensitive to stoichiometric deviations in x and excess iron. Furthermore, large single crystals had
been available for intermediate x only. The compositional control of Se-rich compounds is difficult
and discussed in section 7.2.
With progress in sample growth, there is meanwhile a consensus about the exceptional properties
of stoichiometric FeSe: It shows a tetragonal to orthorhombic structural transition at 90 K without
magnetic ordering down to lowest temperatures. The orthorhombic splitting is not reduced in the
superconducting phase in contrast to 122- or 1111-compounds [212]. Moreover, TC strongly increases
up to 37 K upon application of external pressure [200] and FeSe-monolayers superconductivity with
TC = 65 K was called the “most exciting discovery in the last five years in the field of Fe-based super-
conductors” [213]. The pressure sensitivity of FeSe is an important support of the assumption that
anion heights around 1.4 A˚ are correlated with highest TC in iron-based arsenides and chalcogenides
[19]. Finally, it may be seen as one fundamental reason for the successful enhancement of TC ≈ 43 K
by intercalation with molecules [6].
The basic idea of intercalation was the enhancement of the FeSe layer distance dFeSe to reduce
the interlayer interaction and thus achieve a more two-dimensional Fermi surface with enhanced
nesting conditions [214]. The intercalant not only accepts the responsibility as a spacer but can
simultaneously serve as charge dopant. The first realizations of this idea were alkali-intercalated
AFe2Se2 (A=K,Cs,Rb) [215, 216, 217] with TC ≈ 30 K. By this structural modification dFeSe was
increased from 5.48 A˚ to ≈ 7.5 A˚. AFe2Se2 often shows a phase separation into a Fe-vacant AFM-
1a lot of confusion indeed was introduced in literature by applying Greek letters: α [47, 200, 144] and β [201, 202, 203]
for the tetragonal phase; α [204], β [47, 200, 144] and δ [202] for the hexagonal phase
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Figure 7.1: Linear increase of TC upon increasing layer spacing in FeSe, induced by intercalation
[221]. The FeSe1-xSx(Li1-zFezOH) investigated in this thesis follows the general trend
of saturated TC upon increased FeSe layer distance.
phase and an alkali-deficient superconducting phase [218, 214] and superconductivity might not be
related to FeSe, instead the stoichiometric compounds are theoretically supposed to show bicolinear
AFM order [219]. Consequently, Burrard-Lucas et al. searched for an alternative way comparable
to FeSMg(OH)2 and successfully intercalated Li/NH3 [6]. Other molecular intercalants were applied,
the results on dFeSe and TC are summarized in fig. 7.1. In this plot TC seems to be limited to
TC < 46 K in bulk FeSe compounds and suggests that dFeSe is related to TC only to a certain degree.
Alternatively, TC was discussed in terms of anion height [220], where a large anion height enhances
TC , which to some extend contradicts the expected behaviour [17]. With hSe = 1.48 A˚ and Tc =42 K,
the LiOHFeSe fits this relation as well.
Guterding et al. [214] have shown theoretically that between 8.1 A˚< dFeSe < 10.3 A˚ the Fermi
surface becomes “completely two-dimensional”, the spacer effect is saturated at this point. Moreover,
they explain that TC can be further moderately enhance by electron doping, as the “the slope of DOS
near the Fermi level is positive” and electron doping increases the DOS and subsequently susceptibility
and pairing strength.
The group of Prof. Johrendt (LMU Muniche) tried the new intercalant LiOH and found a super-
conductor which showed ferromagnetic magnetization curves below the superconducting transition
temperature. The nominal LiOHFeSe was measured by means of µSR (together with Rajib Sarkar
and Hubertus Luetkens) and Mo¨ssbauer spectroscopy; Felix Bru¨ckner contributed NMR experiments.
These local probe studies were intended to prove sample homogeneity, to investigate the origin of
ferromagnetism and eventually characterize superconductivity.
(Fe,Co) and (S,Se) substitution in LiOHFeSe leads to a suppression of superconductivity [69].
Mo¨ssbauer spectroscopy was performed to search for indications of the origin of suppression of su-
perconductivity.
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7.1 Bulk properties: XRD, susceptibility, resistivity
Polycrystalline samples were synthesized under hydrothermal conditions as described in detail in our
paper [222]. XRD indicates a Fe/Li mixing according to (Li0.795(5)Fe0.205(5)OH(Fe0.915(4)Li0.085(4))Se.
No additional foreign phase was necessary to describe the spectrum. Iron in the FeSe layer is called Feb
and iron in the LiOH interlayer is called Fea below. This mixing is evident in Mo¨ssbauer spectroscopy
and NMR as described below. Compared with FeSe, the Fe-Se-Fe bond angle remains close to 104◦
whereas the Fe-Se bond length is slightly increases by 0.02 A˚. dFeSe = 9.22 A˚ is achieved with the
LiOH, which together with TC = 43 K (resistivity, fig. 7.2) fits the trend of intercalated FeSe (fig. 7.1).
As shown in fig. 7.2 the typical superconducting volume fraction is - according to susceptibility
- around 40 %. Interestingly, the susceptibility shows an upturn below TFM = 10 K, which is at-
tributed to ferromagnetism. The magnetization data was interpreted in terms of a superposition of
superconductivity and ferromagnetism at 1.8 K (fig. 7.2(a)). The insets show the initial diamagnetic
shielding and the typical superconducting hysteresis of a type-II superconductor if the ferromagnetic
component was subtracted. The maximum applied field of 5 T is not sufficient to approach Hc2.
According to Mo¨ssbauer and NMR results described below, the ferromagnetic magnetization was
mapped to the Fea site elusively corresponding to a magnetic moment of more than 2µB.
The important question of sample homogeneity cannot be clarified by these bulk measurements.
The superposition of signals in magnetization and susceptibility measurements may be a result of
phase separation during sample growth. Also, phase transformation as a result of temperature
sensitivity of the samples was considered. Sample transportation was carried out in dry ice. Initially,
only temperatures below 200 K were measured. NMR work of Felix Bru¨ckner after two weeks showed
that despite clean N2 and He environment and temperatures below RT; a successful prove of the
diamagnetic shielding via ACS could not be reproduced.
(a) Magnetization shows a superposition
of superconducting and (para)magnetic
hysteresis
(b) Resistivity and susceptibility
Figure 7.2: LiOHFeSe: preliminary magnetic characterization [222]
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7.2 Structural characterization - signatures of interstitial iron,
intercalated (IC) iron and Se vacancies
Both FeTe and FeSe naturally tend to a non-stoichiometric crystal structure. FeTe often shows excess
iron leading to the occupation of an interstitial iron site between four Te-atoms (2c-site). This point
defect can be evidenced by STM [223]. It leads to an additional doublet with Vzz = −40 V/A˚2 [11]
in Mo¨ssbauer spectroscopy (δ remains unchanged). Also, FeSe “can accommodate a small amount of
excess iron on the 2c sites” [224]. It was discussed as requirement for a stable, homogeneous tetragonal
phase formation [113, 202] (see fig. 7.3). Accordingly, it was even doubted that the stoichiometric
phase is superconducting [144] and claimed that stoichiometric tetragonal FeSe transforms into the
hexagonal phase [113]. However, meanwhile high purity FeSe from vapour transport synthesis is
available proving both stability and superconductivity in the stoichiometric compound. The sensitive
suppression of TC by excess iron [113] serves as a reliable measure of sample quality.
(a) [113] (b) [202]
Figure 7.3: Phase diagrams of FeSe. Excess iron stabilizes the tetragonal FeSe phase.
FeSe samples were measured in collaboration with Gina Maya Friedrichs, who grew two samples in
a novel metathesis reaction [225], one of it was additionally annealed (200 ◦C, 16.....0 h). The powder
specimens were measured at room temperature and 4.2 K to investigate homogeneity and magnetic
order. In both samples the room temperature spectra (fig. 7.4) consist of three doublets: (a) the
expected main FeSe doublet (see table 7.1), (b) a related doublet with lower δ and higher Vzz values
indicative of point defects in the FeSe layer and (c) a high spin Fe2+ doublet with δ(RT ) = 1.5 mm/s
and Vzz = 76 V/A˚
2, which most probably represent interstitial iron.
Both the (b) and (c) doublet are strongly enhanced in the un-annealed sample (“as prepared”). The
annealing obviously homogenizes the compound, as interstitial iron content decreases from 10.5(2) %
to 1.8(2) %, likewise the (b) fraction decreases. The lower δ and large Vzz values of the (b) doublet
may represent iron sites with Se neighbour vacancies. These vacancies operate as effective electron
doping and thus explain the smaller δ compared with the stoichiometric site. The larger quadrupole
splitting arises from the free bond.
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(d) Magnetic order, annealed
Figure 7.4: Mo¨ssbauer spectra of FeSe grown by meta-thesis reaction. Annealing reduces the
amount of Se vacancies and interstitial iron. Both samples show static magnetic order
in parts of the sample.
Still, such fit model is insufficient with regard to the left peak, only a distribution of Vzz and δ
values can describe the data well. Such distribution was extracted in terms of 2D MEM operating
on a Vzz ×CS = [0 mm/s,1.6 mm/s] × [0 V/A˚2,120 V/A˚2 ] grid with 1150 supporting points in total
using model 11.5.5. This distribution is shown in fig. 7.4, it describes the before mentioned tendency
to lower δ and higher Vzz values due to structural defects.
At 4 K, large parts of the samples are magnetically ordered, especially in the “as prepared” sam-
ple. Interestingly, also the paramagnetic doublet shows an additional line broadening of 0.16 mm/s
corresponding to transferred hyperfine fields of 1.6 T from magnetic iron neighbours. In the annealed
sample such broadening is not observed, and the magnetic fraction and moments are only half as
large.
The successful annealing suggests a homogeneous distribution of the interstitial iron and Se vacan-
cies. However, the compound seems close to a magnetic instability, which for example drives thin-film
FeSe to a ferromagnetic ground state [226]. Moreover, it was shown theoretically that Se vacancies
induce magnetic clusters [144], so it seems conclusive to interpret the magnetism and the broadened
doublet in terms of Se vacancies.
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(b) FeSe, metathesis reaction, annealed, 300 K
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(c) FeSe, metathesis reaction, as prepared, 300 K
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(d) FeSeLiOH, 18 months old, 296 K
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(e) FeSe0.88S0.12LiOH, 12 months old, 296 K
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(g) (Fe,Co)SeLiOH, 20 K
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(h) (Fe,Co)SeLiOH, ≈1 week old, 296 K
Figure 7.5: 2D MEM Vzz × δ =[0 mm/s,1.7 mm/s]x[0 V/A˚2,120 V/A˚2 ] grid with 1150 supporting
points in total using model 11.5.5, as explained in sec. 4.4.
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The Fe1.06......15Te was discussed in terms of excess iron on an interstitial position [11]. These
interstitial sites in FeTe have comparable field gradient values as the so far assumed Se-vacant-
neighbour sites in FeSe. In case of Fe1.06......15Te, the interstitial character of the excess iron was
concluded from the agreement of nominal iron excess and signal fraction in the Mo¨ssbauer spectrum.
Such 1:1 transformation of nominal and experimental fraction is indeed expected in the interstitial
case, whereas a vacant Se site influences four iron sites simultaneously and a much higher signal
fraction of the minor subspectrum was expected. Blachowski et al. [123] argue for FeSe that a
minor site with δ = 0.22 mm/s and Vzz = 25 V/A˚
2 is interstitial because it shows a large jump
∆δ =+0.24 mm/s upon structural phase transition, which is not expected of a regular iron with
vacant Se neighbours. The authors admit that concerning the interstitial model “no real proof of
its applicability exists”. By detailed XRD analysis concerning the c/a-ratio it was argued that Se
vacancies appear at low excess iron content, while interstitial iron appears at higher iron content
[113].
The cited studies do not observe the additional interstitial iron sites (c), which are observed in
many FeSe related samples of this thesis. In the LiOH-intercalated samples additionally a high spin
Fe2+ intercalant site (d) is always present (Vzz ≈85 V/A˚2, δ ≈ 0.9 mm/s (fig. 7.5). Structurally,
site (c) and (d) refer to different crystallographic positions (fig. 3.1). Interestingly, in the degraded
FeSeLiOH, site (d) disappeared in favour of an evolving site (c) suggesting that an intercalated iron
can become an interstitial iron if LiOH was removed.
The previous mentioned MEM analysis was extended to degraded LiOHFe(Se,S) sample, fig. 7.5(e).
It can be compared to which extend the samples are constituted of the doublets (a)-(d). It is important
to note that recent investigation assume that point defects in the FeSe layer of LiOHFeSe are primarily
Fe vacancies [227], as they occur in alkali-intercalated FeSe. From that perspective, it seems possible
that the (b) doublet at least in LiOH intercalated compounds is duo to Fe vacancies, and not Se
vacancies.
Because of the large inhomogeneity in the LiOHFeS and the unexpected degradation of FeSeLiOH,
my collaborator Ursula Pachmayr searched for foreign phases with XRD (fig. 7.6(a)) and identified
a secondary LiOHFeS phase with a small elongation along c-axis (0.02 A˚) and shortening (0.02 A˚)
of the a/b-axis resulting in a reduction of the tetrahedron angle α from 108◦ to 98◦. This phase
was identified in the original sample and Pachmayr grew a sample with enhanced secondary phase
volume. Its Mo¨ssbauer spectrum is shown in fig. 7.12(a). The secondary LiOHFeS phase and the
degraded LiOHFeSe have the following in common: The intercalant doublet is the same as in the FeSe
“as prepared” (fig. 7.6(b), 7.5(c), 7.5(d)), and the main doublet is broadened with reduced isomer
shift. These observation suggest that the features so far discussed in terms of Se vacancies ((b) site)
can be related to the presence of a secondary phase.
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(a) XRD pattern measured by Ursula Pachmayr, red: orig-
inal sample, black: enriched in secondary phase
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Figure 7.6: Investigation of secondary phase in FeSLiOH
compound δ(RT) (mm/s) Vzz (V/A˚
2) source
FeSe (tetragonal, Anti-PbO) 0.45 17.4 [118]
0.44(3) 16.7 [201]
0.46(3) 15.6 [123]
0.46(1) 15(1) [113]
FeSe (hexagonal, NiAs-type) 0.15(3) 6(1) [118] (high pressure phase)
0.47(3) 0 [228]
0.84(3) 12 [201]
FeSe2 0.28 34.7 [229]
0.39 35 [228]
Fe3Se4 0.60(2) 8(4) ferrimagnetic [230]
Fe7Se8 0.70(2) 6(6) ferrimagnetic [230]
Table 7.1: Room temperature hyperfine parameters of FeSe compounds.
7.3 LiOHFeSe - Mo¨ssbauer spectroscopy
All Mo¨ssbauer spectra are sufficiently described by an asymmetric FeSe doublet and a high-spin
Fe2+ doublet (fig. 7.7). The low temperature isomer shift of 0.63(1) mm/s is significantly larger than
of pure FeSe (0.56 mm/s [231, 113]), the same accounts for the Vzz = −22.2 V/A˚2 vs. -18 V/A˚2
[231, 113].
The origin of the asymmetry is texture. It was observed before in FeSe0.5Te0.5 [124] and evidenced
by magic angle rotation (see sec. 5.3.6). The texture effect is proved by the same technique in the
substituted LiOH(Fe,Co)Se sample (fig. 7.12(a) inset). For the pure LiOHFeSe one can rely on 6 T
transverse field Mo¨ssbauer spectrum at 23 K (fig. 7.8). At this temperature, the sample is supposed
to be superconducting, i.e. no additional internal field is expected and a random distribution of the
EFG z-axis around the applied field was supposed to fit the data. Instead, the model 11.5.4 was
applied. It describes the polar angle θ of the EFG-z-axis with respect to the field being subject to
maximum entropy method. In contrast, the incident gamma beam is fixed at a polar angle of 90◦,
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but it is free to rotate around the applied magnetic field modelled by the equal distribution of γ.
This is equivalent to the rotational degree of freedom of the EFG-z-axis. The determined distribution
ρ(θ) (fig. 7.8, inset) strongly deviates from a powder-like sin θ distribution, but indicates a preferred
directing of the EFG z-axis, i.e. a texture.
The understanding of the texture effect is crucial to not misinterpret the main doublet’s asymmetry
as a superposition of two subspectra. Model 11.5.1 including a textured FeSe main doublet (effective
texture angle β) and high spin iron doublet – called intercalant (IC) iron below – works in the whole
temperature range. The texture angle β slightly decreases from 44(1)◦ to 38(1)◦ going from 200 K to
2 K. The temperature dependencies of the other hyperfine parameters are shown in fig. 7.13.
The most important observation is the broadening of the intercalant doublet below 8 K. The line
width increases by ∆ω = 0.14 mm/s. This broadening can be modelled by a Gaussian distribution of
magnetic hyperfine fields with a mean value of 3.2 T and a standard deviation of 8.0 T.
The broadening of the FeSe doublet corresponds to 0.2 T, however it is in the range of experimental
line broadening and actually requires the application of a line width reference as described in sec 8
and 9. However, the effect is reproduced for LiOHFeSe0.88S0.12 supporting the findings for LiOHFeSe.
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Figure 7.7: Composition of Mo¨ssbauer spectra in LiOHFeSe
7.3.1 Applied transverse field
The 6 T applied transverse field experiment mentioned in the previous section was part of a pinning
experiment. It was to be shown whether some magnetic flux lines could be pinned in the vortex state
and the remaining flux evidenced by means of Mo¨ssbauer spectroscopy. The sample was field-cooled
at 6 T transverse field from 50 K down to 23 K, i.e. below the superconducting TC , then the field was
removed. The lines of both doublets remained broadened. Unfortunately, the line broadening not
fully vanished after subsequent warming up to 50 K, i.e. above TC , and cooling down again to 23 K.
The Mo¨ssbauer spectrum was fully cured only after the sample was heated up to 100 K.
The experiment was repeated at 1 T (fig. 7.8(b)). Using model 11.5.3 the broadening of the spectra
was fully attributed to remanent fields: BFeSe for the main iron and BIC for the intercalated iron.
It turns out that 3 · BFeSe ≈ BIC , and that BIC = 1.6 T is larger than the applied field. Obviously,
some remanent magnetism was induced by the application of the field. Subsequent warming reduces
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Figure 7.8: LiOHFeSe: applied transverse field Mo¨ssbauer measurements at 23 K. At 6 T the
texture leads to a preferred orientation of the EFG-z-axis with respect to the field
(fig. 7.8(a), inset). In fig. 7.8(b) some remanent line broadening was present after
removing the field. Because this broadening sustained a heating to 50 K above super-
conducting TC , it is not attributed to flux line pinning, but induced ferromagnetism.
The line broadening quantified by the local magnetic fields BIC and BFeSe indicates
that the ferromagnetic moments are rather situated in the interlayer than in the main
layer.
the remanent ordered moment. The scaling of the BFeSe with BIC suggests that the field observed
at the FeSe site is a transferred hyperfine field originating from some ferromagnetic intercalated iron.
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7.4 LiOHFeSe - µSR
µSR measurements were carried out in the GPS instrument at the piM3.2 beamline of the Paul
Scherrer Institute in Switzerland between 1.6 K and 290 K at ZF and 0.05 T TF. The muon spin was
rotated by 50◦ with respect to the incident beam direction. Spectra were analysed using the musrfit
[93] program. Parts of the ZF muSR measurements were executed by Hubertus Luetkens and Rajib
Sarkar, the ZF theory function was developed with the help of Hubertus Luetkens.
7.4.1 Zero field (ZF)
The 110 K ZF µSR spectrum shows a slow relaxation with finite slope at t = 0 indicating the presence
of diluted magnetic impurities in addition to a Gaussian shape due to small static nuclear moments.
It looks basically the same at 32 K (fig. 7.9). At 20 K and below, a fast initial drop of parts of
the muon spin polarisation is present indicating static magnetic order in parts of the sample. With
decreasing temperature the fraction of this magnetic phase becomes larger, especially below 8 K. Also,
the relaxation of the non-magnetic fraction gets enhanced in this temperature region, but does not
exceed 0.4µs−1. We fitted the ZF data in the whole temperature region using the following theory
function:
A(t)
A0
= (1−fm) ·
(
2
3
(1− σ2LGKT t2 − λnmt)e−σ
2
LGKT t
2/2−λnmt +
1
3
)
︸ ︷︷ ︸
LGKT function
e−λstrayt+fm ·
(
2
3
e−λT t +
1
3
eλLt
)
︸ ︷︷ ︸
magnetic powder
(7.1)
In this theory fm is the static magnetically ordered volume fraction showing the typical 1/3 tail with
dynamic relaxation rate λL and 2/3 fast relaxing fraction with the static relaxation rate λT . The non-
magnetic fraction is described by a combined Lorentz-Gauss-Kubo-Toyabe (LGKT) function with the
relaxation rates σLGKT (nuclear moments) and λnm (magnetic impurities). The high temperature
value λnm = 0.08 was kept for all temperatures. An additional dynamic relaxation of the non-
magnetic muon spins with the rate λstray is associated with the fluctuating stray fields of the magnetic
fraction.
The results of the fit are shown in fig. 7.9. As long as fm is smaller than 15 %, the stray fields
are not significant. However, for temperatures below 10 K λstray increases in the same way as fm
does, and even the weak static relaxation σLGKT of the non-magnetic volume fraction is slightly
enhanced. The extrapolation of fm towards 0 K indicates that almost 90 % of the sample volume
become magnetically ordered.
The simultaneous increase of fm and λstray shows that magnetic and non-magnetic parts of the
sample are not macroscopically phase-separated but that magnetism evolves homogeneously in the
sample.
7.4.2 Pinning experiment
A pinning experiment was done to prove that the sample was still superconducting. The sample
was field-cooled from T > TC at 20 mT down to 15 K and 1.5 K, respectively. Than the field was
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Figure 7.9: ZF µSR data of LiOHFeSe. At lowest temperatures, the whole sample becomes magnet-
ically ordered and the muon spin relaxes fast with λT . But even the relaxation rates of
the non-magnetic phase indicate the stray fields of the ordered volume fractions. This
is indicative of the homogeneity of the sample.
reduced to 17 mT. The applied field has to be high enough to enter the vortex state but low enough
to get a satisfying frequency resolution. A Fourier transformation of the spectra was executed to
show whether or not parts of the sample are able to pin a flux higher than the reduced applied field.
The data is shown in fig. 7.10
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Figure 7.10: µSR pinning experiment above and below the ferromagnetic transition temperature.
The sample was field-cooled at 20 mT to the stated temperature and the field then
reduced by 3 mT. The Fourier transformation of the muon spin precession frequency
gives insight into the internal field distribution. The shoulder towards 20 mT for the
pinned sample at 15 K indicates successful pinning in ≈ 40 % of the sample volume.
At base temperature, no pinning can be proven, whereas for 15 K pinning takes place in ≈ 40 % of
the sample volume, i.e. at least 40 % of the sample is superconducting.
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7.4.3 Transverse field (TF)
Transverse field experiments in the vortex state of the compound were performed to extract the
following superconducting properties: Temperature dependence of the superconducting penetration
depth (to determine superconducting gap size and its symmetry on the Fermi surface) and super-
conducting volume fraction. The experiments is hindered by sample-intrinsic ferromagnetism that
potentially contributes an additional damping upon the application of an external field. For that
reason, we chose the small field of 20 mT to keep this effect as small as possible. As shown in the
previous section, this field should be convenient to examine a considerable superconducting volume
fraction.
As shown in fig. 7.11 additional damping has developed at 13.5 K as expected due to the formation
of a flux line lattice. The spectra were analysed using the following theory function.
A(t)
A0
= fm · cos(γ(B + ∆m) + Φ) e−λT t
+ fSC · cos(γ(B + ∆SC) + Φ) e−σ2SCt2/2e−λnct
+ (1− fm − fSC) · cos(γB + Φ) e−λnct (7.2)
The magnetic fraction fm was taken from the following phenomenological function analysing the
ZF data.
fm(T ) = 0.2455e
T/−10.89 K + 0.7545 arctan((4.02 K− T )/1.371 K) + pi/2)/pi (7.3)
Originally some change in frequency ∆m due to ferromagnetic polarisation was considered, but
discarded because it was impossible to extract a smooth temperature dependence of this parameter
from the data. The same accounts for the negative diamagnetic ∆SC , which consequently was set
to zero. λnc = 0.13µs
−1 was adapted from the 50 K spectrum for all temperatures. Moreover,
λT = 6µs
−1 can be set for all temperatures within the error range to avoid cross correlation of the
remaining parameters.
The fit data is shown in fig. 7.11. In agreement with the pinning experiment, up to 55 % of
the sample become superconducting. Below 5 K the superconducting volume fraction is suppressed
by the increasing volume fraction of the static magnetic order. Towards higher temperature the
superconducting transition is gradual. The temperature dependence of fm and σSC above 25 K is
disputable. On one hand, the gradual superconducting phase transition indicates that enhanced
damping can be indeed caused by superconducting volume fraction below TC = 43 K as seen in
susceptibility data, on the other hand, the applied field may induce ferromagnetic order in parts of
the sample, which manifests itself in an increased Gaussian-like damping comparable with ZF data
at lower field.
The temperature dependence of B (fig. 7.11, inset) contradicts the expectations of a superconduc-
tor, which was a slight decrease of the average field due to partial diamagnetic shielding. Instead, B
is increasing just in that superconducting temperature range. If a stable applied field was assumed,
this could serve as a strong argument for induced magnetism and the absence of superconductivity.
91
7 Intercalated FeSe 7.5 Mo¨ssbauer investigation of LiOHFe1-yCoySe1-xSx
The superconducting order parameter σSC seems to saturate indicating an s-wave order parameter
symmetry. However, this statement seems ambiguous with regard to the continuously changing fSC ,
and a fit model to extract gap size is virtually not possible.
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Figure 7.11: 20 mT TF µSR measurements of LiOHFeSe. Additional damping of the muon spin
precession was assumed to originate from the field distribution in the vortex lattice.
7.5 Mo¨ssbauer investigation of LiOHFe1-yCoySe1-xSx
The (Se,S) and (Fe,Co) substitution leads to the suppression of superconductivity. The samples
x=0,0.12,1 and y=0.3 were investigated. All Mo¨ssbauer spectra posses the same constitution as the
parent compound LiOHFeSe, the same model was applied. The fit data is shown in fig. 7.12.
For x=0.12 the observations are basically identical, despite higher fraction fIC of intercalated iron
(14 % instead of 9 %). By the higher fIC and the improved measurement conditions
1 the coupling of
ωFeSe (fig. 7.13(c)) and ωIC (fig. 7.13(d)) becomes more obvious, i.e. also for x=0.12 there is static
magnetic order at the intercalated iron below 8 K, which causes even more pronounced transferred
hyperfine fields at the main FeSe sites. The increase of ωIC this time corresponds to a Gaussian field
distribution centred around 0 T with a standard deviation of 3.6 T.
Both the isomer shift and the temperature dependence of the centre shift are similar (fig. 7.13(b)).
δ(T ) is difficult to fit with a Debye model, especially if Meff = 57 u is forced. This may be eventually
caused by Li-diffusion present at higher temperatures, reducing the effective electron doping and thus
increasing the isomer shift. For x=0.12 the sample was measured again after seven weeks at room
temperature. Related fit data is labelled with “aw” (after warming). The isomer shift decreased by
0.01 mm/s, inconsistent with the picture of extinguished Li-electron doping. At the same time, the
fraction fIC of the intercalated iron decreased by ≈ 10 % (fig. 7.13(e)). Some interlayer iron may
have settled at interstitial sites closer to the main layer increasing the iron self-doping effect and thus
reducing the isomer shift. The increased main layer line width ωFeSe is consistent with this picture.
1isolation vacuum pumps should run at every temperature, even though the Oxford manual claims that Mylar
windows get He-tight below 80 K. With continuous pumping the line widths ω are barely interfered with experimental
broadening.
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Figure 7.12: Mo¨ssbauer spectra of LiOHFe1-yCoySe1-xSx at T ≈ 20 K.
LiOHFeS (x=1) is not superconducting but possesses a ferromagnetic hysteresis at 1.8 K [69]. The
fit model had to be adapted because the broad line is not well described by a single Lorentzian
doublet. Instead, two doublets with identical isomer shift were applied. They were fitted with a
temperature-independent ratios Vzz,small/Vzz,large = 0.325 and fsmall/flarge = 2.59, which is show in
fig. 7.12(a). In fig. 7.13(a) Vzz,large is plotted. For tetragonal, superconducting FeS I measured a small
Vzz = 3.6(2) V/A˚
2, it seems that the dominating component in LiOHFeS is related to stoichiometric
FeS layers, whereas the broad doublet most probably results from the secondary phase as described
in sec. 7.2.
The intercalated iron content is 18 %, which is even more than in the x=0.12 sample. However,
the large effective line width and quadrupole splitting of the intercalated iron above 10 K indicates
that “intercalated iron” is actually two different iron sites. Below 10 K fIC is reduced to 15 %, the
line width decreases and Vzz,IC approaches 83 V/A˚
2, which is the value of the intercalated iron of
the other LiOHFe1-yCoySe1-xSx compounds. The additional iron becomes magnetic below 10 K and
is no longer captured by the fit model. The predominant part of the sample does not evidence static
magnetism.
Also for y=0.3 no magnetism can be shown. The principal task for the measurements of this
sample was to indirectly clarify the position of Co. As it is discussed below, the intercalated iron is
responsible for the ferromagnetism in the compound. A (Fe,Co) substitution was supposed to take
place predominantly in the interlayer. This is supported by the low intercalant doublet fraction.
Because of the specific task, a high statistic spectrum at 20 K (fig. 7.12(a)) was taken to eventually
distinguish different iron sites. This measurement is in line with the statements in sec. 7.2, i.e. there
exists the regular intercalated iron site (12 %), but also 2 % at the typical interstitial position of FeSe
and 2 % disturbed FeSe with strongly reduced isomer shift. A neighbouring Co atom could serve as
an electron donator, and thus be responsible for the additional site. In fig 7.12(b) low temperature
data is shown, which clearly has no indications of a paramagnetic interstitial iron. This suggests
magnetic order of the interstitial iron, and eventually also of the Co. The sample shows a strong
texture effect evidenced by a rotation experiment (fig. 7.12(b) inset, sec. 5.3.6).
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Figure 7.13: Mo¨ssbauer spectroscopy results of LiOHFe1-yCoySe1-xSx using model 11.5.1. Open
violet symbols show x=0.12 data after warming (aw).
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7.6 Discussion
The µSR investigation of LiOHFeSe evidences bulk superconductivity (µSR pinning and TF mea-
surements) below 25 K with a volume fraction of around 50 %. On the other hand, at ≈ 8 K the
ZF data is indicative of static magnetic order in 90 % of the sample. This means that in LiO-
HFeSe superconductivity and magnetism are competing for the same phase volume. With regard to
the superconducting order parameter σSC around 5 K (fig. 7.11(b)), superconductivity gets slightly
weakened and finally replaced by magnetism; coexistence1 of both phenomena cannot be reasoned
from the data. Because both ground states are responsible for a damping of the coherent muon spin
precession – where for magnetism a Lorentzian damping may be expected according to the ZF data,
and a Gaussian damping originating from the vortex lattice – with TF applied, it is not possible
conclude the superconducting order parameter symmetry.
Magnetic order arises from iron atoms in the interlayer (intercalated iron), which substitutes Li. Li
substitutes iron in the FeSe layer correspondingly. This Fe-Li mixing is responsible for the two iron
sites in Mo¨ssbauer spectroscopy and was discussed in this way regarding two Li sites in 7Li NMR
[222]. Mo¨ssbauer spectroscopy shows ≈9 % of the iron atoms in the interlayer, which is still consistent
with the XRD measurements. The small main doublet line width ωabs,FeSe = 0.095 mm/s indicates
that Li in the FeSe layer does not have large impact on the Mo¨ssbauer hyperfine parameters if it was
believed to be there.
Both NMR and Mo¨ssbauer spectroscopy show the same kind of magnetism. Below TFM =10 K
the Mo¨ssbauer intercalant doublet broadens and the Li-NMR spectrum shows a characteristic multi-
peak pattern (fig. 7.14(b)) indicative of possible iron neighbour count. Mo¨ssbauer spectroscopy
quantifies a broad (σ = 6.6 T) hyperfine field distribution that shows that the individually ordered
iron moment can take a broad range of values. In both local techniques the considered FeSe site
shows small stray/transferred hyperfine fields below TFM that are supposed to originate from the
interlayer. In that sense the ferromagnetic polarisation measurements (fig. 7.8(b)) can be understood:
The transferred hyperfine field is roughly one third of the hyperfine field in the interlayer. The
polarisation of the ferromagnetic intercalated moments is the reason why in NMR the multi-peak
pattern is well resolved despite the statistical distribution of iron in the interlayer. It may be argued
that the narrow NMR Li corresponds to Li in the interlayer with no/few iron neighbours (the narrow
peak fraction decreases from 33 % to 5 % between 10 K and 2 K) and consequently a lower order
temperature. However, in our publication we assume this signal to arise from Li site in the FeSe
layer. The intercalated iron is in high spin Fe2+ state shown by δ ≈ 0.9 mm/s. It is responsible
for the large saturation magnetic moment of > 2µB at low temperatures (fig. 7.2(a)). However, the
Mo¨ssbauer hyperfine field does not correspond to such a large moment (> 30 T hyperfine field are
expected), which consequently cannot be fully static even at 2 K.
The ferromagnetic order temperature itself is not as clear from µSR and NMR point of view.
The µSR magnetic fraction and the magnetic broadening start already at temperatures far above
10 K. The local Tfm sensitively repents on the local iron concentration in the interlayer. However,
1simultaneously ordered magnetic moments and condensed cooper pairs, thus magnetic and superconducting prop-
erties are observed at the same time or at least compete with each other
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(a) DFT calculations describing magnetic order and elec-
tron doping of the interlayer
(b) 7Li NMR spectra with characteristic multi-peak pat-
tern in magnetic state
Figure 7.14: Further results of the investigation of LiOHFeSe from co-workers [222].
the presence of stray fields in the paramagnetic parts of the sample suggests that magnetic and non-
magnetic volume are located close to each other. With lowering the temperature, ferromagnetic order
develops from nanoscopic clusters homogeneously distributed in the lattice. The fact that almost the
full sample becomes magnetically ordered approaching 0 K is consistent with a homogeneous sample
on a microscopic length scale.
DFT calculations of Fabian Nitsche including the additional iron in the interlayer (fig. 7.14(a)) show
a low energy shift of the DOS compared to tetragonal FeSe characteristic of electron doping of 0.2 e−.
It turns out that the ground state of the intercalated iron (called Fea fig. 7.14(a)) is theoretically
magnetic, supporting the experimental findings. The effective electron transfer from the intercalated
iron to the FeSe layer may be called self doping and can be considered as a key ingredient for the
high superconducting TC in LiOHFeSe. Li intercalation itself was not able to enhance TC [232, 233].
However, the doping argument is inconsistent with Mo¨ssbauer spectroscopy, because the supercon-
ducting samples show a larger isomer shift (i.e. reduced electron density at the nucleus) then the
non-superconducting (fig. 7.13(b)) samples. All intercalated sample have a higher isomer shift than
the parent compounds FeSe and FeS. The actual doping effect of course can be overcompensated by
larger Fe-Se bond lengths (sec. 5.3.2), which are evident in XRD [222].
As discussed in the introductory part, TC is relatively sensitive to stoichiometry/defects [113], so
it was expected that superconductivity is suppressed upon (S,Se) substitution towards a compounds
with lower TC . The intercalated iron for x = 1 was identified as actual two sites, of which one orders
magnetic (≈ 17 % of the intercalated iron). The magnetically ordering doublet shows a higher isomer
shift than the usual intercalated iron. It is possible that this site actually is not the intercalated
iron site, but some interstitial site according to sec. 7.2. The onset of magnetic order is in line
with preliminary work of Patrick Holenstein who measured µSR at this sample series (fig. 7.15).
Additionally, according to the large line width or necessity of applying a two-doublet model, it seems
questionable to which extend these results are intrinsic properties of LiOHFeS. In fig. 7.5(f) the
proximity to ill-formed FeSe becomes obvious, i.e. there may by a large S deficiency or high interstitial
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Figure 7.15: µSR magnetic volume fraction in LiOHFe1-yCoySe1-xSx with y=0, investigated by
Stefan Holenstein according to eq. (7.1)
iron excess, which is supposed to be suppress superconductivity [113]. Even a secondary phase with
strongly different tetrahedron angles has to be considered (sec. 7.2). In µSR the asymmetry for the
alpha calibration run was only 0.19 on the forward-backward detector pair, which is 70 % of the
optimal value 0.271. It seems self-evident that the 30 % volume fraction with considerable magnetic
impurity belongs to the broad doublet in Mo¨ssbauer spectroscopy.
Concerning interstitial iron, the y=0.3 compound provided further important insight. In that
compound a relatively independent additional doublet indicates the presence of large amounts (2 %)
of interstitial excess iron. Similar to x=0.12 the absorber line widths are small, which is the signature
of a homogeneous grown sample on the other hand. Magnetic order is absent in the main and
interlayer, but it is present at the interstitial iron ordering between 20 K and 3 K. Interestingly, the
y=0.3 sample has a Vzz value identical to FeSe. Also, the isomer shift is only slightly enhanced and
suggests electronic environment comparable to FeSe. There might be a chance that y=0.3 composition
is superconducting if the sample has no interstitial iron.
The LiOH-intercalated FeSe is a rare example of competition of 3d ferromagnetism and supercon-
ductivity. Both ordering phenomena take place in the same sample volume without phase separation
(which may give reason to call it coexistence), but originate from different layers of the material. The
spacial separation of a few A˚ is sufficient to decouple the iron states sufficiently. The suppression
of superconductivity from that perspective appears classically via magnetic stray fields (as seen in
µSR and NMR) or polarisation of the main layer iron’s d and s electron, which is the mechanism of
transferred hyperfine fields observed in Mo¨ssbauer spectroscopy.
The suppression of superconductivity by ferromagnetism was observed before, e.g. in Chevrel
compounds [222]. The ferromagnetism in this class of materials evolves from rare earth elements, the
suppression takes place only in temperatures in the mK range. In the iron-based superconductors
I participated in the investigation of EuFe(As,P) showing the suppressing of superconductivity at
TFM ≈ 20 K by ferromagnetic Eu moments. It is a layered material as well, but still magnetism
arises from rare earth magnetic order, and not from the d electrons of a transition metal.
1in fact a calibration measurement of the GPS spectrometer was done right after the measurement of LiOHFeS
affirming the value of 0.27
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It has to be emphasized that the interpretation of ferromagnetic order in LiOHFeSe is based on
(Li,Fe) mixing in the interlayer. Iron appears in different local concentration and with magnetic
moments of different magnitude; from the local probe’s perspective it is disordered magnetism. The
polarisability and remanence of the ordered moments are however typically ferromagnetic. Even
if these intercalant iron moments were considered as simple ferromagnetic magnetic impurity, it is
still notable that superconductivity is allowed to evolve at least in a well-defined temperature region
between 8 K and 43 K.
As a final remark it is worth mentioning that the absence of the intercalated iron’s ferromagnetic
order for x=1 and y=0.3 samples can of course be caused by the impact of Co and S on the DOS,
especially the spin polarisation of the intercalated iron states. However, in both samples there
is a noticeable interstitial iron fraction. This doublet broadens and thus becomes invisible below
approximately the same temperature as the interlayer magnetic order observed above. The static
order of interstitial iron was not investigated for x=0 and x=0.12. Due to the lower interstitial
iron content, it would have required much higher statistics. Nevertheless, future investigation should
consider a possible coupling of interstitial magnetic moments and interlayer magnetic moments, which
is suggested by the comparable ordering temperatures. However, a higher interstitial iron content is
not related to the onset of magnetic order in the interlayer. The characteristic ordering temperature
of ≈ 10 K seems to be characteristic for weakly interacting magnetic moments in iron-based arsenides
and chalcogenides. This fact is consistent with the results of the investigation on CuFeAs in sec. 9,
where ferromagnetic order develops at a similar transition temperatures as a result of iron excess.
98
8 LaFeO(As,P)
The initial finding in the field of research on iron-based arsenides and chalcogenides was the discovery
of superconductivity in LaFePO with a critical temperature TC = 5 K in 2006 by Kamihara et al. [15].
In 2008 superconductivity with TC = 26 K was observed in LaFeAs(O1-xFx) [53], which is the electron-
doped version of the AFM LaFeAsO [23] (TN =138.....60 K [112, 234]). Due to its composition, this
class of materials is called 1111. It consists of a FeAs layer built of FeAs4 tetrahedra and a ReO (Re
.. rare earth) layer serving as a spacer and eventual charge reservoir (fig. 3.1(e)).
It turned out that superconductivity can also be achieved by applied hydrostatic pressure on the
parent compound LaFeAsO [48] and that the superconducting TC is enhanced in the electron-doped
compound [235]. The obvious tuning potential of superconductivity by means of electron doping and
chemical/external pressure via a distinct competition of superconducting and magnetic ground state
made these compounds interesting.
This section is devoted to the local probe investigations of the substitution series LaFeP1-xAsxO.
It sets up the phase diagram between superconducting LaFeAsP (SC2) and the AFM LaFeAsO
(SDW). It was first investigated in 2009 [51] revealing a novel superconducting phase for x=0.7 called
SC1 below. Finally, in 2014 NMR measurements revealed a novel antiferromagnetic phase (AFM2)
that separates the SC1 from the SC2 phase. This project was intended to characterize the various
ground states in the phase diagram (fig. 8.1(b)) and search for AFM spin fluctuation in vicinity
of superconductivity by means of µSR. 5 % (O,F) substitution leads to a superconducting double-
dome structure by electron doping. One dome appears at xAFM2, and NMR can prove AFM spin
fluctuations [236]. This observation suggests a spin fluctuation mediated coupling of the Cooper
pairs.
8.1 Preliminary measurements and electronic structure calculations
Structurally the (P,As) substitution corresponds to the application of negative chemical pressure, and
correspondingly the individual sizes of the unit cell increase linearly as a function of x (fig. 8.1(a)).
The larger ionic radius of As [237] leads to a larger anion height so that the tetrahedral angle α
continuously decreases from 120.2◦ and 113.5◦, likewise the bond distance increases from 2.28 A˚ to
2.41 A˚ [15, 51, 238].
The electronic structure of both parent compounds was investigated by ARPES [32]. Both have
2D (cylindrical) hole pockets at the Γ and electron pockets at the M point1. The strong difference
between both compounds was carved out theoretically [239, 33]: The third hole pocket at (0,0) is
cylindrical for x=1, but three-dimensional for x=0 so that a Fermi surface exists at the Γ-point for
1electron/hole pocket describes the ability of a band to provide a larger number of free electron/hole states
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x=1, but not for x=0 (fig. 8.2). This is basically caused by the larger pnictogen height for x=1. This
difference in Fermi surface causes a reduced intraorbital (x2 − y2) scattering. The typical Γ −M
nesting wave vector is suppressed and consequently stripe AFM order by Fermi surface nesting in
x=0 is not observed in contrast to x=1.
The suppression of this scattering channel is also responsible for the different superconducting gap
symmetry: It is nodeless s± for electron-doped (i.e. (O,F) substituted) x=1 and nodal for x=0.
This theoretical result is consistent with experiments [240, 241]. Ikeda et al. [242] calculated that
the gap function is strongly isotropic around the M-point, and so a change of the contribution of
this electron doping to superconductivity is expected to change the temperature dependence of the
superconducting order parameter.
The early achieved good agreement between an LDA band structure calculation and the x=0
ARPES results was seen as a strong sign for predominant itinerant behaviour of LaFePO: “In very
itinerant systems, such as LaFePO, the quasiparticles are too weakly interacting to condense; ...
moderate correlations ... do not sufficiently localize electrons to allow magnetic ordering.“ [119].
Correlation effects are reduced due to “larger crystal field splittings, which renormalize down the
effective Hund’s coupling”. [39]
The first investigation in the complete x-series concentrated on bulk properties of the (O,F) sub-
stituted compound [243]. The resistivity follows a ρ = ρ0 +AT
n law over full x-range, but with “non-
monotonic” x-dependence: At x=0.6, the exponent n is decreased from 2 (Fermi liquid behaviour)
to 1 (non Fermi liquid behaviour) and the slope A has its maximum value at that point. The linear
(n=1) temperature dependence of resistivity for high x was compared with high-TC cuprates and
heavy fermions suggesting a “conducting mechanism ... governed by strong bosonic fluctuations”.
Also, the minimum of the hall coefficient at x=0.6 was seen in the context of a critical change of the
electronic states during the reconstruction of the Fermi surface from x=0 to x=1. The observations
are basically the same for the pure LaFeP1-xAsxO [238] with the exception of the even more enhanced
Hall effect in the SDW phase, which was expected from a nested AFM [244].
NMR investigations did reveal the static magnetic order in the AFM2 phase with TN = 35K
(fig. 8.3(a)) [236]. An ordered moment of 0.18(7)µB was determined from field sweep spectra.
Mukuda et al. argued that the nesting conditions at intermediate x were improved compared to
the SC1 region so that the AFM ground state was stabilized again. The dynamic 31P-NMR relax-
ation rate 1/T1T shows deviation from Korringa’s relation not only in the AFM ordered regime, but
in the whole x-range, and also for y> 0, especially pronounced at x=0.4 (fig. 8.3(b)). At this x-level,
AFM2 phase has maximum TN and a pronounced superconducting dome for y=0.5 that suggests
that superconducting TC is enhanced by AFM spin fluctuations.
Slow spin fluctuations clearly were identified by LF µSR measurements in NdFeAsO0.92F0.08 series
[245] (fig. 8.4(b)). In this study Lamura et al. claim coexistence of AFM (TN = 40 K) and supercon-
ductivity (TC = 20 K). The situation is similar to LaFeP1-xAsxO, where the small magnetic moment
and the low transition temperature in the AFM2 phase may be result of the competition with the
neighbouring superconducting ground states for slightly higher or lower x. Unfortunately, Lamura did
not show TF-µSR measurements in the same sample to measure superconducting and AFM volume
fractions of the same sample with the same technique. It seems ambiguous to claim coexistence in a
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class of materials, where it still is not possible to grow large single crystals. Moreover, the magnetic
phase transition is smeared out between 70 K and 0 K contradicting the claimed homogeneity of the
sample. The observed dynamics over a broad temperature range thus are rather result of a broad
range of transition temperatures than intrinsic property of the corresponding doping level. It is even
more plausible considering that “the degree of correlation clearly increases when going over the dif-
ferent materials, in the order...1111 ....; 122 ...; 111 ...; 11” [40]. Strong dynamics are thus rather
expected in Fe(Se,Te), and this indeed is experimentally observed [246]: In large single crystals of
FeSe0.25Te0.75, strong longitudinal fields are required to suppress the dynamic relaxation of the muon
spin (fig. 8.4(a)) and the field dependence of the relaxation rate is of typical BPP behaviour. In both
investigations – 1111 and 11 – the underlying magnetism was characterized as a spin glass state.
(a) Lattice parameters linearly increase as a function of x (b) Phase diagram
Figure 8.1: Preliminary results of LaFeP1-xAsxO from Lai et al. [238]
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Figure 8.2: Band structure calculation for the parent compounds [239], later reproduced [33]. x-
axis symmetry points are related to the unfolded Brillouin zone, which is rotated by
45◦ compared to the folded Brillouin zone. The corner points of the unfolded Brillouin
zone are found at the center of the folded Brillouin zone.
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(a) Static magnetic order of the AFM2 phase (b) Antiferromagnetic fluctuation in the electron-doped su-
perconducting phases
Figure 8.3: Results of 31P-NMR in LaFeP1-xAsxO by Mukuda et al. [236, 247]
(a) FeSe0.25Te0.75 [246] (b) NdFeAsO0.92F0.08 [245]
Figure 8.4: µSR LF-measurements are powerful in demonstrating spin fluctuation. The applied
field can lock the muon spins in field direction if strong enough compared to internal
fields, whereas a dynamic relaxation is difficult to suppress.
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8.2 Mo¨ssbauer spectroscopy
The primary goal of Mo¨ssbauer spectroscopy was to prove and characterize the static magnetism
in the AFM2 phase, because signatures of that are not found in resistivity measurements [238].
The room temperature spectra are basically doublets that are broadened due to small quadrupole
interaction. A small additional broadening is observed below the expected transition temperatures
but strongly interferes with the experimental line broadening due to due boiling cryogenic liquids,
transport or vacuum pumps or changing needle valve passage.
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(b) Experimental broadening quantified in terms of Gaus-
sian CS distribution for all measurements of this thesis.
No obvious temperature dependence is observed. Mea-
surements with ∆CS > 0.15 mm/s were excluded from the
analysis.
Figure 8.5: Quantification of experimental broadening in terms of (a) CS MEM distribution or (b)
Gaussian CS distribution. The broadening usually appears as a function of time, which
may cause anomalies of hyperfine parameters around phase transition, because a lot of
measurement time is typically spent there.
To get an accurate measure of the line width and shape an additional absorber was attached to
the samples. This was firstly a small piece of 25µm iron foil and later a 12 mg ferrocene absorber1.
The iron foil has the advantage that its Debye-Waller factor has comparable temperature dependence
as the sample so that optimal reference-LaFeP1-xAsxO-ratio is given for all temperatures. On the
other hand, only 1/6th of the total resonant absorption cross section lies within the focused velocity
range of ±2.5 mm/s so that a relatively large reference is necessary, which reduces the total count
rate through none resonant absorption. On the other hand, ferrocene gives a doublet surrounding the
sample absorption lines. The sample mass was optimized to give optimal reference-LaFeP1-xAsxO-
ratio at low temperatures. At temperatures above 100 K, the ferrocene line intensities become too
small to provide a reliable line reference. An optimal reference-LaFeP1-xAsxO-ratio has both reliable
experimental line width reference and sufficient sample signal to finally reduce the error bars of the
line broadening caused by the magnetic hyperfine field Bhyp. The typical Mo¨ssbauer spectra in AFM2
phase and paramagnetic phase are shown in fig. 8.6.
1ferrocene powder embedded in epoxy resin
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(a) x=0.3, additional iron foil
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(b) x=0.4, additional ferrocene absorber
Figure 8.6: Mo¨ssbauer spectroscopy of LaFeP1-xAsxO with line width reference absorbers
The crucial step is the analysis of the spectra. In model 11.5.6 and 11.5.8, a constant absorber line
width of ωabs = 0.07 mm/s was applied, which corresponds to the room temperature line widths of
both iron foil and ferrocene with both transport pump and vacuum pump switched off. Additional
broadening is assumed to be of Gaussian character: Vibrations may appear in an independent ran-
dom manner leading to a Gaussian distribution of velocities.In Order to correctly model this effect,
the sample spectrum has to be convoluted with a Gaussian line before the transmission integral is
applied. Instead, this was approximated by introducing for every subspectrum indeed three sub-
subspectra with the ratio 1:2:1, which differ only in position: CS − ∆exp : CS : CS + ∆exp. The
temperature dependence of the experimental line broadening ∆exp is shown in the inset of fig. 8.6
for two LaFeP1-xAsxO samples, and for all samples of this thesis treated in this way in fig. 8.5(b).
In the inset of fig. 8.5(a) it is shown that the Gaussian approximation described above is valid for
moderated broadening but that it is inadequate for large broadening. Consequently, measurements
with ∆CS > 0.15 mm/s were excluded from the analysis.
Next, the EFG was assumed axially symmetric (η = 0) in c-direction due to symmetry reasons.
Because Vzz broadens the sample singlet in the same way as Bhyp does, it has to be set constant.
Because in LaFeP1-xAsxO the substitution takes place in the nearest neighbour environment of Fe,
a certain distribution of the Vzz value is assumed. Again, the three subspectra with the ratio 1:2:1
and the EFG values Vzz0 − σV zz:Vzz0:Vzz0 + σV zz were introduced. The standard deviation σV zz
basically describes the physical line width of the sample in the paramagnetic regime and may be seen
as a measure of homogeneity. Both Vzz0 and σV zz were deduced at paramagnetic temperatures by
a simultaneous fit assuming Bhyp = 0 T. The dependence of these parameters on the substitution
level x is shown in fig. 8.7(b). Interestingly, Vzz0 has a clear x dependence with maximum values
of ≈ +12 V/A˚2 in the AFM2 phase (sign proven by TF measurements, fig, 5.1(b)), comparable to
122 compounds (table 5.1), whereas it is getting smaller towards the parent compounds at x=0 and
x=1. It can be associated with a stronger occupation of dx2−y2 and dxy bands for intermediate x.
Unfortunately, σV zz is not symmetrically peaking at x=0.5, which may be expected from a random
occupation of nearest neighbour P/As sites. Instead, sharp line widths are observed up to x=0.5;
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above, a significant physical line broadening is observed, which is largest for x=0.7 and reveals
inhomogeneity. Also, the x=1 parent compound is not fully homogeneous.
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(a) The principal EFG component Vzz shows a character-
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xAFM2. This peak value is typical of 122 compounds (ta-
ble 5.1). Large error bars for x=1 are due to inclusion of
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(b) The isomer shift δ0 was extrapolated from the tem-
perature dependence of the centre shift (inset) and shows
characteristic double-S-like curvature modulated on top of
the linear x-dependence due to increasing bond distance.
Data of CeFeP1-xAsxO taken from [4].
Figure 8.7: Hyperfine parameters of LaFeP1-xAsxO. Open symbols denote (x,y)=(0.4,0.05) and
(0.6,0.1), respectively.
With Vzz0 and σV zz fixed at the paramagnetic values, only two fit parameters remain: The magnetic
hyperfine field Bhyp indicative of the ordered magnetic moment and the centre shift CS measuring
isomer shift δ and quadratic Doppler effect. It is an experimental fact that the line broadening is
symmetric. Even if the angle θ between magnetic hyperfine field and EFG-z-axis was set free, it
tends only to ≈ 60◦, which is very close to the magic angle. For that reason, θ = 54.7◦ was kept for
the whole analysis to force symmetric spectra.
The temperature dependence of the centre shift (fig. 8.7(b), inset) is well described by Debye models
using Debye temperatures between 383(12) K and 430(6) K. The isomer shift δ0 itself (fig. 8.7(b))
has an almost linear x-dependence, which was expected because of the increasing Fe-As/P bond
distance for larger x. On top, a characteristic double-s-like modulation is present. Similar results
had been observed in CeFe(As,P)O [4]. Despite lower (O,F) substitution, the electron doping in the
(x,y)=(0.4,0.05) shows more effect in isomer shift than (0.6,0.1).
For the most homogeneous samples x=0.3 and x=0.4, a clear order parameter like temperature
dependence of Bhyp is observed (fig. 8.8(a)). Assuming a Gaussian distribution of transition temper-
atures TN with a standard deviation of σTn, Bhyp can be modelled with the following formula:
Bhyp(T ) =
BS√
2piσ2TN
∫ ∞
T
e
− 1
2
(
TN−t
σTN
)2 (
1− T
t
)β
dt (8.1)
The critical exponent is β = 0.18(2)/0.16(2) for x=0.3/0.4 indicating predominant 2D character of
magnetic interactions. For other x-values β = 0.17 was kept constant to avoid interference with
σTN . There is only a small range for the saturation value 0.90 T< BS <1.09 T. Consistent with
the evaluation of homogeneity in the paramagnetic regime, it is σTn < 5 K for small x values, i.e.
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structurally homogeneous samples appear magnetically homogeneous as well. The same accounts
for x→ 0.7: σTn strongly increases (fig. 8.8(a), inset), while average TN remains at ≈ 20 K. For
x=0.7 there is a significant broadening already below 50 K. Note that the applied analysis model
completely neglects the coexistence of magnetic and non-magnetic volume fractions, which cannot
be differentiated due to small Zeeman splitting.
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(b) 0.5 T LF for x=0.4
Figure 8.8: Magnetic hyperfine fields of LaFeP1-xAsxO.
For x=0.4 a small LF of 0.5 T was applied to prove the magnetic origin of the line broadening.
The spectra were analysed using model 11.5.7, which contains the ferrocene magnetic line splitting
of 0.5 T. As shown in fig. 8.8(b), the temperature dependence of the total field sensed by the nucleus
is well described by a superposition of the ZF Bhyp and the applied field according to eq. (9.1). I.e.
a static magnetic order with large anisotropy or exchange coupling is consistent with the data. Also
in 6.3 T transverse field the Mo¨ssbauer spectrum is precisely described by an Bhyp,AFM = 1.3(1)T
(fig. 5.1(b)), assuming BA = 1.5 T and BJ = 50 T.
For x=1 a different model was applied. LaFeAsO was investigated with Mo¨ssbauer spectroscopy
several times before [112, 248, 249, 234, 250]. At base temperature there is a well resolved sextet with
Bhyp ≈ 5 T. It shows irregular line intensities different from 3:2:1 as expected in a powder sample.
The inner lines are strongly enhanced, the line width appears much larger than in the paramagnetic
regime suggesting a distribution of Bhyp resulting from magnetic inhomogeneity. Interestingly, this
effect appears in all cited studies, but less pronounced. In the spectra of Kitao et al. [248, 249] the
lines appear sharpest, but nevertheless the 2nd and 5th line were enhanced, which was interpreted
as texture effect. This is not possible in the study of Klauß et al. [112]; instead, magnetically
inequivalent sites were introduced due to variations in oxygen content [251]. McGuire et al. on the
contrary applied a FeAs foreign phase with a clear signature around 70 K to explain the irregular
line intensities in addition to a small texture effect [234]. Finally, the mixing of commensurate
and incommensurate spin density wave volumes could create an arbitrary spectrum close to those
experimentally found [250].
The model 11.5.9 including FeAs impurity phase considerably improves the goodness of fit for
paramagnetic high statistics spectra (χ2red = 1.30 → 1.08). The FeAs fraction of 9.4(5) % was kept
constant. In the AFM temperature region two sextets were applied with a constant absorption ratio
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of 0.71:0.29 and a const. Bhyp ratio of 1:0.676. Such a fit shows a discontinuity of CS around TN ,
which can be eliminated if the inner sextet was allowed to have an isomer shift δ = −0.04 mm/s.
Moreover, a non-magnetic fraction was introduced to quantify magnetic homogeneity. The results of
this fit are shown in fig. 8.9(b). Obviously, the sample is magnetically inhomogeneous. According to
the magnetic volume fraction fmag, the transition temperature is smeared out with an average value
of only 110(1) K, which is much less than the literature values, presumably due to the limited sample
quality.
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Figure 8.9: ZF Mo¨ssbauer data for LaFeAsO (x=1)
Despite the sample quality, TF experiments were performed to study the rigidity of the AFM phase
to an applied field (fig. 8.10(a)). My reinvestigation of Kitao’s high LF Mo¨ssbauer investigation [249]
had led to an anisotropy field of 1.5(7) T and an exchange field of 207(120) K. These characteristic
values induce the typical spin-flop state, which can be clearly seen in Kitao’s 1 T LF spectrum. In my
TF spectra this spin flop is quasi invisible, because the oriented spin pairs appear quasi disordered
with respect to the orthogonal gamma beam. The only possible analysis model 11.5.10 applies MEM.
It however proves that a purely static superposition of the ZF hyperfine field distribution with the
applied field leads roughly to the extract distribution ρ(B) at higher fields (fig. 8.10(b)), proving the
exchange field being much larger than the applied field despite the magnetic inhomogeneity, which
was found before.
The characteristic 3-peak shape of the ZF-MEM (fig. 8.9(a) inset) was also observed in Ba(Fe,Ru)2As2
[252, 253] and called “trimodal” accordingly. According to these studies, this distribution is disorder
induced.
107
8 LaFeO(As,P) 8.3 µSR
- 2 . 0 - 1 . 5 - 1 . 0 - 0 . 5 0 . 0 0 . 5 1 . 0 1 . 5 2 . 0 2 . 50 . 9 6
0 . 9 7
0 . 9 8
0 . 9 9
1 . 0 0
x = 1t r a n s v e r s e  f i e l d 0  T 2  T 4 . 1  T 6 . 3  T
tran
smi
ssio
n
v  ( m m / s )
(a) Mo¨ssbauer spectra
0 2 4 6 8 1 0 1 20 . 0 0
0 . 0 4
0 . 0 8
0 . 1 2
0 . 1 6
0 . 2 0
0 . 2 4
0 . 2 8
0 . 3 2
0 . 3 6
0 . 4 0
 M
EM
(B to
t)
B t o t  ( T )
 0  T 2  T s t a t i c  s u p e r p o s i t i o n 4 . 1  T s t a t i c  s u p e r p o s i t i o n 6 . 3  T s t a t i c  s u p e r p o s i t i o n
(b) Total field distribution extracted by MEM and con-
structed by superposition of ZF distribution with applied
field, respectively.
Figure 8.10: TF Mo¨ssbauer investigation of LaFeAsO (x=1).
8.3 µSR
µSR investigations aimed to quantify magnetic order parameter and volume fraction (ZF,WTF), su-
perconducting order parameter and volume fraction TF and to search for evidence of spin fluctuations
(ZF, LF). An overview of the measured samples and applied techniques is shown in table 8.1.
method x=0.15 x=0.4 x=0.4, y=0.05 x=0.5 x=0.6, y=0.1 x=0.7
ZF 3 3 5 3 3 3
WTF 5 5 5 5 5 3
TF 3 5 3 5 3 3
LF 3 5 5 5 3 3
σnuc (µs
−1) 0.171(2) 0.121(8) 0.149(8) 0.094(4) 0.098(2) 0.085(3)
λstat (µs
−1) 0.004(2) 0.00(1) 0.125(7) 0.052(4) 0.036(1) 0.036(2)
Table 8.1: µSR on LaFeP1-xAsxO: applied techniques and paramagnetic behaviour quantified by
nuclear relaxation rate σnuc and magnetic impurity relaxation rate λstat according to
model (8.3). For x=0.4,y=0.05 both quantities were determined after the application of
an external field, else at the very first measurement.
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8.3.1 Magnetic characterization
Fast relaxation of the muon spin polarisation was observed for x=0.4,0.5,0.7, indicating static mag-
netic order. All data was fitted using the following model:
A(t)
A0i
= (1− fmag) cos(φi)Ge−λL,parat
+
2fo
3
fmag cos(φi)e
−λT t
+
2(1− fo)
3
fmag cos(φi)e
−λT t cos(2pift)
+
1
3
fmag cos(φi)e
−λL,AFM t (8.2)
This theory function describes a paramagnetic fraction in the first line and a static magnetic fraction
in the other lines. That last line represents the 1/3 tail of the ordered fraction, whereas the 2/3 part
is split into an oscillating (fraction f0) and a non-oscillating part with f0 = 1, 0.5 for x=0.4,0.5. For
x=0.7, the full Lorentz-Kubo-Toyabe function was applied instead of the 1/3-2/3 approximation. φi
refers to the initial muon rotation and allows for a simultaneous fitting of forward-backward and
up-down detector pairs.
For x=0.7 the magnetic volume fraction is 38(2) %, which was consistently found in ZF,TF and
WTF measurements (fig. 8.11). It gradually develops between 16 K and 6 K, which can be fitted by
an exponential behaviour (fig. 8.11(b)). λL,AFM = 0 was assumed, whereas λL,para can be matched
to fmag (fig. 8.11(b)). This fact shows that the paramagnetic sample volume is spatially close to mag-
netically ordered volume so that the clusters of different composition have to be small (few unit cells
in one dimension). The magnetic volume fraction deduced from TF experiment refers to an observed
asymmetry drop in the first 0.5µs and was not modelled explicitly. The temperature dependence of
the transverse damping rate λT (fig. 8.11(b) inset) expresses the magnetic inhomogeneity because vol-
ume fractions with higher transition temperatures should contribute with higher λT . Consequently,
λT decreases with temperature to finally 2.8µs
−1 at base temperature.
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Figure 8.11: µSR investigation of LaFeP1-xAsxO, x=0.7
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For x=0.4 a clear oscillation is observed with a saturation value of 3.33(3) MHz. The magnetic
volume fraction increases sharply at Tn = 33.9(3) K to 75(2) %. However, it cannot be fitted with
a simple critical exponent behaviour or even advanced model allowing for a distribution of TN as
applied in Mo¨ssbauer spectroscopy. The deviation of the curvature of µSR and Mo¨ssbauer magnetic
order parameter (fig. 8.12(b)) is probably caused by spin canting. For x=0.5 the oscillation is less
pronounced, the maximum damping rate λT = 6(1)µs
−1 is the same as for x=0.5, whereas the
frequency is reduced to 2.22(4) MHz.
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Figure 8.12: µSR investigation of LaFeP1-xAsxO, x=0.4
8.3.2 Spin dynamics
The longitudinal damping rate λL was studied in the superconducting samples as a function of
temperature between 1.5K < T < 35 K. The following model was chosen to describe the data:
A(t)
A0
=
(
1/3 + 2/3(1− σ2nuct2 − λstatt)e−σ
2
nuct
2/2−λstatt
)
e−λLt (8.3)
It is the product of the combined Lorentz-Gauss-Kubo-Toyabe function describing the characteristic
damping due to dense nuclear magnetic moments (σ) and diluted magnetic impurities (λstat), and
additional exponential damping due to dynamic electron spin relaxation with λL. The static relax-
ation rates σ and λstat were fixed to the highest temperature value within the temperature series.
These values are noted in table 8.1. According to eq. (6.21) and [254], the nuclear damping rate
should be reduced upon the substitution of P by As. The same is true for the substitution of O by
F, which is consistent with the x=0.4 samples.
In none of the samples, the dynamic electronic relaxation λL gets significantly different from zero,
the spectra look the same at all temperatures except for x=0.7, where static magnetism develops
in parts of the sample. As shown in fig. 8.11(b), λL increases from 0 to 0.07µs
−1 with the largest
change around TN suggesting that the additional damping is rather of static origin due to magnetic
ordering in the neighbourhood.
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The pure static nature of the relaxation is evidenced in LF experiments. Corresponding spectra
are shown in fig. 8.13 and fig. 8.11(a) and fitted with the theory of static superposition of internal
and applied field as described by Uemura et al. [255]. The good correspondence of this theory with
the data suggests a pure static relaxation. That means that no indications of spin fluctuations are
present in µSR.
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Figure 8.13: µSR LF experiments of LaFeP1-xAsxO. The spectra are fitted by the pure static theory
as described by Uemura et al. [255]
Unexpectedly, the enhanced 1/T1T of
31P-NMR measurements is not reflected in µSR investigation
in terms of enhanced relaxation, even though the muon is sitting closer to the iron moment than the
P atom. The reason for that could be seen in the pure dipole interaction (due to symmetry reasons
[175]), which is too weak to enter the fast µSR time window limit (fig. 5.16). Thus, the µSR remains
motional narrowed, the technique is not sensitive for changes in the characteristic fluctuation time of
the iron moments.
8.3.3 Superconductivity
All TF µSR measurements were done at a field of 30 mT for consistency reasons. This field was chosen
based on a field scan for the sample with x=0.7. It shows that for lower fields a significant reduction
of the flux line lattice contrast is observed, whereas higher fields may induce magnetism. This became
obvious especially for the (O,F) substituted samples as shown in fig. 8.14(a). Unfortunately, I did not
heat up the samples after the field scan but directly proceeded with the temperature scan at 30 mT
applied field. The normal state relaxation rate σnc showed remanent behaviour so that important
resolution was lost.
The µSR spectra were fitted with the following model:
A(t)
A0i
= fsc cos(γB(1 +K)t+ φi)e
−(σ2sc+σ2nc)t2/2
+ (1− fsc) cos(γBt+ φi)e−(σ2nc)t2/2 (8.4)
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The index i labels detector pairs up-down or left-right, respectively. The normal state damping
rate σnc and applied field B were fixed to their high temperature values T > TC .
For x=0.7 further adaptation of the model had to be made: All temperatures were fitted simul-
taneously with a temperature-independent fsc = 0.43(2). An additionally magnetic fraction was
introduced with no specific representation in the model, assuming a fast relaxation within the first
0.5µs. Data was fitted only for t > 0.5µs. The magnetic volume fraction below 5 K was forced to be
temperature-independent (comp. fig. 8.11(b)).
The extracted temperature dependencies of K, fsc, σsc are shown in fig. 8.15 and fig. 8.14(b), they
follow the expected behaviour except for x=0.6,y=0.1, where no reasonable increasing diamagnetic
shift K < 0 of the precession frequency with decreasing temperature is observed. While the transi-
tion temperatures for x=0.15 and x=0.7 match the values of previous bulk measurements, they are
significantly reduced to TC = 16 K and TC = 13 K for x=0.4 and x=0.6 and smeared out as a result
of the induced diluted ferromagnetic moments. Nevertheless, the samples with x<0.7 show super-
conducting volume fraction between 80 % and 90 %, and for x=0.7 only 15 % of the sample volume
is neither magnetically ordered nor superconducting.
The initial slope ∂σSC/∂(T → 0 K) increases as a function of x showing that the Fermi surface
continuously looses its nodal character and finally in the SC1 phase is described by an s-wave symme-
try. The total temperature dependence σSC(T ) was modelled with d- and s-wave models to extract
the gap values δ of the “GapIntegrals”-plug-in of musrfit [256, 93]. It turns out that x=0.15 and
x=0.7 are well described by d-wave (TC = 12.39(4) K, ∆ = 3.1(1) meV) and s-wave (TC = 8.4(2) K,
∆ = 2.6(6) meV) gap symmetry, whereas for intermediate x this strict mapping is not possible.
0 . 0 0 0 . 0 2 0 . 0 4 0 . 0 6 0 . 0 8 0 . 1 0 0 . 1 20 . 0
0 . 1
0 . 2
0 . 3
0 . 4
0 . 5
0 . 6
 x = 0 . 1 5 x = 0 . 4 ,  y = 0 . 0 5 x = 0 . 6 ,  y = 0 . 1 x = 0 . 7
 n
c (µ
s-1 )
B e x  ( T )
TF 
mea
sure
men
ts
(a) Inhomogeneous Broadening and remanent behaviour of
normal state damping rate.
0 5 1 0 1 5 2 0- 0 . 0 2
- 0 . 0 1
0 . 0
0 . 2
0 . 4
0 . 6
0 . 8
1 . 0
T F  0 . 0 3  T ,   x = 0 . 6  y = 0 . 1
  S C f S C K d w a v e s w a v e
K   
      
      
f SC, 
SC 
(µs-
1 )
T  ( K )
(b) x=0.6, y=0.1 TF data
Figure 8.14: (O,F) substituted samples of LaFeP1-xAsxO suffer from magnetic inhomogeneities,
which lead to a strong field dependence of the normal conducting damping rate σnc.
It reduces the resolution of superconductivity parameters.
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Figure 8.15: µSR TF experiments of LaFeP1-xAsxO quantifying superconducting properties.
8.4 Discussion
In fig. 8.17 an updated phase diagram including my local probe investigation is shown. In order
to match the generic transition temperatures, x-error bars were introduced. The increase of x-
errors is related to the increasing variation of EFG surrounding probed by Mo¨ssbauer spectroscopy
(fig. 8.7(a)). This tendency of the system to show phase separation towards x=0.7 was expected from
my collaborator Setsuko Tajima, because “this region is close to the QCP, and this makes the system
inhomogeneous”.
The µSR experiments show a 39 % magnetically ordered and 42 % superconducting volume frac-
tion for the sample with x=0.7. The static magnetic order was not expected from preliminary data,
but clearly seen in both local probe techniques. Its volume fraction develops exponentially and
reaches its maximum value below 6.4(2) K. In Mo¨ssbauer spectroscopy a line broadening takes place
already below 50 K indicating increasing spin correlations. This corresponds to the increasing λL
in this temperature region. The LF experiment proved that these correlations are static, whereas
this differentiation is not possible for Mo¨ssbauer spectroscopy. Similar high temperature line broad-
ening of the Mo¨ssbauer resonance I observed in LiF1-xFeAs, Ca0.33Na0.66Fe2As2
1, EuFe2(As1-xPx)2
(x=0.13,0.19,0.28) and (CaFe1-xPtxAs)10Pt3As8 (x=0,0.06), whereas it is not as obvious in corre-
1Mo¨ssbauer data from Philipp Materne
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Figure 8.16: Lifshitz transition in BaFe2(As,P)2/EuFe2(As,P)2 according to Avigo et al. [263].
Electron pockets are shown in green, dxz/yzhole pockets in blue.
sponding µSR measurements [27, 257, 58]. These compounds can be considered close to magnetic
instability and the line broadening may be seen in the context of nematicity (sec. 3.2.3).
The magnetic volume fraction complicated the µSR TF analysis, a strong simplification of const.
fsc had to be used. However, this is justified for low temperatures. σSC is roughly temperature-
independent for T → 0 and seems similar to the (O,F) substituted LaFeAsO, where parabolic [258]
or exponential [240] T → 0 behaviour was observed. The superconducting volume fraction fsc is too
small to allow a more detailed interpretation of the data. The determined ∆/kBTC = 3.6(9) ratio
indicates that the measured data is not fully consistent with an s-wave model [256]. Nevertheless,
the proximity of the AFM1 and the AFM2 phase in the phase diagram raises the question whether
the SC1 is the intrinsic property of the x=0.7 sample. E.g. an oxygen deficiency of 40 % leads to a
superconducting TC = 28 K in LaFeAsO and even higher in NdFeAsO [259, 260, 261]. This kind of
structural defect could be responsible as well for the reduced TN in the x=1 sample.
Still, it is more probable that the mechanism of the SC1 superconductivity is the same as in
BaFe2(As,P)2 and EuFe2(As,P)2. The changes of Fermi surface and the optimal substitution level are
comparable. Recently, the physics of these 122 materials was discussed in terms of “Lifshitz transition
of the pocket-vanishing type” [262]. The corresponding changes of Fermi surface topology are sketched
in fig. 8.16. The vanishing hole pocket at Γ is related to flat bands at the remaining parts of the
pocket. The interpocket scattering vector (fig. 8.16, red arrows) then connects parts of particular
high DOS and thus supports a superconducting ground state. However, in contrast to the 122
compounds no detailed ARPES measurements exist for LaFeP1-xAsxO in the intermediate x range.
My measurements provide indirect view on the Fermi surface reconstruction: The parabolic Vzz(x)
behaviour (fig. 8.7(a)) suggests a stronger contribution of dx2−y2 states and/or weaker contribution
of dz2 for x≈ 0.5 compared to the parent compounds (fig. 8.2). Eventually, this will enhance the
screening of s-electrons by d-electrons and explain the nonlinear modulation of the isomer shift δ(T )
(fig. 8.7(b)).
In contrast to high x, the low x samples are very homogeneous and the SC2 phase at x=0.85
reproduces the nodal Fermi surface gap symmetry which was observed before for x=0 [241] with a
comparable ∆/kBTC = 2.9(1). The (O,F) substituted samples showed diluted ferromagnetic impu-
rities that complicated the measurement and analysis. Such sample problems were present already
in the very first investigations of LaFeAs(O,F) superconductors [240]. Nevertheless, one can observe
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Figure 8.17: Updated phase diagram with data of Wang et al. [51], Kitagawa et al. [266] and Lai
et al. [238]. Local probe investigation assimilate if x-errors were introduced.
a continuous change of the initial slope of σSC suggesting a continuous change of the Fermi surface
topology, namely size and dimensionality of the M-pocket. We could not find evidence for the en-
hanced superconducting TC by AFM spin fluctuations with µSR, the fluctuation rates are probably
too high for the µSR time window.
The reduced sample quality of (x,y)=(0.6,0.1) compared to (0.4,0.05) (fig. 8.14(a), fig. 8.14(b) vs.
fig. 8.15(c)) finds expression in a less effective electron doping as seen in isomer shift (fig. 8.7(b)). For
(0.4,0.05) the isomer shift is +0.55 mm/s per nominal electron-doped. This is minus one fifth of the
value expected from sec. 5.3.2, i.e. the electron doping virtually appears as hole doping. The major
effect seems to be the elongation of the Fe-As bond, which is +0.07 A˚/y for x=1 [191], negligible
structural changes are expected for x=0 [264]. Even if a large ∆CS = 1 (mm/s)/A˚ bond distance
change was assumed (this value is only 0.4 (mm/s)/A˚ comparing CuFeAs and CuFeSb, sec. 9) only
∆CS = 0.06 mm/se are expected. Consequently, the (O,F) substitution has an electronic effect
which contradicts the naive picture of charge doping. The effect is strongly enhanced compared
to LaFeAs(O,F) and CeFeAs(O,F) [265], where the value is +0.05(1) mm/se and +0.13(2) mm/se,
respectively. It could be that the TC dome at x=0.4 for y=0.05 (fig. 8.1(b)) actually refers to a more
efficient doping mechanism instead of the proposed enhanced AFM spin fluctuation. In that sense,
the doping by (O,F) substitution is more effective since the electronic structure was more itinerant.
Signatures of this electronic difference compared to the parent compounds are the pronounced valence
contribution of the EFG (fig. 8.7(a)) directly related to a more two-dimensional distribution of d-
electrons in the ab-plane and the enhanced electron density at the iron nucleus measured by isomer
shift (fig. 8.7(b)).
These electronic characteristics support the picture of enhanced nesting conditions responsible
for the magnetism of the AFM2 phase, invoked by Mukuda et al. [236]. I could prove long range
magnetic order for x=0.4 by means of µSR. It is consistent with usual stripe AFM order with an
ordered moment of 0.10(1)µB assuming a muon height of 0.08c (table 6.2). On the other hand,
based on a generic coupling constant of 6.7(4) T/µB (table 6.3) an ordered moment of 0.16(1)µB can
be concluded from Mo¨ssbauer spectroscopy, consistent with 0.18µB determined in NMR [236]. For
x=0.5 the discrepancy between Mo¨ssbauer spectroscopy and µSR is even larger. Different reasons
for this discrepancy may be possible:
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• the low muon spin precession frequency can be explained1 by tilting as shown in fig. 8.18.
θ-tilting means the rotation in crystallographic c-direction, whereas ϕ-tilting refers to the b-
direction. Due to symmetry reasons, a pure θ-tilting has no influence on the dipole field along
the c-axis situated between four iron atoms. The muon site is considered to be situated on this
axis. An additional ϕ-tilting of 47◦ minimum is necessary to reduce the local frequency at the
muon site sufficiently to achieve agreement with the Mo¨ssbauer/NMR moment. Furthermore,
a temperature dependence of the tilting could be reason for the slightly different tempera-
ture dependence of the magnetic order parameter between Mo¨ssbauer spectroscopy and µSR
(fig. 8.12(b)).
• there could be a reduced 4s-valence contribution to the Mo¨ssbauer Fermi contact term, related
to relatively low isomer shift. As a result, the coupling constant becomes larger than 6.7 T/µB,
and the true moment value is 0.1µB. If an unquenched orbital contribution was considered
for the low coupling constant, then a reduced orbital contribution could be considered in the
AFM2 phase.
To further clarify this question neutron diffraction of the AFM2 phase is required. Because of the
doubtful sample quality for x> 0.5, a repetition of the investigation is strongly desirable, especially to
show that SC1 is the intrinsic property of x=0.7. A strict indication of sample quality is the successful
growth of large 1111 single crystals, only then a repetition of the experiments makes sense. It may
be interesting to study the full (As,P) substitution series in the Sr4Sc2O6Fe2As2, which likewise leads
to a superconducting ground state [267] and likewise shows superconductivity at oxygen deficiency
[195].
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Figure 8.18: Effect of canting of the iron magnetic moments in LaFeP0.6As0.4O
1calculated with Moessfit using functions CrystalFields::B dipol pnictide() and CrystalFields::set canting(), assum-
ing z = 0.08c
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The so-called 111 structural class of iron arsenides refers to the layered crystal structure of LiFeAs
with the usual FeAs layers built of FeAs4 tetrahedra. LiFeAs was the first reported stoichiometric iron-
based superconductor [268, 46] with TC = 18 K. Because of the poor Fermi surface nesting conditions
[269], superconductivity in LiFeAs requires more sophisticated explanations than the enhanced AFM
spin fluctuations with a specific nesting vector. The second important material in this 111 class
is NaFeAs, which shows the typical behaviour of iron arsenides: It possesses a structural phase
transition (TS = 52 K) well separated from the AFM phase transition (TN = 41 K) and finally
becomes superconducting at TC =23 K [45]. Another superconductor of the 111 family is LiFeP with
TC = 6 K [270, 271].
NaFeAs and LiFeAs show a small As height of 1.41 A˚ [29] and 1.51 A˚ [268] fitting the unified picture
of TC as a function of As height introduced by Mizuguchi et al. [19]. For LiFeP the P height of 1.33 A˚
is even lower. The anion height was considered as a key parameter not only for superconductivity,
but for magnetism as well. According to Yin et al. [17], the following model can be applied:
• iron dxz and dyz electrons are itinerant
• other iron electrons are localized
• itinerant electrons are allowed to hop between AFM localized spins over an energy barrier K;
this effectively models double-exchange FM
• localized spins are AFM coupled via superexchange1, nearest and next nearest neighbours have
the same coupling constant J
In this model the anion serves as the communication channel between two iron atoms, and an increased
anion height leads to an isolation of the iron atom. A more isolated iron formally has increased K
and S and suppressed J . Results of this considerations are shown in fig. 9.1. It can be seen as the
reason for the increasing magnetic moment going from 1111 over 122 compounds to FeTe (table 6.3).
Aside from the increasing moment, the character of magnetic order changes from stripe AFM (e.g. all
compounds in table 6.3) over bicolinear AFM (FeTe) to ferromagnetic order [17]. The energetically
close proximity of different AFM modes is called magnetic softness [17].
Recently a ferromagnetic compound fitting into this scheme was found by Qian et al. in CuFeSb
[197]. The theory is compatible with the Goodenough-Kanamori rules because an increased anion
height means a reduction of the Fe-Anion-Fe bond angle from the tetrahedra 109◦ towards 90◦
favouring ferromagnetic coupling and vice versa [178]. For cuprates similar theoretical modelling was
1virtual hopping favours AFM configuration between two spins in half-filled orbitals
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sample XRD/resistivity neutron µSR Mo¨ssbauer EDX
µSR 3 5 3 3 3
neutron 3 3 5 3 3
Table 9.1: CuFeAs: samples and applied techniques
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Figure 9.1: Theoretically predicted magnetic ground state in the iron arsenides and chalcogenides
by Yin et al. [17]. The left plot is based on nitin = 1 itinerant electrons per iron,
whereas the right plot assumes KS and JS2 values representing FeTe.
done, showing that the AFM coupling is strongly reduced end even may reverse sign if a bond angles
of 90◦ is approached [272].
It was suggested already earlier for LiFeAs that a low anion height corresponds to a low magnetic
moment [22]. For FeTe the explicit dependence of the magnetic ground state on the anion height was
explicitly calculated [21] reproducing Yin’s results.
CuFeSb can be considered as the first iron-based ferromagnetic material in the structural class
of iron-based arsenides and chalcogenides (itinerant ferromagnetism in the 1111 was found before in
LaOCoP and LaOCoAs [273]). At the same time, it shows that Cu can be used as an anion in the 111
compounds. Consequently, the synthesis of CuFeAs was achieved first by Thakur et al. [89]. They
reported an AFM like susceptibility and a reduced anion height compared to CuFeSb, proposing
CuFeAs and CuFeSb as a model system fitting the predictions of anion height-driven magnetism in
iron-based arsenides and chalcogenides.
Both compounds provided by Gohil Thakur were measured with Mo¨ssbauer spectroscopy. Addi-
tionally, CuFeAs was investigated by means of µSR. I warmly thank Hubertus Luetkens for taking
the µSR data at the GPS spectrometer at PSI. CuFeAs samples were measured from two different
batches, called µSR sample and neutron sample. Within the results from the applied techniques
(table 9.1), both samples turn out to be physically similar.
9.1 Preliminary results of CuFeAs and CuFeSb
Preliminary investigations for CuFeAs were done by Gohil Thakur et al. [89]. CuFeAs was synthesized
from Cu2As and Fe2As. Phase impurities were limited to 10 % Cu3As and 1 % FeAs according to XRD
results; no kink in susceptibility can be seen around 70 K, which is the AFM transition temperature
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of FeAs 9.2. Because of the extraordinarily large arsenic height of ≈ 1.74 A˚, the tetrahedra angle
is reduced to α = 94.23◦, i.e. far from the regular tetrahedra angle, which in the early state of
investigation of iron-based superconductors was considered crucial for superconductivity [18].
An increase of the susceptibility χ(T ) can be seen below 30 K, which is followed by a decrease
at 9 K. This could be understood as the signature of AFM with TN = 9 K. The reduction of χ of
a powder AFM below TN is supposed to be 1/3 of the peak values, but as a matter of fact it is
more than 1/2 in the measurement, which is rather typical of a spin glass. No additional effect is
expected from the diamagnetic [274] Cu3As. The magnetization data at 2 K (fig. 9.2(a)) indicates
a small saturated moment of ≈ 0.16µB per iron at 0.5 T applied field, taken into account 10 % of
Cu3As volume. However, a clear FM hysteresis can be observed with a coercive field of 0.02 T and a
significant spontaneous magnetization at zero field. The vanishing downturn of χ(T ) upon increasing
applied field was interpreted as a “low flipping field” [89] of the AFM moments. However, the fact
that the vanishing appears at an applied field comparable to the coercive field suggests that the whole
signal could be of ferromagnetic origin.
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Figure 9.2: CuFeAs: macroscopic magnetic characterization
CuFeSb was investigated by Qian et al. [197]. The ferromagnetic magnetic transition temperature
was determined to TC = 375 K. The compound has typical metallic behaviour in resistivity and
the magnetization shows soft ferromagnetic hysteresis (≈ 50 mT coercive field) with a saturation
moment of 1.7µB/Fe at 2 K. This value is in good agreement with the 1.5µB as seen by elastic
neutron diffraction. A jump of the ordered moment up to 1.8µB was measured, but the authors ask
for further measurements clarifying the situation. Best fits of the neutron diffraction pattern were
achieved assuming an orientation of the FM moments in ab-plane. CuFeSb shows a large anion height
of 1.84 A˚ and consequently the tetrahedron angles differ strongly from the ideal case: α = 94.2◦ and
β = 117.6◦.
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compound δ(RT) (mm/s) Vzz (V/A˚
2) Bhyp (T) TN (K) source
FeAs 0.47(1) 33(1) 0 77 [275]
0.47(1) 33(1) 0 69 [276]
0.45(3) 32(3) 0 - [277]
Fe2As, site 1 0.37 2 8.9 350 [137]
(corr. to Fe-CuFeAs site) 0.38 0.5 9.5 353 [277]
Fe2As, site 2 0.58 -38 11.3 353 [137]
(corr. to Cu-CuFeAs site) 0.61 -36 10.9 350 [277]
FeAs2 0.25 107(6) 0 no ordering [137]
Table 9.2: Hyperfine parameters of different iron arsenides at room temperature. Vzz refers to the
quadrupole splitting if η = 0 was assumed.
9.2 CuFeAs: Mo¨ssbauer spectroscopy
Powder specimen of µSR/neutron samples were investigated identically: zero field (ZF) and 0.5 T lon-
gitudinal field (LF) measurements at temperatures between 2 and 300 K, additionally high transverse
field (TF) at 2 K.
9.2.1 Zero field (ZF)
The room temperature Mo¨ssbauer spectrum consists of a slightly asymmetric doublet that broadens
at temperatures below 10 K. The broadening is associated with static magnetic order. Because the
broadening is in the range of experimental line width, the Bhyp values with no reference (nR) absorber
scatter strongly, but the repetition of the experiment strongly indicates a sample-intrinsic origin of
the broadening (see “nR1” and “nR2” in fig. 9.4(a) ). In order to precisely quantify the broadening,
an additional ferrocene absorber was attached to the samples, providing an experimental line width
reference. The model 11.5.11 consists of the ferrocene doublet, a CuFeAs doublet and a small fraction
(6 %/9 %) of FeAs, which was considered to be responsible for the asymmetric doublet especially at
high temperatures and improves the fit considerably. The FeAs subspectrum was fitted according to
the model of Ha¨ggstro¨m et al. [275], which was implemented in Moessfit. Only the total 0 K-effective
thickness is a free fit parameter. However, the assumption of such a large amount of FeAs is in stark
contrast to XRD and neutron diffraction results below, which see less than 1 % FeAs.
The hyperfine parameters of the main doublet (δ = 0.529(1) / 0.536(1) mm/s, Vzz =13.2(2) /
14.0(1) V/A˚2, ωabs =0.125(3), 0.095(1) mm/s) are characteristic for iron in the regular FeAs layer.
The sign of Vzz remains unclear even with applied field. However, the line widths are rather high,
especially in the µSR sample, indicating a considerable amount of defects in the nearest or next
nearest neighbour environment. The corresponding broadening was simulated with a constant Vzz
distribution chosen such that the magnetic hyperfine field responsible for the additional broadening
at low temperatures is close to zero at high temperatures. This distribution was chosen Gaussian
with centre value Vzz,0 =12.7/13.0 V/A˚
2 and standard deviation σV zz =7.8/5.3 V/A˚
2. Because the
magnetic splitting is too small to determine the angle θ between magnetic hyperfine field and EFG-
z-axis, it was set to the magic angle to guarantee symmetric spectra even at low temperatures.
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For both samples the broadening starts around 12 K and reaches hyperfine fields of 0.9/1.05 T
(fig. 9.4). The gradual magnetic transition shows an almost linear temperature dependence remi-
niscent of a 2nd-order phase transition. The observed hyperfine field corresponds to a small ordered
moment of 0.16µB assuming the generic conversion ratio of -6.7 T/µB (table 6.3). Unfortunately,
the simple one iron site-model does not fit the data at temperatures below 12 K, but a signal loss of
13/8 % (fig. 9.4 insets) can be observed. It indicates that this fraction of iron sites senses a higher
and probably distributed Bhyp that leads to a broad magnetic background, which is not captured by
the fit.
To clarify the precise composition of the Mo¨ssbauer spectrum a high statistics Mo¨ssbauer spectra of
the neutron sample was taken at 2 K and 298 K (fig. 9.3) and analysed it using model 11.5.12. These
spectra have four different fractions: (a) the regular iron site, (b) a secondary iron “2nd trans” site
with no magnetic order (only small transferred hyperfine fields at low temperature), (c) a secondary
iron “2nd ferro” site showing magnetic order and (d) a well resolved sextet that can be fitted with
a two-site Fe3O4 model according to [278]. For the “2
nd trans” component, an angle of 90◦ between
the EFG-z-axis and the small transferred magnetic hyperfine field at 2 K was chosen to achieve a
reasonable temperature dependence of the centre shift. The corresponding fit is shown in fig. 9.3 and
table 9.3. The data support the picture of spectral weight being transferred from the paramagnetic
main doublet to a broad magnetic component underneath. The hyperfine parameters of the secondary
phases deserve special attention: The Vzz,trans and Bhyp,ferro values are comparable to hyperfine
parameters of the second iron site in Fe2As [277, 137], which corresponds to the Cu site in CuFeAs.
The sum of fractions f2ndtrans + f2ndferro = 0.09 seems temperature-independent. Considering Fe2As
was used as a precursor in synthesis, it seems possible that there is a finite occupancy of the Cu site
in CuFeAs by Fe. In that case, a Fe2As structure is locally preserved. The identification of Fe3O4
triggered a reanalysis of the neutron diffraction data, identifying so far unknown impurity peaks.
Fe Vzz δ Bhyp f
site (V/A˚2) (mm/s) (T)
regular 14.1(1) 0.531(1) 0.6(1) 0.81(2)
14.07(4) 0.412(1) - 0.82(1)
2nd trans 26.9(3) 0.66(1) 2.6(1) 0.041(7)
26.9(3) 0.569(2) - 0.064(2)
2nd ferro - 0.73(4) 15.2(3) 0.047(6)
- 0.81(2) 11.2(2) 0.022(2)
Fe3O4 const. 5-site model [279] 0.10(1)
const. 2-site model [279] 0.091(5)
Table 9.3: Hyperfine parameters of the 4-
site model (sec. 11.5.12) for
CuFeAs (fig. 9.3). 298 K data
shaded gray, 2 K not shaded.
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Figure 9.3: High statistics Mo¨ssbauer spectra of
the CuFeAs neutron sample, fit with
a 4 fraction model (parameters in ta-
ble 9.3).
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Figure 9.4: Magnetic hyperfine field Bhyp and main site absorber thickness ta as a function of
temperature. In 0.5 T longitudinal field the transition temperatures shift considerably.
9.2.2 Longitudinal field (LF)
Additional temperature series of both µSR and neutron samples were taken under 0.5 T applied
longitudinal field. The advantage of longitudinal geometry has the advantage of increased count
rate. The spectra were fitted with the model 11.5.13 including a 0.5 T magnetic hyperfine field at the
ferrocene with magic angle with respect to the EFG-z-axis to guarantee symmetric spectrum. The
same main site Vzz distribution as in ZF were applied, the resulting Btot temperature dependence
is shown in fig. 9.4. The dashed line in the plot corresponds to a superposition of the applied field
Bex = 0.5 T and the internal Bhyp at ZF under the assumption that the moments were not influenced
by the field:
Btot =
1
2
∫ pi
0
dθ sin θ
√
B2ex +B
2
hyp − 2 cos2 θBhypBex
=
|Bex +Bhyp|3 − |Bex −Bhyp|3
6BexBhyp
(9.1)
The transition temperature shifts to ≈ 26 K in both samples. This is typical ferromagnetic behaviour.
Even at lowest temperatures, the total field exceeds the simple superposition indicative of a not yet
saturated moment. The shift in transition is also present in the loss of intensity (fig. 9.4, insets)
below the transition temperature, which as well shifts to higher temperatures upon the application
of an external field.
9.2.3 Transverse field (TF)
High transverse field measurements at 2 K were performed to investigate the FM or AFM character
of magnetic order. The transverse geometry allows the Mo¨ssbauer source to reside close to the
windings of the split superconducting coils in a quasi field free space (compare fig. 5.15(b)). The
source-detector distance is only slightly increased and thus the count rate only slightly decreased.
For the µSR sample a field series was measured, while in the neutron sample high statistics at
largest available field were pursued. The spectra were fitted using the static Hamiltonian described
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in sec. 5.5.2 using three different fractions (model 11.5.14). In the µSR sample these are 40(2) %
paramagnetic, 40(2) % antiferromagnetic (BA = 1.5 T, BJ = 56 T, Bhyp = 1.3 T) and 21(1) % fer-
romagnetic (BA = BJ = 0 T, Bhyp = 3.5 T). These values are the result of the simultaneous fit of
16 different applied field spectra. For the single neutron sample spectrum, the model yields 41(4) %
paramagnetic, 44(5) % antiferromagnetic (BA = 1.5 T, BJ = 28(10) T, Bhyp = 2.2(2) T) and 15(1) %
ferromagnetic (BA = BJ = 0 T, Bhyp = 9.2 T). The good correspondence of the fraction between
the two samples and the not-changing δ and Vzz value of the model compared to zero field spectrum
show that the choice of model is reasonable. In order to avoid cross correlation the anisotropy field
was kept at BA = 1.5 T. This value is obtained from a reanalysis of LaFeAsO spectra of Kitao et al.
[249]. It is a characteristic value because it allows for spin flop at small applied field and sufficiently
large exchange field BJ . For the ferromagnetic fraction of the µSR sample,Bhyp was kept constant
to meet typical values of FeAs, the same accounts for δ.
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Figure 9.5: CuFeAs: Mo¨ssbauer spectra in high TF
The fits are shown in fig. 9.5. The average goodness of the fit of χ2red = 1.28 is rather poor. Despite
the restrictions described above, the global fit model still is ambiguous in case of the µSR sample
prohibiting a proper error analysis. This is not the case for the single neutron sample spectrum.
However, even there the isomer shift was set equal for all subspectra to reduce the number of free
parameters, even though it is expected that the FM component has a different δ. This measurement
cannot strictly be seen as a prove of AFM order, but it is indicative of the rigidity of internal field upon
applied field in large parts (corresponding to AFM subspectrum) of the sample. A more meaningful
analysis is prohibited by the unknown behaviour of the secondary and tertiary iron in external field.
9.3 CuFeAs: µSR
A pressed powder pellet was investigated in the GPS instrument at the piM3.2 beamline of the Paul
Scherrer Institute in Switzerland between 1.6 K and 286 K at ZF and 0.05 T weak TF (WTF). The
muon spin was rotated by 50◦ with respect to the incident beam direction. Spectra were analysed
using the musrfit software [93]. Data were taken by Hubertus Luetkens.
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9.3.1 Zero field (ZF)
Characteristic ZF µSR spectra are shown in fig. 9.6(a). The 32 K spectrum shows a completely
exponential relaxation of the muon spin polarisation dominated by a dynamic relaxation contribution
of fluctuating paramagnetic moments. Below 25 K a significant and increasing volume fraction shows
a fast relaxation due to static magnetic order. At 6 K, the magnetic volume fraction does not
further increase. Down to lowest temperatures no coherent precession of the muon spins is observed,
indicating that the magnetic order has a small coherence length (short range order).
The following model two-fraction model was applied:
A(t)
A0j
= fmag cosϕj
(
(1− ftail,j)e−λT t + ftail,je−(λenvt)β
)
+ (1− fmag) cosϕjGLKT (t, λ0)e−(λenvt)β
(9.2)
In this model the index j specifies the forward-backward (fb) and up-down (ud) detector pair. The
data of both detector pairs are fitted simultaneously. ϕj is the initial phase of the muon spin rotation
fulfilling the condition ϕfb−ϕud = 90◦. The first summand described the statically ordered magnetic
fraction with the static relaxation rate λT that should serve as a magnetic order parameter and the
λenv describing dynamical relaxation. The term stems from the Lorentz-Kubo-Toyabe function in
the limit of large λT . The second summand describes paramagnetic sample volume with a Lorentz-
Kubo-Toyabe function GLKT (static relaxation rate λ0) and again the dynamic contribution λenv,
which is the same as for the magnetic part to reduce the number of fit parameters. The parameter
ftail,j = 1/3 is a priori given for powder samples. However, combining both detector pairs in the fit
model, it is impossible to achieve good fit results, because such 1/3-tail overestimates the fb-data
and underestimates the ud-data. I chose ftail,fb = 1/3 −∆ and ftail,ud = 1/3 + ∆/2 with ∆ = 0.03
to account for a possible field component predominately perpendicular to the incident muon beam.
It cannot be excluded that the detector pair inconsistency has experimental reasons.
This effect may be caused by a magnetic texture based on a crystallographic texture in the pressed
powder. This should align the c-axis predominately parallel to the initial muon beam. However, the
traditionally assumed muon stopping position in the iron pnictides (table 6.2) in combination with
the usual stripe AFM order contradicts the observation. This muon site is face to face with As with
respect to the Fe-planes, would lead to a field parallel to c at the muon site [280, 58, 174].
The static relaxation rate λ0 = 0.17(1)µs
−1 is determined at 32 K and set constant for the other
temperatures. The value is identical to the relaxation rate of the WTF spectrum run at room
temperature.
The stretching exponent β deserves special attention. Above 11 K it equals 1 in the range of error
bars indicating a single relaxation channel, but below it decreases significantly to an average value
of 0.79. In order to avoid cross correlations, β = 0.79 was set for all T < 11 K. This is consistent
with a theory of disordered crystals that predicts β = 0.5 in the fast fluctuation limit and β = 1
in the quasi-static limit [171, p. 130]. The magnetic volume fraction fmag continuously increases
below 20 K. A small fraction 10(1) % remains paramagnetic (probably a Cu3As phase). Between
20 K and 60 K, there is a slightly increasing magnetically ordered fraction. A fit of the temperature
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dependence of the remaining fmag with Gaussian error function yields Tn = 11.2(5) K taking a 50 %
volume fraction criterion as a basis.
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Figure 9.6: CuFeAS: µSR measurements
The dynamic relaxation rate λenv (fig. 9.7(b)) shows a peak between 5 K and 10 K typical of the
slowing down of magnetic fluctuation at the phase transition. The predominantly static relaxation
λT continuously increases below 12 K in full analogy to Mo¨ssbauer spectroscopy, i.e. it can be used as
the magnetic order parameter in this µSR investigation. λT is to be associated with the Lorentzian
field distribution ρ3D (table 6.1), i.e. the large λT = 65µs
−1 at base temperature corresponds to
a predominant field of λT /γ = 0.076 T in the sample. If this characteristic field arises from a well
ordered magnetic lattice of iron moments, it would correspond to ≈ 0.3µB (comparing to Ca122 or
Ba122, table 6.2). For a pure Gaussian model the values would be 0.6µB.
9.3.2 Weak transverse field (WTF)
A small transverse field of 5 mT was applied to reveal the temperature dependence of the magnetic
volume fraction. The oscillating part represents the para- and diamagnetic part of the sample volume.
Typical spectra are shown in fig. 9.7(a). They are fitted by the following theory
A(t)
A0j
= fmag cosϕj
(
(1− ftail) · e−λT t + ftail · e−λenvt
)
+ (1− fmag) cos(γBWTF t+ ϕj))e−λenvt
(9.3)
with the same parameter associations as in eq. (9.2). BWTF is the total local field at the muon site,
which is basically the applied field of 5 mT. The additional ftail is introduced, because not all internal
fields are large compared to the applied field (eq. 6.25) and reorientation of the magnetic moments
might take place already at 5 mT.
The temperature dependencies of the ZF quantities are reproduced in WTF. The magnetic fraction
starts to rise earlier but does not reach the ZF values at temperatures below the phase transition.
This may be caused by induced order already at small applied field, even though the effect is much
less pronounced than in Mo¨ssbauer spectroscopy, because the field is much smaller. The same reason
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could account for the shift of λenv to higher temperatures. However, in this case it is an artefact of the
fit, which becomes obvious with regard to the increasing total magnetic field BWTF (fig. 9.7(a), inset)
to lower temperatures. Obviously, the “non-magnetic” fraction can be associated with diamagnetic
Cu3As and paramagnetic CuFeAs, while the contribution of the latter decreases to zero at lowest
temperatures. Thus, it seems conclusive that Cu3As gives a higher BWTF than CuFeAs. This seems
counterintuitive with regard to the diamagnetic and paramagnetic susceptibility. However, locally it
depends on the hyperfine constant and orientation of the field, and so it is possible ([171], p. 96)
For intermediate fmag the “non-magnetic” part effectively describes two comparable fractions of a
slightly different BWTF , which appears as a single BWTF with enhanced relaxation. This could be
responsible for the shift of λenv compared to ZF data. On the other hand, a correct two-frequency
model does not provide reasonable temperature dependencies of the parameters.
Down to 5 K the tail fraction ftail (fig. 9.7(a), inset) is ≈ 0.1, which with regard to fig. 6.2 means
that a fraction of the moments reorientates in this small field. Experimental reasons for the small
ftail are unlikely, as the α balance parameter in these measurements was extracted from a 5 mT
calibration measurement, so it is supposed to be precise.
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Figure 9.7: CuFeAs: µSR measurements
9.4 Further investigations on CuFeAs
9.4.1 Neutron scattering
Jeffrey W. Lynn and Yang Zhao performed elastic neutron scattering on the “neutron” sample
to search for static magnetic order at 2.5 K. The results of structural Rietveld refinement at 20 K
(fig. 9.8(a)) are in stark contrast to previous XRD refinement of the µSR sample [89] and results of
Qian et al. [90] (table 9.4), reporting large As heights hAs and relatively low Cu heights comparable
to or even smaller than hAs (table 9.4), which with respect to ionic radii seems highly implausible.
The calculation of Inga Kraft predicts hAs = 1.47(2) A˚, thus the neutron diffraction data seems most
credible. However, it must be pointed out that all XRD data were collected at room temperature,
whereas neutron diffraction was done at 20 K. Theoretically, the structural differences could be re-
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sample method a,b (A˚) c (A˚) hAs (A˚) hCu (A˚) α(2×) β(4×)
Qian XRD [90] 3.7433(1) 5.9212(1) 1.802(2) 1.612(1) 92.2(1)◦ 118.77(5)◦
µSR XRD [89] 3.7442(2) 5.8925(4) 1.74(4) 1.74(2) 94(1)◦ 117.6(9)◦
neutron XRD 3.7416(1) 5.8867(3) 1.702(3) 1.689(2) 95.4(1)◦ 116.9(1)◦
neutron XRD, 2nd 3.7401(2) 5.8853(2) 1.609(4) 1.863(2) 98.6(1)◦ 115.2(1)◦
neutron neutron 3.7348(4) 5.8452(7) 1.531(4) 1.882(2) 101.3(2)◦ 113.7(1)◦
Table 9.4: Structural Rietveld refinement of CuFeAs. Only the data measured with neutron diffrac-
tion (last line) is comparable to LiFeAs [281, 268] and according to Inga Kraft’s calcu-
lation, this is the only reasonable data concerning both hAs and hCu.
lated to a structural phase transition (collapsed phase), but it is unlikely. The strong discrepancy of
XRD and neutron data rather indicates insufficient data analysis in case of XRD. Also, an early work
of Wang et al. [46] on LiFeAs claims abnormal hAs = 1.68 A˚ leading to a strongly disturbed tetra-
hedron angle α = 96.4◦. A systematic experimental investigation of structural parameters in LiFeAs
revealed an increasing anion height with decreasing Li occupancy, but the effect is small [224]. A
repetition of the CuFeAs XRD analysis of the neutron sample indicates that these misinterpretations
of diffraction data are promoted by insufficient data acquisition time.
Magnetic Bragg peaks do not occur at 2.5 K, which can be seen in the difference of 2.5 K data and
20 K data as shown in fig. 9.8(b). Lynn and Zhao conclude that long range magnetic order can be
present only with magnetic moments smaller than 0.1µB in c-direction and 0.05µB in ab-direction.
For the case of short range order, higher limits for the value of the ordered moment are possible.
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Figure 9.8: Neutron diffraction data of CuFeAs by Yang Zhao to determine structural parameters
(table 9.4) and search for magnetic order.
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9.4.2 Theoretical calculation
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lation shows that a hole doping of -0.1e moves the Fermi
surface to this peak and a spin polarization takes place, i.e.
magnetic order.
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Figure 9.9: Theoretical calculation (FPLO, LSDA) of Inga Kraft concerning the electronic structure
and resulting structural and magnetic properties. The calculation shows that an anion
height hAs as measured by neutron diffraction should lead to a magnetically ordered
ground state. For smaller hAs, as obtained after theoretical relaxation of the atomic
positions, the system remains paramagnetic, consistent with the generic theory of anion
driven magnetism, which was discussed in the introductory part. In either case the
system can be driven from one ground state to another by charge doping, represented
by the Cu occupancy. CuFeAs is close to a magnetic instability.
9.4.3 Local element analysis with EDX/WDX
Energy/Wave length dispersive X-ray analysis (EDX/WDX) was performed by Gohil Thakur and
independently by Uli Burkhardt (MPI CPfS). Both investigations evidence the presence of Cu3As
and Fe1+xAs foreign phases. The composition of the main phases depends on the applied acceleration
voltage of the electron beam. The voltage should be at least twice the value of the highest expected
X-ray energy [282], which means more than 24 kV considering the Kβ1 of As [283]. This is consistent
with information given by Burkhardt that the 25 kV analysis is more reliable.
However, no consistency could be achieved between this first investigation and results of XRD/neutron
diffraction, because fully occupied crystallographic sites were seen in the diffraction techniques. As-
suming a chemically important full occupation of the As site, there seemed to be 20 % iron excess
to be fully assigned to interstitial sites. This seems chemically impossible and would prevent the
relatively sharp diffraction patterns. For that reason, Burkhardt repeated the measurements with
polished samples and additional reference standards by means of WDX, eliminating surface/angular
effects of the previous EDX measurements, and determined the values presented in the last two lines
of table 9.5. It may be seen as a strong evidence for 9 % Cu/Fe mixing in both samples, especially
with regard to the anticorrelation of iron and Cu content, which can be seen locally (fig. 9.10). 1 %
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and 4 % additional excess iron could occupy interstitial sites invisible to diffraction techniques. Such
numbers are also observed in FeSe or FeTe (sec. 7).
sample author UHV Cu Fe As
(kV)
µSR Thak. 15 1.5(2) 1.7(3) 1.0(1)
µSR Burkh. 15 0.95(3) 1.18(4) 1.00(5)
µSR Burkh. 25 0.97(4) 1.19(4) 1.00(3)
neutr. Thak. 15 1.07(1) 1.05(4) 1.00(9)
neutr. Burkh. 15 0.87(9) 1.08(7) 1.0(1)
neutr. Burkh. 25 0.97(8) 1.21(6) 1.00(4)
µSR Burkh. 25 0.91(2) 1.13(2) 1.000(1)
neutr. Burkh. 25 0.91(3) 1.10(2) 1.00(1)
Table 9.5: EDX (rows 1.....) and WDX (rows 7.....) anal-
ysis of CuFeAs. In EDX a large iron excess
contradicted the neutron and X-ray diffraction
and consequently induced a reinvestigation on
polished samples using WDX. In this last in-
vestigation a Cu/Fe mixing at the regular Cu
site appears probable. This picture is strongly
supported by the local anticorrelation of both
contents (fig. 9.10).
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9.5 CuFeSb: Mo¨ssbauer spectroscopy
A powder specimen of CuFeSb was investigated in ZF and TF Mo¨ssbauer spectroscopy to characterize
the ferromagnetism from a local probe perspective.
9.5.1 Zero Field (ZF)
The zero field Mo¨ssbauer spectra of CuFeSb consist of three different signals (fig. 9.11(a), model
11.5.15): Two sextets arise from magnetically ordered sites and the third from a FexSb impurity phase.
The latter can be identified according to its transition temperatures below TN . 60 K (corresponding
to x & 1.3) and the estimated magnetic splitting of ≈ 3 mm/s at 4.2 K [284, 285]. Because of the
distribution of x in this foreign phase, no well-defined sextet can be observed. Instead, this phase
was modelled by a broad doublet. It primarily accounts for the increased absorption in the central
part of the spectrum. The signal fraction of FexSb ranges between 15% and 20%.
As pointed out by Qian et al. [197], there exists a Cu/Fe disorder in CuFeSb. I assume that the
outer sextet, whose Zeeman splitting is enhanced compared to the main sextet, is related to iron
at the regular Cu site. The signal fraction of this secondary site increases from 7 % to 12 % from
300 K to 4 K, which is probably caused by a lower Debye temperature compared to the main site. On
the other hand, the main sextet shows a large line width with strongly levelled line intensities that
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cannot be explained by thick absorber levelling (fig. 5.13(a)) or the impurity phase (lifting seemingly
the inner lines), but requires a real distribution of Bhyp. As the outer sextet’s line width will be
affected more by the distribution of fields, this results in a decreased height of the outer peaks. This
inhomogeneity in the FeSb layer is most probably caused by a small Fe/ Cu mixing. The fit model
allows for a Gaussian distribution of hyperfine fields relative to the mean field value. The global fit
converges to a Gaussian field width of σhyp = 0.06 ·Bhyp.
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Figure 9.11: CuFeSb: ZF Mo¨ssbauer spectroscopy
As shown in fig. 9.11(b), the magnetic order parameters of the two sextet sites scale with a
temperature-independent factor of 1.62(3). With a fixed transition temperature TC = 375 K, a
rather low critical exponent βcrit = 0.17(1) can be assigned to both sextet sites simultaneously. It
supports the picture of a 2D ferromagnetism within the ab-plane, as suggested earlier [197]. In [197]
the significance of the increase of the iron moment below 100 K was in question. Such increase is not
present in the Mo¨ssbauer data. The saturated moment of ≈ 1.6µB observed by Qian et al. leads
to a conversion ratio of 10.6 T/µB, which is between the typically observed ratio for iron pnictides
(table 6.3) and an often observed dominant core contribution.
In the fit model the EFG of the secondary site was neglected (Vzz = 0) to avoid strong correlations
with other fit parameters. For the primary sextet the full static Hamiltonian was applied assuming
axial symmetric EFG due to symmetry reasons, i.e. the EFG-z-axis is considered to be parallel to
the crystal c-axis. The negative average Vzz = −10 V/A˚2 is a typical value of predominant lattice
contribution to the EFG. The angle between EFG-z-axis and Bhyp is 78(6)
◦, corresponding to an
orientation of the magnetic moments in the ab-plane. Even more striking is the median angle of 89◦.
There is no systematic temperature dependence of that angle.
A Debye temperature of ΘD=279(24) K can be extracted from a combined fit of the Debye-Waller
factor and the quadratic Doppler effect. The isomer shift δ(0 K)=0.63 mm/s of the main site is
enhanced in comparison to CuFeAs. On the other hand, the outer sextet shows a smaller isomer shift
of δ = 0.45 mm/s, which could be result of the accumulation of negative charge in the Sb plane or a
fit artefact due to the unknown Vzz value, which correspondingly was considered zero.
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Figure 9.12: Applied transverse field Mo¨ssbauer spectroscopy on CuFeSb shows some unexpected
Bhyp broadening at high fields.
9.5.2 Transverse field (TF)
The CuFeSb was characterized as a soft ferromagnet [197], i.e. it is easily polarizable already in
small fields. As a result, the line intensities should change towards 3:4:1:1:4:3 and no additional line
broadening because of the vector sum of applied field Bex and internal field Bhyp should be observed.
The total field consequently is supposed to be the difference of Bhyp and Bex, because of the negative
sign of the Fermi contact interaction.
The Mo¨ssbauer measurements at 2.1 K confirm these expectations: The total splitting of both
sextets decreases simultaneously and linearly by the value of the applied field, disregarding a constant
offset of 0.5(1) T in both sextets due to the demagnetizing field in powders [286]. In this model the
impurity again was modelled by a very broad peak. It turns out that the width of this peak is minimal
at Bex = 3 T. This is in line with the antiferromagnetic character of the FexSb impurity phase, which
in principle can be responsible for such an intermediate narrowing.
However, for Bex ≥ 4.6 T there is an anomaly at the left side of the main sextet (fig. 9.12(a)).
Model 11.5.16 describes this subspectra by means of Bhyp-MEM on top of the randomly distributed
EFG within the applied field as described in sec. 5.5.2. In fig. 9.12(b) the resulting distribution
ρ(Bhyp) is shown. According to the ZF analysis, ρ(Bhyp) is Gaussian at low field but becomes
asymmetric at higher fields. This advanced MEM model substantially improves the fit, but due to
the absence of anomaly in magnetization measurements [197], this partial increase of the moments
of ≈ 10 % in high fields is questionable.
The unexpected behaviour at high fields may be result of the unknown behaviour of the Fe1+xSb
impurity fraction.
9.6 Discussion
The investigations of CuFeAs uncover the disordered character of magnetism in the examined spec-
imens, which arises from a Cu/Fe site exchange. This disorder can be seen as the reason for the
misinterpretation of early structural data (table 9.4) claiming a large anion height. Finally, in com-
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bination with the neutron data and theoretical calculations, a consistent picture of CuFeAs being
structurally close to LiFeAs is developed. The initial leading question of the role of anion height
and/or Cu deficiency turned into a characterization of magnetism triggered by a secondary iron site.
Determining correct structural parameters and composition
The most difficult but also most important task turned out to determine the precise composition
and structure of CuFeAs. As described in sec. 9.4.1, the analysis of neutron diffraction is believed
to provide the correct structural data (hanion = 1.53 A˚, α2× = 101.3◦), which are close to those
of LiFeAs [268, 281] (hanion = 1.51 A˚, α2× = 103.1◦). Fundamental results were provided by the
WDX investigation: These studies show the local anticorrelation of Cu and iron content(fig. 9.10)
on one hand, and the similarity of neutron and µSR sample (which was present in susceptibility
measurements and Mo¨ssbauer spectroscopy as well) on the other hand. It indicates that these new
results are reliable in contrast to previous EDX investigations (table 9.5). The interpretation below,
especially of the Mo¨ssbauer data, relies on these WDX data. Because “Fe and Cu essentially have
the same scattering length” [287], in XRD it is impossible to resolve a Cu/Fe site exchange, which
is the favourable scenario compared to no Cu deficiency and 10 % of interstitial Fe. However, XRD
can provide information about the total site occupancy. According to Thakur, the XRD diffraction
pattern of the neutron sample allows for (Cu0.72(8)Fe0.20(7))Fe1.06(1)As0.98(1), i.e. a total site occupancy
of only 92 %, without changing χ2red = 1.34. “Since the scattering length of iron (9.45 fm) is larger
than Cu (7.72 fm)” in neutron diffraction [287], this technique can state that a total Cu site occupancy
of 97 % is necessary to get a model consistent with WDX. In conclusion, the chemical formula of the
neutron sample is (Cu0.89(8)Fe0.08)FeAs.
Role of impurity phases
The Cu deficiency is consistent with the observed impurity phases.In order to compare impurity
fractions of different techniques, it is important to note that Mo¨ssbauer spectroscopy provides Fe-%
at low temperatures, µSR provides volume-% and neutron diffraction provides mass-%. The mass
fractions for the neutron sample can be mapped to 6 % Fe3O4 and 15 % Cu3As. The large fraction
of Cu3As theoretically requires a Cu deficiency of more than 20 % in the main CuFeAs phase, so
the appearance of Cu3As is a reliable indicator of Cu deficiency. The Fe3O4 content seems to be
overestimated by neutron diffraction, otherwise also an iron deficiency was necessary to balance the
elemental masses. The real Fe3O4 mass fraction seems closer to 4 %, as observed in Mo¨ssbauer
spectroscopy. The bulk magnetic properties of the neutron sample (fig. 9.2(b)) show that already at
room temperature a saturation magnetization of 2.59 emu/g is present, which corresponds to 5.2 %
mass of Fe3O4 [288]. The clear signature of the foreign phase is the Verwey transition at 119 K [289],
being responsible for the peak in susceptibility. The additional low temperature hysteresis is to be
interpreted as 0.25µB/Fe in CuFeAs.
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Amount and behaviour of secondary iron
The understanding of the Cu-Fe-mixing at the Cu site and the absence of FeAs is of importance
for the correct interpretation of the Mo¨ssbauer data. The high statistics Mo¨ssbauer spectra can
be interpreted in terms of two secondary iron components, whose hyperfine parameters can par-
tially be identified with Fe2As. The contribution of the magnetically ordered secondary iron com-
ponent increases between 298 K and 2 K. The total fraction of these secondary iron sites is 8 % and
temperature-independent. It seems self-evident to associate these components with the 10 % of excess
iron measured by WDX, occupying the Cu site, consistent with neutron diffraction data. The pres-
ence of Fe2As in diffraction patterns was explicitly denied by Thakur and Zhao despite the structural
parameters [137] similar to CuFeAs, i.e. Fe2As structure appears not in large clusters but indeed ran-
domly distributed. Assuming 8 % iron in the Cu layer, then ≈ 70 % of these secondary iron have no
nearest iron neighbour, no magnetic exchange interaction takes place and magnetic order is unlikely.
This is the reason why the major part of the secondary iron remains paramagnetic even though Fe2As
is known to show AFM order even at room temperature [137].
Explanation of the observed local fields
The hyperfine fields observed at the secondary iron site (table 9.3) correspond to a magnetic moment
between 1µB and 1.2 µB. This value alone is insufficient to account for 0.25µB/Fe in total, because
the fraction of magnetic secondary iron is small. For that reason, magnetic order has to be present
at the regular iron site, which is evident in Mo¨ssbauer TF measurements (fig. 9.5), but only for half
of the regular iron sites. The AFM order conflicts with the obvious ferromagnetic behaviour of the
magnetic hyperfine field upon the application of an external field (fig. 9.4). The magnetic hyperfine
field consists not only of the on-site magnetic moment, but arises from transferred hyperfine fields of
the secondary iron as well. In both EuFe2(As0.82P0.18)2 (fig. 3.4) and EuFe2(As0.72P0.28)2, I observed
changes of the total hyperfine field up to 1 T due to transferred hyperfine fields of Eu magnetic
order. Admittedly, the localized Eu moment is much larger (3.4µB [38]) than the secondary iron
moment, but it is also far more distant (3.6 A˚ vs. 2.7 A˚). I think that a transferred hyperfine field
from secondary iron could be comparable. Under applied field both the FM transferred hyperfine
field and the on-site AMF magnetic moment should be decoupled. The plateau and steeper increase
of Btot below 8 K (fig. 9.4) indicate the twofold origin of the magnetic hyperfine field at the regular
iron site.
The magnetic order in two different layers could be the reason why the magnetic volume fraction
measured in µSR can be fitted by a two-component model (fig. 9.6(b)). The magnetic order parameter
λT itself cannot distinguish between the two, because the muon sits is located between the two
layers. The maximum value λT = 65µs
-1 corresponds to a characteristic field of 76 mT. This is the
characteristic field expected from a stripe AFM (typically observed in iron arsenides) order with
0.4µB magnetic moments. On the other hand, 1.2µB magnetic moments at the 2c site cause the
same fields at the traditional muon site 0.6 A˚ above the iron plane. Both is consistent with the two
sites as seen by Mo¨ssbauer spectroscopy.
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Characterization of the ground state with the help of theoretical calculations
The initial question whether or not AFM order is intrinsic for CuFeAs cannot be answered, because
the role of secondary iron with respect to charge doping is not clear. The calculations of Inga Kraft
showed that CuFeAs is close to a magnetic instability concerning both variations in anion height hAs
and charge doping (fig. 9.9). Taking the experimental arsenic height as a basis, an AFM ground state
with 0.4µB ordered moment is predicted, but vanishes if +0.1e
− is doped. Taking theoretical arsenic
height of 1.47 A˚ as a basis, a hole doping of -0.1e− was necessary to drive the system to a magnetic
ground state. In FeTe excess iron at the 2c position was shown to donate one electron, which naturally
was expected from Cu in CuFeAs as well. In that way, iron is neutral with regard to charge doping.
On the other hand, in LiOHFeSe effective charge doping arises from (Li,Fe) substitution due to the
higher oxidation state of iron [290]. In LiFeAs a (Li,Fe) substitution acts as hydrostatic pressure,
but is more efficient in the suppression of superconducting TC [224], which could be due to effective
electron doping, which was shown in the same study ((Fe,Co) and (Fe,Ni) substitution) to suppress
superconductivity. Therefore, one could think that the secondary iron provides additional electrons
and consequently drives the system into a paramagnetic state even at the lowest temperatures. Again,
depending on the secondary iron concentration, this means that the regular iron sites in CuFeAs have
either a magnetic moment of ≈ 0.4µB (which then is the property of the stoichiometric compound)
or are paramagnetic, both in agreement with high field Mo¨ssbauer spectroscopy.
The magnetic instability and related fluctuations may be one reason why in no local probe an
ordinary temperature dependence of the magnetic order parameter is observed and the observed
Bhyp has only half the value expected from 0.4µB, even though the slowing down of fluctuations is
evident in the lower part of fig. 9.7(b). More important seems to be the magnetic inhomogeneity
induced by secondary iron, which is the reason why no long range order is observed neither in µSR
nor in neutron diffraction.
CuFeSb and CuFeAs both have in common the presence of ≈ 10 % of secondary Fe. A strong
coupling of FM order parameters, which is observed in CuFeSb (fig. 9.11(b)), may be seen as the
reason why in zero field the FM order of secondary iron and the disordered AFM of regular iron takes
place at roughly the same temperature of 10 K.
Site exchange and soft ferromagnetism in CuFeSb
In Mo¨ssbauer spectroscopy CuFeSb shows the expected behaviour of a soft ferromagnet. In these
studies no significant anisotropy or coercive fields are present. The critical exponent of the magnetic
order parameter supports the picture of two-dimensional interactions in the ab-plane, which is also
in line with the orthogonality between EFG-z-axis and magnetic hyperfine field, i.e. direction of the
magnetic moments. The isomer shift of 0.63 mm/s is 0.1 mm/s larger than in other iron-based ar-
senides and chalcogenides and thus fits the predominant impact of the large bond distance (sec. 5.3.2):
dFe−Sb = 2.69 A˚ in CuFeSb [197] is 0.27 A˚ larger than the related bond distance in neutron CuFeAs
sample or LiFeAs [281, 268]. A jump in the magnetic order parameter as seen in previous neu-
tron diffraction studies can be excluded, but a yet not fully understood change behaviour of the TF
Mo¨ssbauer spectra for fields larger than 4 T occurs. It can be roughly described by a fraction of
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iron moments that tend to high moments, which would correspond to a step in magnetization. With
regard to Qian’s magnetization measurement [197], this is unlikely. I’d like to highlight the specific
value of 10.6 T/µB of the CuFeSb hyperfine coupling constant, which is 60 % larger than the typically
observed value in AFM coupled iron-based arsenides and chalcogenides, but still smaller than the
pure core contribution of the Fermi contact interaction. Of course, the neutron-refined magnetic mo-
ment scattered a lot before and thus the value is to be regarded with suspicion. If it was considered
true, it would be interpreted that a specific mechanism of the magnetism is weakened in CuFeSb. In
sec. 5.3.3 I showed that a strong 4s polarisation usually is responsible for a small coupling constant.
This could be weakened in CuFeSb. A more reliable value of the coupling constant requires a µSR in-
vestigation, but the µSR proposal was not considered important enough. In Mo¨ssbauer spectroscopy
CuFeSb shows the expected behaviour of a soft ferromagnet. In these studies no significant anisotropy
or coercive fields are present. The critical exponent of the magnetic order parameter supports the
picture of two-dimensional interactions in the ab-plane, which is also in line with the orthogonality
between EFG-z-axis and magnetic hyperfine field, i.e. direction of the magnetic moments. The iso-
mer shift of 0.63 mm/s is 0.1 mm/s larger than in other iron-based arsenides and chalcogenides and
thus fits the predominant impact of the large bond distance (sec. 5.3.2): dFe−Sb = 2.69 A˚ in CuFeSb
[197] is 0.27 A˚ larger than the related bond distance in neutron CuFeAs sample or LiFeAs [281, 268].
An jump in the magnetic order parameter as seen in previous neutron diffraction studies can be
excluded, but a yet not fully understood change behaviour of the TF Mo¨ssbauer spectra for field
larger than 4 T occurs. It can be roughly described by a fraction of iron moments that tend to high
moments, which would correspond to a step in magnetization. with regard to Qian’s magnetization
measurement [197] this is unlikely. I’d like to highlight the specific value 10.6 T/µB of the CuFeSb
hyperfine coupling constant, which 60 % is larger than the typically observed value in AFM coupled
iron-based arsenides and chalcogenides, but still smaller than the pure core contribution of the Fermi
contact interaction. Of course, the neutron refined magnetic moment scattered a lot before and thus
the value is to be regarded with suspicion. If it was considered true, then it is to be interpreted that a
specific mechanism of the magnetism is weakened in CuFeSb. In sec. 5.3.3 I showed that a strong 4s
polarisation usually is responsible for a small coupling constant. This could be weakened in CuFeSb.
A more reliable value of the coupling constant requires a µSR investigation, but the µSR proposal
was not considered important enough. Another solid result is the relation of the Cu/Fe mixed site
to the regular iron site. Obviously, the magnetic order parameters are strictly coupled by a constant
ratio. This coupling of the two sites has to be considered in CuFeAs as well if an iron excess was
assumed. The secondary iron carries a higher moment, which may arise from a higher spin state.
This could be caused by a smaller crystal field splitting in the octahedral environment between the
Sb atoms, compared to the larger tetrahedral crystal field splitting at the regular iron site, which
thus favours a lower spin state.
Recent progress and conclusions
As pointed out in the introduction part of this section CuFeSb also from the perspective of Mo¨ssbauer
spectroscopy a soft ferromagnet that – with regard to the hyperfine parameters – fits into the struc-
tural class of iron-based arsenides and chalcogenides and thus is an important example for the unified
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theory of anion height-driven magnetism in these compounds. For CuFeAs the situation is far more
complicated, because no long range order is observed. But especially the theoretical sensitivity of
the ground state on hAs and the experimentally observed diversity of magnetism, together with the
fact that the structural parameters are comparable to superconducting LiFeAs, actually fit in the
predictions of anion height driven magnetic ground state.
During our investigations a further work of Qian et al. was published, stating weak FM in Cu
deficient CuFeAs [90] single crystal and powder specimen. The FM scenario is based on the absence
of anisotropic magnetization (H||c vs. H||ab) and the hysteresis, which is consistent with fig. 9.2(a).
While their single crystals have an average composition of Cu0.62Fe1.07As (EDX), no iron excess
was present in powder specimen and the Cu deficiency is only 27 %. Large electronic anisotropy in
resistivity measurements are typical of a quasi two-dimensional character of Fermi surface. The XRD
diffraction pattern was analysed with a huge hAs = 1.80 A˚ and Cu atoms located even closer to iron
than the As planes. This XRD analysis appears even less plausible than Thakur’s analysis of the µSR
sample. The authors emphasize that a canted AFM or ferrimagnetic scenario cannot be definitely
excluded.
Even though magnetization/susceptibility measurements in the study of Qian et al. are comparable
to fig. 9.2(b), there is one significant difference: The transition temperatures are 22 K and 42 K
for their powder and single crystal specimen respectively, whereas our samples range at ≈ 11 K.
As pointed out by Qian, the transition temperature increases with Cu deficiency, and so does the
average iron moment. I can safely exclude a ferromagnetic behaviour of the regular iron sites from
TF Mo¨ssbauer spectroscopy, so the proposed model does not work for our samples. The canted AFM
state seems ambiguous with regard to the ZF Mo¨ssbauer spectroscopy, because the locally measured
moment then had to be much larger than the observed average moment in magnetization, which is
not the case. Interestingly, the results of Qian perfectly agree with the calculation of Inga Kraft
predicting a 0.4µB iron magnetic moment at large Cu deficiency. Our samples on the contrary do
not seem to show such large Cu deficiency, and consequently half of the regular iron sites remain
paramagnetic (Mo¨ssbauer TF). With regard to my investigation on LiOHFeSe and the similarity to
Fe2As, it seems highly probable that the observed ferromagnetic component in our samples arises
from the secondary iron sites, whereas the main sites partially – depending on the doping by iron
excess and Cu deficiency – order antiferromagnetically.
136
10 Conclusion
Almost a decade after the discovery of superconductivity in the iron-based arsenides and chalco-
genides, principal theoretical models and important experimental results are achieved. There is a
broad agreement that iron-based arsenides and chalcogenides can be classified according to their
degree of on-site electronic correlations, Hubbard U and Hunds rule coupling J , which depend sen-
sitively on the Fe-Pn/Ch bond length. The resulting change of next nearest neighbour interaction
via Pn/Ch is the key property of magnetism and could influence the character (nodal/nodeless) and
TC of superconductivity as well. Still, new routes of sample synthesis and structural modification
are found. In this thesis, the electronic ground states of complex iron-based arsenides and chalco-
genides were studied. The investigated compounds belong to the structural classes of intercalated 11
(LiOH(Fe,Co)(Se,S)), 111 (CuFeAs/CuFeSb), and 1111 (LaFeP1-xAsxO).
The stoichiometric 11-superconductor FeSe has a superconducting transition temperature of TC =
8 K, which increases upon intercalation. In this thesis a specimen of LiOH-intercalated FeSe was
investigated. It has TC = 43 K but simultaneously exhibits a ferromagnetic hysteresis. Mo¨ssbauer
spectroscopy, µSR and NMR were performed to show that ferromagnetism does not arise from regular
FeSe layer but is to be attributed to (Fe,Li) mixing in the LiOH interlayer. Iron in that sense
appears as a ferromagnetic impurity that orders if the local iron concentration is sufficiently large
and the temperature sufficiently low. The superconducting volume fraction decreases with onset
of ferromagnetism in the interlayer, i.e. it is suppressed. In (Se,S) and also (Fe,Co) substituted
samples, the superconducting TC decreases as a function of substitution. The results of Mo¨ssbauer
spectroscopy indicate that this decrease is rather due to structural instability and excess iron than
to changes of the intrinsic electronic properties. Nejadsattari and Stadnik [291] could not reproduce
the main Mo¨ssbauer result in LiOHFeSe, i.e. a magnetic splitting in the interlayer iron doublet, and
consequently neglected any magnetic order. This strongly challenges the presented interpretation of
our measurements. Moreover, AFM order was found in LiOHFeSe short time after our publication
[292]. These diverging results indeed may result from the relatively free choice of iron positions:
Aside from the regular Fe site, there obviously exist a (Li,Fe) site exchange and additionally a
real interstitial iron position. The latter was not only observed in several samples of this study,
but also in those of Nejadsattari and Stadnik. This position is characteristic for FeSe grown in
metathesis reaction. Moreover, there exist characteristic shoulders on the left side of the FeSe doublet
that can be associated with a secondary phase. With regard to the still ongoing research of FeSe,
which only quite recently was successfully grown by vapour transport in sufficient quality - removing
uncertainties about the intrinsic properties -, it must be notified that LiOH(Fe,Co)(Se,S) synthesis
is a still progressing field of chemistry. For example it recently became possible to control the
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amount of interlayer iron by postsynthetic lithiation [227], which can drive the LiOHFeSe towards a
stoichiometric composition.
The compounds CuFeAs and CuFeSb are isostructural to the stoichiometric superconductor LiFeAs.
A novel approach to put Cu at the alkali/alkaline earth position leads to magnetic ground states,
which can be understood in terms of increased anion height. In both investigated compounds, around
10 % of iron is found at the Cu position, which shows ferromagnetic behaviour. In case of CuFeSb, the
magnetic order parameter of this secondary is strongly coupled to the FM order of the regular iron.
In CuFeAs the situation is complicated: Electronic structure calculation show a magnetic instability
of CuFeAs due to the critical arsenic height of ≈ 1.5 A˚. Small electron doping by the secondary iron
can drive the system from an AFM ground state to a paramagnetic ground state. Due to the coupling
of the order parameters at regular and secondary iron sites, there seems to be a common transition
temperature of 11 K. But in applied field experiments, it becomes evident that FM of the secondary
iron superimposes with the AFM or paramagnetic ground state of the regular iron.
The investigations on the 1111-arsenides LaFeP1-xAsxO showed that the superconductivity close
to LaFePO exhibits nodal character of the superconducting gap, consistent with Hosono’s scenario
of competing exchange interaction either along (pi, 0) (nodeless) or (pi, pi/2) (nodal) (sec. 3.2.2).
Considering the good nesting conditions along (pi, 0) which are responsible for the SDW state for
x=1, it is not surprising that the initial slope of σSC(T ) continuously decreases as a function of As
content, indicating nodeless Fermi surface in the SC state. At intermediate x, long range AFM order
exists with a small magnetic moment of ≈ 0.16µB. The scaling of the static ordered moment and
ordering temperature conforms to the SDW in LaFeAsO. However, the local field at the muon site is
quite low, which may result from a large spin canting. Alternatively, the usual stripe AFM order is
fully developed and the Mo¨ssbauer hyperfine coupling has significantly different 4s-valence or orbital
contributions, which both could be caused by the Fermi surface reconstruction at this substitution
level. Neutron diffraction could help to clarify this question, even though the small magnetic moment
would complicate the investigation.
It turns out that spin fluctuations, which are evident in 31P NMR 1/T1 in the LaFeP1-xAsxO series,
do not match the experimental time windows of µSR and Mo¨ssbauer spectroscopy. This, however,
does not seem to be true for the slowing down of the magnetic fluctuation close to the regions where
superconductivity and magnetism coexist homogeneously or are phase separated: Line broadening at
high temperatures was observed in Mo¨ssbauer spectroscopy in LaFeP0.3As0.7, (Ca(Fe,Pt)As)10Pt3As8
and EuFe2(As,P)2. Interestingly, this was not reflected in µSR investigations of the same samples,
indicating a higher sensitivity of Mo¨ssbauer spectroscopy.
The Mo¨ssbauer investigations of LaFeP1-xAsxO showed that for x>0.5 substantial inhomogeneities
exist in these specimen. Due to the limited quality of the LaFeAsO sample and the obvious phase
separation in LaFeP0.3As0.7O, it remains unclear if the measured superconducting properties are in-
trinsic or caused by structural defects, e.g. oxygen deficiency. However, the SC1 phase was confirmed
by different groups [51, 243, 238] and if AFM2 and SDW phase were considered of different electronic
character, then their competition might be crucial for the existence of the SC1 phase in the phase
diagram. It seems plausible that the physics of the SC1 phase in LaFeP1-xAsxO is essentially the
same as the superconductivity arising from (As,P) substitution in BaFe2As2 and EuFe2As2.
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The search for new materials in iron-based arsenides and chalcogenides is still an active field in
the investigation of iron-based superconductivity. The sample systems of this thesis were early spec-
imen for new routes of superconductivity in this material class. The samples suffer from systematic
structural modification, indicating that the desired chemical formulas are not the most stable. The
resulting secondary iron positions in both CuFePn and LiOH(Fe,Co)(Se,S) show similar behaviour,
namely a short range ferromagnetic “order” with a temperature around 10 K. This universal behaviour
could be seen as the main result of our local probe investigation. Eventually, diverging interpreta-
tions of (a priori assumed) intrinsic properties in literature can be explained by the dominant role
of secondary iron. The secondary iron is not only responsible for magnetic and structural disorder,
but provides charge doping (most probably electron doping) as well. In both, CuFePn and interca-
lated Fe(Se,S), perspectively stoichiometric samples without disorder are highly desirable. In case of
phase-pure CuFeAs, a (P,As) substitution could remove the magnetic instability and subsequently
lead to superconductivity.
In the context of Fermi surface reconstruction in LaFeP1-xAsxO, it is important to focus attention
on the electrostatic hyperfine parameters δ and Vzz. According to sec. 5.3, they principally can provide
experimental insight in the electronic structure, but theoretical calculations so far are not convincing.
Yet still significant observations occurred in this thesis. It seems obvious that the isomer shift is a
measure of bond length and can roughly quantify the degree of itinerancy (low δ in itinerant LaFePO,
high δ in CuFeSb and Fe(Se,Te) compounds). In LaFeP1-xAsxO the isomer shift consequently shows
a linear increase upon x, but additionally a double-s-like modulation is present, which allows for
speculation about increased itinerancy at intermediate x. Contrarily, CuFeSb should not be called
an ”itinerant ferromagnet”, because local ferromagnetic superexchange dominates.
In LaFeP1-xAsxO it became obvious that the efficiency of doping by (O,F) substitution strongly
changes as a function of x if the isomer shift is considered to be sensitive to changes of electron density
via doping. I propose a systematic investigation of charge doping efficiency – as seen by Mo¨ssbauer
spectroscopy – in 1111 and 122 compounds.
An introduction into the systematics of Vzz values in iron-based arsenides and chalcogenides and
the importance of determining the sign was given in sec. 5.3.1. Vzz should be indicative of orbital
occupations. The fact that Vzz follows a general trend from negative values in 11- over negligible
values in 1111- to positive values in 122-compounds is, in my opinion, not yet well understood from
theoretical calculations. Even more fundamental is the parabolic temperature dependence of Vzz0
in LaFeP1-xAsxO (fig. 8.7(a)), indicating higher occupancy of the ab-planar orbitals. This may be
related to the double-s-like isomer shift modulation.
The specific low Mo¨ssbauer magnetic hyperfine coupling constant in iron-based arsenides and
chalcogenides should be investigated theoretically. It may be argued that this observation is based
on the competition of Fermi liquid behaviour and large localized moments [41], which depending on
the experimental time window leads to different values of the ordered moment. Alternatively, the
effect could be explained by unusual 4s-valence or orbital contribution.
Concerning the experimental sight of Mo¨ssbauer spectroscopy, it was shown that using a line
width reference absorber can strongly enhance the accuracy of all spectral parameters which lead to
an effective broadening. In several compounds of this thesis, saturated magnetic hyperfine fields are
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lower than 2 T, and application of line width reference becomes essential to extract the temperature
dependence of the local magnetic field. In case of CuFeAs, even a ferromagnetic response of such
a broadening to a weak applied field was used as a strong argument in the discussion in sec. 9.6.
The analysis program Moessfit, which was developed in the framework of this thesis, allows an
easy investigation of data collected with such a more advanced measurement setup. I constructed
a head for the sample rod that allows measurement with two spectrometers perpendicular to each
other, i.e. measuring an iron foil and a sample simultaneously without mixing up the spectra. This
option was not applied in this thesis due to the following reasons: (1) So far there was only one
detector available fitting the geometrical requirements of the cryostat, (2) there still may be some
line broadening caused by the individual Mo¨ssbauer drive, which then again would not be captured
by the independent measurements and (3) often the second Mo¨ssbauer spectrometer is used for other
measurements.
In iron-based superconductors the key parameters to achieve a maximum TC (interlayer spacing,
anion height, charge doping) may already be optimized and no further enhancement of TC is expected.
However, this is not true for total sample thickness: Mono-layer materials combine infinite interlayer
spacing and with tiny small volume, so that huge charge doping by the substrate is possible. The
high TC of FeSe on SrTiO3 merges aspects of the iron-based superconductivity with superconductivity
on low dimensional systems like graphene derivatives or carbon nano tubes. It may be that room
temperature bulk superconductivity never finds its way in daily life, but that superconductivity on
nano scale does.
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11.1 Derivation of the quadrupole interaction and isomer shift
Eel =
∫
d3rρ(~r)Φ(~r) (11.1)
Due to the small size of the spatial extended nuclear charge density ρ(~r), the electric potential Φ(~r)
can be expressed in terms of a Taylor series up to second order.
Eel ≈
∫
d3rρ(~r)
[(
Φ(~r′)
)
~r′=0
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)
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(11.2)
Eel ≈
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d3rρ(~r)Φ(0)︸ ︷︷ ︸
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(11.3)
Eel ≈ ZeΦ(0) + 1
2
∫
d3rρ(~r)~r(∇′ ◦ ∇′Φ(~r′))~r′=0~r (11.4)
Eel ≈= ZeΦ(0) + 1
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i,j=1
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∂ijΦ(~r′)
)
~r′=0︸ ︷︷ ︸
Φij
∫
d3rρ(~r)rirj (11.5)
In the principal coordinate system, non-diagonal Elements of Φij disappear.
Eel ≈ ZeΦ(0) + 1
2
3∑
i
Φii
∫
d3rρ(~r)r2i (11.6)
By the neutral substitution (r2i = r
2
i +
r2
3 − r
2
3 ) one distinguishes two physically different effects.
Eel ≈ ZeΦ(0) + 1
6
∫
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3∑
i
Φii︸ ︷︷ ︸
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0
+
1
6
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∫
d3rρ(~r)(3r2i − r2)︸ ︷︷ ︸
nuclear quadrupole moment eQii
(11.7)
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This is first the electron density ρe interacting with the positive charges of the nucleus with an average
radius of < r2 > and second the interaction of the quadrupole moment Qii with the electric field
gradient (EFG) Vii = Φii. By definition
~~V is a traceless matrix, as the trace is Tr(
~~V ) =
∑3
i=1 Vii =
∆Φ(0) = ρ(0)0
∗
= 0. The relation (*) is valid because the only charge contributing to ρ at the nucleus
position are s-electron, which have a spherical symmetry and thus do not effect an EFG at the nucleus
site.
Eel ≈ ZeΦ(0)︸ ︷︷ ︸
const. ∀ nucleus states
− Ze < r
2 > ρe(0)
60︸ ︷︷ ︸
isomer shift
+
e
6
3∑
i
ViiQii︸ ︷︷ ︸
quadrupole interaction
(11.8)
The quadrupole interaction is quantized by quantizing the nuclear charge density into its proton
charges ρ(~r)→∑Zp=1 eδ(~r − ~rp).
e
6
3∑
i
ViiQii →e
6
3∑
i
Vii
Z∑
p=1
∫
d3r(3r2i − r2)δ(~r − ~rp) (11.9)
e
6
3∑
i
Vii
Z∑
p=1
(3r2pi − r2p) (11.10)
This term is to be transformed by Wigner-Eckart-theorem into a term depending only on nuclear
spin ~I
e
6
3∑
i
ViiC(3I
2
i − I2)︸ ︷︷ ︸
!
=Qii
(11.11)
To propose such a nuclear spin one has to assume an axially symmetric nuclear charge density,
which has its principal component along the symmetry axis. Therefore, Qzz is to be identified with
C(3I2 − I(I + 1)) = CI(2I − 1) for the |IM〉 with M = I. The parameter C is then automatically
determined.
eQzz
6I(2I − 1)
3∑
i
Vii(3I
2
i − I2) (11.12)
With the ordinary ladder1 operators I+ = Ix+ iI− and I+ = Ix− iI− one achieves the following form.
eQzz
4I(2I − 1)
[
Vzz(3I
2
z − I2) +
1
2
(Vxx − Vyy)(I2+ + I2−)
]
(11.13)
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As
~~V is traceless one can further reduce parameters by introducing the asymmetry parameter η :=
Vxx−Vyy
Vzz
. The common convention is to choose coordinate system to meet |Vzz| ≥ |Vyy| ≥ |Vxx| and
therefore η ∈ [0, 1]
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2
−)
]
(11.14)
11.2 Matrix form of the static nuclear Hamiltonian
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11.3 Mo¨ssbauer line intensities
Line intensities I of a 57Fe Mo¨ssbauer resonance according to Barb [105]:
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I0,i,f (β, γ) = ρ++ + ρ−− (11.16)
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+ 1√
2
(K∗−1K0−K∗0K1)eiγ cos2 β2 sinβ (11.22)
+ 1√
2
(K∗1K0−K∗0K−1)e−iγ sin2 β2 sinβ (11.23)
K∗−1K1e
2iγ cos4 β
2
+K∗1K−1e
−2iγ sin4 β
2 ) (11.24)
ρ−+(i, f) = ρ∗+−(i, f) (11.25)
K−1 =
√
3c∗i,−1/2cf,−3/2 +
√
1c∗i,+1/2cf,−1/2 (11.26)
K0 =
√
2c∗i,−1/2cf,−1/2 +
√
2c∗i,+1/2cf,+1/2 (11.27)
K+1 =
√
1c∗i,−1/2cf,+1/2 +
√
3c∗i,+1/2cf,+3/2 (11.28)
Ii,f (powder) =
2
3
|χ(M1)|2
12
(|K−1|2 + |K0|2 + |K+1|2) (11.29)
11.4 Blume line shape model
With H+ (nucleus-photon-interaction) the absorption intensity depending on energy shift v can be
written as:
I(v) =
∑
i,f
| 〈i|H+ |f〉 |2︸ ︷︷ ︸
transitionprobability
1
(v + Ei − Ef )2 + ω2︸ ︷︷ ︸
lineshape
(11.30)
=
∑
i,f
| 〈i|H+ |f〉 |2 1
ω
∫ ∞
0
dt ei(v+Ei−Ef )t−ωt (11.31)
=
∑
i,f
| 〈i|H+ |f〉 |2 1
ω
∫ ∞
0
dt eivt−ωtei(Ei−Ef )t (11.32)
=
∑
i,f
〈f |H+† |i〉 〈i|H+ |f〉 1
ω
∫ ∞
0
dt eivt−ωt 〈i| U †︸︷︷︸
e+iHt
|i〉 〈f | U︸︷︷︸
e−iHt
|f〉 (11.33)
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The relation U = e−iHt is only true for a time-independent Hamiltonian. More general the time
development operator is give as follows: U = e−i
∫ t
0 H(t
′)dt′ . In the case of the Blume model, the time
dependence of the Hamiltonian is modelled with the interactions Vj and the random functions fj(t),
which govern the time regime: H(t) =
∑
j Vjfj(g(t)). In this notation g(t) is a function, which can
over time adopt different values a.
=
1
ω
∫ ∞
0
dt eivt−ωt
 ∑
i,i′,f ′,f
〈f |H+† |i〉 〈i|U † |i′〉 〈i′|H+ |f ′〉 〈f ′|U |f〉

av
(11.34)
=
1
ω
∫ ∞
0
dt eivt−ωt
∑
i,i′,f ′,f
H+†fi H
+
f ′i′
(
〈i|U † |i′〉 〈f ′|U |f〉
)
av
(11.35)
The stochastic averaging (...)av is accomplished with respect to the random function g(t). There
exists a specific probability Paa′(t) that g(t) = a
′ given g(0) = a, i.e. that the state |a〉 changed
to |a′〉 within the time t. It can be calculated form the following matrix formula containing the
fluctuation rates matrix Waa′ : Paa′(t) = e
Waa′ t. Further
~~W defines the mean occurrence probability
pa, following from the equilibrium condition pa
∑
a′ 6=aWaa′
!
=
∑
a′ 6=a pa′Wa′a or equivalently solving
the homogeneous linear equation
~~W T ~p = 0. This equation is valid, as by definition the diagonal
elements are Waa = −
∑
a′ 6=aWaa′ . This convention leads to a zero determinant of
~~W , because
summing up all columns leads to a zero vector. Consequently, a non-trivial ~p exists that spans the
zero space of
~~W T . Because there is one redundant column in
~~W , the normalization of ~p can be
introduced setting one column – say the first – 1 and solve the equation
~~W ′T ~p = (1 0 ... 0) with
~~W ′ = ((1 W12 ... W1N ), ..., (1 WN2 ... WNN )).
=
1
ω
∫ ∞
0
dt eivt−ωt
∑
i,i′,f ′,f
H+†fi H
+
f ′i′
∑
a,a′
pa 〈a| 〈i|U † |i′〉 〈f ′|U |f〉 |a′〉
(11.36)
(11.37)
A rather long calculation executing the correct treatment of the time orders concerning in U was
done by Blume [169] and leads to the following result:
I(v) = Re
 1
ω
∑
i,i′,f ′,f
H+†fi H
+
f ′i′
∑
a,a′
pa(
~~M−1)aifa′i′f ′
 (11.38)
with the matrix
~~M of the following form:
Maifa′i′f ′ = (iv − ω)δii′δff ′δaa′ +Waa′δii′δff ′ + i
∑
j
fj(a)δaa′(Vj,ii′δff ′ − Vj,f ′fδii′) (11.39)
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11.4.1 Special case: two states with diagonal Hamiltonians
Although the computational power increased by several orders of magnitude in the past decades,
still the inversion of the
~~M -matrix slows down a fitting task strongly, especially when dealing with
global fitting parameters, as the as fluctuating field or field gradient often is. If the J Hamiltonians
Vj are diagonal, then the inversion of
~~M can be disentangled into (2Ii + 1) · (2If + 1) Inversions of
JxJ-matrices, because Vj,ii′ = Vj,ii′δii′ in the diagonal case. In particular for J = 2 the inversion can
simply be done analytically.
I(v) = Re
 1
ω
∑
i,f
|H+†fi |2
∑
a,a′
pa 〈a|
(
iv − ω −W12 + i(V1,ii − V1f ) W12
W21 iv − ω −W21 + i(V2,ii − V2,ff )
)−1
|a′〉

(11.40)
I(v) =
1
ω
∑
i,f
|H+†fi |2Re

∑
a,a′ pa 〈a|
(
iv − ω −W21 + i(V2,ii − V2,ff ) −W12
−W21 iv − ω −W12 + i(V1,ii − V1,ff )
)
|a′〉
(iv − ω −W12 + i(V1,ii − V1,ff ))(iv − ω −W21 + i(V2,ii − V2,ff ))−W12W21

(11.41)
I(v) =
1
ω
∑
i,f
|H+†fi |2Re
(
iv − ω −W21 −W12 + p1i(V2,ii − V2,ff ) + p2i(V1,ii − V1,ff )
(iv − ω −W12 + i(V1,ii − V1,ff ))(iv − ω −W21 + i(V2,ii − V2,ff ))−W12W21
)
(11.42)
(11.43)
11.5 Moessfit models
11.5.1 FeSe1-xSx(Li1-zFezOH) ZF, standard
###############################################################
FITPARAMETER
CS2 0.63 0.01
CSIC 0.95 0.01
Vzz2 -22 0.1
VzzIC 85 0.1
omega 0.1 0.01
omegaIC 0.1 0.01
ta2 1 0.05
taIC 0.15 0.01
I0 1 1
fr 0.69 0
beta 40 5
###############################################################
THEORY
BL I0
SHc 0 Vzz2 0 54.7 0 CS2 omega A2 beta 0
SHp 0 VzzIC 0 54.7 0 CSIC omegaIC AIC
###############################################################
FUNCTIONS
A2 = ta2*I0*0.05
AIC = taIC*I0*0.05
ta = ta2 + taIC
###############################################################
COMMANDS
...
TransmissionIntegral ta 0.0515 0.05 fr
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###############################################################
11.5.2 FeSe1-xSx(Li1-zFezOH) ZF, 4 fractions
###############################################################
FITPARAMETER
Vzz -10 0
CS 0.482 0.020
omega 0.056 0.010
ta 3 1
beta 43 3
I0 393497 1
Vzz1 46 2
CS1 0.131 0.020
omega1 0.081 0.010
ta1 0 1
Vzz2 83 2
CS2 0.849 0.020
omega2 0.079 0.010
ta2 0 1
Vzz3 105 2
CS3 1.658 0.020
omega3 0.058 0.010
ta3 0 1
Vzz0 -18 1
dVzz 7 1
###############################################################
THEORY
BL I0
SHc 0 DISTR[Vzz,Vzzmin,Vzzmax,3,1] 0 0 0 CS omega A0 beta 0
SHp 0 Vzz1 0 0 0 CS1 omega1 A1
SHp 0 Vzz2 0 0 0 CS2 omega2 A2
SHp 0 Vzz3 0 0 0 CS3 omega3 A3
###############################################################
FUNCTIONS
Vzzmin = Vzz0-dVzz
Vzzmax = Vzz0+dVzz
tatot = ta+ta1+ta2+ta3
A0 = I0*0.035*ta
A1 = I0*0.035*ta1
A2 = I0*0.035*ta2
A3 = I0*0.035*ta3
###############################################################
COMMANDS
...
TransmissionIntegral ta 0.0515 0.05 0.6
###############################################################
11.5.3 FeSe1-xSx(Li1-zFezOH) Pinning
######################
FITPARAMETER
Atot 1 1
I0 1 1
VzzFeSe 24.52 1
CSFeSe 0.61821 0.01
omFeSe 0.15751 0.01
fracIC 0.1042 0.01
VzzIC 74.86 1
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CSIC 1.07005 0.01
omegaIC 0.118 0.02
fracLi 0.1355 0.0
VzzLi 11.61 0.1
dCS -0.23127 0.01
Bstray 0.0 0.3
Binduced 0.1 0.3
theta 70 5
###############################################################
THEORY
BL I0
SHp Bstray VzzFeSe 0 0 0 CSFeSe omFeSe AFeSe
SHp Binduced VzzIC 0 theta 0 CSIC omegaIC AIC
SHp Bstray VzzLi 0 0 0 CSLi omFeSe ALi
###############################################################
FUNCTIONS
AIC = Atot*fracIC
AFeSe = Atot*(1-fracIC)*(1-fracLi)
ALi = Atot*(1-fracIC)*fracLi
CSLi = CSFeSe + dCS
###############################################################
11.5.4 FeSe1-xSx(Li1-zFezOH) TF
###############################################################
FITPARAMETER
B 6 1.00
B3 5 0
Vzz -26.08 0.1
Vzz2 86.41 1
CS1 0.610132 0.1
omega 0.12026 0.1000
A0 45294 1
I0 251192 1
frac3 0.1147 0.000
CS3 0.9606 0.0
theta 80 5
gamma 0 0
###############################################################
THEORY
BL I0
SHcB B Vzz 0 MEM[theta,0,180,37] 0 CS1 omega A1 90 DISTR[gamma,0,350,36,1]
fmBex 0 0 B Vzz2 0 CS3 omega A3 150 1
###############################################################
FUNCTIONS
A3 = A0 * frac3
A1 = A0 * (1-frac3)
###############################################################
COMMANDS
...
MEM 500 0.012 0.1 0.9 270000
###############################################################
11.5.5 FeSe1-xSx(Li1-zFezOH) CS × Vzz-MEM
######################
FITPARAMETER
CS 1.35 0
Vzz 0 0
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omega 0.13 0.0
I0 1 1
A0 0 1
lambda 0.87140 0.00
stepsize 0.025 0
tollerance 0.1 0
###############################################################
THEORY
BL I0
SHp 0 MEM[Vzz,0,120,23] 0 0 0 MEM[CS,-0.1,1.6,50] omega A0
###############################################################
COMMANDS
...
MEM 1000 stepsize tollerance lambda 1500000
###############################################################
11.5.6 LaFeP1-xAsxO + ferrocene, ZF
###############################################################
FITPARAMETER
B 0 1
CS 0.3922 0.0200
vzz0 11.765376 0
dVzz 10.49719810 0
dCS 0.0617 0.1000
vzz 19 0
I0 65716 1
omega 0.0700 0.0000
ta1111 1.256 0.100
Vzzfc 144 2
CSfc 0.4278 0.1000
tafc 0.800 0.100
###############################################################
THEORY
BL I0
SHp B DISTR[vzz,vzzmin,vzzmax,3,rho] 0 54.7 0 CSdCSm omega A0025
SHp B DISTR[vzz,vzzmin,vzzmax,3,rho] 0 54.7 0 CSdCSp omega A0025
SHp B DISTR[vzz,vzzmin,vzzmax,3,rho] 0 54.7 0 CS omega A005
SHp 0 Vzzfc 0 54.7 0 CSfcdCSp omega A1025
SHp 0 Vzzfc 0 54.7 0 CSfcdCSm omega A1025
SHp 0 Vzzfc 0 54.7 0 CSfc omega A105
###############################################################
FUNCTIONS
rho = 2-abs(vzz-vzz0)/dVzz
ta = tafc + ta1111
A0025 = 0.1 * I0 * ta1111 / ta*0.25
A005 = 0.1 * I0 * ta1111 / ta*0.5
A1025 = 0.1 * I0 * tafc / ta*0.25
A105 = 0.1 * I0 * tafc / ta*0.5
CSdCSm = CS - dCS
CSdCSp = CS + dCS
CSfcdCSm = CSfc - dCS
CSfcdCSp = CSfc + dCS
vzzmin = vzz0 - dVzz
vzzmax = vzz0 + dVzz
###############################################################
COMMANDS
...
TransmissionIntegral ta 0.0515 0.05 0.5
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###############################################################
11.5.7 LaFeP1-xAsxO + ferrocene, LF
###############################################################
FITPARAMETER
B 0 0.1
Vzz -12.1948 0
CS 0.4 0.02
I0 1 1
omega 0.07066 0
ta1111 1.0 0.1
Vzzfc 144 2
CSfc 0.45 0.1
tafc 0.8 0.1
taFeAs 0.0 0
dCS 0.02 0.1
vzz0 0 0
dVzz 6.255 0
###############################################################
THEORY
BL I0
SHp B DISTR[vzz0,vzzmin,vzzmax,3,1] 0 54.7 0 CSdCSm omega A0025
SHp B DISTR[vzz0,vzzmin,vzzmax,3,1] 0 54.7 0 CSdCSp omega A0025
SHp B DISTR[vzz0,vzzmin,vzzmax,3,1] 0 54.7 0 CS omega A005
FeAs rsp 0.49 A2 390 69
SHp 0.5 Vzzfc 0 54.7 0 CSfcdCSp omega A1025
SHp 0.5 Vzzfc 0 54.7 0 CSfcdCSm omega A1025
SHp 0.5 Vzzfc 0 54.7 0 CSfc omega A105
###############################################################
FUNCTIONS
ta = tafc + ta1111 + taFeAs
A0025 = 0.1 * I0 * ta1111 / ta*0.25
A005 = 0.1 * I0 * ta1111 / ta*0.5
A1025 = 0.1 * I0 * tafc / ta*0.25
A105 = 0.1 * I0 * tafc / ta*0.5
A2 = 0.1 * I0 * taFeAs / ta*0.5
CSdCSm = CS - dCS
CSdCSp = CS + dCS
CSfcdCSm = CSfc - dCS
CSfcdCSp = CSfc + dCS
vzzmin = Vzz - dVzz
vzzmax = Vzz + dVzz
###############################################################
COMMANDS
...
TransmissionIntegral ta 0.0515 0.07 0.5
###############################################################
11.5.8 LaFeP1-xAsxO + iron foil, ZF
###############################################################
FITPARAMETER
B 0 1
CS 0.3922 0.0200
vzz0 12.690346 0
dVzz 2.93094368 0
dCS 0.0617 0.1000
vzz 19 0
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I0 65716 1
omega 0.0700 0.0000
ta1111 0.856 0.100
B0Fe 33.5 0.1
tafc 0.400 0.100
###############################################################
THEORY
BL I0
SHp B DISTR[vzz,vzzmin,vzzmax,3,rho] 0 54.7 0 CSdCSm omega A0025
SHp B DISTR[vzz,vzzmin,vzzmax,3,rho] 0 54.7 0 CSdCSp omega A0025
SHp B DISTR[vzz,vzzmin,vzzmax,3,rho] 0 54.7 0 CS omega A005
SHp BFe 0 0 54.7 0 CSfcdCSp omega A1025
SHp BFe 0 0 54.7 0 CSfcdCSm omega A1025
SHp BFe 0 0 54.7 0 quadDopllerFe omega A105
###############################################################
FUNCTIONS
rho = 2-abs(vzz-vzz0)/dVzz
ta = tafc + ta1111
A0025 = 0.1 * I0 * ta1111 / ta*0.25
A005 = 0.1 * I0 * ta1111 / ta*0.5
A1025 = 0.1 * I0 * tafc / ta*0.25
A105 = 0.1 * I0 * tafc / ta*0.5
CSdCSm = CS - dCS
CSdCSp = CS + dCS
CSfcdCSm = quadDopllerFe - dCS
CSfcdCSp = quadDopllerFe + dCS
vzzmin = vzz0 - dVzz
vzzmax = vzz0 + dVzz
BFe = B0Fe*(1-(rsp/1043)^2.0811)^0.3358
quadDopllerFe = 0.109 + QuadDop(rsp,453.4442,57.56)
###############################################################
COMMANDS
...
TransmissionIntegral ta 0.0515 0.05 0.5
###############################################################
11.5.9 LaFeAsO ZF
###############################################################
FITPARAMETER
B1 5 1
fb 0.676 0
Vzz 5 1
theta1 90.00 0
theta2 90 0
omega 0.177 0.010
CS 0.45 0.040
dCS -0.038 0
I0 496651 1
ta 1 1
fraci 0.2894 0.0
fracmag 0.5 0.1
fracFeAs 0.094 0.0
###############################################################
THEORY
BL I0
SHp B1m Vzz 0 theta1 0 CS omega A1
SHp B2 Vzz 0 theta2 0 CS2 omega A2
SHp 0 Vzz 0 theta2 0 CS2 omega A3
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FeAs 300 0.49 AFeAs 390 69
###############################################################
FUNCTIONS
fracmagn = min(1,max(0,fracmag))
A1 = I0*0.1 * (1 - fraci)*fracmagn*(1-fracFeAs)
A2 = I0*0.1 * ( fraci)*fracmagn*(1-fracFeAs)
A3 = I0*0.1 * (1-fracmagn)*(1-fracFeAs)
AFeAs = I0*0.1*fracFeAs
CS2 = CS+dCS
B1m=max(1,B1)
B2 = B1m*fb
###############################################################
COMMANDS
...
TransmissionIntegral ta 0.0515 0.05 0.5
###############################################################
11.5.10 LaFeAsO TF
###############################################################
FITPARAMETER
Vzz 2 1
CS 0.47 0.02
omega 0.12 0.01
I0 1 1
BAFM 4.5 0
Ba 1 1
BJ 200 1
abs0 0.072 0.02
Ndir 50 0
NVzz 30 0
lambda 0.90 0
theta 90 0
###############################################################
THEORY
BL I0
AFMBex MEM[BAFM,0,8,17] Ba BJ rsp Vzz theta CS omega A0 Ndir NVzz
###############################################################
FUNCTIONS
A0 = abs0 * I0
###############################################################
COMMANDS
...
MEM 500 0.01 0.1 lambda 70000
###############################################################
11.5.11 CuFeAs + ferrocen, ZF
###############################################################
FITPARAMETER
B 0 0.1
Vzz -12.73356540 0
CS 0.4 0.02
I0 1 1
omega 0.07643306 0.00
taCuFeAs 0.8 0.1
Vzzfc 144 2
CSfc 0.45 0.1
tafc 0.8 0.1
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taFeAs 0.19583 0
dCS 0 0.1
vzz0 0 0
dVzz 7.77058 0
###############################################################
THEORY
BL I0
SHp B DISTR[vzz0,vzzmin,vzzmax,3,1] 0 54.7 0 CSdCSm omega A0025
SHp B DISTR[vzz0,vzzmin,vzzmax,3,1] 0 54.7 0 CSdCSp omega A0025
SHp B DISTR[vzz0,vzzmin,vzzmax,3,1] 0 54.7 0 CS omega A005
FeAs rsp 0.49 A2 390 69
SHp 0 Vzzfc 0 54.7 0 CSfcdCSp omega A1025
SHp 0 Vzzfc 0 54.7 0 CSfcdCSm omega A1025
SHp 0 Vzzfc 0 54.7 0 CSfc omega A105
###############################################################
FUNCTIONS
ta = tafc + taCuFeAs + taFeAs
A0025 = 0.1 * I0 * taCuFeAs / ta*0.25
A005 = 0.1 * I0 * taCuFeAs / ta*0.5
A1025 = 0.1 * I0 * tafc / ta*0.25
A105 = 0.1 * I0 * tafc / ta*0.5
A2 = 0.1 * I0 * taFeAs / ta*0.5
CSdCSm = CS - dCS
CSdCSp = CS + dCS
CSfcdCSm = CSfc - dCS
CSfcdCSp = CSfc + dCS
vzzmin = Vzz - dVzz
vzzmax = Vzz + dVzz
###############################################################
COMMANDS
...
TransmissionIntegral ta 0.0515 0.05 0.5
###############################################################
11.5.12 CuFeAs + ferrocen, ZF, high statistics
######################
FITPARAMETER
B0 1 1
Vzz 13 1
CS 0.3084999 0.0200000
omega 0.0904 0.01
global_Vzz2 33 1
CS2 0.3970473 0.0200000
omega2 0.076054 0.100000
frac2 0.082469 0.100000
omega3 0.120204 0.100000
CS3 -0.110 0.1
frac3 0.022 0.010
B3 9 1
ta 0.822 1.000
I0 27663265 1
frac_oxide 0.098711 0.010000
omegaoxide 0.12109 0.10000
B 0 0
###############################################################
THEORY
BL I0
SHp map21 Vzz 0 54.7 0 CS omega A
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SHp map20 global_Vzz2 0 90 0 CS2 omega2 A2
SHp B3 0 0 0 0 CS3 omega3 A3
SHp map0 Vzz_oxide_a 0 0 0 CS_oxide_a omegaoxide A_oxide_a
SHp map1 Vzz_oxide_b 0 0 0 CS_oxide_b omegaoxide A_oxide_b
SHp map2 Vzz_oxide_c 0 0 0 CS_oxide_c omegaoxide A_oxide_c
SHp map3 Vzz_oxide_d 0 0 0 CS_oxide_d omegaoxide A_oxide_d
SHp map4 Vzz_oxide_e 0 0 0 CS_oxide_e omegaoxide A_oxide_e
###############################################################
FUNCTIONS
A2 = I0 * 0.051*frac2*ta
A3 = I0 * 0.051*frac3*ta
A = I0 * 0.051*(1-frac2-frac3-frac_oxide)*ta
A_oxide_a = I0 * 0.051*frac_oxide*ta*map15
A_oxide_b = I0 * 0.051*frac_oxide*ta*map16
A_oxide_c = I0 * 0.051*frac_oxide*ta*map17
A_oxide_d = I0 * 0.051*frac_oxide*ta*map18
A_oxide_e = I0 * 0.051*frac_oxide*ta*map19
CS_oxide_a = -0.109+map5
CS_oxide_b = -0.109+map6
CS_oxide_c = -0.109+map7
CS_oxide_d = -0.109+map8
CS_oxide_e = -0.109+map9
Vzz_oxide_a = 1/0.0167*map10
Vzz_oxide_b = 1/0.0167*map11
Vzz_oxide_c = 1/0.0167*map12
Vzz_oxide_d = 1/0.0167*map13
Vzz_oxide_e = 1/0.0167*map14
###############################################################
COMMANDS
...
TransmissionIntegral ta 0.0515 0.05 0.5
###############################################################
RUN
2.0 50.7 52.3 51.6 48.8 35.9 0.39 0.51 0.81 0.98 1.02 0.01 -0.08 -0.04 -0.81 1.94 0.33 0.27 0.09 0.19 0.11 B0
298,0 49 45.9 0 0 0 0.27 0.66 0 0 0 0 0 0 0 0 0.34 0.66 0 0 0 0 0
###############################################################
11.5.13 CuFeAs + ferrocen, LF
###############################################################
FITPARAMETER
B 0 0.1
Vzz -12.73356540 0
CS 0.4 0.02
I0 1 1
omega 0.07643306 0.00
taCuFeAs 0.8 0.1
Vzzfc 144 2
CSfc 0.45 0.1
tafc 0.8 0.1
taFeAs 0.19583 0
dCS 0 0.1
vzz0 0 0
dVzz 7.77058 0
###############################################################
THEORY
BL I0
SHp B DISTR[vzz0,vzzmin,vzzmax,3,1] 0 54.7 0 CSdCSm omega A0025
SHp B DISTR[vzz0,vzzmin,vzzmax,3,1] 0 54.7 0 CSdCSp omega A0025
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SHp B DISTR[vzz0,vzzmin,vzzmax,3,1] 0 54.7 0 CS omega A005
FeAs rsp 0.49 A2 390 69
SHp 0.5 Vzzfc 0 54.7 0 CSfcdCSp omega A1025
SHp 0.5 Vzzfc 0 54.7 0 CSfcdCSm omega A1025
SHp 0.5 Vzzfc 0 54.7 0 CSfc omega A105
###############################################################
FUNCTIONS
ta = tafc + taCuFeAs + taFeAs
A0025 = 0.1 * I0 * taCuFeAs / ta*0.25
A005 = 0.1 * I0 * taCuFeAs / ta*0.5
A1025 = 0.1 * I0 * tafc / ta*0.25
A105 = 0.1 * I0 * tafc / ta*0.5
A2 = 0.1 * I0 * taFeAs / ta*0.5
CSdCSm = CS - dCS
CSdCSp = CS + dCS
CSfcdCSm = CSfc - dCS
CSfcdCSp = CSfc + dCS
vzzmin = Vzz - dVzz
vzzmax = Vzz + dVzz
###############################################################
COMMANDS
...
TransmissionIntegral ta 0.0515 0.05 0.5
###############################################################
11.5.14 CuFeAs + ferrocen, TF
###############################################################
FITPARAMETER
Bhyp 2.337 0.100
BhypFM 9.430 0.100
BA 1.5 0
BJ 16 1
Theta0 89 5
CS 0.5405 0.0200
omega 0.0992 0.0100
I0 215157 1
ta 1 0.100
N 35 0
Nvzz 5 0
fracFM 0.113 0.030
fracPara 0.426 0.100
Vzz -12.73356540 0
vzz0 18 0
dVzz 7.77058 0.000000
###############################################################
THEORY
BL I0
AFMBex Bhyp BA BJ rsp DISTR[vzz0,vzzmin,vzzmax,3,1] Theta0 CS omega A0 N Nvzz
fmBex BhypFM 0 rsp DISTR[vzz0,vzzmin,vzzmax,3,1] 0 CS omega A1 N 1
fmBex 0 0 rsp DISTR[vzz0,vzzmin,vzzmax,3,1] 0 CS omega A2 N 1
###############################################################
FUNCTIONS
A0 = I0*0.05*(1-fracFM-fracPara)
A1 = I0*0.05*fracFM
A2 = I0*0.05*fracPara
vzzmin = Vzz - dVzz
vzzmax = Vzz + dVzz
###############################################################
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COMMANDS
...
TransmissionIntegral ta 0.0515 0.05 0.55
###############################################################
11.5.15 CuFeSb ZF
###############################################################
FITPARAMETER
I0 1 1
Bi 15 0.1
fB 0.09 01
B> 26 0.1
Vzz< 10 1
omega< 0.07 0.002
omega> 0.1 0.002
theta< 93 5
CS< 0.45 0.01
CS> 0.3 0.01
taL 0.5 0.01
taH 0.08 0.01
tad 0.2 0.01
CSd 0.5 0.005
Vzzd 50 1
omegad 0.5 0.005
###############################################################
THEORY
BL I0
SHp B> 0 0 0 0 CS> omega> AH
SHp 0 Vzzd 0 0 0 CSd omegad Ad
SHp Bi Vzz< 0 theta< 0 CS< omega< AL0375
SHp Bi2 Vzz< 0 theta< 0 CS< omega< AL025
SHp Bi3 Vzz< 0 theta< 0 CS< omega< AL025
SHp Bi4 Vzz< 0 theta< 0 CS< omega< AL00625
SHp Bi5 Vzz< 0 theta< 0 CS< omega< AL00625
###############################################################
FUNCTIONS
Bi2 = Bi*(1+fB)
Bi3 = Bi*(1-fB)
Bi4 = Bi*(1+2*fB)
Bi5 = Bi*(1-2*fB)
AL05 = I0*0.2*taL*0.5
AL025 = I0*0.2*taL*0.25
AL0375 = I0*0.2*taL*0.375
AL00625 = I0*0.2*taL*0.0625
AH = I0*0.2*taH
Ad = I0*0.2*tad
ta = taL+ taH + tad
###############################################################
COMMANDS
...
TransmissionIntegral ta 0.0515 0.05 0.6
###############################################################
11.5.16 CuFeSb TF
###############################################################
FITPARAMETER
A 1 1
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I0 1 1
As_B 0 0
As_Vzz 5.55 1.0
As_theta 56 5
As_omega 0.133 0.02
As_CS 0.62 0.05
As_frac 0.88 0.01
Sb_B -0.29 0.1
Sb_Vzz -7 5.0
Sb_theta 90.61 5
Sb_omega 0.2 0.02
Sb_CS 0.49 0.05
_du_B -4 1
_du_omega 1.2 0.00
du_CS 0.68 0.05
du_frac 0.17 0.005
lambda 0.9 0
###############################################################
THEORY
BL I0
fmBex MEM[As_B,12,21,29] map0 rsp As_Vzz As_theta As_CS As_omega As_A 15 1
SHc B_Sb Sb_Vzz 0 Sb_theta 0 Sb_CS Sb_omega Sb_A 0 0
SHc _du_B 0 0 0 0 du_CS _du_omega du_A 90 0
###############################################################
FUNCTIONS
n_frac_As = min(1,max(0,As_frac))
n_frac_du = min(1,max(0,du_frac))
Sb_A = A * (1-n_frac_du)* (1-n_frac_As)
As_A = A * (1-n_frac_du)* n_frac_As
du_A = A * n_frac_du
B_Sb = 26.48-rsp-Sb_B
###############################################################
COMMANDS
...
MEM 500 0.013 0.3 lambda 70000
###############################################################
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