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Abstract
In this paper we consider the stability for a class of jump-diffusions with Markovian switching. We first construct them succes-
sively and show that they can be associated with some appropriate generators and they are non-explosive. We then prove their Feller
continuity by the coupling methods. Furthermore, we also prove their strong Feller continuity by making use of the relation be-
tween the transition probabilities of jump-diffusions and the corresponding diffusions. Finally, we also investigate their exponential
ergodicity.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let (X(t),Z(t)) be a right continuously strong Markov process with left-hand limits on Rd × N , where N :=
{1,2, . . . , n0}. The first component X(t) satisfies the following stochastic differential–integral equation:
dX(t) = σ (X(t),Z(t))dB(t)+ b(X(t),Z(t))dt + ∫
Rd\{o}
c
(
X(t−),Z(t−), u)N(dt, du), (1.1)
where σ(x, k) is (d × d)-matrix valued and b(x, k) and c(x, k,u) are Rd valued for x,u ∈ Rd and k ∈ N . Let
(Ω,F ,P ) be a probability space, and {Ft } an increasing family of sub-σ -algebras of F , and B(t) an Ft -adapted
Rd -valued Brownian motion and also a martingale with respect to {Ft }; let N(dt, du) (corresponding to a ran-
dom point function p(t)) be a stationary Ft -Poisson point process and independent of B(t), and let N˜(dt, du) =
N(dt, du) − Π(du)dt be the compensated Poisson random measure on [0,∞) × Rd , where Π(·) is a deterministic
finite characteristic measure on the measurable space (Rd \ {o},B(Rd \ {o})). The second component Z(t), which is
Ft -adapted and independent of B(t) and N(t,A), is a right-continuously irreducible Markov chain with finite state
space N and Q-matrix Q = (qkl) such that
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{
Z(t +) = l ∣∣Z(t) = k}= {qkl+ o() if k = l,
1 + qkk+ o() if k = l, (1.2)
provided  ↓ 0 (cf. [3]). For x ∈ Rd and σ = (σij ) ∈ Sd (the space of d × d matrices), define
|x| =
(
d∑
i=1
|xi |2
)1/2
, |σ | =
(
d∑
i,j=1
|σij |2
)1/2
.
Let N be endowed with the discrete topology, and B(Rd ×N) the product σ -algebra on Rd ×N . For the existence and
uniqueness of the strong Markov process (X(t),Z(t)) satisfying (1.1) and (1.2), we make the following assumption.
Assumption 1.1. Assume that c(x, k,u) is B(Rd ×N)×B(Rd \{o}) measurable function and that σ(x, k) and b(x, k)
are continuously differentiable in x, and they satisfy the Lipschitz condition and the linear growth condition as follows:
For some constant H > 0,∣∣σ(x, k)− σ(y, k)∣∣2 + ∣∣b(x, k)− b(y, k)∣∣2 H |x − y|2 (1.3)
and ∣∣σ(x, k)∣∣2 + ∣∣b(x, k)∣∣2 H (1 + |x|2) (1.4)
for all x, y ∈ Rd and k ∈ N .
Under Assumption 1.1, we can prove that (1.1) and (1.2) together determine a unique right continuously strong
Markov process (X(t),Z(t)) with left-hand limits and show that it can be associated with an appropriate generator
(see the next section). Moreover, we can also prove that (X(t),Z(t)) is non-explosive (see Section 3). Throughout
the rest of this paper, we shall always, as a standing hypothesis, assume that Assumption 1.1 holds. Generally, the
process (X(t),Z(t)) can be called a jump-diffusion with Markovian switching. On the one hand, jump-diffusions
can be considered as continuous Itô diffusions perturbed by random jumps, and they are one kind of the useful
stochastic models appeared frequently in many applications, such as mathematical modeling of financial markets
(see [20] and references therein). On the other hand, continuous Itô diffusions with Markovian switching are often
used to describe some typical hybrid systems that arise in many applications of systems with multiple modes or
failure modes, such as fault-tolerant control systems, multiple target tracking, and manufacturing systems (see [1] and
references therein). Roughly speaking, for systems to be considered, random jumping describes their discontinuous
changes, whilst Markovian switching characterizes their discrete shifts in regime. On the whole, a jump-diffusion
with Markovian switching is a combination of a diffusion with both random jumping and Markovian switching.
In application areas, a jump-diffusion with Markovian switching is often called a hybrid jump-diffusion process.
Moreover, such Markovian hybrid systems have also been used in emerging applications in communication networks,
mathematical finance and risk management (see [2,6,11,13,24] and references therein).
A Markov process is said to be stable in distribution if its transition probability converges weakly to some prob-
ability measure as the time parameter tends to infinity. The stability in distribution was studied for jump-diffusions
(without Markovian switching) in [20], whereas many corresponding researches for continuous Itô diffusions with
Markovian switching were made in [1,26]. Instead, a Markov process is said to be stable in total variation if its transi-
tion probability converges in total variation norm to some probability measure as the time parameter tends to infinity.
The stability in total variation was discussed for continuous Itô diffusions with Markovian switching in [21,22]. Since
the convergence in total variation norm leads to the weak convergence, the stability in total variation clearly implies
the stability in distribution. Therefore we can say that the stability in total variation is stronger than the stability in
distribution. Furthermore, in this paper we will consider another kind of much stronger stability. More precisely, our
aim in the present paper is to investigate the stability in the sense of f -norm convergence for jump-diffusions with
Markovian switching. The so-called f -norm, whose definition will be given in Section 6 below, is a very strong norm,
and the well-known total variation norm is only a special case of it. Actually, we will prove the f -exponential er-
godicity for jump-diffusions with Markovian switching. In the course of pursuing the above objective, we will also
prove the Feller continuity for these processes by the coupling methods and more the strong Feller continuity for
them by making use of the relation between the transition probabilities of jump-diffusions and the corresponding
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the background of coupling methods and their much more applications, the reader is referred to [3] and the related
references on this topic. On the other hand, one should point out that a thorough presentation of a number of stability
concepts and results on general Markov processes with continuous-parameter can be found in [15,16]. However, those
results do not directly apply to our model (namely, jump-diffusions with Markovian switching), and some necessary
properties, such as the Feller continuity and strong Feller continuity, for our model are non-trivial and require proofs.
Moreover, it is known that the Feller continuity and strong Feller continuity are basic for the f -exponential ergodicity
results (see Section 6 below). Therefore, it is of considerable interest to study the Feller continuity and strong Feller
continuity for jump-diffusions with Markovian switching. Of course, the Feller continuity and strong Feller continuity
are of interest in their own right since they are also important properties.
2. Existence, uniqueness and generator
We now introduce a metric λ(·,·) on Rd ×N as follows:
λ
(
(x,m), (y,n)
)= |x − y| + d(m,n),
where
d(m,n) =
{0 if m = n,
1 if m = n.
Therefore, (Rd ×N,λ(·,·),B(Rd ×N)) is a complete separable metric space and we then have a natural càdlàg space
D([0,∞),Rd ×N). In what follows we will construct a strong Markov process (X(t),Z(t)) satisfying (1.1) and (1.2)
with D([0,∞),Rd × N) as its path space under Assumption 1.1 (the standing hypothesis). In order to construct the
strong Markov process (X(t),Z(t)) clearly, let us denote the successive jumps of Markov chain Z(t) by
τ0 ≡ 0, τn = inf
{
t : t > τn−1, Z(t) = Z(τn−1)
}
, n 1, (2.1)
then we easily have limn→∞ τn = +∞. Next, on the probability space (Ω,F ,P ) with the reference family {Ft }
stated in the previous section, let us now introduce a family of Ft -adapted jump-diffusions {Xk(t): k ∈ N}. From
Theorem 9.1 in [9, Chapter IV], it follows that for each k ∈ N , there exists a unique strong solution Xk(t) to the
following stochastic differential–integral equation
dXk(t) = σ
(
Xk(t), k
)
dB(t)+ b(Xk(t), k)dt + ∫
Rd\{o}
c
(
Xk(t−), k, u
)
N(dt, du) (2.2)
such that Xk(0) = ξ a.s., where ξ is an F0-measurable random variable. Since N(t,A) and Z(t) are mutually in-
dependent, they have no common jumps almost surely. Therefore, each τk will not coincide with any jump instant
of Xl(t) for all l ∈ N and we can construct the strong Markov process (X(t),Z(t)) as follows. For any given initial
condition (X(0),Z(0)) = (ξ, k), on the time interval [0, τ1], set(
X(t),Z(t)
)= { (Xk(t), k), 0 t < τ1,
(Xk(τ1),Z(τ1)), t = τ1.
Next, as were done in Section 9 in [9, Chapter IV], set ξ˜ = X(τ1), B˜(t) = B(t + τ1) − B(τ1) and p˜(t) = p(t + τ1),
where p(t) is the random point function corresponding to N(dt, du). Similarly, we can determine the process
(X˜(t), Z˜(t)) on the time interval [0, τ2 − τ1] with respect to (ξ˜ ,Z(τ1)) as above. Then, define(
X(t),Z(t)
)= (X˜(t − τ1), Z˜(t − τ1)), t ∈ [τ1, τ2].
Continuing this procedure successively, (X(t),Z(t)) is determined uniquely on the time interval [0, τn] for every n
and thus (X(t),Z(t)) is determined globally due to limn→∞ τn = +∞. Furthermore, for Z(0) with a given initial
distribution, we can also construct strong Markov process (X(t),Z(t)) uniquely on the whole time interval [0,+∞).
Hence we now get the following proposition.
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D([0,∞),Rd ×N) as its path space.
In the remainder of this section, we will show that the strong Markov process (X(t),Z(t)) can be associated with
an appropriate generator. In the sequel, we let 〈·,·〉 and ∇ denote the inner product and the gradient operator in Rd ,
respectively. If A is a vector or matrix, we use A∗ to denote its transpose. For x ∈ Rd , set a(x, k) = σ(x, k)σ (x, k)∗.
Let C20(R
d × N) denote the family of all functions f (x, k) on Rd × N which are twice continuously differentiable
in x and have compact support. For f (x, k) ∈ C20(Rd ×N), define an operator A as follows:
Af (x, k) = L(k)f (x, k)+Ω(k)f (x, k)+Qf (x, k). (2.3)
Here operators L(k), Ω(k) and Q are further defined as follows:
L(k)f (x, k) = 1
2
d∑
i,j=1
aij (x, k)
∂2
∂xixj
f (x, k)+ 〈b(x, k),∇xf (x, k)〉, (2.4)
Ω(k)f (x, k) =
∫
Rd\{o}
[
f
(
x + c(x, k,u), k)− f (x, k)]Π(du), (2.5)
Qf (x, k) =
∑
l∈N
qkl
(
f (x, l)− f (x, k)). (2.6)
Let E(x,k) denote the expectation corresponding to the distribution P (x,k) of (X(t),Z(t)) starting from (x, k). By
virtue of Lemma 2.4 of [18] and the proof method of Lemma 3 in [19, Chapter II], we can show following proposition
(cf. [25, Section 2]). However, we omit the details here.
Proposition 2.2. (X(t),Z(t)) has generator A in the sense that the formula
E(x,k)f
(
X(t),Z(t)
)= f (x, k)+E(x,k) t∫
0
Af (X(s),Z(s))ds (2.7)
holds for every point (x, k) ∈ Rd ×N and every function f (x, k) ∈ C20(Rd ×N).
Remark 2.3. The generator A can be regarded as the so-called extended generator of the process (X(t),Z(t))
(cf. [16]). Furthermore, we also have the following Dynkin’s formula (see [25]). For each bounded stopping time τ
for the process (X(t),Z(t)) and each function f (x, k) ∈ C20(Rd ×N), we have
E(x,k)f
(
X(τ),Z(τ)
)= f (x, k)+E(x,k) τ∫
0
Af (X(s),Z(s))ds (2.8)
for (x, k) ∈ Rd ×N .
3. Non-explosivity
For some subsequent uses, in this section we prove the non-explosivity of (X(t),Z(t)). To proceed, for all integers
m 1, let Om := {x ∈ Rd : |x| <m} and define
γm := inf
{
t  0:
(
X(t),Z(t)
) ∈ Ocm ×N}.
Next, by the sequence of jump times {τn} defined in (2.1), we define J (t) := max{n: τn  t}. Then J (t) is the number
of jumps of the second component of (X(t),Z(t)) prior to t . Obviously, for every (x, k) ∈ Rd × N and every t > 0,
we have that P (x,k)(J (t) < +∞) = 1. Consequently, for every m 1, we then have that
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∞∑
n=0
P (x,k)
(
γm  t, J (t) = n
)
. (3.1)
Recall that for each k ∈ N , Xk(t) is the solution to (2.2). By the finiteness of the characteristic measure Π(·), we
easily know that Xk(t) is non-explosive for every k ∈ N . Set
γ (k)m := inf
{
t  0: Xk(t) ∈ Ocm
}
, k ∈ N.
Therefore, for every x ∈ Rd and t > 0, we have
lim
m→∞P
(k)(x)
(
γ (k)m  t
)= 0, k ∈ N, (3.2)
where P (k)(x) denotes the probability distribution of Xk(t) starting from x. In the sequel, for a set B , we denote its
indicator function by χB .
Proposition 3.1. The jump-diffusion with Markovian switching (X(t),Z(t)) is non-explosive.
Proof. Obviously, by (3.1), it is sufficient to prove that for every (x, k) ∈ Rd × N , every t > 0 and every integer
n 0,
lim
m→∞P
(x,k)
(
γm  t, J (t) = n
)= 0. (3.3)
In what follows, we will prove (3.3) by induction on n 0. Notice that the first component of (X(t),Z(t)) coincides
with the jump-diffusion Xk(t) on the interval [τ0, τ1) when Z(τ0) = k. Also notice that each τk will not coincide with
any jump instant of Xl(t) for all l ∈ N almost surely as mentioned in the last section. Using (3.2), we obtain
P (x,k)
(
γm  t, J (t) = 0
)
 P (k)(x)
(
γ (k)m  t
)→ 0
as m → ∞, and then we know that (3.3) holds for n = 0. Now, we suppose that (3.3) holds for J (t) = n. Then, by
virtue of the strong Markov property, we arrive at
P (x,k)
(
γm  t, J (t) = n+ 1
)= P (x,k)(γm  t, τn+1  t < τn+2)
= E(x,k)(P (X(τ1),Z(τ1))(γm  t, τn  t < τn+1)χ(τ1t))
=
∞∑
l=1
E(x,k)
(
χ(X(τ1)l)P
(X(τ1),Z(τ1))(γm  t, τn  t < τn+1)χ(τ1t)
)
. (3.4)
By the inductive hypothesis, on the set of (X(τ1) l, τ1  t), we have
lim
m→∞P
(X(τ1),Z(τ1))(γm  t, τn  t < τn+1) = 0.
Combining this with (3.4) and using Lebesgue’s dominated convergence theorem, we obtain
lim
m→∞P
(x,k)
(
γm  t, J (t) = n+ 1
)= 0.
Namely, (3.3) also holds for J (t) = n+ 1. This completes the proof. 
Remark 3.2. By the sequence of stopping times {γm}, we can define truncations (X(t ∧ γm),Z(t ∧ γm)) (m 1) of
the non-explosive process (X(t),Z(t)). Let C2(Rd ×N) denote the family of all functions f (x, k) on Rd ×N which
are twice continuously differentiable in x. Then, by Proposition 2.2, we have that for every m 1,
E(x,k)f
(
X(t ∧ γm),Z(t ∧ γm)
)= f (x, k)+E(x,k) t∫
0
Af (X(s ∧ γm),Z(s ∧ γm))ds (3.5)
holds for every point (x, k) ∈ Om × N and every function f (x, k) ∈ C2(Rd × N). Moreover, for (X(t ∧ γm),
Z(t ∧ γm)), Dynkin’s formula (2.8) also holds for every function f (x, k) ∈ C2(Rd × N). These facts enable one
to establish practical ergodic conditions so that there are more choice functions for test functions (see [16] and Sec-
tion 6 below).
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In this section we will prove the Feller continuity of the jump-diffusion with Markovian switching (X(t),Z(t))
associated with the generator A by making use of the coupling methods. To do so, we need to construct a coupling
of (X(t),Z(t)) and itself. To this end, we need only to construct a coupling for the generator A. Notice that the gen-
erator A consists of the diffusion part corresponding to L(k), the jump part corresponding to Ω(k) and the switching
part corresponding to Q. We first construct a coupling Q˜ of the switching part as follows:
Q˜g(k, l) =
∑
m
(qkm − qlm)+
(
g(m, l)− g(k, l))+∑
m
(qlm − qkm)+
(
g(k,m)− g(k, l))
+
∑
m
qkm ∧ qlm
(
g(m,m)− g(k, l)), (4.1)
where g is a bounded function on N ×N . Let (Z(t),Z′(t)) be the Markov chain generated by the coupling operator Q˜.
Set S = inf{t  0: Z(t) = Z′(t)}, then Z(t) and Z′(t) will move together from S onward. Next, for k, l ∈ N and
x, y ∈ Rd , set
a(x, k, y, l) =
(
a(x, k) σ (x, k)σ (y, l)∗
σ(y, l)σ (x, k)∗ a(y, l)
)
, (4.2)
b(x, k, y, l) =
(
b(x, k)
b(y, l)
)
. (4.3)
Obviously, a(x, k, y, l) is non-negative definite for all k, l ∈ N and x, y ∈ Rd . According to [4], the diffusion operator
L˜(k, l) determined by a(x, k, y, l) and b(x, k, y, l) is a coupling of L(k) and L(l). Using the change of variable
theorem, we can rewrite the operator Ω(k) as follows:
Ω(k)f (x, k) =
∫
Rd\{o}
(
f (x + z, k)− f (x, k))μx,k(dz), (4.4)
where
μx,k(A) := Π
{
u: c(x, k,u) ∈ A}
for x ∈ Rd , k ∈ N and A ∈ B(Rd \ {o}). Here μx,k(·) actually is the jump measure of the first component of
(X(t),Z(t)). In fact, some authors study jump-diffusions with this form of jump measures directly (see [7]). On
the set of twice continuously differentiable functions h(x, y) of Rd ×Rd to R with compact support, set
Ω˜(k, l)h(x, y) =
∫ (
μx,k(·)−μy,l(·)
)+
(dz)
[
h(x + z, y)− h(x, y)]
+
∫ (
μy,l(·)−μx,k(·)
)+
(dz)
[
h(x, y + z)− h(x, y)]
+
∫ (
μx,k(·)∧μy,l(·)
)
(dz)
[
h(x + z, y + z)− h(x, y)], (4.5)
then the operator Ω˜(k, l) is a coupling of Ω(k) and Ω(l) (cf. [3]). Finally, combining the three couplings together,
we get a coupling A˜ of the generator A as follows:
A˜f (x, k, y, l) = (L˜(k, l)+ Ω˜(k, l)+ Q˜)f (x, k, y, l), (4.6)
for f (x, k, y, l) ∈ C20(Rd ×N ×Rd ×N), which denotes the family of all functions f (x, k, y, l) on Rd ×N ×Rd ×N
which are twice continuously differentiable in both x and y and have compact support.
We denote the transition probability family of the jump-diffusion with Markovian switching (X(t),Z(t)) by
{P(t, (x, k),A): t  0, (x, k) ∈ Rd × N, A ∈ B(Rd × N)}. For a subsequent use, we now introduce the Wasser-
stein metric between two probability measures as follows. For two probability measures P1 and P2, define
W(P1,P2) = inf
∫
λ
(
(x,m), (y,n)
)
Q(dx,dm,dy, dn),Q
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of (X(t),Z(t)), we need to make the following assumption.
Assumption 4.1. Assume that there exists H ′ > 0 such that∫
Rd\{o}
|z|∥∥μx,k(·)−μy,k(·)∥∥(dz)H ′|x − y|
for all x, y ∈ Rd and k ∈ N , where ‖ · ‖ denotes the total variation norm.
Intuitively, Assumption 4.1 guarantees some sense continuity of the jump measure (i.e., μx,k(·)) of the first com-
ponent of (X(t),Z(t)) with respect to state (i.e., x). Then, under this assumption, we can prove the following Feller
continuity for (X(t),Z(t)) reasonably.
Theorem 4.2. Suppose that Assumption 4.1 holds. The transition probability family {P(t, (x, k), ·): (x, k) ∈ Rd ×N}
of the jump-diffusion with Markovian switching (X(t),Z(t)) is Feller continuous.
Proof. Since N has the discrete metric, we need only to prove that, for any t  0, x, y ∈ Rd and k ∈ N , P(t, (x, k), ·)
converges weakly to P(t, (y, k), ·) as x → y. To this end, by means of Theorem 5.6 in [3], it suffices to prove that,
W
(
P
(
t, (x, k), ·),P (t, (y, k), ·))→ 0 as x → y. (4.7)
To do so, we use the coupling A˜ constructed above. Let (X(t),Z(t), Y (t),Z′(t)) denote the coupling process corre-
sponding to the coupling generator A˜, let P (x,k,y,l) denote the distribution of (X(t),Z(t), Y (t),Z′(t)) starting from
(x, k, y, l), and let E(x,k,y,l) denote the corresponding expectation. Similarly to the proof of Theorem 2.3 in [4], set
Sh = inf
{
t  0: |Xt − Yt | > h
}
, h > 1,
TR = inf
{
t  0: |Xt |2 + |Yt |2 >R
}
, V = TR ∧ Sh.
Using Dynkin’s formula as in (2.8) and noting that Z(t) = Z′(t) for all t  0 (i.e., S = 0) whenever Z(0) = Z′(0) = k,
we have
E(x,k,y,k)λ
(
(Xt∧V ,Zt∧V ),
(
Yt∧V ,Z′t∧V
))
= |x − y| +E(x,k,y,k)
t∧V∫
0
A˜λ((Xu∧V ,Zu∧V ), (Yu∧V ,Z′u∧V ))du
= |x − y| +E(x,k,y,k)
t∧V∫
0
(
L˜
(
Zu∧V ,Z′u∧V
)|Xu∧V − Yu∧V | + Ω˜(Zu∧V ,Z′u∧V )|Xu∧V − Yu∧V |)du (4.8)
for x, y ∈ Rd and k ∈ N .
Next, we give some estimation on the integrand of the rightmost term in (4.8). For any x, y ∈ Rd and any k ∈ N ,
set
A(x,y, k) = a(x, k)+ a(y, k)− 2σ(x, k)σ (y, k)∗,
B̂(x, y, k) = 〈x − y, b(x, k)− b(y, k)〉.
On the one hand, it follows from (2.10) in [4] that
L˜(k, k)|x − y| [trA(x,y, k)+ 2B̂(x, y, k)]/(2|x − y|). (4.9)
With some elementary calculations, it is easy to see that
trA(x,y, k) = ∣∣σ(x, k)− σ(y, k)∣∣2
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2B̂(x, y, k) |x − y|2 + ∣∣b(x, k)− b(y, k)∣∣2.
Therefore, it follows from (4.9) and (1.3) that
L˜(k, k)|x − y| (H + 1)
2
|x − y| (4.10)
for x, y ∈ Rd and k ∈ N . On the other hand, also with some elementary calculations, it then follows from (4.5) and
Assumption 4.1 that
Ω˜(k, k)|x − y| =
∫ (
μx,k(·)−μy,k(·)
)+
(dz)
(|x + z − y| − |x − y|)
+
∫ (
μy,k(·)−μx,k(·)
)+
(dz)
(|x − y − z| − |x − y|)

∫
|z|∥∥μx,k(·)−μy,k(·)∥∥(dz)H ′|x − y| (4.11)
for x, y ∈ Rd and k ∈ N .
Now substituting (4.10) and (4.11) into (4.8), we arrive at
E(x,k,y,k)λ
(
(Xt∧V ,Zt∧V ),
(
Yt∧V ,Z′t∧V
))
 |x − y| + (2H
′ +H + 1)
2
t∫
0
E(x,k,y,k)|Xu∧V − Yu∧V |du
= |x − y| + (2H
′ +H + 1)
2
t∫
0
E(x,k,y,k)λ
(
(Xu∧V ,Zu∧V ),
(
Yu∧V ,Z′u∧V
))
du.
Thus, by Gronwall’s inequality (cf. Lemma 1.1 in [8, Chapter 2]), we obtain
E(x,k,y,k)λ
(
(Xt∧V ,Zt∧V ),
(
Yt∧V ,Z′t∧V
))
 |x − y| exp((2H ′ +H + 1)t/2).
Finally, letting R ↑ ∞, h ↑ ∞, we conclude that
E(x,k,y,k)λ
((
X(t),Z(t)
)
,
(
Y(t),Z′(t)
))
 |x − y| exp((2H ′ +H + 1)t/2),
which implies (4.7). The proof is complete. 
5. Strong Feller continuity
In this section we will prove the strong Feller continuity of the jump-diffusion with Markovian switching
(X(t),Z(t)) by making use of the relation between the transition probabilities of jump-diffusions and the corre-
sponding diffusions in [19]. For this we introduce some auxiliary processes as follows. For each k ∈ N , let X0k(t) be
the unique strong solution to the following stochastic differential equation in Rd :
dX0k(t) = σ
(
X0k(t), k
)
dB(t)+ b(X0k(t), k)dt. (5.1)
For each k ∈ N , we denote the transition probability families of the jump-diffusion Xk(t) (satisfying the stochas-
tic differential–integral equation (2.2)) and the diffusion X0k(t) by {P (k)(t, x,A): t  0, x ∈ Rd, A ∈ B(Rd)} and
{P (k),0(t, x,A): t  0, x ∈ Rd, A ∈ B(Rd)}, respectively. By virtue of Theorem 14 in [19, Chapter I], we know that
the following lemma holds.
Lemma 5.1. For any given k ∈ N , if the transition probability P (k),0(t, x,A) has a density p(k),0(t, x, y) with respect
to the Lebesgue measure, then the transition probability P (k)(t, x,A) also has a density p(k)(t, x, y) with respect
to the Lebesgue measure. Moreover, if the transition probability density p(k),0(t, x, y) is positive, then the transition
probability density p(k)(t, x, y) also is positive.
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dΦ(t) = σ (Φ(t))dB(t)+ b(Φ(t))dt. (5.2)
The Fisk–Stratonovich type generator of diffusion Φ(t) can be defined by the following vector fields A0,A1, . . . ,Ad
on Rd :
A0(x) =
d∑
i=1
[
bi(x)− 12
d∑
j=1
d∑
h=1
σjh(x)
∂
∂xj
σih(x)
]
∂
∂xi
,
Al(x) =
d∑
i=1
σil(x)
∂
∂xi
, l = 1,2, . . . , d.
A generally sufficient condition for diffusion Φ(t) to have a positive transition probability density p(t, x, y) is that
dim Lie
{
Al(x): 1 l  d
}= d (5.3)
for all x ∈ Rd , where Lie{·} denotes the Lie algebra generated by the vector fields in the braces (see [12] or Exam-
ple 8.1 in [9, Chapter VI]). In particular, if the diffusion matrix a(x) := σ(x)σ (x)∗ is uniformly positive, then the
diffusion Φ(t) determined by (5.2) must have a positive transition probability density p(t, x, y). Of course, the uni-
form positivity of diffusion matrix a(x) is a somewhat stringent condition. However, it is indeed much easier to be
verified and then to apply in practice. Anyway, we make the following assumption in order to prove the strong Feller
continuity and also the exponential ergodicity for (X(t),Z(t)).
Assumption 5.2. For each k ∈ N , assume that the diffusion X0k(t) determined by (5.1) has a positive transition prob-
ability density p(k),0(t, x, y) with respect to the Lebesgue measure.
To prove the strong Feller continuity, we will also prove that for every t > 0 and every (x, k) ∈ Rd × N , the
transition probability P(t, (x, k), ·) corresponding to (X(t),Z(t)) is absolutely continuous with respect to a reference
measure μ˜(·). Here and hereafter, the reference measure μ˜(·) is the product measure on Rd × N of the Lebesgue
measure on Rd and the counting measure on N . In addition, the Lebesgue measure on Rd will be denoted by m(·).
Hereafter, for a given set D ∈ B(Rd ×N), let for each k ∈ N ,
Dk =
{
x ∈ Rd : (x, k) ∈ D}
be the section of D at k. Then, the product measure theorem (cf. Theorem 1 in [5, Section 6.3]) gives us the following
lemma which will be used later.
Lemma 5.3. For any set D ∈ B(Rd ×N) with μ˜(D) = 0, we have that m(Dk) = 0 for all k ∈ N .
Recall that J (t) = max{n: τn  t}. Therefore, similarly to (3.1), we also easily get the following lemma.
Lemma 5.4. For every (x, k) ∈ Rd ×N , every t > 0, and every set D ∈ B(Rd ×N), we have that
P (x,k)
((
X(t),Z(t)
) ∈ D)= ∞∑
n=0
P (x,k)
((
X(t),Z(t)
) ∈ D, J (t) = n). (5.4)
Lemma 5.5. Suppose that Assumption 5.2 holds.
(i) For every (x, k) ∈ Rd ×N , every t > 0 and every integer n 0, we have that
P (x,k)
((
X(t),Z(t)
) ∈ D, J (t) = n)= 0
for all set D ∈ B(Rd ×N) satisfying μ˜(D) = 0.
F. Xi / J. Math. Anal. Appl. 341 (2008) 588–600 597(ii) For every (x, k) ∈ Rd ×N and every t > 0, we have that
P (x,k)
((
X(t),Z(t)
) ∈ D)= 0
for all set D ∈ B(Rd ×N) satisfying μ˜(D) = 0.
Proof. Notice that for each k ∈ N , the jump-diffusion Xk(t) determined in (2.2) has a transition probability density
by using Assumption 5.2 and Lemma 5.1. Also notice that the first component of (X(t),Z(t)) coincides with the
jump-diffusion Xk(t) on the interval [τ0, τ1) when Z(τ0) = k. We will prove the former assertion of Lemma 5.5 by
induction on n 0 again. When n = 0, from the two facts noticed above and Lemma 5.3, we obtain that
P (x,k)
((
X(t),Z(t)
) ∈ D, J (t) = 0)= P (X(t) ∈ Dk, Z(t) = k, τ0  t < τ1 ∣∣X(0) = x, Z(0) = k)
 P
(
Xk(t) ∈ Dk
∣∣Xk(0) = x)= 0
for all set D ∈ B(Rd ×N) satisfying μ˜(D) = 0. Now, we suppose that the former assertion holds for J (t) = n. Then,
by virtue of the strong Markov Property and the inductive hypothesis, we conclude that
P (x,k)
((
X(t),Z(t)
) ∈ D, J (t) = n+ 1)= P (x,k)((X(t),Z(t)) ∈ D, τn+1  t < τn+2)
= E(x,k)(P (X(τ1),Z(τ1))((X(t),Z(t)) ∈ D, τn  t < τn+1))
= 0
for all set D ∈ B(Rd × N) satisfying μ˜(D) = 0. This proves the former assertion of Lemma 5.5, while the latter
assertion readily follows from the former one and (5.4). 
Finally, we formulate the main result in this section.
Theorem 5.6. Suppose that Assumptions 4.1 and 5.2 hold. For any given t > 0, the transition probability kernel
P(t) := {P (t, (x, k),A): (x, k) ∈ Rd ×N, A ∈ B(Rd ×N)}
of the jump-diffusion with Markovian switching (X(t),Z(t)) is strong Feller continuous.
Proof. For a set A ∈ B(Rd ×N), let A, A◦ and ∂A denote the closure, the interior and the boundary of A, respectively.
It easily follows from the definition of the reference measure μ˜(·) that μ˜(∂A) = 0 for all A ∈ B(Rd ×N). Therefore,
by virtue of the absolute continuity and the Feller continuity proved in Lemma 5.5 and Theorem 4.2, respectively, we
conclude that for every (x, k) ∈ Rd ×N and every t > 0,
lim inf
y→x P
(
t, (y, k),A
)
 lim inf
y→x P
(
t, (y, k),A◦
)
 P
(
t, (x, k),A◦
)= P (t, (x, k),A),
which implies the desired strong Feller continuity (cf. [17]). The proof is complete. 
6. Exponential ergodicity
In this section we mainly investigate the exponential ergodicity for the jump-diffusion with Markovian switching
(X(t),Z(t)). Before doing this, we first consider a form of stability called the boundedness in probability on aver-
age for (X(t),Z(t)) (see [15] for more details about the corresponding concept). The process (X(t),Z(t)) is called
bounded in probability on average if for each (x, k) ∈ Rd × N and each  > 0, there exists a compact subset C ⊂ Rd
such that
lim inf
t→∞
1
t
t∫
0
P
(
t, (x, k),C ×N)ds  1 − .
We now introduce a Foster–Lyapunov drift condition as follows. For some α,β > 0, f (x, k)  1, a compact set
C ⊂ Rd , and non-negative function V (x, k) ∈ C2(Rd ×N),
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where A is the operator defined in (2.3).
Remark 6.1. As were done in [16], the Foster–Lyapunov drift conditions should be couched in terms of the extended
generator Am of the truncations (X(t ∧ γm),Z(t ∧ γm)) (m  1) (cf. Section 3). However, because there is no any
actual difference (see Remark 3.2), here and hereafter, we still write the Foster–Lyapunov drift conditions in terms
of A but not Am.
Proposition 6.2. Suppose that (6.1) and Assumptions 4.1 and 5.2 hold. Then (X(t),Z(t)) is bounded in probability
on average.
Proof. From Theorem 5.6 we know that (X(t),Z(t)) is a strong Feller process and so it certainly is a so-called T -
process (see [15] for the detailed definition of the T -processes). From Proposition 3.1, we know that (X(t),Z(t)) is
also non-explosive under Assumption 1.1. Therefore, the result follows from Theorem 4.7 in [16]. 
Now we proceed to investigate the exponential ergodicity for the jump-diffusion with Markovian switching
(X(t),Z(t)). As in [16], for any positive function f (x, k)  1 defined on Rd × N and any signed measure ν(·)
defined on B(Rd ×N) we write
‖ν‖f = sup
{∣∣ν(g)∣∣: all measurable g(x, k) satisfying |g| f },
where ν(g) denotes the integral of function g with respect to measure ν. Note that the total variation norm ‖ν‖ is just
‖ν‖f in the special case where f ≡ 1. For a function ∞ > f  1 on Rd × N , Markov process (X(t),Z(t)) is said
to be f -exponentially ergodic if there exist a probability measure π(·), a constant θ < 1 and a finite-valued function
Θ(x, k) such that∥∥P (t, (x, k), ·)− π(·)∥∥
f
Θ(x, k)θ t (6.2)
for all t  0 and all (x, k) ∈ Rd ×N . Moreover, a non-negative function V (x, k) defined on Rd ×N is called a norm-
like function if V (x, k) → ∞ as |x| → ∞ for all k ∈ N . Now we also need to introduce another Foster–Lyapunov
drift condition as follows. For some α, β > 0 and a norm-like function V (x, k) ∈ C2(Rd ×N),
AV (x, k)−αV (x, k)+ β, (x, k) ∈ Rd ×N. (6.3)
Theorem 6.3. Suppose that (6.3) and Assumptions 4.1 and 5.2 hold. Then the jump-diffusion with Markovian switching
(X(t),Z(t)) is f -exponentially ergodic with f = V + 1.
Proof. Recall the irreducibility of Z(t) imposed above (1.2). On the other hand, for each k ∈ N , the jump-diffusion
Xk(t) determined in (2.2) has a positive transition probability density by using Assumption 5.2 and Lemma 5.1.
By the construction of (X(t),Z(t)) given in Section 2, (X(t),Z(t)) can be regarded as the result of the n0 jump-
diffusions Xk(t), k = 1,2, . . . , n0, switching from one to another according to the movement of the Markov chain
Z(t). Then we easily know that the support of (X(t),Z(t)) is equal to Rd × N for all t > 0. Hence (X(t),Z(t))
is a μ˜-irreducible T -process, and so for any given constant h > 0, the h-skeleton chain (X(nh),Z(nh))n0 is an
irreducible T -chain. By Proposition 3.1, (X(t),Z(t)) is non-explosive under Assumption 1.1. Therefore, in view of
Theorem 3.2 in [14], we obtain that all compact sets of the state space Rd × N are petite for the h-skeleton chain
(X(nh),Z(nh))n0 (see [14] for the detailed definitions of the T -chains and the petite sets). Consequently, using
(6.3) and applying Theorem 6.1 in [16] to the Markov process (X(t),Z(t)), we obtain the desired result. The proof is
complete. 
To conclude this section, we provide the following two examples to illustrate our results.
Example 6.4. Take d = 1 and consider the following jump-diffusion with Markovian switching:
dX(t) = σ dB(t)+ α(Z(t))X(t) dt + ∫ β(Z(t−))uN(dt, du), (6.4)R\{o}
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process and independent of B(t) such that N˜(dt, du) = N(dt, du) − Π(du)dt is the compensated Poisson random
measure on [0,∞) × R, where Π(·) is a deterministic finite characteristic measure concentrated on the measurable
space (Γ,B(Γ )) (here Γ is a compact set not including the origin o in R while B(Γ ) denotes the σ -algebra of Borel
sets in Γ ), and β(1) and β(2) are any given real numbers; and Z(t), which is independent of B(t) and N(t,A), is a
two-state Markov chain on N = {1,2} with the Q-matrix (see [3] and (1.2)) given by
Q = (qkl) =
(−4 4
0.5 −0.5
)
and α(1) = 1 while α(2) = −0.5. In particular, when β(1) = β(2) = 0.01 and
Π
({1})= 4 × 0.25, Π({2})= 4 × 0.5, Π({3})= 4 × 0.25, and Π({R \ {1,2,3}})= 0,
the third term on the right-hand side of (6.4) just is the same jump term in the equations studied in Examples 5.1,
5.2 and 5.4 of [25]. In those three examples, some interesting numerical experiments were made. Moreover, when
β(1) = β(2) = 0, (6.4) reduces to Eq. (3.7) in Example 3.5 of [22].
In what follows, we show that Theorem 6.3 applies to Example 6.4. To do so, we need only to prove that Assump-
tions 1.1, 4.1 and 5.2 hold and condition (6.3) is satisfied. Obviously, Assumption 1.1 holds. Next, since for any x ∈ R
and A ∈ B(R \ {o}) we have
μx,1(A) ≡ Π
{
u: β(1)u ∈ A}, μx,2(A) ≡ Π{u: β(2)u ∈ A},
Assumption 4.1 also holds. Notice that constant σ > 0, so Assumption 5.2 holds too. Finally, we show that condition
(6.3) is also satisfied. To this end, we set a function V (x, k) on R × {1,2} as V (x,1) = 9x2 and V (x,2) = 4x2. At
the same time, we also recall the values of qkl and α(k) defined before. By some elementary calculations, for the
operator A defined in (2.3) we arrive at
AV (x,1) = L(1)V (x,1)+Ω(1)V (x,1)+QV (x,1)
= −2x2 + 18β(1)
(∫
Γ
uΠ(du)
)
x + 9σ 2 + 9(β(1))2(∫
Γ
u2Π(du)
)
and
AV (x,2) = L(2)V (x,2)+Ω(2)V (x,2)+QV (x,2)
= −3
2
x2 + 8β(2)
(∫
Γ
uΠ(du)
)
x + 4σ 2 + 4(β(2))2(∫
Γ
u2Π(du)
)
for x ∈ R. It is not difficult to verify that this implies (6.3) by recalling the compactness of the set Γ and the finiteness
of the characteristic measure Π(·). Therefore, by Theorem 6.3, jump-diffusion with Markovian switching (X(t),Z(t))
is f -exponentially ergodic with f = V + 1.
Example 6.5. Take d = 1 and consider the following jump-diffusion with Markovian switching:
dX(t) = σ dB(t)+ (η(Z(t))X(t)−X3(t))dt + ∫
R\{o}
β
(
Z(t−))uN(dt, du), (6.5)
where everything is the same as Example 6.4 except that the Markov chain Z(t) now is defined on N = {1,2, . . . , n0}
as in Section 1, constants η(k) > 0 for k ∈ N and β(k), k ∈ N , are any given real numbers. In particular, when
β(k) = 0 for all k ∈ N , (6.5) reduces to Eq. (3.12) in Example 3.7 of [22].
Although the drift coefficient b(x, k) := η(k)x − x3 does not satisfy Assumption 1.1, taking into account the
structure of b(x, k), making use of the truncation approach developed in Section 4 of [10, Chapter III] (cf. Section 6
in [23]), and basing on the non-explosivity proved in Section 3, one can prove that (6.5) and (1.2) together still
determine a unique right continuously strong Markov process (X(t),Z(t)) and it also is non-explosive. However, we
here omit the proof details.
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tions 4.1 and 5.2 hold and condition (6.3) is satisfied. As in Example 6.4, we know that Assumptions 4.1 and 5.2 hold.
Finally, we show that condition (6.3) is also satisfied. To this end, we set a function V (x, k) on R×N as V (x, k) ≡ x2.
Also by some elementary calculations, for the operator A defined in (2.3) we have
AV (x, k)−V (x, k)+ β, (x, k) ∈ R ×N,
where positive β is chosen not less than
sup
{
σ 2 + (2η(k)+ 1)x2 − 2x4 + 2β(k)(∫
Γ
uΠ(du)
)
x + (β(k))2(∫
Γ
u2Π(du)
)
: (x, k) ∈ R ×N
}
.
Therefore, by Theorem 6.3, jump-diffusion with Markovian switching (X(t),Z(t)) is f -exponentially ergodic with
f = V + 1. In Example 3.7 of [22], we only prove that (X(t),Z(t)) (when β(k) ≡ 0 for all k ∈ N ) is stable in total
variation. Clearly, our present result is a considerable improvement.
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