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Abstract:
Human Robot Interaction is a research area that is growing exponentially in last years. This
fact brings new challenges to the robot’s geometric reasoning and space sharing abilities. The
robot should not only reason on its own capacities but also consider the actual situation by
looking from human’s eyes, thus “putting itself into human’s perspective”.
In humans, the “visual perspective taking” ability begins to appear by 24 months of age
and is used to determine if another person can see an object or not. The implementation of
this kind of social abilities will improve the robot’s cognitive capabilities and will help the
robot to perform a better interaction with human beings.
In this work, we present a geometric spatial reasoning mechanism that employs psycho-
logical concepts of “perspective taking” and “mental rotation” in two general frameworks:
- Motion planning for human-robot interaction: where the robot uses “egocentric perspec-
tive taking” to evaluate several configurations where the robot is able to perform different
tasks of interaction.
- A face-to-face human-robot interaction: where the robot uses perspective taking of the
human as a geometric tool to understand the human attention and intention in order to
perform cooperative tasks.
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vRe´sume´:
L’interaction Homme-Robot est un domaine de recherche qui se de´veloppe de manie`re expo-
nentielle durant ces derni`res anne´es, ceci nous procure de nouveaux de´fis au raisonnement
ge´ome´trique du robot et au partage d’espace. Le robot pour accomplir une taˆche, doit non
seulement raisonner sur ses propres capacite´s, mais e´galement prendre en conside´ration la
perception humaine, c’est a` dire “Le robot doit se placer du point de vue de l’humain”.
Chez l’homme, la capacite´ de prise de perspective visuelle commence a` se manifester a`
partir du 24e`me mois. Cette capacite´ est utilise´e pour de´terminer si une autre personne peut
voir un objet ou pas. La mise en place de ce genre de capacite´s sociales ame´liorera les capacite´s
cognitives du robot et aidera le robot pour une meilleure interaction avec les hommes.
Dans ce travail, nous pre´sentons un me´canisme de raisonnement spatial de point de vue
ge´ome´trique qui utilise des concepts psychologiques de la “prise de perspective” et “de la
rotation mentale” dans deux cadres ge´ne´raux:
- La planification de mouvement pour l’interaction homme-robot: le robot utilise “la prise
de perspective e´gocentrique” pour e´valuer plusieurs configurations ou` le robot peut effectuer
diffe´rentes taˆches d’interaction.
- Une interaction face a` face entre l’homme et le robot : le robot emploie la prise de point
de vue de l’humain comme un outil ge´ome´trique pour comprendre l’attention et l’intention
humaine afin d’effectuer des taˆches coope´ratives.
vi
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Introduction
A personal robot that brings something to drink when we arrive at home. A robot that can
perform the domestic tasks while we are doing something else. A machine that always remembers
to give you the medicine on time when you are sick. My personal dream and something that can
help not only lazy people like me, but also people with motion disabilities.
Human tends to the automation of all its activities: cars, laundry machines, mixers, dishwash-
ers, etc., all of them machines for simplifying our lives. Due to this fact, robots are becoming
more and more popular within the years, as it is for people as for science. Is for this reason that
research on the Human-Robot interaction (HRI) is growing exponentially.
The insertion of the robot on the human life sets new questions to answer to researchers. One
of the challenges of human-robot interaction is the environment sharing and spatial placement
between the robot and the human. Most of the works on motion planning tackle the problem of
the movements that the robot has to perform in order to avoid collisions from one position to
another, there are few related with the selection of the destination position for performing specific
tasks. And less that consider to validate the whole task.
Added to all this, there is the problem of understanding human intentions to improve the
robot’s cognitive capabilities in order to result in a better interaction. For these purposes, robot has
to adopt different human reasoning mechanisms, like “perspective taking” and “mental rotation”.
The notion of perspective taking comes from psychological studies on human-human inter-
actions. It refers essentially to the fact of reasoning from other persons point of view. It is also
interpreted as taking its own perspective from a different point on the space by applying what
is called an egocentric perspective taking, rotate the image in the “mind” to know how the en-
vironment is perceived from different places. These sets of actions are used by humans in their
everyday lives, and are intended to ease communication between individuals and to help to have
shorter and faster interactions.
Perspective taking can be used by the robot to generate configurations to approach human,
or also to compute a geometric configuration to place itself where it can perceive an object and
perform a task. Another problem that it is necessary to deal with, while interacting with humans,
is not only to understand the human actions, but also that the robot actions have to be understood
by the human. The actions that the robot performs must be comprehensible for the persons with
it is interacting. For this purpose, the robot has to have geometric reasoning abilities in order to
place itself, move and reason in a “human like” way.
One of the reasoning abilities is to understand at what the human makes reference. For this,
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it is mandatory to effectively be able to interpret human attention, and to behave in order to share
attention. Like this, the robot will perform actions for a bidirectional understanding, actions that
will ease the interaction.
The decision and the evaluation of positions and actions for the human-robot interaction are
part of the interest of this work, and we believe that the activities of this interaction must take
inspiration from human-to-human interactions.
In the presented manuscript we describe different spatial reasoning tools where perspective
taking is used to help our robots to perform different interaction tasks.
1.1 Contributions
In this work, i have proposed a set of algorithms that provides “social skills” in the geometrical
reasoning of the robot. The major contribution on motion planning, is the adaptation of the
social criteria as well as the human vision model to the search of the placement configuration. All
this, fulfilling the objectives of the task, like perceiving the target and/or giving an object, while
minimizing the displacement trajectory distance.
The presented approach proposes a framework that serves as:
• A link between a navigation planner and manipulation planner for the achievement of com-
plete tasks.
• A link that interprets higher level instructions and transform them into specific goals to the
motion planner.
• A way of evaluating task goal achievement.
• A scheme of reasoning about space through the “eyes of the human being” to help the
robot to understand and to be understood by the human community.
This spatial reasoning mechanism employs psychological concepts of “perspective taking” and
“mental rotation” to attack to general problems:
• Motion planning for human-robot interaction: where the robot uses
’
A¨u´egocentric perspec-
tive taking
’
A¨u` to evaluate several configurations where the robot is able to perform different
tasks of interaction.
• A face-to-face human-robot interaction: where the robot uses perspective taking of the
human as a geometric tool to understand the human attention and intention in order to
perform cooperative tasks.
1.2 Organization of the thesis
This document consist of the following chapters:
Chapter 2 presents an introduction to the concepts of perspective taking, mental rotation and
joint attention from the point of view of different research areas, going from the description on
the psychology, through some implicit adaptation in computer science, until its explicit integration
on robotics architectures.
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Chapter 3 shows the adaptation of psychological notions of perspective taking and mental
rotation to help on the process of motion planning of the computation and the decision of the
final configuration to perform different interactive tasks in home environments. This chapter also
presents the results obtained in simulated scenarios.
Chapter 4 demonstrates the results of the perspective placement planner on a mobile robotic
platform for different tasks and on different environments.
Chapter 5 describes how the same process of integration of the concepts can be used as a tool
to understanding human actions as it is his attention. Here, the robot can place itself in human
eyes in order to reason about its perception, and help to achieve joint actions. Furthermore, this
chapter explains the implementation in another robot platform.
Finally, we will make some general conclusions that will show the general panorama of all the
possible future applications.
1.3 Publications
The following publications are related with this work:
• Towards Shared Attention through Geometric Reasoning for Human Robot Inter-
action Luis F. Marin-Urias, Emrah Akin Sisbot, Amit Kumar Pandey, Riichiro Tadakuma
and Rachid Alami, The 9th IEEE-RAS International Conference on Humanoid Robots (Hu-
manoids09), Paris, France. December 7-10, 2009.
• Geometric tools for Perspective Taking for Human-Robot Interaction, Luis F. Marin-
Urias, Emrah Akin Sisbot and Rachid Alami, Proceedings of the 7th Mexican International
Conference on Artificial Intelligence 2008, Mexico City, Mexico. – Best Poster Award –
• Spatial Reasoning for Human Robot Interaction, Emrah Akin Sisbot, Luis Felipe Marin
and Rachid Alami, 2007 IEEE/RSJ International Conference on Intelligent Robots and Sys-
tems (IROS 2007), San Diego, USA.
• A Human Aware Mobile Robot Motion Planner, Emrah Akin Sisbot, Luis F. Marin-
Urias, Rachid Alami and Thierry Simeon, IEEE Transactions on Robotics, Special Issue
Human Robot Interaction,Vol. 23, No. 5, Oct. 2007.
• Implementation of human perception algorithms on a mobile robot, Mathias Font-
marty, Thierry Germa, Brice Burger, Luis Felipe Marin, Steffen Knoop Le 6th IFAC Sym-
posium on Intelligent Autonomous Vehicles (IAV 2007), September 3-5 2007, Toulouse,
France.
• A mobile robot that performs human acceptable motion , E. Akin Sisbot, Luis F.
Marin Urias, Rachid Alami and Thierry Sime´on, 2006 IEEE/RSJ International Conference
on Intelligent Robots and Systems (IROS2006), Beijing, China.
• Implementing a Human-Aware Robot System , E. Akin Sisbot, Aurelie Clodic, Luis
F. Marin Urias, Mathias Fontmarty, Ludovic Bre`thes and Rachid Alami, IEEE International
Symposium on Robot and Human Interactive Communication 2006 (RO-MAN 06), Hatfield,
U.K.
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2.1 Introduction
Even when the dream of some science-fiction writers and creators has been to haven a robot that
understands our actions and helps on any domestic task, the human robot interaction is an area
that has not been yet explored as wide as other areas of robotics. This is maybe, due to the
complexity of reproducing “simple” social actions that we humans accomplish with no effort.
In order to interact with a human, the robot has not only to understand human actions,
but also it has to be understood by the person whom it is interacting with. For achieving this,
some authors implement basic “social skills” like eye-contact, voice recognition and generation,
etc. on their systems in order to interact with people in their own “terms” of communication
[Alami 06, Mitsunaga 06, Ido 06].
All these activities or skills help on having smoother social interactions, but they are not part of
the robot autonomous reasoning. Psychological techniques have to be developed and implemented
on robots, in order to obtain more “natural” and non-repetitive behaviors.
The concepts we are interested in are described as follows:
• Mental Rotation: The ability to rotate mental representations of two-dimensional and three-
dimensional objects.
• Perspective Taking: The ability to perceive and understand what others say, do or see from
their point of view. Here we focus on the “visual perspective taking”; in other words,
understanding what others see from the place where they are situated.
• Joint Attention: The fact that two or more agents are paying attention at the same object
or place for a common intention of communication.
This chapter presents an overview of the literature in different areas, about how psychological
concepts of mental spatial transformation and/or spatial reasoning have, or may have, an influence
on robot activities and actions to interact with a human.
Section 2.2 opens this chapter with an introduction to the concepts of Perspective Taking and
Mental Rotation from a psychological point of view. Then we describe its explicit and implicit
implementation in some areas of computer science and robotics. In Section 2.3, we deal with
another important concept called “Joint Attention” which allows persons to create connections
with objects for a common purpose or merely for competitive purposes.
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Complementary to this, the robot needs to know its own limits. To this end, the automated ac-
quisition and calculation of the robot capabilities of manipulation are necessary and are mentioned
in Section 2.4.
Section 2.5, presents various human models that are found in literature and that are used in
interaction experiments between humans and robots.
The final section describes a brief and general discussion of the presented works that serves
as an introduction to the following chapters.
2.2 Perspective Taking and Mental Rotation
2.2.1 Psychology
The terms of perspective taking and mental rotation comes from psychological studies on human-
to-human interaction. Inspired on the philosophical “Theory of mind”[Davidson 84], the human
should be able to understand, imagine or “feel” that his interaction partner also has these abilities
while they are achieving a task together. People without these skills are unable to interact with
other persons and are considered as interaction impaired or “mind blinded” [Baron-Cohen 95b,
Frith 01].
Most of the psychological studies about perspective taking are inspired on the work of Piaget
on children [Piaget 52, Piaget 56]. Piaget has proposed an experiment to evaluate children’s
abilities to coordinate spatial perspectives. The task consists on showing participants (between
4-11 years old) a three mountain 3D model built on a table surrounded by four chairs. Then, the
researchers place a doll on different chairs looking at the mountains, with different doll’s points of
view. Each child was asked to select the appropriate picture of the doll’s perspective (i.e. “how
is the doll watching right now?”).
Piaget found that younger children (under 6 years old) selected the pictures depicting their
own perspective.
These children were not able to distinguish between their own view and the one of the doll.
He defined this as an egocentric point of view.
Flavell also conducted several studies on children. In [Flavell 92], he mentions the existence
of cognitive connections between two persons through objects on the environment. One of these
connections is seeing something and noticing that the other person is also capable of seeing the
same thing.
The ability of changing perspectives with the other person is perspective-taking, and more
precisely visual perspective-taking, when referring to the change of the point of view between
persons.
Flavell categorizes perspective taking in two levels:
• Level 1: Being capable of noticing that the objects that are perceived from both observers
may differ. In other words, objects perceived by one may or may not be perceived by the
other.
• Level 2: When a person can infer the view point of the observer, and detect what is perceived
from there (i.e. Same object can be perceived differently by the observers).
Both levels are illustrated on figures 2.1, on perspective taking level 1, the human has the
ability of knowing that the monitor prevents the observer to see the object. On level 2, he knows
how the observer perceives objects. e.g. the front of the screen.
2.2. Perspective Taking and Mental Rotation 7
(a) Human Perspective
(b) Level 1 (c) Level 2
Figure 2.1: Flavel’s Perspective-Taking Levels. a) In this perspective the human is capable
of knowing: b) which objects can be perceived by its partner (correct symbol)
and which ones can’t (cross symbol) (level 1) and c) how the objects can be
perceived, face of the objects and their relative position (Level 2)
Inspired by these notions, Moll et al. [Moll 06] present studies to know at what age human
develops visual perspective skills. They attest that this ability is present in 24 month-old children
but not in 18 month-old children. Their experimental layout consists on face-to-face scenario with
the experimenter and the child, where two objects placed between them and one of these objects
is hidden from the experimenter’s perspective.
Tversky et al. [Taylor 96, Tversky 99, Lee 01] show the effectiveness of changing perspectives
between persons in face-to-face communication scenarios for spatial descriptions. They study the
verbal method of the human for describing a scenario or an environment.
Taylor et al. [Taylor 96], have developed three key experiments to analyze descriptions from
three different perspectives: route, survey and mixed. Route perspective refers to guidance de-
scriptions that are referent to the listener as if they were walking on the scene (turn to your
right). Survey perspective describes indications on global coordinates (north, south, east and
west). Mixed perspective, as its name says, is the utilization of both types of perspectives.
They also mention that spatial descriptions have statements that need the localization of an
object with respect to a “reference frame”. This frame may be a coordinate system, a point of
view, reference object, etc (the house at the left of the tree).
In this same work, a loose classification of reference frames from studies on spatial language
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is suggested:
• Deictic: or Viewer-centered, when references are given on the observer coordinates.
• Intrinsic: or Object-centered, where references are with respect to an object.
• Extrinsic: or Environment-centered. Where references are given in global coordinates.
Taylor et al. also clarify that persons change perspectives if a doubt is present on the under-
standing of a description, in other words for helping its partner to understand. Another important
element to notice in this work is the fact that, when making a spatial description in a “route
perspective” people tend to imagine themselves as navigating on the environment.
The fact of imagining ourselves on different parts of the environment is considered by Zacks et
Al. [Zacks 01] as a form of perspective changing called “Egocentric perspective transformation”.
Together with “mental rotation”, these two notions conform two types of mental spatial transfor-
mations. The results of their experiments revealed that the two types of spatial transformations
(rotating objects and changing perspectives) represent two different abilities.
Mental Rotation is a concept widely studied by Shepard and his co-workers [Shepard 71,
Shepard 96]. It refers to the ability of rotating an object in the mind. Ackerman [Ackerman 96],
investigates this phenomena and explains how a person can estimate his relative position in the
world by 3D mental transformation of an object or of an entire place.
Lambrey et al. [Lambrey 08] directly study and evaluate which parts of the brain are involved
in the “capacity of imagining the perspective of another observer” from the neuroscience point of
view. In other words, when persons perform viewpoint recognition from another person.
The authors use virtual environments and an avatar to conduct their experiments with a
computer and a person in front of the screen. They reproduce the images perceived by the avatar,
show them together and then measure if the human can distinguish between the avatar’s real
perspective and the modified perspective.
Another important result that we can obtain from the studies of Lambrey et al. is the fact
that, depending on the desired task, perspective taking may imply at least two different strategies
or tasks:
• object location memory: Remember where a previously detected object was situated, and
detect if this object has changed its position from a different point of view.
• view point recognition: Imagine the view point of the observer, and detect what is perceived
from that point.
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2.2.2 Computer Science and Human Computer Interaction (HCI)
As mental rotation and perspective taking are important for a “social” interaction, they are often
used in several areas involving human-machine interaction.
In computer graphics, mental rotation is used for simulating human-like view. For instance
[Zhang 97] and [Chhugani 05], proposed efficient algorithms to compute which objects are visible
and which ones are hidden, depending on the point of view.
These computer graphics algorithms are supposed to run in real time, and their main applica-
tions are video games, animation and interface design in order to perform a more intelligent and
realistic human-computer interaction. Hsu et al. [Hsu 06] implement a motion planner into the
avatar control to give a more realistic perspective while avoiding virtual obstacles.
For environment design in virtual reality, the conception of cars [de Sa´ 98, Rix 99], buildings
[Mueller 06, Yin 09] or entire colonies [Ali 09] are done by taking into account the human per-
spective. This perspective is done by placing a virtual camera in different parts and/or positions
and acquiring its perception from a simulated field of view. Perspective taking is important for
establishing security and comfort parameters and also for aesthetical purposes, as shown on figure
2.2, where the different perspectives are measured for man and woman on a car design.
(a) Human FOV
(b) Male Perspective (c) Female Perspective
Figure 2.2: Car virtual testing in a city environment [Rix 99]. The driver posture and field of
view provides important information for car designers to perform modifications
before a real model is obtained.
Human training [Menchaca-Brandan 07] is one of the important elements in missions, where
the environment is not accessible or dangerous for humans (e.g. in space missions, hazardous
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environments). Before the human goes to this type of missions, trainers use computer-aided
tuition in simulation to measure human responses and actions in various situations. Figure 2.3
illustrates a human training on a system that simulates a mission on the space, where he has an
assembly task.
Figure 2.3: Menchaca’s training system for astronauts [Menchaca-Brandan 07], where the
mental rotation and other abilities are evaluated and tested.
2.2.3 Robotics
Robots Simulators
“Mental rotation” has also found its place in robotics, and more precisely in mobile robot simulators
[Faust 06], where a virtual environment simulates sensor data for the robot. The robot navigates
and reacts on the virtual environment as it was on the real one. On these types of simulators,
researchers can test different robot algorithms before testing them on real robots.
Object Modeling with Robots
On the automated surface acquisition, there is the problem of determining which positions or
orientations of a sensor give the most informative, and less repetitive, scanned surfaces from an
unknown object or scene.
The approaches that attempt to resolve the
’
A¨u´next best view problem
’
A¨u` (NBV), as it is
called, are also applications where a kind of mental rotation is applied. In these approaches, the
sensor is the one that must rotate in the space to obtain different points of view.
To obtain a series of positions to construct 3D models of objects, the NBV approaches consist
mainly on displacing on the contour of the objective in a circular way, where the sensor is oriented
to the rotation axis [Pito 99] (shown in figure 2.4). It can also be extended to a spheric (or
semi-spheric) form covering all the space around the object [Li 05] [Banta 00].
Other methods cover the surface of an object based on what is being incrementally perceived,
like it is done on [Bottino 06] where the next positions are acquired from edges of silhouettes from
2D images.
Not only single objects are the interest of NBV, but also the whole environments. [Null 06,
Sanchiz 99, Wong 99] show occupancy voxel and ray tracing approaches to perform exploration
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(a) (b)
Figure 2.4: Surrounding the objective to model it [Pito 99].
task in order to determine what is perceived, which parts are unknown, and which is the next
place that will give more information [Low 06], as illustrated on figure 2.5.
(a) Sensor Positions (b) Environment modelled on voxels
Figure 2.5: Calculating points on the environment where the sensor can acquire and model
the more informative hidden regions on a room [Low 06].
The methods mentioned above attack essentially the optimal meshing of objects or environ-
ments problem. These methods consist on placing a “free-fly” point of view on the environment
without taking into account the fact that the robot has to place the sensor attached to a body
part.
Motions and positions are constrained by the morphology of the robot as also on the sensor’s
limited field of view. This problem is also called sensor-based motion planning, as tackle by Wang
in [Wang 06] where he shows how to plan motions for an arm, with a camera on the extremity, in
an unknown environment. Wang in his approach takes into account not only the possible motions
but also the sensor perception. Here, the robot incrementally plans its movements in the free
configuration space, and chooses the next arm configuration based on the zones perceived on its
field of view (Figure 2.6-a), represented by a triangle in a 2D space as shown on Figure 2.6-b.
Since the robot has to place the sensor in a 3D world, 2D free space information is not
enough to determine if the chosen position for a sensor is reachable and feasible by the robot.
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(a) (b)
Figure 2.6: Wang’s method [Wang 06] to move a robotic arm that incrementally acquire
the free space depending on sensor data, in order to model the environment.
The next configuration is chosen according to the information that the sensor
has obtain at this position
Foissotte presents in [Foissotte 09], an approach that finds different collision free configurations
for a humanoid robot, this in order to have several points of view for modeling an object, while
satisfying stability constraint.
Figure 2.7: The whole structure must be taken into account when it is chosen a position
of the sensor [Foissotte 09]. Many configurations are not possible due to the
environment or the stability of the robot.
Here, the robot’s next position is computed on-line. As the robot perceives from its cameras,
it is predicting the next orientation and position of the humanoid’s head.
These approaches ([Foissotte 09] and [Wang 06] ), show the importance of the robot structure
and its movement capacities for placing a sensor on an environment where not only different objects
can prevent the robot to reach the desired position, but also where the field of view should be
taken into account.
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Nevertheless, some parameters are not taken into account, as the limited 3D field of view,
collision on a 3D environment and displacement of the robot. This is due to the non-negligible
increase of the computational time while determining all object-modeling positions and choosing
the best one.
Furthermore, all the approaches mentioned above are for modeling an unknown object or an
unknown environment. Moreover, the methods do not take into account a position where to place
the robot in an acceptable posture where it can perceive a known object without visual occlusions.
Human Robot Interaction
Although human-robot interaction is a very active research field, there is no extensive amount of
research on perspective taking applied to it.
Perspective taking has begun to appear in the HRI research field in the last years. Richarz et
al.[Richarz 06] define a limited area in front of a human in order to obtain pointing places on the
floor for a “come here task”. The robot moves to the indicated point placing itself in the visible
(for the human) and “pointable” zone of the person. In this work, the used area is defined by the
intersection between what the human can point and what he can see.
Trafton et al. present in [Trafton 05a] a robot system that uses spatial reasoning with perspec-
tive taking to make decisions about human’s point of view. They made studies on human-human
interaction based on conversations of astronauts. Studies resulted on utterances that need per-
spective taking activities (listener to speaker and vice versa).
They proposed “Polyscheme”, a cognitive and multi modular architecture that model human
methods of representation, reasoning and problem solving. This architecture provides symbolic
reasoning and planning through its modules called “specialists”. One of these specialist is the
“perspective specialist” that provides information of which objects are perceived by the human
from his current position, and convert it to a symbolic level (helped with a vision system that
recognizes determined colored objects).
The system proposed by Trafton and his co-workers aims at making decisions in ambiguous
scenarios based on the task definition. For example, they analyze the sentence “give me the
wrench” in a situation where two wrenches are present in the environment but where one of them
is occluded to the human. The question that rises from this situation is: “Which wrench he
wants?”.
To answer this question the authors test their system that takes into account the perspective
of the human partner on 4 different scenarios (with red cones instead of wrenches), obtained from
the possible given situations on the astronauts conversations:
1. One visible object: No ambiguity is present.
2. Two objects, One visible: Medium ambiguity.
3. One object hidden to the robot: Medium ambiguity.
4. Two visible objects: High ambiguity.
The experiment results were encouraging on the application of perspective taking on the robot
systems, where the robot could resolve the first 3 scenarios thanks to its perspective taking ability.
They claim that the way of achieving a relevant human-robot interaction is through human-human
interaction studies.
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Nevertheless, further studies of Trafton et al. [Trafton 05b] reveal that humans have a slight
preference on being asked what action to perform, rather than the robot taking the decision by
itself. The preference was not much different from the robot taking the “good” decision (choosing
the cone that was perceived by both, speaker and listener), but high enough to distinguish between
the preferences of choosing the object out of speaker’s sight. Asking is preferable for some people,
but in a continuous interaction, like astronauts asking for a confirmation at every step of the
communication results on a slow and non-fluent interaction. That is the main reason why the
ability of taking the perspective of others is beneficial for robotic systems.
The works of Trafton et al. give us a good reason to use perspective taking on robots, but
also they surface a question that is not clearly explained; “How the robot has to put itself on
human’s place and share his state of mind?”, in other words, “How to take the perspective of the
human?”.
Breazeal et al. in [Breazeal 06] and [Berlin 06], partially answer this question. They mention
the utilization of a cone for representing the perception of the human point of view, to mark the
objects that are on “known hidden areas”. The authors present a learning algorithm that takes
into account the information on the teacher’s visual perspective (with a predefined perspective
information), to deal, as Trafton et al., with ambiguous demonstrations or references from a human
teacher. In their experiments, they work on a scenario that consists on two visible buttons and
one hidden button (from the human visual perspective). It can also be described as an example
on how they deal with ambiguity in a case where the human teacher establishes the sentence “put
all the buttons on”. In this situation, the teacher only shows which should be the state of the two
buttons that are perceived by him. The robot takes this fact into account and the non-perceived
object is eliminated from the learning process.
In addition to this, the authors mention that they have implemented “social” and expressive
skills as predefined behaviors (e.g. eye movements, hand gestures, etc.). These abilities are
important to give a feedback to the tutor when an action is being developed, in order to give
some “natural” communication between the robot and the teacher. One of these skills is the
concept of joint attention that we are going to discuss on the next section.
2.3 Joint Attention
2.3.1 Psychology
The Joint attention is also known as Shared attention, but the concept has no standard defi-
nition. Some authors define it as the fact that two (or more) persons are looking at the same
object[Butterworth 95]. Nevertheless, most of the authors agree with Tomasello [Tomasello 95]
that simultaneous looking is only a part of the whole mechanism. There must be a “correspon-
dance” between the persons involved in the interaction through a communication channel (the
object) as the Flavell’s “cognitive connections” [Flavell 92] mentioned on the previous section of
perspective taking. Tomasello also adds that there should be a “mutual knowledge”, an idea that
concords with Baron-Cohen’s description of the shared attention mechanism [Baron-Cohen 95a],
and also mentioned and studied by Warreyn in [Warreyn 05].
Tomasello [Tomasello 99] divides the shared attention in three types:
• Check Attention: Paying attention to the partner or the object that he/she explicitly shows
(Fig. 2.8-a).
• Follow Attention: Follow the gaze or the pointing direction of the partner(Fig. 2.8-b).
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• Direct Attention: Influencing on the partner attention, with voice, eye gaze or pointing
gestures(Fig. 2.8-c).
(a) Checking the attention
(b) Following the attention (c) Father directing the attention of the child
Figure 2.8: Tomasello’s Joint attention types. a) Check Attention of the partner b) Follow
the gaze of the partner c) the father is influencing the attention of Unai (the
child).
Joint attention is proved to be a basic ability for survival purposes in humans and it is
present even on primates like chimpanzees [Tomasello 08]. Either for cooperation or competition,
Joint/Shared attention together with Perspective Taking and Mental Rotation are psychological
abilities in human to human interaction that should be used in human-machine interaction. Many
authors have the same perception, as we can see on the following section.
2.3.2 HCI and Human Robot Interaction (HRI)
Different approaches mention the importance of including joint attention feature while interacting
with machines. The method that most of these studies attack the problem is by following the
gaze of the human partner and detecting the salient object in this direction.
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Peters et al. in [Peters 08] show some preliminary work about measuring engagement on the
interaction between the human user and a virtual agent through virtual objects on the screen. The
measurement is done through a gaze following system, for detecting the object of interest of the
human, which is displayed on the system screen. An object becomes “of interest” if the person is
concentrating his gaze for a determined period of time, and if the agent makes reference to it.
In [Huang 08], the authors show an algorithm for tracking human faces and optical flow to
obtain gaze direction with pre-established aims around the face. The joint attention is obtained
by searching the object of human attention following the line from the face on the gaze direction.
Similar work is performed by Nagai on human-robot interaction [Nagai 03]. They present a
learning algorithm to acquire the ability of human gaze following until detecting a salient object.
Pan and tilt of the robot’s cameras are introduced as parameters for the learning process.
Inspired on this work, Sumioka et al. [Sumioka 07] attempt to find the causality between
the perception and the following action by “transfer entropy”. In other words they propose that
the robot can autonomously select a pair of variables (perception, action) that forms a causal
structure. For example, if the “caregiver” (as it is called the human in front of the robot) looks at
an object, the robot can either move the arm or follow the gaze of the caregiver. All the transfer
entropy quantification is based on the probabilities given on the caregiver’s model. For their
experiments, they use a simulated environment and their results tend to obtain a simultaneous
looking, or what they call joint attention.
Looking at one object at the same time by gaze following (or other gesture) is only one of
the aspects to be considered to perform joint attention. Kaplan and Hafner [Kaplan 06] take
Tomasello’s definition and remark that this activity is only one of the skills to be implemented to
obtain joint attention. They describe the concept “joint attention” as a bilateral process between
at least two agents (human, robot, etc.), both aware about the intentions of the other. They also
mention that this process has to fulfill a least four prerequisites:
• Attention detection. To follow other agent’s attentional behavior (i.e. Gaze following).
• Attention manipulation. To influence on the attentional behavior of the other agents.
• Social coordination. To achieve joint coordinated actions (turn-taking, role-switching, etc.)
• Intentional understanding. To notice if they share the same intention to achieve same goal.
Based on these notions, on robots equipped with arms, activities like pointing gesture genera-
tion are also implemented [Ido 06, Berlin 06] to recognize where the objects are located. Scassel-
lati describes that the imitation of some other “human social cues” has to be taken into account
(added to tracking gaze system) in the robot abilities [Scassellati 99]. He mention that the recog-
nition or execution of a gesture that can manipulate the attention of a partner (i.e. declarative and
imperative pointing, “eye contact”, etc. ), helps to the development of better social behaviors. At
that time, he had implemented what he called “mutual gaze” and the conception of the “pointing
gesture” based on the kinematics of the robot.
Scassellati has also shown a task-based skill decomposition to achieve Joint attention, and
that is closer to the psychological definition. The first step is the recognition and maintenance of
eye contact. He mentions that this ability is present in many animals but that only in human and
great apes has a social meaning. The second step is to follow the gaze of the partner. The third
stage is to point for an object out of the reach. The final skill evolution step is to point a distal
object, to influence partner
’
A¨oˆs attention. The joint attention decomposition on its different steps
is represented in Figure 2.9.
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(a) Stage 1: Mutual gaze or eye contact (b) Stage 2: Gaze following, noticing the object
that the partner is looking
(c) Stage 3: Imperative pointing of an object out
of reach (“want that”)
(d) Stage 4: Declarative pointing of a distal object
(“look at that”)
Figure 2.9: Scassellati’s [Scassellati 99] task-based joint attention decomposition. Arrows
indicate the attention direction.
Imai et al. presented a robot platform [Imai 03] that performs vocal utterances added to
“eye contact” with predefined pointing gestures which carries the attention of the human to an
referenced object (performing joint attention). A basic geometric reasoning is employed to infer
the position of the pointed object. Following the work of Imai, Kanda et al. [Kanda 07] find
rules for selecting “communicative units” through experiments with a WOZ1 method. They also
demonstrate that a robot that behaves like a human listener and that develops a cooperative
behavior is more socially accepted. Imitation of human actions is a very common procedure in
HRI. In [Ogata 09], a robot learns how to interact with an object by observing the object states
changed by the human. Similarly, in [Brooks 04], Brooks et al. presented their robot Leonardo
showing also some characteristics of shared attention with its gestures to communicate and learn
with and from human, while playing social games.
The authors believe that embodied socially aware characters can have the ability to improve
the experience for the human player. The robot performs head motions to look at the same button,
that the human in front of it is making reference (included reasoning on human’s pointing gestures
as shown on Figure 2.10). An imitation process of the teacher
’
A¨oˆs gaze orientation obtains the
head turning motion. The robot also “tries” to infer the human state through the person’s facial
1Wizard of Oz: Experiment method where a teleoperated robot is placed with users that naively believe
on its autonomy.
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expressions.
(a) Recognizing pointing gesture (b) Confirming Information (c) Expresing a doubt, asking for
confirmation
Figure 2.10: Leonardo [Brooks 04], performing a gaze and pointing while learning games
from a human teacher.
Johnson et al. [Johnson 05] propose internal inverse models, that are representations of motor
activities added to the simulation of the perspective of another agent. This models intend to
predict the external agent intention through the inner model of the robot’s capabilities. The
possible actions are chosen in terms of eligibility and applicability of the action.
Okamoto [Okamoto 05] presents a theoretical approach for a robot listener, defining what he
calls an “empathy channel”. He adopts the concept of empathy as the fact of taking the others
point of view (what here we call perspective taking). The empathy activity is performed through
a channel, once they are in a common shared space. This space is the result of combining both
partners’ view areas with a common objective.
As Okamoto et al., Green [Green 07b, Green 07a], Sidner et al. [Sidner 04, Sidner 08] and
Staude and Crocker [Staudte 09] show that information obtained from the other actions added to
the visual attention can help not only to recognize the object of attention, but also to know the
intention of the human partner. Staude achieves in her experiments, not to follow the gaze of the
human, but to conduct the human towards the robot’s gaze. In this way, the human’s attention
is drawn to the object, accomplishing the Kaplan’s second prerequisite of joint attention.
2.4 Robot Affordance
If the goal of the interaction is that, one or both actors reach the interaction object (as the
work of Berlin, Breazeal or Brooks and others), then affordance tests must be performed by the
robot, either for itself or for its partner. Tomasello [Tomasello 08] mentions that chimpanzees can
measure not only their own affordance but also the affordance of their partner (for competitive
reasons). Hoffman et al. [Hoffman 04] treat partially this problem at symbolic level, by classifying
the objects as “achievable”, “impossible” or “irrelevant” (for the robot). Here, the authors present
a goal-driven hierarchical task representation, and a resulting collaborative turn-taking system.
However, the affordance or the reachability in terms of the robot capabilities has been widely
studied. Most of the work on this area is often presented as manipulation or motion planning
problems. Zacharias et al. [Zacharias 07] present a method to generate a capability map of a
two-arm robot. This capability map is the workspace of the manipulator capabilities to take an
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object from different positions and different orientations. Fedrizzi et al. [Fedrizzi 09] by their
part, construct what they call an ARPlace that is a zone where the robot has better probability
to accomplish multiple tasks. This ARPlace is build by the intersection of previously learned zone
obtained from successful task accomplishments.
2.5 Human Models on HRI
When the intention of a mobile robot is to interact with a human, it must have a representation
of this human to know where he is located, where he is looking at or how close he is. Often, the
method to treat the human is in the same way as an obstacle or in forms that the human is the
one that has to adapt to the robot’s actions. Human model is important for the robot system
design to adopt human friendly behaviors that promote the acceptability and the interaction with
robots on human environments.
2.5.1 Position and orientation
The simplest method for representing the human position and orientation used by many authors
[Feil-Seifer 05, Nakauchi 02, Takemura 07, Yoshimi 06], basically consists of taking a 2D position
of the person’s center of mass projected on the floor (supposing that human can not be suspended
in the air all the time), and of assigning an orientation (x, y, θ). On this work we will reference
to this method as the “flat method”.
For systems working on mobile robots, the detection of the head orientation is often difficult,
without mentioning the detection of the eye orientation. Depending on the sensors, some authors
opt for taking the chest orientation [Yoda 97], but if the robot is equipped only with a laser sensor
then the position is given by leg detection and if human is moving then the orientation is on
the direction of the walking direction[Baba 06, Hoeller 07]. Despite being a simplistic approach,
studies on human walking proved that the human naturally looks at the same direction of their
motions [Hicheur 05].
2.5.2 Human Field of View (FOV)
As the orientation, human field-of-view is often represented in the flat method. Depending on
the interest of the approaches, it is represented as a semi-circular area in front of the human gaze
orientation around 180◦ as defined by Schmalstieg [Schmalstieg 97] or Costella [Costella 95].
This value is wide enough and events that occur on this area can stimulate the attention of the
human, but the human cannot focus on every single object in this area. Also the reaction time for
detecting events varies incrementally from the center of the FOV to its side limits [Mizuhara 99].
Furthermore, from 154◦ from the gaze direction, there is a slope increase of the reaction time. The
area where the human is concentrating his attention is called “the visual attention area”. Inside
this area, we can determine the objects that are the focus of a person’s attention [Mu¨ller 05,
Nakayasu 07].
The FOV and its visible region can also be modeled in a three dimension space through a
cone, as represented by 3D graphics researchers (see Section 2.2.2).
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2.5.3 Personal Spaces and Pose Estimation
An important aspect to take into account in a social mobile robot is how and where to approach
the person to interact with. Satake et al [Satake 09] estimate the human motion to move the
robot to a future rendezvous point. The placement of this point of interaction is delimited by
human preferences on interaction zones, often defined by distance ranges between the robot and
the human [Hall 66, Lee 02, Pacchierotti 05].
Moreover, the social robot has to decide where and how to place itself inside these zones. This
depends mainly on the interaction itself as Huettenrauch [Huettenrauch 06] showed on WOZ ex-
periments which measure the preferences on the Kendon’s F-formation arrangements [Kendon 90].
On the inverse direction, Svenstrup et al. [Svenstrup 09] model the interaction zones with a
potential function, while the human is the one that approaches the robot to interact. The authors
classify the zones of the persons that either are not interested for interaction, or considered for
interaction or a person interested on interaction.
Yamaoka et al. [Yamaoka 08] use zones (called O-space) to find a position in a triangular
formation between the human, the object to show and the robot presenter, as shown on the figure
2.11. The presented approach consists on mixing the zones of the human and the object, and
then on the closest vertex of the intersection, the position is defined. The robot orientation is
determined by the human orientation and the object position. Both, human model and its FOV are
represented in flat method. Yamaoka in this work and in [Yamaoka 09], presents joint attention
tasks, where the robot has not only to arrive to an interaction point but also consider human
capabilities for interaction.
Figure 2.11: Yamaoka’s presenter robot [Yamaoka 08], The robot calculates where it has to
place itself to present an object. The circles are the O-spaces or interaction
regions of the robot.
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2.6 Discussion
This chapter has introduced three important psychological concepts of human to human inter-
action that are the basis of the inspiration for the development of this work and also for many
others. The studies on perspective-taking, mental rotation and joint-attention are quite extensive
and mature on the psychology research, while in the human-robot interaction context are relatively
new and not yet studied in depth.
On the attempt to achieve a good interaction between the robot and the human, authors must
implement more and more human reasoning techniques in order to obtain the engagement of both
actors on the interaction. Most of the presented authors in this chapter use these techniques either
in an explicit or in an implicit way, obtaining smoother interactions or more “natural” behaviors.
Nevertheless, the majority of the presented methods covers one of the three concepts or takes
them as separated and non-related techniques. Few approaches use these notions together place
the robot in trivial situations, where there are no obstacles, almost no occlusions (or already
known) or where the robot does not have to place itself, or if it does, it is in a very simplistic and
flat representation where the notion of perspective looses much information.
On motion planning we can find a wide variety of works on computing the path between two
points. But there are very few works in literature that attack the problem of choosing a destination
position for calculating this path, and even less that covers the concepts mentioned above. Added
to this, in Human-Robot interaction there is a need of two things: Real Time on the Real World.
For all these requirements, we need a powerful reasoning system that takes into account its
capabilities and limits and that gives a rapid response in a natural and/or social way, achieving a
good interaction with the human.
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Perspective Taking Applied to Motion Planning
3.1 Introduction
Robots sharing the human environment, yet many questions need to be answered on Human-
Robot interaction. Motions, actions and tasks have to be adapted to the presence of humans to
answer the questions of “what and how” the robot should do in order to interact with humans.
In robotics, there are two main areas to answer these questions: “task planning” that tries to
determine “what” produce a set of actions to accomplish a task; and “motion planning and
control” that answers the question of “how” to perform these actions.
Still, there is another key question to answer, “where an action should take place?”. The
answer of this question depends mostly on the goal of the task. Where the robot has to place
itself in order to accomplish an action, or where it has to place its sensors to help to perform a
task, these are examples of problems that are important for any robot but crucial for a robot that
interacts with humans.
In motion planning, there is a wide research for finding robot paths from an initial to a
final configuration [Latombe 91, Laumond 97, Lavalle 06], but not much that looks for the final
configuration, and less that search for a final sensor-based configuration. But this is still not
enough, the final configuration has to be chosen in order to perform a task, and finally the task
and the configuration must be adapted to the human presence.
As part of the introduction of the human awareness in the selection of the final configuration,
the robot has to adopt some “social” abilities. In other words, the robot has to place itself
in an “acceptable” manner for the human. One of these social abilities is perspective taking :
placing itself at the place of another agent (in this case, the human), and more precisely visual
perspective-taking. This means not only to model its owns sensors to find the configuration but
also to reason about what the other sees.
This chapter will present how the psychological concepts “perspective taking” and “mental
rotation” can also be adapted into the behavior of a mobile robot. This adaptation will help to a
motion planner to compute different positions in order to move for closely interacting with persons
or simply approaching different places.
In the first section, we will present a model of the human that takes into account several
properties of interaction as well as the adaptation of the mentioned psychological concepts. In
Section 3.3 we discuss a human aware motion planner approach that computes navigation and
manipulation paths taking explicitly into account the presence of humans.
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Section 3.4 will present the perspective placement planner that introduces social abilities to
the robot actions for the purpose of finding sensor based and task based final configurations.
Section 3.5 will illustrate simulation results of this planner.
Finally, a discussion concludes this chapter and presents a number of additional features that
may be added to this work.
3.2 A Human Model for Interaction
The “social robot” that shares the same space with the human must have a model of the en-
vironment, and a model of the human. The environment model should be specific to human
environments where in one hand there are obstacles that create frontiers like walls and doors,
and on the other hand there are smaller obstacles which are not part of the building, like tables,
baskets, shelfs, etc.
For the human model, the robot should take into account not only (and imperatively) the
collision avoidance with the person that ensures the human’s security but also his comfort and
preferences.
Furthermore, the robot has to place itself in a position where it can achieve its task. Object
manipulation or object handing are examples of tasks that the robot can perform at a close position
to the human/object.
The presented approach model for interaction is based on occupancy grids and grid cost
representations of the human and his environment. It is an enhanced model of the originally
presented by Sisbot in [Sisbot 08].
3.2.1 Representation of Human’s Environment
The environment representation is important for the robot, especially when the robot is supposed
to move inside of it. This representation essentially consists of a description of the elements (i.e.
furnitures, objects, humans and the robot itself).
Knowing the structure of the elements and their positions in space is essential for motion
planning. This information allows computing paths and trajectories that will allow the displacement
from one robot configuration to another while ensuring the collision avoidance based on the
geometry of the robot and on the requirements of the task.
When the robot has to accomplish a task with a determined object or around a specified place,
it is often useless to perform the configuration search in the whole environment, for example in the
phrase “put the cup on the table” the robot has to look for a position around the table. Defining
the limits of this search is important for the performance and the time response of the algorithms.
Environment’s Free Space
The free space definition of the environment depends on the geometrical structure of the robot,
the obstacles and on the robot’s accessibility. Here, the space representation method starts on
dividing the free space in two parts: the 2D and the 3D representation of the environment, for
navigation and manipulation task respectively1.
The 2D model also represents the two-dimensional free configuration space where the robot
can pass or place itself in order to accomplish a task.
12D for placement reasoning and 3D for “posture” reasoning
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2D Model: The Navigation Free Space
The 2D navigational model, is constructed by an extended flat method. This means, the 2D
projection on the floor of the obstacles and the robot of the environment, with the difference
that it is represented in a grid containing different values and not only a representation of the
occupancy. This environment grid will be defined as:
G = (Mn,p, E1 . . . En, f) (3.1)
where Mn,p is a matrix containing n∗p cells represented by ai,j , the cost of the coordinate (i, j)
in the grid, E1 . . . En is the list of elements (humans and objects) in the environment. The function
f calculates the value of each cell according to its coordinate by taking into account a human or
an object. This representation of the environment allows the robot to solve the navigation task
of navigation, while respecting the constraints of collision-freeness with the obstacles.
The representation of all the obstacles in the environment consists of an occupancy grid defined
as:
Gobstacles = (Mn,p, R, fobstacle, Sp, ε) (3.2)
where R is the robot, ε the environment, Sp is the sampling rate and fobstacle is the cost function
denoting the existence of an obstacle for a point in the “Obstacle grid”
The function fobstacle gives three different values depending on the 2D projection of the
obstacles on the floor. If the 2D collision test between the robot and an obstacle projection is
sure then the function returns an “in collision” value; if the collision occurs only in some robot
orientations then the returned value is “in possible collision
’
A¨oˆ
’
A¨oˆ; otherwise the function returns
that is “collision free”. Expressed in a different form, the cost function of the Obstacle Grid is
defined as:
fobstacle(R, ε, i, j) =

−2 if ε2D
⋂
BBRmin2D
−1 if ¬(ε2D
⋂
BBRmin2D) ∧ (ε2D
⋂
BBR2D)
0 if ¬(ε2D
⋂
BBRmin2D)
(3.3)
where
⋂
is a non-empty intersection, ε2D is the two-dimensional projection of the environment,
BBR projection of the bounding box that covers whole current robot configuration, and BBRmin
is the representation of the base of the robot or the “minimal bounding box”. The difference
between these two BBR’s is conceived in order to separate the robot base structure from the rest
of its configuration.
The figure 3.1 illustrates different obstacle grid values depending on the configuration of the
extremities of the robot or on its structure.
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(a) Robot 1 with its arm retracted (b) Robot 1 with its arm extended
(c) Robot 2 different obstacle grid
Figure 3.1: Obstacle grids return different values depending on the structure of the robot
or on the configuration of its extremities. The red zones are the cells “in colli-
sion”; the blue area returns “in possible collision”; the clear zones are cells in a
collision-free position.
3D Model: Objects 3D structure
The furniture or objects to carry (i.e. bottles, plates), that is common to find on human
environments, can have its represented model on 3D polygons. This model will correspond to its
real form for different purposes of this work. For example: for manipulation, 3D collision avoidance
or even for its perception representation. Figure 3.2 shows the representation of the objects found
on a real human environment and the model the robot’s representation of this environment.
When the status of a cell in the Obstacle Grid is “in possible collision”, further collision test
are needed to be performed in order to have the certainty that the robot is not in collision. To
know this, the robot needs to have the objects’ three-dimensional structure representations and
test every polygon intersection with the robot structure at the current configuration.
3.2. A Human Model for Interaction 27
(a) Furniture real model on the environment (b) Representation of the furniture
Figure 3.2: The human environment and its representation on the robot. With this model
the robot is able to perform precise motions without collisions.
As we can see on figure 3.3 a robot in a blue cell on the 2D grid (as shown on the figure 3.1),
can be in collision with the obstacles on the environment only on some configurations. The robot
has to test if a desired configuration in a specific place is collision-free or not.
(a) The robot without collision (b) The robot is in collision on the same position
Figure 3.3: If a robot is in a 2D cell marked as “in possible collision” then it has to perform
further collision tests. The figures represent a robot on the same position with
different orientations; a) the robot is not in collision and in figure b) is in collision
because the arm is in contact with the 3D model of the shelf.
Object’s Approach Area
The “Known Objects”, objects in the environment like tables, desks, sofas, chairs, etc., considered
as fixed obstacles, are also containers of other objects, surfaces where the robot has to perform
some task, for example to search for an object or to place/pick an object.
In order to get close to these objects, I have delimited a zone around them where the robot
can search its position in order to perform its desired task. The delimitation of the distances
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of this area must be conducted following the constraints of the task as well as considering the
robot capabilities (i.e. extremities length). The “approach area”, as it is called this zone2, is a
proximity distance model of an object for a specific robot. These distances are based on the robot
manipulation capabilities of this object and also on its perception limits, depending on the task.
Figures 3.4-b to 3.4-d show approach areas for different tasks and for different robot capabili-
ties. The sizes can vary in the same task type, for example, in the vision task illustrated in figure
3.4-b, the goal could be to look for little objects on the table surface. In this case the area size,
even when the limits of the camera are wide, could change to a more reduced area around the
table.
(a) Table’s approach area (green disc) (b) Area for vision task (object detections)
(c) Manipulation limits of a humanoid robot (d) Manipulation limits of a robot with a longer
arm
Figure 3.4: Approach area is represented with a green disc. The size of this disc depends
on the limits of the robot structure and on the task
2In this work we will use the terms “zone” and “area” indistinctly for making reference to delimited regions
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3.2.2 The Human Costs Grid Model
Human-human interactions follow implicit rules or protocols that have been found from several
studies [Hall 66, Yoda 97, Low 03, Huettenrauch 06]. These implicit protocols can be applied to
human-robot interaction, but considering that the second actor of this interaction is not a human.
For achieving this type of interaction, it is necessary to gather additional information about the
properties of the human-robot interaction in order to acquire more acceptance from the human
[Walters 05, Dautenhahn 06].
However, only a limited number of work considers such properties of interaction and often in
an ad hoc manner. To integrate these properties in a generic way, it is possible to integrate them
on the model of the human as criteria that define the way of interaction.
The method explained here, consists of introducing two additional criteria to the motion
planning stage in order to ensure human safety and comfort. These criteria, namely “safety
criterion” and “visibility criterion”, present two important aspects of robot navigation in a human-
robot interaction scenario.
Each criterion is represented by a set of numerical values stored in two kinds of grids, the 2D
and the 3D grids. This criterion grids contain a set of cells with various costs derived from the
relative positions of humans in the environment, humans’ states, their capabilities, and preferences.
These costs affect only correspondent cells from the environment’s free space explained in Section
3.2.1.
A 2D criterion grid G is defined as:
G = (Mn,p, H1 . . . Hn, f) (3.4)
where Mn,p is a matrix containing n ∗ p cells represented by ai,j , the cost of the coordinate
(i, j) in the grid, H1 . . . Hn is the list of humans in the environment. The function f calculates
the value of each cell according to its coordinate by taking into account only one human. The
matrix M is constructed by the equation:
ai,j = maxk(f(Hk, i, j)) (3.5)
A human Hi is modelled by Hi = (St, State1 . . . Staten) where St is the structure and
kinematics of the human and Statei is a human state defined by a number of cost parameters. A
state is defined by:
Statei = (Name,Conf, Param) (3.6)
where Name defines the posture state (e.g. Name = SITTING |STANDING ), Conf is the
human’s configuration in that state (if applicable) and Param represents the data needed to
compute costs according to that state.
A 3D grid is an extension of the 2D grid for a three dimension space. The constitution of
each type of grid is formed by squared cells of 0.2m for 2D grids, and by cubic cells with 0.05m
by side for the 3D grids3. We will further explain below the structure of the “safety” and of the
“visibility” criteria and their underlying properties.
3Further information about the grid model can be found in [Sisbot 08]
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Safety
Safety on the 2D Grid
The first criterion, called “safety criterion”, mainly focuses on ensuring the safety of the human
by controlling the approximation distance of the robot (the farther the better). However in
some cases, as in a close interaction (e.g. handling an object), the robot has to approach the
person with whom it wants to interact. Therefore, the distance between the robot and the
human is neither uniform nor fixed and depends on the interaction task. The feeling of safety
is highly dependent on the human’s personality, his physical capabilities and his actual situation;
for example, safety differs highly in a sitting position compared to standing. When the human is
sitting, his mobility is reduced and he tends to have a low tolerance to the robot getting close.
On the contrary, when standing up he has a higher mobility, thus allowing the robot to come
closer. These properties are treated in the current system by a “safety grid”. This grid contains
a human centered Gaussian form of cost distribution. Each coordinate (x, y) in this grid contains
a cost inversely proportional to the distance to the human. When the distance between the
human and a point in the environment (in the grid) D(xi, yj) is greater than the distance of
another pointD(xk, yl), we have Cost(xk, yl) > Cost(xi, yj). Since the safety concerns lose their
importance when the robot is far away from the human, the cost also decreases when getting
farther from the human, until some maximal distance at which it becomes negligible.
Figure 3.5 shows a computed safety grid attached to a sitting/standing person. The height of
the vertical lines represents the cost associated with each cell. As shown in the figure, human’s
current state (sitting, standing, etc) plays an important role in the cost of the grid. Also note
that this approach allows us to consider other types of human states.
Once this grid is computed, searching for a minimum cost path will result in a motion that
avoids moving too close to the human unless it is necessary. However, if the environment is
constrained or if the task requires so, the robot is allowed to approach to the human. Only very
close proximity of the human is strictly prohibited to avoid collisions.
(a) Sitting (b) Standing
Figure 3.5: A Safety grid is built around every human in the environment. It depends highly
on the human’s posture. As the person feels less “threatened” when standing,
the value and the range of the costs are less important.
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Safety on 3D Grid
The notion of safety is the absolute need of any human-robot interaction scenario and it gains
a higher importance in manipulation scenario where the robot places itself close proximity of the
human.
As farther the robot is from human, safer the interaction is, the safety cost function
fsafety(x, y, z, CH , P refH) is a decreasing function according to the distance between the human
H and object coordinates (x, y, z). The PrefH contains preferences of the function behavior
according to human states like sitting or standing.
The cost of each coordinate (x, y, z) around the human is inversely proportional to the distance
to the human. When the distance between the human and a point D(H, (xi, yj , zk)) is greater
than the distance of another point D(H, (xl, ym, zn)), we have f(xi, yj , zk) > f(xl, ym, zn). Since
the safety concerns loose their importance when the point is far away from the human, once it is
farther from a maximal distance, it becomes null.
The values of the Safety function is illustrated in figure 3.6 with 0.05m between neighboring
points. It’s clear that from a safety point of view, the farther the robot is placed from human,
the safer will the interaction become.
Figure 3.6: The costs of Safety function mapped around the human at 0.05m resolution.
This function returns decreasing costs
Visibility
Visibility on 2D Grid
The second criterion, called “visibility criterion”, aims to improve human comfort during robot’s
motion. Humans generally feel more comfortable when the robot is in their field of view. This
criterion allows the robot to be mostly in the human’s field of view during its motions.
The resulting grid, namely “visibility grid”, is constructed according to costs reflecting the
effort required by the human to get the robot in his field of view. For example, grid points located
in a direction for which the human only has to move his eyes have a lower cost than positions
requiring him to move his head in order to get the robot in his field of view. Also, when the robot
is far away from the human, the effect of the visibility must decrease. The computed visibility
costs are shown in figure 3.7. The zone situated in front of the human has very low costs. On the
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contrary, the zone situated behind the human has higher costs. Since the grid is attached to the
head of the human, the computed costs are updated when the human changes his field of view
(turn his head or his direction) during planning and/or execution stage.
(a) Standing (b) Sitting
Figure 3.7: The visibility grid is computed by taking into account human’s field of view.
Places that are difficult for the human to see have higher costs.
Visibility on 3D Grid
The visibility of the object is an important property of HR manipulation scenarios. The robot
has to choose a place for the object where it will be as visible as possible to the human. We
represent this property with a visibility cost function fvisibility(x, y, z, CH , P refH). Alone this
function represents the effort required by the human head and body to get the object in his field
of view. With a given eye motion tolerance, a point (x, y, z) that has a minimum cost is situated
directly in front of human’s gaze direction. For this property, the PrefH can contain the eye
tolerance for human as well as any preferences or disabilities that he can have.
The values of the Visibility function is shown in figure 3.8 with 0.05m between neighboring
points. We can see that points at direction of human’s gaze have lower costs. The more the
human has to turn his head to see a point, the higher the cost will be.
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(a) Looking right in front (b) Looking at his left
Figure 3.8: The costs of Visibility function distributed around the human with 0.05m res-
olution. The points that are difficult to see have higher costs. The visibility
function depends also on the direction of human’s gaze.
Arm Comfort
The last property of the placement of the object is human’s arm configuration when he tries to
reach to the object. The human arm should be in a comfortable configuration when reaching the
object. This property also is reflected by a cost function farmComfort(x, y, z, CH , P refH) which
returns costs representing how comfortable for human arm to reach at a given point (x, y, z). In
this case PrefH value can contain left/right handiness as well as an other preference of which
arm the human prefers.
The inverse kinematics of human arm is solved by IKAN[Tolani 00] algorithm which return
a comfortable configuration among other possible ones because ofthe redundancy of the arm
structure.
For a given arm configuration, the costs of Arm Comfort property is calculated by
farmComfort(x, y, z, CH , P refH) = min( fLeftArmComfort(x, y, z, CH) + Pleft , (3.7)
fRightArmComfort(x, y, z, CH) + Pright )
where
fLeft/Right ArmComfort = β1fdisplacement + β2fpotential (3.8)
fdisplacement =
n∑
j=1
(θrest,j − θj)2 (3.9)
and where θj is a joint angle of the jth joint, n is the number of arm joints, θrest is angle of
the joint in the rest position and Pleft,Pright are the penalties coming from left/right handiness.
The minimization of this function will find point where the combination of the joint displace-
ment and arm’s potential energy is minimum which is an important property for human arm
comfort[Marler 05, Katayama 03, Abdel-Malek 05]. Note that this is not a dynamic minimization
as for example minimum-jerk techniques [Broque`re 08].
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The Arm Comfort functions for left and right arms are illustrated in figures 3.9-a and b. Note
that only the accessible and more comfortable point are shown in these figures. All other points
are evaluated as not comfortable and their costs are higher.
(a) Left arm confort (b) Right arm confort
Figure 3.9: Arm Comfort function for a left handed person. Even tough the shape of left (a)
and right (b) arm functions is the same, a penalty is applied to the right arm
thus increasing its cost. Note that only the accessible and more comfortable
point are shown. Other points around the human have the highest cost.
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Merged Grids
All the grids mentioned above are separated criterions of the human model. In order to take into
account every aspect of these grids we have to merge the specified criterions in one unique grid
depending on the task problem.
If the robot has a navigation task where it has to pass close to the human or where the robot
wants to approach the person, then the 2D grids are fused into the 2D “merged grid”. In other
case, if the robot has to know where and how to place one of its extremities for a close interaction
with the human (i.e. to give an object to the human), then the robot must use the 3D “merged
grid”.
2D Merged Grid
Once the safety, visibility and hidden zones 2D grids have been computed, they are merged into
a single grid in which the robot will search for a minimum cost path. Different methods can be
used to merge the grids. A first way can be to compute the overall cost from the weighted sum
of the elementary costs:
fmerged2D(x, y) = w1fsafety2D(x, y) (3.10)
+ w2fvisibility2D(x, y)
where (x, y) is a point in the grid, w1 is the weight of the safety grid and w2 is the weight of
the visibility grid. Another way is to consider the maximum cost values when merging the grids:
fmerged2D(x, y) = max(fsafety2D(x, y), fvisibility2D(x, y)) (3.11)
3D Merged Grids
The 3D merging method is similar to the 2D merging method but with the parameters of
“safety”, “visibility” and “arm comfort”. The total merged cost of a 3D cell fmerged3D is computed
as follows:
fmerged3D(x, y, z, CH , P refH) = w1fsafety3D(x, y, z, CH , P refH)
+ w2fvisibility3D(x, y, z, CH , P refH) (3.12)
+ w3farmComfort3D(x, y, z, CH , P refH)
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3.2.3 The Human’s Interaction Area
In addition to share the space with the human in a “proper way”, while performing its “domestic”
tasks, a robot companion has the mission of being into a direct interaction with human. In order
to interact with a person, the robot has to find how to place itself in a configuration where it has
direct visual contact with this person. This constraint helps to reduce the search space to find
such a point.
This region is similar to the “approach area” of an object. The main difference resides on
the meaning of “interaction” and more precisely the interaction with human, put differently, in
a bidirectional action exchange with communication. A robot cannot perform the interaction if
the person doesn’t notice its presence. Moreover, the human can do movements that can be
dangerous for him when he hasn’t notice the presence of a robot out of sight. These actions
are examples of how the robot can violate the criterions of comfort and security for the human,
explained on this section.
For all these reasons the search of the “Interaction configuration” must take into account the
person’s perspective. In other words, the robot has to be inside of the person’s field of view,
where the person can see it. I have represented the human FOV and the whole interaction area
by using the flat method (represented as a semicircle area in front of the human).
At the same time, the field of view area can be divided in two sub-areas:
• Security Area: is the zone around the human that defines the minimal distance from the
person position (Radmin), to approach the person. In this way we can assure not to find a
dangerous configuration for the human.
• Interaction Area: is the zone around the human where the robot can interact with the
person. This area is defined by the radius range Radrange = [Radmin..Radmax]. Where
Radmax is determined by the sensor capabilities in distance to perceive the elements of
interaction (i.e. a person, a bottle), and on Hall’s interpersonal distances mentioned in
[Huettenrauch 06] depending on desired interaction task (e.g. proximity needed for only
visual interaction or handing an object).
A subarea inside the interaction zone is the area under human attentional field of view, called
here as “Attentional Area”. It is defined as the part of the Interaction zone that is in front of the
person in the angle:
αview | 0◦ ≤ αview ≤ 180◦ (3.13)
α is the angle of the attentional field of view or UFOV4 (Related to each person capabilities.
Normal values: [10◦ − 30◦]). Additionally to this natural value it can also include the saccade5
map. Figure 3.10 shows each one of these zones and its subdivisions.
As it is mentioned in the definition of the approach area (see Sec. 3.2.1), the ample radius of
the interaction area depends on the robot capabilities and on the nature of the task, so the size
of the area can change depending on the task goal as it is illustrated on figure 3.11.
4Useful Field Of View: the part of the FOV where the human can extract visual information in a brief
glance without head or eye movements, it decreases with the age
5fast motion movements
3.2. A Human Model for Interaction 37
Figure 3.10: The “Interaction Area” inside the human’s field of view. The FOV has its
center on right in front of human orientation. Here the robot can place itself
in order to interact with the human. The area under the human’s UFOV or
“attentional area” (α) marked with the green band in front of the human;
in yellow the rest of interaction zone and; in red the security zone which is
excluded from searching a configuration inside.
(a) Robot with short arms for a handing an object
task
(b) Robot with different capabilities and different
size for the same task
Figure 3.11: The size of the interaction area depends on the task and on the robot capabil-
ities, as also previously illustrated for the “approach area” of objects in Figure
3.4.
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3.3 Human Aware Motion Planner
It is necessary for a robot that will “co-exist” with humans, to take into account the way that
it interacts with a person or that its presence is in complete harmony with the human’s comfort
and security. The robot has to perform motion and manipulation actions and should be able to
determine where a given task should be achieved, how to place itself relatively to a human, how
to approach him, how to hand the object and how to move in a relatively constrained environment
in the presence of humans (an apartment for instance). Our goal is to develop a robot that is
able to take into account ”social constraints” and to synthesize plans compatible with human
preferences, acceptable by humans and easily legible in terms of intention.
This section explains the motion planner designed mainly by Akin Sisbot [Sisbot 08] and
conceived for the close interaction motions between humans and robots that must be taken by
the robot in order to ensure:
• Safe motion, i.e., that does not harm the human,
• Reliable and effective motion, i.e. that achieves the task adequately considering the motion
capacities of the robot,
• Socially acceptable motion, i.e. that takes into account a motion model of the human as
well as his preferences and needs.
The interaction tasks that imply the robot motion will be divided in two problems: the navi-
gation problem for the tasks that are related with displacement of the whole body of the robot;
and the manipulation problem that concerns tasks of motions of extremities for a close interaction
with human.
3.3.1 Navigation
The navigation planner uses the 2D merged grid. The weights of the grids to merge can be tuned
according to the properties of the task. To find a path between two given positions of the robot,
we search for a path in the final grid that minimizes the sum of the costs of the cells linking
the cells corresponding to these two positions. The cells corresponding to the obstacles in the
environment are labeled as “in-collision” and an “A? search is performed to find a minimum-cost
collision-free path linking two positions. The computed path is collision-free and also respects the
human’s care and comfort by taking into account safety, visibility and hidden zones.
Neither the final grid nor 3 criterion grids are constructed explicitly but the values of the cells
are calculated for the ones explored during A? search. As humans in the environment can change
their positions and orientations often, avoiding explicit grid construction gives us the possibility
to replan a new path if a change in the environment occurs (i.e. change in human positions,
orientations, or states).
3.3.2 Manipulation
The presented approach is based on separating the whole problem of manipulation, e.g. a robot
giving an object to the human, into 3 stages. Each of these stages will produce the corresponding
result and pass it to the next stage, which consists in computing:
• Spatial coordinates of the point where the object will be handled to the human.
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• The path that the object will follow from its resting position to the human
’
A¨oˆs hand as it
were a free flying object.
• The path of the whole body of the robot along with its posture for manipulation.
All these items must be calculated by taking explicitly into account the human partner to
maintain his safety and his comfort. Not only the kinematic structure of the human, but also his
vision field, his accessibility, his preferences and his state must be reasoned in the planning loop
in order to have a safe and comfortable interaction, as we have described on all criteria of the
human model design.
In each step of the items stated above, the planner ensures human’s safety by avoiding any
possible collision between the robot and the human.
Stage 1: Finding Object Exchange Coordinates
One of the key points in the manipulation planning is to decide where the robot, the human and
the object meet. In classical motion planners, this decision is made implicitly by only reasoning
about robot’s and the object’s structure. The absence of human is compensated by letting him
adapt himself to the robot’s motion, thus making the duty of the human more important and the
motions of the robot less predictable.
The manipulation planner takes into account the three properties of interaction that will help
the robot to find safe and comfortable coordinates of the object inside the 3D grid. This computed
place will allow the robot to handle the object to the human. Each property is represented by a cost
function f(x, y, z, CH , P refH) for spatial coordinates (x, y, z) ,a given human configuration CH
and his preferences PrefH when handling an object (e.g. left/right handiness, sitting/standing,
etc.). This function calculates the cost of a given point around the human by taking into account
his preferences, his accessibility, his vision field and his state.
Stage 2: Finding Robot Path
Even though we found a path for the object (and robot’s hand) to follow, it is not enough to
produce an acceptable robot motion. With this motion the robot must additionally make its
intention clear.
The method consists of finding a path for the robot that will follow the object’s motion. The
object’s motion is computed, as it were a free-flying object. But in reality it is the robot who
holds the object and who will make the object follow its path.
To adapt the robot structure to the object’s motion, we use the Generalized Inverse Kinematics
[Yamane 03][Baerlocher 04] algorithm. Although this method is computationally expensive, it has
some advantages:
• Not dependent on the robot structure: The Generalized Inverse kinematics method only
needs a Jacobian matrix easily obtainable from robot’s structure. This property makes this
method easily portable from one robot to another.
• Multiple tasks with priorities: This method allows us to define additional tasks next to
the main task. Therefore the robot not only accomplishes its task but also can take into
account additional tasks during its motion.
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• Customizable according to various criteria:Various costs, potentials or postures can be
used as an additional criterion to the main task.
The planner has two tasks with different priorities to find an acceptable posture. In one hand
we have a task with higher priority that contains the joints that affect the hand of the robot. This
task aims to reach to a given point in object’s path. On the other hand a task controls robot’s
gaze direction (camera joints) containing all the joints that affects to robot’s head.
The general formulation[Baerlocher 04] of Generalized Inverse Kinematics with two tasks can
be expressed as:
∆θ = J+λ11 ∆x1 + [J2PN(J1)]
+λ2(∆x2 − J2(J+λ11 ∆x1))
where J1 and J2 are the Jacobian matrixes of two tasks, +λ1 is the singularity robust pseudo-
inverse operator, ∆x1 and ∆x2 are goal points for two tasks, and finally ∆θ represents the resulting
step in the configuration of the robot.
With this method, the robot’s posture is adapted to object’s motion. Even tough the first
task (motion of robot’s arm) is enough for the manipulation scenario, the supplementary task of
moving the head helps the robot express its intention clearly, thus makes the interaction more
comfortable.
At the end of this stage we obtain a path, shown in figure 3.12 for the robot which is safe,
visible and comfortable to the human as we took into account his accessibility, field of view and
his preferences.
(a) (b) (c) (d)
Figure 3.12: Calculated path for this manipulation scenario. The robot looks to the object
during this motion; with this behavior it shows its intention to its human
partner.
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3.4 PerSpective Placement (PSP)
As in every robot motion planning, the robot has to find a continuous path between its actual
configuration (starting point) and its final configuration (destination point).
The Human Aware Motion Planner (HAMP) needs, for navigation purposes, to receive a
precise final configuration where to compute the trajectory to displace itself in order to interact
with human, to take an object or simply to observe something. On the other side, for manipulation
purposes, the planner needs to know from where start to search configurations in order to hand
or take an object in a collision free configuration next to the human where the robot can have an
“eye contact” with this person.
I consider that the way of attacking the problem of the robot’s placement decision will depend
on different factors based on our human and environment model (see Section 3.2):
• The task to accomplish: The positions may differ if the robot has to search on a table, to
pick an object on a shelf or to tell the human that the coffee is ready.
• The interaction target: The robot will not approach on the same way if the target is an
object or if it is a human, or if the person is sitting or standing.
• The structure of the robot: Slim or thick, long arms or short, camera lens type, etc. The
position will depend on the robot structure and on its capabilities.
Between these characteristics, we can observe that the robot’s perception on this placement
is an important element to take into account. The robot’s “egocentric perspective-taking” will
serve to estimate its own perception in specified positions and to determine if the task can be
accomplished. For example, if the robot has to pick an object on the table, then the first step will
be to choose a position where it can perceive the table.
Furthermore, if the intention of task is the interaction with the human, then an addition factor
to consider is the Human’s perspective. To perform a perspective-taking from the human and
choosing a placement inside his field of view where both actors can have, the mentioned, “eye
contact”, will allow the robot to obtain an interaction in a “natural” or “social” way.
Perspective Placement (PSP) is a planner that produces the “where to go” configuration to
the navigation planner, and the configuration where the manipulation planner can search the giving
or manipulation positions. These given configurations will respect the constraints of human se-
curity and comfort, including the constraints of perception as for the robot itself as for the human.
Explained differently, PSP plans robot configurations taking into account a more general as-
pect than simply “visual” constraints, by also considering where it is possible to perform motion
planning tasks. In a more general formalization, it can be introduced in the motion planning
CSpace as a set of configurations that allow to satisfy a property. This property can be obtained
by the geometric computation of different aspects like perception, object manipulation, feasible
path. These aspects gain importance when the human is present on the environment, because
the robot has to adapt all its actions to take his presence into account.
In this section it is described the method that I have defined for PSP, which is the main con-
tribution of this work, this method will choose a configuration from a set of positions. These
positions are obtained inspired on motion planning sampling techniques [Latombe 91], based on
efficient estimation of a sample. In the first part, we will explain the sampling method followed
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by the description of the evaluation parameters of each sample expressed by costs and qualities.
We finish by explaining additional evaluation parameters based on task goals.
3.4.1 Position Points Generation
In the object modeling problem (see Section 2.2.3), the search for configurations or sensor positions
is performed by testing places around the object that is being modeled, and with the sensor oriented
toward this object. The proposed approach is based on this principle, the main difference is that
the robot will not try to model its objective; here the robot will search for a place where it can
perceive the object or the human whom it is going to interact.
Once the approaching and/or interaction areas defined, a set of points inside the target’s
zone will be generated in order to discretize the search. Either surrounding the object or in front
of the human, these points represent 2D Cartesian coordinates of the robot center position on
the environment. The points are contained on a circular or semicircular grid of n layers by m
segments.
Inspired on the user studies on human robot interaction [Dautenhahn 06, Huettenrauch 06], on
motion planning techniques, and on the computer graphics approaches (Sec. 2.2.2), we consider
that each position should follows the next six basic properties:
• Collision Free: Robot in this position must not be in collision neither with objects and
persons nor with itself.
• Sensor Oriented: Selected sensors must be oriented towards the target (an object or a
human) in order to perceive it.
• Secure and Comfortable for the human: Following grid properties of the human model
criteria of security and comfort (see Section 3.2).
• Minimal Cost: Robot should find a position that minimizes the cost based on point distance
from the robot position and proximity of humans on the environment.
• Maximal Perception: In sensor’s acquisition, the target has to be perceived as much as
possible.
• Human Aware: if the target is a human, the robot has to treat him as a person and not
as any other object. The robot has to place itself in a position where it is possible to have
a mutual perception, and based on user studies [Huettenrauch 06] of robot-human spatial
placement, the robot has to find spatial formation with the person in a human acceptable
way.
On the configuration search, we avoid to test all points that are inside obstacle zones on the
environment grid representation. A second collision test is performed once the robot is placed on
a desired point, validating like this the first property of a point.
Orienting the sensor to the target depends mainly on the robot structure, and also on which
part of its body it has attached the sensor. Then, to find a robot configuration where the
objective is inside its sensors FOV, the robot can move several body parts in order to find the
desired configuration.
Finally, to validate the rest of the properties of the points, we have to determine the visual
perception of the sensor (in our case a camera) and assigning costs to each point to select the
one that accomplish the better with social criterions as also to reduce the robot path distance.
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Approaching objects
On the methodology of perspective placement for an object, an array of points is generated all
around it, inside the objects approaching area. In this manner, the robot can place itself all around
object’s position. Nevertheless, robot has to take into account its own perspective to look for the
best placement configuration. Maximal and minimal ranges of the approaching areas are defined
based only on collision avoidance and robot sensor limits.
Static Objects
Objects of the environment like table, sofas, desk, etc. Their position is often the same, even
when we can move them to change their place. It is for this reason that this kind of objects is
considered as static objects. Another characteristic of these objects is their 3D model, that is
already known and that the robot can determine its structure, and the way it looks.
These models considered as obstacles for the navigation planner, can be the targets of our
task (i.e. placing an object on a table), then the robot has to find positions in proximity of this
object. In the figure 3.13 we can observe an example of a robot inside the approaching area
around a table considered as known object, and the points generated to approach. The points are
contained on a circular grid of n layers by m segments.
(a) Points of the target object inside its approach
area
(b) Top view, the points are possible positions of
the robot base center
Figure 3.13: For objects on the environment the approach area is discretized by a circular
grid around the target to search for a valid position where it can see the object
(little red table next to the blue couch)
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Movable Objects
Sometimes there are objects that can be manipulated in the environment that are small. They
are not always at the same place and they can be hidden by another object. Here the object
can be unperceivable to the robot, and it will need additional information to estimate the object
position.
On the sentence “the cup is on the desk”, the person is giving the robot important information
that will help the robot search the “cup
’
A¨u` somewhere on the surface of the known object “desk”.
In this case, our approach to this problem, as an extension of the previous one, is to create a
simple geometrical object, called “search sphere”, that could be set on possible places like the one
referenced by human or on surfaces of known objects (e.g. on the top of a table). Discovering
the referred object can be interpreted as seeing the search sphere.
(a) Search object on a desk (b) Search object on a table
Figure 3.14: Different search sphere predicted positions a) hidden by the same obstacle that
holds the object (the desk) b) placed far from the robot.
Another example of how this approach can be useful is that sometimes algorithms or sensors
are capable to distinguish objects and their estimated positions from far. The search sphere then,
can be placed on object inexact location.
Due to the search sphere’s shape and position, its approaching area and its costs functions
are placed around the sphere as it is in for known objects. Maximal and minimal approaching
ranges are defined by the specifications of the task. At the end, the robot will search between the
generated points inside its approach area.
Approaching Humans
Approaching humans is not the same thing as approaching objects, the robot in this case has to
take into account the human’s perspective by placing itself inside the human’s FOV, and with this
obtain a mutual perception or “eye contact”, crucial for obtaining smoother interactions.
The generation of possible positions of the robot will be similar to the methodology used to
approach objects. In this case, the points will be generated inside the human’s interaction area.
The point
’
A¨oˆs position will depend on the person’s position, orientation (the direction of his gaze),
his field of view, his preferences and his own capabilities of reaching the objects around him.
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Different from objects, the points are contained in a semi-circular grid of n layers by m
segments, as shown in figure 3.15. The layers and segments are homogeneously distributed
through the interaction area, distance between layers is Radmax−Radminn and, as the grid is in a
circular form, the distance between segments will vary depending on the layer. For example, in
a grid of 51 segments and 30 layers the minimal distance between segments is 7.5cm and the
maximal is 25.1cm. The number of layers can depend on the size of the interaction area, for using
the same distribution of layers. If the interaction area is in a fixed size then the point can be used
to test the task goal achievement6.
(a) Human and the points in its FOV (b) Points generated around human, positions of
the robot center
Figure 3.15: a) Person with all the points generated on the Interaction area. b) A zoom of
the generated points, the robot will test determined points at this positions
oriented to the center of the circular formation.
3.4.2 Determining Visual Perception
The robot needs to estimate what it is going to perceive in the different generated positions, in
other words the robot needs to perform an “egocentric perspective-taking” to “imagine” its own
perception on each of the configuration points. To achieve this, the robot has to have a model of
its sensors capabilities in order to know WHAT and HOW it is going to perceive. In the presented
work we are going to deal with the model of camera sensors.
To determine what the camera perceives, we use 2D perspective projection of the 3D en-
vironment. This projection is obtained from the sensor’s position when the robot is placed in
the desired configuration point. The obtained result is the matrix MatP where the value of the
position (x, y) represents one point in the target’s projection image in sensor’s field of view. A
2D projection is illustrated in the figure 3.16.
We define Projection Pr as the quantity of projection of a target element El (object or human)
on the environment represented in MatP . Pr is obtained by:
Pr(El) = ΣMatP (x, y) | (x, y)El (3.14)
6We will see how to test the task goal achievement in Section 3.4.5
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(a) Scenario (b) Perspective
Figure 3.16: In this scenario is illustrated that even when a robot is placed inside the
interaction area of the human, it doesn’t guarantees that the robot will perceive
entirely the person as we can observe on the figure b).
The expected projection of an element that is not reflected on the matrix MatP is known as
Prhidden and it can be obtained with:
Prhidden(El) = Prfree(El)− Prvisible(El) (3.15)
where Prvisible is the projection that considers visual obstructions (the “real” projection). On
the other hand, Prfree is the relative projection obtained without considering objects in the
environment (as it should look without visual obstacles). In figure 3.17 we can observe the
difference between free and visible relative projections.
(a) Free projection (b) Visible projection
Figure 3.17: Relative projections. Here the person is the target and differs from other
elements on the environment. a) Free relative projection b) Visible relative
projection
Objective Ob quality visibility percentage defined by Watch is determined by:
Watch(Ob) =
Prvisible(Ob)
Prfree(Ob)
(3.16)
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Finally, candidate configuration points for perspective placement may be filtered by: Watch(Ob) ≥
µ where µ is a threshold that corresponds to a desired percentage.
The perception elements can vary depending on the task, for example if we want to see only
a part of the person like the head or head and hands, then we can only mark that our interest are
only determined bodies, are shown on the figure 3.18
(a) Perspective of the robot (b) Searching for the human head (c) Searching for multiple human
parts
Figure 3.18: The robot can search for the whole body or for single body parts of the human,
depending on the task of interaction and on the perception algorithms.
On a scenario like the one shown in figure 3.19-a, that is free of visual occlusions, all the
generated points have the maximal value of perception as shown in figure 3.19-b.
(a) Scenario 1: A Free Interaction area (b) Maximal quality values all around
Figure 3.19: Scenario without visual occlusions, all points generated around the human
have a total perception of the target. No matter where the robot place itself
it is going to perceive entirely the human and viceversa
Otherwise, in a scenario like shown on figure 3.20, where there are two human talking one in
front of the other, each point will contain a different quality values of perception. In addition, the
obstacles prevent the robot to test different positions.
The perception can be different depending on the model of the cameras. To know how the
perception is going to be, it is necessary to have the parameters of the sensors, that is the field-
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(a) Scenario 2: “Two men talking”. Here the target
human is the one who is on the top of the image.
(b) Perception values, the values of perception change
as it comes out from the visual obstruction caused by
the person in front of the other target
(c) Perception values (3D view)
Figure 3.20: Scenario with visual occlusions and with points on collision. Different percep-
tion values are assigned to each point, black zones on b) or c) are points on
collision with obstacles on the environment.
of-view of the cameras. 7 The model consist of the vertical angle of view, the horizontal angle of
view and it may consider the maximal distance of perception. It can be represented, as mentioned
and implicit illustrated before, as a cone. The estimated projection will differ if the camera model
changes, as it is shown on the image 3.21.
7It may also depend on the distance that the algorithms of perception are able to treat the information of
the images.
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(a) Model 1: Mono camera cone model (b) Projection obtained from the model 1
(c) Model 2: Stereo camera cone model (d) Projection obtained from the model 2
Figure 3.21: Different camera models provide different relative projections, model 1 and 2
varies on its cone horizontal angle, model 2 simulates the perception of two
cameras inside the robot’s head, while the model 1 obtains a smaller field of
view from a mono camera model.
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3.4.3 Determining Costs
The quality of the perception is an important aspect to know, but sometimes the value of a point
will be the same as many other points, as for instance in figure 3.16 where there are no visual
obstructions. Even when the perception value of some positions is the same, there are other
aspects that can make the difference between them. For example: distance, it is not the same to
choose one point at one meter than a point at five meters. For this purpose, the robot has to
measure the cost of achieving a configuration point.
Costs for each point are obtained, as we have introduced before, based on different criteria
obtained from minimizing robot path distance while taking into account human comfort. The
basic cost evaluations are divided as follows:
• Distace cost ( Costdistance): distance from robot’s actual position to the desired point
position.
• Safety and Comfort - humans on environment (Costmergedgrid2D): is the cost of the point
from the computed 2D merged grid obtained from the human model based on human safety
and comfort (See section 3.2), humans on the environment can affect the position of the
robot.
Moreover, if the task of the robot is to interact with the human, then additional considerations
must be taken into account:
• Frontal Cost (Costfrontal): is the distance from the front of the human gaze orientation,
to incite a face-to-face human like position, and to encourage the robot to enter on the
human visual zone with faster response time to events.
• Attentional Cost (Costatten(x, y)): is a fixed cost depending if the point is in the atten-
tional area (defined by the attentional field of view) or not.
• Safety and Comfort - human state (Costmergedgrid2D): Same cost than the basic one. To
notice that is for the intention of respecting the human target state (Sitting or standing)
and his proximity preferences.
Each one of these costs contributes to help the robot to choose a configuration position
depending on the task, the distance and on the human preferences. We consider that these costs
have different priorities. In this work, these priorities are expressed as weights and their initial
values have manually adapted from series of experiments8. These weights provide the flexibility
of adapting costs to different human preferences.
Distance cost:
Distance is an important cost to analyze for optimizing execution time. This will also help to
avoid the target person to get bored and loses interest on interacting with the robot.
Navigable zone obtained from the Gobstacle and another grid containing the incremental dis-
tance values will be generated to obtain coordinates with distance values. This technique is
inspired from a gradient method from motion planning literature. On this step each cell of the
grid will have an assigned cost of distance including the distance of avoiding obstacles. In the
“Grande Salle” environment shown in figure 3.22 the increasing costs obtained from the generated
wave expansion, this grid will cover the whole navigable zone.
8This model is intended for further extensions as discussed on last section of this chapter.
3.4. PerSpective Placement (PSP) 51
(a) Grande Salle environment
(b) Wave Expansion Grid, incremental costs from the position of the robot
Figure 3.22: The robot position (almost on the middle) shown in a) generates the minimum
cost on the grid as shown in figure b and the distance costs will be incremen-
tally growing all around until arriving to the environment limits. Black zones
represent obstacles of the environment
This method is executed once and before the generation of points, like this each point will take
its corresponding distance cost value directly from its position. In figure 3.23 we can appreciate
how this technique can help on measuring the distance to choose the position around a human.
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(a) (b)
Figure 3.23: Distance costs increases in the way it gets farther from the current robot
position
On the other side, for approaching an object, the generation of all the points is made around
the object and not only the front, as done by human. The costs increment, as shown in Figure
3.24-b, rises from the robot position based manly on distance.
(a) Approach Area (b) Incremental costs around the “approach area”
Figure 3.24: For objects the area of interaction is called approach area, and is defined
illustrated as the green band that turns the object all around. The costs will
depend on the robot current position.
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Frontal and Attentional costs:
In order to ensure a good interaction with human, the robot has to take advantage of all the
characteristics of the human field-of-view. The farthest an event occurs from the center of the
frontal gaze direction, the slower the human reaction time is, [Mizuhara 99] as illustrated on
figure 3.25. Independently of this, one of the preferred Kendon’s F-Formations on human-robot
interaction is the “Vis-a`-vis”9 formation [Huettenrauch 06]. These two reasons take us to conclude
that the robot should try to take preferentially a frontal position when it has to interact with
humans. The formation between both agents can also depend on the task to perform, but for this
work we have only expressed frontal formation as a cost.
Figure 3.25: The farther an event occurs from the center of the frontal gaze direction, the
slower the human reaction time is. The circular dashed line on the image
shows the gradual decrement of the response time on the human vision.
To stir up the robot to take a frontal position, additional costs are introduced on the interaction
area that gradually increase in the way the point get farther from the front of person’s orientation.
This cost is illustrated in figure 3.26.
(a) (b)
Figure 3.26: Frontal costs increases in the way it gets farther from the face-to-face position
9a face-to-face formation in a communication task
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Human field of view has a very wide range and, depending on the person, it can reach until
180 degrees of its horizontal angle. Nevertheless, attentional FOV is a restricted cone angle as
shown in [Mu¨ller 05], where the human centers his attention, and sometimes without taking into
account events that are not inside this particular area. That is the reason why the robot must
try to be inside this zone, to call the human’s attention avoiding to being ignored or to take by
surprise the person. In this work, it is represented this area by the attentional area of the human
model interaction area.
With the purpose of pushing the robot to be in the attentional area, the existing costs that
are outside this zone will be boosted by “∆” 10. This intensification can be perceived in figure
3.27
(a) (b)
Figure 3.27: Cost of the point intensifies if it is out of the human attentional FOV
Safety and Comfort costs:
Security and comfort must be guaranteed in the last configuration of the robot, and not only
for the human that is the target of the interaction, but also we have to take into account all
the humans on the environment. Consequently, the generated costs of the human model (for
navigation purposes) are considered as well.
The costs of “visibility” and “safety” (See Section 3.2) play an important role in the decision
of the configuration point. For example, a robot will not choose to put an object on a table just
behind a person that is on the environment, the human can step back and crash with the robot
or even the person can be scare for being suddenly surprised. In the figure 3.28 we can observe
the “aerobics room” scenario where two persons are in different parts and in a close proximity,
the robot has to take into account every person on that share same place.
As illustrated in figure 3.29, the costs of being behind another human is much more higher
than the other points independently on the distance that the robot has to follow. The priority of
the cost generated by the 2D grids, is on the top of the list of costs.
Another aspect that we can obtain from the 2D grids is the possibility of taking into account
the human state. With this information the robot knows that the human usually is less tolerant
of a very close proximity of the robot if he is sitting; while he is standing the proximity threshold
is lower. The cost of the grid then, increases depending on human target state.
10We have chosen the value of 1.3 to intensify the frontal value of 30%
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Figure 3.28: Scenario 3: the aerobics room, the robot has to take into account all the human
in the environment and not only the one who it is going to interact.
(a) (b)
Figure 3.29: Human model costs prevents the robot for choosing a point to interact with
the human of the interaction area, on a position that is just behind a second
human. In this manner, comfort and security are guaranteed for any human
on the environment.
Total cost:
At the final step, we can obtain the total cost of each point basically by adding all the costs that
are related with the target. The values of all the costs are in the range of [0..1]R. The elements
of the addition for obtaining the costs of a target object are calculated as:
Costtotalobject(x, y) = (λdistanceCostdistance(x, y)) (3.17)
+ (λmergedgridCostmergedgrid2D(x, y))
Where λx are the weight given to the x criterion and where:
n∑
i=1
λi = 1
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The computation of the total cost on the configuration points around objects varies from
the sum of the total cost of the configuration points of the target human, where each point is
calculated as:
Costtotalhuman(x, y) = ((λdistanceCostdistance(x, y))
+ (λfrontalCostfrontal(x, y)) (3.18)
+ (λmergedgridCostmergedgrid2D(x, y)))∆atten
Including the frontal and attentional cost. λx value will depend on human preferences and it
may be used on a learning phase that adapt the cost evaluation. In this work, we will use values
that prioritize the costs as:
1. Safety and comfort: the most important aspects to respect in human-robot interaction is
the safety and comfort.
2. Distance: The robot will normally go to the shortest distance, as in a “natural behavior”
3. Human perception: The robot will be close to the human attention to have an easier
detection, but is not imperative reach the center.
An example of calculated costs is shown in figure 7.2.
Figure 3.30: Computed costs of the points. a) Points in all around the field of view area,
those points out of the attentional area have the highest cost. b) Points on the
interaction area, lower costs are due to robot proximity and that are closer to
front.
3.4.4 Position Evaluation and Selection
As it has been introduced before, to find the configuration where the robot can perceive its target,
it is necessary to delimit the search space. The Interaction or approaching areas added to its
discretization on a grid made the search of this point feasible (overall in terms of time).
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The Evaluation
After the generation of all the points, we have to define a methodology to obtain the point that
will be the one that the robot will choose. This methodology will vary between the quality/cost
of each configuration and the computational time.
For evaluating a point we need to know two criterions: the quality of perception and the total
cost of the point. It is necessary to obtain the maximum perception in the minimum cost. The
evaluation value will be in terms of utility:
ux,y = αQx,y + (1− βCx,y) (3.19)
Where u is the utility, Q the quality, obtained by the Watch function of the Section 3.4.2.
and C the total cost of the point x, y on the grid of generated configuration points. And where:
α = (1/Maxq)∆1
β = (1/Maxc)∆2
| ∆1 + ∆2 = 1
PSP is intended to find the best perspective of the target so that, the weight given to the
perception part of the evaluation should be bigger. Nevertheless, as the planner is conceived for
human-robot interaction, it cannot ignore the human security and comfort. For these reasons, the
evaluation has to follow the next constraints:
∆1 >= ∆2 | ∆1 > 0,∆2 > 0
For our purposes we have defined ∆1 = 0.6 and ∆2 = 0.4.
The Search Methods
In this work we have implemented and tested three different point-search methods to choose
the configuration that is best adapted for the interaction. The selection criterion varies between
picking either the one that furnishes the best utility (quality of perception and cost) and selecting
the least cost.
Best Configuration Search In this method the robot covers all the grid of points, evaluating
each point by its utility. The algorithm of the methodology is as follows:
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Algorithm 1 Best Configuration Search general algorithm
1: listPoints← GeneratePointsWithCost()
2: while p← GetNextPoint(listPoints) do
3: p.quality ← GetQuality(p)
4: if p.utility > 0 then
5: p.utility ← GetUtility(p.cost,p.quality)
6: if p.utility > bestpoint.utility then
7: bestpoint← p
8: else
9: if p.utility = bestpoint.utility & p.cost < bestpoint.cost then
10: bestpoint← p
11: end if
12: end if
13: end if
14: end while
15: RETURN bestpoint
The costs are computed while the generation of the configuration points in the function
GeneratePointsWithCost(), and assigned to the list l. In order to get the best utility with lowest
cost, the algorithm compare first the utility and then in case of having the same utility it chooses
the one that have the least cost.
The GetQuality(p) tests the configuration at point p and returns the quality of the perception
or a negative value if the it is a not valid configuration. This function is explained on the next
algorithm 2.
Algorithm 2 The test made by the GetQuality() function to each generated point. It
returns the perception quality value or a negative value if it is not valid
1: if ¬inCollission(p) then
2: if CanLookAtObjective(p) then
3: qual← p GetPerspectiveQuality(p)
4: if qual > minPerception then
5: RETURN qual
6: else
7: RETURN −3
8: end if
9: else
10: RETURN −2
11: end if
12: end if
13: RETURN −1
This function will be used by all the presented methods and it returns a different negative
value depending of the fail reason. The function GetPerspectiveQuality(p) obtains the perception
quality value of the configuration at point p, as explained in section 3.4.2.
This method is exhaustive the whole algorithm depends on the layers and segments defined.
In other words its complexity is in O(n) where n is the number of points generated.
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Cost Based Search In this method, the points are sorted following their costs and it stops on
the first one that accomplishes the quality minimal values. The algorithm 3 explains this method.
Algorithm 3 The Cost based Search general algorithm. It searches the in the list of
generated points, sorted by cost, the first acceptable
1: listPoints← GeneratePointsWithCost()
2: SortListofPoints(listPoints)
3: while p← GetNextOrderedPoint(listPoints) do
4: if GetUtility(p)> 0 then
5: RETURN p
6: end if
7: end while
8: RETURN null
Even when this method is far from searching the best point of the grid, it allows the robot
to give a rapid answer to the needs of interaction. Its response time will differ depending on the
number of points tested, in the worst case it will take the same time that the Best Configuration
Search Method. The SortListofPoints(l) function sorts ascending by cost all the configuration
points on the list l.
Random & Gradient Search (RGS) This is an adaptation of the Shotgun Hill climbing
method to search the maximal utility configuration point. The search will starts at a random point
and then will perform and local maxima (in gradient ascent) search towards the best neighbor
value. After this, it will obtain non visited random points from the grid, compare the value of
the obtained point, and if it is better utility than the last best point, it performs again the hill
climbing method for getting the next local maxima. The process continues until δ points without
detecting a better utility. The general algorithm is illustrated in 4.
Algorithm 4 Random & Gradient Search general algorithm
1: listPoints← GeneratePointsWithCost()
2: while p← GetNextRandomPoint(l) ∧ iter < δ do
3: p.utility ← GetUtility(p)
4: if p.utility > 0 then
5: if p.utility > bestpoint.utility then
6: bestLocal← HillClimb(p, l)
7: bestpoint← bestLocal
8: iter ← 0
9: end if
10: end if
11: iter ← iter + 1
12: end while
13: RETURN bestpoint
Here, the HillClimb(p,l) function is the one that test the neighbors and takes the best until
there is on the local maximal utility.
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A variant of this method is that for each obtained random point it will perform a HillClimb(),
with this variant there are more opportunities to find the global maxima. Another difference with
the previous method is that, this method repeats its process for fixed δ points.
Algorithm 5 Random & Gradient Search 2 general algorithm
1: listPoints← GeneratePointsWithCost()
2: while p← GetNextRandomPoint(l) ∧ iter < δ do
3: p.utility ← GetUtility(p)
4: if p.utility > 0 then
5: bestLocal← HillClimb(p, l)
6: if bestLocal.utility > bestpoint.utility then
7: bestpoint← bestLocal
8: end if
9: end if
10: iter ← iter + 1
11: end while
12: RETURN bestpoint
Figure 3.31 illustrates the same function with the same random points. The variant of the
random and gradient algorithm can find the global maxima where the first method wouldn’t be
able to find. Nevertheless, the RGS2 will perform more point exploration than the simple RGS,
which will be reflected on time.
(a) RGS (b) RGS2
Figure 3.31: The RGS2 is able to find better utility values on the same function with the
same random points.
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3.4.5 Reasoning about the Task Goal
As we have shown, approaching a target cannot be done by only selecting predetermined or random
positions around this target. To make a good decision, the robot has to reason about the space
where it is and also, the robot has to know the intention of the task and its well accomplishment.
For example, the simple task “go to the table” can imply some actions that are not explicitly
mentioned like go to the table and then look at the table. After this sentence is given, if the
robot only goes to the table area without knowing the goal of the task then the chosen position
can not be adapted to perform the next task that is “to look”. Yet another question can appear,
“to look? What for?” the task goals can be chained one after the other and so on.
However, not all goals are bound and not all binds are about space. In the “fetch and carry”
scenario a phrase like “bring me the bottle” will imply two goal sections: the “bottle” section
goals and the “me” section. The first section, refers to the task that are involved by the bottle,
i.e. supposing that the bottle is on a table and the robot that knows that the bottle somewhere
on this table, the robot has then to perform a sequence of actions: Go to the table, look for the
bottle and pick the bottle. On the second goal section, we have the task related to the human
that is asking for the bottle, with actions like: Go to the human, look at the human and give the
bottle. These actions are goals that affect the selection of the position of the robot.
As we can see, the information obtained from the goal of a task can be very useful for resolving
the problem of making a good choice of the destination point. The way that this problem has been
treated along of this chapter, is by reducing or increasing the size of the approach or interaction
areas based on the limits of the robot. Nevertheless, in some cases this information is not enough
to know if the robot will accomplish its task or the manner that the robot performs its actions is
comfortable for the human.
In order to obtain more information from the task, it is necessary to know its next mission on
the same goal section. In other words, the robot has to obtain all the actions to be performed on
the same place. On the examples mentioned above, we can observe that the egocentric perspective
task (look for on/look at) is in aid support of the displacement task (go to), and that generally is
followed of a manipulation task (give, take, pick)11. Based on this, I have divided the composed
tasks as follows:
For objects:
Goto-Look it means to find a place to move where the robot can look in an ample range from
the target object.
Goto-Pick Refers to select a position where the robot has to displace itself in order to look and
then pick a movable object or to take something from the surface of an object.
And for interaction with human:
Goto-Talk The equivalent to look for the objects, but taking into account that it is going to
interact with a human, informing the human, etc.
Goto-Give Give or take an object from an area inside the human’s reachable range and prefer-
ences.
The composed tasks Goto-Look and Goto-Talk are examples of what has been explained
along this chapter (Finding a configuration where the robot can perceive the target). The other
11On the context of the “fetch and carry” scenario on home environments
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tasks are intended to find a position where it can not only perceive the target but also obtain a
valid configuration to perform the task goals. To validate these positions we need to know the
structure of the robot as its kinematic capabilities in order to find acceptable configurations that
can accomplish the goals. For this intention, the manipulation planner must be used in order to
obtain the maximal joint configuration on each position. For example, in figure 3.32 a scenario is
shown where the robot has to take a bottle. By simple distance measure it is possible to determine
if the robot is capable of reaching the bottle position. However, due to its structure, the robot is
not capable of achieving a configuration where it is able to take the bottle (from this position).
(a) Robot initial position to take
the bottle
(b) Achieving the target position (c) The robot is not able to grasp
the object, the grasp configura-
tion is not reachable
Figure 3.32: Added to the distance model a motion test must be performed in order to
achieve a position that validates the task goal as better as possible. For this,
it is necessary to obtain a kinematic configuration where the robot is able to
accomplish this task.
Other example for considering the kinematic model can be conceived by an obstacle that can
prevent the manipulator to take the object, even if the robot is able to see it (i.e. an object in an
opened box).
In this section we aim to add an evaluation of the task accomplishment, in order to gather more
information for supporting the configuration search. This evaluation is possible to conceptualize
as an additional cost or as a quality of the position, based on the obtained configuration of
manipulation. In this case we are going to consider the task achievement as both cost and quality,
in other words, an utility. The cost of the task will represent the distance of achieving the goal
position, and the quality will measure how close is the maximal configuration reached of the
manipulator extremity to the desired goal position, the closer the manipulator is, the bigger the
quality would be. The utility will be obtained in the general formula of the utility used on this
chapter:
utaski = αQtaski(qf ) + (1− βCtaski(qf , qi)) (3.20)
Where the quality of the task Qtask, of the task i on the maximal reachable configuration qf ,
represents the proximity to the goal achievement, and the cost Ctask refers to the configuration
distance to accomplish qf from the initial configuration qi. For the experiments the values of the
α and β are equivalent and α+ β = 1. Figure 3.33 shows the representation of the evaluation of
the cost and the quality of the task goal achievement.
3.4. PerSpective Placement (PSP) 63
(a) Task goal cost: distance between initial and final
configuration
(b) Task goal quality: The distance value of the task
achievement
Figure 3.33: Task goal utility evaluation by measuring the cost based on the configuration
difference and the quality based on the proximity for accomplishing the task.
Once reached the end of the process of all the task goal utilities we can evaluate the total
utility of a complete task by the average of these utilities, expressed as:
UTASK =
∑n
i=1 Utaskiλtaski
n
(3.21)
Where a complete TASK as GoTo-Look/Talk or GoTo-Give/Pick will be formed by an ordered
sequence of task as TASK = {task1, task2, ..., taskn}. Figure 3.34 illustrates the difference of
each task goal utility and their resulted addition on the “Two Men Talking” scenario previously
presented in figure 3.20 .
(a) Utility of GoTo-Look/Talk
task
(b) Utility of GoTo-Give/Pick
task
(c) Utility addition
Figure 3.34: “Two Men Talking” scenario of figure 3.20. Resulted utility function for dif-
ferent task goals, and that together form a different form on the interaction
area.
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3.5 Simulation Results
The perspective placement system is implemented in C and integrated and tested within the
Move3D [Sime´on 01] software platform developed at LAAS-CNRS.
This section presents the different resulted configurations of the placement planner in different
scenarios. The scenarios will vary in robot start position, human state, environment configuration,
task to accomplish and configuration search method. The task goals of the robot will change
between Goto-Talk and Goto-Give and will show that the configuration will change depending on
its goal. PSP will be demonstrated on 2 different environments with different situations, which
are: “Aerobics room”, “Grande Salle”.
3.5.1 Environment 1: The Aerobics Room
On this environment we show different robot placements when the robot has to interact with
human in a Goto-Talk task, in two situations: alone with the human to whom the robot is going
to interact, starting from different positions; and with four men on the same room with different
postures of the second human.
(a) Costs (b) Quality (c) Utility
(d) Initial configuration on the robot position. Final
marked on the blue sphere
(e) Final configuration and its perspective
Figure 3.35: Scenario 1-a: Human alone, robot coming from back. robot searches for the
best position inside humans interaction area where there is no obstacle.
In Figure 3.35 the robot is coming from the back, it chooses a position on the limits of the
visual attention that is not far from its current position. On the other hand, Figure 3.36 shows
the result obtained from an initial position on the opposite side of the room. The robot selects
a position that is best adapted to its current location, all this respecting the constraints imposed
by the human presence. Blue point on the utility images, mark the positions that have obtained
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the maximal utility on the interaction area. Costs and perception qualities of this area are also
illustrated.
(a) Costs (b) Quality (c) Utility
(d) Initial configuration on the robot position. Final
position on the blue sphere
(e) Final configuration and its perspective
Figure 3.36: Scenario 1-b: Human alone, robot coming from his front-left side. The robot
adapts its final position depending on the initial configuration placement
On the two previous scenarios, the person is alone and there is no constraint other than getting
in to the interaction zone coming from different parts. Yet, when there are more than one human
on the environment, and especially when they are close to the destination area, the robot has
to consider the security and comfort of each of them. On figure 7.3 we can observe how the
destination point obtained on the Scenario 1-a, is modified by the presence of additional persons
on the environment. In addition, the position found is not only avoiding collisions with the humans
on the interaction zone, but also considering their comfort as much as it is possible.
3.5.2 Environment 2: The grande salle
As we can observe on the scenarios of the previous environment, the utility of the selected point
is influenced mostly by their costs and the collision avoidance, mainly because there are almost
no occlusions of the target.
Figures 3.38 and 3.39 give examples of how PSP can find a configuration for known object
(a furniture) in two different situations. In the first case with a person is blocking the obstacle
and causing a visual obstruction, here the robot finds a position on the right side of the person,
by avoiding it in order to perceive the table. Note that the robot computes a final configuration
where it avoids not only collisions with human or obstacles but also avoiding visual obstructions.
On the second situation an extra person is occluding the table from the position chosen on
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(a) Costs (b) Quality (c) Utility
(d) Initial configuration on the robot position. Final
position on the blue sphere
(e) Final configuration and its perspective
Figure 3.37: Scenario 1-c: The robot has to talk with the human on the middle, every
person on the environment modifies the costs and the quality of the position.
The robot finds the zone that respects the constraints of each one of the human
on the environment.
the first case, here the robot computes a configuration on the other side of table where none of
the persons is present on the environment are visually blocking this table.
Results obtained on closer interaction (smaller area) shows that the interaction position de-
pends on the human state (Sitting or Standing). As illustrated on figure 3.40, the robot chooses
the farthest close position if the human is sitting for two reasons: first, the robot structure pre-
vents the robot to perceive the human while he is sitting, cause by hiding the human with the
robot’s own arm; second, the information acquired from the security and comfort criterion entails
that the robot has to be farther when the human is sitting.
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(a) Initial configuration (b) Final configuration
Figure 3.38: Obstacles are not only those that cause collisions with the robot on some
configurations, but also those that prevent the target to be seen by the robot.
In this scenario the robot intends to approach to look on the table, where
one person is occluding the table, the robot takes the closest position from
its initial position, but from where it is possible for the robot to perceive the
table.
(a) Initial configuration (b) Final configuration
Figure 3.39: Approaching to look on the table from the same position and where there are
two persons hiding the table. The robot finds another position that offers
better perception of the table even if it is farther than the one chosen on the
previous scenario.
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(a) Close interaction with human standing (b) Final configuration and perspective (stand-
ing)
(c) Close interaction with human sitting (d) Final configuration and perspective (sitting)
Figure 3.40: The human preferences change depending on its state, the configurations of
interaction are adapted depending on the this state.
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3.5.3 Performance Measures on Search Methods
As introduced before, we have tested 3 different search methods get the best point. For each point
search method, there are some common parts that must be completed, all of them are dependent
of the number of points n that are part of the discretization of the areas.
• Costs computation: This is strongly linked with the grid generation, it depends also on the
definition of the grid but with the difference that the distance cost is computed once for all
points.
• Point quality test: Each point-validation test takes about 0.03 seconds of CPU time, de-
pending on the object size and on its occupancy on the desired projection matrix.
The total computation time will depend mostly on the search method by the number of points
tested. We will illustrate the methods in two different scenarios shown in figure 3.41.and in figure
3.42
Figure 3.41: a) Scenario 1: Man sitting. The first scenario, it shows one of the simplest
cases where there is almost no occlusion of the human target that is sitting on
the couch, near to the small table.
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Figure 3.42: b) Scenario 2: Man in a crowd: Two opposite testbeds for our search methods.
The second scenario, it is presented a very hard case, where the robot has to
“GoTo-Talk” to the human surrounded by four person.
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Best Configuration Search (BCS)
The best configuration search obtains the higher utility from those created points on the approach
or the interaction areas. The table 3.1 shows the CPU time taken for different grid resolutions.
As we can observe there is almost no gain on utility from a grid resolution of 11x8 (88 points) for
the scenario 1 with almost no visual obstacles.
Table 3.1: CPU time of the BCS method from Scenario 1
matrix Points Generated Tested Valid Cpu Time (s) UTILITY
11x3 33 19 19 1.41 1.45
13x3 39 25 24 1.79 1.45
15x3 45 27 27 2.01 1.45
17x3 51 31 30 2.2 1.45
11x5 55 34 34 2.5 1.46
11x8 88 63 61 4.42 1.47
11x12 132 94 91 1.13 1.47
18x8 152 105 103 7.46 1.47
11x16 176 125 123 8.9 1.47
33x8 264 187 184 13.38 1.47
40X11 451 321 317 22.76 1.47
40X18 738 537 525 38.06 1.47
49x22 1078 789 779 61.18 1.47
49x50 2450 1820 1775 139.53 1.47
91x50 4550 3378 3305 239.39 1.47
Table 3.2 presents the cpu time and utility given from the scenario 2. Here we can observe
that also the grid of 88 points give enough information in a still acceptable computation time.
This method is slow in terms of interaction but assures to find the best position for interacting
with the person or approaching to an object. Figure 3.43 shows examples of all the configurations
generated inside the interaction area on different scenarios. These configurations are tested and or-
dered following their costs as well as their quality of perception. As we can observe, configurations
that are in collision with the second human on the environment are not tested.
Cost Based Search (CBS)
The inner works of this method is very fast; it is very useful for reducing the planning time for
interaction. The algorithm gives an user acceptable configuration for interaction mostly when
there are few collision obstacles or visual obstructions. Tables 3.3, 3.4 and 3.5 show that this
method gives a low utility in comparison with the BCS but its very fast, for the two scenarios.
Tables 3.4 and 3.5 are from the same scenario (scenario 2) but the second with a higher
threshold for the quality (30% and 50% respectively).
The time of this method is very fast, it is far from searching the best point but it guaranties
an interaction time. Normally when the quality of the perception is the same on all positions (or
almost the same) as in the figure 3.35 the BCS and CBS will find the same position but CBS on
less time.
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Table 3.2: CPU time of the BCS method from Scenario 2
matrix Points Generated Tested Valid Cpu Time (s) UTILITY
11x3 33 21 10 1.44 1.238
13x3 39 24 12 1.72 1.202
15x3 45 29 15 2.08 1.189
17x3 51 32 15 2.11 1.244
11x5 55 32 21 2.82 1.238
11x8 88 51 40 5.16 1.370
11x12 132 74 58 7.41 1.345
18x8 152 91 73 9.4 1.352
11x16 176 100 82 10.53 1.375
33x8 264 161 128 16.61 1.374
40X11 451 275 220 28.28 1.385
40X18 738 446 374 47.97 1.382
49x22 1078 651 551 70.4 1.379
49x50 2450 1470 1271 161.71 1.380
91x50 4550 2735 2357 306.79 1.386
Table 3.3: CPU time of the CBS method from Scenario 1
Points Generated tested CPU time (s) UTILITY
33 1 0.07 1.43
55 1 0.09 1.43
88 1 0.08 1.43
2450 1 0.5 1.43
Table 3.4: CPU time of the CBS method from Scenario 2 with 30 percent in the quality of
perception of the target
Points Generated tested CPU time (s) UTILITY
33 1 0.09 1.18
55 2 0.15 1.19
88 3 0.21 1.18
2450 5 0.74 1.19
Table 3.5: CPU time of the CBS method from Scenario 2 with 50 percent in the quality of
perception of the target for 2450 points
CBS Sce.2
Points Generated tested CPU time (s) UTILITY
2450 597 31.9 1.23
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(a) Aerobics room with two persons (b) Aerobics room with four persons
(c) Grande salle, constrainted environment
around a human on the couch
(d) Grande salle, with a different robot structure
Figure 3.43: Robots compute all its possible (and oriented) configurations around the hu-
man, avoiding to collide with humans or other obstacles on the environment.
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Random & Gradient Search (RGS-RGS2)
This search method its executed on less time than the BCS, slower than CBS but, as the utility
function grows gradually, RGS has more probabilities of finding the best position point or at least
a local best. On the table 3.6 we show the results for 2450 (49x50)12 points with 5,10,20 values
of δ13.
Table 3.6: CPU time of the RGS method from Scenario 1
Points Generated delta Tested Cpu Time UTILITY
2450 5 18 1.11 1.44
33 1.79 1.45
29 1.62 1.46
51 2.64 1.46
58 3.34 1.46
25 1.34 1.46
34 1.93 1.44
37 1.93 1.46
25 1.42 1.44
22 1.16 1.46
10 47 2.6 1.46
25 1.37 1.47
42 2.34 1.45
14 0.79 1.47
67 3.67 1.47
22 1.21 1.46
37 2.01 1.46
37 1.97 1.46
38 2.03 1.47
28 1.56 1.46
20 40 2.09 1.46
74 4.07 1.46
89 4.74 1.46
85 4.6 1.47
125 6.66 1.46
36 1.96 1.46
48 2.59 1.47
66 3.5 1.47
63 3.27 1.46
41 2.16 1.47
While BCS takes around 130sec. on finding the best configuration, and the best utility or a
close approximation obtained by RGS is in an average of 3.56sec. For the scenario 2 the RGS
method arrives little less than half of the times to the best utility, as it is shown on table 3.7, with
12We have chosen this resolution in order to show clearly the difference in the time spent between methods
13the iteration counter of non utility improvement for RGS and the counter of random point generated for
RGS2
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values of δ 10,20 and 50.
Table 3.7: CPU time of the RGS method from Scenario 2
Points Generated delta Tested Valid Cpu Time (s) UTILITY
2450 10 30 27 3.41 1.25
25 23 2.84 1.27
19 18 2.5 1.17
32 28 3.66 1.38
26 24 3.21 1.38
46 43 5.13 1.38
44 41 4.99 1.27
31 28 3.66 1.38
29 25 3 1.38
41 38 5.41 1.38
20 26 23 2.36 1.38
32 32 4.04 1.21
39 37 4.04 1.27
26 24 2.57 1.27
43 40 4.48 1.38
32 30 3.81 1.21
40 31 3.05 1.38
21 18 1.91 1.28
45 43 5.02 1.2
41 39 4.45 1.27
50 78 73 7.83 1.27
34 31 3.54 1.38
81 75 8.13 1.27
74 61 6.59 1.36
18 18 2.26 1.21
26 22 2.38 1.28
26 22 2.54 1.21
77 68 7.35 1.38
49 43 4.95 1.27
74 61 6.74 1.28
On the other hand RGS2, takes little more time but its rate of success increases as illustrated
in tables 3.8 of from the scenario 1 and 3.9 from the scenario 2.
We can observe in figure 3.44, the some examples of the configurations generated on this
method.
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Table 3.8: CPU time of the RGS2 method from Scenario 1
Points Generated delta Tested Valid Cpu Time (s) UTILITY
2450 5 175 175 9.86 1.46
134 133 7.57 1.45
141 138 7.27 1.47
226 226 12.6 1.47
203 195 10.17 1.47
206 206 11.08 1.46
257 249 13.6 1.47
123 123 6.72 1.46
158 158 8.33 1.47
149 148 7.86 1.47
Table 3.9: CPU time of the RGS2 method from Scenario 2
Points Generated delta Tested Valid Cpu Time (s) UTILITY
2450 15 244 236 26.2 1.27
258 252 27.99 1.27
287 271 28.3 1.38
260 249 28.86 1.38
267 255 32.44 1.36
193 176 24.18 1.27
234 219 33.53 1.36
224 213 31.72 1.38
258 249 37.64 1.28
260 249 39.92 1.27
30 437 416 52.47 1.27
477 454 57.37 1.38
448 414 53.87 1.38
430 413 64.48 1.28
486 463 70.77 1.38
469 443 66.37 1.38
456 440 67.59 1.38
420 400 60.91 1.38
414 392 59.75 1.38
421 399 59.83 1.38
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(a) random points and gradient function (b)
(c) The robot finds the local maxima that in this
case is the global maxima
Figure 3.44: The robot search in its neighborhood to find to improve as possible the ran-
domly obtained configuration.
3.5.4 Task Goal
The task goal as an additional utility modifies the optimal position towards the task goal accom-
plishment. Figure 3.45 shows the first scenario, the difference between the optimal configuration
found for a Goto-Talk/Look task and the one obtained for a Goto-Give task, when two persons
are talking. The reached positions are fewer on the second task, due to the configuration that
a robot has to perform for a “give” task. The final position for a “Talk/Look” task has almost
not changed from its original position, while in the second task the robot has to stand in a close
proximity to the human.
On the second scenario shown on the figure 3.46, we can also observe the perspective of
the two different tasks. The perception of the human is not highly occluded, but an obstacle
prevents the robot to approach the human from the front. Even when some configurations seems
possible to be achieved from the other side of the little table (a closer position from the initial
configuration), the robot finds that the most feasible placement for a GoTo-Give task is obtained
by avoiding the table, and getting closer of the human.
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(a) All the configurations for a GoTo-Talk task (b) All the configurations for a GoTo-Give task
(c) Final configuration found for a GoTo-Talk
task
(d) Final configuration found for a GoTo-Give
task
Figure 3.45: Scenario of two person talking on the Grande Salle environment: The number
of possible configurations for GoTo-Talk task is higher than for a GoTo-Give.
The final position for the Give task is closer because the utility increases while
the robot gets closer to the exchange point position, with the grasp extremity.
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(a) All the configurations for a GoTo-Give task (b) Final configuration found for a GoTo-Talk
task
(c) Final configuration found for a GoTo-Give
task
Figure 3.46: Scenario of a person waiting for his/her coffee: the robot finds the “optimal”
position of the give task in a close position of the human even when there are
configurations that can achieve the task from the other side of the table.
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3.6 Discussion
In this chapter I have introduced the PerSpective Placement as a manner of implementing the
“Perspective Taking” and the “mental rotation” in software architecture for helping to a motion
planner, in a Human-Robot interaction framework.
The planner was presented as the complementary (and necessary) partner of the Human Aware
Motion Planner. Both planners work together in a perfect symbiosis where, not only they exchange
data as most of the systems do, but also they share a whole description of the environment.
The PSP, as I call it here, is intended to be a general framework to compute “perspective
scoped” configurations. It works as a generator of destination points for navigation planners; or
of configurations, where the robot can hand and/or manipulate objects for manipulation planners.
All this, focused on human-robot interaction. I have illustrated a number of simulation results to
demonstrate how both planners act in different scenarios.
One of the best contributions of the “PerSpective Placement” on motion planning is the
adaptation of the social criterions (i.e. security and comfort) to the search of the placement
configuration. All this accomplishes the task of perceiving the target while it is minimizing the
trajectory distance.
Nevertheless, this architecture can be improved in several ways, for example minimizing the
point testing by different search methods, a learning process for adapting the weights for the costs
or quality, and also it can be extended by searching 3D sensor positions, as we describe below.
3.6.1 Weight Adapting Learning Process
Seeing as no apparent justification or general reasoning is given to the choice over the values
considered in the weights affecting the utility function in this chapter, this is, the quality and
cost variables; we consider there is a lot to be done in this direction. An interesting approach for
these weights is, rather than to be chosen by the developer or adjusted to a fixed configuration,
to be dynamic and learned over several task executions, so that it is possible to obtain a higher
adaptability to the environment and to have a further refined human-robot interaction. The
utility function maximization through learning algorithms has largely been the object of study
[Wang 08][Perez 08] and therefore various options are available as solutions to pertinent weight
choices through machine learning, for example reinforcement learning.
In our case we can observe ∆y, in the quality and cost variables and even more specific to
the cost variable the λx weights can be calibrated as to give higher performance. Reducing the
possible values of the weights without affecting the performance of the robot we can create a
search space in which the complexity allows us to converge easily to a solution. Sutton & Barto
[Sutton 98]propose an approach using TD (temporal difference) learning in which based on a given
initialization of the weights (as done currently) and measuring according to the utility function we
can progressively maximize through several executions the value of the mentioned utility function,
incrementally and even dynamically, this is, if the user had a certain weight configuration in which
the utility was maximized but later on his/her optimal weight configuration was to change, the
robot would learn the new configuration as well.
3.6.2 Further task-goal postures
The approach presented in this chapter, deals basically with 2D positions of the sensor. Even
when we test 3D collision and when we modify the robot configuration to orient the sensor to the
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target, the points that are generated are positions on the floor, where the robot has to reach this
point by placing its center position (x, y) in these two dimensional coordinates.
With the addition of final postures, we could deal to the modification of the position of all (or
some of) the body parts of the robot, this without moving the robot position on the environment.
The modification is performed to reach a configuration where the robot can perceive a target,
without displacement.
In simple words, that would allow the robot to minimize the displacement by just changing the
place of the body that holds the perception sensor. For example, moving the head of a Humanoid
robot, by leaning the rest of the body towards a closer position to the target.
This, can give place to another task goal “GoTo-Check”, means for example to go to look
inside another object (i.e. a box), or to look in all the surface of the object.
Due to the actual morphology of our robot Jido, where its arm holds a pair stereo camera,
this extension would be more advantageous. The robot can move this long arm in order to look
for a posture where it can have a better perception of the target. It can be used also for testing
if the position is apt for modeling objects as shown in some NBV approaches (See Sect. 2.2.3).
For resolving this problem, our approach could be having points in a 3D shape, like a sphere
or cylinder and as we can show in our early results illustrated on the figure
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4
Robot Implementation and Results
4.1 Introduction
The integration of algorithms designed for human-robot interaction raises some new problems
and some unresolved problems on robotics. For example, the HRI approaches are very dependent
on detection and localization, not only of the robot in the environment but also of the human.
People detection becomes mandatory to ensure human security and also for the very meaning of
the interaction.
Another aspect that is necessary to take into account is that, for interacting with people, the
robot has to have a robust multi-component system in software as well as in hardware design
levels. This system has to provide flexibility, extensibility and efficiency.
This chapter presents the integration of the perspective placement planner (PSP) into the
multi-modular architecture inside our mobile robotic platform, as well as a brief description of
human detection modules that play an important role on the good performance of our system.
4.2 General Architecture
The Perspective Planner for motion planning is integrated to our robotic platform Jido. The
software architecture of this robot is based on the LAAS Architecture [Alami 98] having multiple
Genom(called now OpenGenom) [Fleury 97] modules. This architecture, provides a great level
of modularity and generality that eases the programming load of integration. It was originally
conceived as a three-layered architecture (functional, decisional and execution), although, for
better adaptation to HRI, the LAAS architecture was revised and transformed into a two-layered
architecture:
• Functional Layer: This Layer, also called the “low layer”, contains the whole perception
and action functions of the robot. Control loops and data interpretation are encapsulated
into Genom modules. The modules in this layer have direct access to robot’s hardware
components (i.e. sensors and motors) and offer services controllable via requests. Each
module communicates by publishing on “posters” (its own attributed memory block).
• Decisional Layer: The indicated layer, named “high layer”, contains components that
provide decision capabilities to the robot. A task planner, a supervisor and a fact database
are situated in this layer.
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In the figure 4.1 we can appreciate the completeness and modularity of the the whole system.
Figure 4.1: The whole architecture. Modules in the superior part (SHARY, HATP, CRS)
belong to the decisional layer. In the lower part are shown all the modules of
the functional layer (categorized on task types).
As we have introduce before, the system has been carried into our robot Jido equipped with
three Pentium IV processors, one Laptop with an Intel core-duo processor, two 2D SICK laser
scanner (front and rear), a six degree of freedom Mitsubishi PA-10 manipulator, 1 pan-tilt stereo
camera, 1 color stereo cameras on the end axis of the manipulator, 8 sonar sensors, and three
finger tactile hand. Jido is illustrated on the figure 4.2
Figure 4.2: The robotic platform Jido where the system is integrated
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Jido is conceived to be a “home-helper”, due to its various sensors and capabilities of inter-
action. For now, it is the most complete, autonomous robotic platform on LAAS-CNRS.
4.3 Motion in Human Presence (MHP) Module
The PSP and the HAMP planners are integrated into the LAAS architecture as a single Genom
module. As both of the systems rely on Move3D and share common/similar world representations
and their interaction is very close (but independent), they are implemented and represented in
the architecture as one module called MHP, Motion in Human Presence. The fact that these two
systems are merged in one module provides, not only computation and programming advantages,
but also, it allows to share the same environment representation including robot and human
models, thus avoids a possible risk of their mismatch.
MHP module is situated on the functional layer. Nevertheless, the PSP system can be also
considered as a link between these two layers. Supervisor can control the MHP planning at any
time by a number of requests
Figure 4.3 illustrates the MHP module and its components. The requests generated and sent
by supervisor are too abstracts for the motion planner to execute. PSP behaves as an intermediate
level between the supervisor and the HAMP planner. It transforms the high level requests of the
supervisor to more concretes commands for the planner.
Figure 4.3: The internal architecture of the MHP module
As an example, the supervisor sends the request GO TO THE HUMAN X, yet this request
stays too abstract for the HAMP, because it needs to have a robot goal position (x,y,θ) to plan a
path. That is why PSP reasons on the task asked by the supervisor and computes a goal position
for the motion planner.
After receiving the interpreted orders from PSP, the motion planner rely on its own algorithms
and internal structures to generates robot’s paths.
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4.4 Human Detection Modules
Detecting humans is necessary for a robotic system that involves interaction with humans. There
are different methods depending on robot’s sensor capabilities.
With camera and laser, the information can be used to detect more precisely humans in robot’s
proximity [Kleinehagenbrock 02]. In absence of cameras, the laser can be used, in some situations,
to detect leg-like shapes [Xavier 05]. After the detection, tracking[Shulz 01, Baba 06] must be
launched in order to follow the human motions and detect motion patterns.
Many human detection modules can be found on the LAAS architecture (most of them based
on machine vision approaches). These modules are mostly described on [Fontmarty 07], the most
important for the MHP module are:
• HumPos Human Detection & Tracking Module, using mainly laser data and matching in-
formation with the ICU/ISY module.
• GEST Face and hands detection, based on stereo vision information.
• ICU Face and body recognition and tracking, using mono-camera to recognize faces and
match them with information from a database.
4.4.1 HumPos - Human Detection & Tracking Module
I have encountered the problem of robust human detection in every step of its motion and in a
farther distance than camera detection. For this reason, It was necessary to develop this module
passing a more reliable information about human position and orientation to the MHP module
(PSP - HAMP).
This module provides human detection and tracking services based on laser and camera data.
HumPos provides a list of humans in the environment to the MHP module. This list contains
positions and orientations of the detected humans associated with a confidence index and an
identifier.
The general algorithm consists of two phases: detection and tracking. On the first phase
lie two types of detection (laser and visual), checking for correspondences. Finally, the algorithm
assigns orientations either towards the robot, if person’s face is detected, or in his motion direction
acquired by the tracking phase.
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Algorithm 6 General algorithm on HumPos Module
1: if a person P detected by laser then
2: if visualdetection detects P then
3: DirectionP ← looking at the robot (body towards the robot)
4: else
5: if P is moving then
6: DirectionP ← motion direction
7: else
8: if P already in list then
9: DirectionP ← OldDirectionP
10: else
11: DirectionP ← looking at the robot (body toward the robot)
12: end if
13: end if
14: end if
15: end if
Figure 4.4 shows graphically the overall mechanism of human detection and tracking.
Figure 4.4: The Human Detection process combines laser and visual data to detect and
track humans.
In laser-based detection, supported on a map of the environment, the static obstacles are
filtered from the sensor obtained data. Resulting points are then used to detect leg-like shapes (a
leg or pair of legs) according to their geometry and neighborhood. This process produces a list of
detected humans with their positions and an attached confidence index.
On the other hand, the visual data coming from the camera are used to detect people in the
near proximity of the robot (∼[1.5 - 2.0]mts) (figure 4.5-b) by the visual face detection module,
explained in more detail in [Bre`thes 05]. The visual detection process provides a list of humans
with their estimate distance to the robot. This, using camera’s position and orientation linked to
face size metrics.
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(a) Laser leg detection (b) Face detection (c) HumPos Data Fusion
Figure 4.5: Scenario where two persons have been detected based on laser data. One of
these persons is also detected using a vision-based face detection. Once the
data fusion is performed, the person detected by the camera has high confidence
value (marked in red) while the other person is marked with a lower probability.
These two lists are then matched in the final stage to produce only one list of humans (with
their confidence index) with corresponding positions (figure 4.5-c).
Finally detected humans are tracked by the tracking stage and here, based on it’s motion, an
orientation is assigned to detected elements. This supposing that people naturally face to their
walking direction (if and only if a face is not detected, that implies that the person is looking at
the robot).
The tracking stage, use an algorithm based on Gaussian sum filters. Here one human is
represented by several particles (possible positions), and each of these particles has a probability
of being a good estimation. After the particle generation, a Kalman filter is applied to each
particle in order to predict and correct the states of the particles.
At each sensor acquisition the tracking algorithm has to perform the following steps:
• Prediction: Predict possible states of humans (generation of particles).
• Data association: associate predictions (particles) to measurements.
• Correction: correct the predicted states of humans using the measurements.
• Pruning: select particles that will be kept.
There are two types of particles: S and G. A particle in state S represents a human that is
not moving (Static), a particle in state G represents a human that is moving. These two types
will be the bases for the human motion on the prediction step.
Prediction step:
It is necessary to have a model in order to predict the movement of a person in its environment.
As the walking movement of a human is generally “erratic” in “constrained spaces”, it is needed
to make several predictions corresponding to the main possible trajectories. As we are interested
in tracking people in a limited space, it is important to consider that a person will often change
4.4. Human Detection Modules 89
direction or even stop at any moment. For this purpose i have defined four main behaviors in
human walking that will help on the prediction of his next position in the environment: start for a
person who was static and suddenly started to walk; go for a person that moves in one direction;
change direction of the original walking direction and stop. These behaviors can succeed two
previous status walking and stopped.
We consider that a person who is walking (G) can be modeled as:
• GF: Go forward with the same velocity and same direction.
• GL: keep its velocity but change its direction of pi/3 to the left.
• GR: keep its velocity but change its direction of pi/3 to the right.
• GS: Simply stop.
The models for a person who is not moving (S) can be represented as:
• SF: Start walking in the direction th=0.
• SR: Start walking in the direction th=−pi/2.
• SB: Start walking in the direction th=pi.
• SL: Start walking in the direction th=pi/2.
• SS: Stay where it is.
At the end of the prediction step, each human is represented by n particles that are predictions
of possible states of the human. Each particle has a state (predicted by one of the models), a state
covariance matrix and a probability ρ to be a good estimation. On the first sensor acquisition all
the detected humans are in a state S.
The table 4.1, illustrates all the probabilities for all different particle types and states.
Table 4.1: Table of prediction probabilities depending on previous human state
Type / Stop / Forward Turn Turn Backwards
State Stay (S) (F) Right (R) Left (L) (B)
S 0.9 0.03 0.025 0.025 0.02
G 0.02 0.8 0.09 0.09 0.00
Data association step:
For performing the association for each particle of the human, first it is necessary to find the
likelihood λ between each human h previously detected and the new sensor measurement M .
λh|M =
n∑
i=0
(λpi|M ∗ ρpi)
where the pi is the the prediction particle i of the human h.
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Once the likelihood of each human on the tracking list is obtained the next step is to select
the associations h|M for which there is at least one particle in the gate of the measurement. This
is done by calculating the Mahalanobis distance, between the measurement and the prediction.
Only the associations with a Mahalanobis distance inferior to s threshold of the value 2 will be
kept. This means that only associations that are probable will be taken.
Then the associations human-measurement are achieved; first, by associating the couples h|M
with the highest λh|M . Then, the measurements that have been associated with no human are
considered as new humans, they are added in the tracking list. When one of the “humans” on
the list has not been detected, its detection status change between the following detection states:
• OCCLUDED: Not detected caused by another object or human.
• LOST: Not detected for a moment.
• DISMISSED: Definitively lost and marked for erasement.
Initially, a human that has not been detected is considered as LOST, and it can change to
OCCLUDED if it accomplishes three criteria:
1. The human must have more than 10% chances of being occluded.
2. It should be constantly detected more than 75% of the total time from its first appearance.
3. It has been missed less than 15 sensor acquisitions in a row (≈ 3.3 seconds)
Otherwise, if the non-detection time exceeds the threshold, it is considered as DISMISSED
and tagged for being erased from the track list. The third criterion is because the human motion
cannot be properly predicted if it has been occluded for a long time.
Correction step:
The correction step of the Kalman filter is applied to every particle of a human that has been
associated to a measurement.
Xcorr = Xpred +K(Ymes − Ypred)
where Xpred is the predicted state, Xcorr is the corrected state, Ypred is the predicted measure
and Ymes is the real measure. K is the Kalman gain. For each particle, ρ is updated by ρ = ρ∗λ.
Pruning step:
In this step a selection of n particles that have the highest ρ is done the rest of non interesting
particles should be eliminated. Between this selection the particle that will represent the human
on the tracking list will be the particle with the highest probability ρ.
On figure 4.6 we can appreciate a human that passes in front of the laser sensor. First, a
detection of the legs allows getting the position of the person and it is added to the human tracking
list. After this, the HumPos tracking phase follows and matches the human detected with the one
on the list, this step gives an orientation to this person in the natural walking direction.
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Figure 4.6: The Human Tracking process gives orientation to the human on the persons
moving direction
4.4.2 The Gest module
The GEST module was developped by Brice Burger and it can be found in [Fontmarty 07]. The
goal of this module is to provide a 3D human hand tracking from the video stream of a stereoscopic
system. Actually, the hand is modeled by a 3D deformable ellipsoid. The template is fitted through
the estimation of its space coordinates (x, y, z), its size (ax, ay, az), and its orientation (θ, φ, ψ).
All these parameters are included in the state vector xk = (xk, yk, zk, axk, ayk, azk, θk, φk, ψk)
related to the k − th frame.
As the robot’s evolution takes place into dynamic and cluttered environments, several hy-
potheses must be handled at each instant concerning the tracker parameters to be estimated.
Therefore the tracker is based on the I-Condensation algorithm [Isard 98].
With regard to the dynamics model p(xk|xk−1), the hand motion is difficult to characterize over
time. It is supposed that the state vector entries evolve according to mutually independent random
walk models, viz. p(xk|xk−1) = N (xk|xk−1,∆), where N (.|η,∆) is a Gaussian distribution with
mean η and covariance
∆ = diag(σ2x, σ
2
y , σ
2
z , σ
2
ax, σ
2
ay, σ
2
az, σ
2
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2
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2
ψ).
In order to evaluate the 3D particles after their generation, the projection on the stereo
images has to be done. The corresponding ellipses are obtained by a common quadric projection
[Menezes 05].
As follow a characterization of both importance and measurement functions involved in the
tracker.
Measurement function The measurement function is based on skin color probability images
and is inspired from [Thayananthan 03].
Each ellipse e - which is a projection of one particle - is given a likelihood p(z, e) that depends
on the average of skin color probabilities around the template corresponding to e. The pixels in the
image are partitioned into a set of object pixels O, and a set of background pixels B. Assuming
pixel-wise independence, the likelihood can be factored as
p(z, e) =
∏
o∈O
(p(Ps(o), e))×
∏
b∈B
(1− p(Ps(b), e))
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where Ps(k) is the skin color probability at pixel location k.
The likelihood of the particle x is given by the merge of the two corresponding projected
ellipses likelihood.
Importance function The importance function pi(.) is defined by a Gaussian mixture from
the triangulated 3D skin blobs. Let N be the number of detected 3D skin blobs and
bi = (xi, yi, zi, axi, ayi, azi, θi, φi, ψi), i ∈ {1..N}
the ellipsoid descriptions corresponding to each such region. An importance function pi(.) at
location x = (x, y, z, ax, ay, az, θ, φ, ψ) follows, as the Gaussian mixture proposal
pi(x, z) =
N∑
i=1
1
N
N (x|bi,∆).
Snapshots of a typical sequence is shown on figure 4.7.
Figure 4.7: Hand being tracked by the Gest module : the ellipses are the projection of the 3D state vector
4.4.3 The ICU module
The ICU module was developed and improved by Mathias Fontmary and Thierry Germa and can
also be found in [Fontmarty 07]. This module aims to track human upper-body (torso and head)
in a video stream in order for the robot to be sure that it can interact with the person in front of
it and to be able to follow somebody. The ICU module is composed of three main parts :
User face detector This detector is based on the well-known window scanning technique
introduced in [Viola 01]. This classifier covers a range of ±45◦ out-of-plane rotation of the user’s
face. It is used to switch between different modalities, but also to feed the face recognition part
of the module.
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User face recognition This part is based on the eigenface as described in [Turk 91]. It aims
to classify facial regions F segmented from the face detector into either one class Ct out of the
set {Ct}1≤t≤M of M tutors of the robot. Each new detected face F(j), written as a nm × 1
vector, is reconstructed in Fr,t by projecting it into B(Ct). F is linked to the class Ct by its error
norm.
User Tracking The tracking part is based on the I-Condensation algorithm also used in Gest.
The followed template is fit with its location [uk, vk]
′
, and its scale sk, so that xk = [uk, vk, sk].
In the human upper-body tracker, multi-patches of distinct color distribution related to the head
and the torso are considered.
Moreover, taking into account the recognition step, the importance function related to the
tracked class Cl becomes, with bj the centroid of the jth extracted face
(a) (b)
Figure 4.8: Snapshots of detected/recognized faces with associated probabilities. The target
is Sylvain (resp. Thierry) for the first (resp. last) frame.
Figure 4.8 shows some snapshots of recognized tutors’ faces where the detector marked in red
color. The detected faces but only those in green color are recognized from the previously learned
faces.
Figure 4.9 involves occlusion of the target by another person crossing the field of view. The
combination of multiple cues based likelihood and face recognition allows to keep track of the
region of interest even after a complete occlusion.
Figure 4.9: Tracking scenario involving full occlusions between persons. Target recovery.
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4.5 Real World Results
In figure 7.4, a scenario is shown with a person interacting with the robot. The person indicates
the robot to go and pick up an object on the table and bring it back to him (“bring me the yellow
bottle”). The robot makes the respective plan with the sequence of different tasks. PSP module
finds a valid configuration to execute each task that implies navigation motion of the robot.
Figure 4.10: A whole “Fetch and carry” scenario, sequence where a robot has GoTo-Give
task to a person that is standing and to a person that is sitting. We can see
the difference on the approaching behavior of the robot. On the second case
the robot takes into account that the human is in a sitting position but also
the closest position to the robot current placement.
The first configuration is placed to see the table where the bottle is located, maximum and
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minimum distances are set according to arm capabilities for grasping the bottle. Second configu-
ration is found to get close to human and give him the bottle.
As described above, the MHP module creates a 3D representation of the world according to
its sensed data and updating the state of the world on Move3D system where the HAMP and
PSP are integrated. This allows computing a position based on real data. In the figure 4.11 is
illustrated how this world is represented on the Move3D system.
(a) Initial position of the robot (b) End Position
(c) Initial position world representation (d) computed end position
Figure 4.11: Scenario for a GoTo-Pick task, the robot approaches the object in a normal
situation where there is no collision/visual obstacles nor humans on the prox-
imity of the trajectory or the final target.
Obtaining a configuration where the robot can perceive an object where there are no visual
obstacles is relatively an easy problem to resolve, the problem comes when the robot has to obtain
a good position where one or more obstructions for the robot perception are present. On the
figure 4.12 we can appreciate the case where the robot is capable to find different configurations
to avoid visual obstacles, depending on what the robot senses of the environment.
As the representation of the human obtained by the human detection modules on the system
architecture, what is sensed is also represented on the robot representation in real time.
Another example is illustrated in Figure 4.14, where not only visual occlusions are taken into
account, but also the robot avoids collision with known obstacles on the environment verifying
the human preferences, trying to get little farther from the human when he/she is sitting.
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(a) A person that is observing an object (b) The robot gets in a position where it can per-
ceive the same object
(c) Another scenario where person are perceiving
an object
(d) The robot finds a new position where it can
achieved its task
Figure 4.12: The robot finds safe, comfortable and “understandable” positions where it can
achieve its task. In the first scenario only one person is preventing the robot to
place itself to see the table, the robot finds a position where it can see the table
treating the person as a human and not as a normal visual obstacle. On the
other scenario the second person occupies the position that the robot found
on the first scenario, and occluding the target from the visual perception. The
robot adapts the point utility and changes its position.
Here we can also observe that an obstacle (a table) prevents the robot from several positions
close to the human to bring him the bottle.
4.5. Real World Results 97
(a) World representation for 1 occlusion (b) World representation 2 occlusions
Figure 4.13: The representation of the MHP module environment and of the human de-
tected using HUMPOS module. This is the representation of the scenario
presented on figure 4.12. The human detection modules updates the represen-
tation of the world in real time based on the robot sensors data.
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(a) Initial position human sitting (b) End Position
(c) Initial position (d) End Position
(e) Giving the object (f) Taking the object
Figure 4.14: PSP to hand an object to a human sitting in front of a table a) and c) Initial
positions, b) and d) Final configurations looking at the human. The robot is
perceiving human by cameras on top. The robot finds its final configuration
to complete the tasks of giving e) or taking f) the object.
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4.6 Discussion
In this chapter it is presented the integration of the Perspective Placement planner into a mobile
robotic platform. This planner is encapsulated in a Genom module, called MHP, among the
motion planner in the LAAS architecture.
As illustrated in the general architecture, this module plays an important role in the interaction
task related with motions. It is clear that this module lays on the human detection and self-
localization modules, which allow update the environment representation inside the MHP module.
The system was evaluated in the frame of the FP6 Cogniron Project [Cogniron 08] and also
was presented in the FET conference [FET 09] as a demonstration stand, with “normal” people.
We can observe that the results help on the accomplishment of the task. We are planning to
perform different user studies for better adapting the system behavior.
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Perspective Taking on H-R Joint Attention
5.1 Introduction
Human Robot Interaction also brings new challenges to the geometric reasoning and space sharing.
The robot should not only reason on its own capacities but also consider the actual situation by
looking from human’s eyes, thus “putting itself to human’s perspective”.
In humans, the “visual perspective taking” ability begins to appear by 24 months of age
[Moll 06] and is used to determine if another person can see an object or not. In this chapter,
I propose a geometric reasoning mechanism that employs psychological abilities of “perspective
taking” and “mental rotation” in order to reason what the human sees, what the robot sees and
where the robot should focus to share human’s attention.
In the first section, it is shown the adaptation of robot mechanisms to egocentric perspective
taking (presented in the Chapter 3) for modeling the human perspective. These mechanisms,
represented here as geometric tools, are used to achieve a bidirectional visual attention on the
same object, by understanding the human perception.
In section two, this geometric reasoning mechanism is demonstrated with HRP-2 humanoid
robot in a human-robot face-to-face interaction context.
At the final section we will discuss the chapter as mention the perspectives of this work.
5.2 Geometric Tools for Shared Attention
Attention sharing requires psychological notions of perspective taking and mental rotation taken
into account in robot’s reasoning. As it has been mentioned in previous sections, perspective
taking is the general notion of taking another person’s point of view to acquire an accurate
representation of that person’s knowledge. In the context of this work, I am interested in visual
perspective taking where the robot should place itself to “human’s place” to determine what he
is actually seeing.
5.2.1 Perspective Taking of the human
To closely interact with human, the robot has to represent in some way the shared space and
the objects that belong to this space. Added to this, the robot has to understand the human
perception of this space by performing a “perspective taking” of the human.
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In order to find out what human is seeing, I proposed to attach a virtual camera into “human’s
eyes” in its model within Move3D [Sime´on 01] simulation and planning environment. The attached
camera will move as the configuration of the human model changes. To identify what this camera
perceives, we use 2D perspective projection of the 3D environment.
This projection is obtained from an image taken from the human’s eyes point of view (and
not robot’s).
The obtained result is the matrix MatPi where the value of the position (xi, yi) represents
one point in the projection image of the object i inside human’s field of view. A 2D projection of
the scenario shown on Figure 5.1 is illustrated in the Figure 5.2.
Figure 5.1: A scenario where the human and the robot are sitting face to face
The 2D projection image, which is the result of this mental rotation process in order to perform
perspective taking of the human, represents the points of the environment that the human is
actually seeing.
Even though the information on visible and invisible points is interesting, for a HRI scenario
the most important information that can be extracted from this image is which objects, humans,
obstacles or robots are actually seen by the human. This image will be used as an input of
perspective taking mechanism that computes the visibility of each body in this image.
The acquiring process of the human perspective projection on the robot’s representation is
obtained on a similar procedure for obtaining the robot’s egocentric perspective taking explained
in section 3.4.2. The difference is that here, the robot has to reason not only on its own perspective
but also on human’s, having with this two perception models (camera position, aperture angles,
etc).
Figure 5.3 illustrates the difference between desired and visible relative projections of the robot
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(a) Human perspective
(b) Robot perspective
Figure 5.2: Computed perception of the robot (top) and human (bottom). The perception
depends on the sensor capabilities and configurations
from human’s point of view. As the perspective taking system reasons the visibility by taking into
account everything in the 3D environment, including the human himself, human’s hand causes a
small visual occlusion on the laptop (figure 5.3-c and -d).
Visibility quality percentage of each element Eli on the human perception is defined by
WatchMulti:
WatchMultini =
Prvisible(Eli)
Prdesired(Eli)
= {Watch1,Watch2, ...,Watchn}
where n is the number of elements on the human field of view and Prx are the respective
projections of each element i.
The objective of knowing the perception element or elements on the human perspective, is
to get information of the objects that the human is paying attention, the gaze following can also
give us the information of the direction of human gaze but we don’t
Performing Gaze following can contribute to obtain information of the attention objects of the
human, as it is used by many authors [Scassellati 99, Peters 08, Huang 08, Nagai 03, Sumioka 07].
However, it is difficult to acquire enough information to know the occluded objects inside the
human perception, it is necessary to have a notion of the space, and especially 3D space. Moreover,
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(a) Expected complete projection of the robot y the
human perception at its position
(b) Vs. Real projection with occlusions
(c) Expected complete projection of an object (d) Multiple objects perceived by the human,. The
computer is almost totally perceived by the human
(partially occluded by its own hand)
Figure 5.3: Relative projections: The robot is the target and differs from other elements on
the environment. The laptop on the table is the target and differs from other
elements on the environment. As the perspective taking system reasons the
visibility by taking into account everything in the 3D environment, including
the human himself, human’s hand causes a small visual occlusion on the laptop.
a),c) Desired relative projection b),d) Visible relative projection. The table and
the objects are blocking the human’s view.
this notion can help the robot to know how the human perceives these objects, applying perspective
taking level 2.
5.2.2 Mutual Seen Objects
Based on this process it is possible to specify the objects that are, or may be, on the mutual
perception this by the intersection of the list obtained by dual mechanism of perspective taking
on the robot and on the human. Expressed as:
Ejoint = Er
⋂
Eh (5.1)
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where the Elements inside the mutual perspective Ejoint are obtained by the common elements
perceived by the robot Er and the by the human Eh. Figure 5.4 shows how the robot can select
the objects that are inside the mutual perception.
(a) Robot perceived objects (b) Mutual perceived objects
Figure 5.4: Mutual perceived objects from both actors. The robot can perceive more objects
from its position than the human.
5.2.3 Human Attention Objects
Some objects in the environment can be considered as fixed obstacles and can be excluded from
the perspective taking. This functionality can allow the robot to react according to the context
and human’s activity. In the scenario illustrated by Figure 5.5, the table is considered as an
obstacle and is not returned by perspective placement system. In the context of a person sitting
next to a table, if the task is interacting with little movable objects, we can consider that the
attention of the human will be mainly on the object on the table but not on the table itself.
The human is provided with a wide field of view. Nevertheless, when it is centering its
attention to something the visual attention reduces its size to a particular cone form as it is
explained in [Mu¨ller 05]. The objects outside the attentional field of view can also be ignored
from the perspective taking process.
On the final elimination step, the robot analyzes the list of objects into the perspective process
and like that we can obtain the objects perceived from the human’s perspective.
Although all the process of elimination of the non-attentional objects (objects that are not of
interest), it is possible to have several objects that can enter in the attentional field of view and
that are not occluded by another object. Perspective taking of the human gaze is not enough to
determine an attentional object, so that we have to consider temporal constraints of attention. A
person has to spend a little amount of time on an object to make this an attentional object.
Finally, is possible that exist ambiguity on the object of attention, this is normal even some
human are more capable than other to determine what is perceived by other persons. In the case
of ambiguous attentional objects, we take the first closest object to the line in the center of the
visual attention cone. In other words the closest to human’s line of perception. For acquiring
more reliable data, a process of data fusion with utterances and context should be applied to the
process.
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A snapshot of a scenario where a person is sitting on a table is illustrated in figure 5.5. In this
example, the human is looking at the laptop. By using mental rotation and perspective taking
systems, the robot determines that the object human is focusing is the laptop. Although the
human looks also at bottle’s and white box’s direction, these to objects are evaluated as invisible
by the system because of the occlusion of the laptop.
Figure 5.5: An instance of the situation assessment. Object marked with a green wire box
(the laptop) is evaluated as visible. The violet bottle and the white box are not
visible to the human because of the occluding laptop.
5.2.4 Human pointing gesture
Usually, persons in their communication use gesture movements to indicate places or objects
(specially with hands and fingers), to point over objects which they may reference. In a Human-
Robot interaction the utilization this kind of gestures can be useful for a fluent communication.
To achieve this the robot has to take into account the place where the human (the one with whom
it is interacting) is pointing and which objects can this person perceive from its place.
In order to establish the pointing region to select the candidate pointed objects, we define
a cone of which origin is in the center of the human body part used to pointing, and the base
is in the extremity of the line segment the same direction. The angle of the cone will represent
natural uncertainty of pointing from humans, around 72 degrees [Pfeiffer 08], in addition to the
uncertainty of human detection performed by the robot due to its sensors. We consider that
candidates to be selected have not only to intersect this cone, but also its gravity center has to
be inside the cone in order to be taken into account as a possible pointed object.
The fact that several objects could be inside the pointed region, extends the problem to the
uncertainty of knowing specifically the object that is been referenced. For this reason we have to
define a preference function f from each object Obji is a weight value where the robot is more
attracted to orientate its camera and is obtained like:
f(Obj) = w1Distconeline(Obj) + w2Distconeorigin(Obj) (5.2)
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where w1 is the weight of the linear distance Distconeline from object center point to the cone
center line, and w2 is the weight of Distconeorigin linear distance between object center point
and human pointing extremity1. Figure 5.6 illustrates the distances that are considered in the
preference function f .
Figure 5.6: A human pointing with its right hand. The cone extends from the hand to the
pointing direction. The point inside the cone are measured taking as parameters
Distconeline (D1) and Distconeorigin (D2)
Sometimes, the information acquired about pointing indication is not sufficient to know which
is the object that human is making reference. That is why robot has to take into account person’s
visual perspective and obtain a list of objects that is possible to be perceived by him.
Perceived objects are more probably referenced by human than hidden ones, then in order
to assign an ordered sequence of candidate pointed objects, a value of pointing preference is
calculated for each object. This value is obtained based on its proximity to the pointing cone
obtained by f function, in addition to object’s visibility for human, in other words, we take into
account the human perception into the pointing direction, even when human is not looking at
this direction, by computing the projection on human’s perspective with his head oriented to the
pointing direction. This is established by it’s the Preference function and is represented like:
Preference(Obj) = σ1f(Obj) + σ2Watch(Obj) (5.3)
Where Obj is the object, f(Obj) is the preference pointing function explained before and
Watch(Obj) is the visibility function, and σ’s are weights given to each function.
The object with greater value of preference will be considered as referenced by human, and
after that the robot will proceed for the next interaction task.
Figure 5.7 shows an example of two objects one in the human’s field of view and in its relative
projection. Here there is are two bottles in the pointed direction but only one can be seen by the
person who is pointing, the robot can see both of the bottles and it has to take a decision about
which one is the more probably referenced object.
1Adapted values for w’s is 0.8 and 0.2 respectively
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(a) The human points for a bottle on the desk di-
rection
(b) in other perspective there are two bottles on the
pointend region
(c) Robot’s perspective (d) Human computed perspective, with head to-
wards the pointed direction
Figure 5.7: There are two objects on a pointed region. The robot has to deal with the
uncertainity by computing the possible perception of the human if he were
looking at the pointed direction. Objects in the shared visual space are more
possible to be referenced than hidden objects[Trafton 05a]
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5.3 Integration and Results
5.3.1 Scenario
The experimental environment implements a Face-to-Face interaction scenario of human and our
Humanoid Robot HRP2. The table serves as a common work platform and the objects on the
table are a toolbox, a small box and a cup. Figure 5.8 shows the real scenario and figure 5.10
shows its 3D representation in the interface of our Move3D [Sime´on 01] software platform, where
the geometric tools are implemented.
Note that apart from using the static model of the environment, our system puts objects
dynamically in this 3D model, which has been described in next section.
Figure 5.8: Face to face scenario. The table is the common work platform for the interaction
objects.
5.3.2 Implementation and Results
The entire system has been carried to our HRP2 robotic platform. HRP2 is a humanoid robot
developed by Kawada Industries, Inc. It has 30 degrees of freedom. In LAAS-CNRS, it has a
vision system composed of four cameras on its head. The robot’s height is 1570 mm and its width
is 613 mm. Its mass is 58kg, including batteries.
The system architecture is consisting of various task-specific dedicated OpenGenom modules
[Fleury 97]. The environment Move3D is managed by one of these modules, called GEO, in order
to interface it with the other modules. A scheme of the system architecture is illustrated on the
figure 5.11, showing all the data flow with the GEO module.
Two modules mainly do the acquisition of the dynamic changes in the environment: a vision
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Figure 5.9: The scenario from robot’s and human’s eyes.
Figure 5.10: The 3D representation of the same environment including the robot, the human
and the objects.
based module ViMan2 and head markers detection based on motion capture system. ViMan
Module uses tag on the object to identify and calculate its position in the 3D space. The GEO
module continuously obtains this 3D positions and orientations, and then updates the environment
placing models of the objects on the table (or elsewhere) dynamically, at the moment of its
detection.
As a temporal platform for obtaining a precise motion of the human head as also the gaze
orientation, a Motion Capture system was installed in the experimental environment. It consists
of 10 cameras at different positions, which covers a volume in the environment.
2ViMan module is still in development, it is mainly conceived and implemented by Xavier Broquer and
Jean-Phillipe Saut
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Figure 5.11: The system architecture. The GEO module receives markers positions from
the MoCap Client and sets the human position and head orientation. From
Viman, object positions are obtained and updated. Once the reasoning about
human perspective is done, robot head configuration is passed to the controller
modules.
The person, with whom the robot is intended to interact, is equipped with a special cap
consisting of a set of markers. The server of the motion capture system broadcasts the position
of the markers, a dedicated client running communicate to the server and update the position
of the markers. Our GEO module acquires data from this client, interprets markers position and
geometrically calculates the orientation of the human head in real time.
Once the perspective taking process is done and the attentional object has been defined, the
point of the center of gravity on this object is sent to the HRP2head module that will take in
charge the head motions to look at the attentional object.
Figure 5.12 shows the simplest face to face scenario. It illustrates the results on an image
sequence from different videos; here the robot turns the head each time it detects that the human
is changing of attentional object. The attentional object can be appreciated because it is on the
center of the image of the robot’s camera.
Figure 5.13 illustrates the results when two objects are in the same field of view but one of
them is blocking the other. The attentional object is the one that the human can see, and not
the hidden one.
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Figure 5.12: Scenario 1: the robot looks to the object that the human is looking. In the
images: The scenario (up), the GEO-Move3D interface showing the process
and the attentional object marked with a green grid box around the object
(down-left) and robot’s camera (down-right)
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Figure 5.13: Scenario 2: the robot is capable of detecting and looking at the object of at-
tention, detecting visual occlusions between objects. The toolbox is occluding
the small cup to the human.
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5.4 Discussion
In this chapter it has been presented a first step of the development of a set of useful geometric
tools that helps to the development of a shared attention in human robot interaction.
I have also shown the importance of the implementation of algorithms based on perspective
taking and mental rotation concepts to obtain visual attentional objects.
Furthermore, I have not only developed the geometric tools on 3D simulation environments but
also I have shown our implementation on a humanoid robotic platform, and obtaining promising
results. Nevertheless, there is still some work to do on the evolution and improvement of the
system.
At this step of the implementation, we have activated two joints on its neck. This means that,
at this step of the integration of the geometric tools, it only work on a static behavior in a face
to face interaction, moving only the robot’s head to look at the same object that the human is
looking at.
The system is intended to perform more complex shared attention and interaction actions. In
the very near future, this system will be able to plan sensor based configurations and motions
using its arms, hand, and waist joints, based on Inverse kinematics and collision detection. All
this, integrating with other systems of human aware motion planning that also use perspective
taking and mental rotation concepts, as seen on the previous chapter.
Also, we are currently working on process of influencing the human visual attention, reasoning
on human perspective and tracking the human gaze on objects that the robot is currently ma-
nipulating. This will allow the robot to perform human understandable actions to achieve joint
activities of interaction.
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Psychological studies on human interactions are important to know how they use spatial reasoning
abilities to achieve collaboration between them, and also an ability to reason about the current
beliefs of the robot, the human and mutual beliefs. Perspective Taking and Mental rotation are
two of these large number of abilities that helps to ease the interaction and understanding on
humans, and that can help to the development of other abilities as the shared attention.
On this work we have presented how these human capacities can be introduced on compu-
tational mechanisms. Once integrated these abilities, they can help on the interaction between
machine and humans. The integrations was shown in one hand for motion planning, in other hand
for understanding human attention.
In the first part of the dissertation we have introduced to the concepts of perspective taking,
mental rotation and joint attention through a short survey from different areas. We have started
from the definition of this notions from the point of view of the psychological studies made
on humans and animals, then we have presented different approaches to tackle the problem of
integration of these abilities either implicitly or explicitly, on computer systems and robots.
On the second part, we explain the adaptation of the concept of perspective taking to a robot
motion planning environment. The presented configuration planner called PSP, use techniques
used by humans of rotating scenes or objects. All this is done by computing the perspective from
different positions on the environment.
With the PSP system the robot is able to:
• Have a destination position for the navigation planner
• Have a configuration where the manipulation planner can start to plan its “giving” or
“picking” task.
• Have a well defined interface between the higher level commands, coming from the Super-
visor.
• Have a method of evaluation for the task goal achievement.
All this focussed on the human presence in all the steps of design the system by being closely
integrated in the Human Aware Motion Planner and inside an architecture conceived explicitly for
human robot interaction.
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In the last part of this work, we have shown how our geometric spatial reasoning tools serve
on understanding human attention or references, and also how to be understood by the person
with whom the robot is interacting. The presented experiments with a humanoid robot, took
us to notice that most of the authors that have tackled the shared attention on human robot
interaction, perform gaze following to obtain the human attention. This tells us two things about
gaze following:
• Is not possible to achieve perspective-taking level 2 if we only follow the gaze orientation.
• The robot can’t perform joint attention stage 2 to 3 with only gaze following
• Is difficult to detect occlusions on the visual attention with only 2D information of the
human gaze.
With the presented framework, it is possible to perform these abilities, by computing the
human perspective, in an autonomous way.
Nevertheless, at this state, this method presents some drawbacks: it is very dependent of the
graphic capabilities of the computer. It is also dependent on the human detection and on the
object modeling methods. But those two problems are common on all the actual systems.
The perspectives presented previously are only a part of the list of future work; on the chapter
3:
• Learning method for the weight cost modifications, the robot can adapt its behaviors mea-
suring its rewards based on the utility.
• More taks goals considerations, GoTo-Check or GoTo-Wait are examples of task that can
be added to the utility model.
• Further search point methods, for having the best utility on the less time.
• Considering stable configurations for humanoid robots on the position selection.
• Linking task planner with motion planner, the plans of tasks must be validated with the
motion actions and vice versa.
On the chapter 4:
• Influence on human attention, the robot has to adopt motions as for example “pointing
gestures” in order to act on the human attention.
• “Attention seeking” and acknowledgment of new status, the robot cannot be able to know at
every moment where the human is paying attention, a system that continuously veriOˆ¨A˚es
what the human is attending is necessary for achieving a more
’
A¨u´natural
’
A¨u` interaction.
• Human Gesture recognition, we believe that the recognition human 3d configuration, must
be completely integrated on the robotic platform and independent from other sources as
the motion caption system.
• integration in a whole system of close interaction with human, manipulation planning, vocal
utterance generation, voice recognition, as other high level systems must be working on a
complete harmony in order to achieve a “natural” interaction between the robot and the
human.
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At the end, we can say that this is a contribution work on the integration of multidisciplinary
systems, for the accomplishment of the human-robot interaction.
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7.1 Introduction
Un robot personnel qui puisse emporter quelque chose a` boire ou a` manger quand on arrive a`
la maison ou une machine qui se rappelle toujours de vous donner vos me´dicaments quand vous
eˆtes malade; C’est mon propre reˆve et c’est aussi une chose qui peut aider non seulement les gens
paresseux comme moi, mais e´galement les personnes avec des capacite´s de mouvement re´duites.
L’insertion d’un robot dans la vie quotidienne de l’homme, ge´ne`re de nouvelles questions,
auxquelles la recherche doit re´pondre. Le partage de l’espace humain oblige le robot a` raisonner
sur comment se placer pour interagir avec l’homme, et ne pas le perturber. Il faut rajouter a` cette
interaction, une compre´hension des intentions humaines par le robot pour accomplir une meilleure
interaction. Le robot devra donc, adopter diffe´rents me´canismes de raisonnement humain, comme
la “prise de perspective” et la “rotation mentale”.
Ces deux concepts proviennent des e´tudes psychologiques sur l’interaction entre personnes. La
prise de perspective consiste a` se mettre a` la place d’une autre personne et percevoir l’environnement
de son point de vue. Il est possible de prendre sa propre perspective en appliquant une “prise de
perspective egocentrique”. Dit d’une autre fac¸on, faire pivoter une image dans l’esprit pour se
faire une ide´e la perception de l’environnement a` partir de diffe´rents endroits.
La prise de perspective peut eˆtre utilise´e par le robot afin de s’approcher de l’homme, ou
pour calculer simultane´ment ou` le robot peut se placer et effectuer certaines taˆches d’une manie`re
compre´hensible par le partenaire humain.
Atteindre une compre´hension bidirectionnelle dans une interaction, implique non seulement de
raisonner sur ses propres actions, mais aussi de raisonner sur les intentions du partenaire. Pour
arriver a` faire ceci, il est indispensable que le robot puisse interpre´ter le centre d’attention de
l’homme et lui faire comprendre qu’il a bien compris sa re´fe´rence en partageant l’attention sur un
meˆme objet.
Dans ce manuscrit, il est pre´sente´ diffe´rents outils de raisonnement spatial ou` la prise de
perspective est utilise´e pour aider des robots a` re´aliser diffe´rentes taˆches d’interaction.
7.1.1 Contributions
Dans ce travail nous introduisons un ensemble d’algorithmes qui apportent des “capacite´s so-
ciales” au raisonnement ge´ome´trique du robot. Notre plus grande contribution sur la planification
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de mouvements, est l’adaptation de crite`res sociaux et l’adaptation d’un mode`le de la vision hu-
maine dans la recherche d’une configuration et d’un emplacement du robot pour l’interaction.
Cette adaptation remplit les objectifs des taˆches, comme la perception de l’objectif, ainsi que la
minimisation de la distance de parcours du robot.
L’approche pre´sente´e propose un cadre de travail qui sert comme :
• Un lien entre un planificateur de navigation et un planificateur de manipulation pour ac-
complir des taˆches.
• Un lien qui interpre`te des instructions de haut niveau et qui les transforme en buts spe´cifiques
pour le planificateur de mouvement.
• Une fac¸on d’e´valuer l’accomplissement de la taˆche
• Un sche´ma de raisonnement sur l’espace a` travers les “yeux de l’humain” pour aider le robot
a` comprendre et eˆtre compris par la communaute´ humaine.
7.2 E´tat de l’art
Il y a trois concepts qui viennent de la psychologie et qui seront aborde´s au fur et a` mesure dans ce
texte. Ces concepts sont, selon certains auteurs, indispensables pour l’interaction Homme-Robot
afin d’e´tablir une fluidite´ lors de la communication [Baron-Cohen 95b, Frith 01]:
• Rotation Mentale : La capacite´ de tourner des repre´sentations mentales en deux ou trois
dimensions.
• Prise de perspective : Le concept principal de ce travail et qui fait re´fe´rence a` la capacite´
de comprendre et de percevoir ce que les autres personnes disent, font ou regardent, en
fonction de son point de vue. On se focalisera sur la “ prise de perspective visuelle” (ce que
les autres voient a` partir de l’endroit ou` ils se trouvent).
• Attention Partage´e/Jointe : Le fait que deux individus ou plus, font attention au meˆme
objet ou endroit pour une intention commune de communication.
Selon Flavell [Flavell 92], la prise de perspective est acquise chez l’homme en deux niveaux.
Dans le premier niveau l’humain est capable de distinguer les objets que son partenaire est capable
de voir. Dans le deuxie`me niveau une personne est capable de se faire une image mentale de la
perception de son partenaire, autrement dit, elle est capable de se mettre dans la teˆte de son
partenaire.
Tversky, Taylor et al. [Taylor 96, Tversky 99, Lee 01] ont fait diffe´rentes e´tudes sur la manie`re
dont les humains changent leur perspectives. Ils concluent que pour qu’une personne en comprenne
une autre, le de´veloppement de la prise de perspective est un outil ne´cessaire.
La prise de perspective est utilise´e comme base pour de´velopper des algorithmes et syste`mes qui
permettent une interaction plus fiable entre machines et personnes. C’est le cas pour la re´alisation
de syste`mes d’images de synthe`se en 3D. Ou` la perspective de l’homme doit eˆtre simule´e pour
permettre une immersion dans l’ambiance virtuelle [Zhang 97, Chhugani 05, de Sa´ 98]
[Menchaca-Brandan 07].
Dans la Robotique, cette capacite´ humaine est aussi repre´sente´e sous diffe´rentes formes, par
exemple pour le de´veloppement de simulateurs de robots [Faust 06] ou pour la mode´lisation
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d’objets [Pito 99, Wang 06, Foissotte 09] avec differents capteurs de robots, comme par exemple
capteurs laser ou cameras de video.
L’interaction Homme-Robot me l’accent sur le sujet en commenc¸ant par prendre en compte
le champ de vision de l’homme [Richarz 06], ou encore plus explicitement prendre en compte
la perspective de la personne en conside´rant les objets qui peuvent eˆtre visibles ou pas pour
l’apprentissage du robot [Trafton 05a, Trafton 05b, Breazeal 06, Berlin 06] guide´ par l’homme.
D’autre part nous avons la capacite´ humaine d’avoir une attention partage´e dans une interac-
tion face-a`-face. Largement e´tudie´ par les psychologues, ce concept se re´fe`re au fait d’eˆtre attentif
au meˆme objet. L’attention partage´e peut eˆtre pre´sente´e en 3 types dans les premie`res anne´es de
vie humaine [Tomasello 99]:
• Ve´rification de l’attention : Lorsque l’on ve´rifie que la personne fait attention a soi-meˆme.
• Suivi d’attention : Quand la personne est capable de suivre la direction du regard du
partenaire.
• Diriger l’attention : Quand la personne est capable de manipuler l’attention de l’autre
personne.
Cette capacite´ a e´te´ aussi repre´sente´e dans diverses e´tudes sur l’interaction homme - machine.
Quelques chercheurs se focalisent sur la mesure de l’engagement en l’interaction [Peters 08],
d’autres sur l’identification de l’objet d’inte´reˆt [Huang 08, Nagai 03, Sumioka 07]. Les deux types
d’e´tudes se focalisent aux suivi de la direction du regarde.
Kaplan [Kaplan 06] revient a` la classification de Tomasselo et mentionne que pour arriver
a` une meilleure attention partage´e entre l’homme et le robot, il doit exister au moins quatre
pre´conditions:
• De´tection de l’attention : pour suivre l’attention de la personne.
• Manipulation de l’attention : pour diriger l’attention de la personne.
• Coordination sociale : pour arriver a` re´aliser des actions coordonne´es.
• Compre´hension Intentionnelle : pour se rendre compte si les deux individus sont en train de
partager l’attention et atteindre le meˆme but.
Scassellati [Scassellati 99] divise l’accomplissement de l’attention partage´e en quatre taˆches
: regard mutuel, suivi du regarde, pointage impe´ratif d’un objet et un pointage de´claratif de un
objet distant. La plupart des travaux dans la litte´rature proposent des approches par suivi du
regard, c’est a` dire l’e´tape deux.
De fac¸on comple´mentaire, il existe des travaux qui mesurent comment les personnes dirigent
l’attention d’un robot [Imai 03, Ogata 09]. La prise de perspective est aussi utilise´e pour pouvoir
obtenir les objets d’attention, ces objets e´tant de´finis soit manuellement [Brooks 04, Okamoto 05]
soit automatiquement [Johnson 05].
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7.3 La prise de perspective applique´e a` la planification de
mouvements.
Dans la robotique il existe diffe´rentes me´thodes de planification afin qu’un robot puisse se de´placer
de fac¸on autonome. Dans ces me´thodes, on peut trouver celles qui s’inte´ressent a` la planification
de mouvements qui, comme son nom l’indique, calculent une se´rie de configurations du robot
pour aller d’un endroit a` un autre tout en e´vitant des collisions avec les objets de l’environnement.
Les planificateurs de navigation, d’une part, ont besoin de connaˆıtre la position finale pour
trouver la trajectoire depuis l’emplacement courant. De plus, pour l’interaction avec l’homme, il est
ne´cessaire de savoir si la position finale est assez “bonne” pour interagir en respectant les espaces
d’intimite´ ainsi que les pre´fe´rences de l’homme. D’autre part, les planificateurs de manipulation
ont besoin de connaˆıtre un emplacement depuis lequel le robot est capable d’atteindre la position
de´sire´e.
Il est donc ne´cessaire qu’un autre type de planificateur puisse trouver une configuration qui per-
met au robot d’accomplir sa taˆche. C’est pour cette raison que nous avons de´veloppe´ Perspective
Placement (PSP).
La technique utilise´e par PSP peut s’appliquer non seulement pour l’interaction avec des gens
mais aussi pour atteindre des objets. Elle consiste tout d’abord a` de´limiter l’espace de configuration
dans une zone proche de l’objet d’interaction (que ce soit un humain ou un objet). Une fois
l’espace de´fini, l’e´tape suivante est de discre´tiser la zone en points sur le sol dans l’espace polaire,
et finalement d’e´valuer chaque point obtenu lors de la discre´tisation pour choisir le meilleur.
L’e´valuation est faite en terme d’utilite´, base´ sur l’assignation des qualite´s et des couˆts. Ces
deux proprie´te´s de´pendront de la taˆche et il s’agit de maximiser la qualite´ et de minimiser les
couˆts.
Notre taˆche de base est celle de la perception. Dans cette taˆche, la qualite´ est base´e sur
l’imple´mentation de la prise de perspective e´gocentrique sur le robot et la quantite´ que l’objet
desire´ est peru¸ par le robot a` partir de chaque position. Le robot doit e´viter au maximum les
obstacles visuels qui peuvent ge´ner sa perception et nuire au bon de´roulement de la taˆche. La
figure 7.1 montre les valeurs obtenus pour la qualite´ de la perception.
(a) Deux hommes en train de discuter.
L’objectif du robot est de s’approcher de
l’humain qui se trouve dans la partie haute
de l’image.
—
(b) Les valeurs de perception changent a` mesure
que le robot s’eloigne de l’obstacle visuel, dans cet
exemple, la personne en face de l’objectif.
Figure 7.1: Scenario avec occultations visuelles et aires de collision. Differentes valeurs de
qualite´ de perception sont assigne´es a` chaque point dans l’aire d’interaction.
Les zones noires en b) indiquent les points qui ne sont pas accessibles a` cause
des obstacles.
7.3. La prise de perspective applique´e a` la planification de mouvements. 123
D’un autre cote´, les couˆts sont les e´le´ments qui interviennent de fac¸on indirecte dans les
activite´s du robot. Les couˆts ont diffe´rents caracte´ristiques a` prendre en compte :
• Distance: Entre la position courante du robot et celle du point a` e´valuer.
• Se´curite´ et confort de l’humain : Les personnes ont diffe´rentes pre´fe´rences par rapport a` la
proximite´ du robot.
• Couˆt frontal : Le position la plus favorable est celle ou` le robot est face-a`-face avec l’homme.
• Attention de l’homme : le robot doit essayer d’entrer dans le centre d’attention visuel de
l’homme.
Figure 7.2: Couˆts calcule´s en chaque point. a) les points tout au tour de l’aire de champ de
vision. b) points de l’aire d’interaction, les couˆts les plus bas sont affecte´s par
la proximite´ du robot ainsi que la proximite´ de la partie frontal de l’humain.
On peut observer quelques re´sultats dans la recherche, d’un meilleur point de vue, dans les
images suivantes.
Le planificateur fait partie de notre architecture imple´mente´ sur notre robot Jido. L’approche
a e´galement e´te´ teste´e avec des utilisateurs na¨ıfs.
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(a) Costs (b) Quality (c) Utility
(d) Initial configuration on the robot
position. Final position on the blue
sphere
(e) Final configuration and its perspec-
tive
Figure 7.3: Le robot doit parler a` la personne qui est au milieu supe´rieur de l’image. Chaque
personne qui est pre´sente´e dans l’environnement modifie les couˆts et les qualite´s
des zones autour d’eux. Le robot trouve une position qui respecte les contraintes
impose´es par les humains.
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Figure 7.4: Un sce´nario complet d’une taˆche “prends et donne”. La se´quence montre que le
robot qui doit emporter une bouteille a` l’homme en deux cas; dans le premier
cas l’humain est debout et dans le deuxie`me il est assise, le robot s’adapte a`
chaque e´tat de l’humain.
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7.4 La prise de perspective dans l’attention partage´e entre
l’homme et le robot.
Pour qu’un robot puisse re´ussir un raisonnement spatial complet pour une interaction avec
l’homme, il doit non seulement prendre en conside´ration sa propre perspective mais aussi le point
de vue de l’homme.
L’attention partage´e ne´cessite certaines capacite´s psychologiques tel que la prise de perspective
et la rotation mentale. C’est pour cette raison que le syste`me de prise de perspective a e´te´ adapte´
pour pouvoir trouver les objets observables par une personne dont on connaˆıt la position et la
direction de son regard.
Notre syste`me consiste a` l’adaptation d’une camera virtuelle dans les yeux de l’humain, puis
sur l’identification des objets dans son champ de vision d’attention (une zone re´duite par rapport a`
tout le champ de vision humain, et repre´sente´ par un coˆne). Les objets visibles par l’homme seront
alors, pris en compte comme candidats pour eˆtre l’objet d’attention. Pour choisir un objet parmi
les candidats, on mesure la proximite´ de chaque objet au centre du coˆne du champ de vision.
Pour arriver a` un partage d’attention, le robot doit conside´rer sa propre perception et les objets
visibles pour pouvoir trouver une configuration ou` il puisse voir l’objet que l’homme est en train
de regarder, afin de pouvoir obtenir un canal de communication commun entre les deux (l’homme
et le robot).
Cette communication implicite peut eˆtre renforce´ par un geste explicit qui indique l’objet de
re´fe´rence tel qu’une signalisation par un pointage avec les mains. Notre syste`me d’attention
partage´e est aussi inte´gre´ sur la plateforme HRP2 avec l’architecture montre´ dans l’image 7.5.
Figure 7.5: L’achitecture du syste`me GEO, lequel rec¸oit l’information sur la capture du
mouvement de l’homme ainsi que sur la position des objets dans l’environnement
en utilisant les came´ras embarque´es .
Les re´sultats de l’inte´gration sur le robot sont visibles dans l’image 7.6.
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Figure 7.6: Scenario 1: Se´quence d’images qui montre comment le robot raisonne sur le
point de vue de l’homme et apre`s, il regarde au meˆme objet que la personne en
face de lui est en train de regarder.
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7.5 Conclusion
Dans ce travail nous avons pre´sente´ une fac¸on d’adapter des capacite´s humaines dans des me´canismes
computationnelles. Une fois ces capacite´s inte´gre´s elles aideront a` l’interaction entre l’homme et
le robot. On a de´montre´ ces approches, d’un cote´, comme support pour la planification de
mouvements et d’un autre comme un syste`me pour la compre´hension du centre d’attention de
l’homme.
Le planificateur de configurations PSP pre´sente´ ici, utilise des techniques utilise´es par l’humain
pour pivoter les objets ou les environnements. Ceci est fait par le calcul de la perspective du robot
depuis diffe´rentes positions dans l’environnement.
Avec le syste`me PSP le robot est capable de calculer la prise de perspective e´gocentrique en
lui permettant de :
• Avoir une destination pour un planificateur de navigation.
• Avoir une configuration ou un planificateur de manipulation qui peut commencer a` planifier
diffe´rentes taˆches (prendre, donner, etc.)
• Avoir une interface bien de´finie entre les instructions de haut niveau et le planificateur de
mouvements.
• Avoir une me´thode d’e´valuation pour accomplir plusieurs types de taˆches.
Avec le syste`me GEO montre´ dans la dernie`re partie de ce travail, le robot est capable d’obtenir
la perspective de l’homme et de raisonner sur les perspectives de tous les deux, permettant au
robot de produire un canal de communication entre lui et l’homme pour arriver a` une premie`re
e´tape d’attention partage´e entre eux. Ce syste`me nous a permit de connaˆıttre principalement que:
• Il n’est pas possible d’obtenir une prise de perspective de niveau deux si on ne re´alise que
le suivi du regard, comme il est fait par la plus part des personnes qui essayent d’achever
l’attention partage´e entre l’homme et la machine.
• De meˆme pour les e´tapes 2 et 3 de l’attention partage´e, le suivi du regard ne proportionne
pas assez d’information pour pouvoir y arriver.
• Les occlussions provoque´s par d’autres objets sont tre`s difficiles a` les de´tecter si on raisonne
seulement sur l’information d’un espace 2D.
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