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AN ALGORITHM FOR ESTIMATING VOLUMES AND OTHER
INTEGRALS IN n DIMENSIONS
ARUN I. AND MURUGESAN VENKATAPATHI ∗
Abstract. The computational cost in evaluation of the volume of a body using numerical
integration grows exponentially with dimension of the space n. Today’s most generally applicable
algorithms for estimating n-volumes and integrals are based on Markov Chain Monte Carlo (MCMC)
methods; they are suited for convex domains. We present an alternate statistical method for esti-
mating an n-dimensional integral that is suited even for non-convex domains and scales as O (n)
in the samples required, given any distribution of extents of the arbitrary domain and the allowed
tolerance in relative error. This results due to the possible decomposition of an arbitrary n-volume
into an integral of statistically weighted volumes of n-spheres.
1. Introduction. Analytic evaluation of volumes is feasible for a relatively small
set of symmetric bodies defined in the appropriate coordinate systems. In some cases,
the surface of a body may not have a tractable closed form analytical expression and
the body may only be defined by a set of inequalities. These challenges in analytical
integration were overcome by numerical methods [11]. As the dimension of problems
became large, the exponential increase in the cost of numerical methods (NP-hardness)
inspired new statistical methods that converge to a reasonable estimate of the vol-
ume in polynomial time under certain constraints [1, 15, 12]. In evaluating more
general integrals, deterministic sampling methods such as the Quasi-Monte Carlo are
very efficient when the integrand can be reduced to a function of a single effective
variable [4]. Similarly, the naive Monte Carlo method is largely effective when the
limits of the integration are constants, that is, over a domain which is an n-orthotope
(a rectangle when n = 2, cuboid when n = 3 etc.). In problems where some func-
tion defines the boundary of the domain or its membership, and in problems where
the sampled independent variables have an implicit non-uniform probability density,
correctly sampling the domain in itself amounts to be NP-hard; see Appendix A for
an illustration. Even for the diminished problem of estimating n-volumes, a Markov
Chain Monte Carlo (MCMC) sampling is the only tractable approach for large n [14].
This approach is geometrically insightful and involves cancellation of errors in the
estimates, resulting in relatively fast convergence for convex volumes. Nevertheless,
after improving rapidly from O (n23) scaling in the samples required [6, 5, 10], algo-
rithms using this approach have stagnated at O (n4) samples for a given convex shape
[13, 9, 8]. Since the cost of evaluating a typical scalar function increases linearly with
the number of cardinal directions n, the total computing effort in estimating volumes
scales as O (n5) for these MCMC methods. This general poor scaling of the MCMC
approach with the dimension is overcome using specialized algorithms designed for
certain forward and inverse problems [2, 3, 7, 16].
The algorithm proposed here is suitable for estimating volumes of both convex
and non-convex bodies with a few exceptions, and for other problems of estimation
in continuous spaces. This method also retains the advantages of the naive Monte
Carlo sampling such as the full independence of the random samples. The resulting
suitability for parallel computation could be of additional significance. The pro-
posed n-sphere-Monte-Carlo (NSMC) method decomposes the estimated volume into
weighted volumes of n-spheres, and these weights are trivially estimated by sampling
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extents of the domain with respect to an origin. We also show a straightforward
adaptation of this method to estimate arbitrary integrals. Here, the required number
of extent samples scale as O (n) for a fixed distribution of extents of the domain, with
the corresponding total computing effort scaling as O (n2) for estimating volumes and
as O (n3) for estimating arbitrary integrals. The problems of interest today in areas
ranging from physics, economics, biology and information sciences involve parameters
n greater than 102 routinely. In practical terms, the proposed approach requires a
few minutes to estimate volumes in 100 dimensions using a personal serial computing
device, whereas other methods typically demand days of computing. The proposed
approach may have challenges in estimating volumes which are not just highly ec-
centric but also have a tailed distribution of large extents. In such cases the large
front constants of the linear scaling in number of samples with n can be reduced by
an appropriate importance sampling. The challenges in such sampling of high dimen-
sional sub-spaces along with the proposed solution will be described elsewhere. In this
paper, we limit ourselves to the naive NSMC approach using an unbiased sampling
of the extents.
2. Frequently used terms and symbols.
Ω is the set of all points on the surface of the unit sphere.
membership function It is a function Rn 7→ {0, 1} that maps a point in space, to
0 if that point lies outside the body, or 1 if that point lies inside the body.
extent The extent of a body is the distance between the origin of the coordinate
system and a point on the surface of the body. If r is the extent of a body
along the direction vector sˆ, then rsˆ lies on the surface of the body.
extent function The extent function of a body is a function Ω 7→ R that maps a
direction vector to a corresponding extent of the body.
extent density The extent density of a body is the probability density function of
extents obtained when direction vectors are randomly sampled from a uniform
distribution on Ω.
sn is the surface area of the n dimensional unit sphere given by
(2.1) sn =
npi
n
2
Γ
(
n
2 + 1
)
vn is the volume of the n dimensional unit sphere given by
(2.2) vn =
sn
n
=
pi
n
2
Γ
(
n
2 + 1
)
3. Estimation of volume.
3.1. Problem statement. Given a closed body containing the origin, specified
by an extent function S with an extent density function fR, estimate the volume
enclosed by the body.
We require S to be single valued but it need not be continuous. The constraint of
S being single valued leaves out some non-convex geometries such as in Figure 3.1b.
This constraint can be relaxed by appropriate bisection searches for extents, and
decomposing the body into multiple parts each represented by a single-valued S. Such
specific algorithmic extensions are however beyond the scope of this paper. Also, in
many cases, the extent function may not be available explicitly and only a membership
function may be available. In such cases, we can construct an extent function that
estimates the extent in the given direction by repeatedly invoking the membership
function for points along that direction, say using a bisection search.
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Fig. 3.1: Two bodies — the first with a unique extent in every direction, i.e., a one
to one extent function and the second with multiple extents in some directions, i.e., a
one to many extent function. In Figure 3.1b, a representative direction in which the
extent function is multivalued is indicated by an arrow. Point O is the origin from
which extents are measured.
3.2. Solution. We repose the problem of n-dimensional integration for volume
in spherical coordinates, as an estimation of the relative weights for the volumes of
spheres of varying radii that add up to the volume of the given body. This approach
allows a simple statistical estimation of the volume of even arbitrary non-convex bod-
ies and requires no lower bounds on the smoothness of the body. The two dimensional
illustration in Figure 3.2 serves as a simple example.
The volume of the body in spherical coordinates, with ρ being the radial coordi-
nate and dsˆ being the surface element of the unit sphere, is
(3.1) V =
∮
Ω
∫ r=S(sˆ)
0
ρn−1 dρdsˆ =
1
n
∮
Ω
rn dsˆ
While the above form is convenient for analytic integration when S is tractable and
known, it is best avoided otherwise. But this form is well suited for a statistical
estimation by uniform sampling on the surface of the unit sphere as given below.
If R is a random variable representing the extent obtained when sampling direc-
tion vectors uniformly distributed on Ω, (3.1) can be rewritten using the expectation
of Rn in terms of the extent density fR of the body.
(3.2) V =
{
1
n
∮
Ω
dsˆ
}{∫ ∞
0
rnfR(r) dr
}
Expressing in terms of the surface area sn and volume vn of the unit sphere,
(3.3) V =
sn
n
∫ ∞
0
rnfR(r) dr = vn E [Rn]
For the purpose of volume estimation, classifying bodies based on their extent
densities is more convenient especially for non-convex and non-symmetric bodies.
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Fig. 3.2: Consider the 2 dimensional body in Figure 3.2a consisting of two semicircles
of radius r1 and r2 attached to each other. The 2-volume (or area) of this composite
body is pi( 12r
2
1+
1
2r
2
2). Likewise, the 2-volume of the body in Figure 3.2b is pi(
3
4r
2
1+
1
4r
2
2).
We may observe that given extents R in all directions, the 2-volume of an arbitrary
body is simply the mean of R2 with a multiplying front constant pi; this front constant
depends on the dimension of space. Note that the angular sectors with identical radii
need not be contiguous, and even the body of Figure 3.2c has the same 2-volume as
that of Figure 3.2a.
If the extent density fR is known, one can integrate (3.3) using a numerical
quadrature, and this scales only asO (n) in the total computing effort. But in practice,
for an unknown body, the estimation and the integration of the extent density are
implemented as a single algorithm represented by (3.3) and shown in Algorithm 3.1.
Algorithm 3.1 Estimate volume
V ← 0
for i = 1 : N do
sˆi ← unit vector in random direction
Ri ← S(sˆi)
V ← V +Rni
end for
V ← vnN V
There are two significant advantages to this statistical estimation.
1. For a body with a given extent density, the number of random samples re-
quired for the convergence of the nth moment of the extent density, i.e., the
n-dimensional volume of the body, has an upper-bound that varies as O (n).
This is proved in section 4.
2. The independence of the random samples is maintained, and hence it is suit-
able for parallel computing approaches.
The simplest extent density is fR(r) = δ(r − r0) for a sphere of radius r0. Some
convex bodies, such as the cube, are well defined by their symmetries for all dimen-
sions, while their extent densities change with dimension. Conversely, different bodies,
including their different orientations, can result in the same extent density. When an
appropriate importance sampling is applied in NSMC, the required number of sam-
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ples may be limited to the O (n) scaling even for challenging convex shapes which
are not defined by a fixed extent density. The origin or the reference point chosen
for measurement of extents can be arbitrary, but has to be within the volume to be
estimated. Different reference points can result in different extent densities for the
same body, and thus affect the convergence weakly but not the order of convergence
with n.
Further analysis of this algorithm and numerical results for demonstration follow
in the later sections.
4. Analysis. Approximating the expectation in (3.3) using a Monte Carlo esti-
mate VN of N samples,
(4.1) VN =
vn
N
N∑
i=1
Rni
The expected root-mean-square (RMS) error of this estimate can then be written as
(4.2) ε =
√
Var [VN ] = vn
√
Var [Rn]
1√
N
We normalize this RMS error with the true volume from (3.3) to obtain the relative
error ε˜.
(4.3) ε˜ =
ε
V
=
√
Var [Rn]
E [Rn]
1√
N
We then pose the analysis of the relative error as derivation of a bounds for the
variance-to-square-mean ratio of the nth moment of a random variable in a Hausdorff
moment problem. Using the above, we establish the scaling of the number of samples
N for any given relative RMS error ε˜ in terms of the number of dimensions n in the
volume estimation.
4.1. Scale invariance of relative error in the volume estimate. Suppose
extents of an n-dimensional body were scaled by a factor a,
(4.4) ε˜ =
√
Var
[
(aR)n
]
E
[
(aR)n
] = an√Var [Rn]
an E [Rn]
=
√
Var [Rn]
E [Rn]
Thus, relative error in the volume estimate is invariant under a scaling of the body.
Without any loss of generality of our analysis, it is sufficient to only consider bodies
with extents ranging from 1λ to 1, where λ > 1 represents the ratio of the largest
to the smallest extent of the body. Hence, in our analysis, we only consider extent
densities with compact support
[
1
λ , 1
]
. Likewise, the convergence of the algorithm
itself is not affected by the scale of the body; only the distribution of relative extents
matters.
4.2. Scaling of relative error with n. Given that the extent density of in-
terest has been reduced to a compact support
[
1
λ , 1
]
, we have the following theorems
on moments of R and their variance-to-square-mean ratio. We consider boundaries
given by a continuous extent function S, where the extent density is also continuous,
bounded and greater than zero in the interval
[
1
λ , 1
]
. If the boundary is defined by
a function S that is not continuous, all the possible relative extents in
[
1
λ , 1
]
need
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not exist and the extent density can indeed be discontinuous or zero at points within
the interval. The following theorems nevertheless apply to such extent densities in
a piece-wise manner with rescaling, thus we incur no loss of generality in the bodies
considered.
Lemma 4.1. If X is a random variable whose probability density function f is
supported on
[
1
λ , 1
]
where λ ∈ (1,∞), and f is bounded as fmax ≥ f(x) ≥ fmin > 0
for all x ∈ [ 1λ , 1], then for all k ∈ N
fmax
k + 1
(
1− 1
λk+1
)
≥ E
[
Xk
]
≥ fmin
k + 1
(
1− 1
λk+1
)
Proof. When f is bounded as fmax ≥ f(x) ≥ fmin > 0 for all x ∈
[
1
λ , 1
]
, its
moments can be trivially bounded by zeroth order approximations as given below.
(4.5)
∫ 1
1
λ
xkfmax dx ≥
∫ 1
1
λ
xkf(x) dx ≥
∫ 1
1
λ
xkfmin dx
resulting in
(4.6)
fmax
k + 1
(
1− 1
λk+1
)
≥ E
[
Xk
]
≥ fmin
k + 1
(
1− 1
λk+1
)
Using bounds of Lemma 4.1, we can now establish that the variance-to-square-
mean ratio relating the number of samples and corresponding error, varies as O (n)
for a volume in n dimensions.
Theorem 4.2. If X is a random variable whose probability density function f is
supported on
[
1
λ , 1
]
where λ ∈ (1,∞), and f is bounded as fmax ≥ f(x) ≥ fmin > 0
for all x ∈ [ 1λ , 1], then, for k  1λ−1 and k ∈ N, there exists some c ∈ R such that√
Var
[
Xk
]
E
[
Xk
] ≤ c√k
Proof.
(4.7)
Var
[
Xk
]{
E
[
Xk
]}2 = E
[
X2k
]− {E [Xk]}2{
E
[
Xk
]}2
(4.8)
Var
[
Xk
]{
E
[
Xk
]}2 = E
[
X2k
](
E
[
Xk
])2 − 1
The two bounds on moments in Lemma 4.1 applied to maximize the above ratio, gives
us
(4.9)
Var
[
Xk
]{
E
[
Xk
]}2 ≤ fmaxf2min (k + 1)
2
2k + 1
(1− 1
λ2k+1
)
(1− 1
λk+1
)2
− 1
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and further for all k  1λ−1 ,
(4.10)
√
Var
[
Xk
]
E
[
Xk
] ≤ c√k
where
c ≈
√
fmax
fmin
In the proposition below, we use the variance-to-square-mean ratio of the kth
moment varying as O (k), to derive the expected number of samples for a given error.
Proposition 4.3. For a given extent density and a relative RMS error ε˜ in the
volume estimate VN , the required number of samples N increases linearly with dimen-
sion n.
Proof. Applying the bound on the variance-to-square-mean ratio in Theorem 4.2
into (4.3) for relative RMS error, gives us the following.
(4.11) ε˜ =
√
Var [VN ]
V
=
√
Var [Rn]
E [Rn]
1√
N
(4.12) ε˜ ≤
√
fmax
fmin
√
n√
N
(4.13) N ≤ fmax
f2min
n
ε˜2
It can be shown that the number of samples required for a relative RMS error ε˜ is
significantly smaller than this upper bound for probability density functions supported
on [0, 1] that do not have a tail along large extents. Exact relations for moments of
a few distributions are shown in the following corollary, and numerical results are
shown in the next section. For extent densities fR that are tailed along large extents,
an importance sampling limits the number of samples to a reasonable value. Such
techniques to capture the tail samples quickly by a biased sampling of the extents will
be presented elsewhere.
Corollary 4.4. We present a few distributions where exact analytical relations
for the variance-to-square-mean ratio of the kth moment can be derived.
Proof. For the uniform distribution on the interval [0, 1],
(4.14) f(x) =
{
1 x ∈ [0, 1]
0 elsewhere
(4.15)
√
Var
[
Xk
]
E
[
Xk
] = k√
2k + 1
For the distribution with the polynomial probability density function given by
the following with m 6= −1.
(4.16) f(x) =
{
(m+ 1)xm x ∈ [0, 1]
0 otherwise
7
(4.17)
√
Var
[
Xk
]
E
[
Xk
] = k√
(m+ 1)(m+ 2k + 1)
For a U-quadratic distribution with a probability density function given by
(4.18) f(x) =
{
12
(
x− 12
)2
x ∈ [0, 1]
0 otherwise
(4.19)
√
Var
[
Xk
]
E
[
Xk
] = √ (2k2 + k + 1)(k + 1)(k + 2)2(k + 3)2
3(2k + 1)(2k + 3)(k2 + k + 2)2
− 1
For large k,
(4.20)
√
Var
[
Xk
]
E
[
Xk
] ≈√k
6
5. Estimation of arbitrary integrals. In this section we extend the proposed
algorithm to estimate arbitrary integrals.
5.1. Problem statement. Given a function h defined over an arbitrary domain
specified by an extent function S, estimate the integral of h over the domain.
5.2. Solution. The required integral in spherical coordinates, with ρ being the
radial coordinate and dsˆ being the surface element of the unit sphere, is
(5.1) I =
∮
Ω
∫ S(sˆ)
0
ρn−1h(ρsˆ) dρ dsˆ
Let i(sˆ) be the integral along ρ for a given sˆ.
(5.2) i(sˆ) =
∫ S(sˆ)
0
ρn−1h(ρsˆ) dρ
Then, the integral I over the arbitrary domain is
(5.3) I =
∫
Ω
i(sˆ) dsˆ = sn E
[
i(sˆ)
]
An algorithm implementing this expectation is shown in Algorithm 5.1. Note that
any importance sampling applied to Rn in estimating volumes, can also be applied
to i(sˆ) in the problem of integration over a domain. In this work, we present results
of a hybrid approach to the problem of n dimensional integration, where one dimen-
sional integration of i(sˆ) along the radial direction is performed using deterministic
quadrature schemes such as Gaussian quadrature, while the high dimensional partial
integral over the angular coordinates is estimated statistically using the naive NSMC
approach. Alternative approaches for integration using the naive NSMC are possible.
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Algorithm 5.1 Estimate arbitrary integral
I ← 0
for k = 1 : N do
sˆk ← unit vector in random direction
I ← I + i(sˆk)
end for
I ← snN I
6. Numerical results. The proposed algorithm was used to estimate the vol-
umes of bodies with various extent densities, and to estimate various other integrals.
The following two error measures were used together as the stopping criterion; only
when both fell below the specified tolerance was the algorithm stopped.
1. The relative error between the estimate and the true value obtained from a
known analytical expression
2. The half-width of the 95% confidence interval normalized by the estimated
value; see Appendix B for a note on determining the confidence interval.
The number of samples required to achieve a tolerance of 0.05, 0.1 and 0.2, is
plotted against the dimension of the problem in Figures 6.1a to 6.1f.
6.1. Estimation of volume. For estimation of the volumes of various bodies,
see Figures 6.1a to 6.1c.
6.1.1. uniform(0, 1) extent density. The estimation of the volume of a body
with extents uniformly distributed between 0 and 1 is shown in Figure 6.1a. The
extent density and true volume of a body with extents uniformly distributed between
a and b are
(6.1) fR(r) =
{
1
b−a r ∈ [a, b]
0 otherwise
(6.2) V =
vn
n+ 1
n∑
k=0
akbn−k
6.1.2. beta(α, β) extent density. The estimation of the volume of a body with
a beta(α = 2, β = 2) distribution of extents is shown in Figure 6.1b. The probability
density function of the general beta(α, β) distribution and the true volume of a body
with extents distributed as the general beta(α, β) distribution are
(6.3) fR(r) =
x
α−1(1−x)β−1
B(α,β) x ∈ [0, 1]
0 otherwise
(6.4) V = vn
k−1∏
i=0
α+ i
α+ β + i
6.1.3. Arcsine extent density. The estimation of the volume of a body with
an arcsine distribution of extents is shown in Figure 6.1c. The arcsine distribution is
a special case of the beta distribution with α = β = 12 .
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(d) Gaussian integrand
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(e) Polynomial integrand
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(f) x-coordinate integrand
Fig. 6.1: The number of samples on Ω required to achieve a tolerance (tol) of 0.05,
0.1 and 0.2, is plotted against the dimension of the problem. Figures 6.1a to 6.1c
show respectively the number of samples required to estimate the volume of a body
with uniform(0, 1), beta(α = 2, β = 2) and arcsine extent densities. Figures 6.1d
to 6.1f show respectively the number of samples required to estimate the integral of
the radially symmetric Gaussian integrand of (6.5), the radially symmetric oscillatory
polynomial integrand of (6.9) and the radially asymmetric x-coordinate integrand of
(6.13), over domains with uniform(0, 1) extent density.
6.2. Estimation of arbitrary integrals. For estimation of various integrals,
see Figures 6.1d to 6.1f. The irregular domain chosen has a very large eccentricity
with its extents distributed uniformly between 0 and 1. The Gaussian integrand is in
itself radially symmetric, but note that it is sensitive to any small errors in sampling
such an eccentric domain when n is large. The next example given by a polynomial
includes an additional oscillatory behavior, but the proposed hybrid approach is robust
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for such integrands as well. On the other hand, the example called the x-coordinate
integrand is highly asymmetric radially. The integrals chosen have exact analytical
expressions to confirm convergence for all dimensions, as they can indeed be reduced
to functions of a single effective variable. Note that in these figures, the number of
samples indicates the number of direction vectors sampled. This does not include
the cost of the deterministic quadrature in evaluating i(sˆ). The precise cost of this
quadrature depends on the integrand, but note that the cost of evaluating the scalar
function h increases as O (n) with the number of cardinal directions n, and the factor
ρn−1 multiplying h, makes the total computing effort in evaluating the quadrature
of i(sˆ) scale utmost as O (n2). These examples demonstrate the O (n) scaling of
the samples required on Ω with the dimension n of the non-convex domain for an
arbitrary integral, with the overall computing effort scaling as O (n3) utmost. Some
problems of integration where domains are constructed with a tailed distribution of
large extents with appropriately chosen highly asymmetric integrands, can render the
above approach ineffective. Such special cases require an importance sampling of the
partial integral i(sˆ), and they will be addressed elsewhere.
6.2.1. Gaussian integrand. The estimation of the integral of the following
radially symmetric Gaussian integrand, where r is the radial coordinate, over a domain
with extents distributed uniformly between 0 and 1 is shown in Figure 6.1d.
(6.5) h(r) = exp
(
−r
2
2
)
If γ is the lower incomplete gamma function defined as
(6.6) γ(s, x) =
∫ x
0
ts−1e−t dt
then the true partial integral along a direction sˆ and the true integral over a domain
with extents uniformly distributed between 0 and r0 are
(6.7) i(sˆ) = 2
n
2−1γ
n
2
,
{
S(sˆ)
}2
2

(6.8) I =
2
n−1
2 sn
r0
 r0√
2
γ
(
n
2
,
r20
2
)
− γ
(
n+ 1
2
,
r20
2
)
6.2.2. Polynomial integrand. The estimation of the integral of the following
radially symmetric oscillatory polynomial integrand, where r is the radial coordinate,
over a domain with extents distributed uniformly between 0 and 1 is shown in Fig-
ure 6.1e.
(6.9) h(r) = (r − 0.25)(r − 0.50)(r − 0.75) = r3 − 1.5r2 + 0.6875r − 0.09375
For a general polynomial of the form below with ak as its coefficients,
(6.10) h(r) =
m−1∑
k=0
akr
k
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the true partial integral along a direction sˆ and the true integral over a domain with
extents uniformly distributed between 0 and r0 are
(6.11) i(sˆ) =
m−1∑
k=0
ak
n+ k
{S(sˆ)}n+k
(6.12) I = snr
n
0
m−1∑
k=0
ak
(n+ k)(n+ k + 1)
rk0
6.2.3. x-coordinate integrand. The estimation of the integral of the follow-
ing radially asymmetric integrand that maps a vector ~x to the absolute value of its
coordinate along the first cardinal direction, over a domain with extents uniformly
distributed between 0 and 1 is shown in Figure 6.1f. Here, xˆ1 is the unit vector along
the first cardinal direction.
(6.13) h(~x) = |~x · xˆ1|
The true partial integral along a direction sˆ and the true integral over a domain with
extents uniformly distributed between 0 and r0 are
(6.14) i(sˆ) =
{
S(sˆ)
}n+1
2pi2
sn+3
sn
(6.15) I =
sn+3
2pi2(n+ 2)
rn+10
Appendix A. An illustration of the poor scaling of the naive Monte
Carlo method.
Consider an n dimensional sphere of radius r as an example. Suppose the naive
Monte Carlo method is used to sample the volume of the sphere. A circumscribing
cube of side 2r is used as the bounding box within which to generate random points.
Figure A.1 shows a two dimensional representation of this process. The volume of the
cube VC and the sphere VS are
(A.1) VC = (2r)
n
(A.2) VS =
pi
n
2
Γ
(
n
2 + 1
)rn
The ratio of the volume of the sphere to that of the cube is
(A.3)
VS
VC
=
pi
n
2
Γ
(
n
2 + 1
)2−n
At higher dimensions (large n), the sphere occupies only a small fraction of the volume
of the bounding box. Thus a large fraction of the points generated by the naive
Monte Carlo method will fall outside the sphere resulting in poor convergence. This
exponential loss of samples with increasing n, is incurred for any arbitrary body when
sampling throughout the bounding n-orthotope. This results from the property that
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2r
Fig. A.1: The naive Monte Carlo method performed to find the area of a circle of
radius r inscribed in a bounding square of side 2r. The random points used by the
naive Monte Carlo method to sample the area of the bounding box are shown as dots.
given a small change of δ in the relative extent of a body, the corresponding change
in relative volume grows exponentially as δn.
Appendix B. Confidence intervals.
If µN and σ are respectively the sample mean of N samples and the popu-
lation standard deviation, the population mean lies within the confidence interval(
µN − z∗ σ√N , µN + z∗ σ√N
)
with a probability 1− α. If Φ is the cumulative distribu-
tion function of the standard normal distribution, then
(B.1) z∗ = Φ−1
(
1− α
2
)
For a 95% confidence interval, α = 0.05 and z∗ ≈ 1.96. For the purposes of this paper,
we estimate the confidence interval using the sample standard deviation instead of the
population standard deviation. Due to the large number of samples, we assume the
sample standard deviation has converged to the population standard deviation.
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