We investigate identi…cation in semi-parametric binary regression models, y = 1(x + v + > 0) when is assumed uncorrelated with a set of instruments z, is independent of v conditionally on x and z, and the support of (x + ) is …nite. We characterize the set of observationally equivalent parameters when v is discrete or when interval data only are available on v. When there exist as many instruments z as variables x, the sets within which lie the scalar components k of parameter can be expressed as simple linear moments. Also, in the case of interval data, it is shown that additional information on the distribution of v within intervals shrinks the identi…cation set. Namely, the closer to uniformity the conditional distribution of v given z is, the smaller the identi…cation set is. Point identi…cation is achieved if and only if v is uniform within intervals.
Introduction

1
In empirical research, point identi…cation of parameters often requires assumptions that are di¢ cult to motivate. The recourse to more credible and weaker restrictions that lead to partial identi…cation remains rare. Yet, the context of partial identi…cation, when the identi…ed region is convex and bounded, is not conceptually di¤erent from the familiar context of con…dence intervals.
We analyse in this paper partial identi…cation in a binary regression model with discrete or interval-valued data, a case that is admittedly speci…c although surprisingly rich in terms of implications and facility of application. The identi…ed set is bounded and convex and bounds are easy to characterise by simple moments of the data.
One of the practical interest of our model stems from the fact that the data on covariates that researchers have access to, are very often discrete or interval-valued. Such covariates tend to render point identi…cation very problematic (Manski, 1988) . When all covariates (denoted x) are discrete, Bierens and Hartog (1988) showed that there exists an in…nite number of single-index representations for the mean regression of a dependent variable, y:
Under weak conditions, for almost any parameter ; there exists a measurable real function ' such that E(y j x) can be written as ' (x ).
The contribution by Manski and Tamer (2002) considers a reasonably more speci…c framework where the non-parametric mean regression E(y j x) is assumed monotonic with respect to at least one particular regressor, say v. As a special case, they study the identi…cation of the parameter of the familiar semiparametric binary regression model y = 1(x + v + > 0), when interval-data only are available on v. They analyse identi…cation of under a quantile independence assumption and show that parameters belong to a non-empty, convex set of observationally equivalent values.
The …rst message of our paper is that set-identi…cation of parameter in the binary model can be obtained through a di¤erent set of weak restrictions (i.e. Lewbel, 2000) , and that the estimation of the identi…ed region in this setting only requires usual regression 1 We thank Arthur Lewbel and Francesca Molinari for helpful discussions, the editor and two referees for their constructive comments and participants at seminars at LSE, CREST, CEMFI, Toulouse, Montréal and Rochester and at conferences (ESRC Econometrics Study Group '04 in Bristol, ESWC'05, Northwestern U.'05, Econometrics in Rio '06) for helpful comments. The usual disclaimer applies. tools. Speci…cally, it is shown that the combination of an uncorrelated-error assumption (i.e., E(x 0 ") = 0) with a conditional independence assumption (i.e., F ( j x; v) = F ( j x)) and a …nite support assumption (Supp( x ") [v l ; v u ]; where v l and v u are …nite) restricts the parameters of the semiparametric binary regression model to a non-empty bounded and convex set. We characterise this set and show that the bounds of the intervals in which lie any scalar linear combination of parameter can be estimated through simple linear regression methods. These …ndings are probably the most important results of this paper for practitioners because they enable researchers to estimate the identi…ed set very easily.
Conditional independence in the latent model implies that the binary outcome is monotone in v. Interestingly, the support condition does not impose supplementary restrictions on the binary outcome that can be analysed, although it requires to be careful when it comes to application. The support assumption implies that when v is varying between the extreme points v l to v u -that are not necessarily observed in the data -the conditional probability of success varies from zero to one. As discussed below, there are many potential applications of this set-up, including contingent valuation studies, optimal schooling models, failure time experiments and any models where y = x + " represents a subject's latent ability, v an exogenous threshold and where we observe y = 1(y > v) only.
A last interesting feature of the set-up analysed in this paper is that, in the case where v is censored by interval, additional information on the distribution of v within intervals might reduce the size of the identi…ed region. Speci…cally, the size of the identi…ed region diminishes, in a sense made precise below, as the conditional distribution of the special regressor within intervals becomes closer to uniformity. The identi…ed set is a singleton and the parameter of interest is exactly identi…ed if and only if v is uniformly distributed within intervals conditional on covariates. This property is particularly interesting when one has control over the process of censoring the continuous data on v (e.g. the birthdate) into interval data (e.g. month of birth). In order to minimize the size of the identi…ed set, one should censor the data in a way such that the distribution of the censored variable is as close as possible to a uniform distribution within the resulting intervals.
As for references, this paper belongs to the small, but growing literature on partial identi…cation as pioneered by Manski (2003, and references therein) and derived from seminal papers such as Marschak and Andrews (1944) and Fréchet (1952) . A very general setting of partial identi…cation is also provided by Galichon and Henry (2006) . Our results on bounds on parameters in binary regressions can be seen as generalizations of bounds on averages, derived in the paper by Green, Jacowitz, Kahneman & McFadden (1998) . They are also reminiscent of the results presented by Leamer (1987) . He considers a system of equations where covariates are mismeasured and shows that the vector of parameters of interest lies in an ellipsoid. Also, there exist striking similarities between our identi…cation results and those of Chesher (2005) , even though the topic is quite di¤erent. Chesher estimates the local e¤ect of an endogenous discrete variable in non-separable models and shows that discrete variation of this endogenous variable as opposed to continuous variation gives rise to partial identi…cation.
This paper focuses on identi…cation issues, not on inference problems. As a matter of fact, the inference issues are adressed by several recent works. Chernozhukov, Hong and Tamer (2004) study inference in multivariate cases under more general conditions of setidenti…cation than ours and we show how their …ndings can be applied to our results. It is also possible to follow Horowitz and Manski (2000) who study inference about intervals i.e. the lower and upper bounds of identi…ed intervals. An alternative route is proposed by Imbens and Manski (2004) who changed focus by considering inference about the true value of the parameter (within an identi…ed interval) and not about the interval in itself. Finally, a recent contribution by Beresteanu and Molinari (2006) develops inference procedures for partially identi…ed population features and discusses how these procedures could be adapted to the monotone binary model using interval data analyzed in this paper.
The paper is organized as follows : The …rst section sets up notations and models. The second section examines the discrete case, the third section analyzes the case of interval data, the fourth section brie ‡y reports Monte Carlo experiments and the last section concludes.
Since the special case where variables x are exogenous is not simpler, we will consider right from the start the endogenous case where , though potentially correlated with the variables x, is uncorrelated with a set of instruments z. Some results will be specialized to the case where the number of instruments is equal to the number of explanatory variables. All proofs are in appendices.
The Set-Up
Let the "data"be given by the distribution of the following random variable 2 :
where y is a binary outcome, while v , x and z are covariates and instrumental variables whose role and properties are speci…ed below. We …rst introduce some regularity conditions on the distribution of !. They will be assumed valid in the rest of the text.
Assumption R(egularity):
The support of the distribution of y is f0; 1g
The dimension of the set S x;z is r p + q where p + q r are the potential overlaps and functional dependencies. 3 The condition of full rank, rank(E(z 0 x)) = p, holds.
; is de…ned a.e. F x;z .
R:iv. (Functional Independence)
There is no subspace of v S x;z of dimension strictly less than r + 1 whose probability measure, (F v (: j x; z):F x;z ), is equal to 1.
Assumptions R:i and R:ii de…nes a binary model where there are p explanatory variables and q instrumental variables. In assumption R:iii; the support of v is assumed to be independent of variables (x; z). If this support is an interval in R (including R itself), we are back to the case studied by Lewbel (2000) and Magnac & Maurin (2007) . In the next section (section 3), this support is assumed to be discrete, v = fv 1 ; ::; v K g so that the special regressor is said to be discrete. In section 4, the support is assumed continuous
but v is observed imperfectly because it is censored. In such a case, the special regressor is said to be interval-valued. In all cases, Assumption R:iv avoids the degenerate case where v and (x; z) are functionally dependent. 2 We only consider random samples and we do not subscript individual observations by i.
3 With no loss of generality, the p explanatory variables x can partially overlap with the q p instrumental variables z. Variables (x; z) may also be functionally dependent (for instance x, x 2 , log(x),...). A collection (x 1 ; :; x K ) of real random variables is functionally independent if its support is of dimension K (i.e. there is no set of dimension strictly lower than K whose probability measure is equal to 1).
There are many examples of discrete covariates in applied econometrics. Variables such as gender, levels of education, occupational status or household size of survey respondents are genuinely discrete. In contingent valuation studies, prices are set by the experimenter and they are in general discrete, by steps of 0.10, 1 or 10 euros. There are also many examples of interval-valued data. They are common in surveys where, in case of non-response to an item, follow-up questions are asked. Manski & Tamer (2002) describe the example of the Health and Retirement Study. If a respondent does not want to reveal his wealth, he is then asked whether it falls in a sequence of intervals ("unfolding brackets"). Another important reason for interval data is anonymity. Age is a continuous covariate which could in theory be used as a source of continuous exogenous variation in many settings. For con…dentiality reasons however, statisticians often censor this information in the public versions of household surveys by transforming dates of birth into months (or years) of birth only. They are afraid that the exact date of birth along with other individual and household characteristics might reveal the identity of households responding to the survey.
The Latent Model
Assuming that the data satisfy R:i R:iv, the question adressed in this paper is how they can be generated by the following semi-parametric latent variable index structure :
where 1fAg is the indicator function that equals one if A is true and zero otherwise and where the random shock satis…es the following properties,
(L:1) (Conditional independence) and v are independent conditionally on covariates x and variables z.
The support of " is denoted " (x; z):
(L:2) (Support) There exist two …nite real numbers v l and v u such that the support of
(L:3) (Moment condition) " is uncorrelated with variables z:
Powell (1994) discusses conditional independence assumptions (calling them exclusion restrictions) in the context of other semiparametric models, i.e. without combining them with (L:2) or (L:3). More recently, Lewbel (2000) and Honoré and Lewbel (2002) provide an analysis of model (LV ) using (L1) and a more restrictive support assumption (Supp( x ") Supp(v)) as identifying restrictions. 4 .
As de…ned by (L:1) and (L:2), conditional independence and support assumptions restrict the class of statistical models that can actually be analyzed. If a binary reduced-form Pr(y = 1 j v; x; z) is generated through (LV) by a latent model satisfying (L:1 L:3); it satis…es necessarily,
which implies that P r(y = 1 j v; x; z) is non decreasing in v. Second, as the support of x " is included in [v l ; v u ); we have necessarily P r(y = 1 j v l ; x; z) = 0 and P r(y = 1 j v u ; x; z) = 1:
To sum up, we have (N P:1) (Monotonicity) The conditional probability P r(y i = 1 j v; x; z) is non decreasing in v (a.e. F x;z ).
(N P:2) (Complete Variation) There exist two …nite real numbers v l and v u such that
Pr(y i = 1 j v = v l ; x; z) = 0 and Pr(y i = 1 j v = v u ; x; z) = 1:
In the following, we focus on the class of statistical models satisfying (N P:1 N P:2) and analyse the conditions under which they can be generated through (LV) by a latent model satisfying (L:1 L:3).
To better understand what the restriction (N P:2) implies for applied research, it is worth distinguishing two cases. First, when P r(y = 1 j v; x; z) is actually observed increasing from 0 when v = v 1 to 1 when v = v K ; then v l can be set equal to v 1 and v u equal to v K . In such a case, (N P:2) is unambiguously satis…ed. Second, when either P r(y = 1 j v 1 ; x; z) > 0 or P r(y = 1 j v K ; x; z) < 1, then either v l or v u has to be 4 There is another minor di¤erence between assumptions L and the set-up introduced by Lewbel (2000) , namely the distribution function F " can have mass points. When the special regressor is discrete or intervalvalued, it is much easier than in the continuous case to allow for such discrete distributions of the unobserved factor. If all distribution functions are CADLAG (i.e., continuous on the right, limits on left), the large support assumption (L:2) has to be slightly rephrased however in order to exclude a mass point at x v u :
set outside the observed support of v. In such a case, P r(y = 1 j v; x; z) satis…es (N P:2)
only if there are plausible values of v l and v u outside the observed support of v such that P r(y = 1 j v u ; x; z) = 0 or P r(y = 1 j v l ; x; z) = 1: By construction, this assumption is not testable. As discussed next, there are many examples where this assumption is plausible, but the case should be argued in each speci…c application.
Examples
Potential applications of Assumption L include controled experiments where y = x + " represent a latent failure time and where individuals (or animals, or equipments) are observed at discrete, exogenously set, points in time or after having been exposed to discrete exogenously set doses of treatment (denoted v): We observe y = 1(x + > v) and we seek to identify . By construction, this model satis…es the conditional independence and the uncorrelated error assumptions. It satis…es the support assumption provided that it can be assumed that the probability of "failure" varies from zero at the beginning of the experiment to one after a su¢ cient long (or strong) exposition to the treatment.
A second type of applications are optimal investment models. For example, in optimal schooling models, y = x + represents the number of years of post-compulsory education which maximises discounted lifetime wealth 5 and v is the respondent's age minus the minimum school leaving age. The e¤ects of family background x on y is the parameter of interest: Surveys provide us with information about y = 1(y > v) only, namely an indicator that the respondent still attends school at v. In these models, the support assumption boils down to assuming that there is an upper bound for the number of years that can be spent in the higher education system.
Other interesting empirical applications come from contingent valuation studies where we evaluate the impact of covariates x on the willingness to pay y = x + for a good or a resource, see e.g. Lewbel, Linton and McFadden (2006) . Individuals are asked whether their willingness to pay exceeds a bid v chosen by experimental design: Again, we observe y = 1(x + > v) and we seek to identify : Bids are typically drawn from a discrete distribution. Given the experimental design, they may be constructed in order to satisfy the exclusion restriction (L:1). The model satis…es the support assumption provided that it can 5 See for example Cameron and Heckman (1998).
be assumed that nobody would answer "yes" for su¢ ciently high bids and nobody would answer "no" for su¢ ciently low bids.
Finally, applications of the conditional independence set-up are also provided by cases where y is a latent ability, v an exogenous ability threshold and where y indicates whether the ability exceeds the threshold. For example Maurin (2002) estimates a model on French data where y is grade repetition in primary schools, y is pupils'latent schooling ability, x is parental income, v is date of birth within the year. The date of birth within the year determines pupils'age at entry into elementary school and, as such, represents an important determinant of early performance at school. In this model, the support assumption means that if it was possible to observe su¢ ciently young children at the entry into elementary school they would all have to repeat a grade, whereas su¢ ciently mature children would all be able to avoid grade repetition. A related example is Lewbel (2006) who studies the ability to obtain a university degree using the cost of attending a local public college (relative to local unskilled wages) as the exogenous regressor v.
Identifying Restrictions and Parameter of Interest
The relationship between our set-up and the one in Manski and Tamer (2002) are similar to the relationship between quantile independence (Manski, 1988) and Lewbel (2000) identifying restrictions. The quantile independence set-up assumes that one quantile of " is independent of all covariates, whereas the conditional independence assumption used in this paper is equivalent to assuming that all quantiles of " are independent of one covariate. In this crude sense, both assumptions are comparably restrictive. Another di¤erence is that the conditional independence hypothesis makes it possible to characterize the domain of observationally equivalent distribution functions of the unobserved residuals. The price to pay is that conditional independence requires additional conditions on the support of the covariates that are stronger than the conditions required under quantile-independence. Assumption L and other examples are commented in Lewbel (2000) or Magnac and Maurin (2007) . Once v is continuously distributed and has large support (i.e. Supp( x ") [v l ; v u )) , the latter paper shows that Assumption L is su¢ cient for exact identi…cation of both and F " (: j x; z).
Before moving on to the issue of identi…cation of , it is important to understand the relationship between this parameter and the e¤ect of changes in covariates on the choice probability. Consider an experiment where (say) (v; x 0 = x + x ; z; ") is assigned to everyone of characteristics (v; x; z; "); namely a exogenous change x in covariates holding the unobserved heterogeneity term " constant: The counterfactual probability of success conditional on (v; x; z) is
In other words, the probability of success when (v; x 0 = x + x ; z; ") is assigned to everyone of characteristics (v; x; z; ") is equal to the probability of success actually observed in the data conditional on (v + x ; x; z): The parameter of interest de…nes the shifts in v whose e¤ects on y are equivalent to exogenous shifts in x when we hold "; v and z constant.
In the following, any ( ; F " (: j x; z)) satisfying Assumption L is called a latent model. The index parameter 2 R p is the unknown parameter of interest. The distribution function of the error term, , is also unknown and may be considered as a nuisance parameter.
Identi…cation is studied in the set of all such ( ; F " (: j x; z)).
The Discrete Case
In this section, the support of the special regressor is supposed to be a discrete set given by:
We consider a binary reduced-form P r(y = 1 j v; x; z) satisfying (N P:1 N P:2) and we ask whether there is a latent model ( ; F " (: j x; z)) satisfying assumptions (L1 L3) and generating through (LV ) the values P r(y = 1 j v = v k ; x; z); k = 1; :::K; taken by P r(y = 1 j v; x; z) on the observed support of v. The answer is positive though the admissible latent model is not unique. There are many possible latent models whose parameters are observationally equivalent. We start this section by proving that the identi…ed set is given by a set of incomplete moment restrictions. We continue by showing that this set is non empty, bounded and convex. We then give a sharp characterization of the identi…ed set.
Incomplete Moment Restrictions
We begin with a one-to-one change in variables which will allow us to characterize the set of observationally equivalent parameters through simple linear moment conditions. Denote:
Using these notations, the transformation of the binary response variable which will be used to characterize the identi…ed set is de…ned as:
In contrast to the large-support, continuous case studied by Lewbel (2000) or Magnac and Maurin (2007) , the identi…cation of when v is discrete is not exact anymore. The following theorem shows that satis…es a set of moment conditions that are incomplete.
Theorem 1 Let us consider a vector of parameter and, Pr(y = 1 j v = v k ; x; z) (denoted G k (x; z)) for k=1,...K, a conditional probability function which is non decreasing in v: The two following statements are equivalent, (i) there exists a latent random variable " such that the latent model ( ; F " (:
satis…es Assumption L and such that G k (x; z); k=1,...K, is the image of ( ; F " (: j x; z)) through the transformation (LV );
(ii) there exists a measurable function u(x; z) from S x;z to R which takes its values in the interval (a.e.F x;z ) I(x; z) = ( (x; z); (x; z)]; where (x; z) is positive and de…ned by,
and such that,
Proof. See Appendix A.
Theorem 1 
. Hence, the only compatible distribution functions of the shock " are such that 1 F " ( x v j x; z) is passing through the nodes at v = :5; 0; 0:5. The only other restriction is that these distribution functions are non-decreasing within the rectangles between the nodes. An example is reported in the graph, but it is only one among many other possibilities. The total surface of the rectangles is given by function 2 (x; z) and it measures the degree of our ignorance on the distribution of ".
Sharp Bounds on Structural Parameters
This section builds on Theorem 1 to provide a detailed description of B; the set of observationally equivalent parameters: We focus on the case where the number of instruments z is equal to the number of variables x (the exogenous case z = x being the leading example).
At the end of the section, we brie ‡y discuss how the results could be extended to the case where the number of instruments z is larger that the number of explanatory variables, x.
General Properties of the Identi…ed Set
When the number of instruments is equal to the number of variables, the assumption that (2) has one and only one solution in for any function u(x; z): Given that u(x; z) = 0 is admissible, B is non empty. It contains the focal value associated with u(x; z) = 0;
Second, set B is convex because the set of admissible u(x; z) is convex and equation (2) is linear in . Lastly, since
the admissible u(x; z) is bounded by M so that B is bounded. Speci…cally, using the de…nition of and rephrasing Theorem 1, lies in B if and only if there is u(x; z) taking its value in I(x; z) such that
and using the generalized Cauchy-Schwarz inequality, we have,
As (x; z) M ; we have,
that shows that B is included in a sphere in the metric W . Previous developments are summarized in the following proposition, Proposition 2 The identi…ed set B is non empty, convex and bounded. It contains the focal
In the metric W , B is included in a sphere whose center is and whose radius is M .
The maximum-length index, M , can be taken as a measure of distance to continuity of and point identi…cation is restored. We now give sharp bounds …rst for single coe¢ cients, second for linear combinations of coe¢ cients and show that it yields a sharp characterization of set B.
Interval Identi…cation in the Coordinate Dimensions
Let B p = p 2 R j 9( 1 ; :::; p 1 ) 2 R p 1 ; ( 1 ; :::; p 1 ; p ) 2 B represent the identi…ed interval of the last coe¢ cient (say). All scalars belonging to this interval, are observationally equivalent to the pth component of the true parameter.
Proposition 3 B p is an interval centered at p ; the p-th component of . Speci…cally, we have,
where e x p is the remainder of the IV-projection of x p onto the other components of x using instruments z (as formally de…ned in the proof).
Given that the estimation of B p requires the estimation of E(j e x p j (x; z)), it is worth emphasizing that (x; z) can be rewritten E(ỹ j x; z) whereỹ , asỹ, is an a¢ ne function of y whose de…nition is given at the end of the proof of Proposition 3. Furthermore, by
. Hence, the construction of the upper and lower bounds of B p only requires [1] the construction of the transformsỹ +ỹ ,ỹ ỹ [2] the construction of the residual e x p and [3] the linear regression ofỹ +ỹ ,ỹ ỹ on j e x p j : Estimation follows accordingly.
Characterisation and Construction of the Identi…ed Region
We begin by characterizing the identi…ed region of any linear combination of the parameters.
Consider q a column vector of dimension [p; 1] such that k q k= 1: The issue is to characterize the identi…ed interval of q = q 0 : : To begin with, we can always chose Q a matrix of dimension [p; p 1] such that the matrix (Q; q) is an orthogonal matrix of dimension p. By construction, it satis…es (Q; q)(Q; q) 0 = I so that:
The p-th component of parameter (Q; q) 0 is q = q 0 : . It is associated to the p-th explanatory variable, s q = xq. Let B q the identi…ed interval associated to this explanatory variable.
Denotings q the remainder of the projection of s q onto xQ; we can apply Proposition 3 and write,
For any normalized vector of weights q, this equation provides us with an analytical de…nition of the set of scalars that are observationally equivalent to the true q 0 . 7 By construction, for any q in the unit sphere of R p (denoted S) the upper bound of B q corresponds to the supremum of q 0 : when lies in B. This function is known as the support function of B at q: It is denoted (q j B) and it is equal to:
It leads to a sharp characterization of the identi…ed set B: As B is bounded and convex, its closure cl(B) is indeed completely characterized by its support function and equal to the intersection of its supporting halfspaces (Rockafellar, 1970) ,
Interestingly enough, we have an analytical de…nition of the support function of B: It makes it possible to construct B very easily by simulation. Randomly draw S vectors q s ; k q s k= 1, construct the half-spaces fq 0 s (q s j B)g and their intersection. Then make S go to in…nity.
The e¤ect on set B of various auxiliary parameters can now be assessed. The impact of the limit points v l ; v u are of particular interest in the case where they do not belong to
Using the de…nitions of and (x; z); it is not di¢ cult to check that
and
which do not depend on v l nor on v u : As by Magnac and Maurin (2007) when v is continuous.
Regarding inference, Horowitz and Manski (1998) , Imbens and Manski (2004) or Chernozhukov et al. (2004) provide tools that can be applied to estimate either the intervals of interest using the former two articles and the whole set B using the latter. In particular, Chernozhukov et al. (2004) provide con…dence regions for sets of parameters that correspond to the zeroes of a non-negative continuous econometric criterion functions Q( ): In our case,
where d (q) can be any strictly positive …nite measure on the unit sphere S. The sample analog Q n of Q is not di¢ cult to construct since (q j B) can be estimated through simple linear regressions. In such a context, assuming various regularity conditions, Chernozhukov et al.(2004) show how to construct con…dence sets C n such that lim
sup 2B P ( C n ) = for a prespeci…ed con…dence level 2 (0; 1):
Supplementary Restrictions
A potentially interesting development of this framework is when the number of instruments is larger than the number of variables (q > p). In such a case, B is not necessarily non-empty since condition (2) in Theorem 1 may have no solutions at all (i.e., some supernumerary restrictions may not be true).
Consider z A , a random vector whose dimension is the same as random vector x; de…ned by:
and such that E(z 0 A x) is full rank. De…ne the set, A, of such matrices A of dimension p, q. The previous analysis can then be repeated for any A in such a set. The identi…ed set B(A) is now indexed by A. Under the maintained assumption (L:3), the true parameter (or parameters) belongs to the intersection of all such sets when matrix A varies:
As previously, the set on the RHS is convex because it is the intersection of convex sets.
Also, we can always project this set onto its elementary dimensions. The intersection of the projections is the projection of the intersections. What changes is that it can be empty.
As a subject of work in progress (Bontemps, Magnac and Maurin, 2006) we are currently exploring ways of characterizing the support function of B and the possibility of constructing test procedures of surnumerary restrictions in such partial identi…cation frameworks, when the number of instruments is greater than the number of covariates.
Interval Data
In this section, we deal with the case where v is continuous although it is observed by intervals only. We show that the set of parameters observationally equivalent to the true structural parameter has a similar structure to the discrete case. It is a convex set and, when there are no supernumerary restrictions (p = q), it is not empty. It contains the value corresponding to an IV regression of a transformation of y on x given instruments z.
When some information is available on the conditional distribution function of regressor v within-intervals, the identi…ed set shrinks. Its size diminishes as the distribution function of the special regressor within intervals becomes closer to uniformity. When v is conditionally uniformly distributed within intervals, the identi…ed set is a singleton and the parameter of interest is exactly identi…ed.
Identi…ed Set: the General Case
The data are now characterized by a random variable (y; v; v ; x; z) where v is the result of censoring v by interval:
Only realizations of (y; v ; x; z) are observed and those of v are not. Variable v is discrete and de…nes the interval in which v lies. More speci…cally, assumption D is replaced by:
Assumption ID: For the sake of simplicity, we focus on the case where v 1 = v l and v K = v u : Our results can readily be extended to cases where v 1 > v l or v K < v u without additional insight. We consider latent models which satisfy the large support condition (L:2) (i.e., the support of x is included in the support of v), the moment condition (L:3) (i.e., E(z 0 ) = 0) and the following extension of the partial independence hypothesis,
The conditional probability distributions P r(y = 1 j v ; x; z) generated through transformation (LV ) by such latent models is necessarily non decreasing in v .
Interval censorship that we consider does not cover cases where intervals are unbounded on the left and/or on the right. Using Magnac and Maurin (2007) , we can indeed prove that parameter does not belong to a bounded set in these cases. We thus restrict ourselves to this set of assumptions which is, not only in this respect, quite similar to assumptions proposed by Manski and Tamer (2002) . Their Interval (I) assumption is equivalent to Assumption (ID.ii) and their Monotone assumption (M) is exactly the monotonicity restiction imposed on P r(y = 1 j v ; x; z) by our latent model. Also their Mean Independence assumption (MI) is a consequence of our assumption (L:1 ); ours being slightly stronger. We however depart from the quantile restriction and exogeneity assumptions that they use in the binary case since we assume that shocks are uncorrelated with some instruments z and that the bounds of the intervals of observation are not random.
In analogy with the discrete case, we begin with constructing a transformation of the dependent variable. If (v ) = v v +1 v v denotes the length of the v th interval, the transformation adapted to interval data is :
It is slightly di¤erent from the transformation (1) in terms of weights (v ) and in reference to the end-points but the dependence on the random variable y=p v (x; z) remains the same.
With these notations, the following theorem gives an exact representation of the set of observationally equivalent parameters as solutions to incomplete linear moment conditions as in Theorem 1.
Theorem 4 Consider a vector of parameter and P r(y = 1 j v ; x; z) (denoted G v (x; z)) a conditional distribution function which is non decreasing in v . The two following statements are equivalent, (i) there exist a latent conditional distribution function of v, F v (: j x; z; v ); and a latent random variable " de…ned by its conditional distribution function F " (: j x; z) such that:
is the image of ( ; F " (: j x; z)) through the transformation (LV );
(ii) there exists a function u (x; z) taking its values in I (x; z) = ( (x; z); (x; z))
Proof. See Appendix B
Theorem 4 provides a characterization of the set of latent models satisfying (L1 L3)
and generating G k (x; z); k = 1; :::; K 1; through (LV ); when [v l ; v u ) coïncides with the
the characterization of the identi…ed set would follow similar lines.
The identi…ed set has the same general structure in the interval-data case as in the discrete case. It is a bounded and convex set which always contains the focal value de…ned by the moment condition E(z 0 (x y) = 0: We now study how additional information helps to shrink the identi…ed set.
Inference Using Additional Information on the Distribution Function of the Special Regressor
There are many instances where additional information on the conditional distribution function of v within intervals is available. Variable v could be observed at the initial stage of a survey or a census and for con…dentiality reasons, dropped from the …les that are provided to researchers. Only information about interval-data and the conditional distribution function of v remains Another instance is when the conditional distribution function of v is available in one database that does not contain information on y while the information on y is available in another database which contains only interval information on v. 8 To analyse these situations, we complete the statistical model by assuming that we have full information on the conditional distribution of v which is denoted (v j v ; x; z).
The …rst unsurprising result is that additional knowledge on (v j x; z; v ) actually helps to shrink the identi…ed set. Secondly, knowing how identi…cation is related to the conditional distribution (v j x; z; v ) may provide interesting guidelines to control censorship and choose intervals for de…ning v in an optimal way. It is thus quite surprising to …nd that pointidenti…cation is restored provided that the conditional distribution function of the censored variable v is piece-wise uniform.
To state these two results, we are going to use indexes measuring the distance of a distribution function (v j v = k; x; z) to uniformity. Speci…cally, we denote
the uniform c.d.f, and we consider the two following indexes,
where the arguments of and U are made implicit for expositional simplicity.
Given that is absolutely continuous and its density is positive everywhere (ID(ii)), U and U 1 are well de…ned on (v k ; v k+1 ) and satisfy U < 1 and
) is continuous and equal to zero at v k+1 (resp. v k ), the supremum of this function in the neighborhood of v k+1 (resp. v k ) is clearly non negative (resp. non Theorem 5 Consider a vector of parameters, P r(y = 1 j v ; x; z) (denoted G v (x; z)) a conditional distribution function which is non decreasing in v and (v j v ; x; z) a conditional distribution function. The two following statements are equivalent, (i) there exists a latent random variable " de…ned by its conditional distribution function
(ii) there exists a function u (x; z) taking its values in [ (x; z); (x; z)] where:
Proof. See Appendix B Given that 
Corollary 6
The identi…ed set is a singleton if and only if the conditional distribution, (v j x; z; v ); for all v = k, and a.e. F x;z , is uniform, i.e.:
Corollary 6 provides a necessary and su¢ cient condition for identi…cation which is very di¤erent from the su¢ cient conditions given in Manski and Tamer (2002, Corollary page 524) . Their conditions (c) and (d) for point identi…cation imply that the probability that the interval of observation of v (denoted v 0 , v 1 in their notations) is as small as we want, is positive. In our case, this length is …xed. As our condition is necessary and su¢ cient, a complete comparison with what can be obtained in the setting of Manski and Tamer (2002) is out of the scope of this paper.
Assuming that the distribution of v is not piece-wise uniform, the question remains whether it is possible to rank the potential distributions of v according to the corresponding degree of underidenti…cation of : The answer is positive. Speci…cally, the closer to uniformity the conditional distribution of v is, the smaller the identi…ed set is.
To state this result, we …rst need to rank distributions according to the magnitude of their deviations from the uniform distribution.
De…nition 7 2 (v j x; z; v ) is closer to uniformity than 1 (v j x; z; v ); when a.e. F x;z and for any k 2 f1; :::; K 1g:
The corresponding preorder is denoted 1 2 .
Using this de…nition:
Corollary 8 Let (v j v = k; x; z) any conditional distribution. Let B the associated region of identi…cation for . Then:
Proof. Straightforward using Theorem 5.
Assuming that we have some control on the construction on v (i.e., on the information on v that are made available to researchers), this result shows that this variable should be constructed in a way that minimizes the distance between the uniform distribution and the distribution of v conditional on v (and other regressors). Such a choice minimizes the length of the identi…ed interval. Consider for instance date of birth. The frequency of this variable plausibly varies from one season to another, or even from one month to another, especially in countries where there exist strong seasonal variations in economic activity. At the same time, it is likely that the frequency of this variable does not vary signi…cantly within months, so that it is uniformly distributed within months in most countries. In such a case, our results show that we only have to made available the month of birth of respondents (and not necessarily their exact date-of-birth) to achieve exact identi…cation of structural parameters of binary models which are monotone with respect to date-of-birth.
Projections of the identi…ed Set
Results concerning projections of the identi…ed set in the discrete case can be easily extended to the case of interval data. As in the discrete case and for simplicity, we restrict our analysis to the leading case when the dimension of z and x are the same. The identi…ed set B can be projected onto its elementary dimensions using the same usual rules as in Corollary 3.
Let:
B p = p 2 R j 9( 1 ; :::; p 1 ) 2 R p 1 ; ( 1 ; :::; p 1 ; p ) 2 B be the projected set corresponding to the last (say) coe¢ cient. All scalars belonging to this interval, are observationally equivalent to the pth component of the true parameter. We denote the solution of equation (4) when function u (x; z) = 0 (as E(z 0 x) is a square invertible matrix):
To begin with, we consider the case where no information is available on the distribution of v and state the corollary to Theorem 4.
Corollary 9 B p is an interval whose center is p ; where p represents the p-th component of : Speci…cally, we have,
where :
with e x p is the residual of the projection of x p onto the other components of x using instruments z.
Proof. See Appendix B.
The corresponding corollary to Theorem 5 replaces and by and : In the proof, we also show how to construct & L;p and & U;p as functions of moments of observable variables as in the previous section. Analogously, we can de…ne the support function of set B for any vector q of the unit sphere and characterize exactly set B and a criterium function Q( ) whose zeroes de…ne B:
Monte Carlo Experiments
Deriving empirical estimates for the upper and lower bounds of intervals of interest is straightforward since these bounds can be expressed as moments. When the number of observations become large, the properties of interval estimates conform with theoretical properties that have just been derived. It remains to be seen how these estimators of the bounds behave in small and medium-sized samples (i.e., 100 to 1000 observations). This is why we brie ‡y present Monte Carlo experiments in this section. The simulated model is
For the sake of clarity, the set-up is chosen to be as close as possible to the set-up originally used by Lewbel (2000) . We adapt this original setting to the case where regressor v is discrete or interval-valued. The design is described in Appendix B.5.
Statistical Summaries
Before moving on to the results, we introduce simple statistics to describe the small sample properties of our estimates. 
The …rst term is the square of a "decentering"term (denoted Dec) which can be interpreted as a familiar bias term. The second term is the square of the "adjusted" length (AL), which can be interpreted as the speci…c "uncertainty" due to partial identi…cation instead of point identi…cation. The third term is an average of standard errors (ASE) which can be interpreted as the e¤ect of sample variability. This decomposition is an adaptation of the classical decomposition of mean square error to the case where identi…cation is partial.
Results
We have performed several Monte Carlo experiments using discrete and interval data where the sample size varies between 100, 200, 500 or 1000 observations. In all experiments, the number of Monte Carlo replications is equal to 1000. Additional replications do not a¤ect any estimates (resp. standard errors) by more than a 1% margin of error (resp. 3%). Generally speaking, in all experiments, the true value of the parameter belongs to the 95% con…dence interval built up around the estimates of the lower and upper bounds. Table 1 presents the results of an experiment using interval data by reporting variations of Dec, AL; ASE, and M SEI 1=2 when both the size of the sample and the bandwidth used to compute the denominator of transformation (3) vary. It shows that the estimated intervals can be severely decentered for the intercept term, especially when the sample size is small. Increasing the bandwidth decenters interval estimates for the coe¢ cient of the variable towards the negative numbers though at a much lesser degree. The mean square error (M SEI) for the intercept decreases with the bandwidth, especially when the size of the sample is small. It has frequently a U-shape form for the coe¢ cient of the variable. We have tried to look for a data-driven choice of the bandwidth by minimizing this quantity, but it was unconclusive. A larger bandwidth seems to be always preferred. Some further research is clearly needed on this issue. In the working paper version 9 , we report results when other parameters vary: the degree of non normality of ", the degree of endogeneity of x 2 and the number of points in the support of v. It is shown that decentering can be quite severe when the degree of non-normality of the random shock or the degree of endogeneity of the covariate are large. Interval length is not a¤ected by non-normality, but exhibits some non monotonic variations with the amount of endogeneity. Lastly, we …nd that interval length decreases with the number of points of the support of v; as predicted by the theory. This decrease is not much a¤ected by sample sizes.
The projections of the identi…ed set onto one dimensional intervals may provide a distorted picture of the bi-dimensional set. For example, when the identi…ed set is stretched along the 45 line, the single dimensional intervals might be very wide even when the total area of the bi-dimensional set is small. This is why it might be informative to construct the complete identi…ed region on top of its one dimensional projections. In our example, the complete bi-dimensional set can be computed quite easily. Figure 2 shows 100 replications of the complete bi-dimensional estimated sets. An interesting feature of these complete sets (i.e., a feature which is not perceptible when working with one dimensional projections) is their "ocular" shape. The kinks on both sides stems from the deterministic nature of one of the covariate (the intercept). If x 2 were discretely distributed, we would obtain polyhedral sets. Table 2 reports the magnitude of error when we proxy the complete estimated set by the rectangle given by the projections of the estimated set on both vertical and horizontal axes. In our speci…c case, the error is moderate, the surface of the true set being around 75% of the area of the rectangle, with some variation according to the size of the sample.
Conclusion
In this paper, we explored partial identi…cation of coe¢ cients of binary variable models when the very exogenous regressor is discrete or interval-valued . We derived bounds for the coe¢ cients and show that they can be written as moments of the data generating process. We also show that in the case of interval data, additional information can shrink the identi…ed set. When the unknown variable is distributed uniformly within intervals, these sets are reduced to one point.
Some additional points seem to be worthwhile considering. First, we do not provide proofs of consistency and asymptotic properties of the estimates of the bounds of the intervals because they would add little to the ones Lewbel (2000) presents. The asymptotic variancecovariance matrix of the bounds can also be derived along similar lines. Moreover, adapting the proofs of Magnac and Maurin (2007) these estimates are e¢ cient in a semi-parametric sense under some conditions. In contrast, constructing con…dence sets for the identi…ed set or the true value of the parameter is more involved (Beresteanu and Molinari, 2006) and is the object of work in progress.
Generally speaking, the identi…cation results obtained in this paper when data are not continuous may be used to enhance identi…cation power when the data are actually continuous. Speci…cally, if the support of the continuous very exogenous regressor is not large enough, one could use additional measurements or structural priors at discrete points at the left and right of the actual support in order to achieve partial or point identi…cation. Such additional information generates a case with mixed discrete and continuous support. It can be analyzed by using simultaneously the proofs used in the discrete, interval or continuous
settings. An interesting situation corresponds to a binary variable whose probability of occurrence is known to be monotone in some regressor v and varies between 0 and 1 in a known interval. School-leaving (as a function of age) is such an example. In such a case, the coe¢ -cients of the binary latent model are partially identi…ed regardless of whether the scheme of observation of the very exogenous regressor is complete, discrete, by interval or continuous.
Two extreme cases lead to exact identi…cation, i.e. complete and continuous observation in the interval on the one hand, and, on the other hand, complete & interval-data observation when the distribution of the very exogenous regressor is uniform within intervals. Other cases are nevertheless still informative.
Finally, a more complex research question is whether our results can be extended to settings where the moment condition (L:3) is replaced by stronger conditional mean independence or conditional independence assumptions. Such assumptions can be analysed as supernumerary moment conditions which are the object of a companion paper (Bontemps et al., 2006) . 
A Proofs in Section 3
A.1 Proof of Theorem 1
Let fG k (x; z)g k=1;:;K satisfy monotonicity (G k < G k+1 ). It is an ordered set of functions such that G 1 0 and G K 1. Fix . We …rst prove that (i) implies (ii).
(Necessity) Assume that there exists a latent random variable " such that ( ; F " (: j x; z)) satis…es (L:1 L:3) and such that fG k (x; z)g k=1;:;K is its image through transformation (LV ):
In the following, we denote v 0 = v l and v K+1 = v u and G 0 (x; z) 0 and G K+1 (x; z) 1: By (L:2), the conditional support of " given (x; z), is included in ( (v K+1 + x ); (v 0 + x )] and we can write, 8k 2 f1; :::
Put di¤erently, we necessarily have F " ( (v k + x ) j x; z) = 1 G k (x; z); for each k in f0; :::; K + 1g :
with respect to v (of support fv 1 ; :; v K g) and ":
As the support of w = (x + ") is included in [v 0 ; v K+1 [, we can also de…ne an integer function j(w) in f0; :; Kg, such that v j(w) w < v j(w)+1 : By construction, v k > w , k > j(w) and
Hence, we have :
where (recall that w (x + ")):
u(x; z) = E(s j(w)+1 w j x; z):
Bounds on u(x; z) can be obtained using the de…nition of j(w). Given that v j(w) w < v j(w)+1 ; we have :
Hence, we can write using the upper bound and decomposing the support of " into intervals,
where in the last equation, we use equation (A.1). For the lower bound, a similar proof yields:
Since G K+1 (x; z) = 1 and G 0 (x; z) = 0; we have (x; z) min
); meaning that (x; z) > 0 and that I(x; z) is non-empty. It …nishes the proof that statement (i) implies statement (ii) since equation (A.2) implies (2).
(Su¢ ciency) Conversely, let us prove that statement (ii) implies statement (i). We assume that there exists u(x; z) in I(x; z) = ( (x; z); (x; z)] such that equation (2) holds true and we construct a distribution function F " (: j x; z) satisfying (L:1 L:3) such that the image of ( ; F " (: j x; z)) through (LV ) is fG k (x; z)g k=1;:;K .
First, let a random variable whose support is (0; 1]; whose conditional density given (v; x; z) is independent of v (a.e. F x;z ) and is such that:
As this expectation lies bteween 0 and 1; it is always possible to …nd such a random variable. Second, let a discrete random variable whose support is f1; :; K + 1g and whose conditional distribution given (v; x; z) is independent of v and is given by:
where we keep on denoting G K+1 (x; z) 1 and G 0 (x; z) 0: For any k 2 f1; :; K + 1g, consider K random variables, say ( ; k) which are constructed from by:
Finally, consider the random variable:
whose support is ( x v K ; x v 1 ] and which is independent of v (because both and are). It therefore satis…es (L:1) and (L:2). Furthermore, because of (A.4), the image of ( ; F " (: j x; z)) through (LV ) is fG k (x; z)g k=1;:;K because these functions satisfy equation (A.1). The last condition to prove is (L:3). Consider, for almost any (x; z), Z ("jx;z)
where the third line is the consequence of the de…nition of " and the last line is using equation (A.3) . Therefore, equation (A.2) holds and:
Equation (2) implies E(z 0 ") = 0; that is (L:3); which …nishes the proof of Theorem 1. Remark: It is worth emphasizing that this proof also provides a characterization of the domain of observationally equivalent distribution functions F " , i.e. the set of random variables " such that there exists with ( ; F " ) satisfying conditions (L:1 L:3) and generating fG k (x; z)g k=1;:;K . We have:
The two following statements are equivalent, (i) there exists a vector of parameter such that the latent model ( ; F " (: j x; z)) veri…es conditions L and such that fG k (x; z)g k=1;:;K is its image through the transformation (LV );
(ii) there exist two independent random variables ( ; ), conditional on (x; z), such that the support of is (0; 1], the support of is f2; :; Kg; equation (A.4) holds and such that:
where veri…es:
A.2 Proof of Corollary 3
For the sake of clarity, we start with the exogeneous case where z = x. Denote x p the last variable in x , x p all the other variables (i.e., x = (x p ; x p )). Consider any 2 B and
) which is also the result of the regression of u(x) on x. Denote the residual of the projection of x p onto the other components x p as e x p :
Applying the principle of Frish-Waugh, we have
sincex p is a scalar. The maximum (resp. minimum) of E(e x p u(x)) when u(x; z) varies in ( (x); (x)] is obtained by setting
Hence E(e x p u(x)) lies between E(j e x p j (x)) and E(j e x p j (x)) and the di¤erence p p varies in:
To show the reciprocal, consider any p in
Consider u(x) = (x) when e x p > 0 and u(x) = (x) otherwise which means that
Function u(x) takes its values in ] (x); (x)] and therefore satis…es point (ii) of Theorem 1. Thus, there exists 2 B such that its last component is p .
The adaptation to the general IV case uses the generalized transformation:
Generally speaking, the estimation of B p requires the estimation of E(j e x p j (x; z)): Given this fact, it is worth emphasizing that (x; z) can be rewritten as E(ỹ j x; z) wherẽ
Speci…cally,
Using these notations, E(j e x p j (x; z)) can be rewritten E(j e x p jỹ ) which means that the estimation of the upper and lower bounds of B p only requires Consider a vector of parameters and a conditional probability distribution Pr(y = 1 j v ; x; z) (denoted G v (x; z)) which is non-decreasing in v .
(Necessity) We prove that (i) implies (ii). Denote, F v (: j x; z; v ); and F " (: j x; z); two conditional distribution functions satisfying (i). By Assumption R(vi), F v (: j x; z; v ) is absolutely continuous and its density function is denoted f v . By assumption (i), ( ; F " (: j x; z)) satis…es condition (L1 ); (L2) and (L3) and fG k (x; z)g k=1;:;K 1 is its image through transformation (LV ):
For the sake of clarity, set w = (x + ") so that y = 1fv > wg and the support of w is a subset of [v 1 ; v K ) by (L:2). The variable w is conditionally (on (x; z)) independent of v and v and the corresponding conditional distribution is:
The conditional probability of occurrence of y = 1 in the k-th interval (v = k in f1; :::; K 1g) is,
which yields the convolution equation:
Note that this condition implies:
with a strict inequality on the right if F w (v k j x; z) < F w (v k+1 j x; z) because F v is absolutely continuous and F w is continuous on the right (CADLAG). To prove (4), write E( y j x; z) as X v =1;::;K 1 wjv ;v;x;z) [ y:
Using the de…nition of y; the term p v (x; z) cancels out and using condition (L:1 ); the integral over dw on the one hand, and the sum and other integral on the other hand, can be permuted:
Evaluate …rst the inner integral with respect to v: As the support of w is included in [v 1 ; v K ), we can de…ne for any value of w in its support, an integer function j(w) in f1; :::; K 1g, such that v j(w) w < v j(w)+1 : Distinguish three cases. First, when v < j(w); the whole conditional support of v lies below w and, Z (vjv ;x;z)
while when v > j(w), the whole conditional support of v lies strictly above w and thus: Z (vjv ;x;z)
Summing over values of v ,
Replacing in (B.3) and integrating w.r.t. w, implies that:
Integrating (B.4) with respect to x; z and using condition (L:3) yields condition (4). To …nish the proof, upper and lower bounds for u (x; z) are now provided. Let write,
where:
By integration by parts, the …rst term is:
Therefore, using the convolution equation (B.1),
Using (B.2) implies
where at least one inequality on the right and one inequality on the left are strict since there exists at least one k such that
where the de…nitions of (x; z) and (x; z) correspond to those given in the body of the Theorem.
(Su¢ ciency) We now prove that (ii) implies (i). Denote u (x; z) in ( (x; z); (x; z)) such that
We are going to prove that there exists a distribution function of w = (x + ") and a distribution function of v such that ( ; F " (: j x; z)) satis…es (L:1 ; L:2; L:3) and G v (x; z) is the image of ( ; F " (: j x; z)) through the transformation (LV ):
To begin with, we are going to construct w: We proceed in three steps. First, we choose a sequence of functions H k (x; z) such that H 1 = 0, H K = 1; and such that:
where at least one inequality on the right is strict and:
Consider for instance
for instance, (x; z) = (x; z) u (x; z) (x; z) (x; z) : By construction (x; z) 2 (0; 1] and one checks that
satis…es the two previous conditions. Generally speaking, the closer u (x; z) is from the lower bound (x; z), the closer is H k to G k 1 , and the closer u (x; z) is from the upper bound (x; z), the closer is H k to G k . Secondly, we consider a discrete random variable whose support is f1; :; K 1g; which is independent of v (a.e. F x;z ) and whose conditional on (x; z) distribution is:
Thirdly, we consider a random variable whose support is (0; 1); which is independent of v (a.e. F x;z ) and whose conditional (on (x; z)) expectation is:
For instance, can be chosen discrete with a mass point on
Given the constraints on the H k (x; z) and given that u (x; z) is in in ( (x; z); (x; z)), 0 (x; z) belongs to (0; 1). Within this framework, we can de…ne w as:
By construction, the support of w is [v 1 ; v K ) and w is independent of v conditionally on (x; z) because both and are. Hence, " = (x + w) satis…es (L:1) and (L:2):
To construct v, we …rst introduce a random variable whose support is [0; 1), which is absolutely continuous, which is de…ned conditionally on (k; x; z); which is independent of and such that:
where F (: j x; z) denotes the distribution of conditional on (x; z): For instance, when is chosen discrete with a mass point on 0 (x; z), we simply have to chose such that
Within this framework, we de…ne v by the following expression:
Having de…ned w and v, we are now going to prove that the image of ( ; F w (: j x; z)) through (LV ) is G v (x; z) because it satis…es equation (B.1):
The last condition to prove is (L:3). Rewrite equation (B.6), for almost any (x; z),
Therefore,
using equation (B.9). Plugging (4) in (B.4) yields E(z 0 ") = 0 that is (L:3).
B.2 Proof of Theorem 5
We use large parts of the proof of Theorem 4: (Necessity) Same as the proof of Theorem 4 until equation (B.6) that we rewrite as:
We then have …rst:
where U k (x; z) is de…ned in the text. Equation (B.1) delivers:
Hence, using F w (v k+1 j x; z) G k+1 (x; z), we have,
The derivation of the lower bound follows the same logic:
where L k (x; z) is de…ned in the text. Hence, using F w (v k j x; z) G k (x; z), we have
Therefore, using the de…nition of u (x; z) (B.5), we have:
where (x; z) and (x; z) are de…ned in the text.
(Su¢ ciency) We now prove that (ii) implies (i). We assume that there exists u (x; z) in [ (x; z); (x; z)] such that
Unde this assumption, we are going to prove that there exists a distribution function of the random term " such that ( ; F " (: j x; z)) satis…es (L:1 ; L:2; L:3) and G v (x; z) is the image of ( ; F " (: j x; z)) through the transformation (LV ); when the distribution function of the special regressor v is (v j k; x; z). As in the proof of Theorem 4, we proceed by construction in three steps. First, choose a sequence of functions H k (x; z) such that H 1 = 0, H K = 1; and for any k in f1; :; K 1g such as:
and such as:
is from the lower bound (x; z), the closer is H k to G k 1 , and the closer u (x; z) is from the upper bound (x; z), the closer is
Decompose now u (x; z) into k (x; z) such that:
and such that the bounds on u can be translated into:
There are many decompositions of this type. Choose one. Second, consider a discrete random variable whose support is f1; :; K 1g; which is independent of v (a.e. F x;z ) and whose conditional on (x; z) distribution is: P r( = k j x; z) = H k+1 (x; z) H k (x; z): (B.13)
Consider also K 1 random variable k whose support is (0; 1); which are independent of v (a.e. F x;z ) and whose conditional (on (x; z)) expectation is:
E( k j x; z) = H k+1 (x; z) G k (x; z) k (x; z) H k+1 (x; z) H k (x; z) (B.14)
and such that:
Given constraints (B.11) and (B.12), it is always possible to construct such a random variable.
Finally, de…ne the random variable:
By construction, the support of w is [v 1 ; v K ) and w is independent of v conditionally on (x; z) because all k s and are. Hence, " = (x + w) satis…es (L:1) and (L:2): Finish the proof as in Theorem 4.
B.3 Proof of Corollary 6
(Necessity) Let the conditional distribution of v, 0 , be piece-wise uniform by intervals, v = k. Then, for any k = 1; :; K 1, U k (x; z) = L k (x; z) = 0. Using Theorem 5 yields that (x; z) = (x; z) = 0 and therefore u (x; z) = 0. Identi…cation of is exact and its value is given by the moment condition (4).
(Su¢ ciency) By contraposition; Assume that there exists k 2 f1; :; K 1g; a measurable set A included in [v k ; v k+1 ) with positive Lebesgue measure and a measurable set S of elements (x; z) with positive probability F x;z (S) > 0 such that (v j k; x; z) is di¤erent from a uniform distribution function on A for any (x; z) in S. Because is absolutely continuous (ID(ii)), and for the sake of simplicity assume that: 8v 2 A; 8(x; z) 2 S; (v j k; x; z)
Because U k (x; z) > 0; we can always construct a function u 1 (x; z) which is stricly positive on S satisfying the conditions of Theorem 5. Thus E(z 0 u 1 (x; z)) 6 = 0 and the moment condition (4) can be used to construct parameter 1 : It implies that the identi…ed set B contains at least two di¤erent parameters ; i.e. the one corresponding to u (x; z) = 0 and the one corresponding to u 1 (x; z) (and in fact the whole real line between them as B is convex).
B.4 Proof of Corollary 9
Same as Corollary 2 except that the maximisation of E(x p u (x; z)) is obtained when:
u (x; z) = 1f e x p 0g (x; z) + 1f e x p > 0g (x; z) and the minimization of such an expression is obtained when:
u (x; z) = 1f e x p > 0g (x; z) + 1f e x p 0g (x; z) Furthermore, we have:
where by convention v 0 = v 1 . Similarly:
= E( L;k :y p k (x; z) j x; z) = E( y L j x; z)
if the convention v K+1 = v K is adopted.
B.5 Design of Monte Carlo Experiments
The construction of the special regressor v, the covariate x 2 , the instrument z and the random shock " proceeds in several steps. To begin with, we consider four random variables : e 1 is uniform on [0; 1], e 2 and e 3 are zero mean unit variance normal variates and e 4 is a mixture of a normal variate N ( :3; :91) using a weight of :75 and a normal variate N (:9; :19) using a weight of :25. Using these notations, we de…ne:
= 2e 2 + e 4 ; x 2 = e 1 + e 4 " = (e 1 :5) + e 3 ; z = e 4 :
where is a parameter that makes the random shock a non-normal variate and is a parameter that renders x 2 endogenous. The case where = = 0 (resp. = = 1) roughly corresponds to what Lewbel calls the simple (resp. messy) design.
Regressor v is de…ned by truncating to the 95% symmetric interval around 0, denoted [v 1 ; v K ]. To comply with assumption L:2, we then truncate x 2 + " so that 1 + x 2 + " + v 1 < 0 and 1 + x 2 + " + v K > 0. We construct the censored K 1 intervals using: Notes: The number of interval values is equal to 10. The simple experiment refers to the case where = = 0. All details are reported in the text. Experimental results are based on 1000 replications. LB and UB refer to the estimated lower and upper bounds of intervals with their standard errors (SE). Bwidth refers to the bandwidth that is used. Dec stands for decentering of the mid-point of the interval that is, (UB+LB)/2. AL is the adjusted length of the interval, (UB-LB)/2 p 3. ASE is the sampling variability of bounds as de…ned in the text. The identity Dec 2 + AL 2 + ASE 2 = RMSEI 2 is shown in the text. RMSEI is the root mean square error integrated over the identi…ed interval. Notes: Simple experiment. 100 replicated estimates of the set. "True area" is the mean of the estimated areas of the true sets. "Square Area" si the area of the square given by the estimated intervals on the two axis. "Proportion" is the ratio of the former over the latter
