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a b s t r a c t
In this paper, some sufficient conditions ensuring mean square exponential stability of the
equilibrium point of a class of stochastic neural networks with reaction–diffusion terms
and time-varying delays are obtained. The conditions involving the effect of diffusion terms
reduce the conservatism of the previous results. Finally, we give a numerical example to
verify the effectiveness of our results.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
In recent years, neural networks have been widely of concern because of their potential applications in the area
of associative memory, optimization computation and static image processing and so on [1,2], and the stability of the
equilibrium point of neural networks is the applied precondition of neural networks in practice. Time delays are inevitable
and may lead to an oscillation and furthermore, to instability of the system [3]. Refs. [4,5] have researched the stability of
neural networkswith time-varying delays, while they only considered that the neural states varied in time. Strictly speaking,
diffusion effect cannot be avoided in the neural networks when electrons are moving in an asymmetric electromagnetic
field, which could cause instability of the states of the system. Refs. [6–12] have considered the stability of the equilibrium
point of some types of neural networks with reaction–diffusion terms. Nevertheless, the diffusion terms were eliminated
by inequality analysis techniques in the Refs. [6–10], and the sufficient conditions for the stability of neural networks are
the same as those obtained in the cases that there are no reaction–diffusion terms in the systems, so the results in these
papers are conservative. By using the Poincare inequality, some sufficient conditions ensuring the stability of recurrent
neural networks were obtained in [11], the obtained conditions including reaction–diffusions terms are less conservative
than the results in [6–10]. Though, a model in the literature [11] did not introduce a stochastic term. In fact, some uncertain
disturbance always exists in the implementation process of neural networks, see [13,14,9,10] and the references therein, it
is very important and really significant to research stochastic neural networks. To the best of our knowledge, there are few
papers [9,10] about the mean square exponential stability of stochastic neural networks with reaction–diffusion terms.
Motivated by the above discussion, we will study a class of stochastic neural networks with time-varying delays and
reaction–diffusion terms in this paper.
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2. Notation and preliminaries
Assuming that X ∈ Rm is a compact set, which has a smooth boundary ∂X, andmesX > 0. Let ui(t, x) be the state variable
of stochastic neural networks, x ∈ X, i = 1, 2, . . . , n. Denote by ∂/∂m the outward normal derivative.
Consider a class of stochastic neural networks with reaction–diffusion terms and time-varying delays, which can be
described by the following equations:
dui(t, x) =

m−
k=1
∂
∂xk
[
Dik(t, x, ui(t, x))
∂ui(t, x)
∂xk
]
dt
−

hi(ui(t, x))−
n−
j=1
[aijgj(uj(t, x))+ bijgj(uj(t − τij(t), x))] + Ji

dt +
n−
l=1
σil(ul(t, x))dwl(t),
t ≥ 0, x ∈ X, (1a)
ui(t, x)|∂X = 0, t ≥ 0, (1b)
where i = 1, 2, . . . , n, n ≥ 2 denotes the number of neurons. ui(t, x) represents the ith state variable, i = 1, 2, . . . , n.
Dik(t, x, ui(t, x)) ≥ 0 denotes the diffusion function and let γi = min1≤k≤m{supt≥0, x∈X Dik(t, x, ui(t, x))}, xk is the space
variable, k = 1, 2, . . . ,m. hi(ui(t, x)) is an appropriately behaved function, i = 1, 2, . . . , n. A = (aij)n×n, B = (bij)n×n,
represent the weight matrices of neural networks, g(u(t, x)) = (g1(u1(t, x)), g2(u2(t, x)), . . . , gn(un(t, x)))T corresponds
to the activation function of neurons. τij(t) ≥ 0 (i, j = 1, 2, . . . , n) are time-varying delays of the neural networks, and
τ = sup1≤i, j≤n, t∈R{τij(t)}. J = (J1, J2, . . . , Jn)T denotes the external input. σil (i, l = 1, 2, . . . , n) denote theweight function
of random perturbation and w(t) = [w1(t), w2(t), . . . , wn(t)]T is the Brownian motion defined on a complete probability
space (Ω, F , {Ft}t≥0, P)with a natural filtration {Ft}t≥0 generated by {w(s) : 0 ≤ s ≤ t}.
We denote ui = ui(t, x), i = 1, 2, . . . , n, if no confusion occurs.
Denote L2(X) the Lebesgue measurable function spaces, i.e. ‖ui‖L2 = (

X u
2
i dx)
1/2 < ∞, i = 1, 2, . . . , n. For matrix
A = (aij)n×n, |A| denotes the absolute-value matrix given by |A| = (|aij|)n×n.
The initial conditions of system (1) are of the forms ui(s, x) = φi(s, x), s ∈ [−τ , 0], x ∈ X, whereΦ = [φ1, φ2, . . . , φn]T ∈
CF0 [[−τ , 0]×Rm, Rn], in which F0 = Fs on [−τ , 0], let CF0 [[−τ , 0]×Rm, Rn] be a family of all continuous Rn-valued functions
with a norm ‖φi‖L2 = (

X |φi|2dx)1/2, i = 1, 2, . . . , n.
In order to obtain our main research, some assumptions and definitions about system (1) will be given as follows.
Assumption A1. Each activation function gi : R → R, i = 1, 2, . . . , n, is globally Lipschitz with Lipschitz constant Li,
i.e. |gi(ui)− gi(vi)| ≤ Li|ui − vi| for all ui, vi.
Assumption A2. For each i ∈ {1, 2, . . . , n}, the behavior function hi : R → R is strictly monotone increasing, i.e. there
exists a constant χi > 0 such that 0 < χi ≤ [hi(ui)− hi(vi)]/(ui − vi) for all ui ≠ vi.
Assumption A3. Each weight function of the stochastic disturbance σil : R → R, i, l = 1, 2, . . . , n, is globally Lipschitz with
Lipschitz constant
√
Nil, i.e. |σil(ul)− σil(vl)| ≤ √Nil|ul − vl| for all ul, vl.
When Dik = 0, σil = 0, system (1) becomes the following ordinary differential equations:
dui(t) =

−hi(ui(t))+
n−
j=1
[aijgj(uj(t))+ bijgj(uj(t − τij(t)))] + Ji

dt, i = 1, 2, . . . , n, (2)
with ui(s) = φi(s), s ∈ [−τ , 0], i = 1, 2, . . . , n. Let u∗ = (u∗1, u∗2, . . . , u∗n)T be the equilibrium point of the system (2). On
the condition that Assumptions A1–A2 are satisfied for the system (2), we know that the equilibrium point of the system
(2) is existent and unique from the proof method theorem1 in [4]. Let σil(u∗l ) = 0, i, l = 1, 2, . . . , n, and it can be concluded
that the equilibrium point of the system (2) is also the equilibrium point of the system (1).
Definition 1. The equilibrium point u∗ = (u∗1, u∗2, . . . , u∗n)T of stochastic system (1) is said to be mean square exponentially
stable if for all x ∈ X, J ∈ Rn, there exist constants λ > 0 and M > 0 such that
E{|u(t, x)− u∗|2} ≤ ME{|φ(s, x)− u∗|2}e−λt , t ≥ 0,
where
E{|u(t, x)− u∗|2} = [E{|u1(t, x)− u∗1|2}, E{|u2(t, x)− u∗2|2}, . . . , E{|un(t, x)− u∗n|2}]T ;
E{|φ(t, s)− u∗|2} = [E{|φ1(t, s)− u∗1|2}, E{|φ2(t, s)− u∗2|2}, . . . , E{|φn(t, s)− u∗n|2}]T ;
|ui(t, x)− u∗i |2 = ‖ui(t, x)− u∗i ‖2L2; |φi(s, x)− u∗i |2 = sups∈[−τ ,0] ‖φi(s, x)− u
∗
i ‖2L2 , i = 1, 2, . . . , n.
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Definition 2 ([4]). T is a real n × nmatrix, T = (Tij)n×n is said to be a M-matrix if Tij ≤ 0 (i ≠ j), i, j = 1, 2, . . . , n, and all
successive principal minors of T are positive.
Lemma 1. Let X ∈ Rm be a compact set, which has a smooth boundary ∂X. Let x ∈ X, and |xk| ≤ ωk (k = 1, 2, . . . ,m) and let
ui(x) be a real-valued function belonging to C1(X)which vanishes on the boundary ∂X of X. Then m

X u
2
i dx ≤ π2

X ∇uTi ∇uidx,
i = 1, 2, . . . , n, where π = max1≤k≤m{ωk}.
Proof. For x ∈ X, we have
ui(x) =
∫ xk
−ωk
∂ui
∂xk
dxk, ui(x) = −
∫ ωk
xk
∂ui
∂xk
dxk, k = 1, 2, . . . ,m.
It can be concluded that 2|ui(x)| ≤
 ωk
−ωk |
∂ui
∂xk
|dxk, i = 1, 2, . . . , n, k = 1, 2, . . . ,m.
By using Schwarz’s inequality, we can obtain 4|ui(x)|2 ≤ 2ωk
 ωk
−ωk |
∂ui
∂xk
|2dxk.
Integrating both sides of above inequality with respect to x over the domain X, we have∫
X
4|ui(x)|2dx ≤
∫
X
2ωk
∫ ωk
−ωk
 ∂ui∂xk
2 dxk

dx = 4ω2k
∫
X
 ∂ui∂xk
2 dx,
i.e.

X |ui(x)|2dx ≤ ω2k

X | ∂ui∂xk |2dx, k = 1, 2, . . . ,m.
Let π = max1≤k≤m{ωk}, we can obtain
m
∫
X
u2i (x)dx ≤ π2
∫
X
∇uTi ∇uidx, i = 1, 2, . . . , n. 
3. Main results
In this section, employing the integral–differential inequality technique and property of the M-matrix, some sufficient
conditions are derived for the exponential stability of the equilibrium point of the system (1) in the mean square sense.
Conveniently, we introduce a coordinate translation for the model (1). Let zi = ui − u∗i , i = 1, 2, . . . , n, the system (1)
can be rewritten as follows:
dzi =

m−
k=1
∂
∂xk
[
Dik(t, x, zi + u∗i )
∂zi
∂xk
]
dt −

hi(zi(t, x))−
n−
j=1
[aijfj(zj(t, x))+ bijfj(zj(t − τij(t), x))]

dt
+
n−
l=1
θil(zl(t, x))dwl(t), t ≥ 0, x ∈ X, (3a)
zi(x)|∂X = 0, t ≥ 0, (3b)
where
hi(zi(t, x)) = di(zi(t, x)+ u∗i )− di(u∗i ); fj(zj(t, x)) = gj(zj(t, x)+ u∗j )− gj(u∗j );
θil(zl(t, x)) = σil(zl(t, x)+ u∗l )− σil(u∗l ), i, j, l = 1, 2, . . . , n.
The initial condition of Eq. (3) is ϕi(s, x) = φi(s, x)− u∗i ,−τ ≤ s ≤ 0, i = 1, 2, . . . , n.
It is easy to find that themean square exponential stability of the zero solution of Eq. (3) is equivalent to themean square
exponential stability of the equilibrium point of Eq. (1).
Theorem 1. Suppose that Assumptions A1–A3 are satisfied, then the zero solution of system (3) is mean square exponentially
stable if for all x ∈ X, J ∈ Rn, H = P−(T+Q ) is aM-matrix.Where P = diag{pi}n×n, pi = 2γim/π2+2χi−∑nj=1 Lj(|aij|+|bij|);
T = (Tij)n×n, Tij = (Lj|aij| + Nij); Q = (qij)n×n, qij = |bij|Lj, i, j = 1, 2, . . . , n.
Proof. Because H = P − (T + Q ) is aM-matrix, from the properties of aM-matrix [4], there exists ξi > 0, i = 1, 2, . . . , n,
such that−ξipi +∑nj=1 ξj(Tij + qij) < 0, i = 1, 2, . . . , n, hold. Constructing the functions:
Fi(µ) = −ξi(pi − µ)+
n−
j=1
ξj(Tij + eµτqij), i = 1, 2, . . . , n.
Obviously Fi(0) < 0. Since Fi(µ) is continuous function, so there exists a constant λ > 0, such that Fi(λ) < 0, i.e.
Fi(λ) = −ξi(pi − λ)+
n−
j=1
ξj(Tij + eλτqij) < 0, i = 1, 2, . . . , n. (4)
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Let Vi(t, zi) = 0.5eλt‖zi‖2L2 , i = 1, 2, . . . , n, and we denote Vi(t, zi) = Vi(t) if no confusion occurs. Furthermore, we can
obtain the following Itô differential forms of Vi(t) by the Itô formula [14]:
dVi(t) = 0.5λeλt
∫
X
z2i dxdt + eλt
∫
X
zi

m−
k=1
∂
∂xk
[
Dik(t, x, zi + u∗i )
∂zi
∂xk
]
− hi(zi(t, x))
+
n−
j=1
[aijfj(zj(t, x))+ bijfj(zj(t − τij(t), x))]

dxdt + 0.5eλt
∫
X
n−
l=1
θ2il (zl(t, x))dxdt
+ eλt
∫
X
n−
l=1
θil(zl(t, x))dxdwl(t), i = 1, 2, . . . , n, t ≥ 0. (5)
Next, we will transform the Itô differential form of Eq. (5) into Itô integral form. By using stochastic differential equation
theory, we can integrate on both sides of Eq. (5) from t to t + δ for any δ > 0 and compute the expectation of Eq. (5):
E[Vi(t + δ)] − E[Vi(t)] = E
[∫ t+δ
t
0.5λeλt
∫
X
z2i dxdt
]
+ E
∫ t+δ
t
eλt
∫
X
zi

m−
k=1
∂
∂xk
[
Dik(t, x, zi + u∗i )
∂zi
∂xk
]
− hi(zi(t, x))+
n−
j=1
[aijfj(zj(t, x))+ bijfj(zj(t − τij(t), x))]

dxdt

+ E
∫ t+δ
t
0.5eλt
∫
X
n−
l=1
θ2il (zl(t, x))dxdt

+ E
∫ t+δ
t
eλt
∫
X
n−
l=1
θil(zl(t, x))dxdwl(t)

,
i = 1, 2, . . . , n, t ≥ 0.
Noticing that the expectation of the Itô process is a continuous function, and according to the properties of the Itô integral
and the Dini derivation, it can be deduced that:
D+E[Vi(t)] = E
[
0.5λeλt
∫
X
z2i dx
]
+ E

eλt
∫
X
zi

m−
k=1
∂
∂xk
[
Dik(t, x, zi + u∗i )
∂zi
∂xk
]
− hi(zi(t, x))
+
n−
j=1
aijfj(zj(t, x))+ bijfj(zj(t − τij(t), x))

dx

+ E

0.5eλt
∫
X
n−
l=1
θ2il (zl(t, x))dx

,
i = 1, 2, . . . , n.
By the Dirichlet boundary conditions (3b) and Lemma 1, we have∫
X
zi
m−
k=1
∂
∂xk
[
Dik
∂zi
∂xk
]
dx = zi
m−
k=1
Dik
∂zi
∂xk

∂X
−
∫
X
m−
k=1
Dik
∂zi
∂xk
dzi ≤ −γi m
π2
∫
X
z2i dx.
Furthermore, we get:
D+E[Vi(t)] ≤ E
[
0.5λeλt
∫
X
z2i (t, x)dx
]
+ E

eλt
∫
X

− γi m
π2
z2i (t, x)− χiz2i (t, x)
+ |zi(t, x)|
n−
j=1
Lj
|aij‖zj(t, x)| + |bij‖zj(t − τij(t), x)| dx+ E0.5 ∫
X
n−
j=1
Nijz2j (t, x)e
λtdx

≤

λ− 2γi m
π2
− 2χi +
n−
j=1
Lj(|aij| + |bij|)

E[Vi(t)]
+
n−
j=1
[
(Lj|aij| + Nij)E[Vj(t)] + |bij|Ljeλτ sup
t−τ≤s≤t
E[Vj(s)]
]
= (λ− pi)E[Vi(t)] +
n−
j=1
[
TijE[Vj(t)] + qijeλτ sup
t−τ≤s≤t
E[Vj(s)]
]
, i = 1, 2, . . . , n. (6)
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Defining the curve ζ = {y(η) : yi = ξiη, η > 0}, and the sets κ(y) = {z : 0 ≤ z ≤ y, y ∈ ζ }. Let ξmin = min1≤i≤n{ξi},
ξmax = max1≤i≤n{ξi}. Taking η0 = εE[|ϕ|2]/ξmin, here ε > 1 is a constant, then {E[Vi(s)] : E[Vi(s)] = 0.5eλsE[|ϕi|2],−τ ≤
s ≤ 0} ⊂ κ(y0(η0)), i.e. E[Vi(s)] < ξiη0,−τ ≤ s ≤ 0, i = 1, 2, . . . , n.
We claim that E[Vi(t)] < ξiη0, t ≥ 0, i = 1, 2, . . . , n. If it is not true, then there exist some i and t ′ > 0, such that
E[Vi(t ′)] = ξiη0, D+E[Vi(t ′)] ≥ 0 and E[Vj(t)] ≤ ξjη0,−τ ≤ t ≤ t ′, j = 1, 2, . . . , n. However, from Eqs. (4) and (6), we get
D+E[Vi(t ′)] ≤ {ξi(λ− pi)+∑nj=1 ξj(Tij + eλτqij)}η0 < 0, i = 1, 2, . . . , n. This is a contradiction. So E[Vi(t ′)] < ξiη0, t ≥ 0,
i = 1, 2, . . . , n, i.e. E[|zi(t, x)|2] < 2e−λtξiη0, namely, E[|zi(t, x)|2] ≤ ME[|ϕi|2]e−λt , i = 1, 2, . . . , n, hereM = 2ξmaxε/ξmin.
From Definition 1, the zero solution of the system (3) is exponentially stable in mean square sense, namely, the equilibrium
point of stochastic system (1) is mean square exponentially stable. 
Remark 1. By applying a semi-martingale convergence theorem, the Itô formula and a scalar Lyapunov function, conditions
ensuring mean square exponential stability of Hopfield neural networks are given in [13], but the reaction–diffusion terms
were not considered. While in the present paper, only the Itô formula and a vector Lyapunov function are applied to
obtain mean square exponential stability of more general neural networks with reaction–diffusion terms. It is obvious
that the conditions in [13] are the same as our results when Dik = 0 (i = 1, 2, . . . , n, k = 1, 2, . . . ,m) of system
(1). In other words, the conditions in Theorem 3.1 in [13] are special cases of the conditions in Theorem 1 in this
work.
Remark 2. It isworth noting from the conditions of the Theorem1 that our results include the diffusion terms. Nevertheless,
as far as we know, the diffusion terms were avoided by an inequality technique in the most previous papers, e.g. [6–10,12].
Apparently, these results aremore conservative. In addition, the authors in [11] have studied the global exponential stability
of recurrent neural networks with reaction–diffusion terms and delays. The obtained sufficient conditions in [11] depend
on diffusion terms, but the stochastic disturbance is not considered there.
Next, we will consider another kind of neural networks named Cohen–Grossberg neural networks (CGNN) [4]. The
stochastic delayed CGNN with reaction–diffusion terms can be described as follows:
dui(t, x) =

m−
k=1
∂
∂xk
[
Dik(t, x, ui(t, x))
∂ui(t, x)
∂xk
]
dt − αi(ui(t, x))

hi(ui(t, x))−
n−
j=1
[aijgj(uj(t, x))
+ bijgj(uj(t − τij(t), x))] + Ji

dt +
n−
l=1
σil(ul(t, x))dwl(t), t ≥ 0, x ∈ X, (7a)
ui(t, x)|∂X = 0, t ≥ 0, (7b)
where i = 1, 2, . . . , n, n ≥ 2. αi(ui(t, x)), i = 1, 2, . . . , n, represents an amplification function, and satisfies the following
condition:
Assumption A4. The functions αi(ui(t, x)) are continuous and satisfy 0 < β i ≤ αi(ui(t, x)) ≤ β¯i, here β i and β¯i are positive
constants, i = 1, 2, . . . , n.
The meaning of all other symbols in system (7) is the same as the description in the beginning of this paper.
Furthermore, we can get the following theorem for system (7) by a minor modification of the proof of Theorem 1 in our
paper.
Theorem 2. Suppose that Assumptions A1–A4 are satisfied, then the equilibrium point of system (7) is exponentially stable in
the mean square sense if for all x ∈ X, J ∈ Rn, H˜ = P˜ − (T˜ + Q˜ ) is a M-matrix, Where
P˜ = diag{p˜i}n×n, p˜i = 2γi m
π2
+ 2χiβ i −
n−
j=1
β¯iLj(|aij| + |bij|);
T˜ = (T˜ij)n×n, T˜ij = Lj(|aij|β¯i + Nij); Q˜ = (q˜ij)n×n, q˜ij = |bij|β¯iLj, i, j = 1, 2, . . . , n.
Remark 3. It is easy to see that the activation functions of system (7), which not only satisfy the Lipschitz condition,
but also are bounded in paper [12], can be unbounded with the Assumption A1. Clearly, the activation functions are
more general in our paper. Moreover, the assumption that the behavior functions are continuous in [12] can be relaxed
by some weaker conditions, i.e., the behavior functions are monotone. Besides, stochastic terms were not introduced
in [12].
4. Example and simulation
In order to illustrate the feasibility of the Theorem1 established in the preceding sections,we provide a concrete example.
Consider the model as follows:
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Fig. 1. The state paths of system (8). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this
article.)
Fig. 2. The surface of u2 in system (8).

du1(t, x) =

1.5
∂2u1(t, x)
∂x2
− 6u1(t, x)+ tanh(u1(t, x))− 0.5 tanh(u2(t, x))
+ 0.5 tanh(u1(t − τij(t), x))− 2 tanh(u2(t − τij(t), x))+ J1

dt
+u1(t, x)dw1(t)+ u2(t, x)dw2(t)
du2(t, x) =

2
∂2u2(t, x)
∂x2
− 8u1(t, x)− tanh(u1(t, x))+ 2 tanh(u2(t, x))
− 0.5 tanh(u1(t − τij(t), x))+ tanh(u2(t − τij(t), x))+ J2

dt
+u1(t, x)dw1(t)+ u2(t, x)dw2(t),
t ≥ 0, (8)
with the initial conditions u1(t, 0) = u2(t, 0) = u1(t, 6) = u1(t, 6) = 0, t ≥ 0. Where Ji = 0, i = 1, 2, X = [0, 6] ⊂ R.
We assume that τij(t) = 1 + 0.1 sin t , i, j = 1, 2. It can be seen from model (8) that m = 1, π = 6, D11 = 1.5, D21 = 2,
i.e γ1 = 3, γ2 = 2. It is easy to verify that Assumptions A1–A3 are satisfied. By simple calculation, we get χ1 = 6, χ2 = 8,
L1 = L2 = 1, N11 = N12 = N21 = N22 = 1.
Based on the definition of matrix H in Theorem 1, we further obtain H =

5.6 −3.5
−2.5 7.6

. It follows from Definition 2 that
H is anM-matrix, so the equilibrium point (0, 0)T of system (8) is exponentially stable in the mean square sense.
The numerical simulation of the system (8) with Di1 = 0, i = 1, 2, φ1 = 0.6, φ2 = 0.3 is given with a solid black line
in Fig. 1, while the simulation of the reaction–diffusion system (8) with u1(0, x) = sin x, u2(0, x) = cos x, x ∈ (0, 6) is also
plotted using a dashed red line therein. Besides, the surface of u2(t, x), x ∈ [0, 6] is shown in Fig. 2.
Remark 4. It shows from Fig. 1 that the convergence rate of states ui(t, x = 3.6) (i = 1, 2) is faster than that of states
ui(t) (i = 1, 2). That is to say, the reaction–diffusion terms contribute to the exponentially stabilization of the neural
networks system.
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5. Conclusions
Some sufficient conditions for the mean square exponential stability of a class of stochastic neural networks with
reaction–diffusion terms and time-varying delays are obtained in this paper. Different from previous results, the sufficient
conditions are considered with the effect of diffusion terms and the magnitude of noise in this paper. Therefore, the current
results are less conservative than the previous results. It also can be seen from the simulation that diffusion terms contribute
to the exponential stabilization of the neural networks system.
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