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Abstract
Multi-agent systems on nonlinear spaces sometimes fail to synchronize. This is usually attributed to the initial configuration of the agents
being too spread out, the graph topology having certain undesired symmetries, or both. Besides nonlinearity, the role played by the geometry
and topology of the nonlinear space is often overlooked. This paper concerns two gradient descent flows of quadratic disagreement
functions on general Riemannian manifolds. One system is intrinsic while the other is extrinsic. We derive necessary conditions for the
agents to synchronize from almost all initial conditions when the graph used to model the network is connected. If a Riemannian manifold
contains a closed curve of locally minimum length, then there is a connected graph and a dense set of initial conditions from which the
intrinsic system fails to synchronize. The extrinsic system fails to synchronize if the manifold is multiply connected. The extrinsic system
appears in the Kuramoto model on S
1
, rigid-body attitude synchronization on SO(3), the Lohe model of quantum synchronization on the
n-sphere, and the Lohe model on U(n). Except for the Lohe model on the n-sphere where n ∈ N\{1}, there are dense sets of initial
conditions on which these systems fail to synchronize. The reason for this difference is that the n-sphere is simply connected for all
n ∈ N\{1} whereas the other manifolds are multiply connected.
Key words: Synchronization, Consensus, Manifolds, Multi-agent systems, Attitude control, Networked control system.
1 Introduction
The study of emergent behaviour in complex systems
that evolve on nonlinear spaces requires a geometric the-
ory of synchronization. This paper uses the language of
Riemannian geometry to formulate consensus protocols
as gradient descent flows on manifolds. We explore how
the global stability properties of the synchronized state is
affected by imposing assumptions on the geometry and
topology of the manifolds. While previous research has
emphasized the distinction between linear and nonlinear
spaces [Sarlette and Sepulchre, 2009; Tron et al., 2013], it
has not resulted in further categorization. Still, much has
been revealed with respect to specific manifolds, in par-
ticular for special instances of the Stiefel manifold, see
e.g., [Canale and Monzo´n, 2007; Markdahl and Gonc¸alves,
2016; DeVille, 2018]. This paper unifies such results by con-
necting them to the existence or non-existence of a closed
curve of locally minimum length in the manifold. In partic-
ular, a manifold being multiply connected implies that such
a curve exists. The geometry and topology of the manifold
is preventing the agents from synchronizing. The results of
⋆
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this paper explains why synchronization is almost global
on all spheres except the circle [Markdahl and Gonc¸alves,
2016] and why the Kuramoto model on the circle is mul-
tistable [Canale and Monzo´n, 2007]. It also explains why
almost global attitude synchronization on SO(3) cannot
be achieved using the most natural consensus protocol
[Sarlette and Sepulchre, 2009]. More generally, the same
argument applies to synchronization on SO(n) [DeVille,
2018] and synchronization on the unitary group U(n), a
manifold that appears in the Lohe model of quantum syn-
chronization [Lohe, 2010; Ha et al., 2018].
This paper builds on previouswork on almost global consen-
sus on nonlinear spaces initiated by Scardovi et al. [2007];
Sarlette and Sepulchre [2009]. While it is known that al-
most global synchronization on nonlinear spaces is graph
dependent in general [Sepulchre, 2011], this property has
not previously been connected with the geometry and topol-
ogy of the manifold. Moreover, this paper also furthers the
work initiated by Tron et al. [2012, 2013] on intrinsic con-
sensus on general Riemannian manifolds. Previously, local
stability of the synchronized state has been established. In
this paper, we show that if a Riemannian manifold contains
a closed curve of locally minimum length then the system
is multistable; it contains at least one other Lyapunov sta-
ble equilibrium set aside from consensus. To the best of the
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author’s knowledge, this is the first result that characterizes
a stable equilibrium set aside from consensus in the case of
intrinsic synchronization on general Riemannian manifolds.
There is a geometric approach to multi-agent consensus
which is based on notions of convexity [Moreau, 2005].
Typical results pertain to the case when all agents belong
to a geodesically convex set [Afsari, 2011; Tron et al.,
2013; Hartley et al., 2013; Chen et al., 2014]. For exam-
ple, convergence to the consensus manifold of the n-sphere
from any open hemisphere under various assumptions on
the graph topology [Zhu, 2013; Lageman and Sun, 2016;
Thunberg et al., 2018; Zhang et al., 2018]. A key property
of such results is that the convex hull of the states of all
agents shrinks over time. This approach is however re-
stricted by the fact that the convex hull is not always defined
on a global level. For example, the largest geodesically
convex set on a sphere is an open hemisphere. However,
the synchronized state is actually almost globally stable
[Markdahl et al., 2018a]. More powerful tools are hence
needed to further our understanding of synchronization on
nonlinear spaces.
This paper provides an intuitive notion for thinking about the
evolution of multi-agent systems on a global level. For N
agents connected by a cycle graph on N nodes, it is helpful
to imagine the agents as beads on a string. Technically, the
string would consists ofN geodesic curves, each connecting
a pair of neighboring agents. If the manifold is simply con-
nected, then a continuous shortening of the string to a point
results in consensus. If not, then the agents must be threaded
to one end of the string. This requires two neighboring agents
to move away from each other, which goes against the basic
design principle of consensus protocols. Indeed, the canon-
ical consensus protocols obtained by generalizing the Ku-
ramoto model to manifolds sometimes fail to synchronize.
This notion also leads us to see a connection between con-
sensus seeking system on cycle graphs and curve shortening
flows, a topic that has been widely studied in mathematics
[White, 2002]. From this perspective, multi-agent consen-
sus can be considered as a kind of polygon shortening flow
[Smith et al., 2007]. There are however some subtle differ-
ences between curve shortening flows and multi-agent sys-
tems on cycle graphs. Only in the case of largeN and under
certain initial conditions does a multi-agent system over a
cycle graph behave as a piecewise smooth curve.
2 Preliminaries
Let (M, g) be a Riemannian manifold. The setM is a real,
smooth manifold and the metric tensor gx is an inner product
on the tangent space TxM at x. The map x 7→ gx(X,Y )
is smooth for any two differentiable vector fields X,Y on
M. The shortest curve γ : [a, b]→M such that γ(a) = x,
γ(b) = y is a geodesic from x to y (up to parametrization).
The length of a curve γ : [a, b]→M is
l(γ) =
∫ b
a
gγ(γ˙, γ˙)
1
2 dt. (1)
Let Γ denote the set of piece-wise smooth curves on M.
The length of a geodesic curve is the geodesic distance
dg(x, y) = inf{l(γ) | γ ∈ Γ, γ(a) = x, γ(b) = y}.
When using the term geodesics in this paper we are only
concerned with this property, and disregard the requirement
of unit speed parameterization. We extend the notion of
geodesic distance to sets, defining
dg(X ,Y) = inf{l(γ) | γ ∈ Γ, γ(a) ∈ X , γ(b) ∈ Y}.
Of particular interest are manifolds that have been embedded
in the ambient space R
n×m
. For such any manifold M ⊂
R
n×
, we use bold font to denote any elements X,Y ∈ M
and define the chordal distance dc(X,Y) = ‖X−Y‖ based
on the Frobenius norm ‖ · ‖ : X 7→ (trX⊤X)
1
2 .
There is a Hilbert manifold of maps from the circle S1 to
M [Klingenberg, 1978]. That framework allows for a theory
of closed geodesics on Riemannian manifolds. We will not
detail it here, but provide the following result, adapted to
the context of this paper:
Theorem 1 (Klingenberg [1978]) Assume that the Rie-
mannian manifold (M, g) is closed and multiply connected.
Then (M, g) contains a closed curve that is a local mini-
mizer of the curve length function l given by (1).
The property of simple connectedness refers to a path con-
nected manifold on which each closed curve can be continu-
ously deformed to a point. A multiply connected manifold is
path-connected but contains at least one closed curve which
cannot be continuously deformed to a point. In this paper, we
focus on manifoldsM that are path connected since almost
global consensus would be impossible otherwise. If closed-
ness is omitted from the requirements of Theorem 1, then
a counterexample is given by the punctured plane R
2\{0}.
This manifold is multiply connected, yet it does not contain
a closed curve of locally minimum length.
Example 2 The torus is multiply connected. A curve that
wraps around the torus tube cannot be continuously de-
formed to a point. A circle around the tube of the torus is
a local minimizer of l over the space of closed curves. The
sphere S2 is simply connected. The closed geodesics on S2
are great circles, e.g., the equator. The equator is not a local
minimizer of l since there are closed curves of constant lati-
tude arbitrarily close to the equator that are shorter than it,
see Fig. 1. On the capsule, in the regions where the cylinder
and hemispheres meet, there are curves which are saddle
points of l. They are minimizers of l on the cylinder but not
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on the hemispheres. On both the torus and the peanut there
is a single closed curve which is a strict local minimizer of
l. The torus is multi connected whereas the peanut is simply
connected. The condition of simple connectedness is neces-
sary to rule out the existence of a curve of minimum length
on a closed manifold, but it is not sufficient.
Fig. 1. A torus, a sphere, a capsule, and a peanut.
Assume that the manifold is geodesically complete which
implies that there exists at least one geodesic path between
any two points x, y ∈ M. Moreover, assume that for some
neigborhood of x, Bε(x) = {z ∈ M| dg(x, z) < ε}, there
exists a unique geodesic from x to each y ∈ Bε(x). The
largest value ε > 0 for which this holds is the injectivity
radius r(x) at x. We assume that infx∈M r(x) > 0.
The results of this paper concerns the local behaviour of a
multi-agent system where the distance dg(xi, xj) between
any pair of interacting agents xi, xj ∈M can be made arbi-
trarily small by increasing the number N . As such, we can
assume we are working on a subset of the manifold where all
geodesics are uniquely defined. Under these circumstances,
define the notion of a closed broken geodesic:
Definition 3 By a closed broken geodesic interpolating a
tuple of points (xi)
N
i=1 ∈M
N
we refer to the closed curve
γ = ∪Ni=1γi ⊂M,
where γi is the unique geodesic from xi to xi+1 (using the
convention xN+1 = x1).
Given a point x ∈ M and a tangent vector v ∈ TxM, the ex-
ponential map expx : TxM→M yields the point y ∈ M
that lies at a distance dg(v, v) from x along the geodesic that
passes through x with v as a tangent vector. Let Sx ⊂ TxM
be an open set on which expx is a diffeomorphism. Denote
Nx = expx(Sx) ⊂M. The inverse of the exponential map
is well-defined on Nx. This inverse is the logarithm map
logx : Nx → TxM given by logx : expx(v) 7→ v. De-
fine the injectivity radius at x, injxM, as the radius of the
largest geodesic ball contained in Nx. In the following we
assume that infx∈M injxM > 0.
The directional derivative of a smooth function f :M→ R
at x ∈M along v ∈ TxM is given by
d
dtf(γ(t))|t=0, where
γ ∈ Γ satisfies γ(0) = x, γ˙(0) = v. The intrinsic gradient of
f is uniquely defined as the vector ∇xf(x) ∈ TxM which
satisfies
gx(∇xf(x), v) =
d
dtf(γ(t))|t=0
for all v ∈ TxM. In particular, ∇xdg(x, y)
2 = −2 logx(y)
for all y ∈ Nx.
A key challenge for control on nonlinear manifolds is to
achieve good performance on a global level. It is not pos-
sible to achieve global asymptotical stability on a compact
manifold by means of continuous, time-invariant feedback
[Bhat and Bernstein, 2000]. However, it is possible to render
an equilibrium or equilibrium set almost globally asymptot-
ically stable (AGAS):
Definition 4 An equilibrium setQ of a dynamical system Σ
on a Riemannian manifold (M, g) is referred to as almost
globally asymptotically stable (AGAS) if it is stable and the
flow Φ(t, x0) of Σ satisfies limt→∞ dg(Q,Φ(t, x0)) = 0 for
all x0 ∈ M\N , where the Riemannian measure of the set
N ⊂M is zero.
3 Distributed control design on Riemannian manifolds
We first consider intrinsic consensus, i.e., multi-agent con-
sensus on nonlinear spaces described in terms of the intrinsic
language of Riemannian geometry. After that we turn to ex-
trinsic consensus, i.e., a setting where the Riemannian man-
ifold (M, g) is embedded in an ambient Euclidean space
R
n×m
. Averages of agent states’ are computed in the am-
bient space and then projected on the tangent space of the
manifold. Some subtle differences in the mathematical chal-
lenges posed by each of these two perspectives are pointed
out at the end of Section 3.2.
3.1 Intrinsic consensus
Consider a network of N interacting agents. The interaction
topology is modeled by a graph G = (V , E) where the nodes
V = {1, . . . , N} represent agents and an edge e = {i, j} ∈
E indicates that agent i and j can communicate. Assume
that the graph is connected, whereby there is at least an
indirect path of communication between any two agents. In
this paper, we focus on the cycle graph
HN = (V , E) = ({1, . . . , N}, {{i, i+ 1} | i ∈ V}). (2)
For notational convenience we let N + 1 = 1 when adding
the indices of HN , i.e., {1, N} ∈ E .
The state xi of agent i belongs to the manifold M. The
states are grouped together in a tuple, x = (xi)
N
i=1 ∈M
N
.
The consensusmanifold C of a Riemannian manifold (M, g)
is the diagonal space ofMN given by the set
C = {(x)Ni=1 ∈M
N}. (3)
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The consensus set is a Riemannian manifold; in fact, it is
diffeomorphic toM by the map (x)Ni=1 7→ x. For any con-
nected graph G, an equivalent definition is
C = {(xi)
N
i=1 ∈M
N |xi = xj , ∀ {i, j} ∈ E}.
The terms synchronization and consensus are interchange-
ably in this paper. For the Kuramoto model, our notion
of consensus is refereed to as phase synchronization
[Do¨rfler and Bullo, 2014].
The states form a dynamical system whose solutions are con-
tinuous functions of time for any fixed initial condition. We
are interested in the asymptotical behaviour of this system:
Definition 5 The agents are said to synchronize, or equiv-
alently, to reach consensus, if limt→∞ dg(x(t), C) = 0. The
agents are said to synchronize almost globally, or equiva-
lently, to reach consensus almost globally, if C is AGAS.
Given a graph (V , E), define the disagreement function V :
MN → R by
V = 12
∑
{i,j}∈E
wijdg(xi, xj)
2
, (4)
where wij ∈ (0,∞) and wji = wij for all {i, j} ∈ E . The
consensus seeking system on M obtained from V is the
gradient descent flow
x˙ = −∇V, (x˙i)
N
i=1 = (−∇iV )
N
i=1, (5)
where∇i denotes the gradient with respect to xi and xi(0) ∈
M. If G is connected, then by (3), x ∈ C if and only if
V = 0.
Agent i does not have access to V , but can calculate
Vi =
1
2
∑
j∈Ni
wijdg(xi, xj)
2
at its current position. Symmetry of dg givesV =
1
2
∑
i∈V Vi
whereby it follows that∇iVi = ∇iV . From a control design
perspective, we can assume that the dynamics of each agent
takes the form x˙i = ui with ui ∈ TxiM. Since agent i can
evaluate Vi at its current position, it is reasonable to assume
that it can also calculate ui = −∇iVi:
Algorithm 6 The closed-loop system gradient descent flow
of V for x˙i = ui under the feedback ui = −∇iVi is
x˙i =
∑
j∈Ni
wij logxi(xj), ∀ i ∈ V . (6)
The discrete-time equivalent of Algorithm 6 is introduced by
Tron et al. [2013]. Potential shaping is another gradient de-
scent flow approach to consensus; an intrinsic, discrete-time
version has been applied to SO(3) [Tron et al., 2012]. While
potential shaping makes the consensus manifold AGAS, it
requires each agent to know some global properties of the
graph topology.
3.2 Extrinsic Consensus
Let the manifold (M, g) be embedded in an ambient Eu-
clidean space R
n×m
. Denote the system state by X =
(Xi)
N
i=1 ∈ (R
n×m)N . Introduce an extrinsic disagreement
function U :M→ [0,∞) given by
U = 12
∑
{i,j}∈E
wij‖Xi −Xj‖
2
. (7)
LetU = 12
∑
i∈V Ui, whereUi =
1
2
∑
j∈Ni
wij‖Xi−Xj‖
2
.
Note that while the intrinsic disagreement function V is
based on geodesic distances,U is based on chordal distances.
Just like for the intrinsic algorithm, ∇iU = ∇iUi.
To calculate the gradient, take any smooth extension
W : (Rn×m)N → R of U , i.e., W |M = U , and utilize that
∇iU = Πi
∂
∂Xi
Wi,
where ∇i denotes the intrinsic gradient with respect to Xi,
Πi : R
n×m → TXiM is an orthogonal projection map
onto TXiM,
∂
∂Xi
is the extrinsic gradient in the ambient
Euclidean space with respect to Xi, and W =
1
2
∑
i∈VWi
with Wi : R
n×m → R being any smooth extension of Ui.
A gradient descent flow of U is given by:
Algorithm 7 The closed-loop system gradient descent flow
of U for X˙i = Ui under the feedback Ui = −∇iUi is
X˙i = −Πi
∑
j∈Ni
wij(Xi −Xj), ∀ i ∈ V . (8)
We note that if allX ∈M have constant norm, then ΠX =
0, whereby the dynamics (8) simplifies to
X˙i = Πi
∑
j∈Ni
wijXj . (9)
The assumption of all points having constant Fronbenius
norm r implies that the manifold can be embedded inR
n×m
as a subset of a sphere Snm−1 with radius r. Examples
of such manifolds are the Stiefel and Grassmannian man-
ifolds. Examples of systems on the form (9) include, the
Kuramoto model, the Lohe model on the n-sphere [Lohe,
2010; Markdahl et al., 2018a], the Lohe model on SO(n)
[DeVille, 2018], and a high-dimensional Kuramoto model
on the Stiefel manifold [Markdahl et al., 2018a]. The Lohe
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model on U(n) [Lohe, 2010; Ha et al., 2018] can also be
represented by (9) via the embedding of U(n) in SO(2n).
Remark 8 Extrinsic consensus is more important than in-
trinsic consensus since it is a generalization of the Kuramoto
and Lohe models of emergent behaviour in nature. From a
technical viewpoint, each case brings its own advantages
and challenges. For intrinsic consensus, it is straightfor-
ward to relate the curve of minimum length to the disagree-
ment function V . However, V is not an analytic function in
general, making it more difficult to draw conclusions about
the asymptotic behaviour of the system. For extrinsic con-
sensus, it is more difficult to relate the curve of minimum
length to the disagreement function U . However, U is an an-
alytic function which implies that the gradient descent flow
is guaranteed to be well-behaved.
3.3 Problem description
The aim of this paper is to show that the consensus manifold
C is not an AGAS equilibrium set of (i) the intrinsic gradient
descent flow (6) generated by Algorithm 6 ifM contains a
closed curve γ which is a local minimizer of l given by (1)
and (ii) the extrinsic gradient descent flow (8) generated by
Algorithm 7 ifM is multiply connected. Note that the con-
dition of objective (i) is satisfied by any closed Riemannian
manifold that is multiply connected by Theorem 1.
3.4 Consensus optimization on Riemannian manifolds
Since the system (6) is a gradient descent flow, it is advan-
tageous to study it from an optimization perspective.
Definition 9 A path-connected set S ⊂ X of minimizers of
a function f : X → R is said to be a local minimizer if for
some δ > 0 there is a ball Bδ(S) = {x ∈ X | dg(x,S) < δ}
such that f |S ≤ f(x) for all x ∈ Bδ(S). Moreover, if there is
a δ > 0 such that the inequality is strict for all x ∈ Bδ(S)\S,
then S is said to be a strict local minimizer.
Definition 10 A path-connected set S ⊂ X of minimizers
of a function f : X → R is said to be isolated critical if for
some δ > 0 there is a ball Bδ(S) = {x ∈ X | dg(x,S) < δ}
such that S contains all critical points of f in Bδ(S).
Example 2 (Continued) On the peanut shaped manifold in
Fig. 1 there is a set of closed broken geodesics that is a lo-
cal minimizer and an isolated critical set of l. Consider the
pill shaped manifold formed by grafting two hemispheres to
a cylinder. There is a maximal path-connected set of closed
broken geodesics on the cylinder that is an isolated criti-
cal set of l. It does not consists entirely of local minimiz-
ers since there are shorter closed broken geodesics on the
hemispheres. There are smaller sets on the cylinder that are
local minimizers, however they are not isolated.
Definition 11 A graph G is said to be (M, g)-synchronizing
if all minimizers of V belong to C.
Definition 12 A graph G is said to be M-synchronizing if
all minimizers of U belong to C.
The concept of S1-synchronizing graphs was intro-
duced to study the Kuramoto model in complex net-
works [Canale and Monzo´n, 2007]. The concept of M-
synchronizing graphs is a generalization thereof.
It is not immediate that G being (M, g)-synchronizing im-
plies that C is an AGAS equilibrium of (5). Since (5) is a
gradient descent of V , x cannot converge to a maximum of
V . Morover, any saddle point of V is unstable. However, a
set of saddle points may still have a region of attraction with
positive measure, in which case C cannot be AGAS. For ex-
trinsic consensus protocols over specific manifolds such as
the n-sphere [Markdahl et al., 2018a] and the Stiefel man-
ifold [Markdahl et al., 2018b], it can be shown that G be-
ing M-synchronizing implies C is AGAS. For the purpose
of this paper we only require the inverse implication for the
intrinsic consensus algorithm:
Proposition 13 Suppose that G is not (M, g)-synchronizing
and that V is C
2
in an open neighborhood X ⊂ M of
a path-connected set of local minimizers S that is disjoint
from C. If S consists of strict local minimizers, then it is
stable under the closed loop dynamics (6) of Algorithm 6.
In particular, C is not AGAS over G. If S is an isolated set
of critical points, then it is asymptotically stable.
PROOF. The proof is analogous to that of Lyapunov’s the-
orem using V − V |S as a Lyapunov function, although it
applies to sets rather than an equilibrium point. The im-
plication of C not being AGAS is immediate since stabil-
ity of S implies that there is a δ > 0 such that the set
{x ∈ M| dg(x,S) < δ}, which has positive Riemannian
measure, does not belong to the region of attraction of C.
For more details, see Appendix A. 
4 Main results
4.1 Intrinsic consensus
Let all the weights in the disagreement function V given by
(4) be equal. Consider the configurationwhere the agents are
distributed equidistantly over a curve of minimum length. It
turns out to be a locally optimal solution. Generalizing to
the case of unequal weights, we have the following result:
Theorem 14 Let (M, g) be a closed, geodesically complete
Riemannian manifold. SupposeM contains a closed curve
γ of locally minimum length L = l(γ). Let N ≥ 3 and
S =
{
(xi)
N
i=1 ∈ M
N
∣∣ γ(L∑i−1j=1 w−1jj+1∑N
j=1
w
−1
jj+1
)
= xi, ∀ i ∈ V
}
,
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where γ is parametrized by arc length. Any element of S is
a minimizer of the potential function V overHN . The graph
HN is not (M, g)-synchronizing.
Suppose that V is C
2
on an open neighborhood of S and
that w12, . . . , wN1 satisfy
dg(xi, xi+1) = L
w
−1
ii+1∑N
j=1 w
−1
jj+1
< injxi M (10)
for all i ∈ V . If S is a strictly local minimizer, then it is
Lyapunov stable. If S is an isolated critical set, then it is
asymptotically stable.
PROOF. First we show that the elements of S are locally
optimal solutions to
min V = 12
N∑
i=1
wii+1dg(xi, xi+1)
2
subject to xi ∈M, ∀ i ∈ V .
(11)
Consider an initial agent configuration in the vicinity of
γ. Let c denote the closed broken geodesic formed by the
agents. The constraint
l(c) =
N∑
i=1
dg(xi, xi+1) ≥ l(γ) = L (12)
holds given that c is sufficiently close to γ.
Add the constraint (12) to the nonlinear program (11), rewrit-
ing it as
min V = 12
N∑
i=1
wii+1dg(xi, xi+1)
2
subject to L ≤
N∑
i=1
dg(xi, xi+1),
xi ∈M, ∀ i ∈ V .
(NLP)
There is an open neighborhood around γ on which the con-
straint (12) is redundantwhereby any local solution to (NLP)
is a local solution to (11) and vice versa. There is hence no
loss of generality in restricting our attention to (NLP).
Consider a point y ∈MN at which the constraint (12) holds.
Introduce a quadratic program,
min f = 12
N∑
i=1
wii+1d
2
ii+1
subject to l(c(y)) =
N∑
i=1
dii+1,
dii+1 ≥ 0, ∀ i ∈ V .
(QP)
Note that for each solution y to (NLP), there is a problem
(QP) which has a corresponding solution given by the vector
d(y) = [dii+1(y)] = [dg(yi, yi+1)] ∈ [0,∞)
N
.
The other solutions to (QP) are not necessarily related to y
or to other solutions of (NLP). However, if c(y) is a closed
geodesic (i.e., not just a closed broken geodesic), then each
solution d to (QP) generates a solution x(d) to (NLP) with
the same objective function value, V (x(d)) = f(d). In this
case, (QP) can be interpreted as the problem of optimally
partitioning the arc length of l(c) into N parts.
The solution y to (NLP) has the same objective function
value as the solution d(y) to (QP). We show that d(y) is
suboptimal to (QP). However, since γ is a closed geodesic,
the optimal solution to (QP) for c = γ allows us to obtain a
set of solutions to (NLP). This is the set S in Theorem 14.
Let g(y) :MN → R denote the objective function value of
the optimal solution to (QP). We will show that
V (y) = f(d(y)) ≥ g(y) ≥ g(x)|x⊂γ = V |S , (13)
which establishes the optimality of S. So far we have only
shown the first relation. The second relation follows by the
definition of g. It remains to establish the last two relations.
The positivity constraint dii+1 ≥ 0 in (QP) can be relaxed.
To see this, note that if djj+1 < 0 for some j ∈ V , then djj+1
is counterproductive towards satisfying the constraint (12)
while also incurring a positive cost. A new solution can be
constructed where djj+1 is replaced with 0 while the values
of some other variables which assume positive values are
decreased so that (12) still holds. The objective value of the
new solution is strictly better than that of the solution from
which it was constructed.By relaxing the positive constraints
we obtain the equality constrained quadratic program
min f = 12
N∑
i=1
wii+1d
2
ii+1
subject to l(c(y)) =
N∑
i=1
dii+1,
dii+1 ∈ R, ∀ i ∈ V .
(EQP)
Equality constrained quadratic programs can be solved using
the Lagrange conditions for optimality
[
H A
⊤
A 0
][
x
λ
]
=
[
−c
b
]
,
whereH ∈ Rn×n is the Hessian matrix, A ∈ Rm×n is the
constraint matrix, x ∈ Rn are the variables, λ ∈ Rm is the
vector of Lagrange multiplier, c ∈ Rn is the coefficients
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of the linear term in the objective function and b ∈ Rm is
the right-hand side of the constraints [Nocedal and Wright,
1999]. For (EQP) we get
[
W 1
⊤
1 0
] [
d
λ
]
=
[
0
l
]
,
where d ∈ RN is given by di = dii+1, 1 = [1 . . . 1]∈ R
N
,
W with Wii = wii+1 is diagonal, and l is shorthand for
the curve length l(c(y)).
Denote
A =
[
W 1
⊤
1 0
]
, M =W−1.
It can be shown that
A
−1 =
1
1M1
⊤
[
(1M1⊤)M −M1⊤1M M1⊤
1M −1
]
,
from which it follows
[
d
λ
]
=
1
1M1
⊤
[
(1M1⊤)M −M1⊤1M M1⊤
1M −1
][
0
l
]
=
l
1M1
⊤
[
M1
⊤
−1
]
.
The objective value of (EQP) is
N∑
i=1
wii+1dii+1 = d
⊤
Wd
=
( l
1M1
⊤
)2
1M
⊤
WM1
⊤
=
l
2(c(y))∑N
i=1 w
−1
ii+1
. (14)
Recall that γ is a local minimizer of l and that g(y) denotes
the optimal value to (QP). From (14) it follows that
g(y) =
l
2(c(y))∑N
i=1 w
−1
ii+1
≥
l
2(γ)∑N
i=1 w
−1
ii+1
= g(x)|x∈γ ,
which is the third relation in (13). To obtain the last re-
lation in (13), g(x)|x∈γ = V |S , note that since γ is a
closed geodesic, any set of points x = (xi)
N
i=1 ⊂ γ regen-
erates γ = c(x) as their closed broken geodesic. This prop-
erty allows us to construct a solution x(d) to (NLP) from
the solution d to (EQP). The optimal solution to the prob-
lem (EQP) tells us how to position the agent (xi)
N
i=1 on γ
in terms of the arc length distance of γ from some arbitrary
reference point. The set of such points is S.
Consider the problem of stability. While the previous dis-
cussion only concerned the optimization problem (11), we
now need to make sure that the flow (6) is well-defined. If
w12, . . . , wN1 satisfy
dg(xi, xi+1) = L
w
−1
ii+1∑N
i=1 w
−1
ii+1
< injxi M,
then the geodesics are unique and the logarithmmap is well-
defined. Suppose that V is C
3
. The implications that a strict
local minimizer S is stable and an isolated critical set S is
asymptotically stable follows from Proposition 13. 
Example 2 (Continued) Theorem 14 establishes asymptot-
ical stability of certain sets on the torus and peanut shaped
manifolds in Fig. 1. Some subsets on the pill shaped mani-
fold are stable, but Theorem 14 does not capture that. The
issue is one of having to make sure that certain pathological
cases are excluded, see e.g., Absil and Kurdyka [2006].
4.2 Extrinsic consensus
Extrinsic consensus algorithms on Stiefel manifolds St(p, n)
are known to converge to C almost globally for any con-
nected graph provided p ≤ 23n−1 [Markdahl et al., 2018b].
However, almost global convergence does not hold for the
Kuramoto model S1 ≃ St(1, 2) nor SO(3) ≃ St(2, 3). In
this section we show that these negative findings extend to
any closed manifold which is multiply connected.
Theorem 15 LetM be a closed, geodesically complete Rie-
mannian manifold which is multiply connected. Then there
exists a set of initial conditions with strictly positive Rie-
mannian measure, a connected graph G, and a N ∈ N such
that the closed loop system (8) generated by Algorithm 7
does not converge to the consensus manifold C.
PROOF. Since M is multiply connected, there exists a
closed curve γ0 ⊂ M which is not homeomorphic to a
point. For all N ∈ N, distribute N agents (Xi)
N
i=1 approx-
imately equidistantly, in terms of the chordal distance, ap-
proximately over γ0. Note that there is a set of points with
strictly positive Riemannian measure which satisfy this re-
quirement. Let the weights be uniformly bounded away from
zero and infinity, i.e., there exists an interval I ⊂ (0,∞)
such that wii+1 ∈ I for all N ∈ N. The positioning of the
agents makes ‖Xi+1 −Xi‖ scale as O(N
−1). Then
U = 12
N∑
i=1
wii+1‖Xi+1 −Xi‖
2 ∈ O(N−1)
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whereby U → 0 as N →∞.
Consider the level set {(Yi)
N
i=1 |U ≤ ε}. Since U → 0 as
N → ∞, for any ε > 0 there is a N such that (Xi)
N
i=1 ∈
{(Yi)
N
i=1 |U ≤ ε}. Let L denote the connected compo-
nent of the level set which contains (Xi)
N
i=1. Note that
for (Xi(0))
N
i=1 ∈ L it holds that ‖Xi+1(t) − Xi(t)‖ ≤
(2w−1ii+1ε)
1
2 for all t ∈ [0,∞) since U is decreasing.
Let r(X) = injXM denote the injectivity radius of M at
X. Consider the geodesic ball D = {Y ∈ M| dg(Y,X) <
r(X)}. There is an open ball B, of strictly positive Lebesgue
measure in the ambient space R
n×m
, such that B ∩M ⊂
D. Suppose this is false. Then, no matter how small B,
there is an Z ∈ B ∩ M with dg(Z,X) > r(X). Form a
sequence (Zj)
∞
j=1 ⊂ M, such that limj→∞ Zj = X but
limj→∞ dg(Zj ,X) ≥ r(X). That contradicts the continuity
of dg . Hence we may choseN large enough that the geodesic
distance dg(Xj(t),Xi(t)) < infX∈M r(X), for all j ∈ Ni
and all t ∈ [0,∞).
The geodesic between two agents can be constructed from
the exponential map. The exponential map is a diffeomor-
phism for dg(Xj ,Xi) < infX∈M r(X). The closed broken
geodesic γ(t) that interpolates the agent positions at each
time point can therefore not change discontinuously. The
system evolution hence corresponds to a continuous defor-
mation of γ(t). If the system converges to the consensus
manifold, then limt→∞ dg(γ(t), C) = 0. This contradicts
γ0 = γ(0) not being homeomorphic to a point. 
Remark 16 It is possible to relax the assumption of G be-
ing a cycle to some extent. The graph must allow for the
existence of an initial conditions at a distance from consen-
sus such that U → 0 as N → ∞. For example, we could
use a circulant graph where the node degree d ∈ 2N satis-
fies d≪ N , vertex i is a neighbor of i− d, . . . , i+ d, and
the same initial condition as for the cycle graph HN . It is
also possible to use a graph that breaks symmetry. For ex-
ample, we could glue any connected graph (U ,F) to node 1
ofHN . Confine the agents in U to a ball around agent 1 that
is small enough that
∑
{i,j}∈F wijdg(xi, xj)
2 ∈ O(N−1).
Example 17 Consider a manifold consisting of the plane
with a hole of radius r > 0 around a point p ∈ R2,
M = {x ∈ R2 | ‖x − p‖2 ≥ r}.
Let the agents be distributed approximately equidistantly
in such a manner that the closed broken geodesic (xi)
N
i=1
encircles the hole. Consider the left case in Fig. 2. If the
agents are to converge to consensus asymptotically, then
there must be a time such that ‖xi+1−xi‖2 ≥ 2r for at least
one i ∈ V . This is not possible for the given initial condition
if the weights are equal. By contrast, consider the right case
in Fig. 2. The agents will pass by the hole without registering
that it exists since the chordal distance is not affected. Note
that the behaviour of a consensus seeking system is different
from that of a curve shortening flow in this respect.
Fig. 2. The agents (·) are approximately equidistantly distributed
on a plane with a hole (•). Their positions are interpolated by a
closed broken geodesic (–).
5 Simulations
Let us use to simulations to explore the question if a man-
ifold being simply connected is not just necessary but also
sufficient for the consensus manifold C of the closed loop
system (8) generated by Algorithm 7 to be AGAS.
Consider the canonical embedding of the Stiefel manifold
St(p, n) as a matrix manifold in Rn×p given by
St(p, n) = {S ∈ Rn×p |S⊤S = I}.
We restate Algorithm 7 forM = St(p, n) and wi = 1:
Algorithm 18 The input Ui ∈ TiSt(p, n) is the negative
gradient of the disagreement function, i.e., Ui = −∇iU .
The closed-loop system is a gradient descent flow given by
(S˙i)
N
i=1 = −∇U = (−∇iU)
N
i=1 = (−Πi
∂
∂Si
U)Ni=1,
S˙i = Si skewS
⊤
i
∑
j∈Ni
Sj + (I− SiS
⊤
i )
∑
j∈Ni
Sj , (15)
Si(0) ∈ St(p, n). (16)
Note that skew : Rn×n → so(n) : A 7→ 12 (A − A
⊤) is
the skew-symmetric part of a matrix. Also note that Algo-
rithm 18 is different from Algorithm 7 on O(n) restricted to
SO(n) ⊂ O(n) (see Appendix B).
The consensus manifold on St(p, n) under the dynamics
(15) is AGAS for any connected graph if p ≤ 23n − 1
[Markdahl et al., 2018b]. The results of this paper show that
C cannot be AGAS if the manifold is multiply connected. The
manifold St(p, n) is simply connected if p ≤ n− 2 [James,
1976]. The only exceptions are St(n−1, n) ≃ SO(n), which
is multiply connected, and St(n, n) ≃ O(n), which is sep-
arated by the function det : O(n) → {−1, 1}. What about
the cases of 23n− 1 < p ≤ n − 2? We conjecture that C is
AGAS for all such p, i.e., the that condition p ≤ n−2 is both
necessary and sufficient for C to be AGAS for all connected
graphs.
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LetΦ : R×St(p, n)N → St(p, n)N denote the flow of (15),
i.e., Φ(t, (Si,0)
N
i=1)) = (Si(t))
N
i=1 given that (Si(0))
N
i=1 =
(Si,0)
N
i=1 ∈ St(p, n)
N
. DenoteΦ = (Φi)
N
i=1. Let R denote
the region of attraction of C,
R = {(Si)
N
i=1 ∈ St(p, n)
N | lim
t→∞
Φ(t, (Si)
N
i=1) ∈ C}.
The probability measure µ(R) of R is the fraction of initial
conditions that ultimately yield a consensus.
The probability measure µ(R) can be calculated by means
of Monte Carlo integration:
1
M
M∑
k=1
1C( lim
t→∞
Φ(t, (Ski )
N
i=1))
a.s.
−−→ µ(R) as M →∞,
where 1 : St(p, n)N → {0, 1} is the indicator function
and (Ski )
N
i=1 for each k ∈ {1, . . . ,M} are samples drawn
from the uniform distribution on St(p, n)N . To draw a sam-
ple S from the uniform distribution on St(p, n), draw an
X ∈ Rn×p such that each element of X is independent
and identically normally distributed N(0, 1) and form S =
X(X⊤X)−
1
2 [Chikuse, 2012].
A stop criteria is needed to (approximately) calculate
1C(limt→∞Φ(t, (Si)
N
i=1)). Consensus is reached if
max
{j,k}∈E
1
2‖Φj(T, (Si)
N
i=1)−Φk(T, (Si)
N
i=1)‖ < ε (17)
for a threshold value ε ∈ (0,∞) at a fixed time T .
The results are displayed in Table 1. Note that they are in
agreement with our conjecture that p ≤ n − 2 guarantees
convergence to the consensus manifold C. The pairs (p, n)
that satisfies 23n − 1 < p ≤ p − 1 all have µ(R) = 1
(marked in bold). The (p, n) pairs with 1s in Table 1 which
are not marked in bold satisfy the inequality p ≤ 23n − 1
whereby C is AGAS [Markdahl et al., 2018b]. Failures to
reach consensus occur when p ∈ {n − 1, n}, i.e., for the
special orthogonal group and the orthogonal group. For the
case of O(n), the probability that all agents belong to the
same connected component is 2−4 ≈ 0.06, which explains
the numbers on the diagonal where p = n.
6 Conclusions
Previous research on almost global synchronization has fo-
cused on the graph topology and its influence on conver-
gence [Sepulchre, 2011; Do¨rfler and Bullo, 2014]. In par-
ticular, this has been the case for the Kuramoto model on
complex networks which is multi-stable for many graphs.
By contrast, high-dimensional generalizations of the Ku-
ramoto models to certain matrix manifolds yield almost
Table 1
Probability measure, µ(R) ∈ [0, 1], of the region of attraction R
of the consensus manifold C on St(p, n) for a network given by
the graph H5 defined by (2). The calculation of µ(R) is done by
Monte Carlo integration using M = 10
4
samples of the uniform
distribution on St(p, n) for each pair (p, n). Rows in the table fix
p, columns fix n. Some cell are left empty since p ≤ n. Bold font
indicates that (p, n) satisfies 2
3
n− 1 < p ≤ n− 2.
n
2 3 4 5 6 7 8 9
1 .95 1 1 1 1 1 1 1
2 .05 .92 1 1 1 1 1 1
3 .06 .92 1 1 1 1 1
4 .05 .91 1 1 1 1
p 5 .06 .89 1 1 1
6 .05 .90 1 1
7 .06 .90 1
8 .06 .90
9 .06
global synchronization for any connected graph topology
[Markdahl et al., 2018a,b]. However, the reason for this dis-
crepancy was previously unclear. This paper shows that it
can be tied to geometric and topological properties of the
manifold. If the manifold is multiply connected, as is e.g.,
the case for the circle S1 and SO(n), then there exists an
obstruction to almost global synchronization over certain
graphs. Overcoming this obstruction requires ad hoc con-
trol design [Scardovi et al., 2007; Sarlette and Sepulchre,
2009; Tron et al., 2012]. However, in the case of a sim-
ply connected manifold, e.g., the n-sphere for n ∈ N, such
advanced control design techniques are not always needed
[Markdahl et al., 2018a]. Consider the problem of model-
ing emergent behaviour and synchronization phenomena that
can be observed in nature. This paper suggests that simple
and multi connectedness are important properties that mod-
eling needs to account for. For synchronization onmulti con-
nected manifolds the Kuramoto model is a good choice. For
synchronization on simply connected manifolds the Lohe
model on the n-sphere is preferable over the Kuramoto
model.
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A Proof of Proposition 13
PROOF. Let W = V − V |S . Note that
W˙ = 12
∑
{i,j}∈E
wijgxi(∇idg(xi, xj)
2
, x˙i)
= −
∑
{i,j}∈E
gxi(wij logxi(xj), x˙i)
= − 12
∑
i∈V
∑
j∈Ni
gxi(wij logxi(xj), x˙i)
= − 12
∑
i∈V
gxi(x˙i, x˙i),
which is weakly negative. If (i) S is a strict local minimizer
set (see Definition 9), then there is an open superset Y of
S, Y ⊂ X , on whichW is strictly positive for all y ∈ Y\S.
If, moreover, (ii) S is an isolated critical set (see Definition
10), then there is a an open superset Z of S, Z ⊂ Y , on
which W˙ is strictly negative for all z ∈ Z\S.
The conditions of Lyapunov’s theorem for stability and
asymptotic stability are satisfied by (i) and (ii) respectively,
except that we are dealing with set stability and intrinsic
geometry. The rest of the proof proceeds like the proof of
Lyapunov’s theorem in H.K. Khalil [2002], making adjust-
ments for our particular situation as required.
Consider the (ε, δ)-definition of Lyapunov stability. Given
an ε > 0, chose an r ∈ (0, ε) such that
Br(S) = {y ∈ X | dg(y,S) ≤ r} ⊂ Y.
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Denote α = mindg(y,S)=rW (y). Then α > 0 because W
is strictly positive on Y\S. Take β ∈ (0, α) and let
Γβ = {x ∈ Br |W (x) ≤ β}.
Note that by the construction of α, Γβ cannot contain any
points on the boundary of Br(S). It follows that Γβ is in the
interior of Br(S).
For x(0) ∈ Γβ , the differential inequality W˙ ≤ 0 yields
W (t) ≤W (0) ≤ β, ∀ t ∈ [0,∞).
This is interpreted as saying that any trajectory which starts
in Γβ stays in Γβ . Existence of a solution x(t) to the gradient
descent flow (5) for all t ∈ R follows from the Picard-
Lindelf theorem [Jost, 2008].
SinceW is continuous and 0 on S it follows that there is an
δ > 0 such that dg(x,S) ≤ δ implies that W < β. Hence
there is a closed ball Bδ(S) ⊂ Γβ .
The inclusions
Bδ(S) ⊂ Γβ ⊂ Br(S) ⊂ Bε(S)
imply that S is stable. This follows since x(0) ∈ Bδ(S)
gives dg(x(0),S) < δ whereby x(t) ∈ Γβ for all t ∈ [0,∞)
which in turn yields dg(x(t),S) < r < ε for all t ∈ [0,∞).
The set Bδ(S) has positive Riemannian measure yet it does
not belong to the region of attraction of the consensus man-
ifold C. Hence C is not AGAS.
The set S is asymptotically stable if for every ν > 0 there
is a T > 0 such that dg(x,S) < ν for all t ∈ [T,∞).
SinceW is decreasing and bounded below,W converges as
time goes to infinity by the monotone convergence theorem.
Denote c = limt→∞ dg(x,S). To show that c = 0, assume
that c > 0 and find a contradiction. Since W is continuous
and W |S = 0 there is a µ > 0 such that
Bµ(S) ⊂ {x ∈ Br |W < c} ∩ Z.
The trajectory x(t) cannot enter Bµ(S) for any t ∈ [0,∞)
because that would result inW (x(s)) < c for all s ≥ t. The
trajectory is hence confined to the set
A = {x ∈ Z |µ ≤ dg(x,S) ≤ r}.
The minimum rate of decrease on A, ζ = minx∈A |V˙ |,
exists by virtue of the Weierstrass extreme value theorem
since W is continuous and the set A is bounded. Note that
ζ > 0 since S is an isolated set of critical points. From
W (x(t)) = W (x(0)) +
∫ t
0
W˙ (x(τ))dτ ≤W (x(0))− ζt
it follows that there is a time s such thatW (x(s)) = 0. This
contradicts the assumption of limt→∞W (t) = c > 0. 
B A consensus protocol on St(n− 1, n)
Consider the canonical embedding of O(n) as a matrix man-
ifold in the ambient space R
n×n
. Let (Qi)
N
i=1 denote the
state of a multi-agent system on O(n). The disagreement
function U can be simplified as
U =
∑
e∈E
‖Qi −Qj‖
2 = 2
∑
e∈E
n− 〈Qj ,Qi〉,
where a factor of 2 has been introduced for notational con-
venience. Algorithm 7 in the special case ofM = O(n) is:
Algorithm 19 The inputUi ∈ TiO(n) is the negative gra-
dient of the disagreement function, i.e., Ui = −∇iU . The
closed-loop system is a gradient descent flow given by
(Q˙i)
N
i=1 = −∇U = (−∇iU)
N
i=1 = (−Πi
∂
∂Qi
U)Ni=1
Q˙i = 2Qi skewQ
⊤
i
∑
j∈Ni
Qj
=
∑
j∈Ni
Qj −QiQ
⊤
jQi. (B.1)
For the restriction to SO(n) ⊂ O(n) and a circulant graph
G, there are stable equilibria (Ri)
N
i=1 < C [DeVille, 2018].
Consider the relation between Algorithm 19 on SO(n) and
Algorithm 18 on St(p, n) in the case of p = n−1 for which
St(p, n) ≃ SO(n).
Let Ti, ti be such that Ri = [Ti ti] ∈ SO(n) where Ri
follow the dynamics generated by Algorithm 19 on SO(n).
Then
R˙i = [T˙i t˙i] =
∑
j∈Ni
[Tj tj ]− [Ti ti]

T⊤j
t
⊤
j

 [Ti ti]
=
∑
j∈Ni
[Tj tj ]− (TiT
⊤
j + tit
⊤
j )[Ti ti]
which yields
T˙i =
∑
j∈Ni
Tj −TiT
⊤
jTi − tit
⊤
jTi
= 2Ti skewT
⊤
i
∑
j∈Ni
Tj + 2tit
⊤
i
∑
j∈Ni
(Tj −
1
2tit
⊤
jTi),
t˙i =
∑
j∈Ni
tj −TiT
⊤
j ti − tit
⊤
j ti
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= 2 skew
(∑
j∈Ni
TjT
⊤
i
)
ti +
∑
j∈Ni
tj − 〈tj , ti〉ti. (B.2)
Let Si ∈ St(n−1, n) follow the dynamics of Algorithm 18.
Let si ∈ R
n
be such that [Si si] ∈ SO(n). Then S
⊤
i si = 0,
i.e., S˙i
⊤
si + S
⊤
i s˙i = 0. This yields S
⊤
i s˙i = −
∑
j∈Ni
S
⊤
j si.
Since SiS
⊤
i + sis
⊤
i = I and s
⊤
i s˙i = 0, we obtain
s˙i = −Si
∑
j∈Ni
S
⊤
j si = skew(
∑
j∈Ni
SjS
⊤
i )si. The sys-
tem (15) on St(n− 1, n) hence yields the following system
on SO(n):
S˙i = Si skewS
⊤
i
∑
j∈Ni
Sj + sis
⊤
i
∑
j∈Ni
Sj ,
s˙i = skew
(∑
j∈Ni
SjS
⊤
i
)
si.
(B.3)
The systems (B.2) and (B.3) yield different paths on SO(n)
as is clear by inspection.
12
