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In Schweiger (2003) [1], Fritz Schweiger introduced the algorithm
of the generalized continued fraction (GCF), and in Zhong (2008) [2],
T. Zhong studied some basic metric properties of the GCF. In this
paper, under the restriction of −1 < ε(k) 1, the “0–1” law and
the central limit theorem of quotients in the GCF expansions are
studied.
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1. Introduction
In [1], Schweiger gave the generalized continued fraction (GCF) map T :
Tε(x) := −1+ (k + 1)x
1+ ε − kx , x ∈ B(k) :=
(
1
k + 1 ,
1
k
]
, (1)
where the parameter ε = ε(k) satisﬁes
(k) + k + 1> 0.
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2 L. Shen, Y. Zhou / Journal of Number Theory 130 (2010) 1–9Deﬁne the partial quotients b1, . . . ,bn for the generalized continued fraction expansion as
b1 = b1(x) :=
[
1
x
]
, bn = bn(x) := b1
(
Tn−1ε (x)
)
,
then we have that the partial quotients satisfy b1(x) b2(x) · · · .
From the deﬁnition of T [1,2], it follows that for any n 1,
x = An + BnT
n
ε (x)
Cn + DnTnε (x)
,
where An, Bn,Cn, Dn satisfy the relation
(
C0 D0
A0 B0
)
=
(
1 0
0 1
)
,
(
Cn Dn
An Bn
)
=
(
Cn−1 Dn−1
An−1 Bn−1
)(
kn + 1 knε(kn)
1 1+ ε(kn)
)
.
For any non-decreasing integer vector (b1, . . . ,bn), deﬁne the n-th order cylinders as follows
B(b1, . . . ,bn) =:
{
x ∈ (0,1]: b j(x) = b j, ∀1 j  n
}
.
Thus B(b1, . . . ,bn) is just the interval with the endpoints
An
Cn
and
An+ Bnbn
Cn+ Dnbn
. It follows that
λ
(
B(b1, . . . ,bn)
)= BnCn − AnDn
Cn(Cnkn + Dn) , (2)
where λ(·) denotes the usual Lebesgue measure [1,2].
For general Engel continued fraction expansions, F. Schweiger proved that T is ergodic with re-
spect to λ [1], and T. Zhong showed some metrical properties of Tε [2].
In this paper, we obtain the so-called “0–1” law and a limit result on the growth rate of the digits.
At last, the central limit theorem of the partial quotients is given.
2. Main result
Before giving the main results, some basic properties which were obtained in [1] and [2] will be
stated.
Lemma 2.1. For any n 1,
(i) Cn > 0, and for −1< ε(k) 1 Cn  |Dn|.
(ii) Dn  0, if 0 (k) 1; Dn < 0, if −1< (k) < 0.
Lemma 2.2. For any n 1 and b1, . . . ,bn ∈ N, with b1  · · · bn, let γ =max{ 3+ε(1)4+2ε(1) , 67 }. Then
Σb1···bn
λ(B(b1, . . . ,bn))
bn + 1  2γ
n.
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Rn = Rn(x) =: bn+1(x)
bn(x)
, Ln = Ln(x) =: max
1 jn
{R j}, yn := Dn
Cn
.
Theorem 2.3. Let ϕ(n) be a positive function on N. If
∑+∞
n=1
1
ϕ(n) is divergent, then λ{x ∈ (0,1), Rn(x) >
ϕ(n) i.o.} = 1; if∑+∞n=1 1ϕ(n) is convergent, then λ{x ∈ (0,1), Rn(x) > ϕ(n) i.o.} = 0.
Proof. For any n 2, we can assume ϕ(n) 1. Since
λ
{
x: b1(x) = b1, . . . , bn(x) = bn
}= BnCn − AnDn
Cn(Cnbn + Dn) ,
λ
(
Rn >ϕ(n)
)= ∑
b1···bn+1,bn+1>ϕ(n)bn
λ
{
B(b1, . . . ,bn+1)
}
=
∑
b1···bn+1,bn+1>ϕ(n)bn
λ
(
B(b1, . . . ,bn)
) bn + yn
(bn+1 + 1+ yn)(bn+1 + yn)
=
∑
b1···bn
λ
(
B(b1, . . . ,bn)
) ∑
bn+1>ϕ(n)bn
bn + yn
(bn+1 + 1+ yn)(bn+1 + yn)
=
∑
b1···bn
λ
(
B(b1, . . . ,bn)
) bn + yn
[bnϕ(n)] + 1+ yn , where yn =
Dn
Cn
by Lemma 2.1, we have −1 yn  1, then
1
2(φ(n) + 1) 
bn + yn
[bnϕ(n)] + 1+ yn <
4
φ(n) + 1
and
1
2(φ(n) + 1)  λ
{
Rn >ϕ(n)
}
<
4
φ(n) + 1 . (3)
Let
A =:
+∞⋃
n=1
+∞⋂
M=1
AN(M), where AN(M) =:
{
Rn  ϕ(n), N  n N + M
}
.
Since
λ
(
AN(M)
)
= λ(Rn(ϕ(n)),N  n N + M)
= λ(Rn(ϕ(n)),N  n N + M)+ λ(Rn(ϕ(n)),N  n N + M + 1, RN+M+1 >ϕ(N + M + 1))
= λ(AN(M + 1))+ λ(Rn(ϕ(n)),N  n N + M + 1, RN+M+1 >ϕ(N + M + 1)). (4)
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λ
(
Rn
(
ϕ(n)
)
,N  n N + M + 1, RN+M+1 >ϕ(N + M + 1)
)
=
∑
b1···bN ,bNbN+1ϕ(N)bN , ...,bN+MbN+M+1ϕ(N+M)bN+M
λ
(
B(b1, . . . ,bN+M+1)
)
× bN+M+1 + yN+M+1[bN+M+1ϕ(N + M + 1)] + 1+ yN+M+1
 λ(Rn  ϕ(n),N  n N + M)
ϕ(N + M + 1) + 1
= λ(AN(M))
ϕ(N + M + 1) + 1 . (5)
By (4) and (5),
λ
(
AN(M + 1)
)= λ(Rn  ϕ(n),N  n N + M + 1)
= λ(AN(M))− λ{Rn  ϕ(n), N  n N + M + 1, RN+M+1 >ϕ(N + M + 1)}

(
1− 1
ϕ(N + M + 1) + 1
)
λ
(
AN(M)
)
we deduce
λ
(
AN(M + 1)
)

M+1∏
i=1
(
1− 1
φ(N + i) + 1
)
. (6)
If
∑+∞
n=1
1
ϕ(n) is divergent, then limM→+∞ λ(AN(M+1)) = 0, and λ(A) = 0, i.e. λ{x ∈ (0,1), Rn(x) >
ϕ(n) i.o.} = 1. If ∑+∞n=1 1ϕ(n) is convergent, then
λ
{
x ∈ (0,1), Rn(x) > ϕ(n) i.o.
}= 0. 
Let ϕ(n) = n logn and ϕ(n) = n(logn)1+(ε > 0). By Theorem 2.3, we can get the following corol-
lary.
Corollary 2.4. For almost all x ∈ (0,1],
lim
n→+∞ sup
log Rn − logn
log logn
= 1.
Theorem 2.5. For almost all x ∈ (0,1],
lim
n→+∞ inf
log Rn − logn
log logn
= −∞.
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λ(Aα) = λ
(
lim
n→+∞ sup
{
Rn  n(logn)α
})
 lim
n→+∞ supλ
{
Rn  n(logn)α
}
= 1− lim
n→+∞ infλ
{
Rn > n(logn)
α
}
 1− lim
n→+∞
2
n(logn)α + 1 = 1.
This implies that λ(Aα) = 1, hence for almost all x ∈ [0,1),
lim
n→+∞ inf
log Rn − logn
log logn
−α.
By the arbitrarity of α,
lim
n→+∞ inf
log Rn − logn
log logn
= −∞. 
Theorem 2.6. For almost all x ∈ [0,1),
lim
n→+∞ sup
log Ln − logn
log logn
= 1,
lim
n→+∞ inf
log Ln − logn
log logn
= 0.
Proof. The ﬁrst part is a direct result from Theorem 2.3 and Corollary 2.4, we shall prove the second
part only.
I. Firstly, we consider the set {Ln  n(logn)α} (α > 0). Following the same lines as in the proof
of (3), we have
(
1− 2
n(logn)α + 1
)n
< λ
{
Ln  n(logn)α
}

(
1− 1
n(logn)α + 1
)n
, (7)
then
λ
(
lim
n→+∞ sup
{
Ln  n(logn)α
})
 lim
n→+∞ supλ
(
Ln  n(logn)α
)
 lim
n→+∞ sup
(
1− 2
n(logn)α + 1
)n
= 1.
Hence
lim
n→+∞ inf
log Ln − logn
log logn
 α.
by the arbitrarity of α(> 0),
lim
n→+∞ inf
log Ln − logn  0. (8)
log logn
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lim
n→+∞ inf
log Ln − logn
log logn
 0,
λ
(
Ln  n(logn)−α, Ln+1 > (n + 1)
(
log(n + 1)−α))
= λ(Ln  n(logn)−α, Rn+1 > (n + 1)(log(n + 1)−α)) (0<α < 1)

(
1− 1
n(logn)−α + 1
)n 2
(n + 1)(log(n + 1)−α) + 1
 2
α+1+k0k0!
n(logn)1+α
, where αk0 > 1+ 2α.
Then
+∞∑
n=1
λ
(
Ln  n(logn)−α, Ln+1 > (n + 1)
(
log(n + 1))−α) 1+ +∞∑
n=2
2α+1k0! 1
n(logn)1+α
< +∞,
by Borel–Cantelli lemma,
lim
n→+∞ inf
log Ln − logn
log logn
−α,
and by the arbitrarity of α(> 0),
lim
n→+∞ inf
log Ln − logn
log logn
 0, (9)
combine (8) and (9),
lim
n→+∞ inf
log Ln − logn
log logn
= 0. 
Theorem 2.7. λ{logbn − n < zn 12 } → Φ(z), where Φ(z) is the normal distribution function.
Proof.
φn(t) :=
∫
eit logbn dλ
=
1∫
0
eit logbn(x) dx
=
1∫
0
e
it(logbn−1(x)+log bn(x)bn−1(x) ) dx
=
∑
b1···bn
∫
B(b ,...,b )
e
it(logbn−1(x)+log bn(x)bn−1(x) ) dx1 n
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∑
b1···bn
eit logbn−1(x)e
it log bn(x)bn−1(x) λ
(
B
(
b1(x), . . . ,bn(x)
))
=
∑
b1···bn−1
eit logbn−1(x)λ
(
B
(
b1(x), . . . ,bn−1(x)
))
×
{ ∑
bnbn−1
e
it log bn(x)bn−1(x) (
bn−1(x) + yn−1(x)
(bn(x) + yn−1(x))(bn(x) + 1+ yn−1(x))
}
(10)
deﬁne
β(x) :=
+∞∫
0
e(it−1)x dx =
+∞∫
1
eit log x
x2
dx,
then
∣∣α(n−1)(t,bn−1(x))− β(t)∣∣
=
∣∣∣∣∣
∑
bnbn−1
e
it log bn(x)bn−1(x) bn−1 + yn−1
(bn + yn−1)(bn + 1+ yn−1) −
+∞∫
1
eit log x
x2
dx
∣∣∣∣∣
=
∣∣∣∣∣
∑
kbn−1
( k+1+yn−1bn−1+yn−1∫
k+yn−1
bn−1+yn−1
e
it log kbn−1 1
x2
dx−
k+1+yn−1
bn−1+yn−1∫
k+yn−1
bn−1+yn−1
eit log x
x2
)
dx
∣∣∣∣∣

∑
kbn−1
k+1+yn−1
bn−1+yn−1)∫
k+yn−1
bn−1+yn−1
1
x2
∣∣eit log kbn−1 − eit log x∣∣dx
since as
k + 1+ yn−1
bn−1 + yn−1  x
k + yn−1
bn−1 + yn−1 ,
log x− log k
bn−1
< log
(k + 1+ yn−1)bn−1
(bn−1 + yn−1)k = log
1+ 1k + yn−1k
1+ yn−1bn−1
< log
(
1+ 1
k
+ yn−1
k
)
<
2
bn−1
.
Following the same way as above, we have
log x− log k
b
> − 2
b
,
n−1 n−1
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∣∣∣∣ 2bn−1 .
Thus by intermediate value theorem, for
k + 1+ yn−1
bn−1 + yn−1  x
k + yn−1
bn−1 + yn−1 ,
we have
∣∣eit log kbn−1 − eit log x∣∣= ∣∣iteitξ ∣∣ · ∣∣∣∣log x− log kbn−1
∣∣∣∣ 2|t|bn−1 ,
then
∣∣α(n−1)(t,bn−1) − β(t)∣∣ 2|t|
bn−1
. (11)
By (10) and (11), we have
∣∣ϕn(t) − β(t)ϕn−1(t)∣∣=
∣∣∣∣ ∑
b1···bn−1
eit logbn−1(x)λ
(
B(b1, . . . ,bn−1)
)(
α(n−1)(t,bn−1)
)− β(t))∣∣∣∣

∑
b1···bn−1
λ
(
B(b1, . . . ,bn−1)
)∣∣α(n−1)(t,bn−1)) − β(t))∣∣
 2
∑
b1···bn−1
|t|λ(B(b1, . . . ,bn−1))
bn−1
 4|t|γ n−1.
As a consequence,
∣∣ϕn(t) − βn(t)∣∣ n−1∑
r=0
∣∣βr(t)ϕn−r(t) − βr+1(t)ϕn−r−1(t)∣∣

n−1∑
r=0
∣∣βr(t)∣∣|t|4γ n−r−1  M|t|,
where M is some constant. Let ϕn(t) − βn(t) = tDn(t), then ϕn(t) = 1(1−it)n + tDn(t) and |Dn| M,
ψn(t) =
∫
e
it( logbn−n
n1/2
)
dλ = ϕn
(
t
n
1
2
)
e−itn
1
2
=
((
1− it
n
1
2
)−n
+ t
n
1
2
Dn
(
t
n
1
2
))
e−itn
1
2 → e− 12 t2 (n → +∞). 
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