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Abstract 
This thesis describes the design, development and evaluation of Link, a computer- 
assisted learning program for correlation, which is targeted at psychology students in 
higher education. Computer technology is being increasingly used on statistics courses, 
suggesting that computer-assisted learning programs on statistical concepts will be 
increasingly used by students in higher education. 
To inform the design of Link, an empirical study was conducted to investigate 
students’ difficulties with correlation. It was found that psychology students held 
misconceptions relating to negative correlations, the strength of correlations and that they 
infer causality. The design of Link was also informed by research-based principles of 
learning, research and developments in computer-assisted learning and a review of 
computer-assisted learning programs that cover correlation. A formative evaluation study 
involving eighteen psychology students found that having used the program, students’ 
general understanding of correlation was significantly improved. 
Unlike previously existing computer-assisted learning programs that were 
reviewed, L i d  makes use of data from two authentic studies in psychology. In addition. 
Link provides learner activities specifically designed to address students’ misconceptions 
about correlation. A summative evaluation study of Link involving fifty psychology 
students was undertaken to assess the effect on students’ understanding of correlation. 
The findings of this evaluation provided further qualitative data on students’ 
misconceptions. Moreover, it was found that the use of Link significantly contributed to 
students’ general understanding of correlation. 
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Chapter 1 
Introduction 
1.1 Background to the thesis 
The research in this thesis concerns the development and evaluation of a computer- 
assisted learning program, called Link, for the statistical topic of correlation, which is 
targeted at students taking undergraduate degree programmes in psychology. Table 1.1 
summarises the research activities that contributed to the thesis (p. 9). 
A psychology degree in higher education requires that students take courses in 
descriptive and inferential statistics, but research reviewed in this thesis indicates that 
students can find statistics difficult. The focus of this thesis is the topic of correlation, and 
the kinds of difficulties and confusions that students have concerning this area. 
Correlation is a fundamental statistical topic for psychology students that is typically 
covered in introductory statistics courses. Students need to interpret correlational data 
from psychology studies in the research literature and carry out projects that involve the 
collection, description, analysis and interpretation of data. For these projects a hypothesis 
might be proposed to investigate whether a relationship exists between variables. 
The statistics cumculum is changing because of the increasing use of computers in 
higher education (Hawkins, Jolliffe & Glickman, 1992). For example, students do not 
necessarily have to learn how to calculate a statistic, but can use data-analysis programs, 
such a5 SPSS (SPSS. 1989 - 1995) to handle a large data set and generate appropriate 
statistics. Such changes have begun to affect the teaching and learning of statistics and the 
focus can now be on understanding statistics as opposed to computation (Hawkins et al, 
1992). Pierce and Roberts (1998) have described a statistics service course that was 
changed in response to advances in computer technology. Prior to the 1990s, the focus of 
many statistics courses was the application of statistical techniques and so using 
formulas, carrying out calculations and learning short cuts to calculate statistics took up 
much of the teaching (Pierce & Roberts, 1998). However, access to data-analysis 
software has meant that data sets can be analysed in relatively short amounts of time and 
this has allowed teachers and students to concentrate on understanding the principles and 
concepts of statistics (Pierce & Roberts, 1998). The statistics course that Pierce and 
Roberts (1998) have outlined has included: lectures, where relevant concepts are 
introduced; computer laboratory classes, where students use data-analysis packages; 
problem classes, which use computer output from the laboratory classes; and discussion 
classes, where students discuss statistical issues raised by newspaper or magazine 
articles. 
Computer technology is being used increasingly in higher education. This increase 
is likely to apply to the use of both data-analysis software and computer-assisted learning 
programs by psychology students on their statistics courses. Taylor’s (1980) framework 
for classifying educational computing is relevant in this context: the computer can 
function as a tutor, tool or tutee. One mode for using computing in education is for the 
computer to impart subject matter. In this tutor mode, the computer presents subject 
material, the student responds, (for example, to questions) the program evaluates the 
response and determines what to subsequently present (Taylor, 1980). There are, 
inevitably variations from this scheme. The computer can also be used as a tool in 
education where i t  “need only have some useful capability programmed into it such as 
statistical analysis” (ibid., p. 3). The third mode suggested by Taylor is where the 
computer is used as a tutee, where the student instructs the computer by, for example, 
writing programs. There are programming languages that might help students to learn 
about statistics because they can write code to derive statistical concepts, such as the 
mean, but it has been argued that this is not a very efficient way of using students’ time 
(Hawkins et al, 1992). The research described in this thesis looks at computer-assisted 
learning programs for statistics and so the use of the computer as a tool or a tutee are 
beyond the scope of the research. With regard to Taylor’s (1980) classification, a 
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computer-assisted learning program is defined in this thesis as a piece of educational 
software that was designed to present, impart and/or review a particular chunk of subject 
matter, principles or concepts. With the advances of computer technology, such programs 
might incorporate multimedia elements and allow the student to choose which parts of the 
program they wish to work through. In statistics education, a computer-assisted learning 
program must be distinguished from a data-analysis program that can be used to organise 
and analyse data. More recently, Biehler (1994) has noted that for introductory statistics 
education, several kinds of software are relevant and in use and these include custom 
designed programs for a specific educational goal and statistical systems for data analysis. 
Taylor’s (1980) succinct framework still holds. There are integrated applications, such as 
AcrivStats (AcrivStats, 1997) that provide both a resource designed to teach statistical 
concepts and techniques and data-analysis software. The Data Desk software, which 
allows the student to analyse data sets, is linked to ActivStars. 
The field of computer-assisted learning is usually viewed as being concerned with 
the development of intelligently designed educational software, which is produced to 
solve essentially educational goals by computational means (du Boulay, 1998). In this 
thesis i t  is argued that the design of computer-assisted learning programs should be 
informed by research-based principles of learning, Chapter 4 of this thesis reviews work 
that has emphasised that learning is cumulative and is a constructive process (e.g., 
Shuell, 1992) and that the acquisition of concepts is facilitated if they are anchored to 
realistic contexts that are meaningful to the learner (e.g., Bransford, Sherwood, 
Hasselbring, Kinzer & Williams, 1990). This means that the learner’s prior knowledge 
must be addressed in the design of computer-assisted learning materials and that material 
to be learnt should be presented in the context of interesting, real world examples. 
Empirical work on students’ understanding of a variety of subject matter areas has 
enabled students’ misconceptions to be identified (chapter 2). Ohlsson (1991) has argued 
that error analysis, in which students’ common errors or misconceptions are identified 
through research, remains an essential component of instructional design in general, and 
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of system design in particular. 
Drawing on research perspectives, it is also contended in this thesis that the design 
of a computer-assisted learning program should harness the instructional capabilities of 
computer technology. As Shuell (1992) has suggested: i t  is important to consider the 
capabilities of computers that provide advantages with regard to their use for instructional 
purposes. 
In summary, it is likely that computer-assisted learning programs are going to be 
used increasingly in higher education and that psychology students are likely to use them 
on their statistics courses. Psychology students might find statistics a difficult subject to 
study and a computer-assisted learning program could provide an additional form of 
instruction to help students acquire statistical concepts. It is argued in this thesis that the 
design of computer-assisted learning programs should be informed by research-based 
principles of learning, empirical studies that have identified students’ misconceptions, 
research and developments in the field of computer-assisted learning and 
recommendations for the effective design of such programs. Furthermore, the design and 
development of a computer-assisted learning program should involve the formative 
evaluation of the program with target users. In this context, the focus of the research 
described in this thesis is the topic of correlation and the development of a computer- 
assisted learning program that was designed to address students’ difficulties with this 
area. 
1.2 Aims of the thesis 
The research described in this thesis had four primary aims as follows: 
To investigate students’ difficulties and confusions pertaining to the area of 
correlation. 
To design a computer-assisted learning program for the area of correlation that was 
based on research in student learning, and research and developments in the field of 
4 
computer-assisted learning. 
To see whether the program Link contributed to students’ general understanding of 
correlation. 
To investigate whether learner activities in Link addressed students’ confusions that 
relate to their understanding of correlation. 
1.3 Overview of the thesis 
The first empirical study that was conducted for the thesis research was designed to 
identify the confusions and difficulties that students might have with the statistical topic of 
correlation, The findings of this investigation, which formed the basis of the design and 
development of the program called Link, indicated that some psychology students hold 
misconceptions relating to causality, negative correlations and the strength of correlations. 
Accordingly, the program was designed to address these misconceptions. More 
specifically, the design of Link was based on: 
Relevant research (e.g., empirical studies that concern students’ misconceptions 
about correlation). 
Research and developments in computer-assisted learning for statistics. 
4 formative evaluation of the program. 
An expert evaluation of the program. 
Chapter 2 reviews the research that concerns students’ difficulties with statistics. 
The reasons why students find statistics a difficult subject to master are outlined. These 
include mathematical skills and affective factors. A great deal of research has looked into 
students’ misconceptions in statistics and a variety of empirical disciplines and 
perspectives have contributed to this field of research. 
Chapter 2 also provides a rationale for why the topic of correlation was chosen as 
the focus of empirical research described in this thesis. Correlation is described with 
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regard to it being part of the typical curriculum for psychology students. A critical review 
of the research that relates to students’ difficulties concerning correlation is also provided 
in chapter 2. 
Chapter 3 provides an account of an investigation of students’ conceptions and 
skills in the topic of correlation. This study had three primary objectives. Firstly, it was 
designed to investigate students’ experience in studying statistics in terms of, for 
example, their interest and difficulty. Secondly, an objective of the study was to 
investigate the kinds of confusions and difficulties that students experience with 
correlation. Thirdly, the study was set up to pilot questions that were devised to assess 
students’ understanding of this topic. 
Chapter 4 critically examines research and developments in the field of computer- 
assisted learning for statistics. Two research programmes are particularly pertinent here: 
Srur Lady (Shute, Gawlick-Grendell, Young & Burnham, 1996) and SrutPluy (Cumming 
& Thomason, 1998). The design of Srur Ludy has been based on mastery learning and 
empirical work has focused on the evaluation of the system’s probability module. Stat 
Pluy has been designed to address students’ naive statistics by the use of simulations, 
demonstrations and dynamically linked representations of statistics concepts. Through an 
examination of these two research programmes important issues that relate to the design 
and evaluation of computer-assisted learning for statistics are discussed. 
Chapter 4 also describes a review of computer-assisted learning programs for 
statistics that was conducted, which looked at how different programs present the topic of 
correlation. This review provides recommendations for the design of a computer-assisted 
leaming program for correlation. 
Chapter 5 describes the design and development of Link. The design of the first 
prototype of Link was informed by relevant research outlined in chapter 2 and chapter 3. 
The design of Link was also based on an examination of research and developments in 
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the field of computer-assisted learning for the topic of correlation (chapter 4). This 
provided suggestions for possible learner activities that could be used in a computer- 
assisted leaming program. 
In Chapter 5 the approach taken in the development of Link and the authoring 
environment, Macromedia Director, used in this process are described. A first prototype 
was originally developed to be used in a formative evaluation study of the program. 
The effective design and development of a computer-assisted leaming program 
should involve an evaluation of the application. Chapter 6 looks at pertinent literature on 
the evaluation of computer-assisted learning in higher education. This literature provides 
recommendations concerning the methods that should be used in an evaluation study and 
advocates that students, or the anticipated users of the program, must be involved in the 
evaluation process. A methodology for the evaluation of a computer-assisted learning 
program is outlined that was employed in the development and evaluation of Link. 
Chapter 7 describes the first phase of a formative evaluation study of Link. The 
focus of this evaluation was an assessment of the usability of the program. This study 
provided qualitative data Concerning, for example, students’ difficulties while they used 
the program, which was used to delineate modifications to the first prototype. Based on 
the findings of this first study, a second improved prototype of Link was produced. 
Chapter 8 reports on the second phase of the formative evaluation of Li& The 
objectives of this study were to: 
Investigate whether L i d  contributed to students’ general understanding of 
correlation. 
Investigate whether Link affected students’ misconceptions about correlation 
Provide a formative evaluation of the program’s learner activities and presentation 
of topic material. 
7 
Pilot tests that were designed to provide an assessment of students’ understanding 
of correlation. These tests could then be used in the summative evaluation study. 
Chapter 8 describes the findings of the formative study which indicated that the program 
significantly contributed to students’ general understanding of correlation. As part of the 
evaluation process, expert evaluation of Link was also conducted, providing valuable 
qualitative data concerning how the program could be improved. The findings of the 
second phase of the formative study and the expert evaluation were used to inform further 
modifications to Link. 
Chapter 9 describes the final implementation of Link and a summative evaluation of 
this program. The findings of this evaluation indicated that Link significantly Contributed 
to students’ general understanding of correlation. 
Chapter 10 describes the achievements of the research described in the thesis and 
the implications that this work has for research, education and for computer-assisted 
learning programs. Here, limitations of the research are outlined, and improvements to 
the design of Link and further research possibilities that could be undertaken are 
considered. 
8 
Table 1.1 Timetable of research 
Year 1 
Year 2 
Year I Research activity 
Investigation of students’ 
conceptions and skills in thc 
topic of correlation. 
Evaluation of computer- 
assisted learning programs. 
Development of first 
prototype. 
Formative evaluation study: 
phase one. 
Development of second 
prototype. 
Problems that related to the 
usability of Link were 
identified. 
Second prototype of Link. 
After using Link students’ 
understanding of correlation 
was significantly improved. 
Data that indicated which 
aspects of the learner 
activities must be modified. 
Expert evaluation. 
Chapter 7. 
Chapter 7. 
Chapter 8. 
Year 3 Development of final I program. 
Outcome I Chapter 
Questions were piloted to 
test students’ understanding 
of correlation. 
Students’ misconceptions in 
correlation were identified. 
Learner activities that could 
be used in a program for 
correlation were identified. 
Prototype of Link. 
Chapter 3. 
Chapter 4. 
Chapter 5. 
Recommendations for the Chapter 8. 
improved design of Link. 
Link. -+- Chapter 9. 
Students’ general 
understanding of correlation 
improved 
Further data on students’ 
misconceptions 
:hapter 9. 
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Chapter 2 
Students’ difficulties with statistics 
2.1 Introduction 
This chapter examines literature that helps to explain why some students taking 
undergraduate degree programmes in psychology might find statistics difficult. It is 
important to note that much of the literature that is relevant to why students have 
difficulties with learning statistical topics does not necessarily concern psychology 
students. Research in mathematics and science learning has shown that students have 
misconceptions relating to a variety of subject areas. In an attempt to ascertain why some 
psychology students might find statistics difficult, research is reviewed that has indicated 
that people tend to hold statistical misconceptions in particular topic areas. 
The focus of the research described in this thesis concerns the statistical topic of 
correlation and this chapter looks at this topic as a part of the statistical cumculum for 
those students taking psychology at undergraduate level. Accordingly, research that has 
looked at novice and expert detection and assessment of covariation (e.g., Well, Boyce, 
Moms, Shinjo & Chumbley, 1988) is also reviewed. 
2.2 Factors that contribute to students’ difficulties with statistics 
As in other areas of science and mathematics, students who study statistics need to 
acquire mathematical skills and subject matter concepts. It is therefore likely that the 
difficulties students encounter in learning statistics are not particularly different from the 
problems encountered by students who study an area of science or mathematics. 
However, statistics is relevant to a variety of disciplines (Hawkins et al, 1992), which 
means that students who are studying psychology, geography, economics, or a biological 
science are required to learn to use statistics to describe, analyse and interpret data. This is 
likely to create problems in students’ learning because, for example, statistics will not 
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necessarily be a subject that students have chosen to study and this might mean that 
students lack the motivation to study statistics. In addition, the statistics cumculum might 
not use problems that are directly relevant to the students’ chosen discipline. 
Garfield and Ahlgren (1988) have highlighted the interrelated factors that are likely 
to contribute to students’ difficulties in mastering statistical concepts and techniques: 
affective factors, such as a lack of motivation to attend to statistical topics, inadequacies in 
prerequisite mathematical skills, and statistical misconceptions. Comprehensive reviews 
of research that concern students’ difficulties in statistics (Garfield & Ahlgren, 1988; 
Shaughnessy, 1992) have not, however, referred to particular groups of students who 
must study statistics as part of an undergraduate degree programme in a subject 
discipline, such as psychology or economics. Rather, such reviews have highlighted the 
finding that people in  general (including students) tend to find statistics difficult to 
understand. It is an empirical question whether psychology students lack particular 
prerequisite skills for statistical techniques or suffer a host of statistical misconceptions 
that impede the acquisition of statistical concepts. This question was addressed in the 
empirical study that is described in the following chapter. Research concerning students’ 
difficulties with statistics has tended to focus on statistical misconceptions and not much 
attention has been paid to, for example, affective factors that might contribute to students’ 
success at learning a statistical topic. Related to this is a lack of research on whether 
students subjectively find statistics difficult or whether they do not find it an interesting 
topic to study. Researchers have tended to report on educators’ experience that students 
find statistics difficult rather than looking at empirical findings: 
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“The experience of most college faculty members in education and the social 
sciences is that a large proportion of university students in introductory statistics 
courses do not understand many of the concepts they are studying” (Garfield & 
Ahlgren, 1988, p. 46). 
Garfield and Ahlgren (1988) have pointed out that studies in the research literature 
supported this view, but such studies concern students’ lack of understanding of 
statistical topics rather than whether students themselves find statistics difficult or 
uninteresting. 
It is unclear why research has not tended to focus on students’ inadequacies in 
prerequisite mathematical skills as a possible contributing factor to students’ mastery of 
statistical topics. Specifically, research studies have not usually considered how students’ 
mathematical skills might affect their success i n  understanding statistical concepts. 
However, the statistics curriculum is changing with the increasing use of computers in 
higher education (Hawkins et al, 1992), which is likely to mean that more students will 
use data-analysis applications to compute statistics. For example, psychology students 
will make increasing use of SPSS (SPSS,  1989 - 1995) or StntView (Abacus Concepts 
Inc., 1992 - 1993) to analyse data for statistics and will not necessarily learn how to 
compute statistics by hand by following a predefined procedure in a textbook (e.g., 
Minium, 1978. p. 338). This might mean that prerequisite mathematical skills are not so 
important in the learning of statistics because students will not have to use formulas to 
calculate statistics, but can use data-analysis software for this purpose. 
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2.3 Students’ misconceptions 
As will be considered in chapter 4 of this thesis, there is a consensus of opinion that 
learning is cumulative (De Corte, 1995), which means that students construct new 
knowledge on the basis of their prior knowledge. It is argued in chapter 4 that the 
development of computer-assisted learning programs should be principled: students’ prior 
knowledge in the form of misconceptions must be taken into account in the design of 
such programs. 
There has been a wealth of research that has identified students’ misconceptions in a 
variety of subject areas in science and mathematics (Smith, diSessa & Roschelle, 1993). 
For example, Songer and Mintzes (1994) have explored and documented students’ 
conceptual difficulties concerning the processes of cellular respiration by using concept 
maps and clinical interviews. Smith and his associates have pointed out that this kind of 
research has been valuable because it has produced detailed characterisations of students’ 
understandings of subject areas and this has represented an advance from previous 
approaches to learning that simply divided student responses into correct or incorrect 
categories. 
Research has shown that students have conceptions that explain some mathematical 
and scientific concepts, but such conceptions are different from the formal concepts 
presented in instruction (Smith et al, 1993). However, as Smith et al have pointed out, 
education in mathematics and science needs to take these students’ conceptions seriously 
because they regularly differ from formal concepts and can guide students’ reasoning. 
Although misconceptions in a variety of subject areas have been found to be persistent 
and resistant to instruction, not all misconceptions are stable and resistant to change 
(Smith et al, 1993). 
Nevertheless, there is a consensus of opinion that in the design of instruction, 
students’ prior knowledge in the form of common errors or misconceptions must be 
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addressed (Driver, 1988; Hennessy, Twigger, Driver, O’Shea, O’Malley, Byard, Draper, 
Hartley, Mohamed & Scanlon, 1995; Laurillard, 1993; Shuell, 1992). Much of the focus 
of research in mathematics and science learning has been to document misconceptions in 
different domains and less emphasis has been given to describe the kinds of instruction 
that successfully promotes learning (Smith et al, 1993). This situation is evident when 
research relating to statistical misconceptions is discussed below: with the exception of 
Mevarech (1983), there has been a lack of research that has looked at what learning 
conditions address students’ statistical misconceptions and promote the acquisition of 
concepts. 
In the case of science, however, Driver (1988) has described a project that was 
undertaken to devise, trial and evaluate constructivist teaching sequences for particular 
topic areas. These sequences were designed to take account of students’ prior conceptions 
and to promote conceptual change. Within the teaching sequences developed by the 
project, a number of different strategies were used to facilitate the construction of new 
concepts (Driver, 1988). These teaching strategies included the following: 
Broadening the range of application of a conception. 
Here, students’ prior conceptions can be used as a resource which can be extended. 
Differentiation of a conception. 
In some topic areas, students‘ conceptions are global and ill-defined and particular 
experiences are necessiuy to help them differentiate their ideas. 
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The construction of an alternative conception 
Students’ prior conceptions can be incommensurate with formal conceptions and so 
problems might arise if these prior conceptions are used to shape new concepts. In 
such cases, students’ prior ideas are acknowledged and discussed and the 
alternative scientific model is put forward. Students have the opportunity to evaluate 
the scientific model in relation to their prior conceptions. 
(Adapted from Driver, 1988, pp. 143 - 145) 
In the design of teaching sequences, Driver (1988) has pointed out that the choice of a 
particular strategy has depended on the kind of prior conception that students hold and the 
learning objectives. Driver (1988) has suggested that strategies, which are designed to 
promote conceptual change, need to be investigated in the context of particular areas of 
knowledge. 
Misconceptions research has resulted in a variety of terms to describe students’ 
conceptions that are at odds with accepted theory, such as preconceptions and altemative 
conceptions (Smith et al, 1993). This is discussed below because research into students’ 
understanding of statistical concepts has resulted in a variety of terms to describe 
students’ systematic errors. The term misconception is used in this thesis to refer to a 
student conception that describes a pattern of errors and in the case of statistics, to refer to 
a conception that is not consistent with accepted statistical theory. 
2.4 Statistical misconceptions 
A variety of different areas of enquiry have indicated that lay people, students and even 
researchers hold statistical misconceptions (Shaughnessy, 1992). Indeed, Cumming and 
Thomason (1995) have asserted that misconceptions in statistics are “widespread, 
persistent” and “resistant to conventional education” (p. 754), but these researchers do 
not cite evidence to support these assertions. Multidisciplinary efforts have shown that 
people’s ideas are typically at odds with statistical theory, and because different fields of 
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enquiry have uncovered people’s statistical confusions, numerous terms have been used 
to describe statistical misconceptions. One finds: naive statistics and faulty intuitions 
(Cumming & Thomason, 1995), errors and misconceptions (Mevarech, 1983) and 
preconceptions and misunderstandings (Shaughnessy, 1992). A distinction can be made 
between students’ prior conceptions, which they bring to the learning of statistics and 
misconceptions, which they might have acquired in their learning of statistics. Laurillard 
(1993) has pointed out that students may possess pedagogenic errors that are teacher (or 
textbook) induced. Indeed, Brewer (1985) has documented inaccuracies and errors in 
behavioural statistics textbooks that reflect misconceptions of statistical theory and might 
mislead the behavioural researcher (or student). Brewer (1985) examined best selling 
introductory textbooks because he thought: 
“that the first exposure to statistics is where a form of ‘misconception imprinting’ 
takes place, crucially affecting the researchers’ statistical beliefs .,. for years to 
come” (ibid., p. 255). 
For example, a statement in one statistics textbook indicated a misconception relating to 
the alpha levels of 0.01 and 0.05. The implication of the statement was that there are only 
two alpha levels, but there is no magic in 0.01 or 0.05 because any alpha level not equal 
to zero or 1 may be selected by a researcher (Brewer, 1985). 
The situation is therefore complex: given a particular student it is not clear if, for 
example, a prior conception remains even after the student has taken courses in statistics 
or whether the student acquires a particular misconception through instruction. To 
confuse matters further, students might hold certain normal conceptions and 
misconceptions in statistics simultaneously. In Shaughnessy’s (1992) micro-model of 
stochastic conceptual development, which comprises four levels of stochastic 
understanding: non-statistical, naive-statistical, emergent-statistical and pragmatic- 
statistical, to characterise how students develop, hold and apply models of probability, it 
is emphasised that the levels are not necessarily linear or mutually exclusive. You do not 
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have to be naive-statistical before you are pragmatic-statistical and you can function with 
several of the different levels or categories operative (Shaughnessy, 1992). 
Much research has concerned people’s statistical misconceptions, but there is much 
less research that has looked at how certain learning conditions can remedy such 
confusions. One exception here is the work by Mevarech (1983) that is described later in 
this section. With regard to research related to students’ difficulties with statistics, far 
more research has concerned probability than other statistical concepts (Garfield & 
Ahlgren, 1988). An area of enquiry in psychology referred to as judgment under 
uncertainty has illustrated that misconceptions concerning probability are commonly held 
(Kahneman & Tversky, 1972; Konold, 1989; Tversky & Kahneman, 1982). Tversky 
and Kahnernan (1982) proposed that people tend to use judgmental heuristics in uncertain 
situations in which a decision must be made. More specifically, it has been argued that 
people do not adhere to probability theory when judging the probabilities of uncertain 
events, but use heuristics that are difficult to eliminate (Kahneman & Tversky, 1972). For 
example, in tasks that require an assessment of probability, individuals typically employ 
the representativeness heuristic where a person 
“evaluates the probability of an uncertain event, or a sample, by the degree to which 
it is: (i) similar in essential properties to its parent population; and (ii) reflects the 
salient features of the process by which it is generated ... in many situations, an 
event A is judged more probable than an event B whenever A appears more 
representative than B” (Kahneman & Tversky, 1972, p. 431). 
By relying on this heuristic an individual will therefore consider that a sample will reflect 
the characteristics of the population from which i t  is drawn. This is illustrated by the 
following problem: 
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“All families of six children in a city were surveyed. In 72 families the exact order 
of births of boys and girls was GBGBBG. What is your estimate of the number of 
families surveyed in which the exact order of births was BGBBBB?” (ibid., p. 
432). 
Kahneman and Tversky (1972) reported that 75 out of 92 participants judged the 
sequence BGBBBB to be less likely than the sequence GBGBBG although the two birth 
sequences are equally likely. In other words, the sequence GBGBBG is viewed as 
representative of the proportion of boys and girls in the population. Misconceptions that 
concern probability are not only held by novices, but also by trained scientists (Tversky 
& Kahneman, 1993). Although this type of research has indicated the kinds of 
misconceptions about probability that people tend to suffer from, it does not provide data 
concerning the kinds of difficulties that students might typically encounter when they 
study statistics as part of an undergraduate degree programme in a user-discipline of 
statistics, such as psychology. There are a variety of statistical topics that psychology 
students must study in descriptive and inferential statistics. Although less attention has 
been given to research on misconceptions in these topics areas (Garfield & Ahlgren, 
1988) research has suggested that students also have conceptual difficulties in descriptive 
statistics. Descriptive statistics are used to organise and summarise samples of data, such 
as measures of central tendcncy. 
Researchers have argued that many students do not have a compiete and thorough 
understanding of the arithmetic mean (Hardiman, Well & Pollatsek, 1984; Pollatsek, 
Lima ¿? Well. 1981). This argument has been based on findings that indicated that 
students’ knowledge of the mean was limited by “an impoverished computational 
formula” (Pollatsek et al, 1981, p. 191), which can be used to solve simple mean 
problems, but not weighted mean problems (ibid.) To assess students’ understanding of 
the mean, Pollatsek et al (1981) interviewed students and also asked them to think aloud 
while they worked on weighted mean problems. So, the students (most of whom were 
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undergraduate psychology students) were, for example, asked to solve the following 
problem: 
“A student attended college A for two semesters and earned a 3.22 GPA [grade 
point average]. The same student attended college B for four semesters and earned a 
3.78 GPA. What is the student’s GPA for all his college work?’ (ibid., p. 195). 
By using such problems, Pollatsek et al (1981) found that many students were unable t o  
correctly weight and combine two means to give a single mean. With regard to the above 
problem, students unthinkingly apply the computational formula for a single mean and 
add 3.22 and 3.83 and then divide the outcome by 2. They should calculate 2 multiplied 
by 3.22 and add this result to 4 multiplied by 3.78, and then divide by six (the total 
number of semesters). Indeed, of the fifteen students who worked on a grade point 
average problem, only two students computed the right answer and the others tended to  
take the unweighted mean of the two GPA’s even when the hypothetical student spent 
twice as much time at college B than at college A. Thus, in a typical interview with a 
student solving a grade point average problem, the student would add the GPA for  
college A and B and then divide the result by 2 (Pollatsek et al, 1981). With these 
findings in mind, Pollatsek et al (1981) suggested that students’ knowledge of the mean 
was limited to a computational formula, which was not sufficient for a complete 
conceptual understanding of the mean. Moreover, these researchers noted that in many 
introductory courses in statistics students learn to use formulas in a rote like manner and 
that non mathematical students tend to focus on the learning of formulas to solve specific 
statistical problems. The study, however, only involved a sample of seventeen students 
and just three of these participants had completed about half a semester of statistics before 
taking part in the study (Pollatsek et al, 1981). The study was also somewhat limited in 
its scope because it exclusively looked at students’ solving weighted mean problems. One  
of the problems used in the study read as follows: 
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“There are ten people in an elevator, four women and six men. The average weight 
of the women is 120 pounds, and the average weight of the men is 180 pounds. 
What is the average of the weights of the ten people in the elevator?” (Pollatsek, 
1981, p. 195). 
Hawkins and her colleagues (1992) have noted that it is not clear why researchers would 
want students to calculate such a pointless statistic because it expects students to work out 
a representative statistic for a problem that has two different distributions. 
Mevarech (1983) took a rather different approach in looking at students’ 
understanding of descriptive statistics. In one of his studies, students acted as 
diagnosticians who were presented with a test of statistical problems that had been solved 
either correctly or incorrectly. As diagnosticians, the students were asked to identify 
whether the problems had been solved incorrectly, to describe the erroneous steps and to 
propose appropriate corrections. Mevarech (1983) found that all the students, who had 
taken courses in descriptive statistics, possessed prerequisite computational knowledge in 
that they recognised formulas for the simple mean, weighted mean and variance. 
However, this knowledge was not sufficient to solve a variety of given problems in 
descriptive statistics because only a few students possessed the necessary conceptual 
structures to solve the problems in the diagnostic modelling test (Mevarech, 1983). For 
example, one of the problems on the test was designed to diagnose a misconception that 
concerns the ‘identity number’: 
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"A score of zero (O) was added to a set of 5 scores (52, 68, 74, 86 and 90) with a 
mean equal to 74. What is the mean of the new set? 
(Incorrect) solution: The mean will not be changed because adding zero to the sum 
does not change the sum. Thus, 
(52 + 68 + 74 + 86 + 90 + 0)/5 
= (52 + 68 + 74 + 86 + 90)/5 
= 370/5 = 74" 
(Mevarech, 1983, p. 418). 
In the above case, the solution is incorrect because the score 0 should be added to give a 
sum, and this sum should be divided by 6, the new number of scores in the set. This 
ensures that the value of the mean is influenced by the value of every score in a particular 
distribution. However, 30 per cent of the students evidently did not understand this and 
thought that zero was the identity element or that when it was added to a set of scores it 
would not change the mean (Mevarech, 1983). In the operation of addition, the identity 
element is zero, (which means that the sum of zero and any other number is the number 
itself), and it is proposed that students inappropriately use this knowledge in working out 
the average of a set of numbers (Mevarech, 1983). Based on an analysis of students' 
errors, Mevarech (1983) proposed that most of the students who took part in his research 
did not seem to fully uiiderbiand lhe idea of using average numbers and variances. 
Mevarech (1983) also carried out a study that was designed to investigate whether a 
Mastery Learning Strategy helped students to overcome statistical misconceptions. More 
specifically, this study investigated whether students exposed to instruction with a 
Mastery Learning Strategy out-performed those students in a control group who had been 
exposed to a traditional lecture course. Both groups of students covered the following 
topics on the courses: frequency distributions, measures of central tendency, measures of 
dispersion and correlations. The students who took part in the experimental group were 
undergraduates who majored in education and they were exposed to the Mastery Learning 
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Strategy for the statistics course, which involved the following phases: 
Presentation of group-based instruction. 
Administration of a diagnostic test, 
Identification of those students who did not reach a set standard on the test. These 
students were engaged in corrective activities. 
Students who were engaged in corrective activities were retested with another 
diagnostic test. 
Administration of summative test 
The major difference between the Mastery Learning Strategy statistics course and the 
lecture based course was the use of diagnostic tests and corrective activities in the former. 
The diagnostic tests were designed to pinpoint students’ misconceptions. To complete 
these diagnostic tests, the students acted as diagnosticians because they had to identify 
whether the problems on the test had been solved incorrectly, describe the erroneous 
steps and propose appropriate solutions. A vaiety of statistical problems were used as the 
corrective activities in the study, which were designed to overcome the students’ 
misconceptions. Each set of corrective activities contained four problems, each one of the 
following types: concrete-familiar, abstract-familiar, concrete-unfamiliar and abstract- 
unfamiliar. Here, a concrete statistical problem was defined as one which described a real 
situation dealing with real objects (e.g., salaries) and an abstract problem involved 
abstract data (e.g., algebraic symbols). A familiar statistical problem involved grades and 
an unfamiliar prohlem dealt with scientific ideas. Students did not simply attempt to solve 
these set problems, but were encouraged to predict the answers and to explain their 
solutions. In addition, students’ misconceptions were made explicit to them and they 
were asked to explain the basis for their mistakes. After students had worked though the 
corrective activities they then completed another diagnostic test to ensure that they 
understood the concepts. 
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Students in both the experimental and control groups were tested after the course 
and the findings showed that students in the Mastery Learning Strategy group achieved 
significantly higher scores on these summative tests than the control group. It is, 
however, surprising to find that although the diagnostic tests emphasised students’ 
understanding of statistical concepts, the summative tests simply consisted of multiple 
choice items (Mevarech, 1983). Student responses to multiple choice tests do not provide 
sufficient evidence that students understand the statistical concepts in question. However, 
Mevarech (1983) suggested that students must be engaged in corrective activities in order 
that statistical misconceptions are eradicated. Even if this suggestion is accepted it is stili 
not clear whether the diagnostic tests or the corrective activities addressed students’ 
statistical misconceptions. 
The variety of empirical studies described above indicate that students are likely to 
have difficulties acquiring statistical concepts. It is worth noting that there is a meaningful 
sequence to these empirical studies: Mevarech (1983) looked into students’ systematic 
errors in descriptive statistics in an attempt to extend the work of Pollatsek and his 
associates, but also because much research had been conducted on misconceptions 
regarding probability (e.g., Kahneman & Tversky, 1972). However, a number of issues 
that concern these studies can be raised. As has been previously noted, the majonty of 
studies have been concerned with identifying students’ misconceptions in statistics, but 
with the exception of Mevarech (1983), little research has looked at how such 
misconceptions can be remedied. It is noteworthy that the above range of studies have 
involved different participants in terms of their prior knowledge of statistics and their 
degree programme. For example, Pollatsek et al (1981) report that the seventeen 
participants in their study were undergraduate volunteers and that most of these (the 
number is not specified) were psychology majors and that three of the participants had 
completed “approximately half a semester of statistics” (p. 194). When research that 
concerns students’ understanding of statistics is conducted, characteristics of the sample 
must be clearly detailed because such characteristics might have implications for the 
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research findings. It is striking that empirical work has used statistical tasks to assess 
students’ understanding of particular concepts which are not representative of the kinds of 
problems that students have and will encounter i n  studying statistics: weighted mean 
problems are an example here. It is also important that research that looks at students’ 
understanding of statistics should ask students to think aloud while they solve statistical 
problems so that valuable data concerning misconceptions can be collected. For example, 
Pollatsek et al (1981) asked students to think out aloud as they worked on a problem and 
also interviewed participants to determine the reasoning underlying their answers. 
Students’ misconceptions in statistics must be identified so that effective 
instructional materials can be designed and developed. Although much research has 
looked at the psychology of probability and some research has investigated students’ 
understanding of the mean, there are other important areas of statistical enquiry that are of 
relevance to students taking psychology that need to be the subject of research. One such 
area, the focus of the research reported in this thesis, is correlation and how it might be 
understood by psychology students. 
2.5 Correlation 
The terms correlation and association are both used generally to refer to situations in 
which a relationship exists between variables. In the general sense, association is used to 
describe the degree of dependence or independence that exists between variables whether 
they arc nicasured qualitatively or quantitatively. In the narrower sense, association is 
used to describe a relationship between dichotomous variables (Marriott, 1990). The term 
correlation is also used in a general manner to denote the interdependence that might exist 
between qualitative or quantitative data and in this sense includes the association of 
dichotomous variables and the contingency of classified attributes. However, the term 
correlation is more frequently used in the narrower sense to describe the relationship 
between measurable variates or ranks (Marriott, 1990). Different measures or coefficients 
of correlation and association can be used and the choice of coefficient will depend on the 
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type of data. This thesis is concerned with the narrower sense of the term correlation and 
the term association is only used when relevant research is discussed that has used this 
latter term (e.g., Batanero, Estepa & Godino, 1997). 
Some texts aimed at the psychology student refer to correlational designs (Greene & 
d’Oliveira, 1982; Shavelson, 1981). Quite simply this is when a study is carried out to 
see whether there is a relationship between variables that do not readily lend themselves to 
direct experimental control or manipulation. In a correlational design, questionnaires arc 
often used to see if certain variables arc related. For example, in personality research, 
questionnaires have been typically used to study relationships between variables (Pervin, 
1989). This situation is contrasted with the psychology experiment where, for example, 
an independent variable is manipulated to see if i t  has an effect on the dependent variable 
(Green & d’Oliveira, 1982). Correlational designs are often used in psychology because 
ethical and practical considerations prevent the direct manipulation of particular variables. 
As considered below, if a relationship is found to exist between variables then causal 
explanations for the relationship should not be inferred. However, students must learn 
about correlations because they arc widely used in empirical work. If a correlation is 
obtained between two variables, this might suggest that further empirical work is required 
to look in detail at the possible nature of the relationship. 
In introductory statistics courses correlation and regression are met in an 
investigation of bivariate data (Hawkins et al, 1992). Statistics textbooks that are aimed at 
psychology students include chapters that cover the topics correlation and regression 
(e.g., Hintoii, 1995; Howell, 1992), whereas some texts contain separate chapters for 
these topics (e.g., Coolican, 1990; Pagano, 1990; Shavelson, 1981). Hawkins et al 
(1992) have noted a misconception that concerns the relationship between the techniques 
of correlation and regression: students view these two “topics as being two sides of the 
same coin” (p. 51). They are not. For example, a student might find that a high 
correlation indicates a strong relationship between two variables, and then goes on to 
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work out a regression of one variable on the other variable. There is, however, an 
important distinction to be made between a correlation and a regression analysis that 
would made this kind of thinking incorrect (Hawkins et al, 1992). Both correlation and 
regression are used in dealing with bivariate data, but to carry out a regression analysis 
one important assumption is made: one of the variables is treated as the response vanable 
and the other as the explanatory variable (Daly, Hand, Jones, Lunn & McConway, 
1995), and this explanatory or independent variable is fixed or specified by the researcher 
before the data are collected (Hawkins et al, 1992; Howell, 1992). In regression, the 
focus is on trying to explain how measurement on one variable changes in response to 
changes in the other variable. By contrast, correlation is used in situations when both of 
the variables are random (Howell, 1992). Although both regression and correlation are 
concerned with the relationship between two variables, regression is primarily used for 
prediction, whereas correlation is used to find out whether a relationship exists between 
two variables (Pagano, 1990): 
“Correlation is a topic that studies the relationship between two variables. Interest 
centres on the direction and the degree of the relationship” (ibid., p. 117). 
Correlation is an important concept to be learnt by psychology students because 
techniques of correlation are widely used in psychological research. Coolican (1990) has 
outlined some of the common uses of correlation is psychology: reliability, factor analysis 
and twin studies. For example, correlation can establish inter-rater reliability of the 
judgment between people (raters). Factors analysis uses all the possible correlations 
between several tests taken by the same individuals, and IQ scores for twin pairs have 
been coireialed (Coolican, 1990). Other uses of correlation in psychology abound: to see 
if the average age at which babies start to crawl is related to the average temperature for 
the sixth month following birth (Benson, 1993); to see if a relationship exists between TV 
violence and children’s aggression (Eron, Huesman, Lefkowitz & Walder, 1972); a look 
at the relationship between stress and psychological symptomatology (Wagner, Compas 
&Howell, 1988); and to investigate if a relationship exists between an index of brain size 
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and people’s IQ (Willennann, Schultz, Rutledge & Bigler, 1991) 
The concept of correlation concerns both the direction and degree or magnitude of a 
relationship between two variables (Pagano, 1990). To understand correlation, a student 
must know that a relationship between two variables can be non existent, positive or 
negative. In addition, a student must learn that a relationship can vary from being 
nonexistent to being a perfect relationship (Pagano, 1990). There is often talk of the 
strength of a relationship as expressed by, for example, a correlation coefficient (e.g., 
Coolican, 1990). An important derivative of the concept of correlation is often described 
as follows: 
“Correlation is not causation” (Daly et al, 1995, p. 438). 
Texts emphasise that if a relationship is found to exist between two variables, then it 
cannot be concluded that there is a causal relationship between the two variables in 
question. Students (and researchers) must interpret a correlation with caution because 
although a correlation indicates that generally the values of two variables covary, there are 
four interpretations of an obtained correlation: 
One variable, A is the cause of the other variable, B 
Variable B is the cause of variable A 
The correlation between variables A and B is spurious. That is, the observed 
relationship is due to sampling variability or from sampling, for example, unusual 
behaviour. 
A third v:iriable, C might be responsible for the obtained correlation between A and 
B .  
(Coolican, 1990; Daly et al, 1995; Pagano, 1990). 
When students learn about correlation they will use the main techniques of this topic 
which are the creation of scatter plots and the computation of correlation coefficients. 
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Bivariate data can be plotted on a scatter plot which will give an indication of the direction 
and strength of a relationship between two variables. A correlation coefficient provides a 
measure of both the kind of relationship that exists between two variables, and the degree 
of this relationship: 
“A correlation coefficient expresses quantitatively the magnitude and direction of the 
relationship” (Pagano, 1990, p. 118). 
A correlation coefficient takes values between -1 (a perfect negative correlation) to 1 (a 
perfect positive correlation) and a correlation of zero indicates no relationship between 
variables (Daly et al, 1995; Pagano, 1990). Statistical texts for the behavioural sciences 
usually refer to the strength of a relationship as indicated by the magnitude of a correlation 
coefficient. The strength of relationship is expressed on a scale that ranges from -1 
through zero to 1 as indicated by the value of the correlation coefficient. Coolican (1990) 
provides a scale, which describes in general, that irrespective of the sign, a correlation of 
between 0.1 and 0.3 indicates a weak relationship, a correlation of between 0.3 to 0.6 
indicates a moderate relationship and a correlation of between 0.6 and 0.9 indicates a 
strong relationship. Although the statistical significance of a sample correlation is 
considered below, it is worth noting that if the sample size is fairly substantial, involving 
30 participants, for example, a correlation of only 0.3 will be statistically significant (p < 
0.05). 
A number of correlation coefficients exist, but the Pearson correlation coefficient, 
which is denoted by r ,  is the most commonly used and is a measure of the strength of 
linear (straight line) correlation @aly et al, 1995). The choice of the correlation coefficient 
will depend on the type of data where, for example, the Pearson correlation coefficient is 
used when data are measured on an interval scale, and the Spearman rank correlation 
coefficient is used when one or both of the variables are ordinal (Pagano, 1990). In 
addition to working out the value of a correlation coefficient, bivariate data should be 
described graphically because outliers can decrease the value of a correlation coefficient. 
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In addition, if data are curvilinear the Pearson correlation coefficient can underestimate the 
degree of relationship that exists between two variables (Pagano, 1990). Anscombe 
(1973) provided four different sets of artificial bivariate data all of which take a Pearson 
correlation coefficient of r = 0.816. The scatter plots for these data sets are shown in 
figure 2.1. 
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Figure 2.1 Scatter plots of data sets from Anscombe (1973) 
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In (a) the correlation 0.816 does provide a valuable summary of the bivariate data. 
However, in (b) the correlation does not provide an appropriate measure of the 
relationship because even though there is evidently a very strong (if not perfect) 
relationship between the varjables, the relationship is not linear and for the Pearson 
correlation coefficient a perfect correlation (-1 or 1) is only found in a straight line 
relationship. Daly et al (1995) point out that in (c) the outlier decreases the value of the 
Pearson correlation, and if the outlier in (d) was excluded from the data set there would 
be no relationship between the variables. Such data emphasises the importance of 
graphical representation to determine if a relationship is linear before computing a 
correlation coefficient. Hinton (1995) points out that care must be taken to check that a 
data set has homoscedasticity when a correlation in being undertaken. Essentially, 
homoscedasticity means that the relationship between two variables remains the same at 
all points and that all the scores are evenly spread. Isolated points or outliers and clusters 
of scores can have a powerful influence on the correlation coefficient and would therefore 
misrepresent the underlying relationship between variables (Hinton, 1995). It is 
interesting that in Fox and Fowler's (1996) teaching experience students tend to blindly 
accept the calculated value of the correlation coefficient without considering graphical 
evidence. 
One of'the other most frequently used coefficients is the Spearman rank correlation 
coefficient (rs)  that is used for data that is ordinal (Coolican, 1990) and which provides a 
measure of monotonic correlation (Daly et al, 1995). 
The question of interest is often not what the strength of relationship is between 
variables in a sample, but what the strength of relationship is in the population (Daly, 
1995). The sample correlation coefficient is used to test the null hypothesis that, in the 
population, there is no correlation or that the coefficient is zero (Daly, 1995). In 
psychology a correlation is usually tested (with a given sample size) to see if it is 
significant at a level of probability. Typically, statistics texts have provided statistical 
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tables so that a student can check to see if a correlation is significant at the level of 0.01 or 
0.05. For example, a student would find that a correlation of 0.79, for a sample size of 
12, is significant (p < 0.01). However, with the increasing use of data-analysis 
programs, such as SPSS ,  students might not continue to use statistical tables because 
such applications provide output that specifies the probability of an obtained statistic. 
In summary then, when psychology students study the topic of correlation, they 
will leam about correlational designs, positive and negative correlations and will address 
the issue of causation. In addition, they will employ the primary techniques of correlation: 
the production of scatter plots and the calculation of correlation coefficients. Students will 
leam how to test a correlation to see if it is statistically significant and must also be able to 
interpret the meaning of correlation coefficients when they are, for example, reported in 
the psychology research literature. There has been very little research that has looked at 
the kinds of difficulties that students encounter in these areas. In addition, no empirical 
work has been found‘that has looked at the relationship between students’ general 
mathematical understanding and students’ undersianding of the topic of correlation. There 
has, however, been some research that has focused on people’s detection and assessment 
of covanation. 
2.6 The assessment of covariation 
Chapman and Chapman (1987) have described a phenomenon termed illusory 
correlation whcre there is a “tendency to see two things as occumng together more often 
than they actually do” (p. 241). L. Chapman (1967) found that semantically related words 
tended to be seen as occurring together in pairs more often than they really did. In a study 
various word pairs, such as bacon-tiger were projected onto a screen in front of a 
participant. These word pairs were changed every two seconds and one of the words of 
the pair was always one of four possible words (bacon. lion, blossoms, boat). Each of 
these words appeared for an equal amount of time and were paired with the words: eggs, 
tiger or notebook. The word pairs were systematically arranged so that each left side 
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word appeared an equal number of times with each right side word. However, when 
participants were asked about the word pairs, they said, for example, that when the word 
bacon appeared the word eggs was paired with i t  47 per cent of the time. In general, 
participants claimed that the word pairs with a verbal association occurred more often than 
the other word pairs even though every word pair were presented to participants as often 
as every other (Chapman 1967). With regard to students learning correlation as a 
statistical topic, the implications of such findings are unclear. Illusory correlation is 
vaguely described and Chapman and Chapman (1982) have used the term correlation 
generally to refer to “two things” that go together. For students correlation is likely to 
mean much more than this: they typically have to deal with bivariate data measured on an 
interval or ordinal scale and must learn to employ techniques of correlation to assess 
whether a relationship exists between two variables and to interpret a possible relationship 
(or lack of it). 
Research has also been concerned with lay persons’ proficiency at the detection and 
assessment of covariation (Jennings, Amabile fk Ross, 1982; Well et al, 1988). Jennings 
et al’s (1982) study is considered here in detail because although i t  has been cited as 
relevant in the context of research into statistical education (Hawkins et al, 1992), there 
are a number of criticisms that can be raised about this study. Jennings et al (1982) were 
concerned with people’s difficulties at detecting and assessing covariation and in the light 
of this raise two important issues of interest that they investigated in an empirical study. 
Firstly, they looked at people’s proficiency at data-based assessment of covariation. That 
is, as shall he considered helow, they investigated people’s difficulties in detecting and 
assessing covariate data that were “unencumbered’ by theories about the empirical 
relationship (Jennings et al, 1982, p. 216). Secondly, they investigated whether there 
was a tendency for people’s theories (or expectations) to lead them to assume a strong 
correlation when no empirical evidence was available. Two different kinds of tasks were 
therefore used to investigate participants’ covariation assessment. The first kind of task 
was used for participants’ data-based assessments of covariation and also provided data 
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about the relationship between subjective judgments of covariation and objective 
measures of covariation. Here, participants were presented with sets of bivariate 
observations that they could apparently hold no theories or expectations about and were 
asked to assess the strength of the relationship in each set. More specifically, participants 
were provided with, for example, a set of 10 simple number pairs, which they were 
asked to study and estimate the relationship between by placing an ‘X’ on a 100-point 
subjective rating scale with two end points that read ‘perfect relationship’ and ‘no 
relationship’. The second kind of task was used for a theory-based assessment of 
covariation. Here, pairs of variables were used that apparently would be linked by 
people’s theories. Participants were asked to estimate first the direction and then the 
strength of the relationship between these variables by using the 100-point subjective 
rating scale, For example, for the second kind of task, participants were presented with 
the following two pairs of variables: 
Children’s dishonesty as measured by false report of athletic performance. 
Children’s dishonesty as measured by amount of cheating in solving a puzzle 
[r=0.18]  
Students’ height. 
Students’ weight 
Ir = 0.791 
(Jennings et al, 1982, p. 218). 
Such pairs of variables were presented to participants, but the correlation coefficient 
obtained for each pair was not presented. However, the correlations were selected from 
previous empirical studies and therefore provided an objective measure of the relationship 
between the presented pairs of variables. These objective measures of correlation were 
required so that a participant’s subjective assessment of the relationship between pairs of 
variables could be compared to an objective measure and assessed for accuracy (Jennings 
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et al, 1982). 
Participants’ performance at data-based covariation estimates provided an indication 
of how easily the participants detected various degrees of covariation in the absence of 
any theory about the relevant bivariate data. Jennings et al (1982) found that participants 
found the data-based estimation task difficult. For example, many participants had 
difficulty recognising positive relationships that arc commonly reported in psychological 
research (e.g., 0.4). Such correlations were barely detected by participants who gave 
mean estimates for such correlations in the range of only four to eight on the 100-point 
scale. Even strong positive correlations such as 0.6 resulted in low subjective estimates of 
covariation. For instance, an objective correlation of 0.7 produced a mean subjective 
rating estimate of 35, a rating that was midway between the points on the rating scale 
labelled ‘rather weak’ and ‘moderate’ (Jennings et al, 1982). 
In the case of theory-based estimates, there was a tendency for participants’ 
estimates to show an approximate correspondence with the objective measures. So, for 
example, positive relationships were estimated to be positive and relatively strong 
relationships were estimated to be stronger than relatively weak ones (Jennings et al, 
1982). However, participants were not as conservative in their theory-based estimates of 
covariation as they were in their data-based ones. For example, the following pair of 
variables was presented to participants: 
Sixth graders’ ability to ‘delay gratification’ 
Sixth graders’ ability to resist temptation to cheat. 
[ r  = 0.3 i] 
(Jennings et al, 1982, p. 218). 
When presented with bivariate data that would give a correlation within the range r = 0.2 
to r = 0.3 participants provided estimates of between zero and 10 on the rating scale, but 
given this pair of variables (with no data or coefficient) participants’ theory-based 
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estimates averaged in the 50 to 60 range of the 100-point rating scale (Jennings et al, 
1982). 
A number of criticisms concerning the methods used in the above study can be 
made. Firstly, it is unrealistic to expect that people can provide a reasonable estimate of 
covariation based on the kinds of stimulus materials used in the data-based estimation 
task. Three sets of stimulus materials were used to provide bivariate observations: sets of 
10 number pairs; drawings, each giving a set of 10 men of various heights holding 
walking sticks of various lengths; and presented in the form of audio a set of 10 
individuals were heard to emit some letter (that occupied an ordinal position in the 
alphabet) and then sing a musical note of varying duration. These materials do not 
provide an adequate set of bivariate data. Although Jennings et al (1982) were concerned 
with lay persons’ detection and assessment of covariation (the study involved 64 
undergraduates who had not taken a college level course in statistics) i t  would have been 
reasonable to present scatter plots of bivariate data and to ask participants to estimate both 
the kind and magnitude of the relationship. The empirical study was concerned with lay 
persons’ assessment of covariation: but the pairs of variables used for the theory-based 
assessments were not appropriate for the lay person who might not be aware of the 
complexities of psychological research. Take the following pair of variables that was 
presented to participants: 
Self-ratings of political conservatism 
A composite of self-rating items from the Ethnocentricity scale 
(Jennings et al, 1982, p. 718). 
What possible theory or expectation could a lay person have about the relationship 
between these two variables? On what basis would they be expected to provide a 
reasonable estimate of the relationship that takes an objective correlation of 0.57? It is 
doubtful whether a lay person holds a theory that concerns the Ethnocentricity scale and 
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what variable(s) it might be linked to. 
As well as the above criticisms, Jennings et al (1982) use the findings of the study 
to make unjustified generalisations: 
“When no objective, __ .  bivariate data can be examined, but prior theories or 
preconceptions can be brought to bear, the intuitive psychologist is apt to expect 
and predict covariations of considerable magnitude - often of far greater magnitude 
than are likely to be presented by past experience or to be bourne out by future 
experience” (my emphasis, ibid., p. 224). 
The participants of the above study were not asked about their expectations or theories 
concerning the relationships between the pairs of presented variables and they were not 
asked to predict covariation: participants were asked to provide a subjective rating to 
estimate the relationship between the variables. It is noteworthy that research (Well et al, 
1988) has suggested that a 100-point subjective rating scale is not necessarily a reliable 
tool to use for participants’ assessment of covariation. 
It has been proposed that’Jennings et al’s (1982) findings might be dependent on 
the format of data presentation used in the research (i.e., sets of digit pairs in data-based 
estimates) (Lane, Anderson & Kellam, 1985). Research has shown that people perceive 
variables to be more highly related if the data are presented graphically than if they are 
presented in a tabular format (Lane et al, 1985). In one of a series of experiments by Lane 
et al, participants, who were undergraduate psychology students, were presented with 
tables of bivariate data or graphs showing scatter plots of the same data and were asked to 
delect and estimate the relationship between variables in the tables or the scatter plots 
(Lane et ai, 1985). Participants were asked to measure the relationship on a scale of zero 
to 100, where they were told that zero meant no relationship and 100 meant a perfect 
linear relationship. Overall, participants judged the degree of relatedness between the 
continuous variables to be higher in the graphical format than in the tabular format. 
Another experiment, which made use of the same method and stimulus materials, 
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involved participants who made up a statistically expert sample. The participants were 
professionals in psychology, economics and education who had volunteered themselves 
for the study as part of a statistically expert sample and who had taken courses in statistics 
at college. It was found that these experts tended to see stronger relationships in data 
presented in a tabular format than did novices (Lane et al, 1985). 
Well and his associates (1988) also conducted a study designed to investigate 
people’s assessment of covanation of continuous variables. In this study, however, 
participants were asked to estimate three sets of paired two digits numbers (each set 
consisting of 60 X-Y pairings!) that had the correlations of 0.9, 0.6 and 0.1. These 
researchers also made use of the familiar rating scale that was labelled zero at one end to 
indicate no relationship and 100 at the other end to indicate a perfect relationship. This 
was used by the participants to provide an estimate of the strength of the relationship 
between the sets of X-Y pairings. It was found that the participants, who were 
undergraduate students that took psychology courses, were quite poor at providing 
estimates of the strength of relationships (Well et al, 1988). However, these researchers 
found that there was variabilcty in how participants used the rating scale where the 
judgment range (the difference between participants’ largest and smallest estimate) varied 
considerably between participants. This calls into question the use of a subjective rating 
scale as a reliable and valuable measure for people’s estimate of covanation. 
Research studies that have looked at people’s detection and assessment of 
covariation have not used bivariate data that had negative correlations (Lane et al, 1985; 
Well et al, 1988). Jennings et al’s (1982) research did include pairs of variables that had 
objective measures of negative correlations, but i t  is not at all clear whether any of the 
bivariate observations used in the study had negative correlations. In a study that 
investigated people’s estimation of correlation from scatter plots, negative correlations 
were also not used (Strahan & Hansen, 1978). Strahan and Hansen (1978) recruited 
participants who were either enrolled in an advanced basic statistics course and were 
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predominantly graduate students or were faculty from a psychology department. In this 
study, participants were asked to estimate the degree of relationship from scatter plots by 
providing a correlation coefficient with two decimal places. Strahan and Hansen (1978) 
found that participants underestimated the degree of correlation represented by scatter 
plots. Strahan and Hansen (1978) noted that a limitation of their research is that the entire 
range of correlations from -1 to 1 was not presented to participants and that this was to 
prevent possible confusion with negative numbers. Research is required to investigate 
students’ assessment of bivariate data that shows a negative relationship. 
The above studies have been primarily concerned with lay persons’ assessment of 
covariation, with the exceptions of Strahan and Hansen’s (1978) work and experiments 
that have looked at experts’ and naive participants’ assessment of bivariate data in both 
tabular and graphical formats (Lane et al, 1985). However, the statistically naive 
participants involved in Lane and his colleagues’ research were undergraduate 
psychology students and although Well et al (1988) were concerned with assessment of 
covariation by people in general, the participants involved in this study were also 
undergraduate psychology students. In both these cases, the participants’ prior 
knowledge of statistics is not reported. 
i t  is difficult to say whether the above studies indicate that people in general find 
covariation assessment difficult. Jennings et al’s (1982) study indicated that in the case of 
data-based assessment of covariation participants did not tend to detect positive 
correlations. However, this finding might be dependent on the format of data presentation 
that was used in thc study and the use of a subjective rating scale that might not be 
reliable. Related research has indicated that people are quite poor at estimating the strength 
of relationship (Well et al, 1988), but to assess sensitivity to covariation detection this 
research only used pairs of numbers as bivariate data. Research that has looked at 
participants’ estimates of the degree of correlations from scatter plots has shown that 
people tend to underestimate the relationship between variables (Strahan & Hansen, 
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1978). It is important to emphasise, however, that the purpose of the above studies has 
not been to identify the confusion and difficulties that psychology students have 
concerning correlation. It is somewhat incidental that at least two of the studies that 
concern people’s assessment of covariation have recruited psychology students (Lane et 
al, 1985; Well et al, 1988). 
When students study the topic of correlation they use particular techniques to 
establish whether a relationship exists between two variables. Accordingly, they must 
learn how to estimate the direction and magnitude of the relationship from a scatter plot, 
and to interpret the correlation coefficient obtained. Research has shown that students do 
have difficulties and confusions pertaining to these aspects of learning. With the 
exception of one recent research programme that is considered in the next chapter 
(Batanero, Estepa, Godino & Green, 1996), there has been a lack of research that has 
looked at students’ understanding of correlation. 
2.7 Summary 
This chapter has examined research that relates to statistical misconceptions. The extent or 
prevalence of these misconceptions is not clear from this research literature. Indeed, this 
would be very difficult to determine because the charactenstics of the participants in the 
studies reviewed differ in terms of, for example, whether they have previously studied 
statistics and this kind of prior knowledge might affect research findings relating to 
whether the participants held particular misconceptions. 
One aspect of the research described in this thesis is how the topic of correlation 
might be understood by psychology students. Accordingly, the topic of correlation was 
outlined. Students taking psychology will learn about: correlational designs, the concept 
of correlation, causation and correlation, the techniques of correlation and how to test a 
correlation to see if it is significant. 
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Research that has concerned people’s detection and assessment of covariation was 
examined. From such research it can be concluded that people do not tend to detect 
empirical correlations (Jennings et al, 1982) and are poor at estimating the strength of 
relationship (Well et al, 1988). It has also been demonstrated that people perceived 
variables to be more highly related if data is presented in a graphical format than if i t  is 
presented in a tabular format (Lane et al, 1985), but that people tend to underestimate the 
magnitude of correlation from scatter plots (Strahan & Hansen, 1978). 
This chapter has shown that the purpose of much of the research that relates to 
students’ difficulties with correlation has been concerned with lay persons’ assessment of 
covariation and not, for example, identifying particular confusions that psychology 
students might hold about correlation. There is very little research that has investigated 
university students’ confusions and difficulties that concern correlation. Moreover, there 
is a lack of research that has looked specifically at psychology students’ misconceptions 
concerning correlation. A recent research programme has looked at students’ 
understanding of association and correlation (Batanero et al, 1996; Batanero et al, 1997; 
Estepa & Batanero, 1996). However, Batanero and her colleagues (1997) have been 
concerned with students’ understanding of association in general and have conducted 
empirical work that has looked at students’ conceptions about association in contingency 
tables (Batanero et al, 1996) and at students’ conceptions about correlation in scatter plots 
(Estepa & Batanero, 1996). This research programme has not looked at psychology 
students’ misconceptions concerning correlation, but has investigated pre-university 
students (17-18 year old students) understanding of association (Batanero et al, 1996; 
Estepa & Batanero, 1996). These students had not received any teaching of statistical 
association and the research therefore concerned students’ preconceptions concerning 
statistical association (and correlation). Similarly, further experimental work involved 19- 
20 year old university students who had not previously studied statistical association 
(Batanero et al, 1997). This research programme is very recent and could not therefore 
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inform the design of the investigation that is outlined in the next chapter. Batanero et al’s 
(ibid.) empirical work is, however, discussed in relation to the findings of this 
investigation in chapter 3. 
In contrast to Batanero and her associates’ work, the research reported in this thesis 
specifically investigated university psychology students’ confusions and difficulties 
concerning correlation. In addition, the research was designed to involve students who 
had already studied correlation or who had received instruction in this area because it is 
possible that, for example, by learning about correlation students acquire particular 
statistical misconceptions. As outlined in chapter 1, with the advances in computer 
technology, computer-assisted learning programs are likely to be used increasingly in 
higher education and could provide an additional form of instruction to help students 
acquire statistical concepts. However, the effective design of such programs should be 
informed by both research-based principles of learning and empirical work that looks at 
students’ understanding of statistical topics (chapter 4). With this in mind, the empirical 
study that is described in the following chapter was conducted. 
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Chapter 3 
An investigation of students’ conceptions and skills pertaining to 
the statistical topic of correlation 
3.1 Introduction 
The previous chapter indicated that students are likely to find statistics difficult, but there 
has been a lack of research that has looked at the kinds of confusions and difficulties that 
psychology students have in the particular area of correlation. This chapter describes a 
study that was conducted to investigate whether students find statistics difficult and to 
identify students’ confusions and difficulties pertaining to the statistical topic of 
correlation. 
3.2 Methodology for the investigation 
One of the purposes of the study was to investigate students’ experience in studying 
statistics in terms of interest, difficulty and enjoyment, and also how they would describe 
statistics as a subject area to study. It has been suggested that typically students find 
statistics difficult (Shute & Gawlick-Grendell, 1993), but these researchers have not 
provided empirical evidence to support this view. 
Drawing on research concerning students’ misconceptions, i t  was suggested in  the 
previous chapter that research concerning students’ understanding of statistical topics 
should employ techniques that allow light to be shed on students’ thinking. If a student 
simply provides the correct answer to a statistical task or problem this does not 
necessarily mean that they fully understand the statistical concept in question. 
Empirical studies on statistical understanding have collected data concerning 
students’ thinking or reasoning by asking students to think aloud while they have 
attempted to answer certain questions (e.g., Konold, 1989; Pollatsek et al, 1981). 
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Ericsson and Simon (1980,1993) have maintained that concurrent verbalisation, in which 
the participant is asked to think aloud while they work on a task, provides valuable data 
on participants’ thoughts. Indeed, concurrent verbal reports are now generally accepted as 
major sources of data on people’s cognitive processes on particular tasks (Ericsson & 
Simon, 1993). Ericsson and Simon (1993) have recommended guidelines for the use of 
think-aloud: for example, warm-up exercises should be employed in a procedure that asks 
students to think aloud so that participants can practice verbalisation of their thoughts. In 
the investigation that is described in this chapter, participants were asked to think aloud 
while they completed the statistical tasks and warm up exercises were provided. It has 
also been recommended that social interaction between the participant working on the task 
and the researcher is minimised and that, if necessary, the researcher should only remind 
participants to think aloud (Encsson & Simon, 1993). However, the investigation, which 
is described in this chapter, required a method that prescribed the use of prompts. This 
was necessary because while students worked on the statistical tasks a method of 
prompting was needed for when students became stuck on a particular task and the use of 
predefined prompts meant that data concerning a student’s particular difficulty, for 
example, could be collected. The method in the study used a predefined plan, which is 
described below, to prompt students if they got stuck on a particular statistical problem. 
To find out more about students’ understanding of particular statistical concepts 
statistical tasks or problems are required for students to complete. There is a lack of 
available rescarch instruments or tasks that can be used in empirical work to assess 
students’ understanding of correlation. This is probably because there has been little 
research that has looked into students’ understanding in this area. A variety of tasks or 
questions were developed for the investigation that is described in this chapter. It was 
decided that the questions should be piloted to see which particular questions were useful 
in terms of testing students’ understanding of particular concepts that concern correlation. 
So, an additional purpose of the study was to devise and pilot tasks for the topic area of 
correlation. 
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Konold (1989) investigated students’ conceptions of probability by setting a series 
of problems for them to answer and asking students to think aloud while they attempted 
to solve each problem. In other words, Konold (1989) interviewed students individually 
while they attempted to verbalise their thoughts as they occurred. Probes that were used 
during the interviews consisted of requests to repeat a comment and reminders to think 
aloud, and unplanned probes were also used in an attempt to clarify students’ thinking. 
In a study that made use of clinical interviews, Perkins and Martin (1986) watched 
students individually as they solved problems in programming and occasionally asked 
questions to track a student’s thinking until they encountered a particular difficulty or 
simply got stuck on the task at hand. The researcher observed and interacted in defined 
ways with the students as they worked through problems (Perkins & Martin, 1986). To 
track a student’s thinking and to provide help while a student worked through the tasks, 
the researcher, if it was necessary, progressively moved from the use of general prompts 
to hints and finally, to the use of what are termed ‘provides’ to resolve a student’s 
difficulties. For example, if a student got stuck they would be initially prompted by 
“high-level strategic questions one might ask oneself‘ (ibid., p. 216), which would 
include, for example, “what is your plan?’ or “how would you describe the problem to 
yourself?’ If prompts did not promote progress on the problem then the researcher would 
move to the use of hints that reflected the researcher’s understanding of the solution to the 
problem and, if this did not help, to the use of provides. For a provide, a student would 
be given the exact solution to the specific difficulty at hand. This approach provides a 
plan of what to do if the student gets stuck for an empirical study that involves observing 
students while they work on tasks. This approach was modified and employed in the 
investigation that is described in this chapter. Primarily, general prompts were used while 
students worked through the statistical tasks, and if necessary hints and provides were 
used for a question (question 14), which asked students to calculate a statistic by using a 
formula. 
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A further purpose of the study was to investigate students’ conceptual difficulties 
and procedural skills in the topic of correlation. As previously noted in chapter 2, i t  has 
been suggested that students find statistics difficult because they have inadequacies in 
prerequisite mathematical skills (Garfield & Ahlgren, 1988). If this is the case, then it is 
likely that students will also experience difficulties in carrying out particular statistical 
procedures or they will lack the necessary skills required to derive a procedure from a 
formula so that they can calculate a statistic. 
It is likely that students will have prior conceptions when they begin to take a 
course in statistics that might interfere with the acquisition of statistical concepts 
concerning correlation. However, the target population for this study were students 
taking psychology at an institute of higher education who had already taken a majority of 
the required statistics courses for their degree programme. This meant that the kinds of 
tasks, which were developed to investigate students’ understanding and difficulties 
concerning correlation, were not so restricted in their scope and detail. It would be tricky 
to ask a student to produce a scatter plot from data i f  they had very little or no prior 
knowledge of how to do this. 
To reiterate, the four main objectives of the study were to investigate: 
Students’ subjective opinions about whether they find statistics difficult (i) 
(¡i) Thc Kinds of tasks that can be used to assess students’ understanding of correlation 
(iii) Students’ conceptions concerning correlation 
(iv) Whether students have difficulties in carrying out particular statistical procedures 
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3.3 Method 
3.3.1 Participants 
Twenty students, (thirteen s and seven m: s) four of v l m  were from the 
University of Buckingham and sixteen who were from the University of Luton, took part 
in the study. They were paid £3 per hour for their participation. The mean age of these 
students was 23 years (minimum age 19, maximum age 37). Eleven of the students were 
in the second year of their undergraduate degree programmes and nine of them were in 
their final year. Eleven students were taking a degree in psychology and nine were taking 
a joint degree that included psychology. All of the students had completed an 
undergraduate course in statistics called Research and Experimentation, which covered 
correlations. Two students had obtained an A’ level in mathematics and statistics and one 
student had an equivalent qualification to A’ level mathematics called Matnc Mathematics. 
Fifteen of the students had obtained a grade C or above in GCSE mathematics or had an 
O’ level in mathematics. One student did not have a GCSE or an O’ level in mathematics 
or statistics (or an equivalent), but she had an HNC that involved Business and Finance. 
To ensure anonymity (idl) for example, refers to a participant. 
3.3.2 Materials 
Ii~onnurio:r sheet 
This was used to inform students of the purpose of the study and what it involved 
(Appendix A). For example, this sheet made i t  clear that if students got stuck on a 
particular task, there were a series of steps that would be followed to help them to 
continue. In addition, this sheet told students that they were to complete a task booklet at 
their own pace and to think aloud while they worked. Students were also asked to save 
any questions that might come to mind while they were working to the end of the session. 
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Questionnaire 
A questionnaire was devised and used to collect data concerning student characteristics 
and details of their degree course and institution. Here, students were also asked to 
specify any formai qualifications that they had in mathematics, and the materials and texts 
that they used for statistics. In addition, the questionnaire was designed to ascertain 
whether the students found statistics difficult. 
Pre-task sheet 
This sheet included warm-up exercises that were used initially to make sure that the 
students became familiar with the idea of thinking aloud before they worked through the 
task booklet. 
Task booklet 
The task booklet was devised to include questions that related to particular subtopics of 
correlation. To identify those subtopics that are typically covered the following texts were 
consulted: Greene and doliveira (1982), Hinton (1995) and The Open University 
(1990). For each subtopic, these texts were also used to devise a variety of tasks in the 
form of questions and appropriate answers to these questions. One of the questions was 
based on a study that was described in Smith and Cowie (1988) and originally described 
in Eron et al (1972). The choice and organisation of the subtopics, and the questions and 
their answers were examined and checked by three statistics specialists to ensure that they 
were accurate, nonambigious and appropriate. The following subtopics were identified as 
comprising the topic area of correlation: 
Correlational designs 
Scatter plots 
Positive correlation 
Negative correlation 
49 
Zero correlation 
The null hypothesis 
The strength of a correlation 
Parametric test: Pearson product moment correlation coefficient 
Parametric test: the significance of a correlation coefficient 
Interpretation of data 
A task booklet for the students to complete was therefore developed, which consisted of 
questions that involved graphs and data, and space for the students’ answers. This 
booklet was designed to take a student approximately one hour to complete. A standard 
task booklet was also developed to include both the questions in statistics and the model 
answers to the questions (appendix B). The students’ answers to the questions were then 
categorised with reference to the model answers that were devised. 
Audio cassette recorder 
This was used to record the students’ comments as they completed the questionnaire and 
the students’ think-aloud as they worked through the task booklet. 
A sheet was used that consisted of prompts that were generally applied when the students 
worked through the booklet. These kinds of prompts included the following: 
What are you thinking? 
Remember to say out-loud what you are thinking. 
Write down what you think. 
I can tell you that at the end. 
I can show you that at the end. 
If you like, move on to the next question. 
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This sheet also contained prompts that were used if the students got stuck on a particular 
question. For example, if a student could not answer a question they were asked: “what’s 
the first thing that you need to do?’ or “what is your plan?’ or “what do you need to do 
next?’ If prompts did not help the student while they attempted to answer question 14, 
which asked students to calculate a statistic by using a formula, hints were then used that 
were geared to the question, and if appropriate, provides were used to give a solution to 
an immediate specific problem. To answer question 14 students were required to derive a 
procedure from a formula and here, for example, a hint that was used suggested that the 
student make a column of data to calculate (Ea2) and a provide that was used involved 
telling the student that E meant ‘the sum of‘. 
Data recording sheet 
This sheet was designed to reflect the structure of the task booklet and was used to 
supplement the think-aloud protocols and to record pertinent student comments relating to 
particular questions. 
Study materials 
A scientific calculator was available for the students as they worked through the 
questions. The students were not told how to use the statistics mode on this calculator, 
which calculated basic descriptive Ttatistics, and none of the students used this mode. 
3.3.3 Procedure 
Firstly. students were provided with information about what the session would involve 
(the information sheet) and were asked to think aloud while they worked through the 
questions. They were then asked to complete the questionnaire. Secondly, to practice 
thinking aloud the students were asked to complete the pre-task sheet. Thirdly, students 
worked through the task booklet and used the spaces provided for their answers. 
Additional notes were taken of students’ responses and comments while they worked 
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through this booklet. Students were prompted, if it was necessary, to clanfy any of their 
answers, to remind them to think aloud, or to help them if they were stuck on a particular 
question. Finally, student queries concerning the session or problems relating to specific 
questions were dealt with. 
3.4 Findings 
The findings of the study are described in relation to the four main objectives of the 
study. 
3.4.1 Statistics as difficult 
The questionnaire asked the students two related questions: “What has been your 
experience in studying statistics in terms of interest, difficulty, enjoyment, etc.?” and “In 
your experience, how would you describe statistics as a subject area to study?” Each of 
the student’s answers to both these questions were combined for analysis. To see 
whether students find statistics difficult, students’ answers to both questions were 
categorised as either describing the subject as difficult, or not difficult. So, for example, 
one student’s response to the first question above was to comment “extremely difficult” 
and to the second question above she wrote “certainly not easy” (idl). This student’s 
answers \vere thereforc categorised as describing the subject as difficuit. Twelve of the 
students (60%) described statisiics as difficult in some form or another. In response to the 
first question above, one student simply wrote “I have found statistics a difficult area of 
study” (id2) and another student commented “1 don’t enjoy doing the statistics part of the 
course. I find i t  difficult, with ali the different terms and techniques” (id9), and another 
responded “I found it difficult to study” (id20). 
A number of students, however, talked about their interest in the subject. The 
students’ answers were also categorised in  terms of whether they described statistics as 
interesting. Seven of the students (35%) described statistics as interesting. When asked to 
describe statistics as a subject area to study one student wrote “useful and quite 
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interesting” (idlO) and another commented “I have found it an interesting area” (id16). In 
contrast, 20 per cent of the students described how they did not find statistics interesting. 
For example, one student wrote that they had “no enjoyment or interest in them -just do 
stats because we have to as part of the course” (id13). One student provided a reason as 
to why statistics might not be interesting: “most likely it would be interesting if you could 
understand it. Unfortunately I can’t” (id12). 
3.4.2 Task booklet 
Students were asked on tne questionnaire which texts they had used for the statistics 
courses they had taken. It was found that seventeen of the students (85%) used texts that 
had been consulted to devise questions for the task booklet: these participants used 
Hinton (1995) and Green and doliveira (1982). 
The students’ answers to each of the questions that comprised the task booklet were 
initially categorised as appropriate or not. This meant that an overall score for the task 
booklet could be calculated for each student. The maximum possible score that could be 
obtained on the booklet was 19. This score provided an estimation of a student’s 
understanding of correlation and an assessment of their skills in this topic. For the twenty 
students, the mean score for the task booklet was 11.7 (maximum = 16, minimum = 6, 
S.D. = 3.1). Figure 3.1 shows a histogram of the students’ overall scores on the task 
booklct. 
. 
53 
Figure 3.1 Histogram of students' scores on the task booklet 
J 
6.5 7.5 8 . 5  9.5 10.5 1 1 . 5  12.5 13.5 14.5 15 .5  
Score on task booklet 
With regard to the overall scores on the task booklet, there was no significant 
difference in the means for those students who described statistics as difficult and for 
those students who did not (two-tailed test, t = 1.15, d.f. = 18, p 5 .05). Likewise, there 
was no significant difference in the means for the task booklet scores for those students 
who described statistics as interesting and for those that did not (two-tailed test, t = 1.45, 
d.f. = 18, p > 0.05). 
For those answers that were inappropriate, 15 categories were created to account for the 
variety of student answers that were found. A category described an error Or 
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misconception common to three or more students. These categories included ones that 
were question independent such as, ‘lacks knowledge’ in which the student, for example, 
responded to a question by writing that they did not understand the question, and 
categories that were question dependent. The generation and definition of categories for 
the students’ answers was an iterative process. Table 3.1 summarises the findings 
concerning the task booklet. This table provides the answer categories of student 
responses for those questions that were valuable in that they highlighted particular 
misconceptions that students held. 
. 
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Table 3.1 Answer categories f o r  questions: per  cent of student responses 
for  particular categories 
Question 
Question 4 
Question 8 
Question 10 
Question 12 
ippropriate 
inswer 
i 5%(1 i )a  
50% (10) 
50% (12) 
55% (13) 
- 
I 20% (4) Question 17i 
Misconceptions 
Causalistic 
25% (5) 
Negative viewed 
as no relationship 
15% (3) 
Negative viewed 
as positive 
15% (3) 
No correlation 
viewed as negative 
15% (3) 
Positive 
correlation 
stronger than 
negative 
Positive 
correlation 
stronger than 
negative and no 
correlation viewed 
as negative 
15% (3) 
10% (2) 
3ther categories 
!O% (4) 
!O% (4) 
!5% (5) 
10% (2) 
Causalistic 
20% (4) 
Frequencies are given in brackets 
Students’ answers to each of the questions in the task booklet are now considered. 
3.4.3 Students’ answers to the task booklet 
Question I .  Zii psychology, when would you use a correlarioiial design? 
In response to this question, it was anticipated that students should simply answer that 
you would use a correlational design if you wanted to see if there was a relationship or 
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correlation between two variables. Just over half of the students (55 per cent) answered 
the question in this way as one student wrote “when you want to test for a relationship 
between variables” (idl) and another student commented “when you want to see if there 
is a relationship between two variables’’ (id7). However, some of the students’ answers 
to this question indicated that they were not clear about the nature of a correlational 
design. Twenty per cent of the answers were categorised as ‘not correlational design’ 
because students indicated that they did not have a clear conception of such a design. For 
example, one student answered that you would use a correlational design “when looking 
for a difference between 2 variables” (id19). It is worth noting that for one student this 
question uncovered the misconception that one is looking for causality in a correlational 
design because they commented “trying to find a cause and effect relationship between 2 
variables” (id17). 
Question 2. Give ari example of a .srudy that wortld make use of a correlational design. 
For a study that makes use of a correlational design a researcher wants to see if a 
relationship exists between two variables that do not easily lend themselves to 
experimental control and manipulation. Typically, tests and questionnaires are used in this 
kind of design. Fifty five per cent of the students provided an appropriate example of a 
study that would use a correlational design where, for example, one student simply wrote 
in response to this question “heart disease and butter” (id4) and another wrote “smoking 
and cancer”(idl4). Students were prompted if their answer was not sufficient in terms of 
the detail provided. One student wrote “bullying and self-esteem” and they were then 
prompted: 
E: “Can you say a little more?’ ... 
S: “Well, the reason I said this is because this is what we’re doing at the moment” 
E: “Yeah.” 
S: “ ... You know, if whether you were bullied ..._ is related to self-esteem” 
(id12). (Excerpt from audio recording of session). 
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Fifteen per cent of the students’ answers indicated that they did not have a clear 
conception of a correlational design because the examples they provided were 
inappropriate. Indeed, some of these students appeared to describe the design of an 
experiment, as one student wrote “if you wanted to see if drinking alcohol before going to 
sleep caused nightmares, you would have 2 groups of subjects, one who had alcohol and 
one who did not. You would then measure the number of nightmares in some way, at the 
same time control all extraneousíconfounded variables” (idl). 
Question 3. Let’s suppose that a large-scale research study has reported that a signijcant 
correlation had been found between clinical depression and cancer. What do thejndings 
tell us about the statistical relationship between clinical depression and cancer? 
This question was designed to see if students inferred causality from correlation. Fifteen 
per cent of the students spoke of some kind of causal relationship that could exist between 
depression and cancer: one student wrote “it tells us that clinical depression can cause 
cancer but it’s not necessarily the only variable” (id17). Seventy per cent of the students 
answered this question appropriately and thirty per cent of these students assumed that the 
statistical relationship between depression and cancer was positive, which is a reasonable 
interpretation of the question. For example, one student stated “could be that if you are 
clinically depressed you’re more likely to suffer from cancer or conversely, if you have 
cancer, you’re more likely to be clinically depressed’ (idl) or, as another student wrote 
“that if a person is diagnosed as having clinical depression they are more likely to have 
cancer” (id3). However, i t  is not explicit in the question whether the statistical 
relationship between the variables is positive or negative. In this respect, some students 
were cautious in their interpretation: one student responded to this question by writing 
“there’s a positive relationship between depression and cancer. I assumed significant to 
be a positive relationship as opposed to a negative one” (id9). Another student could not 
even make this assumption: “there is not a causal link between depression and cancer, 
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simply some sort of relationship between the two, although we don’t know what that 
relationship is because the question doesn’t tell us” (id13). 
Question 4. If a correlational study j n d s  a relationship between hvo variables, could you 
ever concliuie that there is a causal relationship between two variables? 
Although a student should answer no to this question, 25 per cent of the students 
commented in some form that one could infer causality from correlation. For example, 
one student who held this conception, wrote “if the population your sample was drawn 
from was large enough, you could perhaps infer a causal relationship” (idl) and another 
commented “you could conclude that one variable has an effect on another” (id8) and 
another simply stated “yes, one variable may cause another to happen” (id9). In contrast, 
just over half (55 per cent) of the students concluded no in response to this question 
because as one student wrote “correlational studies simply tell us that there is a 
relationship between two variables, not that one causes another” (id13). 
Questioii 5. The data in Table I givesfirzdirigs from a study of ten first year university 
students showing how much time they spent studying (on average per week through the 
year) and the end of year examinatiori niarks (out of 100). Plot the data on the graph 
(Figure I )  to make a scatterplot. 
Table I Students’ study time alid examination marks 
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None of the 20 students displayed any difficulties whatsoever in plotting the data set on 
the scatter plot. Evidently, students had the required skills for this question. 
Question 6. What value does a perfect positive correlation coeficient take ? 
All but three of the twenty students wrote the value one in response to this question. 
Three of the students simply did not understand the question or did not know what the 
value of a perfect positive correlation coefficient was or, as one student wrote below the 
question were “?confused’ (id12). 
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Question 7. In a study looking at the relationship behveen children's scores on reading 
test and their scores on an arithmetic test, the datu shown in Table 2 was obtained. Plot 
the datu on the graph. (Figure 2). 
(Plots not provided to students in booklet) 
Every single student correctly plotted this second scatter plot, but as the next question 
shows, they did not all interpret the graph in an appropriate way. 
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Question 8. Wlzat does tlie scatterplot slioiv about ?lie relationship between TWO sets of 
scores? 
Although 50 per cent of the students did appropriately conclude that the scatter plot 
showed a negative correlation, 15 per cent did not pick on up this negative pattern that 
was shown between two variables. As one student wrote “there is not really a relationship 
between reading and arithmetic ability” (id16). Fifteen per cent of the students viewed the 
negative correlation displayed on the scatter plot as a positive correlation where, for 
example, one student answered “the scatter plot illustrates a positive correlation between 
arithmetic scores and reading scores’’ (id3) and another simply wrote “that there’s a 
positive relationship” (id9). 
Question 9. Wlzich oftlie following are most likely to result in a high positive correlation 
aizd wliicli are not likely to be correlated at all. 
( i )  Students’ lieiglit and weight. 
(ii) Girls’ shoe size and scores on a reading test. 
(iii) Studeiits ’ self-ratings oja~nbitioiisness and srridenrs ’ heights. 
( iv)  The nuinher oftlieatre tickers sold and tlie uimiber of customers in the audience. 
Students did not display any difficulties in distinguishing between those pairs of variables 
that tend to result i n  a positive correlation and those that are not typically related because 
80 per cent of the students indicated that students’ height and weight, and the number of 
tickets sold and customers in the audience were likely to be positively correlated, and that 
girls’ shoes size and scores on a reading test, and self-ratings of ambitiousness and height 
were not likely to be correlated. Three of the students, however, had an extra thought for 
the relationship between students’ height and weight because they were not convinced 
that a high positive correlation would be found in this case. For example, one student 
62 
wrote “neither of these, because the taller you are has no bearing on your weight. Other 
factors determine how much you weigh not simply height” (id13). 
Question 10. What is a likely correlation coefficient that you might obtain that would 
indicate no relationship between two variables. (For example, between students’ self- 
ratings of ambitiousness and students’ heights). 
A student’s answer to this question was categorised as appropriate if they wrote O (or if 
they provided a value very near O). Twenty per cent of the students’ answers to this 
question indicated that they either lacked the necessary knowledge to answer or were 
confused: “probably less than 3.8 or less than 2. something - this indicates no 
correlation” (id3). Fifteen per cent of the students thought that a perfect negative 
correlation would indicate no relationship between two variables. For instance, one of the 
students wrote “very close to -1. Probably -0.95” (id15). 
Question I l .  Which of  rhe.fo1lowing five correlation coeficients represent the greatest 
amount ofcorrelatiori? 0.5, -0.8, 0.2, -0.4, 0. 
In response to this question, 60 per cent of the students indicated that -0.8 represented the 
greatest amount of correlation. And although one student could not answer the question at 
all and wrote “don’t understand” (id?), 35 per cent of the students indicated that they 
thought a positive correlation represented the greatest amount of correlation in the set 
provided. In this case, six students chose 0.5 and one student chose 0.2 to represent the 
greatest amount of correlation, 
Qiicstion 12. List the 5 correlarion coefficients in order from those that indicate little or no 
correlation to that which indicates the greatest amourit of correlation. 
0.5, -0.8, 0.2, -0.4, O. 
In answering this question a student should indicate O for no correlation, -0.8 to represent 
the greatest amount of correlation, and rank the remaining coefficients irrespective of their 
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sign. One student clearly reasoned: “okay, no correlation, zero, I’m going on purely on 
the size ignoring whether it’s positive or negative” (id5). (Excerpt from transcript). 
Twenty five per cent of the students appeared to view a positive coefficient as stronger 
than a negative coefficient. Students would therefore order or rank the coefficients as 
follows “O, -0.4, -0.8, 0.2, 0.5”. To confuse matters further, 15 per cent of the students 
not only viewed a positive correlation as stronger than a negative one, but also thought 
that a negative correlation was indicative of no correlation and ordered the coefficients as 
fûllûws “-0.8, -0.4, O, 0.2, 0.5”. 
Question 13. For a study that was to look at the relationship between students’ 
examination performance (tileasured by scores on a particular examination) and síudeiits’ 
perfomzance on course work (measured by marks for  an assignment), state the 1~u1l 
hypothesis. 
This question did not elicit any misconceptions: students stated the null hypothesis 
correctly or they did not. The students did not appear to hold zany ideas about null. 
Indeed, 70 per cent of the students could state the null hypothesis as one of the student’s 
answers exemplifies: “there will be no relationship between subjects’ examination 
performance and their performance on course work’ (id12). 
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Question 14. A psychologist was interested in the relationship between people's memory 
for  shapes and their spelling ability, so she set up u study in which two tests were given 
to ten subjects. (Let's sirnply suppose that these tno tests do in fact measure memory for 
shapes and spelling ability). The following Table 3 shows the scores that were obtained 
from the memory test for  shapes and the test for  spelling ability. State the null hypothesis 
and work out the value of the Pearson correlation coeficient, r. Use the formula for 
Pearson correlation coeficient provided. 
Formula for Pearson correlation coefficient, r 
where N = number of subjects 
As the previous question showed, students can state the null hypothesis. In the first part 
of this question there were no surprises: 80 per cent of the students correctly stated the 
null hypothesis for the study 
This question also asked students to calculate the Pearson correlation coefficient by 
using the formula (and a calculator) that was provided. Only four out of the twenty 
students followed an appropriate procedure required by the formula to calculate r. Thirty 
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per cent of the students commented that they really did not understand what was required 
so that they could work out rand  their responses were categorised as ‘lacks knowledge’. 
Here, the space in the task booklet was often left blank. Students were prompted to give a 
reason or an explanation as to why they could not attempt a calculation of the coefficient. 
One student simply wrote “because I don’t understand” (id12) and for one student the 
transcript for part of the session provides an explanation: 
S: “I’ve never done this before.” 
E “What have you never done before?’ 
S: “I’ve never done a Pearson correlation.” 
(i&). (Excerpt from audio recording of session). 
It was evident that some students had not had to calculate a Pearson correlation coefficient 
by using a formula during their undergraduate studies. Fifty per cent of the students’ 
answers to this question were categorised as ‘problem with formula’. Students displayed 
a variety of symptoms that indicated that they had a problem with the formula, but 
primarily students could not derive a procedure to calculate r. One student was aware that 
she could not generate a procedure from the formula and wrote “can’t use the Pearson 
correlation coefficient formula provided as it is not written out in a step by step pattern” 
(id8). More specifically, students had problems with the E a  x b andor (EaZ) andor (Ea)Z 
(or the equivalent (Eb2) and (Eb)2.). Students were prompted as they tried to generate a 
procedure to calculate r, where, for example, it was suggested that they might create a 
additional column in the data table so that (Ea2) could be calculated for the formula. So, 
students experienced problems in calculating the correlation coefficient because they 
found it difficult to generate a procedure from the formula, but students were also 
confused by the various symbols in the formula, such as the difference between (Eaz) 
and (Za)z. In addition, it was evident that some students did not expect that the calculated 
r should be between -1 and 1. For example, one student calculated r to be 59.27 (id3) and 
another student calculated it to equal 26686.372 (id14). 
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Question 15. Perforni a two-tailed rest to see if there is a significant relationsliip between 
the memov and spelling tests ( p  < 0.05). Here, use Table Kprovided. 
The Table K that was provided to the students so that they could answer this question 
was a standard statistical table showing the critical values of r at various levels of 
probability. It also included the following information that is typically found on such 
tables: “the observed value of r is significant at a given level of significance if it is equal to 
or larger than the critical values shown in the tdbk”. Seventy five per cent of the students 
used the table correctly to see if the obtained value of r was significant. If the student 
could not work out the value of r in the previous question then they were provided with 
the correct value. One of the student’s answers illustrates in detail the appropriate 
procedure that was followed by those students who used the statistical table to conclude 
that the obtained value of r was significant. This student wrote: 
“1) N - 2 = 8 
2) Find 0.05 on 2-tailed test line 
3 )  Go down columns to find result (.6319) 
4) r i s  greater than this, so the result is significant” 
(id13) 
Two of thc students’ responses were coded as ‘lacks knowledge’ because they could not 
answer question 15. For example, one of these students wrote “There is a significant 
relationship. (guessing)”, but they did not use the statistical table. Three of the students’ 
answers were placed in ‘no category’. 
Question 16. You have decided whether the calculated value of r is significant or not 
sigrri3carrt. Wliat does your decision mean? 
Seventy per cent of the students answered this question appropriately by suggesting that 
because the calculated value of r i s  significant this provided support to the idea that there 
is a relationship between people’s memory for shapes and their spelling ability. For 
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example, one student wrote “there is a significant relationship between people’s memory 
for shapes and their spelling ability” (idi7). For this question, five of the students’ 
answers were coded as ‘no category’. 
Question 17i. Part 1 
A real life concern that is often given inedia coverage is the efjects of television on 
children’s and teenagers’ social behaviour. Does watching violence on television 
encourage aggression? Much media debate surrounds this issue, but it is an important one 
in this day and age: it has been estimated that the average child in the USA, by the age of 
sixteen, will have spent more time watching television than being in school, and will have 
seen 13,000 killings on television (Smith and Cowie, 1988). Psychologists have 
attempted to find out about the possible link that might exist benveen television violence 
and aggression. Let’s take a study as an example. A group of researchen interviewed the 
parents of children who were 9 years of age (I84 boys. 17.5 girls) to see what they 
favourite television programmes were. From this, the researchers constructed a measure 
of exposirre to relevision violence. The children themselves were asked to rate the other 
children in their class for  uggressiveness. The researchers found that the correlation 
between these two ineasiires was 0.21 for  boys. brit only 0.02fiir girls. As shown in 
Fixidre 3 provided, the correlation ,for the bovs was significant (I, < 0.01 ). 
Wiat are likely explanations for these findings? 
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Figure 3 Correlations between the amount of television violence viewed at age 9 andpeer- 
rated aggression at age 9 (184 boys mid I75 girls) 
Boys 
TV violence 
at age 9 
0.21** 
aggression 
at age 9 
** p < 0.01 
Girls 
TV violence 
at age 9 
0.02 
aggression 
at age 9 
(Adapted from Smith and Cowie, 1988, figure 4.4, p. 112. From Lefkowitz, Eron. 
Walder & Huesmann, 1977). 
On the basis that students were provided with the findings of the study that were 
diagramaticaily presented in figure 3, a student’s answer was categorised as appropriate if 
they said that the significant correlation found for the boys could mean either than 
viewing television violence caused aggression or that aggressive boys liked watching 
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violent television programmes. A student’s answer was also categorised as appropriate if 
they suggested other plausible variables that could be responsible for the reported 
correlations in the figure. For example, parental discord in the home that could lead a 
child both to watch violent television programmes and also to be aggressive. 
Only 20 per cent of the students provided an appropriate answer to question 17(i), 
where, for instance, one student commented “possibly the TV violence influenced 
aggression. Perhaps being aggressive creates a liking for more violent programmes” 
(id1 1) and another student concluded “for boys there is a correlation (positive) between 
parent’s idea of children’s favourite programmes and peer ratings” (idlS). Thirty per cent 
of the students’ answers could not be categorised because, for example, their answers 
were unclear. With the findings that were provided for the study concerning TV violence 
and aggression, four out of the twenty students inferred causality from correlation. One 
student commented “boys show statistical significance to being more aggressive as a 
result of watching TV violence more than girls. Tendency for boys to be more aggressive 
than girls due to watching violent TV programmes” (idl) or, as another student put it, 
“boys: positive correlation that is higher than the girls. Therefore boys exposed to more 
aggression and therefore display more aggression whereas girls are not exposed to as 
much and therefore don’t display as much” (id18). These students do not consider or 
suggest other possible mediating variables between TV violence and aggression at age 
nine. 
A category called ‘comparison of sex differences’ was created to account for 25 per 
cent of the students’ answers to this question. Here, students did not focus on the 
significant correlation found between TV violence and aggression at age 9 or the non 
significant relationship that was reported for the girls, but instead they talked about boys 
being more aggressive andor boys watching more violent TV than the girls. With regard 
to the reported findings, this is not necessarily the case. One student made a comparison 
in this vein where they concluded “that boys tend to watch more television than girls and 
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that they are rated as being more aggressive than girls in the class” (id3) and another 
student wrote “an explanation could be that the boys watched more violence on TV than 
girls” (id8). And although one student made a valuable point about one of the methods 
used in the study, they still concluded that more boys were viewed as aggressive: “I feel 
that both boys and girls are likely to rate boys as more aggressive hence the higher 
amount of boys perceived to be aggressive” (id17). 
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Question I7ii. Part 2. 
0.21** 
Ten years later when the children were teenagers (19 years old), the surne measures were 
taken. The correlations between the same two measures ut this time and the correlations 
between the two different time periods are showti for both males and females in Figure 4 
provided. 
 0.31*** -0.05 
What do thesejìndings suggest? 
0.02 
Figure 4 Correlations between the amount of television violence viewed at ages 9 and 19 
aiidpeer-raiedaggression ut ages 9 and I 9  (184 boys and I7-5 girls) 
BOYS 
-0.08 3-0.13 -0.05 
GIRLS 
(Adapted from Smith and Cowie, 1988, figure 4.4, p. 112. From Lefkowitz et al, 1977). 
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Here, students’ answers were categorised as appropriate if, for example, they picked up 
on the significant correlations andor the cross-lagged correlations that were displayed in 
figure 4. One student used the figure to summarise the pertinent findings as follows: 
“1.  Significant correlation between boys aggression at 9 and at 19. 
2. Significant correlation between boys TV violence at 9 and aggression at 19. 
3. Significant correlation between boys aggression at 9 and TV violence at age 9. 
4. Significant correlation between girls aggression at 9 and aggression at 19. 
5 .  Negative correlation between girls aggression at age 9 and TV violence watched 
at age 19” 
(id14). 
Although five out of the twenty students did interpret the figure appropriately to 
summarise the study’s findings, they did not provide possible reasons for the links that 
were reported between the variables. Forty five per cent of the students did not 
successfully interpret the figure because they did not identify the significant correlations 
and, for example, contrast these with the non significant relationships that were shown on 
the figure. Of these students, one only commented on one aspect of the figure and wrote 
that they “looked at correlation between boys TV violence at 9 and aggression at age 19. 
Weak positive correlation, so can’t say that watching TV violence makes you more 
aggressive” (id13). Fifteen per cent of the students made it clear in the task booklet that 
thcy did not understand the figure: one student wrote “can’t understand the table” (ids) 
and another stated “don’t understand” (id12). 
. . 
3.4.4 The piloting of tasks 
One of the objectives of the study was to investigate the kinds of questions that can be 
used to assess students’ understanding of correlation. It was evident that some questions 
were more valuable and useful in this respect than others. Questions 1, 4, 8, I O  and 12 
uncovered and made clear particular conceptions that students held. 
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A student’s answer was placed in ‘no category’ if, for example, their answer was 
unclear, or they failed to answer the question. Even with careful prompting some of the 
students’ answers reflected the fact that they were often very confused by the question or 
evidently lacked the required knowledge. Some students exhibited a unique conception. A 
category was created if three or more of the students held a particular misconception in 
common, but in some cases only one or two students answered a question along similar 
lines. If this was the case, their answer(s) were also coded as ‘no category’. It was found 
that questions 3 and 17(i) resulted in a high frequency of answers that were difficult to 
categorise (e.g., 25 per cent of the students’ answers to question 3 were coded as ‘no 
category’). 
Only two categories were required to account for all of the students’ answers to 
question 6. Students either knew that a perfect positive correlation coefficient takes the 
value of one or they did not. Similarly, only two categories (‘normal answer’ and ‘lacks 
knowledge’) were necessary to account for the students’ responses to question 11 where 
students were asked to choose a correlation coefficient that represented the greatest 
amount of correlation. The students’ answers to this question did not provide reasons 
why, for example, they chose 0.5 rather than -0.8 to represent the greatest amount of 
correlation, but it is a valuable question because it confirms the findings from question 12 
that indicated that seven out of the iwenty students had difficulty with the concept of 
correlation. . . 
Question 14 asked the students to work out by hand a correlation coefficient. In the 
main, students found this difficult because they did not have a step by step procedure to 
hand that they could follow. In addition, as part of their undergraduate studies, students 
at one of the universities had not been required to work out this particular statistic by 
hand, In answering question 14, students tended to be prompted more than they were on 
any of the other questions. The prompts helped them to decide what they could do next as 
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they tackled the formula and to clarify any confusions that they might have had about 
particular symbols, (such as the meaning of E). 
Question 9, which asked students to decide which pairs of variables were positively 
correlated or not, did not invoke any misconceptions concerning correlation that students 
might hold. Questions 13, 15 and 16 simply showed that the majority of students could 
state the null hypothesis for a study, see if a calculated value of a correlation coefficient 
was significant, and decide that this meant that there was a significant correlation between 
two variables. 
3.5 Discussion 
3.5.1 Statistics as difficult 
In this study 60 per cent of the students described statistics as a difficult subject to study. 
The task booklet that the students completed in the study provided an indication of a 
student’s understanding of correlation and the associated skills in this area, but the overall 
score for this booklet was not related to whether students described statistics as difficult 
or not. 
3.5.2 Tasks to assess students’ understanding of correlation 
In terms of assessing students’ understanding of correlation, some af the devised 
questions were useful because they invoked students’ misconceptions. Some questions, 
however, generated student responses that were not easily categorised. 
. 
The wording of question I1 and question 12 was ambiguous because they asked 
the student which correlations indicated “the greatest amount of correlation”. A student 
might have equated the word greatest with the relative value of a whole number. Versions 
of these questions that were used for subsequent research were modified to ask the 
student which correlation coefficients indicated “the strongest” correlation or relationship. 
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Subsequent research concerning students’ conceptions in correlation, which is 
described in this thesis, used modified versions of the following questions in the task 
booklet: question 4, question 8, question IO, question I 1  and question 12. A wider 
selection of texts were used for this further research to develop additional questions that 
were designed to assess students’ understanding of correlation. 
3.5.3 Students’ difficulties with statistical procedures 
A majority of the students that took part in the study experienced difficulties in deriving a 
statistical procedure from a formula so that they could work out a sfdistic. This finding 
indicates that students lacked the prerequisite mathematical skills for statistical techniques. 
At one of the universities, one of the lecturers commented that the students who were 
likely to take part in the study would not have been required, as part of their 
undergraduate studies, to work out Pearson correlation coefficient by hand. It is, 
however, suspected that students were used to having a step by step procedure or a 
worked example to calculate a particular statistic (see Greene & d’oliveira, 1982), and 
that they lacked the required mathematical skills to use a formula. To generate the 
appropriate procedure from a statistical formula a student must have acquired prerequisite 
mathematical skills, such as how to correctly perform operations that involve parentheses. 
(See Minium, 1978. pp. 471 - 487). 
Many of the students who took part in the study found i t  difficult to interpret data 
that was provided in the context of a study in psychology. Given a set of data that was 
diagramatically presented, students did not tend to focus on those correlation coefficients 
that were significant or suggest the possible reasons for the relationships. 
In the previous chapter it was asked whether psychology students lack prerequisite 
mathematical skills for statistical techniques or hold statistical misconceptions that impede 
the acquisition of statistical concepts. The findings of this investigation indicated that 
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students lacked the required skills to use statistical techniques involving formula, but it 
was also found that they held statistical misconceptions. 
3.5.4 Students’ misconceptions about correlation 
The findings indicate that some students have confusions about correlation. Not all of the 
students had a clear idea of a correlational design. In addition, some students inferred 
causality from correlation. A number of the questions indicated that students had 
difficulties with the concepts of positive correlation, negative correlation and no 
correlation: some assumed that a positive correlation is. stronger than a negative 
correlation and/or that a negative correlation is indicative of no correlation between two 
variables. 
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These findings that concern students’ misconceptions in correlation needed to be 
confirmed by further research that involved a different population of students who 
attended other institutes of higher education. This was necessary because particular 
approaches to instruction, which may lead students to acquire particular misconceptions, 
might be practised at one institution but not at another. Inevitably students at one 
university will be taught about correlation in a particular way and this may affect their 
understanding of the area. Chapter 8 describes empirical work that was conducted 
concerning students’ misconceptions that involved students who attended a residential 
school for a psychology course. The findings of this study confirmed the findings of the 
iiivestigatiûn described in this chapter: students have confusions about causality, negative 
correlations and the strength of correlations. 
As noted in chapter 2, one recent research programme has looked at pre-university 
students’ understanding of association and correlation (Batanero et al, 1996; Batanero et 
al, 1997; Estepa & Batanero, 1996). Batanero and her colleagues (1997) have been 
concerned with students’ understanding of association in general and have conducted 
empirical work that has looked at students’ conceptions about association in contingency 
77 
tables (Batanero et al, 1996) and at students’ conceptions about correlation in scatter plots 
(Estepa & Batanero, 1996). The research study described in this chapter was conducted 
in 1996 and so the findings of Batanero et al’s (1996, 1997) work did not inform the 
design of this study. Batanero and her colleagues’ work has used a different population 
of students from the study that is described in this chapter. The investigation described in 
this chapter has looked specifically at university psychology students’ understanding of 
correlation and their skills in this area. 
Estepa and Batanero (1996) investigated pre-university students’ strategies when 
they assessed correlation in scatter plots. A sample of 213 students who were in the last 
year of secondary school (18 years old) and who had not received instruction concerning 
statistical association were recruited for this investigation. The primary aim of the 
research was to identify students’ preconceptions about correlation, and the students’ 
judgments and strategies in their assessment of correlation in scatter plots were used as 
indicators of such conceptions. Students completed a questionnaire that contained three 
questions concerning scatter plots. For example, item three on the questionnaire provided 
a scatter plot that represented a correlation of 0.55 and asked 
“Two judges ... qualified twenty students who took part in a project competition in 
accordance with their opinion. We have represented in this plot the place that each 
student was given in both judges’ classification. We would like to study if there is 
some relationship between the place assigned to the same participant by the two 
judges (if the judgment of both judges is or not related). .__ Do you believe that the 
relationship between the place assigned to the same student by both judges is direct, 
inverse or that there is no relationship at all? (Explain your answer)” (Estepa & 
Batanero, 1996, p. 41). 
In contrast, item one provided a scatter plot that showed no relationship between two 
variables (independence) and represented a correlation of 0.1 1, and item two provided a 
Scatter plot that showed a negative correlation (inverse) of -0.77 between two variables. 
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Task variables such as the sign and value of the correlation were considered on the three 
items of the questionnaire. Students’ answers to each of the items were analysed to see 
which type of correlation was perceived by the students (direct, inverse or independence). 
In addition, students’ answers were categorised in terms of whether they employed 
correct, partially correct or incorrect strategies in their judgment of correlation in the 
scatter plots. 
Generally, students were able to judge the type of correlation between the variables. 
For example, for item one (no correlation) 83 per cent of the students provided the correct 
relationship, (although 11 per cent judged that the relationship was negative.) Similarly, a 
majority of the students (85 per cent) judged appropriately that item two showed a 
negative correlation. Five per cent of students, however, thought i t  was a positive 
relationship and nine per cent (8.9) thought that the scatter plot for item two showed no 
relationship. These are similar findings to the ones obtained in the investigation described 
in this chapter: 50 per cent of the participants appropriately concluded that the scatter plot 
in question 8 showed a negative correlation, but 15 per cent of the participants simply did 
not pick up on the relationship and 15 per cent viewed the negative correlation displayed 
on the scatter plot as a positive correlation. 
Some students did, however, experience difficulty with item three concerning the 
relationship of the judgment of two judges that is detailed above. Here, only 22 per cent 
of the students provided the correct relationship (positive correlation) and 64 per cent of 
students decided that there was no relationship between the variables. This low 
percentage of correct answers for this item might be due to the spread of the scatter plot 
and to the fact that the relationship between the two variables was not due to any causal 
influence (Estepa & Batanero, 1996). 
Students’ answers were also analysed with respect to strategies employed in the 
assessment of the relationship in each item. These strategies served to identify incorrect 
conceptions or misconceptions (Estepa & Batanero, 1996). These researchers have noted 
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that the idea of correlation is not simple and that students may have correct intuitive 
conceptions about properties related to correlation as well as some incorrect conceptions 
which might lead them to adopt an incorrect or partially correct strategy. One incorrect 
strategy was described as follows: 
Causality. In spite of an empirical correlation the student argued that there was no 
correlation because one variable could not cause a direct influence on the other 
variable. This answer indicated a causalistic conception of correlation. 
(Adapted from Estepa & Batanero, 1996, p. 33). 
In the case of item three, 24 per cent of the students used the causality strategy (Estepa & 
Batanero, 1996). In the empirical study described in this chapter, a causalistic conception 
of correlation was identified if a student simply inferred causality from correlation. Estepa 
and Batanero (1996), however, have taken a rather different angle in describing a 
causalistIc conception. If a student explained that there was no correlation between two 
variables because one of the variables could not cause a direct influence on the other 
variable, then this was considered to be an indicator of a causalistic conception of 
correlation @ s t e p  & Batanero, 1996). 
From empirical research that has investigated students’ judgments of association in 
contingency tables and scatter plots the following conception has also been identified 
(Batanero et al, 1997; Estepa and Batanero, 1996): 
“Unidirectional conception of association. Sometimes students perceive the 
dependence only when the sign is direct, and so they consider an inverse 
association as independence” (Batanero et al, 1996, p. 166). 
It is not clear, however, if this conception was evident when students judged association 
from contingency tables andor from scatter plots (Batanero et al, 1997). Batanero et ai 
(1997) do, however, provide a case study of the learning process of a pair of students in 
a computer-based teaching environment that covered the topics of association and 
correlation. In one of the teaching sessions, the pair of students was observed to be 
. 
80 
surprised when they met a negative correlation coefficient for the first time and asked their 
teacher if this was possible. It was also evident that the knowledge of the properties of 
negative number ordering impeded the students’ learning about negative correlation 
(Batanero et al, 1997). The findings of the investigation described in this chapter also 
indicated that students had difficulties concerning negative correlations. For example, 25 
per cent of students appeared to think that a positive correlation coefficient was stronger 
than a negative coefficient when this was not the case. 
3.6 Summary 
The research study described in this chapter investigated students’ subjective opinions 
about studying statistics: it was found that 60 per cent of the students in the study 
described statistics as difficult. A task booklet was used in the study to ascertain students’ 
difficulties pertaining to the topic of correlation. It was found that students had difficulties 
in deriving a statistical procedure from a formula to obtain a statistic, in interpreting 
correlations and had a variety of conceptual confusions. 
Five questions that concerned causality, negative correlations and the strength of 
correlations, which were used in the research study, identified particular misconceptions 
in correlation that students hold. These questions were later modified and used for further 
research described in this thesis. 
The investigation found that students inferred causality from correlation. The term 
causalistic conception, which is used by Batanero and her colleagues (1996). will be 
subsequently used in this thesis to describe the idea that given a correlation, a student 
states that one variable has a direct causal influence on another variable and he/she does 
not entertain any other possibilities by, for example, suggesting that a third variable could 
be responsible for the obtained correlation. 
It was found that students thought that a negative correlation coefficient was 
indicative of no correlation. Students also thought jhat a negative correlation that was 
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displayed on a scatter plot indicated no relationship between variables or that there was 
simply a relationship between the variables, but they did not specify the type of 
relationship. These confusions describe a unidirectional conception of correlation. The 
term unidirectional conception of correlation was used by Batanero et al (1996) to 
describe the following finding: “students perceive the dependence only when the sign is 
direct, and so they consider an inverse association as independence” (p. 166).jn other 
words, students tended to only see a correlation when it was positive and thought that a 
negative correlation indicated no relationship between variables. These findings are very 
similar to those of the investigation described in this chapter and accordingly, a 
unidirectional conception of correlation is adapted as a term and used to describe one or 
more of the following: 
A negative correlation coefficient is thought to indicate no correlation. 
A negative correlation that is displayed on a scatter plot is viewed simply as a 
relationship or as a positive relationship. 
A negative correlation that is displayed on a scatter plot is described as indicating no 
relationship between two variables. 
The findings of the investigation suggested that students were confused by the 
strength of correlations: students indicated that a positive correlation coefficient was 
stronger than a negative correlation coefficient when this was not the case. In addition, 
students indicated that in this case either a negative correlation coefficient was stronger 
than no correlation or that a negative correlation indicated no correlation between 
variables. 
In chapter 2, it was argued that students’ understanding of particular areas in 
statistics must be investigated so that misconceptions can be identified. This means that 
appropriate instructional materials can be designed to address these difficulties. In the I
following chapter, it is emphasised that learning is cumulative and that students’ prior 
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knowledge in the form of common confusions relating to particular concepts must be 
addressed in the design of computer-assisted learning programs. To reiterate, computer- 
assisted learning programs are likely to be used increasingly as part of the statistics 
cumculum and could therefore provide an additional form of instmction to help students 
learn about statistical concepts. Indeed, the following chapter reviews research and 
developments in the field of computer-assisted learning for statistics and examines 
existing programs for correlation. 
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Chapter 4 
Computer-assisted learning for statistics 
4.1 Introduction 
This chapter looks at research-based principles of learning and research and developments 
in the field of computer-assisted learning for statistics. The systems Star Lady (Shute et 
al, 1996) and StatPlay (Cumming & Thomason, 1998) are critically examined in this 
chapter. These systems are examined because they are the main computer-assisted 
learning programs for statistics that have associated research programmes, which are 
reported in the research literature. 
There are a number of computer-assisted learning programs that include sections 
that are designed to teach correlation to students in higher education. The design of Link 
was initially informed by research literature relating to computer-assisted learning for 
statistics, and an examination of sections of computer-assisted learning programs that 
cover correlation. A critical review of relevant parts of these programs is provided in this 
chapter. 
4.2 Learning statistics constructively 
One of the reasons why psychology students might find statistical concepts difficult to 
acquire is that they are presented with concepts that are not related to psychological- 
research. The acquisition of statistical concepts is likely to be facilitated if such concepts 
are illustrated with reference to an interesting psychological study. Indeed, psychology 
students must not only learn which statistical techniques should be used to analyse data 
that is collected from their experiments or projects, but they must also learn to interpret 
the statistics obtained in relation to empirical questions and statistics that are presented in 
psychology journals and research papers. 
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Constructivist conceptions of learning have described student learning as active, 
constructive and cumulative (Shuell, 1992). These conceptions of learning have 
highlighted the importance of prior knowledge, learner engagement, learner activity and 
the context of learning as students acquire concepts and skills in subject areas (e.g., 
Bransford et al, 1990; Brown, Collins & Duguid, 1989; Choi & Hannafin, 1995; 
Cognition and Technology Group, 1992). Learning is cumulative in that new learning is 
built on and influenced by a learner’s prior knowledge (De Corte, 1995; Shuell, 1992). It 
has been argued that not only should the learner be active in the construction of 
knowledge, but that the subject matter to be learnt must be situated in meaningful and 
realistic environments of contexts (Cognition and Technology Group, 1992). Indeed, the 
design of the program Stat Lady, which is reviewed in this chapter, was informed by 
“theoretical postulates that learning is a constructive process, enhanced by 
experiential involvement with the subject matter that is situated in real-world 
examples and problems” (Shute et al, 1996, p. 25). 
The concept of anchored instruction was proposed in response to apparent failures 
in traditional education where students typically treat new knowledge as facts and 
procedures to be learnt rather than knowledge to be used (Bransford et al, 1990). As a 
pedagogical approach, however, anchored instruction has only provided generic 
prescriptions for instruction and has been ambitious in its application: 
d 
“anchored instruction, represents an attempt to help students become actively 
eiigaged iii  learning by situating or anchoring instruction in interesting arid realistic 
problem-soliiiig environmeizrs. These environments are designed to invite the kinds 
of thinking that help students develop general skills ... plus acquire specific 
concepts and principles that allow them to think effectively about particular 
domains” (emphasis added. Cognition and Technology Group, 1992, p. 135). 
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This group of researchers have proposed that the work on anchored instruction was 
designed to be relevant to instruction in all content areas from reading and writing to 
mathematics. For present theoretical purposes, an important tenet of anchored instruction 
is that instruction is situated or anchored in an interesting and meaningful context. Savery 
and Duffy (1995) have proposed a similar instructional principle that was derived from 
constructivism: “anchor all learning activities to a larger task or problem’’ (p. 32). The 
learning environment, task or problem in which learning activities are situated will 
inevitably vary depending on the subject matter to be learnt. 
It is therefore proposed that the acquisition of statistical concepts is facilitated if 
they are presented with reference to interesting psychological research. A study in 
psychology should be used to provide a context to present and illustrate statistical 
concepts. However, if statistical concepts are to be successfully acquired, then an 
instructional approach must also address psychology students’ prior knowledge. 
4.3 Stat Lady 
One research programme has involved the development and evaluation of a computer- 
assisted learning program called Star Lady (Shute et al, 1996; Shute & Gawlick-Grendell, 
1994; Shute & Gawlick-Grendell, 1993). To date, Stai Lady consists of two modules that 
cover the topics probability and descriptive statistics, but only the description of the 
probabiliíy module and its evaluation have been reported in the literature (Shute e tã l ,  
1996; Shute & Gawlick-Grendell, 1994). For this thesis, the Siar Lady program was not 
available for research review purposes and screen shots of the program could not 
therefore be provided. Shute and Gawlick-Grendell (1993) have reported that the design 
of Stai Lady was based on models of learning (e.g., Cognition and Technology Group, 
1992) which have emphasised that learning is facilitated with student involvement and is 
enhanced or even optimised if concepts, principles and procedures are situated or 
anchored in real world scenaxios and problems. 
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The primary aim of Stat Lady is to aid the acquisition of statistical knowledge and 
skills by making learning meaningful and therefore memorable. To do this, Stat Lady 
provides activities, such as painting cars, rolling dice and betting that were devised to be 
entertaining and related to every day examples (Shute et al, 1996). For example, Srar 
Lady provides a betting game that was designed to engage the student in the learning 
process. Here, learners are provided with $5-00 electronic cash and bets are submitted on 
different combinations of numbers. A particular game can then be defined where, for 
example, the learner wins the bet if an 11 or 12 appears on a roll of two dice and Stat 
Lady wins if 9 or i0 appears on a roll. The student makes a bet by selecting buttons at the 
human-computer interface which causes Stat Lady, (a female figure with glasses on the 
screen), to shake and roll two dice. Learners come to realise that over time and through 
the loss of electronic dollars, most of the games are unfair to the learner. To show this 
they must construct a table that lists all two dice events and all possible outcomes 
corresponding to each event and associated probabilities. Learners can then assess the 
‘fairness’ of games by working out the probability of obtaining a 9 or 10 versus an 11 or 
12 (Shute & Gawlick-Grendell, 1993). 
,. 
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1.7 
Srar Lady also provides a mastery learning approach to instruction where a 
concept or principle is presented and then a problem is presented for the student to solve 
so that they may demonstrate comprehension of part of the cumculum. Although Shute et 
al (1996) have stated that learning with Star Lady is self-paced, students must solve at 
least two problems correctly before they can move on to another part of the curriculum. If 
a student’s answer to a problem is incorrect, specific feedback is provided and the student 
can attempt to answer the question again. Sra? Lady contains a buggy library of known 
and likely incorrect responses to the statistical problems. For each of the problems in the 
system, a range of conceivable mistakes that students might make in answering particular 
questions was predetermined by pilot testing of the system and consultation with statistics 
experts (Shute et al, 1996) 
- 
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The primary aim of Stat Lady is to aid the acquisition of statistical knowledge and 
skills by making learning meaningful and therefore memorable. To do this, Stat Lady 
provides activities, such as painting cars, rolling dice and betting that were devised to be 
entertaining and related to every day examples (Shute et al, 1996). For example, Stat 
Lady  provides a betting game that was designed to engage the student in the learning 
process. Here, learners are provided with $5-00 electronic cash and bets are submitted on 
different combinations of numbers. A particular game can then be defined where, for 
example, the learner wins the bet if an 1 1  or 12 appears on a roll of two dice and Siai 
Lady wins if 9 or 10 appears on a roll. The student makes a bet by selecting buttons at the 
human-computer interface which causes Stat Lady, (a female figure with glasses on the 
screen), to shake and roll two dice. Leamers come to realise that over time and through 
the loss of electronic dollars, most of the games are unfair to the learner. To show this 
they must construct a table that lists all two dice events and all possible outcomes 
corresponding to each event and associated probabilities. Learners can then assess the 
‘fairness’ of games by working out the probability of obtaining a 9 or 10 versus an 11 or 
12 (Shute & Gawlick-Grendell, 1993). 
Stat Lady also provides a mastery learning approach to instruction where a 
concept or principle is presented and then a problem is presented for the student to solve 
so that they may demonstrate comprehension of pan of the cumculum. Although Shute et 
al (1996) have stated that learning with Stat Lady is self-paced, students must solve at 
least tWo problems correctly before they can move on to another part of the cumculum. If 
a student’s answer to a problem is incorrect, specific feedback is provided and the student 
can attempt to answer the question again. Stat Lady contains a buggy library of known 
and likely incorrect responses to the statistical problems. For each of the problems in the 
system, a range of conceivable mistakes that students might make in answering particular 
questions was predetemiined by pilot testing of the system and consultation with statistics 
experts (Shute et al, 1996). 
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A target audience of students was not explicitly considered in the design of Star 
Lady. Is the system to be used by students in higher education who are training to be 
statisticians or by students studying economics or psychology? Related to this is the 
approach that was taken in the design of the cumculum that Stat Lady was designed to 
impart: 
“Stat Lady’s knowledge base was initially developed through careful inspection of 
six introductory statistics textbooks ... similar to the instructional content and 
sequencing within the majority of textbooks, Stat Lady’s cumculum began with the 
explication of simple concepts ... then progressed to the instruction of various 
probability rules” (Shute et al, 1996, p. 28). 
It could be argued that a computer-assisted learning program should not simply include 
materials that were covered in some form in a number of textbooks. Rather, the design 
and development of a learning program should also address what topics are typically 
covered by the target audience of the system and investigate those areas that students find 
difficult. A developed program can offer an alternative form of instruction for tricky topic 
areas and, for example, be specifically designed to address statistical misconceptions. Stat 
Lady’s buggy library was developed from pilot testing the system and consultation with 
statistics experts so that a range of conceivable mistakes that students make in solving 
different problems could be determined. However, the comprehensive literature on 
people’s statistical misconceptions (e.g., Garfield & Ahlgren 1988; Shaughnessy, 1992) 
has not been recognised in Shute and her colleagues’ research programme 
4 
An additional concern is the inappropriate description of Stat Lady as “being an 
expert statistician” and “an avid story-teller” (Shute et al, 1996, p. 28), and “unlike some 
Statistics professors, Stat Lady is consistently good-natured _._ talking with learners, not 
at them” (Shute & Gawlick-Grendell, 1994, p. 180). Although comprehensive evaluation 
studies of the program have been conducted, the instructional capabilities and possibilities 
of Stat Lady have been over-stated 
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“a very experiential learning environment with ... enticing displays ... thus 
empowering ... learners rather than simply providing formulas to memorise or 
tables of numbers to manipulate” (emphasis added. Shute et al, 1996, p. 28). 
Two evaluation studies of Stat Lady have been conducted (Shute et al, 1996; 
Shute & Gawlick-Grendell, 1994). The most recent evaluation study, which was 
conducted to test the efficacy of learning probability from Stat Lady as compared to a 
traditional lecture (Shute et al, 1996), is briefly discussed here. The participants of this 
study, who signed up to take part in the Stat Lady group, the lecture group or the control 
group, were undergraduate psychology students at an American university. All of the 
participants completed a pre test at the beginning of the week and then received three 
hours of instruction on three consecutive days, in one hour periods of instruction from 
either Stat Lady or a lecture. At the end of the week the students completed a post test, 
and the participants in the no-treatment control group, who did not use Stat Lady or attend 
the lectures, simply completed the post test at the end of the week. It was found that both 
the Stat Lady and the lecture groups showed a significant increase from the pre test to the 
post test, but the control group did not. However, in terms of students’ learning 
outcomes as measured by the pre and post tests, the Stat Lady group and the lecture 
group did not differ significantly from each other. 
Similar findings to that of the above were found in a study that looked at students 
learning probability from Stat Lady or from a paper and pencil workbook version of the 
probability curriculum implemented in Stat Lady: performance on the learning outcome 
measures did not differ significantly between the two experimental conditions, but both 
groups performed significantly better than the control group (Shute & Gawlick-Grendell, 
1994). 
It is not clear from these evaluation studies which specific aspects of Stat Lady’s 
design contributed to students’ learning gains from the preto post test. The above studies 
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will be briefly re-considered when methodology for the evaluation of computer-assisted 
learning programs is discussed in  the next chapter. 
Despite the above criticisms, Shute and her associates (1996) have contributed to 
research by designing a system that is based on the theoretical postulates that learning is a 
constructive process and is facilitated if subject matter is anchored to real world examples. 
In addition, comprehensive evaluation studies of a system that was designed to teach 
probability have been conducted. 
4.4 StutPZay 
Cumming and his associates have referred to people’s naive statistics that impede the 
acquisition of statistical concepts. They have stressed that naive statistics, in the form of 
common statistical misconceptions, are resistant to traditional forms of instruction 
(Cumming & Thomason, 1998; Cumming & Thomason, 1995; Thomason, Cumming & 
Zangari, 1994). These researchers have proposed that simulations, demonstrations and 
multiple representations that are dynamically linked, which have been implemented in a 
program called SrarPlay, can help students overcome their naive statistics and provide a 
promising approach “to promote true conceptual change” (Thomason et al, 1994, p. 59). 
At the Fifth International Conference on Teaching of Statistics (Singapore, 1998), 
Cumming stated that i t  was planned that SrarPluy would be available for teaching 
purposes in 1999. 4 
SrurPlay was designed to be used on introductory statistics courses in any 
discipline (Cumming & Thomason, 1998). One of the primary goals of SfurPlay was to 
help students overcome statistical misconceptions about central statistical concepts. 
Drawing on research (e.g., Tversky & Kahneman, 1993), Cumming and Thomason 
(1995) pointed out the following prevalent statistical misconceptions where people 
generally: 
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(i) Underestimate the amount of variability from sample to sample if repeated samples are 
taken. 
(i¡) Overestimate the extent to which a sample is likely to reflect the properties of the 
population from which it is drawn. 
(iii) Expect that the repetition of an experiment is much more likely to give a similar 
outcome than is in fact the case. 
(iv) Do not realise the important role of sample size, N in (i), (i¡) and (iii) above. 
As shall be shown below, it was necessary to address the idea of sampling variability in 
the design of SíatPlay. 
To illustrate StarPluy, the Sampling PIuyground is briefly described here. In this 
playground students can explore variability in  sample means and can choose to sample 
repeatedly from a population of any shape by taking samples of any size that they specify 
(figure 4.1). This playground provides a graphical display of the population, values of 
the population parameters and controls, so that the size and number of samples to be 
successively taken from the population can be specified by the user. The results of 
sampling from a specified population can be viewed graphically where the sample means 
are shown i i i  relation to the population mean. The idea that there is variability in sample 
means can be introduced to studcnts by using the Sampling Pluyground (Finch & 
Cuinming, 1998). 
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Figure 4.1 The Sampling Playground in StatPlay 
StarPlay provides two design features that are thought to assist understanding of 
statistical concepts: dynamically linked multiple representations and “vivid take-home 
images” (Cumming & Thomason, 1998, p. 948). Cumming and Thomason (1998) have 
argued that if a person can describe a concept in words, provide a definition, sketch an 
appropriate picture, wnte an associated formula, explain an application of the conception 
and realise how such different representations relate, then they have conceptual 
understanding. They have proposed that 
“Working with multiple. linked representations should help students develop such 
rich understanding” (ibid., p. 948). 
StarPlay should help students overcome their statistical misconceptions because they can 
use multiple representations that are computationally linked (Cumming & Thomason, 
1998). Statplay consists of a number of playgrounds and in the Distributiorls Playgrourld 
of the program, a curve of a distribution and the numerical values of the distribution 
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(mean and standard deviation of the distribution) are shown simultaneously and linked 
dynamically so that if, for example, the mean and standard deviation of the distribution 
are changed by the learner they will see corresponding changes in the shape of the 
distribution (Cumming & Thomason, 1995). 
It has also been proposed that the representations of Statplay are so vivid that they 
become “take-home images” for students (Cumming & Thomason, 1998). It is not clear 
what these researchers mean by these images. It is assumed that the representations 
provided in Starpiay illustrate statistical concepts visually and clearly and might therefore 
make an impression on the learner. 
SiuiPluy has undergone prototyping and to date the development of a new version 
of the program is i n  progress which will involve the addition of more playgrounds 
including one on correlation and regression (Cumming & Thomason, 1998). A variety of 
evaluations studies have been conducted involving psychology undergraduates using 
Statplay (Finch & Cumming, 1998). It is difficult to judge the impact of StarPlay on 
students learning statistics because details concerning the number of students that were 
involved in some of these evaluation studies have not been provided and students’ 
understanding of relevant statistical concepts was not always assessed prior to using 
StutPluy. Two evaluation studies that did involve assessing students’ understanding of 
relevant statistics prior to using SiatPlay and after its use are briefly considered. 
In these two cvaluation studies, Finch and Cumming (1998) looked at students 
using SrarPlrcy in relation to two instructional goals: (a) to acquire the idea that means vary 
from sample to sample and (b) to acquire sensitivity to the changes’in this variability with 
respect to sample size. One study employed a pre-test-post-test quasi-experimental 
design, where psychology students saw a lecture demonstration, (but it is not clear 
whether StaiPluy was used in this lecture demonstration), and then carried out activities 
using Statplay. Students estimated variability in means for different sample sizes prior to 
using StatPlay and students showed almost no sensitivity to changes in  sample variability 
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with changes in sample size (mean sensitivity score = 1.1, where 1 indicated no 
sensitivity). Having used SratPlay, students provided accurate estimates of relative 
changes in variability with sample size (mean = 1.6, where 1.8 indicated appropriate 
sensitivity) (Finch & Cumming, 1998). Finch and Cumming (1998) have not reported the 
number of students who took part in this study and the pre and post test change was not 
reported to be significant. Moreover, it is not clear whether the lecture demonstration or 
the actual student use of SrafPlay contributed to students’ learning outcomes. In addition, 
details of how the sensitivity scores were assessed have not been provided. 
An experimental study was conducted which looked at students who worked with 
StarPlay activities and students who worked on similar activities but with pencil, paper 
and calculators. A substantial increase in students’ sensitivity to sample size was 
observed in the StatPlay group (from 1.4 to 1.9 on the sensitivity scale) and no change 
was observed in the control group (Finch & Cumming, 1998). However, these findings 
were not reported as statistically significant and the number of students who participated 
in this study was not reported. 
Finch and Cumrning (1998) have pointed out that the above two studies have 
indicated the potential of SratPlay in “promoting conceptual change” (p. 899). Clearly, the 
evaluation of StarPluy requires further empirical work and studies must be designed to 
specifically look at, for example, the use of dynamically linked multiple representations in 
addressing students‘ statistical misconceptions. 
4.5 Computer-assisted learning programs for correlation 
Prior to the design of Link,  it was recognised that it was imperative that existing 
computer-assisted learning programs, which cover correlation, must be examined and 
reviewed. The findings of the study reported in chapter 3 showed that students tend to 
hold misconceptions relating to correlation. Specifically, students have misconceptions 
concerning negative correlations and the strength of correlations, and infer causality from 
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correlation. The review process was therefore informed by the findings of the 
investigation described in the previous chapter and the computer-assisted learning 
programs were assessed with regard to these findings. 
This process of review had three main objectives. Firstly, it was necessary to 
avoid the re-invention of design features of an existing program. Secondly, it was 
thought that a comprehensive review of available programs would indicate the kinds of 
learner activities that could be used in a computer-assisted learning program. Thirdly, the 
review would highlight limitations of existing programs. 
This review focused on the sections of computer-assisted learning programs that 
cover correlation, but a related project has involved the formal evaluation of computer- 
based teaching resources for statistics, which included web-based materials (Moms & Le 
Voi, 1998). The review described here involved the critical examination of sections of 
computer-assisted learning programs, which were inspected if they covered correlation 
and were targeted at psychology or social science students in higher education. Since this 
review process, which informed the design of Link, further titles, such as AcrivStats 
(ActivStats, 1997) have been released. Such recent developments could not obviously be 
reviewed prior to the development of Link, and they arc not therefore considered in this 
thesis. 
4.5.1 C o n S t a t S  
CotiStarS has been described as Softurare for Conceptualizing Statistics (Tufts University 
Curricular Software Studio, 1997). This resource provides a program called Representing 
Dura which is concerned with the different ways in which data are represented in  
statistics. A section of Representing Data is called Describing Bivariate Data, which 
introduces scatter plots and the correlation coefficient in the analysis of data. In this part 
of the program, a student can investigate how to display bivariate data on a scatter plot 
and also see the correlation coefficient for a data set. Having chosen a particular data set 
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that is available in CoriSrafS, such as the set called US Education, which provides data 
for high school graduation rates, teacher salaries and expenditure per pupil for each US 
state, a student can select ‘Learn about bivariate techniques using this data set’. If a 
student selects this option, they can then select a pair of variables from the chosen data set 
and create a scatter plot, which is subsequently generated and displayed on the screen, 
For example, with the US Education data set, a user might choose to generate a scatter 
plot of high school graduation rate by expenditure per pupil for each US state. If a student 
chooses to move on in the program with these chosen variables, the following text is 
shown at the interface: 
“The scatter plot provides evidence on the potential relationship between two 
variables. This relationship can be linear or nonlinear, positive or negative, and 
nearly exact or very inexact. One way to represent such a relationship is based on 
how well it can be approximated by a straight line.” 
With respect to the displayed scatter plot of graduation rate and pupil expenditure a 
student can select the button ‘see the correlation coefficient’ and a pop up window is 
provided: “The correlation coefficient is: 0.000’ (figure 4.2). 
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Figure 4.2 Describing Bivariate Data in ConStatS 
In Describing Bivanare Data there is no mention of the possible values of the correlation 
coefficient, (or indeed, the different types of correlation coefficients that can be used to 
determine the direction and strength of relationship between variables), rather it is the 
detailed user manual (Smith, Cohen, Brown, Chechile, Garman, Cook, Ennis & Lewis, 
1997) that describes the correlation coefficient as a numerical measure. 
ConSrafS was designed to be used by students from a variety of disciplines and 
the program provides generic and specific data sets relating to biology, sociology and 
economics. None of the available data sets relate specifically to psychology, but a user 
can create data sets, which can be used in the CorrSrarS environment. A data set can be 
used in Describing Bivariate Data to generate scatter plots and view the associated 
correlation coefficients. However, a student must rely on the ConStatS' user manual for 
essential details concerning the correlation coefficient as a measure of the direction and 
strength of the relationship. Although a student can select a variety of pairs of variables 
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from available data sets in ConSratS to generate and view scatter plots, they might not 
select pairs of variables in turn that could demonstrate the variety of relationships that can 
be obtained between variables. In the ConStatS environment no reference is made to the 
idea of correlation and causality. A student can carry out activities with data sets at the 
interface of ConStarS, (they can create a scatter plot and view the associated correlation 
coefficient), but they are not provided with specific feedback when they complete such 
tasks. For example, the student is not informed by means of a dialogue box that the 
scatter plot indicates that a very weak relationship exists between the selected variables. 
4.5.2 Introduction to Research Design and Statistics 
The demonstration version of Introduction tu Research Design and Staristics (British 
Psychological Society, 1995) covers correlation. In the demonstration software that was 
reviewed, only two parts of the section Correlation and Association had been 
implemented. Specifically, the sub-section Wliat i s  correlation? and the part Pearson 
correlation of the sub-section Two -pes of correlarion coeflcient were included in the 
software. 
The sub-section whur is correlarion? provides a text-based outline of correlation 
and uses pictures, animation and every day examples, such as the relationship that tends 
to exist between waist measurement and weight to illustrate the idea of correlation (figure 
4.3). Another screen describes how the degree of relationship between two variables can 
be expressed by the correlation coefficient (figure 4.4). Here, a learner activity is 
provided and a student can move the arrow on the slider that varies from -1 through O to 
1. So, if a student changes the slider position to 0.8, the scatter plot that is also shown on 
the screen changes to represent this correlation. 
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Figure 4.6 Feedback to a question in What is correlation? 
A student can also answer a question that asks which set out of four sets of scores 
represents the vertical axis of the scatter plot displayed on the screen. 
In the part of the program called Pearson correlation a formula is animated so that 
i t  gradually appears on the screen. A student then has the option of clicking on a pari of 
the formula for the Pearson correlation and accordingly, the screen runs through the 
calculation for this part of the formula. A student may, for instance, select ZxEy in the 
formula, and the screen will then provide a column of x and y data, show the sum of x 
and the sum of y for the two sets of scores and then multiply Ex and Cy. In this way, a 
student can be shown how to calculate parts of the formula to obtain the value of the 
coefficient. Alternatively, a student can simply select the arrow button that is disphyed at 
the bottom of the screen and the computational procedure for calculating the coefficient 
will be demonstrated. 
What is correlation? provides a useful summary for the concepts of positive, 
negative and zero correlation and the strength of correlations. A negative correlation is 
clearly defined by using an every day example. A learner activity and one of the questions 
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in the program show how the value of a correlation coefficient and a scatter plot can 
describe a relationship between two variables: in the learner activity a student can change 
the value of the correlation coefficient and view the change of pattern on the scatter plot 
and in one of the questions they can choose which coefficient matches the pattern on a 
displayed scatter plot. However, causality and correlation are not explicitly covered in the 
program, and although the set of six questions are varied in content and format, only 
limited feedback to these questions is provided in the form of ticks and crosses for correct 
and incorrect answers. 
æ 
Given that data-analysis software can now be used by psychology students to 
calculate statistics, such as correlation coefficients, it does not seem appropriate that a 
procedure derived from a formula to calculate a statistic is demonstrated in a computer- 
assisted learning program. 
4.5.3 Statistics f o r  the Terrified 
The computer-assisted learning program, Sratisrics f o r  the Terrified (Morris, 
Szuscikiewicz & Preston, 1995) includes the module Firring Lines ro Data that covers 
correlation. Rather unconventionally, in this program, correlation is introduced in the 
context of regression analysis. On one of the screens, the student is simply informed by 
means of a scatter plot and text that a correlation measures how closely two variables are 
related so that when the text “+1 perfectly related (positively)” is first displayed on the 
screen, the scatter plot displays the data points as a perfect line, and subsequently the 
pattern of the scatter plot changes to illustrate a perfect negative relationship and no 
relationship (figure 4.7). 
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Figure 4.8 An exercise with 94 seconds remaining 
Fitting Lines to Data also provides a screen of text which simply summarises correlation 
(figure 4.9). but a student can complete an exercise in which they move the data points of 
a scatter plot to obtain a correlation of, for example, 0.8 (figure 4.10). While a student 
selects and drags certain data points they will see the correlation coefficient change and 
they can directly manipulate the points until the required correlation is obtained. If a 
student attempted this exercise on another occasion, the module is set to ask a user to try 
and obtain a different value of a coefficient by dragging the data points on the scatter plot. 
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Figure 4.9 Correlation is summarised in Statistics for  the Terrified 
f 
Figure 4.10 An  exercise that involves moving data points on a scatter plot 
In the parts of the module that concern correlation, only one set of bivariate data 
(weight and height) is used to illustrate possible relationships. It is also a concern that 
when correlation i s  summarised on one of the screens (figure 4.9) it is stated that 
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“The correlation coefficient quantifies how closely two variables are related. When 
the relationship is strong, we may accurately predict one variable from another” 
(emphasis added). 
This kind of wording could confuse a learner because it might suggest to them that one 
variable is causally related to another variable. In addition, it might not be appropriate to 
firstly obtain a correlation from data and then to go about predicting one variable from 
another variable because many empirical studies in the social sciences use a correlational 
design where variables are not experimentally controlled. The Fitting Lines to Datu 
module does not mention correlation and causation or the care that must be exercised in 
the interpretation of a correlation that indicates a strong relationship. 
As described above, Staristicsfor the Terrified does offer two interesting activities 
concerning correlation that a student can complete. In these activities a student is given 
useful feedback either in terms of the changing values of a data set and the correlation 
coefficient, or in terms of performance related feedback with respect to whether a student 
manages to obtain a specified value of a correlation by dragging points on a scatter plot. 
However, the activities for correlation are limited in terms of frequency and variety. 
4.5.4 Statistics Tutor: Tutorial and Computational Software f o r  the 
Behavioral Sciences 
Sfatistics Tutor was designed “to complement any course in statistics and design offered 
at the undergraduate level” (Allen & Pittenger, 1991, p. vii). Statistics Tutor includes a 
part called Curreliltion 7utorial, but uses MS-DOS and so the human-computer interface 
of the program has a rather out of date look (figure 4.1 i). The user manual for Statistics 
Tufor has a section corresponding to the Correlation Tutorial, and this manual provides 
descriptions of the relevant statistical concepts and exercises to carry out with the tutorial. 
However, the Correlation Tutorial is very limited and only offers one exercise that can be 
carried out in three different ways. The main menu screen of the tutorial simply offers 
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importance of sample size in sampling from a given population. With the activity students 
also view the value of a correlation coefficient and the corresponding scatter plot. The 
activity, however, is limited because i t  does not directly impart concepts concerning 
correlation by, for example, stating that a correlation is an index of strength for a 
relationship between variables and relating this to the correlation coefficient obtained for a 
sample. The idea of correlation and causation is not addressed by Staristics Tutor. 
4.5.5 S T E P S  
As part of the STEPS project (Statistical Education through Problem Solving, 1996), 
computer-based learning materials, which have been designed to teach the use of statistics 
in psychology, have been developed. The computer-assisting learning program Predicting 
Dyslexia? covers correlation and presents educational objectives on one of the 
introductory screens as follows 
“On completing this module you will: 
be able to interpret scatter diagrams 
know how the correlation coefficient measures strength of association between 
variables 
have calculated a correlation coefficient.” 
Predicring Dyslexiri? introduces correlations in the context of data that was obtained from 
a sample of pre-school children. This data set is used in the program to illustrate scatter 
plots and correlations and a student can view the whole of the data set, which consists of 
children’s scores on a variety of tests. The data set includes children’s scores on a 
vocabulary test, a Non-word Repetition test, rhyming tests and a Reading Age Deficiency 
score (RAD). It is not stated in the program or in the accompanying S T E P S  
documentation whether the data set used in the program is genuine and from a real study 
in psychology. The program provides details of the study and descriptions of the 
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variables in the form of text exposition. On a screen titled ‘Describing relationships using 
correlation’, a student can select one of the sets of scores to investigate its relationship 
with RAD. For example, the student can select the variable Non-word Repetition test (and 
RAD is always the other variable), and they can then either select the button ‘Scatter 
diagram’ or the button ‘Correlation’. The former invokes a screen that shows the values 
for the pair of selected variables and the corresponding scatter plot (figure 4.12). 
Figure 4.12 A scatter plot can be generated in Predicting Dyslexia? 
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A student can therefore select a number of different variables from the data set to see how 
they correlate with RAD and view the correlation on a scatter plot. It is a pity that all the 
possible pairs of variables give a relationship that is positive. In fact, all of the 
correlations between RAD and the tests in the study are between 0.5 and 0.6. So, if a 
user selects the button ‘Tell me’, they always get feedback that states “as the variable’s 
value increases, the value of RAD also tends to increase.” 
Having chosen which variable to pair with RAD (e.g., Non-word Repetition test), 
a student can select the button ‘Correlation’ which invokes a screen showing the 
correlation coefficient obtained between the two variables in question. This screen also 
109 
shows the corresponding scatter plot and the values for the chosen variables (figure 
4.13). From here, a student can move on to look at ‘General examples of correlation’ or 
to ‘Guess the correlation coefficient’. 
Figure 4.13 A correlation coefficient is displayed for a pair of variables 
On the screen ‘Generai examples of correlation’, a student is presented with a list 
of radio buttons to choose from which are titled: Perfect positive, High positive, Low 
positive, Almost zero, Low negative, High negative and Perfect negative (figure 4.14). A 
table with x, y columns, a scatter plot, and a box called the correlation coefficient that 
displays a value (e.g., - 1.000), is also presented on the screen. All these representations 
are linked and change dynamically. For example, if a student selects the radio button titled 
‘High negative’ the graph changes displaying a pattern for a negative correlation, the 
value -0.905 is displayed, and the data in the table also change (figure 4.14). However, a 
student can only change the scatter plot and associated data values by selecting the radio 
button options and on doing this they are not informed what the changing values mean in 
terms of the data. For example, feedback is not given that specifies that as one variable 
generally increases, then the other variable decreases. It is surprising to find that this 
110 
activity does not use the data set concerning children’s scores on tests that is used 
elsewhere in the program. 
Figure 4.14 General examples of correlation 
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On the screen ‘Guess the correlation coefficient’, students can estimate the 
correlation coefficient that is displayed on a scatter plot. Here, a student can also change 
the data by selecting one of three available data sets or by dragging the data points on the 
scatter plot to different positions. If a student changes the pattern of the scatter plot or 
selects one of the three available data sets, the data values in the x, y table change 
accordingly. On this screen, a student can have a go at entering the value of the 
correlation Coefficient that corresponds to the data displayed on the scatter plot. Once a 
student has guessed the correlation, they are provided with appropriate feedback that 
either infornis them that the value is too low or too high or that they have guessed 
correctly. Alternatively, a student can select ‘Display actual coefficient’ and the correct 
value of the coefficient is displayed on the screen. 
Predicting Dyslexia? includes a screen that provides a demonstration of the 
calculation of a correlation coefficient, but this does not use the data set concerning 
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children’s reading and cognitive abilities, which are meant to provide a context for the 
application of statistical concepts and techniques introduced in the program. Another 
screen in the program has been designed to allow students to calculate a correlation 
coefficient and here also, bivariate data from the program’s data set are not used. Rather, 
the ‘Let me calculate’ exercise uses small data sets for convenience and primarily consists 
of having students insert two missing items in the data table set up for computation of the 
correlation coefficient. A student can also input worked out values in the formula that is 
provided, or they can simply select the button ‘Do it for me’. In the case of the latter, the 
program runs through the calculation of a correlation by inserting the appropriate sub- 
calculations and values in the formula to give the answer. 
The STEPS computer-based learning materials for psychology are meant to be 
based around specific problems arising in this discipline. So, the Predicting Dyslexia? 
module uses a study concerning dyslexia and the associated data set. Correlation and 
regression techniques are used in the program to see how well the different tests predict 
the children’s RAD scores. This is rather nice. However, i t  is not stated in the program 
whether the data set is from genuine psychological research, but more importantly, four 
of the activities that concern correlation do not use this data set. As described above, there 
are two activities in the program that do use the data set: a student can select bivariate data 
from the data set and subsequently view the corresponding coefficient, or the relationship 
on a scatter plot. Yet this activity is limited by the fact that all possible pairs of variables, 
which may be selected by a student, have a positive correlation of between 0.5 and 0.6. 
Bivariate data is required so that students can view negative correlations and very weak 
correlations on a scatter plot. Predicting Dyslexia? makes no mention of causation and 
correlation and none of the activities address this statistical issue. 
112 

A student can load a data file and choose to ‘Display data graphically’. This option simply 
displays the data as a scatter plot and gives the values of three different types of 
correlation coefficients, which can be slightly different for a given set of data. Neither the 
manual or the program explain why different correlation coefficients are used for bivariate 
data. 
Understanding Statistics only provides two activities for correlation. For one, a 
student can estimate the correlations for a series of scatter plots. Although this activity 
could illustrate to a learner the effect outliers have on the correlation coefficient (figure 
4.15), the feedback to this activity is limited and simply gives a student the value of the 
correlation coefficient to four decimal places. In addition, the series of eight scatter plots 
is fixed so that each time a student uses the software they are presented with the same set 
of scatter plots. The second activity simply involves the generation of a scatter plot and 
the calculation of three different correlation coefficients for a set of data. This is a data- 
analysis activity that makes little sense because a particular correlation coefficient is 
usually chosen depending on how variables have been measured. The statistical issue of 
correlation and causation is not addressed by Understanding Statistics. 
4.6 Discussion 
At the beginning of the chapter, i t  was highlighted that constructivist conceptions of 
learning have described learning as cumulative and that the acquisition of concepts is 
facilitated if they are anchored in realistic contexts or problems. It was therefore proposed 
that research studies in psychology should be used to provide a context to present and 
illustrate statistical concepts to psychology students. Stat Lady was designed to make the 
learning of statistics more meaningful and therefore more memorable by introducing 
concepts and principles in the context of realistic problems. Evaluation studies of Stai 
Lady’s probability module have indicated that significant learning gains were made by 
students who used this module, but equivalent gains were also made by students who 
attended a series of lectures or by students who completed a Workbook version of the 
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Stat Lady curriculum. A major concern was raised concerning the approach taken in the 
design of Stat Lady because research related to students’ understanding of probability has 
not been addressed by Shute et al (1996). Stat Lady was not designed to address specific 
probability concepts that students find difficult to understand. 
It is widely recognised that a learner’s prior knowledge can affect the acquisition 
of new knowledge: it might impede or facilitate the acquisition of new material (O’Shea, 
1992; Shuell, 1992). A learner’s prior knowledge in the form of, for example, prior 
conceptions or misconceptions must therefore be addressed by instructional materials. 
SralPZuy was designed to help students overcome statistical misconceptions by using 
demonstrations and dynamically linked multiple representations (Cumming & Thomason, 
1998). Further empirical work is required to investigate whether StatPlay contributes to 
students’ understanding of those statistical concepts that the program was designed to 
address. 
A review of computer-assisted learning programs that cover correlation was 
undertaken to see what kinds of learner activities could be used in a program and to 
identify limitations of existing programs. This review of six programs raises six issues, 
which will be discussed in turn, relating to the design of a computer-assisted learning 
program for correlation. 
Firstly, the reviewed programs used data sets, familiar examples or variables x 
and y to present coi-re!ations. Only two of the programs (ConSrarS and Predicting 
Dyslexia?) use data sets, from which a user can select bivariate data, to introduce and 
illustrate the concepts of correlation. In CoriSratS, bivariate data from say, the US 
Education data set can be selected to generate a scatter plot and a correlation coefficient. 
Although data sets can be created to be used in CoiiStarS, none of the program’s existing 
data sets relate directly to psychology. Predicting Dyslexia? was designed to present 
statistical concepts and techniques in the context of a problem in psychology. The 
problem is to see what variables, in the form of a variety of test scores, can predict RAD. 
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Predicting Dyslexia? describes the variables in a research study in psychology and a user 
can choose to examine the whole data set or select different pairs of scores to see what 
relationships exist between different variables. However, it is not clear whether the 
research study and the corresponding data set are genuine. In addition, the learner 
activities in the program do not always use the data set that is the focus of Predicting 
Dyskxia ? 
Introduction to Research Design and Statistics and Statistics for  the Terrified both 
use familiar examples, such as weight and height to illustrate correlations. In Statistics 
Tutor and Understanding Statistics variables are simply known as x and y. 
Secondly, all of the computer-assisted learning programs provide learner activities 
where a student can carry out an action (or a series of actions) at a program’s human- 
computer interface. Every one of the programs provides learner activities that link a 
correlation coefficient with a corresponding scatter plot. In ConStatS, a student can select 
bivariate data and generate the scatter plot and correlation coefficient for this data and can 
view both simultaneously. Similarly, in Predicting Dyslexia? a student can select a set of 
scores to pair with the variable RAD and subsequently view the corresponding scatter plot 
and coefficient. In Zntroducriorz to Researdi Design and Statistics. a student can select and 
drag an arrow on a sliding scale, which varies from - 1  to 1, to see that changing the value 
of a coefficient will change the pattern of data on a scatter plot. A learner can move the 
data points on a scatter plot that is provided in Statisticsfor the Terrified. Here, they must 
try to select and position the data points to obtain a specified correlation coefficient. 
In Sturistics Tutor only one learner activity is provided where a student enters a 
value for the population coefficient and a sample correlation coefficient is generated from 
the population and displayed on the screen with the associated scatter plot. A student must 
estimate the value of the correlation for a series of scatter plots in Understanding 
Sratisrics. By completing this activity, students are told the exact value of a coefficient for 
a given scatter plot and therefore view both concurrently. 
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Thirdly, the learner activities in the programs provide feedback and this must be 
considered. Four of the six programs offer feedback to a student’s actions at the interface 
that is limited (ConStatS, Introduction to Research Design and Statistics, Statistics Tutor 
and Understanding Statistics). For example, Introduction to Research Design and 
Statistics provides a variety of questions for the student to answer, but only ticks and 
crosses are used to indicate correct and incorrect answers. The feedback to a learner 
activity in the STEPS module, Predicting Dyslexia? is a little more informative. When a 
student has guessed the value of a correlation coefficient from a scatter plot, they are 
provided with appropriate feedback that states whether the entered value is too high or too 
low. 
Fourthly, the examined computer-assisted learning programs do not necessarily 
address the misconceptions concerning correlation that students hold. ConStatS, 
Introduction to Research Design and Statistics, Statistics for the Terrified, and STEPS do 
cover the concepts of negative correlation, positive correlation and no correlation, and use 
text, correlations coefficients and scatter plots to present these concepts. Statistics Tutor 
and Understanding Statistics do not cover these concepts explicitly. The strength of 
correlations is, however, only considered in two of the programs: Introduction to 
Research Design and Statistics and Predicting Dyslexia? The statistical issue of correlation 
and causation, and the possible interpretations of an obtained correlation is not covered by 
any of the computer-assisted learning programs. Introduction to Research Design and 
Stati.>tics is, however, a demonstration version, which has a section called Correlation 
and Causality that had not been implemented. 
Fifthly, two of the programs look at statistics formulas that can be used to 
calculate a correlation coefficient. Introduction to Research Design and Sratistics provides 
a demonstration of how to calculate parts or the whole of a formula to obtain a coefficient. 
Predicting Dyslexia? also provides a demonstration of how to calculate a coefficient and 
an activity that gives a student the opportunity to practice calculating parts of a formula. In 
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the study reported in chapter 3 i t  was found that students had difficulties in using a 
formula to obtain a statistic. It was considered that this finding indicated that students 
lacked the prerequisite mathematical skills to denve a procedure from a statistical formula. 
However, it can be argued that data-analysis software can now be used by psychology 
students in higher education to generate scatter plots and correlation coefficients for data 
sets. It is therefore recommended that a computer-assisted learning program should not 
present computational procedures to be learnt by students so that they can calculate 
statistics. 
Finally, there are advanced topics relating to the topic of correlation that are 
addressed by Srurisrics Tutor and Understanding Statistics. In Statistics Tutor, a student 
can specify the population coefficient and a sample size and the program generates 
bivariate data from the given population. The sampled data is shown on a scatter plot 
along with the corresponding correlation coefficient. From this activity, a student might 
come to appreciate the important role of sample size in sampling from a given population. 
There are three scatter plots in Understanding Srutistics that have outliers. An outlier on a 
scatter plot will influence the size of a correlation coefficient as described in chapter 2. 
The effect of outliers on a correlation Is, however, a more complicated methodological 
issue than basic relationships between variables (Goldstein & Strube, 1995). The 
influence that outlying points have on the value of a correlation coefficient could be 
looked at by students after the main concepts of correlation have been understood. 
4.7 Summary 
The previous chapter showed that psychology students do hold statistical misconceptions 
that concern correlation and it is these that must be addressed in the design of a computer- 
assisted learning program. This chapter considered theoretical perspectives that have 
proposed that learning is cumulative and is facilitated if concepts are anchored in realistic 
contexts or problems. These general learning principles informed the design of Link 
which is described in the following chapter. Research and developments in the field of 
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computer-assisted learning for statistics were reviewed in this chapter. In addition, a 
review of a variety of computer-assisted learning programs that cover the topic of 
correlation was described. The design and implementation of Link is described in the 
following chapter. Both formative and summative evaluation studies of Link were 
conducted and the methodology employed for these studies is considered in chapter 6 .  
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Chapter 5 
The design and development of Link 
5.1 Introduction 
This chapter describes the design of Link, which was informed by research-based 
principles of learning, empirical work concerning students’ statistical misconceptions, 
research and developments in the field of computer-assisted learning for statistics and a 
review of programs that cover correlation. The design of Link was also informed by 
recommendations that have been made that relate to the effective design of computer- 
assisted learning programs (e.g., Shuell, 1992). 
The approach taken in the development of Link is also described in  this chapter. 
The authoring tool Macromedia Director 5.0 was used to develop a first prototype of 
Link. This is illustrated here by user scenarios of how a student would work through the 
program and complete the different learner activities provided. The methodology that was 
employed in the evaluation studies of Link is described in the following chapter. As part 
of program development, a formative evaluation and an expert evaluation of the program 
were carried out and these will described in chapter 7 and chapter 8. 
5.2 The design of Link 
If effective computer-assisted learning programs are to be designed then the target 
population of the application must be considered. Shuell (1992) has emphasised that in 
the development of instruciional computing systems the audience of the program must be 
considered, which means that student characteristics should be taken into account when 
developing a system. Furthermore, the development cycle of a computer-assisted learning 
program must involve early testing of the application with target users. It is imperative 
that in the development of a system the prior knowledge of the target population of 
students who would use the program is considered (Shuell, 1992). Shuell (1992) has 
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pointed out that: 
“developers also need to find ways of diagnosing relevant student characteristics 
and determining the range of knowledge that the students might exhibit” (ibid., p. 
46). 
Chapter 3 showed that psychology students have particular difficulties and confusions 
relating to correlations and it is important that the design of a computer-assisted learning 
program for this area must address such problems. More specifically, the findings of the 
investigation that were described in chapter 3 indicated that students have confusions 
relating to negative correlations, the strength of correlations and causality. The findings 
were discussed in relation to empirical work that has looked at students’ misconceptions 
concerning correlation (Batanero et al, 1997). Three misconceptions in particular have 
been identified. 
Causalistic conception 
This conception describes the idea that given a correlation, a student thinks that one 
variable, A has a direct causal influence on another variable, B and helshe does not 
entertain any other possible interpretations of the correlation (e.g., B could also have a 
causal influence on A or a third variable could be responsible for the correlation). 
Unidirectional conception. 
This conception describes one or more or the following: (a) a negative correlation 
coefficient is thought to indicate no correlation, (b) a negative correlation that is displayed 
on a scatter plot is viewed as a relationship or as a positive relationship, (c) a negative 
correlation that is displayed on a scatter plot is viewed as indicating no relationship 
between variables. 
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The conception that a positive correlation is stronger than a negative correlation 
A student thinks that a positive correlation coefficient is stronger than a negative 
correlation when this is not the case. 
Drawing on theoretical perspectives (e.g., Bransford et al, 1990), in chapter 4 it  
was proposed that the acquisition of statistical concepts is facilitated if they are presented 
to psychology students in the context of a psychological study. Star Lady was designed to 
facilitate the learning of statistics by situating or anchoring concepts and principles in 
realistic scenarios (Shute et al, 1996). In a similar way, the STEPS module Predicring 
Dyskuiu? was designed to illustrate statistical concepts and techniques in the context of a 
psychological study that presented a research problem. In the module, a user can 
investigate the relationships that exist between different variables in the study. A research 
study in psychology could provide a context for the learning activities in a computer- 
assisted learning program. 
In the light of the above, i t  was decided that a study from psychology concerning 
TV violence and children’s aggression would be used in the first prototype of Link. A 
study concerning TV violence and children’s aggression (Eron et al, 1972) was used for 
question 17 in the investigation that was described in chapter 3. An adapted version of 
this study provided a context to present the learner activities in the program. 
It was emphasised in chapter 4 that learning is cumulative and that the effective 
design of instructional materials should address students’ prior knowledge in the form of, 
for example, triisconceptions. SrutPluy was designed to address students’ misconceptions 
in statistics that are resistant to traditional forms of education (Cumming & Thomason, 
1995) Cumming and his associates (1995, 1998) have argued that SzurPluy helps students 
to overcome their statistical misconceptions because it provides demonstrations and 
dynamically linked multiple representations of statistical concepts. There has, however, 
been very little work on whether particular kinds of learner activities in a computer- 
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assisted learning program address students’ misconceptions. For example, further 
evaluations of SrarPlav are required to see whether dynamically linked representations of 
statistical concepts do remedy students’ misconceptions. One of the main objectives of 
developing Link uras to investigde whether particular computer-based learner activities 
address students’ misconceptions concerning correlation. 
In chapter 2, it was emphasised that although much research has looked at students’ 
misconceptions, there has been a lack of research that has investigated u hether particular 
learning conditions afiect misconceptions. However, Driver (1988) has described a 
number of teaching strategies that were used to facilitate the construction of new 
concepts, which have been used in teaching sequences for topic areas in science. The 
strategies that are used in Link’J learner activities are similar to three o f  these teaching 
strategies: ‘broadening the range of application of a conception’, ‘differentiation of a 
conception’ and ’the construction of an alternative conception’ (Driver, 1988). The design 
of these learner activities is described in the following section (see 5.3 Link). 
A review of computer-assisted learning programs that cover correlation indicated 
that a program for correlation should: 
Link correlation coefficients with scatter plots. 
Provide learner. act¡ vities WI th informative feedback. 
in general, the reviewed programs covered the concepts of negative correlation and no 
correlation by providing learner activities that involved the presentation of scatter plots 
and correlations coefficients simultaneously, and which therefore demonstrated a variety 
of relationships to a learner. However, only two of the programs addressed the strength 
of correlations and none of the examined programs addressed the statistical issue of 
correlation and causation. 
In the light of the review, il was argued that a computer-assisted lcarning program 
should not provide a formula to calculate correlations, a demonstration of how to calculate 
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correlations from a formula, or an opportunity to practice the calculation of a correlation 
coefficient. This is because the statistics curriculum is changing with the increasing 
availability of data-analysis software and so psychology students do not necessarily have 
to learn how to calculate a statistic from a computational procedure derived from a 
formula. 
There are programs that demonstrate the effect that outliers have on the value of a 
correlation coefficient (e.g., üiiderstunding Statistics), but this methodological issue was 
not addressed by Link because students’ understanding of the influence of outliers on a 
correlation was not investigated in the empirical study that was outlined in chapter 3. This 
topic is also considered to be a more complicated topic for students than that of basic 
relations between variables (Goldstein & Strube, 1995). 
Link was therefore designed to include learner activities, which use data in the form 
of correlation coefficients and scatter plots, and which provide informative feedback to a 
student. These learner activities were designed to address the misconceptions concerning 
correlation that were outlined above. Specifically, ‘as will be described below, the first 
prototype provides a learner activity for each of the three misconceptions. 
If computer-assisted learning programs are used as part of an integrated statistics 
curriculum for psychology students, then as Shuell (1992) has suggested it is important 
to consider the capabilities of computers that provide advantages with regard to their use 
for instructional purposes. The design of a computer-assisted learning program must 
harness the instructional Capabilities of computer technology. Computer technology can 
be used to provide the following facilities in a computer-assisted learning program: 
(i) Direct manipulation and interaction. In the instructional process, WIMP interfaces 
(windows, icons, mouse or menus, pop-up or pull-down menus or pointing) 
(Preece, 1993, p. 82) provide opportunities for the student to select, highlight and 
manipulate objects. This is likely to mean that students find the program’s interface 
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easy to use and they can therefore attend to the learning task at hand, rather than 
become bogged down in typing or data input (c.f. Milheim, 1995 - 1996). 
(¡i) Immediate feedback, which can be in the form of graphics, text or sound, can be 
provided to a learner in response to their actions at the human-computer interface. 
Feedback can be contingent on the learner’s actions at the interface (Shuell, 1992). 
In other words, specific feedback, which is dependant on the student’s response to 
say a particular learner activity or self-assessment question in the program, can be 
provided. 
(iii) Multiple linked representations. Static graphics in the form of diagrams and pictures 
can be used in instructional texts, but in a computer-assisted learning program 
multiple representations can be dynamically linked. For example, at the interface, a 
learner could change the value of a statistic, such as the correlation coefficient and 
see the corresponding change in data displayed on a scatter plot. 
(iv) Record keeping. A program can be designed to create and maintain a record of 
student responses and actions at the human-computer interface, the parts of the 
program to which they were exposed and the feedback they received (Shuell, 
1992). Records in the form of student logs can be used to inform the learner of their 
progress, or can be used by the teacher andor student so that they can monitor the 
learning process (Shuell, 1992). Student logs can be used by developers and 
evaluators of computer-assisted learning programs who might require formative 
data to improve the design of a teaching application (Jones et al, 1996). Indeed, 
research studies can also use student logs because they provide a source of data 
concerning students’ interactions with the instructional system. 
(v) Sound. Audio recordings can be played to the learner to avoid, for example, the 
over use of text in a program. 
With the above considerations in mind, the first prototype of Link was designed to 
include learner activities that provide direct manipulation and interaction for a student and 
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use text, scatter plots and sound. For example, activity 3 provides correlation coefficients 
that can be selected and dragged to complete the activity and the feedback to activity 1 
uses sound. Activity 2 provides two representations that are linked so that if a learner 
selects a particular correlation coefficient the program subsequently displays the 
corresponding scatter plot. The learner activities also provide informative feedback. The 
formative evaluation study provided qualitative data concerning students’ responses to 
particular activities (chapter 8). Accordingly, the final version of Link was developed to 
include feedback to the learner activities that is contingent on a learner’s actions at the 
interface (see chapter 9). In addition, the final version of Link was designed to create a 
student log of a user’s interactions with the program. In the formative evaluation study, 
direct observation of students using the first and second prototypes of Link was used to 
record how students worked through the program and how they completed the different 
learner activities. 
5.3 Link 
Link was designed to be used as a revision program for psychology students who are in 
the second or final year of their undergraduate degree programmes. Empirical work, 
which was described in chapter 3, had identified misconceptions held by psychology 
students who liad already completed courses in statistics that had covered correlations. 
The program was designed therefore for students to review their understanding of 
correlation. 
Lip7k was designed to cover linear correlation, and the concepts of positive 
correlatioii, negative correlation, zero correlation, the strength of correlations and 
correlation and causation. An introductory screen was designed to tell students that: 
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“In this package you will review your understanding of correlation. The aim of this 
package is to make sure that you have a clear idea about the different kinds of 
relationships that can be found between variables.” 
(Figure 5.1). 
This screen was used because effective instructional materials should have some kind of 
advanced organiser or some other pre instructional introduction to prepare learners for the 
material that they will study (Bangert-Drowns & Kozma, 1989; Gagne, Briggs & Wager, 
1988). In addition, the introductory screen allows the student to select a study so that they 
can review their understanding of correlation. The study TV violence and children’s 
aggression (Eron et ai, 1972) was adapted for the first prototype. The study by Eron et al 
(1972) was reported in a journal and it was therefore necessary to summarise and adapt 
the study so that an outline of the study could be prepared and used in the program (figure 
5.2 and figure 5.3). Eron et ai (1972) reported correlation coefficients that were obtained 
in the study between variables, such as a measure of a child’s aggression and a measure 
of a child’s preference for TV violence. The program uses correlations that are similar to 
the ones obtained in this study, but also provides correlations that are different from the 
ones obtained because a variety of different kinds of relationships were required for the 
learner activities in  the program. For example, a negative correlation coefficient that was 
stronger than a positive correlation was needed for activity 2. Activity 1 and activity 2 use 
a table of data that was designed to display the correlation coefficients (figure 5.2). 
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relationship between the boys’ aggression and TV violence. The strategy used in 
this activity is similar to a strategy described by Driver (1988): ‘broadening the 
range of application of a conception’ because a student’s prior conception can be 
used as a resource which can be extended. A student might initially think that A is 
the cause of B, and this idea is built on by providing other possible interpretations 
of a correlation. For example, a student is to consider that B might be the cause of 
A or that an additional variable might be responsible for the obtained correlation. 
Activity 2. This was designed to address a unidirectional conception of correlation. 
Here, a student must decide which correlation from a set of coefficients represents 
the target scatter plot. The scatter plot represents a negative correlation. If a student 
selects any of correlation coefficients, the corresponding scatter plot is displayed 
along side the target scatter plot. The strategy used in this second activity is similar 
to a suggested teaching strategy: ‘differentiation of a conception’ (Driver, 1988). A 
student might hold a unidirectional conception of correlation, which means that their 
conception of correlation is global and ill-defined, and certain experiences are 
necessary to ensure that they differentiate their conception. Through activity 2 a 
student would not only see that a correlation can indicate a negative relationship 
between two variables, but they would also have the opportunity to view a negative 
conelation on scatter plot compared with, ïor example, the pattern of a positivc 
correlation and/or a pattern that indicates no relationship between two variables. 
Activity i. This was designed to address the conception that a positive correlation is 
stronger than a negative correlation. A student can select and drag a set of 
correlation coefficients and arrange them in the appropriate order to indicate the 
weakest to strongest relationship. The activity is set up so that the strongest 
relationship is a negative correlation (-0.65), but a positive correlation is also 
provided (0.64). A student might position 0.64 as stronger than -0.65, but the 
program then provides feedback to the contrary. The strategy used in this activity is 
similar to the teaching strategy ‘the construction of an alternative conception’ 
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(Driver, 1988). In some cases, problems might arise if the students’ ideas are used 
to shape formal models because students’ prior conceptions (or misconceptions) are 
at odds with formal conceptions. Students’ misconceptions are therefore 
acknowledged and the alternative formal model is put forward. With regard to this 
strategy i t  should be noted that Driver (1988) has suggested that students’ prior 
conceptions should be acknowledged and also discussed and that students should 
have the opportunity to evaluate the formal model in relation to their prior 
conceptions. However, the strategy used in activity 3 does not explicitly encourage 
students to discuss their prior ideas (their misconceptions). 
5.4 The development of Link 
An iterative process of design was taken in the development of Link. This design process 
is described by the use of prototypes that animate some but not all the features of an 
intended system (Dix, Finlay, Abowd & Beale, 1993). More specifically, the approach of 
evolutionary prototyping was used where a prototype is not discarded, but serves as the 
basis for next design iteration (Dix et al, 1993). 
The authoring tool Macromedia Director 5.0 for the Macintosh was used to develop 
Link because elements, such as graphics, sounds, buttons and text can be easily 
incorporated in  a program. Director provides a prototyping tool where screens that 
include text and graphics can be easily produced. In addition, Director’s scripting 
language, Lingo can be used to add an interactive dimension to a program (Persidsky, 
1996). A Power Macintosh 7600/120 was used as a development platform. Link was 
developed to run on a Macintosh platform because it  was known that students who would 
take part in the formative and summative evaluation studies of the program were at 
institutions that had Macintosh computers in the laboratories available for student use. 
The development of Link involved two phases of a formative study with target 
users of the program and an expert evaluation. The first phase of the formative study 
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informed the development of an improved second prototype, which was subsequently 
used in the second phase of the formative study and was also examined by specialists. 
5.5 Program implementation 
Figure 5.4 is a schema that describes the organisation of the first prototype. The program 
is comprised of six movies created in Director. Each movie is represented by a screen as 
depicted in figure 5.4. For example, the introductory screen for the TV violence study 
presents text and a table of data, but also provides buttons that a user can select to invoke 
one of the screens that presents a learner activity (figure 5.2). By using simple Lingo 
scripts, the cast members of a movie can be used to provide interactivity. For instance, 
the button ‘activity 1’ contains the script: 
on mouseup 
end 
play movie “activity 1” 
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Figure 5.4 Schema that describes the organisation of the f irs t  prototype 
Intrductoiy 
screen 
Navigational 
links 
Strength i- 
So, if a user selects this button. the movie called ‘activity l ’  is played and the screen that 
provides this activity is displayed to a user. Interactivity was also added to the three 
learner activities by using the play command. If a user selects the button ‘Done’ when 
they have answered a learner activity, feedback is provided at the interface. This was 
achieved by using a script that specifics that a particular frame of a movie is to be played 
when the button is clicked. The frame that represents a screen of the movie, which 
presents feedback, is therefore displayed. Appendix C provides the Lingo scripts that 
were used for Link. 
It has been suggested that simply stating whether an answer to a question or activity 
is correct or incorrect is not sufficient for effective learning, but that feedback from a 
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computer-assisted learning program should be relevant to a learner and tied to a specific 
answer provided by a learner (Milheim, 1995 - 1996). However, research on student 
modelling has shown that even though different types of student models can be devised, 
student modelling is a difficult problem with no easy solution (Ohlsson, 1993; Wenger, 
1987). For example, it is extremely difficult to anticipate all conceivable errors that a 
student might make and it is also difficult to determine how relevant information about a 
student’s knowledge state is acquired by the system so that appropriate feedback can be 
provided. 
The outcome of the expert evaluation of the second prototype of Link suggested that 
feedback to an activity should be contingent on a user’s response to that activity (chapter 
8). By using Lingo, feedback can be provided that is conditional on a user’s responses at 
the interface. Iterative if ... then ... else structures can be used to test when a condition 
exists and the program can respond accordingly. In this way, the final version of Link 
provides specific feedback to learner activities, which will be considered in chapter 9. 
Figure 5.4 depicts some of the navigational links that are provided by the program. 
For instance, by selecting the appropriate buttons, a learner can move from the 
introductory screen of Liiik to the TV violence screen and from here select activity 2. 
With regard to the links shown in figure 5.4, there are, however, other navigational 
routes that can be taken by a learner. There are buttons at the bottom of the screen in the 
first prototype that allow a user to move from one screen to another. For example, from 
activity 2 a user may choose to find out more about the study and select the button ‘Study 
details’, which will invoke the screen that provides details about the TV violence study 
(figure 5.5 and figure 5.3). In the movies, transition effects, such as dissolve were set to 
occur when a user moved from one screen to another or when a scene in a movie changed 
to, for example, provide feedback to a user. Without transitions, Director scenes simply 
cut abruptly from one scene to the next and therefore often create a jarring effect for a user 
(Persidsky, 1996). 
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Activity i uses sound: audio feedback is provided to this activity. To achieve this, 
the voice of the researcher reading small sections of text for the feedback was simply 
recorded by using a microphone attached to the authoring platform. Sound Edit 16 was 
used to record the chunks of text that were saved as AIFF sound files and were used in 
activity 1 .  
An application program can be easily produced with Director by creating a projector 
movie which is a play-only version of a movie. To start the program, the projector movie 
that represents the introductory screen of Link can be tun. To mn, Link requires a 68020 
Macintosh, tunning System 7, at least 4 megabytes of RAM and a 640 x 480 monitor that 
is set at 256 colours. 
5.6 Using Link 
On starting the program, a user is provided with the introductory screen from which they 
can select the button ‘TV violence’ (figure 5.1). By selecting this button, a screen that 
outlines the TV violence study and also provides buttons for the three leamer activities is 
presented to a user (figure 5.2). A user can find out more about the study by selecting the 
button ‘Study details’, which takes them to a screen providing further details about the 
study (figure 5.3). Here, a user can then select the button ‘TV violence activities’ and 
they are taken back to one of the introductory screens from where they can select ‘Activity 
I ’. 
On activity 1 a student is asked the possible meaning of a significant correlation that 
was found io exist between boys’ aggression and TV violence. A student can select a 
maximum of four options that provide possible interpretations of this correlation. When a 
student has checked one or more answers to the question in activity 1, they can then select 
the button ‘Done’ that is provided at the bottom of the screen. This invokes audio 
feedback that informs the student that all four interpretations are possible: 
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parenting style or parental aggression that might be responsible for the relationship 
between the boys’ aggression and TV violence. 
Activity 2 was designed to address a unidirectional conception of correlation and 
makes use of the study data in the form of correlation coefficients presented in a table 
(figure 5.5). A student is not told that the scatter plot that is presented on the screen 
represents a negative correlation, rather, they are asked to decide which correlation in the 
table represents the pattern on this scatter plot. If a student were to select 0.64 in the table, 
a scatter plot showing this positive correlation is displayed alongside the target scatter plot 
and the student is provided with feedback that states “0.64 is a positive correlation” 
(figure 5.5). A student can select any of the correlations in the table and feedback and the 
appropriate scatter plot will be displayed. 
The third activity in this first prototype of Link was designed to address the 
conception in which a student thinks a positive correlation of say, 0.80 is stronger than a 
negative correlation of say, -0.90. This activity also makes use of the table of data, but 
here a student can drag the correlation coefficients from the table to arrange them in an 
appropriate sequence. This activity involves a student selecting the coefficients in turn in 
the table and dragging them to arrange them in an order from that which represents no 
relationship to that which indicates the strongest relationship between two variables 
(figure 5.7). When a student completes this task, they select the button ‘Done’, and 
feedback is provided at the interface so that they can compare their arrangement with the 
correct one that is shown (figure 5.7). The feedback to this activity also tells a user to 
select the button ‘Strength’ which, if clicked, presents an additional screen for this third 
activity. This screen provides a scale that runs from -1 to O to 1. On this scale, a student 
can select various points, which indicate to a student how both positive and negative 
correlations are strong if they are relatively near to a coefficient of -1 or 1 (figure 5.8). 
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Chapter 6 
Methodology for the evaluation of computer-assisted learning 
programs 
6.1 Introduction 
This chapter describes the methodology that was employed in the evaluation studies of 
Link. It will be argued that the development of computer-assisted learning materials 
should involve formative evaluation (Laurillard, 1993). Furthermore, empirical work 
should be conducted to investigate a program’s effectiveness in terms of students’ 
learning. Summative evaluation can be conducted to investigate not only whether using a 
program contributes to students’ understanding of a particular subject area, but also to 
find out about how students learn from a program. 
As part of program development, a formative evaluation of Link was canied out, 
which was followed by an expert evaluation of the program. In the light of the findings 
from the formative study and the expert evaluation, a final version of Link was developed 
and empirical work in the form of a summative evaluation was conducted. This chapter 
considers pertinent issues in the evaluation of computer-assisted learning programs and 
then outlines the evaluative framework that was employed for the evaluation studies. The 
methods and instruments that werc used to gather both quantitative and qualitative data in 
the formative and summative studies are then described. 
6.2 The evaluation of computer-assisted learning programs 
Formative evaluation can be used as part of the development of a computer-assisted 
learning program. This kind of evaluation should be conducted to ensure that students 
find the program easy to use and can provide information for improvement of the leaming 
materials (Laurillard, 1993). The findings of a formative evaluation can therefore inform 
further program development. In addition, formative evaluation of educational materials 
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with the target students provides the opportunity for an intensive look at how students 
leam through educational media (Laurillard, 1993). 
It is clear that computer-assisted learning programs should be pleasant and easy to 
use so that the student can attend to the learning task at hand (Bangert-Drowns & Kozma, 
1989). If a program has a poorly designed human-computer interface where, for 
example, the text is unclear or the function of a button is ambiguous, then the student 
might become confused or be distracted from the subject concepts or learning activities 
that are provided. 
To design an effective human-computer interface, Hix and Hartson (1993) have 
recommended that formative evaluation is camed out early on in the development of a 
program so that usability problems can be uncovered when there is stili sufficient time for 
modifications to be made to the design of the program. It is recommended that for the 
purposes of improving the human-computer interface only a small group of target users 
should be recruited for a formative evaluation study (Hix & Hartson, 1993; Monk, 
Wright, Haber & Davenport, 1993). After five or six users, the participants tend to stop 
finding novel problems and usually reiterate ones that have already be discovered by prior 
participants (Hix & Hartson, 1993). Similarly, Monk and his colleagues (1993) have 
concluded that five is the maximum number of participants required in the evaluation of a 
prototype. Hix and Hartson (1993) have suggested that a variety of data can be collected 
in a formative evaluation of a program’s human-computer interface. The kind of data that 
is gathered will of course depend on the type of system that is being evaluated. They have 
recommended that qualitative data, such as a list of the problems that users face when 
using a particular interface should be generated because this might result in suggestions 
for modifications to improve the design of the human-computer interface. The generation 
of such qualitative data requires the development of tasks for participants to perfom 
while they use a program. These should be representative tasks that users would be 
expected to carry out with the developed program. 
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Both Hix and Hartson (1993) and Monk et al (1993) have provided 
recommendations and techniques for the formative evaluation of a program’s human- 
computer interface. Participants should be recruited from the target population of users of 
the program. In field testing, the program is brought to the participants and the current 
prototype is set up in the normal working environment in which the users are expected to 
use the program (Hix & Hartson, 1993). Participants are of course informed about the 
procedure for evaluation by using “introductory instructional remarks” (Hix & Hartson, 
1993, p. 297). It is suggested that participants are observed while they work with the 
program by completing preplanned representative tasks. The user is asked to talk aloud 
while they complete the tasks, providing qualitative data, such as critical incidents that 
might occur when they are using the program. Monk and his colleagues (1993) have 
provided valuable questions that can be used to ensure the participant continues to give a 
running commentary of what they are doing and thinking while they use the program. 
After the participants have completed the tasks, they can be asked to complete a 
questionnaire that is designed to elicit subjective comments about the prototype. 
In the light of the above, phase one of the formative evaluation of Link was 
camed out. As shall be detailed in chapter 7 ,  in this first phase, six students tried out the 
first prototype of Liiik in a computer laboratory at their university. This phase was 
conducted to assess the quality of the prototype’s human-computer interface and lo 
identify usability problems that mighi exist. The findings of this phase were used to 
modify the first prototype and to develop an improved program that was used in the 
second phase of the formative study. 
There have been recommendations in the form of frameworks for the evaluation 
of computer-assisted learning programs (Draper, Brown, Henderson & McAteer, 1996; 
Draper, Brown, Edgerton, Henderson, McAteer, Smith & Watt, 1994; Jones, Scanlon, 
Tosunoglu, Ross, Butcher, Murphy & Greenberg, 1996). It has been suggested that the 
evaluation of computer-assisted learning should be empirical and that students themselves 
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participate in the evaluation of a program (Jones et al, 1996; Reiser & Kegelmann, 1994). 
Draper and his associates (1996) also argue that the approach to the evaluation of 
education software should be empirical and should not be based solely on, for example, 
an expert opinion of the product in question. 
It has been recommended that a variety of sources of information are used in an 
evaluation study in which qualitative and quantitative data is generated and collected 
(Jones et al, 1996). Jones et ai (1996) have highlighted that there is not only a need to 
include learners in the process of evaluation, but what students have learnt as a result of 
using a program should be assessed where it is possible. In addition, students must be 
observed while they use the program and asked to give their opinions about the program 
in question. Valuable data about the quality of the program that the students worked with 
is therefore provided. In a similar vein, the approach advocated by Draper et al (1996) has 
suggested that a variety of instruments, such as knowledge quizzes, and direct 
observations of students working with the program should be used in an evaluation 
study. Knowledge quizzes are related to particular learning objectives and are designed to 
provide a quantitative measure of whether a students has, for example, acquired a 
particular concept (Draper et al, 1996). Observing students working with the program 
will of course provide qualitative data concerning particular problems that they might 
encounter with the software. In the evaluation of educational software, Zahner and her 
colleagues have also stressed that it is criticai to obtain what they term performance data 
so that it can be determined if students achieve the learning objectives that the software is 
designed to teach (Zahner, Reiser, Dick & Gill, 1992). 
Jones et al (1996) have described a principled approach to the evaluation of 
computer-assisted learning programs. The evaluative framework they have outlined 
provides recommendations to the kinds of data that should be generated and gathered in 
the evaluation of a program. This framework, which is outlined in the next section, was 
employed in the evaluation studies that are described in this thesis for the following 
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reasons. First, the framework was based on a review of the pertinent literature that 
concerns the evaluation of computer-assisted learning. It has also made recommendations 
that have been proposed by related and similar frameworks (e.g., Draper et al, 1996). In 
addition, the approach provides a framework that can be adapted to organise the different 
sources of data that are required in an evaluation study. The evaluative framework was 
used in the second phase of the formative study and i t  was employed for the summative 
evaluation study of Link that is described in chapter 9. 
In the research described in this thesis, a formative evaluation study and an expert 
evaluation were camed out as part of Link’s design and development. The formative 
study was also carried out to pilot the questionnaires, pre and post tests and related 
instruments that were used in the summative evaluation study of Link. 
The pre-test-post-test control group design, which is appropriate for investigating 
the effects of educational innovations, is commonly used in educational research (Dugard 
& Todman, 1995). In this kind of design, participants are assigned to a treatment or 
control condition and scored on a test both before and after taking part in one of the 
conditions. The fundamental features of this design are not changed by using additional 
treatment groups (Dugard & Todman, 1995). The evaluation studies of Srar La&, which 
were outlined in the previous chapter, exemplify this kind of design and have looked at 
the efficacy of learning from a computer program (Shute et al, 1996; Shute & Gawlick- 
Grendell, 1994). Both of these evaluation studies used two treatment groups where 
learning from Srui Lady was compared to learning from a series of statistics lectures 
(Shute et al, 1996) and a paper-based Workbook covering the same curriculum (Shute 8~ 
Gawlick-Grendell, 1994). 
However, concerns that relate to evaluation studies of computer-assisted leaming 
programs that use pre-test-post-test control group designs have been raised (Draper et al, 
1996; Hawkins et al, 1992). Draper and his colleagues (1996) have argued that: 
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“It is not sensible to design experiments to show whether CAL [computer-assisted 
learning] is better than lectures, any more than whether textbooks are good for 
leaming: it all depends on the particular book, lecture, or piece of CAL” (ibid., p. 
27). 
This is because learning is determined by a variety of factors that will inevitably vary 
across situations (Draper et al, 1996). The results of an experiment that was designed to 
test whether a computer-assisted learning program contributed to students’ learning a 
particular element of subject matter, as opposed to learning from say, a text, cannot be 
generalised to another context and cannot therefore predict the efficacy of learning from 
the computer program in another situation (Draper et al, 1996). Similarly, Hawkins et al 
(1992) have pointed out that it is not really possible to define the precise features of an 
instructional method and evaluate the learning outcomes in a way that is appropriate for 
each instructional method. If two instructional methods are therefore compared, it is 
extremely difficult to detemiine the factors that might have produced apparently different 
learning outcomes (Hawkins et al, 1992). 
The summative evaluation of a computer-assisted learning program is, however, 
essential: it can provide important empirical findings concerning the process of student 
learning and can indicate which features of a program can contribute to students’ 
understanding of a particular area. Clearly, simple pre-test-post-test control group designs 
that only collect data concerning learning outcomes are insufficient because they simply 
tell us whether students have learnt from a program or not. Yet summative evaluation 
studies can be designed so that data related to learning outcomes and the learning process 
can be gathered. 
With regard to an evaluation study that is designed to focus on a computer- 
assisted learning program as the educational innovation, i t  is important to include a 
control group because otherwise learning gains, which might be measured by students’ 
performance on the pre and post tests, could simply be attributed to a practice effect. In 
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other words, a repeated measures design means that participants gain practice at 
answering particular kinds of questions and therefore tend to score higher on a post test. 
In the evaluations of Sfut Lady, the students in the control groups were only administered 
the pre and post tests at the same time as those students in the treatment groups (Shute et 
al, 1996; Shute & Gawlick-Grendell, 1994). Students who take part in a control group 
should, however, complete an activity that is comparable in terms of cognitive effort to 
the activity in the treatment group(s). Therefore, the summative evaluation study of Link 
used a basic control group that involved students working through a section of a 
computer-assisted learning program that did not cover correlation. 
An additional form of control was necessary in the empirical evaluation of Link 
because i t  needed to be ensured that the learning gains that might be made by students 
who used the program could not be attributed to the fact that students simply cover a topic 
that could be presented by paper-based instructional materials. As well as the basic 
control group, the summative evaluation study therefore used an instructional control 
group that involved students completing paper-based instructional materials covering 
correlation. 
One of the main interests in the evaluation of Link was to investigate the learner 
activities in the program. The summative evaluation study of Link was set up to 
investigate the Icarner activities in Link and whether they addressed students’ 
misconceptions that concern correlation. 
6.3 A framework for the evaluation of Link 
The framework described by Jones et al (1996) is comprised of three main dimensions: 
context, interactions and outcomes. It has been used in the evaluation of computer- 
assisted learning programs that have been developed for courseware used by the Open 
University. In such cases, the context of the courseware must be considered. For 
example, the developers of computer-based learning materials should be involved in the 
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design of an evaluation study because the rationale and main objectives of the courseware 
would need to be determined (Jones et al, 1996). For the purposes of phase two of the 
formative evaluation and the summative evaluation study of Link, the framework was 
adapted to primarily focus on two of the dimensions: interactions and outcomes as shown 
in table 6. i .  
Methods 
Data 
Table 6.1 Framework for  evaluation. (Adapted from Jones et al, 1996, p. 
Interactions 
Observation. 
Think-aloud. 
Audio recording. 
Student logs 
Records of student 
interactions and think- 
aloud. 
Outcomes 
Questionnaires. 
Tests. 
Measures of learning 
6.3.1 Interactions 
In the evaluation of a program, students should be observed and asked to think aloud 
while they work with the software. This provides qualitative data about the learning 
process. In the case of a formative evaluation, this also provides qualitative data about 
whether students experience particular difficulties with the learner activities that are 
provided at the human-computer interface. Think-aloud can be audio recorded for later 
analysis. The software can be set up to create and maintain student logs which can 
provide a record of students’ interactions with the application. 
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6.3.2 Outcomes 
It is important to investigate whether students have learnt the subject matter that the 
program is designed to impart or whether students’ achievements have met the 
requirements of the learning objectives of the program. With regard to the particular 
learning objectives of the program, learning outcomes can and should be measured by, 
for example, carefully designed tests that are completed by the learner both before and 
after they use the program to see if there is a change in the students’ performance on such 
tests. 
6.4 Formative evaluation 
The formative evaluation study involved students from Buckingham University and an 
Open University residential school who were studying psychology. As noted above, the 
first phase of the formative evaluation study was designed to assess the usability of the 
first prototype of Link. The second phase of the study focused on whether an improved 
version of Link contributed to students’ general understanding of correlation, but was 
also designed to test the use of questionnaires, pre and post tests and instruments that 
would be used in the summative evaluation study. 
The formative evaluation stud) used a questionnaire for participant details, 
participant instnictions, a set of tasks for the evaluation session, a form to record data and 
a program evaluation questionnaire. The second phase of the study also used tests in 
correlation that were completed before and after students used Link. These materials are 
detailed in chapter 7 and chaptei- 8 which describe the formative evaluation study. Phase 
one of the formative study involved students working individually with a prototype of 
Link: they completed set tasks and were observed and asked to think aloud while they 
used the program. A set of questions was also used in the evaluation session to make sure 
that the participants continued to give a clear commentary of what they were doing and 
thinking while they used the program. After students had used the program they 
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completed an evaluation questionnaire that was designed for participants’ opinions about 
the program. Phase two of the lormative evaluation followed the same format as the first 
phase: students were set tasks tu complete while they worked with the program and were 
asked to think aloud while they did this. This phase also looked at students’ learning and 
in order 10 assess learning outcomes, equivalent tests in ccirrelation were developed that 
were designed to provide an assessment of a student’s understanding of correlation and to 
identify particular misconceptions that a student held. The questions in  these tests were 
used in the investigation that was outlined in chapter 3, and were adapted for the 
formative study. The questions for the tests were examined for accuracy and clarity by 
two subject specialists and were modified accordingly For the developed tests. The 
evaluative framework in table 6.2 was used to organise the different kinds of data that 
were generated and collected in the second phase of the formative study. 
‘I 51 
Table 6.2 Framework f o r  the second phase of formative evaluation 
Interactions 
Students completed tasks 
arid were observed while 
they worked with program. 
Students were asked to 
think aloud while they 
completed the tasks. 
A record of observations 
arid audio recording of 
students’ thin k-aloud were 
made. 
Qualitative 
Records of student 
interactions and think- 
aloud. 
This record included details 
of how students answered 
the learner activities. 
Outcomes 
__ 
Questionnaires designed to 
elicit students’ opinions 
about the program were 
used. 
Tests were completed by 
the students before and after 
they used the program. 
Qualitative 
Students’ opinions about 
the program. 
Quantitative 
One-tailed related t-test was 
used to see if there was a 
significant difference in the 
mean scores of the pre and 
post test s. 
Qualitative 
The students’ answers to 
questions on the tests were 
examined to identify 
particuIar misconceptions. 
Quantitative 
McNemar tests were used 
to see if students’ 
conceptions had changed 
from the pre test to the post 
test. 
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Three different subject specialists took part in the expert evaluation of Link. They 
were asked to evaluate the program by working through i t  and by completing the 
evaluation questionnaire that was used in the formative study. Chapter 8 describes the 
findings and implications of this expert evaluation with reference to the development of 
Link. 
6.5 Summative evaluation 
The overall aim of the summatike evaluation was to investigate whether- the final version 
of Link contributed to students’ understanding of correlation and the more specific aim of 
the study was t o  investigate the use of learner activities in the program and whether they 
affected students’ misconceptions in correlation. 
The summative evalualion study that is described in chapter 9 was quasi- 
experimental (Clark-Carter, 1997) and used a pre-test-post-test control group design 
(Dugard & Todman, 1995). As described above, the focus of this evaluation was whether 
Link contributed to students’ understanding of correlation arid the study used two control 
groups. This design is detailed in chapter 9. 
The formative evaluation study served to test the use of the techniques, 
questionnaires and tests for the summative study. The participant profile, and the tests in 
correlation were modified for use in the summative evaluation study. In this study, 
learning outcomes were assessed by students’ scores on the pre and post tests in 
correlation. ANCOVA was applied in the analysis of the pie and post test scores for the 
three different groups, which IS  an appropriate and informative technique for data from a 
pre-test-post-test control group design (Dugard & Todman, 1995). Qualitative data 
concerning students’ interactions with the program were recorded by means of student 
logs that were created by the program. These logs provided a record of the students’ 
actions at the human-computer interface (e.g., which buttons in the program were 
selected and which screens where invoked), students’ responses to the learner activities 
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and the feedback that was rcccived on the activities. More detailed data concerning the 
process of learning while students used Link was required and so, seven of the students 
who participated in the study were assigned to act as case studies. These students were 
observed and ask to think aloud while they used Link. 
ï w o  equivalent tests in correlation, which were adapted from the tests that were 
used in the formative study, wcre devised for the summative study. As for the formative 
study, the questions on these tests were developed to identify students’ misconceptions 
concerning correlation. This meant that non-parametric statistical techniques could be 
used to see whether students’ answers to particular questions changed after they had used 
Link. 
Table 6.3 shows the application of the evaluative framework to the summative 
evaluation. 
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Table 6.3 Framework f o r  the summative evaluatioii 
Interactions 
Students completed tasks 
while they worked with the 
program. 
Case studies 
Students were observed and 
asked to think aloud while 
they completed the tasks. 
A record of observations 
and audio recording of 
students’ think-aloud were 
made. 
Quali tative 
Student logs. These logs 
provided a student’s route 
through the progrum and a 
record of how a student 
answered each learner 
activity. 
Case studies 
Records of student 
interactions and think- 
aloud. 
Outcomes 
A pre-test-post-test control 
group design was used. 
Link group: tests were 
completed by the students 
before and iifter they used 
the program. 
Ins tructi onul control group: 
tests were completed by the 
students beiore and after 
they worked through paper- 
based instructional materials 
that covered corre1 ati on. 
Basic control group: tests 
were completed by the 
students before and after 
they used a program that 
did not cover correlation. 
Quantitative 
ANCOVA on post test 
scores, with pre test scores 
as u covariate 
Qualitative 
The students’ answers to 
particular questions were 
examined to identify 
misconceptions. 
Quantitative 
McNemar tests were used 
to see if students’ 
conceptions had changed 
from the pre test to the post 
test. 
6.6 Summary 
This chapter has described a methodology for the evaluation of a computer-assisted 
learning program. It was emphasised that the evaluation of a learning program should be 
empirical, involving students in the evaluation process and by collecting both quantitative 
and qualitative data. An evaluative framework was outlined that was used in both the 
formative and summative evaluation studies of Link. This framework was adapted from 
the research litcraturc (Jones et al, 1996) and is an approach in which infomation from a 
variety of sources is collected in the process of evaluation. This framework was used so 
that data concerning learning outcomes, as measured by students’ performance on pre and 
post tests, and data relating to the learning process, such as records of students’ 
interactions with the program, were collected in *e evaluation studies. 
The formative and expert evaluation of Link were conducted as part of program 
development. The final version of Link was evaluated by means of a summative study 
that used a pre-test-post-test control group design to investigate whether Link contributed 
to students’ understanding of correlation. The following three chapters describe the 
evaluation of the program. 
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Chapter 7 
Formative evaluation: phase one 
7.1 Introduction 
This chapter describes the first phase of the formative evaluation of Link. This phase was 
conducted to assess the quality of the first prototype's human-computer interface and to 
identify usability problems thdt might exist. This formative testing of the program 
provided qualitative data that was used to inform the design of an improved prototype that 
was evaluated in the second phase of the formative study. 
7.2 Method 
7.2.1 Design 
A formative evaluation of the first prototype of Link was conducted with target users in a 
computer laboratory at their uniirersity. 
7.2.2 Participants 
Six female students who were studying at Buckingham ,,iiversity, who were in the final 
year of their B.Sc. degree programme in Psychology with English Studies took part in 
the study. The mean age of this group of students was 23 years (mean = 22.83, S.D. = 
2.99, minimum 20, maximum = 27). As part of their degree progriimme, all of the 
students had completed two courses in statistics that included a computing component: 
Quantitative Methods for Psychologists and Statistical Analysis for Psychologists. During 
these courses, the students used the data analysis software, Minitab. All of the six 
students had used an IBM PC-compatible before and one student had used both a PC and 
an Apple Macintosh. Five of the students reported that they had used Microsoft Word and 
all six of the students had used computers for at least a year and a half (median = 3 [2.75] 
years, minimum = 1.5, maximum = 5 ) .  Three of the students reported that they used 
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computers once a week, two students used computers every 2 to 3 days, and one of the 
students used a computer every day. To ensure anonymity an identifier (e.g., B1) is used 
for the different participants. 
7.2.3 Materials 
Hardware and sofhvare 
The first prototype of Link was stored on an extemal hard drive for the Apple Macintosh. 
This was attached to a Apple Macintosh LC 475 so that the program could be run from 
the Macintosh desktop. The monitor was set at the required 640 x 480 resolution and at 
256 colours. 
Participant projìle 
This questionnaire was completed by the studenis to collect data concerning, for example, 
the participants’ gender, age, qualifications, degree and year of study, the subject courses 
they had taken, and their computing experience. Part of this questionnaire was based on a 
sample Computer Experience Questionnaire (Draper et al, 1994). 
Ilistn~ctioiisfor pmgram evaluation 
This outlined the purpose of the session and told the participant what would happen 
during the session. These instructions also told the user that they were to be observed 
while they used the program. They were informed that they were to complete a set of 
tasks and were asked to think aloud while they did this. The instructions were adapted 
from Hix and Hatson (1993, p. 299). 
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Task sheet 
This contained the following five tasks that were carried out by the participants: 
Select the study ‘TV violence’. 
Find out more about the study ‘TV violence’. 
Do ‘activity 1’ .  
Do ‘activity 2’. 
Do ‘activity 3’. 
Fomi.for data 
This provided a schedule to collect qualitative data, such as participants’ actions and 
comments in relation to the specified tasks. 
Evaluator’s question sheet. 
The questions on this sheet were used to make sure that the participant continued to 
provide a running commentary of what they were doing and thinking while they used the 
program. These questions were taken from Monk et al (1993, p. 83): 
How do we do that? 
What do you want to do? 
What will happen if _ _ _  ? 
What has the system done now? 
What is the system trying to tell you with this message? 
Why has the system done that? 
What were you expecting to happened then? 
What are you doing now? 
Audio casseite recorder 
The part of the session when participants used the program was audio recorded to provide 
a back up to the form for data specified above. 
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Evaluation questionnaire 
The participants completed this questionnaire after they had completed all of the set tasks. 
This questionnaire was based on useful debriefing questions that have been outlined 
(Monk et al, 1993) and possible post session interview questions that have been 
suggested (Hix & Hartson, 1993). (Appendix D). 
7.2.4 Procedure 
For the formative evaluation session, participants were seen individually. At the start of 
the session, the participants were provided with the Instructions for program evaluation. 
Participants were then observed while they completed the tasks that had been set. By 
using the Form for dura, notes were taken concerning critical incidents, participants’ 
comments and relevant actions at the human-computer interface.-An audio recording of 
the session was taken to provide a back up to this record. When the participants had 
completed the preplanned tasks, they completed the Evaluation questionnaire. Participants 
were de-briefed at the end of the session. 
7.3 Findings 
7.3.1 The tasks 
Select the study ‘TV violence’ 
All of the six students completed this task successfully by selecting the button ‘TV 
violence’. The students were all therefore provided with the TV violence introductory 
screen where they could select the button presented at the bottom of the screen ‘Study 
details’ to find out more about the study. 
Find out more about the study ‘TV violence’ 
None of the six students completed this task successfully. In this first prototype, the TV 
violence introductory screen presented text which read “To find out more about the study 
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select ‘Study details’”, but none of the students clicked this button. For example, one 
student read out aloud the relevant text “select study details”, but she still did not select 
the button ‘Study details’ (B2). 
Do ‘activity I ’ 
All of the six students successfully invoked the screen that provides the first activity, by 
selecting the button ‘Activity 1’ that is provided on the TV violence introductory screen. 
For this activity, the students should interpret the meaning of a single correlation 
coefficient obtained in the TV violence study, by selecting possible interpretations that are 
provided in the form of options that can be clicked by the student. Students are then 
supposed to select the button ‘Done’ that is provided at the bottom of the screen so that 
they can receive audio feedback (figure 7.1). Although all of the options are possible 
interpretations of a correlation, all of the students initially only selected one possible 
option. More specifically: 
None of the six students selected the first option ‘that the boys’ aggression caused 
them to watch violent television programmes’. 
Two students selected the second option ‘that viewing television violence caused 
the boys’ aggression’ (Bl ,  B2). 
Two students selected the third option ‘that the correlation between boys’ 
aggression and TV violence is spurious’ (B3, B6). One of these students did, 
howevcr, select additional options after thinking that her answer may have been 
incorrect (B3). (See below). 
Two students selected the fourth option ‘that another variable or variables could be 
responsible for the correlation’ (B4, B5). 
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activity 1, asked “where shall I go?’, but then selected the button ‘TV violence activities’ 
which took her back to the TV violence introductory screen that is required so that a 
student can select an additional activity (B5). Another student, having listened to the 
audio feedback to activity 1 ,  asked “how can you move on?’ before she selected the 
button ‘TV violence activities’ (B3). 
Do ‘activity 2 ’ 
None of the six students encountered any problems while carrying out this task. They 
selected correlations in the table of data and viewed the scatter plot(s) that were displayed 
(figure 7.2). For example, one student referred to the target scatter plot and commented 
“it could be [a] minus correlation” (B4) and then went on to select -0.65 in the table. 
When the scatter plot that represented the correlation -0.65 was displayed alongside the 
target scatter plot and the feedback “-0.65 is a negative correlation. This correlation 
represents the pattern on the scatter plot” was provided, she said “yeah I’m correct” (B4) 
(figure 7.2). Another student initially selected the coefficient -0.07 in the table and then 
went on to select the correlations 0.12 and 0.18 in turn before selecting the correct 
correlation of -0.65 (B2). 
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Another one of these students originally positioned the correlation coefficients as follows: 
-0.65 No relationship 
-0.07 
0. 12 
0. 18 
0.55 
0.64 Strongest relationship 
She then, however, referred to the correlation of -0.65 and commented “but this is not no 
relationship” and said “SO i t  is probably wrong’’ (Bl). She then re-ordered the coefficients 
in the correct order (B 1). 
The one student who positioned the correlations incorrectly on this activity, selected 
and dragged only two correlation coefficients to represent the strongest relationship and 
no relationship between variables as follows: 
-0.07 No relationship 
- 
0.04 Strongest relationship 
it was clear that she therefore thought that 0.64 was the strongest relationship amongst 
the coefficients in the table ( B  3 ) .  When this student had selected the button ‘Done’ and 
had therefore received the feedback to this activity, she commented that she “forgot about 
positive and negative” (B3). ïh i s  student had not realised that she was meant to have 
positioned all of the correlation coefficients in a sequence. 
When students are provided with the feedback to activity 2, text on the screen tells 
them to select ‘Strength’ (figure 7.3). If a student clicks the button ‘Strength’, an 
additional screen is invoked which provides a scale that ranges from - 1 to 0 to 1. This is 
designed so that students can see how correlation coefficients can range from - 1 to 1, and 
therefore indicate ;L strong relationship or little or no relationship between two variables. 
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7.3.2 Evaluation questionnaire 
The evaluation questionnaire that students completed when they had finished working 
through the program, included the following questions: 
What do you think was the best thing about the program? 
What do you think was the worst thing about the program? 
What do you think needs changing in the program? 
What did you think of activity 1 in the program? 
What did you think of activity 2 in the program? 
What did you think of activity 3 in the program? 
When students completed this questionnaire they referred to the program that had already 
been set up, and looked, for example, at particular screens, such as those that provided 
the particular activities. In the main, the responses on the evaluation questionnaire 
confirmed the observations that were taken while students canied out the set tasks. For 
example, as outlined above, a number of students only selected one of the possible 
options on activity 1 and in response to “what did you think of activity 1 in the program?’ 
one of the students wrote “I wondered whether I can [could] pick one of these or more” 
032). 
Students commented on the buttons that were presented at the bottom of the screen 
in the first prototype of Link. For example, in her answer to the question “what do you 
think was the worst thing about the program?’ one student wrote “I did not understand 
[what] the button ‘the studies’ is for” (BI), and she also commented on the questionnaire 
that she “didn’t know which button to choose to find out more about the [study] details. 
so I jus1 chose the button ‘the studies”’ (BI). (The button ‘The studies’ takes students to 
the introductory screen of the program). In response to the question “what do you think 
needs changing in the program?’ one student wrote “buttons at the bottom of the screen” 
@5). 
Two students did not have a very high opinion of some aspects of the screen 
presentation, for example, of the way in which the program’s instructional questions or 
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activities were presented. When the questionnaire asked students what they thought was 
the worst thing about the program, one student wrote “presentations on the screen of the 
questions’’ and this student commented that this aspect of the program needs changing 
(B5). In this respect, another student commented that “the font of letters, text box[es], 
and table look very squared’ (B6). For this student, there was not an appealing 
presentation of text and data at the interface. 
From an instructional view point, it is interesting to note that in response to “what 
did you think of activity 2 in the program?’ where the student can see a correlation 
coefficient linked to the pattern it shows on a scatter plot, one student wrote that this 
activity was “interesting for someone learning statistics so he or she can picture the 
relationship between the scatter plot and the correlation coefficient” (B5), and another 
student’s comments read “very useful to grasp the idea of how, visually, coefficients 
should be” (B6). 
7.3.3 Additional observations 
The Znstrucrions fo r  program evaluation did not specify that the participating student 
should not inform the other students on their course, who might also take part in the 
study, about the program or, more importantly, about the answers to the learner activities. 
Instructions were therefore modified in this respect for the second phase of the formative 
study that is described in chapter 8. 
When this first phase of the study was carried out i t  became evident that students 
could become confused by thc term task versus the term activity. Students were told that 
they were to complete tasks so that the program could be evaluated (e.g., the Task sheet 
specified task 1 as “select the study ‘TV violence”’), but they also worked on activities 
when they tried out the program. The evaluation questionnaire, however, asked students 
“how easy did you find the tasks’?’’ and this could be interpreted as “how easy did YOU 
find the activities?’ For example, when completing the evaluation questionnaire, when the 
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first student to take part in the study answered the question “what did you think of activity 
1 in the program?” she referred to task 1 on the Tusk sheet (Bl). The difference between 
a task and an activity was clarified for subsequent students who took part in the first 
phase of the study. The Tusk sheer was also modified for the second phase of the 
formative study and did not therefore list the tasks as task 1 ,  task 2, etc. 
7.4 Modifications to the first prototype 
The findings of the first phase of the formative study highlighted particular aspects of the 
program’s human-computer interface that needed to be changed. These modifications 
were designed to improve the first prototype in terms of its usability. A second prototype 
of the program Link was therefore produced that was evaluated in phase two of the 
formative study. 
7.4.1 General modifications to the prototype 
With regard to the findings outlined, the following changes were made to the first 
prototype: 
The buttons that were displayed at the bottom of the screen (e.g., ‘The studies’, 
‘TV violence activities’, ‘Study details’) were changed so that they were the same 
style as the other buttons used in the program (e.g., the buttons ‘TV violence’, 
‘.4ctivity 1 ’). This meant that [hey were clearer because they appeared as a button 
that is designed to be selected with the mouse (figure 7.2, first prototype and figure 
7.5, second prototype). 
In the first program, text was presented that suggests that students should select 
certain buttons. For example, in activity 2 the following text, which was provided 
as part of the feedback to the activity, read “select ‘Strength’”, This aspect of the 
program was changed so that if a button, such as the ‘Strength’ button, was 
referred to in text then this would be explicit and would therefore be changed to 
read “Select the button ‘Strength”’. 
170 


7.4.3 Modifications to activity 2 
The text displayed on this activity was changed to include the following “click to select 
the correlation coefficient in the table”. This change was necessary to ensure consistency 
regarding how instructions were written in the program because a similar change was 
needed on the screen of activity 3. 
7.4.4 Modifications to activity 3 
To ensure that students did not click twice on the correlation coefficients displayed in the 
table for activity 2, the instructions for this activity were revised for the second prototype: 
“Click on the correlation coefficients in the table to select them. To arrange them, you can 
then drag the correlation coefficients from the table”. 
A number of students did not select the button ‘Strength’ in this activity so i t  was 
modified in accordance with the changes that concerned the buttons presented at the 
bottom of the screen, which were outlined above. In addition, the position of this button 
‘Strength’ was changed so that i t  was presented immediately under the sequence of 
correlation coefficients arranged by the student. If the student selects the button 
‘Strength’, the screen that presents a scale for a correlation coefficient is provided. The 
text on this scrccn was also revised for the second prototype so that the student would 
have a clearer idea of what they should do on this screen: “Click on the red points on the 
scale. You can then see how the different values of correlation Coefficients indicate little 
or no relationship, or a strong relationship between two variables” (figure 7.4, first 
prototype and figure 7.7, second prototype). 
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Chapter 8 
Formative evaluation: phase two 
8.1 Introduction 
This chapter describes the second phase of the formative evaluation study that was 
conducted. The evaluative framework that was outlined in chapter 6 was used in this 
empirical study and the study involved students who were studying psychology at an 
Open University residential school. The primary aims of this study were to: 
(a) Investigate whether Link contributed to students’ general understanding of 
correlation. 
(b) 
(c) 
Find out whether Link affected students’ conceptions in correlation. 
Provide a formative evaluation of the program’s learner activities and related 
presentation of topic material. 
Pilot tests that were designed to provide an assessment of students’ understanding 
of correlation. 
(d) 
An expert evaluation of Link was also carried out and this chapter describes the 
outcome of this evaluation. The findings of the formative and expert evaluations were 
used io inform the development of a final version of Link, which is described in chapter 
9. 
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8.2 Method 
8.2.1 Design 
A formative evaluation of the second prototype of Link was conducted with target users at 
a residential school. 
8.2.2 Participants 
Eighteen students (nine females and nine males) who were studying part time for an 
undergraduate psychology course with the Open University took part in the second phase 
of the formative study. The mean age of this group of students was 38 years (mean = 
37.82, S.D. = 7.51, minimum = 24, maximum = 56). Fifteen out of the eighteen 
students had an O’ level or GCSE (grade C or above) in Mathematics. Out of the total 
number of students, seventeen of them had completed an introductory psychology course 
that covered the topic of correlation, and one of the students had completed a degree 
course in psychology. 
With regard to computing experience, the average number of years for having used 
computers was five years (median = 5, minimum = O years, maximum = 33 years). Nine 
of the participants had used both an Apple Macintosh and an IBM PC-compatible, five 
had only used an IBM PC-compatible, three had only used an Apple Macintosh, and 
although only one student had used neither of these computers, they had previously used 
an Amstrad 9512 for word-processing. All but one of the eighteen participants reported 
that they used the computer for word-processing, thirteen of these using Microsoft Word 
and four of these using another application, such as Word Perfect. The participants 
reported that they made fairly regular use of the computer: nine participants indicated that 
they used it every day, five participants used it every two to three days, one participant 
used it once a week, and three used it less than once a month. 
To ensure anonymity the identifier (e.g., 01) is used for the different participants. 
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8.2.3 Materials 
Hardware and software 
The second prototype of the program was stored on a Apple PowerBook 520c from 
which it was run. The screen of the PowerBook was at the required 640 x 480 resolution 
and 256 colours. A mouse was attached to the PowerBook for participant use. 
Participani profile 
This questionnaire was completed by the participants to collect data concerning, for 
example, the participants’ gender, age, qualifications, the university courses they had 
taken, and their computing experience. Part of this questionnaire was based on a sample 
Computer Experience Questionnaire (Draper et al, 1994). 
Instructions for program evcrfuatiorz 
This outlined the purpose of the session and told the participants what would happen 
during the session. These instructions also told the participants that they were to be 
observed while they used the program. They were informed that they were to complete a 
set of tasks and were asked to think aloud while they did this. 
Task sheet 
This sheet asked the participant to complete the following tasks: 
Select the study ‘TV violence’. 
Find out more about the study ‘TV violence’ 
Do ‘activity 1’. 
Do ‘activity 2’. 
Do ‘activity 3’. 
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Fonn .for &ta 
This provided a schedule to collect qualitative data, such as participants’ actions and 
comments in relation to the specified tasks. 
Audio cassene recorder 
The part of the session when participants were using the program was audio recorded to 
provide a back up to theformfor daia specified above. 
Prograni evaluation quesrionnaire 
After the participants had completed all of the set tasks, they completed a modified 
version of the evaluation questionnaire that was used in the first phase of the formative 
study. This questionnaire was designed to elicit participants’ subjective opinions about 
the program. 
Tesis in correlation 
Two equivalent tests in correlation were developed. The questions in these tests were 
used in the investigation described in chapter 3, and were adapted for the formative study. 
Questions that were based on exercises from particular texts (Coolican 1990; Gravetter & 
Wallnau. 199Sa; Gravetter & Wallnau, 1995b; Pagano, 1990; Shavelson, 1981; 
Weinberg & Goldberg, 1990), were also used in the tests. 
These tests were designed to assess students’ understanding of correlation and 
comprised of twenty five questions. Filler questions were included in the tests to ensure 
that participants would not determine the purpose of the tests. Each of the tests provided 
four quantitative measures: 
Overall score (out of a total of 25). 
Overall score that excluded the filler questions (out of a total of 19). 
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Whole question score (out of a total of 14). 
Whole question score that excluded the filler questions (out of a total of 10) 
The questions were also devised to identify students’ misconceptions in correlation. Each 
of the equivalent tests included: 
Four questions designed to identify a causalistic conception of correlation. 
Seven questions designed to identify a unidirectional conception of correlation. 
Eight questions designed to identify the conception that a positive correlation is 
stronger than a negative correlation when this is not the case. 
Six filler questions that concern the topic of correlation. 
The questions for the tests were examined for accuracy and clarity by two subject 
specialists and were modified accordingly for the developed tests (appendix E). 
8.2.4 Procedure 
For the evaluation session, participants were seen individually. At the start of the session, 
the participants were provided with the Iiisrructionsforprogram evaluation. During the 
session, participants completed two equivalent tests in correlation (test A, test B). 
Participants were randomly assigned to either comp1e.te test A prior to using the program 
and to complete test B after they had used the program, or vice versa. Participants were 
observed while they completed the tasks that had been set. By using the Fomzfor data, 
notes were taken concerning, for example, participants’ comments and relevant actions at 
the human-computer interface. An audio recording of the part of the session when 
participants were using the program was taken to provide a back up to this record. When 
the participants had completed the preplanned tasks, they completed the Program 
evaluarion questiorznaire. Participants then completed the other test in correlation and were 
de-briefed at the end of the session. 
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8.3 Findings 
The approximate time that it took participants to complete the pre test, post test and the 
tasks or the time taken to work through the program was noted. The pre test and post test 
each took approximately between ten and twenty minutes to complete. It took participants 
between ten and fjfteen minutes to carry out the specified tasks. 
8.3.1 Interactions: the program 
The findings that concern the participants working with the program are described with 
respect to the five tasks that the participants completed. In addition, a number of issues 
that concerned the usability of the program became apparent while observing participants 
working through the program. These generic issues will be considered separately. 
The first task asked participants to select the study ‘TV violence’. All of the 
eighteen participants successfully completed this task by selecting the button ‘TV 
violence’. 
Find out rnore about the stuùy ‘TV violence’ 
In completing this task, participants were expected to select the button ‘Study details’ 
because the text on the introductory screen for the study TV violence reads “to find out 
more about the study select ‘Study details’.’’ However, four of the participants did not 
select this button at this point in the program (03, 0 5 , 0 8 ,  017). One of these students 
did go on to select the button ‘Study details’ when they were completing activity 1. 
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Both the introductory screen to the TV violence study and the screen that presents 
details of the study provides data in the form of a table. Six of the fourteen participants 
who did find out more about the study by selecting the button ‘Study details’, had 
difficulty interpreting the table (03, 04, 09, 010, 0 1 2 ,  014). For example, one of the 
participants referred to the table and said “I’m confused as to just what this is telling me” 
(012). (See also case studies two and three). 
Do ‘activity I ’ 
As previously described, with this activity students are meant to interpret the meaning of a 
correlation coefficient by selecting four possible options. When participants completed 
this activity, a variety of interactions were observed: 
One participant selected the first option only, ‘that the boys’ aggression caused 
them to watch violent television programmes’ (018). 
One participant selected the second option only, ‘that viewing television violence 
caused the boys’ aggression’ (01). 
One participant selected the thii-d option only, ‘that the correlation between boys’ 
aggression and TV violence is spurious’ (014). 
Three participants sclectcd the fourth option only, ‘that another variable or variables 
could be responsible for the correlation’ (04,05, 08). 
One participant selected the second and fourth options (02). 
One participant selected the third and fourth options (07). This student provided an 
explanation as to why she did not select the first and second options. She initially 
referred to the first option and commented “number one. It didn’t show that at all 
because the word cause is in it  and just ‘cos there’s a correlation doesn’t mean 
there’s a cause and effect. The same for number two” and that “there’s nothing to 
say that the watching the programme caused the aggression. It could be something 
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else that caused the aggression it just happen[s] that the two things correlate” (07). 
Two participants selected the first, second and fourth options (06,013). 
Four participants selected all of the four options (09, 010,011, 015). 
Four participants did not select any of the options, but these users did select the button 
‘Done’ and therefore received feedback to the activity (03,012,013,017). This did not 
necessarily mean that they did not, for example, read through the options: one of these 
participants referred to each of the options in turn. To the third option she said “not that 
one” and then having read the fourth option decided “no, I think it means it’s either one or 
two” (017). One of these participants referred to the options and simply said “it could be 
all of them” (03). 
Two of the participants commented that they did not know the meaning of the word 
spurious that is included in the third option ‘that the correlation between boys’ aggression 
and TV violence is spurious’. 
All but one of the participants selected the button ‘Done’ and were therefore 
provided with the audio feedback to the activity. This feedback asks students to think 
what kind of variable could be responsible for the obtained correlation between the boys’ 
aggression and the TV violence. Three of the participants were unsure about what to do in 
response to this feedback. For example, one participant asked “am I supposed to be 
answering this now?” (015), and another commented “I’m not sure what it wants me to 
do here” (013). In spite of this, thirteen out of the eighteen participants provided an 
answer to the feedback. The participant comments below illustrate the kinds of responses 
that were provided to the audio feedback of this activity: “what kind of third variable 
could be responsible for the relationship that was found to exist between boys’ 
aggression and TV violence?’ 
“Well, there’s all sorts of variables ._. in terms of parental example” (O1 i).  
“Is she repeating back what I said or is she explaining it to me? .__ Does she want 
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me to answer her? ‘Cos I can do that if you like lady ... Home background, locality, 
where they live, whether they like football, god knows, any number of things. 
Maybe they ate too much sugar and they’ve got hyperactive. All sorts of things” 
(010). 
“Maybe they are in a more aggressive home and that they’ve got older siblings who 
are aggressive and therefore they are seeing it and that makes them more aggressive 
by imitation perhaps” (09). 
“Could be parental attitude toward child rearing” (05). 
Do ‘activiíy 2’ 
.. 
For activity 2 participants are expected to select the coefficient in the table (-0.65) that 
represents the target scatter plot that is displayed on the screen. Only two of the 
participants selected this coefficient, -0.65 almost immediately (07, 09).  Apart from 
these two cases, a variety of approaches to activity 2 were observed. 
At the beginning of the activity, four out of the eighteen participants appeared not to 
be able to attempt the activity, but they then completed it and worked out that the negative 
correlation of -0.65 represented the scatter plot in question (03, 0 6 ,  011 ,  015). For 
example, one of these participants said ‘‘I’m puzzled, I’m afraid’ and was prompted to 
select a correlation as instructed by the program. She selected the correlation 0.64, and 
then commented “Oh no, so it’s the other way” and selected the correlation -0.65 (015). 
Another participant approached the activity in a similar way (011).  Initially, this 
participant remarked “don’t like these scatter graphs” and went on to say that she could 
not “picture it in a graph form like that” (O1 i). This participant then said she would guess 
and selected the correlation 0.64 and said “so that’s [a] positive correlation” and “so we 
need a negative correlation” and she then selected -0.65. This participant did, however, 
comment further “1 have to say I still don’t understand why it represents what i t  says it 
does on the graph” (011). In completing activity 2, one participant commented “I haven’t 
the first idea ... I’m completely lost here ... I could have a guess”, but then selected the 
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positive correlation 0.55 in the table. A scatter plot that represents this coefficient was 
displayed on the screen and this participant said “in that case it must be that I’m looking 
for a negative correlation’’ and selected -0.65. He then, however, added “that’s not a bad 
guess second time ... I’m not familiar with scatter plots” (06). 
Four of the participants evidently found activity 2 difficult and tended to guess by 
selecting several of the correlations in the table until they selected -0.65, which is the one 
that represented the target scatter plot (OS, 010, 014 ,  018). For example, one of these 
participants said “I haven’t a clue. I’ve never clapped eyes on a scatter plot before” and 
remarked how he was guessing when he selected the following correlations in the table in 
turn: -0.07, 0.12, 0.64, -0.65 (OS). Similarly, one participant decided “so I’ll go for the 
nearest one at random” and selected the correlations 0.55, 0.64, 0.18 and then -0.65 in 
turn (018). 
Four of the participants did not mention that they found the activity difficult and 
that, for example, they were stuck or confused, but they did select several correlations in 
the table including the negative correlation that represented the target scatter plot (08, 
012, 013,016).  For example, one of these participants referred to the target scatter plot 
and said “it’s not scaled it could be anything” and then selected the correlation 0.64.0.18 
and -0.65 in turn (013). Another one of these participants selected the correlations 0.18, 
O. 12, -0.07, 0.55 in turn and then said “tried four out of six now. It’s none of them” and 
then selected the coefficient of -0.65 (016). 
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Do ‘activiq 3’ 
Thirteen out of the eighteen participants successfully completed this activity by selecting 
the correlation coefficients with the mouse and dragging them from the table and 
arranging them on the screen in the correct order as follows: 
-0.07 No relationship 
0.12 
0.18 
0.55 
0.64 
-0.65 Strongest relationship 
(01, 02 ,06 ,  07, 0 8 , 0 9 ,  010,011, 012, 014, 015, 017, 018). 
When completing this activity, one of these participants remarked “I can’t remember if 
I’ve got this iight or not” (015). 
- 
Five of the participants did not arrange the correlation coefficients from that which 
represents no relationship to that which represents the strongest relationship. Indeed, 
three out of these five participants positioned the positive correlation 0.64 as representing 
the strongest relationship (03,05,016).  (One of the five participants found the screen of 
this activity very confusing and had difficulty carrying out the activity, 013). More 
specitïcally: 
Three participants arranged the correlation coefficients as follows: 
-0.07 No relationship 
-0.65 
0.12 
0.18 
0.55 
0.64 Strongest relationship 
(03, 0 5 ,  016). 
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One participant arranged the coefficients as follows: 
0.64 No relationship 
0.55 
0.18 
0.12 
-0.07 
-0.65 Strongest relationship 
(04). 
Two of the participants did not SL ct the itton ‘Done’ when they id finjshei 
arranging the correlation coefficients which meant that feedback in the form of text was 
not provided on the screen (01, 08). The feedback that is provided to this activity 
informs the user to select the button ‘Strength’. Four out of the eighteen participants did 
not select this button and so did not invoke the screen that provides a scale designed to 
illustrate that a correlation can vary from -1 to O to 1. When one of these four participants 
had attempted to complete activity 3, it was suggested that they finish using the program 
because due to health problems it was not appropnate for them to continue. 
Fourteen out of the eighteen participants studied this last screen that provided a 
scale to illustrate how a correlation coefficient can indicate a strong or weak relationship 
between two variables. These participants selected the red points on the scale, which 
invoke different values of correlation coefficients (e.g., -0.071, and read the text that was 
subsequently displayed (e.g., “a correlation that is near O indicates little or no 
relationship”). With regard to this screen, one participant pointed out “I’m reading the 
instructions about strength and ... they don’t seem very clear to me”. (014). One 
participant, who had corrcctly arranged the correlations in activity 3, tried out the scale 
and remarked that he must have put -0.65 in the wrong place on the activity. It is 
important to point out that there was an error in one section of text that was displayed 
when the user selects a particular point on the scale: the text read “the nearer a correlation 
is to 1, the,stronger the relationship” when it should have read “the nearer a correlation is 
to a -1, the stronger the relationship”. 
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The usability of the program 
It was outlined above that on activity 1 one participant (01) did not select the button 
‘Done’ and on activity 3, two participants (01,08) did not select the button ‘Done’. This 
meant that these participants did not receive feedback to these @¡vities. Nine out of the 
eighteen participants experienced additional problems with the button ‘Done’ while they 
used the program (04, 06, 0 7 , 0 8 , 0 9 ,  011, 013, 014,  017). For example, on activity 
1 when the user selects the button ‘Done’ audio feedback is provided, but when this 
feedback has played the button remains on the screen. It is faded to indicate that it is not 
active. However, nine of the participants selected ‘Done’ again after they had listened to 
the feedback and found that nothing happened when they did this. Two of these 
participants then went on to select the button ‘Quit’ that is meant to be used when a 
student wants to quit the application (013,014).  
- 
It was not entirely clear to all of the participants what they should do when they had 
completed an activity or when and how they should proceed to, say, the next activity. For 
example, having completed activity 1, one participant said “I don’t know what to do at 
this point” (OlO), and another participant commented “I don’t know if that’s the end of 
activity 1 or if there is more to come” (018). This participant also experienced problems 
in navigating thi-ough the program when they were completing the second task that asked 
students to find out more about the study. 
8.3.2 Outcomes: tests in correlation 
Both thc pre and post tests that were designed to assess a student’s understanding of 
correlation provided an overall score for each participant. This overall score was obtained 
by scoring every question on the tests as correct or incorrect. For example, if a 
participant’s answer to question 2 was correct they would receive a score of 1, but if their 
score to question 3(i) was incorrect that would receive a score of O. For the pre test and 
the post test, the participant’s scores for each of the questions were summed to obtain an 
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overall score. The descriptive statistics for the pre and post tests are provided in tdbk 8.1 
The maximum possible overall score for each test was 25. 
Mean 
S.D. 
Table 8.1 Descriptive statistics for  overall scores of pre and post tests 
16.22 18.33 
5.50 4.28 
I I Pre test (n = 18) 1 Post test (n = 18) I 
Maximum 25.00 25.00 
I Minimum 
I Minimum 
17.00 
Mean 
S.D. 
17.00 
11.39 13.56 
4.71 3.94 
Maximum 
3.00 4.00 
19.00 19.00 
1
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1
The scores for the filler questions that were included in both tests were excluded to 
provide the descriptive statistics for the pre and post tests that are summarised in table 
8.2. Excluding the participants’ scores on the filler questions, the maximum possible 
overall score for each test was 19. It can be seen from the histograms in figures 8.1 and 
8.2 that there is a difference in the distribution of participants’ overall scores for the pre 
and the post test. 
Figure 8.1 Histogram of participants’ pre test scores (excluding f i l ler  
ques t ions)  
25 5 5  8.5 11.5 14.5 17.5 
Scores of pre ta (excluding filler questions) 
189 
Figure 8.2 Histogram of participants’ post  test scores (excluding filler 
ques t ions)  
2 5  8.5 11.5 14.5 17.5 
scares m pact test (excluding Iller qu&sticmc) 
A one-tailed related t-test was used to see if there was a difference in the mean 
scores for the pre and post test. There was a significant difference between the mean 
scores of the pre and post test (t = 2.22, d.f. = 17, p < 0.05). There was also a 
significant difference between the mean scores of the pre and post test if the filler 
questions were excluded from the participants’ overall scores (t = 2.59, d.f. = 17, p < 
0.05). This indicates that the participants’ post test scores were higher than their pre test 
scores. 
To ascertain whether the tests in correlation were equivalent two-tailed independent 
t-tests were carried out to see if there was a difference between the mean scores of test A 
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and test B on the pre test. There was no significant difference in the pre test mean scores 
of test A and test B (t = 1.12, d.f. = 16, p > 0.05). Excluding the filler questions from 
the pre test scores, there was no significant difference in the mean scores of test A and 
test B (t = 1.39, d.f. = 16, p > 0.05). 
In the equivalent tests in correlation eleven of the questions asked the participant to 
explain or justify their answer to a previous question. For example, question 8 asked: 
8. Which correlation is stronger? 
(a) -0.88 
(b) 0.02 
and question 8(i) asked the participant to 
8. (i) Explain your answer. 
In the above analysis of the pre and post test scores, participants could, for example, 
obtain a score of 1 (correct) or O (incorrect) for question 8 and a score of 1 or O for 
question 8(i). This method of scoring provided the participants’ overall scores on the 
tests. The tests in correlation were also coded and scored for further analysis in a different 
way because it was clear that in some cases a participant could be correct on, for example, 
question 8, but provide an incorrect or insufficient explanation to their answer on 
question 8(i). Therefore questions of the above format that were comprised of two parts 
were scored as correct or incorrect as a whole question and therefore gave a score of 1 or 
0. This meant that participants’ answers were scored as correct only if they both 
answered the first part of the question correctly and provided an appropriate explanation 
for their answer. 
Additional scores (whole question scores) of the participants were therefore 
calculated for the pre test and post test. The maximum possible whole question score was 
14. Descriptive statistics of this measure are provided in table 8.3. 
191 
Mean 
I S.D.  13.34 13.09 I 
Pretest (n = 18) 
8.22 9.67 _ .  
Post test (n = 18) 
Minimum 
Maximum 
For the participant’s whole question scores, the scores for the filler questions were 
excluded to provide statistics that are summarised in table 8.4. If the filler questions were 
not included in the whole question scores, the maximum possible score was 10. 
Table 8.4 Descriptive statistics for whole question scores of pre and post 
tests ( f i l ler  questions excluded) 
2.00 2.00 
14.00 14.00 
Mean 
S.D. 
Pretest (n = 18) 
5.00 6.39 
2.81 2.13 
Post test (n = 18) 
Figures 8.3 and 8.4 illustrate the difference in the distribution of participants’ whole 
question scores in the pre and post tests (excluding the filler questions). 
Minimum 
Maximum 
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0 0 
10.00 10.00 
. 
1.0 3.0 50 7. O 9.0 
Fre test whale qu&m scca~~es xclu.luduig fillers 
193 
Figure 8.4 Histogram of participants’ post  test whole question scores 
(excluding fi l ler questions) 
1.0 3.0 50  7. O 9.0 
A one-tailed related t-test was performed to see if there was a significant difference 
between the means of the whole question scores of the pre test and the post test. It was 
found that there was a significant difference in these means (t = 2.10, d.f. = 17, p < 
0.05). If the filler questions were excluded from the whole question scores, there was a 
significant difference between the means of the pre test and the post test (t = 2.31, d.f. = 
17, p < 0.05). This indicates that the participants’ post test scores were higher than their 
pre test scores. 
One-tailed Wilcoxon signed-ranked tests were also carried out to see if there was a 
significant difference between the pre and post test means of the whole questions scores. 
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Wilcoxon tests were camed out because in the use of a t-test it is assumed that the 
sampling distribution is normally distributed and it was thought that this was not clearly 
the case with the distribution of participants’ whole question scores (e.g., figure 8.4). 
However, the results of the Wilcoxon tests showed that there was a significant difference 
between the pre and post test mean whole questions scores (T = 28.5, n = 15, p < 0.05) 
and a significant difference between these mean scores if the filler questions were 
excluded (T = 21, n = 14, p < 0.05). 
To find out whether the tests in correlation were equivalent two-tailed independent 
t-tests were carried out to see if there was a difference between the means of the whole 
question scores of test A and test B. With respect to the pretest whole question scores, 
there was no significant difference between the means of test A and test B (t = 0.99, d.f. 
= 16, p > 0.05). If the filler questions were excluded from the whole question scores, no 
’ 
significant difference was found between the means of test A and test B on the pre test (t 
= 1.19, d.f. = 16, p > 0.05). 
8.3.3 Outcomes: questions in correlation 
The study was designed to see if the program contributes to a change in students’ 
misconceptions in correlation. Participants’ answers to particular questions were 
examined to see if there was any evidence for change. For example, question 3 on the 
tests was designed to tap a student’s unidirectional conception of correlation and their 
responses to this question on the pre test and post test were examined. It could then be 
determined if a student held a unidirectional conception of correlation, and if so, whether 
this conception was evident or not in their response to question 3 on the post test. The 
filler questions were not therefore included in this analysis. 
With the exception of question 3 and disregarding the filler questions, questions on 
the tests consisted of two parts. In these cases, the questions were treated as one question 
and the participant’s answers were categorised accordingly. For example, a participant’s 
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answers to both question 2 and question 2(i) were examined together to see if they held a 
causalistic conception in correlation. For simplicity, these kinds of questions, such as 
question 2 and question 2(i) will be referred to as question 2. 
For particular questions, one-tailed McNemar tests were carried out to see if there were 
any significant pre and post test changes in the observed frequencies of those responses 
that could be categorised as a particular misconception. When the total number of changes 
is less that 10, the binomial test is used (Siege1 & Castellan, 1988). An alpha level of 
0.05 was used for all the McNemar tests. 
Causalistic conception of correlation 
Question 2 and question 6 on the equivalent tests in correlation were designed to identify 
a student’s causalistic conception of correlation (appendix E). Here, the observed 
frequencies of a caus&tic response might change from the pre test to the post test. 
i 
On the pre test, eleven of the participants’ responses to question 2 were categorised 
as normal (01 ,  0 3 ,  04, 06,  0 7 ,  09 ,  010 ,  011 ,  014, 017,  018)  and four of the 
participants’ responses were categorised as causalistic (08,  012, 013 ,  016). However, 
three of the participants’ responses could not be categorised as normal or as causalistic 
( 0 2 ,  OS, 015). For example, one participant (OS) answered question 2 as follows: 
2. Professor Smith does an experiment and establishes that a correlation exists 
between variables A and B. Based on this correlation, she asserts that A is the cause 
of B. Is this assertion correct? 
(a) No (participant indicated a). 
(b) Yes 
2. (i) Explain. 
“No significance stated. No indication of what direction correlation is in”. 
In this case, i t  was not possible to categorise the answer as normal because the 
explanation to the question was not sufficient. 
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Twelve of the participants’ responses to question 2 on the pre test andor the post 
test could be categorised as either a causalistic conception or a normal conception in 
which causality is not inferred from an obtained correlation. The results of the McNemar 
test are not reported here because only two of the participants’ responses changed: one of 
the participant’s responses was categorised as causalistic on the pre test and as normal on 
the post test, and one of the participant‘s responses was categorised as normal on the pre 
test and as causalistic on the post test. 
On question 6 on the pre test, however, only four of the participants’ responses 
were categorised as normal (04, 07 ,  09, 018), eight of the participants’ responses were 
categorised as causalistic (05, 0 6 ,  0 8 ,  010, 013, 015 ,016 ,  017) and six could not be 
placed in either of these categories (01, 0 2 ,  03,  011 ,  012, 014). Participants’ 
responses to question 6 on the post test revealed a different pattern: six responses were 
categorised as normal ( 0 1 , 0 8 , 0 9 , 0 1 0 , 0 1 1 , 0 1 4 ) ,  five responses were categorised as 
causalistic (02, 0 3 , 0 5 , 0 7 ,  015) and seven responses were not categorised as normal 
or as causalistic because, for example, an insufficient explanation was provided. For 
question 6, twelve of the participants’ answers could not therefore be categorised as either 
normal or as causalistic on either the pre test andor the post test. The results of the 
McNemar test are not reported because only two of the participants’ responses were 
categorised as causalistic on the pre test and normal on the post test (and one participant 
response was categorised as normal on the pre test, but as causalistic on the post test). 
It is noteworthy that on test A, question 6 says that a correlation has been obtained 
between a measurc of intelligence and a measure of creative thinking and on test B, 
question 6 provides a correlation that has been obtained between the length of time a 
person is in prison and the amount of aggression a person displays on a psychological 
inventory. The findings above suggest that for this kind of question a participant is more 
likely to infer causality from correlation or to provide a response that is not possible to 
categorise as normal or as causalistic, than a participant is in the case of question 2. 
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Unidirectional conception of correlation 
Out of the four questions that were designed to identify a unidirectional conception of 
correlation, only question 3 and question 10 uncovered this conception. In the case of 
question 10, only one participant response was categorised as a unidirectional conception 
(05). For question 3, which was adapted from previous research that is described in 
chapter 3 (Moms, 1997), eleven of the participants’ answers could be categorised as 
normal or as a unidirectional conception of correlation on the pre andíor post test. Four of 
the participants’ responses were Categorised as a unidirectional conception of correlation 
either on the pre test or on the post test. However, in this case the findings of the 
McNemar test are not reported because only two of these participants’ responses changed 
from being categorised as unidirectional on the pre test to normal on the post test. 
The conception that a positive correlation is stronger thun a negative correlation 
Questions 4, 8, 11 and 14 on the tests were designed to identify the conception that a 
positive correlation is stronger than a negative correlation when this is not the case. This 
kind of conception is evident if students are asked to decide, in terms of the strength of 
correlations, the appropriate order of a set of correlation coefficients and they answer in 
either of the following ways: 
(i) The student will order a set of correlation coefficients as follows: 
Strongest weakest 
0.83, 0.65, -0.91, 0.03 
Here, the coefficient that represents no correlation (0.03) is weaker than a strong negative 
correlation (-0.91). 
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(¡i) The student will order a set of correlation coefficients as follows: 
Strongest weakest 
0.83, 0.65, 0.03, -0.91 
In this case, the negative correlation is weaker than the correlation that represents no 
correlation (0.03). 
In both cases, the student might view a positive correlation as stronger than a negative 
correlation, but they might view little or no correlation as stronger than a negative one or 
not. The tests in correlation were designed to pick up on these possibilities. However, 
participant responses were categorised as the strength misconception on only two out of 
the four questions designed to identify this conception. 
In the case of test A, question 8 asked participants to judge which of the two 
correlations (a) -0.82 or (b) 0.04 was stronger and to explain their answer. On the pre 
test, twelve out of the eighteen participants gave a correct response to this question and 
provided an appropriate explanation to their response. However, five of the participants’ 
responses could not be categorised on question 8, and only one participant response to 
this question was categorised as the conception that no correlation is stronger than a 
negative one. This student indicated on question 8 that 0.04 was stronger than -0.82, and 
justified his answer by writing “A is a negative correlation” (013). On the post test, only 
one participant indicated that 0.04 was stronger than -0.82 and explained that it was 
“closest to +1” (018). This is noteworthy because on the pre test this participant had 
provided the correct response to question 8 and commented that the negative “correlation 
coefficient is closest to - i ”  (O1 8). 
Question 14 asked participants to choose, from four sets of correlation coefficients, 
the set that shows the weakest to strongest relationship. In one of these sets no correlation 
is viewed as weaker than a negative correlation, but a positive correlation is viewed as 
stronger than both: 
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Strongest weakest 
0.83, 0.65, -0.91, 0.03 
In another set, the negative correlation is viewed as weaker than both no correlation and a 
positive correlation: 
Strongest weakest 
0.83, 0.65, 0.03, -0.91 
For the McNemar test that was carried out on question 14, participant responses to either 
one of these sets was categorised as the conception that a positive correlation is stronger 
than a negative one (figure 8.5). For this question, the findings were not significant 
(Binomial test, one-tailed test, p = 0.62). 
Figure 8.5 McNemar test: question 14 (cases = 12) 
Post test 
4 (strength 1 (normal) 
misconception) 
Pretest 1 (normal) 
4 (strength 
misconception) 
It can be seen from figure 8.5 that three of the participants’ responses were categorised as 
the strength misconception on both the pre test and post test. However, four of the 
participants’ responses were categorised as ‘strength misconception’ on the pre test, but 
as normal on the post test. For example, on the pre test one participant indicated on 
question 14 the set of correlations in which the (strong) negative correlation is weaker 
than no correlation and a positive correlation, and in explaining this wrote “going from a 
fairly strong -ve [negative] correlation to zero(ish) then upwards to a +ve [positive] 
correlation. It’s the only one that steadily moves in 1 direction” (010). In contrast, on the 
equivalent question 14 on the post test this participant indicated that ‘-0.91, 0.83, 0.65, 
0.03’ shows the strongest to weakest relationship and answered “although in opposite 
directions the s t a t h s  are going from left to right” (010. His emphasis). 
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Correct and incorrect responses to questions 
Participants’ whole question scores also provided data concerning correct and incorrect 
responses to particular questions on both the pre and post tests. Here, participants’ 
responses to questions were categorised as incorrect i f  
They could not answer the question and left the answer blank or wrote “don’t 
know.” 
Their response had been categorised as a particular misconception in correlation. 
Their response in the form of an explanation to the question was insufficient. 
An idiosyncratic response was provided by the participant 
In the case of the latter, for example, one participant’s response to question 4 was a 
follows: 
4. Which correlation coefficient is stronger? 
(a) 0.03 
(b) 0.68 (participant indicated b). 
4(i) Explain you answer. 
“It shows a coefficient of 68% vs [versus] one of only 3%” (06). 
With regard to the pre and post tests, one tailed McNemar tests were used to see if 
there \vere significant changes in the observed frequencies of incorrect and correct 
responses on questions 2 ,  6, 3, 7, 10, 4, 8, l i  and 14. That is, all of the questions with 
the exception of the filler questions and question 13 where only two of the participants’ 
responses changed. There was no significant change(s) in the observed frequencies of 
responses for questions 2, 6 ,  3, 7, 10, 8, and 1 1 .  
In the case of question 4, there was a significant change in the observed frequencies 
of responses (Binomial test, one-tailed test, p = 0.03) (figure 8.6). From figure 8.6 it can 
be seen that five participants scored incorrectly on this question in the pre test, but scored 
correctly on the post test. 
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Figure 8.6 McNemar test: question 4 (cases = 18) 
5 
Post test 
1 O 
3 Pretest O 
1 
Question 4 concerns the strength of correlation coefficients and asked participants to 
indicate which of a pair of correlations is stronger. On this question a very low correlation 
(e.g., 0.03) and a strong positive correlation was provided (e.g., 0.68). 
For question 14, there was a significant change in the observed frequencies of 
responses (Binomial test, one-tailed test, p = 0.02). In this question participants were 
asked to indicate which one of a set of correlation coefficients correctly showed the 
strongest to weakest relationship and to explain their answer. It can be seen from figure 
8.7 that six out of the eighteen participants provided an incorrect response to question 14 
on the pre test, but a correct response to question 14 on the post test. 
Figure 8.7 McNemar test: correct and incorrect responses to question 14 
(cases = 18) 
Post test 
i (correct) O (incorrect) 
Pretest O (incorrect) 
1 (correct) 
The above findings rclating to question 4 and question 14 suggest that the use Of 
Link contributed to participants’ understanding of the strength of correlations. 
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8.3.4 Interactions: case studies 
Participants’ whole question scores that excluded the filler questions, were examined to 
see which participant scores had increased from the pre test to the post test. Excluding the 
filler questions, the maximum possible whole question score for each of the tests was 10. 
Three out of the eighteen participants’ scores had made an increase of 5 scores or more in 
whole question scores from the pre to the post test (02,  03, 014). These participants 
provide case studies that will be described to illustrate their performance on the tests, their 
misconceptions, and their interactions with the program that might have contributed to 
their score increase from the pre to the post test. The names of these participants have 
been changed to assure anonymity. 
Case study one 
Helen’s whole question score on the pre test was O. Helen’s answers to five of the 
questions on the pre test were confused (questions 2, 4, 6 ,  7, 13). For example, in 
response to question 2 she indicated that if a correlational study found a relationship 
between two variables, you could not ever conclude that there is a causal relationship 
between the variables. However, in explaining this answer she wrote “if one is the cause 
of the other there can’t be a correlation between them”. This is of course not the case. It 
was difficult to categorise her answer to question 3, where the participant is supposed to 
interpret a negative correlation from a scatter plot. Here, she commented “higher scores in 
arithmetic at expense of reading. Each is mutually exclusive, tend to be better at one or the 
other”. It is not clear from these comments whether this participant could or did 
successfully interpret the pattern on the scatter plot as negative. Helen answered question 
4 as follows: 
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4. Which correlation coefficient is stronger? 
(a) 0.01 (Helen indicated a). 
(b) 0.64 
4 (i) Explain your answer 
“1% probability of results being due to chance”. 
Here, Helen was not clear how to interpret a correlation coefficient and her explanation to 
her response on this question, suggests that she thought 0.01 represented a level of 
significance or p (the probability of the observed results or more extreme results 
occurring by chance alone) 
Question 7 asked what correlation coefficient would indicate no relationship 
between two variables and also asked for an explanation of this answer. Helen did not 
answer this question appropriately and appeared to provide an example set of variable; 
that would not be related. Her complete answer read as follows: 
“total of time trials and test scores. Total time taken across a series of tests is not 
relevant, time for each trial would indicate practice effects etc. Total time the trials 
took is no more than just that - could compare but no useful resulting data”. 
Question 8 and question 11 asked which one of two correlations is stronger. 
Although Helen indicated the correct correlation on both these questions, her explanation 
as to why one correlation is stronger was inappropriate because she remarked that it was 
the “smallest number”. For example, for question I l ,  Helen responded as follows: 
11. Which correlation is stronger? 
(a) 0.71 
(b) -0.81 (Helen indicated b). 
1 i (i) Explain your answer 
“Smallest number”. 
To two of the questions, Helen indicated that she did not know the answer. On 
question 10, which asked whether 0.64 or -0.83 show a correlation, or whether both or 
neither show a correlation, and also asked to explain the choice, she simply wrote “don’t 
know” twice. Her answer to question 14 was also “don’t know”. Helen’s answer to 
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question 13, illustrates that she was confused by the meaning of a correlation coefficient 
and with significance: 
13. Which of these shows a correlation? 
-0.84 
0.02 
(a) The first 
(b) The second (Helen indicated b). 
(c) Both 
(d) Neither 
13 (i) Explain your choice 
“statistically significant”. 
On the pre test, not one of her responses to any of the questions were categorised as 
a particular misconception. So, although most of Helen’s answers were incorrect, there 
was no evidence to suggest that she held any particular misconceptions in correlation. 
Helen did not experience particular difficulties in completing the first two tasks 
when using the program. For example, she found out more about the study by selecting 
the button ‘Study details’. When Helen completed activity 1 she read the text on the 
screen and referred to option 2 ’that viewing television violence caused the boys’ 
aggression’ and remarked “that one is quite a popular view at the moment”. She selected 
this option and option 4 ‘that another variable or variables could be responsible for the 
correlation’. Helen then selected the button ‘Done’ and when the audio feedback had 
played provided some thoughts: 
“What kind of third variable could be responsible for the relationship that was 
found to exist between boys’ aggression and TV violence?’ (Audio feedback to 
activity i). 
“If their background if their parents are quite easy going and let them get out these 
18 films when they’re ten ... I’d say it’s your parental background really ... and 
then the peer group as well”. 
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Helen was initially stuck on activity 2 where the participant selects a correlation 
coefficient from the table that represents the scatter plot that is displayed on the screen. 
She commented that she was “searching for inspiration” and with reference to the 
correlation coefficients in the table said “I don’t think it is any of the minus ones. Other 
than that, totally at a loss there”. Referring to the target scatter plot she then went on to 
say “suppose I’ll have to say it’s 55 ... j ust because it’s evenly matched” and selected the 
correlation of 0.55. The scatter plot that represents this correlation was displayed on the 
screen alongside the target scatter plot. Helen then thought out aloud “oh that makes that 
negative _.. that’s bringing it all back” and she then selected the correlation -0.07 and then 
the correlation -0.65. 
Having read the text for activity 3, Helen remarked “my initial instinct is to go with 
the lowest and move upwards ... I know that 64, 55, 65 [0.64, 0.55, -0.651 are 
significant ... So that must make ... a strong relationship between the variables”. She 
then went on to say “I’m quite put off by -0.07 ... j ust because it’s ... a long way away 
quite along wzty the other way that it’s quite a strong relationship but it’s not necessarily a 
positive one ... but it’s not significant”. She then ordered the correlations coefficients as 
follows: 
-0.07 No relationship 
0.12 
0.18 
0.55 
0.64 
-0.65 Strong relationship 
Here, she commented “I’m just going to put them in order numerical order. ... Unless 
something else comes to me”. It can be seen from the above that Helen did, however, 
arrange the correlations appropriately. Helen went on to look at the additional screen for 
activity three and here clicked on the various red points on the scale. 
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Helen’s whole question score on the post test was 5 (as opposed to O on the pre 
test). TO two questions she wrote “don’t know” (questions 2 and 13). In contrast to her 
answer to question 3 on the pre test, which was scored as incorrect, (and it was not 
possible to categorise it as a misconception or as normal), her answer to the equivalent 
question 3 on the post test was correct. Here, she interpreted the pattern on the scatter plot 
as indicating a negative correlation and provided an exemplary answer: 
Negative correlation. Those who scored highly on spelling did not necessarily 
have better memory + [and] those who scored high on memory didn’t score well on 
spelling”. 
Helen’s answers to question 4, question 7, question 8 and question 11 were scored 
as correct. For example, in contrast to the equivalent question 11 on the pre test, Helen 
answered question 11 on the post test as follows: 
“ 
11. Which correlation coefficient is.sEonger? 
(a) 0.73 
(b) -0.84 (Helen indicated b). 
1 1  (i) Explain your answer 
“Closer to -1”. 
On the pre test her answer to question 7 was incorrect. but on this question on the Post 
test she answered the question correctly. providing an appropriate explanation: 
7. What is a likely value of a correlation coefficient that would tell you that there is 
not relationship between two variables? (For example, between girls’ shoes size 
and scores on a reading test). 
“O. 12” 
7. ( i )  Explain your answer 
“Closer to O than to 1”. 
However, as discussed below her answer to question 6 was scored as incorrect, and her 
answers to question 10 and question 14 indicated that she was not clear about some 
aspects of correlation. For question 10, Helen answered in the following way: 
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10. Which of these shows a correlation? 
0.68 
-0.85 
(a) The first (Helen indicated a). 
(b) The second 
(c) Both 
(d) Neither 
10. (i) Explain your choice 
“Don’t know - (was right on program)”. 
Question 14 asked participants to choose which one of a set of correlations corre,ctly 
shows the weakest to strongest relationship. Here, in contrast to her answer on this 
question on the pre test, Helen indicated the correct set of correlations. However, when 
asked to explain her answer she wrote “furthest from 1 to closest”. This is an answer that 
was assessed to be an insufficient explanation to the question and her answer to question 
14 was therefore scored as incorrect. 
On the post test, only one of Helen’s responses to a question was categorised us a 
particular misconception. Her response to question 6 was categorised as a causalistic 
conception of correlation: 
6. Suppose there is a correlation of 0.87 between the length of time a person is in 
prison and the amount of aggression the person displays on a psychological 
inventory. This means that spending a longer amount of time in prison causes 
people to become more aggressive. True or false? 
(a) False 
(b) Tiue (Helen indicated b). 
6. (i) Why? 
“Closer to 1”. 
This case study illustrates that Link contributed to the participant’s general 
understanding of correlation. Helen’s answers to questions on the pre test did not indicate 
that she held any particular misconceptions about correlation, but that she simply did not 
know the answers to the questions or was confused by, for example, correlation 
coefficients and levels of probability. In contrast, her answers to questions on the Post 
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test indicated that she understood aspects of correlation. For example, on question 3 
Helen successfully interpreted the pattern on the scatter plot as indicating a negative 
correlation. 
Case study two 
i 
Sam’s whole question score on the pre test was 1. On seven of the ten questions on the 
pre test (i.e. excluding the filler questions), Sam answered “don’t know” or left the 
answer space blank. 
Sam did not hold a causalistic conception of correlation. His answer to question 2 
on the pre test illustrates this: 
2. If a correlational study finds a relationship between two variables, could you 
ever conclude that there is a causal relationship between the two variables? 
(a) No (Sam indicated a). 
(b) Yes 
(c) Sometimes 
2. (i) Why? 
“Because there is never proof of a direct causal connection.” 
Sam’s answer to question 3 was categorised as a unidirectional conception of correlation. 
Here, a negative correlation is shown on a scatter plot, but Sam’s interpretation of the 
scatler plot was “doesn’t show much at all”. 
When Sam used the program, he found i t  difficult to interpret the table that is 
provided on, for example, the introductory screen to the TV violence study. With 
reference to the correlation coefficients that are displayed in this table he said “these 
figures mean nothing to me at all” and “I don’t even know if a high figure is good or a 
low figure is good” and “I don’t know what total TV means ... or what family income 
is”. 
When completing activity 1, Sam read the four options that are provided at the 
interface in turn, and thought out aloud “it could be all of them”. When he had listened to 
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the audio feedback to this activity he responded: 
“Well, just the fact that correlation studies are meaningless anyway because they 
don’t actually prove anything ... they can only suggest that if you know you eat lots 
of sausages you like violent programmes ... it’s quite a spurious concept for me 
anyway”. 
Sam could not understand the question that accompanies activity 2. He remarked “I 
have no idea what that means”, and “how can one figure become a complete graph”. With 
reference to the target scatter plot that indicates a negative correlation, which is displayed 
on the screen of activity 2, he commented “there’s no pattern there at all as far as I can 
see” and “not much of one anyway”. Sam was prompted to select a correlation coefficient 
in the table and he clicked with the mouse on 0.64. Feedback that read “0.64 is a positive 
correlation” and a scatter plot that represented this relationship was displayed on the 
screen. Sam then commented “positive correlation so that goes that way” and “must be a 
minus one but just in the middle” and “so I’m going to go for double O 7 [-0.071”. Sam 
then selected the correlation -0.07 in the table and said “well that’s quite close” before he 
selected the correlation -0.65. 
When Sam began working on activity 3, he selected the correlation -0.65 and 
dragged i t  to the ‘No relationship’ position that is provided on the screen of this activity. 
He, however, then remarked “No, that’s wrong” and then selected and dragged all of the 
correlations to arrange them on the screen as follows: 
-0.07 No relationship 
-0.65 
0.12 
0.18 
0.55 
0.64 Strongest relationship 
Sam then selected the button ‘Done’ in response to the feedback “compare your 
arrangement of correlation coefficients to the correct arrangement that is shown” and said 
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“I’m totally confused now”. Sam went on to select the button ‘Strength’ and 
subsequently clicked on the scale that is provided on the presented screen and read “the 
nearer to one the stronger the relationship” and commented “oh right even if it’s minus 
one [-i]”. 
On the post test, Sam’s whole questions score was 6. In contrast to his answers to 
questions 4, 7, 8, 10, 11 where he answered these questions on the pre test as “don’t 
know” or left the answer blank, his answers to these questions on the post test were 
scored correctly. For example, having answered “don’t know” on the pre test for 
question 7, he answered this question on the post test as follows: 
7. What is a likely correlation coefficient that you might obtain that would indicate 
no relationship between two variables? (For example, between girls’ shoes size and 
scores on a reading test). 
“0.0’ 
7. (i) Explain your answer 
“Furthest away from 1”. 
On the pre test Sam left question I I blank (he wrote a dash in the answer space on the 
test), but on the post test he answered this question in the following manner: 
11. Which correlation coefficient is stronger? 
(a) 0.73 
(b) -0.84 (Sam indicated b). 
11. (i) Explain your answer. 
“Nearer to -1”. 
On the pre test Sam left question 14 blank, but on the post test he chose the correct set of 
correlations that showed the weakest to strongest relationship (weakest 0.04, 0.56,0.67, 
-0.79 strongest), but his explanation for this choice was not accurate. He wrote “furthest 
from 1 to nearest to I”. Here, it is likely that he meant -1 or 1, but it is not certain. 
On the post test, Sam’s answer to question 6 was categorised as a causalistic 
conception of correlation. Sam answered this question as follows: 
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6. Suppose there is a correlation of 0.87 between the length of time a person is in 
prison and the amount of aggression the person displays on a psychological 
inventory. This means that spending a longer amount of time in prison causes 
people to become more aggressive. True or false? 
(a) False 
(b) True (Sam indicated b). 
6 .  (i) Why? 
“High correlation”. 
This categorisation of his answer was inconsistent because his answer to question 2, 
which was also designed to identify a causalistic conception, was categorised as normal 
on the post test: 
2. Professor Smith docs an experiment and establishes that a correlation exists 
between variables A and B. Based on this correlation, she asserts that A is the cause 
of B. Is this assertion correct? 
(a) No (Sam indicated a). 
(b) Yes 
2. (i) Explain. 
“There is no causal connection in correlation studies”. 
Sam’s answer to question 3 on the pre test was categorised as a unidirectional conception 
of correlation and on this question on the post test his answer was categorised in this way 
again. To this question that asked participants what the scatter plot showed about the 
relationship bctuccn thc test scorcs he urote “there is no relationship”. In fact, the scatter 
plot indicated a negative relationship. 
The above findings suggest that the use of Link contributed to Sam’s general 
understanding of correlation. More specifically, Sam answered questions on the pre test 
by writing “don’t know” or leaving the answer blank, However, in contrast to his 
answers to five particular questions on the pre test that were incorrect, his answers to 
such questions on the post test were scored as correct. Despite this, Sam’s answer to 
question 3 on the pre test and the post test were both categorised as a unidirectional 
conception of correlation. 
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Case study three 
Ivor’s whole question score on the pre test was 2. On the pre test Ivor’s answers to 
questions 4, 7, 10, 11, 13 and 14 were scored as incorrect because his explanations of 
the answer were inaccurate and indicated that he was confused by the meaning of 
correlation coefficients. For example, on question 7 Ivor correctly suggested 0.02 as a 
likely correlation coefficient that would tell you that there is no relationship between 
variables, but when asked to explain his answer he wrote ‘‘there is only a 2% chance that 
shoe sizeheading test scores are related’. (The example variables provided in the 
question). Similarly, on question 11 he correctly indicated that -0.84 was stronger than 
0.73, but explained this response by writing “higher percentage”. This explanation is 
inconsistent with a similar question 8 where Ivor indicated that -0.88 was’stronger than 
0.02 but justified this answer by writing that “+ and - are not relevant in relation to 
correlation coefficient strength”. This is noteworthy if  one is to consider Ivor’s answer 
and inappropriate explanation to question 13: 
13. Which of these shows a correlation? 
-0.86 
0.01 
(a) The first (Ivor indicated a) 
(b) The second 
(c) Both 
(d) Neither 
13. (i) Explain your choice. 
“86%, chance that the variables directly affect each other”. 
Ivor’s answer to question 14 was similar in that he provided the correct multiple choice 
response, but failed to provide an adequate explanation to this response and his answer to 
the question was therefore scored as incorrect. In this case: 
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14. Which of the following sets of correlations correctly shows the weakest to the 
strongest relationship? 
Weakest strongest 
(a) -0.79, 0.56, 0.67, 0.04 
(b) 0.04, -0.79, 0.56, 0.67 
(c) 0.04, 0.56, 0.67, -0.79 (Ivor indicated c). 
14. (i) Explain your answer. 
“% increase from lowest to highest”. 
(d) -0.79. 0.04, 0.56, 0.67 
Ivor did not appear to hold a causalistic conception of correlation: his answer to question 
2 was categorised as normal where he explained that “the fact of a correlation in itself 
does not identify either of the variables as a causal agent”. However, it was not possible 
to categorise his answer to question 6, which was also a question designed to identify a 
causalistic conception of correlation, as either normal or causalistic because his answer 
was ambiguous 
On the pre test, Ivor’s answer to question 3 was categorised as a unidirectional 
conception of correlation. With respect to the scatter plot, which indicated a negative 
correlation, he determined “there appears to be a better set of results for the spelling test. 
There is not enough evidence to show that there is a correlation between the two tests. 
Difference abilities could be being tcsted’. 
When Ivor was using the program and was examining the ‘Study details’ screen, he 
appeared to have difficulties in making sense of the data table. He thought out aloud “I’m 
still not getting very much from the table” 
When completing activity 1, Ivor considered the available options provided at the 
interface, or the four possible interpretations of the correlation. He commented that “one 
or two could be true” or ‘that the boys’ aggression caused them to watch violence 
television programmes’ or ‘that viewing television violence caused the boys’ aggression’. 
However, Ivor only selected the third option ‘that the correlation between boys’ 
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aggression and TV violence is spurious’ and then selected the button ‘Done’ and received 
audio feedback. Ivor then paused and was prompted “what are you thinking?” He then 
commented 
“Is it asking me to respond? It obviously is. There could be something around to do 
with peer group pressure and social and cultural expectations on boys to be tough 
and so on. So it may be that the violence on television isn’t actually causing boys’ 
aggressions levels to be higher. Um it could be social conditioning as much as 
television programmes”. 
On activity 2, Ivor reacted to the target scatter plot: “I hate these things”, “what do 
you hate?’ (E) “Scatter plots”. Ivor paused before he selected any of the correlations in 
the table that might represent the scatter plot in question and was therefore asked “what 
are you thinking?’ he replied “I haven’t got a clue”. He selected the correlation 0.64 and 
then 0.55 and the other correlation coefficients in the table. 
On activity 3, Ivor selected and arranged the correlations in the appropriate order. 
He then selected the button ‘Done’ and in response to the feedback provided at the 
interface commented “this is amazing” and “looks like I’ve put them in the right place”. 
Ivor went on to select the button ‘Strength’ that invoked the additional screen for activity 
3, which he then examined by selecting the various points on the scale and thought out 
aloud “nearer to one the stronger the relationship. So at least something’s stuck in my 
mind from when I did these things ages ago”. 
Ivor’s whole question score on the post test was 9. On the post test Ivor’s answers 
to questions 4, 7, 10, 11, 13 and 14 were scored as correct. This is in contrast to his 
performance on the pre test in which his answers to these questions were scored as 
incorrect. For example, on question 11, Ivor correctly indicated that the correlation -0.81 
is stronger than 0.71 and wrote that “the ‘-’ is not relevant to the strength of correlation, 
but only to the direction”. On question 7 Ivor suggested that 0.02 was a likely correlation 
that you might obtain that would indicate no relationship between two variables, he 
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explained this by writing “the correlation coefficient is close to O and therefore does not 
support a relationship”. In comparison to his answer to question 13 on the pre test as 
illustrated above, his answer and explanation to this question on the post test were 
exemplary: 
13. Which of these shows a correlation? 
-0.84 
0.02 
(a) The first (Ivor indicated a) 
(b) The second 
(c) Both 
(d) Neither 
13. (i) Explain your choice. 
‘‘Nearer to - 1 than to O”. 
On the pre test, Ivor’s answer to question 3 had been categorised as a unidirectional 
conception of correlation. However, his answer to question 3 on the post test was 
categorised as normal because he described the relationship between the two sets of 
scores: “the scatter plot suggests that a relationship exists between arithmetic and reading 
scores. Children strong in one are less strong in the other”. 
On the post test Ivor’s answer to question 6 was not categorised as a causalistic 
conception of correlation. but as normal because here he did not infer causality. He 
answered this question as follows: 
6. A group of researchers studying the relationship between creative thinking and 
intelligence administered different measures of creative thinking and intelligence to a 
sample of high school students. They obtained a correlation coefficient of 0.8 and 
concluded that high intelligence results in high scores on creative thinking. Is this 
conclusion warranted from the data? 
(a) Yes 
(b) No (Ivor indicated b). 
6 .  (i) Explain. 
“The explanation could well be turned around. Creative thinking might be the factor 
behind high intelligence score”. 
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In summary, Ivor’s answers to the questions on the pre test indicated that he was 
generally confused by correlation coefficients and percentages. In addition, his answer to 
question 3 on the pre test was categorised as unidirectional. However, in contrast to his 
answers to six questions on the pre test that were incorrect, his answers to these 
questions on the posi test were scored as correct. Moreover, his answer to question 3 on 
the post test was not categorised as unidirectional, but as normal because he successfully 
interpreted the negative correlation displayed on the scatter plot. 
Summary of case studies 
The case studies illustrate that Link contributed to students’ general understanding of 
correlation. However, from the case studies it is not possible to determine if the use of the 
program specifically addressed and changed students’ misconceptions in correlation. This 
is because not one of Helen’s answers on the pre test were categorised as a particular 
misconception. In addition, Sam’s and Ivor’s answers on the pre,test indicated that they 
lacked the necessary knowledge or were generally confused. However, Sam’s and Ivor’s 
answers to question 3 on the pre test indicated that they both held a unidirectional 
conception of correlation. The findings of these two case studies illustrate that a student’s 
use of the program did not necessarily address a unidirectional conception of correlation: 
in  one case study the participant still held a unidirectional conception having used Link 
(Sam), but in the other case study, the participant no longer held this conception after they 
had used the program (Ivor). 
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8.3.5 Outcomes: participants’ opinions of the program 
The evaluation questionnaire asked participants ‘what do you think was the best thing 
about the program?’ Participants’ responses to this question included the following: 
“It was visually very clear” (012). 
“Easy to use” (08). 
“Explanations provided when required. Easy to use” (014). 
“Easy to work out what to do. Easy to manoeuvre within the program” (011) 
Participants also made comments that concerned the content of the program. For example, 
one participant wrote that “it explains things well, especially the strength of correlations” 
(07) .  In answering what they thought was the best thing about the program, five of the 
participants made comments about the answers or feedback that was provided by the 
program while the participants completed the activities (01,  09, 014,  015, 018). For 
example, one participant wrote “the activities have to be completed to obtain the answer 
(it’s too easy to check answers to SAQs [self-assessment questions] without completely 
committing yourself first)’’ (015), and another participant wrote “gave you clear answers 
immediately after you had responded - so - a quick check for you while still fresh in your 
mind” (09). One participant remarked that “you could work through at your own pace” 
when using the program and more specifically, “you could also learn by comparing 
mistakes to the correct versions” (018). 
The second qiiestion on the evaluation questionnaire asked participants ‘what do 
you th ink  was the worst thing about the program?’ In answering this question, one 
participant wrote “a little unclear on what to do next” (014). Similarly, another participant 
remarked “could have used more prompts to advise which screen to use next” ( 0 8 )  and 
one participant wrote that “it did not always tell me how to get from (say) activity 2 to the 
next activity (3)” (06). One participant commented “I got lost looking for the menu for 
the next activity, The buttons for moving through the program could be re-worded as I 
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did not find the current names explicit enough” (01). 
One participant thought that the worst thing about the program was the “lack of 
infor[mation] about what was actually in the table (even for someone mathematically 
inclined!)” (010). Another participant commented that there were “not enough details of 
[the] study given on the initial screen. Could be expanded slightly to aid overall 
understanding” (05). 
On the questionnaire, participants were also asked ‘what do you think needs 
changing in the program?’ Here, two participants were concerned about the program’s 
usability because one participant wrote “it needs to navigate back without the user having 
to guess or to use the ‘Back’ icon” (06) and the other participant simply wrote “prompts 
to move on” (08). Two participants thought the program could be modified by providing 
more details about the study or the study data. One commented ‘‘I feel an opening 
explanation about the way the figures in the table were obtained may have helped” (04), 
and the other participant remarked “more descriptive infor[mation] at the beginning about 
the purpose behind the study” (014). 
In response to the question ‘what did you think of activity I in the program?’ one 
participant wrote that “it was quite confusing and I wasn’t sure what the purpose of the 
activity was” (018). In a similar vein, one participant commented that in activity 1 there 
was “not enough explanation - too vague” (07).  However, for this question that 
concerned activity 1 ~ one participant noted “good explanation of why each factor could be 
relevant” (Oli) .  When asked what they thought of this activity, one participant wrote 
“thought-provoking. Made you examine other issues that may be involved in this finding 
and not just accept one explanation” ( 0 5 ) ,  and another participant simply wrote “thought 
provoking” (O 10). 
Participants were asked on the evaluation questionnaire ‘what did you think of 
activity 2 in the program?’ One participant thought that it was a “good exercise in 
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interpreting scatter plots and relating them to coefficients” (017), and another participant 
noted “useful to check your understanding of both modes of presenting the figures” (09). 
One participant pointed out that although he made an error on this activity “it was very 
matter-of-fact in its correction and led me easily to the correct answer’’ (06). Three 
participants had concerns about scatter plots: one participant remarked “I don’t like 
scatterboxes! [scatter plots] However, the program felt ‘friendly”’ (014), and another 
wrote that the activity was “marred by my [her] inability to understand scatter plots” 
(O1 1). Indeed, one participant noted “had never seen a scatterchart [scatter plot] before so 
didn’t know what I was supposed to be looking for” (05). 
Participants were asked what they thought of activity 3 in the program. Here, 
participants evidently liked selecting and dragging correlation coefficients across the 
screen: 
“It interested me that I could move the results. It made me feel I was being tested on 
my understanding of correlation” (012). 
“I liked the click-and-drag feature, especially being able to reverse a choice easily. 
maybe it could have mentioned this latter fact” (06). 
“Good - nice to manipulate objects around the screen” (014). 
“I found this the most useful activity” (018). 
8.4 Discussion 
Phase two of the formative study had four aims. Findings that pertain to these aims will 
be discussed in turn. 
(u)  To investigate ivhetlier Liiik contributed to students’ general understanding of 
correlation 
The findings of the second phase of the study showed that there was a significant 
difference in the pre test and post test means of the overall scores. This was also the case 
when the filler questions were excluded from the analysis. Additional scores (whole 
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question scores) on the pre and post tests were calculated for the participants. In terms of 
these whole question scores, there was also a significant difference between the means of 
the pre test and the post test. In addition, this significant difference was found if the filler 
questions were not included in the participants’ whole question scores. These findings 
show that there was a tendency for participants’ test scores to increase from pre test to 
post test. 
Participants’ whole question scores provided data concerning participants’ correct 
and incorrect answers to particular questions on the pre and post tests. Here, an incorrect 
answer included, for example, “don’t know” and responses that would otherwise be 
categorised as a misconception (e.g., causalistic). McNemar tests were carried out and it 
was found that there was no significant change(s) in the frequencies of correct and 
incorrect responses to questions 2, 6, 3, 7, 10, 8, and 11 on the pre and post tests. 
However, in terms of the pre and post tests, there was a significant change in the 
frequencies of correct and incorrect responses on question 4 and question 14. Question 4 
concerns the strength of correlations and asked participants which of a pair of correlation 
coefficients is stronger (e.g., 0.03 or 0.68). Five participants provided an incorrect 
response to this question on the pre test, but a correct response on the post test. On 
question 14, six out of the eighteen participants provided an incorrect response on the pre 
test and a correct response on the post test. It is important to note that this question asked 
participants to indicate which one of a set of correlations indicates the strongest to 
weakest relationship and activity 3 of the program involved participants ordering SIX 
correlations from that which represents no relationship to that which represents the 
strongest relationship. 
< 
It is clear that participants tended to score better on the post test than on the pre test, 
but with the exceptions of questions 4 and 14, it is not clear which particular questions 
were responsible for this improvement. Questions 4 and 14 were designed to test a 
student’s understanding of the strength of correlations and it can be therefore suggested 
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that Link contributed to this particular understanding. Overall, the findings indicate that 
the program did contribute to participants’ general understanding of correlation, but as 
shall be discussed below, it is not clear whether participants’ misconceptions were 
changed through using the program. In other words, participants’ answers on the pre test 
would indicate that they simply did not know the answer to a question or were generally 
confused by, for example, correlation coefficients and probability levels, but having used 
the program they would be able to answer questions on the post test correctly. However, 
if a student held one of  the three misconceptions, which the learner activities in the 
program were designed to address, then in some cases, the student still held this 
misconception as indicated by their answers on the post test. 
It is possible that the general improvement in the.participants’ test scores after they 
had used the program was due to a practice effect. In other words, participants gained 
practice at answering a particular kind of test by completing apre test, which meant that 
they tended to score higher on the post test. This emphasised the need for a control group 
in the summative evaluation of the developed program. This practice issue aside, there is 
evidence to suggest that the program contributed to participants’ general understanding of 
correlation. 
* * .  
(b) Find ofit whether Link affected students ’ conceptions i11 correlation 
On the pre and post tests, participants’ answers to those questions that were 
designed to identify particular misconceptions in correlation were examined. For 
particular questions, McNemar tests were used to see if there were significant changes in 
the frequencies of participants’ responses that had been categorised as a particular 
misconception or as normal. With respect to individual questions, these analyses showed 
that there were no significant changes in the frequencies of participants’ responses on the 
pre and post tests. In other words, participants’ misconceptions did not necessarily 
change from the pretest to the post test. 
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(c) Provide a formative evaluation of the program’s learner activities and relared 
presentation of topic material. 
Although the study was designed to look at learning outcomes and the learning process in 
relation to using Link, findings were outlined that concerned the usability of the program. 
For example, half of the participants experienced difficulties in  the use of the button 
‘Done’ where, for example, they selected it twice when this was not applicable. 
The study provided qualitative data concerning participants’ interactions with the 
program. More specifically, the findings suggested ways in which the content of the 
program could be changed. These changes concern the general design of the program, the 
study ‘TV violence’ and the three activities. 
It was decided that the general design of the program’s human-compthr interface 
should be modified as follows: 
Navigational facilities would be re-designed. For example, a user should be able to 
move from activity 1 to activity 2 without having to first invoke the TV violence 
introductory screen. 
Informative feedback would be provided to the user. For example, when a user has 
been provided with specific feedback that concerns an activity, text should he used 
to inform a user that they have completed the activity and that they can move on to 
complete another activity. 
The design of the table that presents data in the program would be modified so that 
a user can interpret it more easily. 
It was clear that activity 1 should be revised for the final program because i t  was 
evident from the study thdt the wording of some of the options could be misinterpreted by 
students. The feedback to this activity should also be more explicit stating why causality 
cannot be inferred from a single correlation. This activity should also make use of 
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examples that challenge a student’s causalistic conception of correlation. It was thought 
that examples would be chosen in which a correlation is established between two 
variables, but it is obvious why one variable cannot cause the other. 
The findings of the study indicated that activity 2 should be changed to provide 
more detailed feedback concerning the different kinds of relationships that exist between 
variables. For example, rather than simply informing a user that the target scatter plot 
represents a correlation coefficient of say -0.65 and stating that this is a negative 
correlation, feedback provided to the student should describe a negative relationship and 
compare it directly to no relationship and a positive relationship. In addition, students 
might not know that a correlation coefficient is represented by a scatter plot and the final 
program should make this explicit. 
The feedback to activity 3 should be changed to clearly state that when assessing the 
strength of correlation coefficients, the size rather than the direction of a relationship is 
what is important. The screen that provides a scale to indicate the strengths of correlations 
should not be used in the third version of the program. Instead, the feedback to activity 3 
should be revised to provide more detail about the strength of correlations. 
The first and second prototypes of Link present some correlation coefficients as 
statistically significant. However, students might interpret a significant correlation 
differently from one that is simply reported as a correlation. Hawkins and her colleagues 
have pointed out that students might not interpret the term significant as meaning 
“statistically significant”, but think that a significant statistic means that i t  is important or 
of “practical significance” (Hawkins et al, 1992, p. 87). It was decided that the final 
version of Link should not present particular correlations as statistically significant 
because i t  was necessary to focus on students’ understanding of correlations in the 
summative study. Inevitably students will hold confusions concerning statistical 
significance, but this would require further research. This issue is briefly re-considered 
when the final design of Link is presented in chapter 9. 
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(d)  Pilot tests that were designed to provide an assessment of students‘ understanding of 
correlation. 
Two equivalent tests were developed to be used in the second phase of the formative 
study. An analysis of participants’ performance on these tests suggested that some 
questions were ambiguous in their wording and could have produced participant 
responses that were not easy to categorise (e.g., test A: question 6). However, a number 
of the questions were valuable in that they identified participants’ conceptions in 
correlation (e.g., question 3 and question 14 on test A and test B). Both of the tests took 
the participants at least twenty minutes to complete, which together with working through 
the program, meant that a session lasted for about forty minutes. With this in mind, it was 
decided that is was not necessary to include the filler questions in the tests used in the 
summative evaluation study. For the summative evaluation of Link the tests were 
modified: filler questions were not included in the revised tests in correlation and those 
questions that were ambiguous were re-worded for these tests. (See chapter 9). 
Questions on the tests did identify participants’ misconceptions in correlation. It 
was evident from participant responses on either the pre test or the post test that: 
Thirteen out of the eighteen participants held a causalistic conception of correlation 
(02, 03, 0 5 ,  0 6 ,  0 7 ,  0 8 .  010,012, 0 1 3 , 0 1 4 ,  015:  016, 017). 
Six out of the eighteen participants held a unidirectional conception of correlation 
(03, 05. 0 8 , 0 1 1 ,  012, 014). 
Nine out of the eighteen participants held the conception that a positive correlation is 
stronger than a negative correlation when this is not the case (04 ,  05 ,  0 8 ,  010, 
013, 015, 016 ,017 ,  018). 
However, not every question that was designed to pick up on a particular misconception 
in correlation did so. For example, both question 3 and question 7 were designed to 
identify a unidirectional conception of correlation, but one participant’s answer to 
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questions 3 was categorised as a unidirectional response and on question 7 their answer 
was categorised as a normal response. It was also found that although question 2 and 
question 6 were both designed to identify a causalistic conception of correlation, the 
pattern of responses to these questions was different. For example, in the case of 
question 6 more of the participants’ answers were categorised as causalistic or were not 
categorised as either normal or causalistic, than in the case of question 2. This means 
either that participants’ answers to particular questions have to be reviewed to see what 
type of question elicits a particular misconception, or that participants themselves do not 
necessarily hold a conception that is consistent. Both of these possibilities are likely. 
However, question 6 on test A was thought to be ambiguous and was re-worded for 
subsequent research. (See chapter 9). 
8.5 Expert evaluation of the program 
- 
Three experts at the Open University took part in this evaluation of the second prototype. 
One of these experts was an experienced software designer who had an academic 
background in statistics, one had specialist knowledge of psychology and statistics, and 
one specialised in the field of computers and learning. These experts were asked to 
evaluate the prototype and were told that it was a revision program for correlation that 
was designed to be used by students taking a degree in psychology. They were also 
informed that one of the studies ‘TV violence’ had been implemented in the prototype and 
to evaluate the prototype, to select the button ‘TV violence’ on the introductory screen. 
They completed an adapted version of the program evaluation questionnaire that was used 
in the second phase of the formative study. 
In response to the question, ‘what do you think was the best thing about the 
program?’ one of the experts wrote “I liked the voice explanations and the interactive 
nature of the program” (E3), and one commented “the graphical display of correlations” 
(E2). The experts all raised concerns about the program’s navigation. For example, when 
asked ‘what do you think was the worst thing about the program?’ one expert noted 
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“navigation - knowing when an activity finished” (El), and another wrote “some rather 
odd navigational movements” (E2). When asked what they thought needed changing in 
the program, one expert said “I would change the menu bar at the bottom’’ (E3) and 
similarly, one expert thought the “lower row of navigation buttons” needed changing 
(E2). 
Two of the three experts commented on how the program could use individualised 
instniction for some of the activities. One expert wrote that he “would also like more 
individualised instruction” (E3). When asked what they thought about activity 1 ,  two 
experts also raised this design issue: 
“I particularly liked the voice explanation. I would have liked more individual 
feedback. For example, if I selected 1 & 2 [options] to only hear explanations for 3 
& 4 [options]” (E3). 
“[Program] reaction is non-contingent on user’s responses” (E2). 
. .  
When asked what the experts thought of activity 2 in the program, one commented 
“a nice display of the various correlations”, but that “the correct answer is not strongly 
flagged (E2). One expert was concerned that only general canned feedback was provided 
to a user’s answer to activity 3: “computer reaction is again non-contingent on user’s 
response” (E2). 
The questionnaire asked ‘what do you think were the best instructional strategies 
that were provided in the program?’ Here, one expert simply wrote “audio feedback. 
Dragging the coeffs [coefficients]” (El), and one expert commented “showing graphs of 
the correlations (best of all)” (E2). The experts were also asked what they thought were 
the worst instructional strategies provided by the program. Here, one re-iterated that he 
“would have like[d] more individualised instruction” (E3), and another felt that “activity 1 
worked least well” (E2). 
The experts were asked what kinds of instructional strategies should be provided in 
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the program. One expert thought that more examples in the form of scatter plots could be 
provided in activity 2 (El), and one expert raised the following question: “does there need 
to be [a] more explicit demonstration of the strength of negative correlation?” (E2). 
8.6 Summary 
This chapter described the second phase of the formative evaluation study, which 
indicated that the second prototype of Link contributed to students’ general understanding 
of correlation. Indeed, there was a significant increase in mean scores from the pre test to 
the post test. Although the findings did not indicate that the program affected students’ 
misconceptions concerning correlation, the prototype of Link only provided three 
activities that were designed to address particular misconceptions. The findings of the 
formative and expert evaluations indicated that further development of Link was required. 
In the formative study tests in correlation were piloted so that they could be used in 
a summative evaluation of Link. The formative evaluation provided valuable qualitative 
data relating to the learning process and case studies were used to illustrate this. In 
addition, qualitative data concerning students’ interactions with the program and the 
variety of student responses to the program’s learner activities were described. 
An expert evaluation of the program was also described in this chapter. The 
findings of the formative and expert evaluations were used to inform the final design of 
Link, outlined in the following chapter, in which the summative evaluation of Link is also 
reported. 
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Chapter 9 
A summative evaluation study of Link 
9.1 Introduction 
This chapter outlines the final version of Link, which was developed in response to the 
findings of the formative study and the expert evaluation that were described in the 
previous chapter. This chapter also describes a summative evaluation study of the 
developed program. The primary aims of this research were to investigate whether Link 
contributed to students’ general understanding of correlation and whether the learner 
activities affected students’ misconceptions. 
9.2 Final design of Link 
Following the second phase of the formative evaluation, the final version of Link was 
developed. To improve the usability of the program, the navigational facilities were re- 
designed. Link was also improved by including the following: 
An ‘OK’ button is used for each learner activity. This can be selected by il user to 
obtain feedback. 
Feedback is provided for when a user has completed an activity, to inform them that 
they can move on to attempt another one. 
The data tables that provide variables and correlation coefficients were also re- 
designed. As considered below, in the final program, a user can select a pair of variables 
from a data table and details of how the vxiables were measured in a study is provided. If 
a user selects the term ‘Correlations’ in a table, they are provided with details of this 
measure. 
With the summative evaluation study in mind, Link was designed so that when a 
student used the program, a user log was created. The user log records the buttons that a 
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user selects, the screens that they visit, a user’s responses to the learner activities and the 
feedback they receive for each activity. Appendix C contains sample program code from 
L i d  and appendix F contains details of the program’s design including the outline of 
each study, the text for the activiiies and feedback to the atti\ ities. 
The introductory screen that outlines the primary objectives of the program was 
maintained, but the buttons that c m  be selected by a user to choose a study were changed. 
In the f ind version of Z2iuk, a user can select the study ‘Health events’ or the study 
‘infant engagement’ on the introductory screen because, as described below, the final 
program provides two studies from the psychological research literature. 
In chapter 4. i t  was proposed that the acquisition of statistical concepts is fíacilitated 
if they are presented to psychology students in the context of a psychological study. 
Drawing on theoretical perspcclives (e.g., Bransford et al, 1990), i t  can be argued that 
this context should be realistic and meaningful to the learner It was clear from the review 
of computer-assisted learning programs that was described in chapter 4 that existing 
programs do not use real data from psychological research. It  was therefore decided that 
the final \.ersiori of Link should use empirical studies froni the psychological research 
literature, but if  this was the ciisc‘, then the data sets from these studies Mmld be required 
for the prc7gram. A thorough seaich for available data sets from psychological studies was 
conductecl. However, this search for studies and associated data sets was seriously 
constrained by the fact that a study would have to provide a variety of variables that could 
be correlated to give a set of correlations that could be used in Link. Specifically, bivariate 
data was required that provided positive, negative and weah correiatronc. Text and web- 
based resources that provide data sets were consulted for possible use in the program 
(e.g.,Mand, Daly, Lunn, McConway & Ostrowski, 1994). Howeber. these resources 
c, 
could not be used because they do not necessarily provide data that is suitable for 
correlation and/or do not provide data that were obtained from psychological studies, and 
in the case of web-based resources, permission must often he given by the researcher to 
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use his or her data sets 
Contact was made with two researchers at the Open University who had each 
carried out research in psychology and who were willing for brief descriptions of their 
study and the associated data to be used in Link (Cohen & Java, 1995; Oates, 1998). 
Permission was granted by each researcher to use their studies in the program and a 
summary of each of the studies was written to provide an outline of each in the program. 
Permission was also given to use the data sets from these studies to obtain the correlation 
coefficients and scatter plots that are used in Link. One of the studies concerns people’s 
memory for medical history (Cohen & Java, 1995) and the other relates to infant 
engagement and maternal variables (Oates, 1998). For Link, the former study was called 
the Health events study and the latter was called the Infant engagement study. The 
program contains two sections, each of which provide: 
A screen that presents a brief outline of the study. This includes a description of the 
variables. 
A table of data containing correlation coefficients. 
Three leamer activities that use data from the study 
The revised schema for the developed program is shown in  figure 9.1. The navigational 
links shown on this schema are not the only possible links available to a student while 
they use the program. For example, a user can move from activity 3 in the Health events 
section to the scrcen that outlines the Health event study. 
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Figure 9.1 Schema for  Link 
Health events study 
Outline of 
study 
Outline of 
study 
Activity 1 Activity 2 Activity 3 
- - - 
Introductory 
screen 
Activity 1 Activity 3 
Infant engagement study 
Navigational 
links 
The earlier prototypes of Link provide correlations that are reported to be 
significant. However, the final version of Link does not present correlations that are 
reported as statistically significant or describe statistical significance in any detail. This is 
because students hold misconceptions relating to significance and probability, and 
research on students’ learning of probability and statistical inference was beyond the 
scope of the work described in this thesis. Nevertheless, as described in chapter 2, the 
testing of a correlation to see if it is significant is usually covered in the curriculum. In 
Link, therefore, the corrclation coefficient as a measure of a relationship between two 
variables is descnbcd and it is stated that a con.elation can be tested to see if i t  significant. 
As noted above, each of the studies in the program has a screen that provides an 
outline of the study. Here, as shown in figure 9.2, a user can select the term correlations 
from the data table and text at the interface informs a user that a correlation coefficient is a 
measure of a relationship between variables, and that: 
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When a user selects the correlation -0.35, they arc provided with the following feedback: 
-0.35 is a moderate negative correlation coefficient that represents the pattern on the 
scatter plot. -0.35 indicates that there is a moderate correlation between the two 
variables 
(excerpt from feedback to activity 3 for Health events study. Appendix F). 
Possible feedback to activity 2 uses the terms strong, moderate, weak and very weak to 
describe the different correlations. These terms arc based on Coolican (1990, p. 210). 
9.2.3 Activity 3 
Two learner activities in Link were included that were designed to address the conception 
that a positive correlation is stronger than a negative correlation when this is not the case. 
One of these activities is in the section of the program that provides the Health events 
study and the other is in the section of the program that provides the Infant engagement 
study. They arc comparable activities and are therefore both called activity 3. 
The basic design of this activity was maintained from the second prototype: a user 
arranges a set of six correlation coefficients from that which indicates the strongest 
relationship to that which indicates the weakest relationship. However, for the final 
version of Link the ‘no relationship’ position was changed to read the ‘weakest 
relationship’. This change was made because a statistical advisor pointed out that no 
relationship is represented by a correlation of zero. Although the activities use real data 
from the two studies, in the case of activity 3, example correlations had to be used for the 
set of six correlations that are displayed in the table of data. Specifically, two example 
correlations of -0.65 and 0.18 replaced two of the six correlations provided for the Health 
events study and two example correlations of 0.32 and 0.26 replaced two of the six 
correlations provided for the Infant engagement study. This was necessary for the design 
of activity 3 because a set of correlations was needed that provided correlations 
representing weak, positive and negative relationships, but that also provided a negative 
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9.3 Introduction to summative evaluation 
The primary purpose of the study that is described in this chapter was to provide a 
summative evaluation of the developed program, Link. The evaluative framework that 
was outlined in chapter 5 was employed in this study (table 5.3). A formative evaluation 
of an earlier version of the program suggested that Link significantly contributed to 
students’ understanding of correlation, but did not use any forms of control. In chapter 5 
it was emphasised that a summative evaluation of Link should use two forms of control: a 
basic control and an instructional control. The basic control group of students completed a 
pre test and then worked through a section of a computer-assisted learning program that 
covered the psychology of associative learning before they completed a post test. The 
instructional control group of students also completed a pre test, but worked through 
paper-based instructional materials that covered the topic of correlation prior to 
completing the post test. 
Delayed post tests were not employed in this evaluation study because it was 
thought that students might have received additional forms of instruction that would have 
had implications for their performance on a test that assessed their understanding of 
correlation. 
The pnmary aims of the summative evaluation are summarised as follows: 
(i) To investigate whether Link contributed to students’ understanding of correlation. 
(i¡) To find out whether learner activities in the computer-assisted learning program 
affected students’ misconceptions concerning correlation. 
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9.4 Method 
9.4.1 Design 
The study used a pre-test-post-test control group design involving psychology students at 
the University of Luton. 
9.4.2 Participants 
Fifty students (thirty eight females and twelve males) who were studying psychology at 
the University of Luton took pan in the study. Forty of these students were in the second 
year of their undergraduate degree programmes and ten were in their final year. Thirty 
eight of the students were taking psychology as a single honours degree and twelve of the 
students were taking psychology as pan of a combined or joint degree. The students were 
paid €4 for their participation. She mean age of this group of students was 25 years (S.D. 
= 7.79, minimum = 19, maximum = 48). Thirty two out of the fifty students had a GCSE 
in Mathematics, nine students had an O’ level in Mathematics and nine students had 
neither of these qualifications. Out of the nine students who had neither qualifications, 
three students had completed their secondary education in Greece or Italy, two students 
had a CSE in mathematics and one student had an Irish Leaving Certificate in 
mathematics. The students who were in the second year of their degree programme had 
completed the course Research and Experimentation I which covered correlations and 
relationships between variables, and the third year students had completed this course and 
Research and Experimentation I1 which covered correlation and multiple regression. 
With regard to computing experience, the average length of time for having used 
computers was five years (mean = 5.25, minimum = 1.5 years, maximum = 15 years). 
Thirty three of the participants had used both an Apple Macintosh and an IBM Pc- 
compatible and seventeen had only used an Apple Macintosh. All of the fifty participants 
reported that they used Microsoft Word and that they made fairly regular use of the 
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computer: thirteen participants indicated that they used it every day, twenty one 
participants used it every two to three days, eleven participants used it once a week, three 
participants used it once a month and two participants used it less than once a month. 
Pnor to recruitment, participants were randomly assigned either to the Link group 
or to the basic control group. It was planned that a lecture class of students were to act as 
the instructional control group. However, only six students were recruited in this class 
for the instructional control. Subsequently, students were recruited and assigned to the 
instructional control group, the basic control group or the Link group. There were 17 
participants in  t he  Link group, 17 participants i n  the basic control group and the 
instructional control group consisted of 16 participants. Descriptive statistics for these 
three groups are summarised in table 9.1. It can be seen from this table that, in general, 
the participant descriptive statistics for the three groups are comparable. There are, 
however, exceptions. From table 9.1 it is clear that although the gender mix is roughly 
equivalent in the control group and the instructional control group, compared to these two 
groups, the Link group had a smaller proportion of females and a higher proportion of 
males. It is also noteworthy that the instructional control group had a higher proportion of 
second year students and a lower proportion of final year students than the Link and 
control groups. With regard to mathematics qualifications, the Link group and the control 
are equivalent, but compared to these groups the instructional control group has a greater 
proportion of students who had obtained a GCSE in mathematics and a lower proportion 
of students who have neither an O’ level or GCSE in mathematics. 
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Table 9.1 Participant descriptive statistics for the three groups 
Gender females 
males 
Year Second 
Final 
Degree Single 
Combined/ 
joint 
Maths GCSE 
qualification 
O' level 
neither 
Computer use mean 
(years used) S.D 
a Frequencies are given in brackets. 
9.4.3 Materials 
Hardware and sofnyare 
The developed program, Li k 
Link 
n =  17 
24 
7.73 
65% ( I l )  a 
35% (6) 
76% (13) 
24% (4) 
76% (13) 
24% (4) 
59% (10) 
18% (3) 
23% (4) 
6 
4.5 1 
i stored i 
Control 
n =  17 
25 
7.53 
82% (14) 
15% (3) 
71% (12) 
29% ( 5 )  
65% (1 i )  
35% (6) 
59% (10) 
18% (3) 
23% (4) 
5 
2.98 
Instmctional 
control 
n =  16 
25 
8.50 
81% (13) 
19% (3) 
94% (15) 
6% (1) 
58% (14) 
12% (2) 
75% (12) 
19% (3) 
6% (1) 
4 
3.81 
n on an Apple Power Macintosh 
8100/80 AV. A user log was created when each of the participants used Link. This log 
was in the form of a text file that detailed the relevant participant's actions at the human- 
computer interface and the feedback they received. A sample user log is provided in 
appendix G .  
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Sections of a computer-assisted learning program, The Secrets of Psychology - 
Associarive Learning (Bond, The Flinders University of South Australia) were also 
stored and run on the Power Macintosh described above. This program is a HyperCard 
application that consists of nine chapters that cover the psychology of associative 
learning. Students completed chapter 5 of this application that covers the topic operant 
conditioning and which provides text, audio and video elements related to this topic. 
Paper-based instructional rnuterials 
Paper-based instmctional materials that covered the topic of correlation were developed. 
These materials were adapted from a text that provided text exposition, scatter plots and 
related graphics (Coolican, 1990). The materials provide text and scatter plots relating to 
the concepts of positive, negative and zero correlations, the strength of correlations and 
causality. The materials also included three self-assessment questions for the students to 
answer by writing in spaces provided, and answers to these questions at the end of the 
materials. The self-assessment questions and associated answers were adapted from 
course materials (Open University, 1990). 
Pam’cipant projle 
This questionnaire was adapted from the participant profile used in the formative 
evaluation study, and was completed by participants to collect data concerning, for 
example. the participant’s gender, age and qualifications. 
General instrurrioiwfnr Link group 
This outlined the purpose of the session and told the participant what would happen 
during the session. Participants were asked to work though the program by completing a 
set of tasks. Firstly, participants were asked to select the ‘Health events’ study, find O u t  
about the study and to complete in turn, activity 1, activity 2 and activity 3 for this study. 
Secondly, participants were asked to select the ‘Infant engagement’ study, find out about 
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the study and complete activity 1, activity 2 and activity 3 for this second study. 
General itutructioiis for  busic control group 
This outlined the purpose of the session and told the participant what would happen 
during the session. Participants were asked to complete specified sections of the chapter 
Operant Conditioning: Reinforcement from Secrets of Psychology - Associative 
Learning. 
General instniciions for instructional control group 
This outlined the purpose of the session, what would happen during the session and that 
as participants they were to complete paper-based instructional materials by reading 
through all the material and by answering the self-assessment questions. Participants 
were asked to answer each question by writing in the space provided and they were 
informed that they could refer to the answers to the questions that were given at the end of 
the materials. 
Additional instructions 
These additional instructions were read by participants who were assigned to act as case 
studies in  the investigation. These instructions told the participants that they were to be 
observed while they used the program and were asked io think aloud while they did this. 
Audio cussrrte recurder 
When participants, who were assigned to act as case studies, used Link their think aloud 
was audio recorded. 
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Tests in correlation 
Two equivalent tests in correlation were used in the study (test C and test D). These tests 
and the associated scoring schemes were based on versions that were used in the 
formative evaluation study. Test A and test B that were used in the formative study were 
modified to give test C and test D. Specifically, filler questions in tests A and B were 
excluded, question 6 on test A was re-worded, and question 10 and question 13 on tests 
A and B were re-worded. 
With the exception of question 2 on test C and test D, each of the questions had two 
parts. For the first part of a question (e.g., question 1 )  the participant had to give a short 
answer to the question or they had to indicate one of a set of available answers given on 
the test, and for the second part of a question (e.g., question li), the participant was 
asked to provide an explanation for their answer. A score of 1 was given for a correct 
answer to a question and a score of 1 was given for an appropriate explanation of this 
answer. This scoring provided the participant’s overall score on a test where the 
maximum score for each test was 19. 
Questions ori these tests had been developed to identify students’ misconceptions in 
correlation. Each of the equivalent tests in correlation included the following: 
Two questions (question I and question 4) designed to identify a causalistic 
conception. 
Four questions (question 7, question 5, question 7 and question 9) designed to 
identify a unidirectional conception. 
Four questions (question 3, question 6, question 8 and question 10) designed to 
test students’ understanding of the strength of correlations. 
To categorise students’ answers to the above questions, a participant’s responses to a two 
part question was coded as appropriate if the question was answered correctly and an 
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appropriate explanation of  the answer was also provided. By using the devised marking 
schemes, participants’ answers could be categorised as particular misconceptions. 
Participants’ answers to the two part questions were therefore categorised as an 
appropriate conception or as a misconception (e.g., causalistic conception). 
By using the devised scoring schemes for the tests in correlation, a second 
researcher at the Open University scored a sample of the pre and post tests and checked 
the student responses on these tests that had been categorised as misconceptions. (See 
9.5.2 Outcomes). 
9.4.4 Procedure 
Participants in the Link and control groups worked individually in a cubicle in the 
psychology laboratory at the University of Luton. At the beginning of the session, the 
participants were provided with relevant instructions concerning the session. During the 
session, participants completed two equivalent tests in correlation. The order of the tests 
was randomly assigned so that participants either completed test C prior to using the 
computer and completed test D after they had used either program, or vice versa. Prior to 
using The Secrets ofPsychology - Associalive Leaniing, participants in the control group 
were briefly shown how to use the human-computer interface of this computer-assisted 
learning program. Participants in the Link group were not observed while they used the 
program, bui the program provided a user log of relevant participant actions at the human- 
computer interface and the feedback received. At the end of the session participants 
completed a test in correlation and were de-briefed. 
Six of the participants in the instructional control group worked individually, but in 
parallel in a lecture theatre at the University under test conditions. Two participants in the 
instructional control group worked individually in a psychology laboratory and eight Of 
the participants completed the materials individually, but worked in parallel with one other 
participant in the laboratory. At the beginning of the session, the participants were 
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provided with the relevant instructions concerning the session and during the session, 
participants completed two equivalent tests in correlation where test order was randomly 
assigned so that participants either completed test C prior to completing the instructional 
materials and completed test D after they had worked through the materials, or vice versa. 
At the end of the session participants were de-briefed. 
9.4.5 Procedure for case studies 
To provide qualitative data concerning the process of learning while participants used 
Link, six students were initially assigned to act as case studies. This random assignment 
was made prior to the recruitment of participants. However, for one of the case studies a 
complete audio record was not made and so an additional participant was assigned to act 
as a case study prior to their recruitment. For a case study, the procedure for the Link 
group was followed as outlined above, but participants were also given the Addifional 
instructions for the session which asked students to think aloud while they worked 
through the program. Participants were observed and a written and audio record of 
participants’ comments while they used the program was made. 
9.5 Findings 
The average times to complete a pre test and a post test was 15 minutes and 10 minutes 
respectively. Thc average time it took students to work through Link was 17 minutes and 
participants took an average of 16 minutes to work through Secrrrs of Psychology - 
Associutiiv Leuniing. Participants took an average of 15 minutes to complete the paper- 
based instructional materials. 
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9.5.1 Students’ interactions 
The user logs that were created when a student used Link were examined to determine the 
students’ interactions with the program. Participants had been asked to find out about 
both studies and to complete the six learner activities. Specifically, students were asked 
firstly, to find out about the Health events study and complete the three activities for this 
study and then secondly, to find out about the Infant engagement stuäy and complete the 
associated activities. The user logs indicated that these tasks were completed by the 
students and were also completed in the specified sequence. However, one participant’s 
log indicated that she did not complete activity 1 for the Infant engagement study ( S 5 )  and 
part of two user logs were lost because two participants quit the program before they had 
finished completing all of the tasks. This meant that their original user file was over- 
written by a second user file that was created when they had completed all of the set tasks 
and therefore quit for a second time (S2, S 5 ) .  The variety of student responses to the 
learner activities are summarised below. The three activities for the Health events section 
will be considered first followed by the activities for the Infant engagement study. 
. 
Health ewtiis study 
Activity 1 asked students to select possible interpretations of a correlation that was found 
to exist belween levels of depression and anxiety in the Health events study (figure 9.4). 
Participants completed this activity as follows: 
None of the participants selected the first option only, ’that the participants’ 
depression caused them to be anxious’. 
One participant selected the second option only, ‘that the participants’ anxiety 
caused them to be depressed’ (S3). 
Three participants selected the third option only, ‘that the correlation between the 
depression and anxiety is spurious’ (S26, S31, S34). 
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Four participants selected the fourth option only, ‘that another variable or variables 
could be responsible for the correlation’ (S2, S8, S28, S30) 
Five participants selected the first and second options (S9, S12, S16, S18, S19). 
-0.35 selected 
first 
Two participants selected the third and fourth options (S13, S24). 
One participant selected the first, second, third and fourth options (S21). 9 
-0.35 by third 
selection (< 4 
choices) 
It is noteworthy that only one participant chose to select all four possible interpretations of 
a correlation, which is the appropriate answer to the activity. 
On activity 2. a user is asked which correlation in the displayed table represents the 
target scatter plot. A user can select any of the correlations in turn and they are provided 
with feedback in the form of text and a scatter plot (figure 9.8). Participants completed 
this activity in a variety of ways. For example, one participant selected the correlation 
0.60 and then moved on to activity 3 (S18) and another participant selected all six 
correlations in turn until, on their sixth choice, they selected the correlation -0.35. Table 
9.2 summarises the responses to this activity. 
Table 9.2 Participant responses to activity 2.  (Health events study) 
Number of 
Participants a 
(S3, S8, S13.  
S21, S26. S34) 
a Missing data f o r  IIVO paiticipants 6 2 ,  S5) 
-0.35 by sixth 
selection (2 4 
choices) 
5 
(S9, S12, S16, 
S30. S31) 
-0.35 not 
selected 
2 
(S18. S28) 
For activity 3 participants select the correlations from the data table and arrange 
them from the strongest to weakest relationship (figure 9.10). Table 9.3 shows 
participant responses to this activity. 
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One participant (S21) arranged the correlations 
-0.14 weakest relationship 
-0.35 
-0.65 
0.18 
0.30 
0.60 Strongest relationship 
Infant engagement study 
On activity 1 a user is asked what the possible interpretations of a correlation are that was 
found to exist between infant age and infant levels of engagement, and they are to select 
from three available options (figure 9.1 1). Participants completed this activity in the 
following ways: 
One participant selected the third option only, that ‘Another variable or variables 
could be responsible for the correlation between infant age and infant engagement in 
the experiment’ (S3). 
One participant selected the first and second options that ‘Infant age is causally 
related to levels of infant engagement’ and ‘The correlation between infant age and 
levels of infant engagement is spurious’ (S12). 
Five participants cclcctcd thc first and third options (S2, S8, S16, S28, S31). 
One participant selected the second and third options (S13). 
Eight participants selected the first, second and third options (S9, SIX, S19, S21, 
S24, S26, S30, S34). 
It is noteworthy that eight out of the seventeen participants appropriately selected all three 
options or all possible interpretations of a correlation. On this activity for the Health 
events study, which was completed by participants before they completed activity 1 for 
the Infant engagement study, only one participant selected all four interpretations of a 
correlation. 
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provided the correct arrangements of correlations and four participants positioned a 
positive correlation as stronger than a negative one. 
9.5.2 Outcomes 
The overall score on the pre and post tests provided an assessment of a participant’s 
general understanding of correlation. Descriptive statistics, for the pre test and post test 
scores for the three different groups are shown in table 9.6. 
A sample of 24 pre and post tests (eight tests from the Link group, eight from the 
basic control group, and eight from the instructional control group) were scored by a 
sccond researcher at the Open University. An inter-rater reliability of 0.98 was obtained 
between the overall scores assigned by the thesis author and the scores assigned by the 
second researcher (d.f. = 22, p < 0.001). 
As described above, seven of the participants in the Link group acted as case 
studies. These participants were observed and asked to think aloud while they used Link 
and i t  was thought that this procedure might have an impact on students’ performance on 
the post test compared to those participants who did not act as case studies. The following 
analysis was therefore camed out. 
The pre test mean of those participants who acted as cases (mean = 9.57, S.D. = 
5.34, n = 7) and the post test mean of this case study group (mean = 11.43, S.D. = 3.31, 
n = 7) werc approximately equivalent to the pre test mean (mean = 8.00, S.D. = 4.45, n 
= 10) and post test mean (mean = 11.00, S.D. = 4.49, n = 10) of the Link group that 
excluded the case study participants. Case study participants were therefore included as 
cases in the subsequent statistical analysis described. 
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Table 9.6 Descriptive statistics for  the pre and post tests 
Link group 
n =  17 
Control group Instructional contro 
group 
n =  17 n =  16 
Pre test 
Post test 
mean 10.00 
S.D. 5.39 
min. 2.00 
max. 17.00 
mean 8.65 mean 8.41 
S.D. 4.73 S.D. 4.05 
min. 2.00 min. 2.00 
max. 17.00 max. 13.00 
mean 11.18 mean 8.53 
S.D. 3.94 S.D. 4.36 
min 0.00 min 2.00 
max. 16.00 max. 16.00 
mean 12.94 
S.D. 3.39 
min 3.00 
max. 18.00 
It can be seen from table 9.6 that the pre test mean of the instructional group is 
higher than that of the Link and control groups. However, the differences between the pre 
test means of the three groups were not significant (F 2 , 4 7  = 0.53, p > 0.05). The pre 
and post test means of the three groups is graphically presented in figure 9.13. 
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Figure 9.13 Pre and post test means of the three groups 
Error 
Model 
14 
12 
4 10 
8 
6 
46 401.18 8.72 
3 487.54 162.51 18.63 
Pre BSt Post test 
An ANCOVA on post test scores, with pre test scores as a covanate, was camed out to 
see if there was a significance difference between the three groups. Table 9.7 provides the 
ANCOVA summary table and shows that the main effect of group was significant (F 2.46 
= 6.21, p < 0.01). It can be concluded that after controlling for the individual differences 
in the pre test scores. the three groups do differ significantly on the post test 
Table 9.7 ANCOVA summary table 
Source of 
variation 
Covariate 
Pre score 
Main effect 
Group 
Mean square 
freedom 
1 1324.47 1324.47 
I I 54.14 2 
F 
37.20 
6.21 
I Total 1 49 1888.72 118.14 1 
Significance 
of F 
0.004 
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A contrast was carried out to see if there was a significant difference between the post test 
scores of the Link group and the instmctional control group, but no significant difference 
was found (t = 0.98, p > 0.05.) A second contrast was conducted to see if the post tests 
scores of the L i d  group and the instructional control group, which were combined as 
groups for the contrast, differed significantly from the basic control group. In this case, a 
significant difference was found (t = 3.41, p < 0.01). With the exception of participants 
in the basic control group, there was an increase in students’ scores from the pre test to 
the post test whether students used Link or the paper-based instructional materials. This is 
clear from figure 9.13 where the lines for the Link group and instructional control group 
are parallel. 
It can therefore be concluded that compared to the basic control group, the 
participants’ scores in both the Link  group and the instructional control group 
significantly increased from the pre test to the post test. This suggests that the use of Link 
or the use of the paper-based instructional materials contributed to students’ general 
understanding of correlation. 
9.5.3 Students’ misconceptions 
The findings relating to students’ misconceptions in the Link and instructional control 
group are reported here because it is these groups that showed a significant increase in 
mean scores from pre to post test. 
Link 
For the L i d  group, table 9.8 shows the different categories for students’ answers to 
questions on the pre test. This table presents the proportion of participants’ answers that 
were coded for each category for seven out of the ten questions on the pre test. A 
question was included in this table if two or more participant responses to a question were 
categorised as a particular misconception. 
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Table 9.8 Participant responses to questions on the pre test (Link group) 
Qu 1 Q u 2  Q u 4  Q u 5  Q u 7  
Appropriate 
answer 
Causalistic I &lj76% I NIA I 11.76% 
(2) 
5.88% 29.41% 
(1) 10) 
29.41% 
Lacks prior 
knowledge b 
NIA 
NIA 
(0) 
11.76% 11.76% 
(2) !(2) 
Explanation 
insufficient 
5.88% 11.76% 35.29% 47.06% 29.41% 
Idiosyncraticd I (1)  I(2) I(6) I(8) I ( 5 )  
I I I I I 
a The conception that a positive correlation is stronger than a negative correia 
Qu 8 
17.65% 
( 3 )  
NIA 
NIA 
23.53% 
(4) 
5.88% 
(1) 
35.29% 
(6) 
17.65% 
(3) 
in 
Qu 10 
5.88% 
(1) 
NIA 
N/A 
41.18% 
(7) 
5.88% 
(1) 
(6) 
(2) 
35.29% 
1 1.76% 
b If  a student left the answer blank or wrote “don’t know”. 
The student’s explanation to the question was insufficient. 
If a student provided an idiosyncratic response e.g., a correlation coefficient is interpreted as a level of 
probability. 
e Frequencies are given in brackets. 
Question 1 and question 4 on the tests were designed to test a student’s 
understanding of correlation and causation. It can be seen from table 9.8 that for both 
these questions 11.76 per cent of the participants’ answers were categorised as a 
causalistic conception. 
Question 2, question 5 and question 7 were designed to identify a unidirectional 
conception of correlation. On question 2, five of the participants’ answers were 
categorised as a unidirectional conception of correlation. Question 2 presented a scatter 
plot and asked what the scatter plot shows about the relationship between two sets of 
scores. Although over half (58.82%) of the participants in the Link group correctly 
described the relationship displayed by the scatter plot as a negative correlation, out of the 
five participants whose answers to this question were coded as a unidirectional 
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conception of correlation, three of the participants described a positive correlation (s2, 
S8) and two of the participants simply indicated that a relationship existed, but they did 
not specify the direction (S12, S16, S18). For example, one participant answered 
question 2 as follows: 
“Children with higher arithmetic scores have higher reading scores” (S8). 
And one participant answered the question by writing: 
“It shows that memory + spelling scores can be said to be of a high correlation and 
that memory may affect spelling” (S12). 
Only two of the participants’ answers to question 5 were coded as a unidirectional 
conception of correlation (S21, S31). Question 5 asked what value of a correlation 
coefficient indicates no relationship between two variables and one of these two 
participants wrote: 
“A (-) value indicates a negative (inverse) relationship” (S31). 
However, this participant’s answer to question 2 was categorised as an appropriate 
answer because he had described a negative relationship in which 
“The higher the score on the memory test the lower the scores on the spelling test 
(negative correlation)” (S31). 
The other participant (S21) whose answers to question 5 was coded as a unidirectional 
conception gave an equivalent pattern of response: to question 5 she provided the value 
-0.02 as indicating no relationship, and explained her answer by stating that 
“This number IS far away from 1, and a negative value” (S21) 
However, in her answer to question 2, she correctly wrote that there was a negative 
relationship between spelling and memory test scores. This pattern of responses to 
question 2 and question 5 could either indicate that a student’s unidirectional conception is 
not necessarily stable or that a student holds ideas that are contradictory. 
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A majority of the participants’ answers to question 5 were categorised as 
idiosyncratic. For example, on question 5, which asks for a value of a Comelation that 
would indicate no relationship between variables, one participant wrote: 
“More that 0.5’’ 
Explain your answer 
“Leaves a big percentage that could show us that the results are due to chance” 
(S3). 
Two of the participants’ answers to question 7 were categorised as a Unidirectional 
conception (S18, S31). 
Question 8 and question 10 were designed to identify the conception that a positive 
correlation is stronger than a negative correlation. This question asked which of 
correlations is stronger (e.g., 0.73 or -0.84) and four out of the seventeen participants2 
answers were coded as the strength misconception because they indicated that the positive 
correlation was stronger than the negative one (s5, s12, s30). One of these 
participants explained his answer by writing: 
“Because i t  shows a positive correlation” ( S O ) .  
Question 10 asked participants which set out of four sets of comelation coefficients 
correctly shows the strongest ta weakest rclationchip. On this question, fony one percent 
of the participants’ answers were categorised as the strength misconception ( S 5 ,  ~ 8 ,  s12 
S18, S21. S30, S31). Six out of these seven participants (s5, s12, s18, s21, ~ 3 0 ,  ~ 3 1 )  
indicated the set in which the (strong) negative correlation was the weakest reiationship as 
follows: 
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A majority of the participants’ answers to question 5 were categorised as 
idiosyncratic. For example, on question 5, which asks for a value of u correlation that 
would indicate no relationship between variables, one participant wrote: 
“More that 0.5” 
Explain your answer 
“Leaves a big percentage that could show us that the results are due to chance” 
(S3). 
Two of the participants’ answers to question 7 were categorised as a unidirectional 
conception (S18, S31). 
Question 8 and question 10 were designed to identify the conception that a positive 
correlation is stronger than a negative correlation. This question asked which of two 
correlations is stronger (e.g., 0.73 or -0.84) and four out of the seventeen participants’ 
answers were coded as the strength misconception because they indicated that the positive 
correlation was stronger than the negative one ( S 5 ,  S12, S18, S30). One of these 
participants explained his answer by writing: 
“Because it shows a positive correlation” (S30) 
Question 10 asked participants which set out of four sets of correlation coefficients 
correctly shows ihr stiongesi io weakest relaiionship. On this question, forty one percent 
of the participants’ answers were categorised as the strength misconception (S5, S8, S12, 
S18, S21, S30, S31). Six out of these seven participants (S5 ,  S12, S18, S21, S30, S31) 
indicated the set in which the (strong) negative correlation was the weakest relationship as 
follows: 
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Strongest weakest 
0.83, 0.65, 0.03, -0.91 
Explanations to this choice ran as follows: 
“Correlation coefficient becomes more negative therefore weakest” (S5 )  
“Because it ranges from negative to positive” (S î i ) .  
“Because the weakest always starts at a negative to a positive” (S30). 
One of the seven participants (S8) indicated the set in which no correlation (e.g., 0.04) is 
the weakest relationship, but that the (strong) negative correlation is weaker than the 
positive correlation: 
Strongest weakest 
0.67, 0.56, -0.79, 0.04 
From table 9.8 it can be seen that for questions 5, 7, 8, add 10 more than twenty 
per cent of the participants’ responses could not be categorised as normal or as a 
particular misconception because their explanations to the questions were not sufficient to 
determine if they held a particular conception. This had implications for the McNemar 
analysis described below: i t  meant that those participants’ answers that were not 
categorised as normal or as a misconception could not be included as cases in the 
McNemar tests for change for the questions. Similarly, table 9.8 shows that for questions 
4, 5 and 7 more than twenty per cent of the participants’ responses were categorised as 
idiosyncratic and could not therefore be included as cases in the McNemar tests for 
change . 
The calegory idiosyncratic includes responses that are described as additional 
confusions held by participants, which are considered below, but also includes other 
responses that were not possible to code in any other way, For example, question 2 asked 
what a scatter plot shows about the relationship between two sets of scores, and the 
appropriate answer to this question is to state that the scatter plot indicates a negative 
correlation. However, in response to this question, a participant’s answer was 
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categorised as idiosyncratic because it read as follows: 
“The distribution of scores and whether there is an interaction” (S28). 
From an examination of students’ answers on the pre test, three additional kinds of 
confusions or misconceptions were evident. Firstly, one participant (S2) thought that 
correlations near 1 indicated no relationship between variables and that a correlation near 
zero indicated a strong correlation. This participant answered questions 5 ,6 ,7 ,9  and 10 
accordingly. For example, question 6 asked which correlation, -0.88 or 0.02 is stronger 
and to this she indicated that 0.02 was the stronger correlation and explained: 
“Further away from 1.0” (S2). 
Secondly, one participant (S31) held a confusion relating to variance and his answers to 
question 3 and question 6 were coded as idiosyncratic. On question 6, this participant 
indicated that the correlation 0.02 was stronger than -0.88 and explained: 
“Because the level of variance or co-variation is positive (converse)” (S31). 
Thirdly, five out of the seventeen participants in the Link group were confused by 
significance levels (S3, S18, S12, S18, S24). It is noteworthy that none of the questions 
on the tests included the words significant or probability. It was evident that participants 
had such a confusion because their answers to questions on the pre test referred to the 
significance levels of 0.01 and 0.05 that are typically used in psychological research. For 
example, un question 9 one participant (S3) decided that 0.02 indicated a relationship 
between variables (rather than -0.82) and wrote: 
“It i s  between 0.01 and 0.05 so it is acceptable” (S3). 
Similarly, on test D, on question 9 one participant (S24) decided that 0.01 indicated a 
relationship between variables and wrote that this 
“shows that the relationship between the 2 variables is highly significant” (S24). 
When asked on question 3 which correlation coefficient, 0.03 or 0.68 was stronger, one 
participant (SX) indicated 0.03 and explained that 
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“0.68 is greater than 0.5. 0.03 is less than 0.5 making it a significant value” (S8). 
Participants’ answers to the questions on the post test were also categorised to 
identify appropriate answers or misconceptions. One-tailed McNemar tests were carried 
out on questions 1, 2, and 4 to see if the frequencies of students’ answers that were 
Categorised as causalistic or unidirectional on the pre test changed on the post test. These 
tests indicated that there were no significant changes in the frequencies of particular 
responses from the pre test to the post test (question 1, cases 13, Binomial = 0.95; 
question 2, cases 14, Binomial = 0.5; question 4, cases 9, Binomial = 0.5). McNemar 
tests are not reported for questions 3, 5, 6, 7, 8, 9 and 10 because the number of cases 
that could be included in the analysis for each question was less than six. 
These findings indicate that having used Link, participants’ misconceptions did not 
necessarily change. Although there were no significant changes in the frequencies of 
participants’ answers that had been coded as a particular misconception (e.g., 
unidirectional) from the pre test to the post test, there were cases in which participants’ 
misconceptions were addressed by the learner activities. This is clear from the 
participants’ answers to questions on the pre and post tests, and how they completed the 
learner activities. 
Onc participant’s (S31) answer to question 3 on the pre test was categorised as a 
causalistic conception, but on the post test this participant’s answer was coded as 
appropriate where he explained: 
“Cannot claim causal relationship - there may be extraneous variables affecting the 
findings” (S31). 
Examination of participants’ answers on the pre test revealed that five of the participants 
held a unidirectional conception of correlation (S8, S12, S18, S21, S31). The 
participants’ answers on the post test showed that out of these five participants, only two 
participants still held a unidirectional conception (S8, S12) and three of the participants no 
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longer held this conception (S18, S21, S31). For example, on the pre test, a participant 
answered question 5 by writing that a negative value would indicate no relationship 
between two variables and explained that it indicated a negative relationship (S31). 
However, on the post test this participant answered question 5 by answering the question 
correctly as follows: 
“0.00. A value close to O indicates a weak relationship” (S31). 
On question IO(¡) on the pre test, seven of the seventeen participants indicated that a 
positive correlation is stronger than a negative correlation ( S 5 ,  S8, S12, S18, S21, S30, 
S31). Of these seven participants, four participants arranged the set of correlations on 
activity 3 for the Health event study so that the 0.60 was incorrectly placed as the 
strongest relationship rather than -0.65 (S12, S18, S21, S31), one participant incorrectly 
placed 0.18 as the strongest relationship (S8), one participant provided a correct 
arrangement of correlations (S30). and data from one participant was not recorded (S5 ) .  
On activity 3 for the Infant engagement study, only one of the seven participants arranged 
the correlations incorrectly (S8). Data for this activity was not recorded for one participant 
(S21). This meant that five of the seven participants arranged the correlations correctly 
( S 5 ,  S12, S18, S30, S31). 
Having used Link. four of the seven participants who on the pre test indicated that a 
positive correlation was stronger than a negative correlation, correctly indicated the set of 
correlations that showed the weakest to strongest relationship on the post test 6 5 ,  S18, 
S21, S30) .  
Three additional confusions held by participants in the L i d  group, which were 
indicated by their answers to questions on the pre test, were not necessarily evident from 
their answers on the post test. It was outlined above that one participant (S2) thought that 
correlations near 1 indicated no relationship between variables and that a correlation near 
zero indicated a strong correlation. On the post test, this student no longer expressed this 
confusion, where on question 6, for example, she indicated that the correlation -0.82 was 
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stronger than 0.04 and explained that it was a higher number nearer one. It was also 
noted above that one participant (S31) held a confusion relating to variance, but this 
participant’s answers to questions on the post test did not indicate this. Of the five 
participants who were confused by significance levels, three of these participants did not 
hold this confusion after using Link. This was indicated by their answers to questions on 
the post test (S12, S18, S24). However, having used Link, two of these five participants 
still were confused by significance levels (S3, S8). 
In summary, the participants in the Link group held particular misconceptions that 
the program was designed to address, but also lacked the necessary pnor knowledge to 
answer questions, or held additional confusions that, for example, related to levels of 
statistical significance. In addition, it was not always possible to determine if participants 
held an appropriate conception because they did not provide sufficient explanations to 
particular questions. 
Although Link contributed to students’ general understanding of correlation, it is 
not clear whether the program addressed and changed particular misconceptions. This is 
because participants did not necessarily hold the misconceptions that the program was 
designed to address (e.g., causalistic), but held additional conceptions that were 
categorised as idiosyncratic or lacked the necessary prior knowledge. 
Instructionul control 
For the instructional control group, table 9.9 shows the different categories for students’ 
answers to questions on the pre test. This table presents the proportion of participants’ 
answers that were coded for each category for seven out of the ten questions on the pre 
test. 
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Table 9.9 Participant responses to questions on the pre test (instructional 
control group) 
Appropriate 56.25% 
answer 
Causalistic 25% 
(4) 
Unidirectional NIA 
Strength a NIA 
Lacks prior 6.25% 
knowledge b (1) 
Explanation 12.50 
insufficient c (2) 
75% 43.75% 
(12) (7) 
3 1.25% 
a The conception that a positive correlation is stronger 
Qu5 Q u 7  Q u S  Qu 10 
I l I 
NIA 
0: 1;;; 1; 
31.25% 25% 6.25% 
Ian a negative correlation 
25% 
(4) 
12.50% 
(2) 
If a student left the answer blank or wrote “don’t know”. 
The student’s explanation to the question was insufficient. 
If a student provided an idiosyncratic response e.g., a correlation coefficient is interpreted as a level of 
probability. 
e Frequencies are given in brackets. 
Compared to the Link group, the pattern of participants’ misconceptions in  the 
instructional control group is different. 
Question 1 and question 4 on the tests were designed to identify a causalistic 
conception of correlation. Table 9.9 shows that on question 1 on the pre test twenty five 
per ccnl of lhe participants’ answers were categorised as causalistic (S38, S39, S45, S47) 
and on question 4, thirty one per cent were categorised in this way (S35, S38, S41, S44, 
S45). For example, question 4 gives a correlation of 0.87 between length of time a 
person is in prison and amount of aggression displayed on a psychological inventory and 
asked: 
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This means that spending a longer amount of time in prison causes people to 
become more aggressive. True or false? . 
In response to this question, one participant indicated ‘true’ and wrote: 
“Being locked up in a confined space for long periods of time is likely to lead to 
increased aggression, due to frustration, and acclimatisation to a male dominated, 
female free, aggression based hierarchical system” (S44). 
Question 2, question 5 and question 7 were designed to identify a unidirectional 
conception of correlation. Table 9.9 shows that in contrast to the Link group, only one of 
the participant’s answers was categorised as a unidirectional conception on the pre test 
(S39). In her answer to question 2, in which data on a scatter plot should be interpreted 
as a negative correlation, this student wrote: 
“The scatter plot shows that there is no real relationship between the reading and 
arithmetic scores. This is because there are children with reading scores of 1 with 
an arithmetic score of 14. Therefore is it down to individual ability” (S39). 
As is considered below, this participant also held confusions relating to statistical 
significance. 
Question 8 and question 10 were used to test a participant’s understanding of the 
strength of correlations and were used therefore to identify the strength misconception. 
On question 8, a quarter of the participants’ answers were categorised as this 
misc.onception (S35, S38, S39, S41) and a quarter of the participants’ answers to 
question 10 were coded as this misconception (S35, S38, S39, S41). For question 10, all 
of these four participants selected the set of correlations in which a (strong) negative 
correlation represented the weakest relationship (e.g., 0.83, 0.65,0.03, -0.9 1). 
With regard to participants’ answers on the pre test, only two participants in the 
instructional control group held confusions that were not to do with the misconceptions 
described above (e.g., causalistic). One participant thought that correlations near 1 
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indicated no relationship (S46) and in contrast to the Link group, only one participant was 
confused by levels of statistical significance (S39). In answering question 3, for example, 
this participant indicated that 0.01 was stronger than 0.64 and explained 
“With a correlation co-efficient of 0.01 there is only a 1% chance of getting the 
results wrong” (S39). 
Participants’ answers to the questions on the post test were also categorised to 
identify appropriate answers or misconceptions. One-tailed McNemar tests were carried 
out on questions 1 and 4 to see if the frequencies of students’ answers that were 
categorised as causalistic on the pre test changed on the post test. These tests indicated 
that there were no significant changes in the frequencies of particular responses from the 
pre test to the post test (question 1, cases 10, Binomial = 0.50; question 4, cases 11, 
Binomial = 0.25). McNemar tests are not reported for questions 2,3, 5 ,6 ,7 ,  8, 9 and 10 
because the number of cases that could be included in the analysis for each question was 
less than six. These findings indicate that having completed paper-based instructional 
materials, participants’ misconceptions did not necessarily change. 
Additional confusions held by the two participants in the instructional control 
group, which were indicated by answers on the pre test, were not evident from their 
answers to questions on the post test (S39, S46). However, in contrast to one 
participant’s answers on the pre test, a participant’s answers to two of the questions on 
the post test indicated that he was confused by the term ‘coefficient’. On question 6, for 
example, this participant indicated that the correlation coefficient 0.04 was stronger than 
-0.82 and explained: 
“Correlation coefficient means less correlation. Closer to O ’  (S37). 
In summary, the profile of participants’ misconceptions in the instructional control 
group was different to the participants in the Link group, For example, in the former 
group only one of the participant’s answers to question 2 was categorised as 
unidirectional, whereas in the Link group five of the participants’ responses were 
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categorised in this way 
9.5.4 Case studies 
In the Link group, seven of the participants were randomly assigned to act as case studies 
(S2, S3, S13, S16. S19, S24, S26). To illustrate how the learner activities in Link 
affected students’ understanding of correlation three of these cases are considered. These 
three case studies were selected to illustrate how participants differed with regard to their 
pre and post test score and their completion of the learner activities: two of the case 
studies (S2, S3) obtained a relatively low pre test score, but obtained a higher post test 
score, and one of the case studies (S16) obtained the same score on both the pre and post 
test. Participants names have been changed to assure anonymity. 
Olive (S2) obtained a score of 4 out of 19 on the pre test and her answer to question 
2 on this test was coded as a unidirectional conception. This question was answered as 
follows: 
“The better the memory test results the better the spelling test results” (S2). 
The pre test indicated that Olive thought that correlations near 1 indicated no relationship 
between variables and that a correlation near zero indicated a strong correlation and she 
answered questions 5, 6, 7, 9 and I O  accordingly. For example, question 5 asked what 
value of a correlation coefficient indicates no relationship between variables, and Olive 
answered this by writing “0.9’  and explained “near to 1.0”. On question 7, Olive 
indicated that neither 0.68 or -0.85 showed a relationship between variables and 
explained that they were “near to 1.0”. Similarly, on question 9, she selected 0.01 (rather 
than -0.86) as indicating a relationship and wrote “further away from 1.0”. On question 
10 she chose the following set of correlations as representing the weakest to strongest 
relationship: 
Weakest strongest 
-0.79, 0.56, 0.67, 0.04 
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In using Link, Olive found out about the Health events study by reading the text on 
the screen that provided details of this study. On activity 1, Olive selected the fourth 
option ‘that another variable or variables could be responsible for the correlation’, but in 
response to the audio feedback she asked “Why are you repeating things to me?’ One part 
of the feedback to activity 1 stated that ‘It is possible that the participants’ anxiety caused 
them to be depressed’ and in response to this Olive commente& 
“Yes it is possible. But i t  doesn’t say it is possible at the beginning. Why are you 
saying it is possible ... It is possible, but that isn’t the question, is it?’ 
The question for activity 1 does ask “What are the possible interpretations of this 
particular finding?’ 
Having read the question for activity 2 and having looked at the correlations in the 
table, Olive remarked “I wonder what those minuses mean”. On activity 2, students select 
the correlation in the table that represents the data on the displayed scatter plot. With 
regard to the target scatter plot, Olive commented: 
“I would have said _ _ _  It’s all over the shop. So there isn’t anything. The dots are 
all over the place. There’s not a nice little line of dots anywhere”. 
Olive then went on to say that she was “just kind of guessing now” and reiterated “God, 
what do these minuses mean?” and she then selected the correlation -0.30 and the scatter 
plot that represents this relationship was displayed on the screen along side the target 
scatter ploí. Olive read the text-based feedback associated with this selection and 
commented 
”Oh right. So a positive means they’re both going the same way and a negative 
means one’s different to the other. I still don’t really understand it”. 
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Olive then selected the correlations 0.60,0.30 and -0.14 in turn and went on to say 
“So the bigger the number the better the correlation whether it’s a minus or plus. 
And minuses mean it’s a negative correlation so both go in different directions .,. 
I’m getting there now”. 
In response to reading the question for activity 3 Olive said 
“I should know this now we’ve just learnt it .._ But what about the negative and the 
positive. Docs it matter or not’?’’ 
Olive then successfully arranged the correlations in the correct order and while doing this 
spoke out aloud: 
“It was the biggest number is the strongest thingy wasn’t it. So the littlest number is 
... the weakest ... so it doesn’t matter if it’s a minus or a plus”. 
As instmcted, Olive then read about the Infant engagement study and completed the 
three activities for this study. On activity 1 she selected all of the available options, but 
did ask, “What’s causally related?” She also commented, “It’s not the cause, but it could 
be”. On activity 2 Olive initially selected the correlation 0.50 as representing the target 
scatter plot, then said, “Oh that’s not right”. She went on to select -0.16 and 0.11 and 
then she decided “Oh give up ... I don’t know what it is”. She did, however, go on to 
select 0.60, 0.56 and then the target correlation, -0.36. On activity 3 for the Infant 
engagement study, Olive again arranged the set of correlations in the correct order. 
Olive obtained a score of 10 out of 19 on the post test. Her answers on this test 
showed that she no longer thought that a correlation near 1 indicated no relationship and 
that a correlation near zero indicated a strong correlation. However, as on the prc test, her 
answer to question 2 was categorised as a unidirectional conception in which she wrote 
“strong positive correlation” under the scatter plot for question 2 which showed a 
negative relationship. In spite of Olive correctly arranging sets of correlations from the 
strongest to weakest relationship when she used Link, Olive answered question 10 on the 
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post test as follows: 
Strongest weakest 
0.83, 0.65, -0.91, 0.03 
“Highest to lowest numbers”. 
The second case study, Carol, obtained a score of 2 on the pre test out of a possible 
19 (S3). Here, her answer to question 1 was coded as causalistic and her answers to 
questions 3, 5 ,  6, 7 and 9 indicated that she held a confusion relating to levels of 
statistical significance. For example, on question 3 Carol indicated that the correlation 
0.01 was stronger than 0.64 and explained 
“Because it leaves just 1 chance out of a 100 that our results might not be right or 
that it might be due to chance”. 
When using Link, Carol read the screen that provides an outline of the Health 
events study, and then went on to complete activity 1 .  Having read the question for this 
activity Carol commented, “take a wild guess that’s what I’ll do”, and she selected the 
second option, ‘that the participants’ anxiety caused them to be depressed’. Carol read 
and listened to the feedback to this activity, but commented: 
“Oh god I made a mistake ... How was I supposed to know ... I’m not good at this 
anyway”. 
Having read what she had to do for activity 2, Carol went on to comment: 
“What? _.. I have no idea ... I don’t know ... I think it might be a minus, but I’m 
not sure”. 
Carol then selected the correlation -0.21 and when the associated scatter plot was 
displayed on the screen alongside the target scatter plot, she remarked “it’s not”, but she 
then selected the correlation that represented the target scatter plot and remarked 
“Oh I got it .__ I knew it was a negative one, but I didn’t know which one”. 
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On activity 3, Carol arranged the set of correlations as follows: 
-0.65 Weakest relationship 
-0.35 
-0.14 
0.60 
0.30 
0.18 Strongest relationship 
When Carol had received feedback to this arrangement, she went on to say: 
“Are these the results? Oh god I would have failed my R and E classes [Research 
and Experimentation course] ... Not a single one i s  right ._. So I suppose minus or 
sott of zero doesn’t have anything to do with how weak or strong a correlation is”. 
Carol went on to read about the Infant engagement study and completed activity 1 
for this study by selecting all of the available three options. When Carol completed 
activity 2 for the Infant engagement study she remarked, “so this one’s the same as 
before”, and selected the correlation, -0.36 that represented the target scatter plot on her 
first and only choice. On beginning to complete activity 3, Carol commented, “this one I 
messed up before”, and she arranged the correlations incorrectly as follows: 
-0.36 Weakest relationship 
0.32 
0.26 
-0.16 
0.11 
0.05 Strongest relationship 
Carol obtained a score of 7 out of 19 on the post test, but her answer io question 4 
was categorised as causalistic and her answers to questions 3, 5 ,  6 , 9  showed that she 
was confused. For example, on question 3 she indicated that the correlation 0.03 was 
stronger than 0.68 and explained her answer as follows: 
“I don’t know. I’m confused from what I read on the computer of course this was 
about relationship but I can’t tell for sure”. 
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And in response to question 5 that asked for a correlation coefficient which indicates no 
relationship, Carol wrote: 
“I don’t know. It seems that I’ve learned something wrongly and i t  confused me a 
lot”. 
However, on question 8, Carol correctly indicated that -0.84 was stronger than 0.73, and 
explained 
“0.84 > 0.73. Minus is not taken into consideration”. 
The third case study, Simon, obtained a score of 13 out of 19 on his pre test (S16), 
and his answer to question 2 on this test was categorised as unidirectional. 
As instructed when using Lirik, Simon read about the Health events study and then 
went on to complete activity 1 for this study. Prior to selecting the first option on activity 
1, ‘that the participants’ depression caused them to be anxious’, and the second option, 
‘that the participants’ anxiety caused them to be depressed’, Simon commented, “just 
thinking about the correlation .._ think it’s quite strong”. The correlation on this activity is 
0.60. 
Having read the question for activity 2 where a student has to decide which 
correlation coefficient rcpresents a scatter plot, Simon said “so just _._ looking for a weak 
correlation ... Think that’s the weakest one” and he selected -0.14. When Simon had 
viewed the scatter plot associated with this correlation he commented: 
“So I think it’s got to be a positive value but a small one as well” 
Simon then went on to select 0.28, 0.30, 0.60, -0.21 and finally, -0.35 in turn. 
On completing activity 3, Simon said that he thought the correlation -0.14 was the 
weakest correlation and he proceeded to arrange the correlations in the correct order. 
Simon read about the Infant engagement study and went on to complete activity 1. 
On this activity he commented that the coefficient, 0.56 was “not particularly strong”. He 
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selected option 1 ,  that ‘Infant age is causally related to levels of infant engagement’, and 
the third option, that ‘Another variable or variables could be responsible for the 
correlation between infant age and infant engagement in the experiment’. 
On activity 2 for the Infant engagement study, Simon initially selected the 
correlation -0.36 that represented the target scatter plot and prior to this selection 
commented 
“Again I don’t think the correlation doesn’t seem to be that strong, but they’re all in 
sort of in the same area so it can’t be the weakest one either ... I think it’s a negative 
correlation”. 
On activity 3, Simon correctly arranged the correlations from the strongest to weakest 
relationship. 
Simon obtained the same score of 13 on his post test as he obtained on his pre test. 
In contrast to his answer to question 2 on the pre test, which was coded as unidirectional, 
his answer to this question on the post test was exemplary: 
“The graph shows there to be a negative correlation, which is quite strong, because 
the plots are close to forming a straight line”. 
However, unlikc his answer to question 4 on the pre test his answer to this question on 
the post test was categorised as causalistic. Simon did not obtain correct scores for 
particular questions because he did not always provide sufficient explanations. For 
example, on question 10 on the post test Simon correctly indicated the set of correlations 
that showed the strciiigcst to weakest relationship, but his explanation to this simply read: 
“-0.91 is the closest figure to -1, and 0.03 the closest to zero”. 
A complete explanation to question 10 needs also to refer to 1 and therefore explain w,hy, 
say, -0.91 represents the strongest relationship, but a correlation of 0.83 does not. 
277 
The three case studies illusirate that participants did hold particular misconceptions 
about correlation that Link was designed to address. However, participants also held 
additional confusions that the program did not cover. For example, Olive thought that 
correlations near 1 indicated no relationship and Carol held a confusion that related to 
levels of significance. Olive’s answers on the post test showed that she no longer thought 
that a correlation of near 1 indicated no relationship, but her answer to question 2 was 
categorised as unidirectional as it was on the pre test. Carol’s answers to questions on the 
post test indicated that she was still generally confused. However, although Simon’s 
answer to question 2 on the pre test was categorised as unidirectional, his answer to this 
question on the post test was appropriate. 
9.6 Discussion 
The summative evaluation study provided data concerning students’ general 
understanding of correlation and was designed to investigate whether the use of Link 
contributed to this understanding. Findings showed that with respect to the Link group. 
participants’ scores on the tests in correlation increased from the pre test to the post test. 
However, findings also indicated there was an increase in the pre to post test scores for 
those students in the instructional control group. Concurrently, the participants’ scores in 
the basic control group did not increase from the prc to the post test. .4n ANCOVA on 
post test scores, with pre tests scores as the covariate, was canied out and the main effect 
of group was found to be significant, meaning that there was a significant difference 
between the three groups. Statistical contrasts were undertaken and it was found that there 
was no significant difference between the post test scores of the Link group and the 
instructional control group, but that when these two groups were combined for analysis, 
it was found that the Link and instructional control group post tests scores differed 
significantly from the basic control group. These findings suggest that the use of Link 
contributed to students’ general understanding of correlation, but that the use of the 
paper-based instructional materiais, which were devised for the study, could also achieve 
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this. 
Link was specifically designed to address particular misconceptions about 
correlation that had been identified through previous research (Morris, 1997). In Link, 
three kinds of learner activities are provided to address these misconceptions: a causalistic 
conception, a unidirectional conception and the conception that a positive correlation is 
stronger than a negative correlation. It was therefore thought that by using Link students’ 
misconceptions would change because they would complete learner activities which 
provided relevant feedback to the student. However, in the s u m a t i v e  evaluation it was 
found that participants in both the Link group and instructional control group not only 
held misconceptions that the questions on the pre and post test were designed to identify, 
but also lacked the necessary prior knowledge to answer questions, or held additional 
confusions that, for example, related to levels of statistical significance. As this was the 
case, it is suggested that introductory learning materials on the topic of correlation would 
have contributed to students’ general understanding of correlation, whether these 
materials are a computer-assisted learning program or paper-based instructional materials. 
The important issue here is that Link was designed to address specific misconceptions 
about correlation, but participants who took part in the study did not necessarily hold 
these misconceptions. Instead they were confused by other matters, such as levels of 
statistical significance. The participants’ general understanding of correlation would have 
improved if they worked through text-based or computer-based instructional materials 
that coveied correlation. The implication of this is that the use of a computer-assisted 
learning program, which is specifically designed to target misconceptions in a topic area, 
must be carefully considered. In the case of Li~ik ,  pre tests could be used to identify 
students’ misconceptions and the program could be appropriately used for instructional 
purposes if the students were found to hold any of the misconceptions that the program 
was designed to address. 
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It should be emphasised that even though it took students only an average of just 
under twenty minutes to work through the activities in Link,  participants’ general 
understanding of correlation was improved. The above finding that participants’ general 
understanding of correlation was improved, whether they used Link or completed 
instructional materials, are comparable to findings of evaluation studies of Srut Lady, 
which were reviewed in chapter 4 (e.g., Shute & Gawlick-Grendell, 1994). Shute and 
Gawlick-Grendell(l994) found that in terms of learning outcomes participants who used 
Stat Lady performed as well as those students who completed a paper-and-pencil 
Workbook version of the cumculum covered by Stat Lady. Specifically, performance on 
the learning outcome measure did not differ significantly between the Sfut Lady group and 
the Workbook group, but both of these groups performed significantly better than the 
control group (Shute & Gawlick-Grendell, 1994). Shute and Gawlick-Grendell (1994) 
were encouraged by such findings because they argued that people from the general 
population are less familiar with computer technology and have experience in learning 
from textbooks or workbooks. 
Computer-assisted learning programs were not used by the students, who 
participated in  the study at Luton University, on the Research and Experimentation 
courses that they completed at the university to learn about statistics in psychology. 
Although the students at Luton were not familiar with learning statistics from a computer- 
assisted learning program, the findings of the summative study suggest that the use of 
Liiik did successfully contribute to students’ general understanding of correlation. 
The summative evaluation provided comprehensive qualitative data concerning 
students’ misconceptions. This data extends the findings of the studies that were reported 
in chapter 3 and chapter 8. The findings of the summative study indicated that psychology 
students are confused by negative correlations, the strength of correlations and causality, 
but that students also hold additional misconceptions. The findings relating to students’ 
misconceptions also indicated that particular misconceptions were not always stable O r  
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that students held ideas that were contradictory. For example, two students in the Link 
group thought that a negative correlation indicated no relationship, but they both 
successfully interpreted a scatter plot as showing a negative relationship. 
Participants’ answers on the pre and post tests were categorised as misconceptions 
or as appropriate and McNemar tests was carried out to see if there were significant 
changes in the frequencies of students’ responses to particular questions from the pre test 
to the post test. For both the Link and instructional control groups, none of the these 
statistical tests were significant. However, in the Link group, for example, McNemar 
tests were not reported for seven out of the ten questions because less than six cases 
could be included in the analysis. This was because only a handful of cases were 
categorised as an appropriate answer or as a particular misconception (e.g., causalistic) 
for such questions, but otherwise participants’ answers were coded as ‘lacks pnor 
knowledge’ or as idiosyncratic, or the participant’s answer could not be categorised as 
normal because their explanation was insufficient. In particular cases, the idiosyncratic 
category accounted for a confusion that related to levels of statistical significance. The 
tests in correlation did not include the words significance or probability, but on a question 
a participant would, for example, interpret that the correlation 0.01 was stronger than 
another correlation because it was significant. 
The summative study was designed to investigate whether the learner activities in 
Lid affected students’ misconceptions relating to correlation, An analysis of the user 
logs indicated that there was a variety of student responses to the learner activities, which 
were summarised. From this it was clear that in general, participants’ performance at 
completing the learner activities improved as they used Link. All of the participants had to 
firstly find out about the Health events study and complete the three activities for this 
study and then to find out about the Infant engagement study and complete the activities 
for this study. It is interesting to find that in the case of activity 1 for the Health events 
study, only one of the participants chose to select all four possible interpretations of a 
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correlation, but subsequently eight of the participants selected all of the possible 
interpretations of a correlation relating to the Infant engagement study. Similarly, the 
target scatter plot on activity 2 for the Health events study was represented by the 
correlation -0.35, but only two participants selected this correlation first as representing 
the scatter plot. However, on the corresponding activity for the Infant engagement study, 
seven of the participants selected the negative correlation first as the one that represented 
the target scatter plot. 
In terms of students’ understanding of correlations, participants’ recorded 
responses to activity 3 are most revealing. On this activity for the Health events study, ten 
of the participants correctly arranged the correlations from the weakest to strongest 
relationship and four of the participants incorrectly positioned the positive correlation 
0.60 as the strongest relationship. However, on activity 3 for the Infant engagement 
study, fourteen of the participants correctly arranged the set of correlations, but not one of 
the participants positioned the positive correlation 0.32 as the strongest relationship. 
The McNemar tests for change described above indicated that students’ 
misconceptions were not necessarily affected by their use of a relevant learner activity. 
However, qualitative analysis, which included an examination of participants’ answers on 
the pre and post tests and their completion of the learner activities, revealed that in some 
cases students’ misconceptions \vere affected by using the learner activities. 
The case studies indicaied that participants could find activity 1, which was 
designed to address a causalistic conception, confusing. The statistical issue of correlation 
and causality is subtle: students should notjust infer that variable A is causally related to 
variable B, but they must also consider this possibility along with the three additional 
interpretations of a correlation. For some students activity 1 could be useful in this 
respect, but for other students they might think that they have to select one particular 
option or interpretation of a correlation, 
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Data from the case studies suggested that activity 2 is useful for students’ learning 
because it links correlation coefficients with scatter plots. The findings from the case 
studies also suggested that more striking examples of correlations, such as correlations 
that are near - 1  should be displayed by scatter plots if students are to fully appreciate the 
different kinds of relationships that can be obtained. Yet, relationships near -1 or 1 are not 
usually found in psychological research. 
The findings of the summative study suggest that activity 3 could be used to 
address students’ confusions about the strength of correlations. Here, students had the 
opportunity to arrange a set of correlations themselves and receive relevant feedback to 
their arrangement. 
Drawing on theoretical perspectives outlined in chapter 4, Link uses real studies and 
genuine data from psychological research. It was thought that the context of a research 
study would facilitate the acquisition of statistical concepts. The case studies were partly 
set up to investigate the leaming process while students worked with Link. It was hoped 
that qualitative data relating to what students thought about the studies in the program 
would be obtained. It was found, however, that the case study participants did not 
comment in  particular on the studies provided in the program. It was therefore not 
possible to determine if the use of real studies and data contributed to students‘ learning 
about correlation. 
9.7 Summary 
This chapter described the final version of Link that was developed and a summative 
evaluation of this program. The evaluation study used the methodology detailed in chapter 
6 and involved students from the University of Luton who were studying psychology. 
The study was designed to investigate whether Link contributed to students’ general 
understanding of correlation and whether the learner activities in Link affected students’ 
misconceptions. Quantitative findings relating to learning outcomes suggested that Link 
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successfully contributed to students’ general understanding of correlation. Findings also 
indicated that the use of paper-based instructional materials, which were devised for the 
study, contributed to students’ understanding of correlation. It was suggested that 
because the participants who took part in the study did not necessarily hold 
misconceptions about correlation, but lacked the necessary prior knowledge to answer 
questions or held additional confusions that did not relate to correlation per  se, a form of 
instruction covering the topic of correlation, whether paper-based or computer-based, 
would have contributed to participants’ generai understanding of correlation. Link was 
specifically designed to address particular misconceptions about correlation that 
participants in the study did not necessarily hold. 
Qualitative data analysis, which included case studies of participants using Link, 
revealed that in some cases the learner activities in Link addressed students’ 
misconceptions. This meant that having used Link, participants’ answers on the post test 
indicated that they had an appropriate understanding of a concept, rather than a 
misconception as indicated by their answers on the pre test. 
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Chapter 10 
Conclusions 
10.1 Introduction 
This final chapter summarises the primary achievements of the research described in this 
thesis and the implications that this work has for research, education and for computer- 
assisted learning for statistics. Limitations of the thesis research are also outlined. Further 
improvements to the design of Link are considered and possible future research efforts 
are proposed. 
10.2 Achievements 
The research described in this thesis is concerned- with psychology students’ 
understanding of correlation and the design of a computer-assisted learning program. 
There have been a number of achievements in this research: 
The identification and comprehensive documentation of psychology students’ 
misconceptions relating to correlation. 
The development of tests in correlation that provide an assessment of a student‘s 
understanding of thc topic. 
A review of existing computer-assisted learning programs for correlation. 
The development of Link, a stand alone computer-assisted learning program 
The use of p\ycliologicai research studies and real data sets in Link. 
The formative, expert and summative evaluations of Link 
The research described in the earlier parts of the thesis indicated that psychology 
students are likely to find statistics difficult. The focus of this thesis was the important 
topic of correlation, specifically the kinds of difficulties and confusions that students 
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encounter in this area. With the increasing use of computer technology on statistics 
courses in higher education, it is likely that computer-assisted learning programs will be 
increasingly used as part of the statistics curriculum. A computer-assisted learning 
program could provide an additional form of instruction as part of this cumculum to help 
students acquire statistical concepts. However, it was argued in the thesis that the design 
of computer-assisted learning programs for statistics should be informed by research on 
students’ learning, and research and developments in the field of computer-assisted 
learning. In addition, it is imperative that empirical work that informs the design of 
computer-assisted learning programs involves the target audience of students for a 
particular program, and that the evaluations of a program should involve this target 
audience as participants in the evaluation process. 
The design of Link was informed by research-based principles of learning, an 
investigation that looked at students’ difficulties relating to correlation and a review Of 
computer-assisted learning programs. Drawing on theoretical perspectives (e.g., 
Bransford et al, 1990), i t  was proposed that the acquisition of statistical concepts is 
facilitated if they are presented to students in the context of a psychology study. In 
contrast to existing computer-assisted learning programs that cover correlation, Link 
provides two authentic psychological studies from the research literature and uses the real 
data from these studies. In addition, Link provides different kinds of learner activities that 
were designed to address students’ misconceptions which have been identified through 
research (Moms, 1997). 
It should be emphasised that psychology students must not only come to 
understand the concepts relating to correlation, but must also learn to interpret correlations 
in the context of psychological research. For example, students should be able to make 
sense of the findings from a study that employs a correlational design and be able to 
contemplate possible explanations of reported relationships between variables. Statistics 
textbooks aimed at psychology students typically present neat and tidy relationships, 
286 
which have coefficients of zero, -1, or 1, (or near such values) and are illustrated by 
scatter plots (e.g., Gravetter & Wallnau, 1995b, p. 343; Pagano, 1990, p. 119). 
Authentic data sets from research do not tend to be used in this context. In the case of 
computer-assisted learning programs that cover correlation, real data sets from the 
psychological research literature have not typically been used. (See chapter 4). However, 
as highlighted in chapter 4,  constructivist approaches to learning have emphasised that 
concepts to be acquired by a learner should be presented in a realistic and meaningful 
context. Real data from psychological research can produce correlations that are near to 
0.4 or 0.3, which if plotted give rather untidy scatter plots. In contrast to the majority of 
existing computer-assisted learning programs, Link makes use of data sets from authentic 
research studies and therefore provides learners with a variety of different kinds of real 
relationships. 
The development of Link was informed by a formative evaluation study, which 
consisted of two phases, and an expert evaluation. The empirical work described in this 
thesis involved psychology students studying at a variety of institutions: full time students 
at the universities of Buckingham and Luton and part time students who were studying 
with the Open University. 
Research that was discussed in chapter 2 of the thesis indicated that students are 
likely to find statistical concepts difficult to acquire, but there has been little research that 
has focused on psychology students’ understanding of correlation. A study, which was 
described in chapter 3, was conducted to investigate students’ difficulties and confusions 
concerning correlation. The findings of this investigation indicated that students held 
confusions relating to negative correlations, the strength of correlations and the statistical 
issue of causation and correlation. These findings were discussed with regard to other 
research (Batanero et al, 1997) and three misconceptions were outlined: causalistic 
conception, unidirectional conception and the conception that a positive correlation is 
stronger than a negative correlation. The formative and summative evaluation studies of 
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Link provided data confirming that students held these misconceptions. Findings from 
these studies also showed that students held confusions relating to levels of statistical 
significance where a student would, for example, think that a correlation coefficient 
indicated a significance level. 
An outcome of the thesis research was the development of tests that were designed 
to assess students’ general understanding of.correlation and to identify misconceptions. 
These tests used questions that were piloted in the investigation that was described in 
chapter 3, and were modified for the formative and summative evaluation studies. In 
these studies, the tests were used as pre and post tests so that learning outcomes could be 
assessed in the evaluation of Link. 
The design of Link was informed by a review of computer-assisted learning 
programs that cover correlation. Related work has involved the evaluation of computer- 
based learning materials for statistics for a masters course on Advanced Experimental 
Design and Analysis in psychology (Moms & Le Voi, 1997, 1998). The design of Link 
was also informed by a formative study that was designed to assess the usability and 
possible instructional effectiveness of earlier prototypes. This study employed a 
methodology for the evaluation of computer-assisted learning that was based on an 
existing framework (Jones et al, 1996). The formative evaluation provided data relating to 
learning outcomes, the process of learning while students used Link and also data 
concerning students’ opinions of the program. In terms of learning outcomes, it was 
found that there was a significant increase in students’ scores from the pre test to the post 
test, which suggested that Link contributed to students’ general understanding of 
correlation (Moms, 1998b). The findings of the formative study were used to improve 
the design of the leaner activities and related material provided by Link. The program 
was also modified with regard to an expert evaluation, which suggested that feedback to a 
learner activity would need to be changed so that i t  is contingent on a user’s response to 
an activity. 
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The final version of Link was developed to provide two studies from psychological 
research. The genuine data sets from these studies were used to provide correlations and 
scatter plots that are presented in the program. This meant that the program provided two 
studies and six learner activities that were designed to address students’ misconceptions 
relating to correlation. The evaluative framework described in chapter 6 was employed in 
a summative evaluation study that used a pre-test-post-test control group design. This 
study was designed to investigate whether Link contributed to students’ general 
understanding of correlation and whether particular learner activities in Link affected 
students’ misconceptions. Findings of the summative study showed that having used 
Link, students’ scores significantly increased from the pre to the post test, indicating that 
the program contributed to students’ general understanding of correlation. However, this 
increase was also found in the instructional control group, where students completed 
paper-based instructional materials covering the topic of correlation, but not in the basic 
control group. 
The above finding of the summative evaluation was interpreted as follows. It was 
found that the participants who took part in the study held particular misconceptions, 
which Link was designed to address, but also lacked the necessary knowledge to answer 
questions on the pre test, or held additional confusions that were not specifically designed 
to be addtessed by the program. It was suggested that learning materials that provide an 
introduction to correlation, whether these be paper-based or computer-based, would have 
contributed to the participants’ understanding of correlation. It was proposed that a pre 
test could be used to identify students’ misconceptions relating to correlation and Link 
could therefore be used appropriately if students held the misconceptions that the learner 
activities in Link were specifically designed to address. 
The above finding of the summative study was also discussed in the light of a 
similar research outcome (Shute & Gawlick-Grendell, 1994), and it was suggested that 
the findings are encouraging given that the students who took part in the study were not 
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familiar with using computer-assisted leaning programs for statistics. 
The findings of the summative evaluation study indicated that the learner activities 
in Link did not necessarily affect students’ misconceptions in correlation. However, this 
study provided further qualitative data relating to students’ misconceptions. It was found, 
for example, that students held confusions relating to causality, negative correlations and 
the strength of correlations, but that they also held confusions pertaining to levels of 
statistical significance that are used in psychological research. 
One of the major outcomes of the thesis research was the design and development 
of a computer-assisted learning program. This meant that a substantial amount of research 
work involved program design, implementation and testing that was camed out by the 
thesis author. The result of this work was a Macromedia Director application called Link 
that was designed to be used by psychology students in higher education. 
10.3 Implications for research 
The empirical work that was described in this thesis suggests that students studying 
psychology have a variety of misconceptions relating to correlation. This empirical work 
identified the following misconceptions: unidirectional conception, causalistic conception 
and the conception that a positive correlation is stronger than a negative correlation. This 
finding is not entirely consistent with research that has been canied out in Spain, which 
has looked at students’ understanding of association in general (Batanero et al, 1997). 
Batanero and her colleagues (1997) have reported that students hold a unidirectional 
conception of correlation and a causalistic conception of correlation, but they have not 
found that students have confusions about the strength of correlations. Students who 
participated in the studies, which were described in this thesis, held confusions relating to 
the strength of correlations and would think that a positive correlation is stronger than a 
negative correlation. In addition, this work found that students’ held additional 
confusions not directly relating to correlation, where a student would, for example, 
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confuse correlation coefficients and levels of statistical significance. 
It is therefore suggested that further work is required to investigate students’ 
understanding of statistical significance and how this understanding might impact on 
students’ understanding of correlation. For example, a student might interpret a 
correlation that is reported to be significant differently from one that is not, and this may 
have implications for students’ understanding of causality or the strength of correlations. 
Much research on students’ learning has focused on students’ misconceptions in a 
variety of subject matter areas. The findings of this thesis concerning students’ 
misconceptions indicates that students not only hold misconceptions that directly relate to 
the subject area under investigation, but also hold additional confusions. It was found that 
the psychology students who took part in the summative study were.confused by 
correlation coefficients and levels of statistical significance. This was in spite of the fact 
that the pre and post tests used in the study did not include the words significance or 
probability. 
This finding indicates that even though research tends to focus on particular subject 
matter areas, students learn topics in the context of a wider subject area. It is likely that 
researchers have attempted to identify students’ misconceptions relating to specific topic 
areas because this approach limits the field of enquiry. However, it is suggested that topic 
arcas are understood by students as part of an integrated subject matter area. For example, 
in the case of the topic of correlation, students should team that a correlation is a measure 
of association (among many) and that it can be used as a descriptive or as an inferential 
statistic. Inevitably, this means that students’ understanding of correlation should be part 
of their wider understanding of the use of statistics in psychology. This implies that 
research needs to focus on students’ understanding of particular topic areas, but must also 
look at the students’ understanding of that topic in relation to the broader subject area 
under consideration. 
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The findings of the summative evaluation indicated that Link did not necessarily 
affect students’ misconceptions in correlation, which the program was designed to 
address. It is noteworthy that the paper-based instructional materials that were devised for 
the study also did not necessarily affect students’ misconceptions. However, this does 
not mean that Link should not be used to shift students’ misconceptions. It was clear 
from the findings of the summative study that participants held particular misconceptions 
(e.g., causalistic), but also lacked the necessary prior knowledge or held additional 
confusions, In the light of these findings, the research described in this thesis does not 
necessarily indicate that students’ statistical misconceptions are persistent in spite of 
instructional efforts. 
10.4 Implications for computer-assisted learning for statistics 
The findings of this thesis indicate that computer-assisted learning programs can be 
designed with students’ confusions in mind. A program for correlation should cover the 
concepts of positive, negative and zero correlations, the strength of correlations and 
correlation and causation. In addition, a correlation is a descriptive measure and an 
inferential statistic and this must be made explicit to a learner to avoid the confusion that 
students have about correlation coefficients and levels of significance. 
The summative evaluation study in this thesis found that students’ general 
understanding of correlation was improved whether they used Link or paper-based 
iiistructiotial materials. This outcome was interpreted above in the light of the findings 
that showed that students held misconceptions about correlation, but also lacked prior 
knowledge or held additional misconceptions. However, the outcome that students’ 
general understanding was improved irrespective of the instructional medium has two 
primary implications for computer-assisted learning for statistics. Firstly, the use of 
computer-assisted learning programs instead of paper-based instructional materials should 
be carefully considered. In the case of Link, it could be used for students who hold 
particular misconceptions about correlation, which could be identified though the use Of a 
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diagnostic test. Secondly, if computer-assisted learning programs are used in higher 
education, then the instructional capabilities of the computer should be harnessed. This 
would mean that a program would provide an additional and alremative form of 
instruction that might help certain students to acquire statistical concepts. 
10.5 Implications for education 
Teachers of statistics for psychology students in higher education should be aware that 
students can have difficulties and confusions relating to correlation: students can be 
confused by negative correlations, the strength of correlations and causality, and they 
might also interpret a coefficient as a level of significance. In addition, the first study that 
was described in this thesis showed that students have difficulties in deriving a procedure 
from a formula to obtain a statistic and in interpreting correlations in the context of a 
research study. Teachers of statistics must emphasise the difference between positive, 
negative and zero correlation and must demonstrate that a negative correlation does 
indicate a relationship that is inverse. Students should be taught that data in  a scatter plot 
is represented by a single value of a correlation coefficient and that different correlation 
coefficients are computed depending on the level of measurement used for data. A teacher 
should emphasise that a correlation describes a relationship between two sets of variables, 
but is also a statistic that can be tested to see if it is significant. 
Teachers of statistics must think very carefully about whether i t  is necessary for 
students to learn to calculate statistics by following predefined procedures, rather than 
ensuring that students learn how to derive a computational procedure from a formula SO 
that they can obtain a statistic. The statistics curriculum is changing with the increasing 
availability of data-analysis software, and teachers of statistics should make sure that 
students learn how to use these packages appropriately and be able to interpret the output 
that is generated by such applications. 
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10.6 Limitations of the research 
The investigation described in chapter 3 ,  which looked at psychology students’ 
difficulties with correlation, focused on positive, negative and zero correlations, the 
strength of correlations, the calculation of a correlation, the significance test for a 
correlation, causality and the interpretation of correlations. This study and the subsequent 
thesis work did not look at how students might understand the effect that outliers have on 
the value of a correlation coefficient. In addition, there are patterns that show up on 
scatter plots, such as curvilinear relationships which give a correlation coefficient of zero. 
Students’ understanding of these two issues was not addressed in the research because it 
was beyond the scope of the thesis, but could be considered in further research as 
outlined below. (See 10.8 Further research). 
The design of Link was based on research-based principles of learning and on 
empirical work that identified students’ misconceptions about correlation. Accordingly, 
computer-based learner activities were designed to address particular misconceptions. 
This can be described as a principled approach to design because students’ prior 
knowledge was seriously considered. However, there is a primary problem with this 
approach: i t  is very difficult to consider and therefore anticipate all conceivable errors or 
confusions that students might hold about a particular topic area. The findings of the 
summative evaluation highlighted this problem. It was found that although learner 
activities in Link had been carefully designed to address the confusions that students hold 
about negative correlations, the strength of correlations and causality, students who took 
part in the summativc study held additional confusions relating to, for example, statistical 
significance. 
In the formative study, all of the students were observed while they worked though 
Link and thought aloud. This set up could have influenced the learning process and may 
not represent the usual conditions where students learn about correlation. Similarly. the 
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setting for the summative study was not naturalistic because participants were paid for 
their time and worked though Link in a cubicle in the psychology laboratory. Students 
who take part in a study under these conditions might not have the same motivation to 
learn about correlation as, say, a group of students who attend a computer laboratory 
class set up for their statistics course (c.f. Draper et al, 1996). 
Link uses authentic studies from the research literature and successfully contributed 
to students’ general understanding of correlation. However, it was not possible to 
determine from the findings of the summative evaluation study whether the use of studies 
specifically contributed to students’ learning about correlation. This was because the 
participants whose interactions were used to illustrate the use of the program did not, for 
example, comment on the use of the studies in the program. 
10.7 Further improvements to Link 
The use of Link successfully contributed to students’ general understanding of 
correlation. However, the findings of the summative study suggested that activity 1 did 
not always influence students’ causalistic conceptions. The development of Link was 
described at a Computers in Psychology Conference (Moms, 1998a), and feedback from 
delegates referred to how activity 1 might confuse a learner. Activity 1 was designed so 
that a learner would be aware that there are a variety of interpretations to a correlation 
coefficient. The activity does not sufficiently emphasise that when interpreting the 
mraning of a correlation, a causal explanation can be ruled out because there are other 
explanations of the relationship where, for example, an additional variable C is 
responsible for the obtained correlation between A and B. To improve Link, activity 1 
should be re-designed, but further work is needed to see how the statistical issue of 
causation and correlation can be addressed through instruction. It was thought that 
examples used in activity 1, in which a correlation is obtained between variables, such as 
brain size and IQ, would suggest to a learner that a causal relationship could not exist 
between variables and that they would therefore have to entertain other explanations. 
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Further work is required on the role of examples and how their use might help students 
appreciate the issue of causality in the interpretation of a correlation. 
The findings of the summative evaluation suggest that activity 2 should be modified 
to provide scatter plots that represent correlations that are near to -1 or 1 and which would 
therefore provide clearly defined relationships to a learner, Indeed, statistical texts for the 
behavioural sciences often present a set of scatter plots that show tidy patterns and perfect 
relationships (e.g., Coolican, 1990; Pagano, i 990). However, as discussed above, data 
sets from research do not necessarily provide scatter plots with tidy clusters of plots or 
correlations that are near to perfect relationships and psychology students need to learn to 
interpret data and associated statistics that are présented in the context of research. TO 
understand correlations, it is likely that students need to view a variety of different kinds 
of relationships displayed on scatter plots. Activity 2 could be re-designed to include 
scatter plots that show relationships that are near to -1 and 1, but this would mean that the 
genuine data sets used in Link could not be used for this purpose. 
10.8 Further research 
Link can be developed further as described above and this would mean that additional 
empirical work could involve the evaluation of a revised program. Additional research 
could focus on those students who hold the particular misconceptions that Link was 
designed to address. This research could therefore use diagnostic tests to identify 
students’ misconceptions about correlation, such as a unidirectional conception. Further 
research could also be conducted to see how a unidirectional conception of correlation is 
related to the conception that a positive correlation is stronger than a negative correlation. 
A study could be run to focus on those students who have confusions relating to negative 
correlations and the strength of correlations. These students could be interviewed prior to 
using Link so that a detailed record of their understanding of correlations could be 
collected, and observed and asked to think aloud while they use the program S O  that data 
concerning the learning process could be recorded. A picture of how students Come to 
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understand correlations by using computer-based learner activities could then be detailed. 
Further research should be conducted to investigate students’ understanding of 
levels of significance and how this understanding impacts on students’ interpretation of 
correlation coefficients. The tests in correlation that were devised for the thesis research 
could be developed to include questions that relate to correlations that are reported as 
statistically significant. These questions could be used to identify students’ 
misconceptions relating to significance. 
Further research is required to investigate the use of examples in computer-based 
learning activities that are designed to address the statistical issue of correlation and 
causality. It is likely that particular examples, such as the relationship between TV 
violence and aggression prompt students to think about why the relationship is found to 
exist and whether other variables are responsible for the obtained correlation. There might 
be other examples of relationships between variables that do not prompt students to think 
in this way. 
It was noted above that students’ understanding of how outliers in a data set can 
influence the value of a correlation was not investigated in this thesis. It is noteworthy 
that the program Uizder,ytandi>ig Statistics, which was reviewed in chapter 4, provides 
scatter plots that have outliers. When plotted, bivariate data can show a curvilinear 
relationship, but the Pearson correlation coefficient, for example, will give a value of zero 
for the data, indicating no relationship. Students’ understanding of the effect that outliers 
and non-linear relationships have on a correlation could be investigated if additional data 
sets were used in Link. This will of course mean that questions relating to these issues 
would have to be included in  the tests in correlation that were developed for the thesis. 
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10.9 Summary 
This final chapter has outlined the main achievements of the thesis research. These 
included: the identification and documentation of students’ misconceptions about 
correlation, the development of tests in correlation, a review of computer-assisted 
learning programs for statistics, and the design and evaluation of Link. Implications that 
this thesis work has for research, education and for computer-assisted learning programs 
were described. Improvements to the design of Link were outlined and further empirical 
work was suggested. Further research could include an investigation of students’ 
understanding of levels of statistical significance and how this relates to their 
interpretation of correlations. Empirical work could also investigate students’ 
understanding of how outliers can influence the value of a correlation. 
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Appendix A 
Information sheet for study 
Thank you for  agreeing to'take part in this study 
The purpose of this study is to look at students' understanding and skills in the topic correlation. The 
session that follows is not a test of your statistical knowledge. You are ensured confidentiality in the 
responses you give, or the answers and explanations you provide to the questions that have been set. The 
study will involve the following: 
* I will ask you to complete a questionnaire 
- I will provide you with a Student task booklet that contains questions in statistics that I would like you 
to answer. Answer and work through these questions at your own pace. For the questions there is a 
calculator available and there is plenty of space in the booklet to write your answers. Could you please 
also show your working in the space provided. Whilst you work through the questions I would like you 
to think aloud. This technique is very useful because it gives me a clearer idea of how, for example, you 
might have reached a particular answer. To think aloud whilst you work through the questions simply say 
what you are thinking out aloud. It might feel slightly unusual at first, but there will be a chance to 
practice before you start on the booklet. 
-Whilst ynu are working through the Student task booklet 1 shall be observing and taking notes. but 
please remember I am not testing you. If you get very stuck on a particular question I will follow a series 
of steps to help you to continue. 
- if you have any questions that come to mind whilst you work through the questions, please save them 
for the end of the session when I can talk to you about them. 
* When you have completed all the questions in the Student task booklet I will ask you some follow-uP 
questions. 
- The whole of the session will be recorded on audio cassette and will take a maximum of 90 minutes 
I f  you have any questions, please ask them now. 
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Appendix B 
Questions for task booklet (including model answers) 
Correlational designs 
I 
Question 1 
In psychology, when would you use a correlational design? 
Answer 
If you wanted to see if there was a relationship or association between two variables' 
Correlational designs 
Question 2 
Give an example of a study that would make use of a correlational design. 
Answer 
An example of a study that looks at the relationship between two variables. (For example, 
spelling and reading ability; students' scores on two examinations, etc.) 
Correlational designs 
Question 3 
Let's suppose that a large-scale research study has reported that a significant correlation 
had been found between clinical depression and cancer. What do the findings tell us about 
the statistical relationship between clinical depression and cancer? 
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Appendix B 
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Answer 
The findings tell us that there is a statistical relationship between clinical depression and 
cancer. 
The relationship could be in any one of the following four: 
People that have clinical depression have a higher incidence of cancer. 
People that have cancer have a higher incidence of clinical depression. 
Spurious. That is, due to sampling variability. 
The relationship could be due to another variable or variables 
Correlational designs 
Question 4 
If a correlational study finds a relationship between two variables, could you ever 
conclude that there is a causai relationship between the two variables? 
Answer 
No, in a correlational design you cannot conclude causality. 
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Scatter plots 
Question 5 
The data in T; 
1 O0 
90 
e 80 
x 7 0 -  
6 0  
a 
m 
50  
m 40 
30 
a 
r 
k 2 0 -  
10 
; 1 gives findings from a study of 
~~ 
I first year u iversity 3 ents 
showing how much time they spent studying (on average per week throughout the year) 
and their end of year examination marks (out of 100). Plot the data on the graph (Figure 
1) to make a scatter plot 
Figure I Scatter plot of study time by exam. performance 
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(Plots not provided to students in booklet) 
Answer 
Figure 1. Scatter plot of study time by exam. performance (with plots) 
Positive correlation 
Question 6 
What value does a perfect positive correlation coefficient take? 
Answer 
1. 1.0 
Negative correlation 
4 -. 
Question 7 
In a study looking at the relationship between children’s scores on a reading test and their 
scores on an arithmetic test, the data shown in Table 2 was obtained. Plot the data on the 
graph. (Figure 2), 
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Figure 2 Scatter plot of reading scores by arithnietic scores 
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(Plots not provided to students in booklet) 
Answer 
Figure 2. Scatter plot of reading scores by arithmetic scores (with plots) 
Negative correlation 
Question 8 
What does the scatter plot show about the relationship between the two sets of scores? 
Answer 
There is a tendency for high scores on arithmetic to go with low scores on reading and 
high scores on reading to go with low scores on arithmetic as shown by the downward 
slope of the dots. This is known as a negative correlation. 
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Zero correlation 
Question 9 
Which of the following are most likely to result in a high positive correlation and which 
are not likely to be correlated at ail? 
Students’ height and weight. 
Girls’ shoe size and scores on a reading test. 
Students’ self-ratings of ambitiousness and students’ heights. 
The number of theatre tickets sold and the number of customers in the audience 
Answer(s) 
In general, there is usually a high positive correlation between students’ height and 
students’ weight. (See, for example, Jennings, Amabile & Ross, 1982). 
One is very unlikely to find a correlation between girls’ shoe size and scores on a reading 
test. 
One is very unlikely to find a high correlation hetween students’ self-ratings of 
ambitiousness and students’ heights. (See Jennings et al, 1982, where it is reported that 
in one survey a correlation coefficient of .O1 was found). 
There should be a very strong correlation between these two variables because the 
number of tickets sold should correspond to the number of customers! 
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Zero correlation 
Question 10 
What is a likely correlation coefficient that you might obtain that would indicate no 
relationship between two variables. (For example, between students’ self-ratings of 
ambitiousness and students’ heights). 
Answer 
Zero or something very near zero. 
The strength of a correlation 
Question 11 
Which of the following five correlation coefficients represent the greatest amount of 
correlation? 
0.5, -0.8, 0.2, -0.4, O. 
Answer 
-0.8 
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The strength of a correlation 
Question 12 
List the 5 correlation coefficients in order from those that indicate little or no correlation to 
that which indicates the greatest amount of correlation. 
0.5, -0.8, 0.2, -0.4, O. 
- no correlation 
- 
__ 
- greatest amount of correlation 
Answer 
O no correlation 
0.2 
-0.4 
0.5 
-0.8 greatest amount of correlation 
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The null hypothesis 
Question 13 
For a study that was to look at the relationship between students’ examination 
performance (measured by scores on a particular examination) and students’ performance 
on course work (measured by marks for an assignment), state the null hypothesis. 
Answer 
There is no relationship between students’ examination performance and students’ 
performance on course work. That is, the null hypothesis states that the population 
correlation coefficient is O. 
Parametric test: Pearson product moment correlation coefficient 
Question 14 
A psychologist was interested in the relationship between people’s memory for shapes 
and their spelling ability, so she set up a study in which two tests were given to ten 
subjects. (Let’s simply suppose that these two tests do in fact measure memory for 
shapes and spelling ability). The following Table 3 shows the scores that were obtained 
from the memory test for shapes and the test for spelling ability. State the null hypothesis 
and work out the value of the Pearson correlation coefficient, r. Use the formula for 
Pearson correlation coefficient provided. 
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Formula for Pearson correlation coefficient, r 
where N = number of subjects 
Answer 
The null hypothesis states that there is no relationship between the two tests. 
Student must calculate r by following an appropriate procedure 
Parametric test: the significance of a correlation coefficient 
Question 15 
Perform a two-tailed test to see if there is a significant relationship between the memory 
and spelling tests (p c 0.05). Here, use Table K provided. 
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Answer 
For a two-tailed test (p < 0.05, d.f. = 8), the correlation coefficient value in Table K is 
0.6319. For a correlation coefficient to be significant, it has to be equal of larger than this 
value in Table K. The calculated value 0.86 is therefore significant. 
Parametric test: the significance of a correlation coefficient 
Question 16 
You have decided whether the calculated value of r is significant or not significant. What 
does your decision mean? 
Answer 
The calculated value of ris  significant. The null hypothesis can be rejected. This provides 
support to the idea that there is a relationship between people’s memory for shapes and 
their spelling ability. 
Interpretation of data 
A real life concern that is often given media coverage is the effects of television on 
children’s and teenagers’ social behaviour. Does watching violence on television 
encourage aggression? Much media debate surrounds this issue, but it is an important one 
in this day and age: it has been estimated that the average child in the USA, by the age of 
sixteen, will have spent more time watching television than being in school, and will have 
seen 13. O00 killings on television (Smith and Cowie, 1988). Psychologists have 
attempted to find out about the possible link that might exist between television violence 
and aggression. Let’s take a study as an example. 
A group of researchers interviewed the parents of children who were 9 years of age (184 
boys, 175 girls) to see what they favourite television programmes were. From this, the 
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researchers constructed a measure of exposure to television violence. The children 
themselves were asked to rate the other children in their class for aggressiveness. 
The researchers found that the correlation between these two measures was 0.21 for 
boys, but only 0.02 for girls. As shown in Figure 3 provided, the correlation for the boys 
was significant (p e 0.01). 
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Question 17i 
What are likely explanations for these findings? 
Figure 3 Correlations between the amount of television violence viewed at age 9 and peer- 
rated aggression at age 9 (184 boys and 175 girls) 
Boys 
TV violence 
at age 9 
0.21** 
aggression 
at age 9 
** p < 0.01 
Girls 
TV violence 
at age 9 
0.02 
aggression 
at age 9 
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Answer 
The significant correlation found for the boys could mean either than viewing television 
violence caused aggression, or that aggressive boys liked watching violent television 
programmes. Alternatively, other factors could be responsible for this correlation. For 
example, parental discord in the home could led a child both to watch violent television 
programmes and also be aggressive himself. (Other possible social influences could be 
stated: low income, low socio-economic class, parenting style, etc.) Explanations of 
gender differences in the findings might also be noted. 
One might also point out methodological problems with the study. For example, the two 
measures are based on what the parents said about what their children’s favourite 
television programmes and other children’s ratings of a child’s behaviour. These 
measures could be described as inaccurate or unreliable. 
Question 17ii 
0.02 
Ten years later when the children were teenagers (19 years old), the same measures were 
taken. The correlations between the same two measures at this time and the correlations 
between the two different time periods are shown for both males and females in Figure 4 
provided. 
-0.08 3-0.13 -0.05 
What do these findings suggest? 
Figure 4 Correlations between the amount of television violence viewed at ages 9 and 19 
and peer-rated aggression at ages 9 and 19 ( 1  84 boys and 17.5 girls) 
BOYS 
TV violence 0.05 TV violence 
at age 9 at age 19 
GIRLS 
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Answer 
The findings show that watching a lot of violent television at age 9 is significantly 
correlated (0.31) with peer-rated aggression at age 19. But peer-rated aggression at age 9 
is not correlated (0.01) with watching violent television at age 19. This provides support 
for the idea that violent television leads to or encourages aggression rather than vice 
versa. Some other factor or factors might also be responsible for the associations. (See 
Smith and Cowie, 1988). 
Figure 1 adapted from Hinton (1995, p. 255). 
Figure 2 adapted from Green and d’oliveira (1982, p. 136). 
Figure 3 adapted from Smith and Cowie (1988, figure 4.4, p. 112. From Lefkowitz et al, 
1977). 
Figure 4 adapted from Smith and Cowie (1988, figure 4.4, p. 112. From Lefkowitz et al, 
1977). 
Formula for Pearson product moment correlation coefficient adapted from Green and 
d’oliveira (1982, p. 143). 
Question 5 adapted from Hinton (1995, pp. 254 - 255). 
Question 7 and question 8 adapted from Greene and d’Oliveira (1982, pp. 135 - 136). 
Question 9 adapted from The Open University (1990, p. 6 and p. 22) and Jennings et ai, 
(1982, p. 218). 
Question 11 adapted from Greene and d’Oliveira (1982, p. 137). 
Question 12 adapted from The Open University (1990, p. 7). 
Question 14, question 15 and question 16 adapted from Greene and d’Oliveira (1982, P. 
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144) 
Question 17(i) and question 17(ii) adapted from Smith and Cowie (1988, pp. 11 1 - 113). 
Based on Lefkowitz et al (1977). Cited and described in Smith and Cowie (1988). 
Table 1 adapted from Hinton (1995, p. 255) 
Table 2 adapted from Greene and d’oliveira (1982, p. 135), 
Table 3 adapted and devised from Greene and d’Oliveira (1982, 144), 
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Appendix C 
A sample of Lingo scripts 
Scripts for the first and second prototypes of Link 
Example C.l 
on mouseup 
end 
play movie "TVActivities2" 
Script of the button 'TV violence activities'. When this button is selected by a user a 
movie is played. In this case, this means that the user is provided with the introductory 
screen of the TV violence study. 
Example C.2 
on mouseup 
end 
go to frame "Fl" 
Script of the button 'Done' that is provided for activity 1. When this button is selected by 
a user they are provided with feedback to activity 1 .  
Scripts for the final version of Link 
Example C.3 
on s t m o v i e  
global gUserLog 
end 
This script defines the variable for the user log, 
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Example C.4 
on mouseup 
global gUserLog 
set gUserLog = gUserLog & RETURN & "Selects Health events and goes to outline of 
health events" 
play movie "Outline C" 
end 
Script of the button 'Health events'. When this button is selected by a user, it invokes the 
screen that provides the outline of the Health events study. For the user log, it is recorded 
that the user has selected the button and is therefore presented with the screen that outlines 
the study. 
Example C.5 
on mouseup 
global gUserLog, gWriteObject 
-- Create instance for writing to user file. 
put FileIO(mNew,"write","User file") into gWriteObject 
set gUserLog = gUserLog & RETURN & "Quit at" & RETURN & the long date & 
-- Method mWriteString writes the contents of variable gUserLog to the file 
gWriteObject(mWriteString,gUserLog) 
--Dispose of the instance. 
gWriteObject(mDispose) 
quit 
RETURN & the short time 
end 
Script of the button 'Quit'. A user can select this button to quit the application. When the 
user quits the user log is written to a text file. 
Example C.6 
on mouseup 
global gUserLog 
if the hilite of member "one" =TRUE and the hilite of member "two" =TRUE and the 
hilite of member "three" = TRUE and the hilite of member "four" = TRUE then 
set gUserLog = gUserLog & RETURN & "Selected 1234 and given feedback 1234 
cohen" 
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play movie "Feed1234 C" 
else if the hilite of member "one" = TRUE and the hilite of member "three" = TRUE and 
the hilite of member "four" = TRUE then 
set gUserLog = gUserLog & RETURN & "Selected 134 and given feedback 134 
cohen" 
play movie "Feed134 C" 
else if the hilite of member "two" = TRUE and the hilite of member "three" = TRUE and 
the hilite of member "four" = TRUE then 
cohen" 
set gUserLog = gUserLog & RETURN & "Selected 234 and given feedback 234 
play movie "Feed234 C" 
else if the hilite of member "one" = TRUE and the hilite of member "two" =TRUE then 
set gUserLog = gUserLog & RETURN & "Selected 12 and given feedback 12 cohen" 
play movie "Feed12 C" 
else if the hilite of member "one" = TRUE and the hilite of member "three" =TRUE 
then 
set gUserLog = gUserLog & RETURN & "Selected 13 and given feedback 13 cohen" 
play movie "Feed13 C" 
else if the hilite of member "one" = TRUE and the hilite of member "four" = TRUE then 
set gUserLog = gUserLog & RETURN & "Selected 14 and given feedback 14 cohen" 
play movie "Feed14 C" 
else if the hilite of member "two" = TRUE and the hilite of member "three" = TRUE 
then 
set gUserLog = gUserLog & RETURN & "Selected 23 and given feedback 23 cohen" 
play movie "Feed23 C" 
else if the hilite of member "two" = TRUE and the hilite of member "four" = TRUE then 
set gUserLog = gUserLog & RETURN & "Selected 24 and given feedback 24 cohen" 
play movie "Feed24 C" 
else if the hilite of member "three" = TRUE and the hilite of member "four" = TRUE 
then 
set gUserLog = gUserLog & RETURN & "Selected 34 and given feedback 34 cohen" 
play movie "Feed34 C" 
set gUserLog = gUserLog & RETURN & "Selected 1 and given feedback 1 cohen" 
play movie "Feed1 C" 
set gUserLog = gUserLog & RETURN & "Selected 2 and given feedback 2 cohen" 
play movie "Feed2 C" 
else if the hilite of mcmber "one" = TRUE then 
else if the hilite of member "two" =TRUE then 
else if the hilite of member "thee" = TRUE then 
set gUserLog = gUserLog & RETURN & "Selected 3 and given feedback 3 cohen" 
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play movie "Feed3 C" 
else if the hilite of member "four" = TRUE then 
set gUserLog = gUserLog & RETURN & "Selected 4 and given feedback 4 cohen" 
play movie "Feed4 C" 
else 
cohen" 
set gUserLog = gUserLog & RETURN & "None selected and given activity 1 alert 
alert "Click to select the available options. Select a maximum of four options." 
end if 
end 
Script of the button 'OK' that is provided for activity 1 ,  Having selected available options 
on activity I, a user can select this button to receive relevant feedback. For example, if the 
user only selects option 1 on the activity, they are then provided with feedback that 
emphasises that the other three available options are also possible interpretations of a 
correlation. 
Example C.7 
on mouseup 
global gUserLog 
set gUserLog = gUserLog & RETURN & "Scatter plot 0.60 cohen" 
piay frame "060" 
end 
Script of a~? object for the correlation 0.60, which is displayed in a table of data that is 
provided with activity 2. If the object is selected by a user, a screen. which presents the 
scatter plot representing a correlation of 0.60 and associated feedback, is invoked. This is 
recorded for the user log. 
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Example C.8 
on mouseup 
global gUserLog 
if sprite 37 intersects 43 and sprite 38 intersects 44 and sprite 42 intersects 45 and sprite 
41 intersects 46 and sprite 39 intersects 47 and sprite 40 intersects 48 then 
set gUserLog = gUserLog & RETURN & "Feedback A cohen" 
go to frame "Fa" 
set gUserLog = gUserLog & RETURN & "Feedback B cohen" 
go to frame "Fb" 
else if sprite 39 intersects 48 then 
else 
set gUserLog = gUserLog & RETURN & "Feedback C cohen" 
go to frame "Fc" 
end if 
end 
Script of the button 'OK' that is provided with activity 3. This script checks to see how a 
user has arranged the correlation coefficients. If the correlations are arranged correctly, 
the user is provided with feedback (a). If the user has positioned the positive correlation 
in the strongest relationship position, they are provided with feedback (b). If the user has 
provided an undefined arrangement they are provided with feedback (c). (See appendix 
F) 
Example C.9 
on mouseUp 
global gUserLog 
repeat with gLoopl = 48 down to 43 
repeat with gLoop2 = 42 down to 37 
if sprite (gLoopl) intersects sprite (gLoop2) then set gUserLog = gUserLog 8~ " 
sprite " & gloopl & " intersects " & " sprite " & gLoop2 
end repeat 
end repeat 
set gUserLog = gUserLog & RETURN & "Goes to outline cohen" 
play movie "Activity twoC" 
end 
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Script of the button ‘Activity 2’ that is provided for navigational purposes on the screen 
of activity 3. When this button is selected a user is provided with the screen that presents 
activity 2 for the Health events study. The script records the user’s arrangement of 
correlation coefficients on activity 3 for the user log. Part of the script is therefore used 
for ail of the navigational buttons provided with activity 3. 
Appendix D 
Evaluation questionnaire 
1. What do you think was the hest thing about the program? 
~ 
2. What do you think was the worst thing about the program? 
3. What do you think needs changing in the program? 
4. How easy did you find the tasks? 
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5. What did you think of activity 1 in the program? 
6. What did you think of activity 2 in the program? 
~ ~ ~ 
7. What did you think of activity 3 in the program? 
8. Is there anything else that you would like to mention? 
(Questions adapted from Hix & Hartson, 1993, p. 309; Monk et al, 1993, p. 84). 
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Appendix E 
Tests in correlation used for the formative evaluation 
Test A 
Name 
Date 
1. If decreases in the X variable arc accompanied by decreases in the Y variable, then the 
correlation between X and Y is positive. True or False? 
(a) True 
(b) False 
1. (i) Explain your answer 
2. If a correlational study finds a relationship between two variables, could you ever 
conclude that there is a causal relationship between the two variables? 
(a) No 
(b) Yes 
(c) Sometimes 
2. (i) Why? 
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3. In a study looking at the relationship between children’s scores on a reading test and 
their scores on an arithmetic test, the data shown in the table were obtained. These data 
were plotted on a scatter plot. What does the scatter plot show about the relationship 
between the two sets of scores? 
Children’s arithmetic and reading scores 
Child 
1 
reading score arithmetic scores 
9 9 
2 
3 
4 
5 
6 
13 
7 10 
8 8 
10 6 
7 11 
6 9 
16 
11 
12 
3 13 
1 14 
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Scatterplot of reading scores by arithmetic scores 
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Reading scores 
4. Which correlation coefficient is stronger? 
(a) 0.01 
(b) 0.64 
4. (i)  Explain your answer. 
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5. What does the scatter plot show about the relationship between years spent in 
education and salary potential? 
4 o 
3 5  - 
30 - 
2 5  - P CJ a 
v) 
e 
2 0  - 
I ?  - 
10 
Scatterplot of salary by years in education 
e 
e 
O 
e 
e 
e 
* e  
e 
e 
I I - O O ir, 
(a) That there is a positive relationship between years spent in education and salary 
potential 
(b) That there is a negative relationship between years spent in education and salary 
poten ti al 
(c) That there i s  little or no relationship between years spent in education and salary 
potenti al 
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6. A group of researchers studying the relationship between creative thinking and 
intelligence administered different measures of creative thinking and intelligence to a 
sample of high school students. They obtained a correlation coefficient of 0.8 and 
concluded that high intelligence results in high scores on creative thinking. Is this 
conclusion warranted from the data? 
(a) Yes 
(b) No 
6. (i) Explain. 
7. What is a likely correlation coefficient that you might obtain that would indicate no 
relationship between two variables. (For example, between girls’ shoe size and scores on 
a reading test). 
7. (i) Explain your answer. 
8. Which correlation coefficient is stronger? 
(a) -0.82 
(b) 0.04 
8. ( i )  Explain your answer. 
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9. What does the scatter plot show about the relationship between students’ IQ scores and 
exam grades? 
Scatterplot of students’ IQ scores and exam grades 
rn m 
m 
rzi 
k, 
O 
‘ O  
IQ scores 
(a) That there is a positive relationship between students’ IQ scores and exam grades 
(b) That there is a negative relationship between students’ IQ scores and exam grades 
(c) That there I S  little or no relationship between students’ IQ scores and exam grades 
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10. Which of these shows a correlation? 
0.64 
-0.83 
(a) The first 
(b) The second 
(c) Both 
(d) Neither 
10. (i) Explain you choice. 
11. Which correlation coefficient is stronger? 
(a) 0.71 
(b) -0.81 
11. (i) Explain your answer. 
12. When working on a psychology project together, two students obtained two 
correlation coefficients from the same data. Sue obtained a coefficient of -0.45 and Jane 
obtained a coefficient of 1.02. Which student is certainly wrong? 
(a) Sue 
(b) Jane 
(c) Can’t tell 
12. (i) Why? 
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13. Which of these shows a correlation? 
-0.84 
0.02 
(a) The first 
(b) The second 
(c) Both 
(d) Neither 
13. (i) Explain you choice. 
14. Which of the following sets of correlations correctly shows the strongest to the 
weakest relationship? 
Strongest weakest 
(a) -0.91, 0.83, 0.65, 0.03 
(b) 0.03, 0.83, 0.65, -0.91 
(c) 0.83, 0.65, -0.91, 0.03 
(d) 0.83, 0.65, 0.03, -0.91 
14. (i)  Explain your answer 
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Test B 
Name 
Date 
I .  A researcher obtained a correlation of 0.62 between the amount of time spent watching 
television and level of blood cholesterol. This means that there is a general tendency for 
people who watch less television also to have lower blood cholesterol. True or false? 
(a) True 
(b) False 
1. (i) Explain your answer. 
2. Professor Smith does an experiment and establishes that a correlation exists between 
variables A and B. Based on this correlation, she asserts that A is the cause of B. Is this 
assertion correct? 
(a) No 
(b) Yes 
2. (i) Explain. 
. 
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3. In a study looking at the relationship between children’s scores on a memory test and a 
spelling test, the data shown in the table were obtained. These data were plotted on a 
scatter plot. What does the scatter plot show about the relationship between the memory 
test scores and the spelling test scores? 
Subject 
1 
2 
3 
4 
5 
6 
7 
8 
Memory test Spelling test 
6 11 
8 8 
10 5 
8 10 
6 9 
3 12 
4 12 
3 13 
Scatterplot of memory and spelling test scores 
12.5 - 
.2 
v1 10- 9 
E 
o 
3 7 . 5 -  
5 -  
O 
0 8  
O 
0 
O 
8 
8 
Spelling test 
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4. Which correlation coefficient is stronger? 
(a) 0.03 
(b) 0.68 
4. ( i )  Explain your answer. 
5. What does the scatter plot show about the relationship belween a company’s 
advertising expenditure and sales figures? 
Scatter plot of advertising expenditure and sales figures for the company 
240 - 
2.30 - 
220 - 
e 
a 
e 
a 
e 
e 
2 1 0 1  
O V .  O vi - - r a  N r-. 
Advertising expenditure (in f1000s) 
(a) That there is a positive relationship between advertising cxpenditure and sales figures 
for the company 
(b) That there is a negative relationship between advertising expenditure and sales figures 
for the company 
(c) That there is little or no relationship between advertising expenditure and sales figures 
for the company 
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6. Suppose there is a correlation of 0.87 between the length of time a person is in prison 
and the amount of aggression the person displays on a psychological inventory. This 
means that spending a longer amount of time in prison causes people to become more 
aggressive. True or false? 
(a) False 
(b) True 
6. (i) Why? 
7. What is a likely value of a correlation coefficient that would tell you that there is no 
relationship between two variables? (For example, between girls’ shoe size and scores on 
a reading test). 
7. (i) Explain your answer. 
8. Which correlation coefficient is stronger? 
(a) -0.88 
(b) 0.02 
8. (i) Explain your answer. 
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9. What does the scatter plot show about the relationship between the number of hours 
that each student in a class had spent preparing for their exam and the number of incorrect 
answers on their exam papers. 
10- 
8 -  
6 -  
4 -  
2 -  
O 
O 
Scatterpiot of hours spent preparing and incorrect answers 
O o 
O 
o 
O 
o o 
I I I I 
d o N - 
Hours 
(a) That there is a positive relationship between the number of hours that each student 
spent preparing for their exam and the number of incorrect answers on their exam papers 
(b) That there is a negative relationship between the number of hours that each student 
spent preparing for their exam and the number of incorrect answers on their exam papers 
(c) That there is little or no telationship between the number of hours that each student 
spent preparing for their exam and the number of incorrect answers on their exam papers 
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10. Which of these shows a correlation? 
0.68 
-0.85 
(a) The first 
(b) The second 
(c) Both 
(d) Neither 
10. (i) Explain you choice. 
11. Which correlation coefficient is stronger? 
(a) 0.73 
(b) -0.84 
11. (i)  Explain your answer. 
12. When working on a their course work together, two students obtained two 
correlation coefficients from the same data. Jacqui obtained a coefficient of -0.57 and 
Jake obtained a coefficient of 1.08. Which student is certainly wrong? 
(a) Jake 
(b) Jacqui 
(c) Can’t tell 
12. (i)  Why? 
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13. Which of these shows a correlation? 
-0.86 
0.01 
(a) The first 
@) The second 
(c) Both 
(d) Neither 
13. (i) Explain you choice. 
14. Which of the following sets of correlations correctly shows the weakest to the 
strongest relationship? 
Weakest strongest 
(a) -0.79, 0.56, 0.67, 0.04 
(b) 0.04, -0.79, 0.56, 0.67 
(c) 0.04, 0.56, 0.67, -0.79 
(d) -0.79. 0.04, 0.56, 0.67 
14. ( i )  Explain your answer. 
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Appendix F 
Final design of Link 
1. The purpose of the program 
Link is designed to be used by psychology students who have covered the statistical topic 
of correlation. The program is a remedial program that is designed to address students’ 
misconceptions concerning correlation. 
Link provides an introductory screen that outlines the primary objectives of the program. 
Link also outlines two psychological studies: 
Infant engagement (Oates, 1998). 
The program contains two sections, each of which provide: 
Memory for medical history (Cohen & Java, 1995). 
A screen providing a brief outline of the study. This includes a description of the 
variables. 
A table of data containing correlation coefficients. 
Three learner activities that use data from the study. 
In addition, text in the program briefly outlines: 
That there are different correlation coefficients (e.g., Pearson or Spearman) and that 
the choice of correlation coefficient depends on the type of data collected in a study. 
That a correlation coefficient can be tested to see if it is statistically significant 
2. The human-computer interface 
Link’s human-computer interface provides: 
Navigational facilities. For example, a user is able to move from one activity to 
another activity without having to first invoke the introductory screen. 
An ‘OK’ button for each of the activities. When this is selected, a user is provided 
with appropriate feedback to the learner activity. 
When a user has finished a learner activity, text is provided that informs the user 
that they have completed the activity and that they can move on to complete another 
activity. 
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3. Generic design of activity 1 (causalistic) 
The basic design of this activity was maintained from the second prototype, but the 
question and options for this activity have been re-worded. 
This activity provides audio and text feedback 
The feedback to this activity emphasises why causality cannot be inferred from a 
single correlation. 
This activity uses an additional example that is designed to address a causalistic 
conception of correlation. In the example, a correlation has been obtained between 
two variables, but it is clear that one variable cannot cause the other. 
The feedback is contingent on a user’s response(s). 
4. Generic design of activity 2 (unidirectional) 
The basic design of this activity was maintained from the second prototype. 
Students might not know that a correlation coefficient is represented by a scatter 
plot and the program makes this explicit. 
This activity provides graphical (scatter plot) and text feedback. 
If a user selects the correlation coefficient that represents the target scatter plot they 
are informed of this. 
When a user has selected a correlation coefficient, a scatter plot that represents the 
correlation is displayed. Feedback is also provided which: 
(i) states what kind of relationship is represented by the correlation coefficient 
selected by a user (e.g., negative correlation); and 
(ii) describes the relationship represented by the correlation coefficient selected 
5. Generic design of activity 3 (strength) 
The basic design of this activity was maintained from the second prototype. 
Feedback to this activity makes it clear that when assessing the strength of 
correlation coefficients, it is important to consider the size and the direction of a 
relationship. 
This activity provides text feedback and feedback in the form of an arrangement of 
correlations. 
The feedback is contingent on a user’s response(s). 
6. Introductory screen 
In this package you will review your understanding of correlation. The aim of this 
package is to make sure that you have a clear idea about the different kinds of 
relationships that can be found between variables. 
7. Memory for medical history (Health events study) 
For this section of the program, the data set of a study conducted by Cohen and Java 
(1995) was used. By using the data set, correlation coefficients were computed and 
scatter plots were generated. Correlation coefficients were computed by using SPSS 
(version 6) and the application CA-Cricket Graph I11 was used to generate the scatter 
plots, which were then imported to the Director application. 
’ 
353 
Outline of the study 
A study was conducted to investigate people’s memory for health events and to look at 
measures of health status. 
A sample of 104 people completed a health status questionnaire and kept health diaries for 
three months where they recorded the incidence, frequency and date of health events 
(e.g., illness, symptoms). Participants’ memory for recorded health events was tested 
after the diary keeping period. 
This study looked at the following measures: 
Age. Participants’ age. 
Anxiety. Participants’ levels of anxiety derived from their answers to questions on the 
health status questionnaire. 
Correct dating. A score of the proportion of health events that were dated correctly by the 
participant. The dating of a health event was scored as correct if it was within two weeks 
of the date recorded in the diaries. 
Depression. Participants’ levels of depression derived from their answers to questions on 
the health status questionnaire. 
Health events. The total number of health events recorded in the dairies. 
Recalled events. The number of correctly recalled health events were scored as a 
proportion of the total number of events recorded in the diaries. 
SRHS daily. Self ratings of health status that were recorded on a daily basis. Participants 
indicated this on a 4 point scale of very well-well-not very well-ill (where 1 = very well 
and 4 = ill). The mean derived from these daily ratings gave the measure called SRHS 
daily. 
The correlations obtained in the study 
Correlations 
Age and Anxiety and Anxiety and 
depression correct dating depression 
-0.14 -0.21 0.60 
Depression 
and health 
events 
Recalled SRHS daily 
events and and health 
health events events 
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Correlations 0.28 -0.35 0.30 
Click on the red text in the table (e.g., Age and depression) to find out about the measures 
in the study. 
[Correlations]. When clicked the following feedback is provided: 
The table shows correlation coefficients (e.g., 0.60). A correlation coefficient 
provides a measure of the relationship between two variables. 
The correlation coefficients used in this program are the Pearson coefficient and the 
Spearman rank coefficient. The choice of coefficient depends on the type of data 
collected in a study. 
A correlation coefficient can be tested to see if it is significantly far from zero for a 
given sample size. For a sample size of say 40, the correlation 0.36 is statistically 
significant at p c 0.05. 
Health events study. Activity 1 
In the study a correlation of 0.60 was found to exist between participants’ levels of 
depression and their levels of anxiety. What are the possible interpretations of this 
particular finding? 
Select a maximum of four options. 
1. That the participants’ depression caused them to be anxious. 
2. That the participants’ anxiety caused them to be depressed. 
3. That the correlation between depression and anxiety is spurious. 
4. That another variable or variables could be responsible for the correlation 
Feedback provided is contingent on a user’s selection. 
If user selects i only. FW, FO, F2, F3, F4, FS. 
If user selects 2 only. FW, FO, F1, F3, F4, FS. 
If user selects 3 only. FW, FO, F1, F2, F4, FS. 
If user selects 4 only FW, FO, F1, F2, F3, FS 
If user selects 1 and 2. FW, FO, F3, F4, FS. 
If user selects I and 3. FW, FO, F2, F4, FS. 
If user selects 1 and 4. FW, FO, F2, F3, FS. 
If user selects 2 and 3. FW, FO, F1, F4, FS. 
If user selects 2 and 4. FW, FO, F1, F3, FS. 
If user selects 3 and 4. FW, FO, FI, F2, F5. 
If user selects 1, 2. 3 and 4. FC, FO, FS. 
355 
Correlations 
SRHS daily 
and health events and and health 
events 
-0.35 
Age and Anxiety and Anxiety and 
depression correct dating depression 
-0.14 -0.21 0.60 
A correlation coefficient represents the data in any scatter plot by a single value. 
Which correlation coefficient in the table represents the pattern on the scatter plot? 
Click to select the correlation coefficient in the table. 
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Age and depression -0.14 
Feedback to -0.14 selection 
Scatter plot of age and depression score 
EO , 8 
111 
0 1  
o m -  m i N m m I A  
O - N o 
Depression score 
-0.14 is a v e j  weak negative correlation coefficient that is near to zero. 
-0.14 indicates that there is a very weak correlation between the two variables. 
When there is a very weak negative correlation between two variables, changes in one 
variable are not generally related to changes in the other variable. 
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Anxiety and correct dating -0.21 
Feedback to -0.21 selection 
r O in r, - ? 
Scatter plot of anxiety score and correct 
dating of health events 
3 -  
E! 2 . 5 -  
5: 
5 2 -  
O 
o 
X 
.- 
4 1 . 5 -  
I -  
0 0 
0.. . e e 
0 a .  . o .  . . .. o .  #...O O 
e 0 o. . .  0 
0 .  .e 0 . . 0 . . . e  
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Anxiety and depression 0.60 
Feedback to 0.60 selection 
Scatter plot of anxiety and depression scores 
3 
o m - b ? N . n i n  
O - N F, 
Depression score 
0.60 is a strong positive correlation coefficient. 
0.60 indicates that there is a strong correlation between the two variables. 
A strong positive correlation indicates that increases in one variable are generally related 
to increases in another variable. This means that decreases in one variable are generally 
related to decreases in the other variable. 
359 
Depression and health events 0.28 
Feedback to 0.28 selection 
Scatter plot of health events and depression 
score 
-" I 0 0 . 
a . 
0 . e .  . 
0 o.. o... . 9. e .  
0 .  e.. e 0 
o. e .  
m e  . O  D.. 
.y. e.. 0 
..o 0 e . * .  0 . 0 .  0 
e .  e .  
0- 
o y - <n N Ii. CI Ici 
O - N o 
Depression score 
0.28 is a weak positive correlation coefficient 
0.28 indicates that there is a weak correlation between the two variables. 
When there is a weak positive correlation between two variables, changes in one variable 
are not generally related to changes in the other variable. 
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Recalled events and health events -0.35 
Feedback to -0.35 selection 
Scatter plot of health events and health 
events recalled 
(li 
1 5 -  6 
& 
f 10- 
5 - m 
'c 
L 
O 
0 
D 
E z 5 -  
Proportion of health events recalled 
-0.35 is a moderate negative correlation coefficient that represents the pattern on the 
scatter plot. 
-0.35 indicates that there is a moderate correlation between the two variables. 
A moderate negative correlation indicates that increases in one variable are generally 
related to decreases in the other variable, or that decreases in one variable are generally 
related to increases in the other variable. 
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SRHS daily and Health events 0.30 
Feedback to 0.30 selection 
Scatter plot of health events and SRHS 
(self ratings of health status) 
10 
o r, - m N c p-i vi 
o - N p-i 
SRHS daily 
0.30 is a weak positive correlation coefficient. 
0.30 indicates that there is a weak correlation between the two variables. 
When there is a weak positive correlation between two variables, changes in one variable 
are not generally related to changes in the other variable. 
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Health events study. Activity 3 
Arrange the six correlations coefficients in the table in  order from that which represents 
the weakest relationship between variables to that which indicates the strongest 
relationship between variables. 
Click on the correlation coefficients in the table to select them. To arrange them, you can 
then drag the correlation coefficients from the table. 
(For this activity, replace two correlation coefficients in the table). 
Example 
I Anxiety and I depression I depression Example I Age and 
Recalled SRHS daily 
events and and health 
health events events 
I Correlation I -0.14 10.18 10.60 I 
Correlation -0.65 -0.35 0.30 
. .. ~ 
-0.35 
0.60 
-0.65 Strongest relationship 
If correct ordering: Feedback (a) 
Yes, a correlation coefficient that takes a value very near zero (e.g., -0.14) indicates that a 
very weak relationship exists between variables. The correlation -0.65 represents the 
strongest relationship between variables. 
A correlation coefficient represents both the direction and magnitude of a relationship 
between variables. 
The correlation coefficients have been arranged correctly. 
If user positions 0.60 as the strongest relationship: Feedback (h) 
No, the correlation -0.65 is stronger than the correlation 0.60. -0.65 indicates that a 
strong negative correlation or relationship exists between variables. 
A correlation coefficient that takes a value very near zero (e.g., -0.14) indicates that a 
very weak relationship exists between variables. A positive or negative value can indicate 
that there is a very weak relationship between two variables. 
A correlation coefficient represents both the direction and magnitude of a relationship 
between variables. 
The correct arrangement of correlation coefficients is shown. 
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If any other positions: Feedback (c) 
The correlation -0.65 represents the strongest relationship between variables. A 
correlation coefficient that takes a value very near zero (e.g., -0.14) indicates that a very 
weak relationship exists between variables. A positive or negative value can indicate that 
there is a very weak relationship between two variables. 
A correlation coefficient represents both the direction and magnitude of a relationship 
between variables. 
The correct arrangement of correlation coefficients is shown. 
8. Infant engagement study 
For this section of the program, the data set of a study conducted by Oates (1998) was 
used. Correlation coefficients were computed as described above. Scatter plots were 
generated and imported to the Director application as described above. 
Outline of the study 
A study was conducted with 43 mothers and their infants who were 2 months old. This 
study looked at maternal variables and infants’ level of engagement in an experiment and 
in free-play with their mothers. For the experiment the infants were required to look at 
stimuli and their level of engagement was scored across a series of trials. Infants’ level of 
engagement were also measured during a free-play episode with their mothers. 
This study looked at the following measures: 
EPDS. This was the mother’s score on the Edinburgh Postnatal Depression Scale. 
Free-play engagement. This was a measure of the infant’s average level of engagement 
during free-play with the mother (e.g., eyes closed was scored as low engagement). 
Education. The mother’s education was scored on a scale of 1 to 7, where 1 indicated that 
the mother had no formai qualifications, and 7 indicated that the mother had post graduate 
qualifications. 
Infant age. This was the infant’s age in days 
Infant engagement. This was a measure of the infant’s average level of engagement 
during the experiment. 
Pregnancy reaction. This was a measure of the mother’s reaction to finding out that they 
were pregnant. This was scored on a scale of 7 where 1 = negative disbelief and 7 = 
excitement. 
Sole carer. This was the number of hours per week that the mother was the sole carer of 
her baby. This was measured by a daily record. 
Table of data 
I Correlations 
I Correlations 
EPDS and EPDS and EPDS and sole 
free-play pregnancy 
-0.16 -0.36 
Education and 
infant 
Click on the red text in the table (e.g., EPDS and free-play engagement) to find out about 
the measures in the study. 
[Correlations]. When clicked the following feedback is provided: 
The table shows correlation coefficients (e.g., 0.56). A correlation coefficient 
provides a measure of the relationship between two variables. 
The correlation coefficients used in this program are the Pearson coefficient and the 
Spearman rank coefficient. The choice of coefficient depends on the type of data 
collected in a study. 
A correlation coefficient can be tested to see if it is significantly far from zero for a 
given sample size. For a sample size of say 40, the correlation 0.36 is statistically 
significant at p e 0.05. 
Infant engagement study. Activity 1 
In the study a correlation of 0.56 was found to exist between infant age and infant levels 
of engagement. What are the possible interpretations of this particular finding? 
Select a maximum of three options. 
1. Infant age is causally related to levels of infant engagement 
2. The colxiation between infant age and levels of infant engagement IS spurious. 
3. Another variable or variables could be responsible for the correlation between infant 
age and level of infant engagement in the experiment. 
Feedback provided is contingent on a user’s selection. 
If user selects I only. FW, F0. F1, F2, F3, F4. 
If user selects 2 only. FW, FO: F1, F3, F4. 
If user selects 3 only FW, FO, FI, F2, F4. 
If user selects 1 and 2. FW, FO, F1, F3, F4. 
If user selects 1 and 3. FW, FO, F1, F2, F4. 
If user selects 2 and 3. FW, FO, F1, F4. 
If user selects 1, 2, and 3. FC, FO, F4. 
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Feedback: 
FC 
Yes, all three options are possible. 
Fw 
All three options are possible. 
FO 
A single correlation coefficient provides a measure of the relationship between two 
variables. From a correlation it is not possible to conclude that one of the variables such 
as infant age has a direct causal affect on another variable such as a measure of infant 
engagement. If a relationship is found to exist between two variables there are four 
possible interpretations. 
F1 
It is possible that the infants’ age caused them to be more or less engaged, but then it is 
possible that levels of infant engagement caused infants to become younger or older! 
F2 
It is possible that the correlation between infant age and infant levels of engagement is 
spurious. This means that the finding was simply due to sampling variability or from 
sampling, for example, unusual behaviour. 
F3 
It is possible that another third variable could be responsible for the obtained correlation. 
F4 
Have a think about what kind of third variable could be responsible for the relationship 
that was found to exist between infant age and infant levels of engagement. 
Babies crawling and temperature 
One study found a negative correlation between the average age at which babies crawl and 
average monthly temperature for the sixth month following birth (Benson, 1993). This 
does not of course mean that low monthly temperatures cause babies to crawl late. The 
correlation could be spurious, or other variables could be responsible for the correlation. 
Benson, J. B. (1993) Season of Birth and Onset of Locomotion: Theoretical and 
Methodological Implications. Infant Behavior and Development, 16,69 - 8 1 
Infant engagement study. Activity 2 
EPDS arid 
free-play 
engagement 
EPDS and EPDS and sole 
pregnancy carer 
reaction 
-0.36 
Education and 
infant 
Correlations 0.56 0.60 0.05 
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EPDS and free-play engagement -0.16 
Feedback to -0.16 selection 
VI 
W 
E 10- 
5 -  
O 
Scatter plot of EPDS score and infants' 
free-play engagement 
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EPDS and reaction to pregnancy -0.36 
Feedback to -0.36 selection 
Scatter plot of EPDS score and mother's 
reaction to their pregnancy 
O 
O O .  . O .  
O O . 
O O 
o . .  O 
O O 
5 -  O O 
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Reaction to pregnancy (1 = negative 
disbelief; 7 =excitement) 
-0.36 is a moderate negative correlation coefficient that represents the pattern on the 
scatter plot. 
-0.36 indicates that there is a moderate correlation between the two variables. 
A moderate negative correlation indicates that increases in one variable are generally 
related to decreases in the other variable, or that decreases in one variable are generally 
related to increases in the other variable. 
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EPDS and sole carer 0.11 
Feedback to 0.11 selection 
1 5 -  
10-  
W 
5 -  
Scatter plot of EPDS score and sole carer 
(hours per week) 
O 
O 
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O. O 
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Number of hours per week that mother 
was sole carer of her baby 
O. 11 is a very weak positive correlation coefficient that is near to zero. 
O. 11 indicates that there is a very weak correlation between the two variables. 
When there is a very weak positive correlation between two variables, changes in one 
variable are not generally related to changes in the other variable. 
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Infant age and infant engagement 0.56 
Feedback to 0.56 selection 
Scatter plot of infant age and infant 
engagement levels 
1 O0 
8 
8 
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Infant engagement 
0.56 is a strong positive correlation coefficient. 
0.56 indicates that there is strong correlation between the two variables. 
A strong positive correlation indicates that increases in one variable are generally related 
to increases in another variable, This means that decreases in one variable are generally 
related to decreases in the other variable. 
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Infant engagement and free-play engagement 0.60 
Feedback to 0.60 selection 
Scatter plot of infant engagement during 
the experiment and during free-play 
e 
O ' 
e 0 -  
' e  e 8-' e 
' 
O l i L  O N -r iD 
Free-play engagement 
0.60 is a strong positive correlation coefficient. 
0.60 indicates that there is strong correlation between the two variables. 
A strong positive correlation indicates that increases in one variable are generally related 
to increases in another variable. This means that decreases in one variable are generally 
related to decreases in the other variable. 
371 
Mother’s education and soie carer 0.05 
Feedback to 0.05 selection 
Scatter plot of mother’s education and 
sole carer (hours per week) 
8 
6 
O O O O 
in O vi - - 
Number of hours per week that mother 
was sole carer of her baby 
0.05 is a very weak positive correlation coefficient that is near to zero. 
0.05 indicates that there is a very weak correlation between the two variables. 
When there is a very weak correlation between two variables, changes in one variable are 
not generally related to changes in the other variable. 
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Correlations 
Example Example Education and 
sole carer 
EPDS and EPDS and EPDS and sole 
freeplay pregnancy carer 
engagement reaction 
-0.16 -0.36 0.11 
Correlations 10.32 10.26 10.05 
Correct ordering 
0.05 Weakest relationship 
0.11 
-0.16 
0.26 
0.32 
-0.36 Strongest relationship 
If correct ordering: Feedback (a) 
Yes, a correlation coefficient that takes a value very near zero (e.g., 0.05) indicates that a 
very weak relationship exists between variables. The correlation -0.36 represents the 
strongest relationship between variables. 
A correlation coefficient represents both the direction and magnitude of a relationship 
between variables. 
The correct arrangement of correlation coefficients is shown 
If user positions 0.32 as the strongest relationship: Feedback (b) 
No, the correlation -0.36 is stronger than the correlation 0.32. -0.36 indicates that a 
moderate negative correlation or relationship exists between variables. 
A correlation coefficient that takes a value very near zero (e.g., 0.05) indicates a very 
weak relationship exists between variables. A positive or negative value can indicate that 
there is a very weak relationship between two variables. 
A correlation coefficient represents both the direction and magnitude of a relationship 
between variables. 
The correct arrangement of correlation coefficients is shown. 
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If any other positions: Feedback (c) 
The correlation -0.36 represents the strongest relationship between variables. 
A correlation coefficient that takes a value very near zero (e.g., 0.05) indicates a very 
weak relationship exists between variables. A positive or negative value can indicate that 
there is a very weak relationship between two variables. 
A correlation coefficient represents both the direction and magnitude of a relationship 
between variables. 
The correct arrangement of correlation coefficients is shown. 
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Appendix G 
A sample user log 
(Participant S9 in summative evaluation study) 
Thursday, March 19, 1998 
2:34 pm 
Selects Health events and goes to outline of health events 
Goes to screen introduction 
Selects Health events and goes to outline of health events 
Selects age and depression cohen 
Selects anxiety and correct dating cohen 
Selects anxiety and depression cohen 
Selects depression and health events cohen 
Selects recalled events and health events cohen 
Selects SRHS daily and health events cohen 
Selects correlations cohen 
Goes to activity 1 cohen 
Selected 12 and given feedback 12 cohen 
Goes to activity 2 cohen 
Scatter plot -0.14 cohen 
Scatter plot -0.21 cohen 
Scatter plot 0.28 cohen 
Scatter plot -0.35 cohen 
Goes to activity 3 cohen 
Feedback A cohen sprite 48 intersects sprite 40 sprite 47 intersects sprite 39 sprite 46 
intersects sprite 41 sprite 45 intersects sprite 42 sprite 44 intersects sprite 38 sprite 43 
intersects sprite 37 
Goes to screen introduction 
Selects infant engagement and goes to outline of infant engagement 
Selects correlations oates 
Selects EPDS and free play engagement oates 
Selects EPDS and pregnancy reaction oates 
Selects EPDS and sole carer oates 
Selects infant age and infant engagement oates 
Selects infant engagement and free play engagement oates 
Selects education and sole carer oates 
Goes to activity 1 oates 
Selected 123 and given feedback 123 oates 
Goes to activity 2 oates 
Scatter plot 0.60 
Scatter plot -0.36 
Scatter plot -0.16 
Scatter plot 0.56 
Scatter plot 0.05 
Scatter plot O. 11 
Scatter plot -0.36 
Goes to activity 3 oates 
Given feedback A oates sprite 48 intersects sprite 38 sprite 47 intersects sprite 40 sprite 
46 intersects sprite 41 sprite 45 intersects sprite 37 sprite 44 intersects sprite 39 sprite 
43 intersects sprite 42 
Quit at Thursday, March 19, 1998 2:48 pm 
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Notes 
The date and times when the user starts and quits the program are recorded. 
‘Selected 12 and given feedback 12 cohen’ means that the user has selected options 1 and 
2 on activity 1 and has received feedback for this. 
‘Scatter plot -0.14 cohen’ means that the user has selected the correlation -0.14 on activity 
2 and the scatter plot displaying this relationship was shown on the screen. 
‘Feedback A cohen sprite 48 intersects sprite 40 sprite 47 intersects sprite 39 sprite 46 
intersects sprite 41 sprite 45 intersects sprite 42 sprite 44 intersects sprite 38 sprite 43 
intersects sprite 37’ means that the user was provided with feedback A. This part of the 
log also specifies how the correlation coefficients were arranged from the weakest to the 
strongest relationship. On activity 3, each position is specified by a particular sprite, 
which is an instance of a cast member in a program, and each of the six correlation 
coefficients are also specified by particular sprites. Accordingly, it can be determined how 
the correlations are arranged. For example, ‘sprite 48 intersects sprite 40’ can be read as 
‘-0.65 was placed in the strongest relationship position.’ 
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Appendix H 
Applications 
ActivStats. A Multimedia Statistics Resource (1997) Paul Velleman. Cornell 
University. Developed by Data Description, Inc., and Addison Wesley Interactive. 
ConStatS: Software for Conceptualizing Statistics (1997) Tufts University 
Cumcular Software Studio. 
Introduction to Research Design and Statistics. Demonstration version (1995) 
British Psychological Society. By Sandy MacRae. 
SPSS (1989 - 1995) SPSS Inc., Version 6.1 
Statisticsfor the Terr$ed (1995) Stephen Moms, Jill Szuscikiewicz & Mark 
Preston. I ïTI.  St Bartholomew’s Hospital Medical College. 
Statistics Tutor: Tutorial and Computarional Sofitare for  rhe Behavioral Sciences. 
Joseph D. Allen and David J. Pittenger. New York: John Wiley & Sons, Inc. 
Starview (1992 - 1993). Abacus Concepts, Inc. Version 4. 5. 
STEPS (1996) STEPS psychology module: Predicting Dyslexia? 26 Feb. 1996. 
Designed by P. Holmes, A. Simpson, E. Stillman & P. Derlien, and implemented by P. 
Derlien of the University of Sheffield. Produced under the auspices of the STEPS 
Consortium, funded by the ïeaching and Learning Technology Programme of the UK 
Higher Education Funding Councils. 
The Secrets of Psychology - Associative Learning. By N. W. Bond, School of 
Psychology, The Flinders. University of South Australia. 
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Understanding Stutisrics (1996) Royal Statistical Society. Developed by staff from 
the Centre for Statistical Education and the University of Sheffield (1990). 
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