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ABSTRACT 
For B a fixed matrix, we study the problem of using a criterion of Haagerup to 
find the norm of the map A H A l B, where l is the Hadamard or entrywise product 
of matrices. The techniques developed are applied to triangular truncation, and it is 
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proved that if K, is the norm of triangular truncation of n x n matrices, then 
K, /logn + FL. 
By the Hadamard product we mean the entrywise product of matrices: if 
A and B are m X n matrices, their Hadamard product A l B is the m X n 
matrix whose entries are ajk bjk. In this paper, we study the norm of the 
operator on the set & of n X n matrices given by A ++ A l B, for a fixed B. 
In particular, letting T,, denote the n x n matrix whose (j, k) entry is 0 if 
k > j and 1 if k < j, the triangular truncation operator is the operator 
A * A l T,,. We would like to compute the norm K, of the triangular 
truncation operator on J”. Using techniques that apply to a variety of norms 
on A$, Kwapien and Pelczynski [ll, pp. 45-481 showed that K, = O(log n). 
More recently, Davidson [3, p. 391 showed that 
4 K, 
G 
< liminf - 
n-m logn’ 
Using results of Haagerup [6] and Paulsen, Power, and Smith [13], we will 
show that 
K,l 
,‘E log n = ii 
In 1911, Schur [14] showed that the norm of Hadamard multiplication by 
a positive matrix is the largest diagonal entry of the matrix. Haagerup gives 
the norm for an arbitrary Hadamard multiplier in terms of an extremal 
problem different from, but not obviously easier than, the extremal problem 
in the definition of norm. In this paper, in addition to estimating the norm of 
triangular truncation, we address the problem of finding the norm using 
Haagerup’s extremal problem and give special properties of the solution in 
case the Hadamard multiplier is Hermitian. Finally, we apply these results to 
find, explicitly, the norm of triangular truncations for 2 x 2, 3 X 3, and 4 X 4 
matrices. 
Throughout, we use the usual inner product and norm on C” and the 
corresponding operator norm on k, (also called the spectral norm [lo, 
pp. 295, 296]), that is, for an n X n matrix A, 
llAll = max{llAxll:x EC”, llrll = 1) 
=max{I~Ax,y~l:r,y~C”,Ilxll=Ilyll=~}. 
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Let K, be the norm of the triangular truncation operator on .k’: 
K,=max 
IIA l T,ll 
-:AAEJ-Z,,,A~O 
IlAll 
We begin by recalling the results of Haagerup (see 112, pp. 110-1161) 
and Paulsen, Power, and Smith [I3, p. 1611. Using these and standard 
estimates as in Davidson [3, p. 391, we find the asymptotic growth of K,. For 
X an IZ x n matrix with columns Xi, X,, . . . , X,, let 
c(X) = ~ax{llX,II,Il~ell,...,II~,ll}. 
Haagerup showed that if B is an n X n matrix, then the smallest constant K, 
such that l(A l BlJ < K,llAlI is 
K,=min{c(S)c(R):S*R=B}. 
This number is referred to as the cb norm of B in [I21 and [13], where the 
context is completely bounded maps, but we will refer to K, as the norm of 
B as a Hadumard multiplier. (Ando and Okubo [2] have found Haagerup-type 
factorization results relating to the numerical-radius norm.) In particular, if 
B = S*R is any factorization, then we get the estimate K, < c(S)c(R). 
Paulsen, Power, and Smith gave a different proof that implied S and R could 
be chosen to be n x n matrices. First they showed that K, is the smallest 
number a for which there are n x n matrices X and Y such that rii = 
... =x nn = yii = . . . = y,, = (Y and 
is positive (i.e., positive semidefinite). Then they observed that if 
is upper triangular and satisfies E*E = P, then S*R = B and K, = (Y = 
c(S)c( RI. 
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THEOREM 1. For n 2 2, the norm of the triangular truncation operator 
satisfies 
Proof. Let f be the function on the unit circle such that f<e’“> = 
i(r - 0) for 0 Q 0 < 27~. The function f has Fourier series 
If Tr denotes the corresponding Toeplitz operator on Hz, a standard theorem 
about Toeplitz operators [5, p. 1791 implies llT,ll = sup{] f(eie>l} = r. The 
matrix for Tf with respect to the basis {ei”’ : n = 0, 1,2.. . } for H” is the 
matrix with (j, j) entry 0 and with (j, k) entry (j - k)- ’ for j # k. 
For n > 2, let (Tf), denote the n X n matrix with (j, j) entry 0 and with 
(j, k) entry (j - k)-’ for j z k. Since (Tf), is just the upper left comer of 
the matrix for Tf, it follows that II(T, Q rr for every n. 
Letting (Hf), = T; (Tf), and o, = (l,l,. . . , 1) in C”, we see that 
l/2 
C [log(k+l)]” . 
k=l 
Now 
n-l 
c [log(k +l)]” a[-l[log( x+1)]20!x=n(logn)2-2nlogn+2n-2 
k=l 
NORM OF A HADAMARD MULTIPLIER 121 
Putting these inequalities together, we get a lower bound for K,: 
_ l llP!d II 1o:n a log n ll(Tf)~ll l 2~(logn-1);+-+. (1) 
To get an upper bound we use the results of Paulsen, Power, and Smith 
noted above. We want to choose n x n matrices S and R so that S” R = T,, 
and c(S)c(R) is small. Since T,, is a finite Toeplitz matrix corresponding to 
the function l/(1 - e”), it seems plausible to factor T, by S* and R both 
being the finite Toeplitz matrix corresponding to the function l/p. 
That is, S* = R = (rj,), where 
rjk = 0 for k>j, 
rjj = 1 
(It is easily checked that with this definition, T,, = S*R.) Now c(S) = c(R) is 
just the norm of the first column of R, so 
The asymptotics of the summands on the right are given by Wallis’s formula 
[15, p. 7381: 
Thus, 
122 
which gives 
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K, 1 1 
-<-+- 
log n ( 1 
1+’ 
rr logn 7 ’ 
Combining inequalities (I) and (2) gives the desired estimate 
(2) 
Although the square-root factorization used above gives the correct 
asymptotics, we will see that it does not give the actual K,,, even for n = 2. It 
is obvious that K, is an increasing function of n, and it is not difficult to 
prove that it is strictly increasing. 
THEOREM 2. For each positive integer n, the norms of the triangular 
truncation operators satisfy K n < K n + 1. 
Proof. The proof will be by induction. We will see later that K, = 1 < 
2/G = K,, which starts the induction. 
For n 2 2, let V be an n X n matrix with llV[l = 1 such that ~~‘I’,,*V~l = K,, 
and let A = T;V. Now B = A*A is a positive matrix and JIA(J” = ll~ll is its 
largest eigenvalue. Let w be a unit eigenvector for the eigenvalue Ki of B. 
Choose 13 with 0 < 8 < r//2, and let U be the (n + 1) x (n + 1) unitary 
matrix with ukk = 1 for k <n, u,, = u,+~ n+l = cos 8, u,,+] n = - u, n+l = 
sin 13, and ujk = 0 otherwise. Then 
and 
where Aj denotes the j th row of A. 
NORM OF A HADAMARD MULTIPLIER 123 
Now 
C*C= 
A;A, + - ’ . +cos28A*,A, +sinst?A*,A, sin 8 cos e A*, 
sint?cosBA, 002 e 
B 
= 
sintIcostIA, 
If A,w # 0, since Ki+r > ]]C*C]] and 
the conclusion follows. 
On the other hand, since A* is upper triangular and A*Aw = Kiw, we 
see A,w = 0 implies w, = 0. Letting A’ and V’ be the upper left (n - 1)X 
(n - 1) principal submatrices of A and V and letting w’ be the (n - l)-vector 
whose components agree with the first n - 1 components of w, we get 
cA*A~=K~,~= . 
Since Ilw’]] = ]]w]] = 1, this means ]]A’]] > K,, and since ]]V’]l < ]]V]] = 1, we 
find K,_, > K,. This contradicts the induction hypothesis that K, > K,_l, 
soA,w#O. n 
We will investigate the problem of finding K, for Hermitian matrices B 
after making a few observations and definitions. Let J, (or 1, when no 
confusion results) denote the n x n matrix whose entries are zero except for 
ones on the cross diagonal, that is, j,, = 0 for k # n - 1 + 1 and j,, = 1 for 
k = n - I + 1. We note that J is a permutation matrix and J = J* = 1-l. The 
symmetry J is an important example in the theory of finite-dimensional 
Krein spaces (i.e., spaces with an indefinite inner product), so we will use the 
KreTn-space terminology and occasionally mention connections. 
DEFINITION. An n X n matrix B is called J-self-adjoint if JB] = B*. 
Equivalently, a matrix is J-self-adjoint if the matrix is equal to the one 
obtained by reflecting the entries of its complex conjugate through the cross 
diagonal. For example, the matrix T,, is J-self-adjoint. Some authors (see [S]) 
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use the word perhermitian (or persymmetric in the real case) for this 
property. 
It is easy to see that if Q is a permutation matrix, then Q(A Q B) = 
(QA) l (QB), and if D is a diagonal matrix, then D(A l B) = (DA) l B = A . 
(DB) and (A l B)D = A l (BD) = (AD) l B. It follows that if U and V are 
unitary matrices that are products of permutation matrices and diagonal 
unitaries, then K, = K,,,. Indeed, if A is a nonzero matrix such that 
/IA l BI( = KellAll and U is a diagonal unitary, then 
KJAll = 11 U( A l 9) II= I/A l (UB) (1 Q K,,lIAII, 
so K, < K,,, and similarly, K,, < KUsUB = K,, so the norms are equal. The 
other equalities follow from similar considerations. 
Now since (JB)* = B*J, the matrix B is Hermitian if and only if JB is 
J-self-adjoint if and only if BJ is J-self-adjoint. By the above observations, 
finding K, for Hermitian matrices and J-self-adjoint matrices B are equiva- 
lent computations. It follows from Schur’s theorems [14] (or see [9, Theorem 
Xl(d)]) that if B is positive, then K, = max{bii}. It does not seem to be easy 
to use this result to find K, when B is Hermitian but not positive. Since JT, 
is not positive for n > 2, Schur’s result does not provide a trivial means of 
determining the norm for triangular truncation. 
However, these equivalences allow certain normalizations of matrices 
whose norms as Hadamard multipliers we want to calculate. For example, we 
may replace the n X n Hermitian matrix B by an n X n Hermitian matrix C 
so that K, = K, and cj n+l_j > 0, cjj = bjj, and lcjkl = lbi,l for all j and k. 
If n is odd and bca+&(n+1),2 < 0, first replace B by - B, so that the 
center entry is positive. If U is a diagonal unitary with diagonal entries eieJ, 
then the entries of C = U*BU are cjk = e-“‘jbjkeiOk. In particular, the 
diagonal entries are unchanged, but we can specify the signs of the cross- 
diagonal entries cj, n + i _j for j Q n /2. In a similar way, we could normalize a 
I-self-adjoint matrix to have nonnegative diagonal. 
The following theorem extends Paulsen, Power, and Smith’s result by 
obtaining a desirable symmetry in the optimal factorization of J-self-adjoint 
matrices. 
THEOREM 3. Let T be an n X n J-self-adjoint matrix with rank n. There is 
an upper triangular n X n matrix S and a matrix R such that 
(1) S*R=T, 
(2) R*R = JS*SJ, 
(3) K, = c(S)’ = c(R)‘, 
(4) sjj > 0 fw each j. 
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Proof. Paulsen, Power, and Smiths theorem gives n X n matrices X 
and Y so that xi1 = . . . =x,, = yll = . * * = y,, = K, and 
is positive. Then P = (P + JZ,PJ2,)/2 is positive, 
and K, = max{zjj}. Let 
g=(P=($ F):P positive, K,=max{xjj}, and Y=IxJ}. 
From the above symmetrization argument, the set & is nonempty, and it is 
clearly closed. Therefore, & contains minimal elements with respect to the 
usual order on positive matrices. We claim that any minimal element has 
rank n. 
To this end, suppose P is a minimal element of 6’. Let 
be the Cholesky factorization of P (see, for example, [lo, pp. 114, 4071) in 
which Q, R and S are n X n matrices with Q and S upper triangular having 
nonnegative diagonal entries. This means 
(;* ;)=(“:” S*R ). 
R S R*R+Q*Q 
Since T = S*R has rank n, each diagonal entry of S is positive, and it is 
easily seen that the rank of P is n if and only if Q = 0. If Q is not zero, then 
define P, by 
and let Pi = (P, + Jz,P1Jzn)/2. Since the diagonal entries of R*R are no 
more than those of R* R + Q* Q = Y, the largest diagonal entry of P, is no 
more than K r. On the other hand, since Pi is a positive matrix with T in the 
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upper right comer, the largest diagonal entry of P, is at least K,. Thus, P, is 
in &. Since 
p, is strictly less than P unless Q = 0. The minimality of P in & implies 
Q=OandrankPis n. n 
If T is an n X n matrix with rank k whose first k rows are linearly 
independent, a similar argument shows that S and R can be found with 
rank k. 
The following corollary specializes to the case of T being lower triangu- 
lar. As noted above, the extra hypothesis of positivity on the diagonal is really 
a normalization. An interpretation of this corollary is that, in this case, there 
is an optimal factorization of T as the product of R and its KreTn-space 
adjoint. 
COROLLARY 4. L.et T be an n X n lower triangular J-self-adjoint matrix 
such that tjj > 0 for each j. There is an upper triangular n X n matrix S with 
sjj > 0 for each j such that if R = JS], then S*R = T and K, = c(S)‘. 
Proof. Let R and S be as in Theorem 3; we show that R = JSJ. Since T 
is invertible, S is invertible and R = (S*)- ‘T, which is lower triangular. 
Since both S and T have positive diagonal entries, R has positive diagonal 
entries. Now (2) of Theorem 3 implies S*S = JR*RJ = (JRJ)*(JRJ). Both S 
and JR] are upper triangular and have positive diagonal entries, so the 
uniqueness of the Cholesky factorization implies S = JRJ, which means 
R = JSJ as desired. n 
We want to further identify the special properties of the optimal factor- 
ization. Since the extreme points of the unit ball in -k,, are the unitary 
matrices [7, Problem 1361, the norm of a Hadamard multiplier must be 
attained at a unitary matrix. Combining this with the norm computation in 
terms of inner products gives the following. 
PROPOSITION 5. lfBisannXnwu&ix,then 
Careful analysis of this characterization will allow us to establish proper- 
ties of the optimal factorization and, as an aside, re-prove, the upper bound 
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in Haagerup’s theorem (see also [l, p. 3641). If B is a nonzero n X n matrix 
and B = S*R is a factorization, then the entries of B are given by bjk = 
( R, , Sj), where S and R have columns Sj and R, respectively. If x and y 
are unit vectors and U is unitary, 
(B*UZJ,X)= 2 (B*Uy)j<= t t bjkUjkYk< 
j=l j=l k=l 
= k 5 (Rk,Sj)~jk~k<= 
j=l k=l 
j=l 
where Z is the matrix whose columns are Zj = &Ujkykfik. Writing Y for 
the diagonal matrix with diagonal elements yk, the matrix Z is seen to be 
Z = RYUt. Since U is unitary, U’ is unitary and multiplication by U’ does 
not change the sum of the squares of the absolute values of the entries of a 
matrix. Thus, 
t IIZjII’= k lZjk12= k IYkf-jkl’ 
j=l j,k=l j,k=l 
= f: lyk?llRkf <C(R)’ 5 lykl’ 
k=l k=l 
Now 
I ” I n 
I(B*UY,~)I= C (Zj,XjSj) < C I(Zj,xjSj)I 
j=l j=l 
= c( q2. (3) 
(4) 
< j~IllZjll llXjsjll = k llzjll Ixj lllsjll Pa) 
j=l 
< C(S) i llzjll lrjl W) 
j=l 
1’2 <c(S)c(R). (6) 
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Since this is true for any unitary matrix and all unit vectors x and y, this 
shows that K, < c(S)c(R) for any factorization B = S*R, which is the upper 
bound in Haagerup’s theorem. 
More importantly, if S, R, V, x, and y are chosen optimally, that is, if 
which Haagerup’s theorem implies can be done, then equality holds in each 
of the inequalities above. In particular, equality in the second inequality of 
(6) implies equality in (3) which means c(R) = llRkll whenever yk + 0. 
Equality in Schwartz inequality in (6) shows that there is p such that 
Equality in the triangle inequality in (4) implies that the arguments of all the 
summands are the same, so, by multiplying x by a constant of modulus 1, we 
may assume ( Zj, xjSj) 2 0 for each j. Equality in each application of the 
Schwartz inequality in the first inequality of (5) implies that there are 
constants oj such that Zj = ojxjSj. Combining this with the previous 
observation yields that oj > 0 for each j. Finally, equality in the second 
inequality of (5) implies that whenever llZjll lxjl # 0, that is, whenever 
xj z 0, then llSjll = c(S). Using (7) we see that for xj # 0, the equality 
Zj = ojxjSj gives 
so each crj is p/c(S). The system of equations c(S)Zj = pxjSj can be 
written in the simpler form c(S)Z = PSX, where X is the diagonal matrix 
with diagonal elements xj. By the equation (3) the sum of the squares of the 
absolute values of the entries of the matrix c(S)Z is c(S)‘c(R)‘, and the sum 
for the matrix PSX is 
2 IpXjS,j12 = P2 t lXj~2~~Sj~~2 = p"C( s)2 2 l”j12 = P2c( s)“> 
j,k=l j=l j=l 
so that p = c(R). If we normalize our factorization B = S*R by multiplying 
R by a constant and S by its reciprocal, we can assume c(R) = c(S), and in 
this case we find c(S)Z = c(R)SX = c(S)SX or SX = Z = RYV’. 
Conversely, if B = S*R is a factorization such that c(R) = c(S) and there 
are unit vectors x and y and a unitary matrix V such that RYVt = SX and 
NORM OF A HADAMARD MULTIPLIER 129 
llSjll = c(S) whenever xj z 0 and llRkll = c(R) whenever yk z 0, then all the 
inequalities in (3)-(6) above are equalities and 
(B+y,x)=c(R)c(S). 
This equation implies I(B l ~(1 > c(R)&), so that K, > c(R)c(S). Since the 
opposite inequality holds for any factorization, we see that K, = c(R)&). 
Furthermore, we see that whenever the equation RYV = SX holds for V 
unitary and X and Y diagonal, using the polar factorization of each diagonal 
entry of X and Y shows that there is an equation RY’V’ = SX’ where V’ is 
unitary and X’ and Y’ have nonnegative diagonal entries. 
We summarize the preceding discussion in the following theorem which 
characterizes the optimal factorizations of B. 
THEOREM 6. Let B be a rwnzero n X n matrix. 
There are n X n matrices S and R such that B = S*R and c(S) = 
c(R)=&. ZfS and R satisfy these conditions, there is a unitary matrix U 
such that IIB l UII = K, and there are unit vectors x and y, with nonnegative 
entries, such that the columns of S and R satisfy llSjll = c(S) whenever xj + 0 
and llRkll = c(R) whenever yk f 0, and such that RYUt = SX where X and Y 
are the diagonal matrices with diagonals x and y. 
Conversely, if S and R are n X n matrices satisfying B = S*R and c(S) = 
c(R), and x and y are unit vectors such that llSjll = c(S) whenever xj # 0 and 
llRkll = c(R) whenever yk # 0, and V is a unitary matrix such that RYV = SX 
where X and Y are the diagonal matrices with diagonals x and y, then 
K, = c(R)c(S) and IIB l Vtl( = K,. 
The following corollary gives extra symmetry in X and Y in the special 
case of Corollary 4. 
COROLLARY 7. Suppose T is J-seEf-adjoint and T = S*R, where R = JSJ 
with K, = c(S)‘. Then there is a unitary matrix V and unit vectors x and y 
with nonnegative entries such that y = Jx and RYV = SX, where X and Y are 
the diagonal matrices having diagonals x and y. 
Proof. By Theorem 6, there is a unitary matrix V,, and unit vectors x,, 
and y,, with nonnegative entries so that R’Y,,Va = SX, where X, and Y, are 
the diagonal matrices having diagonals x,, and ya. This implies 
SXOXOS* = RY,V,V,*Y,R* = RY,Y ,,R*. (8) 
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Replacing R by JSJ gives SXiS* = JSJY,2jS*J, which gives 
SJY;JS* = JSX;S*J = RJX;JR*. (9) 
Combining Equations (8) and (91, we get 
S[t(X,f + JYtJ)]S* = R[~(Y$ + JX,~])] R*. (10) 
If X and Y are diagonal matrices with nonnegative entries such that 
X2 = Xi + JYiJ and Y2 = Yt + JXtJ, then clearly Y = JXJ, which means 
their diagonals are related by y = JPC. Since x,, and y,, are unit vectors and J 
is unitary, x and y are unit vectors. Equation (10) shows (SXxSX)* = 
(RY X RY)*, which means there is a unitary matrix V such that RYV = SX. 
(This assertion can be proved using Douglas’s theorem [4] on range inclusion 
or, since the space is finite-dimensional, from elementary properties.) n 
We note that if T and X are invertible, the matrix V in the conclusion of 
the corollary above satisfies 
v* = X-‘S-‘RY = JY-‘JJR-‘JRY= JY-‘R-‘SXJ= JVJ, 
that is, V is J-self-adjoint. The triangular truncation matrices T, are invert- 
ible and we believe that the corresponding diagonal matrices are invertible, 
but we have been unable to prove this fact. On the other hand, for more 
general matrices, even in nondegenerate cases, the invertibility of X cannot 
be taken for granted, as the proof of the second case in Corollary 8 exhibits. 
The conditions on the optimal factorization proved above are restrictive 
enough to find explicit optimal factorizations for T,, T3, and T4. However, 
comparing the number of equations provided by these conditions with the 
number of unknowns needed to find the optimal factorization of T,, suggests 
that, for large n, more information is necessary. The matrices S and Y can be 
found from R and X, and the symmetry relations and the norm maximizing 
unitary matrix can then be found from U t = Y- ’ R- ‘SX. 
For example, to find the norm of triangular truncation for the 2 X2 
matrices, write 
and S = 
so T = S*R gives the two equations ac = 1 and 2ab = 1. (Here, we have 
tacitly assumed a, b, and c are real, an assumption that will be vindicated if 
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we can find the unitary matrix of Theorem 6.) If neither component of the 
vector r is zero (which could with effort be proved in this case), we also 
must have c(N2 = llR,112 = I(R,l12, that is, a2 + b2 = c2. These three equa- 
tions have a unique positive solution and give 
Since x = (s, t> and y = (t, s) for positive numbers s and t with s2 + t2 = 1 
and Ut = Y-'R- 'SX, using the J-self-adjointness of U, we find 
2s 1t 
--=-- 
fit 6s 
so that s = l/G, t =fi/fi, and 
‘fi 1’ 
-- 
v=E ;. 
1 
$3 F, 
Since U is unitary, the second part of Theorem 6 shows that 
K, = I(T l UjI = c( R)2 = -? = 1.1547. 
6 
A similar computation for K, gives six equations in six unknowns, which 
yield K 3 = (46 + 9)/15 = 1.2532 with 
0.8933 0 
R = i 0.5505 1 
0.3901 0.5032 
The corresponding system for K, 
H.,,,i and x = [ii%:!). 
gives only nine equations in ten unknowns; 
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however, the minimum can be found by eliminating all but one variable and 
using calculus to get 
K,= 4(3;a) /~=l- 
where 
In this case, 
i 
0.8684 0 0 0 
R 0.5460 0.9636 0 0 = 
0.4209 0.5189 1.0378 0 
0.3112 0.3583 0.4991 1.1516 
and x = 
The growing complexity of the computations clearly shows that, while our 
results provide interesting and significant information about the optimal 
factorization, they do not give a method for finding K, for large values of n. 
The method used to compute K, can be used to find K, for a larger class of 
triangular 2 X 2 matrices. 
COROLLARY 8. For complex number-s (Y and /3, if 
then 
NORM OF A HADAMARD MULTIPLIER 133 
Proof. By the normalizations mentioned before Theorem 3, the norm of 
T as a Hadamard multiplier is the same as the norm of 
which satisfies the hypotheses of all the theorems. The result is trivial for 
p = 0, so we assume 1 @I > 0. 
In the case J(Y( < &IpI, we may take 
and 
Let X be the diagonal matrix with diagonal r; let S = JRJ and Y = JXJ. This 
satisfies f = S*R and RYU t = SX, where 
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By Theorem 6, this means 
K, = c( q2 = IIRJ12 = llR2112 = N312 
lLiiz%T 
n 
In the case JayI >&I/31, we may take 
and x = 
Let X be the diagonal matrix with diagonal x; let S = JRJ and Y = JXJ. This 
satisfies f = S* R and RYU t = SX, where 
By Theorem 6, since IIR,II~ = lal(21j312/ la12) Q M, this means 
K, = c( z-q2 = llR,l12 = Id n 
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