A set of software tools has been developed for the IRAF/STSDAS environment to derive the physical conditions in a low-density (nebular) gas given appropriate diagnostic emission line ratios; and line emissivities given appropriate emission line uxes, the electron temperature (T e ) and density (N e ). The package is based on the ve-level atom program developed by De Robertis, Dufour and Hunt (1987) , but it includes diagnostics from a greater set of ions and emission lines, most particularly those in the satellite ultraviolet that are now observable. Two of the applications make use of a 3-zone nebular model to derive T e and N e simultaneously in separate zones of low-, intermediate-, and high-ionization. These applications are useful for calculating nebular densities and temperatures directly from the traditional diagnostic line ratios, either to provide some reasonable input parameters for a more complicated physical model, or to calculate ionic abundances (or other quantities) within some simplifying assumptions. Examples of the utility of these diagnostics for real nebulae are presented.
INTRODUCTION
The interpretation of emission line radiation from an ionized gas is important in a wide variety of astrophysical contexts, such as H ii regions, planetary nebulae, active galactic nuclei, and nova and supernova remnants. The physical basis for line emission from a photoionized nebula has been well understood for decades, and is discussed in many excellent references (see, e.g., Osterbrock 1989; Aller 1984) . It turns out that most of the common ions that dominate the nebular cooling rate have ground-state electron con gurations with ve low-lying levels. To fair approximation, only these ve levels are relevant to calculating the observable emission line spectrum for a given ion. Transitions between these ve levels span the range from the satellite ultraviolet to the infrared, and all are now observable with a combination of ground-based and space-based observing facilities.
It is relatively straightforward within this ve-level atom approximation to solve the equations of statistical equilibrium (see x 2.1.) to obtain the level populations and line emissivities. Certain ratios of these line emissivities are particularly good indicators of electron temperature (T e ) or density (N e ) (see x 2.2.), and one can employ an iterative technique to match an observed line ratio to that computed for a given T e and N e . Such a technique was developed by De Robertis, Dufour & Hunt (1987; hereafter, DDH) , who published a FORTRAN algorithm to derive N e and T e for a large number of commonly used diagnostic line ratios. Using several such diagnostics from ions with di erent ionization potential allows one to infer a simple physical model for an observed nebula, from which one can drive ionic abundances. We developed a package of applications (tasks) for the IRAF/STSDAS environment to derive the physical conditions in a low-density (i.e., nebular) gas given appropriate diagnostic emission line ratios; and line emissivities given appropriate emission line uxes, the electron temperature and density. Most tasks in this package, called nebular, are based on the FIVEL program developed by DDH, who described the equations to be solved and their method of solution. These tasks extend the functionality of the original FIVEL program, and also provide a very simple model within which to derive the nebular ionic abundances. These tasks are most useful in the fairly common instances where one desires to calculate nebular densities or temperatures directly from the traditional diagnostic line ratios, either to provide some reasonable input parameters for a more complicated physical model, or to calculate ionic abundances (or other quantities) within some simplifying assumptions.
The major reason to build this software was our need to analyze the physical conditions and ionic abundances for a large number (> 100) of nebulae relatively quickly to support an archival research program. For almost all the nebulae in that program, we used a combination of spectra from the IUE and HST archives, and/or uxes published in the literature. As such, the data are often incomplete in the sense that only a few diagnostics may be available, and they may be di erent from one nebula to the next, depending upon the quality and extent of the observations, and upon the excitation level of the nebula. In cases where the data are sparse, it may not be possible to construct a very complete physical model, beyond an average temperature and density; in other cases a very detailed model may be in order, in which case we look to the traditional diagnostics as a starting point.
We chose to build upon the FIVEL library because it was fairly straightforward to do, and because it contained much of the functionality we needed. However, the user interface was rather awkward, and was very ine cient for analyzing potentially dozens of diagnostics in each of over one hundred nebulae. We chose to port this application to the IRAF/STSDAS environment in order to provide a simple, command-line interface to the various tasks, and to take advantage of an environment that was widely available and highly portable so that our collaborators could run the same software and share in the analysis. We also needed to make use of the STSDAS/TABLES data structure to provide access to our library of ux measurements, and to the derived temperatures, densities, and ionic abundances. In this way, we could update any of the values for any or all nebulae and re-run our analysis with a negligible cost in time or resources. Finally, we wanted to take advantage of the built-in graphics and error-handling capabilities that are available in IRAF.
In the sections that follow we review the equations to be solved to derive the line emissivities and other quantities of interest. Then we provide an overview of the capabilities of this software, followed by astrophysically motivated examples with line uxes taken from the literature. We conclude with information for retrieving this software, and our plans for enhancing it in the future.
CALCULATION OF THE EMISSION LINE SPECTRUM
The calculation of the emission line spectrum for simple ions is fairly straightforward and is discussed by, e.g., Osterbrock (1989) and Aller (1984) . The discussion that follows draws upon those references, and upon the discussion in DDH, in order to make clear the methodologies used in the nebular source code.
Equations to be Solved
These routines make use of the fact that that most of the common ions that dominate the nebular cooling rate have either p 2 , p 3 , or p 4 ground-state electron con gurations, which have ve low-lying levels. The major physical assumption within this algorithm is that only these ve levels are physically relevant for calculating the observed emission line spectrum; higher levels in these ions are not signi cantly populated through collisions, recombinations, or other mechanisms. Schematics of the energy-level diagrams for the ground electron con gurations are shown in Figure  1 .
For such ions, collisional and radiative transitions can occur between any of the levels. where n j is the fraction in level j, N e is the electron density (cm ?3 ), q ij are the electron (de)excitation rate coe cients (cm 3 s ?1 ), and A ij are the radiative transition probabilities (s ?1 ).
The rst term on the left includes the collisional (de)excitation rate from the (upper) lower levels, and the second term gives the radiative transition rate from an upper level. The third term is the collisional (de)excitation rate from (upper) lower levels, and the last term is the radiative transition rate from the level itself.
The A ij are independent of temperature, and are inversely proportional to the lifetimes of the upper level, but the q ij are temperature-dependent. The de-excitation rate (i.e., i > j) is given by: q ij = 8:629 10 ?6
T 1=2 e (j; i)
where ! i is the statistical weight of level i, and (j; i) is the mean (dimensionless) collision strength which is temperature-dependent. The collisional excitation rate is related to the de-excitation rate via:
where ij is the excitation energy di erence between levels i and j; and k is Boltzmann's constant.
It is equation 1, with the additional constraint that the relative level populations sum to unity, that is solved within the nebular library to determine the level populations.
The atomic data that are independent of temperature|A ij , ! i , and E i (the energy level separations above the ground state)|are tabulated within the nebular source code and are selected at run time for a given ion. The temperature-dependent atomic data|i.e, the collision strengths for each transition|are computed at run time for a speci ed temperature. While the collision strengths are really continuous functions of temperature, they are often tabulated in the literature at only a few xed temperatures between 5000 K and 20,000 K. In the nebular routines, the actual collision strengths for a given T e are derived from low-order polynomial ts of the published (j; i) as a function of temperature. The allowed range of temperature in the nebular tasks is therefore restricted to 2000 K < T e < 36,000 K for most ions (to avoid excessive extrapolations of the polynomials), unless the published cross sections for a particular ion are tabulated over a wider range. The atomic data were generally taken from the compilation by Mendoza (1983) , except where noted in Table 1 for several ions. Note, however, that the atomic data (particularly the cross sections) are likely to be updated in the future (see x 5).
For a given emission line, the emission rate of line photons resulting from a downward transition from i ! k, j(i; k), is given by: 4 j(i; k) = A ij N(X l )n i h ik (ergcm ?3 s ?1 ) 
In the low density limit it can be shown that the emissivity is proportional to N e N(X l ), whereas for densities exceeding the critical density, the emissivity goes as N(X l ). Thus, line emission in a nebula occurs most e ciently near the critical density.
Nebular Diagnostics and Ionic Abundances
Certain emission line ratios in ve-level atoms are very useful as diagnostics of electron temperature or density. The p 2 and p 4 ions have ground state con gurations such that some transitions from upper levels have very di erent excitation energies; ratios of the resulting emission lines can serve as very e ective temperature indicators because they are insensitive to density.
Conversely, in p 3 ions some transitions to the ground state have upper levels with nearly the same excitation energy. Ratios of these lines can serve as very e ective density indicators because the level populations are quite insensitive to temperature.
The available diagnostic line ratios for the nebular tasks are given in Table 2 for N e , and in Table 3 for T e . The tables list the ion, the spectrum designation, the diagnostic line ratio, the ionization potential of the ion (in eV), and the nebular ionization zone to which they are attributed (see x 3.3. below). The line ratios are given as I ( 1 )=I ( 2 ), where 1 and 2 are in units of A; ratios involving sums of line strengths are given as I( 1 + 2 )=I( 3 + 4 ). Certain diagnostics noted in the tables are not currently used in the 3-zone nebular model, described in x 3.3. below.
The ionic abundances, relative to H + , can be derived from the observed ratio of a forbidden line intensity relative to H . Aller (1984) provides a convenient tting formula for the H emissivity as computed by Brocklehurst (1971) , which is accurate to within about 4% for densities less than 10 6 cm ?3 . The formula: 4 j(H ) = 1:387 10 ?25 N e N(H + )t ?0:983 10 ?0:0424=t (6) in units of (erg cm ?3 s ?1 ), is used within the nebular routines; here, t = T e =10 4 K. The H emissivity is calculated for the same temperature as the speci ed ion, and the ionic abundance ratio is calculated from: 
Transitions between any of the ve levels can be used to derive the ionic abundance for any of the ions, but the strongest lines that are typically used in the nebular tasks are listed in Table 4 . It should be noted that the nebular program gives line emissivities and diagnostic ratios for metastable-level magnetic dipole or electric quadrapole transitions under the assumption of pure statistical equilibrium and does not account for radiation transfer e ects such as self-absorption in some levels. For some astrophysical situations such as giant H ii regions and AGN, the optical depths of the 3 P multiplet levels of p 2 and p 4 ions such as O iii], N ii], and Ne iii] can become signi cant (Rubin 1968 , Rubin 1985 , which will a ect the observed far-infrared line strengths for such objects compared to the program predictions. While nebular does not currently make use of N e and T e diagnostics from the far-infrared lines, the reader can use the program to do such in a manner similar to that recently presented by Rubin et al. (1994) for low-density H ii regions and planetary nebulae. However, we advise caution for such use on giant H ii regions or dense, highly ionized planetary nebulae for which the optical depth in the 3 P levels could become important.
OVERVIEW OF THE SOFTWARE
The core functionality of the original FIVEL program published by DDH was to access the appropriate atomic data, to employ an iterative technique (geometric bisection) to solve for T e given N e (or vice versa), and to calculate the level populations and line emissivities given T e and N e ; all for a single ion. We revised the FIVEL subroutines to isolate the data I/O and error handling, so that any number of applications can be layered upon them. The tasks that we built for nebular are summarized in Table 5 . The following subsections summarize the capabilities of these tasks, including illustrative examples. Since this package, like most software, can be expected to evolve, detailed descriptions of the task interfaces and the various task parameters are left to the extensive on-line documentation.
Nebular Diagnostics from Single Ions
Two tasks provide a simple IRAF-style command-line interface for calculating nebular diagnostics for a single ion. The temden task calculates N e given T e , or T e given N e , for one of several ions. (See example 1 in Figure 2 .) Note that a simple algebraic expression can be used to specify the ratio of the relevant diagnostic lines. The ionic task computes and displays the line emissivities for all transitions between each of the ve lowest levels. Optionally, this task will { 7 { display the level populations and critical densities (see x 2.1., equations 4 and 5) for these levels.
If the wavelength and ux (on the scale H = 100) of one of these lines is also provided, ionic will also compute the H emissivity (see Eq. 6) and ionic abundance (see Eq. 7). Note that the ionic abundance can be computed from the sum of two or more line intensities if the wavelength tolerance (i.e., the wv toler parameter) is set large enough.
Nebular Diagnostics from Multiple Ions
It is very desirable to make use of information from all the available diagnostics in order to provide at least a simple context within which to infer the range of electron temperatures and densities that are found within a given nebula. The remaining tasks make use of the TABLES external package in order to provide a simple and powerful data structure and ancillary tools for access to the observed data and the derived results. The input tables may contain line uxes for many nebulae and/or many regions within nebulae, one object/region per row. The ux(es) for a given emission line (usually, but not necessarily, given relative to I(H ) = 100) are placed in separate columns. The tasks locate particular emission line uxes or ratios of line uxes via names of speci c columns in the input table. These columns have suggestive default names, but are entirely user-de nable: see Table 7 .
Since it is very unlikely to nd a complete set of diagnostic line ratios for any given object (owing to limited signal-to-noise ratio, nite spectral resolution, wavelength coverage, etc., of the observed spectra) the nebular tasks make maximum use of whatever information is available, and derive missing information whenever possible. For example, one ordinarily obtains T e from O iii] by forming the ratio of I(4959) + I(5007)=I(4363). However, one can still derive T e if one has I(4363) and either I(4959) or I(5007) , since the intensity ratio of the latter two lines (which come from the same upper level) is set by the ratio of the transition probabilities. If I(4363) is missing altogether, then I(4959) and/or I(5007) can still be used to calculate the O +2 abundance. Indeed, a signi cant portion of the nebular source code is devoted to this sort of exception handling.
Given an appropriate data structure, it remains to de ne what information should be stored, particularly when the data may come from a variety of observations of varying quality. For example, there are dozens of published spectra of the planetary nebula NGC 7027, but only some of them resolve the O ii] 3726+3729 A doublet. Either line, or their sum, can be used to derive the O + abundance (see x 3.3.), but if both line uxes are known individually, their ratio can be used as a diagnostic for N e (see x 2.2.). Rather than store the uxes of the individual lines, it makes more sense to store the sum of the uxes in the line pair, and separately the ratio of the doublet. Nearly all density-sensitive doublets can be stored both as a sum (I blue + I red ), and as a ratio (I blue =I red ) for analysis with nebular.
The diagnostic line ratios are derived from the input line uxes, and may optionally be corrected for interstellar reddening. The reddening corrected line ux I is derived from the input 
where c is the extinction constant (i.e. the logarithmic extinction at H , 4861.3 A). The extinction function f is taken from one of a few possible extinction functions. The choices for Galactic extinction are: Savage and Mathis (1979) , Cardelli, Clayton, and Mathis (1989) , and the function of Kaler (1976) which is based on Whitford (1958) . The choices for extra-Galactic extinction laws are Howarth (1983) for the LMC, and Prevot et al. (1984) for the SMC.
The simplest task that makes use of multiple diagnostics from many ions at once is called ntplot. This task produces curves on a N e {T e plot that are consistent with each of the available diagnostics that can be derived from the input table of uxes. An example of the output for the planetary nebula NGC 7027 is shown in Figure 3 , where each line style denotes ions of roughly similar ionization potential. This task can optionally produce a table containing each curve in a separately named column, along with the reference T e and N e , for more elaborate plotting with a presentation graphics application, such as the igi task in the TABLES package.
3-Zone Nebular Model
In order to calculate ionic abundances in a real nebula, it is necessary to know the electron temperature and density where the various ionic emissions are produced. In some physical contexts it makes sense to view the structure of a nebula as an \onion skin," where the ionization drops o radially from some central source of ionizing radiation, and T e drops somewhat while N e may increase (on average) with distance. Di erent ions are found in spherical shells of various radii, depending on the ionization potential of the ion.
Two tasks in the nebular package were designed to model nebulae in just this way, with separate zones of low-, intermediate-, and high-ionization. The nebular physical parameters are derived within each zone by making simultaneous use of temperature-and density-sensitive line ratios from di erent ions with similar ionization potentials. The small dependence of the temperature indicators upon N e , and of the density indicators upon T e , is removed with an iterative technique and ultimately results in an average T e and N e within each zone. While one might prefer to employ more than three zones to cover a range in ionization potential of 0|100 eV, it is often the case that very few, if any, ions are observed for narrower ranges in a given nebula. We opted for having fewer zones with a good chance for making use of more than one diagnostic per zone. If more than three zones are needed, it may be more productive to use a photoionization model for the analysis.
While each zone makes potential use of several diagnostics, in practice not all diagnostics are equally reliable. The The weighting factors for all the diagnostics used in the zones task are given in Table 6 . Note that it is possible to re-derive the average N e and T e for each zone using a di erent weighting, if desired.
The modelling tasks also make use of the binary TABLES data structure described above. Again, if only incomplete information is available in the input table, the modelling tasks make use of whatever uxes are available, and use reasonable defaults (e.g., T e = 10,000 K, N e = 1000 cm ?3 ) when necessary. In particular, any emission line ux that is unavailable (e.g. the relevant line uxes are \INDEF," or the column name for that line ux is not found) is excluded from the calculations. If there are no valid diagnostic line uxes available for a given ion, the result for that ion is INDEF, and it does not contribute to the nal average for that zone. The quantities used by the zones task are given in Table 7 by column name. In spite of the weighting scheme, and even if legitimate values are found for several diagnostics, it is still possible for the average N e or T e to be skewed if there are bad data, or if the actual N e or T e lies outside the range of one or more diagnostics. For this reason, the investigator should review the output table from the zones task to ensure that the average computed temperatures and densities are reasonable, and change them with the table editor if they are not.
The abundances for the 3-zone model are calculated with the abund task using the output table from zones. The emission lines that are actually used in the 3-zone model (which are generally also the strongest) are given in Table 4 by ion. Note that some uxes are really sums from closely spaced line pairs. The T e and N e that are used for each ion are listed in Table 4 in the \Ionization Zone" column, although that choice can be overridden by choosing a constant T e or N e throughout the nebula. The calculated ionic abundance is the weighted average of that derived from each of the emission lines for that ion, where the weight is roughly proportional to the relative line intensity. For example, the relative weights of O iii] I(5007)=I(4959)=I (4363) are 30:10:1. Again, if no line uxes are available for a given ion, the computed abundance in the output table is INDEF.
A Caution About the Wavelengths
Please note that the wavelengths used throughout this paper are those commonly used in the astronomical literature. However, the wavelengths used in the nebular package are derived from the published atomic data for each ion, which are vacuum wavelengths that result from the theoretically computed energy level separations derived in the various papers from which the atomic data (usually the collision strengths) were taken. These derived wavelengths are used partly for consistency with the models, and partly because there is as yet no good reference for all the wavelengths of all the ions used in these tasks. But be aware that there are di erences with the accepted values (usually around +1 A). The wavelength discrepancy is only likely to cause confusion when using the ionic task to compute an ionic abundance from a particular line. In this case, be sure the wave or wv toler parameters are set appropriately. These wavelength discrepancies (in the fourth decimal place) are a reminder of the imperfections inherent in all the models from which the atomic data are derived, although the uncertainties in the cross-sections can range from 5% to 50%.
ASTROPHYSICAL EXAMPLES
In order to show the strengths and limitations of this software package, we provide here two astrophysical contexts in which we make use of published emission line uxes as input to the nebular tasks to construct a simple physical model and infer the ionic abundances. We then compare our results to those obtained with more elaborate physical models to illustrate the kinds of inferences that can reasonably be drawn using the nebular tasks.
A Planetary Nebula
Modelling the emission line spectrum from a planetary nebula is often thought to be a relatively straightforward exercise, in that there is but one source of ionizing radiation, and the gas distribution is often fairly simple. Hyung, Aller, and Feibelman (1994, hereafter HAF) published a very thorough analysis of the young planetary nebula IC 418, which has a relatively simple ionization structure. Using a combination of IUE and ground-based echelle data, they inferred a rough physical and ionization structure from a dozen traditional diagnostic line ratios, which they used as a guide to construct a more complete photoionization model. We used the same data as HAF and constructed a nebular diagnostic diagram using the ntplot task, the output for which is shown in the upper portion of Figure 4 . This diagram is similar to that of HAF, but not identical, in that we include the O i] and C iii] diagnostic curves (HAF used C iii] but did not plot it). There are also shifts of the N ii] and S ii] temperature and density curves, owing to our use of di erent (and in the case of S ii], more recent) atomic cross sections for these ions.
HAF noted that the nebular (i.e., density-sensitive) line ratios of S ii] and O ii] do not give results in accord with those indicated by the auroral/nebular (i.e., temperature-sensitive) line ratios. (Nor do they agree with that inferred from other ions.) They attributed these discrepancies to a genuine physical e ect: namely, that the ions of C iii], N iii, O iii], Cl iii], and Ar iii] are formed in strata where T e 10; 000 K and N e 10; 000 cm ?3 . The S ii] lines, they argued, are emitted in regions where H is partly neutral, and the density is 5600 cm ?3 .
The shift in the S ii] curves that came from using more recent atomic cross-sections (Cai and Pradhan 1993) removed some of the discrepancy noted by HAF in the T e and N e as inferred from S ii] vs. other ions. Still we found the disagreement between the S ii] and O ii] temperature dignostics to be curious, especially since the trend of inferred T e with ionization potential for the other ions did not follow a simple relation. We noted that HAF used a signi cantly lower value for the extinction constant, c = 0:21, than that derived by most other observers: Cahn, Kaler, and { 11 { Stanghellini (1992) quote an average of c = 0:34. (This higher extinction value also brings HAF's observed H /H ratio closer to the expected value of 2.85 for N e =10 4 and T e =10 4 .) When we used that higher extinction value and replotted the results (which only involved changing the value of one number in our input table), the T e diagnostics agreed to better than 500 K, except for S iii] which HAF note is seriously a ected by atmospheric water vapor. The density diagnostics also agreed to within about 10%, except for that of S ii], which is still 30% lower than the average suggested from the other ions. While this e ect could be real (S ii has the lowest ionization potential of the relvant N e diagnostics, after all), we note that the ratio of I (6716)=I (6731) is consistent with N e = 10,000 cm ?3 within the quoted errors. Given the quoted uncertainties in the HAF data, the excellent agreement among many diagnostics that span a large range in ionization potential, and our preference for simple models in the absence of direct evidence to the contrary, we adopt N e = 10,500 cm ?3 and T e = 9700 K for all ions in our abundance analysis.
We compare in Table 8 the ionic abundances from HAF (their Table 6 ) to those we derived with the nebular package. Actually, we o er two comparisons: the column labelled \ionic" shows the abundances calculated with the ionic task, using the same N e , T e , and extinction constant used by HAF. Most of the values agree to within 10%, as would be expected since the methods are essentially the same, and the atomic data are mostly drawn from the same sources. Note, however, that the O I] abundance di ers by 50%, which is harder to understand even if the atomic cross sections were di erent. The di erences in the abundances are somewhat larger for values in the \abund" column, which were derived with the abund task using the higher value for the extinction constant, and the constant values of N e and T e adopted above. Clearly the derived ionic abundances are quite dependent upon the inferred physical model (i.e., the variation of N e and T e within the nebula). The major point of this exercise was to demonstrate that the nebular package will give essentially the same result as other published analyses, given the same input data, but that it is much easier to infer a viable physical model (at least to rst order) using the utilities presented here.
An H ii Region
In contrast to planetary nebulae, H ii regions usually have lower surface brightness and ionization, resulting in fewer emission line diagnostics being available for calculating T e , N e , and abundances. Most Galactic H ii regions are of low excitation and are highly reddened, making observations of UV emission lines di cult at best. By contrast, H ii regions in metal-poor, gas-rich, irregular galaxies generally have higher ionization and temperatures, along with lower extinction, which makes observations of UV emission lines more feasible and rewarding. Therefore, we chose the small, high surface-brightness H ii region SMC N88A in the Small Magellanic Cloud (Testor & Pakull 1985, hereafter TP85) to illustrate the use of the nebular tasks applied to this type of nebula. One of us (RJD) recently obtained HST FOS spectra of this object, covering the 1150{6800 A A wavelength range. The measured emission line uxes are presented in Table 9 . The { 12 { uxes were corrected for extinction using the SMC curve of Pr evot et al. (1984) for < 3000 A and of Seaton (1979) We used the ntplot task to construct a nebular diagnostic diagram of T e vs. N e for SMC N88A, similar to that shown in Figure 5 . For this nebula we have good agreement between the temperature-sensitive nebular/auroral ratios of O iii] and Ne iii], but a spread in the densities indicated by the nebular/nebular line ratios of C iii], S ii], Si iii], and Ar iv]. In addition, the nebular/auroral ratios of O ii] and S ii], which are sensitive to both T e and N e , suggest lower values for T e and N e than most of the primary diagnostics above. We used the zones task to derive average T e and N e for the low-and medium-ionization zones (since there were no high-ionization zone diagnostics in this H ii region). The results were T e =11,643 K and N e =4085 cm ?3 for the low ionization zone, and T e =13,831 K and N e =3478 cm ?3 for the medium ionization zone. Inspection of Figure 5 suggests that these derived zone values are reasonable given the intersections of the various line ratio diagnostics.
We use the output of the zones task as input to the abund task to derive the ionic abundances. Table 10 presents the ionic abundances and compares them to three other studies: Harlow (1975, hearafter DH75), TP85, and Mathis' (1987, hereafter M87) unpublished model calculation based on IUE and DH75 data. While some ionic abundances, such as O +2 and Ne +2 , agree between the various studies, most others do not. This is due to a combination of aperture sizes and extinction values used in the di erent investigations, rather than any aspects of the nebular software. For example, DH75 used a 10 00 x78 00 slit, TP85 used a 4 00 square aperture, and the UV spectra were taken with the 10 00 x20 00 oval large aperture on IUE. By contrast, the HST FOS spectra were taken with a 1 00 square aperture and sampled the same central region of the nebula over the entire wavelength range. In addition, the HST spectra go deeper and have better wavelength resolution than the previous IUE and ground-based observations|thus permitting the rst two-zone analysis of ionic abundances in this rather compact object (about 5 00 FWHM in H ).
This demonstration is intended to show the straightforward use of the \automated" analysis techniques in nebular to obtain what are probably improved results (given the better HST spectrophotometric data!) over previous ground-based and IUE studies using much larger (and di erent) apertures. The empirically derived T e , N e , and ionic abundances can then be evaluated to derive ionization correction factors to get estimates of total elemental abundances, or as input parameters to a photoionization nebular model code. How well this automated approach works depends primarily upon the accuracy of the spectrophotometric data, particularly for the usually weak auroral T e diagnostic lines, and secondarily upon the nebula having a rather well-behaved ionization strati cation.
{ 13 {
Strengths and Limitations of the Software
We have endeavored to show the utility of this software for the analysis of emission line spectra in some important astrophysical contexts. We believe these tasks can greatly facilitate deriving an accurate, rst-order approximation to a correct physical picture of many kinds of nebulae. Indeed, given the paucity of the extant data for most objects (see, e.g., the catalog of Kaler, Browning, and Shaw 1995) that picture is likely to be the best one can hope to do for the vast majority of nebulae. The tasks in this package can make use of whatever diagnostic information is available, and they are designed to operate on data from a large number of objects in sequence, which makes the nebular package ideal for archival research programs. Finally, this package is supported and is widely available to the astronomical community, and draws upon some of the most recently published atomic data.
Useful as this software is, however, it is not di cult to imagine circumstances in which the traditional diagnostics would be di cult to interpret. In Seyfert galaxies, where the source of ionization is extremely strong, where the range of gas temperatures and densities can span several orders of magnitude, and where multitudes of partially photo-ionized clouds contribute to the observed emission line spectrum, the inferences from the nebular tasks are not likely to be very illuminating, and the derived ionic abundances will be plain wrong. And in complex radiation elds the various, exotic radiative-transfer mechanisms and subtle optical depth e ects (c.f. x 2.2) will not be accounted for with this simple 5-level atom approximation. For these and other applications, one must turn to appropriate photoionization models. But even in such cases, we believe that an analysis with the nebular utilities is a useful starting point. Indeed, the nebular package is most useful for bridging the gap between hand calculations for a few diagnostics, and the complex and detailed information one must provide as input to constrain a photoionization model.
Finally, the program does not treat the e ects of temperature uctuations on the derived ionic abundances. Peimbert (1967) developed a formalism for the determination of the RMS uctuation in T e from various emission line and continuum diagnostics. Ionic abundances are then calculated based on a mean temperature T o and RMS uctuation parameter t 2 . While we have (at present) no such capability to do this in nebular, the program can be used to derive temperatures that are useful in determining the extent of such uctuations in a given nebula. Moreover, since the physical cause of such uctuations is currently unclear, we submit that our multi-zone approach reduces the e ects of such T e uctuations (also uctuations in N e ) by deriving mean temperatures for multiple ionization zones|when permitted by the spectrophotometric data in hand. Alternatively, users may obtain the nebular package for personal installation (i.e., without having to install STSDAS) by retrieving the les \neb.tar" (the source code and documentation) and \neb.README" (the installation instructions) from node ra.stsci.edu (130.167.1.101) in the directory pub/nebular. Note that this package requires both the IRAF core system (V2.10 or later) and the TABLES external package (V1.3.1 or later) to be installed. Users who wish only to make use of the relatively simple temden or ionic tasks may instead use the Mosaic interface, which can be accessed through URL http://ra.stsci.edu/NEBULAR.html.
CURRENT STATUS AND FUTURE PLANS
Work is planned for a new task to derive the constant of interstellar extinction (c) from multiple H i lines in the Balmer (and possibly also Paschen) decrement, as well as the decrements of He i and He ii which are important for the UV. We also hope to o er tasks to derive the abundances of several ions (including He + , He +2 , and C +2 ), relative to H + , from recombination lines. We intend for this package to evolve and expand, particularly as the atomic data improve. New A-values and collision strengths for various astrophysically important ions are now appearing in the literature at a signi cant rate, due to calculations from the OPACITY and IRON projects.
Incorporation of these new data is a continuing e ort, and we are currently investigating alternative techniques to parameterizing the T e -dependence of the collision strengths in the program (i.e., using Lengendre or Chebyshev functions instead of our current low-order polynomial functions). In addition, we will be adding more ions, particularly with UV lines, as the atomic data become available. Users of this package should consult the on-line help for references to the latest updates to the atomic data. We also intend to reconsider the current limitation of atomic levels. Several ions, such as O +2 and N + , have UV lines of signi cant strength in many nebulae arising from levels higher than the ve we currently treat: O iii] 1660-6 A and N ii] 2138-43 A, for example. We plan to evaluate changing the 5-level capability of the program to a larger number of levels, to accomodate the next two higher levels of O +2 and N + which give rise to these UV lines.
We hope that this package will be as useful to the astronomical community as it has been for our research e orts. We would be grateful for any comments, and for corrections to the source code or the documentation. Please send such comments/suggestions via electronic mail to shaw@stsci.edu and/or rjd@rice.edu.
Support for this software development was provided from the NASA Astrophysics Data Program through grant NAG5{1432 to the Space Telescope Science Institute. RJD also acknowledges AURA/STScI grant GO.4382.01.92A for support of his spectrophotometric studies of SMC N88A. We wish to thank the referee, Gary Ferland, for several useful comments and suggestions that improved this paper. Butler and Mendoza (1984) Si iii Dufton and Kingston (1989) S ii Cai and Pradhan (1993) Cl iii Butler and Zeippen (1987) Ar iv Zeippen, Butler, and Le Bourlot (1987) K v Butler, Zeippen, and Le Bourlot (1987) others] Mendoza (1983) a Atomic data will be updated in future releases of this software; consult the on-line help for the latest references. a Adopted values: c = 0:34, and constant N e =10,500 cm ?3 , T e =9700 K. (Example 2 ) tasks. In the IRAF command language, the user invokes a task by typing its name, followed by the values of any required parameters, followed by any optional parameters as param=value pairs. Although optional parameters can often be left at their default values, all are given here for clarity. Note the use of the continuation character (backslash) in the input command. In the rst example, the electron temperature is found from the S ii] diagnostic ratio I(4068+4076)/I(6716+6731), given I(4068+4076)=0.55, I(6716)=2.19 and I(6731)=2.96, and assuming an electron density of 1700 cm ?3 . In the second example, the abundance of the O + ion is derived, relative to H + . The observed ux in the O ii] 3727.1+3729.8 A emission line doublet (relative to I(H )=100) is provided, along with a wavelength tolerance large enough to accomodate both lines in the pair, to relate volume emissivities to ionic abundance. Fig. 4 .| Diagnostic diagrams for IC 418, using the data of HAF. The upper plot was derived using the same value for the extinction constant as HAF (c = 0:21), while the lower plot was derived using the average extinction constant from several other investigators (c = 0:34). Data for both plots were generated with the ntplot task; the nal plot was produced with the igi task in the TABLES package. Figs. 3 and 4, fewer diagnostic lines are available for SMC N88A since it has lower ionization. This plot is similar to that generated with the ntplot task (except for the labels); the nal plot was produced with the igi task in the TABLES package.
