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Abstract: Augmented reality and virtual reality technologies are increasing in popularity. Augmented
reality has thrived to date mainly on mobile applications, with games like Pokémon Go or the
new Google Maps utility as some of its ambassadors. On the other hand, virtual reality has been
popularized mainly thanks to the videogame industry and cheaper devices. However, what was
initially a failure in the industrial field is resurfacing in recent years thanks to the technological
improvements in devices and processing hardware. In this work, an in-depth study of the different
fields in which augmented and virtual reality have been used has been carried out. This study focuses
on conducting a thorough scoping review focused on these new technologies, where the evolution of
each of them during the last years in the most important categories and in the countries most involved
in these technologies will be analyzed. Finally, we will analyze the future trend of these technologies
and the areas in which it is necessary to investigate to further integrate these technologies into society.
Keywords: augmented reality; virtual reality
1. Introduction
Augmented reality and virtual reality are technologies that have been under research for several
years [1]. Even so, there are several products that have been developed in that line and that are
accessible to the general public [2,3].
However, due to the society’s needs and variations, these technologies have stagnated in certain
areas. Therefore, it is important to know the research evolution they have had in recent years and,
thanks to that, to study the current trend in order to anticipate the areas in which they will be applied
in the coming years.
First, it is convenient to define the concepts of augmented reality and virtual reality in order to
better understand the subject of this work.
These terms are part of the concept of “virtuality continuum” defined by Paul Milgram and Fumio
Kishino [4]. This term describes a continuum that goes from reality itself to virtual reality generated by
a computer. Within the virtual continuum, we find the subset of mixed reality, which has been defined
as everything between reality and a totally virtual environment (see Figure 1).
We can find several definitions of Virtual Reality (VR), but maybe the most global and inclusive
way of defining it is as follows: “A Virtual Reality is defined as a real or simulated environment in which
a perceiver experiences telepresence”, written by Jonathan Steuer [5]. This is the chosen definition
because it put apart the technology’s implications, and in this way, there is no need to specify any
Head Mounted Displays (HDM) or globes and we can focus on techniques and applications to try to
figure out what is the path that the technology is following.
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In the same way, we can define Augmented Reality (AR) as a technique to show extra information
over the real world. With this definition, there is no need to talk about specific hardware but we can
specify techniques and applications and focus on technology development [6].
Figure 1. Virtual continuum.
Although the technologies of AR and VR have been under development for a long time [7], we can
say that it has recently begun to leave the laboratories, thanks in large part to the improvement of the
computing capacity and the lowering of the devices [8]. Nowadays, augmented reality and virtual
reality can be used in a mid-range smartphone [9]. Although, for more immersion, it would be more
interesting to use devices that are more sophisticated, although a little more expensive.
However, this technology still has a small user niche and a small field of application based
primarily on games. In this work, we investigate these technologies’ evolution over the last years,
which aspects have evolved more, and the different fields that have been benefited from this evolution.
The health sector is one of the fields that have adopted these immersive technologies to help
patients, providing training processes for phobias treatments and even for surgery simulations.
There are also several scientific studies that demonstrate that virtual reality helps patients reduce stress
and anxiety levels in the face of pain perception [10,11]. In the field of education and industry, they
stand out as very powerful tools for learning and training, achieving a more efficient, interactive, and
participatory learning.
The main goal of this work is try to answer these questions: What has been the evolution of AR
and VR until now? and What is the trend that AR and VR will have in the coming years? As said
before, AR and VR have experienced an evolution in recent years, but it is important to analyze this
evolution in depth. Are AR and VR more popular than before? Nowadays, prestigious companies are
investing in these technologies.
In order to answer the first question, the most relevant works in the last years will be analyzed
and the information obtained will be used to get the conclusions about the global evolution of
these technologies and the evolution in the different fields and regions. For the second question,
the publications over the last years will be examined in detail to check the status of these technologies
(peak of research, maturity, production, etc.), and finally, videogame publications regarding these
technologies will be studied to know its application to this particular field.
There are two other questions we wanted to answer: Has anything been investigated about
AR/VR about collaborative interactions to share its information? and Is there any kind of protocol to
manage collaborative systems of augmented reality or virtual reality? There are some works inside
the videogame industry that use collaborative information sharing (like Pokemon Go as the most
popular example), but it is important to know if these interactions and information communications
are actually in use in other fields like industry or medicine, along with the protocols used by some
popular devices as Oculus Rift. The aim of this study is to determine the communication standards
and protocols used to transmit and store virtual information in order to use it as a first step to develop
a new communication and storage protocol for collaborative environments that allows all devices to
be integrated and that can be applied to all areas.
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The rest of the manuscript is divided as follows: first, the methodology used for the study is
presented. Next, the results obtained after the study are detailed and analyzed. Finally, the conclusions
are exposed.
2. Methodology
The methodology used in this work corresponds to the classical scoping review process.
The processing steps used for this work are shown in Figure 2.
First, we have to analyze the works and manuscripts of which the information is interesting for
this review. Therefore, we need some basic information from these works: title, ISSN (International
Standard Serial Number), topic, etc. Then, we have to choose the criteria used for the searching process.
After that, each author independently uses the developed guide to search for relevant information
inside the works/manuscripts. Next, all the information obtained is collected: the authors exchange
their manuscripts, and the searching process starts again. This step is repeated until each author
reviews all the manuscripts: in this work, there are three authors, so the total amount of manuscripts
reviewed is divided by three and distributed over them. Each author finishes reviewing all the
manuscripts after three iterations.
Figure 2. Method followed to do the research.
At this point, all the information is extracted from the manuscripts, put in common, and mixed.
The final review result will be shown in a summarizing table. Finally, this data will be analyzed in
order to get the information that answers the questions indicated in the Introduction section.
2.1. Extracted Information
In this epigraph, the information extracted from the reviewed manuscripts is detailed.
This information is essential in order to get the answers to the initial questions.
• Title: Title of the manuscript or work analyzed.
• ISSN/ISBN (International Standard Book Number): Publication’s code for a journal manuscript
or a book chapter, respectively.
• Keywords: Words used during the search process.
• Data search: Criteria used to perform the searching process.
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• Publication year: Year of publication of the work reviewed.
• Magazine/book: Where the manuscript was published.
• Localization: Country where researchers worked during the research.
• Paper type: Type of paper between publication or application.
• Type of technology: Technology used for the research, Augmented Reality (AR) or Virtual
Reality (VR).
• Technology analyzed: If the researchers used any commercial technology.
• Communication protocol: Name of the protocol used during the development of the
work reviewed.
• Field of application: Field where the work presented is applied, like education, industry,
health, etc.
• Specialization: Specialization of paper field.
• Software: Is the software available?
• Abstract: Paper summary.
• Utility: Extra annotations.
After describing the most relevant information needed for the study, the searching step will
be detailed.
2.2. Searching Phase
In order to obtain a large amount of good-quality works to analyze, only scientific papers
published in international journals are taken into account. The main search engine used in this
work is Google Scholar because it integrates works from several platforms, simplifying this step. If the
information is not complete, Mendeley database is used to fill it.
The keywords used in the searching process are detailed below:
• Virtual Reality
• Augmented Reality
Google Scholar is configured to search works and patents from the year 2000, so other cites
like books or book chapters are not included. The information obtained is sorted by relevance and
only English-written papers are taken into account. With this configuration, the firsts 200 entries
are extracted, and to be used in this work, it must talk about augmented reality or virtual reality (or
include some device that uses one of them).
After the first search process (papers from the year 2000), the results obtained are as follows:
• Virtual reality: 1,490,000 results, with 22 papers chosen.
• Augmented reality: 848,000 results, with 26 papers chosen.
After analyzing superficially the results, the first search presents one conclusion: a big amount of
the works obtained are obsolete (many papers are outdated), so several papers are not good enough
for this work. After that, the searching process is redefined using a different configuration: the starting
year is changed to 2010 in order to obtain more recent and relevant works.
After the second search process (papers from the year 2010), the results obtained are as follows:
• Virtual reality: 322,000 results, with 29 papers chosen.
• Augmented reality: 132,000 results, with 54 papers chosen.
In this occasion, we obtain less entries than before, but we can pick up more information.
Also, to get a more complete manuscript database for this work, two new searches are done using
extended keywords: collaborative virtual reality and collaborative augmented reality. As detailed in
the introduction section, for a future work, it is important to know if there is enough information about
collaborative works that use AR or VR.
This final search obtains these results:
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• Collaborative virtual reality: 27,000 results, with 20 papers chosen.
• Collaborative augmented reality: 17,100 results, with 12 papers chosen.
Summarizing, all the searches obtain about 1200 potential papers and we select 189 papers after a
first filter. Then, as detailed above, we only contemplate international journal works with ISSN, so we
take out 26 of them. Finally, we a have a database of 163 papers (this information is shown in Table 1).
Table 1. Search process summary.
Search Date Results Selected
“Virtual Reality” 2000 1,490,000 22
“Augmented Reality” 2000 848,000 26
“Virtual Reality” 2010 322,000 29
“Augmented Reality” 2010 132,000 54
“Virtual Reality” collaborative 2010 27,000 20
“Augmented Reality” collaborative 2010 17,100 12
Total 163
As detailed previously, Table 1 shows that the first search was made without good criteria
from 2000; that is why the searching configuration changed in the second search from 2010.
3. Results
In this section, the results obtained after analyzing the works detailed previously are presented.
First, the number of publications evolution is studied and presented. After that, a deep data analysis is
done using the geolocation of the authors during the work development and the main topics on which
they are focused.
3.1. Manuscript Publication Evolution
After collecting the work database, we analyze the number of publications year by year in order
to get the evolution on AR and VR fields. In the same way that this information selection is done,
we start this analysis from the year 2000 and we use Google Scholar to get the data.
As we can see in the Table 2 and in Figure 3, nowadays, the popularity on this field is lower than
before: this is maybe influenced by the low cost of the technology that made possible working with
AR in middle tier smartphones and VR headsets, so these technologies came out from laboratories to
the industry and, finally, to the people. To make this hypothesis stronger, we check out Gartner’s hype
of cycle [12]; this hype of cycle is known for estimating the emerging technologies and the time when
these technologies will be in production. Gartner’s hype cycle represents the evolution of interest in
certain technologies, classifying them in five stages during their interest cycle (in this order):
• Technology trigger: technology is starting.
• Peak of inflated expectations: companies start to made publications with success and failures.
• Trough of disillusionment: most of the experiments and implementation fails.
• Slope of enlightenment: second or third generations of the technology appear.
• Plateau of productivity: technology is mainstream now.
Gartner’s hype cycle evolution for virtual reality and augmented reality technologies can be
observed from the year 2000 until now in Figure 4. In this figure, the “x” axis represents the year and
the “y” axis represents the Gartner’s hype cycle stage where the technology is placed. The position in
this axis is related to the importance inside Gartner’s hype cycle.
As can be observed in Figure 4, the first apparition of augmented reality in Gartner’s hype cycle
is dated back to 2005. This technology starts in the “Technology trigger” section of the curve until
2010, when it reaches the section “Peak of inflated expectation”. Augmented reality stays in the section
Appl. Sci. 2020, 10, 322 6 of 23
“Trough of disillusionment” from 2013 to 2018. Finally, in 2019, it can be found again in the “Technology
trigger” section but with the addition of the term “Cloud”. This evolution indicates that, between 2010
and 2012, it was a very popular topic and, after those years, its importance diminished. However,
currently, this technology has become interesting again thanks to the inclusion of cloud technologies,
which allow computing in the cloud and provide ease of use to the end user.
Figure 3. Evolution of publications.
Virtual reality technologies appear in different ways inside Gartner’s hype cycle, and all these
related terms are taken into account to show its evolution in Figure 4. First, it can be found as “Head
mounted display” inside the “Technology trigger” section in 2001. Its next occurrence is in 2007 as the
term “Virtual environment/Virtual worlds” located in the “Peak of inflated expectation” section; it
stays in this section until 2012. After this year, this term changes its section: in year 2013, it appears in
the “Trough of disillusionment” stage. It is important to observe that, from 2013 to 2016, it appears as
the term “Virtual Reality”. Finally, in 2016, it reaches the “Slope of enlightenment” stage. Virtual reality
disappears from the hype cycle in 2018, so it can be considered to be in the production stage (this fact
will be demonstrated after the references analysis).
Table 2. Publication evolution.
Year AR Number of Publications Variation VR Number of Publications Variation
2000 2300 - 14,100 -
2001 2570 11.74 15,900 12.77
2002 3190 24.12 17,800 11.94
2003 5540 73.67 19,800 11.24
2004 4640 −16.25 23,200 17.17
2005 5160 11.20 24,600 6.03
2006 5820 12.80 29,100 18.29
2007 6670 14.60 29,900 2.75
2008 7410 11.09 34,000 13.71
2009 8070 8.91 36,500 7.35
2010 10,800 33.83 38,600 5.75
2011 13,400 24.07 40,200 4.14
2012 16,900 26.12 42,100 4.73
2013 19,700 16.57 45,700 8.55
2014 24,400 23.86 45,900 0.44
2015 27,600 13.12 46,100 0.44
2016 30,500 10.51 50,700 9.98
2017 35,400 16.06 57,400 13.21
2018 31,100 −12.05 47,600 −17.07
2019 2570 −79.92 27,700 −41.81
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Summarizing this first study, after year 2013, both technologies start a decay stage until 2019,
when both almost disappear from Gartner’s hype cycle. However, AR is getting a new life as an “AR
cloud”, which is a new paradigm that uses cloud technologies with augmented reality works, and it
is important to get focus on that too. With this information, we should not expect that virtual reality
will increase its importance in the next coming years; however, AR tendency describes a fresh start
with the inclusion of cloud technologies, so we should expect an important increase in the works and
references in this field in the next years.
The numerical data about the total number of publications in those years (not only the papers
selected for this work) is shown in Table 2.
The data presented in Table 2 is represented graphically in Figure 3. In both representations, it is
important to observe the tendency detected in Gartner’s hype cycle for AR and VR: the works related
to both technologies are decreasing in the last two years. In Gartner’s hype cycle, its decay phase
started in 2013–2014 and its consequences are observed in the works and citations four years later.
Because of this relation, there is a real possibility that, in the next 3–4 years, there will be an increase in
the number of works and publications related to augmented reality due to the increased importance of
AR due to the cloud technologies.
Figure 4. Evolution of augmented reality (AR) and virtual reality (VR) technologies in the hype cycle.
On the other hand, these technologies are very close to the game industry, so it is important to
focus the attention in this sector and study if the same evolution can be observed in this field. To do
that, a deep searching process is done using the most famous platforms and devices (like Steam or
Oculus Rift), looking for games that use one of them at least. The only way to look for that is using the
Steam platform because other platforms do not allow to sort by year or to look for certain keywords.
The evolution of publications in the game industry obtained is shown in Figure 5.
Figure 5. Evolution of games published in Steam.
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As can be seen, the developed games tendency (see Figure 5) is similar to the manuscript
publications in virtual reality (see Figure 3). Game development reaches a peak in 2017 and then starts
to decrease. Because of the improvement of virtual reality HDM, it is possible that this tendency will
change and become stable in a few years.
To do this study in AR, the same problems are observed: Google Play and Oculus do not allow to
sort information by year. Only some sporadic works in this area can be observed (like Pokemon Go),
but too few works are obtained. Therefore, no tendency can be extracted from this information.
3.2. General Data Analysis
A general information study has been done above regarding manuscript publications in the
last years. Now, using the methodology described in the previous section, the manuscript database,
a subset of 163 manuscripts, is examined deeply in order to obtain more detailed information.
This study includes the country where the authors developed the publications and the field
of application.
3.2.1. Countries
First, a study focused on where the publications come from is carried out. After this study,
the regions that are researching and developing AR/VR technologies will be shown.
After analyzing the database, results are detailed in Figure 6 (top). In this figure, it can be
observed that the results are shown in a global way and focus on USA and EU (the regions with more
publications in AR and VR).
The results of the study show in Figure 6 (top) that the European Union (EU) is the region which
invests more funds in these fields (34.4% of publications came from this region), the United States
of America (USA) follows with 27.3% of the publications, and Australia can be found in third place.
As can be seen, EU and USA take up more than 60% of the publications, so the study will focus on
these two regions.
Now, we will focus on the areas in which these regions are investing. Later, the different topics
will be analyzed in detail.
As we can see in Figure 6 (bottom), both regions have a lot of similarities about fields of publication.
However, their main differences came from education and industry: EU made more efforts in industry
than USA.
In Figure 7, it can be observed that most of the publications are carried out after 2010. We can see
that the number of publication of papers decreases. However, this pattern is not the same as seen in
Figure 3: in that case, the popularity decreases in 2017, but in this occasion, the peak of popularity
is in 2010 and, after that, starts decreasing. This fact can be a consequence of the citation system:
older papers have more references than newer ones, so Google Scholar shows first the most cited
works; in this case, it gives more importance to those works.
Finally, we compare the number of publications of our subset year by year in Figure 7.
After studying the general results year by year, they will be separated in the main topics where
these technologies are being applied.
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Figure 6. On the top is the percentage of countries which made a research on AR or VR; in the bottom
left is the topics researched in the EU; and in the bottom right is the percentage of topics researched in
the USA.
Figure 7. Comparison of papers chosen year by year: The blue line is the sum of all the papers that year.
3.2.2. Topics
The main topics that have been taken into account are research and development (R&D),
healthcare, education, and industry. The distribution of the selected works with respect to the selected
topics is shown in Figure 8.
In Figure 8, it can be seen that the most developed topic is R&D with 34.4% of the works selected,
which is quite logical because of the search engine used to select the works (Google Scholar, which is a
platform mostly used for research works publications). However, 65.6% of the selected works belong
to specific applications. In this section, three relevant topics can be observed: healthcare with 25.8%,
education with 17.2%, and finally, industry with 9.8%.
We can analyze those results in the same way as above, using a year-by-year classification. These
results are shown in Figure 9.
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Figure 8. Distribution of developed fields.
Figure 9. Evolution of publications of all topics.
In Figure 9, some details belonging to each topic and its evolution are observed. R&D reaches its
peak of popularity in 2010 and 2011, but it slowly decreases until 2016, when it reaches a small peak,
and starts to decrease again. In healthcare, it also reaches popularity peak in 2010 and starts to decrease
until 2017. In education, the popularity peak is reached in 2012 and 2013. Industry’s publications are
almost stable from 2010.
In the next subsections, these topics are studied deeply in order to find more information about
them. Also, we will study its evolution in the EU and in the USA.
A. Research and Development
This topic is the most referenced. In this field, many specializations are covered but are not going
to be represented because of the multiple fragmentations that can be obtained. For example, we
can observe works about integrating VR on mobile devices [13], papers about issues in AR [14],
works about pose estimation [15,16], works about how to use P2P (peer-to-peer) networks to
make collaborative systems for AR [17], etc.
From the database used in this work, those manuscripts in which the main topic is related to
research and development are divided in countries, and the results are shown in Figure 10.
Although several countries are represented in Figure 10, EU and USA cover 61.6% of the
publications. The remaining 38.4% is very fragmented between Asiatic and Oceania countries.
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B. Healthcare
As we see in 8, healthcare is the most popular field of application of AR and VR. First, we will
analyze the topics studied.
In Figure 11 (top left), it can be observed that the most relevant subtopic is surgery, followed
closely by psychology and rehabilitation. In the surgery field, there are several works for helping
surgeons before or during surgery [18], training for surgery in order to minimize risks [19],
or even some systems to introduce students to this field. In psychology, we found papers
focused, for example, on phobias [20]. In rehabilitation, most of the works are related to helping
stroke patients [21,22].
Focusing the attention in EU and USA regions (see Figure 11 (bottom)), the analyzed data shows
that surgery and psychology are the most relevant topics: both cover almost 95% of the total
publications in those regions. In the USA, psychology takes a bit more interest than surgery and
rehabilitation is an important topic to be taken into account.
This study is extended to all the regions around the world to compare the results (see Figure 11
(top right)). As expected, EU and USA are the regions with more contributions.
C. Education
In this section, the main attention is focused on the topic of education. The process made for the
previous topic is done for this one too, analyzing the results after that. Those results are shown
in Figure 12.
The works related to these topics are divided in three categories: first, “Early” stage is related to
works focused on the early stages of the education, up to 10 or 11 years old; “Middle” is used
to denote works for high school until they are 18 years old; and finally, the category “High” is
used for works applied to university studies. Figure 12 (top left) shows that the most present
category is “Middle”: related to that, we can find works focused on helping students with
maths [23] or science [24,25], among others. In the category “Early”, we can find works focused
on teaching kids about science, too [26]. Finally, in the category “High”, works are focused on
applying complex teaching techniques like collaborations [27,28]. We also found works which
used AR/VR technologies to teach languages [29] in more than one category.
The information obtained from Figure 12 shows that 50% percent of manuscripts found deal
with working with students from middle school. Another important conclusion is that works
with higher levels look more interesting than early levels (more citations).
In Figure 12 (bottom), it can be observed that EU is focused mainly on the “Middle” and “High”
levels but, in USA, the “Middle” education category covers 63.3% of the works while the “High”
category covers less than 10%.
Finally, observing Figure 12 (top right), the main regions focused on this topic are EU and USA,
covering 60% of the contributions.
D. Industry
Finally, the industry topic is analyzed in the same way as the previous topics. The summarized
information can be seen in Figure 13.
The information presented in Figure 13 is divided in three categories. The first and more popular
one is “Maintenance”, covering 50% of the studied works: in this topic, we can find techniques
to maintain factories [30,31] or aircraft [32]. The second category is “Productivity”, which is
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fundamental in modern industries in order to obtain better results and more efficiency in the
daily industry; this can be done to help workers work with industrial robots or to even use
some applications to make realistic 3D models and to share with colleagues [33–35]. Finally,
the category “Training”, with 12.5% of the publications, covers works focused on helping
workers to learn how to use their equipment [36].
Figure 13 (bottom) presents the analyzed information from USA and EU. It can be observed
that 71% of the EU’s works belong to the “Maintenance” category. Therefore, the “Training”
and “Productivity” categories remain in second place in the EU. On the other side, USA’s works
within this topic are focused on productivity and maintenance equally.
Finally, Figure 13 (top right) presents the total distribution by countries. As can be seen, the EU
and USA cover 60% of the publications.
Figure 10. Publications by countries in R&D.
Figure 11. Information about publications on healthcare: in the top left image is the percentage of
publications made on healthcare. In the top right is the percentage of publications made by countries.
In the bottom left is the publications made in the EU, and in the right bottom is the information of
publications made in USA.
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Figure 12. Information about publications on education: in the top left image is the percentage of
publications analyzed in education. In the top right is the percentage of publications made by countries.
In the bottom left is the publications made in the EU, and in the right bottom is the information of
publications made in the USA.
Figure 13. Information about publications on industry: in the top left image is the percentage of
publications analyzed in industry. In the top right is the percentage of publications made by countries.
In the bottom left is the publications made in the EU, and in the right bottom is the information of
publications made in the USA.
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4. Conclusions
Results have been presented in different ways, focusing the information in countries and topics.
In this way, it is easier to understand the future tendency of AR and VR technologies. First, all the
results are summarized in Table 3. After this, the results and its tendency are analyzed and described.
Table 3. Summary of publications by topics EU and USA.
Topic Region References Specialization Tendency
R&D EU [3,14,37–55] Web AR, Tracking, Real-time. ProbablyUSA [13,16,56–73] Mobile, Web AR, Freehand. increase
Health care EU [10,11,74–87] Psychology, Laparoscopic, Phobias, Surgery. IncreaseUSA [19,22,88–101] Rehab, Surgery, Stroke.
Education EU [27,29,102–105] Maths, Science, Anatomy, Language. DecreaseUSA [23,25,26,106–113]
Industry EU [30,32,36,114,115] Maintenance, Assembly, Aircraft. Stable orUSA [34,116–119] Procedural task, Remote collaboration. few publication
In Table 3, the information summary is analyzed for the main topics (R&D, healthcare, education,
and industry) within the two most relevant regions (EU and USA). However, in this investigation,
relevant works focused on other categories or topics have been found. For example, we also found
papers about archaeology [120–122], architecture [123], videogames [124], construction [125–127],
tourism [128–131], geography [17], or big data visualization [132].
Moreover, relevant contributions from other countries can be found. For example,
from Russia [133], Canada [20,134–136], Taiwan [137,138], Japan [139–143], New Zealand [15,144,145],
Switzerland [146–149], Singapore [150,151], China [31,152], Australia [35,153–159], Korea [33,160–162],
Turkey [163,164], Egypt [165], Malaysia [6], or Israel [166,167].
Once the information has been presented and analyzed, it is important to return to the main
objective of this work. In the introduction, four main questions were detailed and, after this work,
we are able to answer them.
The first one was what has been the evolution of AR and VR until now?
As have been detailed during this work, a lot of works focused on AR and VR fields have been
developed. A huge amount of papers have been published involving countries around the world,
but we can see that EU and USA are the main centers of investigation for these technologies. We can
also see that most of the publications can be grouped in four topics: research and development,
healthcare, education, and industry.
The second question presented was what is the trend that AR and VR will have in the
coming years?
Using the information obtained from the total number of publications observed year by year
and Gartner’s hype cycle evolution tendency observed in the publications, AR and VR technologies
are losing popularity. Researches in these areas will continue working on them, but the number of
publications will decrease until they reach stability. In the videogame industry, the tendency observed
is similar to the one presented in the other fields. One of the most downloaded and played games
(Pokemon Go) is based on AR technology, but there are no popular games that use VR technology,
although there is a small and stable niche market. AR technology does not have a popular tool to make
videogames, but it is very common to find it in several works about surgery, industry, or education.
We also can conclude that AR popularity will grow in the next years thanks to the evolution of cloud
technologies and the possibilities that they can contribute to AR.
Third question was has anything been investigated about AR/VR about collaborative interactions
to share its information?
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There is not much researching projects focused on this topic, but we can find some like VirCA
(Virtual Collaboration Arena) project, which is focused in robotic control [28,44,114].
The final question was is there any kind of protocol to manage collaborative systems of augmented
reality or virtual reality?
Developers of VirCA project use Robotics Technology Middleware (RT-Middleware) to make their
scenarios, and the interconnection is made using a VPN (Virtual Private Network). Apart from this,
we did not find any protocol.
After answering the questions presented at the beginning of this work and after carrying out the
analysis about publications in AR and VR technologies, it can be concluded that we are currently in
a stage of decline of these technologies. However, there are certain areas where the trend is stable
or slightly upward. In addition, thanks to the evolution of cloud technologies, it is very possible
that the tendency will change in the coming years. We can infer that the interest slope observed in
these technologies can change but will need the help of new technologies, such as 5G, which will
make possible lighter and smarter devices, or AR cloud, which can help to compute the most complex
information. Other technologies, like artificial intelligence paradigms or biosensors, are also suitable
to be integrated with AR and VR applications but, as can be observed in Gartner’s curve, only cloud
technologies are linked to the augmented reality field. Moreover, AR applications need powerful
hardware systems; thus, it will be normal that the first technology of all of them that joins AR is the
cloud one.
About collaborative environments, only a few works are focused on creating such types of
environments. In addition, there are virtually no standardized mechanisms to represent and send
information from the virtual environment, which may be one of the reasons why there are no
advances in collaborative environments. If future works focus on developing standards in this
way, devices from different manufacturers and with different encoding could be integrated into a
single virtual environment.
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