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Highlights 
 
 Influence of building geometry on exterior convective heat transfer coefficients (CHTC).   
 A detailed validation study with wind-tunnel measurements. 
 Steady RANS indicates satisfactory agreement with experiments for windward surface. 
 Surface-averaged ܥܪܶܥ ሺ ଵܷ଴଴.଼ସሻ⁄  is relatively insensitive to reference wind speed, U10. 
 For a constant value of width, by increasing height of building surface-averaged CHTC increases. 
 For a constant value of height, by increasing width of building surface-averaged CHTC decreases. 
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Abstract: Knowledge of the convective heat transfer coefficient (CHTC) for external building surfaces is essential for 
analysis of building heat gains and losses and hygrothermal analysis of building components. The CHTC is influenced by a 
wide range of parameters. Previous studies analysed the influence of position on the building facade, roughness, wind 
speed, wind direction, local airflow pattern and surface-to-air temperature differences. Among methods, Computational 
Fluid Dynamics (CFD) is a useful tool to determine the distribution of the CHTC across building facades as a function of 
the governing parameters. However, to the best of our knowledge, research on the influence of building size and geometry 
on the CHTC is very limited. Therefore this paper presents high-resolution 3D steady Reynolds-averaged Navier-Stokes 
(RANS) CFD simulations of forced convective heat transfer at the windward facade of 22 buildings of different geometry. 
First, a CFD validation study focused on CHTC is performed based on wind-tunnel measurements of surface temperature 
for a reduced-scale wall-mounted cubic obstacle. Next, the influence of building geometry on the CHTC distribution is 
investigated at different reference wind speeds, U10, for three groups: buildings with H ≥ W, buildings with H  W and 
buildings with H = W. The results show that CHTC ሺUଵ଴଴.଼ସሻ⁄  is relatively insensitive to the reference wind speed. For W = 10 
m and by increasing H from 10 m to 80 m, the surface-averaged CHTC ሺUଵ଴଴.଼ସሻ⁄  on the windward facade increases by about 
20%. However, for H = 10 m, increasing the building width from 10 to 80 m has the opposite impact on the surface-
averaged CHTC ሺUଵ଴଴.଼ସሻ⁄ , which decreases by more than 33%. For buildings with H = W, it decreases by more than 10% as 
H and W increase from 10 to 40 m, and remains approximately constant for higher values of H (= W). The reason for these 
trends are explained.  
 
Keywords: Computational Fluid Dynamics (CFD), Validation, building, CHTC, Conjugate heat transfer 
1 Introduction 
Knowledge of the convective heat transfer coefficient (CHTC) at surfaces of bluff bodies immersed in a turbulent boundary 
layer is essential for a broad range of engineering applications such as electronics cooling [1,2], mist spraying systems [3,4], 
heat exchangers [5], etc. Similarly, research on building energy and building component durability is dependent on detailed 
information of the local and mean CHTC. Using inappropriate models to calculate CHTC can lead to considerable errors in 
Building Energy Simulation (BES). For example, using different correlations shows deviations more than 30% in the 
yearly cooling energy demand and 14% in the hourly peak cooling energy demand of an isolated, well-insulated building 
[6]. 
 The CHTC relates the convective heat flux normal to the wall qୡ,୵ to the difference between the surface temperature at 
the wall, T୵, and a reference temperature, T୰ୣ୤: 
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CHTC ൌ qୡ,୵ሺT୵ െ T୰ୣ୤ሻ 
(1) 
 
CHTC at the facades of a building is complex and influenced by a wide range of parameters including building 
geometry, building surroundings, position on the building facade, facade roughness, wind speed, wind direction, local 
airflow pattern and surface-to-air temperature differences. Therefore, assessing CHTC for buildings is a difficult task. A 
large number of empirical and semi-empirical correlations between CHTC and the wind speed at a reference location (for 
example the mean wind speed in the undisturbed flow at a height of 10 m above the ground, U10) has been established. 
Many of these are implemented in BES programs [6–8] and BE-HAM computational codes [9–13] (BE-HAM = Building 
Envelope Heat, Air and Moisture transfer). These correlations have been normally derived based on on-site measurements 
on buildings [14–19] and wind-tunnel experiments [20–22]. However, these on-site measurements were usually performed 
using heated plates installed on full-scale buildings. In most of these studies, the measurements of CHTC and wind speed (at 
a distance from the heated surface) were reported only for a limited number of points in space. In addition, a well-known 
problem of on-site measurements is that there is no or only very limited control over the boundary conditions. This is, 
however, very important given the wide range of parameters influencing the CHTC, which are not easily varied 
independently. Reduced-scale wind-tunnel measurements allow a strong degree of control over the boundary conditions. 
Most of available high-resolution wind-tunnel data used to derive the CHTC correlations are based on the measurements 
either on flat plates [20,21] or on bluff bodies, mostly cubes, at relatively low Reynolds numbers (103-104) and thin 
turbulent boundary layers [23–26]. However, the flow structure around buildings is more complex than the one for flat 
plates. In addition, reduced-scale wind-tunnel measurements at low Reynolds number suffer from the inability to adhere to 
similarity requirements, which limits the applicability of the available data for building applications (Re~105-107). 
Comprehensive reviews on these empirical correlations are presented in Refs. [6,8].  
In recent years, CFD has been used in several occasions to investigate the CHTC for buildings, where the influence of  
wind direction [27], wind speed [27–30] and urban surroundings [31] has been investigated. CFD is a useful tool for 
performing parametric studies for complex flows [32]. This is especially the case for assessing CHTC as it depends on 
several physical parameters that are not easily varied independently. 
To the best of our knowledge, research on the influence of building geometry on CHTC is very scare and is limited to 
the experiments by Meroney [33] in which CHTC was examined for three building geometries in a boundary layer wind-
tunnel using infrared camera technique. Indeed, most existing CHTC correlations have been derived or developed for only 
one specific building geometry, although they are often used for BES simulations of buildings of (very) different geometry, 
without proper knowledge of the errors introduced by this extrapolation. Therefore, this paper focuses on the influence of 
building geometry on the CHTC. High-resolution 3D steady RANS CFD simulations of convective heat transfer at the 
windward facade of several buildings with different geometry are performed to investigate the impact of building geometry 
on the CHTC. 22 isolated buildings are considered that can be classified into 3 groups of facade geometry: buildings with H 
(height) ≥ W (width), buildings with H  W and buildings with H = W (square windward facade). The study is supported by 
validation with wind-tunnel measurements of surface temperature for a reduced-scale wall-mounted cubic obstacle by 
Meinders et al. [25,34]. The focus in the present paper is on the windward facade, for several reasons: (1) In BE-HAM 
programs, the windward facade is the one that is wetted by wind-driven rain and for which knowledge of CHTC and of the 
related CMTC (convective moisture transfer coefficients) is of particular importance  [10,11,35]; (2) the windward facade is 
the one exposed to the most statistically-stationary (and therefore less complex) wind-flow patterns, which allowed 
establishing clearer correlations between the CHTC and its influencing parameters in previous studies [1]. The same 
approach is followed in the present study. It should be noted that, in BES programs, there are two CHTC correlations, one 
for the windward facade and one for the other, less exposed facades; (3) previous experimental studies indicated that the 
highest surface-averaged CHTC is obtained for the windward surface of cubic wall-mounted obstacles (e.g. [34]).    
It should be noted that there are different ways to define the CHTC as in Eq. (1), using different definitions of the 
reference temperature. In this paper, all CHTC values are determined based on the upstream (approach-flow) temperature, 
which is unaffected by the presence of the (heated) surface-mounted obstacle or building. Note that the term “local CHTC” 
therefore refers to a local value of this parameter based on the approach-flow temperature, not to a local value of this 
parameter based on a local reference temperature. 
 This paper contains six sections. In Section 2, the experiments by Meinders et al. [25,34] and the validation study are 
briefly outlined. Section 3 describes the computational settings and parameters for CFD simulations. Section 4 presents the 
CFD results. In Section 5, a discussion on the limitations of the study is given. The main conclusions are presented in 
Section 6. 
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2 CFD validation study  
2.1 Description of the turbulent channel experiments   
The experiments by Meinders et al. [25,34] are used here for validation purposes. In these experiments, the convective heat 
transfer at the surfaces of a cube placed in turbulent channel flow was investigated with high resolution. The channel had a 
height of 0.05 m and a width of 0.6 m (Fig. 1a). Two heat exchangers were used to maintain the approach air flow at a 
constant temperature of 21 °C with an uncertainty of ±0.5 ºC [34]. 
The cube had a height (Hc) of 0.015 m resulting in a blockage ratio in the channel of 0.75%. The cube itself had a copper 
core (12 × 12 × 12 mm³) around which an epoxy layer of 0.0015 m was applied on all surfaces (Fig. 1b). The copper core 
was heated at a constant temperature of 75 °C by a dissipating source (resistance wire) that was placed inside the core. The 
temperature of the copper core was measured by a thermocouple with an uncertainty of ±0.1 ºC. Due to the high thermal 
conductivity of the copper, a uniformly distributed temperature at the interior of the epoxy layer was obtained. The external 
surface temperature distribution of the epoxy cube surface when exposed to the wind flow was measured with infrared 
thermography. The uncertainty of the measured surface temperature using this method was within ±0.4 °C [34]. 
 The thin layer of epoxy applied on all surfaces of the cube, was used to be able to measure the surface temperature 
distribution and calculate the surface heat flux in order to evaluate the convective heat transfer coefficients. Meinders et al. 
[25,34] used the Finite Volume Method to solve the equation for the three-dimensional heat conduction problem for the 
epoxy layer, given the knowledge of the uniform copper temperature (i.e. 75 °C) and surface temperatures (from infrared 
thermography measurements). A heat balance between the heat conduction (from the inner to the outer epoxy surfaces) and 
the heat convection (from the outer epoxy surface to the air) yielded the local convective heat transfer coefficient.  
The cube was mounted on a base plate with a rather low thermal conductivity of 0.33 W/mK to prevent excessive 
conductive heat losses from the cube to the floor. As the accuracy of the measurements was very sensitive to the epoxy 
layer thickness, special care was taken to reduce the experimental uncertainties [34]. The layer was machined accurately 
with an uncertainty of 0.01 mm. The thermal expansion of the epoxy layer was determined experimentally (6.8×10-5 ºC-1). 
To increase the accuracy of the infrared thermography measurements, the external surface of the cube (epoxy layer) was 
coated with a 0.06×10-3 m layer of black high thermally conductive paint. 
 Experiments were performed under perpendicular approach flow and for several Reynolds numbers (based on the cube 
height Hc) ranging from 2000 to 5000. Note that given the relatively low Reynolds numbers in this measurement, it is very 
likely that all boundary layers over the model are laminar. Earlier wind-tunnel measurements have shown that for such a 
geometry, turbulent boundary layer is achieved when surface Reynolds numbers exceed about 150,000 [22,33]. In the 
present study, only the Reynolds number of 4440 is considered. In this condition, the average mass flow rate through the 
channel was 0.262 kg/s per unit area yielding an average bulk velocity (U) of 4.47 m/s.  
To generate the turbulent boundary layer flow, tripping strips were used at the bottom of the channel. These strips were 
located 5H upstream of the cube. For Re = 4440, the resulting vertical profile of mean wind speed for the turbulent 
boundary layer, at the location where the cube was later placed, was measured and is represented by a log law with 
aerodynamic roughness length z0 = 7.6 × 10-6 m and a friction velocity u* = 0.25 m/s. A developing laminar boundary layer 
was detected at the ceiling, while the core flow was uniform. The free stream velocity in the channel core, U, was 5.1 m/s. 
Laser Doppler Anemometry (LDA) was used to measure the flow field characteristics. The overall experimental 
uncertainties for the mean velocities and the Reynolds stresses were estimated to be 5% and 10%, respectively [34].  
Meinders et al. [25,34] provided the surface-averaged and cube-averaged CHTC as a function of ReH, i.e. CHTC = A 
(Re)B. They found exponents between B = 0.54 (front face) and B = 0.67 (side face), respectively. For the cube-averaged 
CHTC, the exponent is about 0.65. 
The relative importance of buoyancy effects is assumed negligible as the ratio of the Grashof number to the Reynolds 
number squared (Gr/Re2) is smaller than 0.3 [34]. Therefore, only forced convection is considered in the simulations. 
2.2 CFD validation: computational domain and grid  
A computational model is made of the cube including the epoxy layer (Fig. 2). The upstream and downstream domain 
lengths are 4H = 0.06 m and 10H = 0.15 m, respectively. Note that the upstream length is smaller than the one proposed by 
the guidelines by Franke et al. [36], Tominaga et al. [37] and Blocken [38], i.e. 5H. This limits the appearance of 
longitudinal gradients in the inlet profiles as mentioned by Blocken et al. [39,40]. The domain height is chosen equal to that 
of the channel in the experiments (= 3.3H) (Fig. 1a). It should be noted that the vicinity of the channel ceiling to the cube 
might cause an artificial acceleration of the flow over the top surface and a suppression of turbulence [25,34]. These 
phenomena can affect the heat transfer process in the flow especially at the top of the cube [34]. The distance between the 
cube walls and the lateral planes of the domain is 10H = 0.15 m, resulting in a blockage ratio of 1.4%. This ratio, like the 
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experimental value, is well below the maximum blockage ratio of 3% recommended by the aforementioned CFD best 
practice guidelines [36–38]. 
 The computational grid is generated with the aid of the pre-processor Gambit 2.4.6 using the surface-grid extrusion 
technique [41]. A total number of 40 cells with a uniform grid spacing (i.e. stretching ratio = 1) is applied along the cube 
surfaces in x-, y- and z-directions (with 4 cells across the epoxy layer thickness) (Fig. 3). These cubical cells extend up to a 
distance of H/3 from the cube surfaces. Beyond this distance, a stretching factor of 1.05 is applied, to limit the total number 
of cells. This resulted in a fully structured grid with 2,180,960 hexahedral cells. The grid resolution resulted from a grid-
sensitivity analysis (not shown in this paper). The minimum and maximum cell volumes in the domain are approximately 5 
× 10-11 m3 and 2 × 10-7 m3, respectively. The distance from the centre point of the wall adjacent cell to the wall is yP = 3 × 
10-4 m, corresponding to an average y* value of 3.8 over the cube surfaces. The maximum y* value of 6.9 only occurs at the 
top corners of the windward surface.  
2.3 CFD validation: boundary conditions 
Planes 1 and 3 in Fig. 2a are the inlet and outlet planes, while planes 2 and 4 are the side planes. The inlet velocity profile 
needed for the CFD simulations is not given in Ref. [25]. However, knowledge of this profile is essential for accurate CFD 
simulations. From the experiments, the measured mass flow rate in the channel mሶ ୲ ൌ 0.262 kg/s per unit area (Re = 4440) 
is known. Based on this information, we determined the profile as follows. We considered a three-part profile (Fig. 4a): a 
turbulent boundary layer (part 1), a uniform core flow (part 2) and a laminar boundary layer (part 3) near the top wall as 
pointed out by Meinders et al. [25,34]. The air velocity in the turbulent boundary layer varies from zero close to the floor, to 
U = 5.1 m/s at H1 = 1.53H. The uniform velocity of the second regime is equal to U. The laminar boundary layer velocity 
profile is given by [42]: 
 
uଷ
Uஶ ൌ ቈ2 ൬
z
Hଷ൰ െ ൬
z
Hଷ൰
ଶ
቉ (2) 
 
where H3 is the laminar boundary layer thickness. To determine the velocity profile, H2 or H3, the heights of the second and 
third parts of the profile need to be determined. The air mass flow rate of each part can be calculated based on its average 
velocity	ሺρuത୧H୧ሻ. Note that the average velocity of the laminar boundary layer is 2/3(U). Conservation of mass in a plane 
perpendicular to the flow direction yields: mሶ ଵ ൅ mሶ ଶ ൅ mሶ ଷ ൌ mሶ ୲. The results are shown in Fig. 4b (solid line). Fig. 4c shows 
the measured (dots) and fitted profile of the turbulent kinetic energy k. The appearance of longitudinal gradients is analysed 
by comparing the vertical profiles of the stream-wise velocity, u, and turbulent kinetic energy, k, profiles at the lateral edge 
of the domain (i.e. at 8H from the lateral side of the cube) where the flow is undisturbed by the presence of the cube. Fig. 5 
compares the profiles at x = 0 (inlet) and x = 4H (cube position). The average deviation from the prescribed inlet values of 
U is about 2%. For k, however, this deviation is more pronounced along the line, especially close to the ground plane (z/H = 
0.17) where it reaches 50%. This will be a factor contributing to possible discrepancies between simulations and 
experiments, especially near the bottom of the domain, as also shown in a previous publication [39]. The turbulence 
dissipation rate ɛ is given by Eq. (3), with  the von Karman constant (= 0.42).  
εሺzሻ ൌ u
∗ଷ
κሺz ൅ z଴ሻ (3) 
 
Zero static pressure is applied at the outlet plane. Symmetry conditions, i.e. zero normal velocity and zero normal 
gradients of all variables, are applied at the lateral sides of the domain. The ground and top of the domain are defined as no-
slip smooth walls.  
The thermal boundary conditions are a uniform inlet air temperature of 294 K (21 ºC) and a fixed surface temperature of 
348 K (75 ºC) for the inner surface of the epoxy layer (plane 6 in Fig. 2b). To couple the two zones on the solid/fluid 
interface (plane 5 in Fig. 2b), heat transfer is calculated directly from the solution of temperature in the adjacent cells of the 
fluid (air) and solid (epoxy layer). For the bottom of the epoxy layer (plane 7 in Fig. 2b), the average value of the surface 
temperature of the windward surface close to the ground plane (H/65) and the copper core is used. The bottom and top 
surfaces of the computational domain are adiabatic walls.  
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2.4 CFD validation: solver settings  
The 3D steady RANS equations are solved with the commercial CFD code Ansys/Fluent 12.1 [43]. The realizable k-ε 
model (Rk-ε) [44] in combination with the low-Re number Wolfshtein model [45] is used for closure. The SIMPLE 
algorithm is used for pressure-velocity coupling, pressure interpolation is second order and second-order discretization 
schemes are used for both the convection terms and the viscous terms of the governing equations. Convergence is assumed 
when all the scaled residuals level off and reach the values 10-7 for x, y, z momentum and energy, 10-5 for continuity and  
10-6 for k and ε.   
2.5 CFD validation: results 
Figs. 6a and c compare the experimental and CFD results of surface temperature along lines at the intersection of the cube 
with a central vertical plane and a mid-height horizontal plane. The differences between measurements and simulations, 
averaged along the windward, top, side and leeward lines, are given in Figs. 6b and d. For the windward surface, the general 
agreement is good with average deviations of about 1.7 and 2.4% along the vertical and horizontal lines, respectively, 
although a small overestimation of the maximum local surface temperature can be observed close to the ground (Fig. 6a). 
The main reasons for this can be: (1) the additional heat loss of the epoxy layer through the base wall in the experiments, 
which is not taken into account in the simulations (Fig. 1b) and/or (2) incorrect prediction of the size and shape of the 
standing vortex due to the upstream longitudinal gradients in the approach-flow profiles (Fig. 5) [39,40]. For the top and 
side surfaces of the cube, the agreement is not good and the average deviations increase to more than 6.5 and 6.6%. As the 
local heat transfer at the surfaces of the cube is highly dependent on the complex intermittent flow structure around the 
obstacle, the deviations in temperature of these surfaces can be directly related to the inaccurate flow field prediction by 
steady RANS downstream of the windward facade. It is well-known that steady RANS is incapable of capturing the 
inherently transient behavior of separation, reattachment and recirculation downstream of the windward surface and of von 
Karman vortex shedding in the wake [32,46–48]. Nevertheless, for the leeward surface, CFD shows a good performance 
along the horizontal line, especially in the middle of the line. Close to the side edges, however, the temperatures are 
overestimated. A large overestimation can also clearly be observed close to the upper edge of the leeward surface (along the 
vertical line). However, as the focus in this paper is on the windward façade, where very good agreement is found, the 
computational settings and parameters used in the validation study will continue to be used in the remainder of this paper.   
3 CFD simulation   
3.1 List of cases 
In this study, 22 isolated buildings are considered. The buildings can be classified into 3 groups (Table 1):  
Buildings with H ≥ W (W = 10 m and 10 m  H  80 m);   
Buildings with H  W (H = 10 m and 10 m  W  80 m); 
Buildings with H = W (10 m  H = W  80 m)  
Note that the depth of all buildings is identical D = 20 m.  
3.2 Computational geometry and grid 
The dimensions of the computational domains are chosen based on the best practice guidelines by Franke et al. [36] and 
Tominaga et al. [37]. The upstream and downstream domain length are 5H and 15H, respectively. Note that the upstream 
length is not reduced to 4H as in the validation study, because in this section, consistency between inlet profiles, wall 
functions, ground roughness, turbulence model and computational grid is achieved by combining the guidelines by Richards 
and Hoxey [49] and Blocken et al. [40]. High-resolution hybrid grids with about 2  106 prismatic and hexahedral cells is 
generated using the surface-grid extrusion technique [41]. In this case, yp, the distance from the centre point of the wall-
adjacent cell to the wall, is about 400 µm. Note that due to higher Re numbers for the full-scale buildings, the yp is smaller 
than the one used for the cube in the validation study. The maximum y* value is below 5 for all simulations, which is 
essential for accurate and reliable CFD simulations of near-wall heat transfer [27,29].  
3.3 Boundary conditions 
At the inlet of the domain, neutral atmospheric boundary layer inflow profiles of mean wind speed U (m/s) (Eq. 4), 
turbulent kinetic energy k (m2/s2) (Eq. 5) and turbulence dissipation rate ε (m2/s3) (Eq. 3) are imposed [49].  
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It is assumed that the buildings are situated on a large grass-covered terrain with an aerodynamic roughness length z0 = 
0.03 m [50]. Five reference wind speeds at 10 m height are used U10 = 1, 2, 3, 4 and 5 m/s. It yields building Reynolds 
numbers ranging from 0.7  106 to 28  106 based on the height of the buildings (H), making the boundary layer safely 
turbulent over most of their surfaces. Zero static pressure is applied at the outlet plane. Symmetry conditions are applied at 
the top and lateral sides of the domain. The ground surface is modelled as a no-slip wall with zero roughness height ks = 0, 
since in LRNM surface roughness values cannot be specified [27].    
The thermal boundary conditions are a uniform inlet air temperature of Tref = 10 ºC and a fixed surface temperature of 
Tw = 30 ºC for the building surfaces. The adiabatic boundary condition is used for the ground surface.  
3.4 Solver settings 
The solver settings are identical to those used in the validation study and reported in Sec 2.4. The 3D steady RANS 
equations with the realizable k-ε turbulence model are solved in combination with the low-Re number Wolfshtein model 
[45]. Only forced convection is considered in the simulations. 
4 Results  
4.1 Correlation between CHTC and U10 
To obtain correlations between the CHTC, averaged over the entire windward facade, and U10, the approach-flow mean 
wind speed at 10 m height, simulations with five different reference wind speed values are used: U10 = 1, 2, 3, 4 and 5 m/s. 
The simulations are performed for all eight buildings with H  W (W = 10 – 80 m), for three of the buildings with H ≥ W 
(H = 10, 20 and 30 m) and for three of the buildings with H = W (H = W = 10, 20 and 30 m). Choosing this set of buildings 
ensures that the maximum y* remains below 5 for the highest reference wind speed value. Figs. 7a, c and e show the 
relationship between the surface-averaged CHTC and U10 for the three groups of buildings. Power-law correlations are 
derived with high coefficients of determination (R2), as shown in Table 2. The exponents in all correlations are very close, 
ranging from 0.82 to 0.87, with a maximum deviation of about 5%. In addition, these exponents are comparable to those 
found in previous CFD studies, provided in Table 3. In spite of small differences in the exponents, the correlations 
presented in Tables 2 and 3 might lead to different values of surface-averaged CHTC, given that the inlet boundary 
conditions and building geometry in these studies are different.  
Given the fact that the exponents in all correlations in Table 2 are quite similar for the different reference wind speed 
values, one can expect that the variable CHTC ሺUଵ଴଴.଼ସሻ⁄  is relatively insensitive to U10 for each building geometry. The 
exponent 0.84 is chosen as the average value of the minimum and maximum values in the range. Figs. 7b, d and f displays 
the variations of CHTC ሺUଵ଴଴.଼ସሻ⁄  as a function of U10 for different building geometry.  The value of  CHTC ሺUଵ଴଴.଼ସሻ⁄  is almost 
constant with U10. The fact that CHTC ሺUଵ଴଴.଼ସሻ⁄  is nearly constant suggests that the building boundary layers are 
predominately turbulent during the CFD simulations, since it has long been known that NU ሺRe଴.଼ସሻ⁄  correlates most 
turbulent boundary layer heat transfer behaviour. The fact that the exponent is slightly different from 0.8 is probably due to 
the fact that for the windward walls the flow is essentially in stagnation up the facade centerline and develops laterally and 
vertically outward from the center to the edges of the building. The flow over the windward facade is nominally only 
parallel to the surface as one moves toward the edges. There is also a spacewise variation in the velocities at the top of the 
building boundary layers since the local edge of the boundary layer velocity parallel to the surface would increase close to 
the building corners. This is an important observation, especially from the viewpoint of computational economy. Indeed, 
because as the value of U10 increases, the thickness of the laminar sublayer decreases [27]. Because accurately calculating 
the CHTC with CFD requires that at least a few cells are placed inside the laminar sublayer, an increasing value of U10 
implies ever smaller values of y* and an increase in the total number of cells. The observation that CHTC ሺUଵ଴଴.଼ସሻ⁄  is 
independent of U10 however allows us to only perform the CFD simulations for a low value of U10, say 1 m/s, in order to 
obtain the CHTC at this and also all other values of U10. Therefore, in the remainder of this paper, all results shown were 
obtained by CFD simulations with U10 = 1 m/s, but they will be presented as hat CHTC ሺUଵ଴଴.଼ସሻ⁄  to indicate their general 
character. 
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4.2 Influence of building geometry on CHTC 
In this section, the influence of building geometry on CHTC at the windward facade of the buildings (Table 1) is 
investigated. The results are presented at U10 = 1 m/s and for all buildings presented in Table 1.  
4.2.1 Buildings with H ≥ W  
The local and surface-averaged CHTC at the surfaces of a bluff body is highly dependent on the immediate flow structure 
around the obstacle [1,2]. Therefore, for the three groups of buildings, the wind speed distribution near the windward facade 
is initially presented. Fig. 8 shows the normalized wind speed distribution across a vertical plane at a distance d = 0.3 m 
from the windward facade of three buildings, i.e. those with H = 10, 40 and 70 m. Taking the plane at this distance is 
inspired by that used in some full-scale measurements e.g. [14]. A region with low wind speed is observed in the upper part 
of each plane near the position of the stagnation point on the windward facade. The position of the stagnation point depends 
on the height of the buildings (not shown in this figure). For the three cases with H = 10, 40 and 70 m, for example, the 
stagnation point is located at 0.53H, 0.72H and 0.77H from ground level, respectively. The stagnation pressure forces the 
impinging wind flow to deviate towards the top and side edges, which leads to higher wind speed near these edges. Note 
that, by increasing the height of the buildings, the wind speed at the edges also increases. Close to the base of the buildings, 
where the dominant flow feature is the horseshoe vortex, a region with a low wind speed can also be seen. A closer look at 
Fig. 8 reveals that the height of the horseshoe vortex is relatively independent of the building height.    
 The CHTC ሺUଵ଴଴.଼ସሻ⁄  distribution across the windward facade of the three buildings with H = 10, 40 and 70 m is shown in 
Fig. 9. The distributions are compared with the wind speed distributions shown in Fig. 8. The maximum CHTC values occur 
at the top and lateral edges where the wind speed is relatively high. Therefore, by increasing the height of the buildings, the 
maximum CHTC ሺUଵ଴଴.଼ସሻ⁄  values also increase. From this figure, a relatively uniform CHTC ሺUଵ଴଴.଼ସሻ⁄  distribution is observed 
over the central part of the facade. This corresponds to the uniform high-pressure [51] and low-velocity (Fig. 8) zones in 
this part of the facade. In the lower part of the facade, near the region where the horseshoe vortex occurs, the local 
CHTC ሺUଵ଴଴.଼ସሻ⁄  is relatively low. This is due to the rotational behavior of the vortex, which increases the residence time of 
the air in this region leading to an increase in the local air temperature and a reduction in the local value of CHTC ሺUଵ଴଴.଼ସሻ⁄ . 
The height and position of this region is the same for the three cases.  
Fig. 10 shows the profile of the surface-averaged CHTC ሺUଵ଴଴.଼ସሻ⁄  on the windward facade for different values of H. It can 
be seen that for a given building width (W = 10 m) and depth (D = 20 m), an increase in H from 10 m to 80 m increases the 
surface-averaged CHTC ሺUଵ଴଴.଼ସሻ⁄  by about 20%.  
4.2.2 Buildings with W ≥ H  
Fig. 11 displays the normalized wind speed distribution across a vertical plane near the windward facade (d= 0.3 m) of the 
buildings with W = 10, 40 and 70 m. Increasing the width of the buildings results in a more pronounced wind-blocking 
effect upstream of the building. The wind-blocking effect [39,52] is defined as the disturbance of the wind-flow pattern due 
to the presence of the building and the associated decrease of the upstream stream-wise wind-velocity component (wind-
speed slow-down). Thus, increasing the width of the buildings results in a reduced wind speed near the building facade. 
This reduction is more pronounced in the central part of the plane. For the top and lateral edges, the local wind speed values 
are almost the same in all cases.  
 The CHTC ሺUଵ଴଴.଼ସሻ⁄  distributions across the windward facade of the three buildings are presented in Fig. 12. By 
increasing the width of the buildings, the local CHTC ሺUଵ଴଴.଼ସሻ⁄  in the central portion of the facade is reduced. This is 
consistent with the wind speed reduction near the windward facades, as explained in section 4.2.1. In addition, a reduction is 
also seen at the top and lateral edges of the buildings, where the local wind velocity is relatively independent of the building 
width (Fig. 11). The main reason for this reduction is the increase in time that the air is in contact with the facade. Due to 
the longer contact time, the temperature difference between the air and the surface reduces and this leads to a decrease in the 
local	CHTC ሺUଵ଴଴.଼ସሻ⁄ . Note that the time, during which the convective heat transfer occurs between the air and the facade 
(length along streamline) is most likely related to the dimension of the facade and wind speed.        
The profile of the surface-averaged CHTC ሺUଵ଴଴.଼ସሻ⁄  on the windward facade for different values of building width, W, is 
presented in Fig. 13. The surface-averaged CHTC ሺUଵ଴଴.଼ସሻ⁄  decreases monotonically by increasing the width of the buildings. 
For a given height, H = 10 m, as W increases from 10 to 80 m, the surface-averaged CHTC ሺUଵ଴଴.଼ସሻ⁄  decreases by more than 
33%.  
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4.2.3 Buildings with W = H  
Fig. 14 presents the normalized wind speed distribution across a vertical plane at a distance d = 0.3 m from the windward 
facade of the three buildings with H = W = 10, 40 and 70 m. By increasing the building dimensions, the local wind speed 
also increases especially near the top and lateral edges.   
Fig. 15 shows the CHTC ሺUଵ଴଴.଼ସሻ⁄  distribution on the windward facade of the three buildings. A reduction in the local CHTC ሺUଵ଴଴.଼ସሻ⁄  values is observed on the entire facade by increasing the H and W from 10 to 40 m. Such reduction is most 
pronounced near the top and lateral edges. By increasing H and W from 40 to 70 m, however, the distribution remains 
nearly identical. To understand this constant behaviour, the variations in the air speed and air temperature distributions near 
the windward facades is examined. Fig. 16 displays the profiles of normalized air temperature ሺT െ T୵ሻ ሺT୰ୣ୤ െ T୵ሻ⁄  along 
two lines at a distance d = 0.3 m from the windward facade. By increasing H and W, the temperature difference between the 
air and the surface decreases. This is related to the increase in the contact time between the air and the surface especially at 
the top and lateral edges. Note that the wind speed and the temperature difference between the air and the surface have 
opposite effects on the rate of convective heat transfer. Figs. 14 and 16 show that as H and W increase from 10 to 40 m, the 
decrease in the temperature difference between the air and the surface has a dominant impact of the local CHTC ሺUଵ଴଴.଼ସሻ⁄  
rather than the impact of the increase in the wind speed (Fig. 14). On the other hand, as H and W increase from 40 to 70 m, 
however, the two effects counterbalance each other leading to the relatively similar CHTC ሺUଵ଴଴.଼ସሻ⁄ 	distributions.  
The profile of the surface-averaged CHTC ሺUଵ଴଴.଼ସሻ⁄  as a function of building dimensions is shown in Fig 17. By 
increasing the height (width) of the buildings from 10 m to 40 m, the surface-averaged CHTC decreases by 10%. Further 
increase in H (= W) from 40 to 80 m, leads to an opposite trend in the surface-averaged CHTC ሺUଵ଴଴.଼ସሻ⁄ . In this case, the 
surface-averaged CHTC ሺUଵ଴଴.଼ସሻ⁄  slightly increases, by 3%.    
5 Discussion  
This work was motivated by lack of knowledge on the impact of building size and geometry on the local and mean CHTC.  
In this study, the CFD validation is performed for a wall-mounted cube in a turbulent flow at an obstacle Re number of 
4440. Such choice is due to the lack of available high-resolution wind-tunnel data of CHTC at realistic Reynolds numbers 
for building applications (~105-107). Given the relatively low Reynolds number in the measurements, it is very likely that all 
boundary layers over the model are laminar. Therefore, further CFD validation studies are required at sufficiently high 
Reynolds numbers to ensure the turbulent boundary layer is obtained. 
The focus of this study is on the surface-averaged CHTC. Research however shows that the complex wind flow around a 
wall-mounted cubic obstacle results in highly varying CHTC values across its surfaces. In this case, the local values deviate 
significantly from average values especially in regions of stagnation, separation and reattachment [25,27,33]. 
The focus of this paper is on the windward facade. Further research is needed to investigate the CHTC distributions for 
facades other than the windward façade. Note however that steady RANS is incapable of capturing the inherently transient 
behaviour of separation and recirculation downstream of the windward facade and of von Karman vortex shedding in the 
wake. Therefore, (more) accurate results at these surfaces should be pursued using transient simulations with DES or LES. 
This study is only performed for single isolated and simplified buildings. Future CFD studies should focus on different 
building configurations in different environment topographies. Note that in many European cities, high-rise buildings are 
generally positioned among low-rise buildings, and not present in groups/clusters, as in more modern cities on the American 
continent. Therefore, they can to some extent be represented by an isolated building in this theoretical study. 
In this study, the simulations are performed for smooth and simple facades. Future work will take into account the 
impact of surface roughness on CHTC. Such roughness should include small-scale facade roughness, related to the building 
materials, and large-scale facade roughness, related to the building details like window openings and balconies. Earlier 
experiments have shown the importance of small-scale roughness on convective heat transfer [15]. The large-scale facade 
roughness, such as balconies, can lead to very strong changes in wind field around the building [51,53], which can affect the 
CHTC distribution considerably.  
6 Conclusions 
This paper focuses on the influence of building size and geometry on the CHTC. High-resolution 3D steady RANS CFD 
simulations of convective heat transfer at the facades of several buildings with different size and geometry are performed to 
investigate the impact of building geometry on CHTC. 22 isolated buildings are considered that can be classified into 3 
groups: buildings with H (height) ≥ W (width), buildings with H  W and buildings with H = W (square windward facade). 
The evaluation is based on validation with wind-tunnel measurements of surface temperature for a reduced-scale wall-
mounted cubic obstacle. The results of the CFD validation shows that the high-Re number realizable k– model in 
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combination with the low-Re number Wolfhstein model can provide accurate results for convective heat transfer at the 
windward surface of reduced-scale cubic models. 
 Based on the low-Re number CFD simulations for buildings with different geometry, the following conclusions are 
made: 
- CHTC ሺUଵ଴଴.଼ସሻ⁄  is relatively insensitive to the reference wind speed, U10. 
- For W = 10 m and by increasing H from 10 m to 80 m, the surface-averaged CHTC ሺUଵ଴଴.଼ସሻ⁄  on the windward 
facade increases by about 20%. Such increase is related to the increase in the local wind speed values at the lateral 
and top edges of the windward façade with increasing building height. 
- For H = 10 m, increasing the building width from 10 to 80 m has the opposite impact on the surface-averaged 
CHTC ሺUଵ଴଴.଼ସሻ⁄ , which decreases by more than 33%. This reduction is related to the wind-blocking effect (wind-
speed slow-down) upstream of the buildings, which is more pronounced for wider buildings. In this case, the time 
that the air is in contact with the facade increases which reduces the temperature difference between the air and the 
surface leading to a decrease in the local CHTC ሺUଵ଴଴.଼ସሻ⁄ . 
- For buildings with H = W, increasing the building height and width from 10 m to 40 m yields a 10% reduction in 
the surface-averaged CHTC ሺUଵ଴଴.଼ସሻ⁄  on the windward facade. For higher values of H and W, however, the opposite 
trend is found with a slight increase of 3%. This trend can be explained as the combination of the individual impact 
of building width and building height on CHTC ሺUଵ଴଴.଼ସሻ⁄ .  
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Figure 1. Experimental setup of Meinders et al. [22,23]: (a) Perspective view of cube model in channel. (b) Section through 
the heated cube. All dimensions are in meter. 
 
 
 
 
 
 
 
 
 
 
Figure 2. Perspective view of (a) computational domain and (b) model of cube including epoxy layer. 
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Figure 3. High-resolution computational grid (a) at cube and (b) part of the ground surface (total number of cells: 
(2,180,960). 
 
 
 
 
 
 
 
 
Figure 4. (a) Schematic and (b) measured (dots) and modelled (solid line) vertical profile of normalized mean wind 
velocity. (c) Measured (dots) and modelled (solid line) vertical profile of turbulent kinetic energy k. 
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Figure 5. Comparison of inlet and incident vertical profiles of normalized wind speed U/U and turbulent kinetic energy k. 
 
 
 
 
 
 
Figure 6. (a and c) Comparison of simulated and measured surface temperature along lines on the cube surfaces. (b and d) 
Average difference between simulations and measurements along same lines. 
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Figure 7. Profiles of surface-averaged CHTC (CHTCavg) on the windward facade, as a function of U10, for buildings with 
(a) H  W, (c) H = W and (e) H ≥ W. (b,d,f) Same for CHTCavg/Uଵ଴଴.଼ସ. 
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Figure 8. Distribution of normalized wind speed across a vertical plane at a distance d = 0.3 m from the windward facade 
for buildings with W = 10 m and (a) H = 10 m, (b) H = 40 m and (c) H = 70 m (D = 20 m for all cases). 
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Figure 9. Distribution of CHTC ሺUଵ଴଴.଼ସሻ⁄  across the windward facade for buildings with W = 10 m and (a) H = 10 m, (b) H = 
40 m and (c) H = 70 m (D = 20 m for all cases). 
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Figure 10. Profile of surface-averaged CHTC ሺUଵ଴଴.଼ସሻ⁄  on the windward facade for buildings with W = 10 m and different 
values of H (D = 20 m for all cases). 
 
 
 
 
Figure 11. Distribution of normalized wind speed across a vertical plane at a distance d = 0.3 m from the windward facade 
for buildings with H = 10 m and (a) W = 10 m, (b) W = 40 m and (c) W = 70 m (D = 20 m for all cases). 
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Figure 12. Distribution of CHTC ሺUଵ଴଴.଼ସሻ⁄  across the windward facade for buildings with H = 10 m and (a) W = 10 m, (b) W 
= 40 m and (c) W = 70 m (D = 20 m for all cases). 
 
 
 
 
Figure 13. Profile of surface-averaged CHTC ሺUଵ଴଴.଼ସሻ⁄  on the windward facade for buildings with H = 10 m and different 
values of W (D = 20 m for all cases). 
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Figure 14. Distribution of normalized wind speed across a vertical plane at a distance d = 0.3 m from the windward facade 
for buildings with H = W (square windward facade): (a) H = 10 m, (b) H = 40 m and (c) H = 70 m (D = 20 m for all cases). 
 
 
Figure 15. Distribution of CHTC ሺUଵ଴଴.଼ସሻ⁄  across the windward facade for buildings with H = W (square windward facade): 
(a) H = 10 m, (b) H = 40 m and (c) H = 70 m (D = 20 m for all cases). 
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Figure 16. Normalized air temperature for different values of H (= W) along (a) vertical and (b) horizontal lines at a 
distance d = 0.3 m from the windward facade. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 17. Profile of surface-averaged CHTC ሺUଵ଴଴.଼ସሻ⁄  on the windward facade for buildings with H = W (square windward 
facade) (D = 20 m for all cases). 
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Table 1.  Geometry of three groups of buildings  
Building geometry Height H (m) 
Width 
W (m) 
Depth 
D (m) 
H ≥ W 
 
10, 20, 30, 40, 50, 60, 70, 80 10 20 
H  W 
 
10 10, 20, 30, 40, 50, 60, 70, 80 20 
H = W 
 
10, 20, 30, 40, 50, 60, 70, 80 W = H 20 
 
 
 
 
 
 
Table 2. CFD-based correlations between surface-averaged CHTC for the windward facade and reference wind speed U10 
Building geometry W [m] 
 
 10 20 30 40 50 60 70 80 
CHTC 6.17(U10)0.84 5.62(U10)0.84 5.05(U10)0.86 4.73(U10)0.85 4.48(U10)0.86 4.37(U10)0.86 4.19(U10)0.86 4.15(U10)0.86
R2 0.9995 0.9997 0.9996 0.9994 0.9995 0.9994 0.9991 0.9992 
 
Building geometry                       H [m] 
 
 10 20 30 
 
CHTC 6.17(U10)0.84 6.47(U10)0.84 7.22(U10)0.82 
R2 0.9995 0.9994 0.9988  
 
Building geometry                    H = W [m] 
 
 10 20 30 
 
CHTC 6.17(U10)0.84 5.79(U10)0.85 5.62(U10)0.87
R2 0.9995 0.9993 0.9988  
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Table 3.  Surface-averaged CHTC-U10 correlations from CFD simulations 
Ref. Building Geometry  H  W  D (m) 
near-wall region 
modelling 
U10 range  
(m/s) 
CHTC-U10 correlation 
for windward 
Emmel et al. [18] 2.7  6  8 Wall function 1.0 – 15.0 ܥܪܶܥ ൌ 5.15 ଵܷ଴଴.଼ଵ 
Blocken et al. [17] 10  10  10 Low-Reynolds number modelling 1.0 – 4.0 ܥܪܶܥ ൌ 4.60 ଵܷ଴଴.଼ଽ 
Defraeye et al. [19] 10  10  10 Low-Reynolds number modelling 0.50 – 5.0  ܥܪܶܥ ൌ 5.15 ଵܷ଴଴.଼ଶ 
Defraeye et al. [20] 10  10  10 Low-Reynolds number modelling 0.15 – 7.50 ܥܪܶܥ ൌ 5.01 ଵܷ଴଴.଼ହ 
 
 
 
