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Let A be a square-free abelian variety defined over a number field K. Let S be a
density one set of prime ideals p of OK . A famous theorem of Faltings says that the
Frobenius polynomials PA,p(x) for p ∈ S determine A up to isogeny. We show that
the prime factors of |A(Fp)| = PA,p(1) for p ∈ S also determine A up to isogeny
over an explicit finite extension of K. The proof relies on understanding the `-adic
monodromy groups which come from the `-adic Galois representations of A, and
the absolute Weyl group action on their weights. We also show that there exists
an explicit integer e ≥ 1 such that after replacing K by a suitable finite extension,
the Frobenius polynomials of A at p must equal to the e-th power of a separable
polynomial for a density one set of prime ideals p ⊆ OK .
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CHAPTER 1
INTRODUCTION
Let A be a non-zero abelian variety defined over a number field K. Let ΣK be
the set of non-zero prime ideals of the ring of integers OK of K. For each prime
p ∈ ΣK , let Fp := OK/p be the corresponding residue field. For all but finitely
many primes p ∈ ΣK , A has good reduction modulo p and such a reduction gives
an abelian variety Ap defined over Fp. Let PA,p(x) be the Frobenius polynomial of
A at p which we will define in §2.1. If A is isogenous to another abelian variety A′
also defined over K, then one can show that PA,p(x) = PA′,p(x) for all p ∈ ΣK for
which A and A′ have good reduction.
Let S be a density one subset of ΣK for which A has good reduction. A theorem
of Faltings says that the function p ∈ S 7→ PA,p(x) determines A up to isogeny
[Fal86, §5, Corollary 2], i.e., if A and A′ are abelian varieties defined over a number
field K such that PA,p(x) = PA′,p(x) for a density 1 set of prime ideals p ∈ ΣK ,
then A is isogenous to A′ (over K). In fact, one can further show that the function
p ∈ S 7→ |A(Fp)| determines A up to isogeny; note that this is a weaker condition
than in Faltings’ theorem since |A(Fp)| = PA,p(1). This result seems to be unknown
and we will give a quick proof in §8.
Let Λ be a set of rational primes. For any integer n ≥ 1, we define the radical
of n with respect to Λ by
radΛ(n) :=
∏
`∈Λ, `|n
`.
Note that when Λ is the set of all rational primes, rad(n) := radΛ(n) is the usual
definition of radical of n, i.e., the product of the distinct prime divisors of n.
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Now, let Λ be a density one subset of rational primes. The main goal of this
paper is to study if and when the function p ∈ S 7→ radΛ |A(Fp)| determines A up
to isogeny; note that this is an even weaker condition. This problem has already
been studied for special classes of A, see §1.1.
The abelian variety A is isogenous to
∏
iB
ei
i with Bi pairwise non-isogenous
simple abelian varieties defined over K and ei ≥ 1. It is easy to see that
radΛ |A(Fp)| = radΛ
∣∣∣(∏
i
Bi)(Fp)
∣∣∣
for all p ∈ ΣK for which A has good reduction; it does not depend on the ei ≥ 1.
So in general, we will not be able to recover the isogeny class of A by studying
radΛ |A(Fp)| for p ∈ ΣK . This motivates the following definition: we say that A is
square-free if it is non-zero and ei = 1 for all i.
Let K be a fixed algebraic closure of K. Let KconnA be the minimal extension
of K in K for which the `-adic monodromy groups of A are connected, see §2.1.
We can also characterize KconnA as the minimal extension of K in K for which
KconnA is contained in the torsion field K(A[`]) for all sufficiently large primes `,
see [LP97, Theorem 0.1].
Our main theorem says that if A is square-free and if we replace K with KconnA ,
then the function p ∈ S 7→ radΛ |A(Fp)| determines A up to isogeny. We will give
a proof in §5.
Theorem 1.0.1. Let A be a square-free abelian variety defined over a number field
K satisfying KconnA = K. Let Λ be a density 1 set of rational primes. Suppose A
′
is a square-free abelian variety defined over K for which
radΛ |A(Fp)| = radΛ |A′(Fp)|
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holds for all p ∈ ΣK away from a set of density 0. Then A is isogenous to A′ (over
K).
One can slightly weaken the assumption and study what happens when
radΛ |A′(Fp)| divides radΛ |A(Fp)| for all p ∈ S. Although it seems stronger, we
will deduce the following theorem from Theorem 1.0.1 in §6.
Theorem 1.0.2. Let A be a square-free abelian variety defined over a number
field K satisfying KconnA = K; it is isogenous to
∏r
i=1 Bi, where Bi are pairwise
non-isogenous simple abelian varieties defined over K. Let Λ be a density 1 set of
rational primes. Suppose that A′ is any abelian variety defined over K for which
radΛ |A′(Fp)| divides radΛ |A(Fp)|
for all p ∈ ΣK away from a set of density 0. Then A′ is isogenous to
∏
i∈I B
ei
i for
some subset I ⊆ {1, . . . , r} and integers ei ≥ 1.
Remarks 1.0.3. We do not know whether Theorems 1.0.1 and 1.0.2 hold without
the assumption KconnA = K. If A
′ is an abelian variety defined over K such that
radΛ |A(Fp)| = radΛ |A′(Fp)| for a density 1 set of p ∈ ΣK , then one can show that
we also have radΛ |A(FP)| = radΛ |A′(FP)| for a density 1 set of P ∈ ΣKconnA (see
Lemma 5.1.1). Theorem 1.0.1 then implies that A and A′ are isogenous over KconnA .
The methods we used in proving Theorem 1.0.1 also enable us to prove the
following theorem in §7.
Theorem 1.0.4. Let A be a simple abelian variety defined over K satisfying
KconnA = K. There is an integer e ≥ 1 such that PA,p(x) is equal to the e-th
power of a separable polynomial for all p ∈ ΣK away from a set of density 0.
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Remarks 1.0.5. We can make the integer e of Theorem 1.0.4 explicit. Define D :=
End(A)⊗ZQ; it is a division algebra since A is simple. We then have e = [D : E]1/2,
where E is the center of D.
1.1 Some previous results
First, we recall some earlier known cases which are related to Theorem 1.0.1. An
abelian variety A of dimension g ≥ 1 defined over a number field K is said to be
fully of type GSp if the image ρA,`(GalK) of the mod-` Galois representation of
A, which we will define in §2.1, is isomorphic to GSp2g(F`) for sufficiently large
primes `. Perucca [Per15, Theorems 1.1, 1.3] proved the following theorem which
extends earlier results of Hall-Perucca [HP13] and Ratazzi [Rat15, Theorem 1.3];
we state it in terms of our radical function radΛ.
Theorem 1.1.1. Let A and A′ be abelian varieties defined over a number field K.
Let S be a set of prime ideals of OK of density 1 for which A and A′ have good
reduction. Let Λ be an infinite set of rational primes. Suppose that radΛ |A′(Fp)|
divides radΛ |A(Fp)| for all p ∈ S.
(a) Suppose that each of A and A′ is an elliptic curve or an abelian variety fully
of type GSp. Then A is isogenous to A′.
(b) Suppose that the simple factors of both AK and A
′
K are an elliptic curve or an
abelian variety fully of type GSp. Then every simple quotient of A′
K
is also a
quotient of AK.
When Λ has density 1, Theorem 1.1.1 can be deduced from Theorem 1.0.2. For
example, if A is fully of type GSp (and hence End(A) = End(AK) = Z), then one
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can check that A is squarefree and KconnA = K, so Theorem 1.0.2 applies. Note
that it is important to assume Λ is a density 1 set of rational primes in Theorem
1.0.1 since number fields F will arise in our general proof for which we will need
infinitely many ` ∈ Λ that splits completely in F .
When A and A′ are products of fully of type GSp or CM elliptic curves, the
Galois images ρA×A′,`(GalK) (see §2.1) can be explicitly computed for all sufficiently
large `; in general, these images are mysterious and we will study them by using
the `-adic monodromy groups GA×A′,` in §3.
We also recall the following result which is related to Theorem 1.0.4. Let A
be an absolutely simple abelian variety defined over a number field K. Zywina
showed that if the Mumford-Tate conjecture holds for A, then for a density-one
set of primes p ∈ ΣK , Ap is isogenous to some power of B where B is an absolutely
simple abelian vareity defined over Fp [Zyw14]. Using Honda-Tate theory, one then
shows that PA,p(x) is an e-th power of an irreducible polynomial for all p ∈ ΣK
away from a set of density 0.
1.2 Notation
We will always denote by ` a rational prime. The phrase “almost all” refers to
elements from a density one subset of the set of interest. For a non-zero polynomial
f(x) ∈ Q[x] with factorization f(x) = c∏i pi(x)ei where c ∈ Q× and pi(x) are
monic and irreducible, we define rad f(x) :=
∏
i pi(x).
Let K be a fixed algebraic closure of K. We denote by GalK the absolute
Galois group Gal(K/K) of K. For an algebraic group G defined over a field,
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we will denote by G◦ the connected component of G which contains the identity
element; it is an algebraic subgroup of G.
For a free R-module M , where R is a ring, we denote by GLM the group scheme
over R for which GLM(B) = AutB(B ⊗RM) for each R-algebra B.
1.3 Overview
Let A and A′ be non-zero abelian varieties defined over a number field K that
satisfies KconnA = K. The idea is to first study the case where A and A
′ are base
extended to KconnA×A′ (see Proposition 5.0.1) and then show that K
conn
A×A′ = K (see
Proposition 5.0.2).
In §2.1, we review some basics on the `-adic representations ρA,` arising from
the action of GalK on the `-power torsion points of an abelian variety A over K.
To each prime `, we will associate an algebraic group GA,` over Q` which is called
the `-adic monodromy group. The Frobenius polynomials PA,p(x) arise from the
images of ρA,` and we can study them using GA,`. In §2.2, we will give background
on reductive groups and their weights. In §2.3, we will study a result related to
Pink’s work on minuscule representations.
In general, these monodromy groups GA,` are mysterious. However, after as-
suming that they are connected, i.e., KconnA = K, then we know just enough
properties about these groups that allow us to prove Theorem 1.0.1.
In §3, after extending K to KconnA×A′ , we study the mod ` representations ρA×A′,`
associated to the abelian variety A × A′ for ` ∈ Λ and show that radPA,p(x) =
radPA′,p(x) for all p ∈ S. In §4, we show that the Frobenius polynomials of non-
6
isogenous simple abelian varieties are relatively prime for almost all p ∈ ΣK ; the
proof relies heavily on the results from §2.3. In §5.1, we will then show how to
combine §3 and §4 to show that A′ is isogenous to a product of simple factors of A
over KconnA×A′ . In §5.2, we will further show that KconnA×A′ = K. This gives the proof
of Theorem 1.0.1.
In §6, we will show how to use Theorem 1.0.1 to prove Theorem 1.0.2.
In §7, we will use the tools developed in §4 to give the proof of Theorem 1.0.4.
In §8, we will give a quick proof of why the function p ∈ S 7→ |A(Fp)| determines
A up to isogeny, also as promised in the introduction.
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CHAPTER 2
BACKGROUND
2.1 Galois representations
In this section, we let A be an abelian variety of dimension g ≥ 1 defined over a
number field K. For each positive integer m, let A[m] be the m-torsion subgroup
of A(K); it is a free Z/mZ-module of rank 2g. Fix a prime `. The `-adic Tate
module of A is the inverse limit
T`(A) := lim←−
e
A[`e]
with respect to the multiplication-by-` transition maps A[`e+1]
×`→ A[`e]; it is a free
Z`-module of rank 2g. The absolute Galois group GalK naturally acts on A[m]
and hence also on T`(A). We thus have a Galois representation
ρA,` : GalK → AutZ`(T`(A)).
Define V`(A) := T`(A) ⊗Z` Q`; it is a Q`-vector space of dimension 2g. By
tensoring up with Q` and F` respectively, ρA,` induces Galois representations
ρA,` : GalK → AutQ`(V`(A))
and
ρA,` : GalK → AutF`(A[`]),
respectively. For a prime p ∈ ΣK such that p - ` and A has good reduction, ρA,` is
unramified at p, and the Frobenius polynomial of p is defined by
PA,p(x) := det(xI − ρA,`(Frobp));
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it is a monic polynomial of degree 2g with integer coefficients and is independent of
`. Note that PA,p(x) also agrees with the characteristic polynomial of the Frobenius
endomorphism piAp of Ap, where Ap is the reduction of A modulo p, i.e., the unique
polynomial P (x) ∈ Z[x] such that the isogeny n−piAp of A has degree P (n) for all
integers n. We have PA,p(1) = deg(1− piAp) = |A(Fp)|. Note that we also have
PA,p(x) ≡ det(xI − ρA,`(Frobp)) (mod `)
for all p - ` for which A has good reduction.
Let GA,` be the Zariski closure of ρA,`(GalK) in GLT`(A); it is a group scheme
over Z`. The generic fibre GA,` := (GA,`)Q` agrees with the Zariski closure of
ρA,`(GalK) in GLV`(A); it is an algebraic subgroup of GLV`(A) called the `-adic
algebraic monodromy group of A. The special fibre HA,` := (GA,`)F` is an
algebraic subgroup of GLA[`] and we have ρA,`(GalK) ⊆ HA,`(F`).
Let KconnA be the fixed field in K of the subgroup (ρA,`)
−1(G◦A,`(Q`)) of GalK ; it
is the minimal Galois extension L of K for which GAL,` is connected (it will equal
G◦A,`).
Proposition 2.1.1. The number field KconnA is independent of the choice of `. In
particular, KconnA = K if and only if all the `-adic monodromy groups GA,` are
connected.
Proof. See Serre [Ser00, #133 p.17] and [LP97].
Note that if A and A′ are abelian varieties defined over the number field K,
then KconnA×A′ ⊇ KconnA ·KconnA′ .
Proposition 2.1.2. Assume that KconnA = K. Then the Z`-group scheme GA,` is
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reductive for all sufficiently large `. The algebraic group HA,` is connected and
reductive for all sufficiently large `.
Proof. Reductiveness of GA,` was proved in [LP97]; see also [Win02, §1.3] for a
minor correction of the proof. Connectedness of HA,` follows from the reductiveness
of GA,` and the connectedness of GA,`.
For a reductive algebraic group G over a field, we say that G is split if it
contains a split maximal torus. One can find a more precise definition in the next
section. Here are some properties concerning HA,` related to Serre’s work which
will be useful in §3; in particular, part (a) shows that ρA,`(GalK) “almost equals”
HA,`(F`).
Theorem 2.1.3. Assume that KconnA = K.
(a) There exists a constant MA, depending only on A, such that [HA,`(F`) :
ρA,`(GalK)] ≤MA for all `.
(b) For ` sufficiently large, HA,` is connected, reductive and contains the group Gm
of homotheties.
(c) There is a finite Galois extension F of Q such that HA,` is split for all suffi-
ciently large ` that splits completely in F .
Proof. In Serre’s 1985–1986 course at the Colle`ge de France [Ser00, #136], he
constructed for each prime ` a connected, reductive algebraic subgroup of GLA[`] =
GLT`(A),F` that satisfies all the properties as stated in (a) and (b). Wintenberger
[Win02, §3.4] showed that this subgroup is isomorphic to the connected component
of HA,` when ` is sufficiently large. For more details, one can refer to [Ser00, #137],
[Ser00, #138], [Win02] and [Zyw14, Proposition 2.10].
10
For (c), see [Zyw16, Lemma 3.2].
The following results concerning ρA,` will be useful in §4.
Theorem 2.1.4 (Faltings).
(a) The Galois representation ρA,` : GalK → AutQ`(V`(A)) is semisimple.
(b) For abelian varieties A and A′ defined over K, the natural homomorphism
Hom(A,A′)⊗Z Q` → HomQ`[GalK ](V`(A), V`(A′))
is an isomorphism. In particular, EndQ`[GalK ](V`(A)) is isomorphic to
End(A)⊗Z Q`.
(c) The group G◦A,` is reductive.
Proof. See [Fal86, Theorems 3–4].
Lemma 2.1.5. Assume that KconnA = K.
(a) Then we have End(AK)⊗Z Q = End(A)⊗Z Q.
(b) For any simple abelian subvariety B of A, the abelian variety BK is also simple.
Proof. For (a), see [Zyw14, Proposition 2.2 (iii)]. For (b), let B/K be a simple
abelian subvariety of A. Suppose BK is not simple. Then there exists φ ∈ End(AK)
such that φ(AK) is a non-zero proper abelian subvariety of BK . By (a), φ is defined
over K and so φ(A) is a non-zero proper abelian subvariety of B. This contradicts
our assumption that B is simple.
11
2.2 Reductive groups and weights
Let G be a connected reductive group defined over a perfect field k and fix an
algebraic closure k of k. A torus of G is an algebraic subgroup T ⊆ G such that
Tk is isomorphic to (Gm)rk for some integer r ≥ 0. We say that T is split if it
is isomorphic to (Gm)rk. A maximal torus of G is a torus T of G that is not
contained in any larger torus of G; the torus Tk is a maximal torus of Gk. Since G
is a reductive group, any two maximal tori of Gk are conjugate to each other by
some element of G(k). The rank r of G is the dimension of any maximal torus.
We say that G is split if it contains a split maximal torus.
Fix a maximal torus T of G. Denote by X(T ) the group of characters Tk →
(Gm)k; it is a free abelian group of rank r. The (absolute) Weyl group of G
with respect to T is defined as
W (G, T ) := NG(T )(k)/T (k)
where NG(T ) is the normalizer of T in G. For n ∈ NG(T )(k), the homomorphism
ιn : Tk → Tk defined by t 7→ ntn−1 gives an automorphism α 7→ α◦ (ιn)−1 of X(T ).
This gives a faithful left action of W (G, T ) on X(T ).
Suppose we have a representation ρ : G→ GLV where V is a finite dimensional
vector space over k. For each character α ∈ X(T ), let V (α) be the subspace of
V ⊗k k consisting of those vectors v for which ρ(t) · v = α(t)v for all t ∈ T (k).
We say that α ∈ X(T ) is a weight of ρ if V (α) 6= 0, and we denote the (finite)
set of such weights by Ω(ρ) or Ω(V ). Note that W (G, T ) acts on Ω(V ). We
have a decomposition V ⊗k k =
⊕
α∈Ω(V ) V (α) and hence for each t ∈ T (k), the
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characteristic polynomial of ρ(t) is given by
det(xI − ρ(t)) =
∏
α∈Ω(V )
(x− α(t))mα
where mα := dimk V (α) is the multiplicity of α. Note that mα = mβ if α and β
are in the same W (G, T )-orbit.
2.3 Weak Mumford-Tate pairs and minuscule representa-
tions
Let F be a field of characteristic zero. Suppose G is a connected reductive algebraic
group over F with a faithful representation ρ : G ↪→ GLU where U is a finite
dimensional F -vector space. We have an isomorphism X(Gm) = Z, where an
integer n ∈ Z corresponds to the character t 7→ tn.
Definition 2.3.1. The pair (G, ρ) is called a weak Mumford-Tate pair with
weights {0, 1} if there exists a set of cocharacters {µ : (Gm)F → GF} such that
(i) GF is generated by the images of the G(F )-conjugates of all µ, and
(ii) the weights of each ρ ◦ µ are in {0, 1}.
Fix a maximal torus T of G. Let W (G, T ) be the (absolute) Weyl group of G
with respect to T . Recall that W (G, T ) acts on Ω(ρ) ⊆ X(T ). In order to study
how W (G, T ) acts on Ω(ρ) when (G, ρ) is a weak Mumford-Tate pair, we will also
need the following definition.
Definition 2.3.2. We say that an irreducible representation ρ : G → GLU is
minuscule if the Weyl group W (G, T ) acts transitively on the weights of ρ, i.e.,
the weights of ρ form a single orbit under the action of the Weyl group W (G, T ).
13
See [Bou05, Ch.VIII §3] for an equivalent definition of minuscule using Ω(U)-
saturations.
If F is algebraically closed, then (G, ρ) being minuscule implies that all the
weights of ρ must have multiplicity 1 since there exists a highest weight of mul-
tiplicity 1 for ρ (see for example [Hum75, §31.3]). We obtained the proof of the
following theorem by collecting ideas from Serre [Ser79, §3] and Pink [Pin98, §4].
Theorem 2.3.3. Suppose G is a connected reductive group over F with a faithful
representation ρ : G ↪→ GLU where U is a finite dimensional F -vector space. If
(G, ρ) is a weak Mumford-Tate pair of weights {0, 1}, then each irreducible repre-
sentation V ⊆ U ⊗F F of GF is minuscule.
Proof. First of all, (G, ρ) remains a weak Mumford-Tate pair if we base extend F
to F , so without loss of generality we may assume that F = F .
Consider an irreducible subrepresentation ρV : G → GLV of ρ. Let G0 := Z
denote the identity component of the center of G. If G 6= Z, let G1, . . . , Gs denote
the minimal closed connected normal subgroups of the derived group Gder with
positive dimension. Each Gi is almost simple. We then have an almost direct
product G = G0 · G1 · · ·Gs (see for example [Hum75, §27.5]). So multiplication
gives a homomorphism
φ : G0 ×G1 × · · · ×Gs → G = G0 ·G1 · · ·Gs
with finite kernel (contained in the center of G since char(F ) = 0). Moreover,
since ρV is irreducible, there exists irreducible representations ρi : Gi → GLVi for
some finite dimensional F -vector spaces Vi, such that ρV ' ρ0 ⊗ · · · ⊗ ρs. We can
assume that V = V0 ⊗ · · · ⊗ Vs.
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For each i, choose a maximal torus Ti ⊆ Gi. Then
∏
i Ti is a maximal torus of∏
iGi. Let T = T0 · · ·Ts (i.e., the image of
∏
Ti under φ); it is a maximal torus of
G. Let Ω(Vi) be the set of weights with respect to ρi.
The homomorphism φ induces an isomorphism between W (
∏
Gi,
∏
Ti) =∏
W (Gi, Ti) and W (G, T ); this uses that the kernel of φ is finite and contained
inside the center of
∏
Gi. Note that the restriction
∏
Ti → T of φ induces an
isomorphism X(T )⊗ZQ ∼→
∏
X(Ti)⊗ZQ and gives a bijection Ω(V ) '
∏
Ωi(Vi),
for which the actions of W (G, T ) and
∏
W (Gi, Ti) are compatible. Hence, to show
that the representation ρV : G→ GLV is minuscule, i.e., W (G, T ) acts transitively
on Ω(V ), it suffices to show that W (Gi, Ti) acts transitively on each Ω(Vi).
When i = 0, V0 is one-dimensional since G0 is a torus. So W (G0, T0) acts
transitively on the one element set Ω(V0). In particular, when G = Z, the theorem
is true.
Assume that G 6= Z and consider i > 0; note that the kernel of ρi is either finite
or Gi, since Gi is almost simple. If ker(ρi) is Gi, then W (Gi, Ti) acts transitively on
the one element set Ω(Vi). For each i, let G˜i be the image of Gi ↪→
∏
Gi
ρV ◦φ→ GLV .
Let I be the set of i > 0 for which ker(ρi) is finite. Fix i ∈ I, we have an isogeny
φi : Gi → G˜i. The image T˜i of Ti under φi is a maximal torus of G˜i. The isogeny
φi induces isomorphisms X(T˜i) ⊗Z Q ∼→ X(Ti) ⊗Z Q and hence an isomorphism
W (Gi, Ti)
∼→ W (G˜i, T˜i).
The image of ρV is a reductive group with almost direct product decomposition
G˜0 ·
∏
i∈I G˜i. Moreover, the W (Gi, Ti) and W (G˜i, T˜i) actions on Ω(Vi) are compat-
ible with respect to these isomorphisms. Hence, to show that the representation
ρV : G→ GLV is minuscule, it suffices to show that W (G˜i, T˜i) acts transitively on
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Ω(Vi) for each i ∈ I.
By [Pin98, §4], since (G/ ker ρV ' G˜0 ·
∏
i∈I G˜i, ρV ) is a weak Mumford-Tate
pair, we have G˜0 = Gm (i.e., the homotheties) and (G˜0 · G˜i, G˜0 · G˜i ↪→ GLV0⊗Vi)
is a weak Mumford-Tate pair for each i ∈ I. In [Pin98, Table 4.2], Pink listed all
the possibilities for (G˜i, G˜i ↪→ GLVi) and in each case G˜i ↪→ GLVi is a minuscule
representation. This proves the theorem.
Remark 2.3.4. A strong Mumford-Tate pair is a weak Mumford-Tate pair to-
gether with the extra condition that all the given cocharacters are contained in a
single Aut(F/F )-orbit. In [Ser79, §3], Serre focused on the proof of Theorem 2.3.3
for strong Mumford-Tate pairs. However, in [Orr15], Orr pointed out that this ex-
tra condition was not being used in the proof. This is also clear from our discussion
above. (Note that Orr considered Mumford-Tate triples instead of Mumford-Tate
pairs by making the cocharacter set explicit in his paper.)
Let A be any abelian variety defined over a number field K. For every prime
`, let ιA,` : GA,` ↪→ GLV`(A) be the tautological representation of the `-adic
monodromy group. On the other hand, the first `-adic e´tale cohomology group
H := H1e´t(AK ,Q`) of A is isomorphic to the dual of V`(A). The GalK-action on H
gives a continuous representation
ρ′ : GalK → GLH
which is dual to the representation ρA,`. Let ι
∨
A,` : GA,` ↪→ GLH be the faithful
representation induced by ρ′ and the duality. Note that ρ′(GalK) is Zariski dense
in ι∨A,`(GA,`). Pink proved the following result in [Pin98, Theorem (5.10)], which
will be a main ingredient in the proofs of Theorem 1.0.1 and Theorem 1.0.4.
Theorem 2.3.5 (Pink). Let A be an abelian variety defined over a number field K.
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Suppose KconnA = K. Then for every prime `, (GA,`, ι
∨
A,`) is a weak Mumford-Tate
pair of weights {0, 1}.
Proposition 2.3.6. Let A be an abelian variety defined over a number field K.
Suppose that KconnA = K. Then each irreducible representation V ⊆ V`(A)⊗Q` Q`
of (GA,`)Q` is minuscule.
Proof. By Theorem 2.3.5, (GA,`, ι
∨
A,`) is a weak Mumford-Tate pair of weights {0, 1}
over Q`. By Theorem 2.3.3, each irreducible component of the dual representation
ι∨A,` : (GA,`)Q` ↪→ GLH⊗Q`Q` is minuscule and therefore the same also holds for
ιA,`.
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CHAPTER 3
RADICALS OF FROBENIUS POLYNOMIALS
Let A and A′ be non-zero abelian varieties defined over a number field K of di-
mensions g and g′ respectively. We assume throughout the section that the `-adic
monodromy groups GA×A′,` are connected, i.e., KconnA×A′ = K.
Let S be a set of prime ideals of OK of density 1 for which A and A′ have
good reduction. Suppose there is a density 1 set Λ of rational primes such that
radΛ |A(Fp)| divides radΛ |A′(Fp)| for all p ∈ S. The goal of this section is to build
up tools for proving the following result, which will be proved in §3.5.
Proposition 3.0.1. The polynomial radPA,p(x) divides radPA′,p(x) for all prime
p ∈ S.
3.1 Setup
For each prime `, we define H` := (GA×A′,`)F` as in §2. By Proposition 2.1.2 and
the assumption KconnA×A′ = K, the group H` is connected when ` is sufficiently large.
Recall that we have Galois representations ρA×A′,` : GalK → H`(F`). We can
identify H` with a closed algebraic subgroup of (GA,`)F` × (GA′,`)F` .
Lemma 3.1.1. For every ` ∈ Λ and (B,B′) ∈ ρA×A′,`(GalK), if det(I − B) = 0,
then det(I −B′) = 0.
Proof. Take any (B,B′) ∈ ρA×A′,`(GalK). By the Chebotarev density the-
orem, there exists a prime p ∈ S with p - ` such that ρA×A′,`(Frobp) =
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(ρA,`(Frobp), ρA′,`(Frobp)) is conjugate to (B,B
′) inH`(F`). Therefore, det(I−B) =
0 if and only if det(I − ρA,`(Frobp)) = 0. Since
det(I − ρA,`(Frobp)) ≡ PA,p(1) ≡ |A(Fp)| (mod `),
we find that det(I−B) = 0 if and only if ` divides |A(Fp)|. Similarly, det(I−B′) = 0
if and only if ` divides |A′(Fp)|. The lemma follows from the assumption that
radΛ |A(Fp)| divides radΛ |A′(Fp)| for all p ∈ S, i.e., for all ` ∈ Λ and p ∈ S, if
|A(Fp)| is divisible by `, then so is |A′(Fp)|.
Define
V` := {(B,B′) ∈ H` : det(I −B) = 0}
and
V ′` := {(B,B′) ∈ H` : det(I −B′) = 0};
they are closed subvarieties of H` defined over F`. The above definitions were
motivated by Lemma 3.1.1, which says that
V`(F`) ∩ ρA×A′,`(GalK) ⊆ V ′`(F`) ∩ ρA×A′,`(GalK). (3.1.1)
We will first prove the following proposition in §3.4; it will be a key ingredient
in our proof of Proposition 3.0.1 in §3.5.
Proposition 3.1.2. We have V` ⊆ V ′` for infinitely many ` ∈ Λ.
The following lemma says the varieties V` ∩ T` and V ′` ∩ T`, with T` a maximal
torus of H`, carry enough information to prove Proposition 3.1.2.
Lemma 3.1.3. Take any ` ∈ Λ such that H` is reductive. Let T` be a maximal
torus of H`. If V` ∩ T` ⊆ V ′` ∩ T`, then V` ⊆ V ′`.
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Proof. Take any (B,B′) ∈ V`(F`); we have det(I − B) = 0. By the multiplica-
tive Jordan decomposition, (B,B′) ∈ H`(F`) can be expressed uniquely in the
form (Bs, B
′
s)(Bu, B
′
u) with commuting (Bs, B
′
s) and (Bu, B
′
u) ∈ H`(F`) such that
(Bs, B
′
s) is semisimple and (Bu, B
′
u) is unipotent. In H`(F`), (Bs, B′s) is conjugate
to some element (Cs, C
′
s) of T`(F`). Note that we have
det(I − Cs) = det(I −Bs) = det(I −B) = 0
and so (Cs, C
′
s) ∈ V` ∩ T`. By our assumption that V` ∩ T` ⊆ V ′` ∩ T`, we have
(Cs, C
′
s) ∈ V ′` ∩ T` and so
det(I −B′) = det(I −B′s) = det(I − C ′s) = 0.
Hence, (B,B′) ∈ V ′`(F`). Since (B,B′) is arbitrary, we have V`(F`) ⊆ V ′`(F`) and
hence V` ⊆ V ′`.
3.2 Strategy
We will briefly give some ideas behind the proof of Proposition 3.1.2. We will not
use this section later.
For ` ∈ Λ, let T` be a maximal torus of H`. By Lemma 3.1.3, it suffices to
prove that V` ∩ T` ⊆ V ′` ∩ T`.
Take any irreducible component C of V`∩T`. We want to show that C ⊆ V ′`∩T`,
this will imply V`∩T` ⊆ V ′`∩T` since C is arbitrary. Suppose on the contrary that
C 6⊆ V ′` ∩ C, since C is irreducible, dim(V ′` ∩ C) < dim(C). The main idea is to
study the set
Γ` := C(F`) ∩ ρA×A′,`(GalK).
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and try to bound the cardinality γ` := |Γ`| from below and above and to hope for
a contradiction for well-chosen primes ` ∈ Λ and tori T`.
1. Theorem 2.1.3(a) says that the index of ρA×A′,`(GalK) in H`(F`) is bounded
independent of `. So one might expect γ` to be roughly of size |C(F`)|. Then
by an application of the Weil conjectures, one would expect that |C(F`)|
is roughly equal to `dim(C), assuming C is absolutely irreducible. Hence,
γ`  `dim(C) and this gives a lower bound of γ` with a constant yet to be
controlled.
2. By equation (3.1.1), we have
Γ` ⊆ (C ∩ V ′`)(F`) ∩ ρA×A′,`(GalK) ⊆ (C ∩ V ′`)(F`).
Then again from the Weil conjectures one would expect that |(C ∩ V ′`)(F`)|
is O(`dim(C∩V
′
`)). Hence, γ`  `dim(C∩V ′`) ≤ `dim(C)−1 and this gives a upper
bound of γ` with a constant yet to be controlled.
We need to ensure that the implicit constants of (1) and (2) do not depend on
`; we then have `dimC  `dimC−1 where the error term is independent of `. This
would then give a contradiction for ` large enough. We will restrict our attention
to ` in an infinite subset Λ0 ⊆ Λ constructed in §3.3.
3.3 The set Λ0
Suppose ` is a prime for which H` is reductive and split. Choose a split maximal
torus T` ⊆ H`.
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By choosing a basis for (A× A′)[`], we can identify H` with an algebraic sub-
group of GL2g+2g′,F` and we may assume that T` lies in the diagonal. We have
identified T` with a closed subgroup of the diagonal which we identify with G2g+2g′m ;
the diagonal of GL2g+2g′ .
For each 1 ≤ i ≤ 2g, we define Z`,i to be the algebraic subgroup T` ∩ {xi = 1}
of T`. Note that
V` ∩ T` =
2g⋃
i=1
Z`,i.
Let C be any irreducible component (defined over F`) of Z`,i. Theorem 2.1.3(a)
says that the index [H`(F`) : ρA×A′,`(GalK)] is bounded by a number MA×A′ which
does not depend on `. For each positive integer m ≤MA×A′ , define the subvariety
Cm := {x ∈ T` : xm ∈ C} of T`; note that dimCm = dimC.
Definition 3.3.1. Let {Vi}i∈I be a collection of affine varieties with Vi defined
over a finite field F`i . We say that {Vi}i∈I has bounded complexity if Vi is
isomorphic to a closed subvariety of AnF`i defined by the simultaneous vanishing of
r polynomials in F`i [x1, · · · , xn] each of degree at most D, where the integers n, r
and D can be bounded independent of i ∈ I.
Lemma 3.3.2. There is a positive density subset Λ0 ⊆ Λ such that the following
hold:
• H` is reductive and split for all ` ∈ Λ0.
• For each prime ` ∈ Λ0, irreducible component C of Z`,i (1 ≤ i ≤ 2g) and
positive integer m ≤MA×A′, the irreducible components of Cm are absolutely
irreducible.
• The set of varieties {C ∩ V ′`}`,C has bounded complexity with ` ∈ Λ0 and C
ranging over the irreducible components of Z`,i (1 ≤ i ≤ 2g).
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• The set of varieties {Cm}`,C,m has bounded complexity with ` ∈ Λ0, C ranging
over the irreducible components of Z`,i (1 ≤ i ≤ 2g) and m ≤MA×A′.
Proof. Fix a number field F and let Λ0 be a set consisting of all but finitely many
primes ` ∈ Λ that splits completely in F . In our proof, we will allow ourselves to
increase F and remove finitely many ` from Λ0. The set Λ0 has positive density
by the Chebotarev density theorem and our assumption that Λ has density 1.
By Theorem 2.1.3(c), we can increase F so that H` is reductive and split for
all sufficiently large ` that split completely in F . So we may assume that H` is
reductive and split for all ` ∈ Λ0.
Set M = MA×A′ . Fix ` ∈ Λ0. The torus T` is the locus in G2g+2g′m of a finite set
of equations {
2g+2g′∏
i=1
xnii − 1 : (n1, · · · , n2g+2g′) ∈ A`
}
(3.3.1)
where A` is a subset of Z2g+2g′ . As shown in the proof of [Zyw16, Lemma
3.2], we may further assume that A` is chosen such that |ni| ≤ BA×A′ for all
(n1, · · · , n2g+2g′) ∈ A`, where BA×A′ is a constant that does not depend on `.
Let TA` ⊆ G2g+2g′m be the subvariety defined over F given by the locus of the
set of equations (3.3.1).
For 1 ≤ i ≤ 2g, let Z`,i := TA` ∩ {xi = 1}. We extend F such that every
irreducible component C ⊆ Z`,i is absolutely irreducible. For each irreducible
component C ⊆ Z`,i and m ≤M , we define Cm := {x ∈ TA` : xm ∈ C}. We extend
F such that every irreducible component of Cm is absolutely irreducible. We can
take our number field F independent of ` ∈ Λ0 since there are only finitely many
possibilities for A` ⊆ Z2g+2g′ .
23
Suppose X/F is a variety such that all irreducible components are absolutely
irreducible. Then [Gro66, Lemma (9.7.5)] says that for any model X/OF , the
irreducible components of XFλ are also absolutely irreducible for all but finitely
many prime ideals λ ⊆ OF . Hence, by our choice of F above, for all but finitely
many prime ideals λ ⊆ OF , every irreducible component of (Z`,i)Fλ (1 ≤ i ≤ 2g)
is absolutely irreducible. Moreover, by further excluding finitely many λ, for each
irreducible component C of Z`,i and m ≤M , the irreducible components of (Cm)Fλ
are absolutely irreducible.
Choose a prime ideal λ|` ofOF . Since ` splits completely in F , we have Fλ = F`.
By our choice of A`, the torus (TA`)Fλ is equal to T` over Fλ = F`. Similarly, for
each 1 ≤ i ≤ 2g, we have an equality (Z`,i)Fλ = Z`,i of varieties over F`.
Take any irreducible component C of Z`,i. After removing a finite number of
primes from Λ0, we may assume that C := (C)Fλ is an absolutely irreducible variety
defined over F`. In fact, every irreducible component of Z`,i arises from such a C.
For any m ≤ M , we have Cm = (Cm)Fλ . By removing a finite number of primes
from Λ0, we may assume that the irreducible components of Cm are absolutely
irreducible.
Note that there are only finitely many C and Cm as we vary ` ∈ Λ0 and m ≤M
since there are only finitely many A`. So the complexity of all C and Cm is
bounded. Moreover, since C ∩ V ′` =
⋃2g′
i=2g+1 C ∩ {xi = 1}, the complexity of all
C ∩ V ′` is also bounded.
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3.4 Proof of Proposition 3.1.2
Let Λ0 be a set of positive density as in Lemma 3.3.2. Fix ` ∈ Λ0. By Lemma
3.3.2, H` is split. Let T` ⊆ H` be a split maximal torus and we use the same setup
as in §3.3. By Lemma 3.1.3, it suffices to prove that V` ∩ T` ⊆ V ′` ∩ T`.
Suppose that V` ∩ T` 6⊆ V ′` ∩ T`; we want to get a contradiction when ` ∈ Λ0
is large enough. There exists an irreducible component C of V` ∩ T` such that
C 6= V ′` ∩C. Let d be the dimension of C. Since C is irreducible, the dimension d′
of V ′` ∩ C is strictly less than d. Define
Γ` := C(F`) ∩ ρA×A′,`(GalK)
and γ` := |Γ`|.
The following lemma is an application of the Weil conjectures, which approxi-
mates the cardinality of F`-points of an affine variety V defined over F`.
Lemma 3.4.1. Let {Vi}i∈I be a collection of affine varieties with Vi defined over
a finite field F`i for each i ∈ I. Suppose {Vi}i∈I has bounded complexity.
(a) For all i ∈ I, we have
|Vi(F`i)| = O(`dimVii )
where the implicit constant is independent of i ∈ I.
(b) Fix an i ∈ I. Suppose that the top dimensional irreducible components of Vi
are absolutely irreducible. Then
|Vi(F`i)| ≥ `dimVii +O(`dimVi−1/2i )
where the implicit constant is independent of i.
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Proof. Let V ⊆ AnF` with n > 1 be a closed subvariety defined by the simultaneous
vanishing of r polynomials in F`[x1, · · · , xn] each of degree at most D. Let b be the
number of top dimensional irreducible components of VF` . In [Zyw16, Theorem
2.1], Zywina gave the following inequalities:
|V (F`)| ≤ b`dimV + 6(3 + rD)n+12r`dimV−1/2. (3.4.1)
Suppose further that these components are all defined over F`. Then∣∣|V (F`)| − b`dimV ∣∣ ≤ 6(3 + rD)n+12r`dimV−1/2. (3.4.2)
We claim that b is bounded in terms of n, r and D only. The number b of
top dimensional irreducible components of VF` is equal to the dimension of the
`′-adic e´tale cohomology group H2nc (VF` ,Q`′) with compact support for a prime
`′ 6= `. Katz [Kat01, Theorem 1] showed that dimQ`′ H2nc (VF` ,Q`′) can be bounded
in terms of n, r and D only. The claim is now clear.
Recall that we assumed {Vi}i∈I has bounded complexity, i.e., the numbers
ni, ri, Di as described above for each Vi are bounded independent of i and hence so
is bi in inequalities 3.4.1 and 3.4.2 above. Now (a) follows by applying inequality
3.4.1 to each Vi and (b) follows by applying inequality 3.4.2 to our chosen Vi and
using that bi ≥ 1.
We will now give a lower bound for γ`. Set m` := [H`(F`) : ρA×A′,`(GalK)]. By
Theorem 2.1.3(a), there exists a constant M := MA×A′ not depending on ` such
that m` ≤M . Consider the function
ϕ : Cm`(F`)→ Γ`, g 7→ gm` ;
it is well defined since for all h ∈ H`(F`) we have hm` ∈ ρA×A′,`(GalK). Since
T` is a split torus of dimension at most 2g + 2g′, the kernel of ϕ has cardinality
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bounded by m2g+2g
′
` ≤ M2g+2g
′
. Since ` ∈ Λ0, the (top dimensional) irreducible
components of each Cm` are all absolutely irreducible by Lemma 3.3.2. Hence, by
Lemma 3.4.1(b), we have
γ` = |Γ`| ≥ |Cm`(F`)|
M2g+2g′
≥ `
d
M2g+2g′
+
O(`d−1/2)
M2g+2g′
(3.4.3)
where the error term is independent of ` since the collection of varieties {Cm`}`∈Λ0,C
has bounded complexity by Lemma 3.3.2. Inequality (3.4.3) gives our lower bound
of γ`.
We will now give a upper bound for γ`. Recall from equation (3.1.1) that we
have
V`(F`) ∩ ρA×A′,`(GalK) ⊆ V ′`(F`) ∩ ρA×A′,`(GalK)
and so
Γ` = C(F`) ∩ ρA×A′,`(GalK) ⊆ (C ∩ V ′`)(F`) ∩ ρA×A′,`(GalK) ⊆ (C ∩ V ′`)(F`)
Recall that C ∩ V ′` has dimension d′ ≤ d − 1. Hence, by Lemma 3.4.1(a), we
have
γ` = O(`
d′) (3.4.4)
where the error term is independent of ` since the collection of varieties {C ∩
V ′`}`∈Λ0,C has bounded complexity by Lemma 3.3.2. Inequality (3.4.4) gives our
upper bound of γ`.
By combining inequalities (3.4.3) and (3.4.4), we obtain
`d
M2g+2g′
+
O(`d−1/2)
M2g+2g′
= γ` = O(`
d′) (3.4.5)
where the error terms are independent of `. In particular, `d = O(`d
′
). By removing
a finite number of primes from Λ0, this will contradict d
′ < d. Therefore, V`∩T` ⊆
V ′` ∩ T`. This completes the proof of Proposition 3.1.2.
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3.5 Proof of Proposition 3.0.1
Take any prime ideal p ∈ S. We need to show that radPA,p(x) divides radPA′,p(x).
Lemma 3.5.1. Suppose f(x) and g(x) ∈ Z[x] are both monic such that the roots
in F` of f(x) are also roots of g(x) for infinitely many `. Then rad(f) divides
rad(g).
Proof. Suppose that rad(f) does not divide rad(g) and hence there exists an α ∈ Q
such that f(α) = 0 and g(α) 6= 0. Let F/Q be a finite Galois extension containing
α and all the roots of g(x). Define
d := NF/Q
 ∏
β∈F, g(β)=0
(α− β)
 .
Since f, g ∈ Z[x] are monic and g(α) 6= 0, d is a non-zero integer. From the
assumption of the lemma, there is a prime ` - d for which the roots in F` of f(x)
are also roots of g(x). Take any prime ideal L ⊆ OF dividing `. For a ∈ OF , let
a be its image in OF/L. Since every root in F` of f(x) is also a root of g(x), we
have
∏
β∈F, g(β)=0(α− β) = 0 and hence∏
β∈F, g(β)=0
(α− β) ∈ L.
Therefore, d ∈ NF/Q(L) ⊆ `Z which contradicts ` - d. We conclude that rad(f)
divides rad(g).
Take ` ∈ Λ to be any of the infinitely many primes from Proposition 3.1.2 such
that V` ⊆ V ′` and p - `. By Theorem 2.1.3(b), we may further assume that H`
contains the group Gm of homotheties.
We claim that the roots in F` of PA,p(x) are also roots of PA′,p(x). Set (B,B′) :=
ρA×A′,`(Frobp) ∈ H`(F`). Suppose that λ ∈ F×` is any root of det(xI−B) ≡ PA,p(x)
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(mod `). Since Gm ⊆ H`, we have (λ−1B, λ−1B′) ∈ H`(F`). Since det(I−λ−1B) =
0, we have (λ−1B, λ−1B′) ∈ V`(F`). By our choice of `, we have V` ⊆ V ′` and thus
(λ−1B, λ−1B′) ∈ V ′`(F`). We deduce that λ is also a root of det(xI−B′) ≡ PA′,p(x)
(mod `). This proves our claim.
Since PA,p(x) and PA′,p(x) are monic and the roots in F` of PA,p(x) are also
roots of PA′,p(x) for infinitely many `, Lemma 3.5.1 implies that radPA,p(x) divides
radPA′,p(x). This proves Proposition 3.0.1.
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CHAPTER 4
FROBENIUS POLYNOMIALS AND WEIGHTS
Let A and A′ be simple and non-isogenous abelian varieties defined over a number
field K of dimensions g and g′ respectively. Assume that KconnA×A′ = K, equivalently,
the `-adic monodromy groups GA×A′,` are connected. Note that in particular, the `-
adic monodromy groups GA,` and GA′,` are connected. We will prove the following
theorem in §4.2.
Theorem 4.0.1. The polynomials PA,p(x) and PA′,p(x) are relatively prime for
almost all p ∈ ΣK.
Remark 4.0.2. Theorem 4.0.1 is false without the connectedness assumption. For
example, if A and A′ are two non-isogenous CM elliptic curves over Q, then
PA,p(x) = x
2 + p = PA′,p(x) for a set of primes p of positive density.
4.1 Weights for non-isogenous abelian varieties
Set G = GA×A′,`; it is connected and reductive. Fix a maximal torus T ⊆ G. Let
ΩA,` ⊆ X(T ) and ΩA′,` ⊆ X(T ) be the weights of G acting on V`(A) and V`(A′)
respectively. Note that
V`(A× A′) = V`(A)⊕ V`(A′).
Let W = W (G, T ) = NG(T )(Q`)/T (Q`) be the absolute Weyl group of G with
respect to T ; it acts on ΩA,` and ΩA′,`.
Lemma 4.1.1. The sets ΩA,` and ΩA′,` are disjoint.
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Proof. Suppose ΩA,`∩ΩA′,` 6= ∅. Let Ω˜ be the W -orbit of an element in ΩA,`∩ΩA′,`.
Let
U ⊆ V`(A)⊗Q` Q` ⊆ V`(A× A′)⊗Q` Q`
be an irreducible representation of GQ` for which Ω(U) contains an element of Ω˜.
We have Ω˜ ⊆ Ω(U) since Ω(U) is stable under the action of W . The representation
U is minuscule by Proposition 2.3.6, so Ω(U) = Ω˜ and each weight of U has
multiplicity 1. Denote by σ the representation of GQ` on U . Similarly, we can
construct an irreducible subrepresentation σ′ of V`(A′)⊗Q` Q` with weights Ω˜ that
each have multiplicity 1. Therefore, for every t ∈ T , we have
tr ◦ σ(t) =
∑
α∈Ω˜
α(t) = tr ◦ σ′(t)
for all t ∈ T . Since G is reductive, this implies that tr ◦ σ = tr ◦ σ′ and hence
σ and σ′ are isomorphic. So V`(A) ⊗Q` Q` and V`(A′) ⊗Q` Q` have an irreducible
representation of GQ` in common. Therefore,
HomQ`[GalK ](V`(A), V`(A
′))⊗Q`Q` = HomQ`[GalK ](V`(A)⊗Q`Q`, V`(A′)⊗Q`Q`) 6= 0.
Since HomQ`[GalK ](V`(A), V`(A
′)) 6= 0, we deduce by Theorem 2.1.4(b) that
Hom(A,A′) 6= 0. However, this is impossible since A and A′ are simple and
non-isogenous. Therefore, ΩA,` and ΩA′,` are disjoint.
4.2 Proof of Theorem 4.0.1
Fix notation as in §4.1. By Lemma 4.1.1, we have ΩA,` ∩ ΩA′,` = ∅. Define
Z :=
t ∈ T :
∏
α,β∈ΩA,`∪ΩA′,`
α6=β
(α(t)− β(t)) = 0
 ;
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it is a subvariety of T defined over Q` since GalQ` acts on ΩA,` ∪ ΩA′,`. Moreover,
dimZ < dimT since T is irreducible and Z 6= T (ΩA,` and ΩA′,` are non-empty
and disjoint, so #(ΩA,` ∪ ΩA′,`) ≥ 2).
For each p ∈ ΣK for which A and A′ have good reduction and p - `, choose
tp ∈ T (Q`) such that tp is conjugate to ρA×A′,`(Frobp) in G(Q`).
Lemma 4.2.1. For almost all p ∈ ΣK, we have α(tp) 6= β(tp) for all α, β ∈
ΩA,` ∪ ΩA′,` with α 6= β.
Proof. Note that G acts on the coordinate algebra A = Q`[G] by composing with
conjugation, andAG is the set of central functions of G. Define G# := Spec(AG); it
is the variety of semisimple conjugacy classes of G. Denote the natural projection
by cl : G→ G#; it satisfies the property that for g1, g2 ∈ G(Q`), cl(g1) = cl(g2) if
and only if (g1)s and (g2)s are conjugate in G(Q`) (recall that gs is the semisimple
component in the multiplicative Jordan decomposition of g ∈ G). Furthermore,
for t1, t2 ∈ T (Q`), cl(t1) = cl(t2) if and only if w(t1) = t2 for some w ∈ W . The
map cl|T : T → G# is dominant and G# can be identified as a quotient of T
(often denoted by T//W ). The subvariety ZQ` of TQ` is stable under the action
of W and thus Z = cl(Z) is a subvariety of G# which is defined over Q`. Define
V := {B ∈ G : cl(B) ∈ Z}; it is a subvariety of G with dimension strictly less
than dimG and stable under conjugation by G.
Recall that ρA×A′,`(GalK) is open in G(Q`). Chebotarev’s density theorem
[Ser98, §2.2, Corollary 2(b)] then implies that for almost all p ∈ ΣK , we have
ρA×A′,`(Frobp) 6∈ V(Q`) and hence tp 6∈ Z(Q`). Therefore, for almost all p ∈ ΣK ,
we have α(tp)− β(tp) 6= 0 for all distinct α, β ∈ ΩA,` ∪ ΩA′,`.
Lemma 4.1.1 says that the sets ΩA,` and ΩA′,` are disjoint. So by Lemma 4.2.1,
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{α(tp) : α ∈ ΩA,`} ∩ {β(tp) : β ∈ ΩA′,`} = ∅ for almost all p ∈ ΣK . So, the set of
roots of PA,p(x) and PA′,p(x) in Q` are disjoint for almost all p ∈ ΣK . Therefore,
the polynomials PA,p(x) and PA′,p(x) are relatively prime for almost all p ∈ ΣK .
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CHAPTER 5
PROOF OF THEOREM 1.0.1
Suppose A is a square-free abelian variety defined over a number field K with
KconnA = K. Since A is square-free, it is isogenous to a product
∏
i∈I Bi, where the
Bi are pairwise non-isogenous simple abelian varieties defined over K. Let A
′ be
an abelian variety over K for which there exists a density 1 set S of prime ideals
of ΣK and a density 1 set Λ of rational primes such that
radΛ |A(Fp)| = radΛ |A′(Fp)|
for all p ∈ S. In particular, note that we are not yet assuming that A′ is square-free.
The following proposition which we will prove in §5.1, says that A′ is isogenous
to a product of simple factors of A over an explicit extension of K.
Proposition 5.0.1. The abelian variety A′ isogenous to
∏
i∈I B
ei
i over K
conn
A×A′ for
some ei ≥ 1.
The following proposition says that KconnA×A′ is in fact K; we will give a proof in
§5.2.
Proposition 5.0.2. We have KconnA×A′ = K.
Propositions 5.0.1 and 5.0.2 imply that A′ is isogenous to
∏
i∈I B
ei
i over
KconnA×A′ = K with ei ≥ 1. Finally, if we further assume that A′ is square-free,
we deduce that all the ei = 1 and hence A
′ is isogenous to A over K. This
completes the proof of Theorem 1.0.1.
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5.1 Proof of Proposition 5.0.1
Lemma 5.1.1. To prove Proposition 5.0.1, it suffices to prove it in the case where
KconnA×A′ = K.
Proof. Set L = KconnA×A′ . Note that AL is square-free since the Bi are simple over
K (and hence also over L) by Lemma 2.1.5(b). The `-adic monodromy groups of
AL × A′L are connected. We need only show that
radΛ |A(FP)| = radΛ |A′(FP)|
for a density 1 set S ′ of P ∈ ΣL, since then Proposition 5.0.1 (with the assumption
KconnA×A′ = K) would imply that A
′
L is isogenous to
∏
i∈I(Bi)
ei
L for some ei ≥ 1.
For a density one set of P ∈ ΣL, the inertia degree f(P/p) of P over p :=
P ∩ OK ∈ ΣK is 1. Indeed, we have
∑
P∈ΣL,N(P)≤x,f(P/P∩OK)≥2
1 ≤ [L : K]
∑
p∈ΣK ,N(p)≤
√
x
1 ≤ 2[L : K][K : Q]pi(√x) ≤ [L : Q]√x
where N is the norm. Note that when f(P/p) = 1, we have FP = Fp and hence
|A(FP)| = |A(Fp)|. Similarly, |A′(FP)| = |A′(Fp)|. Hence, by our assumption that
radΛ |A(Fp)| = radΛ |A′(Fp)| for all p ∈ S, we have
radΛ |A(FP)| = radΛ |A(Fp)| = radΛ |A′(Fp)| = radΛ |A(FP)|
for almost all P ∈ ΣL.
By Lemma 5.1.1, we may assume that KconnA×A′ = K. By assumption, we have
radΛ |A(Fp)| = radΛ |A′(Fp)| for all p ∈ S. By applying Proposition 3.0.1 twice, we
deduce that radPA,p(x) = radPA′,p(x) for all p ∈ S.
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The abelian variety A′ is isogenous to
∏
j∈J B
′
j
ej , where the B′j are pairwise
non-isogenous simple abelian varieties defined over K and ej ≥ 1.
Suppose there exists i ∈ I such that Bi is not isogenous to any B′j. Theorem
4.0.1 implies there is a prime p ∈ S such that radPBi,p(x) is relatively prime to
radPB′j ,p(x) for all j ∈ J . Since
radPA′,p(x) = rad(
∏
j∈J
PB′j(x)
ej) = rad(
∏
j∈J
PB′j(x)),
we deduce that radPBi,p(x) is relatively prime to radPA′,p(x). This contradicts
that radPBi,p(x) divides radPA,p(x) = radPA′,p(x). Hence, we conclude that for
each i ∈ I, there exists j ∈ J such that Bi is isogenous to B′j; such a j ∈ J is
unique since the B′j are pairwise non-isogenous. By a similar argument, for each
j ∈ J , there exists a unique i ∈ I such that Bi is isogenous to B′j. So there is a
bijection f : I → J such that Bi is isogenous to B′f(i) for all i ∈ I. Therefore, A′
is isogenous to
∏
i∈I B
ef(i)
i . The proof of Proposition 5.0.1 is now complete.
5.2 Proof of Proposition 5.0.2
Set L := KconnA×A′ . Suppose L 6= K; we want a contradiction.
By Proposition 5.0.1, there exists an isogeny
φ : A′L → CL
defined over L, where C :=
∏
i∈I(Bi)
ei is an abelian variety over K for some
ei ≥ 1. Since A and C have the same simple factors, up to isogeny, we find that
the algebraic groups GA,` and GC,` are isomorphic. Therefore, GC,` is connected
by the assumption KconnA = K.
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Lemma 5.2.1. There exists a prime ideal q ∈ S and an algebraic number pi ∈ Q
such that PA′,q(pi) = 0 and PC,q(pi) 6= 0.
Proof. Fix a prime `. Set G = GC×A′,`. We can view G as a closed algebraic
subgroup of GC,`×GA′,`. The isogeny φ induces an isomorphism V`(A′L) ∼→ V`(CL)
of Q`[GalL]-modules. Using this isomorphism as an identification, we can assume
that
ρC×A′,`(σ) = (ρC,`(σ), ρA′,`(σ)) = (ρC,`(σ), ρC,`(σ))
for all σ ∈ GalL. Since G(C×A′)L,` is the Zariski closure of ρC×A′,`(GalL), we
have G(C×A′)L,` = {(B,B) : B ∈ GC,`}; note that G◦ = G(C×A′)L,` since GC,`
is connected. Therefore,
G◦ = {(B,B) : B ∈ GA,`}.
By our assumption L 6= K, we have G◦ ( G. So there exists a pair
(g, g′) ∈ G(Q`)\G◦(Q`) with g 6= g′. Since (g−1, g−1) ∈ G◦(Q`), we have
(I, z) ∈ G(Q`)\G◦(Q`) with z := g−1g′ 6= I. Since G(Q`)/G◦(Q`) is finite, there
exists an integer m such that (I, zm) = (I, z)m ∈ G◦(Q`) and so I = zm, i.e.,
z has finite order. Moreover, since G◦ is a normal subgroup of G, for any pair
(g0, g0) ∈ G◦, (g0, z−1g0z) = (I, z)−1(g0, g0)(I, z) ∈ G◦ and so zg0 = g0z. Hence, z
commutes with GC,`. The coset (I, z) ·G◦ of G◦ in G is given by
(I, z) ·G◦ = {(B, z ·B) : B ∈ GC,`};
it is not G◦ since z 6= I.
Since ρC×A′,`(GalK) is Zariski dense in G and open in G(Q`), the set
{σ ∈ GalK : ρC,`(σ) = z · ρA′,`(σ)} ⊇ ρ−1C×A′,`(((I, z) ·G◦)(Q`))
37
is open in GalK . By the Chebotarev density theorem, there exists a prime q ∈ ΣK
such that ρC,`(Frobq) = z · ρA′,`(Frobq). Recall that z 6= I has finite order and
commutes with ρA′,`(Frobq), so z and ρC,`(Frobq) are simultaneously diagonalizable
over Q` and hence there exist a root pi ∈ Q of PA′,q(x) such that ζpi ∈ Q is a
root of PC,q(x) for some root of unity ζ 6= 1 in Q. By Larsen and Pink [LP97,
Corollary 1.4], we can further assume that q is chosen so that the roots of PC,q(x)
in Q× generates a torsion-free group (such q have density 1 since the group GC,`
is connected). So, in particular pi is not a root of PC,q(x) (if it was, then the
subgroup of Q× generated by the roots of PC,q(x) contains ζ = (ζpi) · pi−1 and
hence has torsion).
Therefore, there exists q ∈ ΣK and pi ∈ Q such that PA′,q(pi) = 0 and PC,q(pi) 6=
0.
We now try to find a prime ideal p ∈ S and a prime ` ∈ Λ such that
PA′,p(1) ≡ 0 (mod `) and PC,p(1) 6≡ 0 (mod `);
this would then imply that radΛ |C(Fp)| 6= radΛ |A′(Fp)|. Since radΛ |A(Fp)| =
radΛ |C(Fp)|, this would contradict our assumption that radΛ |A(Fp)| =
radΛ |A′(Fp)|.
Theorem 2.1.3(b) says that Gm ⊆ H` when ` is large enough. Moreover, Theo-
rem 2.1.3(a) says that there exists a number MC×A′ not depending on ` such that
[H`(F`) : ρC×A′,`(GalK)] ≤ MC×A′ for all `. So it follows that there is an integer
m ≥ 1 such that
(F×` )
m · I ⊆ ρC×A′,`(GalK).
for all `. Let F be number field containing an m-th root pi1/m of pi. Let ` ∈ Λ be
a prime that splits completely in F ; such a prime exists since we assumed Λ has
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density 1. Take any λ ∈ ΣF such that λ|`; we have Fλ = F`. Define c to be the
image of pi1/m ∈ OF in Fλ = F`. Without loss of generality, we assume ` ∈ Λ is
chosen large enough so that c 6= 0 and q - `; note that the image of pi in Fλ = F`
is cm.
Define
Y := (cm)−1 · ρC×A′,`(Frobq) = ((cm)−1 · ρC,`(Frobq), (cm)−1 · ρA′,`(Frobq)).
We have Y ∈ ρC×A′,`(GalK) since cm ∈ ρC×A′,`(GalK) by our choice of m.
Recall that we have PA′,q(pi) = 0. So PA′,q(c
m) ≡ PA′,q(pi) ≡ 0 (mod λ), i.e., cm is
an eigenvalue of ρA′,`(Frobq). Hence, (c
m)−1 · ρA′,`(Frobq) has 1 as an eigenvalue
and we have det(I − (cm)−1 · ρA′,`(Frobq)) = 0.
Suppose that det(I−(cm)−1·ρC,`(Frobq)) = 0. Then 1 is an eigenvalue of (cm)−1·
ρC,`(Frobq) and c
m would then be an eigenvalue of ρC,`(Frobq). So, PC,q(pi) ≡
PA,q(c
m) ≡ 0 (mod λ), i.e., λ divides PC,q(pi) ∈ OF . Since PC,q(pi) 6= 0, this can
only happen for finitely many ` ∈ Λ. So we may assume that ` ∈ Λ is chosen large
enough so that det(I − (cm)−1 · ρC,`(Frobq)) 6= 0.
Recall that Y ∈ ρC×A′,`(GalK), so by the Chebotarev density theorem, there
exists a prime p ∈ S such that Y = ρC×A′,`(Frobp). By our arguments above, we
have chosen ` ∈ Λ and p ∈ S such that
PA′,p(1) ≡ 0 (mod `) and PC,p(1) 6≡ 0 (mod `).
That is, ` ∈ Λ does not divide |C(Fp)| but divides |A′(Fp)|. In particular,
radΛ |C(Fp)| 6= radΛ |A′(Fp)|. Since radΛ |A(Fp)| = radΛ |C(Fp)|, this contradicts
our assumption that radΛ |A(Fp)| = radΛ |A′(Fp)|. We deduce that L = KconnA×A′
equals K. The proof of Proposition 5.0.2 is now complete.
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CHAPTER 6
PROOF OF THEOREM 1.0.2
The abelian variety A′ is isogenous to
∏s
i=1C
ei
i with Ci pairwise non-isogenous
simple abelian varieties defined over K and ei ≥ 1. By removing a finite number
of prime ideals of S, we may assume that A′, B1, · · · , Br, C1, · · · , Cs have good
reductions for all p ∈ S. Let J be the set of j ∈ {1, . . . , s} for which Cj is not
isogenous to any Bi. We need to show that J = ∅.
Define
A′′ :=
r∏
i=1
Bi ×
∏
j∈J
Cj
which is square-free by our choice of J . Since, A is isogenous to the abelian
subvariety
∏r
i=1Bi of A
′′, we deduce that |A(Fp)| divides |A′′(Fp)| for all p ∈ S.
On the other hand, since |(∏ri=1Bi)(Fp)| = |A(Fp)| and |(∏j∈J Cj)(Fp)| divides
|A′(Fp)| for all p ∈ S, we find that
|A′′(Fp)| = |(
r∏
i=1
Bi)(Fp)| · |(
∏
j∈J
Cj)(Fp)| divides |A(Fp)| · |A′(Fp)|.
In particular, radΛ |A′′(Fp)| divides radΛ(|A(Fp)|·|A′(Fp)|). By our assumption that
radΛ |A′(Fp)| divides radΛ |A(Fp)|, we have radΛ(|A(Fp)| · |A′(Fp)|) = radΛ |A(Fp)|
for all p ∈ S. Hence, radΛ |A′′(Fp)| divides radΛ |A(Fp)| and so
radΛ |A′′(Fp)| = radΛ |A(Fp)|
holds for all p ∈ S. Since both A′′ and A are squarefree, by Theorem 1.0.1, A′′ is
isogenous to A and hence J = ∅.
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CHAPTER 7
THE SPLITTING OF REDUCTIONS OF AN ABELIAN VARIETY
Let A be a simple abelian variety defined over a number K such that K = KconnA .
Since A is simple, D := End(A)⊗ZQ is a division algebra; note that AK is simple
and D = End(AK)⊗ZQ by Lemma 2.1.5. Let E be the center of D; it is a number
field. In particular, D is a central simple algebra over E. Define the integers
e := [D : E]1/2 and r = [E : Q].
Choose a prime ` that splits completely in E; it exists by the Chebotarev
density theorem. Let λi (1 ≤ i ≤ r) be the prime ideals of OE that divides `. For
each λi, let Eλi be the λi-adic completion of E. Then we have E⊗QQ` =
⊕r
i=1Eλi .
Note that the ring E ⊗QQ` acts on V`(A) and commutes with the GalK action. If
we let Vλi(A) := V`(A)⊗E⊗Q` Eλi , then we have a decomposition
V`(A) =
r⊕
i=1
Vλi(A)
of Q`[GalK ]-modules. Each Vλi(A) is also an Eλi [GalK ]-module which can be
expressed as a Galois representation
ρA,λi : GalK → AutEλi (Vλi(A)) = AutQ`(Vλi(A))
where the equality uses that Eλi = Q` since ` splits completely in E.
Our assumption KconnA = K and Theorem 2.1.4(c) imply that the `-adic mon-
odromy group GA,` is connected and reductive. Choose a maximal torus T ⊆ GA,`
and consider the set Ω(V`(A)) ⊆ X(T ) of weights of GA,` acting on V`(A). We will
denote by Ω(Vλi(A)) (1 ≤ i ≤ r) the set of weights of GA,` acting on Vλi(A). We
have Ω(V`(A)) = ∪ri=1Ω(Vλi(A)).
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By Theorem 2.1.4(a), we know that ρA,` : GalK → AutQ`(V`(A)) is semisimple.
In the next lemma, we will see that ρA,` decomposes into absolutely irreducible
representations in a very special way.
Lemma 7.0.1.
(a) For each λi, we have an isomorphism
Vλi(A)⊗Q` Q` ' e ·Wλi
of (GA,`)Q` representations (equivalently, Q`[GalK ]-modules), where the Wλi
are irreducible. Moreover, Wλi 6' Wλj for i 6= j.
(b) The weights of the (GA,`)Q` representation Wλi form a single orbit under the
absolute Weyl group action and each weight has multiplicity one.
(c) For i 6= j, the representations Wλi and Wλj of (GA,`)Q` have no common
weights; equivalently, Ω(Vλi(A)) ∩ Ω(Vλj(A)) = ∅.
Proof.
(a) First, we have natural isomorphisms
End(A)⊗Z Q` = D ⊗Q Q`
= (D ⊗E E)⊗Q Q`
= D ⊗E (E ⊗Q Q`)
=
∏r
i=1D ⊗E Eλi
.
By tensoring End(A)⊗Z Q` with Q` over Q`, we have
End(A)⊗Z Q` =
r∏
i=1
(D ⊗E Eλi)⊗Q` Q`.
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Note that D ⊗E Eλi naturally acts on each Vλi(A) = V`(A) ⊗(E⊗QQ`) Eλi and
commutes with the Galois action, so, we have an inclusion
(D ⊗E Eλi)⊗Q` Q` ↪→ EndQ`[GalK ](Vλi(A)⊗Q` Q`).
Moreover, since V`(A) =
⊕r
i=1 Vλi(A), we have the inclusion
r∏
i=1
EndQ`[GalK ](Vλi(A)⊗Q` Q`) ↪→ EndQ`[GalK ](V`(A)⊗Q` Q`).
By combining the above, we thus have the following inclusions:
r∏
i=1
(D ⊗E Eλi)⊗Q`Q` ↪→
r∏
i=1
EndQ`[GalK ](Vλi(A)⊗Q`Q`) ↪→ EndQ`[GalK ](V`(A)⊗Q`Q`).
(7.0.1)
By Theorem 2.1.4(b), we have End(A)⊗ZQ` ' EndQ`[GalK ](V`(A)⊗Q`Q`). So,
the homomorphisms in (7.0.1) are isomorphisms. The isomorphism
r∏
i=1
EndQ`[GalK ](Vλi(A)⊗Q` Q`) ' EndQ`[GalK ](V`(A)⊗Q` Q`)
shows that Vλi(A)⊗Q`Q` and Vλj(A)⊗Q`Q` have no isomorphic irreducible rep-
resentations in common for i 6= j. On the other hand, since ` splits completely
in E, we have Eλi = Q` and (D ⊗E Eλi)⊗Q` Q` ' D⊗E Q` is a central simple
algebra over Q` (it is a general fact that if D is a central simple algebra with
center E, then D⊗EL is a central simple algebra over L for any field extension
L of E). Hence the algebra (D ⊗E Eλi)⊗Q`Q` is isomorphic to Me(Q`) since Q`
is algebraically closed. The isomorphism EndQ`[GalK ](Vλi(A)⊗Q`Q`) 'Me(Q`)
and the semisimplicity of the representation ρA,` implies that Vλi(A)⊗Q` Q` is
isotypic and moreover it is isomorphic to a direct summand of e copies of an ir-
reducible representation Wλi of Q`[GalK ]. The irreducible representations Wλi
and Wλj , with i 6= j, are not isomorphic since Vλi(A)⊗Q`Q` and Vλj(A)⊗Q`Q`
are not isomorphic.
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(b) The follows from Proposition 2.3.6 and part (a).
(c) Recall that ρA,` : GalK → AutQ`(V`(A)) induces a representation ιA,` : GA,` ↪→
GLV`(A). For each i, the GA,`-action preserves Vλi(A) and induces a represen-
tation ιA,λi : GA,` → GLVλi (A).
By (a), Ω(Vλi(A)) is equal to the weights of Wλi . So by (b), the Weyl group of
(GA,`)Q` acts transitively on Ω(Vλi(A)). So for i 6= j, Ω(Vλi(A)) and Ω(Vλj(A))
are either equal or disjoint.
Suppose Ω(Vλi(A)) = Ω(Vλj(A)) with i 6= j. We have
tr ◦ ιA,λi(t) = e ·
∑
α∈Ω(Vλi (A))
α(t) = e ·
∑
α∈Ω(Vλj (A))
α(t) = tr ◦ ιA,λj(t)
for all t ∈ T . Since GA,` is reductive, this implies that tr ◦ ιA,λi = tr ◦ ιA,λj and
hence ιA,λi and ιA,λj are isomorphic. Therefore, the representations Vλi(A) and
Vλj(A) of GA,` are isomorphic. This contradicts (a) and hence Ω(Vλi(A)) and
Ω(Vλj(A)) are disjoint.
Lemma 7.0.2. Each weight of the representation V`(A) ⊗Q` Q` of (GA,`)Q` has
multiplicity e.
Proof. By Lemma 7.0.1(c), the sets Ω(Vλi(A)) and Ω(Vλj(A)) are disjoint for i 6= j.
By Lemma 7.0.1(b), for each i, each weight in the representationWλi of (GA,`)Q` has
multiplicity 1. So by Lemma 7.0.1(a), each weight of V`(A)⊗Q`Q` has multiplicity
e.
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7.1 Proof of Theorem 1.0.4
By Lemma 7.0.2, each weight of the representation V`(A) ⊗Q` Q` of (GA,`)Q` has
multiplicity e. So we have
PA,p(x) =
∏
α∈Ω(V`(A))
(x− α(tp))e
for all p for which A has good reduction and p - `, where tp ∈ T (Q`) is any element
conjugate to ρA,`(Frobp) in GA,`(Q`).
By taking A′ = 0 in Lemma 4.2.1, if we consider all distinct pairs of α, β ∈
Ω(V`(A)), then for almost all p, α(tp) 6= β(tp) for α 6= β. Therefore, for almost all
p, the Frobenius polynomial PA,p(x) is the e-th power of a separable polynomial.
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CHAPTER 8
NUMBER OF POINTS ON ABELIAN VARIETIES
We will now prove the following theorem, as promised in §1, which says that the
function p ∈ S 7→ |A(Fp)| determines A up to isogeny.
Theorem 8.0.1. Let A and A′ be abelian varieties defined over a number field K.
Let S be any density 1 set of prime ideals p of OK for which A and A′ have good
reduction. Suppose
|A(Fp)| = |A′(Fp)|
for all p ∈ S, then A is isogenous to A′ (over K).
When A and A′ are elliptic curves, Theorem 8.0.1 is an immediate consequence
of Faltings’ theorem since PA,p(x) = x
2 − (N(p) + 1− |A(Fp)|)x+N(p) = PA′,p(x)
for all p ∈ S, where N(p) = |Fp|. In higher dimensions, the theorem does not seem
to occur in the literature (and in fact is stated as a conjecture in [Per15]). The
proof below was supplied by David Zywina.
Proof of Theorem 8.0.1. Fix a prime `. Let G := GA×A′,`; we can identify G with
a closed algebraic subgroup of GA,` ×GA′,`.
We claim that det(I−B) = det(I−B′) holds for every (B,B′) ∈ G(Q`). Define
Y := {(B,B′) ∈ G : det(I −B) = det(I −B′)};
it is a subvariety of G stable under conjugation. To prove the claim it suffices
to show that Y = G. Take any p ∈ S such that p - `. By assumption we have
|A(Fp)| = |A′(Fp)| and so
det(I − ρA,`(Frobp)) = |A(Fp)| = |A′(Fp)| = det(I − ρA′,`(Frobp)).
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Therefore, ρA×A′,`(Frobp) ∈ Y (Q`) for all p ∈ S with p - `. By the Chebotarev den-
sity theorem, the Zariski closure G of ρA×A′,`(GalK) is contained in Y . Therefore,
Y = G and the claim is now clear.
Fix any (B,B′) ∈ G(Q`) and λ ∈ Q×` . It is known that G contains the group
Gm of homotheties [Bog80]. So (λ−1B, λ−1B′) ∈ G(Q`) and by our claim above,
we have
det(I − λ−1B) = det(I − λ−1B′)
for all λ ∈ Q×` and so
λg
′
det(λI −B) = λg det(λI −B′).
Hence, we have xg
′
det(xI − B) = xg det(xI − B′) ∈ Q`[x] since their differ-
ence is a polynomial with infinitely many roots in Q`. Since Q`[x] is a UFD
and det(B) det(B′) 6= 0, it follows that g = g′ and det(xI −B) = det(xI −B′).
So for all p ∈ S, we have ρA×A′,`(Frobp) = (ρA,`(Frobp), ρA′,`(Frobp)) ∈ G(Q`)
and hence
PA,p(x) = det(xI − ρA,`(Frobp)) = det(xI − ρA′,`(Frobp)) = PA′,p(x).
By Faltings’ theorem, we deduce that A is isogenous to A′.
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