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Beamforming on the MISO interference channel
with multi-user decoding capability
K. M. Ho†, D. Gesbert†, E. Jorswieck∗, R. Mochaourab∗
Abstract
This paper considers the multiple-input-single-output interference channel (MISO-IC) with in-
terference decoding capability (IDC), so that the interference signal can be decoded and subtracted
from the received signal. On the MISO-IC with single user decoding, transmit beamforming vectors
are classically designed to reach a compromise between mitigating the generated interference (zero
forcing of the interference) or maximizing the energy at the desired user. The particularly intriguing
problem arising in the multi-antenna IC with IDC is that transmitters may now have the incentive
to amplify the interference generated at the non-intended receivers, in the hope that Rxs have a
better chance of decoding the interference and removing it. This notion completely changes the
previous paradigm of balancing between maximizing the desired energy and reducing the generated
interference, thus opening up a new dimension for the beamforming design strategy.
Our contributions proceed by proving that the optimal rank of the transmit precoders, optimal
in the sense of Pareto optimality and therefore sum rate optimality, is rank one. Then, we inves-
tigate suitable transmit beamforming strategies for different decoding structures and characterize
the Pareto boundary. As an application of this characterization, we obtain a candidate set of the
maximum sum rate point which at least contains the set of sum rate optimal beamforming vectors.
We derive the Maximum-Ratio-Transmission (MRT) optimality conditions. Inspired by the MRT
optimality conditions, we propose a simple algorithm that achieves maximum sum rate in certain
scenarios and suboptimal, in other scenarios comparing to the maximum sum rate. 1
This work has been performed in the framework of the European research project SAPHYRE, which is partly
funded by the European Union under its FP7 ICT Objective 1.1 - The Network of the Future. This work is also
supported in part by the Deutsche Forschungsgemeinschaft (DFG) under grant Jo 801/4-1.
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I. Introduction
Despite efforts since pioneering work such as [2], [3], the capacity region of interference channel
is still an open problem. Numerous work have attempted to compute achievable rate regions and
outer bounds on the Single-Input-Single-Output Interference Channel (SISO-IC). It is proved in [2]
that the capacity of any two-user SISO-IC is the same as in a corresponding IC in standard form:
direct gain as unity and interference gain as a real positive scalar. Even since, the capacity region
of two-user SISO-IC has been studied extensively (see e.g. [4]–[8] and the references therein) :
• In the weak interference regime where the cross interference gain is much weaker than the direct
channel gain, the sum rate capacity is shown to be achievable by treating interference as thermal
noise at the receiver which requires no feedback communication between Rx j and Tx i [4], [5].
• At the other extreme, in the strong and very strong interference regime, both users should decode
the interference signal while treating the desired signal as noise. The decoded interference signal
is then subtracted from the received signal allowing the desired signal to be decoded without
any interference. [2], [9], [10].
• In the mixed interference regime, where one cross interference gain is stronger than direct channel
gain and the other link is weaker, the sum rate capacity is shown to be attained by one user
decoding interference and the other user treating interference as noise [5], [8].
• The deterministic channel approach offers a good approximation of the sum capacity of inter-
ference channel. In the deterministic channel approach, the input-output relationship of the
channel is modeled as a bit-shifting operation [7], [11], [12]. In [7], the two-user SISO-IC sum
capacity is approximated to within one bit using the deterministic channel approach.
To extend the above results, the conditions in which treating interference as noise achieving
capacity on the vector Gaussian interference channel is studied in [13]. The capacity region of a
specific class of MIMO interference channels is characterized in [14]. Against intuition, the optimal
rank of input covariance matrices remains inconclusive, unlike in single user detection (SUD) case
where single mode beamforming attains capacity [4]. The authors in [14] showed that the optimal
input covariance matrix attaining capacity of MISO-IC has rank less than the number of users in
the IC.
The frontier of the achievable rate region, also known as the Pareto boundary, holds importance
to the understanding of IC. Any rate points on the Pareto boundary are operating points such that
one user cannot increase its rate without decreasing other users rates. Assuming perfect CSIT, the
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Pareto boundary of SISO-IC and MISO-IC with SUD are characterized in [15], [16] respectively.
In [17], the authors extended the results to partial CSIT. In this paper, we assume simple single
user encoding transmitters and interference decoding capability at receivers, which yield a simpler
scheme comparing to the Han-Kobayashi scheme [9]. We study the effects of transmit beamforming
on the achievable rate region and to characterize the Pareto boundary. We limit ourselves to the
two transmitter-receiver (Tx-Rx) pairs interference channel with IDC. We assume each receiver
can choose to fully decode interference (D) or treat interference as noise (N). No rate splitting-
based averaging is considered between these two modes. The transmit beamforming vectors are
optimized to achieve an operating point as close to the Pareto boundary as possible. In IC with
SUD, interference mitigation may seem to be a reasonable strategy. Yet, with the IDC which we
address in this paper, it is possible for the user to manipulate it’s beamforming vector such that the
generated interference is amplified for easier interference removal and yield a better operating point.
The fundamental question becomes: when should the beamforming vectors be designed to amplify
interference to improve performance and when to mitigate interference?
The main contributions of this paper are:
• In Section III, we describe an achievable rate region of the MISO-IC with IDC, with the
assumption of linear precoding, taking into account of receivers choice of actions, D or N.
• We study and characterize its Pareto boundary in Section VI-A, in terms of beamforming vectors
design and power allocation. We characterize the set Ω of tuples of beamforming vectors and
power allocation which attain the Pareto boundary.
• As a special case, in Section VII, we characterize the set of beamforming vectors which attain the
maximum sum rate point in the form of a candidate set Ω˜. As the maximum sum rate problem
is non-convex, conventional solutions rely on different searching techniques. Note that Ω˜ ⊂ Ω.
The cardinality of Ω˜ is much smaller than the cardinality of Ω which provides a significant
reduction of searching complexity. Further, we prove that with IDC full power must be used
at each Tx to attain the maximum sum rate point. This result is interesting as non-full power
should be employed in some Txs to achieve the maximum sum rate point in the SISO-IC-SUD
[15], [18].
• In Section VIII, we investigate the conditions of channel parameters for which simple strategies
are sum rate optimal. In particular, we study the matched filter (MF) with respect to the
desired channel and the MF with respect to the interference channel, which are termed as the
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maximum-ratio-transmission (MRT) schemes.
• Inspired by the MRT optimality conditions, we propose a suboptimal but very low complexity
beamforming design in Section IX-D. The suboptimal algorithm shows a promising tradeoff
between complexity and performance, as illustrated by simulation results.
• In Section IX, we provide simulations and discussions which illustrate cases where interference
decoding is most beneficial to sum rate performances.
A. Notations
The lower case bold face letter represents a vector. The conjugate transpose is denoted by (.)H .
R represents the set of real numbers. The projection matrix on vector x is Πx = xx
H/||x||2 and the
orthogonal projection matrix is I−Πx where I is the identity matrix. Denote a boolean statement by
Bi. The complement of the statement Bi is B¯i. The OR operation is denoted as ∪; AND operation
as ∩. ν(A) returns the dominant eigenvector of matrix A. tr(A) is the trace of matrix A. The
matrix A is positive semi-definite if A  0. The symbol ⇔ represents the if-and-only-if relationship
between two statements. Re(z) and Im(z) give the real and imaginary part of complex number z.
The function arg(z) gives the phase of the complex number z. The operator × is the Cartesian
product operator between two sets.
II. Channel model
We assume a system of two transmitter-receiver (Tx-Rx) pairs in which each Tx has N transmit
antennas and each Rx has only one receive antenna. This results in a two-user Multiple-Input-Single-
Output Interference Channel (MISO-IC), which is illustrated in Fig. 1 as an example with N = 3.
We assume that the Txs are using commonly known codebooks and therefore the Rx, if the channel
qualities allow, can decode the interference and subtract it from the received signal. Also, we assume
that the interference is successfully decoded if the rate of the interference signal is smaller than the
Shannon capacity of the interference channel.
In the MISO-IC-SUD, it has been shown that the optimal transmit precoders are rank 1 and
therefore beamforming attains the Pareto boundary. However, whether his conclusion holds in the
MISO-IC-IDC is not known yet. We answer this question in the following by starting with a general
transmit covariance matrix. Denote the transmit covariance matrix of Tx i by Si and the channel
from Tx i to Rx i¯, where i ∈ {1, 2} , i¯ 6= i, hi¯i ∈ CN×1. Note that the channel gains are proper
i.i.d complex Gaussian coefficients with zero mean and unit variance. The received signal at Rx i is
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Fig. 1: The 2 users MISO-IC where Txs are equipped with 3 antennas.
therefore
yi = h
H
ii S
1/2
i xi + h
H
i¯i S
1/2
i¯
xi¯ + ni. (1)
The noise ni is a complex Gaussian random variable with zero mean and unit variance. The symbol
xi is the transmit symbol at Tx i with unit power. Denote the set of the transmit covariance matrices
that satisfy the power constraint tr(Si) ≤ Pmax to be
S =
{
S ∈ CN×N : S  0, tr(S) ≤ Pmax
}
, i = {1, 2}. (2)
III. Achievable Rate Region
We propose the following four decoding structures corresponding to the Rxs. actions: (N,N), (N,D),
(D,N) and (D,D) [19], with “Nßtands for treating interference as noise and “Dßtands for decoding and
removing interference. Thus, (D,N) means Rx 1 decodes and removes interference and Rx 2 treats
interference as noise. In [19], these four decoding structures are proposed and its corresponding rate
points are shown to be achievable in the SISO-IC. We extend the concept to the MISO-IC and define
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the following important quantities:
C1(S1) , log2(1 + h
H
11S1h11),
C2(S2) , log2(1 + h
H
22S2h22),
D1(S1,S2) , log2
(
1 +
h
H
11S1h11
hH12S2h12 + 1
)
,
D2(S1,S2) , log2
(
1 +
h
H
22S2h22
hH21S1h21 + 1
)
,
T2(S1,S2) , log2
(
1 +
h
H
12S2h12
hH11S1h11 + 1
)
,
T1(S1,S2) , log2
(
1 +
h
H
21S1h21
hH22S2h22 + 1
)
.
(3)
C1 and C2 are the single user rates, the largest rate user 1 and 2 can achieve without the influence
of interference. D1 and D2 are the rates corresponding to decoding the desired signal while treating
interference as thermal noise and T1 and T2 are the rate corresponding to decoding the interference
while treating the desired signals as noise.
Consequently, if both receivers decode interference, user i must transmit at a rate that ensures
interference decoding at Rx i¯, thus we have the following:
R1 ≤ min
{
C1(S1), T1(S1,S2)
}
R2 ≤ min
{
C2(S2), T2(S1,S2)
}
.
(4)
Denote the rate region with interference decoding at both receivers by the Decode-Decode (DD)
region:
Rdd =
⋃
(S1,S2)∈S×S
{
(R1, R2) ≤
(
min
{
C1(S1), T1(S1,S2)
}
,min
{
C2(S2), T2(S1,S2)
})}
. (5)
Remark 1: For each selected pair of transmit beamformers, a corresponding rate region which
satisfies the inequalities (4) is obtained. The achievable rate region Rdd is defined as the union of
all regions achieved by all possible transmit beamformers.
On the other hand, if both Rxs choose to treat interference as noise, we obtain the NN region,
Rnn =
⋃
S1,S2∈S
{
(R1, R2) ≤
(
D1(S1,S2), D2(S1,S2)
)}
. (6)
If Rx 1 decodes interference but Rx 2 treats interference as noise, Tx 2 must transmit at a rate
that ensures interference decoding at Rx 1. Thus, the DN region is obtained as,
Rdn =
⋃
S1,S2∈S
{
(R1, R2) ≤
(
C1(S1),min
{
D2(S1,S2), T2(S1,S2)
})}
. (7)
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Remark 2: Rdn(S1,S2) is the rate region that the inequalities in (7) are satisfied for specific
transmit covariance matrices (S1,S2). It can be an empty region if the inequalities cannot be satisfied
at the same time. This corresponds to the situation where the data rate of Tx 2 is too high for Rx
1 to decode.
Similarly, we have for the ND region,
Rnd =
⋃
S1,S2∈S
{
(R1, R2) ≤
(
min
{
D1(S1,S2), T1(S1,S2)
}
, C2(S1)
)}
. (8)
Finally, one achievable rate region of the MISO-IC with interference decoding capability is therefore
the union of the above regions:
R = Rnn ∪Rdd ∪Rdn ∪Rnd. (9)
We now turn our attention to the Pareto boundary of the rate region. To find the boundary
achieving solutions, we proceed by identifying a set of smaller dimension than S × S which is
guaranteed to contain the Pareto optimal solutions. We refer to such set as candidate set. The main
practical value of a candidate set is to offer a subtantial reduction of complexity compared with the
exhaustive search over the full set S × S.
Definition 1: Denote the set of points on the Pareto boundary of R by B(R). If the rate pair
(r1, r2) ∈ R is on the boundary, (r1, r2) ∈ B(R), then there does not exist a rate pair (r′1, r′2) ∈ R
such that (r′1, r
′
2) ≥ (r1, r2), with one strict inequality. Using R in (9),
B(R) ⊂ B(Rnn) ∪ B(Rdd) ∪ B(Rdn) ∪ B(Rnd) (10)
Definition 2: The transmit covariance matrices S1,S2 are Pareto optimal in the rate region R if(
R1(S1,S2), R2(S1,S2)
)
∈ B(R). (11)
Definition 3: The candidate set Ωxy of B(Rxy), x, y ∈ {n, d}, is a set of transmit covariance
matrices that contains the transmit covariance matrices that attain the Pareto boundary of Rxy. If
(S1,S2) are Pareto optimal, then (S1,S2) ∈ Ωxy. Similarly, the candidate set of B(R) is Ω which
contains all pairs of (S1,S2) which are Pareto optimal in the region R.
IV. The Pareto optimal transmit covariance matrices
In this section, we study the transmit covariance matrices that attain the Pareto boundary and
prove that they are rank one.
7
Theorem 1: The Pareto boundaries of the NN region, the DN region and the DD region are
attained by rank 1 matrices. Consequently, the Pareto boundary of MISO-IC-IDC, defined in (10),
is attained by rank one transmit covariance matrices, or transmit beamforming.
Proof: Here, we provide a sketch of the proof. For details, please refer to Appendix XI-A. We
first show that the boundaries of rate region Rnd and Rdd are attained by rank one matrices. By
exchanging the roles of the transmitters, we obtain that B(Rdn) is attained by rank one matrices.
From [4], [20], it is shown that the boundary in the NN region is attained by rank one matrices. Hence,
the boundaries of all decoding structures are attained by rank one transmit covariance matrices. Since
the Pareto boundary of the proposed achievable rate region in the MISO-IC-IDC, defined in (10),
is a subset of the union of the above boundaries, we conclude that this Pareto boundary is attained
by rank one transmit covariance matrices, or transmit beamforming.
From Theorem 1, we have established that the Pareto boundary is attained by transmit beam-
forming vectors. To facilitate the following discussions, we define the transmit beamforming vectors
wi and transmit power Pi, for i = 1, 2,
Si = wiw
H
i Pi (12)
with ‖wi‖2 = 1. As an abuse of notation, we write S as the set of all possible beamforming vectors,
wi ∈ S, S =
{
w ∈ CN×1 : ‖w‖ = 1
}
. (13)
Consequently, we redefine the candidate sets in terms of transmit power allocations and beamforming
vectors. The candidate set Ωxy of B(Rxy), x, y ∈ {n, d} contains the Pareto optimal beamforming
vectors and transmit power allocations.
Ωxy ⊃
{
(w1,w2, P1, P2) :
(
R1(w1,w2, P1, P2), R2(w1,w2, P1, P2)
) ∈ B(Rxy)} (14)
and the candidate set of B(R) is
Ω ⊃
{
(w1,w2, P1, P2) :
(
R1(w1,w2, P1, P2), R2(w1,w2, P1, P2)
) ∈ B(R)}. (15)
In the following sections, we study the Pareto boundary in terms of power allocation and transmit
beamforming vectors in different decoding structures namelyRnd and Rdd. Rnn is the case of MISO-
IC-SUD and is well studied in [16]. Rdn is symmetric to Rnd and is therefore omitted here. Then
as a special case, we discuss the characterization of the maximum sum rate point in each decoding
structures.
8
|hHiiwi|2Pi
|hHjiwi|2Pi wi =
hji
‖hji‖
‖wi‖ = 1, 0 ≤ Pi ≤ Pmax
wi =
hii
‖hii‖
Fig. 2: The received power region for Tx i.
V. The received power region
The received power region was first proposed in [20] as a powerful tool to illustrate the dependancy
between the received power tuple and the Pareto boundary on the K-user MISO-IC-SUD. The tuple
at one receiver includes the received power from the desired signal and the received power from
the interference signal(s). In a two-user MISO-IC, we can illustrate the received power region as a
two-dimensional plot, as shown in Fig. 2. Mathematically, the received power region of user i for the
two-user MISO-IC is defined as:
Φi =
{(
|hHiiwi|2Pi, |hHjiwi|2Pi
)
: wi ∈ S, 0 ≤ Pi ≤ Pmax
}
(16)
where the desired channel power of user i is |hHiiwi|2Pi and the interference channel power of user i
is |hHjiwi|2Pi.
The importance and relevance of the received power region can be summarized in the following.
• The boundary of received power region and the Pareto boundary: The received power region is a
convex and compact region with respect to the received power values. The Pareto boundary of
the MISO-IC-SUD with linear pre-coding, the NN region here, is shown to be attained by the
received power values on the boundary of the received power region [16].
• Monotonicity of rates: The rate metrics defined in (3) are either monotonically increasing or
decreasing with the channel powers. The optimization of such rates can be simplified by first
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computing the optimized channel powers and then the corresponding beamforming vectors that
achieve such channel powers.
Now we define the received power region achieved by beamforming vectors inside the Pareto
boundary candidate set, Ω,
Φ(Ω) =
{(
|hH11w1|2P1, |hH21w1|2P1, |hH22w2|2P2, |hH12w2|2P2
)
: (w1,w2, P1, P2) ∈ Ω
}
. (17)
Immediately, we have the following relations: the Pareto boundary candidate set achieves a received
power region which is a subset of the Cartesian product of the received power regions for Rx 1 and
2, Φ1 and Φ2,
Φ(Ω) ⊂ Φ1 × Φ2. (18)
The beamforming vectors and power allocations in Φ1 ×Φ2 contribute to the whole achievable rate
region whereas the tuples in Φ(Ω) only attain the Pareto boundary. This means that if we know
Φ(Ω), we can achieve the Pareto boundary without searching over all beamforming vectors in the
remaining space in Φ1 × Φ2. This reduces the search space from Φ1 × Φ2 significantly.
In the following sections, we compute Ωnn,Ωdn,Ωnd,Ωdd which are candidate sets of the Pareto
boundary of the corresponding regions: NN, DN, ND and DD. We define a candidate set of the
overall Pareto boundary, Ω, as the union of the candidate sets mentioned above:
Ω =
⋃
x,y∈{n,d}
Ωxy. (19)
VI. Pareto boundary characterization
A. Pareto boundary characterization in the ND region
With decoding structure Rnd, Rx 1 treats interference as noise and Rx 2 decodes and subtracts
the interference signal from the received signal before decoding the desired signal.
Theorem 2: The Pareto boundary B(Rnd) is attained by candidate set Ωnd
Ωnd = {W1,W2, P1 = Pmax, 0 ≤ P2 ≤ Pmax} (20)
where W1,W2 defined in (21), are sets of beamforming vectors composed of linear combinations of
two channel vectors; to attain the Pareto boundary, Tx 1 transmits with full power Pmax whereas
Tx 2 transmits with less than full power P2 ≤ Pmax.
Proof: See Appendix XI-B.
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Wi =
{
wi : wi =
√
λi
Πjihii
‖Πjihii‖ +
√
1− λi
Π⊥jihii
‖Π⊥jihii‖
; 0 ≤ λi ≤ 1
}
, i, j = 1, 2, i 6= j. (21)
In the ND region, Rx 1 treats interference as noise and Rx 2 decodes interference. As described
by Thm. 2, the Pareto optimal transmit power for Tx 1 is to transmit at full power Pmax and less
than full power for Tx 2. The interpretation is that Tx 1’s transmit power does not affect the rate
performance of Rx 2 as the interference from Tx 1 is decoded and removed. On the other hand, Tx
2 is not advised to transmit at full power because its increase of power will increase the interference
power at Rx 1 and hence reduce the achievable rate of Rx 1.
The Pareto optimal transmit beamforming vectors are parameterized in the setsW1,W2 as positive
linear combinations of two orthogonal vectors. These two vectors are the desired channel projection
onto the span and the null space of the interference channel. As shown in Fig. 3, the vectors in W1
and W2 are represented by blue regions. The blue regions cover from the point of zero interference
power (Point A in Fig. 3) to the point of maximum desired channel power (Point B) and the point
of maximum interference power (Point C). Moving from point A to B and C on the Pareto boundary
in Fig. 3, the interference power increases monotonically. On the left figure of Figure 3, we show
the received power region of Tx 1, the channel powers between A and B correspond to a strong
desired channel power of Tx 1 and a relatively small interference channel power from Tx 1 to Rx 2.
These points may attain the Pareto boundary if the desired channel power of Tx 2 is weak. On the
other hand, if Tx 2’s desire channel power is large, the interference power from Tx 1 to Rx 2 must
be increased to increase to interference rate T1 which limits rate rate of R1 as R1 = min(T1, D1).
This is a novel concept comparing to the conventional single user decoding interference channel, the
increase in interference power here is beneficial as it facilitates interference decoding and removal.
In the next section, we investigate the Pareto boundary attaining beamforming vectors in the DD
region.
B. The Pareto boundary characterization in the DD region
With decoding structure Rdd, both Rx’s decode interference. The Pareto boundary attaining
solutions are:
Theorem 3: The Pareto boundary B(Rdd) is attained by candidate set
Ωdd = {w1 ∈ V1,w2 ∈ V2, 0 ≤ P1, P2 ≤ Pmax} , (22)
11
|hH11w1|2P1
|hH21w1|2P1 w1 =
h21
‖h21‖
C
w1 =
h11
‖h11‖B
A
w2 =
h12
‖h12‖
C
w2 =
h22
‖h22‖B
A
|hH12w2|2P2
|hH22w2|2P2
Ωnd = {P1 = Pmax,w1 ∈ W1,w2 ∈ W2, 0 ≤ P2 ≤ Pmax}
Fig. 3: The graphical illustration of the candidate set Ωnd as the shaded area which is a subset of
the received power regions Φi.
with Pareto boundary attaining beamforming vectors composed of two orthogonal channel vectors,
specifically for i = 1, 2,
Vi =
{
w ∈ S : w =
√
λi
Πiihji
‖Πiihji‖ +
√
1− λi Π
⊥
iihji
‖Π⊥iihji‖
, 0 ≤ λi ≤ 1
}
, (23)
and both Txs transmit at less than full power.
Proof: See Appendix XI-C.
Remark 3: Note thatWi in Thm. 2 and Vi defined here are different candidate sets. In particular,
Wi is a set of vectors that are the positive linear combinations of Πjihii and Π⊥jihii whereas Vi is a
set of vectors that are the positive linear combinations of Πiihji and Π
⊥
iihji. This difference is shown
graphically in Fig. 3 and 4.
In the DD region, both Tx 1 and 2 decode interference and their choice of actions are symmetric. As
described by Thm. 3, the Pareto optimal transmit power for Tx 1 and 2 are to transmit at less than
full power. The Pareto optimal transmit beamforming vectors are parameterized in the sets V1,V2
as positive linear combinations of two orthogonal vectors. These two vectors are the interference
channel projection onto the span and the null space of the desired channel. As shown in Fig. 4, the
vectors in V1 and V2 are represented by blue regions. The blue regions cover from the point where
the point of maximum desired channel power (Point B) to the point of maximum interference power
12
|hH11w1|2P1
w1 =
h11
‖h11‖B
w1 =
h21
‖h21‖
C
D
|hH21w1|2P1
w1 =
h11
‖h11‖B
w1 =
h21
‖h21‖
C
D
|hH12w2|2P2
|hH22w2|2P2
Ωdd = {0 ≤ P1, P2 ≤ Pmax,w1 ∈ V1,w2 ∈ V2}
Fig. 4: The graphical illustration of candidate set Ωdd as the shaded area which is a subset of the
received power regions Φi.
(Point C) and the point of zero desired channel power (Point D).
Notice that the points where the interference channel powers are zero is not Pareto optimal. It
is because minimizing the interference power in the DD region makes decoding interference more
difficult. This choice of action is not Pareto optimal. From the received power region representation in
Fig. 4, we can see that the interference channel power should be maximized despite the values of the
direct channel gain. It means that for each achievable desired channel power value, the interference
channel power should be increased for easy interference decoding and removal.
C. The Pareto boundary characterization
From Thm. 2 and 3, we have presented the Pareto boundary characterization in ND and DD
region. We can easily obtain the candidate set Ωdn by reversing the role of Tx 1 and 2 from Ωnd in
Thm. 2. Also, the candidate set Ωnn is shown to be the following [16]:
Ωnn = {W1,W2, P1 = P2 = Pmax} (24)
where W1,W2 are defined in Thm. 2.
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By definition in (19) , the candidate set of the Pareto boundary B(R) is the union of the candidate
sets in each decoding region. Hence, we have characterized the Pareto boundary B(R). In the
candidate sets of the Pareto boundary, the beamforming vectors are parameterized with positive
real scalars 0 ≤ λ1, λ2 ≤ 1. By varying λ1, λ2 from zero to one and P2 from zero to Pmax, we obtain
all beamforming vectors that may attain the the boundary in each decoding region and in turn the
overall Pareto boundary. Intuitively, it means that the boundary attaining beamforming vectors in
each decoding region exist only in a two-dimensional subspace, spanned by the direct channel and
the interference channel, in a N -dimensional signal space.
As a direct application of the Pareto boundary characterization, we characterize the maximum
sum rate point in the following section. Since the maximum sum rate point is always on the Pareto
boundary, the candidate set of the maximum sum rate point is therefore a subset of the candidate
set derived above. We reduce the size of the candidate set by eliminating beamforming vectors in
the candidate set that achieve a smaller sum rate than other vectors in the set.
VII. The maximum sum rate point characterization
In this section, we characterize the candidate sets of the maximum sum rate point by first
illustrating that Txs. should always transmit with full power, in Section VII-A. Then, we study
the candidates sets of the boundaries of ND and DD regions by eliminating vectors that attain a
smaller sum rate than other vectors in the candidate sets and obtain the candidate sets of maximum
sum rate point in B(Rnd) and B(Rdd) respectively, in Section VII-B and VII-C.
A. Full power transmission
We observe that the maximum sum rate point is attained by maximum transmit power at each
transmitter. To see this, we combine the power constraints and beamformer norm constraints:
‖wi‖2 ≤ Pi. (25)
Assume that the sum rate optimal beamformer is not transmitting at maximum power: ‖wi‖2 =
p < Pi. We can choose a beamformer w
′
i = wi + ǫe
jφΠ⊥jihii where ǫ is chosen such that ‖w′i‖2 = Pi
and φ = arg(hHiiwi). Notice that |hHiiw′i|2 ≥ |hHiiwi|2 and |hHjiw′i|2 = |hHjiwi|2. Or, we can choose
w
′′
i = wi + ǫ
′ejφ
′
Π⊥iihji with φ
′ = arg(hHjiwi) to increase |hHjiwi|2 and keep |hHiiwi|2 constant. Thus,
it contradicts that wi is on the Pareto boundary. From now on, we set Pi = Pmax, i = 1, 2. Note
that the argument above is limited to non-parallel channels, for parallel channels (e.g. hHjihii = 0),
14
it reduces to SISO-IC where the maximum sum rate point is attained by one Tx transmitting with
full power whereas the other Txs. transmit at less than full power [13].
In the following sections, we characterize the candidate sets that attain the maximum sum rate
point. Note that, the candidate sets attaining the maximum sum rate point is a strict subset of those
attaining the Pareto boundary. The sum rate metric does not distinguish between Tx 1 and 2’s rate
and therefore we can identify a much smaller candidate set as illustrated in the following sections.
This is particularly useful for system optimization which does not put emphasis on user fairness.
Note that the computation of the global optimal solution
ω
∗ = argmax
w1,w2∈S
R¯nd(w1,w2) (26)
is in general NP-hard [21], even though there exist channels for which the solution is easily obtained
(e.g. orthogonal channels). Here, we would like to reduce the search space and characterize the
solutions set.
B. The maximum sum rate point characterization in the ND region
Theorem 4: The candidate set of maximum sum rate R¯nd denoted as Ω˜nd, hence ω∗ ⊂ Ω˜nd ⊂ Ωnd,
is given by
Ω˜nd =
{
W˜1, W˜2, Pmax, Pmax
}
(27)
where Ωnd is the candidate set of Pareto boundary B(Rnd) in (20). In particular, W˜1 is the following
set with cardinality three:
W˜1 =
{
h11
||h11|| ,
h21
||h21|| ,w1(λ
(b)
1 )
}
(28)
with λ
(b)
1 =
c1||Π⊥21h11||2
c2||h21||2−2√c1c2|hH21h11|+c1||h11||2
. The candidate set W˜2 is a set of beamforming vectors
characterized by a parameter λ2 in a smaller range than the range in W2:
W˜2 =
{
w2 ∈ S : w2 =
√
λ2
Π12h22
‖Π12h22‖ +
√
1− λ2 Π
⊥
12h22
‖Π⊥12h22‖
; λ
(b)
2 ≤ λ2 ≤ λMRT2
}
(29)
where λMRT2 =
|hH
12
h22|
||h12||||h22|| is a parameter that gives the beamforming solution towards channel h22
and w2(λ
(b)
2 ) =
b˜√
a˜+b˜
va +
ejφa˜√
a˜+b˜
vb for some eigenvectors va,vb and positive scalars a˜, b˜. The vectors
va,vb are the most and least dominant eigenvectors of the matrix S = h22h
H
22 − g21g11h12hH12.
Proof: See Appendix XI-D.
Remark 4: Note that for some channel realizations and chosen w2, w1(λ
(b)
1 ) may be equal to
the maximum ratio transmission solutions h11‖h11‖ or
h21
‖h21‖ . But we distinguish between them in the
candidate sets to illustrate that for most channel realizations and w2, w1(λ
(b)
1 ) /∈
{
h11
‖h11‖ ,
h21
‖h21‖
}
.
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|hH11w1|2P1
|hH21w1|2P1 w1 =
h21
‖h21‖
w1(λ
(b)
1 )
w1 =
h11
‖h11‖
w2 =
h12
‖h12‖
w2 =
h22
‖h22‖
w2(λ
(b)
2 )
|hH12w2|2P2
|hH22w2|2P2
Ωnd = {P1 = Pmax,w1 ∈ W1,w2 ∈ W2, 0 ≤ P2 ≤ Pmax}
Ω˜nd = {W1,W2}
Fig. 5: The illustration of the candidate set of the maximum sum rate point of ND region in dark
grey and the candidate set of the Pareto boundary B(Rnd) in light grey. The cardinality of the
candidate set for w1 of the maximum sum rate point is only three, conditioned on w2.
It is interesting to see that the sum rate optimal beamforming vector of Tx 1 is either the
beamforming vector towards the desired channel or the beamforming vector towards the interference
channel or a beamforming vector that balances the interference decoding rate Ti and the treating
interference as noise rate Di in a weighted manner with weights c1, c2 which depend on the choice
of the beamforming vector at Tx 2.
Comparing the candidate set of the Pareto boundary to the candidate set of the maximum sum
rate point of the ND region, namely Ω˜nd and Ωnd, we observe the following:
• For each Tx i, the candidate set Ω˜nd consists of only three closed-form beamforming vectors
whereas Ωnd consists of a set of beamforming vectors characterized by a real-valued parameter
spanned between zero and one, as shown in Fig. 5.
• An interesting question rises: what are the conditions of each of these potential sum rate optimal
solutions being sum rate optimal? We give the discussion in Section VIII.
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C. The maximum sum rate point characterization in the DD region
In this section, we compute the candidate set that attains the maximum sum rate point of the
DD region.
Theorem 5: The candidate set of the maximum sum rate in Rdd is
Ω˜dd =
{
Vdd1 ,Vdd2 , Pmax, Pmax
}
(30)
where for user i = 1, 2, the sum rate optimal beamforming vectors are either a linear combination
of two orthogonal vectors or maximizing the desired channel power or a specific vector:
Vddi =
{
V˜i, hii‖hii‖ ,wi(λ
A
i )
}
(31)
V˜i =
{
wi :
√
λi
Πiihji
‖Πiihji‖ +
√
1− λi Π
⊥
iihji
‖Π⊥iihji‖
, λAi ≤ λi ≤ λMRTi
}
(32)
where λMRTi =
|hHiihji|2
‖hii‖2‖hji‖2 and λ
A
i =
‖Π⊥iihji‖
‖hji‖2+(1+gjj)‖hii‖2−2|hHiihji|
√
1+gjj
.
Proof: see Appendix XI-E.
Remark 5: Note that wi(λ
A
i ) may not be a element of Vi because λAi may not be smaller than
λmrti and in this case V˜i is empty. The vector wi(λAi ) is a beamforming vector that balance the
interference decoding rate Ti and the treating interference as noise rate Di in a weighted manner.
See Appendix XI-E for more details.
In Fig. 6, we illustrate the reduction of the candidate set of the maximum sum rate point of the
DD region, in red, comparing to the candidate set of the Pareto boundary of the DD region, in blue.
As shown in Fig. 6, the beamforming vectors in V˜ achieve channel powers that are in the direction
of minimizing the direct channel power while maximizing the interference channel power.
To summarize, we obtain the candidate set of the maximum sum rate point in the ND and DD
region, in Thm. 4 and Thm. 5 respectively. We can exchange the role of Tx 1 and 2 in Thm. 4 to
obtain the candidate set of maximum sum rate point in the DN region, Ω˜dn. For the NN region,
the candidate set of the maximum sum rate point is identical to the candidate set of the Pareto
boudary, Ωnn. Thus, we can have candidate set of the maximum sum rate point of MISO-IC-IDC
as Ω˜:
Ω˜ = Ω˜nd
⋃
Ω˜dn
⋃
Ω˜dd
⋃
Ωnn. (33)
In the next section, we apply the results obtained above: from the candidate set of the maximum
sum rate point in different decoding structures, we identify the conditions in which the MRT
strategies are sum rate optimal. Such strategies are attractive because of their simplicity and the
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|hH11w1|2P1
w1 =
h11
‖h11‖
w1 =
h21
‖h21‖
w1(λ
A
1 )
|hH21w1|2P1
w1 =
h11
‖h11‖
w1 =
h21
‖h21‖
w2(λ
A
2 )
|hH12w2|2P2
|hH22w2|2P2
Ωdd = {0 ≤ P1, P2 ≤ Pmax,w1 ∈ V1,w2 ∈ V2}
Ω˜dd = {V1,V2}
Fig. 6: The illustration of the candidate set of the maximum sum rate point of the DD region, in
red, and the candidate set of the Pareto boundary B(Rdd) in blue. If λAi ≤ λMRTi , then the candidate
set consists of the set V˜i and wi =
hii
‖hii‖ as illstrated by the dark grey area in the figure. When
λAi > λ
MRT
i , the candidate set becomes 3 beamforming vectors:
hii
‖hii‖ ,w(λ
A
i ) and wi =
hji
‖hji‖ .
MRT optimality conditions answer the following two interesting questions: When is selfishness sum
rate optimal? When is interference amplification sum rate optimal?
VIII. MRT optimality conditions
In this section, we investigate the conditions in which the MRT strategies at both Tx 1 and 2 are
sum rate optimal. For clarification, MRT strategies can mean two strategies, one to beamform to
the direct channel hii and the other to beamform to the interference channel hji. We characterize
the MRT optimality conditions in terms of the separation between the desired channel and the
interference channel, θi:
θi = cos
−1
( |hHjihii|
‖hji‖‖hii‖
)
. (34)
Theorem 6: The MRT optimality conditions for decoding structure Rnd are:
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•
(
h11
‖h11‖ ,
h22
‖h22‖
)
is optimal if and only if
c1‖Π⊥21h11‖2
c2‖h21‖2 − 2√c1c2|hH21h11|+ c1‖h11‖2
< cos2(θ1) ≤ (1 + ‖h22‖
2Pmax)‖h11‖2
(1 + ‖h12‖2 cos2(θ2)Pmax)‖h21‖2 (35)
•
(
h21
‖h21‖ ,
h22
‖h22‖
)
is optimal if and only if
‖h21‖2 ≤ (1 + ‖h22‖2Pmax) ‖Π21h11‖
2
1 + ‖h12‖2 cos2(θ2)Pmax (36)
where c1 =
Pmax
‖h12‖2 cos2(θ2)Pmax+1 and c2 =
Pmax
‖h22‖2Pmax+1 .
Proof: See Appendix XI-F.
Now, we provide the MRT optimality conditions for Rdd.
Theorem 7: The MRT optimality conditions for Rdd are:
wi =
hji
‖hji‖ is optimal if
gij
gjj
− 1 ≤ ‖hii‖2 cos2(θi) ≤ ‖hji‖
2
1 + gjj
(37)
wi =
hii
‖hii‖ is optimal if (1 + gjj)‖hii‖
2 ≤ ‖hji‖2 cos2(θi) (38)
for i, j = 1, 2 and gij = |hHijwj |2. To be more specific:
(
h11
‖h11‖ ,
h22
‖h22‖
)
is optimal if and only if


cos2(θ1) ≥ (1 + ‖h22‖
2)‖h11‖2
‖h21‖2
cos2(θ2) ≥ (1 + ‖h11‖
2)‖h22‖2
‖h12‖2 .
(39)
(
h21
‖h21‖ ,
h12
‖h12‖
)
is optimal if and only if


‖h12‖2 − ‖h22‖2 cos2(θ2) ≤ ‖h11‖2‖h22‖2 cos2(θ1) cos2(θ2) ≤ ‖h21‖
2‖h22‖2 cos2(θ2)
1 + ‖h22‖2 cos2(θ2)
‖h21‖2 − ‖h11‖2 cos2(θ1) ≤ ‖h11‖2‖h22‖2 cos2(θ1) cos2(θ2) ≤ ‖h12‖
2‖h11‖2 cos2(θ1)
1 + ‖h11‖2 cos2(θ1) .
(40)
Proof: see Appendix XI-G.
IX. Simulation Results
In this section, we provide simulation results for the proposed parameterization. By varying the
beamforming vectors and power allocation, according to the proposed parameterization, we plot the
achievable rate region for each decoding structure for a particular channel realization in Section
IX-A. The maximum sum rate point and the MRT points in each decoding structure are plotted on
the corresponding achievable rate region. In Section IX-B, we compute the empirical frequency of
MRT strategies in Rnd and Rdd averaged over 500 channel realizations. In Section IX-C, we allow
the channels to be correlated and we see that the sum rate optimal decoding structure changes with
the strength of the interference channel, agreeing with the observations for SISO-IC.
19
A. Achievable rate region and maximum sum rate point
In Fig. 7, we plot the achievable rate region of the decoding structure Rnd, Rdn, Rdd and Rnn in
Fig. 7a, 7b, 7c and 7d, respectively. We assume N = 3 transmit antennas and SNR=0dB. We exhaust
λ1 and λ2 to take 20 values between zero and one, inclusively. For each pair of (λ1, λ2), beamforming
vectors w1,w2 are generated and the corresponding rates with transmit powers P1, P2 are plotted.
Depending on the candidate set in each decoding structure, the transmit powers can be less than
maximum power or equal to the maximum power Pmax. For example, in R
nn, maximum power is
used: P1 = P2 = Pmax, whereas in R
nd, P1 = Pmax and 0 ≤ P2 ≤ Pmax and in Rdd, 0 ≤ P1, P2 ≤
Pmax. For simulation purposes, we allow the transmit powers to take 10 values between 0 and Pmax,
inclusively. The rate points plotted are achieved by the proposed Pareto boundary parameterization
and the red asterisk is the maximum sum rate point by employing the maximum sum rate point
parameterization where as the red square is the MRT strategies:
(
w1 =
h21
‖h21‖ ,w2 =
h22
‖h22‖
)
in Rnd;(
w1 =
h11
‖h11‖ ,w2 =
h12
‖h12‖
)
in Rdn and
(
w1 =
h11
‖h11‖ ,w2 =
h22
‖h22‖
)
in Rdd and Rnn.
B. Empirical Frequency of MRT strategies
In Fig. 8, we demonstrate the variation of the empirical frequency of MRT strategies in Rnd when
SNR increases. In Rnd, the empirical frequency of beamforming vectors pair
(
h21
‖h21‖ ,
h22
‖h22‖
)
is 50%
when SNR goes to infinity where as the empirical frequency of
(
h11
‖h11‖ ,
h22
‖h22‖
)
is 10%. It shows that
with Rnd, in high SNR, Tx 1 should amplify interference signal by beamforming at the interference
channel and Tx 2 should amplify desired signal by beamforming at the desired channel and by doing
so, it achieves maximum sum rate on average 50% of the channel realizations.
In Fig. 9, we compare the maximum sum rate and the rates achieved by MRT strategies in Rdd:
(w1 =
h11
‖h11‖ ,w2 =
h22
‖h22‖) and (w1 =
h21
‖h21‖ ,w2 =
h12
‖h12‖). In the x-axis, we plot the percentage of
the average maximum sum rate whereas the y-axis is the percentage of channel realizations such
that the MRT rates are less than a certain percentage of the maximum sum rate. Simulations show
that the sum rate achieved by MRT strategies are less than 20% to 80% of the maximum sum rate.
Since maximizing direct channel gain or interference gain do not reach maximum sum rate, it seems
to imply that in Rdd, interference should not be maximized or minimized and should be balanced
instead.
In Fig. 10, we plotted the averaged difference between the maximum sum rate and MRT strategies
in Rnd and Rdd respectively. From Fig. 10a, the rate difference between MRT strategies and the
maximum sum rate decreases with SNR and reaches to about 2% and 4% at 40dB SNR. Thus, even
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(a) Achievable rate region of Rnd: proposed pa-
rameterization achieves the Pareto Boundary and
maximum sum rate point.
(b) Achievable rate region of Rdn: proposed pa-
rameterization achieves the Pareto Boundary and
maximum sum rate point.
(c) Achievable rate region of Rdd: proposed pa-
rameterization achieves the Pareto Boundary and
maximum sum rate point.
(d) Achievable rate region of Rnn: proposed parame-
terization achieves the Pareto Boundary and maxi-
mum sum rate point.
Fig. 7: Achievable rate region of different decoding structures.
if the empirical frequency is about 50% and 10%, MRT strategies only lose about 2% and 4% of
the maximum sum rate of Rnd. On the other hand, from Fig. 10b, it shows that the rate difference
between MRT strategies and the maximum sum rate in Rdd increases with SNR and we conclude
that MRT strategies are not sum rate optimal in Rdd.
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Fig. 8: MRT optimality in Rnd when SNR increases: interference should be maximized half of the
time when SNR goes to infinity.
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Fig. 9: Maximum sum rate plots in different channel realizations. MRT strategies are not sum rate
optimal in Rdd.
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(a) The averaged sum rate difference between maximum sum rate point
and MRT strategies in Rnd.
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(b) The averaged sum rate difference between maximum sum rate point
and MRT strategies in Rdd.
Fig. 10: The averaged sum rate difference between maximum sum rate point and MRT strategies in
R
nd and Rdd.
23
C. Correlated Channels and Sum Rate optimal decoding structures
In this section, we assume a symmetric channel [22] in which the direct channels, hii, are i.i.d
complex gaussian vector channels. The interference channel hji has a projection angle θi with the
direct channel hii:
|hHjihii| = ‖hii‖‖hji‖ cos(θi). (41)
Moreover, we define the signal to interference ratio SIR as
SIR =
‖hii‖2
‖hji‖2 . (42)
In Fig. 11, we compare the sum rate achieved by Rnn, Rdd and TDMA. When the strengthen
of interference channel increases and consequently SIR decreases, there is a transition from Rnn
to TDMA to Rdd: treating interference as noise is sum rate optimal in low interference regime
and then time sharing should be performed and then decoding interference is sum rate optimal in
high interference regime. When the angle between the interference channel increases to θ = 0.15π,
about 27 degrees, there is a direct transition between treating interference as noise and decoding
interference. Thus, when the direct channel and the interference channel are more apart, time sharing
is not sum rate optimal and outperformed by the other decoding structures.
In Fig. 12, we compare the maximum sum rate achieved in different decoding structures with
TDMA when the system SNR increases. When the interference channel is as strong as the direct
channel SIR= 1, treating interference as noise is sum rate optimal in all SNR range. When the
interference channel power increases SIR−1 = 5, 10, 20, both Rxs. decoding interference is sum rate
optimal in low SNR whereas one Rx treating interference as noise and one Rx decoding interference
is sum rate optimal in high SNR.
D. Performance of suboptimal algorithm
For illustration purposes, we propose a very simple transmission strategy with only finite low
number of beamforming vector choices. This transmission strategy is inspired by the parameterizaiton
of each decoding structure. We propose to select only two beamforming vectors in each candidate
set. Based on channel states information, we compare the sum rate performance of these eight
beamforming vectors and choose the beamforming vector and the corresponding decoding structure
which achieves the highest sum rate.
• NN region:
(
Π⊥
21
h11
‖Π⊥
21
h11‖ ,
Π⊥
12
h22
‖Π⊥
12
h22‖
)
and
(
h11
‖h11‖ ,
h22
‖h22‖
)
.
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Fig. 11: The averaged sum rate of different decoding structure comparing to TDMA in symmetric
channel when the strength of the interference channel increases.
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Fig. 12: The averaged sum rate of different decoding structure comparing to TDMA in symmetric
channel when the system SNR increases.
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• ND region:
(
h21
‖h21‖ ,
h22
‖h22‖
)
and
(
h11
‖h11‖ ,
h22
‖h22‖
)
.
• DN region:
(
h11
‖h11‖ ,
h12
‖h12‖
)
and
(
h11
‖h11‖ ,
h22
‖h22‖
)
.
• DD region:
(
h21
‖h21‖ ,
h12
‖h12‖
)
,
(
h11
‖h11‖ ,
h22
‖h22‖
)
,
(
h21
‖h21‖ ,
h22
‖h22‖
)
and
(
h11
‖h11‖ ,
h12
‖h12‖
)
.
• TDMA: a time sharing scheme between single user points and wi = hii‖hii‖ .
In the NN region, we propose to choose either the interference nulling solution or the desired
channel gain maximizing solution. It has been shown in previous literature that in MISO-IC-SUD
and low SNR regime, maximizing desired channel gain is sum rate optimal whereas in high SNR
regime, interference nulling is sum rate optimal.
It was shown in SISO-IC [3], [10]that the DD scheme is sum rate optimal among all four decoding
structures when the strength of both interference channels are strong and the DN or ND scheme
is sum rate optimal when one interference channel is strong and the other interference channel is
weak compared to the desired channel. The interference maximizing beamforming solution and the
desired channel channel power beamforming solution are chosen in DN, ND and DD regions in the
proposed algorithm to verify the analogy from SISO-IC to MISO-IC.
In Fig. 13, we plotted the maximum sum rate achieved by different decoding structure and compare
it with the proposed simple algorithm when SIR decreases. We see that when the interference is weak,
it is sum rate optimal to treat interference as noise and when the interference strength increases, sum
rate can be increased by allowing one of the Rx to decode interference and in the strong interference
regime, both Rxs. decoding interference achieves the highest sum rate. Depending on the channel
coefficients, TDMA may outperform Rnn and Rdd in the medium interference regime. Note that the
computation of the maximum sum rate point is NP-hard. However, we see the the proposed simple
algorithm achieves nice sum rate performance with only five choices of beamforming vectors.
X. Conclusion and future work
The interference decoding capability brings additional freedom to the Rxs. which either decode in-
terference or treat interference as noise. However, it is not trivial when Txs. should avoid interference
and when should amplify interference power. To answer this question, we formulate the achievable
rate region for a two-user MISO-IC-SUD. We provide an in-depth analysis of the achievable rate
region, as a union of different decoding structures. The Pareto boundary is then characterized in
terms of both power allocation and beamforming vectors. As a direct application of the Pareto
boundary characterization, we characterize the maximum sum rate points. The candidate set to the
maximum sum rate point is a strict subset of the the candidate set of the Pareto boundary. With
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Fig. 13: Sum rate optimal decoding structures when the strength of interference channel increases.
the maximum sum rate characterization, we derive the MRT optimality conditions which describe
the conditions in which simple MRT strategies are sum rate optimal. We conclude the paper by
providing simulation results which shed some insights into the question “ When is selfishness sum
rate optimal?”. Results show that MRT strategies have only 2% to 4% rate loss comparing to the
maximum sum rate point in high SNR if one Rx decodes interference and the other treats interference
as noise. On the other hand, MRT is not sum rate optimal if both Rxs. decode interference. In
symmetric channels, there is a transition in decoding structure from treating interference as noise
to TDMA to decoding interference at both Rxs. when the strength of interference increases.
The achievable rate problem for the K-user MISO-IC-IDC is not simple as the number of possible
interference decoding order increases exponentially with the number of users. It is not easy to see
which decoding order is better than the others and whether this decoding order in this decoding
structure is better than other decoding structures. This extension to the K-user case is currently
under preparation.
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XI. Appendix
A. Proof of Thm. 1
In this sequel, we are going to prove that the Pareto boundary in NN region, DN region and DD
region are attained by rank 1 matrices.
Lemma 1: In the NN region, where Rx 1 and Rx 2 treat interference as noise, the Pareto boundary
attaining transmit covariance matrices are rank one.
Proof: See reference [4], [20].
To prove that the Pareto optimal transmit covariance matrices in DN and DD regions are rank
one, we follow and modify slightly the proof from [20]. To facilitate the discussion, we define the
following received channel power region for Tx i, assuming transmit power being one,
Φsi =
{
(hHii Sihii,h
H
jiSihji) : Si ∈ S
}
. (43)
For each received channel power gji = h
H
jiSihji, i, j = 1, 2, there is a set K↑ji such that each utility
uk, k ∈ K↑ji, is monotonically increasing with received channel power gji,
uk(gii, gji, gij , gjj) ≤ uk(gii, g′ji, gij , gjj) (44)
if gji ≤ g′ji. Similarly, there is a set K↓ji such that each utility uk, k ∈ K↓ji, is monotonically decreasing
with received channel power gji.
Lemma 2: For an arbitrary fixed Tx i, if there exist a received channel power gji, j = 1, 2, such
that the number of utilities that are monotonically increasing and decreasing with gji are both larger
than zero and the number of such received channel power gji is not larger than one, e.g.
Ni =
{
k :
∣∣∣K↑ki∣∣∣ > 0, ∣∣∣K↓ki∣∣∣ > 0} , ‖Ni‖ ≤ 1, i = 1, 2, (45)
then the Pareto optimal transmit covariance matrices with respect to these utilities are rank one
and attain the boundary of the corresponding received channel power regions Φsi .
Proof: We proceed by separating the cases where the some utilities are increasing or decreasing
with the received channel power gji, for i, j = 1, 2.
• If
∣∣∣K↑ji∣∣∣ 6= 0 and ∣∣∣K↓ji∣∣∣ = 0, then the Pareto optimal transmit covariance matrix S∗ attains the
boundary of the received channel power region Φsi . It is because for each utility uk(gii, gji, gij , gjj)
such that k ∈ K↑ji, if gji is not on the boundary of Φsi , we can choose a transmit cova-
riance matrix S∗ such that g∗ji = h
H
jiS
∗
hji ≥ gji which increases the value of the utility
uk(gii, gji, gij , gjj) ≤ uk(gii, g∗ji, gij , gjj). Since
∣∣∣K↓ji∣∣∣ = 0, no utilities are decreased by modifying
the transmit covariance matrix from S to S∗.
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• If
∣∣∣K↓ji∣∣∣ 6= 0 and ∣∣∣K↑ji∣∣∣ = 0, then the Pareto optimal transmit covariance matrix S∗ attains the
boundary of the received channel power region Φsi . It is because for each utility uk(gii, gji, gij , gjj)
such that k ∈ K↑ji, if gji is not on the boundary of Φsi , we can choose a transmit cova-
riance matrix S∗ such that g∗ji = h
H
jiS
∗
hji ≤ gji which increases the value of the utility
uk(gii, gji, gij , gjj) ≤ uk(gii, g∗ji, gij , gjj). Since
∣∣∣K↑ji∣∣∣ = 0, no utilities are decreased by modifying
the transmit covariance matrix from S to S∗.
• According to the assumption (45), for each Tx i, there exist at most one j such that
∣∣∣K↓ji∣∣∣ 6= 0
and
∣∣∣K↑ji∣∣∣ 6= 0. In this case, the received channel power with transmit power, gjiPi has value
between 0 and ‖hji‖2Pmax which can be achieved by setting gji to be on the boundary of Φsi
and letting Pi vary from 0 to Pmax. Hence, we can put the Pareto optimal transmit covariance
matrix S∗ on the boundary of the received channel power region Φsi by allowing power control
0 ≤ Pi ≤ Pmax.
From [20, Lemma 3], the received channel powers on the boundary of the received channel power
region Ψsi are attained by rank one transmit covariance matrices, which completes the proof.
In the following, we are going to show that the Pareto optimality problem in DN region and DD
region respectively satisfy the assumption in Lemma 2 and therefore the Pareto optimal transmit
covariance matrices are rank one.
1) In the DN region: Rx 1 decodes interference and Rx 2 treats interference as noise and the
Pareto boundary attaining transmit covariance matrices are rank one. To see this, we recall the
achievable rates in Rdn:
u1(g11, g21, g12, g22) = log2(1 + g11P1)
u2(g11, g21, g12, g22) = min
(
log2
(
1 +
g12P2
g11P1 + 1
)
, log2
(
1 +
g22P2
1 + g21P1
))
.
(46)
and therefore we have
K↑11 = {1}; K↓11 = {2}; K↑21 = {∅}; K↓21 = {2};
K↑12 = {2}; K↓12 = {∅}; K↑22 = {2}; K↓22 = {∅}.
(47)
Since the assumption (45) is satisfied, by Lemma 2, we have the Pareto optimal transmit covariance
matrices in DN region as rank one.
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2) In DD region: Rx 1 and 2 decode interference and the Pareto boundary attaining transmit
covariance matrices are rank one. To see this, we recall the achivable rates in Rdd:
u1(g11, g21, g12, g22) = min
(
log2 (1 + g11) , log2
(
1 +
g21
1 + g22
))
u2(g11, g21, g12, g22) = min
(
log2 (1 + g22) , log2
(
1 +
g12
1 + g11
))
.
(48)
Hence we have
K↑11 = {1}; K↓11 = {2}; K↑21 = {1}; K↓21 = {∅};
K↑12 = {2}; K↓12 = {∅}; K↑22 = {2}; K↓22 = {1}.
(49)
Since the assumption (45) is satisfied, by Lemma 2, we have the Pareto optimal transmit covariance
matrices in DD region are rank one.
B. Proof of Thm. 2
The Pareto optimal beamforming vectors can be presented as the solutions of the following
optimization problems, for some feasible value ri, i, j = 1, 2, j 6= i,
max
w1,w2,P1,P2
Rj(w1,w2, P1, P2)
subject to Ri(w1,w2, P1, P2) ≥ ri,
‖w1‖ = 1, ‖w2‖ = 1,
0 ≤ P1 ≤ Pmax, 0 ≤ P2 ≤ Pmax.
(50)
With different decoding structure, the achievable rates R1, R2 are substituted with different rate
expressions. However, both the ND and DD case resemble closely to the maximization problem of
channel power and the optimal solution can be characterized in a linear combination of some specific
vectors.
Lemma 3: Define a maximization problem of channel power in the following:
max
w
t
subject to |uHw|2 ≥ ut, |vHw|2 ≥ vt
‖w‖2 ≤ 1
(51)
for some arbitrary fixed scalars u ≥ 0 and v ≥ 0. The solutions w∗ must be in the following set W ,
W =
{
w ∈ CN×1 : w = √µ Πuv‖Πuv‖ +
√
1− µ Π
⊥
u v
‖Π⊥u v‖
, 0 ≤ µ ≤ 1
}
. (52)
Corollary 1: Reversing the signs of the inequality in (51) to |uHw|2 ≤ ut, |vHw|2 ≤ vt does not
change the characterization of the solutions in (52).
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Proof: We proceed by writing the Lagrangians of the problem, with Lagrange multipliers λ =
[λ1, λ2, λ3],
L(w,λ) = t− λ1
(
ut− |uHw|2
)
− λ2
(
vt − |vHw|2
)
− λ3(‖w‖2 − 1). (53)
Now, we compute the vanishing point of the Lagragian derivative which is a necessary condition of the
optimal solution, ∂L(w1,λ)∂wH = λ1uu
H
w+λ2vv
H
w−λ3w = 0. We can write λ1uuHw+λ2vvHw = λ3w
and adjusting the constant scaling, we have λ1‖u‖2 uuH‖u‖2w + λ2‖v‖2 vv
H
‖v‖2w = λ3w. Therefore, the
eigenvector w is a composition of its projection on u and v:
λ1‖u‖2Πuw+ λ2‖v‖2Πvw = λ3w. (54)
Since λi ≥ 0, i = 1, 2, 3, we can write, for some complex-valued µ1, µ2,
w =
µ1
u
‖u‖ + µ2
v
‖v‖∥∥∥µ1 u‖u‖ + µ2 v‖v‖∥∥∥ . (55)
Now we define the set of beamforming vectors that satisfy (55), U =
{
w : w =
µ1
u
‖u‖
+µ2
v
‖v‖∥∥µ1 u‖u‖+µ2 v‖v‖∥∥ , µ1, µ2 ∈ C
}
.
Then, we show in the following that U is a subset of W in Lemma 3. We start with
w = µ1
u
‖u‖ + µ2
v
‖v‖
(a)
=
µ1
‖u‖
(
Πv +Π
⊥
v
)
u+ µ2
‖v‖2
|vHu|e
−jφuvΠvu
=
(
µ1
‖u‖ + µ2
‖v‖2
|vHu|e
−jφuv
)
Πvu+Π
⊥
v u
= z1
Πvu
‖Πvu‖ + z2
Π⊥v u
‖Π⊥v u‖
(56)
where (a) is due to v = Πvu‖v‖
2
vHu
and φuv = arg(v
H
u). The parameter z1 is complex and z2 is real;
the values of z1 and z2 are scaled such that ‖w‖ = 1. Notice that |uHw| =
∣∣z1‖Πvu‖+ z2‖Π⊥v u‖∣∣ (a)≤
|z1|‖Πvu‖+ z2‖Π⊥v u‖ and |vHw| =
∣∣∣z1 vHu‖Πvu‖
∣∣∣ = |z1| |vHu|‖Πvu‖ . Note that equality at (a) when z1 is real
and the phase of z1 does not affect |vHw|. Hence, z1 can be chosen real and since the two basis are
orthogonal, the power constraint of w is satisfied when z21 + c
2
2 = 1 and thus, we can write z1 =
√
µ
and c2 =
√
1− µ for 0 ≤ µ ≤ 1.
If the signs of inequalities are reversed and we have |uHw|2 ≤ ut, |vHw|2 ≤ vt in the constraints
in (51), then the corresponding signs changes to minus from positive in the Lagrangian but does not
affect the discussion above and the characterization of the Pareto optimal solutions holds.
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Substitute the rate definitions (3) into (50) and maximizing R1 subjecting to a constraint on R2,
we let z222 = |hH22w2|2P2 and z212 = |hH12w2|2P2 and we focus on the subproblem that concerns w1,
max
w1
t
subject to |hH21w1|2 ≥ (z222 + 1)t,
|hH11w1|2 ≥ (z212 + 1)t,
‖w1‖2 ≤ 1.
(57)
This has the same formulation as in Lemma 3. By substituting u = h21 and v = h11, we obtain the
characterization of the Pareto optimal beamforming vectors as a linear combination of the vectors
Π21h11 and Π
⊥
21h11. Now we reverse the optimization order : maximize R2 subject to a constraint
on R1. After some manipulations, we obtain for some z
2
11, z
2
21,
max
w2,P2
|hH22w2|2P2
subject to |hH22w2|2P2 ≤
z221
2r1 − 1 − 1,
|hH12w2|2P2 ≤
z211
2r1 − 1 − 1,
‖w2‖ ≤ 1, 0 ≤ P2 ≤ Pmax.
(58)
By Corollary 1, we have
w2 =
√
µ2
Π12h22
‖Π12h22‖ +
√
1− µ2 Π
⊥
12h22
‖Π⊥12h22‖
(59)
for 0 ≤ µ2 ≤ 1.
C. Proof of Theorem 3
The following proof is similar to the approach in Appendix XI-B, to avoid repetitions we only
highlight the main differences in the following. The Pareto optimality problem in the DD region is
written as a maximization of R1 subject to R2 ≥ r2 and after some manipulation, we focus on the
subproblem optimizing w1:
max
w1,P1
t
subject to |hH11w1|2P1 ≥ t,
|hH11w1|2P1 ≤
z212P2
2r2 − 1 − 1,
|hH21w1|2P1 ≥ t(z222 + 1),
‖w1‖ ≤ 1, 0 ≤ P1 ≤ Pmax
(60)
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for some z212, z
2
22. Similar to Lemma 3, we write the Lagrangian and set the derivative with respect
to wH1 to zero, and obtian
(
P1(λ1 − λ2)h11hH11 + λ3P1h21hH21
)
w1 = λ4w1. We add P1λ2‖h11‖2w1 to
both sides and obtain(
P1λ1‖h11‖2Π11 + P1λ2‖h11‖2Π⊥11 + λ3P1‖h21‖2Π21
)
w1 = (λ4 + P1λ2‖h11‖2)w1. (61)
Hence, we see that the optimal solution is composed of its projection on the subspace spanned by
h11,h21 and the orthogonal subspace of h11, which can be represented by the following:
w1 = µ1
Π11h21
‖Π11h21‖ + µ2
Π⊥11h21
‖Π⊥11h21‖
(62)
for some µ1, µ2 ∈ C and |µ1|2 + |µ2|2 = 1.
Similar to the arguments before in Appendix XI-B, we omit the details here to avoid repetitions.
The values µ1, µ2 can be chosen real-valued and the Pareto boundary of R
dd attaining beamforming
vectors are
w1 ∈ V1 =
{
w =
√
ν1
Π11h21
‖Π11h21‖ +
√
1− ν1 Π
⊥
11h21
‖Π⊥11h21‖
, 0 ≤ ν1 ≤ 1
}
. (63)
D. Proof of Theorem 4
Before we go into details of computing the candidate set of the maximum sum rate in the ND
region, we present the following lemma which holds importance in the discussions later.
Lemma 4: Consider two functions f1(x), f2(x) where f1(x) is concave and f2(x) is linearly incre-
asing with x ∈ X ⊂ R. Define
x∗1 = argmax
x∈X
f1(x), x
∗
2 = argmax
x∈X
f2(x) and X = {x ∈ X : f1(x) = f2(x)}. (64)
If xˆ = argmaxmin(f1(x), f2(x)), then
xˆ ⊂ {x∗1, x∗2,X} (65)
Proof: Notice that since f1(x) is concave, there are at most two intersection points. If there
are no intersection points, then xˆ ⊂ {x∗1, x∗2}. If there is one intersection point x¯, then one of the
following orderings is true:
• x¯ < x∗1 < x
∗
2 : since there is only one intersection point, f2(x
∗
2) < f1(x
∗
2) and thus xˆ = x
∗
2.
• x∗1 < x¯ < x
∗
2 : let x
− < x¯ < x+ and we have f1(x−) > f1(x¯) > f1(x+) and f2(x−) < f2(x¯) <
f2(x
+). Thus, xˆ = x¯.
Note that f2(x) is linearly increasing with x and therefore x
∗
2 is the boundary of X and thus x∗2 > x∗1
and x∗2 > x¯. If there are two intersection points, then we have xˆ ⊂ X.
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Note that the global optimal solution ω∗ must be in the solutions set of B(Rnd):
ω
∗ ⊂ Ωnd (66)
where Ωnd is defined in Thm. 2. Thus, we can refine the constraint set in the maximum sum rate
problem in the ND region to
R¯nd(w1,w2) = max
(w1,w2)∈Ωnd
C2(w2) + min{T1(w1,w2), D1(w1,w2)} (67)
which can be decomposed to the following:
max
w2∈W2
{
C2(w2) + max
w1∈W1
min{T1(w1,w2), D1(w1,w2)}
}
(68)
where the inner maximin problem is maximized over w1 for each w2 . With each given w2, we
define c1 =
Pmax
|hH
12
w2|2Pmax+1 and c2 =
Pmax
|hH
22
w2|2Pmax+1 and we rewrite T1 and D1 to the following:
D˜1 = 2
D1 − 1 = c1|hH11w1|2 and T˜1 = 2T1 − 1 = c2|hH21w1|2. Thus, the maximin problem in (68) is
equivalent to
max
w1∈W1
min{c1|hH11w1|2, c2|hH21w1|2}, for arbitrary fixed w2 ∈ S. (69)
Lemma 5: The candidate set of the maximin problem in (69) and therefore maximum sum rate
problem in (68) can be reduced from W1 ∈ Ωnd to W˜1 which is a candidate set with cardinality
three containing at least the maximum sum rate solution: |W˜1| = 3,
W˜1 =
{
h11
||h11|| ,
h21
||h21|| ,w1(λ
(b)
1 )
}
(70)
with
λ
(b)
1 =
c1||Π⊥21h11||2
c2||h21||2 − 2√c1c2|hH21h11|+ c1||h11||2
. (71)
Proof: Because of the formulation of w1 ∈ W1, we can write the beamforming vector as a
function of a real-valued parameter λ1, w1(λ1). Using the result in Lemma 3, we define f1(λ1) =
c1|hH11w1(λ1)|2 and f2(λ1) = c2|hH21w1(λ1)|2. It is easy to see that f1(λ1) is concave in λ1 and
f2(λ1) is linearly increasing with λ1. The function f1(λ1) = c1|hH11w1(λ1)|2 attains maximum when
w1(λ1) =
h11
‖h11‖ . Similarly, f2(λ2) attains maximum when w1(λ1) =
h21
‖h21‖ . Now we compute λ
(b)
1
which satisfies c1|hH11w1(λ(b)1 )|2 = c2|hH21w1(λ(b)1 )|2.
To proceed, we compute the channel powers |hH11w1|2 =
(√
λ
(b)
1 ‖Π21h11‖+
√
1− λ(b)1 ‖Π⊥21h11‖
)2
and |hH21w1|2 = λ(b)1 ‖h21‖2. Notice that ‖Π21h11‖ = ‖h21‖ cos(φ) and ‖Π⊥21h11‖ = ‖h21‖ sin(φ) where
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|hH21h11| = ‖h21‖‖h11‖ cos(φ) and by definition cos(φ) is positive. Rewrite λ(b)1 = cos2(θ) where
0 ≤ θ ≤ π/2. Thus, we can rewrite the channel powers to
|hH11w1|2 = ‖h11‖2 cos2(θ − φ),
|hH21w1|2 = cos2(θ)‖h21‖2.
(72)
Thus, c1|hH11w1(λ(b)1 )|2 = c2|hH21w1(λ(b)1 )|2 is equivalent to
√
c1‖h11‖ cos(θ − φ) = √c2 cos(θ)‖h21‖
which is due to the fact that cos(θ − φ) and cos(θ) are by definition positive. Putting the sinusoids
one side and we obtain cos(θ−φ)cos(θ) =
√
c2‖h21‖√
c1‖h11‖ . If we expand cos(θ − φ) = cos(θ) cos(φ) + sin(θ) sin(φ),
we have
tan(θ) =
√
c2‖h21‖ −√c1‖h11‖ cos(φ)√
c1‖h11‖ sin(φ) . (73)
Use the Pythagorus theorem, if tan(θ) = ab then cos(θ) =
b√
a2+b2
and therefore
λ
(b)
1 = cos
2(θ) =
c1‖Π⊥21h11‖2
c2‖h21‖2 − 2√c1c2|hH21h11|+ c1‖h11‖2
. (74)
If we reverse the maximization order in (67), we obtain:
R¯nd(w1,w2) = max
w1∈W˜1
max
w2∈W2
min {C2(w2) + T1(w1,w2), C2(w2) +D1(w1,w2)} . (75)
Lemma 6: The optimal solutions to R¯nd in (75) can be reduced from W2 ∈ Ωnd to W˜2, a set of
beamforming vectors that includes the beamforming vector towards the desired channel h22,
W˜2 =
{
w2 ∈ S : w2 =
√
λ2
Π12h22
‖Π12h22‖ +
√
1− λ2 Π
⊥
12h22
‖Π⊥12h22‖
; λ
(b)
2 ≤ λ2 ≤ λMRT2
}
(76)
where λMRT2 =
|hH
12
h22|
||h12||||h22|| is parameter that gives the beamforming solution towards channel h22 and
w2(λ
(b)
2 ) =
b˜√
a˜+ b˜
va +
ejφa˜√
a˜+ b˜
vb (77)
for some eigenvectors va,vb and positive scalars a˜, b˜. The vectors va,vb are the most and least
dominant eigenvectors of the matrix S = h22h
H
22 − g21g11h12hH12.
Proof: R¯nd in (75) is equivalent to compute
max
w2|w1
min
{
1 + g21 + |hH22w2|2P2, (1 + |hH22w2|2Pmax)
(
1 +
g11
1 + |hH12w2|2Pmax
)}
, (78)
where the notation maxw2|w1 denotes maximization over w2 for some given w1 and can be decom-
posed into the following two subproblems:

maxw2|w1 1 + g21 + |hH22w2|2Pmax if |hH22w2|2Pmax ≥ g21g11 − 1 + g21g11 |hH12w2|2Pmax
maxw2|w1(1 + |hH22w2|2P2)
(
1 + g11
1+|hH
12
w2|2Pmax
)
if |hH22w2|2Pmax ≤ g21g11 − 1 +
g21
g11
|hH12w2|2Pmax
.
(79)
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The first subproblem has optimum solution h22‖h22‖ . For the second subproblem, the optimal λ2 must
be in the region Λ = {λ2 : λ(b)2 ≤ λ2 ≤ λMRT2 } where w2(λMRT2 ) = h22‖h22‖ and |hH22w2(λ
(b)
2 )|2Pmax =
g21
g11
− 1 + g21
g11
|hH12w2(λ(b)2 )|2Pmax. To see this, we write the metric in the second subproblem as a
function of λ2:
F (λ2) = (1 + |hH22w2(λ2)|2Pmax)
(
1 +
g11
1 + |hH12w2(λ2)|2Pmax
)
Assume λ+, λ− /∈ Λ, in particular, λ+ ≥ λMRT2 and λ− ≤ λ(b)2 , we have
|hH12w2(λ+)|2 = λ+‖h12‖2 ≥ λMRT‖h12‖2 (80)
|hH22w2(λ+)|2 ≤ |hH22w2(λMRT)|2 = ‖h22‖2. (81)
Thus, any λ+ achieves F (λ+) smaller than F (λMRT). Note that for any λ− ≤ λ(b)2 , w2(λ−2 ) is not in
the constraint set of the second optimization problem. It is because |hH22w2(λ)|2 is concave in λ and
attains the maximum at λMRT2 and |hH12w2(λ)|2 is linearly increasing with λ. Since λ(b)2 < λMRT2 , for
points λ− ≤ λ(b)2 , we have |hH22w2(λ−)|2 > g21g11 − 1 +
g21
g11
|hH12w2(λ−)|2.
Unfortunately, the direct computation of λ
(b)
2 is tedious and does not give much insight. Here,
we provide a cleaner method of computing w2(λ
(b)) directly. Denote g = g21
g11
. We compute the
beamforming vector w2 such that
|hH22w2|2P2 = g − 1 + g|hH12w2|2P2. (82)
Define S = h22h
H
22 − gh12h12, S˜ = S− (g − 1)I.
w
H
2 S˜w2 = 0 (83)
is a necessary condition for satisfying (82).
From the definition of S, we know that S is rank two with one positive eigenvalue and one negative
eigenvalue [20]. Denote the non-zero eigenvalues of S by a and −b where a, b > 0. Employ eigenvalue
decomposition on S and we have
S = [vavb|V]


a 0 01×(N−2)
0 −b 01×(N−1)
0 0 0(N−2)×(N−2)

 [vavb|V]H (84)
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where V is the N by N − 2 matrix with column vectors of eigenvectors of S that are orthogonal to
va, vb. With the same eigenvectors, we can write S˜ as the following:
S˜ = [vavb|V]


a− (g − 1) 0 01×(N−2)
0 −b− (g − 1) 01×(N−1)
0 0 −(g − 1)I(N−2)×(N−2)

 [vavb|V]H (85)
Let a˜ = a− (g − 1), b˜ = b− (g − 1). The beamforming vector w2 of the following form
w2 =
1√
a˜
va +
ejφ√
b˜
vb (86)
satisfies wH2 S˜w2 = 0, where j =
√−1 and φ is a phase angle between 0 to π. Notice that if w2 has
any power on the remaining orthogonal subspace spanned byV, w2 also satisfies (82) but the value of
|hH22w2|2 is smaller and therefore cannot achieve the maximum sum rate. It is easy to see the result by
direct computation: wH2 S˜w2 =
(
1√
a˜
v
H
a +
e−jφ√
b˜
v
H
b
)
[vavb]

 a˜ 0
0 −b˜

 [vavb]H ( 1√a˜va + ejφ√b˜vb
)
= 0
for given angle φ. The formulation in (86) gives a family of beamforming vectors, each with a
different value of φ. To fine the unique φ and therefore w2 that maximizes sum rate, we rewrite the
optimization problem in (69) to
max
φ
|hH22w2(φ)|2 (87)
such that w2 =
1√
a˜
va +
ejφ√
b˜
vb.
Define the following phase angles, φa = arg(h
H
22va), φb = arg(h
H
22vb) and therefore
φm = arctan
(
Im(hH22vm)
Re(hH22vm)
)
+


π Re(hH22vm) < 0
0 otherwise.
, m = a, b.
The optimization problem in (87) is therefore equivalent to
max
φ
|hH22w2|2 = max
φ
∣∣∣∣∣ 1√a˜ |hH22va|ejφa + e
jφ
√
b˜
|hH22vb|ejφb
∣∣∣∣∣
2
= max
φ
∣∣∣∣∣ 1√a˜ |hH22va|+ e
j(φ+φb−φa)
√
b˜
|hH22vb|
∣∣∣∣∣
2
.
Thus, the optimal phase angle φ is
φ = φa − φb. (88)
To satisfy the norm constraint, we can scale the beamforming vector with a positive scalar, which
does not change the direction of the vector.
w2 =
b˜√
a˜+ b˜
va +
ejφa˜√
a˜ + b˜
vb. (89)
37
Note that if λb2 > λ
mrt
2 , then W˜2 has only one element, i.e. h22‖h22‖ . Lemma 5 gives the optimal
candidate set for w1 for arbitrary fixed w2 whereas Lemma 6 gives the optimal candidate set for w2
for arbitrary fixed w1. Combining both Lemmas, we obtain the maximum sum rate candidate sets
for both w1 and w2.
Remark 6: The authors in [23] provided a general solution of (69), in the context of a multicast
SNR balancing problem. The authors transformed the channel powers balancing problem to a
weighted sum channel powers maximization problem for some positive weights w1, w2. The optimal
beamforming vector is then characterized as a dominant eigenvector of some matrices, depending on
w1, w2. However, the computation of such weights w1, w2 is not provided or trivial. In this paper,
due to the beamforming vectors parameterization proposed in Thm. 2 and 3, we obtained the closed
form solution of such channel powers balancing beamforming vectors.
E. Proof of Thm. 5
In this section, we provide the proof of Thm. 5. We start by identifying four constraint sets of
beamforming vectors Ω00,Ω01,Ω10,Ω11 where the sum rate function is a different function in each
set. In other words, when the beamforming vectors vary, the sum rate function being a sum of two
minimum of rate functions, may change from one rate expression to another rate expression. The
constraint sets are the set of beamforming vectors for which the sum rate function remains at one
rate function. In the following, we provide the analysis for w2 but the sum rate function R¯
dd is
symmetric with Tx 1 and 2. Therefore, we can exchange the role of Tx 1 and 2 and obtain the
candidate sets for w1. The sum rate in the DD region is:
R¯dd = min{C1, T1}+min{C2 + T2}
= min{C1 + C2︸ ︷︷ ︸
Z1
, C1 + T2︸ ︷︷ ︸
Z2
, T1 + C2︸ ︷︷ ︸
Z3
, T1 + T2︸ ︷︷ ︸
Z4
}. (90)
We analyze each term and define Z˜i = 2
Zi , i = 1, . . . , 4
Z˜1 = (1 + |hH11w1|2P )(1 + |hH22w2|2P )
Z˜2 = 1 + |hH11w1|2P + |hH12w2|2P
Z˜3 = 1 + |hH21w1|2P + |hH22w2|2P
Z˜4 =
(
1 +
|hH21w1|2P
1 + |hH22w2|2P
)(
1 +
|hH12w2|2P
1 + |hH11w1|2P
)
=
Z˜2Z˜3
Z˜1
.
(91)
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Notice that Z˜1 < Z˜2 is equivalent to Z˜3 < Z˜4 and Z˜1 < Z˜3 is equivalent to Z˜2 < Z˜4.We summarize
to the following lemma.
Lemma 7: Let g11 = |hH11w1|2P1 and g21 = |hH21w1|2P1.
Z˜1 ≤ Z˜2 ⇔ Z˜3 ≤ Z˜4
⇔ (1 + g11)|hH22w2|2 ≤ |hH12w2|2
Z˜1 ≤ Z˜3 ⇔ Z˜2 ≤ Z˜4
⇔ |hH22w2|2P2 ≤
g21
g11
− 1
Proof: It is by direct manipulation of the definitions.
To facilitate representation, we denote the following two indicators and the corresponding candidate
sets:
A =


1 if (1 + g11)|hH22w2|2P2 ≤ |hH12w2|2P2
0 otherwise.
(92)
B =


1 if |hH22w2|2P2 ≤ g21g11 − 1
0 otherwise.
(93)
Ωab = {w2 : ‖w2‖ = 1, A = a,B = b} (94)
Notice that Ωab, a, b = 0, 1, gives four constraint sets. By Lem. 7, we can decompose the optimization
problem in (90) to the following:
R¯dd = log2
(
max
w1∈S
max
w2∈S|w1
min{Z˜1, Z˜2, Z˜3, Z˜4}
)
=


log2
(
maxw1 maxw2∈Ω11 Z˜1
)
if A = 1, B = 1
log2
(
maxw1 maxw2∈Ω01 Z˜2
)
if A = 0, B = 1
log2
(
maxw1 maxw2∈Ω10 Z˜3
)
if A = 1, B = 0
log2
(
maxw1 maxw2∈Ω00 Z˜4
)
if A = 0, B = 0
.
Now, we proceed with the proof of Thm. 5 in two parts: first, in Section XI-E.1, we identify the
candidate sets for each of the subproblems Z˜i, i = 1, . . . , 4; second, in Section XI-E.2, we combine
these candidate sets to one superset by eliminating beamforming vectors, which are on the boundary
of the constraint sets, if they achieve smaller sum rate than other beamforming vectors.
1) The candidate sets of subproblems Z˜i: The candidate sets for each of the subproblem is as
follows:
• If w = argmaxw2∈Ω11 Z˜1, then w ∈ ΩA
⋃
ΩB
⋃
h22
‖h22‖
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• If w = argmaxw2∈Ω01 Z˜2 , then w ∈ w2(λA2 )
⋃
w
AB
2
⋃
h12
‖h12‖ .
• If w = argmaxw2∈Ω10 Z˜3, then w ∈ w2(λA2 )
⋃
h22
‖h22‖ .
• If w = argmaxw2∈Ω00 Z˜4, then w ∈ ΩA
⋃ W˜dd2
where the constraints ΩA and ΩB are the set of beamforming vectors that satisfy the constraints
by equality ΩA =
{
w2 : (1 + g11)|hH22w2|2 = |hH12w2|2
}
and ΩB =
{
w2 : |hH22w2|2P2 = g21g11 − 1
}
. The
beamforming vector w2(λ
A
2 ) is the beamforming vector in Ω
A that maximizes the desired channel
power, w2(λ
A
2 ) = argmaxw2∈ΩA(1 + g11)|hH22w2|2. The beamforming vector wAB2 is a unique vector
that is a member of both ΩA and ΩB , wAB2 = Ω
A⋂ΩB . Lastly, we have V˜2 which is a subset of V2,
V˜2 =
{
w2 :
√
λ2
Π22h12
‖Π22h12‖ +
√
1− λ2 Π
⊥
22
h12
‖Π⊥
22
h12‖ , λ
A
2 ≤ λ2 ≤ λMRT2
}
where λMRT2 =
|hH
22
h12|2
‖h22‖2‖h12‖2 .
Notice that beamforming vectors in ΩA,ΩB satisfy the constraints in (92) with equality. To see
this, we have the following observations:
1. Z˜1 is monotonically increasing with |hH22w2|2. If the constraints are not active, the optimal
solution is h22‖h22‖ . If the constraints are active, Z˜1 is maximized over constraint set Ω
11 and therefore
the optimal solutions are in ΩA
⋃
ΩB.
2. Z˜2 is monotonically increasing with |hH12w2|2in constraint set Ω01. If the constraints are not
active, the optimal solution is h12‖h12‖ . There are an upper bound on |hH12w2|2 and an upper bound on
|hH22w2|2 which in turn upper bound |hH12w2|2. If the constraint for |hH12w2|2 is active, the solution is
w2(λ
A
2 ). If both are active, the solution is w
AB
2 . Thus, the candidate set is
{
w2(λ
A
2 ),w
AB
2 ,
h12
‖h12‖
}
.
3. Z˜3 is monotonically increasing with |hH22w2|2 in constraint set Ω10. There is only one constraint
that upper bound the value of |hH22w2|2, the optimal solution is in set ΩA which at the same time
maximizes |hH22w2|2, denote as w2(λA2 ). If the constraints are not active, we have h22‖h22‖ .
4. Z˜4 is monotonically increasing with |hH12w2|2 and decreasing with |hH22w2|2 in constraint set
Ω00. If the constraints are active, the optimal solutions are in ΩA. If the constraints are not active,
the optimal solutions are in V˜2. Similar to the case of R¯nd, any λ /∈ (λA2 ≤ λ2 ≤ λMRT2 ) cannot
attain maximum value of Z˜4 in Ω
00. Notice that for any λ ≥ λmrt, |hH12w2(λ)|2 ≤ |hH12w2(λMRT2 )|2
and |hH22w2(λ)|2 = λ‖h12‖2 ≥ λMRT2 ‖h12‖2 = |hH12w2(λmrt2 )|2 . Thus, Z˜4(λ) ≤ Z˜4(λMRT2 ), for any
λ ≥ λMRT2 . Also, for any λ < λA2 , (1 + g11)|hH22w2(λ)|2 ≤ |hH12w2(λ)|2. It is because |hH12w2(λ)|2 is
concave in λ and attains maximum at λMRT2 whereas |hH22w2(λ)|2 is linearly increasing with λ. Since
the intersection point λA2 ≤ λmrt2 , we have (1 + g11)|hH22w2(λ)|2 ≤ |hH12w2(λ)|2 which violates the
constraint set requirement.
2) Eliminating non-sum-rate optimal solutions: Now, we combine the above results. For any
solutions ω ∈ ΩA, we have ω ∈ Ω0b and ω ∈ Ω1b for b = 0, 1. This is because ω is on the boundary
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separating Ω0b,Ω1b. Thus, if ω is sum rate optimal in Ω0b but not sum rate optimal in Ω1b, then the
sum rate optimal solutions in Ω1b achieves a higher sum rate than ω which is in the same constraint
set. Then, ω can be removed from the candidate sets of the maximum sum rate point over constraint
sets Ω0b
⋃
Ω1b. Applying this argument, we combine the following:
For any ω ∈ ΩA which maximizes Z˜4 in Ω00 is also in Ω10 and achieves a smaller Z˜3 than other
sum rate optimal solutions in Ω10, namely w2(λ
A
2 )
⋃
h22
‖h22‖ . Thus, we have:
If ω = arg max
w2∈Ω10
⋃
Ω00
min
{
Z˜3, Z˜4
}
, then ω ∈ w2(λA2 )
⋃ h22
‖h22‖
⋃
V˜dd2 (95)
Similarly, for any ω ∈ ΩB which maximizes Z˜2 in the constraint set Ω01 is also in Ω00 and achieves
a smaller Z˜4 than other solutions. Thus, we have:
If ω = arg max
w2∈Ω01
⋃
Ω10
⋃
Ω00
min
{
Z˜2, Z˜3, Z˜4
}
, then ω ∈ w2(λA2 )
⋃ h22
‖h22‖
⋃
V˜dd2 . (96)
The candidate set remains unchanged because wAB2 performs worse than other solutions and
h12
‖h12‖ ∈
V˜dd2 .
Lastly, for any ωb ∈ ΩB which maximizes Z˜1 in constraint set Ω11 is also in Ω10 and achieves a
smaller Z˜3 than other solutions. And for ωa ∈ ΩA which maximizes Z˜1 in constraint set Ω11 is also
in Ω01 and achieves a less Z˜2 than other solutions. Thus, we have:
If ω = arg max
w2∈Ω11
⋃
Ω01
⋃
Ω10
⋃
Ω00
min
{
Z˜1, Z˜2, Z˜3, Z˜4
}
, then ω ∈ w2(λA2 )
⋃ h22
‖h22‖
⋃
V˜dd2 . (97)
Therefore, the final candidate sets are
Vddi =
{
hii
‖hii‖ , V˜
dd
i ,wi(λ
A
i )
}
. (98)
This result holds for w1 because the optimization problem is symmetric.
To compute the closed form λA2 where w2(λ
A
2 ) balances channel powers, we can use the same
approach as before to obtain λA2 =
‖Π⊥
22
h12‖
‖h12‖2+(1+g11)‖h22‖2−2|hH22h12|
√
1+g11
.
F. Proof of MRT optimality conditions in the ND region
Define the following two functions in 0 ≤ λ2 ≤ 1:
• F1(λ2) is a concave function in λ2 and attains maximum at λMRT2 .
• F2(λ2) is an arbitrary function in λ2 but satisfy the following properties:
– for any λ > λMRT2 , F2(λ) < F2(λ
MRT
2 ).
–
∂F2(λ)
∂λ2
∣∣∣
λ2=λMRT2
< 0.
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Lemma 8: The condition F2(λ
MRT
2 ) ≥ F1(λMRT2 ) is a necessary and sufficient condition for
λMRT2 = argmax
0≤λ2≤1
min{F1(λ2), F2(λ2)}. (99)
Proof:
“⇒”: Let λ∗2 = argmax0≤λ2≤1min{F1(λ2), F2(λ2)}. Denote a set Λ
Λ = {λ2 : F1(λ2) ≤ F2(λ2)} (100)
Let λ′2 ∈ Λ and therefore F1(λ′2) ≤ F1(λ∗2) ≤ F1(λMRT2 ). The second inequality is due to the
fact that F1(λ2) attains maximum at λ
MRT
2 . Note that F1(λ
MRT
2 ) ≤ F2(λMRT2 ) by assumption,
thus λMRT2 ∈ Λ and we can write
F1(λ
MRT
2 ) ≤ F1(λ∗2) ≤ F1(λMRT2 ). (101)
Since F1(λ2) is a concave and has unique maximum at λ
MRT
2 , we have λ
∗
2 = λ
MRT
2 .
“⇐”: We start with λMRT2 = argmaxλ2 min{F1(λ2), F2(λ2)} and we proceed with contradiction.
Assume F1(λ
MRT
2 ) > F2(λ
MRT
2 ). Since
∂F2(λ)
∂λ2
∣∣∣
λ2=λMRT2
< 0, there exist λ−2 = λ
MRT
2 − ǫ with
arbitrary small ǫ > 0, which satisfies F1(λ
−
2 ) ≥ F2(λ−2 ) ≥ F2(λMRT2 ) and contradicts to the
assumption that λMRT2 = argmaxλ2 min{F1(λ2), F2(λ2)} .
Note that the sum rate in the ND region is
R¯nd = max
0≤λ1,λ2≤1
min{C2(λ2) + T1(λ1, λ2), C2(λ2) +D1(λ1, λ2)}. (102)
From Thm. 2, we can write the Pareto optimal beamforming vectors wi in the ND region as a
function of the real valued parameter λi in (21). Hence, we can rewrite the rate expressions in (3)
as functions of λi, i = 1, 2:
2C2(λ2)+T1(λ1,λ2) = 1 + g2(λ2)Pmax + λ1‖h21‖2Pmax
2C2(λ2)+D1(λ1,λ2) = (1 + g2(λ2)Pmax)
(
1 +
g1(λ1)Pmax
1 + λ2‖h12‖2Pmax
) (103)
where g1(λ1) =
(√
λ1‖Π21h11‖+
√
1− λ1‖Π⊥21h11‖
)2
and g2(λ2) =
(√
λ2‖Π12h22‖+
√
1− λ2‖Π⊥12h22‖
)2
.
Since logarithm function is monotonic, it does not change the maximization solution and from now
on, we consider maximizing the minimum of the following two functions,
F1(λ1, λ2) = 1 + g2(λ2)Pmax + λ1‖h21‖2Pmax (104)
F2(λ1, λ2) = (1 + g2(λ2)Pmax)
(
1 +
g1(λ1)Pmax
1 + λ2‖h12‖2Pmax
)
. (105)
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Lemma 9: It can be shown that the function gi(λi) is concave in λi for i = 1, 2. F1(λ1, λ2) is
concave in λ2 and attains its maximum at λ
MRT
2 =
‖Π21h11‖2
‖h21‖2‖h11‖2 .
Proof: Note that the first and second derivatives of gi(λi) with respect to λi are
∂
∂λi
gi(λi) =
‖Πjihii‖2 − ‖Π⊥jihii‖2 + ‖Πjihii‖‖Π⊥jihii‖
(
1−2λi√
λi
√
1−λi
)
and ∂
2
∂λ2i
gi(λi) = −‖Πjihii‖‖Π
⊥
jihii‖
2λ
3/2
i (1−λi)3/2
. Since λi is
between zero and one, the second derivative of gi(λi) is always negative, for all λi. Set the first
derivative to zero and we obtain the maximum λMRT2 =
‖Π21h11‖2
‖h21‖2‖h11‖2 .
Lemma 10: F2(λ1, λ2) satisfies
∂F2(λ1, λ2)
∂λ2
∣∣∣∣
λ2=λMRT2
< 0.
Proof:
∂
∂λ2
F2(λ1, λ2)
∣∣∣∣
λ2=λMRT2
=
(
∂
∂λ2
(1 + g2(λ2)Pmax)
)(
1 +
g1(λ1)Pmax
1 + λ2‖h12‖2Pmax
)∣∣∣∣
λ2=λMRT2
+ (1 + g2(λ2)Pmax)
(
∂
∂λ2
(
1 +
g1(λ1)Pmax
1 + λ2‖h12‖2Pmax
))∣∣∣∣
λ2=λMRT2
(a)
= (1 + g2(λ2)Pmax)
(
∂
∂λ2
(
1 +
g1(λ1)Pmax
1 + λ2‖h12‖2Pmax
))∣∣∣∣
λ2=λMRT2
= −
(
1 + ‖h22‖2Pmax
) g1(λ1)‖h12‖2Pmax
(1 + λMRT2 ‖h12‖2Pmax)2
< 0 for any 0 ≤ λ1 ≤ 1
where (a) is due to the fact that g(λ2) is concave and attains its maximum at λ
MRT
2 .
Lemma 11: For any λ > λMRT2 , F2(λ) < F2(λ
MRT
2 ).
Proof: For any λ, g2(λ) ≤ g2(λMRT2 ) because g2(.) is a concave function and attains maximum
at λMRT2 . Also, for any λ > λ
MRT
2 , the denominator of F2(λ2) increases. Thus, for any λ > λ
MRT
2 ,
F2(λ) < F2(λ
MRT
2 ).
By Lemma 8, R¯nd is maximized by λMRT2 for arbitrary fixed λ1 if and only if F1(λ1, λ
MRT
2 ) ≤
F2(λ1, λ
MRT
2 ) which is equivalent to the following:
F1(λ1, λ
MRT
2 ) ≤ F2(λ1, λMRT2 ) ⇔ λ1‖h21‖2 ≤
1 + ‖h22‖2Pmax
1 + ‖h12‖2 cos2(θ2)Pmax g1(λ1). (106)
Also, for arbitrary fixed λ2, F1(λ1, λ2) is linearly increasing with λ1 and F2(λ1, λ2) is concave in
λ1 and attains maximum at λ
MRT
1 . Similar to the argument before, there are at most 2 intersection
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points between F1(λ1, λ2) and F2(λ1, λ2). We observe that
F1(0, λ2) = 1 + g2(λ2)Pmax
< (1 + g2(λ2)Pmax)
(
1 +
g1(0)Pmax
1 + λ2‖h12‖2Pmax
)
= F2(0, λ2).
(107)
Note that g1(0) > 0 except when h11 is orthogonal to h21 whose probability is zero almost surely.
Since F1(0, λ2) < F2(0, λ2) for any λ2, there is at most 1 intersection point. If there is no intersection
point, the curve F2(λ1, λ2) is above F1(λ1, λ2) for any λ1 and therefore the optimal value of λ1 which
maximizes F1(λ1, λ2) at λ1 = 1. If there is 1 intersection point, denote the intersection solution as
λ
(b)
1 . Graphically, it is clear to see that if and only if λ
(b)
1 < λ
MRT
1 , the optimal solution is λ1 = λ
MRT
1 .
Thus, we have for arbitrary fixed λ2,
λ1 = 1 is optimal if and only if F1(1, λ2) < F2(1, λ2)
λ1 = λ
MRT
1 is optimal if and only if λ
(b)
1 ≤ λMRT1
where λ
(b)
1 is given in (71). Now we combine the conditions for λ1 and λ2 and after some manipula-
tions, we obtain the following:
(λMRT1 , λ
MRT
2 ) is optimal if and only if
c1‖Π⊥21h11‖2
c2‖h21‖2 − 2√c1c2|hH21h11|+ c1‖h11‖2
< cos2(θ1) ≤ (1 + ‖h22‖
2Pmax)‖h11‖2
(1 + ‖h12‖2 cos2(θ2)Pmax)‖h21‖2 (108)
(λ1 = 1, λ
MRT
2 ) is optimal if and only if ‖h21‖2 ≤ (1 + ‖h22‖2Pmax)
‖Π21h11‖2
1 + ‖h12‖2 cos2(θ2)Pmax(109)
where c1 =
Pmax
‖h12‖2 cos2(θ2)Pmax+1 and c2 =
Pmax
‖h22‖2Pmax+1 .
G. Proof of MRT optimality in the DD region
In this section, we provide the sum rate optimality conditions for two MRT strategies, namely:
interference amplifying beamforming wi =
hji
‖hji‖ , in Section XI-G.1 and direct channel beamforming
wi =
hii
‖hii‖ , in Section XI-G.2.
1) Optimality conditions of amplifying interference in the DD region: We aim to prove that the
beamforming vector wi =
hji
‖hji‖ is sum rate optimal in R
dd if and only if (1 + gjj)‖hii‖2 cos2(θi) ≥
‖hji‖2 and ‖hii‖2 cos2(θi)Pmax ≤ gijgjj − 1, where gkm = ‖hHkmwm‖2.
Due to symmetry of the problem, the proof for w1 and w2 is similar and we only give the proof for
w2 here. First, by the definition of Ω
01 (94), we observe that w2(λ
MRT
2 ) =
h12
‖h12‖ is in the constraint
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set Ω01 if and only if the following constraints are satisfied:

(1 + g11)
∣∣∣hH22w2(λMRT2 )∣∣∣2 ≥ |hH12w2(λMRT2 )|2∣∣∣hH22w2(λMRT2 )∣∣∣2 Pmax ≤ g21g11 − 1
which are equivalent to 

(1 + g11)‖h22‖2 cos2(θ2) ≥ ‖h12‖2
‖h22‖2 cos2(θ2)Pmax ≤ g21
g11
− 1
. (110)
Thus, if and only if (110) is satisfied, the beamforming vector w2(λ
MRT
2 ) =
h12
‖h12‖ is in Ω
01. Now
we establish that this is the sum rate optimal solution.
Z˜1 is monotonically increasing with g22 in constraint set Ω
11. Note that w2(1) =
h22
‖h22‖
2 is not in
the constraint set Ω11. We see this by observing the constraint set of Ω11 requires:
• |hH22w2(λ2)|2 = λ2‖h22‖2. Thus, we have |hH22w2(λMRT2 )|2 ≤ |hH22w2(1)|2.
• |hH12w2(λ2)|2 =
(√
λ2‖Π22h12‖+
√
1− λ2‖Π⊥22h12‖
)2
is concave in λ2 and attains maximum at
λMRT2 where w2(λ
MRT
2 ) =
h12
‖h12‖ . Thus, |hH12w2(1)|2 ≤ |hH12w2(λMRT2 )|2.
If the conditions in (110) are satisfied, we have
(1 + g11)|hH22w2(1)|2 ≥ (1 + g11)‖h22‖2 cos2(θ2) ≥ ‖h12‖2 ≥ |hH12w2(1)|2.
To satisfy the constraints of both Ω01 and Ω11 the sum rate optimal solution lies on the boundary
between Ω01 and Ω11, namely ΩA.
The constraints set Ω10 is empty. Using the same argument as in the case of Z˜1, for any λ2 that
satisfies |hH22w2(λ2)|2 ≥ g21g11 − 1 must satisfy λ2 ≥ λMRT2 . Also, any λ2 ≥ λMRT2 satisfies
(1 + g11)|hH22w2(λ2)|2 ≥ (1 + g11)‖h22‖2 cos2(θ2) ≥ ‖h12‖2 ≥ |hH12w2(λ2)|2. (111)
Thus, for any λ2 that satisfies B = 0 must have A = 0, whih indicates that the constraint is empty.
Similar to the argument before, |hH22w2(λ2)|2 ≥ g21g11 −1 is a tighter constraint for |hH22w2(λ2)|2 than
(1+g11)|hH22w2(λ2)|2 ≥ |hH12w2(λ2)|2 in Ω00. As Z˜4 is monotonically decreasing with |hH22w2(λ2)|2 and
increasing with |hH12w2(λ2)|2 in Ω00 , the sum rate optimal solution in this case is the beamforming
vector which satisfies: 

|hH22w2(λ2)|2 =
g21
g11
− 1
(1 + g11)|hH22w2(λ2)|2 = |hH12w2(λ2)|2
2From now on, we write w2(λ2 = 1) as w2(1). We must not confuse this with the first element of vector w2.
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which is in ΩB.
Now we show that w2(λ
MRT
2 ) =
h12
‖h12‖ is the optimal solution in Ω
01. Z˜2 is monotonically increasing
with g12. Since we assumed that
h12
‖h12‖ is in Ω
01, it is the optimal solution.
Finally, we notice that for any sum rate optimal solutions in ΩA which maximizes Z˜1 in Ω
11, it
is also in the constraint set Ω01 and therefore achieves a smaller sum rate than h12‖h12‖ . Similarly, any
solution in ΩB that maximizes Z˜4 is also in constraint set Ω
01 and therefore achieves a smaller sum
rate than h12‖h12‖ .
2) Optimality conditions of direct channel beamforming in the DD region: Now we prove that the
beamforming vector wi(λi) =
hii
‖hii‖ attains the maximum sum rate in the DD region, for arbitrary
fixed wj if (1 + gjj)|hHiiwi(1)|2 ≤ |hHjiwi(1)|2.
We provide the proof for w2 for simplicity as by reversing the role Tx 1 and Tx 2, the proof for w1
can be obtained. Notice that if the optimality condition is true: (1 + g11)|hH22w2(1)|2 ≤ |hH12w2(1)|2,
then the following arguments are true.
The constraint sets Ω01 and Ω00 are empty. This is because
(1 + g11)|hH22w2(0)|2 = (1 + g11)
∣∣∣∣∣hH22 Π
⊥
22h12
‖Π⊥22h12‖
∣∣∣∣∣
2
= 0 ≤ |hH12w2(0)|2.
Thus, together with the assumption above: (1 + g11)|hH22w2(1)|2 ≤ |hH12w2(1)|2, we have

|hH12w2(1)|2 ≥ (1 + g11)|hH22w2(1)|2
|hH12w2(0)|2 ≥ (1 + g11)|hH22w2(0)|2.
Since |hH22w2(λ)|2 is linearly increasing with λ and |hH12w2(λ)|2 is concave in λ, we draw the conclusion
that for all λ, |hH12w2(λ)|2 ≥ (1 + g11)|hH22w2(λ)|2. Thus, for all λ, A = 1.
The sum rate optimal solution in Ω11 is either ΩB or h22‖h22‖ . If the optimal solution is
h22
‖h22‖ then
we know that Ω10 is empty and h22‖h22‖ is sum rate optimal. If the sum rate optimal solution in Ω
11
is in ΩB, then these solutions are also in constraint set Ω10 which achieve a smaller sum rate of Z˜3
than h22‖h22‖ .
Now, we obtained the MRT optimality conditions for each transmit beamformer wi given wj .
Apply the same approach and reverse the role of Tx 1 and 2, we obtain the conditions for wj .
Combine both inequalities to obtain the conditions as shown in Theorem 7.
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