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Abstract 
This collection of 101 published papers is based on 19 years of research, mainly in South 
Africa and recently also in Australia. The main thrust of this work was the simulation of 
mineral processing operations where conventional modelling was inadequate owing to 
their ill-defined nature. These papers presented some of the first applications of 
knowledge based systems and neural networks to mineral processing problems. 
A new methodology was proposed for modelling ill-defined kinetic processes by relating 
rates to process conditions via non-parametric methods. The kinetic and equilibrium 
parameters could be related to adjustment factors if reference conditions changed. These 
methods were applied to batch and continuous flotation, leaching and adsorption systems 
as well as pyrometallurgical processes. In the case of continuous process data intrinsic 
reaction rates could be back-calculated and then related to process conditions via a neural 
net. It was explained how the configuration of mineral processing circuits could be 
optimised by a two-stage linear programming method where the constraints were 
detennined interactively by a knowledge based system or neural network. In the case of 
non-linear system constraints neural nets were shown to detect and locate gross errors 
efficiently in material balancing problems. Several novel hybrid neural net architectures 
were proposed which allowed the integration of parametric fundamental knowledge with 
non-parametric heuristic knowledge. Furthermore, it was shown how neural nets could be 
used to extract knowledge from historical process data records. 
Pioneering work was conducted on the application of textural image analysis to flotation 
froth surfaces and ore particles on a conveyor belt. It was possible to relate image 
features to metallurgical performance via neural net architectures. Different types of 
topological maps were used" to classify froth types, to track the profile of changes in 
process and flotation conditions, and to relate froth class to concentrate grade and 
recovery. Perturbations in the comminution circuit were reflected in perturbations in the 
froth image features and metallurgical performance. It was also shown that the spray 
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angle of a hydro cyclone as determined by image analysis could be used as input to a soft 
sensor for predicting size distribution. 
A model was developed to combine transport phenomena in the froth phase with fluid 
flow behaviour in order to optimise mechanical cells and flotation columns. Rate 
constants for the various sub-processes were determined by fitting models to 
concentration profiles measured at industrial plants. It was shown that the behaviour of 
the froth phase during the flotation of sulphides, gold and uranium was affected by 
galvanic interaction between metallic iron and the individual mineral species. A 
conceptual model was developed for the flotation behaviour of free gold in the presence 
of refractory sulphides for different oxidative conditions and different sequences of 
reagent addition. 
The use of diagnostic leaching to evaluate the efficiency of mineral processing operations 
was explained in detail. A first attempt was made to relate diagnostic leaching data to 
mineral liberation via semi-empirical equations and neural nets. It was explained how the 
liberation patterns of different types of gold ore could be distinguished by using 
topological maps. The mechanisms of selected sundry processes such as electrokinetic 
solid-liquid separation, flow splitting, induced aeration and jet reactors were also 
investigated. 
III 
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Samevatting 
Hierdie versameling van 101 publikasies is gebaseer op navorsmg oor 19 jaar, 
hoofsaaklik in Suid-Afrika en onlangs ook in Australie. Die fokuspunt van hierdie werk 
is die simulasie van mineraal prosesserings operasies waar konvensionale modellering 
ontoereikend is vanwee swak gedefinieerdheid. Hierdie publikasies toon van die heel 
eerste toepassings van kennis gebaseerde stelsels en neurale netwerke op mineraal 
prosesserings probleme. 
'n Nuwe metodiek is voorgestel vir die modellering van swak gedefinieerde kinetiese 
prosesse deur die reaksie tempo's te verbind met proses toestande via nie-parametriese 
tegnieke. Die kinetiese en ekwilibrium parameters is in verband gebring met 
verstellingsfaktore indien die verwysingstoestande verander het. Hierdie metodes is 
toegepas op enkellading en kontinue flottasie, loging en adsorpsie stelsels, asook op 
pirometallurgiese prosesse. In die geval van kontinue proses data kon die intrinsieke 
reaksie snelhede terugbereken word en in verb and gebring word met proses toestande via 
'n neurale net. 'n Twee stadium lineere programmerings metode is voorgestel vir die 
optimale ontwerp van mineraal prosesserings aanlegte deur die beperkings interaktief te 
bepaal met 'n kennis gebaseerde stelsel of neurale netwerk. In die geval van nie-lineere 
stelsel beperkings is getoon dat neurale nette effektief buitengewone foute kon uitken en 
opspoor in massabalans probleme. Verskeie nuwe hibriede neurale net argitekture is 
voorgestel om parametriese fundamentele kennis te integreer met nie-parametriese 
heuristiese kennis. Verder is getoon hoe neurale nette gebruik kan word om kennis te 
ekstraheer uit historiese rekords van proses data. 
Pioniers werk is gedoen am tekstuur gebaseerde beeldanalise tegnieke toe te pas op 
flottasie skuim oppervlaktes en erts partikels op 'n vervoerband. Dit is moontlik om beeld 
kenmerke in verband te stel met metallurgiese doeltreffendheid via neurale netwerk 
argitekture. Verskeie topologiese afbeeldings is gebruik om skulln tipes te klassitiseer, 
om die protie1e van veranderings in proses en flottasie toestande te volg, asook om die 
skuim klas in verb and te bring met herwinning en konsentraat graad. Versteurings in die 
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groottereduksie aanleg is afgebeeld deur ooreenkomstige versteurings In die skuim 
kenrnerke en metallurgiese gedrag. Daar is ook getoon hoe die sproei hoek van 'n 
hidrosikloon soos bepaal deur beeldanalise, gebruik kan word as inset tot 'n sagte sensor 
om partikelgrootte verspreiding te voorspel. 
'n Model is ontwikkel om oordragsverskynsels in die skuimfase te kombineer met 
vloeipatrone om sodoendemeganiese flottasie selle en kolomme te optirneer. 
Snelheidskonstantes vir die verskeie sub-prosesse is bepaal deur modelle te pas op 
konsentrasie profiele soos gemeet op industriele aanlegte. Daar is getoon dat die gedrag 
van die skuirn fase in die flottasie van sulfiede, goud en uraan bemvloed word deur 
galvaniese interaksie tussen yster metaal en die onderskeie mineraal spesies. 'n 
Konseptuele model is voorgestel vir die ilottasie gedrag van vrye goud in die 
teenwoordigheid van weerbarstige sulfiedes onder verskillende toestande van oksidasie 
en volgorde van reagens byvoeging. 
'n Gedetailleerde verduideliking is gegee vir die aanwending van diagnostiese loging om 
die doeltreffendheid van mineraal prosesserings operasies te evalueer. Diagnostiese 
loging data is vir die eerste keer in verband gebring met mineraal vrystelling deur semi-
empiriese vergelykings en neurale nette. Daar is verduidelik hoe die vrystellingspatrone 
van verskeie goud erts tipes onderskei kan word deur 'n topologiese afbeelding. Die 
werking van verskeie prosesse soos elektrokinetiese vloeisto£ivastestof skeiding, vloei 
verdeling, gemduseerde belugting en spuit reaktore is ook ondersoek. 
v 
Stellenbosch University  https://scholar.sun.ac.za
Acknowledgements 
My family has been most supportive of my research career, which has been very 
rewarding, but which has also involved considerable personal sacrifice. Nobody knows 
this better than my wife Tiny, who deserves the first place in a long list of 
acknowledgements. The love, support and patience that Tiny and my sons, George and 
Ben, have shown over the 19 years of this research work are greatly appreciated. Without 
their understanding and sacrifice my contribution to science and engineering would have 
been far less. 
I wish to thank Leon Lorenzen for his technical and managerial contribution over many 
years, and for the fact that he has encouraged me to submit this dissertation. Successful 
research is possible only when the contributions of team members are integrated. Certain 
team members playa more pivotal role in contributing ideas and integrating knowledge. 
Without the original ideas, dedication and hard work by Markus Reuter, Chris Aldrich 
and Derick Moolman over many years this research would not have reached the same 
level of advancement. Their efforts to develop artificial intelligence techniques and 
computer vision systems are gratefully appreciated. 
In addition, the contributions and hard work by following co-workers and research 
students have been substantial and are highly appreciated: Deon Annandale, Keith 
Anthony (deceased), Etienne Barnard, Morne Bezuidenhout, Gideon Botes, Dee 
Bradshaw, Andre Burger, Frikkie Cloete, Robert Dunne, Jacques Eksteen, Craig Goodall, 
Jim Green, Brent Loftus, Peter Marais, Gerhard Muller, Danie Nieuwoudt, Deon 
Oosthuizen, Kurt Petersen, Johan Rademan, Victor Ross, Marius Sinclair, Cathy 
McInnes, Greg Schmitz, Wayne Stange, Sam Swaminathan, Adam Teague, Wimpie van 
der Merwe, Tjaart van der Walt, Wynand van Dyk, Ross Veitch, Wayne Wilmans. 
vi 
Stellenbosch University  https://scholar.sun.ac.za
Most of the research work presented in this submission has been conducted in the 
Department of Chemical Engineering at the University of Stellenbosch. Since the end of 
1995 this work has been continued in the Department of Chemical Engineering at the 
University of Melbourne. The infrastructural and financial support of both universities is 
gratefully acknowledged. 
Funding from the following companies and institutions since 1981 is especially 
acknowledged: Anglo American Corporation, Anglovaal, Australian Research Council, 
De Beers, the former Foundation for Research Development, Gencor, Impala Platinum, 
Kenwalt, Mintek, Mount Isa Mines, Sasol and Stawell Gold Mines . 
. ", 
vii 
Stellenbosch University  https://scholar.sun.ac.za
CONTENTS 
Declaration 
Abstract 11 
Samevatting IV 
Acknowledgements VI 
1. Scope of Submission 1 
2. Personal Role in Research 4 
3. List of Publications Included in this Submission 9 
4. List of Publications Not Included in this Submission 18 
5. General Statement of Impact 37 
6. Summary of Submitted Publications 40 
6.1 Process Synthesis 40 
6.2 Knowledge Based Systems 42 
6.3 Neural Networks: Theoretical Concepts 44 
6.4 Neural Networks: Applications 47 
6.5 Computer Vision 50 
6.6 Froth Flotation and Interfacial Phenomena 53 
6.7 Fluid Mechanics 56 
6.8 Diagnostic Leaching 57 
7. Publications on Process Synthesis 
8. Publications on Knowledge Based Systems 
9. Publications on Neural Networks: Theoretical Concepts 
10. Publications on Neural Networks: Applications 
11. Publications on Computer Vision 
12. Publications on Froth Flotation and Interfacial Phenomena 
13. Publications on Fluid Mechanics 
14. Publications on Diagnostic Leaching 
viii 
Stellenbosch University  https://scholar.sun.ac.za
VOLUME II 
ix 
. .. 
, t, 
Stellenbosch University  https://scholar.sun.ac.za
Section 10 Publications on 
Neural Networks: 
Applications 
Stellenbosch University  https://scholar.sun.ac.za
Modeling of Metal-Slag 
Equilibrium Processes Using Neural Nets 
M.A. REUTER, TJ. VAN DER WALT, and J.SJ. VAN DEVENTER 
Although numerous methods have been proposed in the literature for the modeling of 
slag/metal equilibrium processes, these models are usually semiempirical hybrids of regression 
equations and thermodynamic equilibria. Fundamental models are successful only in a few cases. 
owing to the complexity of interaction betwccn variables in real pymmetallurgical systems. This 
article shows that neural networks are suitable for modeling such ill-defincd equilibrium pro-
cesses. with no {/ priori knowledge being required about the form of any model. A three-Iayercd 
perceptron or backpropagation network is used in this article. A weight matrix describes the 
relative strength of the interconnections between the network nodes and therefore the relative 
importance of variables. A number of sets of experimental data could be used to train the neural 
net which can then be used to predict other sets of data. Neural nets have been used successfully 
for the modeling of activities in metals and slags. the distribution of species between metal and 
slag. and slag viscosity on the basis of published data. 
I. INTRODUCTION 
A nUll1ber of fundamental models exist for describing 
mewl/slag equil ibrium processcs in pyromctallurgy. for 
example. (a) the regular-associated-solution model. llI l b) 
Temkin's rulel~1 used to estimate the activities in fused-
salt mixtures. (c) Schuhmann's approacht.'1 to determine 
the activity coellicients. lilr example. in ternary systcms 
by the application of the Gibbs-Duhem equation. (d) 
Masson's polymer theoryl41 to dctermine the activities of 
basic oxide componcnts in liquid silicate systems. and 
(e) the model of Flood and Grjothciml~1 for predicting 
the distribution of sulfur and partitioning of phosphorous 
between mewl and slag. 
Turkdoganlhl comments as follows on the slag models: 
~ Although these theoretical models arc helpful in im-
proving our understanding of the structure of polymers. 
their application to slag-metal reaction equilibria is not 
particularly rewarding when compared with much sim-
pler methods of representing the slag-metal equilibria 
presented here in generally accepted terms." The meth-
ods proposed by Turkdogan for defining equilibria are 
based on a hybrid of thermodynamic equilibria and em-
pirical regression analysis. A set of linear regression 
equations is usually applied to model the effect of ba-
sicity, for example, which immediately excludes non-
linear effects and limits the expressive power of these 
equations. 
Numerous theoretical approaches exist for the mod-
eling of equilibrium and other processes in pyro-
metallurgy. The equations proposed for the activities in 
liquid solutions as a function of variations in composi-
tion have been either empirical or semiempirical in na-
ture. PI In most eases, the parameters of these models 
have to be estimated by least-squares methods, rendering 
M.A. REUTER (Aulhor for Com:sromJcnc~). Research Melallurgisl. 
is wilh Ihc InslilulC for Non-FcmlUs Process of MClaliurgy. Aachcn 
Univcrsily of Technology. 5100 Aachcn. Germany. T.J. VAN DER 
WALT. DocltlrJI Siudeni. and J.SJ. VAN DEVENTER. Professor. 
arc wilh Ihc Depanmenl of Melallurgicat Engineering. Universily of 
Slcllcnbosch. Stellcntx)sch 7600. Repuhlic of Soulh Africa. 
Manuscript submillcd Dccember 30. 1991. 
METALLURGICAL TRANSACTIONS Il 
Ihe approaches semiempirical and. 10 a cel1ain extent. 
blackbox. The ohjcClive of this ;tI1icle is to present an 
approach to modeling cquilibrium processes in metal-
lurgy which is even simpler than that presented hy 
Turkdogan. for cxample. This proposed appl\);u:h is basl:d 
Ilnneuralncts (NNs) and permits a gl:neralil.ed nonlinear 
modeling or processes without predcfinin~ regrcssion 
eqllations. 
Examples over a wide range ()r application will bl: 
considered in order to demonstratl: the gl:nerality or NN 
moddin~. namely. (a) the empirieal moddin~ or aCliv-
ities in binary metal solutions. (ll) the empirical mod-
ding or activities in slags as a function of sla~ 
composition. temperature. and atmosphere. (e) the cm-
pirical modding of activity coefficients in slags as a 
function oj" slag and metal phase compositi~)ns, (d) dis-
tributions between slags and metal phases as a function 
of slag and metal phases. (e) process control. (f) mod-
ding of physical parameters (viscosity) as a function of 
the slag composition and temperature, and (g) investi-
gating the thermodynamics of processes by applying the 
correlations produced by the NN, e.g.. correlating 
f10~1/4 with Fe"; /Fe~+. 
II. NEURAL NETS 
Neural nets are highly flexible regression analysis tools 
with the ability to learn mappings between input variable 
and output feature spaces. Although the interest in NN 
applications in the chemical and metallurgical fields is 
growing rapidly, relatively little work has been pub-
lished in this regard. Most research deals with the use 
of NNs in fault diagnosis, optical recognition, and pro-
cess modeling. I"! As yet, very little research has been 
done on investigating NN applicability in the pyro-
metallurgical environment as well. This article shows lhe 
strength of this pattern recognition technique in this very 
field of metallurgy. 
Although various NN topologies have been pro-
posed,!"! a mullilaYl:red perceptron is used in this article. 
This perceptron was specified to have three layers of nodes 
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only: therefore, it can be referred to as a three-layered 
pcrceptron. The architecture of such a perceptron will be 
discussed briefly and is portrayed in Figure I. 
The three-layered perceptron consists of three layers 
of nodes, \'i:. (I) an input layer containing III, nodes (in-
cluding a bias node), (2) a single hidden layer (111~ nodes), 
and (3) an output layer with m, nodes. Nodes of adjacent 
layers arc connected and these connections quantified with 
weights. A weight matrix describes the relative strength 
of the interconnections and therefore the relative impor-
tance of variables . Each node is charJcterized by an ac-
tivation function cp. During the first step of a feed forward 
calculation of the NN, the values of the equilibrium vari-
ables, as contained in a training data point , are fed to 
the input nodes. Each variable is associated with a dif-
ferent input node. An additional input node, the bias node , 
with a constant value of one provides additional degrees 
of freedom which enable a fitted curve to be moved up 
or down in the variable space . Each node (II) in a layer 
(z) has two important features, namely , the node input 
(.1":.,,) and its activity (v:.J. The activity t v: ... ) of a specific 
node is a function of its input (x :.") , Equation III gi ves 
a notation o f such an acti vation functio n: 
II I 
The in put to each hidden node (: = 2 ) is calculated 
with Eq. 121 and is the additive product of the wei!!ht s 
(11';) of connections hetween input nodes and a spe:ific 
hidden node (j) and the activities of the input nodes. The 
hias node activity and its corresponding weight arc also 
taken into account. 
X1J = L H·,}.."I '; + T; 121 
,. , 
The input to node k in the output layer ( z 3) has a 
similar form, as illustrated in the following relationship : 
X.' J: = L U'j kY1 .j 
j~ , 
13] 
Each node in the output layer is associated with a 
function to be approximated. The output of the NN is 
simply the activities of the nodes in this layer. 
The activation functions of nodes are squashing func-
tions, which can either be linear (Eq. 14]), sigmoidal 
(Eq. 15]), or hard-limiter functions: 
<p:(X: . ..l = X: ... 14] 
I 
<p:CX: ... ) = I + e - .', .• [51 
The three-layered perceptron used for the purposes of 
this article contained linear nodes in the input and output 
layers, as well as sigmoidal hidden nodes . 
In further parts of this article, the number of nodes in 
the input layer will be specified as the number of input 
nodes, excluding the bias node. 
A. Trailling an NN 
The training process of NNs involves optimIZIng a 
weight matrix of an NN so that the NN will memori ze 
644-VOL U!V1E 238 , OCTOBER 19'.12 
~np~i!?~y~e_r ______ _ 
m, linear nodes 
hidden layer 
m2 sigmoidal 
nodes 
output layer 
----_ .. -._ -- - --
m3 linear nodes 
[scated input matri x J 
[scaled outpu t matr ix I 
Fig. I-G': llt: ral an.:hit":l"turc of the Ihn.:c-Iaycn.:d pcrl.'l.'ptron u:-...:o in 
this ;tr1i '-."h,., . 
the mapping hetwee n a numbe r of equilihrium va riahles 
and fu nl'tioJ1s. The hackpropagatio n algorithm, as de-
scribed hy RUllIelhart ('I (1/,1 1111 is used hy the NN training 
program . which incorpnrates the conjugate gradient op-
timi zation algorithm with restart procedures of Powell' II I 
as optimization llIethod . During each training iteration. 
all weights of the NN arc adju sted in such a way as to 
decrea~e the value of an objec ti ve funct ion. Most NN 
training programs employ the least mean square error 
funct ion as objective function, and the ne t used here is 
no exception . 
It is important to minimize the number of weight s or 
degrees of freedom . For this reason, the number of hid-
den nodes should be kept as low as possible without re-
stricting the nct's inherent capability to effectivel y learn 
the rel ation s between the functions and variables. 
B. Sca/illg lile Trainillg Data 
The adequate preparation of the training data is also 
important. Various reasons exist for the data to be scaled 
appropriately prior to tra:ning an NN. First, the input 
node activities of the NN should be bounded so that the 
weights between the inputs of the sigmoidal hiddtfn r.odes 
are sensible (their absolute values should not be too large). 
If too large. it will cause extremely slow training con-
vergence . Second, it is imperative that the input values 
to the net are of the same absolute order. During train-
ing, each weight is adjusted according to the overall 
smallest error-weight gradient. The error-weight gra-
dient is directly proportional to the magnitude of the input 
node according to backpropagation. A very small input 
node will thus prevent the weight that connects it to the 
hidden layer from making a significant contribution to 
the objective function and will slow down the training 
process. Third, while learning is complicated if highly 
curved function surfaces should be found, NNs can eas-
ily learn smooth relations. 
METALLURGICAL TRANSACTIONS B 
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The NN trJining. algorithm uscd in this ;lJ1icic " ';JS found 
to perform satisfactorily if the values of the input-output 
d;Jta pairs were scaled between -4 and 4. The scaling 
was pcrfonlled in two different ways. I·i=: . linearly or 
logarithmically . I I' the values of a slXcific variable or 
function vary over different orders of magnitude. it is 
beneficial to scale the values of such a variable lo!!a-
rithmically . The NNs of all applications in this ani~le 
were trained in this fashion. 
ilL APPLICATIONS 
A number of applications will be discusscd. which will 
illustrate the application of NNs to the modeling of met-
allurgical equilibrium processes. The data used for these 
examples have been taken from the referenced literature . 
For each example. two data sets were constructed fmm 
the experimental data set. Prior to trJining an NN. a small 
number of test data points were selected at randoll1 from 
the experimental data . These data point s made up a test 
data set. The remaining data points were used to con-
struct a training data set which . in turn . was employed 
to train an NN. If thc tra ined NN can predict the valucs 
of process featurcs as (kscribed by the tcst data to a re,l-
sonablc degn:e of accurac y. it may be L'llncluded thaI the 
NN has learned the intricacies of the process and 1lI,IY 
hence be used to predict values for the process fcaturc s 
at other coordin,ltes within the range of the training data 
set. Extrapolation cannot proceed with conlidcnce . owing 
to the empirical nature of NN models . 
For each example. an average relati ve error is used as 
c riterion to evaluate the performance or accuracy of the 
trained NN. This error is calculated wi th Eq. \6\. 
/I.' . • 
._ _ ~ "" ah.l' (Ji.NN - .I..",,) . . 
L,,,." - ~ . 100 pct 
. N i~ I .li .... ·!'.\, \6\ 
where j ;.NN and j;.<>I" respectively, represent the NN-
predicted and experimental values (unscaled) of a pro-
cess feature of data point i and N is the IWlnber of oat a 
points in a data set. 
A. Empirical Modeling of Activities ill Biliary 
Metal SOlllliolls 
The re!!ular-associated-solution (RAS) model has been 
applied by 10rdanlll to model the liquidus curves of the 
Zn-Te and Cd-Te systems. Rao171 applied this model to 
predict the activities of AI and Sb data at 1400 K.II~I The 
model parameters were fitted by an optimization pro-
cedure, producing an average error in the activity of less 
than 5.5 pct. 
From a total of 21 available experimental data points. 
10 data points were selected to lie between those of the 
training data set and were used as test data set. The re-
maining I I data points were employed to train the NN 
which is depicted in Figure 2 . This NN possessed one 
input node for the mole fraction of AI, three hidden nodes, 
and two output nodes corresponding to the activities of 
AI and Sb (al\l and aSh), respectively . As illustrated in 
Figure 2, the input values of AI mole fraction were scaled 
linearly, while the output values of a l\l and (ISh were scaled 
logarithmically . 
MF.TALLURGICAI. TRANSACTIONS II 
m =3 
. __ . __ 2_. __ . ____ _ 
.'!!~ ... ~ 2 
y 
F l~ . ~ - - :\r,,'llik',.: tur\." tlj" till.: NN ILlilh ... d (~) prc-d il.:1 actl \ !lic:-- in ;1 hi -
1l ; 1I' ~ liqUid 11 1I .... la I ~nhlli llil t)r 1\1 and Sh al I-tOO K . 
The errors or the NN-predicted va lues for (/ ,\1 and (/Sh 
were 3.:; and 1. 1 pet . respectively , for the training data 
~et. while the errors were 3.4 and 1.0 PCI. respectively . 
ir evaluated with the 10 test data points . Froll1 the given 
errors. it is clear that this proposed NN approach is 
supcrior to the RAS lI1odel. Funherll1ore. it should be 
evident froll1 Figure 3 that the test data lie on the activity-
conccntration curves for the experimental data and can 
hence illler[lolate the other data very well. This example 
suggests that rather complicated models for predicting 
activities in metallic solutions may be replaced by thi s 
NN approach. It implies that reference works could con-
tain an NN architecture and associated weights to model 
activity 
o 
0.6 
0 .4 
0.2 
o 0.2 
01 . , d> , 
_ ........ -. -..... -.- .-----1-. 
o i 1* . 
i 
0 .4 0 .6 0 .8 
mole fraction AI 
a -A I - exp.rlm.nt_1 
+ aAI - training data 
• aAI- t.at data 
a *$0- up.rlmental 
x *SO-training data 
o -SO- teet data 
Fig. 3- EXflCrimcntal and NN-prcdiclcd activities or AI and Sh as a 
funclioll of Ihe AI-mole fraction . 
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the activities in metallic solutions in the future, espe -
cially for three or more component metallic solutions . 
Although theory is important to the understanding of me-
tallic solutions, this blackbox NN approach presents a 
very powerful, gcneralized, and simple method of pre-
dicting activities for use by process engineers. 
B. Equilibria during Iron Making 
In order to illustrate the application of NN modeling 
to iron making, two equilibria will be considered. Al-
though these data were taken from the literature , these 
straightforward examples should show that NNs are ex-
cellently suited for modeling practical process data. It 
would also be clear from these examples that this NN 
approach pennits the modeling of these data in spite of 
variances in experimental data which make theoretical 
and statistical modeling rather diflicult. 
I. Mn dis/ribu/io/l be/lt'een pig iroJl lind .\·llIg 
This example shows the application of NNs to the pro-
duct ion of pig iron and the d istribut ion of the various 
elements and compounds hetwcen pig iron and slag . 
The data for this example were taken from an art icle 
by Oelsen and Schubert. II.'1 These authors in ves tig;lted 
the di s tributions of S . Mn . and Fe as a function of the 
compos ition of a CaO-Si02-A I20 , ~lag. They showed that 
the distrihutions could be ll10de k d by s imple eLju;lti o ns 
as functions of the ha sicit y and the square roo t of the 
silicon concentration in the pig irlln . The M n di strihuti o n 
is used as an example to illu strate hll W an N N can ap-
proximate the relatio ns. 
Two input variables wen; itlentified. i .€' .. pct CaO / 
pct Si02 and lSi]. The function corres ponding to a single 
output node was Ipct Mnl/(pct Mn) . The trained NN 
further contained eight hidden nodes and two input nodes 
and was trained with 4X data points. after seven data 
points were randomly chosen frolll the total experimental 
data set to construct the test data set for evaluation 
purposes . 
The training error after convergence on the training 
data set was 5.6 pct, while the error after estimating the 
test data points averaged 4.0 pct. The NN-predicted val-
ues of Ipct Mn]/(pct Mn) I'S the experimental distribu-
tion for the training data points are plotted in Figure 4. 
[%Mnl/(%Mn) - NN 
2.5 
0 .25~1 . - - ---'---'-----'-.... ~,I 
0.25 2.5 
[%Mnl/(%Mn) - experimental 
. Training data sel ~ Test data set 
Fig. 4-NN-preui<:leu 1'-' experimenlal values f{Jr IflCl Mnl/(flCl Mn)-
truining anti test data sets. 
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This ligure also shows that the trained NN could predict 
the function values of the seven test data points ade-
quately. This implies that the NN with its associated 
weights presents a genemlized model for the Mn distri-
bution for these data and can be considered as being 
equivalent to the equation proposed by Oelsen and 
Schubert .I I.'1 
An interesting extension to this example would be the 
modeling of practical distribution data of elements be-
tween pig iron and slag for blast furnace opemtions. 
2. S tli.l'/riIJ/l/irJ/l /ic/wcen pig iron lind .I'IlIK 
Taylor and StobollJI investigated the sulfur distribution 
between slag and pig iron at 1500 °C in an alumina cru-
c ible . These authors pafonned two types of experiments 
in this crucible. thc first in which sulfur was added to 
the metal and the second in which the sulfur was added 
to the slag. In the lirst case . cquilibrium was reached; 
however. in the second case . equi lihrium did not occur. 
The NNs which were trained for both cases contained 
four input nodes for input variahles (pet CaO)/(pct Si01). 
pe t All), . pct FeO. and pct S . five hidden nodes. and 
a s ing le node for the output (S) / Ias l. The training data 
sets for both N Ns co ns isted o f nine dat a points . Two 
data point s were useo for lest purposes in bo th si tuations . 
A Ith ough there seems to be reasonable variances in the 
ex pcrime nt a l data. the NN for the lirst case where sulfur 
was added tll the me tal predicted both training and test 
data sets adequately w ith respccti ve errors o f 1. 1 and 6 .6 
pet. On the contrary. the second situation was memo-
ri zed very well by the second NN during training (crror 
= (l.()() pct). whereas for the test data set . the error was 
12X pct. Thi s verifies Tay lor and Stobo 'sllJ I observation 
that equilibrium was not reached in this latter case. It 
could al so he explained hy the exclusion of factors. such 
as mixing erticiency and residence time, affecting the 
kinetics of the process. Figure 5 depicts thcse results . 
Note that the two selected test data points for the ex-
ample where S was added to the metal have similar out-
puts. in spite of their totally different slag compositions . 
In further experiments conducted in graphite cruci-
bles. the sulfur distribution was investigated as a func-
tion of the excess basc o An NN with two input nodes for 
NN-predicted (S)/{asJ 
10~~----------~-----------, 
0.1 
+ 
+ 
* 
+ 
0 .0 1 '---'--'-'-..u..J..UJ... __ ~~..u.L'-'--"---'--'LJ.l.LW 
0 .01 0 .1 1 10 
Experimental (S)/(as I 
+ S to metal - train 
S to slag - train 
X 5 to metal - test 
* S to slag - test 
Fig . 5 - A comparison Oclweo.:n (S)/la, j uaw preuiclcu hy NNs for 
hOlh S auueu 10 melal anu S auueu \0 slag-lrJining as well as lest 
tlala S~lS . 
METALLURGICAL TRANSACTIONS Il 
Stellenbosch University  https://scholar.sun.ac.za
the excess base and temperature (oC). res pecti vely. three 
hidden nodes, and an output node for (S)/\05J was tr.lined . 
The training data set contained 17 data points , and the 
error after training was 23.6 pet for these data points . 
The relatively large error during training is attributed 
to the large variances in the measured data as is apparent 
from Figure 2 of Taylor and StobO .II~1 In spite of these 
large variances in the experimental data, the trained NN 
could predict the effect of temperature and excess base 
on the sulfur distribution .satisfactorily . It is significant 
that the NN trained with the data published by Taylor 
and Stoboll~1 could estimate the data of Hatch and 
Chiplllan; II~1 i .£' . . the slope of the curve given in 
Figure 3 of Taylor and Stobo is the same as that pre-
dicted by the trained NN. Moreover, it is interesting that 
the NN can also show the effect of temperature (i nac-
curate after excess base> 0 ). These results are illus-
trated in Figure 6. 
Both these examples of Mn and S distributio ns be-
tween pig iron and slag show how an NN may be im-
plemented to analyze experimental data. show tendencies. 
and point out inconsistent or inaccurate experimental data. 
C. EcjuiliiJria durillg COPlin Makillg 
Three examples will he presented in thi s section. the 
fi rs t dealing qua litatively with process control and the 
seco nd and third inves ti gating the use of NNs to model 
equilibria encountered bc tween Cu and slag during cop-
per production . 
I. Oxyg£'11 COllc£'llIrlllioll ill cOllp£'r 
NNs hold promise for application during intelligen t 
process control due to their learning properties. 
Kulkarnill('l presented data for the concentration of ox-
ygen (ppm) in copper as a function of temperature mea-
sured by Ni-NiO and Co-CoO solid electrol yte reference 
electrodes. The electromotive force (emf) of these elec-
trodes, produced as a function of temperature and 0 
(ppm), could be used to monitor the oxygen content in 
liquid copper and hence assist during process control. 
For this purpose, an NN is proposed that predicts the 0 
content in the liquid copper as a function of temperature 
and measured emf. 
The NN trained for this application was specified to 
NN-predicteu (S)/[as I 
30r-~----------~-----------------------------, 
25 - ..... -.-.--.......••. - .• - •..•. 
20 .-.---.. --- - .. 
. --~;.:/~--
15 .;<-
10 
0~~----1_------_r-------r------_+-------4 
- .3 - .2 - .1 o .1 .2 
Excess base 
--e- 1450"C + 1500·C .. * .. 1550·C 
Fig. 6 - (S) / la, 1 as a function of lemperature (CC ) and excess base 
for equilibrium experiments performed in a carbon crucible. 
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NN-predicted 0 Ippml 
10000r-~~~--~~--------------------------, 
100 1000 
exper imental 0 [ppml 
tra lnlno data aet ~ teat data aet 
10000 
Fig . 7 - NN -pn.:dictcd "S cxpcril1h:nt:J1 uxygc:n cnnccntr..ltions-lrJining 
amJ test data scts . 
have two input nodes. three hidden nodes. and one out-
put node. lt had to learn the mapping between 0 (ppm) 
as a function of temperatun: (K) and emf (mY) as onl y 
inputs. Sixty data points we re used to train the NN. while 
10 data points were employed ror test purposes. The error 
on the training data point ~ was 5.2 pct. and the error 
hetwee n NN-predicted and experimental 0 values o r the 
test data se t was 4.7 PCI. Fi gure 7 shows the NN-
predicted 0 values ,·s the experimental values for both 
data sets . The consiste ncy or the N performance o n the 
test data points highl ights the crticiency or the NN ap-
proach for this application. 
As was stated earlier . the NN can continually adapt to 
new conditions as these may appear during plant oper-
ation ir newly measured data poinls are added to a train-
ing data set. Thi s constitutes the intelligent nature of thi s 
type or process controller. 
2. Dislribllfioll of copper b£'lw('('n slag and mewl 
A number of data sets will be used in this section to 
discuss the equilibrium of copper between slag and metal. 
In all these examples, the data of Altman and Kelloggl171 
were applied . These authors investigated the solubility 
of copper in a s ilica-saturated , iron-silicate slag at tem-
peratures in the range 1224 °c to 1286 0c. The rartial 
pressure of oxygen rdnged between 10- 11.5 and 10-5. atm . 
a. Pel Cu in sIal: as a fUll clion oj 
process condiliolls 
This example shows that an NN may be used to pre-
dict among others copper losses in the slag as a function 
of some process parameters. This NN approach hence 
may be applied in a process optimization or control 
capacity . 
The pct Cu~O in the slag was modeled in this example 
as a function of four input variables, viz. temperature, 
pC01/pCO , pct SiO~, and pet FeO/pct Fe20J . The NN 
constructed for this example contained four input nodes , 
four hidden nodes, and a single output node for pet CU20 . 
Forty data points were used to train the NN after six test 
data points were randomly selected from the total ex-
perimental data sel. The respective errors on the training 
and test data sets were 2.2 and 4 .9 pet. From Figure 8 , 
it is evident that the genemliution properties of the trained 
NN are sufficient for it to be used as a predictive mea-
sure for this process . 
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NN-predicted %Cu20 
8 
6 
2 
OL---------~----____ L_ ________ L_ ________ L_ __ ~ 
a 2 6 8 
experimental %C~O 
- .. -.. training data set ~ test data set 
Fig. 8-NN-prcdiclcd \'.\" experimental pel Cu,O in slag-lrdining and 
lest data sets . 
b. a(eIl0".5) ill slaK as a JlIl1ctiol1 oj 
process conditiol1s 
An extension to the laller example is the corre lation 
of o(CUOn.5) against process conditions for dala given by 
Altman and Kellogg. 11 71 Thi s example demonstrates the 
ease with which an NN may describe activilY data as a 
function of the process condilions for this system. The 
trained NN had three inpul nodes for temperalure, pCO,/ 
pCO, and pct Cu. respcctively. Four hidden nodes were 
found to he sufficient, and the single output node cor-
responded to a(CuOn 5) in the slag. The NN en·or on 42 
training data points averaged 3.0 pct, while the error was 
found to be 6 .2 pct for the lest data set containing four 
data points. 
Also in this case, the applicahility of NNs is signified, 
as is reflccted in Figure 9 through the good correspon-
dence between experimental values and values predicted 
by the NN. 
c. pO/I' as a JlIl1CTiol1 oj pel Fe20,jpcl FeO 
In order to investigate the relationship between 
p021 /4 and the FeJ+ /FeH -ratio (note thal pct Fe20dpct 
FeO was used for this ratio), the smoothed data of Alt-
man and Kelloggl171 were used . Whereas the smoothed 
data of these authors showed a slight nonlinear relation-
ship, the NN could, on the other hand, give linear re-
lationships as predicted by theory. Furthennore . the 
temperature dependence is also included in the NN, re-
sulting in a more generalized equation. If the thenno-
dynamic and empirical analyses used by Altman and 
Kellogg for correlating the data are considered, this NN 
approach is most certainly simpler and more geneml. This 
approach is independent of an analytic procedure, a~ stated 
by Altman and Kellogg: ~The fonn of the equations was 
chosen to offer the greatest possible thennodynamic 
consistency. "11 71 
Figure 10 depicts the results of this NN approach to 
thennodynamic analysis. This single NN was trained with 
all the data points of Tables III and IV of Altman and 
Kellogg for the three temperatures 1497, 1536, and 
1559 K, respectively . The predictions produced by the 
NN (two input, four hidden, and one output node) for 
these data sets are depicted in Figure 10. 
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NN-predicted a(CuOo s) 
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... ~ ... 
. 
75 
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50 /" 25 
a 
a 25 50 75 100 125 
experimental a(CuOo.sl 
- . - training data set ~ test data set 
Fig. <)-NN-prediclcd \·s cxperimenlal values for {/(CuO"., )-lrain-
ing and h:st d ~lla sets. 
D. Eqllilibria ill Till P,.,-oll/l'lIIl1l1rgy 
111e data for this very inleresling application have been 
taken from Rankin . IIXI This aUlhor investigaled the effect 
of the slag composition on the di stribution of tin and iron 
between slag and melal phases at 12()() °C. The y5nO / 
yFeO ratio ;lnd process condilions were correlaled by a 
multilinear regression modcl which showed that only thc 
hasicity had a signiliclIll influence. II will be shown Ihat 
this conclusion is premature by invesligating the nature 
of Ihe process with differenl NNs. 
Two examples will be discussed hcre. \'i:. (a) an NN 
correlalion or the ySnO/yFeO ralio and process condi-
lions and (b) the crfect of basicity on the ySnO/yFcO 
ratio . 
I. ySIIO /yFI'O rurio us u jilllctio/l oj IIII' 
process cOllditiolls 
Two different NNs were constructed to investigate the 
ratio of the activity coeflicients of SnO and FeO in the 
slag. Both NNs contained five hidden nodes and a single 
node for the output ySIlO/yFeO. The first net had four 
input nodes for (pct CaO)/(pct SiO!) , (pct FeO)/(pct 
Si02), pct AI!O" and rct SnO as input variables, while 
the second NN contained 5 input nodes . The fifth node 
'I' p02 ,100 
4r-~---------------------------------------' 
3 
2 
." 
2 3 4 5 6 
(%Fe20 3 /%FeO).10 
·· ¢ · 1497K ,, _. 1536K ~ 1559K 
Fig . 10-NN-prcdicled values or ,,0,'1' I x 1(0) as a runclion or pel 
Fe,O.,/pet FcO ( X 10) for lhe thrce given lemperatures , 1497 , 1536. 
and 1559 K. 
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corresponded to an additi o nal variable F.: (metal) . while 
the other four nodes of the latter net repr.:sent.:d the same 
variables as in the first NN . Both NNs were trained with 
37 data points and evaluated with eight test data points . 
The error on the tmining data set of the first NN was 
1.0 pet, and its test error was 31 pet. In the case of the 
second NN, the training error was 0.3 pet while the test 
error averaged 17 pet. 
From both Figures I I and 12, it is clear that the NNs 
were able to memorize the tnlining data thoroughly. It 
can also be seen that the predictions made by the second 
NN show some superiority over the performance of the 
first NN . The large error of 17 pct for the second net is 
virtually attributed to the error of only two data points 
which may be ascribed to inconsistent experimental data. 
On the other hand, the first net showed a r.lther large 
scattering of predicted data . From these results. it may 
be concluded that the Fe content in the Sn has a non-
negligible influence in the 1'SnO/1'FeO ratio . . 
If one considers the results portrayed 10 Ftgures II 
and 12, it is clear that l'SnO/1'FeO is no t o nl y a function 
of th.: basicity as cl ai meu hy Rankin .tlSl The multilinear 
equation proposeu by thi s a utho r is o b vious ly too si mple 
to capture the no nlinear re latio ns h ips th a t exis t betwee n 
the process var i;tbles. The ahilit y o f a n NN to learn no n-
linear relatio nships . as see ms to be the c ase he re . .: n;tbles 
4.5 ;":N':':N~-p~r:.:e:':d':'::ic:..:.te~d:.....:~:.:s:..:.n:':O:":'/":O:':'F:.:e:':O ____ _ ______ l 
3.5 
2 .5 
1.5 
0 .5 L ____ -'-____ ---'-_____ '--___ -----' 
0.5 1.5 2.5 3.5 4 .5 
experimental lI'SnO/ il"FeO 
.. trainino data set -V- test data set 
Fig . t t -NN-predictcd , 'X experimentat ySnO/ yFeO (or thc tirst NN 
with four input va riahles-training anu (cst U;Jla sets. 
4 N,,~N~-~r~e~d~ic~te~d~il"~S~n~0~/~0~F:.:e:.:0~ _ _____ ____ ___ 
r -:-~l 
3 
2 
I 
I 
I L __ _ ___ ....... _ ___ _ _ -'--_ _______ ··· _J 
2 3 
exper imentat oSnO/ /fFeO 
training data set -4'.1_ test data set 
Fig . t2-NN-predicted \"x experimental ySnO/yFcO (or the second 
NN with fi ve input variahles-training and test datil scts. 
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thi s NN approach to out perform the m.:thod used by 
Rankin . 
2 . 1'SI10 /1'F eO ralio as a JUl1cliol1 oj Ihe hasicilY 
A sensitivity analysis was performed us ing the second 
NN of the previous example . For this sensitivity anal-
ysis, three different slags were selected fr~n:' the ex-
perimental data sets and the effect of the baslctty on the 
1'SnO/1'FeO ratio was investigated . The first slag (slag/ 
metal A) was composed of 0. 12 pet Fe (metal) , 34 .72 
pet SnO. and 1.62 pct AI!O-, with a pct FeO (slag)/pet 
SiO, ratio of 0 . 16. while the second (slag / mctal B) con-
tain~d 1.16 pct Fe (metal). 11.21 pct SnO. and 2.55 pct 
AI10 ., with a pct FeO (slag)/pct SiO! ratio o f 0.43 . The 
composition of the third slag (slag/metal C) was 2.54 
pct Fe (metal), 8.21 pct SnO, and 5 .5 pct AI 10 , with a 
pct FeO (slag)/pct Si01 r.ltio of 0.4 . 
The sensitivity analysis results arc given in Figure 13 . 
For the s lag / metal comhinations A and B. the 1'SnO/ 
l'FeO ratio -increascs as expectcd with increasing hasic-
ity. These plots uisplay . however. smaller slopes and 
larger ,. intercepts than those estimated w il h the linear 
reire s~ io ll equatio n of Rankin P"1 The common d enom-
inator for these two c ase s is their low iron conh.: nt til the 
metal . 
The re sult for the s i;tg / me ta l co mbinat ion C is e X; lc t ly 
o pposite til the abllve ~wo results . 1\ 11 th.:~e r.:s ult s arc 
nonetheless cons is te n t w ith the experimenta l resu lts. 
Consitkring s lags 13 <tnu C. il is clear lhal they I1;t \' ': 
similar COt;lposilions; hence , they must ha ve approxi-. 
mately the same y intercepts. The divergent l.:ndcncy III 
these curves. as displayed in Figure 13. is no t consistent 
with the basic naturc of SnO and FeO. unle~s Fe in the 
slag anu the metal st;trts having an crfect at higher con-
c.:t;trations. a fa..:! which al so hecamc clear during the 
training of the two NNs of the pre viou s e xample. From 
Ranki,; (Tahle V). l tXI it is a lso cvident that the 1'SnO/ 
1'FeO ratio decreases with increasing Fe content in the 
metal. 
E. Viscosily (~r Leati-Smellillg Slags 
Battle and Hagerl t')1 correlated viscosity data agains t a 
weight parameter using their ow n data as well as other 
l~sn~o~/~o~F~e~o~ ________________________________ ~ 
2 + -
._ a '0 
a 
a 
0 _ " 0 - .. o ~--··· .. o ". 0 -._ 
0 ·· ___ ' 0 
o 
oL-----~----~------~----~----~--~ 
o 0.2 0 .4 
o slag/metal A 
0.6 
%CaO/%SiO, 
• slag/metal 8 
0 .8 
a slag/metal C 
Fic . 13-The crfcct o( h~s icity on the ySnO/ -yFcO ra t i~ for three 
st;g / mctat composit ions . A. B. and C. as cstimatcd by the sccond 
NN acknowledging Fc (Illetat) as a variaole. 
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published data. These authors applied a fifth-order poly-
nomial in order to correlate an average curve fitted through 
all the data. According to the authors, it proved rather 
difficult to fit an entire curve with one equation, so each 
curve was correlated piecewise. Furthermore, each 
equation holds for one temperature only. The authors claim 
that the equation is accurate to within ± I Poise, al-
though some of their data points are situated up to 5 
Poise above the trended curve in their figures. 
In order to demonstrate the application of NNs to the 
modeling of viscosity, an NN was constructed that in-
cluded both the weight pardmeter and temperdture as input 
variables . Only the data given by Battle and Hager I ~I 
were used for this example. The very simple NN applied 
for this example contained two input, three hidden, and 
one output node, the latter node representing the vis-
cosity. Sixty-nine data points were employed to train the 
NN, while 10 data poinl<; were set a~ide for test purposes. 
Relatively large errors of 33.0 and 33 .5 pct were ob-
tained during training and testing, respectively. How-
ever, the authors claim an error of ± I Poise, implying 
an average error of 33 pct for their data sets, coinciden-
tally the same as the NN -predicted errors . Comparing 
the NN to the piecewise correlatio n approach of Ballic 
and Hager. II·)1 the NN approach see ms to ha ve a number 
of advantages. The NN does not have a piecewise nature 
and is valid for all data points . The fact that temperature 
is also included as a variable by the NN makes the NN 
more general as a modeling methodology. Furthermore, 
an NN can virtually be trained effortlessly , thus making 
it very simple to apply . and can be used to investigate 
properties of the system in a straightforward manner. In 
Figure 14, it can be observed how some in s ight about a 
system can be gained . 
Figure 14 depicts some sensitivity analysis results, as 
were estimated by the trained NN . Note that these curves 
arc s lightly different to those given in Figures 8 through 
12 of Battle and Hager. II 'J1 This should be so, since these 
authors' data (the data which were also used to train the 
viscosity IPoisel 
30.-----~--~--------------------------------_. 
20 
10 
O~~~~~~~~~ 
0 .5 1.5 2.5 
weight parameter 
3.5 
-b- 1150·C ........ 1250·C --- 1300·C -<>- 1350"C 
Fig . 14 - Viscosity as a function of the weight parameter and tem-
perature, as predicted by the trdined NN. 
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NN) clearly lie above those of the other cited authors. 
Futhermore, 94 pct of the values of Battle and Hager are 
lower than 10 Poise, hence, not permitting the modeling 
of the sharp rise in the viscosity obtained for weight pa-
rameters smaller than = I . 
A next step to this specific example can be to model 
all available data in order to obtain a general viscosity 
correlation, which in this case, will be a function of both 
the weight parameter and temperature . 
IV. CONCLUSIONS 
The examples discussed in this article have attempted 
to cover a wide range, each demonstrating a particular 
field of application . From the relatively low test error 
values of the different examples, it is clear that the NN 
modeling. approach was quite successful and general. Our 
results demonstrdte that an accur..lcy can be obtained which 
is hardly possible with other rather simplified ap-
proaches in the literature. Moreover, NNs can be applied 
to nonidcal situations in practice and can also recognize 
nonlinear relationships. This point alone could pave the 
way to a generalized application boom. 
As a rinal point. however, il must be emphasi zed tha t 
th is appr\lach is a blackbox approac h and should no t to-
tally repl ace fund a mental approaches . altho ugh funda-
mental approaches and the resulting equations with the ir 
filled no nrundamental parameters are not far from being 
blackbo:-.cs themsci ves . 
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Abstract 
This paper illustrates how a neural net, a threc-layeretl perceptron, CUI be trained to estimate viscosities 
for undefined crude oils and fractions. Thrce Saudi-Arabian crude oils wcre employed to illustrate the 
lise of the neural net to approximate the relat.ion in a very simple manncr with no need for (I. 1lriOri 
knowledge of the system. This cmpirical correlation W;L'i accurate to !J8. 7 '1% if tested on experimental 
data not used during training, which is a fivefold improvement on average resull.., obtained by two recently-
proposed equations to estimate the viscosity of hydrocariJolL'<. Although the neural nd equation seems 
to be less transparent than fortner correlations, a method called backward analysis is proposed to analyze 
the weight matrix of the n~ural net in order to gain valuable insight into the viscosity system. 
1. Introduction 
In the petrochemical industry, viscosity of a fluid 
is an important parameter in the processing field. 
Although various empirical relations have been pro-
posed to predict viscosities of hydrocarbons, the 
need still exists for a model which can adequately 
predict with confidence the dependence of kinematic 
viscosity on temperature over a wide range of tem-
peratures, especially at high 50% boiling points. 
At present at least five different methods for 
viscosity estimation' have been proposed. Abbott et 
al. (1) reduced the American Petroleum Institute 
(API) monograph (2) which requires the Watson 
characterization factor and specific gravity, to rea-
sonable accuracy. A shortcoming of this approach 
is its inability to perform well in extrapolative regions 
where no experimental data are available. An 
Andrade-type equation was used by Amin and 
Maddox (3) who related the coefficients to the 50% 
boiling point and a factor dependent on the specific 
gravity and average boiling point. This was suc-
ceeded by a proposal from Baltatu (4) who used 
the modified corresponding state method reported 
by Ely and Hanley (5) to estimate the viscosity of 
petroleum fractions. Baltatu assumed the crude oils 
and fractions to be pure fluids with pseudocritical 
0923-0467/93/56.00 
parameters :lJld molecular weight'i detennined from 
the average boiling point and specific gravity in the 
equations suggested by Riazi and Daubert (6). Some 
difficulties exist for accurately determining inter-
mediate correlating parameters such as critical pres-
sure. Owing to this, the acentric factor which is 
another input and is calculated from the estimated 
pseudocritical parameters, causes considerable un-
certainties. 
In the literature, exponential and double-expo-
nential viscosity-temperature functions for liquids 
have received much attention. The most recent 
approaches of this kind were published by Beg et 
al. (7) and Dutt (8). Beg et al. used an Andrade-
type equation to relate the viscosity to API gravity 
(dependent on specific gravity), 50% boiling point 
and temperature. -This was followed by Dutt who 
proposed an Antoine-type equation with the 50% 
boiling point and temperature as the only inputs 
to predict the viscosity of undefined crude oils and 
fractions. 
The present paper shows how a specific neural 
net, a three-layered perceptron, can be used effec-
tively to relate the kinematic viscosity of crude oils 
and fractions to the 500/0 boiling point, API gravity 
and oil temperature. Three Saudi-Arabian crude oils 
are used to illustrate this method and to compare 
© 1993 - Elsevier Sequoia. All rights reserved 
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its results with those of former approaches. A method 
of analyzing the weight or parameter matrix of the 
neural net to gain valuable insight into the system 
is also explained. For this, it is requisite to un-
derstand the architecture of the three-layered per-
ceptron, which is described below. 
2. Characteristics of neural nets 
Neural nets are analysis tools, designed following 
the massively parallel structure of the human brain, 
and can therefore be viewed as models of biological 
neural networks at some level of abstraction. In 
this work we employ the three-layered perceptron 
(TLP) as the underlying neural net model. Such a 
neural net is efTectively a highly flexible non-linear 
regression equation. The biggest advantage of neural 
nets over traditional regression analysis techniques 
is their ability to fin d non-linear mappings between 
system variables without having to consider a priO',-i 
knowledge of the system. 
2.1. Architectum oj a TLP 
The basic architecture of a TLP is exhibited in 
Fig. 1. This perceptron consists of three layers of 
nodes, namely (i) an input layer containing 1n1 
nodes (including a bias node), (ii) a single hidden 
layer (m;! nodes) and (iii) an output layer with mJ 
nodes. Nodes of adjacent layers arc connected and 
these connections arc quantified with weights. A 
weight matrix describes the relative strength of the 
interconnections, and therefore the relative impor-
tance of variables. Each node is characterized by 
an activation function <1>. During the first step of a 
feedforward calculation for the neural net, the values 
of the viscosity variables as contained in a training 
data point, are fed to the input nodes. Each variable 
is associated with a difTerent inP\lt node. Each node 
_~n.e'!..t 18yec._.~~~. 
m, linesr nodes 
_!Jf~qen lay~( 
m2 Sigmoidal 
nooes 
OU'"uf layer 
m3 lint:c! noaes 
(scalec inout matr ix1 
• T 
Iscalsd OUI:A,J1 man I) I 
Fig. 1. General architecture of the three·layered perceptron 
used in this work. 
n in a layer z has two important features, namely 
the node input x",,, and its activity y" . ... The activity 
Yz , n of a specific node is a function of its input 
x z , n' Equation (1) gives notation of such an activation 
function 
(1) 
An additional input node, the bias node with a 
constant value of YI.ml = 1, introduces additional 
degrees of freedom which enable a curve (hyper-
plane) to be moved up or down in the variable 
space, while the weight matrix is optimized. The 
input to each hidden node (z = 2) is calculated with 
eqn. (2) and is the additive product of the weights 
Vij of connections between input nodes and a speCific 
hidden node j , and the activities of the input nodes 
"" 
x lj = L Vij'U I.i 
i - I 
(2) 
The input to node k in the output layer (::: = 3) 
has a :; imila r form , as illustrated in the following 
relation:;hi p: 
X;J.k= L1I}JJ..U~j 
j-I 
(3) 
Each node in the output layer is associated with 
a function to be approximated. The output of the 
neural /l et is simply the activities of the nodes in 
this layer. 
The activation function:; of nodes are squashing 
functions , which can either be linear (eqn. (4)), 
sigmoidal (eqn. (5)) or hard-limiter functions: 
1 
<I>"(x,,.n) = 1 +exp( -x".,,) 
(4) 
(5) 
The TLP used for the purpose of this paper 
contained linear nodes in the input and output layers, 
and sigmoidal hidden nodes. 
3 . Developing the viscosity- temperature 
model 
3.1. Preparing the training data 
It is important to adequately scale the data prior 
to training, which can be emphasized by three main 
reasons. Firstly the input node activities of the 
neural net should be bounded so that the weights 
between the inputs of the sigmoidal hidden nodes 
are not too large. If they are, they will cause 
extremely slow training convergence. Secondly, it 
is imperative that the input values to the net are 
of the same absolute order. During training each 
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weight is adjusted according to the overall error 
gradient (with respect to the weights), which is 
directly proportional to the magnitude of the input 
node. A very small input node will thus prevent the 
weight that connects it to the hidden layer from 
making a significant contribution to the derivative 
of the objective function, and will slow down the 
training process. Thirdly, whilst learning is com-
plicated if highly curved function surfaces should 
be found, neural nets can easily learn smooth re-
lations. 
The neural net training algorithm used in this 
paper was found to perform satisfactorily if the 
values of the input-output data pairs were scaled 
between -4 and 4. The scaling was performed in 
two different ways, namely linearly or logari thmi-
cally. If t he values of a specific variab le or function 
vary over different orders of magnitude, it is ben-
eficia l to scale the values o f such a variable log-
a rithmically. For thi::; rea::;on the viscosity was ::;caled 
logarithmi cally according to cqn. (6). 
/-Lsca = 2 X In( /-L) - 2. 1 /-L( centiStoke, cSt) (G) 
The input variables werc adjusted in a linear 
fashion with eqns. (7)-(9). 
Tbsca = (Tu/60) - 8.75 
Tsca = (T/20) - 19.65 
API""a = (API /4) - 10 
T,,(OF) 
T(K) 
Al>WAPI) 
(7) 
(8) 
(9) 
The scaled data were used to train the neural 
net. 
3.2. Training the neural net 
The training process of the neural net involves 
optimizing its weight matrix so that it will model 
the mapping between the viscosity and its input 
variables. The backpropagation algorithm, as de-
scribed by Rumelhart et al. [9], is employed by the 
neural net training program, which incorporates the 
cOr\iugate gradient optimization algorithm with re-
start procedw-es of Powell [10] as the optimization 
method. During each training iteration all weights 
of the neural net are adjusted so as to decrease 
the value of an objective function . The LMS error 
function is used here as objective function . 
Another important factor to be taken into account 
is the choice of the number of weights or degrees 
of freedom. If too many hidden nodes are specified, 
an excessive number of weights or degrees of free -
dom will be available . This will cause overfitting of 
the training data and poor generalization. For this 
reason the number of hidden nodes should be kept 
as low as possible without restricting the net's 
inherent capability of effectively learning the re-
Fig. 2. A neun! net to estimate tile viscosities of tile three 
Arabiall cnlde oils. 
TABLE I . Weight matrix of the neural net in Fig. 2 
Weight WeighL Weight label Weight 
la bel 
VII O.2!J11 U:1:1 0.2145 
1121 - 0 .:18:3(; 11 .. :1 G.70GI 
V :1J -0. 1833 1011 10.4102 
v ,u - :l.G!JJG 10:! I - :3.31 OG 
Vn~ - O.~G:l!J 111: 11 - 1.2087 
V zz 0.3110 
lJ : l:~ 0 . 10:3G In puL nodes linear 
V 4Z -0.2880 !lidden nodes sigmoidal 
V I :1 - O.OGIJ O OULput node linear 
V2:1 1.:110G 
lations between the function and the variables . 
The experimental data which are listed in the 
paper by Beg et at [7 J for Arab Berri, Arab medium 
and Arab heavy crude oils, were used to train and 
test the neural net. Slightly more than half of the 
data made up a training data set. Each oil fraction 
contributed equally to the total of 84 training data 
points. The remaining 72 intermediate data points 
(24 data points for each oil fraction) were employed 
to compile the test data set. The neural net with 
the configuration shown in Fig. 2 was trained with 
the training data. Three input nodes (excluding the 
bias node) were specified; one for each of the 
following inputs to the system: (i) the 50% boiling 
point Tb COF); (ii) the temperature of the oil T (K); 
and (iii) the API gravity. The single output node 
corresponds to viscosity. Table 1 lists the weight 
matrix of the neural net of Fig. 2 after training. 
4. Comparing the neural net correlation 
results with estimates of two recently-
proposed equations 
With the trained neural net available, the vis-
cosities for both the training and test data sets were 
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computed. These results were compared with the 
viscGsities predicted by the Andrade-type equation 
of Beg et al. [7] and Dutt's Antoine-type relation 
[8] in Tables 2, 3 and 4. Equation (10) is used to 
evaluate the sufficiency of a model and is merely 
an error function to calculate the overall average 
relative error Ea, defined by 
E3 = ~ ± lJ.Lex". q - J.Lprcd. (II X 100% 
N q-l J.Lexp. q 
(10) 
In this expression J.Lexp. q and J.Lpred. q are the ex-
perimental and the predicted kinematic viscosities 
of the qth data point respectively, while N represents 
the total number of evaluated data points. The 
experimental and complete evaluation results for 
Arab Berri crude oil are given for the training and 
test sets in Tables 2 and 3 respectively. Similar 
results were also obtained for Arab medium crude 
oil and Arab heavy crude oil. These results are 
summarized in Table 4. 
The overall average relative error for the three 
oils in the training data set was 1.26%, which is 
quite remarkable when compared to the 7.1 % of 
the Andrade-equation and the 5.4% of the Antoine-
equation. With an overall average relative error 
E a = 1.26% for the test data set, it is obvious that 
adequate generalization properties exist for this 
neural net (note that the test data set was not used 
in the training process). This general result for the 
test data set also displays a considerable improve-
ment on the 6.7% and 5.1 % overall average errors 
TABLE 2 . Compa rison between e" pe ri men~11 a nd estima ted vi scosities fo r Arab I3e rri c mde o il 
T. API T J1. •. ,, 1' Ne tlral net AJldradc·eqll:ltio J\ AIlhl iJ lc-cquatioll 
(OF) (OA PI) (K) (cSt) 
,uI IH.'d E J.l pft·d E ).l llt ... 1 E 
(cSt) (cS l) (cSt) 
300 5G .00 :11:1 0.711 8 0.71 8 1 1.00 0 .71 GG :3.41 0.7G02 2.1 8 
:3:3:l O.GI72 (1.(; II 7 0.74 0 .5 908 1 .27 0 .(;20:-; 0.5!) 
:35:3 O.G1 55 0 .5109 1.11 0.<1079 3.42 0 .521 2 1.11 
1.05" :3.70' 1. :39" 
450 43.80 :31 :.J 1.625 1 1.58 17 0.18 1.5801 2. 7S I Ji:l!l(; 0.89 
3:33 1.2Hl9 1.21GI 0.28 1.2227 0.2:3 1.211 7 2.03 
353 0.9613 0 .9705 0 .79 0.9738 1.30 0.98:3G 2.31 
373 0.7808 0.7980 1.76 0.794 8 1.80 0.8025 2.78 
393 0.6601 0.6711 0.60 0 .6622 0.3:3 0.G718 1.70 
41 3 0.5660 0 .5733 0.09 0 .5616 0.78 0.5745 1.51 
433 0.491 3 0.4946 0.12 0.4836 1.58 0.5001 1.78 
453 0.4278 0.<1292 2 .29 0.4219 1.39 0.4418 3.26 
0 .77' 1.27' 2 .04' 
575 36 .39 313 3.3806 3.3518 0.22 3 .3860 2.88 3.3829 0.07 
333 2.4416 2.3631 4.77 2.4455 0.05 2.3827 2.41 
353 1.8296 1.7574 1.19 1.8325 4.46 1.7705 3.23 
373 1.4141 1.3630 0 .66 1.4163 3 . 11 1.3723 2.95 
393 1.1220 1.0964 0 .8 5 1.1237 2.70 1.1002 1.94 
413 0.9103 0.9088 0 .93 0.9118 1.57 0.9066 0.41 
433 0.7530 0.7704 0 . 17 0 .7542 0.05 0.7642 1.49 
453 0.6334 0.6631 1.35 0 .6344 l.43 0.6565 3.64 
1.27' 2.03' 2.02' 
750 27.79 313 15.4579 15.4674 0 .30 9.7570 36.88 10.9223 29 .34 
333 8.1263 8.0717 0.46 6 . 1980 23.73 6:1278 17.21 
353 4.9779 5.0301 0.09 4.1448 16.74 4.4879 9 .84 
373 3.3887 3.4837 0.13 2 .8939 14.60 3 .1837 6.05 
393 2.5147 2.5351 1.67 2.0958 16.66 2.3708 5 .73 
413 1.9109 1.9179 0 .44 1.5659 18·.05 1.8354 3.95 
433 1.4926 1.5080 1.56 1.2020 19.47 1.4667 1.74 
453 1.2250 1.2291 0.78 0.9444 22.91 1.20:30 1.79 
473 1.0308 1.0439 1.21 0 .7575 26.51 1.0084 2 .18 
0 .74' 21.73' 8.65' 
'Training data set. 
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TABLE 3. Comparison between experimental and estimated viscosities for Arab Berri crude oil 
T. 
COF) 
300 
450 
575 
750 
API 
(oAPI) 
56.00 
43.80 
36.3D 
27 .7!J 
' Test data set. 
T 
(K) 
323 
343 
323 
343 
363 
383 
403 
423 
443 
32:3 
34 3 
3(;:3 
38:3 
403 
42:3 
44 :3 
:32:J 
34:3 
303 
38:3 
403 
423 
443 
463 
J.L ... 
(cSt) 
0.6749 
0.5617 
1.3982 
1.0760 
0.8673 
0.7175 
0.6107 
0.5245 
0.4546 
2.8586 
2.1047 
1.6028 
1.2558 
1.0080 
0.3261 
0.6H!):l 
10.DOG:3 
0.1833 
4.0711 
2.9006 
2.15D7 
1.6776 
1.3436 
1.1181 
Neural net 
J.Lp«d 
(cSt) 
0.674 4 
0.5578 
1.3798 
1.0318 
0.8772 
0.7301 
0.6193 
0.5320 
0.4605 
2.7915 
2.0264 
1.5401 
1.2173 
0.!l950 
0.8:348 
O.71~3(j 
10.!J577 
6.2493 
4.1524 
2.9570 
2. 19-1:3 
1.6D2(j 
1.3558 
1.1225 
of the above-mentioned equations. It is worth noting 
that the proposed equations of Beg et al. (7] and 
Dutt (8 J perfonned very weakly at high 50% boiling 
points of 672 K, while the neural net succeeded in 
capturing high-viscosity domains extremely effec-
tively. 
Although modelling data are nonnally noisy, it is 
obvious in this case that the experimental data 
published by Beg et al. (7 J contain very little noise 
owing to the smooth nature of the constrained neural 
net trained to predict the test data. As can be seen 
in Fig. 2 the neural net contains only 15 connection 
weights, which is quite low for a TLP. 
No a priori Imowledge of the mapping between 
the input variables and viscosities was necessary 
to obtain a satisfactory neural net. If the time and 
effort which went into developing a sufficient neural 
net training program are ignored, the human effort 
for finding an adequate neural net is negligible. 
Furthennore, the training process for this neural 
E 
0.32 
0.35 
0 .33' 
0.50 
0 .39 
0.89 
1.00 
0.10 
0.28 
1.77 
0.70' 
4.99 
1.97 
0.09 
0.39 
0.8(j 
0.76 
0.39 
1.3W 
0.53 
1.48 
0.22 
1.0:3 
0. 10 
0.88 
1.61 
0.1 6 
0.75" 
Andrade-equation 
J.I.p«d 
(cSt) 
0.6487 
0.5410 
1.3846 
1.0876 
0.8773 
0.7238 
0.6086 
0.5202 
0.4510 
2.8631 
2. 1080 
1.6053 
1.2578 
I .OO!JG 
0 .8274 
0.(j!l04 
7.722 1 
5.0388 
3.4463 
2.'1524 
1.8051 
1.3676 
1.0625 
0.8437 
E 
3.88 
3.68 
3.78" 
0.98 
1.08 
!.I 5 
0.88 
0.34 
0.82 
0.80 
0.86" 
2.88 
3.89 
4.76 
3.:36 
0.2G 
0.45 
0.:J7 
2.28' 
29.58 
18.51 
15.35 
15.45 
16.42 
18.48 
20.92 
24.54 
19.91' 
Antoine-equation 
Jipr<t:d 
(cSt) 
0.6843 
0.5671 
1.4205 
1.101 5 
0.8852 
0.7321 
0.6198 
0.5349 
0.46D2 
2.8177 
2.0418 
1.5515 
1.2241 
0 .D!J5G 
0.8302 
0.7068 
8.'1754 
5.'1474 
3.7544 
2.7326 
2 .076D 
1.6348 
1.3244 
1.0988 
E 
1.40 
0.96 
J.J8" 
1.60 
2.38 
2.07 
2.04 
1.50 
1.9D 
3.21 
2.11' 
1.4 3 
2 .9D 
3.20 
2.52 
1.23 
0.50 
2.5:3 
2.06' 
22.71 
II .DO 
7.78 
5.7D 
3.83 
2.55 
1.4 3 
1.73 
7.22' 
net took approximately one minute on a 386 DX 
33MHz personal computer, indicating that time con-
sumption is of no concern in this case. 
One disadvantage of a neural net is its incapability 
to extrapolate beyond the experimental data used 
during training and another is that a neural net is 
not very transparent. The next paragraph describes 
how the latter problem can be addressed. 
5. Backward analysis: a method to discover 
features of the viscosity system 
Valuable insight into the viscosities of the relevant 
oil fractions can be gained by investigating the 
neural net with its associated weight matrix listed 
in Table 1. This method of system analysis will be 
referred to as backward analysis. During the first 
step the weights of the connections between the 
hidden and output layers are employed to quantify 
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TABLE 4. Summary of comparison between experimental and estimated viscosities for Arab medium and Arab heavy crude oils 
Tb API Data 
(oF) CAPI) points 
Training data set 
Arab medium crude oil 300 54.17 3 
450 43.28 8 
575 35.48 8 
750 27.79 9 
Arab heavy crude oil 300 55.97 3 
450 43.13 8 
575 34.77 8 
750 25.42 9 
Overall avcrage on training data for the 3 oil fractions: 
Test data se L 
Arab medium crude oil 3 00 54.17 2 
150 43 .28 7 
57:> :35 .18 7 
7S0 27 .7!l 8 
Arab heavy crude oil :lOO 55 .!) 7 2 
1;'0 1:3. 13 7 
57:; ;)1 .77 7 
750 25.12 8 
Ove rall ' average on test data for the 3 oil fractions: 
• Tra ining a nd test data sets. 
the influences of each hidden node on the viscosity. 
With this known, the role played by the different 
system variables can be interpreted by investigating 
the connection weights between the input and hidden 
layers. 
The total influence of a specific hidden node on 
the output node or viscosity equals the product 
Wj. I Y2.j' Figure 3 exhibits the influence of the hidden 
5.----------------------------------------, 
4 -_..... . ... - _._ ... _ ...................... ...... _ ..... _ ............................ _ ............................ _ ... 
j • 1 
3 ................................. . ................................ __ ..... _ ................... ...... _ ... _ ............................ _ .. 
o~~~~J~==2~~ ____________________ ~ 
-1 ··· ..... ·· ... ;~~~-~:~~::::~:~;~;~;;;; .. =.=::~i~~':"~7;t",O .... --...... 
j = 3 
_2L---~--~--~--~--~--~--~--~--~--~ 
293 313 333 353 3 73 393 413 433 463 473 493 
temperature (KI 
-*"""" hidden node 1 -·0 -- hidden node 2 ---0- hidden node 3 
Fig. 3. Typical influence of the hidden codes of the neural net 
displayed in Fig. 2 on the output node (viscosity) of Arab Bern 
crude oil with Tb=750 OF and API=27.79. 
Temp. Average error (£") 
range (K) 
Neural Andrade Antoine 
net equation equation 
313-353 0 .86 4.59 1.09 
313-453 0 .53 1.'11 0.60 
313-453 2 .70 3 .98 1.64 
313-473 1.65 12.85 14.02 
313-353 0.73 4.95 0.56 
313-453 1.52 2.71 1.29 
313-453 0 .82 3 .18 3.03 
313-473 1.70 14.59 17.18 
1.26 7.13 5.39 
323-3·13 0.09 4 .92 1.56 
323-113 0.35 1.01 0 .58 
32:1-11 3 2.91 5. 17 1.85 
323~163 I. GO 11.10 12.95 
323-3·1:3 1.08 1 .85 0.25 
323-113 I.S2 2.20 1.06 
32;)-1 ·1:) 1.18 ;) .30 2.12 
323-16;) 1.5!) 12.82 16.12 
1.26 6.72 5.09 
nodes on the output node or viscosity for Arab Berri 
crude oil with Tb = 750 OF and API = 27.79. The 
curves are typical for a ll the relevant crude oils at 
different Tb and API values. 
It should be noted from Fig. 3 that hidden node 
1 (hn 1) has a positive or excitatory influence on 
the output node due to the excitatory weight WI. 1> 
while the negative or inhibitory weights W2. I and 
W3. I cause hn 1 and hn 2 to inhibit the activity of 
the output node. 
Also evident from this figure is that hn 1 plays 
a dominant role only at high viscosities, which are 
sometimes associated with low temperatures if Tb 
is relatively large, as is the case for the example 
used in this illustration. The excitatory influence of 
hn 1 declines towards higher temperatures and loses 
its dominance at approximately 400 K. hn 2 is 
insignificant at high viscosities but becomes more 
important as an inhibitor at lower viscosities. This 
also holds for hn 3 except that hn 3 displays a 
stronger inhibitory influence than hn 2 at inter-
mediate viscosities. • 
Now that the extent of influence of the various 
hidden nodes and the applicable domains have been 
qualified , information about the system can be de-
rived by considering the input weights to the different 
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hidden nodes. The first three input weights to hn 
1 (i.e. vI, I, V2, I and V3,.) can be analyzed to 
recognise the influence of Tb , T and API on the 
viscosity in the domain of high viscosities. Under 
these conditions Tb seems to have a large positive 
influence on the viscosity, while T strongly inhibits 
the viscosity ,vith a stronger absolute influence than 
Til (abs(v2, dvl,.I = 1.3> 1). At intermediate tem-
peratures both hn 1 and hn 3 dominate the system. 
From the ratio abs( V2, 3/V 1,3) = 22 at hn 3 it can be 
observed that T plays an increasingly important role 
compared with Tb , with an increase in oil temper-
ature. The same trend holds for the domain of high 
temperatures or low viscosities, where hn 2 and hn 
3 are the stronger partners. By looking at v:J. I, V:J.2 
and V:J.3 it can be observed in a similar manner 
that the inhibitory influence of API remains more 
or less constant throughout the viscosity domain. 
This agrees with the API factor in the Andrade-
type equation of Beg et. al. (7] which states that 
JL ex All 1°' I Ill! within the particular API domain. 
When the weights connected to the dilTerent hid-
den nodes are investigated, it should be noted that 
only the magnitudes of the trends change with 
changing viscosity and not their directions. The 
direction of the trend for the system variable cor-
responding to the input node i is similar to the 
direction of the product VijWjk for any hidden node 
j. For this trained neural net the direction of the 
trend for Tb is positive (V1.1W1.1>0; V1.2WG.I>0; 
VI. 3W~. I > 0). Negative directions are observed for 
T and API. It can therefore be concluded that an 
increase in Til will result in an increased viscosity, 
while a decrease in T and API will have the same 
increasing effect on viscosity. 
All these observations are confirmed by the An-
drade-type equation of Beg et al. [7 J. while the 
Antoine-equation of Dutt (8) also verifies the ob-
served trends for the influences of Til and T on the 
viscosity. 
6. Conclusions 
It was shown how a simple neural net called a 
three-layer perceptron (TLP) can be trained to rep-
resent the viscosity-temperature relation of crude 
oils. If tested on the three Arabian crude oils used 
as an example, this model exhibits a substantial 
improvement over the best oil viscosity correlations 
published to date, especially at high 50% boiling 
points. Another very attractive feature of the neural 
net approach is the ease with which the relations 
can be learnt with no a priori knowledge of the 
system. The adaptive and flexible nature of the TLP 
also makes it a very useful tool to effectively rep-
resent viscosity-temperature relations of other hy-
drocarbons. 
A disadvantage of this method is its inability to 
eJo..'trapolate beyond the experimental data presented 
during training. Although it may seem that the 
viscosity system features are not transparently de-
scribed by the neural net at first sight, a novel 
approach referred to as backward analysis was 
described to identify the system properties through 
weight matrix analysis. 
As yet, limited research has been conducted on 
the application of neural nets to problems in the 
petrochemical industry. As a subset of the knowledge 
domain of artificial intelligence, this mathematical 
tool seems to be very promising for a wide range 
of modelling problems in chemical engineering. 
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Appendix A: Nomenclature 
API 
E 
W 
x 
y 
API gravity (oAPI) 
relative absolute error defined in eqn. (10) 
(%) 
number of data points 
temperature of oil (K) 
50% boiling point of oil COP) 
weights of connections between input and 
hidden nodes 
weights of connections between hidden and 
output nodes 
input to a neural net node 
activity of a neural net node 
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Greek symbols 
J.L kinematic viscosity (cSt, 10 - 6 m 2 s - I) 
Subscripts 
exp 
i 
j 
k 
n 
pred 
experimental 
node label in input layer of neural net 
node label in hidden layer of neural net 
node label in output layer of neural net 
node label in the zth layer of a neural net 
predicted 
q 
sca 
data point label 
scale 
z label of neural net layer 
Superscripts 
a average 
Abbreviations 
hn hidden node 
TLP three-layered perceptron 
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ABSTRACT 
This paper shOltiS thar neural nets exhibit exceplional promise as modelling fOol and con 
be applied alld developed further for various applicariolls ill the metallurgical processillg 
illduslly. 
It is described hOltl a sigmoidal backpropagarion neural network (SBNN) model for the 
classification efficiency of a hydroC)l clone classifier can be developed Oil the basis of 
sufficielll dara. Howe\'er, dara are expensive and diffiCUlt to obtain for many systems ill 
the processillg indu.my. As difficulties are encountered if a nOllparametric model is 
cOllStrue-ted 011 the basis of sparse data, a nelV neural lIetwork modeLLing technique is 
described fO obviare this problem. 
The hybrid subspace method has been developed 10 isolate the dimellsions of less-
significant variables qnd fO idelllify some mathemalical relariollS, so thaI the ill-defined 
dimensionality is reduced and the population dellsity of dara is increased accordingly. It 
has beell found that the peljormance of a hybrid subspace model for the kinetics of a 
typical processing operarion is superior to that of an SBNN model for the elllire predictor 
variable space. 
Keywords 
Sigmoidal backpropagation neural nets, connectionist networks, sparse data, hybrid 
subspace model, perturbation analysis. 
INTRODUCTION 
Whereas an introduction to the field of connectionist network research and more specifically sigmoidal 
backpropagation neural networks (SBNN's) was presented in part I of this paper series, SBNN's are used 
in this paper as bas!s for application and further development in the modelling of ill-defined mineral 
processing operations. 
To illustrate the development of neural net-based models, two typical poorly understood metallurgical 
processes are modelled. In the first application, the classification efficiency of a hydrocyclone classifier 
is modelled with neural nets. However, some difficulties are encountered when a nonparametric 
regression technique such as a neural network is used to approximate a function with limited available 
data. Since ~rocess data of most processing operations are expensive, relatively few data samples are 
normally obtainable. Hence, a new neural network technique called the hybrid subspace method is 
described to model metallurgical processes on the basis of sparse data. This method is illustrated by 
modelling the kinetics of a single-component carbon-in-leach (ell) process for gold recovery. 
1135 
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The SBNN used for the purpose of this paper contained linear nodes in the input and output layers, as 
well as sigmoidal hidden nodes. The training algorithm employed the backpropagation method [1] to 
determine the gradients of the LMS objective function with respect to the network weights, after which 
the network weights are adjusted by means of the conjugate-gradient optimisation method with restart 
procedures [2]. 
A NEURAL NETWORK MODEL FOR THE CLASSIFICATION EFFICIENCY OF A 
HYDROCYCLONE CLASSIFLER 
Hydrocyclones are widely used as classifiers in wet grinding circuits in the mineral industry and they have 
a significant influence on the performance of these circuits. It is important to be able to predict the 
behaviour of the hydrocyclone adequately for any changes in process conditions. This requires the 
formulation of a suitable model for the hydrocyclone operation. Although simplistic empirical and 
fundamental models are available, the intrinsic behaviour of the process is most complex and difficult to 
predict on the basis of such models. For this reason there is a need for an adaptive modelling strategy 
which has the ability to model tendencies which cannot easily be described in a fundamental fashion. 
It is illustrated here how the classification efficiency of a hydrocyclone can be modelled by use of 
SBNN's. The modelling performance of these neural net models is compared with that of two other 
non parametric regression methods. 
Semi-empirical Model for the Perfomlance of the Hydrocyclone Process 
The semi-empirical model of Lynch & Rao [3] was used to generate typical process data which in tum 
could be employed by the different regression techniques to approximate the model. This semi-empirical 
model relates the operating and design variables of the system to the efficiency of the separation process. 
The design variables in a hydrocyclone are the diameters of the vortex finder, spigot and inlet, while the 
operating variables are the flow rate, percent solids and the size distribution of the solid particles in the 
pulp. 
The semi-empirical model of Lynch & Rao [3] has been used to generate artificial process data, so that 
this model is described synoptically. This model postulates that the two major mechanisms by which 
particles enter the coarse product are (i) classification and (ii) entrainment or short-circuiting. The size 
of a particle which has an equal probability of moving either to the overflow or the underflow due to 
centrifugal action in the cyclone only, is generally defined as ~o(C) and can be estimated by 
(1) 
This expression contains the necessary model information for the fraction of the particles entering the 
product" due to classification. VF [em], SPIG [cm] and INLET [cm] are the design variables and 
represent the diameters for the vortex finder, the spigot and the inlet respectively. The respective 
operating variables FPS and LPM [l.min-1] are the percent solids in the feed by weight and the flow rate 
of the pulp feed. 
Particle entrainment in any size is regarded by the semi-empirical model as being entirely dependent on 
the water distribution between the vortex tinder overflow and the product underflow and can be described 
by 
K SPIG + K2 + K) 
I WF WF 
(2) 
where Rf is the percentage feed water reporting to the underflow product and WF [t/h] represents the flow 
rate of water in the feed. WF can be calculated with a mass balance expression in terms of LPM and 
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FPS, if it is assumed that the ore is homogeneously suspended within the water phase of the slurry feed 
to the hydrocyclone. 
WF 
SG (100 - FPS) 
o FPS 0.06LPM . -;--_____ ----:-
[ 1 + SG (100 - FPS)] o FPS 
(3) 
The corrected efficiency curve is used to describe th~ efficiency of classification and an expression 
conunonly employed for this purpose is 
y<C) = (4) 
The argument X equals dldso(C) for a particle size d, whereas the parameter 0: gives an indication of the 
sharpness of separation and therefore the efficiency of classification . A corrected efficiency curve can 
be converted into a corresponding practical efficiency curve by Equation (5) if dso(C) and Rf are known. 
where If = R/l00 (5) 
This six-input variable model is used as basis of comparison in this paper. Lynch & Rao [3] used 
parameter values ofkl = 0.0419, k2 = -0 .071, k3 = 0.0467, k4 = 0.0406, kS = -0.0001 and ~ = 0.0 
in Equation (1), as well as KI = 152.7, K2 = -213 .9 and K3 = 6.67 in Equation (2) for a coarse size 
distribution. The data points employed by Lynch & Rao [3] to construct their figure 5 of corrected 
efficiency plots for some ore types were used to estimate a: through regression. For a limestone with 
specific gravity SGo= 3.25, 0: was estimated to be 0:=5.0, which represents a relatively sharp separation 
process. These model parameters were selected for the model used in this paper. 
Generation of Typical Plant Data 
Typical plant data for the performance of the hydrocyclone classifier were generated using the semi-
empirical model described in the previous section. The ranges of all input variables except the particle 
size d were taken from Table 4 of Lynch & Rao [3]. The training data which were employed by different 
regression techniques to perform model building were generated as follows: For each data series the 
design variables of the hydrocyclone were kept constant (eleven different hydrocyclone geometries were 
used), while values for FPS and LPM were randomly selected within the specified ranges. ' For each 
combination of the five input variables excluding d, a particle size distribution consisting of ten values 
for d (Le. 1180, 850,600,425, 300, 212, 150, 106, 75 & 53 J.Lm) was used so that ten data points in the 
training data sets actually represent a single experimental sample taken at fixed processing conditions for 
a specific hydrocyclone. A training set containing 420 data points for each of y(C) and Y was 
constructed. A test data set for each of y(C) and Y was generated following the same procedure as for 
the training data sets with the exception that values for the three design variables were also generated at 
random within the vicinity of the geometric specifications. In doing so the different regression models 
could also be evaluated for their usefulnesS as models for the purpose of process design. The test data 
sets for both y(C) and Y contained 420 data points each. 
Different Nonparametric Regression Models 
In order to investigate the efticiency of SB NN's in the modell ing o;hydrocyclone performance, two other 
regression methods were also employed to model the process for the purpose of comparison. The 
regression methods which were used are: 
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(I) SBNN's. 
(II) SBNN's with a single linear node in the hidden layer. 
(III) Multiple adaptive regression splines (MARS) [4-5]. 
It will be beneficial to include linear relations into a model if the system contains intrinsic linearities. 
Holcomb & Morari [6] modified the topology of an SBNN by including a single linear hidden node. They 
showed that this topological change allows SBNN's to recover linear performance while not sacrificing 
the ability of these neural nets to reproduce nonlinear mappings. The required number of free modelling 
parameters will be less if such a connectionist network is used for the modelling of a system which 
behaves intrinsically linear. For this reason SBNN's containing a single linear hidden node were also 
evaluated as an option for modelling hydrocyclone performance. 
The performance of the SBNN models for the hydrocyclone was also compared with the modelling 
performance of the MARS procedure [4-5]. This regression method is based on the recursive partitioning 
approach [7] and fits truncated cubic basis functions to the modelling data. A model with a continuous 
first order derivative is produced . Like in recursive partitioning, MARS can be viewed as a 
forward/backward stepwise regression procedure for selecting a subset of regression functions from the 
complete base. 
Friedman [5] noted that the principal differences between MARS and SBNN's centre on the use of splines 
rather than sigmoids by MARS, and products rather than linear combinations of the input variables. The 
use of product expansions in MARS enables it to produce approximations that are local in nature. If the 
target function is badly behaved in any local region in the input space, the quality of the model is not 
affected in other regions. 
Pre-processing of the Process Data 
The training data were corrupted with additive noise. The noise term of each data point was calculated 
by the random expression ff = y(C)( 1-Y(C)) x" where" is a random value within the range (-0.1 . .. 0.1). 
By using this sigmoidal gradient expression, realistic noise for the efficiency criteria could be emulated. 
It should be noted that no noise was added to the efficiency criteria of the test data. 
During the next step to pre-process the data prior to regression, the training data were scaled. For 
modelling approaches (I) and (II), the predictor variables as well as the response variables y(C) and Y of 
the different data sets were scaled to be within the range -3 to 3. Both y(C) and Y, as well as all 
predictor variables were scaled linearly, except for d which was scaled logarithmically. This scaling 
procedure was performed according to the principles of scaling which were outlined in part I of this paper 
senes. The scaling expressions described by Equations (6a) and (6b) in part I were used to perform this 
task. 
For modelling approach (III) (i. e. MARS) all predictor variables were scaled linearly, including d. Other 
than for modelling approaches (I) and (II) the data coordinates were not mean-centred around zero, but 
were scaled not to exceed a value of approximately 2. 
Training of the Regression Models 
In the search for the most promising SBNN models (approach (1)), the number of sigmoidal hidden nodes 
was varied from 3 to 9 for the modelling of both y(C) and Y. For modelling approach (II), four 
configurations with different numbers of hidden nodes (1, 2. 3 and 4 sigmoidal hidden nodes respectively 
with a single linear node) were specified for the networks of both y (C) and Y. 
For the SBNN modelling approaches (1) and (II). three training runs were performed with different initial 
weight matrices for each network configuration. 
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By investigating the memorisation performance of each network model (i.e. the efficiency of a model in 
predicting the functional values of the data sets use4 to train the specific model) a decision could be made 
whether a 'model was adequately trained. If the weight matrix of a network converged into a high local 
minimum during optimisation, such a model was not considered further during comparative studies 
between the models of the different regression techniques. All the SBNN models of approach (I) 
containing 3 to 9 hidden nodes were adequately trained. Isolated cases of unsuccessful training runs for 
the SBNN's with a single linear hidden node were found. The training performance of this neural 
network approach (II) was though predominantly successful. 
Model Selection 
A nonnalised absolute error (Enorm) defined in Equation (6) was used to evaluate the performance of the 
different hydrocyclone models. 
1 n 
E = - L By - y ~ x 100% 
nonn Il
s
_
l
' ''$ 
(6) 
In this expression, the number of data samples in the validation set is represented by n. The actual value 
for the response variable as prescribed by data sample s in the validation data set is represented by Ys' 
while 'Is represents the predicted value at the coordinates of data sample s. This evaluation criterion was 
chosen due to a uniform absolute sensitivity of the response variables y(C) and Y through the complete 
range (0 ... 1). 
Figures 1 and 2 portray the memorisation and generalisation performance of the two different neural 
network models for y(C) and Y respectively . Note that the performance results of the unsuccessfully 
trained network models for approach (II) are not incorporated in the results displayed in these figures. 
The best MARS model for y(C) had memorisation and generalisation performances of Enonn = 6.4 % and 
11.0% respectively, while the memorisation and generalisation performances of the best MARS model 
for Yare respectively 4.5% and 8.6%. Because of the weak performance of the MARS-procedure in 
modelling the performance of the hydrocyclone process, this modelling approach (III) is not compared 
graphically in Figures 1 and 2 with the performance results of the models for approaches (1) and (II) . 
(a) 
Memorisation performance 
(training data) 
(I) (IT) 
0,8.---------.------. 
o bast 
0,1 ~..-aoa 
0,6 I 0,5 
0,2 
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3 .56 7 8 g 23. 
number at sigmoidal hidden nodes 
(b) 
Generalisation performance 
(test data) 
(I) (ll) 
0,1.---------,..--------, 
0_ m __ 
0.6 
0.5 
0 ,. 
0,3 
J 
0.1 
3.56789 234 
number at sigmoidal hldden nodes 
Fig ,1 Performance of the SBNN models (I) and (II) trained with 420 data samples 
for the corrected efficiency y(c) of the hydrocyclone classifier 
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Fig.2 Performance of the SBNN models (I) and (II) trained with 420 data samples 
for the pnictical efficiency Y of the hydrocyclone classifier 
As was expected, the SBNN models improved their memorisation perfonnance with an increase in the 
number of hidden nodes or free model parameters. In the case of the SBN N models for y<C), overfitting 
is partially responsible for this improvement. This can be concluded from the results of Figure I, where 
no general improvement in generalisation performance can be observed with an increase in the number 
of hidden nodes. It can further be observed from the results of Figures 1 and 2 that the SBNN's 
containing a single linear hidden node (approach (II» were incapable of outperforming the SBNN models. 
On the contrary the training process was only complicated for this application by adding the single linear 
node to the hidden layer. The conclusion can therefore be made that y<C) and Yare intrinsically 
nonlinear by nature. 
The regression models which performed the best on the test data according to the normalised absolute 
error evaluation function were selected as models for the classification efficiency criteria of the 
hydrocyclone. The selected SBNN model for y<C) contained 3 hidden nodes, while the most promising 
SBNN model for Y was found to have 9 hidden nodes. The selected SBNN models with a single linear 
hidden node (approach (II)) for both y(C) and Y contained four sigmoidal hidden nodes. The superior 
MARS model for y(C) had 42 basis functions with a multivariate interaction of two. A MARS model for 
Y was constructed with multivariate interaction of six and 62 basis functions. 
Perfonnance of the Different Regression Models 
The test set performance results of the selected models for approaches (\) to (III) are depicted in Figure 
3. In this figure the model-estimated corrected and practical efficiencies at the coordinates of the 420 test 
data points are plotted against the actual function values. From Figure 3 it can be observed that the 
network models (approaches (I) and (II)) for both y(C) and Y display comparable performance results, 
while the MARS models are not able to estimate the classification efficiency of the hydrocyclone process 
adequately. The neural net models for the corrected efficiency y(C) are able to predict y(C) very 
accurately. Although not as accurate as the models for y (C), the corresponding models for the practical 
efficiency Y perform acceptably well in general. 
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From these results it can be concluded that SBNN's can be used effectively to model the classification 
efficiency of a hydrocyclone classifier, given that p.nough process data are available. For many 
metallurgical processes it is difficult and expensive to obtain sufficient modelling data. If nonparametric 
regression techniques such as neural nets are used to model such processes on the basis of sparse data, 
new methodologies should be developed to enable optimal extraction of process features from the available 
data. 
DIFFICULTIES ENCOUNTERED WITH MODELLING ON THE BASIS OF SPARSE DATA 
It was stated in part I of this paper series that the occurrence of large dimensiollality related to a specific 
modelling problem is an obstacle in the way of effective modelling and was designated by Bellman [8] 
as the "curse of dimensionality". This phenomenon causes one of the most serious problems in 
modelling, especially in the case of nonparametric modelling. 
The practical implications of the curse of dimensionality is that the minimum amount of information (such 
as process data points) required to model a process adequately increases exponentially with a rise in the 
number of process variables. Inversely formulated, the addition of every single dimension will cause an 
exponential decay in information contained by a specific set of information for a process. 
If a modelling technique which successfully addresses the problem of high dimensionality can be 
developed, the required number of measurements can be reduced accordingly. In other cases it may even 
be impossible to expand an existing data set, so that the optimal amount of information should be gained 
from such a set of data. 
Reduction of Dimensionality 
The problem of modelling on the basis of sparse data can be dealt with in mainly two ways. As a first 
alleviation to the problem the number of free parameters of a regression model can be restricted by the 
identification and elimination of the unnecessary model parameters. This is equivalent to an internal 
reduction of model dimensionality. An approach whereby dimensionality of neural networks can be 
reduced internally has been proposed by different authors [9-10]. These authors suggested pruning 
techniques by which less-significant network nodes or weights can be eliminated in order to reduce the 
complexity of the network. 
A second relief to the problem of high dimensionality is the local elimination of unnecessary 
dimensionality in an exlemal fashion by means of local mriable selection techniques. Although some 
regression techniques have been developed which make use of local variable selection principles. this 
approach to modelling in the field of connectionist networks still needs to be developed . A technique was 
developed [11-12] called the hybrid subspace modelling methology to isolate less-significant predictor 
variables externally through local variable selection by means of SBNN's. The most important aspects 
of this approach are described in the subsequent sections. 
CONSTRUCTION OF A HYBRID SUBSPACE MODEL 
The hybrid subspace modelling approach is a neural network modelling methodology based upon the 
elimination of unnecessary ill-defined dimensionality through local variable selection and the identification 
of simple mathematical relations between the predictor and response variables. Relying on the fact that 
SBNN's with a relatively small number of free model parameters approximate the geometric form of the 
function adequately, SBNN's are used both during the model building process and as basis ful1ctions for 
the ill-defined parts of the final hybrid subspace model. 
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The procedure followed to construct a hybrid subspace model is conducted through a number of steps. 
In the first instance a global SBNN is trained with all process data points. This global network is used 
to divide the process variable space into. subspaces. This division is done by perfonning a perturbation 
analysis on the training data set, whereafter the perturbation results are used to identify less-influential 
variables within every individual subspace. These non-significant variables can then be eliminated. The 
dimensionality of the various subspaces is thus reduced and the population density of the training data 
points ' increased accordingly. 
During the next step an SBNN is trained for each subspace on data points containing only the values for 
the significant variables within a specific subspace. Such SBNN "basis functions" have fewer input nodes 
and should therefore be able to perform improved curve fittings due to a reduction in the number of local 
model parameters. Hence, the generalisation or interpolation properties of the SBNN's for the different 
subs paces should be better as well. The SBNN model of each subspace is now employed to identify 
simple mathematical relations between a function and certain variables within a subspace. The remaining 
dimensions with unknown relations to the function can now be mapped during a further step by an even 
simpler SBNN. The result will be an empirical model consisting of a combination of phenomenological 
expressions and SBNN basis functions for the different subspaces. 
Perturbation Analysis 
The partial derivative of a function with respect to a specific dimension is indicative of the relative 
influence of the corresponding variable on the function. If all the first-order partial derivatives of a 
multivariate function are known at a specific coordinate in predictor variable space, these derivative values 
can be used to compare the relative influences of the different variables on the function at that location 
in predictor variable space. The dimensions corresponding to less-influential predictor variables can then 
be eliminated locally from the variable space, resulting in subregions with reduced dimensionality. 
As stated earlier, perturbation analyses are performed at various coordinates within the variable space. 
Prior to each analysis, the activities of the network nodes at the specific coordinate are determined by a 
feedforward calculation. During the next step, all the partial derivati"es of the function are estimated 
analytically at the specific coordinate in predictor variable space. Note that the analytic calculation of the 
first-order partial derivatives of an SBNN is described in [11] and [12]. Each partial derivative 
corresponds to a specific input node. 
In many cases the partial derivatives at a coordinate will differ by orders of magnitude owing to an 
equally large difference between the values of the variables. It is important to adjust the partial 
derivatives at each coordinate so that the magnitudes of the modified gradients can be compared mutually. 
This is done by mUltiplying the partial derivative value at a certain coordinate with the appropriate 
variable value at that location in variable space. This results in a sensitivity criterion called the 
prelimillary perturbation value which is calculated as follows: 
ppv. P.I (7) 
where Ppvp,i is the preliminary perturb(l(ioll value for the z1h dimension or variable at location p. Note 
that the partial gradient in Equation (7) represents the gradient of the actual predicted function value Y3k 
with respect to the actual predictor variable value Xli' and not the scaled values. The ppv-criterion 
represents the quantified influences of the different variables on the function so that they can be compared 
mutually. 
The next criterion of analysis is the Ipl' (relative perturbation value), which is a scaled version of the ppv 
and emphasises the relative importance of each of the variables. The IPV of the lh dimension at the ph 
location can be determined using Equation (8) . 
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Here ppvrnax,p is the largest ppv at location p. After determining the perturbation criteria values at all 
locations to be investigated, the influences of the different variables on the function are now quantified 
throughout the variable space' so that the magnitudes of these average perturbed values can be compared 
directly. 
Dividing the Variable Space into Subregions 
The perturbation results can now be used to identify boundaries between subs paces on the basis of 
eliminating different less-significant variables from neighbouring subspaces. A Wcutoff' value for each 
rpv can be specified in order to divide the global variable space into subregions. A subregional boundary 
is identified within variable space at the points where the rpv of a specific dimension becomes smaller than 
the rpv-cutojJ. The dimensionali ty of a specific subregion is reduced by eliminating the dimension of 
which the rpv is smaller than the rpv-cutojJ. In practice boundaries which are too close to the edges of 
the trai ning set are also disallowed, because the glohal network tends to be inaccurate in these regions. 
A HYBRID SUBSPACE MODEL FOR THE DYNAMIC SIMULATION OF THE 
CIL-PROCESS 
The hybrid subspace modelling strategy proposed above is illustrated using the carbon-in-leach (CIL) 
process for gold recovery as example. The reactor model for the ClL-process for a competitive 
adsorption system has been described by Van der Walt & Van Deventer [13]. Although the same reactor 
model is used here, a single-component adsorption-leaching system is considered for the purpose of this 
illustration. 
For a single-component ClL~process, three kinetic reaction terms can be used in the material balance 
equations to describe the processes of mass transfer due to adsorption and leaching within the three 
relevant phases (i.e. Ie - carbon phase, 10 - ore phase and II - liquid phase). A film diffusion model is 
employed in the case of adsorption and is given in Equation (9). 
(9) 
The kinetics of the gold leaching process can be estimated with the empirical Mintek expression of 
Equation (10) . 
(10) 
It should be obvious that no intrinsic reaction can occur in this heterogeneous metallurgical process which 
will generate or decompose gold in the liquid phase. If it is assumed that the accumulation term of the 
material balance for gold is only dependent on transfer between the three phases used in this model 
(insignificant adsorption onto wood chips, etc.), the reaction term II in the liquid phase is merely the net 
reaction rate of the parallel reactions Ie and 10 , albeit in the opposite direction. Hence, II can be 
determined as follows : 
(11) 
For this single-component adsorpt ion system the equilibrium at the carbon surface was described by the 
Freundlich isotherm Cs e = (q/D) 11m and values ofD= 10 and m=0.15 for the specific carbon were used. 
Stellenbosch University  https://scholar.sun.ac.za
Simulation of mineral processing operations-II 1145 
Further properties of the carbon are the density (Pe) of 900 kg.m-3 and an average particle diameter (de) 
of 1.0 mm. The adsorptive and leaching coefficients (kf & k l) are assumed to remain constant at 
1O-5m.s-l and 1.2 k~re.gAu-l.s-1 respectively. The refractory grade of gold in the ore (Gj was specified 
to be 8 X 1O-6gAu .kgore -I. 
If fl' fe and f 0 are known under specific process conditions, the differential material balance equations 
of the reactor model can be' solved by numerical techniques such as the fourth~rder Runge Kutta 
integrator. These three reaction terms can be expressed in numerous ways through models constructed 
by means of different modelling techniques. If an adequate model for the process kinetics is available, 
values for fl' fe and fo can be determined at each instant in time during a simulation run. 
Constructing Artificial Process Data 
Artificial process data were generated during simulation runs with the dynamic simulator incorporating 
the phenomenological model for f\, fe andfo' Values for the three kinetic rate terms were registered at 
some instances during simulation together with the corresponding values of the five predictor variables 
C (concentration of gold in liquid phase), q (gold loading on carbon), G (gold grade in ore), M (mass of 
ore in specific reactor) and W (carbon mass in specific reactor). The values for M and W were varied 
between 400-500 tons and 12-22 tons respectively. All simulations were done at fixed reactor volumes 
of 750m3 for all stages. 
The values of f\, fe and fo of the artificial data points (variable-function pairs with 5 input variables and 
3 output functions) were randomly corrupted with 15 % Gaussian noise. The first training set thus 
contained 800 noisy data points which is typical of an industrial system. 
The artificial data were further pre-processed by scaling the predictor and response variables. The data 
values of all three kinetic rate terms, as well as the predictor variables C, q and G were scaled 
logarithmically, while M and W were both scaled linearly. All scaled values were transformed into the 
range -3.5 to 3.5. 
During a first step in the development of the hybrid sub~;pace kinetic model, the training set was employed 
to construct a global SBNN, which in tum could be used to perform perturbation analyses on the training 
data. 
Training a Global SBNN 
A number of global SBNN's were trained with the five-dimensional training data set containing 800 data 
points. The different training runs were performed with different initial weight matrices and differing 
numbers of hidden nodes. The generalisation properties of each net were evaluated with a test data set 
composed of 400 artificial data points. The network model which performed the best on the test data set 
was found to contain 10 hidden nodes in this case. 
Previous studies revealed that connectionist network training algorithms with gradient descent optimisation 
procedures converge more easily to a satisfactory weight matrix if noisy data are used. This was also the 
case for the global SBNN trained here. The selected global network model was used to perform 
perturbation analyses on the training data. . 
Perturbation Analysis and Elimination of less-significant Variables 
Perturbation analyses were performed at the coordinates of each of the 800 training data points. In this 
process, the orders of magnitude of the variables C and q are highly correlated, and the other three 
variables are of secondary importance. Since it is impossible to plot the rpv's of all variables in a five-
dimensional variable space, it will be unsuitable to show a complete set of graphs for the rpv's within 
single dimensions. Only the rpv's of the reaction function fe as a function of t (ignoring all other 
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variables) are therefore shown in Figure 4. Although it should be possible to determine an rpv-cutoffin 
an automated way, a suitable cutoff (rpv < 10%) was selected by hand in order to illustrate this 
technique. 
rpv [%] 
100 .. . ............. . . . . 
\ 
80 
60 
40 
20 
rpv cutoff boundaly \ r- (rpv < 10'l) 
..... 1 . \ ....•...•....••.•... , :--. ..1. 
oL-~~~~~~~~~~~~~~~------~--~ 
0.001 0.01 0.1 . 
C [g.m-3] 
-6 -q -0<; --M ···W 
Fig.4 Rpv perturbation results for the reaction kinetics functionic of the elL-process 
According to the perturbation results of Figure 4, the reaction tenn Ie is significantly influenced by both 
C and W throughout the variable space. Also notable is the strong influence of q on Ie within the high 
C-region and the drop in significance of q towards the region of lower (:-values within the variable space. 
This corresponds with the Freundlich isotherm. The IPV'S for <3 and M remain relatively small through 
the predictor variable space, so that these two variables can be completely eliminated as variables for Ie' 
These observations correspond with the phenomenological expression of Equation (9i for Ie' 
Similar results were found from rpv-plots for II and 10 , For II it was found that all five predictor 
variables play significant roles as variables of II' A strong influence of q on II within the high C-region 
and the drop of significance of q towards the regions of lower C-values enabled the division of the 
variable space of II into two subspaces at approximately C=0.2g.m·3. The perturbation results of 10 
con finned the dependence ·of 10 on G and M. It showed that the dimensions for C, q and W can be 
eliminated completely, thus reducing the dimensionality of the variable space for 10 significantly. 
The variable spaces of I, and I~ have now been subdivided into two subspaces each. The first subspace 
of II (for C > 0.2 g.m·3) is 5-dimensional, while the dimensionality of the second subspace (C < 0.2 
g.m-3) has been reduced to four. in the case of Ie' its first subspace contains three dimensions (for C, 
q and W). This subspace is adjacent to the second subspace with dimensions for C and Wonly. The 
undivided variable space for 10 has two dimensions (<3 and M). 
Identifying l\latl1ematical Relations 
During the following step, different simplified SBNN's were trained for the adjacent subspaces of each 
function. These subspace networks (two for I" two for Ie and a single one for 10 ) were employed to 
identify mathematically simple relations between the functions and their variables. This procedure is 
explained with reference to the SBNN's for Ie and its relation to W. 
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The identification of mathematical relations is illustrated at the coordinates of three data points which were 
selected at random. Since the mathematical relation between Ie and W is to be formulated, the values 
of all variables excluding Ware kept constant for these data points. For each data point the value of W 
was varied within its data range. The term Ie was calculated with the simplified SBNN model for Ie at 
different W-values for each data point. These estimates of Ie were plotted against W for each data point 
in Figure 5. The direct proportionality between Ie and W is confirmed by this figure. Hence, Ie can be 
expressed as follows: 
(12) 
where r2 = pee, q) if C > 0.2 g.m-3 
and r2 = P(C) if C < 0.2.g.m-3 
The same procedure was performed for 10 and M, and Equation (13) displays the simplified function. 
(13) 
where r3 = o:(G). 
Ie 
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Fig.5 Linear relation between fc and W as predicted by a simplified, two-dimensional SBNN for fc 
. Although the relevant SBNN's for II predicted linear relations between II & W, as well as II & M, the 
mathematical relations could not be isolated from the "ill-defined" dimensional space. This is due to the 
non interactive nature of II (W and M appear in two different tenns in the phenomenological relation for 
II' as can be observed from Equation (11». Under the assumptions made by Equation (11), Equations 
(12) and (13) can be combined as follows to determine the reaction rate in the liquid phase. 
(14) 
The nonparametric nature of the hybrid subspace model is further reduced in the sense that r2 and r3 are 
the only nonparametric subdivisions of the modelling problem. 
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A Hybrid Subspace Model as Result 
According to the relations of the model equations (12) to (14), a hybrid subspace model containing five 
SBNN's (two nets for each C-interval for r2 and a net for r3) was compiled. These networks were trained 
on exactly the same training data as the previously trained SBNN's. The network models of r3 and the 
lower <>range subspace network model of r2 had only one input node in addition to the bias node, while 
the subspace network model for r2 within the higher C-range contained two input nodes only. The 
dimensionality of the "ill-defined" parts of the system has thus been reduced considerably from a five-
dimensional one to an ill-defined dimensionality of only two (function r2 for C > 0.2 g.m-3) and one 
(functions r2 for C < 0.2 g.m-3 and r3) by means of the techniques described above. This new hybrid 
model was used to replace the phenomenological model in a dynamic CIL-cascade simulator. At each 
time step, II' Ie and 10 could now be calculated by Equations (12) to (14) during a simulation run. 
Comparing Simulation Runs 
An SBNN model consisting of three networks (one for each of fl' fe and f J was developed with the same 
artificial data used in the development of the hybridsllbspace kinetic model. Each network contained five 
input nodes corresponding to the five predictor variables. The reason for splitting up the different output 
features of the global SBNN was to simplify the training processes to find suitable mappings between fl' 
fe andfo and the five-dimensional variable space more easily. It should be noted that the memorisation 
performance of the SBNN kinetic model for fl' fe and fo corresponded closely to that of the hybrid 
subspace model. This allows the generalisation performance of these ·two models as evaluated during 
simulation to be compared directly. 
A single simulation run was performed with the dynamic simulator by incorporating the hybrid subspace 
kinetic model and the SBNN models for fl' fe and fo separately but under the same process conditions. 
The process variable profiles· estimated during an equivalent simulation run with the phenomenological I 
model simulator are used as basis for comparison. 
The gold concentration profiles for all CSTR's simulated with the SBNN, the hybrid subspace kinetic 
model and the phenomenological model are displayed in Figures 6 to 11. It should be apparent from these 
figures that the hybrid subspace model is more accurate than the five-dimensional SBNN model, especially 
for regions in predictor variable space where the population density of the process data is low. The 
superiority of the hybrid subspace model simulator (reduced dimensionality) over the SBNN model is 
mainly due to the large reduction in "ill-defined" dimensionality and an associated improvement of the 
model. 
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Fig.6 Gold concentration profiles in reactor 1 of the CIl-cascade, as predicted 
by the Cll-simulator incorporating three different kinetic models 
Stellenbosch University  https://scholar.sun.ac.za
Simulation of mineral processing operations-II 
C [g.m4 
~~~~~------------------------~ 
0.3) 
Q..25 
~16 
_ jOt .. .,., .. 1OiogIcaI model 
....... oIgnaIdoI bid;lot4)iiQllllcn 
-,<model 
____ IoybIId Slb;paCe modiII 
~10L-..L.O----..L.12----2:'-4------:38~--' 
sImuIaIIon time [his) 
Fig.7 Gold concentration profiles in reactor 2 of the CIl-cascade, as predicted 
by the Cll-simulator incorporating three different kinetic models 
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Fig.S Gold concentration profiles in reactor 3 of the CIl-cascade, as predicted 
by the Cll-simulator incorporating three different kinetic models 
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Fig.9 Gold concentration profiles in reactor 4 of the CIL-cascade, as predicted 
by the Cll-simulator incorporating three different kinetic models 
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by the ClL-simulator incorporating three different kinetic models 
CONCLUSIONS 
Being non parametric tools for regression, connectionist networks or neural nets are becoming increasingly 
popular as signi ficant progress is made with their application to various fields in the processing industry. 
Connectionist networks have already been established as extraordinary techniques for classification and 
pattern recognitIOn. Interest is growing rapidly to use connectionist networks also for function 
approximation and process identification purposes. These regression methods contain attractive and robust 
associative and computational properties. Sigmoidal backpropagation neural nets (SBNN's) were used 
in this paper to construct arbitrary empirical" models for two poorly understood metallurgical systems. 
An SBNN model was developed to estimate the classification efficiency of a hydrocyclone classifier. 
Evaluation of the generalisation performance of the network model exhibited superiority over two other 
nonparametric models for the relevant process. It should be noted that sufficient experimental data were 
availahlt: for this application. 
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The difficulties encountered during modelling with sparse data were defined. As an obviation to the 
problem, local variable selection techniques can be applied to isolate the dimensions of less significant 
variables from the predictor variable space in an external fashion. By doing so, the population density 
of available data points is increased locally. A neural net method was proposed to increase the population 
density of process data through the reduction of external dimensionality. This method makes use of 
perturbation analyses to quantify the relative importance of the different variables throughout the variable 
space. After dimensionality has been reduced, simple mathematical relations can be identified with an 
SBNN. If such known relations are further eliminated from variable space, the population density 
increases further. The final model consists of a hybrid of mathematical relations, as well as SBNN 
models for adjacent variable subspaces with different combinations of dimensionality. Such a model is 
called a hybrid subspace model. A hybrid subspace model was developed for the kinetics of a single-
component elL-process, which showed a significant improvement in the generalisation properties over 
its SBNN counterpart of full dimensionality in estimating the behaviour of the process during simulation 
runs. 
Two main inferences made from this study should be emphasised: 
If sufficient data are available, SBNN's can be used effectively as a modelling tool for ill-defined 
metallurgical engineering systems. 
For a system where process data are limited and very little is known about the fundamentals of 
the system, the hybrid subspace modelling methodology can be conducted to emulate the 
behaviour of such a system through external and local reduction of ill-defined dimensionality. 
The promising performance of the neural network methods described in this paper shows that they can 
be used as tools for the modelling of ill-defined systems in the processing industry. 
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Concentration of gold in the liquid phase [g. m·3] 
Freundlich isotherm parameter 
Solid particle size 
Particle size which has an equal probability of moving either to the underflow or the 
overflow due to centrifugal action in a hydrocyclone oi1ly [J.lm] 
Value for an error evaluation criterion 
Percent solids in the feed by weight of a hydrocyclone 
Reaction rates in liquid, carbon and ore phases for the elL-process [g. s·l] 
Grade of gold in the ore [g.kg· l ] 
Refractory gold in ore [g. kg' I ] 
Inlet diameter of a hydrocyclone [cm] 
Constants in expression for particle entrainment calculation - Equation (2) 
Parameters of hydrocyclone classification expression of Equation (1) 
Film transfer coefficient for adsorption in the elL-process [m.s· l ] 
Leaching parameter in the elL-process [kg.g-I.s- I] 
Flow rate of the pulp feed to a hydrocyclone [1. min-I] 
Mass of ore in a single adsorption reactor [kg] 
Freundlich isotherm parameter 
Number of samples in data set 
Preliminary perturbation value 
Loading of gold on carbon [g.kg· l ] 
Feed water reporting to the underflow product of a hydrocyclone, percentage, fraction 
Relative perturbation value 
Specific gravity 
Stellenbosch University  https://scholar.sun.ac.za
1152 
SPIG 
v 
VF 
W 
WF 
w 
X 
x 
x 
y. y(C) 
' y 
Y 
9 
Greek 
a: 
p 
g 
T . J . VAN DER WALT et af . 
Spigot diameter of a hydrocyclone [em] 
Weights of connections between input and hidden nodes of SBNN 
Vortex finder diameter of a h ydrocyclone [cm] 
Mass of carbon in a single adsorption reactor [kg] 
Flow rate of water in the feed to a hydrocyclone [t. h- 1] 
Weights of connections between hidden and output nodes of SBNN 
Argument for calculating corrected efficiency y(C) - Equation (4) 
Input to a neural network node 
A process variable (predictor or response) 
Performance criteria for a hydrocyclone process; practical efficiency, corrected efficiency 
Activity of a neural network node 
Response variable or function 
Model-predicted value of function or response variable 
Parameter indicative of the sharpness of separation for hydrocyclone classifier 
Density [kg . m-3] 
Stochastic or noise component of a regression functi on 
Subscripts and Superscripts 
act 
c 
j 
k 
max 
n 
norm 
p 
s 
sea 
S 
z 
Actual or true value of a variable 
Carbon phase 
j1h node in the input layer of the SBNN 
lh node in the single hidden layer of the SBNN 
J....th node in the output layer of the SBNN 
Label for maximum 
Node label in the z1h layer of an SBNN 
Normalised absolute error evaluation criterion 
Coordinate label in predictor variable space 
Label for a data point 
Scaled value of variable 
Surface of carbon 
Label of SBNN layer 
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ABSTRACT 
Although the potential of new techniques for the construction of accurate plant models, 
such as those based on connectionist methods, is generally acknowledged, little on their 
practical application can be found in the chemical alld metallurgical engineering 
literature. In this paper the use of neural nets to model gold losses on a reduction plant 
and the consumption of an additive on a leach plant, as well as the pyrometallurgical 
processing of zinc and aluminium is discussed. The gold and leach plant models performed 
better than the multilinear regression models used on the plants, even where relatively few 
data were available. The neural networks used to model the recovery of lead and zinc 
from industrial flue dusts, process synthesis of zinc recovery plants and the processing of 
secondary aluminium in a rotary saltfluxfurnace produced realistic results that could be 
used by plant personnel to optimize their operations. 
Keywords 
Neural nets, modelling, lead, zinc, aluminium, gold 
INTRODUCTION 
Neural net systems are widely acknowledged as one of the fastest growing computer technologies today, 
and have attracted particular interest in the process engineering community as a framework for the 
representation of ill-defined processes which cannot be modelled readily by other means, such as the 
modelling of metal-slag equilibria [1], mass transfer in gas sparged electrolyz.ers [2] and generalized 
reaction rate kinetics [3]. Although neural networks are seen as efficient tools for the modelling and 
interpretation of plant and unit process data [4], very little on their practical application has been published 
to date. The mineral processing industry, which appears to be disproportionately encumbered with such 
processes, provides an especially fertile ground for the exploitation of neural net methods, and in this 
paper an overview of recent work on the use of neural nets for the modelling of hydrometallurgical plants 
and pyrometallurgical processing of zinc is provided. 
Neural networks are essentially connectionist systems consisting of collections of simple, massively 
interconnected Computational elements, and their characteristics stem from the collective behaviour of 
these elements, also known as (artificial) neurons, neurodes, processing elements, processing nodes or 
processing units [5-10]. Although many different structures have been described to date, back propagation 
neural nets have proved to be particularly useful for the modelling of complex or ill~efined process 
systems, where modelling from first principles is not technically or economically feasible. 
793 
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In these types of networks (which were also used for the work described in this paper) processing 
elements are typically divided into disjoint subsets or layers, in which all the process units possess 
essentially similar computational characteristics. The layers comprising these systems are usually 
categorized as either input, hidden or output layers, to denote the way in which they interact with the 
information environment of the net. Process units in these layers are linked to other units in successive 
layers by means of weighted connections (adjustable numeric values), as shown in Figure 1. Training, 
which entails the adjustment of the weight matrix of the net, occurs by means of learning algorithms 
usually designed to minimize the mean square error between the desired and the actual output of the net 
[11,12]. During the learning process information is propagated back through the net in order to update 
its weights, thereby allowing the net to form an internal representation of the relationship between the 
inputs and the outputs presented to it. 
INPUT LAYER 
HIDDEN 
LAYER 
~ 
f-+ 
. . . '" • - , 
- , • 
_-_- -: ->--1,-_ _ _ ~ 
OUTPUT 
LAYER 
Fig.l General structure of a back propagation neural net. 
Neurodynamics 
Y, 
Y2 
Yo 
Computation in back propagation neural nets is feedfolWard and synchronous, i.e. the states of the process 
units in lower levels or layers of the net are updated before units in layers further down in the net (i.e. 
moving from the input to the output layer). The activation rules of process units are typically of the form 
Zj(t+ 1) = 4>[llj(t)] (1) 
where Uj(t) designates the potential of a process unit (shown in Figure 2) at time t, i.e. the difference 
between the weighted sum of all the inputs to the unit and the unit bias 
(2) 
The form of the transfer function 4>(.) may vary, but could be a linear, step or sigmoidal transfer 
function, among others, with a domain typically much smaller than that of the potential of the process 
unit, such as [0;1] or [-1;1], for example. The training of back propagation neural nets is an iterative 
process involving the changing of the weights of the net, typically by means of a gradient descent method, 
in order to minimize an error criterion, that is 
w--(t+ 1) = w--(t) + Aw·- where IJ IJ IJ' (3 ) 
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w·· = -~ i3e/CJw·· IJ • IJ (4) 
where ~ is the learning rate and E the error criterion. i.e. 
(5) 
based on the difference between the desired and the actual outputs of the unit. 
OUTPUT 
o 
<t>(u) 
• 
INPUTS • 
• 
N 
OUTPUT = </> ( :E w) N PUT; ) 
i= 1 
</> ( u) = [1 + e·u ] .1 
Fig.2 Neural net process unit. 
Scaling of data 
Before data can be presented to a neural net. it is usually necessary to scale them to ranges which would 
enable the net to learn. A hyperbolic tangent transfer function produces outputs in the range lying between 
-1 and 1 for example and for this type of net to learn effectively. it is necessary to scale the outputs to 
the same range. This is usually accomplished by mapping the minimum and maximum values of the actual 
input and output data linearly to the respective minimum and maximum values of the network ranges. If 
an exemplar presented to the net consists of! input fields and D output fields. i.e. [f1• f2 •. , fl' fH l' fI +2' 
.. fHO], two sets of corresponding vectors can be defmed [mI' m2' .. mI' mHl' mH2' . . mHO] and 
[MI' M2 •.. MI' MH1 • MH2 •.. MHO]' where m .. and M .. typically correspond to the minimum and 
maximum values· that f .. could assume. If the ranges allowed for the input and output layers of the net 
are respectively defined as (rI' RI) and (ro. Ro ). ~ as the scaled network input corresponding to ~. d .. the 
desired scaled network output corresponding to f ... ~ the actual (scaled) output of the net and gl:: the 
corresponding (descaled) real world output. then the mappings of the real world data to those of the 
network can be described as follows: 
Input 
(6) 
Output 
(7) 
Mapping from network output to real world 
(8) 
• These indices can assume any values, as long as mk < M k. 
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Non-numeric or missing field values are usually mapped to the middle of the target range, that is 
Ih(Rr+rr) or Ih(Ro+ro). 
CONNECTIONISf PLANT MODELS 
The generalized plant modelling problem consists of two parts, namely the decomposition of the plant into 
sets of acyclic process circuits if necessary, followed by modelling of these irreducible subsystems. The 
decomposition of large or complex plants can be accomplished by various means which can among others 
be incorporated in connectionist structures [13] in order to take advantage of parallel processing strategies. 
Assuming the process system to be modelled to be acyclic, the problem concerned with the construction 
of a circuit or plant model can be expressed as follows: 
Yll YI2 .. Yip x ll X I2 .. x1m 
Y21 Yn .. Y2p X 21 xn " x2m 
Y E R ""P X= €R= 
.. .. .. 
Ynt Yn2 .. Ynp xnt xn2 .. X nm 
where Yi,!:: (i = 1,2, .. p) represent p variables dependent on m causal or independent variables 'i ,!:: (j = 
1,2, . . m), based on n observations (k = 1,2, . . n). The variables Yi ,!:: are usually parameters which 
provide a measure of the performance of the plant, while the 'i,!:: variables are the plant parameters on 
which these performance variables depend. 
The problem is then to relate the matrix Y to some function of matrix X, in order to predict Y from X. 
The simplest approach, and a method often used on mineral processing plants, is to assume a linear 
relationship between X and Y, i.e. Y = X.a + b and to find the coefficient vectors a and h by ordinary 
least squares methods, that is a = (XfX)-l.XI'Y and b = Y - X.a, provided that the elements of the 
columns ~ of matrix X are not correlated and that the number of observations is larger than the number 
of coefficients that has to be estimated (i.e. n > m). If not, other techniques, such as partial least squares 
methods [14] can be used to obviate the problem. Should the assumption of multilinear relationships 
between the variables prove to be inadequate, they can be extended by the addition of suitable non-linear 
terms [15], the incorporation of spline methods [16], or replaced by non-linear regression methods [17]. 
The main advantage of modelling techniques based on the use of neural nets, is that a priori assumptions 
with regard to the functional relationship between X and Y are not required. The net learns this 
relationship instead, on the basis of examples of related x-y vector pairs or exemplars. Once a model has 
been constructed it is moreover possible to make use of general or special purpose neuralware [18] to 
decrease computation time by several orders of magnitude, thus enabling for example the use of the model 
in on-line control systems. 
In this investigation several industrial plants were modelled by means of neural nets. Since it is not crucial 
to the modelling techniques described in this paper and owing to the confidentiality of the data, the plants 
and processes themselves are not described in any detail. 
Modelling of losses on a gold reduction plant 
The efficiency of gold reduction plants is often assessed in terms of the gold lost during the recovery 
process, since the recovery of gold (which commonly exceeds 97 %) is too insensitive a parameter to use 
[17,19]. Gold losses are generally comprised of the gold lost in a dissolved form, as well as the gold lost 
in solid residues. These losses cannot be explained in terms of a fundamental model of the plant (a typical 
design is shown in Figure 3) and are often predicted in practice by means of multilinear regression (MLR) 
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models. These models relate the dissolved and undissolved gold losses to a number of empirical 
parameters, such as the head grade of the ore, residual grade of the ore, solution tonnage, treated tonnage, 
and where applicable parameters specific to the process units in the circuit, such as filters, washing units 
and agitators. 
ORE FEED FROM 
CRUSHERS 
---. MILLING THICKENING RESIDUE 
GRAVITY --to CYANI - ~ FILTRATION 
CONCEN- DATION 
TRATION 1 1 PRECIPI -
AMALGA- TATION 
MATION 
I 1 
T 
GOLD RECOVERY GOLD RECOVERY 
Fig.3 Layout of a typical gold reduction plant. 
A set of [Xl' X2' .. XI4 I y!, Y2] data with YI denoting gold losses in a dissolved form and Y2 denoting 
gold losses in an solid form and consisting of a total of 76 vectors was obtained from a gold plant in 
South Africa and randomized and subdivided into a training set (60 vectors) and a test set (16 vectors). 
The training set consisted of exemplars presented to the neural nets during training (weight adjustment 
of the nets), while the test set was used to monitor the performance of the nets subsequent to training. 
This procedure is essential to verify the capability of the net to generalize the relationships between 
parameters correctly, instead of just learning to reproduce the data in the training set. 
A back propagation net with an input layer and one hidden layer, both comprised of fourteen processing 
elements or artificial neurons, and an output layer comprised of two processing elements was used to 
model the gold losses, as shown in Figure 4. The fourteen elements in the input layer corresponded to 
the fourteen input parameters used to correlate the gold losses (Xl' X2' .• xI4)' while the number of 
elements in the hidden layer was chosen arbitrarily. The input layer did not process the data, but merely 
served to distribute the data to the hidden layer. The output of the two processing elements in the output 
layer corresponded with the predicted values of the two output variables, namely the dissolved (YI) and 
undissolved gold loss (Y2). 
The layers were connected in a feedforward manner, i.e. no layer was connected to any layer preceding 
it, and all layers consisted of elements with hyperbolic tangent translation functions, to ensure that 
low-valued and high-valued outputs were treated equally, i.e. 
(9) 
The output of the net after training is compared with the predicted outputs based on a multilinear 
regression analysis used on the plant. The results are depicted graphically in Figures 5 snd 6. Based on 
the rovt mean square values of the correlation errors, the nets performed significantly better than the 
existing MLR plant models (approximately 51 % for the undissolved gold losses and 87 % for the dissolved 
gold losses). 
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Fig.4 Structure of neural net used to predict gold losses 
Neural nets containing more processing elements, either in the same hidden layer or in mUltiple hidden 
layer versions, did not substantially improve predictions. Nets with too many processing elements relative 
to the size of the data training set have in fact shown a tendency to learn the data, rather than the 
relationships between parameters (much like fitting a polynomial of too high a degree to too few data). 
The use of sigmoidal transfer functions also yielded reasonable results, although not as good as those 
obtained with hyperbolic tangent transfer functions. Gradient descent search strategies used during training 
yielded decidedly better results on the whole than other techniques, such as directed random search. 
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Fig.5 Prediction of dissolved gold losses with back propagation neural net (BPNN) 
and multilinear regression (MLR). 
Stellenbosch University  https://scholar.sun.ac.za
Neural nets in the metallurgical industry 
1.00~------~----~------~----~------~----~ 
RMS ERROR:S .... * 
MLR = 100 : 
B~N.~ .=: ~.8:r ...... .. .. ~ ....... .... ~ ... ... .... . * ... jf . * • * . 
• 
0.90 
(f) 
UJ 
:3 0.80 
~ 
.*' 
• ~ 0.70 
I-
. . . ... .. . . " . ...... . . . . -. _ .. , .. . . . ... • . , . ...... . . 
.: . 
u 
~ 0.60 
0: 
.... . . . . . . .. . . • . . .. ... 
-IDEAL 
Cl... 
0.50 • MLR 
* BPNN 
0.40~----,----.-----r----.---~.----~ 
O.4D 0.50 0.60 0.70 0.80 0.90 1.00 
EXPERIMENTAL VALUES 
Fig.6 Prediction of undissolved gold losses with back propagation neural net (BPNN) 
and multilinear regression (MLR). 
Modelling of the conswnption of an additive to a leach plant 
799 
The consumption of an additive to a leach plant depends in a complex way on plant design and operation 
and is in practice (as in the previous case) modelled by multilinear regression (MLR) models based on 
empirical parameters considered to influence consumption significantly. In all, six parameters were used 
to predict the consumption of the additive (Yl)' namely percentage extraction (Xl)' residual grade of ore 
(x2)' flow rate of the lixiviant (x3)' head grade of ore (x4)' agitation rate (xS) and temperature (x6)' 
The neural net shown in Figure 7 consisted of an input layer with six processing elements corresponding 
to the six input parameters Xl' x2' .. ~, one hidden layer comprised of seven processing elements, and 
an output layer comprised of a single processing element, corresponding to the consumption of the 
additive (Yl)' All processing elements were provided with hyperbolic tangent transfer functions and were 
as before trained with a gradient descent technique by presenting the net repeatedly with exemplars of the 
experimental data contained in the training set (60 vectors in all). As before the set of plant data was 
randomized prior to subdivision into a test and a training data set. After training the net was tested against 
the data test set (10 vectors in aU). The results are depicted in Figure 8. Despite a relatively small training 
set, the net was able to generalize the relationship between the input and output variables, and predicted 
the consumption of the additive significantly better (approximately 83 %, based on the average root mean 
square error in prediction) than the multiple linear regression (MLR) model. 
MODELLING OF ZINC PROCESSING PLANTS 
The use of comparatively simple neural networks in the secondary pyre- and hydrometallurgical industry 
is illustrated by means of the following examples. The complex nature of the industrial processes 
described in this paper generally frustrates capture of the essential process characteristics with standard 
regression analyses. In contrast, a neural net has the advantage that it can learn the complex relationships 
between the given process inputs and outputs withuut explicitly defining the relationship. 
Stellenbosch University  https://scholar.sun.ac.za
soo C. ALDRICH ~t al . 
The applied neural networks were all constructed from sigmoidal hidden as well as linear input and output 
process nodes and trained by means of the back propagation algorithm incorporating conjugate gradient 
optimization [5,10]. 
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Fig.8 Prediction of consumption of leaching agent with back propagation neural net (BPNN) 
and multilinear regression (MLR). 
The recovery of lead and zinc from industrial flue dusts 
Large quantities of flue dusts originating from ferrous as well as nonferrous pyrometallurgical operations 
are produced each year. Numerous processes have been proposed or are being applied to process these 
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dusts, which contain among other varying quantities of iron, lead, zinc. tin, copper, cadmium. arsenic. 
fluorine and chlorine. In the Cr;BEDEAU process proposed by Frenay et al. [20] fo~ the 
hydrometaIlurgica1 recovery of lead and zinc from steel industry flue dusts. lead and zinc are leached with 
sodium hydroxide and dissolved to form plumbates and zincates respectively. Lead and copper (also 
leached) are precipitated by zinc dust and the zinc is subsequently recovered by electrolysis. Following 
this route three industrial flue dusts containing lead and zinc (fable 1) as well as pure zinc oxide Zno 
were leached [21] with excess sodiuID hydroxide as shown in Figure 9. 
I 
TABLE 1 Flue dust compositions 
Origin of flue dust I %Zn I %Pb I %CI I 
A: Sec. Cu-Converter 55 8.8 0.7 
B: Sec. Cu-Converter 29 30 0.3 
C: Waelz oxide 57 11 3.9 
D: Pure ZnO 80 0 0 
I1nJ f l %Zn. %Pb. %Cl. 70$04. [NaOHJ 1I 120 ~~~====~==~==~====~==~====~--~ 
110+-----~---4----~----~----~--~----~----~ }~ 1 00+----+----~---r--~----;----+----+--~-A 
9 0 +---~--_4----r---~--_+--~----+~-T~ 
80+---~--~----+----+--~~--~--~-ro--~ 
'- 7 0 I / /' ~ 60+---~--~~--+----+--~~--~---+~/'~ .~ 
c ~~ // 
~ 50+-----+-----+-----+-----+-----~~--~~--r-~~ I y---r .---// 
4°+---+---~I--~---~rl ~~I~--t-~I~ .. -~--~ 
30+---+1 ---4--~1--~-~~A~ ~- ~~I --~--~ 
20+---~1~---+~~~~~-.~~----~ I---T----~--~ I ~i~ I I i 
10+-----+-~~r---~----~----~----~----~--~ ~i I I I i 0 ~=2~~--~----_r----~----r_--~----_r--~ 
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(NaOHl gil 
300 350 
• Flue dust A .... Flue dust B + Flue dust C 
---s- Flue dust D + NN -- NN - Flue dust B - - NN - Flue dust C 
400 
%S04 
12.7 
5.8 
3.9 
0 
Fig.9 Zn-concentration in solution as a function of NaOH- concentration for different flue dusts. 
Predictions of the trained neural net are also included for comparison. 
I 
From the experimental data depicted in Figure 9 it is clear that a large excess of sodiuID hydroxide is 
required to bring zinc into solution and that flue dust A behaves similarly to pure zinc oxide (ZnO) [22]. 
of which experimental data were also included in the training data set of the neural net. 
In order to investigate the effect of the flue dust composition on the dissolution of zinc. a neural net was 
trained with the data shown in Figure 9. The five scaled inputs to the net are the percentages of zinc 
(%Zn). lead (%Pb), chlorine (%CI) and sulphate (%SOJ in the flue dust, as well as the concentration 
of sodium hydroxide ([NaOH]) consumed during leaching. With these data the neural net which in 
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addition to the five-node input layer and single node output layer, also contained a hidden layer with two 
nodes, was trained to predict the concentration of the zinc ([Zn]). After convergence the net was capable 
of predicting the trained data with an accuracy characterized by a correlation coefficient (R2) of 0.992 and 
a standard deviation (S) of ca. 4 (based on the actual [Zn] gfl output: see Figure 9), based on 19 degrees 
of freedom (as shown in Figure 9, where the output of the net is compared with the experimental data). 
The trained net could subsequently be used to identify the factors which have a major influence on the 
dissolution of the zinc. Since a large excess of sodium hydroxide is already required for pure zinc oxide, 
any negative influence on the sodium hydroxide usage would render the leaching even more 
uneconomical. For this purpose the trained neural net was used to investigate the effect of decreased levels 
of chlorine and sulphate on the recovery of the zinc in a flue dust with a containing 49 % zinc, 12 % lead, 
8 % chlorine and 4 % sulphate. 
It can be seen from Figure 10 that the removal of SUlphate has no obvious influence, whereas the removal 
of chlorine has a very large positive influence on the recovery of the zinc. The influence of chlorine is 
so large in fact, that if the chlorine is removed the leaching behaviour of the flue dust approaches that of 
pure zinc oxide. This result suggests that in order to obtain a maximal recovery of zinc from flue dusts 
containing chlorides, the chlorides should be removed prior to leaching, by washing for example. This 
conclusion was also supported by experimental observation [21] . 
ICZnJ = J~ %Zn., %Pb, %0, 70304, [NaOH1!1 (F1ue dust: 49%Zn: 12%Pb: 87£1: 47oS04) 
120 
110 
100 L· 90 ~ 80 I I / 
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Fig.10 The effect of flue dust composition on the leachability of Zn-containing flue dusts. 
Process synthesis of zinc recovery plants 
The hydrometallurgical recovery of zinc principally follows the neutral leach, jarosite, goethite and 
haematite routes. These residues pose an ever increasing environmental hazard in Europe and numerous 
research projects are at present focusing on the minimization of these residues or on their conversion to 
environmentally clean products [23]. Although many process routes have been proposed (some proving 
more successful than others) , no comprehensive comparison of all possible available routes is currently 
available. This is presently being done at Aachen [24], where all feasible combinations of 
pyrometallurgical, as well as hydrometallurgical routes are being investigated and optimized on a 
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generalized techno-economic basis, while simultaneously taking due account of environmental factors. This 
approach implies a backward-design i.e. the environmental and economic impacts equally determine the 
process route. 
In order to be able to set up mass and energy balances as well as optimization models, suitable process 
models have to be developed for the numerous leaching, precipitation and pyrometallurgical reduction 
processes for the recovery of zinc. Neural nets are very useful in this respect since they may be used to 
develop practical separation models for each unit operation from practical process data. 
As a possible processing route the combination of fluidized bed roasting, neutral leach, flame cyclone and 
zinc oxide leaching is given in Figure 11. After developing suitable neural net and other process models 
for each of these unit operations from plant (or experimental) data, a mass balance could be set up by 
using Newton-Raphson techniques to solve the relevant sets of non-linear equations. An example of the 
resulting distribution of zinc in the circuit is given in Figure 11. The results of a practical neural net 
split-factor model (a 3-node input layer, a 3-node hidden layer and a single node output layer) for the 
flame cyclone based on practical pilot plant data [25] are given in Figure 12 (R2=0.93, S=O.04 and 45 
degrees of freedom). This model relates the recovery of zinc to temperature, oxygen potential, oxygen 
content in feed gas and zinc content of the feed material. 
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55.30 Zn 
.-_ __ ~0. ~60~ orr, .. 
54" Cell acid;. ---,2=3,-,,5,,-1 - - ---l 
• 31 79 ,(2 Purificalion To c led rol V5i.s 
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.1 Cell acid = 
Lead re:siduc 
Fig.ll Possible process route for the recovery of Zn using a flame cyclone. 
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Fig.12 The recovery of Zn in a flame cyclone as a function of temperature, oxygen 
partial pressure (CO/C02), 0 2 in feed gas and Zn-<:ontent of feed material. 
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As a modification to the process route given in Figure 11 the flame reactor could be replaced by a 
QSL-reactor [26]. Figure 13 portrays the predictions of a neural net split-factor model (a 4-node input 
layer, a 4-node hidden layer and a single node output layer) for the separation data [26] of tin between 
lead and slag as a functi6n of basicity (fixed at 0.5), temperature, alumina (Al20 3) content of the slag 
(fixed at 12%) and oxygen potential pOz (R2=0.96, S=0.19, 34 degrees of freedom). With this model 
included in the mass balance equations a tin balance may be performed. 
C 
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-::r 
'60 
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2~----~====~====~======~====~----' 
1+-----+-----~~----~----~----~----~ 
O+-------~------~~~-=~------~--------T_----~ 
~ -1 +-------~--------~------~~~~--~~~~~------~ 
• 
-3+-------~--------~------~------~~------~------~ 
-1. 1 -1 -0. 9 -0, 8 
log{p02}/lO 
-0. 7 -0. 6 
--- NN: T = 1150°C --- NN: T = 12000( --- NN: T = 1300°C 
)IE Exp: T = 1150°C + Exp: T = 1200°C • Exp: T = 1300°C 
-0. 5 
Fig.13 Distribution of Sn between lead and a lead slag as a function of temperature and p02 
(%CaOI%Si02 = 0.5, Al20 3 = 12%) 
SENSITIVITY ANALYSIS 
As discussed by Reuter [27] it is possible to perform. sensitivity analyses of experimental data. 
Considering Figure 13 and the predictions of a trained neural net, reveals that tin appears as a mixture 
of stannic oxide (SnOz) and stannous oxide (SnO) in the slag, of which the ratios depend on the process 
conditions. It can also be shown for example that if the basicity of the slag is increased the recovery of 
tin in the metal increases. Similar distribution models have been developed for arsenic, lead, silver and 
copper [24,27]. 
Graphic interpretation of the data is also possible by portraying the response surface produced by a trained 
neural net in three dimensions. This approach permits the investigation of interactive effects between 
different variables. Figure 14 depicts the response surface for the Cu-distribution between slag and lead 
as a function of basicity (fixed at 0.5), temperature, alumina (Al20 3) content of the slag (fixed at 6%) 
and oxygen potential p02 (R2=0.85, S=0.15, 48 degrees of freedom). From this figure it is clear that 
the distribution increases with increasing temperature and decreasing oxygen potential (log {p~}). 
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Fig.14 Distribution of eu between lead and a lead slag as a function of temperature and p02 
(%CaOI%Si02 = 0.5, Al20 3 = 6%) 
OPTIMIZATION OF A ROTARY SALT FLUX FURNACE FOR THE 
PROCESSING OF SECONDARY ALUMINIUM MATERIAL 
805 
Although the information presented in this industrial example is very concise (due to classified nature of 
presented data) and perhaps not verifiable, it does demonstrate that a trained neural net can be used to 
model as well as optimize an industrial rotary salt flux furnace, which is a rather complex metallurgical 
reactor. An empirical regression equation could also be defined to model this reactor, however, as pointed 
out above the search and ultimate application of a suitable empirical regression equation would be a rather 
time consuming endeavour. 
The processing of secondary aluminium material is mostly done in gas fired rotary salt flux furnaces . 
Recently [28] a German company had numerous parameters of one of its industrial rotary salt flux furnace 
(capacity approximately 10 ton) investigated in order to optimize its operation, i.e. maximizing the 
recovery of aluminium and minimizing gas usage. The modelled process parameters included among 
others offgas temperatures during filling and melting respectively, gas usage during filling and melting 
respectively, time required for filling and melting respectively, rotary speed, number of filling charges 
and the number of times the furnace door was opened per melt for inspection etc. purposes. These 
parameters all affect the efficiency of recovery and energy usage, which was defined as the ratio of the 
actual recovery in the rotary furnace to that obtained in small scale tests with the same material. These 
measured process data were subsequently modelled using a neural net, which was used to investigate the 
effect of the various process parameters on the efficiency of the recovery. 
In order to protect the interests of the company for which the simulation and tests were done, only 
abridged results are given, i.e. exact inputs are not given and operating conditions are partially scaled. 
A trained neural net (1 output node, 1 hidden layer) could be trained very well with sufficient degrees of 
freedom (R2=0.98, S=0.69) to produce the results depicted in Figure 15. The graphs produced by the 
trained neural net show clearly that an -increased usage of gas during the melting phase leads to increased 
recovery of aluminium, whereas a long filling time with reduced usage of gas during filling also increases 
recovery. This may be explained in terms of decreased oxidation of molten aluminium if little gas is used 
during an extended filling phase. These results are realistic and were corroborated by plant personnel. 
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Fig.IS The recovery of Al in a rotary salt furnace as a function of gas usage during melting, 
filling time (scaled) and gas usage (scaled) during filling. Other input parameters 
are held constant at their respective average values. 
DISCUSSION 
The use of neural nets to model metallurgical processes or plants can lead to significant improvements 
in the prediction of the behaviour of the plants modelled. Non-linear regression techniques would probably 
also have led to an improvement on the multilinear regression models with which the neural networks 
were compared in the plant models, but the identification of suitable explicit models can often be a 
cumbersome procedure of trial and error, especially where process changes over longer periods necessitate 
the continuous development of new models to best fit the data over a given period. Neural nets would 
admittedly have to be retrained· to accommodate periodic changes in the behaviour of the plant, but this 
would not be nearly as expensive as the development of explicit non-linear regression models. 
A surprising aspect of the investigation is the good results obtained with relatively few data, especially 
in the prediction of the consumption of the additive in the leach plant, as well the modelling of 
pyrometallurgical processes used in the extraction of zinc and aluminium. A general rule of thumb [29] 
for the construction of neural nets 
N = n 2 ~ k ~ 10 
b k.(m+p)' 
(10) 
where n is the number of exemplars in the training data set, Nh the number of hidden units, m the number 
of units in the input layer and p the number of units in the output layer, suggests the use of no more than 
between three and fifteen processing elements in the hidden layers of the net. The factor k depends on 
the noisiness of the data; k-values of around 2 can be used for noise-free data, while noisy data warrant 
• Progress is being made with the adaptive training of neural nets, which would greatly reduce the expense 
related to the maintenance of connectionist plant models . 
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factors of up to 10 or even 50-100 in extreme cases. In the neural net models of the gold reduction plant, 
14 hidden units were used instead of the maximum of two dictated by eq. , without detriment to the 
capability of the nets to generalize the trends exemplified by the training data. 
One of the strategies often followed when dealing with non-linear (i.e. mathematically intractable) process 
systems, is to linearize these systems (usually through Taylor expansions around points of interest). 
Although these approaches enable the use of well established and powerful mathematical techniques for 
simulation and optimization, they are often severely limited by their inability to capture the essential 
characteristics of the system [30]. Provided that enough suitable data are available, these difficulties can 
be avoided by making use of a neural network. 
f 
A further advantage in the use of connectionist or neural net plant models is the potential gain in 
computational power derived from the parallel architectures of neural nets. Standard procedures for the 
incorporation of neural nets (which can be trained off-line as often as necessary) into electronic circuits 
are available and can be used in on-line applications of processing plants [18,31]. 
To sununarize; for the neural network process models described in this paper, the following 
conclusions can be made 
• the use of gradient descent techniques to optimize the weight matrices of the neural networks 
appears to be superior to random search methods; 
• hyperbolic tangent and sigmoidal transfer functions were found to be significantly better than other 
types of activations functions, such as linear or sine functions; 
• cross validation techniques used to train nets with noisy plant data yielded better results than 
techniques solely based on the minimization of an output error criterion associated with the 
training data. The reason for this is that it is difficult to tell at which stage during training 
improvements in the performance of the net on the training data are attained at the expense of the 
capability of the net to generalize, without periodically checking the net's performance on a test 
set of data as well ; 
• the use of neural net methods can be a very efficient way of modelling plant or process data, 
especially when these processes are ill-defined and even when comparatively few data are 
available. 
NOMENCLATURE 
a, b multiple linear regression coefficients 
dk scaled desired output of neural net 
doJ desired output of process unit i 
fi input or output field in exemplars used in training and testing of neural nets 
gk descaled output of neural net 
1 scaled input to neural net 
k constant 
Mi maximum value of fi 
IIlt minimum value of fi 
Nh number of units in the hidden layer of the neural net 
~ actual (scaled) output of neural net 
R2 square of the regression coefficient (R2= 1: exact fit ) 
ro lower limit allowed for output of neural net 
Ro upper limit allowed for output of neural net 
ri lower limit allowed for input to neural net 
1\ upper limit allowed for input to neural net 
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S standard deviation = [~(y-ymeasured)2/(N-1)fh 
t time 
11j(t) potential of process unit at time t, i.e. the weighted sum of all the inputs to the net 
A Wij change in weight between process units i and j 
Wij the connecting strength or weight between process units i and j 
X nxm matrix of n obsetvations of m independent variables 
Y nxp matrix of n obsetvations of p dependent variables 
Zj(t) output state of neural net process unit i at time t 
~j actual output of process unit i 
Greek symbols 
€ error criterion 
4>(') activation function of process unit 
6 j bias of process unit i 
, learning rate factor 
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Abstract 
The kinetics of thermogra vimetric decomposition reactions are often difficult to model 
explicitly, because model parameters can depend on process conditions in an ill-defined way. 
Implicit kinetic models, such as those based on neural nets, often require extensive data and are 
not usually suitable for extrapolation of experimental data. In this paper it is shown that by 
combining explicit phenomenological models with artificial neural nets, more accurate 
modelling and extrapolation of these types of processes can be achieved. 
Keywords: Experimental; Hybrid connectionist modelling; Kinetics; TGA 
1. Introduction 
Numerous mathematical methods have been proposed for the determination of the 
kinetics of solid state reactions from isothermal or non-isothermal thermogravimetric 
analyses. These methods are typically based on the use of a general rate equation of the 
form 
da/dt = kf(a) = koe- E/ RT f(a) (1) 
or in terms of temperature 
da/dT = kf(a)/ /3 = koe- E/ RT f(a)//3 (2) 
where a denotes some measure of the mass or concentration of the solid at time t, /3 the 
rate ofheating(/3 = d T/dt) and k a rate constant. This rate constant k is typically related 
* Co rrespo nding a uthor. 
0040-6031 /95/S09.50 ([l 1995 - Elsevie r Science B. V. All ri ght s reserved 
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to the temperature via an Arrhenius function k = koe - EIRT, with a pre-exponential 
factor ko and an activation energy E. . 
Eqs. (1) and (2) can subsequently be used in either a differential or an integral form 
(Eqs. (3) and (4) to describe the mechanism and kinetics of reactions 
g(Ct.) = kt = koe-EIRTt 
g(Ct.} = koRT2jf3E[1 - 2RTjEJe- E1RTt 
(3) 
(4) 
This is usually accomplished by plotting the logarithms of either of these equations 
(Eqs. (1) or (3), or in terms of temperature, Eqs. (2) or (4)) in order to evaluate the kinetic 
parameters k , ko and E. The mechanism of the reaction is indicated by the functional 
form of Ct., i.e. f(a.) or its integral g(Ct.}. 
Unforturnately these methods are often prone to significant shortcomings, in that by 
plotting the differential or integral form s f(Ct.} or g(Ct.) aga inst the reciprocal temperature 
l j T, the functional forms are linearised to such an extent that the evaluation of 
a particular reaction mecha nism become seriously compromised. 
Some strategies have been suggested [1 J toovercome these problems by determining 
analytical curves for all possible forms of f(Ct.) and y(Ct.} and comparing them with the 
experimental data. This approach can constitute a very elaborate exercise, apart from 
difficulties in obtaining sufficient experimental data for such a comprehensive analysis. 
Even when it is possible to determine the kinetics and mechanism of a solid state 
reaction without undue difficulty [IJ, these techniques do not lend themselves to 
convenient analysis of the multiple or complicated reactions often found in industry. 
Hashimoto et al. [2J, for example, showed that the kinetics of the thermal regen-
eration of activated carbon loaded with p-nitrophenol and a surface-active agent 
depended on multiple first-order reactions, each with a different activation energy and 
frequency factor. In complex multi-mechanism reactions, where mechanisms are 
superimposed, it is difficult to distinguish between these individual mechanisms [3]. 
These processes can be modelled by techniques such as multiple adaptive regression 
splines (MARS) [4J or artificial neural nets, which do not require explicit specification 
of a process model. Unfortunately these implicit methods often require extensive data 
to construct an accurate model of the process and are typically not suitable for 
extrapolation. 
In this paper a hybrid approach to the modelling of the kinetics of thermal de-
composition processes is discussed. The method is based on the use of simple back-
propagation neural nets in conjunction with available fundamental knowledge of the 
reaction kinetics . As a consequence the technique requires relatively few data and is 
capable of significantly better extrapolation of the experimental data. 
2. Connectionist systems 
A number of books and a considerable volume of literature on artificial neural 
networks have appeared in recent years and only a very brief overview is provided in 
thi~ paper [5- 7]. 
Connectionist systems or artificial neural nets consist of a large number of fund a-
mentally primitive computational elements connected to each other on a massive scale. 
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These computational elements are usually arranged in a layered structure which 
consists of an input and an output layer, and also possibly one or more hidden layers, as 
shown in Fig, 1. Unlike input and output layers, hidden layers are not connected to the 
information environment in which the net is operating. In feedforward nets, such as 
those used in this investigation, information is passed from the input layer to successive 
hidden layers (if present) and the output layer in the net. During the process the 
computational elements or nodes in the layers of the net transform the weighted sums 
of all their inputs (the potentials of the computational elements) by means of transfer 
functions which typically map the potentials to smaller domains than that of the inputs, 
as indicated in Fig. 2 
(5) 
where Zj(t) is the output of the ith process node at time ((or the tth iteration), \\'jj is the 
weight or connection between nodes i and j, and G j is the bias of the ith node. 
The form of the transfer function q) may vary, but it could be a linear, step or 
sigmoidal transfer function, among others, with a domain typically much smaller than 
that of the potential, i.e. the sum of the weighted inputs, of the process unit. 
The weights which characterise the connections between process elements ca n be 
modified by various suitable training algorithms [8J 
w .. (t + 1) = w .. (t) + L1 w ·· I) I) I) (6) 
where 
w·· = - r(oc./ow .. ) I) I) (7) 
and r is the learning rate of the net, and c. an error criterion. These training algorithms 
are designed to minimise the mean square error between the desired and the actual 
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Fig. I. General structure or a back-propagation neural net wi th one hidden laye r. 
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Fig. 2. Sigmoidal process unit of a back-propagation neural net. 
output of the net [6J 
(8) 
where dj is thedesired output of the net and Zj the actual output. 
By presenting a neural net with a representative range of data exemplifying a func-
tional relationship, the net is thus able to form a generalised internal representation of 
this functional relationship. The trained net can consequently be used to predict 
mapped output from previously unseen inputs, regardless of the complexity of the 
mapping~ 
Artificial neural nets have been applied with notable success to, among others, the 
modelling of mineral and chemical processes, process control, fault diagnosis, as well as 
to classification problems of various types [9-11]. 
3. Modelling methodology 
The modelling methodology is similar to the approaches followed by Psichogios and 
Ungar [12J and Reuter and Bernhard [3]. Consider the dynamic system represented by 
Eqs_ (9) and (10) 
dx/dt = <l>(x, u,p) 
p = 4> (x, u) 
(9) 
(10) 
where x denotes the state vector of the system, U the control and p a vector of process 
parameters_ The functional relationship between p and the state alld control variables 
x and U is often difficult to derive from first principles_ especially with rega rd to complex 
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processes such as the kinetics of thermal decomposition. Despite the difficulty in 
relating the process parameters to the state and control variables, knowledge of these 
parameters under a wide range of operating conditions is crucial to the efficient reactor 
design and operation. The neural net can either be used to represent the functional 
relationship 4J(x,u,p) or else available knowledge of this relationship can be retained 
by using a neural net to represent p = 4J(x, u). This approach allows the modelling of 
complex processes without having to identify constituent or multiple reaction mechan-
isms. The technique is discussed in more detail by means of examples below. 
3.1. Example 1: Decomposition of phenol on activated carbon [13] 
In the first example, the use of a neural net to represent the non-isothermal 
decomposition of phenol adsorbed on activated carbon is illustrated. This process has 
previously been modelled by van Deventer and Camby [13J by means of a two-stage 
kinetic model. The phenol (A) first decomposes irreversibly into a non-volatile frag-
ment (B) and a volatile fragment (C). This decompositon step can be written as 
A(ads) --? b B(ads) + cC(ads) 
C(ads) --? C(g) 
( 11 ) 
(12) 
The total amount of phenol (q) adsorbed at any time is q = qA + qB' provided that the 
second reaction (Eq. (12)) is rapid compared to the first (Eq. (11)). 
The decomposition reaction is assumed to be first order 
(13) 
with q~ being the initial mass of adsorbed intermediate product per unit mass of initial 
virgin carbon. The reaction constant kA is, moreover, assumed to follow an Arrhenius 
relationship, i.e. 
(14) 
At a higher temperature, the intermediate product (B) decomposes into cracked 
products C that desorb easily, as well as an adsorbed char residue (R) 
b B(ads) --? r R(ads) + c'C (ads) 
C(ads) --? C(g) 
The kinetics of the decomposition of (B) can similarly be expressed as 
- d(q - q~)/dt = ka(q - q~) 
with ka also following an Arrhenius relationship of the form 
kB = k~ exp( - Ea/Ro T) 
(15) 
( 16) 
( 17) 
( 18) 
Instead of further refinement of the model as discussed by van Deventer and Camby 
[13J, a neural net can be used to model the kinetics of the decomposition process by 
considering the ratio of the total mass of adsorbate per unit mass of initial virgin carbon 
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to the initial mass of adsorbed phenol per unit mass of initial virgin carbon (q /q1) as 
a function of the initial loading (q~) and the time t, i.e. q/q~ = fNN(q~, t). 
3.1.1 . Neural net model of decomposition kinetics 
By using a simple back-propagation neural net, the relationship q /q1 = f(q~, T) 
could be represented without the need for explicit knowledge of the function f NN . The 
net consisted of an input layer with two nodes (one for each input variable), a hidden 
layer with three sigmoidal nodes and a single node sigmoidal output layer (for the 
response variable (q/q~), similar to the net shown in Fig. 1. 
The experimental data were divided into a training and a test set, each comprised of 
exemplars of the form {q~, tlq/q~}. The net was subsequently trained by repeatedly 
presenting it with the data in the training set, until the root-mean-square (RMS) error 
between the predicted q/q1 values and the experimental q /q~ values was minimised, as 
shown in Fig. 3 and explained previously. 
After con vergence, the performance of the net was evaluated against the exem pl a rs in 
the test set to ensure that the net had generalised the underlying trends in the data 
(instead of learning the data themselves). The results for activated carbon with an initial 
loading of 82.5 mg (g phenol) - 1 are shown in Fig. 4. These results are typical for other 
phenol loadings as well, and as can be seen from this figure, the net was able to form an 
accurate representation of the kinetics of the process, with an average absolute error of 
less than 0.3% . 
3.2. Example 2: Calcination of limestone 
The calcination of limestone has been studied extensively, due to its importance in 
industrial processes and pollution control. The reaction (Eq. (19)) involves the en-
0.15,----------------------------------------------, 
CJ) 
~ 
0: 0.12 
.... 
o 
.... 
.... 
: 0.09 
.... 
eo 
:::J 
C'" 
(J) 
C 
eo 
Q.) 
0.06 
E 
.... 0.03 
o 
o 
0: 
. . .. ... .. ... .... :. . . ...... _. - . .. .. : . . .. . ...... - - . .. : ..... _ .... . . . . - -
· . . 
· . . 
• ••• • • • r' _ • • •• •• • • • ••••• r " - -., _ •• • • • _ • •• 1····· _ ... . ..... -
· . 
.. ...... ...... . . :. - - ... ... . - ..... ; . .. . _ .... .. . . . - _.: . . .. . . _ . . . . ... - -
O~----~----~----~~----r-----~----.-----~----~ 
o 1 2 3 4 
Iterations (thousands) 
Fig. 3. Root mean sq uare (RMS) error in o utput of neural net during training (Example I). 
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Fig. 4. Neural net model or decomposition or phenol on acti va ted carbo n. 
dothermic decomposition of solid calcium carbonate into solid calcium oxide and 
carbon dioxide gas [14J 
CaC03 (s) -+ CaO(s) + cO 2 (g) (19) 
The calcination reaction depends on the reaction temperature, the size, shape and pore 
structure of the calcium carbonate particles, the background pressure of the carbon 
dioxide, the presence of impurities in the calcium carbonate, etc. [15]. 
The process kinetics are represented by 
-d[CaC03 J/dt = f([CaC0 3 J, T, d) (20) 
where [CaC03 J denotes the concentration of the calcium carbonate at time t, T the 
temperature at which the reaction is taking place, and d the average particle size of the 
calcium carbonate. The functional relationship between the rate of decomposition of 
the calcium carbonate and the process conditions was modelled by a sigmoidal 
back-propagation neural net with one hidden layer. The input layer consisted of three 
nodes (one each for the calcium carbonate concentration [CaC03 J, the temperature 
T and the average particle size d, while the output layer of the net had a single node 
corresponding to the decomposition rate of the solid (-d[CaC03 J/dt), 
The training and test sets of exemplars were constructed from laboratory data 
obtained in experiments with six different particle sizes, namely 3.5-4.0, 4.0-5.6, 
5,6-6.7, 6.7-11.2, 11.2-16.0 and 16.0-25.0 mm, at three different temperatures, 1000, 
1100 and 1200°C. The training set consisted of 400 exemplars, while the test set 
consisted of 100 exemplars. The net converged rapidly (within 120000-15000 iter-
ations, as shown by the solid lines in Fig. 5) and predicted the test data with an average 
absolute error of less than 8%, as shown by the solid lines in Fig. 6. 
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Instead of using a neural net to model the calcination process in toto, the net can be 
used to model the dependency of the kinetics on the calcium carbonate concentration 
and particle size, while an Arrhenius rela tionship can be used to model the effect of 
temperature, that is 
(21 ) 
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The net had the same structure as those used previously, except that it had an input 
layer with two nodes (one each for the calcium carbonate concentration [CaC0 3J and 
the average particle size d). During training the net converged fairly rapidly (within 
15000 iterations), as indicated by the broken lines in Fig. 5 and was capable offorming 
an accurate (average absolute error of less than 10%) internal representation of the 
relationship fNN([CaC0 3 J, d), as shown by the broken lines in Fig. 6. 
3.3. Example 3: Kinetics of the thermal regeneration of spent 
activated carbon [16] 
Van Deventer and Camby studied the regeneration of activated carbon from a gold 
adsorption plant, as well as carbon loaded with phenol in a steam-nitrogen atmos-
phere in a ftuidised bed. They derived a kinetic model for the mass loss of the loaded 
carbon M, as a function of time t and temperature T. As before, this relationship can be 
modelled in full by a neural net, that is M = fNN(r , T). A si mple back-propagation 
neural net with a hidden layer containing three sigmoidal process units was trained on 
experimental data representing the process at temperatures below SOO°c. These results 
are shown as solid lines in Fig. 7. The net was subsequently used to extrapolate the 
experimental data at 900°C, the results of which are shown as dotted lines in Fig. 7. As 
can be seen from this figure, the net was not able to extrapolate the process kinetics at 
900°C very accurately (the average absolute error was lS.09%, compared to an average 
absolute error of 5.93% for the solid-line curves). 
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Fig. 7. Neural net (NN) model of the regeneration of activated carbon loaded with phenol. Broken lines 
indicate experimental data (EXP), solid lines indicate the prediction of the neural net (NN) in process regions 
represented by its training data base, and dotted lines (NNX) indicate prediction in process regions not 
represented by it s training data base. Figures in square brackets denote average absol ute percentage errors . 
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A hybrid model was subsequently constructed. This model consisted of a simple net 
with one input node, a three-node sigmoidal hidden layer and a single output node, 
combined with an Arrhenius-type equation to model the effect of temperature. The net 
was trained to represent the relationship between the mass loss M and time t at 
a temperature of 500°C only, while the temperature was modelled explicitly. The results 
of this model are shown in Fig. 8. The net was able to predict the experimental data at 
500°C accurately (with an average absolute error of 4.10%). The ability of the net to 
predict the data at other temperatures was hampered somewhat by inaccuracies in the 
explicit temperature relationship, but it was nonetheless capable of good all-round 
performance, as shown in Fig. 8. The net could predict the data at 900°C with an 
average absolute error of less than 11.4% compared to the 18.09% of the previous 
neural net model. While the performance of the hybrid net should not deteriorate 
significantly at higher temperatures, that of the larger net M = fNN(t, T) can be 
expected to deteriorate dramatically. 
4. Conclusions 
The examples discussed in this paper merely serve as case studies to elucidate the use 
of neural nets to model the kinetics of decomposition and other similar processes. In 
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principle these techniques can be applied to numerous other types of mass transfer 
processes, as long as sufficient data are available to describe these phenomena. 
The sufficiency of the data depends on the complexity of the process, i.e. the dimen-
sionality of the input space, as well as on the degree of interaction between the input 
variables. 
The hybrid neural net method is a general approach which eliminates the need for the 
development of complicated fundamental models. An advantage of this approach is 
that the net already contains a partial model of the process, so that relatively few data 
are required to model the process parameters of the system. The hybrid modelling 
technique is based on the assumption that the partial model is reasonably accurate. If 
that is not the case, or if the partial model contains a large number of complex 
parameters, the hybrid net may not afford a significant advantage over the use of 
standard neural net methods. 
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Modelling of Induced Aeration in Turbine Aerators by Use of ~ l 
Radial Basis Function Neural Networks ' 
C. A1.J)RICH- and J. S. J. van DEVENTER 
Department of Chemical Engineering, University of StelIenbosch, StelIenbosch, 7599 Republic of South Africa 
Gas induction in agitated vessels with turbine impellers can be modelled accur.ud.y by means of radial basis function 
nrural nets. The results obtained with the radial basis nrural net wm: significantly better than those obtained by multivariate 
regression models or standard back propagation neural nets. Moreover, by using the radial basis function neural net 
model, it was possible to conduct a sensitivity analysis of the variables affecting aeration. Increased medium density 
showed a strong adverse effect, while variation of the viscosity can cause an increase or a decrease in the rate of aeration, 
depending on the prevailing process conditions. 
L'induction de gaz dans des reservoirs agit6 avec des turbines peut We modelis6= avec pr6cision au moyen de rCseaux 
neuronauJ( a fonction de base radiale. Les resultats obtenus avec Ie r6eau neuronal de base radiale sont significative-
ment meilleurs que ceUJ( obtenus au moyen des modeles de regression multivaries OIl par les reseaux neuronaux a 
reu-opropagation standards. En outre, grace au modele de rCseau neuronal 11 fonction de base radiale, il a ete possible 
de mener une analyse de sensibilite des variables qui influent sur l'aeration. On note un fort effet adverse quand la 
densite du milieu augmente, landis que la variation de la viscosite peut entrainer une augmentation ou une diminution 
de la vitcsse d ' aeration, selon les conditions de proc&1e qui s'appliquenl. 
Keywords: induced aeration, neural nets, gas induction, connectionist modelling. 
I nduced aeration is a convenient way to contact gases and liquids in fennentation processes, bioleaching of minerals 
and the treatment of waste water, for example , and has been 
the subject of various investigations over the past few decades 
(Gianetto and Silveston, 1986). Despite its importance as a 
fundannental operation in the chemical industry, very little 
attention has been paid to the modelling of gas induction in 
fluids, mainly owing to the complexity of the process. 
Based on fundannental fluid mechanics, the static pressure 
at any point on a stationary impeller equals the static head 
of liquid above it, plus the pressure in the gas space above 
the liquid. When the impeller rotates, Bernoulli's equation 
holds at the surface of the impeller, i.e. for an ideal 
frictionless fluid 
de/2PV2) + d(P) = 0 . .. . ... ... . .... . . . . . . . .. (I) 
where the fluid velocity (v) depends on the location of the 
point on the rotating impeller. As a result, the fluid pressure 
(P) at any point on the impeller decreases. The extent of this 
decrease depends on the deviation of liquid flow from ideal 
behaviour and the location of the point under consideration. 
At a certain impeller speed the pressure becomes zero (the 
critical point) and when this reduced pressure region is 
connected to the gas space above the liquid, aeration oceurs. 
Although this approach to explain the mechanism of 
induced aeration is fundamental, it is of little value for 
predictive modelling, since the pressure distribution in the 
agitated vessel is generally unknown. Even so, a few attempts 
have been made to model induced aeration on an empirical 
basis. White and De Villiers (1977) for example, investigated 
the aeration of tap water and aqueous solutions of glycerine, 
and proposed correlations (Equations (2) and (3)) to predict 
the onset of aeration and the rate of aeration beyond the 
critical point. That is 
Frc = N/d2lghR = 0.230 ± 0.022 .... .. .... . . . (2) 
• Author to whom all correspondence should be addressed. 
where hR = tJpl pg is a modified impeller immersion depth, 
Frc is the critical Froude number, Nc the critical impeller 
speed, d the diameter of the impeller and g the gravitational 
acceleration, and 
Ae = QINd3 = k(hld)°'\Fr - Frc)n . .. .... . . ... (3) 
where Q is the rate of induced aeration, N the impeller 
speed (N > Nc), and h the immersion depth of the impeller. 
The parameters k and n depend on the gas holdup in the 
vessel, with k ranging from 0.0231 (for no gas holdup) to 
O.W77 (for extensive gas holdup). The exponent n respec-
tively ranged from 1.84 to 2.33 under similar conditions. 
Saw ant et aI. (1981) investigated the onset of aeration in 
water and aqueous polyethylene glycol solutions in Denver-
type agitators and correlated their experimental data with 
Frc = (0.21 ± O.04)(}.J JLw)o.lI •... . ......... • .. (4) 
wltich predicts a slight decrease in the onset of aeration with 
an increase in the viscosity (p.) of the fluid. Also in Denver-
type macltines, Sawant et aI. (1981) correlated the rate of 
induced aeration (Q) with the impeller speed (N), the critical 
impeller speed (Nc), as well as the diameter of the impeller 
(d), i.e. 
Q = 0.0021(N2 - N/)o.7Sd3 •• • ••••• • ••••• • ••• (5) 
These correlations have been obtained from experimental 
data pertaining to narrow ranges of operating conditions ~ 
do not account adequately for the effect of fluid ViSCOSity 
or density, which can have a considerable impact on aeration 
conditions (Aldrich and Van Deventer, 1994). 
In th.is paper, the use of radial basis function neural n~ 
to model gas induction in nubine aerators is proposed. This 
approach does not require any assumptions with regard to 
the relationsltip between induced aeration or the factors that 
influence it, and is shown to provide a more a~te 
representation of the process than traditional regression 
techniques . 
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Experimental data 
The experimental setup is shown diagrammatically in 
Figure I. The apparatus consisted of a cylindrical Perspex 
vessel with an inner diameter of 190 mm and a capacity of 
6litres. The inside of the vessel was lined with four evenly-
spaced baffles, each of which protruded 19 mm into the 
vesseL Each of the baffles had a thickness of approximately 
20 nun. The elevation of the vessel (i.e. the depth of 
submersion of the impeller) could be controlled accurately 
by a small scissors jade underneath the vesseL The height 
of the liquid in the vessel was kept constant at 200 nun. 
A variable speed motor (0-1400 rpm) was used with two 
separate turbine impellers, each of which was provided with 
draft tubes with inner diameters of74 mm (S80) and 94 mm 
(SIOO), as shown in Figure 2. As indicated in this figure, 
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Figure 3 - Geometry of impeller.; T6 and TI2 (measurements in 
millimetres). 
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Figure 4 - Design of aeration assembly (measurements in 
millimetres) . 
each of the draft tubes was also furnished with 16 evenly-
spaced rectangular slots to allow for better aeration. The slots 
were 4 mm wide and 64 mm in length. The rotation speed 
of the impellers was measured with a hand-held tachometer, 
and the measurements verified by means of a stroboscope. 
Two impellers were used, viz. a six-bladed Rushton (T6) 
and a twelve-bIaded (T12) turbine impeller. The geometry 
of the impellers is shown in Figure 3. The low pressure field 
generated by the rotation of the impeller blades in the liquid 
induced the flow of air through a sealed unit on top of the 
draft tube, as shown in Figure 4. The rate at which gas was 
induced into the bulle liquid was measured by a rotameter 
connected to the air inlet. 
Experiments were conducted with tap water and aqueous 
solutions of brine, ethanol and sucrose, as shown in Table 1, 
and cover a wide range of rheological properties. Additional 
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TABLE I 
Physical Properties of Aerated Liquids. 
Liquid 
Tap water 
25 % w/w Brine solution 
5% w/w Aqueous isopropanol solution 
7% w/w Aqueous sucrose solution 
25% w/w Aqueous sucrose solution 
35 % w/w Aqueous sucrose solution 
40% w/w Aqueous sucrose solution 
49% w/w Aqueous sucrose solution 
55% w/w Aqueous sucrose solution 
63 % w/w Aqueous sucrose solution 
95 % w/w Aqueous ethanol solution 
data were generated by heating tap water and a 60% aqueous 
sucrose solution, which resulted in a wide variation in the 
viscosity of these liquids without appreciable change's in other 
properties, such as density or surface tension. Once heated, 
the fluids were aerated and the rate of induced aeration of 
the fluid, as well as the temperature of the fluid were 
measured simultaneously . Temperature measurements were 
conducted with a themlo meter located approx.imately 20 mm 
from the slots in the draft tubes . Experiments without the 
thermometer have shown that the presence of the ther-
mometer had a negl igible inf1uence on the rate of gas 
induction . During rotametric measurcment of the gas 
induction rate. the tcmperature did not change by more than 
approximately 2°C. Varia tions in the observed rates of gas 
induction were less than 8 % . The viscosities of the aqueous 
sucrose solutions were obtained from Lide (l992) and Perry 
and Chilton (1973), and surface tension data were obtained 
from Lide (1992). All densities were measured hydrometric-
ally. The data are summarized in Tables 2 and 3. 
Empirical correlations 
CRITICAL AERATION 
The radial bias function net was also compared with a 
multivariate regression model, which was fined locally to 
the two different impeller types. 
Frc = 0 .075(p.lJL,.)o.tO\hld)°·938 . ... . .. •.. • .. . .. (6) 
for the six-bladed impeller (T6), and 
Frc = 0 . 130{jLI/Lw)o.t03(hld)°·57o ... ... .. ...... . . (7) 
for the twelve-bladed impeller. The multivariate regression 
model could predict critical Froude numbers with an average 
absolute error of approximately 8% . An attempt to unify 
these equations resulted in a significant increase in the error 
of prediction. 
RATE OF INDUCED AERATION 
A multivariate regression model (Equation (8)) of similar 
form was used to predict the rate of induced aeration under 
various conditions. The model is an expanded version of the 
models proposed by White and De Villiers (1977) and Sawant 
etal . (1981). 
lie = C(Fr-Frct' eo.,(Fr-Fr)(plpw)o, e4 ,(pIP.J 
(jL1 /Lw)o, ea.VJ~w)(TId)o, e(TId))e",(TIt!) . . ....... . (8) 
997 
1190 
980 
1026 
1100 
1136 
1176 
1217 
1270 
1304 
803 
!'(mPa·s) 
I 
2.2 
1.90 
1.30 
2.6 
4. 10 
6.48 
16.0 
38.7 
60 
1.38 
a(mN/m) 
73 
81 
37 
73 
74 
75 
75 
76 
76 
77 
28 
TABLE 2 
Properties of Tap Water at Different Temperarurcs. 
T (OC] !' (mPa · s) p (\cg/mJ) a (mN/m) 
80 0 .35 972 63 
70 0.40 977 64 
65 0.43 980 65 
60 0.47 983 66 
55 0 .50 986 67 
50 0 .55 990 68 
40 0.65 995 70 
18 1.05 998 73 
TABU, 3 
Propen ies of Aqueous Sucrose Solution (60% mass) at Different 
Temperatures . 
T ( OC ] I' (mPa ·s ) p (kg/ml) o [mN/m] 
90 4.17 1246 70 
85 4.75 1249 71 
80 5.42 1252 72 
70 7.1 8 1258 72 
60 9 .87 1265 73 
55 11.7 1267 73 
50 14.0 1271 74 
45 17.0 1273 75 
40 21.0 1276 75 
35 26.0 1279 76 
30 43 .0 1281 76 
18 63 .0 1287 77 
with at = 0.616, a2 = 0.178, a) = 0.735, a4 = 0.501, 
a5 = 0 . 129 , ~ = 0.268, a7 = 0.268, a8 = 0.302, and C 
= 45.39. 
Since the model represented by Equation (8) is based on 
a considerably wider range of experimental data than either 
the models of White and De Villiers (1977) or Sawant et al. 
(1981), it could predict the experimental data with an overall 
absolute average error of approximately 28%, whereas the 
models of White and De Villiers (1977) and Sawant et al. 
(1981) yielded useful results over narrow ranges of co~ 
only. The model of White and De Villiers (1977) is only valid 
for aeration in water and yields results similar to those 
obtained with Equation (8). Moreover, White and De v~ers 
(1977) conducted experiments with aqueous glycol soluoons 
with viscosities ranging from approximately 1-9 mPa . s and 
concluded that an increase in viscosity resulted in an ~ 
in the rate of induced aeration. Experiments with the fl~ds 
indicated in Table 3 for example do not support this claun· 
Sawant et al. (1981) investigated aqueous polyethylene 
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glycol solutions with viscosities ranging from approximately 
0.8 to 80 mPa· s. Contrary to the observations of White and 
De Villiers (1977), for example, they concluded that viscosity 
had a mildly s~~pressive effect on the ~te of gas induction 
(with Q 0:: fL . (2) . However, they failed to explam the 
effect of a simultaneous increase in the density of the more 
viscous solutions . 
Connectionist modelling of gas induction 
Conventional nonlinear regression techniques require an 
a priori model, with the subsequent statistical determination 
of some undertermined parameters, or the statistical deter-
mination of the parameters in a general regression equation, 
typically of a polynomial form. This approach usually reduces 
the problem to the estimation of a small number of parameters, 
which are simple to analyze and may contribute directly to 
a better understanding of the behaviour of the system. 
Unfortunately the specified form of the model may fail to 
capture the essential characteristics of the process, especially 
as far as complex systems such as induced aeration in agitated 
vessels are concerned . In this case non-parametric model-
ling techniques, such as multivariate adaptive regression 
splines (Friedman, 1991) and artificial neural ncrworks afford 
a significant advantage over parametric methods . 
Of these techniques, the use of art ificial neural nels has 
recently become popular in chemical engineering , not only 
due to the ability of neural nets to form accurate representa-
tions of complex relationships. hut also due to their capacity 
for pardllcl computat ion and on-line applications. In this 
invcstigation r.!dial basis function neural networks (Leonard 
and Kramer, 1991) were used to model induced aeration in 
agitated vessels. These networks train faster than back 
propagation neurdl nets (which are r.!pidly becoming standard 
tools for non-linear models), and are sometimes less prone 
to entrapment in local minima (Leonard et al . , 1992) . 
Moreover, the internal representation of a radial basis 
function neurdl net lends itself to a more natural interpreta-
tion than the hidden layer(s} of a back propagation neural net. 
CRITICAL AERATION 
For the purpose of modelling, it is convenient to express 
critical conditions in terms of the dimensionless critical 
Froude number (Frc = N/d2/gh) . Based on the system 
represented by Equation (I), the specific geometry of the 
contacting equipment cannot be expected to be particularly 
important ~ far as critical conditions are concerned. The 
reason for this is that the onset of aeration is largely deter-
mined by the minimum pressure in the vessel and not the 
average pressure in the flow region. This minimum point 
is invariably located on, or in the immediate vicinity of the 
impeller blade tip, hence the importance of the impeller 
diameter (d). In addition to the impeUer diameter, the critical 
Froude number was also found to be dependent on the 
submersion depth of the impeller (h) and the viscosity of the 
liquid (p.), i.e. Frc = Ji(h,d,J.L}. These observations are more 
general than those of White and De Villiers (1977) (see 
Equation (2» and those of Sawant et al . (1981), according 
to Equation (4) . 
Exemplars 
In order to train the neural net to form internal represen-
tations of the function Frc = il(h,d,fL), exemplars of the 
h 
d 
Inputs 
~ ~,adiar basis deS (g ) 
: w ©-u Frc 
. ff Output 
~/~~ 
~ BIAS 
Figure 5 - Radial basis funclion neural net model of critical 
aeration. 
form [h,d,fL JFrcl were compiled from the experimental data. 
Surface tension and density were not included in these 
exemplars, since a preliminary analysis of the experimental 
data showed that these variables had a negligible effect on 
critical condit ions. 
A total of 70 exemplars was derived from the experimental 
data . This set of exemplars was subsequently randomized 
and subdivided to form seven training and seven test sets . 
Training sets consisted of 60 vectors each and test sets of 
10 vectors. The net was trained on one training set at a time 
and then tested on thc ci;.lta not included in thc training set. 
After cvaluating thc performance of the net on a given set 
of test data, ule net was reinilialized and trained and tested 
on a different pair of training and test sets, until testing on 
all the data sets had been completed. 
Sirucrure 
The radial basis function neural net consisted of an input 
layer, a hidden (pattern) layer, as well as an output layer, 
as shown in Figure 5. The three input nodes (one for each 
input variable) merely distributed the input values to the 
hidden nodes (one for each exemplar in the training set) and 
were not weighted. The hidden nodes used radial basis 
transfer functions, which were nonmonotonic (in contrast to 
the monotonic sigmoidal transfer functions used in back 
propagation neural nets, for example) . These transfer 
functions are similar to Gaussian density functions . 
where Xj = lxI, X2, . . xMl< is the j'th input vector of dimension 
M presented to the net, Zi./Xj,ai,{3j) is the activation of the 
i'th node in the hidden layer in response to the j'th input 
vector Xj' M + 1 parameters are associated with each node, 
viz. ai = [ab a2, . .. aMk, as well as {3j a distance scaling 
parameter which detennines the distance in the input space 
over which the node will have a significant influence. The 
parameters aj and {3j function in much the same way as the 
mean and standard deviation in a normal distribution. The 
closer the input vector to the pattern of a hidden unit"{i.e. 
the smaller the distance between these vectors}, the stronger 
the activity of the unit. The hidden layer can thus be consi-
dered to be a density function for the input space and can 
be used to derive a measure of the probability that a new 
input vector is part of the same distribution as the training 
vectors (Leonard et aI., 1992). Note that the training of the 
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Figure 6 - Comparison of radial basis function neural oct (RBFNN) 
with multivariate regression (REG) (Equations (6) and (7» and baclc 
propagation neural net (BPNN) models (average absolute percentage 
errors shown in parentheses) . 
pattern units is unsupervised , i .e. the pattern layer represen-
tation is constructed solely by se1f-organization. 
Once the self-organizing phase of training is complete, the 
output layer can be tra ined usi ng standard least mean square 
error techniques. The connections between the radial basis 
units and the output (summation) node are weighted. The 
ou tput of the net is consequently given by 
Frc = EWj·zj ...... . . ....... . ...... . .. . . . .. ( 10) 
Training and evaluation 
A standard k-means clustering algorithm was used to 
determine the aj vectors of the hidden layer, while a nearest 
neighbour heuristic was used to determine the distance scaling 
parameters {3j (i = I, 2 , .. M) . 
Since the network has only one layer of weights and the 
output node is a simple summation unit, training can be 
accomplished by linear regression techniques which minimize 
the squared norm of the residuals 
min. II t - wg 112 ..... ... . _ . _ • .•.. . . . .. . _ .. (11) 
where t is the matrix of training example targets, Z the matrix 
of transformed training example inputs and w the weight 
matrix of the second layer of the net. The weight matrix can 
be solved by using the pseudo-inverse of z, i.e. 
w =tzT (ZZT) -I .. ... .. .. ... _ ... .... . . . _ . _ . .. (12) 
After convergence (typically less than approximately 
10,000 iterations) the trained net was presented with the input 
variables in the test set and the outputs of the net were 
compared with the actual ouputs. The results are shown in 
Figure 6 . The net was capable of predicting the critical 
Froude numbers (Frc) with an average absolute error of 
approximately 7%. These results were superior to those 
obtained with other modeUing techniques, as shown in 
Figure 6 . The best results that could be obtained with a 
sigmoidal back propagation neural net (Lippmann, 1987), 
for example, was an average absolute error of 11.6%. The 
back propagation neural net consisted of a 3-node input 
Figure 7 - Radial basis function neural net model of induced 
aeralion. 
layer, a 5-node hidden layer and a single output layer, which 
were all fully connected. 
RATE OF INDUCED AERA nON 
The rate of induced aeration can be expressed in terms of 
a dimensionless aeration number (Ae = QINd3) , which is 
a function of the modified Froude number (Fr-Frc), the 
density and viscosity of the fluid, as well as the geometry 
of the agitated vessel. 
In order to train the neural net to form internal represen-
tations of the function Ae = h(Fr-Frc, p, JL, TId), exemplars 
of the forn1!Fr-Frc, p , JL, TId I Ae l were compiled from the 
experimental data . The ratio of the diameter of the draft tube 
(7) enclosing most of the impeller, to the impeller diameter 
(d) characterizes the geometrical constraints to which the 
pressure field in the flow region surrounding the impeUer 
is subjected . In contrast to critical aeration, the influence of 
this confinement cannot be neglected, since the rate of 
induced aeration probably depends on the pressure field as 
a whole, and not just the minimum pressure in the flow 
region . Density and viscosity can likewise be expected to 
have a significant influence on this pressure field. 
A total of 296 exemplars was derived from the experi-
mental data. As before, the set of exemplars was subsequently 
randomized and subdivided to form training and test sets of 
exemplars . The training sets consisted of 260 vectors at a 
time, and test sets of 36 vectors. 
The neural net had the same structure as the net used to 
model critical conditions, except that it had four input nodes, 
instead of three, and a hidden layer comprised of260 nodes 
(one for each exemplar in the training set as explained 
previously), instead of 60, as shown in Figure 7. 
The same training procedure as with the previous net was 
followed, and after convergence of the net, it was evaluated 
against the sets of test data. A summary of the results is 
shown in Figure 8. The net was able to predict the aeration 
numbers in the test set with an average absolute error of less 
than 14 %, compared to the regression model which could 
predict the data with an average absolute error of more than 
28% . 
The fit of the neural net model over various regions of 
the experimental data is illustrated in Figures 9-11 and 13. 
The experimental data in Figure 9 show the decrease in the 
rate of induced aeration with an increase in density. The dati 
in Figures 10-12 illustrate the complex influence of viscoSitY 
on gas induction. At relatively low viscosities, such as th<JSe 
in Figure 10, an increase in viscosity leads to an jncreaSC 
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in the rate of induced aeration. At higher viscosities, such 
as shown in Figure II and 12, an increase in the viscosity 
of the medium results in a decrease in the rate of aeration. 
The phenomenon can be understood by considering the 
extreme cases of an ideal (frictionless , zero-viscosity) fluid 
and a highly viscous fluid . In the ideal fluid the induction 
of air is impossible, since the low pressure zones in the fluid 
are confined to the boundaries of the impeller and are not 
transmined to the atmosphere above the fluid . A gradual 
increase in the viscosity leads to the gradual formation of 
a boundary layer around the impeller. The low pressure zone 
around the rotating impeller is extended through this 
boundary layer and at some point (the critical point) during 
an increase in the viscosity of the fluid , the boundary layer 
will reach the atmosphere above the impeller and induction 
of air or gas will occur. A further increase in the viscosity 
of the fluid will result in larger low pressure zones at the 
fluid-atmosphere interface and thus an increase in the rate 
of gas induction. 
However, at some point viscous damping starts to affect the 
gas induction process adversely. In a very high viscosity fluid 
for example, the low pressure zone is damped completely 
oo,-------,-------------------____ ~ 
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Figure 10 - Effect of relatively low viscosities on induced aeration 
(Tid = 1.75 and p = 1256-1278 kg/m 3). 
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Figure II - Effect of relatively high viscosities on induced aeration 
(Tid = 1.75 and p = 1280-1304 kg/m \ 
prior to reaching the fluid-atmosphere interface, again 
resulting in the absence of gas induction. Thus an increase 
in the viscosity of fluids with relatively high viscosities leads 
to a decrease in the rate of induced aeration. The exact 
turning point depends on the geometry of the vessel. For 
example, it was observed that in vessels equipped with draft 
tubes with relatively narrow slots, the turning point occurs 
at lower viscosities than in vessels equipped with draft tubes 
containing relatively wide slots. Figure 13 portrays the effect 
of the vessel geometry on the rate of induced aeration in terms 
of the ratio of the diameter of the vessel to the diameter of 
the impeller (TId). As is shown in Figure 13, the higher this 
ratio, the higher the rate of induced aeration in the liquid. 
Apart from the regression model (Equation (8)), a standard 
sigmoidal back propagation model was also trained on the 
experimental data. The model (which predicted the 
experimental data with an average absolute error of 35.5 %) 
consisted of an input layer with four nodes (one for each input 
variable), a hidden layer with six nodes , and a single-node 
output layer (for the aeration number) . Although back 
propagation neural nets (Lippmann, 1987) can in principle 
be trained to accurately approximate functions of arbitrary 
complexity , training of these nets does not always result in 
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Figure 13 - Effect of geometry on induced aeration in tap water 
(p = 997 kg/m} and p. = I mPa · s). 
sufficiently generalized representations in practice, especially 
where only relatively few data on complex relationships are 
available (Lippmann, 1987) . Under these circumstances 
radial basis function neural nets could provide a bener 
alternative. 
The solid lines in Figure 9-11 and 13 show that on the 
whole the radial basis function neural net model does not 
deviate substantially from the experimental data in any 
particular region. This is in contrast to the regression model 
(brok.en lines in Figure 9-11 and 13), which clearly contains 
gross inaccuracies in certain regions of the data (see for 
examples Figures 10 and 11) . 
Sensitivity analysis 
By disabling the inputs to the net, it was possible to estimate 
the effects of variables on the critical Froude and aeration 
numbers. In order to obtain as best an estimate of these 
effects as possible, the trained nets were tested on both 
training and test data. For convenience the perfonnance of 
the net can also be expressed in terms of a correlation 
coefficient (R2), which is also widely used in traditional 
TABLE 4 
Effect of Disabling lndividuallndependent Variables on Critic; 
Froude (Frc) and Aeration (A~) Nwnbers. 
Critical Fro<uu numb~r (Frc) 
Variable R2 lmpact~%) 
0 .9955' 0 
d 0.3434 65.51 
h 0.7928 20.36 
p. 0 .7994 19.69 
A~ration numba (A~) 
Variable Rl lmpact~%) 
0.9962' 0 
Fr-Fr, 0.4941 50.40 
TId 0.7020 29 .53 
p. 0.5502 44.n 
p 0.4577 54.05 
statistical regress ion procedures (Walpole and Myers, 1978) 
The results in Table 4 show the effect of disabling individua 
inputs of the trained net on its performance. Disabling th( 
input node associa ted with the impel1er immersion depth h 
resu lted in R2-value of 0 .7928 (equiva lent to a 20.36'.3: 
impact on the perfo nnance of the net, calcula ted as 100-1Q( 
x R2",.....IR\,"u/w = 100-100 x 0 .7928/0 .9955). Likewise. 
disabling of thc second input node, namely the impellel 
diamcter (d) . resulled in an R2-value of 0 .3434 (with aJ 
impact of 65 .51 %) . 
From these results it is clear that as far as critical aeratior 
is concerned, the impelle r diameter (d) had the gre.ates 
effect. The viscos ity and ule impeller immersion depth or 
the other hand , had a lesser but nonetheless significant effee 
on critical conditions. 
A similar analysis of !,he neural net model of induce( 
aeration shows that the modified Froude number (Fr-Frc), 
the density (P) and the viscosity (P) of the fluid all had at 
almost equally important effect on the rate of induce( 
aeration. In the range of experimental conditions investigated, 
the geometry of the agitated vessels (TId) had a less important 
effect than the rheological variables on gas induction . 
VISCOSITY 
Although the effect of viscosity on the onset of aeration 
is slight, its net effect becomes significant at viscosities 
appreciably higher than that of water. For example, an 
increase in the viscosity of the fluid from approximately 
1 mPa · s to 60 mPa . s resulted in an increase in the critical 
Froude number of approx.imately 57% . 
The effect of viscosity .on induced aeration beyond the 
critical point is complex. Although not clear from an analysis 
of the model over the entire data set (as shown in Table 4), 
which only reflects the aggregate effect of the variables, it 
can be seen from Figures 10 and 11 tha1 depending on process 
conditions, an increase in the viscosity can result in an 
increase (Figure 10) or a decrease (Figure 11) in the rate 
of induced aeration. This effect is also illustrated in 
Figure 12 , where the rate of induced aeration is plotted as 
a function of viscosity for various impeller speeds for the 
T6 configuration. An increase in the viscosity from approxi-
mately 5 mPa · s initially results in an increase in the rate 
of induced aeration. However, an increase in viscosity 
beyond the 10-\5 mPa· s range results in a deerease in the 
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Figure 14 - Cascaded neural net model of induced aeration. 
rate of induced aeration that becomes especially marked at 
high viscosities. 
DENSITY 
As mentioned before, density docs not appear to influence 
the onset of aeration, but an increase in the density of the 
fluid leads to a decrease in the ra te of aeration o f the fluid . 
This ean probably be attributed to the greater res istance to 
bubble entrainment exhibited by fluids with higher densities . 
GEOMETRY 
Although not as important as the rheological variables, the 
geometry of the agitated vessels had a no netheless signifi-
cant influence on aeration. Confinement of the vortex around 
the rotating impeller appeared to suppress the rate of induced 
aeration, as can be seen from the data for the various 
geometrical setups in Figure 13 . 
Cascaded neural network model 
Although two separate neural net models were used to 
model critical aeration and the rate of aeration beyond the 
critical point, it is also possible to make use of a cascaded 
system of networks to model induced aeration, as shown in 
Figure 14_ This network system enables an estimate of the 
rate of induced aeration without prior knowledge of the 
critical aeration conditions. The first network in the cascade 
is used to predict the onset of aeration in terms of the critical 
Froude number. The output of this net slJbsequently forms 
part of the input to the second net used to predict the rate 
of induced aeration given certain process conditions. 
The average apsolute error of prediction showed a modest 
increase when the cascaded system of neural networks 
was used, i.e. 18.8% compared to the 13 .9% when the 
experimental Frc values were used. This loss in accuracy is 
not ex~sive considering the advantage of dispensing with 
the need for prior knowledge of critical aeration conditions. 
Conclusions 
• The onset of induced aeration in agitated vessels was 
predicted as a function of the impeller immersion depth 
(h), the impeller diameter (d) and the viscosity of the 
fluid (p.), with an absolute average error of 7.1 % over 
a wide range of rheological conditions by use of radial 
basis function neural net. 
• The rate of induced aeration was likewise predicted by 
a radial basis function neural net as a function of a 
modified Froude number (Fr-Fr J, the fluid density (p) 
and viscosity (p.), as well as a geometrical parameter 
(TId) over a wide range of conditions with an average 
absolute error of 13.9%. This compares fa'/ourably with 
average absolute predictive errors of28.4% and 35.5% 
obtained with a multivariate regression and a standard 
back propagation neural net model, respectively. 
• Despite the implicit nature of the neural net model, it 
can be used as an analytical tool to obtain a quantitative 
assessment of the variables influencing aeration. 
• By making use of a cascaded neural network system, 
the need for explicit knowledge of the critical aeration 
conditions could be eliminated and the rate of induced 
aeration could be estimated with an average absolute 
error of 18.8% (compared to 13 .9% based on the 
experimental data on critical aeration) . 
Nomenclature 
Q i 
Q 
Ao 
A, 
C 
Co 
d 
I, ( .J. /:( . ) 
Fr 
Fr, 
i: 
h 
hR 
k 
t 
T 
y 
w 
X 
X 
= mult ivariate regress ion parameters 
= vector of multivariate regress ion parameters 
= arC<! of orifice in pipe impeller, m' 
= aeration number [Q/Nd ) I 
= paramctcrs 
= el11piri<.:al constant 
imp<.:lIcr d iamctcr, III 
= fun<.:tionaJ relationships in gencral 
= f'roudc number [N 2d 2/gh I 
= critical Froude number [N, 2d2/ghl 
= gravitational acceleration, m/s2 
= impeller submeroion depth. m 
= modified impeller submersion depth [6p/ Pg I 
= parameter 
= parameter 
= impeller speed, s - I 
= critical impeller speed, S-I 
= the decrease in pressure associated with the 
movement of the fluid in the agitated vessel , Pa 
= pressure, Pa 
= ' rate of induced aeration, ml/s 
= correlation coefficient 
= correlation coefficient of model containing all 
independent variables 
= correlation coefficient of model not containing 
full set of independent variables 
= vector of actual or target outputs in exemplars 
= diameter of agitated vessel, m 
= velocity of fluid flow, mis 
= weight matrix of neural net 
= independent variable 
= vector of inputs to a neural net (corresponding 
to set of independent model variables) 
= dependent variable 
= transfer function of neural net node 
= activation of i'th node in j'th hidden layer in 
neural net 
Greek letters 
a 
u 
= vector of transfer function parameters in a radial 
basis function neural net 
= transfer function parameter in i'th node in a 
radial basis function neural net 
= distance scaling parameter in radial basis 
function neural net 
= viscosity, mPa' s 
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/Lw = viscosity of water, mPa· s 
p = density, kg/rn3 
Pw = density of water, kg/m3 
a = swface tension, N/m 
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Abstract 
A methodology is proposed to analyse and model an ill-defined and poorly understood 
leaching process from historical data by artificial neural networks (ANN) and statistical tech-
niques. It was found that the most effective process models were produced by a learning vector 
quantization (LVQ) neural network and a back propagation neural network. Rather than attempt-
ing a quantitative prediction of the performance of the process, the outputs of the process are 
classified as either high or low in order to cope with uncertainty in the data. Moreover, since this 
approach is similar to the way in which plant operators interpret the data, it is anticipated that 
acceptance and implementation of these models on the plant will be facilitated significantly. For 
the case study described in this paper, the LVQ neural net models were able to classify correctly 
the outputs of the process with an accuracy of between 75% and 82%. The LVQ neural net models 
were used to perform sensitivity analyses on the different process variables to determine the 
relative importance of the input variables. The information from the sensitivity analyses, together 
with the statistical means of the input variables for each output class, confirm the relative 
importance of each variable and give an indication of.the effect that a change in the variable will 
have on the process. By applying this method of data analysis and modelling to historical data of 
an ill-defined industrial leaching process, valuable knowledge about the process was obtained, 
which could be used by the plant personnel and operators to improve the control of the process. 
Corresponding author. Present address: Department of Chemical Engineering, University of Melbourne, 
Parkville, Vic. 3052, Australia. E-mail: jsj.van_deventer@chemeng.unimelb.edu.au 
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1. Introduction 
The ill-defined nature of many of the chemical and metallurgical processes in 
industry necessitates the quest for new modelling techniques to extract the features of 
processes which are poorly understood from a fundamental point of view. Most 
chemical and metallurgical plants have a large databank of historical process data which 
could be used effectively to develop a process model and to extract process trends. 
From experience, plant operators are skilled in recognising and interpreting real-time 
patterns from process data, as well as relating these patterns to process trends, which 
they can subsequently use to form a mental model of the process. The correct 
interpretation of measured process data is essential for the efficient control of chemical 
processes. In this investigation the selective leaching of base metal sulphides, which is a 
highly complex and poorly understood process, is described. The efficiency of the 
process is determined by the experience and the ability of the operator to interpret and 
diagnose patterns in the available data to make the necessary adjustments to the process. 
As a result, the process is frequently controlled suboptima1\y, due to the lack of a 
fundamentai understanding and the inability of the operator to relate the multi-variable 
process to basic operating procedures. 
The data analysis involves the extraction of features from the historical data and the 
development of an induced model of the process under a wide range of operating 
conditions. In selecting the best approach to resolve these issues, the following engineer-
ing considerations should be taken into account: 
1. Selecting the most relevant features for characterising the outputs and thus reducing 
the 'curse of dimensionality'. The measured variables are often correlated and 
contain a lot of redundant information, and reducing the dimensionality may improve 
system performance. 
2. The learning method should be robust to noise in the measured variables and errors in 
the training data. 
3. A minimum of a pnon assumptions about the process and variables should be 
imposed on the model. 
The aim of this paper is to present a methodology to analyse plant data and to 
develop a model of a process which is highly complex and poorly understood. The 
techniques investigated and applied in the analysis of process data are subsequently 
discussed. These techniques include conventional statistical methods and artificial neural 
networks (ANN), specifically back propagation neural networks (BPNN), self-organis-
ing map (SOM) neural networks and learning vector quantization (L VQ) neural net-
works. This paper also illustrates the practical advantages of classifying process outputs 
for the analysis of an ill-defined and complex process from historical data. Classification 
of the process outputs refers to the division of the output concentrations into classes, for 
example, as either a high or a low concentration. Therefore a robust process model is 
proposed that overcomes the inherent difficulties of the process data. 
The process model together with statistical parameters are used to extract knowledge 
of the process. The relative importance of the different input variables in relation to the 
output variables is determined by means of the process model, and the statistical 
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parameter gives an indication whether an increase or decrease in a variable will have a 
positive or negative effect on the process. 
2. Leaching of base metals: case study 
The leaching section which will be discussed in this case study (Fig. 1) starts with a 
feed stream from the mill to tank 1. From tank I the milled pulp stream is passed 
through a stream splitter into tank 2, where it is diluted with acid solution. From tank 2 
the pulp is passed through a stream splitter into tank 3, where it is again diluted with 
acid solution and from tank 3 the pulp is pumped to a series of pressure leaching vessels. 
Tanks 2 and 3 can also be described as two CSTR's (continuous stirred-tank reactors), 
because of the reactions that occur in these tanks. For this reason tanks 2 and 3 are also 
referred to as the pre-leach section (in the plant it is considered to be mixing or 
repulping tanks). 
The material leached in this process consi sts mainl y of sulphide mineral s (Ni 3S2' 
(u 2S and FeS) and some Ni alloy. The approximate compositions of the material and 
acid solution are shown in Table I. The purpose of the le aching process is to leach Ni 
and Fe while retaining eu cemented in the solid state. Although Ni is the desired 
product, Fe also has to be extracted from the solid phase , because it is an impurity in the 
rest of the process. 
The hydrometallurgical leaching of base metal sulphides has a very complex reaction 
mechanism. This is caused by the interaction between the various base metal elements 
and the base metal sulphides, as well as by the complex nature of the sulphide 
chemistry. Reaction mechanisms have been proposed for slightly different processes by 
several authors [1-3], but no process model has yet been developed for any of these 
processes. 
MATERIAL 
MILL 
DEMIN 
WATER 
LEACHING 
VESSEL #4 
FURTHER LEACHING 
AND REFINING 
TANK 1 
FLOW 
CONmOLLER 
PRESSURE VESSELS 
LEACHING 
VESSEL #3 
I 
I
LEACHING : 
VESSEL #2 : 
.~
ACID SOLUTION 
FLOW 
CONTROLLER TANK 3 
LEACHING 1+---, 
VESSEL #1 
1 OXYGEN 
STEAM 
Fig. 1. Flowshcct of the leaching section of the plant. 
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Table I 
The approximate compositions of the material and acid solution 
Material Acid solution 
-
(%) (gil) 
Nickel 49-51 28-31 -
Copper 27-29 19-22 
Iron 0.3-0.7 004-0.7 
Acid 80-110 
The complexity of effective process control is caused by the poor fundamental 
understanding of the process or the lack of a satisfactory process model (i.e. an 
understanding of the leaching reaction mechanisms and its interactions), as well as the 
fact that the pre-leach section is contro1led manually by the operators. The control of the 
pre-leach section in itself presents a control problem, which has been addressed in the 
development of an off-line computer simulation program for the stabilisation and 
improvement of the efficiency of the process [4]. 
2.1. Principal variables 
Al1 mineral processing plants col1ect and store daily data of the process from day to 
day to evaluate the control performance and to analyse the efficiency of the process. Not 
all the data entered on the logsheets are principal variables that wil1 significantly 
influence the efficiency of the process. On the other hand, some of the principal 
variables are not recorded because of the cost implications (measuring equipment, etc) 
The principal variables to evaluate the efficiency of the process were identified from 
fundamental engineering knowledge and from experience and are: 
1. material composition; 
2. particle size; 
3. pulp densities in tanks 2 and 3; 
4. tank levels in tanks 2 and 3 (which in effect influence the residence times in these 
tanks, depending on the flow rates); 
5. pulp flow rate from tank 3 to leaching vessel no. 1; 
6. acid solution flow rate to leaching vessel no. 1; 
7. acid concentration of acid solution; 
8. pressure in leaching vessel no. 1; 
9. temperature in leaching vessel no. 1; 
10. oxygen flow rate to leaching vessel no. 1; 
11. pH in leaching vessel no. 1; 
12. pH in leaching vessel no. 4; 
13. concentration of Cu in leaching vessel no. I; 
14. concentration of Ni in leaching vessel no. 4; 
15. concentration of Cu in leaching vessel no. 4; 
16. concentration of Fe in leaching vessel no. 4. 
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From these principal variables, (I) the material composition and (2) the particle size 
of the material were omitted in the development of the model, because the material 
composition is analysed per batch received at the plant and the particle size is 
determined per batch being milled while the other data are recorded on an hourly basis. 
Furthermore, the fact that the milling process is not continuous causes the freshly milled 
material to be mixed with the pulp already in tank 1, thus making it impossible to obtain 
a representative material composition and particle size distribution of the material. 
Variables (3)-(6) and (8)-( I 0) are the manipulated variables and (7) is the measured 
disturbance of the process. Variables (11)-(13) can be regarded as secondary measured 
outputs in the process but, for modelling purposes, they are regarded as measured 
disturbances, because no clear knowledge exists that predicts specific output conditions 
(desired outputs are variables (14)-(16)) for certain ranges of variables (1 1)-( 13). 
2.2. InterpretaTion (~r The dow 
The correct interpretation and presentation of the data are important for effective 
analysis. The different aspects of the data that had to be taken into account were: (1) the 
noise present in the data; (2) the residence times of the different units in the section; and 
(3) the compilation of a representative data set of the process. 
2.2.1. Noise in data 
The noise in data is the biggest problem in the effective analysis of plant data, 
because: 
1. the operators do not always record the data entries on the hour; 
2. instrumental errors occur in the plant; 
3. different process assistants (and operators) have different sampling methods; 
4. the analysts occasionally make mistakes; 
5. writing and typing errors were made in the compilation of the process database. 
It is important that the modelling techniques investigated can cope with and over-
come the problem of noisy data. One of the advantages of artificial neural networks is 
their ability to cope with noisy data. 
2.2.2. Residence time 
The section of the process being modelled consists of various units which all have 
different residence times. From the principal variables identified above it is obvious that 
the units that will most affect the development of the model are tanks 2 and 3 and 
leaching vessels nos. 1-4. The approximate residence times in tanks 2 and 3 are 210 
min and 90 min, respectively, and the residence time of the pulp in leaching vessel no. 1 
to leaching vessel no. 4 is approximately 90 min, corresponding with the operating 
conditions employed at the time the databank was developed. These approximate 
residence times cannot be incorporated in the data presentation per se, as the outputs 
have different relationships to the residence times in previous units. As a consequence, a 
method was developed (with the mode!), which will be discussed later, to identify the 
best presentation of the data. 
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2.23. A representative data set 
A representative data set of the process should contain sufficient data entries (data 
vectors) so that all the possible states' of the process are included in the data. The 
databank for this case study has been developed from the hourly logsheet entries for 76 
days (01/01/1992 to 16/04/1992), which constitutes 1824 data vectors. A successful 
model should be able to model the process under all possible operating conditions 
(excluding start-up and shut-down operations). 
3. Modelling techniques 
The modelling and data analysis techniques that have been investigated, are: (J ) 
conventional statistical methods; and (2) artificial neural networks (ANN). 
3.1. Statistical methods 
The conventional statistical modelling technique of multiple linear regression was the 
first attempt at modelling the data. This produced the results shown in Table 2, where 
the R 2 (coefficient of multiple determination) is very low for all three of the desired 
outputs. This can be explained by the fact that no simple linear relation between the 
different inputs and outputs exists, as well as the presence of noise in the data. Table 2 
also shows the comparative R2 values obtained with a refined data set. The refined data 
set was derived by incorporating time delays and time series expansions for some of the 
variables. This improved representation of the data gave a slightly better fit of the 
multiple linear regression modeL 
The mUltiple linear regression technique does not take into account that some inputs 
are more important than others. Therefore, the correlation coefficients [5] were deter-
mined to investigate the linear relation (or degree of linear relation) between the 
different inputs and outputs. The correlation coefficients of the different independent 
variables in relation to the dependent variables were determined according to: 
PXY= 
cov(X,Y) 
Va-x' a- y 
(1) 
where: p = correlation coefficient; cov(X,Y) = covanance of variables X and Y; 
a = standard deviation. 
Table 2 
R2 values of multiple linear regression on the data 
Output Original data (R2) 
Ni 
eu 
Fe 
0.04 
0.22 
0.03 
Refined data (R2) 
0.05 
0.25 
0.13 
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Correlation coefficients 
0.3~--------------------------------------~ 
0.2 
0.1 
-0.2 
_0.3L---------------------------------------~ 
2 3 4 5 6 7 8 9 10 11 12 13 
Variables 
-'--.  ---------···1 
\ONiDcu.Fe 
Variables 
1 - Level tank 2 
2 - Pulp density tank 2 
3 • Level tank 3 
4 • Pulp density tank 3 
5 - Pulp flow rate 
6 - Acid flow rate 
7 • Acid concentration 
8 - Pressure 
9 - Temperature 
10 - Oxygen flow rate 
11 - pH vessel #1 
12 - pH vessel #4 
13 - Cu concentration 
vessel #1 
Fig. 2. Correlation coefficients of the different inrut variabks ill relati on to outputs (Ni, Cu and Fe). 
101 
These correlation coefficients are a relative measure of the aSSOCiatIon between 
variables. For example if p x y = I, X and Yare perfectly positively correlated and the 
possible values of X and Y will all be on a straight line with a positive slope in the 
(X,Y) plane. The results of the correlation coefficients of the three dependent variables 
(outputs) are illustrated in Fig. 2. It can therefore be concluded that there are no strong 
linear correlations between any of the inputs in relation to the outputs. On the other 
hand, the correlation coefficients can give a reasonable indication of what variables can 
be expected to have a strong relation with the different outputs. The correlation 
coefficients of the variables cannot be compared directly with one another, because of 
the possible non-linear relationship of the variables. 
Another statistical parameter that was used to investigate the data was the autocorre-
lation coefficients [6] that express the statistical dependence in the data between 
successive observations with different time lags, k. That is: 
N-j N 
rk = L (x t - Xavg)(Xt+k - Xavg)/L(X t - Xavg)2 (2) 
where r k is the autocorrelation coefficient at lag k, N is the number of observations, x t 
is the observation of variable x at time t and x ave is the average value of the variable x. 
By obtaining the autocorrelation values at time lag I (r I) for the variables (see Table 
3) it is evident that some of the variables have a strong time series dependence, which is 
an important factor that had to be considered in the development of a model. 
3.2. Artificial neural networks (ANN) 
Although non-linear statistical models can be used to analyse the data, these 
approaches can be time-consuming and subsequent analyses were based on the use of 
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Table 3 
Autocorrelation coefficients of the different variables at time lag I (Eq. (2)) 
Variables 
Level in tank 2 
Pulp density in tank 2 
Level in tank 3 
Pulp density in tank 3 
Pulp flow rate 
Acid solution flow rate 
Acid concentration 
Pressure 
Temperature 
Ox ygen flow rate 
pH in vessel no. 1 
pH in vessel no. 4 
Concentration of Cu in vessel no . 4 
Autocorrelation coefficient 
0.80 
0.85 
0.78 
0.91 
0.53 
0.66 
0.94 
0.20 
0.76 
0.57 
0.79 
0.81 
0.69 
artificial neural nets, since these methods allow rapid development of generalised 
representations of data [7]. 
The process engineering applications of artificial neural networks have increased 
dramatically in recent years. Artificial neural network models are essentially data driven 
computing techniques, composed of many non-linear computational elements operating 
in parallel and arranged in patterns reminiscent of biological neural systems. Computa-
tional elements or nodes are connected via weights that are typically adapted during 
training of a data set to improve the perfonnance of the modeL The functioning of 
artificial neural networks has been described in detail in the literature [7- 9] and 
therefore it is not repeated in this paper. 
3.2.1. Back propagation neural networks (BPNN) 
Back propagation neural networks are the most commonly used neural networks in 
the modelling of continuous processes and are described in the literature [10- 17]' It has 
also been shown in the literature that back propagation neural networks are flexible, 
compact systems that are often superior to more traditional modelling techniques such as 
regression [7- 9,12J. 
Standard sigmoidal back propagation neural networks trained by the generalized delta 
rule [8] (a gradient descent technique) were unable to model the continuous outputs of 
the process satisfactorily, as illustrated by the average absolute error for each of the 
output parameters in Table 4. Table 4 also indicates that no significant improvement is 
obtained in the perfonnance of the back propagation neural network models with the 
refined data for predicting the output concentrations as continuous values. However, the 
back propagation neural network models yielded satisfactory classification results (see 
Table 4) when the process outputs were classed into high and low concentrations. 
Slightly better classification results were obtained for the refined data set than for the 
original data set. 
It was suggested by Kramer and Leonard [18] that classifiers based on distance 
metrics, such as nearest neighbour techniques, should be used instead of back propaga-
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Table 4 
The results of the back. propagation neural net models in predicting the continuous valued outputs and the 
classed outputs for the original data and the refined data sets 
Output 
Ni 
Cu 
Fe 
Continuous outputs 
Average absolute error (%) 
Original da ta Refined data 
12.3 11.9 
100.0 100.0 
50.6 44.5 
Classed outputs 
Classification (%) 
Original data Refined data 
76.7 76.3 
78.7 84.1 
74.7 77 .9 
tion neural networks in fau lt diagnosis problems, because of greater reliabili ty when 
training data are not sufficiently represen tative of fu ture cases. These techn iques c lassify 
regions devo id of train ing data accord ing to the closes t tra ining po in t or po in ts, and will 
hence tend to perform signifi cantl y be tter in extrapo lati on. The di stance -based classifie rs 
are able to estimate the relevance of the trai ning data fo r each new case class ified by 
calculating the d istance of th at spec ific exemplar to the c losest tra ining po int. The types 
of neural networks th at employ nearest neighbour techniques are self-organi sing map 
(SOM) and learning vector quantization (L VQ) neural networks. 
3.2.2. Self-organising map (SOM) neural networks 
The_self-organising map neural network typically creates a two-dimensional feature 
map of the input data in such a way that order is preserved. The self-organising map was 
developed by Kohonen and is well documented in the literature [7,9,19]. The self-
organising map network is used to represent conceptionall y the input space as an 
order-preserving two-dimensional feature map, therefore reducing the dimensionality of 
complex input data. A principal difference between self-organising maps and other 
neural networks is that self-organising maps learn without supervision. 
Fig. 3a illustrates that the self-organised mapping for Ni cannot be divided into two 
sharply separated clusters, therefore the centres of gravity for each cluster were 
determined to give a better indication of the location of the clusters. In Fig. 3b it is 
shown that the centres of gravity for the clusters of two classes (high and low for each 
output), are . very close but no distinct grouping of clusters is obtained. This indicates 
that the outputs cannot be represented satisfactorily by a two-dimensional feature map. 
For this reason, another neural network incorporating nearest neighbour (or vector 
matching) technique was investigated: the learning vector quantization (LVQ) neural 
network. 
3.2.3. Learning vector quantization (LVQ) neural networks 
LVQ neural networks have been described in detail in the lit~rature [7,9,20] and only 
a brief overview of their main characteristics is supplied. The LVQ network assigns 
Vectors to different classes [9] and contains an input layer composed of one process 
element for each input parameter, a Kohonen layer that is trained to perform the 
classification and an output layer containing one process element for each cl ass (Fig. 4) . 
Ideally, the structure of the Kohonen laye r is de fined based on a knowledge of the 
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Fig. 3. (a) The self-organising map (SOM) representation of Ni. (b) The high and low output class centres of 
gravity for the self-organising map (SOM) clusters for the output parameters (Ni, Cu and Fe). 
clustering of the data. In the absence of such infonnation ~ this layer has to be 
constructed by trial and error, based on the ability of the L VQ net to classify the outputs 
correctly. 
During training, the distance between the input vector and each process element is 
computed and the nearest process element (the winner) is detennined. If the winning 
process element is in the same class as the tra ining vector it is moved towards the 
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or-2 nodes (classes). 
trammg vector, otherwise it is repulsed. As a result of training, process elements 
assigned to various classes migrate to the reg ions associated with these classes. 
After training, that is, during cl assification, the distance of an input vector to each 
process element is computed and the input vector is assigned to the class of the nearest 
(winning) process element. 
One of the most powerful and commonly used abilities of the LVQ neural network is 
the classification of patterns. The advantage of this network is its ability to organise the 
representation of categories among the input data to correspond to the specific output 
classes (supervised training). Back propagation neural networks, on the other hand, are 
trained to recognise an exemplar pattern via adaptive weight-modification algorithms. 
Both the back propagation and the learning vector quantization neural networks were 
able to obtain satisfactory classification results for the process outputs. It was decided to 
investigate the LVQ neural network technique further, since the processing time for the 
training of the L VQ models is less than for the back propagation neural net models. 
4. Development of process model 
With the LVQ neural network modelling technique identified as the technique which 
will be investigated further, the methodology for obtaining the best simulation model of 
the process with this technique is described. As previously mentioned, the outputs for 
the model were divided into classes, because the operating criteria in a plant are usually 
that the concentration of the desired element should either be above or below a certain 
cone"entration. The classification of the outputs into classes furthermore simplifies the 
Construction of the discriminant surfaces characterising the various classes of operating 
Conditions. This technique also reduces the influence of noisy data to a certain extent, 
and therefore simplifies the class ificati on process (predicting the output class and not an 
exac t value). 
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Fig. 5. TIle frequency distribution of the concentration of Ni in the output. 
In developing an L VQ neural net model with the process data, the following aspects 
had to be determined (in this order): (1) the classification boundaries of the different 
output parameters~ (2) the optimum architecture of the network~ (3) the preliminary 
degree of importance of the input variables~ and (4) the optimum representation of the 
data. 
4.1. Classification boundaries 
The process requirements are the most important consideration in deciding on the 
classification boundaries for the output variables. Therefore, the choice of arbitrary 
values for the classification boundaries is unacceptable, especially with the process 
requirement known for the specific parameters, which is usually specified as a range of 
the desirable output. For example, with the process in question the desirable range for Ni 
is > 100 gil, Cu < 0.6 gil and Fe > 1.0 gil, according to the process engineers. 
A factor that has to be taken into account when choosing a classification boundary, 
especially for cases where the outputs are classified into two classes, is that the process 
output values could have a normal distribution around the boundary point. This could 
make the classification inherently noisy. The only way of reducing these errors (of noisy 
data) made by classifying the outputs into two classes is to determine the frequency 
distribution of the output parameters and to choose the most appropriate boundary point 
while taking the process restrictions into consideration. Figs. 5-7 illustrate the frequency 
distribution of the concentration of Ni, Cu and Fe, respectively. 
The classification boundary for Ni was chosen as 105 gil, as seen on Fig. 5, where 
the requirement by the process engineers are 100 gil, but th is point is very close to the 
highest frequency of the concentration of Ni. With the classification boundary at lOS 
gjl, this point has a lower frequency and therefore the possibility of classifying the 
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Fig. 6. TIle frequency di stribu ti on of the concentration o f Cu in the output. 
output as high when it is actually low, and vice versa, is reduced. This adjustment to the 
specified process requirement could also be motivated by the fact that a higher 
concentration of Ni is more desirable. 
The frequency distribution of the concentration of Cu (Fig. 6) reveals that a boundary 
point for classification of Cu at 1.0 gil is significantly better than at 0.6 gil where the 
frequency distribution is still high, but with the boundary point at 1.0 gil it will be in a 
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Fig. 7. The frequency distribution of the concentration of Fe in the output. 
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4 valley' of lower frequencies. This shift in the concentration will have a negligible effect 
on the process, because of the logarithmic variations in the concentration of Cu. It will 
also have the effect of decreasing the error for the classification of data in the region of 
the classification boundary. Furthermore, this shift of the boundary point could be 
motivated by the fact that the concentration of Cu is generally either below 0.75 gil Or 
above 2.75 gjl, according to the frequency distribution graph (this is also an indication 
of the complex nature of the process reaction. mechanism). 
Obtaining the most appropriate division point for Fe was not as simple as for the 
previous two parameters, because the frequency distribution of Fe has a nearly normal 
distribution (Fig. 7). Subsequently, the division point for the classification of Fe was 
chosen as 1.1 gil (1.0 gil specified by the process) to obtain a more balanced 
distribution of values allocated to be classed in the high and low classes. 
4.2. LVQ neflvork architecture 
The network architecture was determined by trial and error. The optimum architec-
ture for the classification of all three output parameters is an L VQ network with a 
Kohonen layer with 3 nodes per output node. 
4.3. Degree of importance of the input variables 
A method of sensitivity analysis was used to detem1ine the relative importance of the 
variables. The sensitivity analyses are performed by training and developing LVQ neural 
network models for each new data presentation. The results obtained with the original 
data representation are compared with the results of the sets of data where one input 
variable at a time is omitted, to determine the influence of this variable on the specific 
output. These results only give a relative indication of the degree of importance of the 
different variables but, because of the lack of fundamental knowledge of the process, 
this information can be used to develop the model further. 
4.4. Representation of the data 
The optimum representation of the data is obtained when the model producing the 
best classification is developed with the data. Two factors that will improve the data 
representation are the use of the relevant features (input parameters) and the correct time 
representation of the different features· (delay times, etc.). This will produce a more 
appropriate description of the discriminant surfaces characterising the various classes of 
operating conditions. 
From the sensitivity analysis determining the degree of importance of the different 
inputs (as explained) it is possible to ident~fy the input parameters that have no influence 
on the performance of the model. These input parameters are then omitted in the further 
development of the model. The knowledge obtained with these sensitivity analyses are 
then used as a basis for determining the optimum data representation. 
Mathematically, a data entry is represented by x/t}, where x is the value, the 
subscript i is the number of the variable it represents and t is the time. The time delays 
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Table 5 
Data representation for the L VQ neural net model for Ni 
Variables Ni 
-------------------------------
t:;vel in tank 2 
Pulp density in tank 2 
Level in tank 3 
Pulp density in tank 3 
Pulp flow rate 
Acid solution flow rate 
Acid concentration 
Pressu re 
Temperature 
Oxygen fl ow rate 
pH in vessel no. I 
pH in vessel no. 4 
Concentration of ell in vessel no. 4 
Time delay 
(h) 
o 
o 
3 
3 
4 
4 
:2 
4 
4 
4 
4 
Time series expansion 
2 
2 
2 
2 
2 
2 
109 
in the various process units are known approximately and are used as the basis for the 
determination of the time representation of the data. (The delay time depends on the 
specific process unit.) Two types of time presentations of the various input parameters 
were investigated: a time delay of 1 h, where variable xi(t) was expanded to include 
additional variables xi(t - 1)), or with time delays of 2 h or more (x/t - 2), xi(t - 3), 
etc.). The second time representation of variables was similar to the first, but in this case 
the variable xi(t) was represented by the variables xi(t - 1), x/t) and xiCt + 1). 
These representations make provision for the time dependence of the variables as 
determined with the autocorrelation coefficients (Eq. (2)), mentioned previously. The 
time series expansion of the parameters is not increased above time lags of 2, in order to 
prevent the further increase in the dimensionality of the input space. 
The parameter with the highest degree of importance is the starting point in 
investigating the optimum time dependence of the data by using sensitivity analyses. 
After the best time representation for this specific parameter has been determined, it can 
then be used as the basis for determining the time representation of the next parameter 
(second highest degree of importance). This procedure is repeated until the time 
representations of all the relevant parameters have been determined. The optimum data 
representation for development of the process models (Ni, Cu and Fe) is shown in 
Tables 5-7. 
5. The L VQ neural network models for the process 
The results of the classification of the concentration for Ni, Cu and Fe are illustrated 
in Fig. 8. Fig. 8 shows the results obtained for each model for the independent test set, 
the training set and the weighted ave rage of the te st' and training set. The data are 
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Table 6 
Data representation for the L VQ neural net model for Cu 
Variables 
Level in tank 2 
Pulp density in tank 2 
Level in tank 3 
Pulp density in tank 3 
Pulp flow rate 
Acid solution flow rate 
Acid concentration 
Pressure 
Temperature 
Oxygen flow rate 
pH in vessel no. I 
pH in vessel no. 4 
Concentration of Cu in vessel no. 4 
Cu 
Time delay 
(h) 
o 
o 
4 
3 
Excluded 
4 
4 
3 
4 
4 
4 
Time series expansion 
2 
2 
2 
2 
2 
I 
I 
2 
-
divided into a training set of 75% of the exemplars and a test set of 25% of the 
exemplars. These vectors are represented as follows: 
x = {X 1,X2 , ••• , x,/Class} (3) 
Test sets consisted of continuous (not random) data that the model has not yet seen. 
The weighted average of the test and training set is detennined by taking the number of 
data vectors for each set into account. This is then used as the measure of efficiency of 
the model (as opposed to just the test set), because the L VQ network is in principle a 
nearest neighbour classifier and has developed the optimum mapping for the input 
vectors for which it was trained (it does not learn implicit functional relationships). 
Table 7 
Data representation for the LVQ neural net model for Fe 
Variables 
Level in tank 2 
Pulp density in tank 2 
Level in tan k 3 
Pulp density in tank 3 
Pulp flow rate 
Acid solution flow rate 
Acid concentration 
Pressure 
Temperature 
Oxygen flow rate 
pH in vessel no. I 
pH in vessel no. 4 
Concentration of Cu in vessel no. 4 
Fe 
Time delay 
(h) 
o 
o 
4 
4 
4 
4 
4 
4 
4 
4 
Excluded 
Time series expansion 
2 
2 
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Fig . 8. Class ifica tion results of the LYQ neural network moods for Ni, Cu and Fe. 
Therefore, when the model is tested it is necessary to evaluate the class ification 
efficiency of the model on the training set as well as to detennine the more general 
classification efficiency of the model. 
5.1. Efficiency of the models 
It is evident from Fig. 8 that the L VQ neural network models obtained acceptable 
results for classifying the outputs as either a high or a low concentration. As an example, 
Concentration of Cu [High(1)/Low(O)] 
M 
... 1 
o 10 20 30 40 50 60 70 
Time [hours] 
I-Process - LYO model I 
Fig. 9. A n illustration of the LYQ neural net model simulaling the aClUal OUlpul of the process for Cu. 
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Table 8 
Results of the sensitivity analyses with LVQ neural net models for Ni, Cu and Fe and the rankings of the 
corresponding input variables 
Variable Ni Cu Fe -
LVQ Rank LVQ Rank LVQ Rank 
(%) (%) (%) 
Optimum classification 79.6 82.0 75.4 
Level in tank 2 76.4 2 79.8 9 13.5 II 
Pulp density in tank 2 77.3 5 77.9 4 70.3 2 
Level in tank 3 78.0 II 77.7 3 71.7 5 
Pulp density in tank 3 77.3 6 78.1 5 69.5 I 
Pulp flow rate 77.9 10 80.0 10 72.8 9 
Acid solution flow rate 78.1 12 79.2 8 72. 1 6 
Acid concenlration 65.7 I 70 .4 :. 
Pressure 76.8 ;\ 7S.6 (1 72.9 10 
Temperature 77 .4 7 7S .9 7 72.:' 7 
Oxygen now rale 77 .2 4 ~O .) 12 71.4 4 
pH in vessel no. I 77.4 8 ~0 . 2 II 72.5 8 
pH in vessel no. 4 77.5 9 75.) 73 .8 12 
Concenlration of Cu in vessel no . 4 78 .6 n 75 .5 2 
Fig. 9 illustrates the efficiency of the LVQ neural network model in simulating the 
actual output of the process for Cu. These results are significant if it is taken into 
consideration that noisy plant data were used. Furthermore, the statistical probability of 
correctly predicting the concentration of Ni, Cu or Fe as high or low is 50%, in 
comparison with the results obtained from the models (80% for Ni, 82% for Cu and 75% 
for Fe), which are considerably better. The classification efficiency of the model for Fe 
is a little lower than the classification of Ni and Cu which is due to the normal 
distribution of the concentration of Fe (Fig. 7). 
5.2. Extracting process knowledge with LVQ neural networks 
The fact that artificial neural networks are 'black box' models of processes does not 
prevent the extraction of process knowledge from such models. Process knowledge can 
be extracted from any artificial neural network model; for example, with sensitivity 
analyses (entering perturbations for the various input parameters and analysing the 
resul ts) [15]. 
Knowledge was obtained from the ill-defined ' process by performing sensitivity 
analyses on the data by removing one variable at a time and developing a new L VQ 
neural network model with this adjusted data set. The results of the different LVQ 
models (sensitivity analysis) for each species are shown in Table 8 (variables presented 
in order from maximum influence to miniraum influence on classification). The knowl-
edge obtained from the sensitivity analyses for Ni, Cu and Fe can be explained and 
confirmed by simple statistical evaluations of the input vectors (of the refined data set). 
Thi s is performed by separating the input vectors into two classes for the high and low 
concentrations of Ni, eu and Fe and calculating the mean and variance of each variable. 
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Table 9 
The statistical means (averages) for the six most important variables for Ni, Cu and Fe 
No. Variables Output class 
------------------
High Low 
Ni 
I Acid concentration (g/l) 87.5 81.8 
2 Level in tank 2 (%) 60.4 59.5 
3 Pressure (kPa) 610 573 
4 Oxygen flow rate (kg/h) 165 136 
5 Pulp density in tank 2 (kg/m 3) 1537 1528 
6 Pulp density in tank 3 (kg/m 3 ) 1558 1545 
Cu 
I pH in vessel no. 4 1.87 2.39 
2 Concentration of Cu in vessel no. 4 (g/ l) 14.6 6.0 
3 Level in tank 3 (%) 60.9 57.4 
4 Pulp density in tank 2 (kg/ m:;) 1475 149S 
5 Pulp density in tank 3 (kg/m :; ) 1525 152 1 
6 Pressure (kPa) 55 1 556 
Fe 
I Pulp density in tank 3 (kg / m' ) 1543 1564 
2 Pulp density in tank 2 (kg / m ' ) 1526 1545 
3 Acid concentration (g / l) 82.4 84.6 
4 Oxygen flow rate (kg / h) 132 175 
5 Level in tank 3 (%) 60.3 59.5 
6 Acid solution flow rate (m 3 / h) I 1.9 14.3 
The statistical mean (averages) for the six most important variables for each output are 
presented in Table 9. 
5.2.1. Nickel 
The most significant information of the process, obtained from Table 8 for Ni, is that 
the acid concentration is by far the most important variable that will influence the 
leaching of Ni. This is supported by the difference in the averages (means) for the acid 
concentrations (see Table 9). It can thus be concluded that the higher the acid 
concentration, the more Ni will be leached. In practice this variable will be the most 
important parameter that must be controlled in the process to obtain either a high or a 
low concentration of Ni. All the other parameters have approximately the same level of 
influence on the leaching of Ni. 
The level in tank: 2 or the pressure in leaching vessel no. 1 is the second most 
important variable for leaching Ni in the process. By investigating the averages of the 
level in tank 2 and the pressure, the importance of these variables is confirmed by the 
difference in these values. These averages also indicate that for longer residence times 
(or higher average tank levels) in tank 2 and higher pre$sure the higher the lecchirlg 
efficiency of Ni will be. The same argument applies for the oxygen flow rate. · From the 
averages of the pulp density in tanks 2 and 3 it is evident that a higher pulp density 
results in better leaching of Ni. These results confirm the ability of the L VQ neural 
network model to identify the most important vari ables in the process for Ni. 
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5.2.2. Copper 
The two most important variables identified in Table 8 for the leaching of Cu are the 
pH in leaching vessel no. 4 and the concentration of Cu in leaching vessel no. 1. The 
importance of these two variables could have been expected since they are actually 
secondary output variables for the process (explained previously). The averages (see 
Table 9) for these two variables indicate that a reasonable difference exists between the 
averages of the high and low classes. The effect of a low pH in leaching vessel no. 4 and 
a high concentration of Cu in leaching vessel no. 1 will produce a high concentration of 
Cu in leaching vessel no. 4. 
The other important variables that have a considerable influence on the leaching of 
Cu are the level in tank 3 and the pulp density in tanks 2 and 3. These variables (as well 
as the concentration of Cu in leaching vessel no. J) indicate in practice the imponance 
of controlling the pre-leach section properly, since the residence time in the preSSure 
leaching vessels is too short to cope with possible perturbations entering from the 
pre-leach section. The averages of the level in tank 3 indicate that a shorter residence 
time (or a lower average tank level) in tank 3 results in less leaching of Cu. An 
interesting aspect that is evident from the average pulp densities in tanks 2 and 3 is that 
a lower pulp density in tank 2 and a higher pulp density in tank 3 will produce a higher 
leaching efficiency of Cu. This could be ascribed to different chemical reaction 
mechanisms occurring in these two tanks, because of the existence of different process 
conditions in these tanks (for example, the temperatures in tank 2 and tank 3 are 
approximately 71 ° and 58°C, respectively). 
According to the sensitivity analysis, the pressure in leaching vessel no. I is the sixth 
most important variable for the leaching of Cu; this is in contrast to Ni, where pressure 
is the third most important variable for the leaching of Ni. The effectiveness of the 
sensitivity analyses is illustrated by comparing the differences in the averages for the 
pressure in the data ~ets for Ni and Cu, 37.3 kPa and 5.7 kPa, respectively. This is only 
a relative measure that gives an indication if the variable is directly correlated with the 
output. 
5.2.3. Iron 
The two variables that affect the leaching of Fe the most are the pulp densities in 
tanks 3 and 2 (see Table 8). The averages of these two variables (Table 9) indicate that 
significant differences exist, which could point to the importance of these variables, as 
well as the fact that, at higher pulp densities in tanks 2 and 3, less leaching of Fe will 
occur. 
The third and fourth most important variables for the leaching of Fe are the acid 
concentration and the oxygen flow rate. An interesting aspect that was noticed from the 
averages of the acid concentration was that, for higher acid concentrations, less Fe was 
leached, which is the opposite of what is expected and what has been stated in the 
literature for the leaching of Fe. This is most probably due to the interaction of the 
various components or variables with each other, which gives an indication of the 
complexity of the process. The averages for the oxygen flow rate, on the other hand, 
produce results which are expected, where higher oxygen flow rates will reduce the 
leaching of Fe. 
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Another important variable is the level in tank. 3 which gives an indication of the 
approximate residence time of the pulp in this tank. From the average tank levels for 
tank 3 it seems that a longer residence time will increase the leaching of Fe (which is 
expected). 
Comparing the six most important variables of Ni, eu and Fe it is evident that the 
tank levels and pulp densities of tanks 2 and 3 comprise three of the six most important 
variables for each output. This implies that the control of the pre-leach section as a 
whoie is very important in obtaining a stable process. Furthermore, by choosing the 
correct operating conditions for the pre-leach section the probability of Obtaining the 
desired output concentration of Ni, eu and Fe will be increased. 
6. Conclusions and significance 
The methodology described in this paper can be applied to any ill-defined and poorly 
understood process to interpret the data and to determine the correct representation so 
that an effective model can be developed. All the techniques used to analyse the data 
supplied information of the process that helped to form a better understanding of the 
process. 
The learning vector quantization (LVQ) neural network models of the process were 
able to obtain a classification of 80%, 82% and 75% for Ni, eu and Fe, respectively, 
which is exceptionally good if it is taken into consideration that real noisy process 
(plant) data were used. These L VQ neural network models were used to determine the 
relative importance of the different variables for each output. The statistical means of the 
variables of the refined data sets, together with the L VQ models, gave an indication of 
the effect of an increase or decrease of a specific variable on the specific output variable. 
With a better understanding of the process and its variables it is possible to deveiop a 
better process model. Otherwise, the knowledge can be compiled to form a knowledge 
base of the process that could be used to help the operator in taking the right control 
action for certain situations, or for possibly developing an expert (or fuzzy logic) 
system. 
The models can be used in the plant to predict the output conditions of the process, or 
it could be implemented, with a few alterations' and cost implications, to perform on-line 
process control. 
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PART A: OVERVIEW OF CONTROL AND 
OPTIMIZATION TECHNIQUES 
As the title indicates, Part A does not attempt to provide specific technical input. 
The objective is to present an overview of the development of industry-accepted 
formalized methods for the motivation and evaluation of control and optimization 
projects. Many of these projects and techniques have large potential benefits for the· 
industry, and yet will not receive general acceptance for many years, reflecting lost 
opportunities in many operations. 
Process-control and instrumentation projects, like all other engineering projects, 
should be measured by the return on investment eROI). In simple terms, this means 
that the money spent should provide a greater return than if it had been left in a 
bank or if it had been spent on other company projects that had a higher return: 
process-control engineers are competing for capital! 
Many process-control and instrument engineers see themselves as a service 
component within multidisciplinary engineering groups and, hence, they either 
engineer within the constraints dictated by some factored budget, or create estimates 
based on some hazop-driven process-control functional specification at 'minimal 
cost'. This certainly provides a comfortable environment in which to work, but does 
not encourage a change in the attitude among many of the decision-makers in the 
mineral industry that control and automation are a boffin-driven evil necessity. 
Tied to the evaluation of process-control projects in terms of ROI is the influ-
ence of reliability on the overall economic performance. It is well understood that 
reliable and repeatable measurement and operation are extremely difficult in the 
mineral industry. 
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The economic world of today dictates that optimization has no meaning other 
than maximum ROI all the time. If the science of control and optimization is to be 
placed more firmly in the main stream of process operations. and financial manage-
ment, some formal method of project evaluation and audit is required. 
4.1 Optimization and ROI 
This section attempts to highlight a few areas in which data analysis plays a particu-
larly important role. 
4.1.1 The Curse of Sample Averages 
Many motivations and evaluations in relation to mineral-processing projects have 
failed because the accompanying analyses have been based on sample averages, i.e. 
on the assumption that the processes were stochastic. Another way of expressing 
this is that, in mineral processing, one very seldom gets back from the swings the 
bits that one lost on the roundabouts. 
Without detailed statistical analysis, the following example should be consid-
ered.Comminution is the primary unit operation of most mineral-processing plants, 
the objective being to liberate mineral particles (for flotation, leaching, gravity sepa-
ration, etc.) Comminution, by grinding in a laboratory, liberates 80 per cent of the 
minerals to 70 per cent passing 74/lm. This is reflected as a smooth size distribu-
tion of particles, which generally occurs in the continuous breaking of rocks as 
shown in Figure 4.1. However, most minerals break as a smooth geometric 
sequence determined by material properties and the breakage environment (method 
of breaking). 
10% 20% 30% 40% 
+15 ~m -150 ~m -75 ~m -50~m 
Fig. 4. I-Simple representation of an ideally ground sample 
Mass 
fraction 
Size 
This 70 per cent minus 74 !lm milled product could be made up of one large 
lump of rock representing 30 per cent by mass and 70 per cent minus 20 J.1m materi-
al (a rock in super slime) as shown in Figure 4.2. Not only would the yield from the 
rock be negligible, but the extra-fine slime would have a negative influence on most 
mineral-processing unit operations. The performance of many closed-circuit milling 
plants operating at a fixed feed rate shows that, as the circulating loads build up, 
variations in blasting patterns, upstream crusher performance, or poor circuit dilu-
tion control result in the roping of hydrocyclones and classifiers. This suits the man-
ual operator since, instead of having to dump excess tonnages or to cut production, 
a' few rocks are disposed into the product. This, in turn, lowers the load for a while, 
resulting in a finer product. Sampling and averaging (composite) yield the desired 
70 per cent minus 74 !lm product over the period of the shift. The call has been met, 
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Fig. 4.2-Non-idea1 method of producing material 70 per cent smaller than 74 !lm 
and the product specification has been validated by direct plant samples collected 
over the entire shift. There appears to be no reason to install a complicated control 
system that attempts to do the same thing. 
However, the downstream processes do not receive a smooth ideal feed, as 
shown in Figure 4.1, but an oscillating feed of stones and fines as exaggerated in 
Figure 4.2. Further examination of the downstream process requires sampling and 
averaging without the use of expensive on-stream analysis. It can often be shown 
that, on an instantaneous basis, the minerals lost in the rocks will not be replaced by 
an improved recovery from the extra-fine mater ial. 
As clear as this may be, it is difficult to prove or justify since there are no indus-
try-accepted methods of presenting the case: each project is treated on an ad hoc 
basis, and often requires an act of faith on behalf of the metallurgist in stating the 
expected improvement in overall recovery. A senior operations metallurgist may 
enjoy stating that, if all the control projects on his plant delivered on 'promises' in 
the capital applications, he would have recoveries of 115 per cent. 
One method of addressing the problem is the use of a more formalized dynamic 
simulation. Process modelling and simulation have become standard tools in 
process design. As the fidelity of mathematical process models improves, more con-
fidence will be placed in the predictions based on such models. The integration of 
these process models into a plant model via dynamic simulation allows time to be 
added to the equation. What is now required is some method of 'parameterizing' the 
varying properties of the feed material and the operating disturbances so that devia-
tions from average performance can be evaluated realistically. As this activity 
would involve random perturbations to a detenninistic non-linear model, the science 
needs to be formalized and accepted as a method for the prediction and evaluation 
of dynamic performance. 
4.1.2 Design Averages 
It is well accepted that process design deals with average expectations. In reality, 
the design performance is seldom, if ever, achieved owing to the variability in the 
mechanical equipment and in its control (automatic or manual) performance. 
The prediction of the true financial performance of a process over a period of 
time requires some form of dynamic evaluation . There is an incremental cost due to 
operations management and process control to close the gap between the steady-
state objective and the predicted performance. This difference reflects the amount of 
capital that can be spent on operating personnel and process-control equipment if 
the overall ROI is to be maximized . 
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It is at this point that the concept of competing for capital becomes a reality. ROI 
has to be the basis on which decisions are made as to the level of control, redund-
ancy, etc., rather than some artificial budget constraint. 
4.2 Reliability 
Reliability studies of process-control and optimization projects are often based on 
the reliability of the process control1er, valves, etc., since this is often the skills base 
of the implementing team. It is acknowledged that, with centralized control, a sys-
tem is potentially vulnerable to a single piece of equipment. However, modern tech-
nology has lowered the price and raised the reliability of equipment to the point 
where it is almost a non-issue. 
What is more important is the reliability of the control algorithm and how it inter-
acts with the process. It is no use having an algorithm that works wonderfully when 
the designer is present, or when the results are presented at technical meetings, yet 
every now and then does 'silly things'-like the auto/manual switch sticking in the 
manual position. 
The environment of expert systems has been designed to enhance the quality of 
solutions in that direction. However, it places an enormous burden on the system 
designer. It often happens with optimization and control that individual pieces of 
equipment and unit operations are pushed to beyond their operating and perfor-
mance limits, causing bottlenecks. These bottlenecks move around as a result of 
control action, operator interference, variations in the feed or product specifications, 
etc. The system should be regarded as a continuum from feed to product. 
4.3 Relationship between ROI and Reliability (Margins) 
This activity reflects the difficult part. Most process control and optimization stud-
ies are based on incremental revenues, typically 1 to 2 per cent improvement in 
recovery, a saving of 5 per cent in the power consumed, etc. From a mining and 
operations-management viewpoint, this carries high risk because of the time factor. 
A process that provides an average recovery of 90 per cent will serve as an exam-
ple. A control and optimization project shows a good ROI for a 2 per cent improve-
ment in recovery. Such a return would imply that, for a production week of 160 
hours, the control system would be paying for itself: 
160 X 0,02 = 3,2 units of product. 
However, if the system 'caused' 1 hour of maintenance downtime per week owing to 
the sanding up of an undersized gravity product pipe, this non-scheduled downtime 
would result in 
1 X 0,92 = 0,92 units of lost production. 
The system's return would thus be only 72 per cent of that expected because the 
system generates 1 hour per week of lost production. 
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Many a control and optimization engineer has been heard to say that it was not 
his system that was at fault, but a mechanical system fault. This would certainly not 
be the view of the operations manager: his bottom line is that the system does not 
show a return in that the effective revenue is only 72 per cent of that predicted, 
which makes the project uneconomic. The pipe never became blocked before the 
control system was installed. The pipe is therefore part of the control system! 
4.4 Some Observations on the Profession 
The profession of process-control and optimization engineering is often split 
between process engineers and instrument or electrical engineers. It is considered· 
that this has had a negative impact on the development of control and optimization 
in the mineral industry. 
Should the industry enhance the role of process-control and optimization tech-
niques into the overall method of determining staffing levels, ROI, and management 
reporting, as is implemented in the manufacturing industry, significant advances 
would be achieved. 
This statement docs not move the initiative away from the profession onto the 
shoulders of management. This is an appeal to people with insight into the tech-
niques and procedures of the profession to make these available to management so 
that the decisions make themsel ves. 
The co-ordination between process and instrument engineers requires re-evalua-
tion within the mineral industry since the present environment is one of a No Man's 
Land between process and operations management on the one hand, and engineer-
ing design services on the other. The formalization of the professional role to be 
played by the control and optimization engineer requires serious re-evaluation as the 
impact of the technology grows. 
4.5 The Future of the Profession 
Process control and optimization have an extremely exciting future in the mineral 
industry. However, for many operations, the benefits are not fully appreciated and 
will therefore not be accepted for many years, if ever. 
It is the responsibility of all those included in the evolutionary process taking 
.:-.' ." place to create a more scientific basis for the co-ordination of development in the 
overall interests of the industry. A method of achieving this objective may well be 
for control and optimization engineers to take a more formal, and hence account-
able, view of the overall ROI of the projects in which they are engaged. 
University and research institutes could make a great contribution by co-ordina-
ting the quality of the models that are at the centre of this work .. 
PART B: ARTIFICIAL INTELLIGENCE IN 
PROCESS ENGINEERING 
Despite extensive world-wide fundamental research and development, most chemi-
cal and metallurgical processes are ill-defined to the extent that they simply cannot 
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be modelled adequately from first principles alone. The main reason for this is the 
immense chasm in the body of knowledge concerning the behaviour of physico-
chemical processes that, instead of narrowing, appears to expand as the frontiers of 
science and technology are pushed ever farther. This ill-defined nature of the 
processes that engineers have to harness and control to meet the growing demand of 
... 
consumer societies requires the use ofalternative modelling methodologies that are 
not based on the use of knowledge in an explicit analytical form. 
With these problems in mind, it is not difficult to understand the extraordinary 
interest that the use of artificial intelligence has sparked in the process-engineering 
community since the introduction of rule-based systems for diagnostics and controP 
and of fuzzy logic control systems2 in the early 1980s. These systems serve as a 
vehlcle for the construction of symbolic or knowledge-based models of ill-defined 
or complex processes that cannot be modelled by conventional methods, and have 
seen many successes in the realm of process engineering. The advent of artificial 
neural networks precipitated a new wave of excitement later in the same decade, 
since these technologies are also one of the pillars of a major new computational 
paradigm that promises to increase the power of available computing platforms by 
several orders of magnitude over the next few years. Despite the avalanche of 
research funds that has flowed into the research and development of neuralware and 
related techniques over the past several years, the technology is still young, and 
much needs to be done to move it from research laboratories into the commercial 
sector, especially in the chemical and metallurgical industries. 
Although expert systems, neural nets, fuzzy logic, and other similar concepts 
nowadays form an integral part of process engineering, and are recognized as artifi-
cial-intelligence techniques, artificial intelligence is still many things to many 
people, and it is therefore not surprising that many engineers not directly involved 
in the field do not have a firm grasp of the scope or fundamentals of artificial intelli-
gence. Consequently, the aim of the first section of Part B is to provide a brief out-
line of the field of artificial intelligence, and to examine some of the main branches 
that have had an important influence on the nature of process engineering today. 
4.6 Artificial Intelligence 
By the end of World War II, several groups of scientists in the USA and the UK 
were working on what is now known as a computer. Although Alan Turing, the 
principal British scientist at the time, suggested the use of logical operators (such as 
OR, AND, NOT) as a basis for fundamental instructions to these machines, most 
investigators favoured the use" of numeric operators (+, -, <, etc). It was only with 
the shifting emphasis on methods of making computers behave more like humans 
that the approach advocated by Turing began to attract new interest. This entire 
research effort and its commercial repercussions are known as artificial intelligence, 
and comprise many aspirations, ranging from the design of machines that carry out 
various actions considered to be intelligent, to machines that provide insight into the 
mental faculties of man. Although different workers in the field have different 
goals, all seek to design machines that can solve problems. To achieve this goal, 
two basic strategies can he pursued). 
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The first strategy, or to~own approach, has been developed productively for 
several decades, and entails the reduction of large complex systems to small manip-
ulable units. These techniques encompass heuristic programming, goal-based rea-
soning, parsing, and causal analysis, and are efficient systematic search procedures 
capable of manipulating and re-arranging elements of complex systems, or supervis-
ing or managing interactions between subsystems interacting in intricate ways. The 
disadvantages of symbolic logic systems such as these are their inflexibility and 
restricted operation, which limit them to very narrow domains of knowledge. 
Bottom-up strategies (i.e. connectionist procedures) endeavour to build systems 
with as little architecture as possible. These systems start with simple elements (sim-
plified models, small computer programs, elementary principles, etc.) and move 
towards more complex systems by connecting these units to produce large-scale 
phenomena. As a consequence, these systems are very versatile and capable of rep-
resenting uncertain approximate relations between elements or solving problems 
involving large numbers of weak interactions (such as arc found in pattern-recogni-
tion and knowledge-retrieval problems). On the other hand, connectionist systems 
cannot reason well, and are not capable of symbolic manipulation and logic analyses. 
It should thus be appreciated that artificial intelligence covers a wide range of 
different activities, not all of equal interest to process engineering. The major 
branches that have contributed significantly to process engineering (and that are 
covered in more detail here) are those concerned with knowledge'-based systems, 
artificial neural nets, and fuzzy logic techniques. 
4.7 Fuzzy Logic Systems 
Fuzzy logic or fuzzy systems use IF-THEN rules to define relationships in a similar 
way to rule-based expert systems. The rules usually define a particular set of input 
states, and provide descriptions of the consequences if those particular states were 
to prevail. Unlike expert systems, fuzzy logic systems attach numerical values to the 
antecedents of rules to denote the extent to which the premises are valid4• 
These principles can be illustrated by, for example', the reasoning behind the 
adjustment of a thermostat. Before a thennostat can be adjusted, the desirable tem-
perature range has to be known. This knowledge is often uncertain and more easily 
verbalized than defined mathematically, i.e. a desirable temperature, which is not 
too high or too low. These human perceptions are difficult to define with precision, 
and may even appear to be ambiguous und~r certain circumstances. This judgement 
of room temperature leads to the adjustment of the thermostat that is also non-
mathematical. If it is very cold, then the heat is turned up a lot. Someone with ex-
perience of the thermal dynamics of the room and the heater may use anything from 
twenty to fifty such rules to maintain the desired temperature. One can program a 
computer to apply a similar control strategy by making use of lookup tables or a 
series of cutoff points that could be smoothed by proportional bands but, in more 
complicated control problems, mathematical models may be unavailable or too 
complex for the required accuracy and response time. It is in this niche that fuzzy 
logic systems have proved to be extraordinarily successful. 
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The fuzzy computing process consists of three basic stages. During the first stage, 
fuzzy (or linguistic) input variables, such as low temperature, are assigned to mem-
bership functions. These variables and their membership function or truth values are 
subsequently used to solve fuzzy logic rules, after which, in the third stage, the fuzzy 
results are converted back to real values. These procedures are described in more 
detail in the following paragraphs. 
4.7.1 Assignment of Input Data to Membership Functions 
Fuzzy logic is based on fuzzy set theory proposed by Zadeh5• Unlike classical set 
theory where objects either belong to a set or they do not, fuzzy set theory allows 
partial membership of sets. Each object is assigned a membership value ranging 
from 0 to 1 (where 0 and 1 correspond to the conditions prevailing under classical 
set theory). Based on fuzzy set terminology, very hot is a fuzzy variable and 
measured temperatures (values) can be related to this variable through a member-
ship function consisting of a distribution of values from 0 to 1. Other fuzzy vari-
ables can be described by terms such as slightly, fairly, extremely, somewhat, 
rather. These distributions are typically triangular, trapezoidal, or bell-shaped. 
Temperatures above 30°C would have a membership value of 1 (definitely hot), 
while temperatures below 15°C would have a value of 0 (definitely not hot). 
The number and location of membership curves are critical to the functioning of 
fuzzy logic systems, while the shape of the curves is of less importance. As a gener-
al rule, from 3 to 7 of these curves should span the universe of discourse (range) of 
the fuzzy set, overlapping each other by approximately 50 per cent (Figure 4.3). 
4.7.2 Application of Fuzzy Logic Rules 
During the processing stage in a fuzzy logic computer, a collection of knowledge-
based rules (often in the IF-THEN format) is examined. In control applications, the 
antecedent (IF) is usually based on an error signal and the consequent (THEN) is a 
control command. In the control of a thermostat, a rule such as 
IF TEMPERATURE IS LOW 
THEN HEAT INPUT IS HIGH 
uses the truth or membership value of TEMPERATURE IS LOW as a weighting 
factor to detenrune the influence of HEAT INPUT IS HIGH on the final conclusion. 
Fuzzy systems usually have many of these rules the consequents of which contend 
to influence the eventual control activity. When fuzzy rules have more than one 
antecedent, they are combined by means of fuzzy operations, such as AND and 
OR *. A combination such as this is known as a premise, and generates a single truth 
value that determines the outcome of a rule. In what is known as an inference 
* Consider two fuzzy sets I and J, where x denotes fuzzy variables and i and j th~ir membership values 
with regard to sets I and J, i.e. I = {XI/ii' x2/i2, x/i), .. x,,/in } and J = {X/jl, xih, x/j), .. x/jp}, then luJ 
(AND) = {xlmax (il,jl), ximax (i2,j2), xjmax (i),j)) .. } and II\J (OR) = {x/min(il,jl)' ximin (i2,j2)' 
x/min(i3,h) .. } 
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Fig. 4.3-Mernbership curves spanning the universe of discourse of a fuzzy set 
process, these rules link the membership values of fuzzy input variables to fuzzy 
output variables, i.e. the activation or firing of fuzzy rules determines the portion of 
an output variable that is used to come to a conclusion for a system of rules. Several 
methods of inference are used in practice, but the two most popular methods are the 
MAX-MIN method and the MAX-DOT or MAX-PRODUCT method. 
In the MAX-MIN method, the fuzzy output variable is clipped at the truth value 
generated by the premise, so that the area under the clip line constitutes the outcome 
of the rule, as shown in Figure 4.4. With the MAX-DOT method, the fuzzy output 
variable is scaled to peak at the truth value of the premise. These clipped or scaled 
variables are combined to fonn a composite fuzzy output set prior to conversion to a 
real value in the final stage of computing. 
The method most often applied during defuzzification (conversion of fuzzy out-
put variables to real values) is the centroid method, where the centre of mass of the 
composite set becomes the real value, as indicated in Fig. 4.5. A method that is used 
less often is the height method, where further decisions are based on the real value 
corresponding to the highest truth value of the composite fuzzy set. 
Fuzzy systems are attractive in closed-loop control systems because they elimi-
nate the need for complex mathematical models typically required in conventional 
computing. It is important to note that these systems model the decision-maker, not 
the process. The technology is still immature, and there is no set rules for its devel-
opment and implementation since issues such as the best shapes for membership 
functions, specific inference methods, and defuzzification techniques need to be 
investigated in more depth. Despite this, fuzzy systems have proved to be the quick-
est and most inexpensive approach to automated control systems. As a result, fuzzy 
logic systems have seen spectacular growth in the past few years, and by all 
accounts this success is set to continue in the foreseeable future . The annual number 
of patent applications, for example, rocketed from 1 in 1982 to 1460 in 1992. Japan, 
which leads the market in fuzzy logic technology, expects to sell more than 
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Fig. 4.5-Defuzzification of a composite set of fuzzy output variables 
MEASUREMENT, CONTROL, AND OPTIMIZATION 
Stellenbosch University  https://scholar.sun.ac.za
US$lOOO million worth of fuzzy control products annually by the mid-1990s. 
Showing a similar tendency, the US market, at present worth approximatelv 
US$834 million, is expected to grow more than 75 per cent over the next several 
years6, while the global market for fuzzy hardware is expected7 to reach US$12 000 
million by the year 2000. 
Since fuzzy logic systems provide for smooth, continuous valued transitions 
between different sets of outcomes, they are particularly attractive to process engi-
neers. Since the first commercial application of fuzzy logic to control, featuring a 
rotating cement kiln in 1980, these systems have had a significant impact, especially 
in the pyrometallurgical industries, where they are used for the quality control of 
pyrometallurgical productsR and of blast furnacesQ • Applications in other spheres of 
the chemical and minGral-processing industries include its use in main-frame data-
base applications 10 and the control or chlorine in water-purification plants 11 - u. 
4.8 Knowledge-based Systems 
Until recently, knowledge-based or expert systems were undoubtedly the most 
important branch of artificial intelligence-to such an extent that they were often 
confused with the entire field or artificial intelligence itself. 
A knowledge-based system consists essentially or methods for the maintenance 
of a database of facts and relationships, as well as structured routines for searching 
the database as efficiently as possible. The knowledge base and inference engine are 
further supported by several subsystems such as are needed for knowledge acquisi-
tion, interfacing with users, explanation of decisions, and working memory (Figure 
4.6). Knowledge-based expert systems have made important contributions to the 
efficient development of complex systems, and of more logically complex systems 
than previously thought possible, and have furthermore reduced the technical level 
of expertise required for the development of such systems lO• 
4.8.1. The Knowledge Base 
The domain knowledge that is used to solve the problem can be represented in differ-
ent ways. The specific mode of representation is usually determined by the type of 
knowledge available, as well as the inference strategies that will be used to navigate 
the knowledge base. The most important modes of representation comprise the use of 
IF-THEN rules, semantic networks, object-attribute-value triplets, and frames. 
4.8.1.1 IF-THEN Rules 
IF-THEN or production rules are the most popular way of representing knowledge, 
and consist of premises (IF) and conclusions (THEN). Each premise can consist of 
one or mOle expressions or clauses connected by ~ogical operators such as OR or 
AND, while the conclusions can also contain one or more causes, i.e. 
IF the temperature is highcr than 900°C AND 
the orc is limestone AND 
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Fig. 4.6--- General structure of a knowledge-based system 
the residence time in the kiln is more than 3 hours 
THEN calcination is complete. 
Small systems contain up to a few hundred such rules, large systems typically 
contain a few thousand such rules, and very large systems contain tens of thousands 
of rules. 
4.8.1.2 Semantic Networks 
Semantic networks are one of the oldest and most general representation schemes in 
artificial intelligence, and consist of a collection of nodes connected by arcs or 
links, which are usually identifiable through labels. Conventionally, the nodes rep-
resent objects and their descriptors. The objects may be physical or conceptual enti-
ties, while the descriptors provide more information on the attributes of the objects. 
The links relating these objects and descriptors could typically be IS-A links, which 
represent class-instance relationships (e.g. benzene IS-A aromatic), or HAS-A 
links, which show part-subpart relationships. The nature of the links is not impor-
tant as long as the requisite heuristic knowledge can be captured or the necessary 
relationships can be defined. 
4.8.1.3 Object-Attribute-Value Triplets 
Object-Attribute-Value (O-A-V) triplets link objects, their attributes, and their val-
ues; for example, 
OBJECT: 
ATTRIBUTE: 
VALUE: 
aIr 
temperature 
400°C. 
These relationships are specialized uses of semantic networks in which exotic 
links are avoided in favour of two simple relationships, viz the object-attribute rela-
tionship (HAS-A link) and the attribute-value relationship (IS-A link). 
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4.8.1.4 Frames 
A' frame is a description of an object and contains slots in which all the infonnation '. 
associated with the object is stored. The frame slots may store specific values, gener-
ic or default values, or pointers to other frames (or sets of rules or procedures). It is 
these additional features that differentiate frames from O-A-V triplets and that allow 
more complex representations of knowledge. The disadvantage of frames is that they 
are also more difficult to develop than simple IF-THEN rules or O-A-V systems. 
4.8.2 Illferellce Engille 
Two primary problems have to be addressed by the control portion of the inference 
engine. It has to decide on a starting point in the static knowledge base in order to 
initialize the reasoning process. Moreover, if conditions occur in which more than 
one production rule is ready to fire, the inference engine has to decide on the pre-
cedence of these alternative lines of reasoning. 
The search strategies employed during navigation of the knowledge base can be 
categorized as either backward or forward chaining, each catcgory of which can be 
further subdivided to distinguish between breadth-first and depth-first searches, as 
shown in Figure 4.7. Backward-chaining (or goal-drivcn) strategies start off at the 
goals or conclusions in the knowledge base, and work their way back to the initial 
conditions supplied by the user. These strategies are very efficient when the possible 
outcomes are known and reasonably small in number. If the number of possible out-
comes of a search is large or unknown, forward-chaining strategies have to be used. 
In forward-chaining (or data-driven) systems, the premises of rules are examined to 
see whether they are true or not given the information provided initially. If true, the 
conclusions of the rules are added to the known facts, and the rules are re-examined 
until a goal or a dead-end is reached. Sophisticated systems usually accommodate 
both strategies in order to exploit the advantages of both strategies when needed. 
4.8.2.1 Depth-first and Breadth-first Searches 
Depth-first or breadth-first searches can be used in addition to backward- or 
forward-chaining strategies. 
In depth-first searches, the system searches for detail first and strives to reach 
subgoals first. In diagnosing the mal functioning of a plant or operating unit, the sys-
tem might ask whether the temperature had fluctuated during processing, what the 
frequency or duration of the fluctuations were, how severe they were, etc. Only after 
exhausting the possibilities associated with a particular topic will the system move 
on to the next. 
In breadth-first searches, the system sweeps through all the premises first, before 
going into more detail. Questions during the investigation of the malfunctioning of a 
plant might appear saltatory, i.e. were there any temperature fluctuations?, what was 
the pressure?, was the pH above a certain level?, etc. Only after jumping from one 
topic to another will the system return to the first and go into the next level of detail 
on all the topics. 
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Forward chaining 
Conclusions 
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Conclusions 
(goals) 
Fig. 4.7-Search strategies used by inference engines 
4.8.2.2 Monotonic and Non-monotonic Reasoning 
In monotonic-reasoning systems, all the conclusions made during the reasoning 
process remain valid for the entire duration of the process, so that the amount of 
knowledge in the system increases monotonically. In non-monotonic systems, the 
conclusions previously identified as valid may be retracted during a later stage of 
the reasoning process. These systems are essential, for example in the solutions of 
planning problems, where initial arrangements may have to be modified when new 
information comes to light. 
4.8.3 Application of Knowledge-based Systems in Process Engineering 
Knowledge-based systems were confined to the research laboratories of a few uni-
versities until as recently as 1980, but had established a durable niche in the process-
engineering industry less than a decade later despite some earlier setbacks. Today the 
USA, UK, the European Economic Community, and Japan are all involved in major 
research programmes concerned with the development and implementation of expert 
systems. Large chemical-engineering concerns such as Du Pont and Exxon 
Chemicals are organizing artificial-intelligence departments, and venture capital 
flows into a multitude of expert-system companies that have mushroomed all over 
the world. In the process-engineering sector, these systems are used globally by such 
companies as British Petroleum Chemicals (to cope with plant dynamics, process 
scale-up, and the allocation of utilities), Shell Oil Company (for the interpretation 
and filtering of alarm signals), and Blue Circle cement company (for the removal of 
acid gas, etc.), saving many millions of dollars for these companies in the process I4. 15 • 
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In retrospect, the breakthrough for knowledge-based systems in the process-
engineering sector in the late 1980s and early 1990s was a direct result of the matu-
ration of technology, which allowed the use of real-time on-line applications. 
4.9 Artificial Neural Networks 
Neural nets are powerful mathematical techniques inspired by the study of the human 
brain. Unlike traditional expert systems, where knowledge is stored explicitly in a 
database or as a set of rules or heuristics, neural nets generate their own rules by 
learning from examples. Items of knowledge are distributed across the network, and 
reasonable responses are obtained when the net is presented with incomplete, noisy, 
or previously unseen inputs. From the perspective of the cognitive modelling of 
process-system know-how, the pattern recognition and generalization capabilities of 
neural nets arc much more attractive than the symbol-manipulation methodology of 
expert systems, especially as far as complex, ill-defined systems are concerned. 
4.9.1 Fundamentals of Neural Nets 
Excellent in-depth discussions on neural nels can he found in the literaturel(.-~I, and 
only a very brief overview is provided here. 
A neural net is a structure for the processing of parallel distributed information, 
and consists of an arrangement of interconnected primitive processing elements. 
Each processing clement can have an arbitrary number of input connections, but 
only one output connection (which can branch or fan out to form a multiple output 
connection). As shown in Figure 4.8, processing elements or artificial neurons can 
have local memory, and can also possess transfer functions that use or alter this 
memory, process input signals, and produce the output signals of the elements. 
These processing elements are typically divided into disjoint subsets, called lay-
ers, in which al1 the process units possess in essence the same computational char-
acteristics. The layers comprising a neural net are usually categorized as input, 
hidden, or output layers to denote the way in which they interact with the informa-
tion environment of the net. 
Back-propagation nets are feed forward networks (Figure 4.9) that can be trained 
by users repeatedly presenting them with examples of scaled inputs and desired out-
putsI6.IR-27. Training, which entails the adjustment of the weight matrix of the net, 
occurs by means of learning algorithms de~igned to minimize the mean square error 
between the desired and the actual output of the net~3.2K. During the learning process, 
information is propagated back through the net in order to update the connection 
weights of the net. Through training, the net forms an internal representation of the 
relationship between the inputs and the outputs presented to it. 
4.9.2 Neurodynamics 
Computation in back-propagation neural nets is feedforward and synchronous, i.e. 
the states of the process units in the lower levels or layers of the net arc updated 
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Fig. 4.9-Typical structure of a back-propagation neural net 
before the units in the layers further down in the net. The activation rules of process 
units are typically of the fonn 
[4.1] 
where u;(t) designates the potential of a process unit at time t, i.e. the difference 
between the weighted sum of all the inputs to the unit and the unit bias: 
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[4.2] 
The form of the transfer function g may vary, but could be a linear, step, or sig-
moidal transfer function, among others, with a domain typically .much smaller than 
that of the potential of the process unit, such as [0; 1] or [-1; 1]. 
The training of back-propagation neural nets is an iterative process involving 
changes in the weights of the net, typically by means of a gradient descent method, 
in order to minimize an error criterion, i.e. 
where w · = -1: . E l w· 
lj ~, 
where 1: is the learning rate4 and E the error criterion, i.e. 
E = '/2 ' I(doj - zn.Y 
based on the difference between the desired and the actual outputs of the unit. 
4.9.3 Scalillg of Data 
[4.3] 
[4.4] 
[4.5] 
Before data can be presented to a neural net, they usually have to be scaled to ranges 
that enable the net to learn. A hyperbolic tangent transfer function produces outputs in 
the range between - 1 and 1 and, for this type of net to learn effectively, the outputs 
must be scaled to the same' range. This is usually accomplished by mapping the mini-
mum and maximum values of the actual input and output data linearly to the respec-
tive minimum and maximum values of the network ranges. If an exemplar presented 
to the net consists of I input fields and D output fields , i.e. ffl, f2,·.iJ,fl + l,h+2' .·h+D], 
two sets of corresponding vectors can be defined [ml, m2,··m[> ml + l' ml + 2, .. ml + D] 
and [MI. M b ·· M[> MI+ I' M I +2,·· MI+o], where mk and Mk typically correspond to the 
minimum and maximum values* that fi could assume. If the ranges allowed for the 
input and output layer of the net are respectively defined as (rb RI) and (rD' Ro), ij as 
the network input corresponding to fj, dk the network output corresponding to fk' Ok the 
actual output of the net, and gk the corresponding real world output, then the mappings 
of the real world data to those of the network can be described as follows: 
Input: 
Output: 
Mapping from the network output to the real world is as follows: 
gk= [(MC l71k) ·Ok + RD·mk - rD·Md/[RD-rD)· 
[4.6] 
[4.7] 
[4.8] 
Non-numeric or missing field values are usually mapped to the middle of the target 
. " . . ' 
range, that IS /2 (R1+ rl ) or /2 (Ro + ro)· 
* These indices can ass ume any values as long as J11 k < Mk· 
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4.9.4 General Remarks on Neural Networks 
Many parallels can be drawn between the development of knowledge-based systems 
and that of neural riets. Both suffered, from an over-zealous approach in the early 
stages of their development. In the mid 1980s, for example, a common perception 
temporarily made its way into the process-engineering community that knowledge-
based systems had failed to live up to their promisels. Like their rule-based counter-
parts, neural nets are also sometimes seen as 'sol utions looking for problems'. 
Although the application of neural nets in the process-engineering industry has not 
yet matured, there is every reason to believe that, like other computational methods, 
it will find a solid niche in this field. A closer look at the historical development of 
neural nets will underpin the analogous paths of these two branches of artificial 
intelligence. 
The field of neural networks had its inception in the 1940s, when a paper by 
McCulloch and Pitts on the modelling of neurons and Hebb's oook The Organization 
of Behaviour first appeared in the 1940s. The interest sparked by these publications , 
was further buoyed when Rosenblatt presented his Mark I Perceptron in 1958 and 
Widrow the ADALINE in 1960, but came to a dramatic end in 1969, when Minsky 
and Papert showed that the capabilities of the linear nets studied at the time were 
severely limited. These revelations resulted in a virtually total cessation of research 
funding, and many talented researchers left the field pennanently. The initial interest 
in neural nets was revived only some 14 years later in the early 1980s, and since then 
the field of neural networks has seen phenomenal growth, passing from a research 
curiosity to commercial fruition. This growth has been fomented in part by improve-
ments in very large-scale integration (VLSI) technology29, as well as by the efforts of a 
small number of investigators who had continued to work during the 1970s despite the 
lack of funds and public interest As had happened to expert systems several years 
before, neural-network business has soared: from an approximately US $7 million 
industry in 1987, to an estimated US $120 million industry in 1990. 
4.10 Hybrid Systems 
As the various disciplines in artificial intelligence develop, increased emphasis is 
placed on hybrid systems that combine the strengths of the various techniques. 
These include fuzzy neural networks and genetic algorithms, such as those 
described by Machado and Da Rocha30, which adjust their synaptic weights by a 
process called evolutive learning. The use of genetic algorithms to optimize the 
weight matrices of neural nets is similarly described by Zhang and Veenker31 • Since 
the expert knowledge available in real life is usually ill-defined, imprecise, or 
incomplete, fuzzy logic systems can be used to improve on existing knowledge-
based systems by transfonning linguistic variables to fuzzy variables, which can be 
mapped to extensive expert domains. An expert system based on' these concepts is 
used by Huang and Fan32 for the minimization of cyanide waste and the modelling 
of an electroplating plant. 
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Although symbolic and connectionist approaches are aligned on different sides 
of the spectrum of artificial inteIIigence techniques, Bulsari et al. 33 have demonstra-
ted the use of a fuzzy expert system combined with an artificial neural network for 
the diagnosis of continuous steel-casting processes. These types of hybrid systems 
are potentially powerful in that they combine a wide range of desirable characteris-
tics in decision-making or modeIIing systems. 
4.11 Application of Neural Nets 
In spite of numerous phenomenological (semi-empirical) models having been used 
in metallurgy and minerals processing to define equilibrium and kinetic processes, 
few are so general that they permit predictions under all the process conditions 
present in a system. Often, in order to generalize models, a certain degree of empiri-
cism is included in them. Turkdogen:W, for example, used semi-empirical equations 
to define the distributions of elements between metal and slag as a function of 
basicity, temperature, etc. in favour of fundamental thermodynamic slag models, 
and Lynch el aU~ related the parameters of a flotation kinetic model to the reagent 
levels within the flotation cell via an empirical regression equatioIl. 
Knowledge-based systems and expert systems have reccIltly found increased 
application for treating such ill-defined problems, especially in the chemical indus-
try, e.g. catalyst selection~, chemical process design and synthesis37-40, process mod-
elling and control 22. 41-n, and process diagnosis with knowledge-based systems and 
neural nets-l-+-4'1. These techniques of artificial intelligence, including neural networks, 
have also been applied in the mineral and metallurgical industry5o.60, as is also evident 
from the incrcasing number of papers on the subject presented at various 
conferences:;O· 60. 61. Most knowledge-based and expert systems in mineral processing 
and metallurgy have been used as management-support systems and training tools, 
and for control purposes. A number of examples are the supervisory control of flota-
tion and milling circuits, the scheduling of systems in steel plants and mills, expert 
control decision-support systems for blast furnaces, fuzzy control, surface inspection 
of flat steel products, trouble-shooting during the continuous casting of steel billets, 
and expert systems for blending activities~' 60. On the other hand, neural networks 
have been used mainly as classifiers, e.g. diagnosis of faults and process control50• 
The dynamic simulation of processing operations by means of a hybrid of simple 
differential equations and artificial-intelligence methods, and the artificial-intelli-
gence modeIling of equilibrium processes in metaIIurgy and mineral processing, are 
very recent developments~·1-~6. ~X. (,0. el2. Expert systems,6-4IJ.U-46 or knowledge-based sys-
tems have been applied for fault diagnosis, and the dynamic modeIIing and optimiza-
tion of various metaJlurgical and mineral processes51-~. A limitation of this approach 
is, however, the large knowledge base, and the large numbers of accompanying rules 
and updating activities that are necessary to describe a particular system. On the 
other hand, neural networks have the capability of learning non-linear and ill-defined 
relationships between a set of inputs and outputs, and hence rendering the knowledge 
base more compact in that they can replace numerous sections of the knov/ledge 
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bases&.63. However, existing neural networks 4[e tedious to train for problems of high 
dimensionality. 
A logical consequence of these developments is a combination of the positive 
aspects of existing methodologies, i.e. a hybrid of neural nets, knowledge-based 
systems, and fundamental modelling that will assist in decreasing the dimensionali-
ty of practical problems58. 62• Neural nets should be regarded here as a very general 
non-parametric regression method. 
It is hence the objective here to show how neural nets can be incorporated in fun-
damental approaches or, when warranted, can be replaced, during equilibrium and 
dynamic modelling and simulation of metallurgical and mineral processes. The 
methodology used here is discussed in the next sections with reference to various pub-
lished and unpublished applications. The nomenclature used is listed in Section 4.15. 
4.12 Methodology of Neural Nets 
Lippman 18 discussed various neural-net topologies such as Hopfield nets, Hamming 
nets, and Carpenter/Grossberg classifiers. For the purpose of this discussion, the 
applied multilayer feedforward neural nets are not trained by back propagation 
using the generalized delta rule (GDR)20, but by a conjugate-gradient optimiza-
tion64. 65 procedure similar to that proposed by Barnard and Cole66• According to 
these authors, the heuristic algorithms for choosing the learning rate and momentum 
term (parameters in the DGR algorithm) cannot compete with optimized conjugate-
gradient training as far as speed and robustness are concerned. 
A neural net is capable of learning the non-linear functional relationship between 
a set of inputs and outputs25 • In this capacity, the neural net is used to determine the 
functional relationship between N dependent and independent variables that charac-
terize the system under consideration. For a three-layer neural netlSo67, the following 
function can be formulated, which relates Xi inputs to the output Yo from node 0: 
where h 
o 
A Qh J 
N umber of nodes in the hidden layer 
Number of input nodes 
Number of output nodes. 
[4.9] 
This functional relationship, representing the neural nets used for the examples 
given here in which all the hidden nodes are sigmoidal, implies that the input Xh to 
the hidden node h is gi ven by 
X h = ~(BhioXi + Ch'l) [ 4. lOJ 
I 
since input nodes have linear activation functions, and the output yh from hidden 
node h is given by 
138 MEASUREMENT, CONTROL, AND OPTIMIZATION 
Stellenbosch University  https://scholar.sun.ac.za
Yh = I + c: -Xh [4.11] 
since these have sigmoidal activation functions 57.68• 
During training, the weights Aoh (weight between output (0) and hidden (h) 
nodes), Bhi (weight between hidden (h) and input (i) nodes), and Ch (weight between 
hidden (h) and bias node) are determined. This is effected by presenting the neural 
net with a training data set and following a training algorithm (software developed 
at the Institute for Nonferrous Process Metallurgy, Technical University of Aachen, 
Germany) based on conjugate gradient optimization (algorithm alternates between 
Polak-Ribiere and Fletcher-Reeves65 as dictated by certain set tolerances in the pro-
gram) and restart procedures. Other activation functions for the hidden nodes, such 
as linear inverse, exponential, logarithmic , parabol ie, and hyperbolic, are also 
accommodated, th is archi tecture showing a sim ilarity to the non-parametric regres-
sion projec tion pursuit method proposed by Friedman(;} . The objective function that 
is minimi zed during the train ing of neural nets is 
I 2 E=- . I >( y -y ) 2 - 0 - () exp . (III . [4.12] 
After having trained the neural net, the user can tes t the degree of generalization 
possible with the net by using the test data set, which is a subset randomly selected 
from the total data set. It is also possible to test the trained neural nets by statistical 
methods, e.g. the final R2 square of regression coefficient, S (standard deviation), 
DF (degrees of freedom), X2 (clIP probability), and a measure of overfitting are 
given by the final prediction error (FPEro: 
E (1+wIN) FPE= - .--- -
· N (I-wiN)' 
[4.13] 
where E = Least-squares error, which is also the objective function of the conju-
gate gradient optimization procedure applied here for training the 
neuron nets 
w = Parameters of neural-net weights {=( 1 + 0 + i) . h} 
N = Total number of data sets. 
As a theoretical example, a training data set consisting of 18 data points 
(O~ x ~1 0) produced by the simple exponential equation y = e-X was used to train a 
three-layer neural net with two linear input nodes, of which one was the bias node 
(input = 1), three sigmoidal hidden nodes, and one I inear output node. Trained net 
statistics are R2 ::::: 1, S ::::: 10-5, DF = 9, X2 probability = 0,034, FPE::::: 10-9 for a net 
architecture of 1 input (l inear), 1 output (linear), and 3 hidden (sigmoidal) nodes. If 
one of the sigmoidal hidden nodes is replaced by an exponential node, FPE decreas-
es to = 10-16, improving the predic ted accuracy to the 9th decimal. The resulting 
equivalent neural-net func tion for three sigmoida l hidden nodes is given by equation 
[4.]4] (equivalent neural net depicted by Figure 4. 10): 
CONTROL AND OPTIMIZATIO N TECHNIQUES 139 
Stellenbosch University  https://scholar.sun.ac.za
0,7032241 0,9947717 
y = ----~--------------~+ ----~----------------~ 
-( -{) ,2012817- 1,6963985 x ) -( -0,04997 53- 0 ,9909904 x ) 
1 + e 1 + e 
1,7781301 
+ ----~--------------~ 
-(-2,0730975- 2,5918490x ). 
1 + e 
[4.14] 
The degree of correspondence between test data and predictions by the trained 
neural net for these data is an indication of the generalization possible by this net (e.g. 
for x = 1 (training value), the trained neural net produces 0,367873 for a theoretical 
value of 0,367879 and, for x = 3,75 (untrained value), the net gives 0,02350 for a 
theoretical value of 0,02351). Similar nets can be defined for other functions to demon-
strate that the functional form of equation [4.14] can be applied to approximate these. 
To investigate the relationship between the output variable y and the input vari-
able x, for example, the neural net given by equation [4.14] (i) can be differentiated 
with respect to x to investigate the changing slope, or (ii) can be plotted two- or 
l x 
Linear 
-2,59 
Sigmoidal 
0,995 
0,703 1,778 
Linear 
y 
Fig. 4. 1 O-A three-layer neural net for y = e·' for OS x ~ 1 0 
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three-dimensionally and be subsequently investigated visually. Both these methods 
are demonstrated later. 
It should be noted that equation [4.14] represents a very general regression equa-
tion (i.e. the same equation can be used to approximate other functions, obviously 
with different weights). Considerable research has gone into the development of 
non-parametric regression methods69, of which neural nets are most certainly an 
interesting new method. 
4.13 Illustrative Examples of Neural Nets 
Each of the examples given here is aimed at the illustration of a particular model-
ling capability of neural nets. The examples, taken from published and unpublished 
work, illustrate the following with the principal objective of describing the model-
ling philosophy: 
• the analys is and interpretation of raw experimental and process data61.0l! 
• th e m odelli ng of activi tie s in slags, slag-metal equilib ri a, and slag 
viscosities~7 
• the modelling of mass transfer as a function of various process parameters in 
metallurgical reactors~<) 
o the formulation of a generalized neural-net kinetic rate equation for the simu-
lation and identification of batch and mixed-flow reactors~~·62 . 
A brief comparison is also given of existing published models and methods. 
4.13.1 Allalysis of Data 
In metallurgical systems, several dependent variables (not one alone) are often a 
function of one another, as well as of the independent variables. 
• In pyrometall urgy, for example, the metal-slag distribution of all the valu-
able elements, e.g. manganese, iron, titanium, between [metal] and (slag) are 
simultaneously a function of the basicity = (% CaO + % MgO)/% Si02, oxy-
gen partial pressure, and temperature (among others): 
[Metal] 
( Slag) 
[%Mn] 
(%Mn) 
[%Ti] 
(%Ti) 
[ %Fel 
( % Fe) 
= f (P
02 
' T, basicity ,etc.) [4.15] 
• In hydrometallurgy , for example, the precipitation of clements in solution as 
various compounds (and inclusions) are simultaneously a function of pH, 
temperature, oxygen partial pressure, concentration, and other process condi-
tions, e.g. the precipitation of jarosite: 
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[Fe3+] 1 
~::22+]] I = f (pH. Po 2' T. [jarosite-seed]. etc.) 
[As5+, As3+] 
[4.16] 
[ concentrations of ions in solution] 
The two situations shown in [4.15] and [4.16] can be modelled on the basis of 
classical thermodynamics. However, such semi-empirical methods, available in 
commercial software, are not always easily transferable to real industrial situations, 
since they cannot readily accommodate all the conditions prevailing on an industrial 
plant. The modelling of the effect of rational speed or charging frequency for a 
rotary furnace on the aluminium recovery is most certainly not possible with ther-
modynamics. As pointed out by Turkdogan34, the use of fundamental models for the 
modelling of slag-metal equilibria is not particularly rewarding in practical systems. 
As a consequence, the generally accepted practical models for the prediction of 
slag-metal equilibria in pyrometallurgy are semi-empirical in nature57. Anybody 
who has attempted to model the precipitation of jarosite, goethite, or hematite in an 
industrial zinc-recovery process on a fundamental basis can appreciate the problems 
and time required to produce a meaningful model. 
Empirical models are not always a rewarding alternative, since these require the 
pre-definition of a suitable regression equation. As this approach immediately pre-
defines the functional relationships between the variables, it excludes those which 
may also exist but are unknown. On the other hand, a neural net presents a totally 
generalized empirical modelling technique with the advantage that it learns the 
functional relationship between variables57-59.68. Hence, a neural net permits the defi-
nition of generalized empirical equations such as [4.15] and [4.16], which define the 
distribution of elements between slag and metal , or ions in solution, as a function of 
all the process conditions57.62.68. Perhaps the most significant advantage of this mod-
elling approach is that one can extract considerable information from a trained neur-
al net regarding the process under consideration, i.e. one can investigate the effect 
of all the process variables on the dependent variable(s). The following two exam-
ples illustrate this aspect. 
4.13.1.1 Oxidation State of Lead Slags 
The distribution of lead between the slag and the molten lead can be written as 
[ 4.17] 
If it is assumed that the activity coefficients of the oxides in the slag and of the 
lead are independent of the compositions (which is not always the case), the follow-
ing linear relationship between the metal-slag distribution and the partial pressure 
of oxygen can be developed for a particular temperature68: 
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[ 4.18] 
When the logarithm of the element distribution is correlated with the logarithm 
of the oxygen partial pressure by least-squares regression, this simple approach can 
be applied to establish the average oxidation state (2 . n) of elements in the slag for 
the tested range of oxygen partial pressures, as was done by Toubartz71 (which is the 
usual published method for this type of analysis). Toubartz used equation [4.18] to 
produce two equations for the two different experimental temperatures (l200°C and 
1300°C). It is clear that, since this approach produces a value for A and n for each 
temperature, it cannot predict the distribution at other temperatures, and even less at 
other slag compositions. If the two-dimensional plot of the experimental data points 
in Figure 4 .11 are considered (it should really be plotted five-dimensionally) , it is 
clear that a simplified linear approach such as equation [4.18] is hardly valid , as is 
also clear from the R2 and S values71 , which are hardly high enough to inspire much 
confidence in them. 
As an alternative to this linear regression approach, a neural net was trained. The 
net had four scaled linear input nodes (viz log (Po,}, temperature, % AI20 ), and B = 
% CaO/% Si02), four sigmoidal hidden nodes, -and one linear output node (viz 
log{ [% Pb]/(% Pb)}. The net statistics for the trained neural net were R2 = 0,965, 
S = 0,094, DF = 15, X~ probability = 0,0006, and FPE = 0,018. 
The following observations can be made from the predictions portrayed by 
Figure 4.11. 
• By differentiation of the neural net, or comparison with the given slope in 
Figure 4.11, an oxidation state of +2 can be safely assumed for lead in 
the slag. 
• The neural net predicts that, at higher temperatures, basicity has little effect 
on the lead distribution for 8 per cent AI 20). 
4.13.1.2 Oxidation State oj Copper in Lead Slags 
In another example, the distribution of copper was investigated by a trained neural 
net having four scaled inputs (viz log {p~}, temperature, % AI20), and B = % 
CaO/% Si02), three hidden nodes (2 sigmoidal and 1 linear), and one output (viz log 
{[% Cu]/(% Cu)}. The net statistics for the trained neural net are R2 = 0,851, 
S = 0,153, DF = 48, X2 probability = 0,042, and FPE = 0,0202. 
From the results portrayed in Figure 4.12, the following can be observed. 
• AI 20) decreases the solubility (increases the distribution) of copper in the 
slag, which is a well-documented fact. 
• Only temperature has a significant positive effect on the distribution at low 
alumina concentrations. 
• If the net were differenti ated , it would become evident that copper is present 
in the slag as CuO or CuOO.5 or various mi xtures of these, depending on the 
oxygen partial press ure , temperature, and slag composition . 
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Fig. 4.11-Comparison of experimental log ([% Pb]/(% Pb)) values with log ([%Pb]/(% Pb)) predicted 
(lines) by the trained neural net as a function of p<">!" The lines produced by the neural net hold for 
% CaO/% SiOz = 0,5 or I, % AlzO) = 8%, and the given two temperatures 
It is clear from these observations that classical semi-empirical methods (linear 
models in Figure 4.12) would not be able to extract the presented non-linear infor-
mation from the data in such an efficient manner. 
4.13.2 Modelling of Equilibrium Processes 
In a recent paper, Reuter et aL. 57 showed that neural networks are useful for the mod-
elling and investigation of metallurgical equilibria. It was shown that these net-
works are easier to use, produce more general results more efficiently, and permit a 
better interpretation of experimental data than other models. The examples that 
were presented in the paper57 are discussed shortly below. 
(1) Activities in liquid-metal solutions 
144 
A trained neural network can model the activities, a/l.l and aSb' more accurate-
ly than a published regular associated solution approach. This example 
emphasizes the simplicity and efficiency of the approach, and points the way 
for future modelling of activity coefficients. 
MEASUREMENT, CONTROL, AND OPTIMIZATION 
Stellenbosch University  https://scholar.sun.ac.za
1300 
(a) 
(b) 
Fig. 4.12-A three-dimensional plot of log {[% Cu]/(% Cu) 1 by the trained neural net as a function of 
temperature , p()~ , and % CaO/% SiO~ = 0,5 fo r (a) 6 % Alp) and (b) 12 % AIP1 
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(2) Metal-slag distributions of mallganese and sulphur durillg ironmaking 
In this example, the empirical modelling of manganese and sulphur distribu-
tions between iron and slag during ironmaking .was shown to be easier by the 
use of neural networks than by the implementation of published methods. It 
was shown that the results are superior to the published semi-empirical 
approaches used at present. 
(3) Process control 
The oxygen content of copper before it is cast into anodes is a very important 
process parameter during coppennaking. As an example in process control, a 
neural network was trained to predict the oxygen concentration in molten 
copper as a function of both temperature and e.mJ., which could be done 
very accurately. 
(4) Monitoring of element losses in slag 
For the monitoring and optimizing of processes, an example was included 
that demonstrated how the copper distribution between copper and slag can 
be modelled by a neural net as a function of the slag composition, atmos-
phere, and temperature. 
(5) ModeLLing of activity coefficients 
This example illustrates the use of neural networks in an investigation of the 
effect of slag composition and iron content in molten tin on the ratio of SnO and 
FeO activity coefficients in the slag. As a result, the cited experimental data 
could be re-interpreted, resulting in an improved understanding of these data. 
(6) Modelling of slag viscosities 
Although the modelling of physical quantities such as the viscosity of a slag 
as a function of both temperature and slag composition has not been attempt-
ed to date by classical methods, piece-wise semi-empirical isothermal equa-
tions have been proposed. Reuter et al. 57 could, however, demonstrate that a 
neural network can model experimental data as a function of both weight and 
temperature. 
(7) Modelling of a flame reactor 
146 
This example demonstrates the modelling of a flame reactor for the process-
ing of zinc-containing secondary material, e.g. flue dusts71 • Since true equi-
librium is not often reached in metallurgical reactions, it would be rather 
foolish to attempt to model this reaction on the basis of thermodynamics. 
As an alternative to classical methods, a neural net was trained having four 
inputs (viz % O 2 in the input gas, temperature, % Zn in the feed, and 
pco/pco), three sigmoidal hidden nodes, and one output (viz % Zn recov-
ered). The net statistics for the trained neural net were R2 = 0,958, S = 0,033, 
DF = 71, X~ probability = 0,072, and FPE = 0,0008. Two three-dimensional 
plots of the results are shown in Figures 4. i 3 and 4.14. 
With the aid of this trained neural net, the following observations were 
made. 
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Fig. 4.14-- The prediction of a neural net for zinc recovery as a function of oxygen in the feed gas and 
(In /!JcI), for 16 per cent zinc in the feed and a tcmpe r:llure of 1350 °C 
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• An increase in temperature of 100°C (l300°C to 1400°C) has the same 
effect on the recovery as an increase in the zinc content of the feed from 
16 to 32 per cent. 
• An increase in temperature and Pco/Pco increases the zinc recovery 
(Figure 4.13). 2 
• For a high oxygen content, the recovery is high for a low Pco/p~ and, for a 
low oxygen content, the recovery is high for a high pdp~ (Figure 4.14). 
These results could not be derived by Wu and Themelisn , and most certainly give 
new insights into the process. 
4.13.3 Modelling of Mass Transfer 
Mass transfer is usually modelled by the use of theoretically derived models, which 
are subsequently fitted to experimental data, rendering them, in most cases, semi-
empirical. The error is often made to classify this approach as phenomenological 
modelling, which is incorrect since many of the parameters in these models are not 
detennined theoretically. 
A recent pape~9 describes the modelling of the mass transfer coefficient, k, in 
gas-sparged electrolysers by the application of various published mass transfer cor-
relations. It was shown that it is not possible to model the four different investigated 
reactor configurations (airlift and bubble column reactors with two different sparger 
arrangements) with any of the published mass transfer correlations at the same time. 
On the other hand, a neural net, trained with three scaled inputs (viz the log of the 
void fraction, log (£); the log of the superficial gas velocity, log (u); and the bubble 
diameter, d), could model all the data at the same time with an R2 value of 0,99 and 
a variance, S, of 0,014 for log (k). This trained neural net could also predict mass 
transfer data measured for other process conditions, as well as data from other 
authors, output-perfonning classical regression analysis on all counts59 • 
4.13.4 Kinetic Models Based on a Neural Net 
In a recent paper73, the DLS model was applied to the ferric sulphate leaching of sul-
phide minerals in various copper ores. The model, based on fundamental principles 
(viz Fick's Law), is characterized by a large set of parameters~ which would make 
reasonable fits to the kinetics of sulphide copper minerals inevitable. Although this 
approach produces a fundamental understanding of the leaching process, its many 
parameters render it semi-empirical. The question can be asked whether these 
approaches could be replaced by simpler approaches that would produce as much 
infonnation more efficiently as the so-called phenomenological approaches with 
numerous fitted parameters. One approach that has been followed is the application 
of neural nets to the dynamic modelling of reactors on a purely empirical basis. An 
example that can be mentioned here is that of Pollard et al. 74, who used various 
theoretical and practical data to demonstrate a neural net's ability to learn the fUllc-
tional relationships between inputs and outputs. Other published models, however, 
often dwell on theoretical problems and theoretically generated data rather than on 
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practical examples. Examples that can· be mentioned are the diagnosis of chemical 
reactors75, the simulation of chemical reactors76.77 , and the use of such models in 
process controI42..13. A method frequently applied in the use of neural nets involves 
the generation of very large noisy data sets by the application of existing theoretical 
models and subsequent modelling of these with suitable neural nets42. 43.76. 77. This 
approach, although it demonstrates the capabilities of neural nets to map inputs and 
outputs against approximate functions2\ is considered to be the wrong method for 
the selling of neural nets as a tool in the modelling of ill-defined practical systems 
(similar to proving I = 1 !). 
In contrast to the purely empirical modelling by neural networks, Reuter eta!' H-56 
proposed a semi-empirical approach, i.e. the integration of artificial-intelligence 
techniques and equation-orientated modelling. This approach has been applied to the 
modelling of 
• the adsorption of species, e.g. gold and silver, onto activated carbon and 
resin, and the modelling of practical reactor systems as a function of all the 
process conditions 
• leaching processes and industrial leaching reactors for the leaching of gold, 
zinc, lithium, copper, and cobalt 
• pyrometallurgical reactions as a function of various process conditions (e.g. 
NiO by HJ, the decarburization of molten iron, the carbotherrnic reduction 
of ilmenite, etc. 
• various flotation processes. 
In all these examples, the simulation was performed by use of the same know-
ledge-based system and generalized kinetic model. As an extension to this know-
ledge-based philosophy, the generalized kinetic model was embedded in a neural 
neCll or modified neural-net architecture61• This generalized methodology has a num-
ber of distinct advantages above pure neural-net modelling on the one side and 
phenomenological modelling on the other. 
• Since it is general and simple, and can be applied to most metallurgical and 
mineral-processing reactions, it eliminates time-consuming and expensive 
'phenomenological' model building. 
• It requires neural nets of low dimensionality, eliminating the problem of 
dimensionality encountered in pure neural-net approaches. 
• Owing to its simplicity and inherent linearity, the derivation of simple recur-
sive analytical equations is possihle for hatch, mixed-flow, and plug-flow 
reactors. 
• It could serve as a basis for the standardization of modelling and, hence, also 
for the identification of reactions, reactors, and processes. 
• lt can cover all industrial process conditions, and their respective influences 
can be investigated, leading to a better understanding of the kinetic syster.1 
under consideration. 
This approach could form the lin k between empirical and semi-empirical! 
phenomenological models, in which capacity it could ultimately facilitate semi-
empirical/phenomenological modelling. The mathematical basis of this approach is 
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rather simple and is represented by equations [4.19] and [4.20]. The kinetic rate for 
non-pivot* conditions has the form shown in equation [4.19], where k (C,t) is the 
state variable, R is the final recovery, and ex and ~ are adjustment factors. 
dC 
-dt = ex· k(C ,T) . (C -Co· (1-~· R)). [4.19] 
C (0) = 1 or Co (if not dimensionless), which holds for the transformation of C to 
1 - ~ . (l - C) for C (0) = 1, C (00) = (l -~ . R), and ex, ~ ~ O. 
The state variable is derived from smoothed pivot data, i.e. data for which ex = 1 
and ~ = 1: 
k(C t)= - d C . 1 = f( NN). 
, d t (C - Co· (I - R ») [4.20] 
This trained smoothing neural net for the smoothed kinetic data can then be used 
in the calculation of the derivative in equation [4.20] and subsequently k (C, t). 
Subsequently, a neural net is trained to relate k (C, t) to C and t, which is called the 
state-variable neural net. For adsorption processes, the state variable is defined as 
(m/mpi.,.J . k (loading on substrate t), where m is the carbon mass in solution56. So 
that non-pivot kinetic data can be predicted, adjustment factors are defined: adjust-
ment factor ex for adjusting the state variable k (c, t) and ~ for adjusting the final 
recovery, R. It is obvious that this adjustment can be made as long as the state func-
tion k (C, t) does not change, i.e. the kinetic mechanism (or sequence of mechan-
isms defined by the changing state variable) does not change. The adjustment 
factors can easily be derived from non-pivot kinetic data, i.e. ~ = RIRpiVOI. and ex by a 
comparison of the initial slopes or integral time-weighted slopes54-56. 
This model and its respective neural nets are embedded in software developed at 
the Institute for Nonferrous Process Metallurgy (Aachen, Germany), and comprises 
the following algorithm: 
• smoothing of the pivot and non-pivot kinelic data by smoothing neural nets 
• application of the smoothing neural net for the pivot data in the determina-
tion of the state variable k (C, t) via equation [4.20] 
• training of the state variable neural net 
• determination of the adjustment factors for non-pivot kinetic data 
• training of the adjustment-factor neural net. 
The generalized rate equation and the neural networks can subsequently be 
embedded in mass- and energy-balance equations to describe various microfluid 
and macrofluid reactor systems54-5658. 
4.13.4.1 Adsorption of Gold Bromide onto Activated Carbon 
The adsorption of gold bromide onto activated carbon62 is discussed here as an 
example. Instead of applying equation [4.19] to the modelling of kinetic data (which 
* Pivot process conditions are the chemical and other conditions associated with k (C, t) whereas non-
pivot conditions are characterized by deviations from the pivot conditions, quantified as adjustment 
factors. 
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is easily perfom1cd~~), this example demonstrates how information can be obtained 
from a trained neural net with an adjustment factor. From the data of Pesic and 
StorhoIcO\ it is evident that theoretical methods would be rather difficult and time-con-
suming to apply to the modelling of reactions such as Br2 in solution, and the effect of 
carbon size and pH on the kinetics of gold adsorption. However, such relationships 
are easily determined by the following methodology as described in this paper. 
• The standard conditions of Pesic and Storhok63 are selected as the pivot data 
(for which k (loading) is calculated and for which a = 1). 
• Adjustment factors are calculated from kinetic data (Figure 4.10). 
• Subsequently a neural net is trained with an adjustment factor, which relates 
a (comparing initial slopes with the initial pivot slope) to pH, carbon size, 
and [Brz]. 
The adjustment fac tor, ~ , was assumed to be 1 throughout, i.e. it was ass umed 
that the equilibrium loadin g \vas not affected by the experimen tal cond iti ons. The 
predictions of thi s tra ined ne ural net arc given in Figure 4.15. The net statis ti cs are 
as follows: R ~ = 0,997, S = 0,014, DF = 7, X~ probability = 0,0025 , and FPE = 
0,00044. The net architecture co ns ists of 3 inputs (linear) , 1 output (linear) , and 3 
hidden (2 sigmoidal, 1 lin ea r )"~. 
A compari son of the experimental data and Figure 4. I 5 clearly shows that the 
trained net has captured the functional tendencies inherent in the data. With this 
trained net, it is subsequently poss ible to interpolate over the ranges dictated by the 
data, which reveal the kinetic tendencies and, hence, generalize over the whole range 
of data. Since the basis of the model is a differential equation, extrapolations can be 
performed over the whole time axis, which pure neural-net approaches do not pennit. 
4.13.4.2 Heap Leaching of Copper Sulphide Ores 
The simulations of the heap leaching of copper sulphide ores by this approach was 
discussed in a recent paper'z. An interesting result of this approach is the characteri-
zation of kinetic processes via their k (C) state function (Figure 4.16). 
Several interesting aspects of the kinetics are apparent in Figure 4.16. 
• The 4 cm fragments of covellite and chalcocite show significantly different 
kinetic behaviour from that of fragments larger than 4 cm, which could 
imply that one published theoretical rate equation cannot describe the com-
plete kinetics of leaching for a particular mineral. 
• The kinetic mechanism changes sharply (e.g. from second to first order) for 
the 4 cm fragments of covellite and chalcocite, and for the 16 cm fragment of 
covellite at about 0,85 to 0,87 . 
• Chalcopyrite has a characteristic wave-formed k (C). 
These curves can be regarded as 'finger prints' of the leaching behaviour of these 
sulphide minerals. 
4.13.5 ModellilZg of Pll1nts with COlZnectionist Systems 
Most chemical and mineral-processing plants are burdened with copious amounts of 
process data, which make it di ffic ult to identify the essential features of the process-
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(a) 
Pf.t 
aD 
(b) 
Fig. 4.15--Predictions at 25°C for a by a trained adjustment-factor neural net for activated carbon with a 
mesh size of (a) 10 X 14 and (b) 48 x 80 (after Reuter and Bemhard~~) 
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es involved in the plant operati ons. The development of process models based on 
these data is not generall y cost-effective, and the data are usually analysed by 
means of multiple linear or non-linear regression techniques. Since these techniques 
require explicit process models, they are not always suitable for the modelling of 
the complex behaviour often exhibited by industrial plants. In contrast, neural nets 
do not suffer from this drawback and, provided that they are presented with enough 
representative data, constitute an efficient means for the construction of implicit 
models of ill-defined processes. 
If the process system to be modelled is a-cyclic, the problem concerned with the 
construction of a circuit or plant is to relate the matrix Y (outputs) to some function 
of matrix X (inputs) , so that Y can be predicted from X. The simplest approach, and 
a method often used on mineral-processing plants, is to assume a linear relationship 
between X and Y, i.e. Y = X · a + b, and to find the coefficient vectors a and b by 
ordinary least-squares methods; otherwise, more sophisticated non-linear models 
are used, but these are often difficult or time-consuming to develop and are not 
always successful in capturing the essential character of the process. 
The main advantage of modelling techniques based on the use of neural nets is 
that a priori assumptions with regard to the functional relationship between x and y 
are not required . The net learns this rel ationship instead, on the basis of examples of 
related .x.-y vector pai rs or exempl ars. 
The efficiency of reduction plants is often assessed in terms of the metal lost 
during the recovery process, since the hi gh recovery of certain metals is too insensi-
tive a parameter for use7X .7'I. 
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A set of [XI> X 2, ••• XI~ I YI' Y2] data representing 14 inputs considered to affect the 
losses in liquid (YI) and solid (Y2) form on a commercial plant was randomized and 
subdivided into a training set and a test set. The training set consisted of exemplars 
presented to the neural nets during training (weight adjustment of the nets), while 
the test was used to monitor the performance of the nets subsequent to training. This 
procedure is essential to ensure that the net generalizes the relationships between 
parameters correctly, instead of just learning to reproduce the data presented to it. 
The back-propagation net with an input layer and one hidden layer, each com-
prising fourteen processing elements or artificial neurons, and an input layer com-
prising two processing elements was used to model the losses, as shown in Figure 
4.17. The fourteen elements in the input layer corresponded to the fourteen input 
parameters (XI' X 2, ••• X14) used to correlate the losses, while the number of elements 
in the hidden layer was chosen arbitrarily. The input layer did not process the data, 
but merely served to distribute the data to the hidden layer. The output of the two 
processing elements in the output layer corresponded to the predicted values of the 
two output variables, namely the dissolved loss (YI) and the undissolved loss (Y2). 
The layers were connected in a feed forward manner, i.e. no layer was connected 
to any layer preceding it, and all the layers consisted of elements with hyperbolic tan-
gent translation functions to ensure that low-valued outputs were treated equally, i.e. 
[4.21] 
The output of the net after being trained with the generalized delta rule is com-
pared with the predicted outputs based on a linear regression analysis used on the 
plant. The results are depicted graphicaIIy in Figure 4.18. Based on the root mean 
square values of the correlation errors, the nets performed significantly better than 
the existing plant models (approximately 50 per cent for the undissolved gold losses 
and 90 per cent for the dissolved gold losses). 
4.14 Usefulness of Neural Nets 
The various examples presented here clearly indicate that neural nets are very useful 
for the modelling, simulation, and analysis of various types of kinetic and equilibrium 
data processes. The presented approaches are very simple, cost-effective, and easy to 
apply. The examples demonstrate that more information can be extracted from experi-
mental data and processes thall is possible with most published approaches. 
From the examples it is also clear that a combination of neural nets, knowledge-
based systems, and fundamental equation-orientated modelling is striven for. 
However, neural nets should replace weII-established methods only if these are 
incapable of modeIIing the system under consideration. 
4.15 Nomenclature 
<x, ~ Adjustment factors for equation [4.19] 
AOh Weights between hidden and output nodes 
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Fig. 4. I 7- Neural -ncl model of meta l losses in a plant 
Weights between hidden and input nodes 
Concentration (Co initial concentration) 
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Least-squares function, equation (4.12] 
State function, equation [4.20] 
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Fig. 4.18-Predictions of dissolved (upper) and undissolved (lower) metal losses by multilinear 
regression (MLR) and back-propagation neural net (BPNN) 
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life of marginal reserves also implies the need for optimized plant. Dynamic simula-
tion has become a fairly widely accepted method of achieving these objectives .. 
Ultimately, plant models will become a strategic asset of the company, representing 
accumulated knowledge and experience. 
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1. Introduction 
With the rapid development of new technology in the field of process engi-
neering, the modern engineering environment expands continuously and becomes 
more complex. Due to the increasing level of sophistication in the process industry, 
there is a growing need to estimate process behaviour more accurately. Predicting 
the behaviour of process operations is necessary to maintain optimal productivity 
through advanced process control. Adequate models must be used in the optimal 
design of more sophisticated process equipment. Furthermore, the anticipation of 
deviations from acceptable processing conditions well in advance is important in 
order to implement corrective measures which can prevent major loss in produc-
tivity. 
Although extensive fundamental research has been done on chemical and 
metallurgical processes, most unit operations are still ill-defined in some way. This 
is normally attributed to an inadequate understanding of the physicochemical 
mechanisms of the processes. For such processes it is difficult to construct accurate 
fundamental models. As a consequence there is a growing demand for new mod-
elling techniques which would enable the process engineer to construct useful rep-
resentations of complex process phenomena. Non-parametric regression techniques 
provide one such alternative to fundamental modelling and has attracted consid-
erable interest from the research and industrial establishments in recent years. As 
a subclass of these techniques, connectionist systems, artificial neural networks or 
neuromorphic computing systems are particularly attractive, not just due to their 
ability to represent complex process systems accurately, but also due to their par-
allel structures, which allow them to be used as a basis for supercomputing devices. 
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2. Example 1: Generalized modelling of reaction kinetics 
The first example [1] illustrates the use of a generalized kinetic rate equation 
to identify process conditions, and to simulate batch and continuous metallurgical 
and mineral processing systems dynamically. In the proposed approach an architec-
ture is adopted in which one set of concentration-time data and the corresponding 
process conditions form the pivot on which all further predictions are based .. This 
data set is called the pivot data set. Any deviations in the process conditions are 
quantified as non-unit and larger-than-zero adjustment factors, which adjust the 
rate and final recovery of the proposed generalized kinetic model. 
The approach is based on the use of a simple first-order kinetic model, 
viz. C = 1 - R(l - e-k't). In the proposed architecture Rand k' are determined 
from the pivot kinetic C-t data and these, together with the accompanying process 
conditions, e.g. reagent levels, temperature, concentrations of chemical species, 
pH, pulp density, particle size distributions, etc., are termed the pivot data. If the 
process conditions deviate from the pivot process conditions, k' and R change, the 
change being quantified by adjustment factors Q and {3. These adjustment factors 
modify the above simple kinetic models to C = 1 - (3R(l - e-ak't), which implies 
that Q = 1 and {3 = 1 for the pivot data. 
For example: 
If To is the pivot temperature of the above reaction, the rate k' would 
-6 (1 1) have to be adjusted by the amount Q = e 7fQ. T - To for an arbitrary temperature, 
according to the Arrhenius equation. 
If a relationship such as Sh = T(Sc, Re) is available for defining mixing 
[2,3]' Q may be adjusted as a function of Sh, e.g. Q = .r(~~~~L,). 
For real chemical and metallurgical processes, the situation is more com-
plicated, and Q is often a complex function of a variety of process conditions. 
This function can be defined conveniently by a trained neural network. Similarly 
changes in the process conditions may modify the final recovery from Rpivot to 
R. The measure of this change is {3 = -R  ,which is also a complex function of 
pluot 
process conditions. 
For identification of process conditions within the reactor, the reverse pro-
cedure is followed. From the above discussion it is clear that if Q is known from the 
C-t data, T may be determined via the above Arrhenius equation, since To, a pivot 
process condition, is also known. In the proposed architecture, the relationship be-
tween Q and {3, and the process conditions, is defined by a trained neural network. 
Figure 1 formalizes the approach and gives a generalized algorithm of the propos2d 
simulation and identification activities. For simulation purposes, a trained neural 
network forms the front end of a generalized kinetic rate equation, via the Q and 
{3 adjustment factors. In conjunction with suitable mass conservation equations, 
reactor simulation may be performed. For identification purposes, the generalized 
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Figure 1. Procedure for reactor simulation and identification with generalized 
neural network kinetic modeL 
kinetic rate equation may be used to produce the input (0' and (3 adjustment fac-
tors) to a neural net, used to identify process conditions within the reactor. Two 
examples are given below to illustrate the application of this modelling philosophy. 
2.1. (a) Zinc ferrite leaching 
The raw data were obtained from Rastas et ai. [4], who could describe these 
data by a reaction controlled shrinking core model. The many process conditions 
that affect this reaction make a purely theoretical modelling approach impossible. 
In this example the kinetic data for the process conditions at 95°C and [H2S04 ] = 
30 kg / m3 are taken to be the pivot conditions. Other process data remained 
constant. After determining the a values via equation 1 
(1) 
by comparing the k( C) values, a sigmoidal feedforward neural network was 
trained with the derived a values and associated process conditions. From the 
information given by Rastas et ai. [4] (3 was taken to be unity. The neural network 
could learn five exemplars ,ofthe form {INPUT I OUTPUT} = {a I [H2S04 ],T} 
very accurately (error less than 0.0001) from more than one initial weight set for 
scaled inputs . The generalized results for the network are depicted in Figure 2. 
The trained network could then be used in combination with the generalized rate 
equat ion 2 
dC dt = - ak(Cn)[C - Co(1 - (3)] (2) 
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Figure 2. Zinc ferrite leaching kinetic data (symbols) vs. predictions 
(lines) of the generalized neural network kinetic model (example la). 
to generate the results depicted in Figure 2. From Figure 3 it is clear that 
the network permits reasonable extrapolation to other process conditions , although 
the training temperature lies between 75°C and 95°C and the [H2 S04 ] between 
15 and 50 kgjm3 . 
2.2. (b) Jarosite precipitation 
The example is based on the one discussed by Rastas et al. [4], where ferric 
iron (Fe 3+) is precipitated as N a-jarosite., i. e. 
The kinetics of this reaction are affected by a variety of factors, including 
the temperature, the concentration of the Na-jarosite seed , [Fe 3+], [H2S0 4 ] and 
the [N a+]. Modelling of the kinetics of the reactions is complex, a fact which is 
reflected by numerous models described in the litera ture . Two of these kinetic rate 
equations, respectively from [4] and [5], are 
(4) 
and 
(5) 
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Figure 3. Adjustment factor 0' as a function of temperature (T) and 
sulphuric acid concentration ([H 2S0 4 ]) for zinc ferrite leaching (example la). 
The raw kinetic data (depicted by the symbols in Figure 4) were taken 
from Rastas et aI. [4] , who modelled the data with the semi-empirical kinetic 
model above (equation 4), with four empirical parameters a to d. In Figure 4 
experimental data of Rastas et aI. [4] and predictions (lines) produced by equation 2 
are compared as a function of the 0' values produced by the neural network in Figure 
5. The kinetic data for 95°C and [H2S04 ] = 300 kglm3 are taken to be the pivot 
conditions. Other pivot conditions are [Fe3+] = 30 kg 1m3, [N a+] = 8 kg 1m3 and 
[Z n 2+] = 1 00 kg I m3. The lat ter two were assumed not to affect the kinetics of the 
process. 
The 0' and f3 values have been modelled as a function of [N a-jarosite seed] 
and temperature by using the same feedforward neural network (12 weights , in-
cl uding those associated wi th the bias node) as in exam pIe 1 a . As previously, the 
network could learn the relationship between 0', [H 2S04 ] and [Na-jarosite] very 
accurately (error less than 0.0001), although numerous starting weights were used. 
As shown in Figure 5, good generalization was possible for a relatively wide range 
of temperatures and [N a-jarosite] values. 
3. Example 2: Modelling of metal-slag equilibria 
Although numerous methods have been proposed in the literature for the 
modelling of metal-slag equilibrium processes, these models are usually semi-em pi-
ricc..! hybrids of regression equations and thermodynamic equilibria. Fundamental 
models are successful in only a few cases, owing to the complexity of the interaction 
between variables in real pyrometallurgical systems. This example shows that 
neural networks are sui table for mod elling such ill-defined equilibrium processes, 
with no a priori kn owledge being required about the form of any model. 
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Figure 4. N a-jarosite precipitation data (symbols) vs. predictions (lines) by a 
combination of the generalized neural network kinetic model (example 1 b). 
Adjustment Factor Alpha 
1 .4 r-----------.---~----------~----~----, 
Temp (Oe ) 
1.2 "'115 + 95 * 65 . . ...... .. . . . ..... . .. . .. .... ; .......... : .. ... .... . 
1.0 
0.8 .. . .... .. " . .. . . . . . .. . . ... . .. .. . .. .... -_ ..... ... ... .. . " . . . -.' . . . . .. .. . 
. . . 
· . 
· . 
· . 
· . 
0 .6 . .... . ... . . , . . ... ... . . ... . . . . .. .. ... . ..... .. .. . ... .. .. . 
 . 
.. . 
. . 
. . . 
0.4 .................. : . . .. . .. . . . : .......... : ..... . .. .. : ... . . . __ .... .... .. . 
. . . . 
. . 
0.2 
0 . 01k---~.-~~~--------------------------~ 
50 100 150 200 250 300 350 400 
[Na-jaros ite seed) (kg/m') 
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3.1. (a) Concentration of oxygen in copper 
Kulkarni [6] presented data for the concentration of oxygen (ppm) in copper 
as a function of temperature measured by N i-N iO and Co-CoO solid electrolyte 
reference electrodes. The electromotive force (EMF) of these electrodes , produced 
as .. a function of temperature and the concentration of the oxygen could be used 
to monitor the concentration of the oxygen in the liquid copper and hence assist 
during process control. For this purpose, a neural network that predicts t he oxygen 
content as a function of temperature and EMF can be used. 
The neural network trained for this application consisted of an input layer 
wi th two input nodes, a hidd en layer with three sigmoidal nodes , and a single-node 
sigmoidal ou tput layer. Sixty exempla rs of the from {T , EM F I [Cu]} were used to 
t rain the net , while ten da ta points were used to evaluate t he netwo rk . The average 
absolute error on the t raining data was 5.2%, while the error on t he tes t set was 
4.7% . fi gure 6 shows the oxygen values predicted by t he neu ral net , compared to 
the experi mental values. 
Oxygen concentrat ion predicted by neural net (ppm] 
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Figure 6. Neural network predicted vs. experimental oxygen concentrations 
- training and test data sets (example 2a). 
3.2. (b) Distribution of manganese between pig iron and slag 
This example shows the application of neural networks to the production 
of pig iron and the distribu tion of t he various elements and compo unds between 
the pig iron and slag. The data for t his example were obtained from a paper by 
Oelsen and Schu bert [7]. These authors investigated t he dist rib utions of sul phur , 
manganese and iron as a funct ion of the co mposition of a CaO-Si0 2-AI2 03 slag . 
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They showed that the distributions could be modelled by simple equations as func-
tions of the basicity and the square root of the silicon concentration in the pig 
iron. The manganese is used as an example to illustrate how these relations can 
be represented by a neural net . 
Two input variables were identified, i.e. the ratio of calcium oxide to silica 
(~fi~) and the silicon concentration ([SiD· The feedforward network used to 
model the distribution of the manganese consisted of a two-node input layer, an 
eight-node sigmoidal hidden layer, as well as a single-node sigmoidal output layer. 
The network was trained on 48 exemplars, while the test set consisted of seven 
exemplars. The average absolute error on the training data was 5.6% , while the 
error on the test data was only 4.0%. The data predicted by the neural network 
are shown in Figure 7. 
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Figure 7 . Predicted vs. experimental values for the distribution of 
b .. d I [Mn%] manganese etween pIg Iron an s ag (Mn%) 
-- training and test data sets (example 2b) . 
4 . Examp le 3: D yna mic m odelling o f carb o n- in-Iea ch p r o-
cesses wit h neural networks 
Effective modelling is often severely hampered by the high dimensionality 
of large process systems. The reasofl for this is that the minimum amount of 
information required for adequate modelling of a process increases exponentially 
wi th an increase in the number of process variables, i.e. P = 11 Yi, where P is the 
number of data points needed to model the process and Yi is the number of points 
required to represent the whole system sufficiently in the i ' th dimension . Several 
methods have been proposed to overcome the burden of high dimensionality, such 
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Figure 8. Flowsheet of carbon-in-Ieach (CI L) process (example 3). 
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as task dependent clustering [8], non-parametric multivariate regression analyses 
[9] and local variable selection techniques , such as CART [10], MARS [ll], ID3 [12] 
and C4 [13]. 
A new modelling methodology implemented by means of neural networks 
has been developed by Van der Walt et aI. [14] to address the problem of dimen-
sionality. This methodology is based on the use of neural networks to deal with the 
local reduction of dimensionality in an external fashion. A typical metallurgical 
process is modelled to illustrate the construction of a kinetic model with this new 
method . 
4.1. Dynamic simulation of a carbon-in-Ieach (elL) process 
The carbon-in-Ieach (CIL) process is a metallurgical processing operation in 
which gold is recovered from cyanided gold ores. Despite the development of various 
phenomenological models, the fundamentals of the process are poorly understood. 
It is for this reason that non-parametric regression analysis, such as represented by 
neural networks, appears to be an attractive alternative to fundamental modelling . 
The configuration of a typical CIL cascade is depicted in Figure 8. The process 
can be described as follows: Consider a CIL cascade which consists of N serially 
connected adsorption reactors through which an aqueous cyanide and gold ore 
slurry flows in a countercurrent mode. Carbon is periodically transferred upstream 
at a volumetric flow rate of Q s in the presence of a continuous slurry fee<1 to the 
cascade with volumetric flow rate QJ. The resultant volumetric flow rate of the 
total down flow slurry stream Q f s is calculated as follows: 
QJs (i) = QJ - Qs(i+l), i = 1,2, . . . N (6 ) 
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The dynamic behaviour of the CI L cascade can be simulated through a set 
of ordinary differential equations which represent the process of mass transfer of 
gold within the liquid, carbon and ore. The average gold loading on the carbon is 
denoted by q, the average gold grade in the ore by G and the gold concentration 
in the liquid phase by C. The mass of ore and carbon within a particular reactor 
is represented by M and W respectively. 
Gold balance in liquid phase in stage 1 
Gold balance in liquid phase in stage i = 2,3, ... N 
dCi 
t/.. \/; --
, 1 dt 
Gold balance on carbon for stages i = 1,2, ... N 
w. dqi 
1 dt 
Gold balance on ore for stage 1 
Gold balance on ore for stages i = 2, 3, . . . N 
M· dG i 
I dt 
(7) 
(8) 
(9) 
( 10) 
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+ 
(11) 
If the kinetic reaction terms 11, 12 and 13 are known, the above sets of 
differential equations can be solved by means of a suitable numerical technique, 
such as a fourth order Runge-Kutta integration routine. Moreover, these reaction 
terms can be expressed in various ways, depending on the modelling technique 
being used. For example, if the relevant knowledge with regard to the process 
kinetics is embodied in a knowledge-based system, the values of II, 12 and 13 can 
be determined from the system's data base at each instant during simulation . The 
same is valid for regression analysis and phenomenological or connectionist models 
of the reaction functions. 
4.2. Kinetic and equilibriurll models 
The kinetic reaction terms fr, 12 and 13 can be described by the equa-
tions derived from the film diffusion model for adsorption onto the carbon surface 
(equation 12), as well as the leaching process taking place within the elL cascade 
(equation 13) . 
12 6 k W. Ci - C s ; . f · t 
Pc·dc 
( 12) 
13 -ki.Mi.(G i - G~)2 (13) 
II -(12 + h) (14) 
Equation 14 is valid, assuming that mass transfer occurs only between the 
liquid, ore and carbon, with insignificant interaction between the carbon and the 
ore. The equilibrium conditions at the carbon surface can be described by the 
well-known Freundlich isotherm for a single-component system, i.e. 
(15) 
where A and n are equilibrium parameters. This phenomenological model 
was used to simulate typical process data. 
4.3. Generation and pre-processing of typical plant data 
During simu~ation runs with the phenomenological model simulator, vari-
able profiles were computed which covered the process domain at fixed reactor 
volumes . These profiles were used to generate data sets of the form 
{INPUT I OUTPUT} = {C,q,G,M, WI il ,12 ,h} 
Stellenbosch University  https://scholar.sun.ac.za
482 
The training data, which consisted of 800 vectors, were corrupted with 15% 
Gaussian noise to simulate a typical industrial system. The perturbed data were 
scaled to be within suitable range (approximately [-3; 3]). 
4.4. Construction of the hybrid subspace model 
As a first step, neural networks with different configurations were trained 
with the five-dimensional training. data set. The modelling performance of each 
trained network was evaluated with the test data set. The most successful of these 
networks was a sigmoidal network consisting of an input layer with five nodes (one 
for each input variable), a hidden layer with ten hidden nodes and output layer 
with three nodes (one for each kinetic reaction term, h, 12 or h). This network 
was referred to as the global neural network. 
In order to reduce the dimensionality of the global variable space, the global 
network model was used to perform perturbation analyses at the coordinates of each 
training sample. By doing so, the relative influence of each variable on the different 
kinetic reaction terms could be quantified. The criterion used for this purpose was 
the relative perturbation values (RPV's), as defined by Van der Walt et al. [14]. 
The RPV's for the five variables of h are portrayed in Figure 9. From this figure 
it can be seen that variables G and M exert little influence on 12, so that these 
variables can be eliminated from the global variable space of h with negligible 
consequences. Variables C and W play relatively important roles in determining 
12 throughout the variable space. The strong influence of variable q on 12 within 
high C-regions and the drop in significance of q towards lower C-values can also 
be noted from Figure 9. These observations correspond to the dual-rate expression 
for adsorption, as represented by equations 12 and 15. 
The variable spaces of the kinetic reaction terms were subdivided accord-
ingly and the dimensionalities of these subspaces could be reduced where conditions 
allowed such a step. It was consequently possible to train several simplified neural 
networks to accommodate the different subspaces of each function. In this way 
different neural networks are used to accommodate variable spaces of a. dimension. 
lower than that of the original five-dimensional variable space. These networks 
proved to be much more effective than the model of high dimensionality, as can be 
seen from Figure 10. This figure portrays the results of simulation runs completed 
with the hybrid subspace (HS) kinetic model, as well as a five-input neural network 
(BPNN) model, while runs with the phenomenological (Phen) model were used as 
a basis of comparison. 
Since the generality of the techniques applied to the elL cascade system 
allows them to be used in a similar fashion on other process systems as well, these 
methods constitute an effective means for modelling large ill-defined systems not 
easily accommodated by other computational procedures. 
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Figure 9_ Relative perturbation values for reactor function 12 (example 3). 
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Figure 10. Gold concentration profiles in reactor 1 of the elL-cascade, as 
predicted by neural network models , as well as the elL-simulator incorporating 
three different models (example 3) . 
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5. Example 4: Calcination of limestone 
Calcination of limestone has been studied extensively, due to its importance 
in industrial processes and pollution control. The reaction (equation 16) in vol ves 
the endothermic decomposition of solid calcium carbonate into solid calcium oxide 
and carbon dioxide gas [15] 
CaC03 (s) -+ CaO(s) + CO2 (g) (16) 
The calcination reaction depends on the reaction temperature, the size, 
shape and pore structure of the calcium carbonate particles, the background pres-
sure of the carbon dioxide, the presence of impurities in the calcium carbonate, 
etc. [16] 
The process kinetics are represented by equation 17 
_ d[CaC03] = F([CaCO ] T d) dt 3, , (17) 
where [CaC03] denotes the concentration of the calcium carbonate at time 
t, T the temperature at which the reaction is taking place, and d the average particle 
size of the calcium carbonate. The functional relationship between the rate of 
decomposition of the calcium carbonate and the process conditions was modelled 
by a sigmoidal neural net with one hidden layer. The input layer consisted of three 
nodes (one for the calcium carbonate concentration ([CaC03 ]) , the temperature 
(T) and the average particle size (d), while the output layer of the network had a 
single node corresponding to the decomposition rate of the solid (d[Cad~031) . 
The training and test sets of exemplars were constructed from laboratory 
data obtained in experiments with six different particle sizes, viz. 3.5 - 4.0 mm, 
4.0 - 5.6 mm, 5.6 - 6.7 mm, 6.7 -11.2 mm, 11.2 -16.0 mm and 16 .0 - 25 .0 mm, at 
three different temperatures, namely 1000° C, 11 00° C and 1200° C. The training 
set consisted of 400 exemplars, while the test set consisted of 100 exemplars. The 
network converged relatively rapidly and predicted the test data with an average 
absolute error of less than 8%, as shown by the solid lines in Figure 11. 
Instead of using a neural network to model the calcination process in toto, 
the networks can be used to model the dependency of the kinetics on the calcium 
carbonate concentration and particle size, while an Arrhenius relationship can be 
used to model the effect of temperature, that is 
(1 8) 
The network had the same structure as the one used previously, except 
that it had an input layer with two nodes (one each for the calcium carbonate 
concentration [C aC03] and the average particle si ze (d) . The network was capable 
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STOICHIOMETRIC CONVERSION (%) 
100r-~--~-'~~-'~~~~~~------~ __ 
----.----.----
• EXP 
- NN (7.93] 
- - HNN [9.52]) 
5 1 0 1 5 20 25 30 35 40 45 50 
TIME (min) 
Figure 11. Neural network (NN) and hybrid neural network (HNN) modeling 
of the calcination of calcium carbonate (figures in square brackets indicate 
average absolute percentage errors) (example 4). 
of forming an accurate (average absolute error of less than 10%) internal represen-
tation of the relationship F NN([CaC03 ], d), as shown by the broken lines in Figure 
11 . 
6. Conclusions and Discussion 
In this chapter it was shown that feedforward neural networks could be 
trained to represent complex process phenomena. Although the networks discussed 
in these examples were mostly simple, they could be trained on sparse data and were 
shown to constitute useful representations of various chemical and metallurgical 
processes . 
However, these networks should not be seen to compete with fundamental 
models. There is no substitute for a fundamental grasp of the influences governing 
the behaviour of process systems, and in this regard neural networks should be seen 
to complement such an understanding. It is for this reason that it makes sense to 
incorporate neural systems with phenomenological models as far as possible, in 
order to retain available first-principles process knowledge. 
The use of feedforward neural networks is gaining popularity in the process 
industries, mainly due to their simplicity and flexibility: As more sophisticated 
modelling strategies are being developed, other types of neural net architectures can 
be expected to become more prominent, however. Although the research literature 
is replete with examples of neural network models and applications , neura l network 
technology is still to be established in industry. Despite the fact that these relatively 
unknown methods are still often regarded with scepticism in indus trial circles , 
Stellenbosch University  https://scholar.sun.ac.za
486 
indications are that neurocomputer technology is beginning to purge itself from its 
image as an esoteric approach with little practical value. 
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Abstract 
In this paper an overview of recent work at the University of Ste/lenbosch in (he application of artificial 
neural nets in the mineral processing industry is provided by way of three examples. In the first example 
it is shown that through training with historical data generated in quasi-steady state systems;· neural 
nets can form accurate internal representations of the relationship between the variances of 
measurement and constraint residuals. These representations can then be used in conjunction with other 
heuristics to estimate the variance-covariance matrices of measurement errors in quasi-steady state 
process variables, regardless of the nature of the process constraints. The optimal tearing of ·Iarge 
circuits with a multitude of recycle streams is a formidable computational problem and in the second 
example the use of feedback neural nets as parallel processors which can alleviate this computational 
burden by several orders of magnitude is illustrated. In the final example the construction of a 
connectionist model of an industrial plant is discussed and shown CO perform significantly better than 
the multilinear regression models presendy in uSe. 
Connectionist systems are widely ·acknowledged as one of the fastest growing computer technologies 
today, and the application of these paradigms in the mineral processing industry has spread steadily in 
the wake of successful applications in other branches of the engineering industry since the late 1980s. 
Based on the eady successes achieved with the implementation of back propagation neural nets in 
process control and especially the modelling of ill-defined processes, connectionist systems are 
increasingly making their impact felt in other areas of process engineering. In this paper an overview of 
recent work. at the University of Stellenbosch in the application of connectionis~ systems in the mineral 
processing industry is provided. 
ESTlMATION OF MEASUREMENT ERROR VARIANCES IN QUASI-STEADY STATE PROCESS SYSTEMS 
BY MEANS OF ARTIFICIAL NEURAL NETS 
The monitoring of plant performance and the verification of system models are crucially dependent on 
reliable sets of steady state component and total flow rate data. In general the ~easured data violate 
the process constraints of the system. owing to random fluctuations in the observed values. or even 
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systematic errors in these values due to erroneous measurements or large discrepancies between the 
actual behaviour of the system and the behaviour preaicted by the system model and has to be filtered 
prior to interpretation. For optimal filtering knowledge of the variance-covariance matrix of the 
measurements is desirable (Hodouin & Everell. 19801. but often not available and has to be estimated' 
usually from redundant observations of state variables (Holly. et al.. 1989; Narasimhan et al.. 19861. . 
Analysis of redundant observations of state variables is reliable only if the system is truly in a steady 
state. which is not generally the case (Almasy and Mah. 1984). In most process systems steady state is 
a relative concept. defined by the time frame over which the system is considered. In process systems 
the expected values of the state variables of the system are generally subject to change. which could be 
manifested by a series of small fluctuations around a fixed point in the variable space. or a gradual drift 
from such a point. and when these deviations from steady state behaviour are significant. the system is 
considered to' be. in a quasi-steady state. The estimation of the stochastic parameters prevailing in 
systems such as these at a particular instant is consequently impeded by the change in the system's 
behaviour during the succeeding time interval over which sampling takes place. Under these 
circumstances the use of an indir.ect method of estimating the variances of the observed variables has 
been recommended (Almasy & Mah, ;984). 
In the method proposed by these authors the relationship between the co variances of the residuals of 
the quasi-steady state process system constraints and the covariances of the measurement residuals is 
used as a basis to derive a more accurate estimate of the covariances of the state variables than is 
possible with traditional statistical methods. (In this paper variance indicates an element on the diagonal 
of a covariance matrix, while covariance indicates an off-diagonal element of such a covariance matrix). 
Unlike the measurement errors, the constraint residuals can be computed directly from measurements Xi. 
without requiring an estimate 0 f the true value of the state variable X. It is consequently possible to 
compute the sample covariance matrix of the residuals of a set of system variables and use these values 
in conjunction with other heuristic information to' back out an estimate of the covariance matrix of the 
measurements of these variables. The additional information concerns the relationships between the 
elements of the covariance matrix of the measurements. for example the assumption that the off-
diagonai eiements of the matrix are zero or very small owing to the use of independent instruments in 
the measurement of the state variables, or that the expected values of the different state variables all 
have the same tendency to drift in a particular direction in the variable space. Unfortunately the 
relationship between the covariance matrix of the measurement errors and the constraint residuals is 
well-defined for linear systems only. which restricts the use of the procedure in the process industries. 
In this paper a new method to estimate the covariance matrix of observed variables. similarly based on 
the relationship between the covariances of the constraint residuals and the covariances of the 
measurement residuals described in the literature (Almasy & Mah. 1984; Keller et al.. 1992,. is 
proposed. In contrast to the previously proposed methods. this technique which makes use of an 
artificial neural net to represent the relationship between the co variances of the constraint residuals and 
that of the measurement errors. does not require the system to be linear. or the relationship between 
the constraint and the measurement residuals to be well·defined. The complementary heuristic 
information required in the estimation of the covariance matrix of the measurement errors can either be 
incorporated in the structure of the net or in exemplars used to train the net. 
The general structure of a neural net used in the estimation of variances and covariances of process 
variables is determined by the number of process variables and constraint:; of the system. If the system 
is generally described by N system variables and M process constraints. the corresponding net has an 
input layer consisting of M2 process nodes. and an output layer consisting of fill process nodes. The 
following example based on the use of a high tension roll separator illustrates the procequre. 
Two-product separator subject to non-linear process constraints 
The separator classifies a feed stream WI. consisting of 2 components with mass fractions x" and X12. 
into two product streams W2 with component mass fractions x2' and x22. as well as W3. with 
component mass fractions x31 and x32. as shown in figure 1. The flow streams and mass fractions are 
measured and typically violate the conservation equations of the system. viz. 
-
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(1 ) 
(2) 
(3) 
All the variables in this system are in a quasi-steady state. so that a direct estimate of the covariance 
matrix of the state variables at time to yields inaccurate results. The expected values of the system 
variables are shown in table 1. Owing to the non-linearity of the process constraints (equations 1-3). the 
relationship between the constrain( residuals r and the measurement errors 6 w and ex is ill-defined (the 
true values of Wi and xii are unknownL 
TABLE 1 EXPECTED VALUES OF PROCESS VARIABLES 
TIME W, wl WJ x" Xu Xl' Xn X"~ Xu 
to 1 .000 0 .350 0.650 0 .260 0 .740 0.297 0.703 0 .240 0.760 
t, 1 . 100 0.370 0 .730 0 .280 0 .720 0.398 0.602 0 .220 0 .780 
t2 1.050 0.380 0.670 0 .290 0.710 0.431 0 .569 0.210 0 .790 
13 1.150 0.360 0.790 0 .250 0 . 750 0.360 0 .640 0 .200 0 .800 
4 1.170 0.390 0.780 0 .240 0.760 0 .300 0.700 0 .210 0 .790 
IS 1.220 0.4 10 0.810 0 .2 70 0 .730 0 .448 0 .552 0 . 180 0.820 
~ 1.180 0.400 0 . 780 0. 290 0.710 0 .524 0.476 0.170 0 .830 
17 1.210 0.420 0 .790 0 .310 0 .690 0.555 0.445 0.180 0.820 
IS 1.270 0.40 5 0 .865 0. 340 0.660 0 . 746 0.254 0.150 0.850 
Ig 1.280 0.44{) 0 .840 0. 350 0 .650 0 .770 0.230 0.130 0 .870 
1'0 1.300 0.430 0.870 0 .360 0.640 0.805 0 . 195 0 .1 40 0.860 
TABLE 2 MEASUREMENTS OF PROCESS VAR1ABLES 
TIME w, W2 W) X" X12 x2' x22 X)' xJl 
to 0 .988 0 .361 0 .548 0.232 0.599 0.249 0.747 0 .2 17 0 .734 
I, 0.944 0 .346 0 .690 0.235 0 . 745 0 .352 0 .672 0 . 195 0.816 
12 1. 162 0 .374 0 . 775 0.238 0 .581 0.473 0.455 0.191 0 .783 
t) 1.272 0.382 0 .852 0.257 0 .631 0 .316 0 .732 0.168 0.855 
4 1. 146 0.466 0 .917 0 .282 0.745 0.302 0 .659 0.188 0.768 
ts 1.184 0 .365 0 . 79 6 0 .233 0 .808 0.466 0.509 0 .215 0.786 
t<; 1.021 0.459 0 .889 0 .236 0 .792 0 .506 0 .552 0 . 149 0.695 
t7 1.438 0 .389 0.730 0 .316 0 .681 0 .563 0 .518 0 . 192 0 .776 
ts 1.509 0.359 1.032 0 .354 0.621 0.753 0 .212 0 . 145 0 . 790 
tg 1.328 0.368 1.006 0 .346 0.552 0.864 0 .204 0.155 0 .846 
t,a 1.459 0.419 0 . 72 1 0.296 0 .724 0 .673 0.181 0 . 167 0.778 
To obtain an estimate of the covariance matrix V of the state variables Wi and Xii (i,j = 1,2,3). an 
arbitrary synthetic set of values of the state · variables is corrupted by errors with known covariances 
(and zero means) and a neural net as shown in figure 2 is subsequently trained by means of these 
artificially generated exemplars to construct an internal represen(ation of the relation between the 
covariances of the resultant constrain( residuals and that of the variable residuals . The particular set of 
values used as a basis for the generation of synthetic training data is not critical , as long as it is large 
enough to ensure that the covariances of the constraint residuals (on which the estimation of the 
covariances of the variable measurements will be based) would be a subset of the training set. Failure to 
do so could result in grossly inaccurate estimates of the covariances of the variable measurements_ 
TABLE 3 ESTIMATED AND ACTUAL VARIANCES OF PROCESS VARIABLES 
Actu~ .ari.onca w, wl w) x" xl: Xl' Xu x" xn 0 .0134 0.0016 0 .0057 0.0009 0.0073 0 .0012 0 .0066 0 .0008 0 .0077 
EsUnote, ~sed on direct .... thod w, w2 wJ x" x'l x2' Xu x)' xJ2 
(yOt(X) -I n· 1 r' LIt, · 0 2 0 .0123 0 .0032 0 .0178 0 .0039 0 .0065 0 .0422 0 .0412 0 .0011 0 .0118 
&tn.t .. mod41rr __ II MI w, WI wJ x" x'l x2' Xu x3' x31 
0.0120 0 .0015 0 .0051 0 .0008 0.0069 0.0011 0 .0061 0.0007 0 .0071 
In addition to the relationship between the statistical properties of variable measurements and those of 
the constrain( residuals all measurements are considered to be totally independent. so that all off-
diagonal elements of the covariance matrix are zero. This information is incorporated directly in(o the 
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stnc ture ot t he neu ral net. Since the process system is relatively simple (bilinear) only an input and an 
ou, put layer is needed in the neural net. The input layer is composed ot 3 computational elements 
cor responding to the v ariances of each of the 3 constrain t res iduals . and the output layer cons ists of 9 
proces~ nodes. corresponding to the variances of each of the 9 system variables. as shown in fi gure 2. 
FIGURE 1 High tens ion roll separator 
w, 
X" 
X'2 
FE ED WITH 
TWO COMPONENTS 
c 
A 
B 
FIGURE 2 Neural net for estimating variances at 
process variables 
VARIANCES OF MEASUREMENT RES IDUALS 
v, . v~ v, v. V, v. V, v. ~ v. 
VARIANCES O F CON ST RAINT RE SIDUA LS 
The ne t wa s tr ained by repeat edly presen ting i t w ith exem plar s ot th e rel atio n b etwee n the variances of 
the constraint and me asurement residuals. Tra in ing ot the sigm oida l output units was acco mplished by 
the gener alized d elta rule , through which the weigh t s ot the net could be m o d i tied unti l it w as ab le to 
fo rm an intern al representation o f t he relationship betw een the covari ance m atr ix ot the flow v ariables V 
and the covar iance mat rix o f the co nstr aint residua ls W . A fter con vergence. the trained net was used to 
es t imate the co v ari ance matrix V o f the sy stem vari ables, by presenting it with the computed sample 
var iances o f the m eas ur emen t residuals (t he resu lts are show n in table 3). These variances were 
cal cu lated d irec t ly from the measured data shown in table 2 by means o f the equation shown in 
brac kets in t able 3. T he weights of the t rained net are shown in t able 4 . 
TA8LE 4 WEIGHT MATRI X OF NEURAL NET USED TO ESTIMATE 
V ARIANCES OF fLOW VARIA8LES IN NON·lINEAR SYSTEM (see figure 21 
Q, Oz 0 ) O. 05 0 6 0 7 0 8 0 9 
81AS -1 .203 -1.nO · 1.207 ·0 .532 ·0 .514 ·0 .531 ·0.507 ·0 .487 ·0 . 5 2 9 
R, 2.197 2.263 2 .2 17 · 1.36 1 · 1.482 · 1.444 · 1.413 · 1.560 - 1.438 
Rz 0 . 141 0 .2 1 1 0 .0 91 1.42 6 1.411 1.413 1.438 1.565 1.514 
R) 0.232 0.1 53 0 .25 5 1.258 1.455 1.397 1.303 1.384 1.307 
T0 further illustrate the w ay in which neural nets can be used in conjunction with heuristic data to 
estimate variances of se t s of measurements. the assumption that the covariances of the variables are 
zero is modified by assuming a correlation between the measurements of the component mass fractions 
XlI, x 12, X21, xn. X31 and X32, i.e. non-zero covariances cov(x 11 ,X12), COv(X21,Xn) and COV(X31 ,X32) · 
Owing to the quasi -steady state of the system, direct computation of the sample covariances of the 
system are inaccura te once again and have to be estimated by an indirect p rocedure . A neural net 
similar to the one used previously in conjunction with the assumption of zero covariances can again be 
used. In this case the net's structure would have to be modified to accommodate the three co variances 
ot the mass fraction variables. The net is consequently composed of an input layer with 3 process 
nodes (one for each variance and covariance of the constraint residuals), as well as 12 output nodes 
(one for the variance of each of the 9 variables , as well as the three covariance elements!. 
A fter training the net is presented with the sample var iances of the residuals, from which the 9 
variances and 3 covar iances are estimated . Estimates of the variances are very similar to those shown 
earlier on and only the estimates and actual values of COV!Xl1, X12), COv( X21,Xn) and cov(X31,X32) are 
shown in table 5. It is cl ear that the es timates made by the neural net are more accurate than the 
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estimates based on direct computation of the sample covariances (equation shown in brackets in table 
5). 
TABLE 5 ESTIMATED AND ACTUAL COVARlANCES OF PROCESS VARIABLES 
Ac~ ca. ariaocas COviXl1 xu) cov(xl' X22) COviXl,X:121 
0.00090 0.00118 0.00077 
£nm.la bU8d "" <fa-ect melhod cov(x, ,x, 21 cov(xl,xnl covix) I X121 
ca-w\X.n -(n·trIII,,·I· Xn,Y"1 0.00202 0.03533 0.0012~ 
Ulimal" mid. by __ _ cov(xl1 xul COv(X2,Xn) cov(x),xl21 
0 .00117 0.00t38 0.COO9? 
DECOMPOSITION OF PROCESS CIRCUITS CONTAINING RECYCLE FLOW STREAMS 
Before a large process systeml "' representing a complex network: of interacting elements can be 
simulated. it has to be decomposed into smaller subsystems that can be investigated separately in order 
to decrease the burden on computing facilities. Decomposition is typically implemented in stages (Mah. 
1983) and to this end it is convenient to represent the flowsheet in terms of a digraph. the vertices of 
which represent the process units and the edges of which represent the flow of material or energy 
between these units ( Pho & Lapidus. 1973). The first stage of decomposition. or parritioning, entails 
the division of the flowsheet into blocks of maximal cyclicity, i.e . the parts of the flowsheet that have to 
be converged prior to the commencement of any downstream calculations ( Mah, 1983), This is 
followed by a tearing of recycle loops in each block:, in order to reduce the computation t ime needed to 
solve the entire set of irreducible system equations simultaneously (Motard & Westerberg, 1981). 
Most tear algorithms are based on the cycle or loop matrix of the circuit, where all loops and streams 
encompassed by these loops are stored in a matrix. Although the solution of small systems is trivial. 
large systems with a multitude of loops can put an excessive burden on computational facilities (Varma. 
et aI., i 993), in ;:he following e~ample it is shown that by using appropriately designed neuralware the 
processing of large flowsheets can be speeded up by several orders of magnitude (Kamgar-Parsi & 
!(amgar-Parsi, 1990). 
This can be accomplished by making use of a linear programming neural net composed of two sections 
as shown in figure 3, one of which represents the objective function of the programming problem and 
the other of which represents the constraints of the system. The objective function section of the 
analog version of the net contains n amplifiers (one for each independent variable VI< in the objective 
function), each of which IS fed a constant input current of a". The k'th amplifier in this section has an 
input capacitance of Ck and an equivalent resistance rk. These amplifiers are furthermore assumed to 
satisfy the hard limiting non-linear input-output relation 
1, if Ul( " 0, and 
0, if Uk < ° (4) 
The output of these amplifiers can thus only assume the values ° or 1, and represents the solution to 
the optimization problem. 
The constraint section of the net contains m amplifiers (one for each problem constraint cil arranged in 
the same way as those found in the objective function section. Each of these amplifiers is provided with 
a constant bias current b" as input, and also receives an input current from the amplifiers in the 
("I'Large' is not a precisely defined concept. Current methods have. for example. proved effective in solving mildly non-linear 
systems with up to 10 000 variables. while difficulties have been encountered with badly non-linear systems w,ltI as tew as 100 
variables (Shanno. 19831. For the purposes ot this discussion. a large system is thus considered to be any type ot system that is 
o:1iHicult to solve in practice. either as a result ot the dimension or the stIUcrure at the system. 
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objective section. The output of the amplifiers ci in the constraint section is an indication ot the extent 
to which the constraints ot the system <Ire satisfied, i .e. 
Cj = g(Ujl. where 
ui = DjV - bi' and 
g(ujl = 0, if Uj l: ° 
9(ui1 = 1, if ui < ° (5) 
These equations indicate that when the j'th constraint is violated, the j'th amplifier in the constraint 
section feeds a current proportional to d;i to the i'th amplifier in the objective funcdon · section . This 
current becomes zero when the constraint is satisfied. 
FIGURE 3 linear programming neural net 
· v, v, 00 v. c, c, 00 c~ 
9'~~ ~ 00 92 
I T 
I I I 
············· IJ 
I, I, p, p, 
OBJECTIVE FUNCTION SECTION CONSTRAINT SECTION 
Prior to stabilization of the net, the amplifiers in 
the objective funct ion section attempt to minimize 
the values of the output variables Vk, by pushing 
them to zero. At the same time the amplifiers in 
the constraint section attempt to satisfy the 
system constraints by pulling the output of the 
correspond ing amplifiers in the objective funct ion 
section through the injection of current of 
opposite polarity into these amplifiers. At 
equilibrium the output of the ampiifiers in the 
objective function section represents the optimal 
solution to the problem, subject to the constraints 
imposed on the system. 
The neurodynamics of the net can be expressed 
by equation 6, 
c;du;/dt = ·a; . u;/r; - r:dj;.g(DiV - bjl (6) 
The energy ot the system can moreover be expressed in equation 7 as 
E = D.V + r:G(D;V - b;l. where g(x) = dG(x)/dx (7) 
Provided that the transfer function g(ui) is bounded and monotonically increasing, these dynamics 
minimize the Lyapunov function represented by equation 7 (Tank & Hopfield, 1986). 
Consider for example the process circuit depicted in figure 4, which was also used by Pho and Lap idus 
(1973) to demonstrate the use of an iterative tearing algorithm. The corresponding loop matrix of the 
system, which consists ot five process units connected by 10 streams, is shown in table 6. The optimal 
decomposition of this system can be formulated in terms of a zero-one optimal covering problem, i.e. 
min r:p(S j).Xj, subject to 
r:a;ixj l: 1, i = 1 ,2 •.. M and Xi = a or 1 (8) 
FIGURE 4 Process circui( with recycle streams (Pho & Lapidus. 1973) 
~. 
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TABLE 6 (a) LOOP MATRIX OF PROCESS CIRCUIT AND (b) DECOMPOSED CIRCUIT 
(al S1 S2 S3 S4 s5 S6 s7 Sa s9 S10 (bl S1 S2 S3 S4 Ss S6 S7 Ss Ss S10 
11 1 0 0 0 0 0 11 0 1 0 0 0 0 0 0 0 0 
12 0 0 0 0 0 0 12 0 0 0 0 1 O · 0 0 0 0 
IJ 0 0 1 0 0 0 0 1 13 0 0 0 0 0 0 0 0 0 
14 0 0 0 0 0 0 0 14 0 0 0 0 0 0 0 0 0 
15 0 0 0 0 0 0 15 0 1 0 0 0 0 0 0 0 0 
16 0 0 0 0 0 0 0 16 0 0 0 0 0 0 0 0 0 
17 0 0 0 0 0 0 0 17 0 0 0 0 0 0 0 0 0 
Is 0 0 0 0 1 0 0 18 0 1· 0 0- 0 0 0 0 0 0 
19 0 0 0 0 0 0 0 Is 0 0 0 0 0 0 0 0 0 
The net was simulated on an IBM PC and reached the solution in table 6(b) in 3 iterations. 
MODELLING OF RECOVERY AND REAGENT CONSUMPTION ON A METAL OXIDE FLOTATION PLANT 
The majority of chemical and mineral processing plants are burdened with copious amounts of process 
data, which makes it difficult to identify the essential features of the processes involved in plant 
operations. The development of process models based on these data is often nor cost effective and the 
data are usually analyzed by means of multiple linear or non·linear regression techniques. Since these 
techniques require explic i t process models, they are not always suitable for modelling of the complex 
behaviour industrial plants so often exhibit. In contrast, neural nets do not suffer from this drawback 
and (provided they are presented with enough representative data) constitute an efficient means for the 
construction of implicit models of ill·defined processes. In this paper the use of neural nets for the 
prediction of the consumption of additives on a metal oxide flotation plant is described and compared 
with regres.;;ion models in use on the plants . 
Assuming the process system to be modelled to be acyclic, the problem concerned with the 
construction of a circuit or plant model can be expressed as follows: 
Yl1 Y12.. Y1p 
Y21 Y21.. Y2p 
Y c R nxp 
Yn1 Yn2 · · Ynp 
X 
XllX12 .. 
x21 x21 .. 
Xn1 X n 2 .. 
c Rnxm 
xnm 
where Yi,1<. (i = 1,2, .. p) represent p variables dependent on m causal or independent variables Xj.k (j 
1,2, __ m). based on n observations (k = 1,2, .. n). The variables Yi.k are usually parameters which 
provide a measure of the performance of the plant, while the Xj.k variables are the plant parameters on 
which these performance variables are thought to depend. The problem is then to relate the matrix Y to 
some function of matrix X, in order to predict Y from X. 
The simplest approach, and a method often used on mineral processing plants, is to assume a linear 
relationship between X and Y, i .e. Y = X.a + b and to find the coefficient vectors a and b by ordinary 
least squares methods, that is a = (XTX1·1.XTy and b = Y - X.a, provided that the elements of the 
columns Xj of matrix X are not correlated and that the number of observations is larger than the number 
of coefficients that has to be estimated (i .e. n > m). If not, other techniques, such as partial least 
square methods (Oin & McAvoy, 1992) can be used to obviate the problem. 
Should the assumption of multilinear relationships between the variables prove to be inadequate, they 
can be extended by the addition of suitable non·linear terms, the incorporation of spline methods 
(Whiten, 1972). or replaced by non·linear regression methods (Britton & Van Vuuren, 1973). The main 
advantage of modelling techniques based on the use of neural nets, is that a priori assumptions with 
regard to the functional relationShip between x and yare not required . The net learns this relationship 
instead, on the basis of examples of related x· y vector pairs or exemplars. 
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The ore feed to a metal oxide flotation plant is 
analyzed hourly and these data, as well as tho sa 
reprasenting other parameters in the plant are 
averaged on a daily baSIS and used to predict the 
consumption of two reagents, viz. a collector (YI) 
and a depressant (Y2) in the plant. These reagents 
are expensive (totalling approximately 87% of the 
direct operating costs of the plant) and inadequate 
control 01 their consumption can have a major 
impact on plant economics . 
More specifically, the variables (YI and Y2) are 
related to the mass fractions 01 the ore 
constituents in the leed (xl-xel. as well as Ihe 
leed pulp density (xg l. leed ttow rate (Xl01. the 
oxide concentration in the feed (x Ill. iron content 
01 the feed (xu) and the ta il ings (X13) and 
concentrate (XI4) ttow rates . 
The data used in the invesligation consisted of approximately 400 sets 01 {Xl. X2 ... X14 I Yl. Y21 
vectors. which were subdivided into a training set consisting 01 circa 370 vectors. and a test set 
consisting of 30 vectors. The original data set was not randomized belore subdivision inw the training 
and test data sets. This meant that the training data was related to an earlier ~e(jod 01 plant operation, 
while the test data were related to a subsequent period, during which possible changes in the process 
could have taken place. This is a realistic aoproach to plant modelling where models are no, maintained 
regularly {or at least not on a daily basis!. A sigmoidal bade propagation neural net trained by means 01 
,he normalized cumulative delta rule was used to model the consumpt ion 01 the reagents. 
The ne t used to model the consumption 01 the two reagents was comprized of two hidden layers. as 
shown in figure 5 . The first hidden layer consisted 01 six hidden elements (h 1 . I, h 1.2, .. h 1.61. while the 
second had three (h2.I, h2.2 and h2 .J) . The input layer was fully connected to the lirst hidden layer only, 
while the first hidden layer was fully connected to both the second hidden layer and the output element. 
A cross validation teChnique (in which the ability of the net to predict data not part of the training set 
was checlced periodically) was used to determine the convergence of the net. 
The performance of the net is shown, and compared with the performance of multilinear regression 
models in figure 6(a) and (bl. As can be seen from these results, the net was able to generalize the data 
better than the reg ression models currently used on the plant. 
CONCLUSIONS 
In this paper three diverse examples of the application of neural nets in the mineral processing industry 
were given. These examples highlight the two atlractive features of neural nets as far as the process 
engineer is concerned. The first is their ability to construct implicit models of complex processes or 
relationships that can not be modelled conveniently by traditional methods Isuch as improved estimation 
of variance·covariance matricas of process variables or the construction 01 parameterless plant models). 
while the second is their capability to serve as inexpensive supercomputer platforms, due to their 
massively parallel structures (as was shown with the simulated decomposition of a cyclic process 
circuit). This latter capability makes neural nets especially suitable for the solution of computationally 
intensive problems or for on· line applications - after simulation of the problem, the optimal neural net 
structure can be off-loaded onto a neural net chip that can be plugged into II standard PC (or lor better 
performance dedicated hardware can be Bssembledl. 
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Application of Artificial-intelligence Techniques 
to Industrial Data 
C. ALDRICH*, D.W. MOOLMAN*, W.W. STANGEt, and J.S.1. VAN DEVENTER* 
* Ullil'{!rsiry of Stellellhosch. Stellellhosch. SOlllll Africa 
t Unil'ersity of the WiMatersralld, Jollanlles/Jllrg. SOlltll Africa 
The remarkable growth in computer technology and artificial-intelligence methods during the past 
few years has opened up new ways of modelling and simulating complex processes. It is 
especially the metallurgical industry. which appears to be disproportionately burdened with such 
processes. that provides a fertile ground for the exploitation of artificial-intelligence techniques. 
Human operators responsible for the operation and control of flotation plants used for the 
treatmenl of complex orcs. for example. often base their decisions on the appearance of the froth 
phase. 
This paper shows that. by the Iraining of a neural ne1work 10 relate fealUres extracted from 
videographic images of the froth phase to the behaviour of the cells. automatic on-line control of a 
plant is possible. Another example concems the problem most plant engineers experience with the 
modelling and optimi7 ..ation of ill-defined process systems. Plant data arc usually analysed by means 
of regression techniques. which depend on explicit process models that do not always capture the 
essenti;II fealUres of thc process. TIle implicit nature of connectionist models renders them immune 
to the shortcomings suffered by other systems and. coupled wilh Ihcir case of usc. they provide a 
convenient melhod for Ihe modelling and optimization of complex or ill-defined systems. 
The modelling of a commercial gold-leaching planl. as well as a uranium-leaching plant. with 
connectionist syslems is discussed. These models are shown to be superior 10 conventional 
multivariate regression techniques. 
Introduction 
Despite extensive world-wide fundamental research and 
development, most chemical and metallurgical processes 
are ill-defined to such an extent that they simply cannot be 
modelled adequately from first principles alone. The main 
reason for this is the immense chasm in the body of know-
ledge concerning the behaviour of physico-chemical 
processes that, instead of narrowing, appears to expand as 
the frontiers of science and technology are pushed even 
further. This ill-defined nature of the processes that engin-
eers have to harness and control in order to meet the 
growing demands of consumer societies requires the use of 
alternative modelling methodologies that are not based on 
the use of knowledge in an explicit analytical form. 
It is especially the metallurgical industry, which appears to 
be disproportionately burdened with such processes, that 
provides a fertile ground for the exploitation of artificial-
intelligence techniques. Despite the avalanche of research 
funds that has flowed into the research and development of 
neural ware and related techniques over the past several years, 
the technology is still young, and much needs to be done to 
move it from research laboratories into the commercial 
sector, especially as far as the metallurgical industries are 
concerned. This paper gives an overview of recent work at 
the University of Stellenbosch on the application of artificial-
intelligence techniques in the mineral-processing industry, 
viz. the use of a.neural-net control system based on the inter-
pretation of videographic data of froth phases in a flotation 
plant, together with the connectionist modelling of gold- and 
uranium-leaching plants. 
ARTIFICIAL-INTELLIGENCE TECHNIQUES 
Artificial Neural Networks 
Excellent in-depth discussions on neural nets are given in 
the literature l-6, and only a very brief overview is provided 
in this paper. 
A neural net is a parallel, distributed information-
processing structure consisting of an arrangement of inter-
connected primitive processing elements. Each processing 
element can have an arbitrary number of input connections, 
but only one output connection (which can branch or fan 
out to form a multiple-output connection). Processing 
elements or artificial neurons can have local memory, and 
also possess transfer functions that can use or alter this 
memory, process input signals, and produce the output 
signals of the elements, as shown in Figure I. 
These processing elements are typically divided into 
disjoint subsets, known as layers, in which all the process 
units in essence possess the same computational character-
istics. The layers comprising a neural net are usually 
categorized as input, hidden, or output layers to denote the 
way in which they interact with the information environ-
ment of the neL 
The back-propagation nets used in the investigations 
described here were feedforward networks (Figure 2) that 
could be trained by repeated presentation to them of 
examples of scaled inputs and desired outputs 1.7-12. 
Training, which entailed the adjustment of the weight matrix 
of the net, occurs by means of the learning of algorithms 
designed to minimize the mean square error between the 
desired and the actual output of the net 13 . During the 
271 
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Figure 1. A typical process node 
learning process, information is propagated back through the 
net in order to update the connection weights of the net. 
ll1rough training, the net forms an internal representation of 
the relationship between the inputs and the outputs presented 
to it. 
The computation in back-propagation neural nets is feed-
forward and synchronous, i.e . the states of the process units 
in the higher levels or layers of the net are updated before 
units in the layers further down in the net. The acti\';nion 
rules of process units are typically of the foml 
: i(l+ I) = gllli(r)I. III 
where lI i(l) designates the potential of a process unit at time 
t . i.e. the difference between the wei~hted su m of all the 
inputs to the unit and the unit bias -
12] 
The fornl of the transfer function g may vary. but could be a 
linear, step, or sigmoidal transfer function. amon~ others. 
with a domain typically much smaller than th;t of the 
potential of the process unit, such as [0; I J or I-I: I J. 
The training of back-propagation neural nets is an itera-
tive process involving the changing of the weights of the 
net, typically by means of a gradient-descent method , in 
order to minimize an error criterion, that is 
Wij{! + I) = li'ij{t) + tJ,Wij, where [3] 
Wij = -t.O£/OWij, [4J 
where t is the learning rate and € the error criterion, i.e. 
I': = 1/2.2:(du.j - zo)2 [5] 
based on the difference between the desired and the actual 
outputs of the unit. 
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Automatic On-line Control of a 
Copper-flotation Plant 
As the most important separation tc!chnique in mineral 
processing . flotation has been the subject of intensive 
investigation over many years but, despite these efforts. it 
remains a poorly understood process that defies generally 
useful mathematical modelling_ As a result, the control of 
industrial flotation plants is often based on the visual 
appearance of the froth phase, and depends to a large extent 
on the experience and ability of a human operator. These 
types of processes arc consequently often controlled sub-
optimally owing. to high personnel turnover. lack. of a 
fundamental understanding of plant dynamics. inaccuracy 
or unreliability of manual control systems . etc. 
Previous attempts to make use of visual data or data related 
to the physical or topological features of the froth phase have 
until recently been thwarted by the lack of adequate 
computational resources and modelling techniques I4. IS _ With 
the impetus that neurocomputing has gained over the past 
few years . however. new avenues to improved ima~e 
analysis have been opened so that sy~tems such as these ;10 
longer appear to be commen:iall y unkasibk. Thc viabilit y of 
a system that makes use of a neurocomputcr (() intcrprct 
videographie data for thc control of a copper-Jlotation pbnt 
was eonscquclllly invcstigated. as npLtined in the following 
sections. 
Flotation Process 
A relatively coarse ore (containing panicles of about XO to 
300 !-1m) with an approximate copper assay of 0.5 per ccnt is 
fed to a flotation plalll (pan of which is shown schematicall y 
in Figure 3). where it is concentrated to approximatel y 36 
per cent copper. The principal copper minerals arc 
chalcopyrite and bornite, while chalcocite, cubani ti te. and 
valleriite are also present in lesser proponions. Bornite and 
chalcopyrite have a high propensity for floating, unlike 
valleriite. which has a stratified structure, making the 
adherence of collectors difficult. The circuit consisted of 
eight separate sections, of which the last two were fed by an 
autogenous-grinding circuit. 
Current Control System 
Only two chemical reagents (a frother and a collector) are 
used to maintain optimal flotation conditions. Adjustments to 
the flowrate are determined, among others, by the pH of the 
ore f~ed, as well as the appearance of the froth phase, while 
the dosage of the collector (sodium isobutyl xanthate) is kept 
fairly constant. The level of the pulp in the cells is 
maintained manually, except for cells in certain sections of 
the plant that are reg.ulated automatically by an ultrasonic 
control system. Although not the only variable, the appear-
ance of the froth phase plays an important role in the control 
of the plant. The interpretation of the features of the froth in 
terms of the performance of the plant is complicated, and 
depends considerably on the experience of the operator. For 
example, the colour of the froth is an indication of the copper 
loading on the bubbles, while the texture of the froth is a 
reflection of the type of mineral being floated . The depth of 
the froth determines the separation of the copper and the 
gangue; if the fwth is too shallow, unwanted silica is 
entrained in the copper-rich froth effluent. Subc<>ptimal pH 
levels and the grade of the product are reflected in the size 
distributions and morphology of the bubbles . All these 
features are difficult enough to evaluate in isolation, and 
consistent optimal control becomes almost impossible when 
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Figure 3. Schematic diagram of the copper-flotation circuit 
these features change simultaneously. The potential for better 
control of the plant through a more accurate and systematic 
interpretation of the physical features of the froth phase is 
thus clearly substantial. even if only some of the features can 
be interpreted more accurately. 
Image Processing and Vidcographic Data 
The cells were monitored continuously by a specially 
mounted, inexpensive videocamera connected to a personal 
computer equipped with a frame grabber, which was used to 
capture and digitize the images at regular intervals, as shown 
schematically in Figure 4. The 256 x 256 images were 
subsequently transformed from the spatial or grey-scale 
domain to the frequency domain by means of a two-dimen-
sional Fast Fourier Transform (FFT), after which high- and 
low-frequency data were projected to Cartesian contour 
plots of the power spectra of the FFTs. Various feature 
vectors were derived from these contour plots by the taking 
of geometrically and topologically different slices from the 
FFT mapping. In all, feature vectors were compiled from a 
few hundred images, and were classified into five different 
image 
acquisition 
e'-.. 
controller 
cell~ +_-------1 light \'-... ~ 
~_. adjust reagent 
flow rate 
POWER SAMPLES tNPlJT NEURAL NET FROTH 
Figure 4. Schematic diagram of the neural-net image analysis and 
control system 
ARTIFICIAL-INTELLIGENCE TECHNIQUES 
classes. each of which represented a distinct froth phase, and 
thus also a distinct state of the process. 
The first class, labelled I, was considered to be satis-
factory, requiring no adjustments to the process; the second 
class was considered unsatisfactory, requiring minor adjust-
ments to the process; and the third, fourth, and fifth classes 
dictated major process adjustments of various kinds. Typical 
images related to each of these classes are shown in Figures 
5 to 9, which also show the corresponding Fast Fourier 
projections of the grey-scale images of each of the classes. 
The FFT images are representative of changes in the 
intensity of the grey-scale images, and are more amenable to 
computer analysis than the original grey-scale images_ 
Neural Net 
A sigmoidal back-propagation neural net was used to relate 
the feature vectors to the five different classes. The net 
consisted of an input layer with one process unit for each 
component of the image feature vectors, a hidden layer, and 
an output layer with a process unit for each of the classes to 
which the images are assigned. The net was fully connected 
in a feedforward mode, i.e. the input layer was connected to 
both the hidden layer and the output layer. 
The training data consisted of a few hundred feature 
vectors of the form fj = !xl_1'2_r,ICLASS I, where .1'\ • .1'2. and 
.1'3 denote features related to high-, intennediate-, and low-
freq uency zones in the FFT contour plots. 
By use of the generalized delta rule' 10 train the net , 
convergence was attained in fewer than 100 000 iterations. 
With si mple feature vectors related to the average size and 
shape of the bubbles in the froth phase, the net managed to 
classify all the images correctly. Based on these results, the 
use of such a neural-net system appears to be a promising 
approach to the automatic on-line control of flotation plants, 
and further experimental work is under way to develop an 
image-classification system that will be able to discern much 
more subtle differences in the texture and colour of the 
images. 
Connectionist Modelling of 
Mineral-processing Plants 
A problem that plant engineers have often had to contend 
with is the modelling of ill-<leflned processes. The popular 
and traditional approach is based on the use of regression 
models, but the complexity of most metallurgical operations 
makes the explicit representation of processes difficult ar.d, 
as a consequence, the prediction of the behaviour of a plant 
by the use of these techniques is often inadequate. 
Connectionist systems, on the other hand, do not require the 
specification of explicit models, and are consequently often 
more accurate than parameter-based frameworks. Moreover, 
they provide an attractive means of on-line process control, 
since they can be incorporated in analogue devices that are 
orders of magnitude faster than conventional Von Neuman 
computers. 
The use of a general strategy for the modelling of complex 
process circuits or plants is explained in the next section, 
and is demonstrated by means of two examples from the 
hydrometall urgical industry. 
General Strategy 
The general structure of the artificial neural net used to 
model ill-defined processes is characterized by an input 
layer. a number of hidden layers if necessary, and an output 
layer (as shown in Figure 2). The number of process units in 
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Fi~ure 5. Typical \'ide .. ~raphic ima~e of the froth phase and correspondin~ FFI" conhlur pint of Class I 
Figure 6. Typical videographic image of the froth phase and corresponding FFT contour plot of Class 2 
the input layer is determined by the number of independent 
variables in the plant model (one process unit for each 
variable) , while the number of process units in the output 
layer is s imilarly determined by the number of dependent 
variables in the model. The use of a hidden layer, and its 
structure, depend on the complexity of the process, the nature 
of the available data, etc., and has to be determined by trial 
and error. 
Two general approaches are possible : the top-down 
approach , in which modelling is started with a relatively 
complex network that is capable of predicting the training 
data accurately . and the bottom-up approach, in which 
modelling is initiated with a relatively simple structure 
(typically a net with an input and output layer only), which 
is gradually expanded to account for all the features of the 
process. In the former approach, the network can be pruned 
during the training process, usually by the sacrifice of some 
of the accurdcy of the net for a greater ability to generalize 
the underlying trend s exemplified by the data , or by 
alteration of the structure through the elimination of entire 
hidden layers if necessary. 
Instead of monitoring the error in the prediction of data in 
the training set, training is best moni tored by periodic 
checking of the net's ability to predict data not in the training 
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set. Thi s ensures that the net does not learn the data, but 
generalizes the underlying trends exemplified by the data. 
Any appropriate functions can be used, such as s igmoidal or 
hyperbolic tangent functions, which appear to be suitable for 
similar types of operations l6. 
In the bottom-up strategy , the neural-net model is 
improved by the addition of one or more hidden layers if 
necessary, or by the expansion of existing hidden layers until 
the structure is optimal with regard to its ability to generalize 
the relationships between process variables. Although each 
strategy has its merits, the bottom-up strategy yielded better 
results in the modelling of the two leaching plants described 
in the following paragraphs. 
Gold-leaching Plant 
The consumption of an additive to a gold-leaching plant in 
South Africa depends in a complex way on the plant design 
and operation, and is often modelled by regression models 
based on empirical parameters that are considered to influ-
ence the consumption significantly. In all, seven parameters 
were used to predict the consumption of the additive (YI): 
percentage extraction (XI), residual grade of ore (X2), cyanide 
flowrate (X3), head grade of gold ore (X4), type of ore (X5), 
agitation rate (X6\ and temperature (.'7). 
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Fil-:ure 7. Typic~1 vidl'()l-:r~phic image or the rroth phase and corn-spondinl-: F~'r cuntuor plot or Clas.~ :I 
Figure 8. Typical vidC<lgraphic image or the rroth phase and corresponding FIT contour plo( or Class 4 
The regression model used as a reference in the evalu-
ation of the back-propagation neural net consisted of a 
multi-linear model with additional bilinear terms to account 
for interaction between the parameters, i.e. 
y = C + Li~iXi + LiLjCXi.jx.rj , [6] 
where C is a constant, ~i the regression coefficient associated 
with variable Xi, and a;j the regression coefficient accounting 
for the interaction between variables Xi and Xj. The model 
statistics are summarized in Table I. 
Constant 
Standard error of Yestimate 
R squared 
No. of observations 
Degrees of freedom 
23229,09 
20,1078 
0,88993 
54 
18 
The neural net consisted of an input layer with seven 
process units corresponding to each of the seven inputs (XI to 
.1"7), one hidden layer comprising seven process units, and an 
output layer wilh a single processing element corresponding 
to the consumption of addit ive 0 '1). All the process units were 
provided with hyperbolic transfer functions, and were trained 
by means of the normalized cumulative delta rule (a common 
choice for sigmoidal back-propagation neural nets) . 
ARTIFICIAL-I NTELLIGENCE TECHNIQUES 
Training was effected through the presentation to the net 
of examples of the experimental data contained in the 
training set (60 vectors in all of the form IXI,x2,x3,x4,X5, 
.l"6~r7 IY I I). After the training (the results of which are shown 
in Figure 10), the net was tested against the test set, the 
results of which are di splayed in Figure 11. Despite a 
relatively small training set, the net was able to generalize 
the relationship between the input and the output variables, 
and predicted the consumption of the additive significantly 
better (approximately 47 per cent, based on the average 
root-mean-square error between the predicted and the 
experimental data) than the regression model used on the 
plant, as shown in Figure I I. 
Uranium-leaching Plant 
The second example concerns a mild-pressure chloride-
based leaching system (O:zlCaCI:zIHCI) , as described by 
Kondos and Demopoulos 17 and by Demopoulos I8.1 9• The 
ore, which is mined at Key Lake in Saskatchewan, com-
pri ses uran iferou s minerals such as coffinite and pitch-
blende I and II (with which radium is associated), while the 
main ni ckel-beari ng mineral is gersdorffite (NiAsS), 
followed by millerite (NiS) and niccolite (NiAs) . The ore 
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Tahle I 
Su mmary of Ihe model slalislit-s 
r; - ~:-- ~:---. p, 
1-555.94X -114.675 39.970 34~0.19 p-, fl" p, -151.360 - 57.0S7 -1 14.515 
0.12 a L l a u a l _~ a' .f\ 0.1.7 aLl 
1.139 -0.961 -0.004 -/37.169 1.519 0.168 0.717 
a~A 0.1.'" a.!.h Cl.!.7 ClJA aJ_~ a ,l .t. 
1.139 -0.961 -OJKl-t -137. 16'1 1.519 0.1611 0.1'27 
n .\ ,7 a.. _< u.._" a.._, Cl~ .tI 0.,".7 0,,_, 
~U55 -1.711 1_111 4 .170 0_337 0.341 -0.210 
mat ri x itse lf consists mainly of various oxides, carbonates, 
and silicates. The nickel and radium arc co-<:xtracted from 
Ihese ores with hydrochloric acid and calcium chlori de, 
which is added to promute Ihe dissolution of radium 
su lphate (RaSO~) lhrough lhc removal of su lphate ions 
from lhc leach liquor. 
Thc eXlraction of uranium and radium were modelled in 
tcnns of lhe s lurry cknsil y (D , ). lhc in itial conccntration of 
hydroc hl oric acid <I HC l lo)_ the init ia l co ncemration o f 
calci um chlorid..: (ICaC121ul. and the leach ing timc (1)_ Since 
thc rcsponscs werc ex prcssed in pl'rq:ntagl'S and approached 
100 pcr cem (i .e _ thl' extraction of uranium and radium ). 
Kondos and Dc mopoulos l7 made usc of a logistic tranSfOnll-
atioll to constra in thc cstimated model from ovcrshooting an 
eXlraction of 100 pe r ccnl. 
Ural/iulII ('x/roc/ioll : 
ZU = 1,012 - 3.707 Ds + 1.230 IHCllo + O,23R /-
1,077 Dsl HCllo- 0.2X3 D,/ + 2.2R D,'- + 0,56 I HCI]o'-
U(% ) = 100/( 1+IO-ZlI ) 17] 
RadiulII ex/raClioll : 
ZRa = 1,347 - 4 ,5X I Ds + 1,997 IHCllo - 1,694 
DsIHCI]o + 2,6R Ds2 
Ra(%) = 100/(1 + IO·,flu) _ 18] 
The same data as used by Kondos and Oemopoulos 17 were 
used to construct a number of feature vectors of the fonn 
X = IDs, [HCI]o, lCaCl21o, 1 I U(%), Ra(%), Ni(%), As(%), 
d[HC/] I, which were used to train and test the neural-net 
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Figure 9. Typical videographic image of the froth phase and corresponding FIT contour plot of Class 5 
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The sing.k-Iaye r net (i.e. an input and output layer onl y). 
comprising. hyperbolic tang.ent proccss units. was trained by 
repeated prescntation to it of the examples in the training 
data fil~ and correction of its ou tput by means of the 
generalized delta ruI.: ). nIl' ability of the net to predict the 
training data is shown in Figure 12. Since only 27 data 
vectors were available. the net was trained on 26 vectors at 
a time and t~stcd against a single test vector. 
The pcrformance of the trained net in predicting the 
extraction of uranium and radium is shown in Figure 13 . 
The net per1'onned approximately the same as the non-linear 
reg.ression model proposed hy Kondos and Demopoulos t7 
for the uranium-leaching. plant. as indicated in Figure 13. 
Summary 
The advalllag.e of connectionist systems in the modelling of 
v;lrious mineral-processing. systcms has been demonstrated. 
nle ahility of neural nets to classify patterns provides an 
attractive means for the cxploitation of data that could not 
hefore he incoq1(lratcd in proccss models or control systems. 
The technique discu sscd in this paper is not limited to 
notation cells but can. in principk. be applied to any type of 
image. Mllreovc·r. thc paralkl structures of neural nets allow 
for cxtl·cm.:ly List pr(lc.:" ing. so that th.:s.: types of systems 
e lll he u,.:d in <Hl-linc' applir; lti(lns or in sys tems characterized 
by fast prlx'c'ss dynamil" . 
The sa me conclusions arc' v;tlid for the usc of ncural nets 
in the Illou.:lling of plaI1l, . Despitc the re\ativ.:ly sparse data 
se ts that were lI sed to charac teri7.c the two plants evaluated. 
conncctionist sys tems provided an clTcctivc means for th.: 
ana lysis of ill-delincd processes. especially in on-line appli-
cations whe re fast responses arc crucial and the incorpo-
ration and maint cna ncc of process models in existing 
control systems arc impol1ant. 
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A methodology for modelling and analysing an ill-defined leaching process 
from historical data 
J.A.M. lUdeman, D.W. Moolman, J.S.J. van Deventer, L Lorenzen and C. Aldrich 
Department of Chemical Engineering, University of Stellenbosch, Private Bag Xl, 
Matieland. 7602, South Africa. Fax: 27-21-8082059 
A methodology is proposed to analyse and model an ill-defined and poorly understood process from 
historical data by artiflcial neural networks (ANN) and statistical techniques. It was found that the //lost 
effective process model was produced by a classiflcation neural network model, i.e. the learning vector 
quantization rLVQ) neural network. For the case study described in this paper the LVQ models were able 
to classifv the outpllts of the process to approximately 80%. These models were used to perforlll 
sensitivity analyses on the different process variables to determine the relative importance of the 
different input variables for each output variable. The information from the sensitivity analyses together 
with the statistical mean of the input variables for each output class confirm the relative importance of 
each variable and gives an indication of the effect that an increase or decrease in the variable will 
produce in the process. Applying this methodology of data analysis and modelling on historical data of 
al1 ill-defined process, valuable knowledge about the process will be obtained, which can be used by the 
plant personnel and operators to improve the control of the process. 
INTRODUCTION 
The case study for this investigation, the selective leaching of base metals (Ni, Cu, Fe), which is a highly 
complex and poorly understood process, is described (Fig. 1). The hydrometa\lurgica1 leaching of base 
metal sulphides has a very complex reaction mechanism. This is caused by the interaction between the 
various base metal elements and the base metal sulphides, as well as by the complex nature of sulphide 
chemistry. Reaction mechanisms have been proposed for slightly different processes by several authors 
[1-3J, but no process model has yet been developed for any of these processes. Therefore, the efficiency of 
the process is determined by the experience and the ability of the operator to interpret and diagnose 
patterns in the available data to make the necessary adjustments to the process. The aim of this paper is to 
present a methodology to analyse plant data and to develop a model of a process which is highly complex 
and poorly understood. The techniques investigated and applied in the analysis of process data are 
subsequently discussed. These techniques include conventional statistical methods and artificial neural 
networks (ANN), specifically back propagation neural networks (BPNN), self-organising map (SOM) 
neural networks and learning vector quantization (L YQ) neural networks. This paper also illustrates the 
practical advantages of classifying the process outputs when self-organising maps (SOM) and learning 
vector quantization (L YQ) neural networks are used. Therefore a robust process model is proposed that 
overcomes the inherent difficulties of the process data. The relative importance of the different input 
variables in relation to the output variables is determined by means of the process model. The process 
model together with statistical parameters are used to extract knowledge of the process. 
MODELLING TECHNIQUES 
The correct interpretation and presentation of the data is very important for developing an effective 
model. The different aspects of the data that had to be taken into account were: (i) the noise present in the 
data, (ii) the residence times of the different units in the process, and (iii) the compilation of a 
representative data set of the process. The modelling and data analysis techniques that have been 
investigated, are conventional statistical methods and artificial neural networks (ANN). The conventional 
statistical modelling technique of multiple linear regression was the first attempt at modelling the data 
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which produced poor results. The multiple linear regression technique does not take into account that the 
inputs have different levels of importance in relation to the different outputs. Therefore, the correlation 
coefficients [4] were detennined to investigate the linear relation (or degree of linear relation) between 
the different inputs and outputs. It was concluded that there were no strong linear correlations between 
any of the inputs in relation to the outputs. On the other hand, the correlation coefficients can give a 
reasonable indication of what variables can be expected to have a strol)g relation with the different 
outputs. The correlation coefficients of the variables cannot be compared directl~ with one other, because 
of the possible non-linear relationship of the variables. By obtaining the autocorrelation val ues (5) for the 
variables it was evident that some of the variables have a strong time series dependence, which is an 
important factor that has to be considered in the data representation. The back propagation neural 
network approach was unable to model the process satisfactorily, as indicated by the average absolute 
error for the three output parameters, 14%, 100% and 38% respectively. It was suggested by Kramer and 
Leonard [6) that classifiers based on distance metrics, such as nearest neighbour techniques, should be 
used instead of back propagation neural networks in fault diagnosis problems, because of greater 
reliability when trai~ing data is not sufficiently representative of future cases. The types of neural 
networks that employ nearest neighbour techniques are self-organising map (SOM) and learning vector 
quantization (LVQ) neural networks [7-10). The seif-organised maps produced no distinct grouping of 
clusters for the two output classes (high and low for each output). This indicates that the outputs can not 
be represented by a two-dimensional feature map, which supports the conclusion that the data represents 
a feature space of high dimensionality. Therefore, another neural network incorporating nearest 
neighbour (or vector matching) technique was investigated, viz. the learning vector quantization (L VQ) 
neural network. One of the most powerful and commonly used abilities of the LVQ neural network is the 
classification of patterns. The advantage of this network is its ability to organise the representation of 
categories among the input data, to correspond to the specific output classes (supervised training). Back 
propagation neural networks, on the other hand, have had supervised training methods in which the 
network was taught to recognise an exemplar pattern via adaptive weight-<:hanging algorithms, which is 
more sensitive to noise in process data than for example, L VQ networks. Back propagation neural 
networks were tested for the classification of the process data, but these models did not give good results. 
Hence, the L VQ technique was found to present the most satisfactory process model and ",:as investigated 
further. 
DEVELOPMENT OF PROCESS MODEL 
In developing an L VQ neural net model with the process data, the following aspects must be determined 
(in this order): (i) the classification boundaries of the different output parameters, (ii) the optimum 
architecture of the network, (iii) the preliminary degree 9f importance of the input variables, and (iv) the 
optimum representation of the data. A factor that has to be taken into account when choosing a 
classification boundary, especially for cases where the outputs are classified into two classes is that the 
process output values could have a normal distribution around the boundary point. This could make the 
classification inherently noisy. The only way of reducing these errors (of noisy data) made by classifying 
the outputs into two classes is to determine the frequency distribution of the output parameters and to 
choose the most appropriate boundary point while taking the process restrictions into consideration. As 
an example, the classification boundary for Ni was chosen as 105 gil as seen on Fig. 2 where the 
requirement by the process engineers are 100 gil, but this point is very close to the highest frequency of 
the concentration of Ni. With the classification boundary at 105 gil, this point has a lower frequency and 
therefore the possibility of classifying the output as high when it is actually low and vice versa, is 
reduced. TItis adjustment to the specified process requirement could also be motivated by the fact that a 
higher concentration of Ni is more desirable. The network architecture was determined by trail and error. 
Furthermore, a method of sensitivity analysis was used to detennine the relative importance of the 
variables. The sensitivity analyses are performed by training and developing L VQ neural network models 
for each new data presentation. The results obtained with the original data representation are compared 
with the results of the sets of data where one input variable at a time is omitted, to determine the 
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influence of this variable on the specific output. These results only give a relative indication of the degree 
of importance of the different variables, but because of the lack of fundamental knowledge of the process 
this information can be used to further develop the model. The optimum representation of the data is 
obtained when the model producing the best classification is developed with the data. Two factors that 
will improve the data representation are the use of the relevant features (input parameters) and the correct 
time representation of the different features (autocorrelation and delay times) . This will produce a more 
appropriate description of the discriminant surfaces characterising the various classes of operating 
conditions. 
FURTHER LEACHING 
AND REFINING .""' .. 
Figure 1: Flow diagram of the leaching section of 
the plant 
~,-----------~--~._I_~~~~--------~ 
~: /r~r 
r51 " I 
"'Vi I 
:I . 7'-5 -8O---85--90---1}5--' 00--,.1-05-'-'0--' -5 -, 2-0-'-25--'30-..1'35 
Concen,ra,lon [g/1J 
Figure 2: The frequency distribution of the 
concentration of Ni in the output 
THE LVQ NEURAL NETWORK MODELS FOR THE PROCESS 
The higher classification results of the test sets for Ni and Fe than the corresponding training sets (Ni -
81.4% and 79.1% and Fe - 77.2% and 74.9%), confirms the statement by Kramer and Leonard [6] that 
nearest neighbour classifying techniques are better when artificial neural network models are used for 
e:'l.'trapolation. This could occur, because the test set is a continuous set of data (unseen by the model) for 
the last 429 'hours (approximately 18 days) of the databank. It is evident that the L VQ neural network 
models obtained very good results for classifying the outputs as either, a high or a low concentration. As 
an example, Fig. 3 illustrates the efficiency of the L VQ neural network model in simulating the actual 
output of the process for Cu. These results are quite significant if it is taken into consideration that noisy 
plant data were used. Furthermore, the statistical probability to correctly predicts the concentration of Ni, 
Cu or Fe as high or low is 50%, in comparison with the results obtained from the models (79.6% for Ni. 
82 .0% for Cu and 75.4% for Fe), which are significantly better. Knowledge is obtained from the ill-
defined process by performing sensitivity analysis on the data by means of excluding one parameter and 
developing a new L VQ neural network model with this adjusted data set. The knowledge obtained from 
the sensitivity analyses for Ni, Cu and Fe can be explained and confirmed by simple statistical evaluations 
of the input vectors (of the refined data set). This is performed by separating the input vectors into two 
classes for the high and low concentrations of Ni, Cu and Fe and calculating the mean and variance of 
each variable. As an example, the statistical mean (averages) for the six most important variables for Ni 
as the output is presented in Table 1. The most significant information of the process. obtained for the 
leaching of Ni, is that the acid concentration is by far the most important variable that will influence the 
leaching of this species. This is supported by the difference in the averages (mean) for the acid 
concentration (see Table 1). It can thus be concluded that the higher the acid concentration is the more Ni 
will be leached. In practice this variable will be the most important parameter that must be controlled in 
the process to either obtain a high or a low concentration of Ni. The level in tank 2 or the pressure in 
leaching vessel no. 1 is the se<;ond most important variable for leaching Ni in the process. By 
investigating the averages of the level in tank 2 and the prc3sure, the importance of these variables is 
confirmed by the difference in these values. These averages also indicate that for longer residence times 
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(or higher average tank levels) in tank 2 and higher pressure the higher the leaching efficiency of Ni will 
be. The same argument applies for the o:\.l'gen flowrate. From the averages of the pulp density in tanks 2 
and 3 it is evident that a higher pulp density results in better leaching of Ni. These results confirm the 
ability of the L VQ neural network model to identify the most important variables in the process for Ni. 
Concentration 0( Cu [H1Qh(1)/Low(OJl 
Table I: The statistical mean for the SIX most 
: JlLJlflIlfL 
a 10 20 30 50 60 70 
n"", (hoursl 
I . Pr0CG-5S - LVO mod.1 I 
Figure 3: An illustration of the L VQ neural 
net model simulating the actual 
output of the process for Ni 
CONCLUSIONS AND SIGNIFICANCE 
No 
I 
2 
3 
4 
5 
6 
. bl fi N' Importantvana es or I 
Variables Output class 
High Low 
Acid concentration [gill 87.5 81.8 
Level in tank 2 [%1 60.4 59.5 
Pressure [kPal 610 573 
O:\'ygen flowra te [kg/h I 165 136 
Pulp density in tank 2 [kglm3] 1537 1528 
Pulp densitv in tank 3 [kglrn 31 1553 1545 
The methodology described in this paper can be applied to any ill-defined and poorly understood process 
to interpret the data and to detennine the correct representation so that an effective model can be 
developed. The learning vector quantization (L VQ) neural net\vork models of the process were able to 
obtain a classification of 79.6%, 82.0% and 75.4% for Ni, eu and Fe, respectively, which is exceptionally 
good if it is taken into consideration that real noisy process (plant) data were used. These L VQ neural 
network models were used to determine the relative importance of the different variables for each output 
and together with the statistical means of these variables the effect of an increase or decrease of a specific 
variable on the output variable can be detennined. This knowledge can be compiled to fonn a knowledge 
base of the process that could be used to help the operator in taking the right control action for certain 
situations, or for possibly developing an ex-pert (or fuzzy logic) system. 
REFERENCES 
[IJ Hofu-ek. Z and Kerfoot. D.G.E .• The chanistry of the nickel-<:opper matte leach and its application to process control and optimisation. 
Hydrometallurgy. 29 (1992), pp. 357-381. 
[2J Symens. R.D .• Queneau. P.B.. Chou. E.C. and Clark. F.F .• Leaching of iron -containing copper-nickel matte at atmospheric pressure. 
Canadian Metallurgical Quarterly. 18 (1979). pp. 145-153. 
(3J Dutrizac. J.E. and Chen. T.T .• A mineralogical study of the phases formed during the CuSO.-H1SO.-Ol leaching of nickel-copper 
matt.e. C=adian Metallurgical QUarlerly. 26(4) (1987). pp. 265-276 . 
[4 J Walpole. R.E. and My~ R.H .• Probability and Statistics for Engineers and Scientists. Fourth edition. New York (19&9). pp.39 1-397. 
[5J Pandit. S.M. and Wu. S-M~ Time Series and System Analysis with Applications. lohn Wiley and Sons. New York (1983). pp. 1-4. 
112-115. 
[6] Kramer. M.A and L.:onard, 1.A. Diagnosis using backpropagation neural networks - Analysis and criticism. Computers and Chemical 
Engineering. 14(12) (1990). pp. 1323-1338. 
[7] Lippmann. R.P .• An introduction to compu-ting with neural nets. ·IEEE ASSP Magazine. 35 ( 1987). pp. 4-22. 
[8J Maren. A. Harston. C.T. and Pap. R.M .• Handbook of Neural Computing Applications. Academic Press. (1 990). 
[9J Neural Computing - A technology h2~dbOok for professional IlIPLUS and NeuralWorks Explorer. NeuralWare. Pittsburgh (1993). 
[101 Lippmann. R.P .• Pattern classification using neural networks. IEEE Communications Magazine. 35 (1989). pp. 4-21. 
Stellenbosch University  https://scholar.sun.ac.za
VAluE AddiNG THROUGH 
SOlVENT EXTRACTioN 
) . 
VOlUME 1 
Edited by 
D.C. SHALLCROSS 
Department of Chemical Engineering 
The University of Melbourne 
Australia 
R. PAIMIN 
Department of Chemistry & Biology 
Victoria University of Techology 
Australia 
L.M. PRVCIC 
Dairy Process Engineering Centre 
Monash University 
Australia 
Stellenbosch University  https://scholar.sun.ac.za
AppliCATioN of NEURAl NETS TO SOlVENT 
EXTRACTioN SYSTEMS 
J.S.J. van Deventerl and C. Aldrich2 
Dept. of Chern. Engineering, The UnL of Melbourne, Victoria, Australia 
Dept. of Chern. Engineering, University of Stellenbosch. South Africa 
ABSTRACT 
Frequently the equilibrium behaviour and hydrodynamics of complex solvent extraction systems are 
poorly understood, so that it is not always feasible to use a phenomenological approach to modelling 
and design . In such instances the alternative is usually an empirical modelling approach, which 
requires the specification of the functional forms used in a regression analysis on experimental data. 
Due to their non-parametric nature, artificial neural networks offer an attractive alternative to such 
parametric empirical modelling, and have been used successfully in a variety of process engineering 
applications. The principles of these nets are demonstrated in two case studies, i.e (a) the efficiency 
of extraction of rare-earths from the HEH (EHP)-kerosene-HCl system, and (b) the correlation of 
variables in a study on drop coalescence in liquidlliquid dispersions by flow through glass fibre beds . 
It is shown that feature e>..1raction from data can be used to cluster the behaviour of different 
solvents, and that the well known self-organising map (SOM) is not always the most efficient tool for 
this purpose. 
INTRODUCTION 
Both the equilibrium and hydrodynamics of mass transfer processes are notoriously difficult to model 
from first principles, or even empirically, owing to a wide range of possible interactions between the 
chemical species. This is especially true of rare earth solvent extraction systems, where the 
similarities of the lanthanides as well as their propensity for interaction make it difficult to predict 
their equilibrium behavi0llL The science of molecular simulation has by no means progressed to the 
stage where the phase distribution in solvent extraction could be predicted from site-site potentials 
and rotational energies. Currently most non-ideal solvent extraction problems where the interaction 
between species is poorly understood or where the hydrodynamics is ill-defined, are simulated by 
empirical methods . In this paper it will be demonstrated how neural nets as a non-parametric 
technique could be used to model such ill-defined systems without prescribing a functional form 
which is normally required in parametric empirical methods. 
For example, Alstad et aL (1974) used a rudimentary regression model to predict the effect of nitrate 
and sulphate c'omplexes on the distribution of the rare earth elements during extraction. Hoh and 
Bautista (1979a) developed a thermodynamic model for the separation of La(N03)3-Nd(N03)3-
HNOr H20-D2EHP A-AMSCO and La(N03h-Nd(N03h-Sm(N03h-HNOrH20-D2EHP A-
AMSCO . Their model was based on the degrees of formation of the species, but unfortunately, data 
for all the variables concerned are not readily available, thus limiting the general applicability of the 
model. Hoh and Bautista (1979b) later found that their model was only valid for equimolar 
lanthanide concentrations in the feed . Han and Tozawa (1988) developed a model for a single 
component lanthanide-chloride-D2EHP A-kerosene system, based on the lanthanide and hydrogen 
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activity coefficients, concentrations for the main reactive species and terms denoting the 
complexation of the aqueous lanthanide species, but did not account for the polarity of the diluent 
The model required the thermodynamic stability constants of the rare earth complexes which vary 
according to the nature and concentration of the species, and which show no clear correlation with 
atomic number (Marcus, 1966). Consequently, such semi-empirical models are oflimited value. 
ARTIFICIAL NEURAL NETS 
Artificial neural networks (ANN's) consist of large numbers of computational units connected in a 
massively parallel structure. ANN's learn from exemplars, and have been shown to be universal 
approximators that can represent any functional relationship to some degree of accuracy. In process 
engineering, ANN's have been used mainly to generate non-linear models for the design of model-
predictive control systems, for fault diagnosis, error detection, data reconciliation, process analysis, 
kinetic models, and in the analysis of videogniphic process data (Bulsari, 1995). Back propagation 
ANN's are wide-spread in engineering research due to their simplicity, compact design and 
flexibility. Since the theory of ANN's has been discussed extensively in the literature (Lippmann, 
1987; Hornik et aI., 1989; Bulsari, 1995), only a brief review of the technique is given below. 
In back propagation ANN's, processing elements or units are typically divided into distinct layers. 
The processing units from each layer are linked to the processing units in successive layers by 
weighted connections. Collectively these connections, as well as the transfer functions of the 
processing units, can form distributed representations of relationships between input and output 
data. Back propagation net training, which involves the adjustment of the weight matrix of the net 
in order to represent a desired relationship, is accomplished by repeatedly presenting the network 
with sets of exemplars of the process being modelled. During the training process, the weights of 
the network are adjusted continuously based on the error signal generated by the discrepancy 
between the output of the network and the actual output of the training exemplars. This is 
accomplished by means of learning algorithms designed to minimize the mean square output error. 
SELF-ORGANISING NEURAL NETS 
ANN techniques aimed at the projection and visualisation of data characterise the structure or 
distribution of the data, and project these data to a lower (typically two or three) dimensional space 
in order to facilitate analysis and interpretation. Of these the Kohonen self-organising neural net is 
the most popular. These nets create two-dimensional feature maps of input data in such a way that 
order is preserved. This characteristic makes them useful for cluster analysis and the visualisation of 
topologies and hierarchical structures of higher-dimensional input spaces. 
The main distinguishing feature of Kohonen networks is that no output data are required to train the 
net. Such a net typically consists of an input layer, which is fully connected to a two-dimensional 
Kohonen layer as shown in Figure 1. Each process element in the Kohonen layer measures the 
(Euclidean) distance of its weights to the input values (exemplars) fed to the layer. For example, if 
the input data consist ofM-dimensional vectors of the form x = {XI, x2, .. xM}, then each Kohonen 
element will have M weight values, which can be denoted by Wi = {wil' wi2, .. wiM}· The 
Euclidean distance Di = II x - Wi II between the input vectors Clnd the weights of the net are then 
computed for each of the Kohonen elements and the ~inner is determined by the minimum 
Euclidean distance. 
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PATTERNS MAPPED TO X-V-COORDINATES 
FOR VISUALIZATION 
INPUTS TO NET (x" x,. _. x..) 
Figure 1: Generic structure of a self-organising neural net 
The weights of the winning element, as well as its neighbouri ng elements which constitute the 
adaptat ion zone associated with the winning element , are subsequently adjusted in order to move the 
weights closer to the input vector, i.e . Wij .nc\\" = Wij .old + a (xfw ij .old) , where a is an appropriate 
learning coefficient which decreases with time (typically start ing at 0.4 and decreasing to a 1 or 
lower) The adjustment of the weights of the elements in the immediate vicinity of the winning 
element is instrumental in the preservation of the order of the input space and amounts to an order 
preserving projection of the input space onto the two-dimensional Kohonen layer. 
CASE STUDIES IN SOLVENT EXTRA..CTION 
Equilibrium Rare-Earth Extraction 
Han (1983) studied the solvent extraction of individual rare earth elements, including yttrium, from a 
HEH(EHP) (1 .0 M)-kerosene-HCl system at varying lanthanide and extractant concentrations, phase 
ratios and solution acidities. He proposed a series of linear correlations to represent the relationship 
between the inverse distribution ratios and the equilibrium aqueous rare earth concentrations. Giles 
. (1994) proposed a regression equation for this system incorporating the lanthanide crystal radius 
(RLn) , the initial aqueous rare earth concentration (CLn) and the acidity of the 50lution ([HA]) to 
give the distribution (D) of a given lanthanide between the two phases. It was found that it IS 
essential to incorporate the crystal radius in order to extrapolate to other lanthanides . 
In view of the complexity of interaction between species, it was found that an ordinary back 
propagation neural net consisting of a three-node input layer, two sigmoidal hidden layers with four 
and two processing elements respectively, as well as a sigmoidal output layer with one processing 
element, was unable to simulate the data set accurately. For this purpose a data set of 200 exemplars 
was randornised, and 100 were used for training while the rest were used for testing. All variables 
were scaled logarithmically, without which even less satisfactory predictions were obtained . 
Consequently, a hybrid net shown in Figure 2 was used . This net consisted of a three-node input 
layer as before, and a two dimensional Kohonen layer, as well as the sigmoidal hidden layer of the 
back propagation neural network. The Kohonen layer was trained first, after which its weights were 
fixed and the training of the back propagation neural network was commenced. 
The output of the Kohonen layer is shown in Figure 3, in terms of a topological mapping of the input 
vectors of the training data. Clearly, inputs associated with comparatively high distribution ratio 
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Figure 2: Structure of a hybrid neural Figure 3: 
net with a self-organising 
Kohonen layer for 
Clustered mapping of distribution 
coefficients of Ban's (1983) system 
by means of a Kohonen layer 
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Figure 4: Modelling of the distribution coefficient of 
dysprosium with the hybrid neural net (BBPNN), as 
well as the regression (REG) model of Giles (1994) 
values are distinguished from inputs associated with low distribution ratios. This system (HBPNN) 
predicted the test data with an absolute average error of 11 %, while the regression model of Giles 
(1994) yielded 33% and the ordinary back propagation net yielded 15%, as shown for dysprosium in 
Figure 4. The reason for this improvement is that the outputs of the Kohonen layer facilitate 
segmentation of the input space, which enables the back propagation neural network to be trained 
more effectively. 
Drop Coalescence in LiquidlLiquid Dispersions 
Grilc et al (1986) presented experimental data for the separation of fine dispersions of organic 
solvent in water by passage through glass fibre beds. They measured the interfacial tension (T), the 
viscosity (v d) and density (sd) of the organic phase, the fibre diameter (df), the mean droplet diameter 
Cdps), the bed depth (L) and the critical separation velocity (uer) . Three separate e~piri~al 
e~pressions were used to correlate the data in terms of dimensionless groups for the aliphaucs 
CALIPH), aromatics (AROM) and Shell Sol K (SHELL). It was found that the density of the 
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organic phase could be neglected in any type of correlation. A simple back propagation neural net 
could be used successfully to correlate these variables, but in that case it is still a problem to 
distinguish between the different solvents. 
d.'/(d,.'L) 
OItTPUT 
=:"-__ :;::::'I~"'" LAYER 
IN PUT 
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. I··· .j .... j TRANS-FORMATION 
Figure 5: IIybrid neural net structure for correlating 
drop coalescence in liquidlliquid dispersions 
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Figure 6: Dimensionless correlation of the experimental results by 
Grilc et aL (1986) using the neural net in Figure 5 
However, Figure 5 shows that the physical characteristics (T, vd, sd) of the organic phase could be 
related to the type of solvent via a back propagation two dimensional layer, which extracts artificial 
characteristics (Xl, X2) from the input data. These co-ordinates (Xl, x2) in a back propagation map 
have been extracted to distinguish between the different solvents, and could serve as additional input 
to a net with the hidden layer removed, as shown in Figure 5. This single hybrid net successfully 
simulates the behaviour of the different solvents, as shown in Figure 6 . A5 expected, the back 
propagation net mapping shown in Figure 7 provides a distinct clustering of the different solvents. 
In general , such a simulation approach could be used to distinguish and compare different solvents, 
or in a mixing problem, compare different agitators or column packings. 
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Figure 7: Back propagation mapping of the effect 
of different solvents used by Grilc et al. (1986). 
CONCLUSIONS 
It has been shown that neural nets can be used to simulate ill-defined solvent extraction systems such 
as the recovery of lanthanide elements from acidic solution. The crystal radius of the lanthanide 
elements could be used to generalise the behaviour in single and multi-component systems. 
Sigmoidal back propagation neural nets were more able to capture the equilibrium behaviour of these 
systems than most regression models. Pre-processing of data can have a significant effect on the 
accuracy of neural net models. 
In some cases a hybrid type of net, which for example combines the sigmoidal hidden layer of a back 
propagation net with a two dimensional Kohonen layer is preferred. This was demonstrated for the 
case of rare-earth extraction. It is also possible to relate the physical characteristics of a system to a 
set of classes via a layer of co-ordination points using a back propagation net. In this way the effects 
of different solvents could be distinguished and clustered on a two dimensional map. These co-
ordination characteristics could serve as input to a further net, yielding most satisfactory results, such 
as in the case where drop coalescence in liquidlliquid dispersions was studied. In summary, 
substantial scope still exists for the application of neural nets to solvent extraction problems. 
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The Monitoring of Mineral Processing Operations Using 
Computer Vision and Neural Networks 
J S J van Deventer 1, M Bezuidenhout 1 and D W Moolman2 
ABSTRACT 
In the minerals industry numerous problems cannot be solved by 
conventional mathematical models owing to their complexity or a lack of 
phenomenological understanding. Neural networks provide one way of 
I1l:lpping the ill-defined relations between process variables and functions 
for such ill-defined problems. Consequently. processes such as leaching 
and froth notation are mostly controlled in an empirical way by using 
rules of thumb. In addition. these processes involve so many independent 
and dependent variables that the plant operator finds it difficult to 
visualise or even observe a change in process conditions. The structure of 
froths developed on the surfaces of indusuial scale froth notation cells has 
a significant effect on both the grade and recovery of valuable minerals in 
the concentrate. Although these effects are well known at the process 
operational level. where considerable heuristic knowledge is available. 
little work has been reponed on a detailed characterisation of the 
mechanisms and the visual characteristics of the surface froth. Recent 
results from an on· line observation of froths in several plants have proved 
the relationships between image features representing froth behaviour and 
metallurgical results. It will be shown how supervised and unsupervised 
neural nets are being used on operating plants to interpret computer vision 
data. In froth notation the operator is supposed to visually observe 
process changes from the appearance of the froth. which is an 
unreasonable demand under indusuial conditions. The system described 
here detennines textural par::uneters on-line. and tracks the changes in 
process conditions via a Self-Organising Map (SOM) neural net. This 
monitoring system warns the operator about nuctuations in reagent 
addition. and gives an idea of the type of froth encountered. In another 
example. changes in the mineralogical characteristics of gold ores are 
represented on an SOM map. based on the diagnostic leaching behaviour 
of such ores. 
INTRODUCTION 
Frequently. mineral processing operations are complex and 
poorly understood. so that adequate phenomenological models 
are usually not available. Moreover. few if any of the existing 
models have been implemented for on-line control decisions in 
the minerals industry. The monitoring and control of many plants 
are consequently often conducted on a largely (informal) 
heuristic basis. where plant operators attempt to maintain optimal 
operating conditions based on their experience of the behaviour 
of the plant. As a result. these systems are usually controlled 
suboptimally owing to human error. inadequate training and lack 
of experience. It is often difficult to formulate an exact 
mathematical expression for a process owing to its 
ill-definedness. A non-parametric method such as a neural 
network could be used instead to relate input and output 
variables. The main advantage is that no functional form needs to 
be specified a priori. and even semi-quantitative data could be 
included as inputs. 
Neural nets have been applied recently to a variety of mineral 
processing operations. such as: carbon-in-pulp plants (Van der 
Walt. Van Deventer and Barnard. 1993a; 1993b; 1993c). elution 
of carbon (Van Deventer et al. 1995). the liberation of gold 
(Annandale et al. 1996). hydrometallurgical reactions (Reuter. 
I. Department of Chemical Engineering. The University of 
Melbourne. Parkville Vic 3052. 
2. Department of Chemical Engineering. Univ~rsity of 
Stellenbosch. Stellenbosch. 7600. South Africa. 
Van Deventer and Van der Walt. 1993). pyrometallurgical 
applications (Reuter. Van der Walt and Van Deventer. 1992; 
Aldrich. Van Deventer and Reuter. 1994). thermal decomposition 
reactions (Aldrich and Van Deventer. 1995). the detection of 
gross errors in plants (Aldrich and Van Deventer. 1993). and the 
characterisation of flotation froths (Aldrich et al. 1995). The 
literature on neural nets is substantial. even in minerals 
engineering. so that only the most basic concepts will be 
explained below. Excellent neural network packages are available 
commercially which conduct scaling and trammg in a 
user-friendly manner. A neural net consists of simple 
computational elements called neurons or processing elements 
which are interconnected. and the collective behaviour of these 
neurons determines the characteristics of the net. Of the 
numerous network architectures developed to-date the Back 
Propagation Neural Net (BPNN) remains the most widely used 
for the modelling of ill-defincd process systems. In this paper. 
however. Self-Organising Map (SOM) neural nets will be used to 
monitor: . 
a. the leaching behaviour of gold when mineralogical changes 
occur in the ore; and 
b. the texture of the froth phase during the flotation of 
minerals. 
Diagnostic leaching could be used to relate the liberation 
characteristics of gold ores to the mineralogy associated with 
encapsulated gold particles by conducting diagnostic leaches on 
different types of ore (Lorenzen. 1995; Annandale et al. 1996). In 
turn. the liberation pattern of a gold ore as detennined by 
diagnostic leaching can be related to the leaching behaviour of 
the ore. In most ores this is a multi-dimensional problem which 
cannot simply be interpreted by considering one or two minerals 
only. A dynamic change in the ore characteristics often occurs as 
ore is derived from different sources in a mine. If some basic 
chemical assays are conducted on the ore fed to the processing 
plant. the plant operator should be able to predict a possible 
change in the liberation and hence leaching behaviour of the ore. 
This will facilitate changes in operating procedures in a 
pro-active or feed-forward fashion. In this paper it will be shown 
how diagnostic leaching results for a variery of ores could be 
represented on an SOM net. Laine et al (1995) showed that an 
SOM net could be used on-line to classify ores and to interpret 
gradual changes in the ore type. 
The structure and appearance of the froth phase in flotation 
reflects considerable information regarding this very complex 
process (Moolman et al. 1994; Moolman. Aldrich and Van 
Deventer. 1995a; 1995b; Moolman et al. 1995a; 1995b; 1996). 
Little work has been reported on characterising the mechanisms 
operating within flotation froths. and the relationships between 
those mechanisms and the visual appearance of the surface froth. 
Each plant may exhibit its own idiosyncrasies as far as visual 
characteristics are concerned. which may depend on the design of 
the flotation cells used, the mineralogy of the ore. the specific 
flotation chemistry involved. etc. The computer vision system 
developed at the University of Stellenbosch in South Africa uses 
spatial and neighbouring grey level dependence matrices. stability 
and mobility measurements. and average grey level. to extract 
features from the digitised images of the froth phase. A number 
of previous papers (Moolman. Aldrich and Van Deventer. 1995a) 
have shown that these textural features can be related to practical 
The AuslMM Annual Conference Ballarat. 12· 15 March 1997 249 
Stellenbosch University  https://scholar.sun.ac.za
J S J vJn OE\·ENTER. M BEZUIDENHOUT ~nd 0 W ~100LMA;>; 
values such as bubble size and viscosity. which can be relJtc:d 
directly to flotation conditions such as reagent dosage. aeration 
rate. pulp level. pulp density. and particle size. It has been found 
that the grey level dependent features encapsulate process 
knowledge. but their individual use is limited owing to the 
difficulties inherent in the interpretation of feature sets of hIgh 
dimension. It is for this reason that SOM nets will be used here to 
reduce the dimensionality of the froth appearance. 
SELF-ORGANISING NEURAL NETS 
Self-organising map (SOM) neural nets create two-dimensional 
feature maps of multi-dimensional input data in such a way that 
order is preserved (Maren. Harston and Pap. 1990). Similarly. 
back-propagation maps. adaptive resonance theory maps 
(ARTMAP) or fuzzy ARTMAP could be used. The SOM nets 
used here consisted of an input layer which was fully connected 
to a two-dimensional Kohonen layer. and learned without 
supervision. 
The clustering ability of the SOM net was evaluated by 
calculating the centres of gravity Cj(Xj .Yj) of each class j on the 
topological map. as well as the distance Dij of each individua l 
exemplar i from each of the centres of gravity cj of the classes j: 
(1) 
(2) 
where Xij represents the x-coordinate of the i-th exemplar from 
the j-th class, and Yij represents the y-coordinate of the i-th 
exemplar from the j-th class, while Xj and Yj denote the 
coordinates of the centre of gravity of the j-th class. Where 
clustering is sharp (ie perfect separation of each of the classes), 
all distances Dij (i E D can be expected to be smaller than 
Dij (i e D. A measure of the sharpness of the separation (or the 
degree of clustering) can be determined by sorting all Dij-values 
for each classj from small to large. If mij ;:: I is the ranking order 
of Dij for i E j. and 0 otherwise. then the measure of dispersion 
Mj is calculated as: 
(3) 
A low ¥alue of Mj gives a sharp definition of the clusters. By 
normalising the dispersion (M'j), generalised comparisons are 
obtained regardless of the number of exemplars or classes 
mapped: 
(4) 
where the values M{rUn and M{n:u. correspond to the best and 
worst degrees of clustering possible for the system. A unitary M'j 
value indicates perfect clustering. while a zero value indicates 
random mapping of the various class members. 
The advantage of using topological maps instead of other types 
of c1assi fiers is that they can be used to track the performance of 
flotation processes on a continuous basis as opposed to the 
identification of discrete classes by using supervised neural nets 
or other types of classifiers. This enables the early detection of 
drift or other incipient process deviations (manifested as 
movement across a certain region on the map) which could 
otherwise not be detected without an undue proliferation of 
classes in an attempt to foresee all possible deviations in the 
process. 
TEXTURAL FEATURE EXTRACTION FROM 
FLOTATION FROTHS 
The grey level depc:ndc:nre methods used for feature extraction of 
flotation froths are summarised below. 
:'oIeighbouring grey level dependence matrix (r-;GLD:'>I) 
method 
Sun and Wee ( 1983) proposed the neighbouring grey level matrix 
Q(r,s ) as a two-dimensional array of the frequency counts of the 
variation in the grey scales of an image. The dimensions of this 
array are given by the number (r) of grey levels in the image. and 
the number (s) of possible neighbours to a pixels in an image. 
Q<r,s) is computed by counting the number of times that the 
difference between each element in the image function j(i.j} and 
its neighbours is equal to or less than a at a certain distance d. 
Textural features can be computed easily in this way. and are 
invariant under spatial rotation and linear grey scale 
transformation. The following features or parameters can be 
extracted from Q(r. s): 
(5) 
(6) 
(7) 
(8) 
EN = - L,.Ls[Q(r,s)logQ(r,s)jIRN (9) 
where RN = L,.:LsQ(r,s) is a normalisation factor. It is difficult to 
attach a physical meaning to each of the above features . 
Nevertheless, the small number emphasis (Ns) gives an indication 
of the fineness of the image, the second moment (M2) is a 
measure of the homogeneity. while the large number emphasis 
(NLl. the number nonuniformity (Nu) and the entropy (EN) are 
indicative of the coarseness. 
Spatial grey level dependence matrix (SGLDM) method 
The SGLDM is based on the estimation of the second-order 
joint conditional probability density functions, j(i,j.d,e), with 
e = 0°, 45°, 90° and 135°. Each j(i,j.d.e) is ttie probability of a 
transition from grey level i to grey level j. given intersample 
spacing d in the direction e. By counting the frequency at which 
each pair of grey levels occurs subject to a separation distance d 
and a direction e, each matrix can be computed from a digital 
image. The features used to characterise the SGLDM are 
(Haralick. Shanmugan and Dinstein. 1973): 
( 10) 
ES = - LiLj[j(ij.d.e)log/{ij,d.e)j (II) 
(12) 
( 13) 
( 14) 
( 15) 
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The energy (El is rel:Jted to the: homogeneity of the imJge. the 
entropy (ES) is related to image complexity, the inertia (I) 
indicates the number of 10CJI variations in the image, R is the 
correlation measure, the local homogeneity (HL) shows the 
clustering tendency of similar grey levels, and the feature Re 
accounts for extraction of directional information in the image 
(Moolman, Aldrich and Van Deventer. 1995a). The .distance 
metric is defined here as d[(k.l),(m,n)j = max(lk-ml ,ll-nl], where 
(k,l) and (m,n) are the coordinates of two pixels separated by 
distance d. The means (llx,lly) and standard deviations (ax,cry) of 
the rows and columns respectively constitute measures of the 
linear dependencies of the grey levels in the image. 
Although these NGLDM and SGLDM features encapsulate 
knowledge of the process reflected in the structure of the flotation 
froth, their analytical use as such is limited, owing to the 
difficulties inherent in the interpretation of feature sets of high 
dimension. These features can be reduced without loss in order 
by using self-organising neural nets . 
Froth mobility and stability 
A digital function of the camera gives an image in which the 
motion is smeared or blurred in proportion to the horizontal 
ve loci ty of the froth surface. The extent of blurring CJn be 
calculated by compari son with the actual froth speed which is 
determined by monitoring the movement of a piece of paper 
floating on the froth. This gives a measure of froth mobility. 
The characterisation of froth stability is based on the premise 
that if the froth is excessively stable, ie the rate of bubble collapse 
is slow, fewer local changes in light intensity between successive 
frames should occur than in an unstable froth . If two successive 
frames are compared, then the sum S of the statistical distribution 
of the grey level values of the differences in the pixel values is a 
measure of froth instability: 
S= LjLjf(X) 
with f(x) = I if I Xi - X2 I ~ t 
= 0 if I Xi - X2 I < t (16) 
where x I and X2 are the pixel grey levels at position ij for two 
successive frames, and t is the grey level threshold. In both the 
mobility and stability calculations histogram equalisation is 
performed on the averaged image. These NGLDM, SGLDM, 
mobility and stability features encapsulate knowledge of the 
flotatiQn process reflected in the appearance of the froth . 
However, their analytical use as such is limited as a result of the 
difficulties inherent in the interpretation of feature sets of high 
dimension. As explained above, SOM nets can reduce these 
features without loss in order. 
LEACHING BEHAVIOUR OF GOLD ORE 
Unmilled and milled samples of nine different ores (A, B, C ... 
I) from the Witwatersrand goldfields in South Africa were 
subjected to diagnostic leaching (Lorenzen, 1995), the results of 
which were presented earlier (Annandale et ai, 1996). Such tests 
yielded the fraction of free gold Auo, the head grade G, the 
particle size distribution per mass m, and the gold associated with 
pyrite Aup, base metal sulphides, A lib, silicates Aus and 
cJrbonaceous material Auc. These seven variables served as 
inputs to a net with a two-dimensional 10 x 10 Kohonen layer 
and a two-node output layer which provided the coordinates for 
the SOM maps of Figures I and 2. Table 1 summarises the 
meJsures of clustering and the Euclidean distances between the 
centres of gravity of the milled and unmilled ores. It is evident 
from Figures I and 2 that some of these ores are closely related in 
terms of their leaching behaviour, while others are significantly 
different. Some ores become more dispersed after milling, which 
means that the leaching characteristics become more difficult to 
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FIG 2 - Topological feature map of milled gold ores. 
TABLE 1 
The measure of clustering and the Euclidean distance between 
the centres of gravity of unmilled and milled ores on the . 
SOM plots of Figures J and 2. 
Ores M'j M'j D;j between 
(Unmilled Ore) (Milled Ore) Cj of milled 
and unmilled 
A 0.719 0.851 0.604 
B 0.608 0.375 0.242 
C 0.698 0.795 0.384 
D 0.920 0.623 0.588 
E 0.705 0.840 0.255 
F 0.913 0.566 0.183 
G 0.712 0.892 0.465 
H 1.000 1.000 0.404 
1 1.000 0.910 0.097 
predict. It is also significant that the Euclidean distances between 
ores change after milling. and Table I shows that some ores 
change entirely in terms of leaching behaviour. These results 
show that an SOM plot could present an evolutionary profile of 
leaching behaviour (mineral liberation) as milling takes place. or 
as mineralogical changes occur. 
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The compJct characterisJtion derived from the SOM feJture 
maps in Figures I and 2 was used to model the liberation of gold 
during comminution of the ores. This was accomplished by 
linking the feature maps to a simple back propagation neural net. 
as depicted in Figure 3 (Annandale el al. 1996) and effectively 
;l5sumed thJt similar ores (as projected on an SOM map) would 
b<: liberated similarly during comminution. A hold-out method 
was used by training the net on the data of eight of the nine ores 
at a time and testing it against the ore data not used for training 
the net. The free gold in the unmilled ore was presented to the net 
explicitly. as well as implicitly. being one of the attributes 
originally projected to the Kohonen feature map. The net 
consisted of an input layer with three nodes (for the x- and 
y-coordinates of the Kohonen feature map. as well as for the free 
gold in the unmilled are). and an output layer with a single node 
for prediction of the free gold in the milled are. This 
four-parameter (weights) single layer neural net model was able 
10 predict the data with an average absolute error of less than 15 
per cent. which was an improvement on any existing empirical 
correlations used (Annandale el al. 1996). 
SIGMOIDAL 
BACKPROPA-
GATION NET 
Au 0 
,0" 
') (') 
(Liberated 
gold in 
milled ore) 
Au 
o Au b Au s Au c Au P G 
INPUT LAYER 
(Unmilled ore chancterutics) 
m 
OUTPUT 
LAYER 
IOxl0 
KOHONEN 
LAYER 
FIG 3 - Neural net model of gold liberation. consisting of a sigmoid:l! 
back propagation neural net with a Kohonen hidden layer. 
CLASSIFICATION OF COPPER FROTHS 
Froth images were captured from the second cell in a rougher 
bank of Palabora Mining Company in South Africa, which 
upgrades a relatively coarse are (80 - 300 J.l.m) with an 
approximate copper assay of 0.5 per cent to 36 per cent. The 
images were subsequently digitised and the sets of NGLDM and 
SGLDM features were arranged into exemplars of the form {Ns. 
NL. Nu. M2. EN). and {E. ES. I. HL. R. Ra) . Training {{Ns. NL. 
Nu. M2. EN)TRN and {E. ES. I. HL. R. Ra)TRN) and test ({Ns. NL. 
!'IU. M2. EN lTST and {E. ES. I. HL. R. RalTST) sets of exemplars 
were compiled for each feature set (NGLDM and SGLDM). 
Froth images were randomised before selection of the training 
set. The NGLDM exemplars {Ns. NL, Nu. M2. EN)TRN and the 
SGLDM exemplars {E. ES. 1. HL. R. RalTRN were presented to 
nets with an input layer of five or six nodes respectively. a 
Kohonen layer of 400 nodes (ie a 20 x 20 array) and an output 
layer with two nodes referring to an x-y coordinate system 
(Aldrich 1' 1 <11 . 19951. Tr:lining of the nets was Jc.:ompli , h.:u in 
about 6000 it.:rations. A combined NGLDM-SGLDM fc:lture set 
was useu to trJin an SOM net with II input nodes in order to test 
whether the indiviuuJI gr.:y level feature sets complement each 
other in terms or cl ;L~si!ication efficiency. 
In totJ\. 497 images of copper froths were useu . of which the 
four typical dasscs t~·loolmJn. Aldrich Jnd VJn De"enter. 1995a) 
depicted in Figure 4 are u<!scribed as follows: 
Class A: \Vell-Ioaded bubbles with a window-like Sp0t on top. 
indicJting thJt the froth is neither too brittle. nor too 
stilT. 
Class B: PolyhedrJI but'lbles with a deep well-drJined froth 
structure. in which adequate sepJration between 
minerJI and gangue has been attained. 
Class C: A tough froth that exhibits resistance against the llow. 
as indicated by its predominJntly ellipticJI bubbles. 
Class D: A froth depleted of minerals. as indic:lted t'lv the 
small ,pherical bubbles. This type of s truc tur~ can 
:1lso be cJu5ed by too much water in the feed or 
excessive pulp levels. 
(a) Class A [249] (b) Class B [97] 
(c) Class C [54] (d) Class D [97] 
:. 
FIG 4 - Froth structures in copp.:r notation pl:lllt 
(a) CItLf.< A. (b) C/IH'< B. (c) ClaH C. and (d) Cltu.< D. 
Figures in square brackets indicate th~ number of exemplars 
available for each ci:lSs . 
Figure 5 shows only the topological map for the combined 
NGLDM-SGLDM feature set. which gave better clustering than 
either of the individuJI grey level methods. The NGLDM method 
on its own was superior to the SGLDM method. This is 
confirmed by the measure of clustering for all three feature sets. 
as shown in Figure 6. 
This copper flotation plant should :1uempt to maintain Class A 
froth. as this gives the best flotJtion results. If process 
disturb:lnces occur. such JS a change in reagent addition. the 
fineness of grind. or the 50lidlliquid rJtio . or if the: mineralogy 
chJnges. the appearJncl! of the froth rh:1se will also change. It 
has been shown at plant level that an on-line SOM plot as shown 
in Figure 5 is J mO,l useful monitoring uevice to the operator and 
acts as an ~~rly w:lfning system long bef,) re any on- line analytical 
instrument registers a disturbance. 
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FIG 5 - SOM map of froth structures in 11 copper flotation plant bllSed on 11 combined NGLDM-SGLDM feature set 
and a 20 x 20 Kohonen layer. 
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A 0.8683 0.1115 0.8987 0.0082 0_9593 0.0176 
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FIG 6 - Efficiency of cluslering of copper flotalion im:l~es by SOM net for the different grey level melhods. 
The overall performance by using d i ffm~nt feature sets is indic:lted in parenthc:ses . 
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EFFECT OF FROTH TEXTURE ON GRADE OF 
PRECIOUS METALS 
Images were captured and processed on-line at the fourth rougher 
cell of a precious metals notation plant in South Africa which 
also recovers copper and nickel sulphides. During a period of six 
weeks these images were compared with the assays of manual 
samples taken every eight hours. The corresponding i!n:lge 
variables of each shift were averaged over the eight hours of eJch 
shift. The operation of the flotation cell was subjected to 
deliberate disturbances in the flow rates of the reagents as well as 
adjustments of the pulp level of the cell. In total 119 exemplars 
consisting of five parameters each. ie (Ns . M2 . (N. the average 
grey level and the instability) were presented to an SOM net. 
Figure 7 shows the normalised concentration of precious metals 
on the vertical axis at different positions on this SOM plot. 
· 0.8-1 
00.6-0 .8 
I 
D0.4-0 .6: 
i 
.0.2-0.4 : 
·0-0.2 
2 3 
0.8 
0.6 
0.4 
0.2 
FIG 7 - Relative concentration of precious meta! in fourth cell of a 
rougher bank on SOM map of image parameters . 
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Although th.: surfaces ar.: uncv<:n th.:y Lin show regions of high 
;lnd low conc.:ntrations of prc!cillus metal. Optimal froth 
conditions were loc:ned in a region neighbouring the sticky 
viscous froths. The net tc.:nded to separate slow-moving. sticky 
froths from fast moving running froths with low viscosity. 
~loolman el al (1996) showed th;lt improved separation of froth 
types and enhanced prediction of froth grade could be obtained if 
operating variables such as pulp density. size distribution and 
reagent additions were provided as inputs to the SOM nc!t in 
addition to the textural fe:nures. A more monotonous increase in 
froth grade across the surfJce of the map is obtained if a Sammon 
map is used instead of an SOM nc!t. 
FAULT DIAGNOSIS IN A BASE METAL PLANT 
A summary of image analysis tests conducted on-line on an 
Australian zinc rougher flotation plant for the period 15hOO on I I 
April to I I hOO on 13 April 1996 is presented below. Only the 
following three disturbances occurred: 
(a) The feed to the SAG mill was stopped for a short time (from 
21 h20 on II April) because the water pump of the SAG mill 
tripped and the non-return valve fJiled to open: 
N 
N 
...... 
V 
(b) The lime addition prior to the Cu/Ag circuit failed at OOhOO 
on 12 April: and 
(c) The pulp density was reduced (from 16hOO on 12 April) 
because of a low ore supply. 
The short stoppage in the SAG mill feed should have had little or 
no effect on the zinc flotation circuit as a feed buffer tank 
continued to deliver feed to the flotation circuit. 
The period of 16hOO to 20hOO on II April 1996 in Figures 8 
and 9 corresponds to normal and reasonably stable plant 
operation. Figure 10(a) is an example of the froth appearance 
during this period. The deviation in the stability and bubble size 
of the froth at point A in Figures 8 and 9 is in the time frame of 
the SAG mill feed stoppage, but the deviation could also be the 
result of a disturbance in the zinc circuit just prior to the third 
rougher cell. There are not sufficient process data to make a tirm 
decision on what caused the deviation. However. the image 
parameters indicate a definite toughness in the froth for a short 
period of time (point A), which is an indication of the sensitivity 
+ 
0 
00 N Ol N I!) N '<t" ..- '<t" I"-
('") ('") '<t" ~ I!) I!) 0 0 0 
'<t" cD co 0 N e N I!) I"- Ol 
N N C'1 C'1 C'1 C'1 C'1 
N N N N N ..- ..- ..- ..- ..-
-- -- ~ -- ~ ...... ...... ...... ...... ...... '<t" '<t" '<t" V 
--
V V --'<t" '<t" 
DATE AND TIME 
FIG 8 - Instabili lY meJSure 5 at the third Zn rougher cell fro m 15hOO on II April to II hOO on 13 April 1<)<)6 . 
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FIG 9 - Small number emphasis (Ns) as an indication of th~ inv~rse bubbk size at thl! lhird zinc rougher cdl from 
I ShOO on II April to llhoo on 13 April 1996. 
(a) (b) (c) (d) 
F lG 10 - [mages of typiraJ froth structures of the 
third zinc rougher cell. 
of the monitoring technique. It seems as if the deviation was not 
of sufficient duration to significantly affect the metallurgical 
performance. Figure 10(b) is an example of the froth appearance 
at point A, which shows a froth with large bubbles. Evidently the 
image only captures static infonnation, whereas the instability 
parameter also indicated a tougher froth (dynamic infonnation). 
Figure 11 (a) depicts the corresponding SOM plot, which shows a 
more significant variation in froth characteristics than is apparent 
from either Figures 8 or 9 . 
The increased stability and increased bubble size at point B in 
Figures 8 and 9 respectively were caused by the stoppage in the 
lime addition. Figure 10(e} is an example of the froth appearance 
for the particular time period around point B. There was a gradual 
increase in fro th stability. reaching a max imum froth viscosity at 
point B. The froth returned to a more ideal condition after point 
B, although it was still more stable than prior to point A. after 
changes in plant variables were introduced to reduce the lead in 
the zinc rougher tails . Increased levels of zinc in the tailings of 
the zinc rougher were associated with the disturbance around 
poin t B. The increase in stability at point B was confirmed by the 
:. 
observation that the froth occasionally tilled the launder at the 
third zinc rougher cell. Figure II (b) shows that the SOM plot for 
this condition reveals a cluster of froth classes significantly 
different from those observed around A. 
During the period between 06hOO on 12 April and I I hOD on 13 
April 1996 problems were encountered with the ore stock pile. 
This caused the feed to the notation circuit to have a reduced 
specific gravity at point C in Figures 8 and 9. with a concomitant 
decrease in stability and decrease in bubble size owing to a more 
watery froth. as depicted in Figure 10(d) . Although the 
corresponding movement around point C on the SOM in Figure 
II (c) reveals some overlap with the froths around point A. the 
extent of tluctuation is less than at A. After proper ore feed was 
restored the plant was operated at an increased specitic gravity, 
which caused the high stability and large bubble size at point D. 
As expected. the froth resembled that at point B, with the SOM in 
Figure II (L1 ) closely related to the SOM in Figure II (b). This 
impl ies that the froth structures at points B and D were similar. 
despite ,he fact that B was caused by the lime stoppage and D 
was c.:auseLi by a rai sed specitic.: gravity. 
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(a) 21h25 to 22h05 on 11 April 1996 (b) 03h15 to 03h45 on 12 April 1996 
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(c) 22hOO to 22h30 on 12 April 1996 (d) OShOO to OSh30 on 13 April 1996 
FIG II - SOM of froth structures corresponding approximately to the regions A to D as indicated on Figures 8 and 9. 
CONCLUSIONS 
Disturbances in multi-dimensional processing operations which 
are poorly understood could be represented by a profile of 
movement on a two-dimensional Self-Organising topological 
Map (SOM). Clustering analysis could be used to summarise the 
multi-dimensional difference between exemplars. as well as the 
degree of dispersion of the properties of the various exemplars. 
Artificialfy separate classes could also be identified in this way. It 
was demonstrated how such an SOM analysls can represent 
differences between different ore types in terms of their leaching 
behaviour. If diagnostic leaching tests are conducted on new gold 
ore entering a plant, the profile of change could be established. 
It was also shown how an on-line computer vision system 
incorporating an SOM was able to monitor changes in operating 
conditions on three industrial flotation plants. Two grey level 
dependence methods. NGLDM and SGLDM. as well as a 
combination thereof. were used to extract textural features from 
images of flotation froth. It has been shown that the various areas 
of such a map are associated with different classes of froth. The 
froth appearance is related to reagent addition. operating 
conditions and metallurgical performance. The process maps 
constructed by the neural nets enable the detection of subtle 
changes in plant conditions that are not readily detected by the 
human eye. An on-line froth monitor is a valuable tool which can 
assist the operator in optimising flotation performance by acting 
as a diagnostic indicator of disturbances elsewhere in the planL 
Although the videographic monitoring system is currently used in 
a decision support capacity only. it is being developed to enable 
automatic control of the plant if desired. Current research at the 
University of Melbourne aims to establish a quantitative 
relationship between transport phenomena in and below the froth 
phase. and the textural features of the froth surface. 
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SYNOPSIS 
Chemicul alld metall/(r~ical processes are oftell d[fficult 10 model explicit~v, sillce l110del 
parameters call depelld Oil process cOllditiolls ill (III ill-de.filled way. Il1lplicit process models, 
such liS those hosed Oil lIeumlllets, (~rtell require extellsil'e data ({lid ({re 1I0t usually suitahle 
for extrapolatioll oj experimelltal data. By cOl1lhillillK explicit phellol11ellOloKical models with 
artijicialneural lIefS, l110re accurate modeilillR £111£1 extrapolatioll of these t).pes of processes 
COli he ochiel'ed "ll1ese cOIU.:epts ure del1lonstr£lted hy \I'£IJ' oj two examples. vi=. a killetic 
l1lodd (~f the calcillCltioll (~r colciul11' carhollate. as well as l1loddlillg the stress-straill 
helIal'iour (~f slIpL'rplastic alloys. These h:c:lllliques ur/! .mitahie for ~ellcral applicCllioll to 
complex or ill-dl!.fil/ed process .'ystellls. 
KEYWORDS: neural nets. modelling. calcination. superplasticity 
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N0MENCLA TURE 
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. (l\'erage particle size 
desircd output of the j'th node in a neural nct 
activation encrgy 
a function in gcncral 
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Ifl 
process \'cctor of a systclll 
univcrsal gas constant 
absolutc tcmperaturc 
time 
control \";lriablc ,"cctor ) 
the potential of thc i'til proccss clcmcllt or Ilodc ill a neural net. i.e. thc SIlI1l of lilc " 'cighlcd 
inputs 10 Ihe Ilodc 
changc in I"cight connccting. Ihc i'lh and j'lh nodcs of a ncnr;1I nct 
thc wcight or conllcclion belll'ccn tilc i'th and j'til nodcs of a ncural nCI 
statc ,"cctor of a proccss systclll 
thc output of tile i'th process node ofa neural net at tilllC t 
stcady state strain rate under shear strcss 
ste;td~ st;IlC str;lin ratc undcr norlll;tl Slress 
a factor detcflllinillg tite learning r:lle of a neur;1I nct during Iraining 
lite bias of the i'th Ilode ofa Ileuraillet 
a le:tst sqll;tn:s error criterion . U = )(2~ (d . -~; ): 
SCtS of functional rei:ltionships in gcneral 
normal strcss 
shcar stress 
ncmalnct transfcr function 
INTRODUCTION 
Many chemical and metallurgical processes are ill-defined to such an extent that a first 
principles approach to modelling them is unfeasible [I]. These types of processes can often be 
modelled by techniques such as multiple adaptive regression splines (MARS) [2] or artificial 
neural nets, which do not require explicit specification of a process model. One of the 
disadvantages of these implicit methods however, is that they often require extensive data to 
ccnstruct an accurate mode! of the process and are typically not suitable for extrapolation. 
Moreover, these types of models are generally not transparent, in that the -eliability of 
predictive results can be di!1icult to evaluate. 
By making use of a hybrid approach to the modelling of the chemical and metallurgical 
processes, the abovementioned disad vantages can be obviated without cornpromising the 
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",ccurasy of the technique. The general method is based on the use of simple back propagation 
neural nets in conjunction with available fundamental knowledge of the process system. As a 
consequence these hybrid techniques require relatively few data and are capable of superior 
extrapolation of the experimental data. 
CONNECTIONIST SYSTEMS 
The growth in the literature dealing with artificial neural networks appears to continue 
unabated, and since artilicial neural nets have been treated exhaustively elsewhere, only a very 
brief overview is provided in this paper [3-5]. 
In essence. connectionist systems or artificial neural nets consist of a large number of 
massively interconnected pnnlltlve processors or computational elements. These 
computational elements are usually arranged in layers. as shown in Figure I (a) . The net 
requires at least an input and an output layer to interact with its information environment. and 
possible also one or more hidden layers separating the input and output layers. In feedforward 
nets. such as those used in this investigation, information is passed from the input layer to 
successive hidden layers (if present) and the output layer in the net. During this process the 
weighted sums of all inputs to the computational elements (also known as their potentials) are 
transformed by means of transfer functions (If!) v.·hich typically map the potentials to smaller 
domains than that of the inputs, as indicated in Figure I (b) .· 
\ . 
Zi (t + 1 ) = 'II [I Wii · Zj (t) - (J i ] (I) 
where Zj (t) is the output of the i'th process node at time t (or the t'th iteration). W ij IS (he 
weight or connection between nodes i and j, and e i is the bias of the i'th node. 
Various forms of the transfer function 'II lllay be used, such as a linear, step or sigmoidal 
transfer function, with a domain typically much smaller than that of the potential (i.e. the sum 
of the weighted inputs) of the process unit. 
The weights which characterize the connection~ between process elements can be modified by 
various sl,;table training algorithms, as discussed among other by Rumelhan I!I al. [6] . ,_ 
Wij (t+ I) = Wij (t) + !1 Wij, where (2) 
w ·· = - A.-(:J vI :J w·· 1) • ". 1) (3) 
and 1\.- is the learning rate of the net. and u an error criterion. These training algorithms are 
designed to minimize the mean square· error between the desired and the actual output of the 
net [4] 
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'" u = ~L(dJ - =)~ (4) 
where dj is the desired output of the net and Zj the actual output. 
By presenting a neural net with a representative range of data exemplifying a functional 
relationship, the net is thus able to form a generalized internal representation of this functional 
relationship. The trained net can consequently he used to predict mapped output from 
previously, unseen inputs, regardless of the comple:-,.ity of the mapping. 
Since the beginning of the decade, artificial neural nets have illler alia been applied 
successfully to the modelling of mineral and chemical processes, process control, fault 
; 
diagnosis, pattern recognition, as well as to classification problems of various types [7-9]. 
Fi);urc 1 GClleral structurc oj a huck prol'([);uli(J/l IIcum/llct with OIlC hirldclI laycr (a) 
allt! si);/IlOirlal process UJ1its (h). 
o . 
.- '/ \ 
BIAS 
HIDDEN 
LAYER 
(a) 
1\'10DELLING METHODOLOGY 
Xi 
w · IJ 
X, 
W Ij 
.. .. W IjXi 
(b) 
The modelling methodology is simihr to the app~oaches followed by Psichogios and Ungar 
[ 10] and Reuter and Bernhard [I I], which can be explained briefly by considering the dynamic 
system represented by eqs (5) and (6) 
dx/dt = <D(x,u,p) 
p = ¢ (x,u) 
(5) 
(6) 
In this system (eqs 5 and 6), x denotes the state vector of the system,u the control vector and 
p a vector of process parameters. The functiona~ relationship between p and the state and 
control variable x and 11 is often difficult to derive frol11 first principles, especially with regard 
to complex processes such as the kinetics of thermal decomposition. Despite the difficulty in 
relating the process parameters to the state and control variables, knowledge of these 
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parameters under a wide range of operating conditions is crucial to the eflicient reactor design 
and operation. The neural net can either be used to represent the functiunal relationship 
tP(x.u.p) or else available knowledge of this relationship cD(x.u.p) can be retained. by using a 
neural net to represent p = ¢ (x,u) . This approach allows the modelling of complex processes 
without having to identify constituent or multiple reaction mechanisms. The technique IS 
discussed in more detail by means of examples below. 
EXAMPLE I Flow of supeq)lastic materials 112,131 
The last few decades have seen a continued drive towards the development and improvement 
of superplastic alloys . These materials have the ability to sustain deformations ranging from a 
few hundred to several thousand percent under low stress conditions and are among other 
used extensively in the aerospace and automobile industries. Superplastic materials show a 
marked strain rare sensitivity of the flo\\' stress during isothermal monotonic loading at 
elevated temperatures. Alloys such as these are inherently resistant to failure during tensile 
deformation and exhibit superplastic behaviour at low stresses. The dependence of the steady 
state strain rate (£, r) of these materials on stress ((J, r) can be related as follows by eqs. (7) 
and (8) . 
£= C an (normal strain) 
'I = C r" (shear strain) 
(7) 
(8) 
where C is a constant which depends on the grain size (d). now stress (a or r) and 
temperature .(T) of the material The stress exponent n also depends on these process 
condition5. 
Two approaches to model the behaviour of a superplastic copper alloy (Cu-2 .8%AI-l .8%Si-
O.4%Co) was followed . In the tirst, the system was modelled entirely by means ofa neural net, 
that is t: = f'\:dd,T, a) and 'I = g:--;:dd,T,r). The back propagation neural net consisted of an 
input layer with three nodes (corresponding with the three independent variables d, T and r), 
a hidden layer with six sigmoidal nodes and an output layer with twO nodes (corresponding 
with the normal and shear strain rates, £ and r respectively). A training data set consisting of 
360 exemplars was used to train the net, which converged rapidly after approximately 5 000 
iterations, as shown by the solid line in Figure 2. The ability of the net to predict the strain rate 
of the copper alloy was subsequently evaluated against a test set also consisting of 360 
exemplars (not used for training) . 
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Figure 2 Root meaNS square (RjI,.-(.~J error in oUfput of Ileural net (NN, solid line) and 
Itybritl Ileumlnet (liNN, broken line) modd of superplatic heltal'iollr of copper 
alloy during training (example I) 
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In the second approach the system was modelled in part by means of a neural net. while the 
etTect of temperature was accounted for with an Arrhenius rela::onship. A simple sigmoidal 
back propagation neural net consisting of t\Vo input and output nodes. as well as a hidden 
layer with three nodes was used . In contrast to the previous model. only 120 exemplars were 
used to train the net. The training characteristics of the model is shown by the broken line in 
Figure 2. 
FiJ.:ure 3 Hybrid Ilcural net (I1NN) lI/odel/inK (~rsul'erplostic he/u(1'iour of a copper al/oy 
(aI'eroKe ahsolute error = 10.2%) 
Shear strain rate (s") - log scale 
Or-------------------------------------------------~ 
,.~ D T = 973 K 
2 
)1"" ,. ~/ 
- ... ... - - - - . - ....... - ... . .. . . . ~ . .., ... O. , . ; J' • •• - ••• • "/ ••••••••• • •••••••• 
, • - - ,. t:/ ,,"-D6. 
.. 0" ........ " "'.... ,.~// 
.... 0-{:5/ ..... " /..... ",,'" ,,' 
" .... 4' ,/ 0" 
-4 ... . . .... . --. -- ,.~-- -- jY.lL.'. ____ . " ./ • . ____ .9 .6.1 __ .T.7 . 773.K .... . . . 
/ ,. --- "'" 
"'- ,. ,.. "" IV ~,.~,. ,. 0-,. 
./ ~ ,,/ .,,/. "'6,./ 
0"" ". _ 0- ,. 
K'" ", - ' ~ " ,," .... '0 A- .... -
-6 . .. . ......... . -: . ... ., .• .. . . . ", .. - . . ... . . . . . ....... . ..... .,---------1 
" ", oft . ",~ ~<L:\" 
",~", 
(3 ,. 
-8 ... . . _ . . . _ .. ... .. '1" ... ..... .......... ..... _ .... -...... . 
d [micron] 
• 3.5 
o 7.9 
6. 12.7 
-10L---------------------------------~======d 
1 10 '00 
Shear stress (MN/m2) 
Stellenbosch University  https://scholar.sun.ac.za
- 243 -
Results for the shear strain behaviour of the copper alloy tested at 773 K (grain sizes in the 
range ofJ .5 to 12.7 pm) are shown in Figure 3, where the broken line shows the performance 
of the hybrid neural net (HNN) model. The neural net (NN) model was able to predict the data 
with an average absolute error of25 .52%, while the hybrid neural net (HNN) could predict the 
data with an average absolute error of 10. 15%. despite being trained on only a third of the 
number of exemplars used to train the neural net model. Moreover, the hybrid neural net could 
accurately extrapolate the behaviour of the system to other temperature ranges, while the 
neural net model could not. 
EXAi'tI PLE 2 Calcination of limestone 
The calcination of limestone is an industrial process of great importance and has consequently 
been studied extensively. The reaction (eq 9) involves the endothermic decomposition of solid 
calcium carbonate into solid calcium oxide and carbon dioxide gas [ 14]. 
CaCO.~(s) -> CaO(s) + CO 2(g) (9) 
The reaction kinetics are determined by the reaction temperature, the size, shape and pore 
structure of the calciulll carbonate particles. the background pressure of the carb(''1 dioxide. 
the presence ofill1purities in the calciull1 carbonate. etL [15] . 
The process kinetics are represented by eq ( 10) 
-d[CaCO,]/dt = f([CaCO.l].T,d) (10) 
where [CaCO .~] denotes the concentration of the calcium carbonate at time t, T the 
temperature at which the reaction is taking place, and d the average particle size of the calcium 
carbonate. The functional relationship between the rate of decomposition of the calcium 
carbonate and the process conditions was modelled by a sigmoidal back propagation neural 
net with one hidden layer. The input layer consisted of three nodes (one for the €?Icium 
carbonate concentration ([CaCO .~]), the temperature (T) and the average particle size (d), 
while the output layer of the net had a single node corresponding to the decomposition rate of 
the solid (d[CaCO.l]/dt) . The hidden layer was comprised of six sigmoidal process elements. 
The training and test sets of exemplars were constructed from laboratory data obtained In 
experiments with six different particle sizes, viz. 3.5-4 .0, 4.0-5 .6,5 .6-6 .7,6.7-11.2, 11.2-16.0 
and 16.0-25 .0 mill, at three different temperatures, namely 1000, 1100 and 1200 degrees 
Celsius. The training set consisted of 400 exemplars, while the test set consisted of 100 
exemplars. The net converged rapidly (within 5000 iterations. as shown by the solid lines in 
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figure 4) and predicted the test data \.vith an average absolute error of less than 8%, as shown 
by the solid lines in figure 4. 
Fi;:ure 4 Root mealts square (MI.\J error in output of neuml net (NN, solid line) and 
Ityhrid lteural lIet (liNN, hrokell lille) model (~r tlte calcinatio/1 oj calciul1l 
cnrluJllate durill;: fraillill;: (c..nr/llple 2) 
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Instead of using a neural net to model the calcination process ill I()I(). the net can be used to 
model the dependency of the kinetics on the calcium carbonate concentration and particle size. 
\vhile an Arrhenius relationship can be used to model the eOect of temperature, that is 
(I I) 
The net had the same structure as those used previously, except that it had an input layer .\lith 
two nodes (one each for the calcium carbonate concentration [CaCO~] and the aver?f,e 
particle size (d) . During training the net converged fairly rapidly (within 5 000 iterations), as 
indicated by the broken lines in figure 4 and was capable of forming an accurate (average 
absolute error of less than 10%) internal representation of the relationship f.,,:-;([CaCO)],d), as 
shown by the broken lines in figure 5. 
CONCLllSIONS 
Although neural nets are capable of accurate modelling of complex chemical and metallurgical 
processes (provided that sufficient representati\e data are available for training), they do not 
have the ability of fundamental models .to extrapolate frolll experimental data. In this paper it 
was sho\vn that 
o The inability of standard neural net models with regard to accurate extrapolation, 
can be surlllounted by hybrid model s which retain available fundamental 
knowledge, 
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o The lise of these hybrid connectionist models constitute a general approach that 
can be lIsed to simulate different process systems, and elilllina~es the need for 
development of complicated fundamental models . 
Figure 5 Neural lIet (NN) a/l{llzyhritilleural lIet (lINN) l1lodellillg (~r tlte calcillatioJl of 
calLiulII carbollate (figures ill square brackets illdicate (tI 'crage absolutc 
percelltage erron) 
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ABSTRACT 
As rhe most imporf(lJl{ separmioll (echnique ill mineral processing,flot(l{ioll has been (he 
subject of intensive investigatioll over mallY years, but despite these efforts it remaillS a 
poorly understood process that defies generally useful mathematical modelling. As a result 
the colltrol of industrial flotatioll plallts is often based 011 The visual appearance of The 
froth phase, alld depends to a large extent 011 the e.r:periellce alld ability of a humall 
operator. These types of processes are consequently often cOllfrolled suboptimally ol·ving 
to high personnel tU1'1l0ver, lack of fundamellTal ullderstanding of plam dynamics, 
inaccuracy or unreliability ofmallual colltrol systems, etc. By using Techniques based 011 
image colour analysis alld Fast Fourier Trallsforms to process \'ideographic data of the 
froth phase ill a copper flotaTioll plant, it is shown that an image processing system call 
distinguish between different copper levels ill The frOTh dowlI a rougher ballk and extract 
global features from (he visual characteristics of the sUlface froth. III this way it is 
possible to quallfify the mineral content of the froth (based Oil colour), the average bubble 
size distribution, the directioll offlow alld the shape of the bubbles or the mobility of the 
froth. The overall image of The froth is analysed instead of attempTing TO idemify the 
boundaries beTween bubbles. 
Keywords 
Flotation, froth, bubbles, process control, digital image processing 
INTRODUCTION 
The majority of chemical and metallurgical processes are ill-defined to such an extent that they simply 
cannot be modelled adequately from first principles alone. This ill-defined nature of the processes that 
engineers have to harness and control in order to meet the growing demands of consumer societies 
requires the use of alternative modelling methodologies which are not based on the use of knowledge in 
an explicit or analytical form. It is especially the metallurgical industry that appears to be 
disproportionately burdened with such processes. 
Flotation is a prominent example of such a complex and poorly understood process, despite having been 
the subject of intensive research for several decades. 
1't49 
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Flotation processes can often only be controlled effectively by experienced operators who base most of 
their decisions on the visual appearance of the froth. As a result optimum control is not always 
maintained, owing among others to the inexperience of the operator or the inability of human operators 
to act promptly at the first sign of aberrant behaviour of the plant. 
These problems have inspired several attempts towards the development of automatic control systems for 
notation plants. Research on the feasibility of a machine vision system was initiated only recently [1-2]. 
These efforts were not entirely successful owing to the complexity of the problem and extensive work still 
remains to be completed before a commercially viable machine vision system for automatic process 
control can be realized . Moreover, previous research has mainly focused on the analysis of bubble 
morphology and size distributions, leaving the interpretation of the chromatic features of the froth largely 
unaddressed. Since this oversight can lead to a considerable loss in useful process data, the information 
extracted from colour analysis of the surface froth [3-4] has to be integrated in a useful way with an 
analysis of froth structure. 
In this paper powerful new techniques for the automatic interpretation of the visual appearance of the froth 
phase in flotation cells are proposed. Unlike previous methods, these techniques are shown to constitute 
a more promising basis for the construction of commercial automatic on-line control systems for flotation 
plants. 
The teclmiques described in this paper can be viewed as a classification approach rather than a quantitative 
description of flotation froths . It is highly unlikely that experienced notation plant operators attempt to 
visually estimate the froth bubblesize distribution in any particular cell. It is more likely that they classify 
froths into one of a number of categories ranging from "very large" to "very small". This information, 
together with other visual froth information allows the operator to decide on appropriate corrective action. 
The techniques described in this paper allow this approach to be automated. It is envisaged that the output 
from a suitable vision system could be used as input to a knowledge based supervisory control system. 
This new generation of flotation control systems could complement or even substitute the knowledge of 
an experienced plant operator. 
BASIC l\1ETHODOLOGY OF DIGITAL IMAGE PROCESSING 
A typical image processing system [5] is shown in Figure 1. The input image source I(x,y) is usually an 
object or a natural scene, but may also be an image produced by a video camera or video cassette 
recorder (VCR), for example. The digitizer converts the input source signal to an electrical signal whose 
amplitude represents the image intensity. This electrical signal is then digitized using an analog-to-digital 
(AID) converter, resulting in a two-dimensional discrete signal f(n1,n2). 
Input l(x,Y) 
image 
source -
Digitizer 
-
Digital 
--
Display 
processing 
Fig.l General image processing system. 
-
Output 
image 
By making use of a digital image processing algorithm, which may among others involve image 
enhancement and uaderstanding, the sequence f(n1,n2) is then typically processed to yield a sequence 
g(nJ ,n2)· The result may then be displayed or used as input to another system. 
Image enhancement is aimed at improving the appearance of images or to enhance the performance of an 
image processing system. Image understanding can be regarded as a descriptive process in which an image 
tield or array is analyzed in order to generate some nonpictorial description or representation of the 
image. A typical pattern recognition system designed to classify an input pattern into one of several 
categories is shown in Figure 2 [6] . Because of the high dimensionality of the problem it is usually 
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necessary to reduce the dimensions by feature extraction. A feature vector may then be used as input to 
a classifier to identify the class to which the image belongs. 
In the current investigation colour (or intensity levels) and texture are used to describe the surface froth 
of flotation cells. As explained in the following sections the colour information can be derived from the 
digitized image. while the texture information is extracted after transforming the image to a frequency 
domain (the pattern space). 
Pattern Feature Classification 
s pac~ Feature spac~ spa~ 
- -
Classifier extractor -Image Feature Class 
Fig.2 Pattern recognit ion system. 
Since the surface froth of a flotation cell is characterized by its tex ture, either a statistical or a structural 
approach can be followed to extract useful features from the froth. For texture classifica tion existing work 
in tum follows from both a stochastic and deterministic viewpoint. With the deterministic approach 
artificial textures can be modelled successfully (or textures that involve a microstructure. such as found 
in applications in biology and material science) but for most natural textures however, a probabilistic 
description is more suitable [7] . Structural models of texture are based on the view that structures are 
composed of primitives which appear in near regular and repetitive spatial arrangements, but structural 
approaches based on more complex primitives than gray tone are not widely used [8]. 
A survey of eight statistical approaches to the measurement of image texture was made [8] based on 
autocorrelation functions. optical transfonns. digital transforms. textural edgeness. structural elements. 
spatial gray tone co-occurrence probabilities. gray tone run lengths and autoregressive models. 
In this investigation the Fast Fourier Transform (FFT) was used. since it is a powerful and established 
technique for the extraction of features from digital images. Moreover, by making use of an FFT a pattern 
space closely related to the pretransformed image is generated, which greatly facilitates the interpretation 
of videographic information of the froth . 
APPLICATION OF THE FAST FOURIER TRANSFORM (FFT) 
One method of extraction of useful features from the froth phase is based on the use of the Fast Fourier 
Transform (FFT). The FFT can be described as the workhorse of signal processing, on which an 
abundance of literature in the field of image processing is available. Its use as feature extractor in the two 
dimensional case (i.e. in images) is less common, but nevertheless substantial [9-12] . It may be noted that 
the FFT is not the only transform available - other transforms, such as the Hough transform [13], are 
increasing in popUlarity as a curve recognition technique in image processing. 
The digitized image is transformed from the spatial or gray scale to the frequency domain by using 
equation (1) of the discrete-space Fourier Transform pair [5] , 
(1) 
while equation (2) constitutes the inverse Fourier Transform wi th which the image can be reconstructed 
from the frequency domain . 
HE 7:9-F 
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(2) 
The implication is that an image can be represented by appropriately combining complex exponentials of 
the form X(wl.w2)ei(,)lnlei(,)~n2. From equation (1) it can be seen that X(wl.w2)' the two-dimensional 
discrete-space Fourier Transform. is in general complex. even though x(nl.n2)' a two-dimensional 
discrete-space function such as a gray scale image. may be real. In digital processing it is convenient to 
define the power spectrum as 
(3) 
which contains only real numbers. The asterisk () denotes the complex conjugate and P denotes the 
sample power spectrum. 
The summation of coefficients in various geometric forms is sometimes employed in reducing the 
dimensionality of the power spectrum [6; 9]. The features commonly used with the power spectral method 
[10] are: 
1) ring sampling geometry 
2) wedge sampling geometry. and 
3) parallel-slit sampling geometry. 
Mathematically, the ring sample signatures can be expressed in polar coordinates as 
a. = I P(p,8)pdpd8, i "fP+AP I 0 PI j=1,2, .... ,mll (4) 
where p = '(wI2 + wl)112, 8 = tan-1 w2!wl' and rna is the number of annular rings. 
The wedge signature measurements may be similarly expressed as 
j=1,2, .... ,m
w 
(5) 
where Il1w is the number of wedges. 
Finally, the split sampling geometry can be described by 
j=1,2, ... ,ms (6) 
where it is assumed that the power spectrum is first rotated to a desired direction (an angle 6 from a 
reference direction) before the measurements are taken and where ms is the number of slits. 
It is well-known that the angular distribution of values in the power spectrum is sensitive to the 
directionality of the texture in the images [14]. A texture with many edges or lines in a given direction 
6 will have high power spectrum values around the orthogonal direction (6 + rcl2), while in a 
nondirectional texture the power spectrum should also be nondirectional. The directional features are best 
extracted by using the averages of wedge-shaped regions about the origin (equation 5). 
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The frequency domain gives a more concise and more suitably arranged description of the image. since 
most of the energy of the image is concentrated near the origin [15]. This idea was extended in the 
investigation to reduce the dimensionality of the power spectrum of the FIT, as follows. 
a) Set all coefficients smaller than a limit L equal to zero. 
b) Obtain the inverse FFT, reconstruct the image and decide whether the result is of sufficient 
intelligibility. 
c) If so, accept the value of L and retain the reduced FIT. 
d) If not, reduce the limit L and repeat the procedure until the condition of sufficient intelligibility 
is satisfied. 
CAPTURING OF FROTH IMAGES 
Flotation plant conditions 
Videographic data were obtained from Palabora Mining Company, a South African copper flotation plant 
treating 80000 tons of ore per day. A relatively coarse ore (circa 80-300 j.lm) with an approximate copper 
assay of 0.5% is fed to the flotation plant, where it is concentrated to approximately 36%. The principal 
copper minerals are chalcopyrite and bornite, while chalcocite, cubanitite and valleriite are also present 
in lesser concentrations. Bornite and chalcopyrite have a high propensity for floating, unlike valleriite 
which has a stratified structure making the adherence of collectors difficult. The circuit consists of eight 
separate sections, two of which are fed by an autogenous grinding circuit. 
Only two chemical reagents (a frother and a collector) are used to enhance flotation conditions. 
Adjustments in the flow rate of the frother are among others determined by the pH of the ore feed, as 
well as the appearance of the froth phase, while dosage of the collector (sodium isobutyl xanthate) is kept 
fairly constant. The level of the pulp in the cells is maintained manually, except for cells in certain 
sections of the plant which are also regulated automatically with the use of an ultrasonic control system. 
Further control of the plant is inter alia effected through appropriate adjustment of the aeration rates to 
the various cells, manipulation of the ore feed flow rate to the plant, as well as the level of the pulp in 
the cells. Another important control parameter in flotation is the pH, as the adsorption of reagents is pH 
dependent. The flotation cells have no froth removal paddles. 
Although not the only factor, the appearance of the froth phase plays an important role in the control of 
the plant. The interpretation of the features of the froth in terms of the performance of the plant is 
complex, and depends considerably on the experience of the operator. For example, the colour of the 
froth is an indication of the copper loading of the bubbles, while the froth texture is a reflection of the 
type of mineral being floated. The depth of the froth determines the separation of the copper and the 
gangue; if the froth is too shallow, unwanted silica is entrained in the copper-rich froth effluent. 
Suboptimal pH levels and p'roduct grade are furthermore reflected in the bubble size distributions and 
morphology. All these features are difficult enough to evaluate in isolation. while consistently optimal 
control becomes almost impossible when these features change simultaneously. The potential for better 
control of a plant through a more accurate and systematic interpretation of the physical features of the 
froth phase is thus promising and merits further investigation, even if only some of the features can be 
interpreted more accurately. 
Experimental setup 
In Figure 3 a typical control scheme for a flotation plant based on digital image analysis is proposed. The 
number of cells on which the system operates depends on the requirements of a specific plant. If more 
than one cell in a bank requires automatic control a railing system with camera and spotlight is suggested. 
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Froth removal paddles did not interfere with the acquisition of froth images. Videographic images of the 
froth phase are acquired by means of an inexpensive VHS video camera and a spotlight. These analog 
signals are converted to digital signals by means of a frame grabber hosted by a personal computer (386 
DX or better). The subsequent image processing and analysis are performed on the same computer. A 
power spectrum is derived. and samples from this power spectrum can be used as feature vectors. which 
.can be used to classify the froth structure. The basic methodology is described in more detail in the rest 
of this paper. 
image acquisition 
controller 
rightO~ 
\ /111 
adjust reagent flow rate 
POWER SAMPLES INPUT FROTH SPECTRUM CLASSIFIER VECTOR CLASSIFIED MATRIX 0 a 
f-- CLASS 
-I -- b ~ X c - CLASS 
Y d -
Fig.3 Proposed control scheme. 
Image acquisition and enhancement 
After some preliminary work on a batch flotation cell to determine the most favourable set-up of the video 
camera and spotlight. images of the froth phase of the cells in a certain section of the plant were extracted 
from a video film. It was found that problems with bright light reflections and shadows are minimized 
with the direction of illumination and videorecording perpendicular to the surface of the froth. 
The analog output of the video camera was subsequently converted to a digital signal by using the frame 
grabber facility of the Pc. This enabled the use of a range of powerful digital image processing methods 
to analyze the images of the surface froth. 
In these digitized images each pixel was represented by 24 bits. i.e. 8 bits each for tr.e red. green and 
blue (RGB) components. In a gray scale picture the red. green and blue components are set equal. so that 
each pixel is represented by 8 bits. The result is an image composed of 28=256 levels of intensity. This 
format can be employed in any of a number of image processing algorithms . Although an image 
enhancement filter can be applieci to emphasize the important features of the image, such as emphasizing 
the bubble boundaries, the quality of the froth structures (512x512 pixels) did not warrant enhancement, 
even after conversion to a lower resolution (256x256 pixels). The bright light retlections (highlights) on 
top of the bubbles are useful in revealing the structure of the froth . 
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Also, the segmentation technique of thresholding (conversion to a binary image) can be applied, but with 
the texture analysis approach followed in this investigation, this step was found to be unnecessary as well. 
This conclusion is supported by Barman et al. [16] who also found that thresholding may even be 
detrimental to the detection of curves, especially in the presence of noise. Moreover, the omission of each 
processing step reduces the computational expense of the problem. 
Despite the availability of all these image enhancement procedures, it has to be stressed that no extent of 
image processing can rectify the basic mistake of collecting images of poor quality [17]. 
DISCUSSION OF RESULTS 
Froth colour 
The froth colour (or light intensity) conveys information about the mineral species and concentrations in 
the surface froth. This information can be represented by histograms of the probability density 
distributions of the grey scale levels in the image, typically as shown in Figure 4. 
~ 1.5 
w 
x 
Cl. 
~ 
.0 
0.5 
PEAK INDICATIVE OF HIGH 
COPPER CONTENT IN 
SURFACE FROTH 
GREY LEVEL 
~ 1.5 
w 
x 
a. 
~ 
.0 
FigA First order histograms for high and low copper content. 
The second smaller peak in these distinctive bimodal histograms is indicative of the copper content of the 
surface froth. At very low copper concentrations, the minor peak is barely discernible, but it becomes 
progressively more pronounced at higher copper concentrations. The copper mineral exhibits a gray level 
of approximately 216-220 in the highlights (caused by the spotlight) on top of the bubbles. With 
reasonably constant illumination conditions, this information can be used to good effect as a measure of 
the grade of the surface froth. 
This is a simple technique which can be adapted readily to different types of flotation processes. If gray 
level histograms do not yield adequate information for a particular flotation process (e.g. for minerals 
which exhibit less distinctive gray levels or for significant change in feed mineralogy) the method can be 
extended to accommodate colour analysis to distinguish between different minerals [4] in terms of the 
RGB components, or equivalently in HSI (hue, saturation and intensity) components. 
In Figure 5 the relative froth grade along a bank of 10 rougher cells is depicted against the ratio of the 
minor to the major modal frequencies of the gray level histograms with distributions typically as in Figure 
4. This monotonous decrease in the frequency ratios with decreasing copper content constitutes a more 
robust measure than one based on an analysis of the minor modal frequency (height of the second, smaller 
peak in the histograms in Figure 4), since it is less prone to effects arising from different conditions of 
illumination affecting the peaks. The profile for peak ratio closely approximates the profile of relative 
grade, which indicates that machine vision of froth colour could be used to monitor froth performance. 
At this specific rougher bank the feed grade of less than 1 % Cu was enhanced by a factor o f about 25 
in the first notation cell. 
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Effect of preprocessing 
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Although there is often merit in implementing image enhancement filters, such as edge detection filters 
and average values for gray values in small windows (in order to reduce noise), it is not necessarily true 
that a processing step that pleases the eye actually contributes to the purpose of a machine vision system. 
Images of a comparatively large (Figure 6a) and a small bubble size (Figure 6b) were processed by using 
a filter that finds the edges in the image, as well as a filter that averages the gray scales in a 3x3 pixel 
window. The power spectrum was transformed to the log domain because of the wide dynamic range of 
the coefficients, after which ring sampling geometry (equation 4) was used in obtaining a measure of the 
discrepancy between the power spectra of the two distributions, with ring number one nearest to the 
origin. As shown in Figure 7 the preprocessing of the images did not enhance discrimination between the 
two bubble size distributions. 
Bubble size distribution 
Apart from the information that can be extracted from the colour content, the froth structure is an 
indication of how well the process is controlled. It is for example possible to deduce from the froth 
structure information indicated by different bubble size distributions. 
The bubble size distribution is a strong secondary visual indicator of other parameters, such as the 
aeration rate and fluctuations in pH, as well as the type and quantity of particles adhering to bubbles. 
Bubble boundaries (e.g. regions where the gray scale changes rapidly) have a distinct influence on the 
higher frequency components. This is in line with the observations of other authors [18], who had 
investigated machined surfaces, for example. On this basis one can intuitively perceive the difference 
between different froth structures in the power spectrum domain of the FFT. It is relatively si mple to 
distinguish between average bubble size distributions, i.e. to mimic the way in which the human eye 
distinguishes bet'-'(een average distributions . 
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(a) (b) 
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(c) (d) 
Fig.6 Four different average bubble size dis tr ibutions , in decreasing order. 
F igure 8 depicts the sums associated with rings in the middle to high frequency regions of the power 
spectrum . An imag-e with smaller bubbles will display more edges (of bubble boundaries and highlights) 
and one would expect a higher sum of coefficients. This was indeed found to be the case - in Figure 8 
the image of Figure 6d has the smallest average bubble size and the image of Figure 6a the largest. Also, 
it is of importance to note that these summations were made in the log domain, supporting the statement 
that the power spectrum is a sensitive indicator of the fineness of the froth. 
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Fig.7 The effect of preprocessing on the discrimination between the large and small average bubble sizes 
of Figures 6a and 6b. The distance between the curves is an indication 
of the difference between average bubble sizes. 
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Fig .8 Distinction between four different average bubble sizes of Figure 6. 
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Bubble shape 
By developing a reliable methodology to discern between different froth structures, it is relatively simple 
to attach more specific meaning and control action to each class of froth structure. This strategy is 
especially useful given that each plant or flotation process may have characteristics of its own, and that 
the control parameters for a machine vision system of one process may be different from another. Despite 
various idiosyncrasies that can be ascribed to particular systems, the following generally hold true for 
flotation processes: 
A well-drained froth exhibits polyhedral and a nondrained froth has spherical bubbles [19]. In this 
way a froth of high grade can be related to a deep (dry) froth with polyhedral bubbles. 
The presence of elliptical bubbles is a measure of the rigidity of the froth and an indication of the 
extent to which (in which direction) the froth has to be forced to flow. [1]. The froth should 
furthermore not be excessively stable, so as to be detrimental to supplementary concentration. 
An ideal froth [20] should display a little clearance on top of the bubbles, indicating that the froth 
is neither too tough nor too brittle. 
It was found that with an FFT, global features, such as bubble ellipticity, can be extracted readily from 
the images. Primitive features such as ellipticity were investigated by taking FFT's of artificial digital 
images (Figure 9a), as shown in Figure 9. Note that the elliptical form (and the degree of ellipticity) 
represented in the contour plot of the FFT domain (Figure 9b) is rotated by 90 degrees. Contour plots 
of the FFT power spectra are in the log domain, because of the wide dynamic range of the numerical 
values. 
c:> 
(a) (b) 
Fig.9(a) Digital image of an ellipse and (b) its power spectrum. 
In Figure lOa a typical image of elliptical bubbles and in Figure lOb a corresponding contour plot of its 
power spectrum is supplied . It can be seen that the elliptical form is retained in the frequency domain in 
an orthogonal direction to that of the original image. In Figure 11 reduced forms of the power spectrum 
are depicted, with Figure lla the result after retaining only 12 % of the coefticients, whereas in Figure 
11 b the dimensionality of the 256x256 matrix has been reduced to 16x 16 by summation in a grid 
structure. Note that desp ite this reduction the global structure of the contours has been retained . 
In Figure 12a an example of a froth with spherical bubbles is given together with its reduced power 
spectrum in Figure 12b. The difference between the global structures of the contours in Figures II band 
12b is evident. This degree of global froth spherici ty (o r ellipticity) was quanti tied in a very simple way 
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by determining the ratio of the means of the rows to the means of the colunms of the 16xI6 matrices 
corresponding to Figures 11 b and 12b. A plot of these ratios shown in Figure 13 conveys a very clear 
distinction between the elliptical bubbles of Figure lOa and the spherical bubbles of Figure 12a. In images 
with elliptical bubbles perpendicular to the trend found in Figure lOa, curves were found to be below the 
curve of the spherical bubbles. The conclusion is that it is possible to not only quantify the degree of 
ellipticity, but also the orientation of the bubbles. and hence the direction of flow. 
Comprehensive information on all these features is present in the FIT domain and as was shown. this 
information can be extracted quantitatively. 
(a) (b) 
Fig.IO (a) Image of elliptical bubbles and (b) its power spectrum derived from an FFT. 
(a) (b) 
Fig . 11 Representations of the reduced power spectrun. given in Fig. lOb . Figure Ila represents a 
reduction of the power spectrum by setting coefficients lower than a limit L equal to zero. whereas Figure 
lIb is a contour plot of tigure Iia after reducing the dimensions of the power spectrum matrix from 
256x256 to 16x 16 by summation in a grid structure. 
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(a) (b) 
F ig . 12 (a) Spherical bubbles and (b) the corresponding reduced power spectrum 
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CONCLUSIONS Al\'D SIGNIFICANCE 
An important result is the fact that colour content or intensity levels of the images can be related to the 
grade of the froth by using relatively simple processing techniques. This technique can be used in various 
of ways to monitor the efficiency of flotation control. The information· content of a simple gray level 
representation must not be underestimated, especially if it is borne in mind that although the human eye 
can discern many different colours, usually not more than 40 to 60 levels of intensity can be detected. 
This explains why digital image analysis makes it possible to discriminate between more grades of froth 
than is possible with the human eye. 
The results obtained -thus far by using methods based on the FFT validate its use as classification tool for 
different surface froth structures. These techniques, in combination with appropriate classification 
methods, could form a solid basis for the development of conunercial automatic flotation process control 
systems. However, it should be kept in mind that it is the special structure of surface froth that makes it 
amenable to the use of the FFT. The use of the FFT with irregular objects, such as particles, would give 
rise to unwanted high frequency components. 
It was also shown that the dimensionality of the FFT power spectra can be reduced quite dramatically, 
while retaining sufficient information content. Furthermore, by using properties of symmetry only one 
quarter of the power spectrum matrix needs to be analyzed. All these factors are an advantage 111 
implementing a classification tool, such as a nearest neighbour classifier or a neural net [21-23]. 
A further important advantage of digital image analysis is that of low capital cost. The requisite hardware 
is inexpensive and a machine vision system could be considerably less expensive than many conventional 
control systems. The maintenance and adjustment of a properly designed and robust system should not 
pose serious problems. 
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LIST OF SYMBOLS 
aj ring sample signature of power spectrum (equation 4) 
f signal sequence f(n1,n2) produced by digitizer 
g signal sequence g(n1,ny as output of digital processing 
input image source I(x.y) 
l' signal I'(x,y) corresponding to output image 
nla number of annular rings (equation 4) 
ms number of parallel slits (equation 6) 
ffiw number of wedges (equation 5) 
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n1,n2 integer values of two-dimensional discrete-space signal x 
P power spectrum function P( <..> 1 ,<">2) 
Sj parallel-slit sample signature of power spectrum (equation 6) 
Wj wedge signature measurement of power spectrum (equation 5) 
x two-dimensional discrete-space function x(nl,n2) 
X two-dimensional discrete-space Fourier Transform of x(n1,n2) and representing the amplitude 
associated with the complex exponential ei(,)lnlC~j(,)2n2 
x" complex conjugate of X 
e angle parameter in polar coordinates 
p distance parameter in polar coordinates 
<">1'(,)2 frequency components associated with Fourier Transform 
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ABSTRACT 
The rapid development of computer vision, computational resources, artijici(11 intelligence 
and the illfegration of these technologies are creating new possibilities in the design and 
implememation of commercinlmachine visioll systems. /n minerals engineering numerous 
opportunities for the application of these systems exist, such as the characterization of 
flotation froth structures which is discussed ill1his paper by way of example. A general 
model for the development of feasible, real-time machine visioll sYstems is proposed, 
which is based 011 (1/1 analogy with biological visual percep/ioll made possible by a 
connec/ionist approach and the ability of neural networks to solve ill-posed problems. It 
is shown that both supervised and unsupervised neural lIets call be used ill different ways 
to analyze froth structures of industrial flotatioll cells. U/lsupervised (self-organizing) 
lIeural nets call monitor process behaviour 011 a cOlllinuous rather thall Oil a discrete 
basis, which makes the early detectioll of erratic process cOlllrol possible. Since some 
losses ill ;nfonllatioll are incurred with the use of self-organizing systems, intelligent 
monitoring and cOllfrol systems would in practice probnbly be comprised of both types of 
neural nets. 
Keywords 
Flotation, image processing, neural nets 
INTRODUCTION 
Computer vision is a multi-disciplinary technology and still in an early stage of development with respect 
to commercial machine' vision systems. The organizing principles and associated technology have 
consequently not yet been fully rationalized. Despite this, machine vision systems have already been 
applied successfully in diverse areas, such as industrial inspection applications, medical and military 
technology, character recognition, the sorting of fruit in agriculture, etc. The potential for future 
exploitation of machine vision systems in these and other technologies, including minerals engineering, 
is enormous arid little imagination is required to envisage useful applications in metallurgical processing, 
e.g. flotation plants, particle systems, etc. 
23 
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The construction of an intelligent automation system requires a considerable amount of background 
infonnation on sensors, signal processing, electronic hardware, illumination, optics, artificial intelligence 
and several other aspects. Although most of the technology is available, it is widely dispersed through 
many specialist reference books and scientific papers, making the infonnation difficult to access and 
exploit. It is therefore not surprising that until recently little has been done to develop machine vision 
systems in minerals engineering. Despite these difficulties, the latest developments in computer technology 
have enabled the development of commercial systems such as discussed in previous work [1,2]. 
Although the authors [1,2] have demonstrated the use of image processing techniques to analyze the 
features of flotation froths, several problems still need to be attended to, before these systems can be used 
on a commercial basis. These include cost-effective real-time processing of images, as well as the 
interpretation of those images in terms of the behaviour and the control of the plant. 
In this paper a general neurocomputational model of a machine vision system that integrates image 
analysis and neural network techniques is consequently proposed and discussed hy way of example. The 
driving force for this new and promising direction .of research is the analogy that connectionist computer 
vision systems have with biological vision. The parallel processing nature of neurocomputing provides 
the computational power required for real-time industrial systems and a solution to the many ill-posed 
problems in computer vision. 
The characterization of flotation froth structures is treated as a case study, in which image processing 
techniques are implemented in extracting primary features for subsequent neural network classification 
by using learning vector quantization and self-organized neural networks. Moreover, the technique 
proposed is sufficiently general to perm.it application to other process systems as well. 
COMPUTER VISION: A CONNECTIONIST APPROACH 
Motivation for the use of artificial neural networks 
Human and other biological visual systems have provided considerable inspiration for computer vision 
research. Early research has revealed a regular, parallel connectionist pattern in the primary visual cortex 
of mammals, which is responsible for the early processing stages of visual perception. In both biological 
and artificial networks there is a relation between the specification of the primitives of early vision which 
can be inferred from actual neurobioiogically recorded receptive field profiles (the oriented, two-
dimensional weighting functions for excitatory and inhibitory inl1uences of light on single neurons in the 
primary visual cortex of mammals) and in the competitive interactions of processing elements. Human 
visual architecture is further characterized by orderly topological mappings that preserve neighbourhood 
relationships of the visual field, which is analogous to the topological feature maps produced by self-
organizing neural nets. The data structures, method of memory access and sequential processing in 
classical image processing systems are misleading analogies for the sort of procedures used by the brain, 
and it is virtually impossible for these systems to operate in real time. In image processing important 
operations such as edge detection, image compression and the recovery of three dimensional ~·ructure 
from two dimensional projections have been shown to be mathematically underconstrained or ill-posed 
[3]. The ability of neural networks to solve ill-posed problems by parallelist proct'dures is well-known 
and their use in image processing systems can lead to a significant increase in the efficiency of complex 
image processing algorithms. 
./ 
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Model of hierarchical neural network cascade 
In Figure 1 a model for the development of a neural network computer vision system is proposed. Typical 
low level processing operations are noise filtering and other image enhancement algorithms; while 
intermediate processing constitutes higher level tasks such as texture extraction, edge detection and other 
image segmentation problems. Classification, interpretation and description of images on the other hand, 
can be viewed as high level processing. The model makes provision for a combined bottom-up and task-
driven approach, which is similar to biological visual perception. The processing time of the system 
decreases as more operations are performed by neural nets. In this paper a hybrid system, comprising 
primary feature extraction by conventional texture extraction techniques and classification by neural nets, 
is discussed. 
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ANALYSIS OF FLOTATION PROCESSES 
Grey level dependence matrix methods, the basics of which are described in the literature [4J, were used 
to extract statistical features from digitized images of froths from a copper flotation plant [2J. The purpose 
of these techniques is to reduce the grey level feature space of each image with configurations typically 
ranging from 64x64 to 512x512 pixels per image. Examples for each of the four froth classes that were 
used in the first classification process are shown in Figure 2. 
(a) (b) (c) 
Fig.2 Typical examples of froth structures for each of the four classes, 
with a to d corresponding to classes I to 4 
(d) 
CLASS A: Well-loaded bubbles with a window-like spot on top, indicating that the froth is neither too 
brittle, nor too tough. 
CLASS B: Polyhedral bubbles with a deep well-drained froth structure, in which adequate separation of 
mineral and the gangue has been attained. 
CLASS C: A tough froth which exhibits resistance against the flow, as indicated by its predominantly 
elliptical bubbles. 
CLASS D: A froth depleted of minerals, as indicated by the small spherical bubbles. 
The statistical features extracted from the images as shown in Figure 2 constitute a compact set of the 
essential data contained in the original image, which can be related to the metallurgical parameters of the 
flotation process by means of neural nets. In this example, two different approaches are considered, viz. 
by use of supervised neural nets, such as learning vector quantization (L VQ) systems, and unsupervised 
nets, such as self-organized mappings (SOM) . 
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Supervised classification of froth structures 
Learning vector quantization (L VQ) neural nets have been described in detail in the literature [5] and 
hence few further details are supplied in this paper. An LVQ neural net with a 5-node input layer (one 
for each of five statistical features), a Kohonen layer of 4 nodes and an output layer of 4 nodes (one for 
each of the four froth structures) were used for classification based on exemplars of the form {f1' f2' f3' 
f4' f5 I c}, where f denotes the features extracted from the images, as discussed above and c the 
corresponding classes A-D, shown in Figure 2 . The net was trained on 400 exemplars and after 
convergence (in less than 10 000 iterations) tested on the test file of 100 exemplars. 
In Table 1 the ability of the neural net to classify froths based on statistical features is shown. The overall 
classification rate of 92 % is comparable to the class ificat ion abil ity of a human expert, which implies that 
small differences between classes can be detected , wi th a high degree of accuracy. 
TABLE 1 Classification res ults of L VQ [H.' u[·a l net for distinction het\\'een four froth s trudure.,> 
(o verall corred c1assi licat ion of 92 %) 
classification by L va 
class number % 1 2 3 4 
1 26 92.3 24 2 
2 24 87.5 2 21 1 
3 27 88.9 1 2 24 
4 23 100 23 
Other properties of the froth that are impo·rtant in a flotation process are the froth viscosity and mobility. 
The amount of hydrophobic minerals constituting the mineral froth strongly influences the froth viscosity 
[6]. The viscosity and mobility of froth interact and have an important intluence on plant performance [7]. 
Therefore in a second classification with LVQ nets, slow and fast-moving froths were distinguished from 
one another by using a digital function of the camera that blurs an image in proportion to the degree of 
motion that is videorecorded. In Figure 3 examples of slow and fast-moving froths (with a difference in 
horizontal flow velocity of approximately 30-40 %) are shown. Again statistical features were extracted 
from the images and an LVQ net with an input layer of 5 nodes, a Kohonen layer of 5 nodes and an 
output layer of 2 nodes (for each of the two classes) was trained on 50 exemplars. The net converged in 
approximately 6000 iterations, after which it was presented with the test file of 20 exemplars. 
From Table 2 it can be seen that the LVQ net was 100 % successful in distinguishing a fast-moving from 
a slow-moving froth. 
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(a) (b) 
Fig.3 Images corresponding to fast-moving (a) and slow-moving (b) froth 
TABLE 2 Classification results of LVQ neural nct for characterization of mohility of froth 
(ovcrall corn .. 'Ct classification of 100%) 
class number % 
fast-moving 9 100 
slow-moving 11 100 
Self-organized mapping of froth structures 
The exemplars for the first four classes were also presented to a self-organizing neural net, which could 
map high-dimensional input vectors to lower-dimensional maps in a topological order-preserving manner, 
as described in detail elsewhere [5]. The net was comprised of an input layer comprised of 5 nodes, a 
Kohonen layer comprised of 400 nodes (i.e. a 20x20 array) and an output layer with two nodes. 
Approximately 6000 iterations were required to complete training, after which it was capable of mapping 
the features associated with each froth class (as shown in Figure 2) in an order-preserving way to a two-
dimensional feature space. 
Topological maps such as this have the advantage that they can be used to track the performance of 
flotation processes on a continuous basis, as opposed to the discrete classification by other classification 
paradigms [8]. For example, when considering a process system consisting of a bank of flotation cells, 
the process could be monitored by means of a characteristic profile on a two-dimensional feature map. 
This would enable the early detection of deviation from optimal conditions by an intelligent automation 
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system, through comparison of the actual profile of the system with an ideal or optimal profile. The 
clustered mapping of test exemplars by the self-organizing neural net is illustrated in Figure 4. These 
clusters correspond closely to the classes previously defined. 
An automatic monitoring or control system would in practice incorporate both supervised and 
unsupervised neural net systems, since the reduction of the feature space by self-organized maps can lead 
to some loss in information pertaining to the process. 
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Fig.4 Mapping of froth structures in copper flotation plant based on 
statistical features and a (20x20) Kohonen layer 
CONCLUSIONS AND SIGNIFICANCE 
Class 
• 1 
• 2 
& 3 
@ 4 
A generalized hierarchical or pyramidal neural network model for the development of powerful, real-time 
machine vision systems was presented and discussed. The model is based on the advantages of using an 
analogy of biological vision. This approach provides a solution to the constraints imposed b:' 
computational resources and to the ill-posed nature of several computer vision problems. In this paper the 
use of a hybrid system which consists of conventional techniques for primary feature extraction and neural 
networks for high level processing was demonstrated_ 
HE 8-1/2-C 
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By presenting a learning vector quantization net with features extracted from digitized images of froth 
structures in a copper flotation plant, it was possible to identify different froth structures with a high 
degree of accuracy .. A machine vision system based on the interpretation of visual features of the froth 
structure will have a modular structure, in .which one module will distinguish between froths based on 
differences in morphology, a next module will base the distinction on froth mobility, another will extract 
chromatic information, average bubble size, etc. 
The ability to discern between meaningful froth structures can be implemented in on-line control systems 
or off-line operating procedures in various ways. The output of the classifier (i.e. the class of the froth) 
could for example be relayed to a simple knowledge-based or fuzzy logic control system, which could 
identify the appropriate control measures to be taken. 
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ABSTRACT 
As mineral resources are gradually depleted and are becoming more difficult to extract on a cost-
effective basis. the demand for higher productivity is increased. An effective method to address this 
problem is to develop advanced control systems that can monitor and control the performance of plants 
in real-time. Previous work based on neural net classification of industrial flotation froths is extended to 
include neural net image compression and morphological edge detection. Effective image compression at 
the level of raw pixel data results in a significant reduction of storage space and processing at higher 
levels of computation. A systematic approuch for the application of neural net data compression and the 
correct choice of parameters is proposed and illustrated with examples. Morphological operations are 
computationally intensive but it is shown that by using neural nets this problem can be solved. This 
paper also shows how the rapid development in computer technology and related disciplines can be used 
to transform recently developed concepts and available technology into a new generation of intelligent 
automation systems. 
Keywords: advanced control systems, neural nets, image compression, morphological edge detection 
INTRODUCTION 
It can be envisaged that control systems will develop towards more sophisticated, user-friendly systems 
based on a combination of artificial intelligence and conventional process model techniques. The 
application potential of connectionist computer vision in automation systems related to chemical 
engineering has been demonstrated (Moolman et al., 1994a). Process sensors have evolved considerably 
during the last 20 years and one example of these measurement devices that may have a considerable 
impact on the mineral processing industry is on-line particle size analyzers which use digital cameras and 
high speed neural networks (Hales et al., 1994). 
The advantages of using neural nets to either complement or substitute conventional techniques have 
been demonstrated by the classification of flotation froths by the application of learning vector 
quantization (LVQ) and self-organized mapping (SOM) neural nets (Aldrich et al., 1994; Moolman et 
aI., 1994b). In this paper this work is extended by showing that neural nets can be successfully and easily 
applied in image compression and morphological edge detection of videographic data of industrial 
flotation froths. The significance of this work is that these techniques can be combined with .the VLSI 
implementation of neural nets for real-time applications which solves the problem of data handling in 
software for real-time applications. 
THE APPLICATION OF NEURAL NETS TECHNIQUES IN COMPUTER VISION 
Image compression 
A considerable amount of data is produced when a 2D light intensity function is stimpled and quantized 
to create a digital image. The amount of data generated may cause severe problems in processing, storage 
and transmitting. Image compression techniques arc therefore llsed to reduce the alr.ount of data required 
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represent a digital image. The principl~ is to transform a 20 grey level matrix to a representation which 
contains uncorrelated data . Back propagation and vector quantization nets are used most frequently in 
image compression (Walker et al., 1994). The General Lloyd Ngorithm (GLA), better known as the Linde-
Buzo-Gray (LBG) algorithm is the most widely used technique in classical speech or image signal 
compression, but has the disadvantage that encoding complexity grows exponentially with the product of 
coding rate and vector dimension (Wang and Hanson, 1993). This prohibits the application of the technique 
to tasks with moderate to large encoding rates or vector ciimensions and therefore parallel implementation 
by neural computing is suggested. Neural ners have a strong generalization capability over a wide range of 
images and exhibit considerable robustness to damaged nodes (Namphol et al., 1991). The implementation 
of neural nets in VLSI makes the development of real-time, practical automation systems feasible (Fang et 
al., 1992). 
The image compression technique that was followed in this investigation was based on the application of a 
back propagation neural net with three layers . Images were sampled via windows of dimensions w x H' 
pixels by a process of rasterization (ie. the ordering of the pi xels of an image into a vector x with HI x H ' 
element.s by taking the first row of pi xels in the \l.~ndow first , the second row second, etc.) . The number of 
inputs corresponds to the number of elements in x. The second layer contains a number of neurons h that is 
smaller than the number of inputs in x. Tnis layer is responsible for the decorrelation of the data in x by 
compressing the inputs in x into h elements, with subsequent reconstruction of x in the output layer as 
vector y (figure 1). After verification of the net's ability to reconstruct the data sufficiently well, the net is 
truncated by removing the output layer. The test exemplars can then be represented by the output derived 
from the second layer. 
[] y, 
hldden-layer 
unIt. 
x, 
y. y .. 
x. 
Fig. 1 The application of a back propagation neural net in image compression. 
The effect of two important parameters on the compression of images was investigated: the compression 
ratio and the size of the window that is transformed into a training vector. In the literature the effect of 
these parameters are not described in sufficient detail to allow a systematic approach to the development of 
a neural net image compression scheme. The following discussion is based on the assumption that the 
maximum compression ratio has to be determined while retaining the essential information in the image. 
Compression ratio 
An increase in the compression ratio (i.e. the ratio between the number of input variables in vector x and 
the number of neurons in the second layer of the net) will result in an increase in information loss or 
degradation of image quality. The simplest way in which to determine the optimum value of the 
compression ratio is to inspect the quality of the reconstructed images . An indication of the maximum 
compression ratio can be founei by anal yzing the training process of the net . If the net converges at a low 
(typicall y < 0.1) root mean square (RMS) value it can be concluded that the net is successful in 
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reconstructing the input data. The maximum compression ratio is reached just before the point where the 
condition of convergence at a low RMS value is no longer satisfied. As in the case of other neural net 
applications the use of adaptive neural net techniques in image compression are becoming more frequent 
(Ueno et al., 1993). An example of the advantage of using adaptive methods can be found in the 
classification of the training exemplars (image blocks) by self-organized mapping (SOM) and subsequent 
image compression by a back propagation net for each class of training exemplars (Zheng et al., 1991). 
Window size 
The basic assumption in training the neural net on exemplars derived from small bJocks of an image is 
that a correlation exists between a pixel and its neighbouring pixels over some distance. This distance 
will in tum depend on the charllcteristics of the images used. Once again the simplest way in which to 
verify that the correct window size has been chosen, is to perform a visual inspection of the reconstructed 
images at different window sizes and at a fixed compression ratio. A procedure opposite to rasterization 
is therefore used to translate the output of the third layer of the back propagation net to a representation 
from which the image can be reconstructed. The window size depends on the value of the maximum 
compression ratio. If it is found that at a specific window size Ws x Ws (and therefore a maximum 
compression ratio of w/: 1) the reconstructed image is of a good quality, the possibility exists that a 
higher compression ratio can be achieved and hence the value of w may be increased. 
The following systematic approach for image compression by using a backpropagation net is therefore 
suggested: 
I. The literature reports typical results for image compression ratios from 4: I or better. Therefore start 
at a window size of 4 x 4 (which allows a maximum compression ratio of 16: I) and present a number 
of nets (each representing a different compression ratio) with the training set. 
2. If the training of a net indicates that the maximum compression ratio has been reached the result can 
be tested by reconstructing and visually inspecting the image. From this evaluation it can be decided 
if a higher compression ratio is required. 
3. If the maximum ratio has not been reached a larger window is required. Steps I and 2 should then be 
repeated. 
4. Once the compression ratio has been established, the optimum window size Wapi can be determined 
by increasing the window size and the number of nodes in the middle layer in accordance to the 
desired compression ratio. Once again it will be found that the convergence of the net is a good 
indication of a optimum window size. The optimum size can then be chosen after a visual inspection 
of reconstructed images at a fixed compression ratio and for different window sizes. 
The classification of faces by using a series of compression neural nets was demonstrated by Payne et al. 
(1993) and the conclusion can therefore be drawn that image compression techniques can reduce the 
demands imposed on both storage and subsequent processing resources. In figure 2 the application of a 
neural net image compression technique in on-line (e.g. classification) and off-line (e.g. storage) 
procedures is illustrated. 
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problem domain 
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.~:~. 
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Fig. 2 Image compression results in the reduction of the demands imposed on storage and computational 
resources . 
Sophisticated techniques to quantify the quality of reconstructed images are not available and any method 
is subjective to a certain extent. A simple technique that is often used is to compute the two-dimensional 
correlation coefficient c between the original image A and the reconstructed image B: 
L LA(n1' n2 )8(n1,n2 ) 
n1 ":2 C = -;=~~======== 
L LA2 (n1, n2 ) L L 8 2 (n1,n2 ) 
~":2 n1 ":2 
Morphological edge filtering 
A recent technique that has already shown considerable promise in image processing and that is becoming 
increasingly important in industrial applications (Haralick et al. , 1987) is the use of mathematical 
morphology, which is a tool for extracting image components that are useful in the representation and 
description of region shape, such as boundaries. It is based on set theory and as such offers a unified 
approach to several image processing problems . Sets in mathematical morphology can be used to represent 
the shapes of objects in an image and are incorporated in the procedures of dilation and erosion, which are 
the fundamental steps in the opening and closing morphological stages of an image. Opening an image has 
the effect that it generaIIy smoothes the contour of an image, breaks narrow isthmuses and eliminates thin 
protrusions, while dosing fuses narrow breaks and long thin gulfs , closes srnaII holes and fills gaps in 
contours. A structuring element is used for these operations of which the size can be adjusted to suit the 
specific application . Morphological fi ltering has been applied successfuIIy to shape detection, boundary and 
skeleton image extraction, as weII as granu10metry (Gonzalez and Woods , 1992). However, the number of 
computations involved in morphology operations makes it diffi cult to implement in real -time systems (Shih 
and t-.1itcheII , 1989) . In thi s paper the use of neural net techniques is demonstrated by morphologi cal edge 
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techniques is demonstrated by morphological edge detection on binary images of the surface froth of an 
industrial copper flotation plant. The methodology is simple: because the edge detection technique is 
based on a 4 x 4 window size operator, the 256 x 256 pixel binary and edge images are both rasterized 
into 4096 vectors (with each vector x = [Xl> X2;·: .. X16] ) to represent the training exemplars for a back 
propagation net. The net is then presented with test exemplars from an unseen image, after which the 
result can be reconstructed and evaluated by visually inspecting the edge map predicted by the neural 
net. 
RESULTS AND DISCUSSION OF RESULTS 
Image compression 
By following the image compres~ion strategy described above a maximum compression ratio of 16: I at a 
window size of 8 x 8 could be achieved. The window size corresponds to typical results reported in the 
literature (Hecht-Nielsen, 1989; Cai and Zhou, 1992). In figure 3 the effect of the compression ratio on 
the quality of the reconstructed image is illustrated. At a compression ratio of 16: I the image still 
contains sufficient information to identify the froth structure. At the same compression ratio but for a 8 x 
8 window the image is of a higher quality. The correlation coefficient was useful in verifyi ng the 
accuracy of compression. 
original image compression ratio = 4: I 8:1 16:1 
Fig. 3 Effect of compression ratio on the quality of the reconstructed image. (Training set compiled by 
using a 4 x 4 window.) 
Morphological edge filtering 
Figure 4 shows that morphological operations such as edge detection can be successfully implemented in 
neural networks . Figures 4a and 4b depict the original grey level image and binary representation of the 
test exemplar. A comparison between classical and neural net morphological edge detection in figures 4c 
and 4d shows that excellent results could be obtained. In the cases of both the image compression and 
morphological filtering the nets trained less than five minutes on a 486 DX (33MHz)personaJ computer. 
(a) (b) (c) Cd) 
Fig. 4 The (a) original grey level unseen image, (b) its binary representation and a comparison between 
the result of (c) conventional morphological edge filtering and Cd) the implementation of the 4 x 
4 morphological operator in a back propagation net. 
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CONCLUSIONS AND SIGNIFICANCE 
The application of a neural net for image compression is relatively simple and does not require an 
extensive background of image compression techniques. A systematic and simple approach for the 
correct choice of the training window size and the detennination of the maximum recommended 
compression ratio has been discussed and illustrated with examples. It can be envisaged that a neural net 
system for image compression may constitute an important component in a computer vision system, 
especially in the decrease of storage requirements and the improvement of subsequent processing steps 
such as the classification of images. 1lle computational problems of powerful image processing 
techniques such as morphological edge detection can be circumvented by parallel implementation of 
these methods in neural networks. The techniques used in this paper reduce the computation time 
typically from approximately 10 seconds per image to less than one second for neural nets simulated in 
software. This paper makes a contribution to the development of intelligent control systems based on 
computer vision. The results are not limited to flotation froths but can be readily extended to other 
applications such as the on-line monitoring of particle systems and other process phenomena. 
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Abstract 
Hydrometallurgical processes are diffiCUlt to describe fundamentally , owing to their largely 
stochastic nature and the often ill-defined chemorheology of the froth . Although these processes are 
consequently difficult to monitor accurately by means of classical methods, progress has recently 
been made with regard to the use of neural net control systems. In this paper the use of a self-
organizing neural net to monitor the behaviour of an industrial platinum flotation plant is 
discussed. The net is shown to be an efficient means of detecting arbitrary small changes in process 
conditions. In addition to the self-organizing neural net, the performance of a fuz;z:y ARTMAP 
system is also evaluated. These types of nets are capable of robust incremental assimilation of new 
process knowledge, as is demonstrated in terms of the classification of flow regimes in an air-water 
flow system. 
Keywords : Self-organizing neural nets, adaptive resonance theory, flotation, classification, process 
control, process monitoring 
INTRODUCTION 
Hydrometallurgical processes are often difficult to describe fundamentally, owing to the stochastic 
nature and often ill-defined chemorheology of these systems. Considerable advances have been 
made in recent years with regard to the empirical modelling of complex systems such as these, but 
even so these models are not often implemented for on-line control decisions in the metallurgical 
industry. The reason for this can be found in the inherent difficulty to identify trends from historical 
process data, capable of accurate prediction of future conditions . 
The monitoring and control of many plants are consequently often conducted on a largely (informal) 
heuristic basis, where plant operators attempt to maintain optimal operating conditions based on 
their experience of the behaviour of the plant. As a result, these systems are often controlled 
suboptimally, owing to human error, lack of experience, etc. 
In this paper it is shown that by making use of self-organizing neural nets, it is possible to construct 
topological process maps that can be used for the monitoring and control of hydrometallurgical 
processes. These systems are especially useful for the monitoring and detection of small changes in 
the behaviour of the process. However, in industrial plants it is not possible to train these types of 
nets on all possible process conditions prior to implementation. By making use of adaptive 
resonance theory (ART) or fuzzy ARTMAP neural net systems, this problem can be alleviated 
considerably. The performance of ART nets is consequently also considered by way of example, 
and it is shown that these nets can be used to identify abnormal or new process behaviours , even if 
only a few data are available . 
(ACE 19,IJ·II S803 
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SELF-ORGANIZING NEURAL NETS 
Self-organizing maps are neural networks that create two-dimensional feature maps of input data in 
such a way that order is preserved (Maren et aI., 1992). This characteristic makes them useful for 
cluster analysis and the visualization of topologies and hierarchical structures of higher dimensional 
input spaces . 
FIGURE 1: GENERIC STRUCTURE OF A SOM NET 
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INPUT FEATURES 
A principal difference between self-organ-
izing and other nets is that self-organizing 
maps learn without supervision. Such a net 
typically consists of an input layer, which is 
fully connected to a two-dimensional 
Kohonen layer, as shown in figure 1. Each 
process element in the Kohonen layer 
measures the Euclidean distance of its 
weights to the input values (exemplars) fed 
to the layer. For example, if the input data 
consist of M-dimensional vectors of the 
form x = {xl , x2 , .. xM}, then each 
Kohonen element will have M weight 
values, which can be denoted by Wi = 
{wil, wi2, . . wiM} ' The Euclidean distance 
Di = II x - Wi II between the input vectors 
and the weights of the net is then computed 
for each of the Kohonen elements and the 
winner is determined by the minimum 
Euclidean distance. 
The weights of the winning element, as well as its neighbouring elements are subsequently adjusted 
in order to move the weights closer to the input vector, as follows 
(1) 
where ex is an appropriate learning coefficient which decreases with time (typically starting at 0.4 
and decreasing to 0.1 or lower). 
The adjustment of the weights of the elements in the immediate vicinity of the winning element is 
instrumental in the preservation of the order of the input space and amounts to an order preserving 
projection of the input space onto the two-dimensional Kohonen layer. 
FUZZY ADAPTIVE RESONANCE THEORY (ART) NEURAL NETS 
Neural nets based on adaptive resonance theory are equipped with unique computational abilities 
that are needed to function autonomously in a changing environment (Carpenter and Grossberg, 
1992; Carpenter et aI., 1992; Carpenter et aI., 1991a, 1991b). These systems have the ability to 
adapt the number, shape and scale of their category boundaries, which makes them suitable for a 
broad range of applications in the mineral processing industry . 
The ART system used in this investigation consists of two modules ARTa and ARTb, which are 
connected by an inter-ART or map field module which controls. the learning of associative maps of 
ARTa recognition categories to ARTb recognition categories, as shown schematically in figure 2. 
The two ART modules read input vectors a and b, and if they are disconnected, each module self-
organizes category groupings for each separate set of inputs . The inter-ART module includes a map 
field which do not directly associate exemplars a and b, but rather associates the compressed, 
symbolic representations of fami lies of a and b . An additional function of the map field is to control 
match tracking of the ARTa vigilance parameter. When a mismatch occurs between the ARTa 
category activated by the input a and the ART b category activated by input b, the map field 
increases the vigilance of ART a by the minimum needed for the system to search fo r an alternative 
category . If necessary the system learns a new category whose prediction matches the ARTb 
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category. 
This inter-ART vigilance resetting signal is superficially analogous to the back propagation of 
information in back propagation neural nets. It differs from back propagation in that the search 
initiated by inter-ART can shift attention to a novel cluster of features that can be incorporated into 
a new ARTa category. 
FIGURE 2: 
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Instead of back propagation of an error, 
match tracking reorganizes the way in 
which features are grouped, attended to , 
learned and recognized. As opposed to ear-
lier ART systems, these ART modules have 
predictive architectures, because they con-
sist of modules that can learn to predict a 
prescribed m-dimensional output vector b, 
given a prescribed n-dimensional input vec-
tor a . 
This ARTMAP system is designed to con-
jointly maximize generalization and mini-
mize predictive error in response to an arbi-
trary ordering of input patterns . Stable 
learning is possible , without erosion of 
prior knowledge, until the memory capacity 
of the ARTMAP system is reached . The 
memory capacity can be chosen arbitrarily 
large without compromising accurate gene-
ralization or fast learning. 
Example 1: Monitoring of a platinum flotation plant with a self-organizing neural net 
The first example concerns an analysis of the behaviour of a South African platinum flotation plant. 
The flotation circuit investigated consists of two separate streams . Four chemical reagents are used 
in the process, namely a frother , collector, depressant and an activator. The pulp level of the plant 
is controlled manually, as well as by automatic level controllers . The specific gravity of the feed is 
controlled through adjustments in the rate at which water is added to the feed. 
Three types of froths could be distinguished in the second rougher cell in the bank of primary 
roughers. The froths were arranged in different classes, based on the metallurgical significance of 
each type of froth . The froths belonging to CLASS 1 were characterized by large and watery 
bubbles, with little mineral on the bubble surfaces. This is the result of comparatively low specific 
gravities or excessive pulp levels. The froths in ·CLASS 2 have relatively small bubbles, are more 
mobile than the froths in CLASS 1 and overflow the launder. This condition is typically caused by 
excessive depressant and frother dosage. The froths in CLASS 3 consist of tough elliptical bubbles , 
heavily loaded with minerals . The surfaces of the froths are relatively light as a result of the 
presence of gangue minerals . The condition of these froths is usually associated with a 
comparatively low dosage of depressant. 
By means of a spatial grey level dependence matrix (SGLDM) method (based on the assumption that 
textural information is contained in the overall spatial relationship between the grey levels in the 
image), features were extracted from digitized images of the froths in the plant. (Moolman et al., 
1994). Each image was characterized by six SGLDM features (Haralick et al., 1973, Haralick, 
1979, Siew et al., 1988), viz. {E, ES, I, HL, R, Re} . A total of 300 sets of SGLDM exemplars was 
compiled and of these, 200 were used to train the neural net. The remainder were used to evaluate 
the ability of the net to distinguish between various froths . A self-organizing neural net with a 6-
node input layer (one for each class attribute) and a 20x20 Kohonen layer (3.5 shown in figure 1) was 
trained on the SGLDM exemplars . The net typically converged in less than 6000 iterations . 
Mapping of the test exemplars is shown in figure 3. From this figure it can be seen that the 
exemplars are arranged in clusters which correspond to a high degree to the classes (1, 2 & 3) 
previously defined . 
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The advantage of using topological maps instead of other types of classifiers, is that they can be 
used to track the performance of flotation processes on a continuous basis, as opposed to the 
identification of discrete classes by using supervised neural nets or other types of classifiers. This 
enables the early detection of drift or other incipient process deviations (manifested as movement 
across a certain region on the map), which could otherwise not be detected without an undue 
proliferation of classes in an attempt to foresee all possible deviations in the process. 
This procedure is illustrated schematically in figure 3, where the process system moves from point 
A to point B over a finite period. When considering a system of flotation cells, this trajectory can be 
compared with a previously determined ideal and where necessary forced to coincide with this ideal 
through appropriate control steps . In a single cell, where operating conditions are usually kept as 
constant as possible (by confining the system to a particular region on the map), deviations in the 
system can be detected early, allowing more accurate control of the process. 
FIGURE 3: TRACKING OF PROCESS CONDITIONS ON A PLATINUM 
FLOTATION PLANT WITH A SELF-ORGANIZING 
NEURAL NET (EXAMPLE 1) 
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Example 2: Identification of conditions in a two-phase flow system 
Class 
o 1 
• 2 
6.3 
Effective operation of multiphase flow systems is largely dependent on identification of the correct 
flow regime. Horizontal two-phase flow is usually classified into six basic flow regimes, viz. 
bubbly, slug, plug, wavy, stratified and annular. One of the ways in which these flow regimes can 
be classified, is by means of Mandhane flow regime maps, similar to the one shown in figure 4. In 
this example a fuzzy ARTMAP neural net is used to classify flow regimes in an air-water flow 
system (Cai et ai, 1994), based on the superficial gas 0Ig) and liquid 011) flow velocities. As 
indicated in figure 4, the superficial air flow velocity ranged from 0.03 to 100 mis, while the 
superficial water flow velocity ranged from 0.003 to 10 m/s. 
The net was trained by means of 600 exemplars of the form {V g,vt! CLASS}, where the CLASS 
variable was structured in a l-of-N format to indicate the prevailing flow regime. Only four classes 
were considered, viz. stratified flow (CLASS 1), slug flow or flow characterized by bubbles 
(CLASS 2), wavy or annular flow (CLASS 3) and dispersed flow (CLASS 4). 
The net was trained on exemplars representing classes 1, 2 and 3 only, and tested on a set of 
exemplars containing members of all four classes in roughly equal proportions. As can be seen from 
figure 5, the net was able to identify members of classes 1, 2 and 3 accurately, but (as expected) 
none of class 4 (case A) . When trained on a set of 600 exemplars containing only 2 exemplars of 
class 4, the net could classify virtually all members from classes 1, 2 and 3 correctly, as well as 
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approximately 46.04% of the members of class 4 (case B). Training on a set representing all four 
classes in approximately equal proportions, resulted in nearly perfect classification (case C). 
FIGURE 4: FLOW REGIMES IN AIR-WATER 
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In practice abundant data are typically not 
available as far as the representation of ab-
normal conditions is concerned. As a 
result it would often be necessary for 
adaptive systems to learn new behaviour 
of aberrant systems based on but a few 
exemplars of the behaviour of the system. 
As was shown above, the fuzzy ARTMAP 
system was capable of accurately 
assimilating new process knowledge based 
on but a few exemplars of new process 
behaviour . 
Similar results were also obtained in other experiments and further work is in progress in order to 
assess the performance of these systems in the presence of noise or ill-defined process conditions, as 
well as the integration of these types of systems with real-time process control systems in the hydro-
metallurgical industries . 
DISCUSSION AND CONCLUSIONS 
The use of neural nets provides a powerful means for the on-line characterization of metallurgical 
processes in a way not feasible with previously proposed systems . Both self-organizing neural nets, 
as well as ART systems can be used to monitor and control process behaviour. Self-organizing 
neural nets are especially well suited for the detection of small changes in process conditions or 
incipient process faults. ART systems on the other hand, are generally less convenient for detecting 
of fine nuances in the behaviour of processes (since a class would have to be defined for each 
arbitrary small change). They are capable of robust adaptive training however, which would be 
particularly useful in industrial plants where not all process conditions can be anticipated 
beforehand. 
FIGURE 5: INCREMENTAL CLASSIFICATION OF FLOW CONDITIONS 
IN AIR-WATER SYSTEM WITH AN ART NEURAL NET 
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The main obstacle in the practical application of these techniques is concerned with the effectS of 
noisy process data which can complicate the interpretation of process inputs and which can lead to 
difficulties in the detection of process deviations, especially where the dynamics of the plant are not 
well-understood. Since these problems are associated with the monitoring and control 
instrumentation, rather than the neural nets, various data smoothing strategies can be used to 
surmount them, and they do not pose a serious threat to the successful implementation of these 
systems. 
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after revisionB y making use of grey level dependence matrix methods, digitized images of the froth 
phases in a copper flotation plant were reduced to feature vectors without losing essential information 
of the characteristics of the froth. Classification of features extracted by means of both spatial grey 
level dependence matrix (SGLDM) methods, as well as neighbouring grey level dependence matrix 
(NGLDM) methods was investigated. By using a learning vector quantization (LVQ) neural net it 
was shown that froth structures could be classified satisfactorily when either NGLDM or SGLDM 
methods were used. When these feature sets were combined, however, the success rate of classification 
improved to almost 90%. This is sufficiently accurate to enable incorporation of the neural net classifier 
into on-line plant control systems. =-
1. Introduction 
Flotation is a complex and poorly understood process and consequently the control of 
. industrial flotation plants is often based on the visual appearance of the froth phase, and 
depends to a large extent on the experience and ability of a human operator. As a result 
these types of processes are frequently controlled suboptimally owing to high personnel 
turnover, lack of fundamental understanding of plant dynamics, inaccuracy or unreliability 
of manual control systems, etc. 
The use of machine vision systems to circumnavigate these problems has only recently 
been investigated by Woodburn et al. (1989) and Symonds and De Jager (1992). These 
efforts were largely concerned with the identification of individual elements in the froth 
structures and were not entirely successful, owing to the complexity of the problems asso-
ciated with this strategy. 
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Instead of trying to identify individual parameters with physical meaning in the image, 
Moolman et al. (1994, 1995a) have shown that by following a statistical approach, it is 
possible to extract features from the digitized images of froths, without losing essential 
information pertaining to the froth structures. 
Various statistical techniques, such as power spectrum methods (Lim, 1990) and grey 
level dependence matrix methods (Siew et ai., 1988) can be used. Each of these techniques 
has its own peculiar strengths and weaknesses. The Fast Fourier Transform (power spectrum 
method) for example, transforms digital images from the spatial to the frequency domain 
and has been investigated intensively over the past few decades. Grey level dependence 
matrices on the other hand are defined in the time or grey scale domain, which facilitates 
the physical interpretation of textural measures considerably. 
Although it has been shown that some of these features could be related to individual 
characteristics of the froths, previous investigations by Moolman et al. ( 1994, 1995a) were 
more concerned with the methodology of feature extraction, than with the relationship 
between these features and the behaviour of the flotation plant. 
In this paper it is consequectly shown that froth structures in flotation plants can be 
classified accurately on the basi:s of features extracted by means of digital image processing 
techniques. 
2. The significance of flotation froth appearance 
The technical literature of froth flotation abounds with descriptions of models and mod-
elling techniques relating to flotation separation. Almost all of these describe activity within 
a single uncoupled flotation cell and ignore or trivialize processes acting in the froth phase 
of flotation cells. The structure of froths developed on the pulp surfaces of industrial scale 
froth flotation cells has a significant effect on both the grade and recovery of valuable 
minerals obtained from the concentrate. These effects are well known at the process oper-
ation level, where considerable heuristic knowledge is available, i.e. mainly empirical 
relationships and local rules of thumb based on particular plant flow sheets and mineral 
separatiops. Flotation efficiency is governed by the wenability of the solid as well as the 
surface tension at the liquid-gas interface. Both of these properties determine the frothing 
characteristics encountered in a flotation process. A number of studies has focused on the 
correlation between wenability, as monitored by contact angle, and flotation recovery. Little 
work has been reported on detailed characterizations of the mechanisms operating within 
flotation froths and the relationships between those mechanisms and the visual character-
istics of the surface froth. The correlation between froth properties and flotation process 
performance has received little attention in the past and only recently on-line monitoring of 
the froth phase has been suggested. 
It is not surprising that the relation between flotation performance and the visual char-
acteristics of flotation froths has received little attention in the literature, as much more 
value is traditionally attached to fundamental approaches than to simple observations that 
are difficult to quantify but readily described qualitatively. Each plant may exhibit its own 
idiosyncrasies as far as visual characteristics are concerned, which may depend on the 
designs of the flotation cells used, the mineralogy of the ore, the particular flotation process 
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used, etc. Photographic material of good and bad froths is seldom compiled, which makes 
an objective evaluation and classification of industrial flotation froth structure and colour 
difficult. On plants it is often found that very few of the operators have detailed knowledge 
of the visual changes occurring on the surface froth. The interpretation of froth features by 
one person is frequently in conflict with the ideas of another, which is not surprising, since 
it is difficult to assimilate, organize and interpret a variety of complex froth phenomena by 
human observation alone. The complexity of the task is aggravated by the fact that different 
sets of metallurgical parameters may result in similar visual appearances of the froth. The 
interpretation of visual information is further complicated by the time lag between the 
occurrence of froth phenomena and the results of grade. recovery and mineralogical analysis. 
The output of a computer vision system for flotation will give new research insight as 
characteristics that have previously been determined by subjective human judgement due 
to the inability of the human visual system to quantify, can now be described formally in 
terms of computed feature parameters. Such a system will overcome the measurement 
problem of advanced control systems, e.g. inaccurate measurement or excessive instrumen-
tation, because the measurement and control procedures are both integrated within the _ 
context of visual characterization. The results of off-line analysis can be combined with the 
stored images and features extracted previously, and in this way contribute to the more 
efficient interpretation of froth images and the training of operators. A knowledge base can 
be constructed from the combination of historical flotation performance data and the clas-
sification results and images from the vision system. 
2.1. Bubble size 
The measurement and control of mean bubble size are procedures of considerable impor-
tance to the mineral processing industry. It has been widely reported that the performance 
of flotation cells is to a significant extent dependent on the sizes of the bubbles generated. 
In particular the effect of bubble size on both collision and attachment efficiencies has 
received considerable attention (Dobby and Finch, 1986). The bubble size depends not 
only depends on the design of the flotation cell, but also on the properties of the ore, the air 
flow rate and the addition of chemical reagents. A relation between the size of the bubbles 
in the pulp and the bubble size of the surface froth exists (Glembotskii, 1972) and therefore 
the characterization of the bubble size in the surface froth is important. 
2.2. Froth stability 
The stability of flotation froth is one of the crucial factors in the achievement of a final 
separation of minerals because a froth of the correct stability provides additional selectivity 
during flotation. When the froth is not sufficiently stable (e.g. when the water content is 
too high) the mineralized bubbles rupture before they can be transported over the weir of 
the flotation cell and mineral particles already collected become detached and settle back 
into the pulp. Too stable a froth, on the other hand, could entrain a large amount of gangue 
(e.g. when the depressant flow rate is too low) and a concentrate of poor grade would result. 
In extreme cases of very stable froth, the mechanical handling of large volumes of froth 
could present difficulties. 
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2.3. Froth mobility and viscosity 
Other froth properties that are important in flotation processes are the froth viscosity and 
mobility. The amount of hydrophobic minerals present in the mineral froth strongly influ-
ences the froth viscosity (Moudgill, 1993). Too high a froth viscosity, for example, can 
retard the drainage of hydrophilic particles. The viscosity of the froth surface and mobility 
of froth are interrelated and have an important influence on plant performance (Cutting, 
1989). 
The relation between the recovery of pyrite and the characteristics of the surface froth, 
such as bubble size, froth stability, froth mobility and froth morphology, as well as chromatic 
features, has been demonstrated (Moolman et aI., 1995a). 
3. Experimental and theoretical techniques 
3.1. Basic methodology 
Grey level dependence matrix methods (the basics of which are described in Appendices 
A and B) were used to extract features from digitized images of froths from a copper 
flotation plant. The purp?se of these techniques is to reduce the dimensionality of the grey 
level feature space of each image with configurations typically ranging from 64 X 64 to 
512 X 512 pixels per image. 
These statistical features therefore constitute a compact set of the essential data contained 
in the original image, which can in principle be related to the metallurgical parameters of 
the flotation process and can also be used for the identification of various process phenomena 
in the plant. 
3.2. Flotation plant 
Video graphic data were acquired from Palabora Mining Company, a South African 
copper flotation plant treating approximately 80 000 tons of ore per day. A rela,tively coarse 
ore (circa 80-300 /-Lm) with an approximate copper assay of 0.5% is fed to the flotation 
plant where it is concentrated to approximately 36%. The principal copper minerals are 
chalcopyrite and bornite, with chalcocite, cubanitite and valleriite present in lesser concen-
trations. Bornite and chalcopyrite have a high propensity for floating, unlike valleriite which 
has a stratified structure with surface characteristics not conducive to floating. 
Only two chemical reagents (a frother and a collector) are used. Adjustments in the flow 
rate of the frother are among others determined by the pH of the ore feed, as well as the 
appearance of the froth phase, while dosage of the collector (sodium isobutyl xanthate) is 
kept constant. The level of the pulp in the cells is maintained manually, except for cells in 
certain sections of the plant which are also regulated automatically with the use of an 
ultrasonic control system. Further control of the plant is inter alia effected through appro-
priate adjustment of the aeration rates to the various cells, manipulation of the ore feed flow 
rate to the plant, as well as the pulp level in the cells. 
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Although not the only factor. the appearance of the froth phase plays an important role 
in the control of the plant. The interpretation of the features of the froth in terms of the 
performance of the plant is complex, and depends considerably on the experience of the 
operator. For example, the colour of the froth is an indication of the copper loading of the 
bubbles, while the froth texture is a reflection of the froth structure. e.g. the froth depth and 
bubble size. The depth of the froth determines the separation of the copper and the gangue; 
if the froth is too shallow, unwanted silica is entrained in the copper-rich froth. Suboptimal 
pH levels and product grade are furthermore reflected in the bubble size distributions and 
morphology. All these characteristics are difficult enough to evaluate in isolation. while 
consistently optimal control becomes even more complex when these features change 
simultaneously. The potential for better control of a plant through a more accurate and 
systematic interpretation of the physical features of the froth phase is thus substantial, even 
if only some of the features can be interpreted more accurately. 
3.3. Froth images 
Results on the textural characterization of the surface froth were obtained by using images 
from five classes of froth structure. Each of these classes represented a distinct operational 
state in the flotation plant. Class 1 represented ideal operating conditions in the plant, while 
the other classes each represented some specific deviation from this ideal. Typical examples 
of each of these classes are supplied in Fig. 1: 
1. Idealfroth structure (Fig. la): The bubbles are well-loaded with mineral and display a 
fenestruliform spot with a watery sheen on top of each bubble, indicating that the froth 
is neither too brittle nor too stiff (Glembotskii, 1972). This froth structure indicates 
optimal process conditions, with the desired reagent flow rates and pulp level. 
2. Polyhedral bubbles (Fig. Ib): This type offroth structure signifies a deep, well-drained 
froth in which adequate separation between the mineral and gangue has been attained 
(Leja, 1982). In this way a froth of high grade can be related to a deep (dry) froth with 
polyhedral bubbles. The depth of the froth phase can be adjusted by manipulating the 
pulp level in accordance with the control parameters of the plant. 
3. Elliptical bubbles (Fig. lc): This is the result of a froth that is too tough and hence 
exhibits resistance against the direction of flow by displaying elliptical bubbles. The 
presence of elliptical bubbles is a measure of the rigidity of the froth and an indication 
of the extent to which (in which direction) the froth has to be forced to flow. (Woodburn 
et al., 1989). This froth structure may be caused by too Iowa pulp level, a specific 
gravity that is too high, or by the flotation of a particular type or size of particles. 
4. Irregular, elliptical and stiff froth structure (Fig. Id): Sometimes minerals with a 
peculiar structure (such as the laminar structure of valeriite) reveal an irregular structure 
of the surface froth of high stability. Elliptical bubbles are present. but not with the well-
defined clear directional tendency of class 3. This froth is excessively stable, a charac-
teristic detrimental tC' subsequent mineral processing. This froth structure may also be 
attributed to a low pulp level or a frother addition rate that is too low. 
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5. Lmv mineral content (Fig. I e) : This froth structure can be identified by small, spherical 
bubbles. The spherical bubbles are representative of a shallow, nondrained froth (Leja, 
1982) . If the pulp level is too high. the froth phase will be too shallow and this type of 
froth structure will result. It may also be caused by too much water in the feed (which 
corresponds to a low specific gravity), which yields a shallow and brittle froth. 
As indicated by Figs. 1 a and 1 b, classes 1 and 2 are very similar in appearance. Both 
froth structures exhibit polyhedral (i.e. closely packed) bubbles, the froth of both is deep 
and dry, and the bubbles are loaded with minerals . The only significant discrepancy is the 
fenestruliform appearance of the froth of class 1. Also, classes 3 and 4 are so similar in 
visual appearance that class 3 may be seen as a subclass of class 4. Both froth structures 
display tough, sticky froth s, the only difference being that class 3 contains a directional 
trend of elliptical bubbles in at least part of the image. If the metallurgical significance of 
the process is taken into consideration classes 3 and 4 may be combined into one class, but 
in this investigation it was decided to test the ability of the classification approach to also 
distinguish between very subtle differences of froths such as found in these two classes. 
(a) 
NGLDM SGLDM 
SNE 0.05896 E 7.302 
0'=0.9% 0'=14.4% 
LNE 32.34 es -6 .864 0'=0.6% 0'=12.7% 
NNU 6317 I 27007 
0'=2.1% 0'=8.6% 
SM 314.8 LH 9.148 
0'=4.8% 0'=9.6% 
eN -5.154 COR 49613 0'=0.9% 0'=4.3% 
Ra 1.049 
O'=3.6°fo 
(b) 
NGLDM SGLDM 
SNE 0.05598 E 8.524 
0'=1 .8% 0'=23.7% 
LNE 32.02 es -7.861 0'=0 .9% 0'=20.3% 
NNU 6977 I 20964 
0'=3.6% 0'=14.4% 
SM 291 .5 LH 12.03 
0'=8.5% 0'=14.0% 
eN -5 .186 COR 64276 0'=1 .1% cr=5% 
Ra 1.075 
0'=3.2% 
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(c) 
NGLDM SGLDM 
SNE 0.05920 E 6.027 
0'=1 .8% 0=20.9% 
LNE 32.00 Cs -5 .759 0'=0 .5% 0'=19.1% 
NNU 6600 I 25170 
0'=2.6% 0'=15.8% 
SM 269.5 LH 9.413 
0'=5 .2% 0'=15.7% 
cN -5 .090 COR 88122 0'=1.0% 0'=3.5% 
Ra 1.320 
0'=7.2% 
(d) 
NGLDM SGLDM 
SNE 0.05859 E 6.247 
0'=1 .2% 0'=20.4% 
LNE 32.29 Cs -5.947 0'=0.6% 0'=18.4% 
NNU 6427 I 26574 
0'=3.1 % 0'=14.1% 
SM 282.1 LH 9.323 
0'=5.8% 0'=17.0% 
cN -5.077 COR 78114 0'=1 .2% 0'=4.0% 
Ra 0.9861 
0'=10.7% 
(e) 
NGLDM SGLDM 
SNE 0.05827 E 7.054 
0'=0.9% 0=35.9% 
LNE 32.93 Cs -6.608 0'=0.8% 0'=32.2% 
NNU 6111 I 17258 
0'=0.9% 0'=15.6% 
SM 374.2 LH 18571 
0'=11 % 0'=59.1% 
cN -5.156 COR 34188 0'=1 .8% 0'=2.5% 
Ra 0.9809 
0'=1.8% 
Fig. 1. Typical examples of froth structures and the associated statistical features with standard deviation (denoted 
by (7' ) for each of the fi\'e classes. with (a) to (e ) corresponding to classes I to 5. 
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3.4. Extraction offeatures 
The features were extracted from the grey level representations of a total of 200 images. 
This set of 200 training exemplars was subdivided into a training and test set consisting of 
100 exemplars each. Each image consisted of 64 grey levels (i.e. each pixel could assume 
an integral value from 0 to 63) and a resolution of 256 X 256 pixels. 
The feature space associated with the SGLDM method was comprised of four 64 X 64 
matrices, one each for every direction defined in the algorithm of the method. A set of 6 
statistical parameters was subsequently extracted for each of the directions as explained in 
appendix 1. These 6 features were averaged over the 4 directions to yield 6 rotationally 
invariant feature meJ.sures for each image. That is. an average feature (F) was obtained 
from F = LaF /4 (for a = 0°,45°,90° and 135°). 
The probability density distribution of the NGLDM method can be represented by a 
64 X 8 matrix for each image. From this distribution 5 statistical features per image are 
extracted (Appendix B) which serve as input to a classifier. 
3.5. . Classification of froth structures 
Neural nets are widely recognized for their ability to interpret pattern-based information 
and have attracted particular interest in the process engineering community as a framework 
for the representation of complex processes. One of the application areas in which neural 
networks have the most potential is in pattern recognition. Unlike a Von Neumann machine, 
which is based on sequential execution of instructions, neural nets constitute a new paradigm 
of computation based on networking many basic units and perfonning local computations 
in a massively parallel way, which provides a powerful approach to pattern recognition. In 
conventional recognition and interpretation systems training is a simple matter, as training 
patterns of the relevant classes are used to estimate classification. Performance depends on 
how well the actual pattern populations satisfy the underlying statistical assumptions made 
in the derivation of the classification method. However, the statistical patterns of the pattern 
classes in a problem are often unknown, cannot be estimated, or are difficult to detennine. 
In practice such decision-theoretical prob!ems are best handled by methods that yield the 
required decision functions directly via training. This obviates the need for any assumptions 
about the underlying probability functions of pattern classes. The application of five clas-
sification techniques in the classification of diseased pOUltry carcasses by visible and near 
infrared reflectance spectroscopy demonstrated the superior performance of neural networks 
over conventional teChniques (Chen, 1993). 
The performance of neural networks with regard to ill-posed problems or in cases where 
data contain noise, the processing power associated with parallel architecture, the potential 
in pattern recognition, the typically short time of implementation and the advantages of 
unsupervised training therefore make neural nets ideally suited for many of the problem 
areas in computer vision (Moolman et al., 1995b). 
Learning vector quanti:ation (LVQ) neural network 
LVQ neural nets have been described in detail in the literature (Lippmann, 1987, 1989; 
Maren et aI., 1990) and only a brief overview of their main characteristics is supplied. One 
of the most powerful and commonly used abilities of the L VQ net is the classification of 
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Fig. 2. A typical L VQ neural net wi th 3 input nodes , a Kohonen layer of 2 nodes per input, and a output layer of 
3 nodes . 
patterns. In this investigation this neural net architecture produced superior performance to 
the well-known back propgation neural net, a result which is consistent with the results of 
other workers (Kramer and Leonard, 1990) . 
The LVQ network (Maren et aI. , 1990) assigns vectors to different classes and contains 
an input layer composed of one process element for each input parameter, a Kohonen layer 
that is trained to perform the classifications and an output layer containing one process 
element for each class (Fig. 2) . The structure of the Kohonen layer is defined arbitrarily. 
During training, the distance between the input vector and each process element is 
computed and the nearest process element (the winner) is determined. If the winning process 
~lement is in the same class as the training vector it is moved towards the training vector, 
otherwise it is repulsed. As a result of training, process elements assigned to various classes 
migrate to the regions associated with these classes. 
After training, i.e. during the classification, the distance of an input vector to each process 
element is computed and the input vector is assigned to the class of the nearest (winning) 
process element. 
ClassificaTion based on SGLDM feaTures 
A L VQ neural net with a 6-node input layer, a Kohonen layer of 5 nodes (one for each 
of the 5 classes) and an output layer of 5 nodes (one for each of the 5 classes) was used 
for classification based on features extracted by the SGLDM method. In accordance with 
the features extracted by the SGLDM method, exemplars were of the form {E, Es, I, LH, 
COR, Ra I C} . Each of these features is described in more detail in Appendix B. 
Once again the test file was presented to the net after convergence ( approximately 10 000 
iterations during training). 
Classification based on NGLDM fea TIl res 
The LVQ neural net used to identify froths based on features extracted by the NGLDM 
method had the same architecture as the net described above, except for the input layer 
which contained 5 nodes. Each of the exemplars in the training file was represented by an 
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input vector of the form {SNE, UIlE, NNU, SM, E1' I C) where SNE, LNE, NNU, SM, and E?, 
denote the statistical feature measures described in Appendix B, and C the class to which 
the image belongs. 
After convergence (in less than 10 000 iterations) the ability of the trained net to identify 
the different froth structures was evaluated against the test data not previously encountered 
by the net. 
Combined NGLDM-SGLDM feature space 
In the next step the 5 parameters of the NGLDM method and the 6 parameters of the 
SGLDM methods were combined to produce an input vector for each image consisting of 
11 features, viz. {E, E" J, LH, COR, Ra, SNE, LNE, NNU, SM, E:-; I C) . The L VQ neural net 
thus contained an input layer with the Kohonen and output layers consisting of 5 nodes 
each as in the previous two cases . Training and testing of this neural net was performed in 
the same way as the other two nets. In each of the three cases the training time for a neural 
net was less than 5 minutes on a 486 DX personal computer (33 MHz) . 
4. Results 
In Table 1 the ability of the neural net to classify froths based on SGLDM features is 
shown. The identification of the froths in class 1 was poor (63.2%) with most of the 
misclassified froths (6 out of 7) belonging to class 2. Compare this to the excellent distinc-
Table 1 
Classification results of SGLDM method (overall correct weighted classification of 78o/c) 
classification by L VQ 
class number % 2 3 
19 63.2 12 6 
2 20 85 3 17 
3 21 52.4 12 
4 20 90 2 
5 20 100 
Table 2 
Classification results of NGLDM method (o,·erall correct weighted classification of 83<)c) 
classification by L VQ 
class number 'k 2 3 
17 88.2 16 1 
2 21 85 .7 2 18 1 
3 19 78.9 15 
4 21 66.7 5 
5 22 95.4 
4 
8 
18 
4 
14 
5 
20 
5 
1 21 
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Table 3 
Classification results of II parameter combined NGLDM-SGLDM feature space (overall correct weighted 
classification of 89'*) 
classification by L VQ 
class number 
'* :2 3 4 5 
22 90.9 20 2 
2 19 8'+.2 18 
3 18 77.8 14 4 
4 20 95 2 17 
5 21 95 .2 20 
tion between these classes based on features derived with the NGLDM method (Table 2) . 
A classification rate of 90% based on SGLDM features was obtained in the case of class -
4, which is superior to what could be obtained with the NGLDM method (66.7%). 
Moreover, by using the NGLDM features the neural net was more capable of identifying 
froths belonging to class 3 (78.9%) than by using SGLDM features (52.4%). 
The overall classification rates, which were calculated by weighted averages in tenus of 
the number of exemplars of each froth class, was 78% for the SGLDM feature set and 83% 
for the NGLDM feature set. This superior classification based on the NGLDM method is 
con finned by the significantly lower standard deviations reported in the tables below the 
images in Fig. I for the NGLDM compared with the high standard deviations SGLDM. 
These figures illustrate the fact that classification based on each of the two sets of features 
displays satisfactory discriminatory power, but with different classes. It can therefore be 
expected that a combined feature space as input to a classifier may improve the number of 
correct classifications. 
In Table 3 the results of a classification based on the combined set of eleven SGLDM-
NGLDM features are given. The classification rate of each class corresponds to the highest 
percentage obtainable with either the SGLDM or the NGLDM feature sets. An overall 
classification rate of 89% was obtained, which is significantly higher than the classification 
rates associated with either of the SGLDM or NGLDM feature sets. In each of the three 
cases the L VQ neural network was subsequently trained on the original test sets and tested 
on the original training sets which verified the consistency of the classification results. 
5. Conclusions and significance 
- By presenting a learning vector quantization neural net with features extracted from 
digitized images of froth structures in a copper flotation plant, it was possible to identify 
different froth structures with satisfactory accuracy. 
- Similar overall classification rates were achieved by using features extracted by SGLDM 
and NGLDM methods. 
- Significant improvement (up to 89'7c) in the identification of froth structures was 
possible by use of a combined SGLDM-NGLDM feature set. 
:: 
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This is sufficiently accurate to enable incorporation of the classifier into on-l ine plant 
control systems. Although these techniques allow ymous froth structures to be categorized 
with a high degree of accuracy. practical use of these methods also depends on the metal-
lurgical significance attached to the different classes of froth structures. In the de\·elopment 
of a control strategy a prototype system should be used to warn the operator if deviations 
from an ideal froth structure is detected. which \vill enable the operator to make the decision 
about control action until a sufficiently detailed data base of the relation between froth 
appearance and flotation perfonnance has been compiled . 
The ability to discern between meaningful froth structures can then be implemented in 
on-line control systems or off-line operating procedures in various ways . The output of the 
classifier ( i.e. the class of froth ) could for example be relayed to a simple knowledge-based 
or fuzzy logic control system. which could identify the appropriate control measures to be 
taken. This new generation of fl otalion control systems could uti lize the kno \\ ledge of an 
experienced operator and enhance the efficiency of a less experienced operator. 
6. Notation 
a 
C 
COR 
d 
E 
EN 
Es 
! 
F 
F 
I 
k,l,m,11 
LH 
LNE 
NNU 
Q 
R 
Ra 
SM 
SNE 
\-I .. 
I 
J.Lx 
J.Ly 
(T 
(Tx 
direction parameter in SGLDM method and grey level parameter in !\GLDM 
method 
class of froth structure 
correlation measure of SGLDM method 
distance metric of the SGLDM and NGLD~ methods 
energy measure of the SGLDM method 
entropy measure of NGLDM method 
entropy measure of SGLDM method 
probability density function of SGLDM method 
a generic image feature 
a generic averaged image feature 
inertia measure of SGLDM method 
coordinate pairs (k,f) and (m ,ll) of the space metric d 
local homogeneity measure of SGLDM method 
large number emphasis measure of !\GLDM method 
number nonuniforrnity measure of NGLDM method 
probability distribution function of NGLDM method 
nonnalization factor used in NGLDM method 
ratio of feature measures of SGLDM measures in different directions 
second moment measure of NGLDM method 
small number emphasis measure of NGLDM method 
weight vector of process element in L VQ neural net 
mean of the row sums of matrix! 
mean of the column sums 
standard deviation 
standard de': iation of the row sums 
:. 
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cry standard deviation of the column sums 
Q( r ,s) feature matrix of NGLDM method 
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Appendix A. Spatial grey level dependence matrix (SGLDM) 
This technique was originally developed by Haralick et al. (1973) on the assumption-
that the textural infonnation in an image I is contained in the overall spatial relationship 
between the grey tones in the image. More specifically, it is assumed that the textural 
features are adequately specified by a set of grey-tone spatial-dependence matrices which 
are calculated from various angular relationships and distances between neighbouring res-
olution cell pairs in the image. 
More fonnally, the spatial grey level dependence matrix (SGLDM) is based on the 
estimation of the second-order joint conditional probability density functions,f(i,j,d,a), 
a=O°, 45°, 90°,135°. EachJ(i,j,d,a) is the probability of going from grey level i to grey 
levelj, given that the intersample spacing is d and the direction is given by angle a. If an 
image has g grey levels, then the density functions can be represented as g X g matrices. 
Each matrix can be computed from a digital image by counting the number of times each 
pair of grey levels occurs with separation distance d and in the direction specified by angle 
a. It is assumed that the textural infonnation is suftlf:iently specified by the full set of four 
spatial grey level dependence matrices. 
Haralick (1979) proposed a set of measures for characterizing these matrices. The 
features used most often (Conners and Harlow, 1980; Siew et al., 1988; Muhamad and 
Der3.vi, 1992), and also used in this investigation are: 
( 1) Energy: E = I: I: [f(i,j,d,a) f 
i j 
This is a measure of the homogeneity of the image. For an image which is not homoge-
neous the matrix will have a large number of small entries off the diagon.al, and hence the 
energy (E) will be small. The diagonal and region close to the diagonal represent transitions 
between similar grey levels. 
(2) Entropy: Es= I: I: [f(i,j,d,a) . log (J(i,j ,d,a) )] 
i j 
The entropy is a measure of the complexity of the image, i.e. a complex image tends to 
have a higher entropy than a simple one. 
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(3) Inertia: 1= [}) (i - j) 2j(i.j,d.a) ] 
i j 
The inertia is a measure of the number of local variations in the image. Therefore an 
image with a large number of local variations will have a larger value of inertia. 
(4) Local Homogeneity: LH = [[[f(i,j,d,a) 1 (1- (i + j)2)] 
i j 
This parameter is a measure of the tendency of similar grey levels to be clustered. 
(5) Correlation: COR = [[[ (i - p;<) U - p/) . (j(i,j,d,a) 1 (0--"'»] 
i j 
where J-Lx and (J' x are respectively the mean and standard deviation of the row sums of the 
matrix, and fJ..y and (J' y are the mean and standard deviation of the column sums. This is a 
measure of the grey level linear dependencies in the image. 
A distance metric d implicit in the preceding equation can be defined by (Haralick, 1979) 
d«k,l),(m,n» =maxlk-ml, Il-n I 
where (k,l) and (m,n) are the coordinates of 2 pixels separated by distance d. In this study 
a value of 5 was chosen for both the NGLDM and SGLDM methods based on the highest 
correct classification rate as a function of d. 
A normalization factor may be applied to either the feature matrix or to each of the feature 
parameters. 
The addition of a 6th parameter has been proposed (Moolman et al., 1995a) and was 
proved to be useful in the extraction of directional information of the froth surface, such as 
elliptical bubbles. For the identification of elliptical bubbles, for example, the ratio of the 
energy (E) in the direction a = 90° to a = 0° can be used: 
(6) Ratio: Ra = Ea- 901 Ea_o 
Appendix B. Neighbouring grey level dependence matrix (NGLDM) :. 
This approach was developed by Sun and Wee (1983) with the objective of presenting 
a method with the following properties: the textural features can be computed easily, they 
are essentially invariant under spatial rotation and they are invariant under linear grey level 
transformation and can be made insensitive to monotonic grey level transfonnation. 
The assumption is again that all the textural information is contained in the neighbouring 
grey level dependence matrix Q. This matrix takes the form of a two-dimensional array Q, 
where Q(r,s) can be considered as frequency counts of greyness variation of a processed 
image. The dimensions of the array is r X s where r represents the number of grey levels 
and s the number of possible neighbours to a pixels in an image. The Q matrix can be 
computed (for positive integer d,a) by counting the number of times the difference between 
each element in the image functionjU,}) and its neighbours is equal to or less than a at a 
certain distance d. Parameters analogous to those of the previous section are derived: 
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(l) Small Number Emphasis: SNE= LL[Q(r,s)/ s2] / R 
r s 
(2) Large Number Emphasis: LNE= LL[.rQ( r,s)] / R 
r s 
(3) Number Nonunifonnity: NNU= L[LQ(r,s)2] / R 
s 
(4) Second Moment: SM=LL[Q ( r,s ) ]2/R 
r S 
(5) Entropy: EN = - LLQ( r,s )log ( Q( r,s )) / R 
r S 
where R is a normalizing factor defined by Sun and Wee (1983 ) as : 
R=LLQ(r,s) 
r S 
Though it is more difficult to attach physical meaning to the parameters in this method, 
the parameter SNE can be seen as an indication of the fineness of the image, whereas LNE 
is a measure of the coarseness of the texture. SM is a measure of the homogeneity of the 
image, and the NNU and ~ parameters are related to the coarseness of the image, but it is 
difficult to explain which specific textural characteristics are represented by them (Sun and 
Wee, 1983; Siew et al., 1988) . 
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Abstract-The rapid developments in computer vision, computational rcsources and artificial intelligence, 
and the integration of these technologies are creating new possibilities in the design and implementation of 
commercial machine vision systems. In chemical and minerals engineering, numerous opportunities for the 
application of these systems exist, of which the characterization of flotation froth structures is a good 
example of the utilization of visual data as a supplement to conventional plant data. In this paper images 
from pyrite batch flotation tests conducted after a factorial design as well as images from a copper flotation 
plant were used to understand the relationship between froth characteristics and flotation performance 
better. The results show that a significant amount of data can be extracted from flotation surface froths. 
Techniques have been developed to characterize chromatic information, average bubble size, froth texture, 
froth stability and mobility of surface froths. It has been shown that most of the froth characteristics of this 
study can be explained in terms of the concentration of solids in the froth and the factors that affect the 
solids concentration. The techniques developed proved to be useful in investigating the effect of a mixed 
collector and the addition of copper sulphate. The depressing effect of the copper sulphate and the higher 
grades and recoveries made possible by the mixed collector under these conditions were explained by 
analysis of the froth features. Excellent results were obtained in modelling the 'relation between froth 
characteristics or froth grade and recovery by using a back propagation neural network. A sensitivity 
analysis showed that the most important froth features for the experimental conditions of this study are the 
froth stability, mobility and average bubble size. This computer vision system constitutes a powerful 
research tool for the investigation and interpretation of the effect of various flotation parameters. This 
paper also shows how the rapid development in computer technology and related disciplines can be used to 
transform recently developed concepts and available technology into a new generation of intelligent 
automation systems. 
INTRODUCTION 
As mineral resources are graduaJly depleted and are 
becoming more difficult to extract on a cost-effective 
basis, the demand for higher productivity is increased. 
An effective method to address this problem is to 
develop advanced control systems that can monitor 
and control the performance of plants in real-time. 
The application potential of connectionist computer 
vision in automation systems related to chemical and 
mineral processing has been demonstrated (Moolman 
et ai., 1994a). 
Flotation processes are difficult to describe funda-
mentally, owing to the stochastic nature of the froth 
structures and the ill-defined chemorheology of the 
froth. As a result, the control of industrial flotation 
plants is often based on the visual appearance of the 
'Corresponding author. Fax 27-21-8082059. e-mail: 
dwm@maties.sun.ac.za. 
froth phase, and depends to a large extent on the 
experience and ability of a human operator. These 
types of processes are consequently often controlled 
suboptimally owing to high personnel turnover, lack 
of fundamental understanding of plant dynamics, in-
accuracy or unreliability of manual control systems, 
etc. The complexity of the task is aggravated by the 
fact that different sets of metallurgical parameters 
may result in similar visual appearances of the froth_ 
The interpretation of visual information is further 
complicated by the time lag between the occurrence of 
froth phenomena and the results of grade, recovery 
and mineralogical analysis. 
Recent research on the feasibility of a machine 
vision system for flotation control was initiated by 
Woodburn et al. (1989, 1994), and a further contribu-
tion was made by Symonds and De Jager (1992). The 
r:1ethods used in these studies were case specific and 
performed off-line, and met with limited success 
only. The computational expense of the techniques 
3501 
Stellenbosch University  https://scholar.sun.ac.za
3502 D. W. MOOLMAN el 01. 
involved did not allow the development of an on-line 
system. Also, the interpretation of the chromatic fea-
tures of the froth was left largely unaddressed. The 
advantages of using various statistical techniques, 
such as power spectrum methods (Lim, 1990) and grey 
level dependence matrix methods (Siew et aI., 1988) in 
the textural characterization of flotation froths has 
been demonstrated (Moolman et aI., 1994b, 1995a). It 
was consequently shown that froth structures in flota-
tion plallts can be classified accurately on the basis of 
features extracted by means of digital image process-
ing techniques by using learning vector quantization 
neural networks for discrete-time classification 
(Moolman et al., 1994c) and self-organized mapping 
for continuous classification (Aldrich et al., 1995). 
Although these techniques allow various froth 
structures to be categorized with a high degree of 
accuracy, practical use of these methods also depends 
on the metallurgical significance attached to the dif-
ferent classes of froth structures. A simple method for 
the quantification of froth stability is formulated. The 
application of these techniques on both copper flota-
tion plant data and the batch flotation of pyrite shows 
the relation of bubble size, colour, texture, stability 
and mobility of the surface froth to flotation grade 
and recovery. 
The advantages of using neural networks in com-
puter vision systems for process engineering have 
been shown (Moolman et aI., 1995b, c). In this paper 
a backpropagation neural network is applied to relate 
image features to flotation grade and recovery, and to 
identify the most important froth characteristics. 
Froth mobility and stability are shown to have 
the most significant effect on the batch recovery of 
pyrite. The importance of this investigation is that 
a significant contribution towards the development of 
an on-line control system for industrial flotation 
plants is made. The results also show that a powerful 
research tool for the characterization and interpreta-
tion of surface froth characteristics has been 
developed. 
SIGNIFICANCE OF FLOTATION FROTH 
CHARACTERISTICS 
Although it is very difficult to relate froth colour to 
mineralogical content, chromatic information may in 
some plants be a valuable parameter in characterizing 
the surface froth. Also, the measurement and control 
procedures of mean bubble size are of great import-
ance to the mineral processing industry. A relation 
between the. bubble size in the pulp and the bubble 
size in the surface froth exists (Glembotskii, 1972). 
This inference is therefore based on the assumption 
that processes occurring within the pulp leave their 
signature on the froth surface. The effect of chemical 
parameters such as reagent type, reagent concentra-
tion, ionic strength and fluctuations in pH are re-
flected in the characteristics of the surface froth. The 
bubble size is also affected by the viscosity of the froth 
and the pulp density. 
The stability of flotation froth is one of the crucial 
factors in the achievement of a final separation of 
minerals because a froth of the correct stability pro-
vides additional selectivity during flotation. When the 
froth is not sufficiently stable (e.g. when the water 
content is too high) the mineralized bubbles rupture 
before they can be transported over the weir of the 
flotation cell and mineral particles already collected 
become detached and settle back into the pulp. Too 
stable a froth, on the other hand, could entrain a large 
amount of gangue (e.g. when the depressant flow rate 
is too low) and a concentrate of poor grade would 
result. In extreme cases of very stable froth, the mech-
anical handling of large volumes of froth could pres-
ent difficulties. 
Other froth properties that are important in flota-
tion processes are the froth viscosity and mobility. 
The amount of hydrophobic minerals present in the 
mineral froth strongly influences the froth viscosity 
(Moudgill, 1993). If the viscosity is too low, the froth 
may be too unstable and runny to retain valuable 
particles and may be caused by a depressant flow rate 
that is too high. Too high a froth viscosity can retard 
the drainage of hydrophilic particles. This may be the 
result of a froth with a mineral content that is too high 
and results in a decrease in the grade of the concen-
trate. 
FROTH IMAGES USED IN THIS STUDY 
Images of industrial flotation plant 
Videographic data were obtained from Palabora 
Mining Company, a South African copper flotation 
plant treating 80,000 tons of ore per day. A relatively 
coarse ore (circa 80-300 J.tm) with an approximate 
copper assay of 0.5% is fed to the flotation plant 
where it is concentrated to approximately 36%. The 
principal copper minerals are chalcopyrite and 
bornite, while chalcocite, cubanitite and valleriite are 
also present in lesser concentrations. Bornite and 
chalcopyrite have a high propensity for floating, 
unlike valleriite which has a stratified structure making 
the adherence of collectors difficult. Only two chemical 
reagents (a frother and a collector) are used to maintain 
optimal flotation conditions. Adjustments in the flow 
rate are among others determined by the pH of the ore 
feed, as well as the appearance of the froth phase, while 
dosage of the collector (sodium isobutyl xanthate) is 
kept constant. The potential for better control of 
a plant through a more accurate and systematic inter-
pretation of the physical features of the froth phase is 
substantial, even if only some of the features can be 
interpreted more accurately. The following are typical 
examples of froth structures in the plant: 
(1) Idealfroth structure [Fig. l(a)]: the bubbles are 
well-loaded with mineral and display a fenestruliform 
spot with a watery sheen on top of each bubble, 
indicating that the froth is neither too brittle nor too 
stiff(Glembotskii, 1972). This froth structure indicates 
optimal process conditions, with the desired reagent 
flow rates and pulp level. 
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Fig. 1. Typical examples of froth structures in the industrial copper flotation plant for each of the five 
classes, with (a) to (e) corresponding to classes 1 to 5. 
(2) PoLyhedral bubbles [Fig. l(b)]: this type of froth 
structure signifies a deep, well-drained froth in which 
adequate separation between the mineral and gangue 
has been attained (Leja, 1982). In this way, a froth of 
high grade can be related to a deep (dry) froth with 
polyhecral bubbles. 
(3) EllipsoidaL bubbles [Fig. l(c)]: the result of 
a froth that is too tough and hence exhibits resistance 
Stellenbosch University  https://scholar.sun.ac.za
3504 D. W. MOOLMAN et al. 
against the direction of flow by displaying ellipsoidal 
bubbles. The presence of ellipsoidal bubbles is 
a measure of the rigidity of the froth and an indication 
of the extent to which (in which direction) the froth 
has to be forced to flow (Woodburn et al., 1989). This 
froth structure may be caused by too Iowa pulp level, 
a specific gravity that is too high, a depressant addi-
tion rate that is too low, or by the flotation of a par-
ticular type or size of particle. 
(4) Irregular, ellipsoidal and stiff froth structure 
[Fig. l(d}]: sometimes minerals with a peculiar struc-
ture (such as the laminar structure of valeriite) reveal 
an irregular structure of the surface froth of high 
stability. Ellipsoidal bubbles are present, but not with 
the well-defined clear directional tendency of class 3. 
This froth is excessively stable, a characteristic detri-
mental to subsequent mineral processing. This froth 
structure may also be attributed to a low pulp level or 
a frother addition rate that is too low. 
(5) Low mineral concenC [Fig. l(e}]: this froth struc-
ture can be identified by small, spherical bubbles. The 
spherical bubbles are representative of a shallow, non-
drained froth (Leja, 1982). If the pulp level is too high, 
the froth phase will be too shallow and this type of 
froth structure will result. It may also be caused by 
too much water in the feed (which corresponds to 
a low specific gravity), which yields a shallow and 
brittle froth. 
I mages of batch tests 
On an industrial plant considerable time is required 
to acquire reliable data and a sufficient number of 
images which are representative of the process devi-
ations and conditions that generally occur. In this 
investigation, it is shown that these techniques can be 
applied to batch flotation tests and that modelling 
methods for the quantification of flotation perfor-
mance as a function of image parameters can be 
developed. Although flotation froths in industrial 
plants are very different from froths in batch cells, this 
methodology enables the verification of techniques 
under controlled conditions. 
Batch flotation procedures. The ore used in the 
batch test was pyritic are from the Buffelsfontein mine 
in South Africa. A modified 31 Leeds cell was used 
with the various experimental parameters as follows: 
Impeller speed 
Air flow rate 
Froth height 
% Solids 
Frother 
Collectors 
pH conditioning 
CUS04 conditioning 
Reagent conditioning 
1200 rpm 
61/min. 
2.5cm 
30% 
Senfroth 6010 (92 fll) 
PNBX and oC6, as specified 
10 min at adjusted pH 
2min 
1 min or as specified after 
CUS04 conditioning 
The pH was adjusted with sulphuric acid to a value of 
4.0. The ore was then conditioned at the required pH, 
copper sulphate was added as indicated and the ore 
further conditioned. The frother and collector were 
subsequently added simultaneously to the cell and 
allowed to condition for 1 mip_ The air was then 
turned on and the froth allowed to build up for 
30-45 s before concentrates were collected. The froth 
was scraped off every 10 s. 
The concentrates were collected after intervals of 1, 
2 and 4 min, and the final concentrate after a further 
6 min, for a total flotation time of 13 min. Samples of 
both feed and tailings were taken for each float These 
samples were analysed for the percentage sulphur on 
a SC32 Leco. The recovery was expressed as percent-
age pyrite recovered and the grades as percentage 
total sulphur. 
Factorial design. In view of the large number of 
variables involved in flotation and the possible inter-
actions between these variables, a factorial design was 
used to determine the most important physical and 
chemical parameters in the flotation of pyrite using 
dithiocarbamates. This was shown to be an effective 
method for the investigation of a large number of 
variables by using a minimum of experimental work 
(Bradshaw eC al., 1994). In this study, the flotation 
parameters in Table I were selected from a full set of 
experiments to demonstrate the application of the 
computer vision techniques. To facilitate the inter-
pretation of results better, the flotation performance is 
expressed as a grade-recovery curve (Fig. 2) and the 
correlation of mass solids to pyrite recovery (Fig. 3). 
The flotation performance is further revealed by 
Fig. 4, which shows the relation of grade to the con-
centration of solids in the froth, as well as Fig. 5, 
which shows the high percentage solids in the initial 
t 
., 
"0 
.. 
0 
Table I. Flotation parameters for five batch flota-
tion batch experiments 
40 
35 
30 
25 
20 
15 
10 
20 
Collector dosage: 60 glt CUS04 
Run 1 
Run 2 
Run 3 
Run 4 
Run 5 
oC6 DTC 
PNBX 
PNBX 
PNBX:oC6 MIX 
PNBX:oC6 MIX 
• RUN l:oC6 
+ RUN 2: PNBX, Cu 
., RUN 3: PNBX 
a RUN 4: MIX, Cu 0 
)( RUN 5: MIX 
30 40 50 60 70 
Recovery (%) 
80 
o 
50 glt 
o 
50 glt 
o 
90 100 
F ig. 2. Flotation performance expressed as grade vs recov-
ery curves for the five batch tests. 
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Fig. 5. Percentage solids in froth as a function of time for 
the five batch tests. 
phase of the batch tests in the cases where no copper 
sulphate was added. It can be seen that the addition of 
copper sulphate results in increased water recovery, 
which causes the secondary effects of an increase in 
the mass of solids and recovery, and decrease in grade. 
The water recovery increases more in comparison to 
the solids and therefore the solids concentration de-
creases with an addition in copper sulphate. 
With these batch tests it was possible to evaluate 
the effect of the addition of CUS04 and mixtures of 
collectors on the characteristics of the surface froth . 
Run 1 was also included because this surface froth was 
significantly different from the other froths. When 
a mixture of collectors (potassium-n-butyl-xanthate 
and cyclohexyl dithiocarbamates) is used, both the 
grade and recovery are increased in the absence of 
CuSO .. (Fig. 2). However, when CUS04 is added, the 
grade decreases and the recovery increases slightly. 
This shows that CUS04 is an important variable 
which affects the results in different ways, which is 
consistent with the results of previous work (Brad-
shaw et ai., 1992). The results of the factorial design 
indicate that the addition of CuS04 is an important 
factor, which displays a significant two-way interac-
. tion with the collector. 
These batch experiments therefore represent a 
thorough test for the effectiveness of the computer 
vision techniques developed. Although the addition 
of copper sulphate had a considerable effect on the 
characteristics of the froth phase, it was not possible 
to distinguish between the froths of runs 2 and 4 (both 
of which contained 50 gjt CUS04) and between the 
froths of runs 3 and 5 (which did not contain any 
CuSO~) with the naked eye. The effect of the addition 
of CuSO.. in flotati on is complex a nd not well-
documented in the literature, so the investiga tion of 
these batch runs by the applicatio n o f image a nalysis 
could well yield significant detail that would be hard 
to acquire by other means. Another advantage of 
using batch runs is that the froth structure changes 
considerably from the beginning to the completion of 
a batch test, which represents additional variations in 
froth structure similar to the variation in froth struc-
ture along a bank of roughers in a plant. 
THEORETICAL TECHNIQUES 
Textural characterization of surface froths 
Grey level dependence matrix methods, the basics 
of which are described in the literature (Haralick, 
1979; Siew et al., 1988) and our previous work (Mool-
man et aI., 1994c, 1995a) were used to extract features 
from digitized images of froths from a copper flotation 
plant. The purpose of these techniques is to reduce the 
dimensionality of the grey level feature space of each 
image with configurations typically ranging from 
64 x 64 to 512 x 512 pixels per image. 
This neighbouring grey level matrix (NGLDM) ap-
proach was developed by Sun and Wee (1983) with 
the objective of presenting a method with the follow-
ing properties: the textural features can be computed 
easily, they are essentially invariant under spatial ro-
tation and they are invariant under linear grey level 
transformation and can be made insensitive to mono-
tonic grey level transformation. 
The feature distribution matrix takes the form of 
a two-dimensional array Q, where Q(r, s) can be con-
sidered as frequency counts of greyness variation of 
a processed image. The dimensions of the array is r x ·s 
where r represents the number of grey levels and s the 
number of possible neighbours to a pixels in an image. 
The Q matrix can be computed (for positive integer 
d, a) by counting the number of times the difference 
between each element in the image functionf(i,j) and 
its neighbours is equal to or less than a at a certain 
distance d. The following five NGLDM feature 
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Fig. 6. Images used to characterize the mobility of surface froths in the copper flotation plant. Image (a) 
corresponds to a fast-moving and (b) to a slow-moving froth (with the difference in horizontal flow speed of 
approximately 30%). 
measures are derived from the grey level matrix of an 
image: 
Small number emphasis: 
SN E = I I[Q(r,s)/s 2]/R (1) 
r s 
Large number emphasis: 
(2) 
Number non-uniformity: 
NNU = ~ [ ~Q(r, S)2J I R (3) 
Second moment: 
(4) 
r S 
Entropy: 
~N = - I IQ(r,s) 10g(Q(r,s))/R (5) 
where R is a normalizing factor defined by Sun and 
Wee (1983) as 
R = I IQ(r, s). (6) 
r S 
Although it is difficult to attach physical meaning 
to the parameters in this method, the parameter SNE 
(smail number emphasis of feature matrix) can be seen 
as an indication of the fineness of the image, whereas 
LNE (large number emphasis) is a measure of the 
coarseness of the texture. SM (second moment of 
feature matrix) is a measure of the homogeneity of the 
image, and the NNU (non-number uniformity) and 
eN (entropy) parameters are related to the coarseness 
of the image, but it is difficult to explain which specific 
textural characteristics are represented by them (Sun 
and Wee, 1983; Siew et al., 1988). These statistical 
features therefore constitute a compact set of the es-
sential data contained in the original image, which 
can in principle be rela ted to the metallurgical para-
meters of the flotat ion process and can also be used 
for the identification of various process phenomena in 
the plant. 
4500 
Regression 
+ SM 
+ 
+ + 
4000 + 
+ 
~ 
+ u:l 
+ 
3500 
+ 
3000 
0.005 0.010 0.QI5 0.020 0.025 
Row speed (cm/s) 
Fig. 7. The correlation between actual flow speed of the 
surface froth and the SM parameter of the NGLDM 
method. 
Characterization of froth mobility and stability 
A very simple but effective method was used for 
characterizing the froth mobility. The application of 
a digital function of the VHS camera (a Panasonic 
M40) results in an image in which motion is smeared 
or blurred in proportion to the velocity of motion. 
A more mobile froth would therefore produce an 
image with more pronounced lines of motion 
[Fig. 6(a)] t!lan a stagnant or slow-moving froth 
[Fig. 6(b)]. Since the statistical classification tech-
niques used in previous work are based on the as-
sumption that the flotation froth can be viewed as 
a texture, these images are effectively distinguished 
using the same methods. It was found that the para-
meter SM (second moment of the feature matrix of the 
NGLDM method) which is basically a homogeneity 
measure, gives an accurate measure of the froth speed, 
with a R2-value of approximately 90% (Fig. 7). The 
measure of froth mobility was possible to verify by the 
comparison of the feature measure with actual froth 
speed (determined by calculating the speed of a piece 
of paper on the froth surface). 
The characteriza tion of the froth stability is based 
on the following argument: if the froth is excessively 
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stable, i.e. the rate of bubble collapse is slow, fewer 
local changes in light intensity between successive 
frames (light to dark or dark to light) should occur 
than in an unstable froth. In an unstable froth, the 
high rate of bubble collapse and formation of new 
bubbles imply a quick change in the highlights on the 
tops of bubbles (caused by the spotlight) and bubble 
boundaries (light areas). . 
The following function, the sum of statistical distri-
bution of the grey level val ues of the difference in pixel 
values, can be used to capture this information 
s = I,I,f(n) 
where f(n) is the matrix 
f(n) = {~ if Inl - n21 ~ t, if Inl - n21 < t 
(7) 
(8) 
and n 1 and n2 are the discrete pixel grey levels of the 
two successive frames and t the value of the selected 
grey level threshold. In this study, a threshold of 50 
grey levels (w hich consti tutes a fraction of approxim-
ately 20% of the full range of grey levels) was used. 
The image analysis procedure of histogram equaliza-
tion (Gonzalez and Woods, 1992) was applied to all 
images because this technique is sensitive to the inten-
sity bias created by images of different degrees of 
mineralization and therefore different grey scale dis-
tributions. 
NeuraL network modelLing of experimencaL data 
Neural nets are widely recognized for their ability 
to interpret pattern-based information and have 
attracted particular interest in the process engineering 
community as a framework for the representation of 
complex processes. One of the application areas in 
which neural networks have the most potential is in 
pattern recognition. The statistical patterns of the 
pattern classes in a problem,are often unknown, can-
not be estimated, or are difficult to determine. In 
practice such decision-theoretical problems are best 
handled by methods that yield the required decision 
functions directly v:ia training. This obviates the need 
for any assumptions about the underlying probability 
functions of pattern classes. The performance of neu-
ral networks with regard to ill-posed problems or in 
cases where data contain noise, the processing power 
associated with parallel architecture, the potential in 
pattern recognition, the typical short time of imple-
mentation and the advantages of unsuperv:ised train-
ing therefore make them ideally suited for many of the 
problem areas in computer vision (Moolman et ai., 
1994c). In this paper it is shown that backpropagation 
nets can be used to extract information about the 
effect of the addition of reagents such as CUS04 on 
the flotation of pyrite. 
Backpropagation modeLling of froth grade and re-
covery. A data set of 144 exemplars of the form 
x = {Xl> X2, X3, ... , X9, IY}, constituting images of 
the five batch runs, has been compiled. Each of these 
exemplars (x 1 to X9) represents the time, the five 
statistical texture features of the NGLDM method_ 
average grey level, stability and mobility measures 
extracted from a specific image, as well as the grade 
(Yl) and recovery (Y2) as output for the particular 
concentrate. 
It is not possible to obtain 144 sets of data which 
relate image processing data to a single output of 
either the recovery or the grade directly from the 
experimentally reported grades and recoveries. For 
each of the five runs 28 to 30 images were grabbed and 
processed, with seven to eight frames per concentrate. 
The time intervals between processed images of the 
first concentrates were therefore smaller as a result of 
the shorter duration of the collection of these concen-
trates. In this way, the more dynamic initial period of 
the batch tests is sufficiently represented by image 
data. Each image was grabbed just before a scraping 
of the froth took place. These images constitute 
a more accurate simulation of plant conditions than 
image data acquired j ust after scrapings. 
Different methods of data anal ysis can be followed 
to obtain the da ta sets. One method wo uld be to infer 
additional values of grade and recovery from the 
regression of the experimental points. In this invest-
igation, however, the experimental values for grade 
and recovery of a specific concentrate were assigned 
to all the image data points associated with that 
particular concentrate. This approach eliminated the 
necessity of inferring values from experimental data 
and has a strong resemblance to the calculation of 
average image processing values for each concentrate. 
Although the information content of the data set is 
reduced in this way, it more closely simulates the 
method of data acquisition and analysis on a plant. 
On a plant discrete process data points with time 
intervals of two hours or one composite sample of 
a particular assay are typically available. With these 
time intervals, it would be incorrect to infer values for 
process data points. In Table 2 a compact representa-
tion of the 144 sets is given, with the image analysis 
values averaged over each concentrate. 
The data set was subsequently divided into two sets 
A and B of 72 randomly arranged exemplars each. 
A backpropagation neural network with 9. input 
nodes, a hidden layer with 5 nodes and an output 
layer of one node for each of the outputs was first 
trained on set A and tested on set B after initialization 
of the network, and secondly trained on set Band 
tested on set A. The results of the two test sets were 
consistent with one another and therefore combined 
and sorted for analytical purposes. The average abso-
lute error (AAE) was used to measure the accuracy of 
the test results (i.e. the difference between the actual 
grade or recovery, and the grade or recovery as 
modelled by the neural network model). 
I dentification of most important variables. As a next 
step, the most important variables were identified by 
calculating and investigating the correlation between 
variables and by performing a sensitivity analysis. By 
omitting one variab le at a time from the training set it 
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Table 2. Reduced form of data set of 144 exemplars 
Conc. SNE LNE NNU SM e,., 
Runl 
I 0.0553 34.058 6384 509.3 - 5.644 
2 0.0549 34.514 6390 591.3 - 5.762 
3 0.0553 34.525 6394 629.2 - 5.844 
4 0.0550 34.650 6386 600.9 - 5.805 
Run 2 
I 0.0445 38.521 7804 614.4 - 5.890 
2 0.0493 37.984 7403 704.8 - 5.988 
3 0.05 14 36.623 6862 722.3 - 6.080 
4 0.0521 36.274 6672 607.4 - 5.904 
Run 3 
1 0.0456 35.867 8510 387.0 - 5.617 
2 0.0445 40.146 7891 706.0 - 6.087 
3 0.0513 36.575 6995 706.4 - 6.086 
4 0.0526 36.047 6791 608.7 - 6.018 
Run 4 
I 0.0450 39.101 7801 620.0 - 6.048 
2 0.0477 38. 527 7428 767.3 - 6.189 
3 0.0495 37.681 7138 800.2 - 6.230 
4 0.0496 37.883 7053 728.7 - 6. \37 
Run 5 
1 0.0390 42.042 8664 562.6 - 6.002 
2 0.0447 40.240 7777 862.4 - 6.308 
3 0.0493 37.407 7336 750.0 - 6.242 
4 0.0489 38.026 7278 798.4 - 6.274 
was possible to evaluate the importance of each vari-
able in the modelling of the process by determining 
the average absolute error (AAE) between actual and 
modelled flotation responses. 
RESULTS AND DISCUSSION 
Chromatic information 
The light intensity of images conveys information 
about the mineral species and concentrations in the 
surface froth. This information can be represented by 
histograms of the ·probability density distributions of 
the grey scale levels in the image, as shown in previous 
work for a copper flotation plant (Moolman et aI., 
1994b). It was possible to show the relation between 
the grade and the colour information extracted from 
the images for a bank of roughers (Fig. 8). It was also 
shown that this technique can be quantified (calib-
rated) sufficiently accurately to be an important com-
ponent in a machine vision system, on the condition 
that the relation between mineral content and colour 
is well understood. 
Bubble size 
Ten images of the copper flotation plant of this 
in~estigation were used. In Fig. 9 the normalized 
values of measures of the average bubble size are 
depicted for these images. Two parameters were found 
to be indicative of the average bubble size, i.e. the 
measures SNE and NNU, and two opposite trends 
were detected. The R-squared values for linear regres-
sion fits of the two measures were 83 and 80%, respec-
tively. The NNU parameter is a measure of the 
A verage grey 
level Stability 
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• Histogram peak ratio 
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Fig. 8. The relationship between information from grey 
level histograms and froth grade along a flotation bank. 
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Fig. 9. Average bubble size of surface froth for copper flota-
tion froths as indicated by measures of the NGLDM 
method . 
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coarseness of the texture in an image and the increase 
of NNU with an increase in bubble size is therefore 
expected. The SNE parameter is a measure of fineness 
and a decrease in SNE with an increase in bubble size 
can therefore be expected. 
In Fig. 10 the change of the average bubble size for 
each of the five batch flotation tests is demonstrated 
by using the NNU parameter. 
The decrease in bubble size can be ascribed to the 
decrease in the amount of mineral and the decrease in 
the concentration of frother. The large bubbles in the 
initial phase (in runs 3 and 5) caused by the absence of 
copper sulphate are clearly shown by the image analy-
sis parameter. The copper sulphate has a depressing 
effect in these batch runs and therefore an absence of 
copper sulphate results in a high concentration of 
solids in the froth, which in turn causes a stable froth 
with large bubbles. Run I yielded very small bubbles, 
which to a certain extent explains the high recovery. 
The relation between the high recovery and the small 
bubbles is confirmation of the assumption that the 
bubble size in the pulp and on the surface froth are 
related. The relation between the small bubbles 'of run 
I, the low grade (Fig. 2) and the high water recovery 
(Fig.4) is significant. As in the case of industrial 
plants, a runny froth with small, spherical bubbles is 
representative of a shallow, watery froth of low grade. 
Initially the addition of copper sulphate is the main 
effect, and after approximately 200 s the effect of the 
mixed collectors can be detected from the observation 
that runs 2 and 3 display smaller bubbles than runs 
4 and 5. Once again the effect can be attributed to the 
lower percentage solids caused by the addition of 
copper sulphate in the presence of mixed collectors 
(Bradshaw et aI., 1992). 
The sensitivity of this technique (of bubble size 
characterization) in relation to the human eye has 
to be emphasized. The application of this image anal-
ysis method enables the distinction between the 
bubble size of batch tests which are very difficult to 
discern with the human eye. Moreover, this method 
gives a quantitative measure of bubble size, as 
9500 
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Fig. 10. The change of average bubble size of surface froth 
with time for five batch flotation experiments. 
opposed to the qualitative measure possible with the 
human eye. 
Froth stabiLity 
In Fig. II the instability measure (from the defini-
tion of the difference function) can be used to interpret 
the relation between froth stability and the metallurgi-
cal parameters of the process. The brittle froth (con-
sistent with visual observation) of run I is clearly 
shown. The correlation between the high percentage 
solids (Fig. 5) and the stable froths (Fig. II) in the 
absence of copper sulphate is clearly shown. 
The addition of copper sulphate results in more 
brittle froths over the firs~ 5 min. As explained earlier, 
the addition of copper sulphate increases the water 
recovery which results in lower grades. In the absence 
of copper sulphate (runs 3 and 5) the increased stabil-
ity can clearly be detected. From Fig. 3 it can be seen 
that the recovery for runs 3 and 5 is initi a ll y low and it 
may be concluded that the froth viscosi ty is too high 
for these two batch tests. In runs 4 and 5 the mixed 
collector gives a more stable froth in the initial phase 
of the batch test, which explains the higher recoveries 
and grades as compared to runs 2 and 3. 
By relating the trends in Figs 4 and) ) it can be seen 
that more stable froths (i.e. less mobile froths of higher 
viscosity) have lower water recovery. This result is 
consistent with visual observation of surface froths in 
industrial flotation cells, where excessively viscous 
froths are associated with stable, less mobile and less 
watery concentrates. 
As the batch tests proceed and the solids concentra-
tion decreases, the sticky froths (runs 3 and 5) become 
less viscous. Initially all the froths are relatively stable, 
which corresponds to higher mineralization and 
higher concentration of reagents. As time passes the 
froth becomes more brittle. Since runs 3 and 5 take 
longer to reach a maximum point of instability and 
as the frother concentration can be assumed to 
decrease equally in all the tests, the conclusion can 
be drawn that the effect of the solids concentration 
has a more significant effect than the decrease in 
30 
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• RUN 4 
x RUN 5 
10L-~ __ -L __ ~ __ ~~ __ -L __ ~~~~ 
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Fig. 11. Instability feature measure for five different flota-
tion batch experiment s. 
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frother concentration. The slight increase in stability 
at the end of these batch tests is difficult to explain but 
illustrates the importance of this feature measure as 
an indication of the relative importance of flotation 
parameters at different times through the course of 
a batch run. This effect can be extended to industrial 
flotation circuits, which shows that the position of the 
introduction of reagents and the position at which the 
visual characteristics of the surface froth are 
monitored are very important. 
Froth mobility 
The relation between froth mobility and stability 
has been expected intuitively, but only qualitatively. 
A quantitative relation can be derived from image 
analysis techniques as illustrated by Fig. 12 which 
shows that the froths of runs 3 and 5 (no copper 
sulphate added) are initially of high viscosity and low 
mobility. In the initial phase of all the batch tests the 
tendency in froth mobility is strongly related to the 
initial concentration of solids in the froth (Fig. 5). The 
froth of run 1, for example, initially displays high froth 
speed, which is reflected by the relatively high water 
recovery of the first concentrate. 
As can be expected, runs 2 and 4 (copper sulphate 
added) are initially more mobile than the froths with-
out copper sulphate. The explanation of the effect of 
solids concentration in the description of the stability 
of the surface froth is also valid here, as the froths of 
runs 3 and 5 can be seen to exhibit a significant 
increase in mobility as the froths become less viscous. 
This phenomenon is also manifested by the increase in 
water recovery for runs 3 and 5. 
The effect of the mixed collector on the froth mobil-
ity can be seen by examining the difference between 
runs 2 and 4, and between runs 3 and 5. It is shown 
that a mixed collector results in a more mobile froth. 
Combined with the stabilization effect of these collec-
tors, the high grades and recoveries of the mixtures of 
collectors can be explained. 
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Fig. 12. Mobility of surface froths for batch flotation of 
pyrite. 
Relation of froth grade and recovery co image features 
In Fig. 13 the results of the neural net modelling for 
the froth grades and in Fig. 14 the modelling of pyrite 
recovery (based on batch time, froth texture, mobility, 
stability and grey level) are shown. To enable easier 
visual interpretation only the results of the highest 
and lowest grades and recoveries are shown. The 
results for all the runs were evaluated by computing 
the average absolute error (AAE) between actual and 
modelled values, which are shown in Table 3. The 
AAE for the modelled values of the grade was 4.5%, 
and 6.6% for the modelling of the recovery. 
Identification of most important parameters 
In Table 4 significant average correlation coeffi-
cients between the grade and input variables are 
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Fig. 13. The modelling of froth grade in batch flotation of 
pyrite by using image analysis data and a backpropagation 
neural net. 
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Fig. 14. The modelling of pyrite recovery for batch flotation 
by using image analysis data and a backpropagation neural 
net. 
Table 3. Average absolute error (AAE) from a comparison 
between experimental flotation data for pyrite grade and 
recovery and the values modelled by a backpropagation 
neural network 
AAE for grade AAE for recovery 
Run (%) (%) 
1 4.89 6.39 
2 2.87 1.52 
3 4.25 12.9 
4 4.77 10.05 
S 5.90 2.15 
. Average 4.5 6.6 
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shown. The recovery is not included as the grade and 
recovery was found to have a high negative correlation 
(approximately 90%), which is of course to be expected. 
Both the magnitude and sign of correlations deter-
mined demonstrate that a complex relation between 
flotation performance and froth characteristics exists. 
Although run 1, which represents a froth that is con-
siderably different from the other froths, can be readily 
distinguished from the others, it is difficult to associate 
the characteristics of the other froths with specific 
trends. This conclusion is supported by the previous 
discussion that showed the complex behaviour of the 
froth features with change in reagents and time. 
Note that the average grey level (except for run I) 
increases as the grade decreases, i.e. the froth becomes 
lighter in appearance as the solids concentration is 
diminished. The complex behaviour of froth stability 
is shown by the opposite signs of the correlation 
coefficients for runs 1,2,4 (positive) and runs 3,5 
(negative). Although the relationship between froth 
stability and mobility can be intuitively understood, 
the very different behaviour with progress in time is 
shown by the correlation coefficients in Table 4. 
The complexity of the model is confirmed by the 
average correlation coefficients (average positive and 
negative coefficients) shown in Table 5, which describe 
the relation between the measures for bubble size, 
froth mobility and froth stability. Once again opposite 
magnitude and sign of correlation coefficients can be 
observed. 
A sensitivity analysis was subsequently performed 
by omitting one input variable at a time in the train-
ing set of the backpropagation neural network. After 
testing the network on the test exemplars the average 
absolute error for the grade was determined. In the 
case of the omission of the instability and mobility 
measures no convergence was found during the train-
Table 4. The identification of high correlation between flota-
tion grade and image feature parameters 
Time 
NNU (related to bubble size) 
A verage grey level 
Instability 
Mobility 
Grade 
- 85.2% 
+ 4.4% for run I 
- 85.1 % for runs 2,3,4,5 
+ 10.2% for run I 
- 73.0% for runs 2,3,4,5 
+ 62.6% for runs 1,2,4 
- 74.2% for runs 3,5 
+ 15.2% for run I 
- 71.7% for runs 2,3,4,5 
ing phase, which conclusively shows the importance 
of these feature measures under the experimental con-
ditions of this investigation. The next most significant 
variable (which corresponded to a large increase in 
the AAE) was the bubble size. When the time was 
omitted as variable the AAE actually decreased to 
a value of 3.8%, which implies that time does not have 
to be included as a variable and that the neural net 
can therefore model the froth grade by using only 
froth features, which is not unexpected. 
CONCLUSIONS AND SIGNIFICANCE 
The results show that a significant amount of data 
can be extracted from flotation froth structures. In 
a practical computer vision system a modular ap-
proach can be followed, in which different modules 
extract colour, average bubble size, froth stability and 
froth mobility after which froth structures can be 
classified by using neural networks. This paper has 
shown that the metallurgical parameters of flotation 
can be related to the froth characteristics. 
It has been shown that most of the froth character-
istics (under the experimental conditions of this study) 
can be explained in terms of the solids concentration 
and the variables that affect the solids concentration. 
The techniques developed proved to be useful in in-
vestigating the effect of the mixed collectors and the 
addition of copper sulphate. The depressing effect of 
the copper sulphate in the presence of mixed collec-
tors was shown clearly by an analysis of the froth 
characteristics. In previous work (Bradshaw et at., 
1992) it was possible to conclude that copper sulphate 
has a depressing effect in the case of cyclo-hexyl 
dithiocarbamates, and in this paper it was shown that 
this effect can be monitored on-line by image analysis 
of the froth features. 
The more stable and mobile froths created by the 
mixed collectors explained the higher grades and re-
coveries of these froths. With previous experimental 
techniques it was possible to observe high grades and 
recoveries, but difficult to give an explanation in terms 
of the froth characteristics. The image analysis ap-
proach followed made it possible to distinguish be-
tween a shallow, watery, mobile froth with small, 
spherical bubbles (low grade) and a deeper, viscous 
and less mobile froth with large, closely packed 
bubbles (high grade). 
Backpropagation neural net modelling showed that 
the froth grade and recovery can be modelled by using 
the froth characteristics. A sensitivity analysis with 
a back propagation neural net has shown that the 
Table 5. Identification of high correlation between image feature measures 
SNE (bubble size) Instability 
SNE (bubble size) 
Instability 
Mobility 
- 6.33% for runs 1,2,4 
+ 75.3% for runs 3,5 
- 26.0% for runs 1,2,4 
- 91.5 % for runs 3,5 
- 80.5% for runs 1,2,4 
+ 70.1 % for runs 3,5 
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most important froth features in this study are the 
stability and mobility, followed by the bubble size. 
This result is in agreement with plant experience and 
emphasizes the importance of the froth viscosity. 
The approach followed provides an additional 
method to extract infonnation about the complex 
process of flotation. These feature measures can more-
over be generated on-line "which facilitates a more 
efficient evaluation of the process. Another advantage 
of the computer vision system developed is that these 
techniques provide a considerably more reliable and 
sensitive quantification of the froth characteristics 
than the human eye. This computer vision system 
constitutes a powerful research tool for the investiga-
tion and interpretation of the effect of various flota-
tion parameters. 
It can also be concluded that this approach is 
a valuable additional tool to existing monitoring tech-
niques, as process deviations are often concealed be-
cause most conventional systems monitor flotation 
behaviour based on the analysis of the concentrate of 
a complete bank of flotation cells. A computer vision 
system, in contrast, can detect incipient process devi-
ations at the feed end of a bank of cells and at any 
particular cell. The objective of this work is a control 
system that is similar to modern and advanced con-
trol systems that have the purpose of directly improv-
ing plant performance. The ability to discern between 
meaningful froth structures can then be implemented 
in on-line control systems or off-line operating pro-
cedures in various ways. The output of the classifier 
(i.e. the class of froth) could for example be relayed to 
a simple knowledge-based or fuzzy logic control sys-
tem, which could identify the appropriate control 
. measures to be taken. A large data bank can moreover 
be created at plant level to provide a record of process 
conditions that is valuable in training operators in the 
interpretation of froth structures. The hardware of the 
system is simple, reliable, inexpensive and overcomes 
the problems of complex measuring sensors and in-
strumentation of most monitoring systems. 
In the development of a control strategy, a proto-
. type system should be used to warn the operator if 
deviations from an ideal froth structure is detected, 
which will enable the operator to make the decision 
about control action until a sufficiently detailed data 
base of the relation between froth appearance and 
flotation perfonnance has been compiled. 
The combination of image data with the data of 
conventional control measures (e.g. pulp level and 
density, flow rates, on-line analysis of chemical and 
physical properties, etc.) in a supervisory knowledge-
based system, for example, may mark the beginning of 
a new generation of intelligent flotation automation 
systems. 
a 
d 
NOTATION 
Grey level parameter in NGLDM 
method 
distance metric of the NGLDM method 
6 ... 
[(II) 
LNE 
NNU 
Q 
Q(r, s) 
R 
entropy measure of NGLDM method 
difference function of successive grey 
level matrices 
large number emphasis measure of 
NGLDM method 
discrete grey level pixel values of success-
ive frames 
number non-unifonnity measure of 
NGLDM method 
probability distribution function of 
NGLDM method 
feature matrix of NGLDM method 
nonnalization factor used in NGLDM 
method 
SM second moment of the feature matrix of 
the NGLDM method 
SNE small number emphasis measure of 
NGLDM method 
s sum of statistical distribution of the grey 
level values of the difference function[(n) 
grey level threshold for difference func-
tion 
Xj input variable of training and test exemp-
lars of neural net work 
y output of training exemplars 
REFERENCES 
Aldrich, C, Moolman, D. W., Ekstecn, J. J. and Van Deven-
ter,1. S. J., 1995, Chen!. Engng Commllll. (in press). 
Bradshaw. D. J., Upton, A. E. and O'Connor, C. T., 1992, 
A study of the pyrite flotation efficiency of dithiocarba-
mates using factorial design techniques. Min. Engng 
5(3-5), 317-329. 
Glembotskii, V. A, 1972, Flolarion. Primary Sources, New. 
York . 
Gonzalez, R. C. and Woods, R. E., 1992, Digital Image 
Processing. Addison-Wesley, New York. 
Haralick, R. M., 1979, Statistical and structural approaches 
to texture. Proc. IEEE 67(5), 786-803. 
Leja, J., 1982, Surface Chemistry of Froth Flotation. Plenum 
Press, New York. 
Lim, J. S., 1990, Two-dimensional Signal and Image Process-
ing. Prentice-Hall, Englewood Cliffs, NJ. 
Moolman, D. W, Aldrich, C. and Van Deventer, J. S. J., 
1994a, The application of digital image processing in 
chemical engineering, presented at National Meeting of 
the South African Institution of Chemical Engineers, 
Kempton Park, South Africa, 22-24 August. 
Moolman, D. W, Aldrich, C. and Van Deventer, J. S. J, 
1995a, The videographic characterization of flotation 
froths using neural networks, in Neural Networks for 
Chemical Engineers (Edited by A. Bulsari). Elsevier, Am-
sterdam. 
Moolman, D. W, Aldrich, C. and Van Deventer, J. S. J., 
1995b, The monitoring of froth surfaces on industrial 
flotation plants using connectionist image processing tech-
niques . . \1in. Engng 8(1-2), 23-30. 
Moolman, D. W., Aldrich, C. and Van Deventer, J. S. J., 
1995c, Introduction to connectionist computer vision sys-
tems, in Neural Networks for Chemical Engineers (Edited 
by A. Bulsari). Elsevier, Amsterdam. 
Moolman, D. W., Aldrich, c., Van Deventer, J. S. J. and 
Stange, W. W, 1994b, Digital image processing as a tool 
for on-line monitoring of froth in flotation plants. Min. 
Engng 7(9), 1149-1164. 
Moolman, D. W., Aldrich, c., Van Deventer, J. S. 1. and 
Stange, W. W., I 994c, The automatic classification offroth 
Stellenbosch University  https://scholar.sun.ac.za
The interpretation offlotation froth surfaces 3513 
structures In flotation plants. illt. 1. Min. Process. 
(accepted). 
Moudgil, B. M., 1993, Correlation between froth viscosity 
and flotation efficiency. Min. M etal/. Process. 10(2~ 
100-101. 
Siew, L H., Hodgson, R. M. and Wood, E. J~ 1988, Texture 
measures for carpet wear assessment. IEEE Trans. Patrern 
Anal. Mach. intell. 10(1),92-\05. 
Sun, C. and Wee, W. G., 1983, Neighbouring grey level 
dependence matrix for texture classification. Compul. Vi-
sion Graphics and Image Process. 23, 341-352. 
Symonds, P. J. and De Jager, G., 1992, A technique for 
automatically segmenting images of the surface froth 
structures that are prevalent in flotation cells. Proceedings 
of the 1992 South African Symposium on Communications 
and Signal Processing. University of Cape Town, 
Rondebosch, South Africa, 11 September 1992, pp. 
111-115. . 
Woodburn, E. T~ Austin, L G. and Stockton, 1. B., 1994, 
A froth based flotation kinetic model. Trans Instn Chem. 
Engrs 72(A~ 211-226. 
Woodburn, E. T, Stockton, J. B. and Robbins, D. J~ 1989, 
Vision-based characterization of three-phase froths. I nter-
national Colloquium-Developments in Froth Flotation, 
South African Institute of Mining and Metallurgy, 
Gordon's Bay, South Africa, Vol. 1, pp. 1-30. 
Stellenbosch University  https://scholar.sun.ac.za
Chent. Eng. Contm., 1995. Vol. 139, pp. 25-39 
Reprints available directly from the publisher 
Photocopying pennitted by license only 
~ 1995 OPA (Overseas Publishers Association) 
Amsterdam B.V. Published in The Netherlands 
under license by Gordon and Breach Science 
Publishers SA 
Printed in Malaysia 
CHARACTERIZATION OF FLOTATION PROCESSES 
WITH SELF-ORGANIZING NEURAL NETS 
CHRIS ALDRICH#, DERICK W. MOOLMAN, JACQUES J. EKSTEEN and 
JANNIE S. J. VAN DEVENTER ' 
Department oj Chemical Engineering, University ojStellenbosch, Private Bag X5018, 
Stellenbosch, 7599. South Ajrica, Fax 27-21-8082059 
(ReceiL'ed July 7.1994; in final form March 2.1995) 
Flotation processes are difficult to describe fundamentally, owing to the stochastic nature of the froth 
structures and the ill-defined chemorheology of the froth. Considerable infonnation on the process is 
reflected by the structure of the froth. In previous work it has been shown that structural features extracted 
from flotation froths can be related to the behavior of flotation processes in a qualitative way through the 
identification of certain behavioral regimes or classes by using a supervised neural net as classifier. Although 
useful as an aid to control decisions, this method is less suitable for quantitative or dynamic analysis of the 
behavior of flotation plants. In this paper a new method for the analysis of flotation plants is consequently 
proposed, based on the use of order preserving maps of features extracted from digitized images of the froth 
phase. The construction of these maps by means of a self-organizing neural net is demonstrated by way of 
examples concerning the analysis of industrial copper and platinum flotation plants. 
KEYWORDS Flotation Neural nets Clustering. 
INTRODUCTION 
Flotation processes are notoriously difficult to describe fundamentally, mainly owing 
to the stochastic nature of the froth structures and the attendant complexity of the 
:. chemorheology of the froth, as well as the lack of suitable techniques to monitor the 
composition of the froth on-line. Since a significant proportion of the knowledge 
concerning the behavior of flotation processes is thus not used, control of such plants is 
often erratic and may deviate considerably from optimum. 
Moolman et al. (1994) investigated compact representations of the information 
content of digitized images of froth structures by means of power spectrum and grey 
level dependence matrices. These techniques entail the elimination of redundant 
information in the images through the extraction of sets of statistical features. In 
a subsequent investigation Moolman et al. (1995) showed that these images can be 
classified into different categories through supervised training of learning vector 
quantization neural nets. Although useful for the purpose of on-line control and 
gaining insight into the behavior of the flotation plant, these discrete classes of froth 
structures are not suitable for dynamic analysis or the analysis of quasi-steady state 
behavior of flotation processes. 
" Author to whom all correspondence should be addressed. 
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In this paper a method for the quantitative analysis of flotation processes is 
consequently proposed. The technique is based on the self-organized topological 
mapping of the behavior of flotation processes. In contrast to the method proposed by 
Moolman et al. (1995), this method is based on the mapping of the digitized images of 
froth structures to a two-dimensional feature space. Owing to the infeasibility of direct 
mapping of the grey scale levels of the pixels, the image of the froth structure is first 
reduced to a set of statistical features, such as described in detail by Moolman et al. 
(1994, 1995). 
The crucial attribute of this mapping is that it is order preserving, i.e. similar vectors 
or features (representing similar froth structures and process conditions) are mapped to 
similar positions in the output space. The behavior of flotation plants can thus be 
represented by a well-defined trajectory in a topological feature map, allowing a power-
ful basis for the analysis of these processes. 
EXTRACTION OF FEATURES FROM DIGITIZED IMAGES 
Considerable information on the process is reflected by the structure of the froth and 
the extraction of structural features from these froths has recently been described by 
Moolman et al. (1994). They have used spatial and neighboring grey level dependence 
matrices to extract features from the digitized images of the froth phase and have shown 
that features such as these are directly related to the parameters of flotation processes. 
The method of extracting these features (which is also used in this investigation) can be 
summarized briefly as follows. 
Neighboring Grey Level Dependence Matrix (NGLDM) Afethod 
The neighboring grey level matrix Q(r,s) can be considered as a two-dimensional array 
of the frequency counts of the variation in the grey scales of the image (Sun and Wee, 
1983). The dimensions of this array comprise the number (r) of grey levels in the image, 
and the number (s) of possible neighbors to a pixels in an image. Tqe matrix is 
computed by counting the number of times that the difference between each element in 
the image function f(i,j) and its neighbors is equal to or less than a at a certain distance 
d. This method has the advantage that textural features can be computed easily and 
that these features are invariant under spatial rotation and linear grey scale transform-
ation. The following parameters or features can be extracted from the matrix Q(r, s). 
Ns = LrLsCQ(r,s)/sl]/R", 
NL = LrLsCS1Q(r,s)]/RN 
N u = LsCLrQ(r, s)l]/RN 
Ml = LrLs[Q(r,s)]l/RN 
GN = - LrLs[Q(r, s)log Q(r, s)]/ RN 
(1) 
(2) 
(3) 
(4) 
(5) 
In these equations RN = LrLsQ(r, s) is a normalization factor. Although it is difficult to 
attach physical meaning to each of the above features, the small number emphasis (N s) 
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can be seen as an indication of the fineness of the image, while the large number 
emphasis (NL ) is indicative of the coarseness. The number nonuniformity (N u) and the 
entropy (£N) are similarly related to the coarseness of the image, while the second 
moment (M 2) can be seen as a measure of the homogeneity (Sun and Wee, 1983; Siew 
et al., 1988). 
Spatial Grey Leliel Dependence Matrix (SGLDM) /vfethod 
The spatial grey level dependence matrix (SGLDM) is based on the estimation of the 
2nd-order joint conditional probability density functions,f(i,j, d, 0), with 0 = 0°, 4Y' , 
90° and 13SC. Each function f(i,j, d, 0) is the probability of a transition from grey level 
i to grey level j, given intersample spacing d in the direction 0. With 9 grey levels in an 
image, the image can be represented by a 9 x 9 matrix. Each matrix can be computed 
from a digital image by counting the frequency at which each pair of grey levels occurs 
subject to a separation distance d and a direction specified by an angle 0. 
Haralick (1979) proposed a set of features to characterize these matrices. 
£ = 2: i2: j [f(i,j, d, 8)J2 
£s = - 2: i2:lf(i,j, d, 0)logf(i, j, d, 0)J 
1= 2: i2: l(i - j)2 f(i,j, d, 8)J 
H L = 2: i2: j[f(i,j, d, 8)/(1 - (i + j)2)J 
R = 2: i2:j [(i - /1x) (j - 11) (f{i, j, d, 0)/eJ xeJ)J 
R0 = £0=90'/£0=0-
(6) 
(7) 
(8) 
(9) 
(10) 
(11 ) 
These features, which are also used in this investigation can be defined as the energy (£), 
which is related to the homogeneity of the image, the entropy (£s) which is related to 
image complexity, the inertia (I) indicating the number oflocal variations in the image, 
and the local homogeneity (H J showing the tendency of similar grey levels to be 
clustered. The feature Re has been defined by the authors to account for extraction of ~ 
directional information in the image. In these equations the distance metric is defined 
as d[(k, I), (m, n)] = max[lk - ml, 1/- nlJ, where (k, I) and (m, n) are the coordinates of 
two pixels separated by distance d. The means (l1x, 11) and standard deviations (eJ x' eJy ) 
of the rows and columns respectively constitute measures of the linear dependencies of 
the grey levels in the image. 
Although these NGLDM and SGLDM features effectively encapsulate knowledge 
of the process reflected in the structure of the flotation froth, their analytical use as such 
is limited, owing to the difficulties inherent in the interpretation of feature sets of high 
dimension. These features can be reduced without loss in order, by use of self-
organizing neural nets. 
SELF-ORGANIZING NEURAL NETS 
Self-organizing neural nets are systems that create two-dimensional feature maps of 
in pu t da ta in such a way tha t order is preserved (M aren et al., 1992). This characteristic 
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makes them useful for cluster analysis and the visualization of topologies and hierarchi-
cal structures of higher-dimensional input spaces. 
A principal difference between self-organizing and other nets is that self-organizing 
neural nets learn without supervision. Such a net typically consists of an input layer, 
which is fully connected to a two-dimensional Kohonen layer (Maren et al., 1992), as 
shown in Figure L Each process element in the Kohonen layer measures the Euclidean 
distance of its weights to the input values (exemplars) fed to the layer. For example, if 
the input data consist of M-dimensional vectors of the form x = {Xl' X 2 , . .. x M }, then 
each Kohonen element will have M weight values, which can be denoted by 
Wi = {Wi l ' Wi2 ' · · · ' W iM } · The Euclidean distance D i = II x - Wi II between the input 
vectors and the weights of the net are then computed for each of the Kohonen elements 
and the winner is determined by the minimum Euclidean distance. 
The weights of the winning element, as well as its neighboring elements are 
subsequently adjusted in order to move the weights closer to the input vector, as 
follows: 
(12) 
where a. is an appropriate learning coefficient which decreases with time (typically 
starting at 0.4 and decreasing to 0.1 or lower). 
The adjustment of the weights of the elements in the immediate vicinity of the 
winning element is instrumental in the preservation of the order of the input space and 
amounts to an order preserving projection of the input space onto the two-dimensional 
Kohonen layer. 
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FIGURE 1 Generic structure of a self-organizing neural net. 
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ANALYSIS OF FLOTATION PROCESSES 
29 
In the following two examples the use of self-organized neural nets to analyze the 
behavior of flotation processes is discussed. 
Example 1: Copper Flotation Plant (M oolman et al. . 1994) 
Palabora Mining Company in South Africa has a copper flotation plant treating 
a relatively coarse ore (80-300 11m) with an approximate copper assay of 0.5%, where it 
is concentrated to approximately 36%. The principal cupriferous minerals are chal-
copyrite and bornite, while cubanite, valle rite and chalcocite are also present in smaller 
concentrations. Only two chemical reagents are used, viz., a frother and a collector. The 
flow rate of the collector is maintained at an essentially constant setpoint, while the 
dosage of the collector is among other, determined by the pH of the ore feed, as well as 
the appearance of the froth phase. 
After capture and digitization of the images of the froth phases of the flotation cells, 
the sets ofNGLDM and SGLDM features were arranged into exemplars of the form 
{Ns,NL>NU,M2 '£N} and {E,£s,I,HL,R,Re}, respectively as described previously. 
Training ({ N s, N L> N c; , Af 2' £N }TRN and {E, £s, J, H L> R, Re}TRN) and test sets ({ N s, N L> 
N u' M 2' £N }TST' {E, £s, J, H L> R, Re}TST) of exemplars were compiled for each feature set 
(NGLDM and SGLDM). The NGLDM exemplars {Ns ,NL,Nu,M2 '£N}TRN were 
presented to a net with an input layer comprising five nodes, a Kohonen layer 
comprising 400 nodes (i.e. a 20 x 20 array) and an output layer with two nodes. The 
output or coordinate layer mapped the values of the weights in the Kohonen layer to an 
x-and a y-coordinate to enable better visualization of the mapping of the data in the 
Kohonen layer. The SGLDM exemplars {E,£s,I,HL,R,Re}TRN were presented to 
a similar net, except that the input layer of this net contained six nodes, instead of five. 
In both cases the nets required approximately 6000 iterations to perform the 
mapping, after which the nets were presented with their respective test sets 
{Ns , Nv N u' M 2' eN }TST and {E, £s, 1, H L> R, Re}TST' For purposes of comparison, 
the classes of froth structures described by Moolman et al. (1995) who had considered 
the classification of these froths with a trained (supervised) learning vector quantization 
neural net, are indicated in Figure 2. 
Class A: Well-loaded bubbles with a window-like spot on top, indicating that the 
froth is neither too brittle, nor too stiff. 
Class B: Polyhedral bubbles with a deep well-drained froth structure, in which 
adequate separation between mineral and gangue has been attained. 
Class C: A tough froth that exhibits resistance against the flow, as indicated by its 
predominantly ellipsoidal bubbles. 
Class D: A froth depleted of minerals, as indicated by the small spherical bubbles. 
This type of structure can also be caused by too much water in the feed or excessive pulp 
levels. 
The results of the mapping of the exemplars are shown in Figures 3 and 4, as well as 
in Figure 5, based on a combined NGLDM-SGLD M feature set. In order to evaluate 
the ability of the neural net to cluster the various froth phases, the centers of gravity 
cj ( X j ' Yj) of each class j on the topological maps shown in Figures 3 and 4 were 
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CLASS A CLASS B 
CLASS C CLASS 0 
FIG U RE 2 Typical examples of froth structures in a copper flotation plant and the statistical features 
representLng each of the four classes (example 1). 
calculated, as well as the distance dij of each individual froth i from each of the centers 
of gravity cj of the r.lasses j. That is 
(13 ) 
(14) 
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FIGURE 3 Mapping of froth structures in copper flotation plant based on NGLDM features and 
a (20 x 20) Kohonen layer (example 1). 
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FIGURE 4 Mapping of froth structures in copper flotation plant based on SGLDM features and 
a (20 x 20) Kohonen layer (example 1). 
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FIGURE 5 Mapping or rro th structures in copper fl o ta tion plant based o n combined a NGLDM -
SG LDM rea ture set and a (20 x 20) Kohonen layer (example I ). 
where x ij represents the x-coordinate of the ith froth image from the jth class of froths , 
and Yij represents the y-coordinate of the ith froth image from the jth class of froths , 
while Xj and ij denote the coordinates of the center of gravity of the jth class. 
Where clustering is crisp (i.e. , perfect separation of each of the classes), all distances dij 
(iEj) can be expected to be smaller than dij(i¢j). A measure of the sharpness of the 
separation (or the degree of clustering) can thus be constructed by sorting all dij values 
for each class j from small to large (i.e., for the four classes, four ranking lists would be 
obtained). The measure of dispersion M j is then calculated as follows . ~ 
( 15) 
where mij = the ranking order of dij , if iEj, and 0 otherwise. Thus the lower the value of 
M j , the sharper the definition of the clusters. To enable generalized comparisons 
regardless of the number of froths or classes mapped, the dispersion M j is normalized 
(Mj), that is 
M'. = 1 - (M . - M,?in)/ (M,?ax - M min ) (16) 
J J J J J 
where the values M,?in and M,?ax correspond to the best and worst degrees of clustering 
J J 
possible for the system. 
A unitary M j value is thus an indication of perfect clustering, while an Mj value of 
zero is an indication of perfect dispersion or random mapping of the various class 
members. 
The values of Mj a re shown for each class and fe a ture set NGLDM, SGLDM and 
NGLDM -SGLDM in Figure 6. The average degrees ofc1 uste ring fo r each class (A, B, 
C a nd D), usi ng the NGLDM -SGLDM and combined NGLDM-SGLDM features 
a re tabulated at the bottom of Figure 6. These averages (A VG ) a re based on seve ral 
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FIGURE 6 Analysis of clusters formed by self-organized mapping (example 1). Overa ll performance by 
using different feature sets ind icated in brackets. 
runs with different training and test sets. The standard deviations (STD) associated 
with these averages are also shown. The overall average performance of the net using 
the different features is shown in brackets next to the labels on the horizontal axis. 
From the data in Figure 6, it can be seen that somewhat sharper clustering could be 
obtained by use of the combined NGLDM-SGLDM feature set, instead of the 
NGLDM feature set. Use of the SGLDM feature set resulted in markedly poorer 
clustering of the froth classes, especially as far as classes C and D are concerned. 
Example 2: Platinum Flotation Plant 
In this example froth phases in a South African platinum plant is considered. The 
flotation circuit investigated consists of two separate streams. Four chemical reagents 
are used in the process, namely a [rother, collector, depressant and an activator. The 
pulp level of the plant is controlled manually, as well as by automatic level controllers, 
The specific gravity of the feed is controlled through adjustments in the rate at which 
water is added to the feed . 
Three types offroths could be distinguished in the second rougher cell in the bank of 
primary roughers, from where images of the froth phases were obtained. As before, 
these froths were arranged in different classes, based on the metallurgical significance of 
each type of froth. As can be seen in Figure 7, these froths differ considerably from the 
froths in the copper plant. The characteristics of the froths can be summarized briefly as 
follows. 
Class 1 (Watery froth): The bubbles are large and watery, wi th little mineral on the 
bubble surface. This is the result of comparatively low specific gravities or excessive 
pulp levels. 
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FIGURE 7 Typical examples of froth structures in a platinum flotation plant and the statistical features 
representing each of the three classes (example 2). 
Class 2 (Runny froth): The froth has relatively small bubbles, is more mobile than 
the froth in class 1 and overflows the launder. This condition is typically caused 
by excessive depressant and frother dosage. 
Class 3 (Viscous Froth): The froth consists of tough ellipsoidal bubbles, heavily 
loaded with minerals. The surface of the froth is relatively light as a result of the 
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presence of gangue minerals. The condition of the froth is usually associated with 
a comparatively low dosage of depressant. 
By means of the NGLDM and SGLDM methods, features were extracted from 
digitized images of the froths in the plant. As before, each image was characterized by 
five NGLDM features, viz., {Ns, N v N U, M2, EN} and six SGLDM features , viz., {E, £5' 
J, Hv R, Re}. A total of 300 sets ofNGLDM and SGLDM features or exemplars was 
compiled and of these, 200 were used to train the neural net. The remainder were used 
to evaluate the ability of the net to distinguish between various froths. 
A self-organizing neural net with a structure identical to the one trained on NG LDM 
and SGLDM exemplars in example 1 was used to map the froth phases. As before the 
net typically converged in less than 6000 iterations. Mapping of the test exemplars is 
shown in Figures 8-10. From these figures it can be seen that the exemp1ars are 
arranged in clusters which correspond to a high degree to the classes (1, 2 and 3) above. 
Measures of dispersion Mj were also calculated for these mappings, the results of 
which are portrayed graphically in Figure 11. In this case very similar results were 
obtained by use of the NGLDM and combined NGLDM-SGLDM feature sets, which 
were significantly better than the degree of clustering that could be obtained by using 
the SGLDM feature set. 
MAPPING OF FROTH STRUCTURES 
The advantage of using topological maps instead of other types of classifiers, is that 
they can be used to track the performance of flotation processes on a continuous basis, 
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FIGURE 8 Mapping of froth structures in platinum flotation plant based on NGLDM features and 
a (20 x 20) Kohonen layer (example 2). 
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FIGURE iO Mapping of froth structures in platinum flotation plant based on a combined NGLDM-
SGL D M feature set and a (20 x 20) Kohonen layer (example 2). 
as opposed to the identification of discrete classes by using supervised neural nets or 
other types of classifiers. This enables the early detection of drift or other incipient 
process deviations (manifested as movement across a certain region on the map), which 
could otherwise not be detected without an undue proliferation of classes in an attempt 
to foresee all possible deviations in the process. 
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a single cell, where operating conditions are usually kept as constant as possible (by 
confining the system to a particular region on the map), deviations in the system can be 
detected early, allowing more accurate control of the process. 
CONCLUSIONS 
The use of self-organizing neural nets provides a powerful means for the on-line 
characterization of flotation processes in a way not feasible with previously proposed 
systems. 
Process maps based on NGLDM feature sets appear to be significantly more 
accurate than those based on SGLDM feature sets. Use of combined NGLDM-
SG LD M feature sets sometimes leads to a marginal improvement over the use of 
NGLDM feature sets. 
NOMENCLATURE 
Di 
E 
J() 
J(i,j) 
J(i,j,a, 8) 
9 
HL 
I 
k,l,m,n 
Mj 
M'. 
1 
M~ax 
1 . 
M,"!,ln 
1 
M2 
n 
NL 
Ns 
Nu 
Q(r. s) 
R 
A grey level parameter in the NGLDM method 
Center of jth cluster 
Distance metric of NGLDM and SGLDM methods 
Distance metric of froth clusters, i.e., distance of froth i from cluster 
center j 
Euclidean distance between two vectors 
Energy measure of NGLDM method 
Probability density function of SGLDM method 
Image function of grey levels i and j 
2nd-order joint conditional probability density function of a digital 
Image 
Number of grey level§ in an image 
Local homogeneity of SGLDM method 
Inertia measure of SG LD M method 
Coordinate pairs (k, I) and (m, n) of space metric d 
Ranking order of ith froth image with regard to the jth cluster center 
(characterized by distance metric di ;) 
Measure of dispersion of jth cluster 
Normalized measure of clustering of jth cl uster (i.e., related to 1-M) 
Minimum dispersion (maximum clustering) 
Maximum dispersion (minimum clustering) 
Second moment of the NGLDM method 
Number of mappings 
Large number emphasis of NGLDM method 
Small number emphasis of NGLDM method 
Number nonuniformity measure of NGLDM method 
Neighboring grey level matrix, with r grey levels and s neighbors 
Correlation measure in the NGLDM method 
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Number of grey levels in a digital image 
Normalization factor used in NGLDM method 
39 
Ratio of energy features in different directions in the SGLDM method 
SG LD M feature 
Number of neighbors of a pixel in a digital image 
Weight vector of element i in the Kohonen layer of a self-organizing 
neural net 
jth weight of the ith Kohonen element in a self-organizing neural net 
New value of jth weight of the ith Kohonen element in a self-organizing 
neural net 
Old value of jth weight of the ith Kohonen element in a self-organizing 
neural net 
Vector in general {xJ 
Vector element 
x-coordinate of ith mapped froth image 
y-coordinate of ith mapped froth image 
x-coordinate of ith mapped froth vector belonging to jth froth class 
y-coordinate of ith mapped froth vector belonging to jth froth class 
x-coordinate of center of ith cluster 
y-coordinate of center of ith cluster 
Greek symbols 
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Abstract - Ill-defined processes such as the froth notation of minerals are mostly controlled in an 
empirical way by using rui<:s of thumb. These processes involve so many variables that the plant 
operator finds it difficult to visualise or even observe a change in process conditions. In froth 
flotation the operator is supposed to visually observe process changes from the appearance of the 
froth, which is an unreasonable demand under industrial conditions. An on-line computer vision 
system based on a textural analysis of the froth phase has been developed in South Africa and has 
been in operation on two industrial plants since early 1995. Textural parameters are determined on-
line, and disturbances in process conditions, such as a change in reagent addition or froth depth. are 
visualised via a Self-Organizing Map (SOM) neural net. 
INTRODUCTION 
Processes, especially in the minerals industry, are often complex and poorly understood, so that adequate 
phenomenological models are usually not available. In addition, few if any of the existing models have been 
implemented for on-line control decisions in the minerals industry. Consequently, the monitoring and control of 
many plants are often conducted on a mainly heuristic and even intuitive basis, where plant operators attempt to 
maintain optimal operating conditions based on their experience of the behaviour of the plant. Such systems are 
usually controlled suboptimally owing to human error, inadequate training and lack of experience. One cause of this 
problem is that the multivariate and non-linear nature of these 'processes makes it difficult to track and visualise 
process disturbances. Whereas changes in process conditions usually occur concurrently in multiple dimensions -
some enhancing and some inhibiting the process efficiency - the plant operator conceptualises in three dimensions at 
best, especially in a dynamic situation. The aim of this paper is to show how Self-Organising Map (SOM) neural 
nets could be used to assist the operator in monitoring process disturbances. Two case studies on industrial flotation 
plants will be used to demonstrate how different mineral froths could be classified, and how process changes could 
be observed by the operator. 
Froth flotation is a process whereby valuable minerals are separated from waste by exploiting natural differences 
or by chemically inducing differences in hydrophobicity. When air bubbles are introduced into an agitated pulp, the 
hydrophobic particles will attach to the air bubbles and rise to form a froth on the surface of the pulp, while the 
hydrophilic particles will remain in the pulp. Independent variables in a flotation plant include disturbance variables 
such as the head grade, fineness of crystallisation, degree of oxidation, fineness of grind, pulp density and volumetric 
flowrate, while the manipulated variables include reagent additions and the points of addition, the pulp level, air 
addition and collection points. The dependent performance variables include the grade, recovery, the pulp density 
and the flowrate. 
Considerable information regarding this very complex process is reflected by the structure and appearance of the 
froth phase (Moolman, 1995; Moolman et a\., \994; 1995a; \995b). Despite numerous papers on the fundamentals 
of flotation, the mechanisms operating within flotation froths, and the relationships between those mechanisms and 
the visual appearance of the surface froth are still poorly understood. Each plant may exhibit its own idiosyncrasies 
as far as visual characteristics are concerned, which may depend on the design of the flotation cells used, the 
mineralogy of the ore, the specific flotation chemistry involved, etc. The computer vision system developed at the 
University of Stellenbosch in South Africa uses spatial and neighbouring grey level dependence matrices to extract 
.eatures from the digitised images of the froth phase. These features can be related to practical values such as bubble 
size, froth stability, froth mobility and viscosity, which can be related directly to flotation conditions such as reagent 
dosage, aeration rate, pulp level, pulp density, and particle size (Moolman, 1995; Moolman et aI., 1994; 1995a; 
1995b). It has been found that the grey level dependent features encapsulate process knowledge, but their individual 
SI095 
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use is limited owing to the difficulties inherent in the interpretation of feature sets of high dimension. Evidently, this 
dimensionality of the feature space associated with froth appearance should be reduced for visualisation purposes, 
and it is for this reason that SOM nets have been used. 
TEXTURAL FEATURE EXTRACTION FROM FLOTATION FROTHS 
A brief summary of the grey level dependence methods used for feature extraction of flotation froths is given below. 
NEIGHBOURING GREY LEVEL DEPENDENCE MATRIX (NGLDM) METHOD 
The neighbouring grey level matrix Q(r.s) is a two-dimensional array of the frequency counts of the variation in the 
grey scales of an image (Sun and Wee, 1983). The dimensions of this array are given by the number (r) of grey 
levels in the image, and the number (s) of possible neighbours to a pixels in an image. Q(r.s) is computed by 
counting the number of times that the difference between each element in the image functionj{ij) and its neighbours 
is equal to or less than a at a certain distance d. Textural features can be computed easily in this way, and are 
invariant under spatial rotation and linear grey scale transformation. The following features or parameters can be 
extracted from Q(r.s) : 
NS = L~s[Q(r. s)ls2]1RN 
NL = L~s [s2Q(r. s)]IRN 
Nu = Ls[LrQ(r.s)2]IRN 
M2 = L~s[Q(r.s)j2IRN 
£N = - LrLs[Q(r.s)logQ(r.s)] IRN 
( I ) 
(2) 
(3 ) 
(4) 
(5) 
where RN = L~sQ(r.s) is a normalization factor. It is difficult to attach a physical meaning to each of the above 
features. Nevertheless, the small number emphasis (Ns) gives an indication of the fineness of the image, the second 
moment (M2) is a measure of the homogeneity, while the large number emphasis (NL) , the number nonuniformi ty 
(Nu) and the entropy (£N) are indicative of the coarseness (Sun and Wee, 1983). 
SPATIAL GREY LEVEL DEPENDENCE MATRIX (SGLDM) METHOD 
The SGLDM is based on the estimation of the 2nd-order joint conditional probability density functions, j{i.}.d,8) , 
with 8 = 0°, 45°, 90° and 135°. Each j{ij.d,8) is the probability of a transition from grey level i to grey level j, 
given intersample spacing d in the direction 8. By counting the frequency at which each pair of grey levels occurs 
subject to a separation distance d and a direction 8 , each matrix can be computed from a digital image. The features 
used to characterise the SGLDM are (Haralick et ai., 1973): 
E = L iLjlIUj.d,8)j2 (6) 
f.s = - L iLjlIUj.d,8)log/(ij.d,8)] (7) 
1= L iL j [(i:i)2f(i.}.d,8)] (8) 
HL = L jLjlICij,d,8)/(l-(i+})2)] (9) 
R = LjLj[(i-llx)(j-Il)(t{iJ.d,8)!<ix<iy)] (10) 
Re = Ee=9001 Ee={)o (II) 
The energy (E) is related to the homogeneity of the image, the entropy (£s) is related to image complexity, the 
inertia (I) indicates the number of local variations in the image, R is the correlation measure, the local homogeneity 
(HJ shows the clustering tendency of similar grey levels, and the feature Re accounts for extraction of directional 
information in the image (Moolman et ai., 1995a). The distance metric is defined here as 
d[(k,l),(m.n)] = max[lk-ml,ll-nll (12) 
where (k,l) and (m.n) are the coordinates of two pixels separated by distance d. The means (llx,lly) and standard 
deviations (<ix,<iy) of the rows and columns respectively constitute measures of the linear dependencies of the grey 
levels in the image. 
These NGLDM and SGLDM features have the potential to ·encapsulate knowledge of the flotation process 
reflected in the appearance of the froth. However, their analytical use as such is limited as a result of the difficulties 
inherent in the interpretation of feature sets of high dimension. As explained below, self-organising neural nets can 
reduce these features without loss in order. 
Stellenbosch University  https://scholar.sun.ac.za
European Symposium on Computer Aided Process Engineering-6 _ Pan B SI097 
SELF-ORGANISING NEURAL NETS 
Self-organising map (SOM) neural nets create two-dimensional feature maps of multi-dimensional input data in such 
a way that order is preserved (Maren et aI., 1992)_ Similarly, back-propagation maps, adaptive resonance theory 
maps (ARTMAP) or fuzzy ARTMAP could be used. The SOM nets used here consisted of an input layer which was 
fully connected to a two-dimensional Kohonen layer, and learned without supervision. Each process element in the 
Kohonen layer measures the Euclidean distance of its weights to the input values fed to the layer. A winning element 
is then selected on the basis of a minimum Euclidean distance. The weights of the winning element, as well as its 
neighbours are subsequently adjusted in order to move the weights closer to the input vector. The adjustment of the 
weights of the elements in the immediate vicinity of the winning element is instrumental in the preservation of the 
order of the input space and amounts to an order preserving projection of the input space onto a two- (in this case) or 
three- dimensional Kohonen layer. 
The clustering ability of the SOM net was evaluated by calculating the centres of gravity c/Xj, lj) of each class) 
on the topological map, as well as the distance Dij of each individual exemplar i from each of the centers of gravity Cj 
of the classesj: 
C-(X y.) = ('L-r --/n-'L-v--/n) J J' J r'IJ' v IJ ( 13 ) 
( 14) 
where Xi" represents the x-coordinate of the i-th exemplar from th e )-th c lass, and Y,j represents the y-coo rdinate of 
the i-th ~xemplar from the )-th class, while ,tJ and Yj denote the coordinates of the centre of gravity of the ) -th class_ 
Where clustering is sharp (i_e_ perfect separation of each of the classes), all distances Dij (i E ) can be ex pected to be 
smaller than Dij (i re i). A measure of the sharpness of the separation (or the degree of clustering) can be determined 
by sorting all Dij-values for each class) from small to large_ If mij ~ I is the ranking order of Dij for i E j, and 0 
otherwise, then the measure of dispersion ~ is calculated as: 
M='L-m -J I IJ (IS) 
A low value of ~ gives -a sharp definition of the clusters. By normalising the dispersion (Mj ), generalized 
comparisons are obtained regardless of the number of exemplars or classes mapped: 
where the values ~min and Mrax correspond to the best and worst degrees of clustering possible for the system. A 
unitary M j value indicates perfect clustering, while a zero value indicates random mapping of the various class 
members. 
ANALYSIS OF FLOTATION PROCESSES 
Operating data and features extracted from froth images have been obtained off-line from a copper flotation plant in 
South Africa, and interpreted using SOM nets as shown below. Furthermore, a computer vision system 
incorporating an on-line SOM display which visualises changes in process conditions has been tested on two 
flotation plants for precious metals in South Africa. It will be demonstrated how changes in operating conditions can 
be visualised as a profile of movement on the SOM plots. 
COPPER FLOTATION IMAGES 
Froth images from the rougher bank of an industrial flotation plant were capured and digitised, after which the sets of 
NGLDM and SGLDM features were arranged into exemplars of the form {Ns, NL, Nu, M2, tN} ' and {E, ts, I, HL, 
R., Re}· Training ({NS' N L, N U' M2, tNhRN and {E, ts, I, HL, R., RehRN) and test ({NS' NL, NU' M2, tNhsT and 
{E, ts' I, HL, R, RehsT) sets of exemplars were compiled for each feature set (NGLDM and SGLDM). Froth 
images were randomised before selection. of the training set. The NGLDM exemplars {NS' NL, NU' M2> tNhRN and 
the SGLDM exemplars {E, f-S' I, HL, R, RehRN were presented to nets with an input layer of five or six nodes 
respectively, a Kohonen layer of 400 nodes (i.e- a 20 x 20 array) and an output layer with two nodes referring to an 
x-y coordinate system. Training of the nets was accomplished in about 6000 iterations_ A combined NGLDM-
SGLDM feature set was used to train an SOM net with II input nodes in order to test whether the individual grey 
level feature sets complement each other in terms of classification efficiency. 
In total, 497 images of copper froths from the same rougher bank were used, of which the four typical classes 
(Moolman et aI. , 1995a) depicted in Figure 1 are described as follows : 
Stellenbosch University  https://scholar.sun.ac.za
SlO98 European Symposium on Computer Aided Process Engineering---6. Part B 
Class A: Well-loaded bubbles with a window-like spot on top, indicating that the froth is neither too brittle, nor too 
stiff. 
Class B: Polyhedral bubbles with a deep well-drained froth structure, in which adequate separation between mineral 
and gangue has been attained. 
Class C: A tough froth that exhibits resistance against the flow, as indicated by its predominantly elliptical bubbles. 
Class D: A froth depleted of minerals, as indicated by the small spherical bubbles. This type of structure can also be 
caused by too much water in the feed or excessive pulp levels. 
(a) Class A [249] (b) Class B [97] (e) Class C [54] (d) Class D [97J 
Figure 1. Froth structures in copper flotation plant (a) Class A, (b) Class B, (c) Class C, and (d) Class D. 
Figures in square brackets indicate the number of exemplars avail able fo r each class . 
Figure 2. SOM map of froth structures in a copper 
flotation plant based on a combined NGLDM-SGLDM 
feature set and a 20x20 Kohonen layer. 
M~asurc of clustering (M' j) 
Class 
~A 
D B 
8l c 
~o 
Figure 3. Efficiency of clustering of copper 
flotat ion images by SOM net for the different 
grey level methods. The overall performance by 
using different feature sets is indicated in parentheses. 
Figure 2 shows only the topological map for the combined NGLDM-SGLDM feature set, which gave better 
clustering than either of the individual grey level methods. The NGLDM method on its own was superior to the 
SGLDM method. This is confmned by the measure of clustering for all three feature sets, as shown in Figure 3. 
Ideally, a copper flotation plant should attempt to maintain Class A froth, as this gives the best flotation results. 
Process disturbances such as a change in reagent addition, the fmeness of grind, the solid/liquid ratio, or the 
mineralogy modify the appearance of the froth phase, which could result in a change of froth class . By monitoring 
the froth features continuously, the computer vision system will inform the operator about the froth class present, and 
an associated knowledge base or expert system could then assist the operator to devise a strategy to return to the 
ideal froth class, which is Class A in th is case. 
IMAGES FROM PRECIOUS METAL FLOTATION 
On one of the two flotation plants recovering precious metals, nickel and copper, 300 froth images were collected 
on-line from the rougher banle These images were randomised, and 200 were selected for training, while 100 
feature sets were used for testing. The average measures of clustering on an SOM plot were: 0.8644 for the 
NGLDM, 0.8257 for the combined NGLDM-SGLDM, and 0.8048 for the SGLDM. Hence, in contrast with the 
copper images where the combined method was superior, the NGLDM was preferable here. This is an indication 
that the optimal selection of textural features should be conducted for each plant individually. 
SOM maps visualising the operation of'the third cell in the first rougher bank were computed on-line in real-time 
on both industrial plants utilised tor testwork. As explained before, the operator could follow disturbances in 
process conditions using this technique. Firstly, a significant movement on the map indicates unstable process 
conditions, and secondly, a permanent displacement from one positior. on the SOM map to another indicates a shift 
in process condit ions, and hence a change in the class of froth encountered. Moo lman (1995) proposed guidelines 
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for relating troth appearance to process conditions. However, it is not yet possible to establish a unique relationship 
between the position on the SOM map and the set of process conditions. 
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Figure 4. On- line SOM profiles fo r normal operati on (broken lines) and filiecn minutes after a 
35% decrease in the now rate of the depressant (solid lines) at a precious metal notation plan t. 
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Figure 5. On-line SOM profiles for normal operation (broken lines) and fifteen minutes 
after a 41 % increase in the flow rate of the depressant and a concomitant 75% 
decrease in the troth depth (solid lines) at a precious metal flotation plant. 
Figures 4 to 6 depict the profiles of movement on the on-line SOM map during normal operation (broken lines), 
and as a result of typical step changes (solid lines) which were induced on the one plant. The five inputs to these 
SOM nets were the average grey level, a measure of the instability of the troth, and three NGLDM features , i.e. Ns, 
M2 and cN' It is clear that each of these deviations in process conditions caused a significant shift on the SOM map, 
which provided the operator with an evolutionary image of flotation response. Even if different troth classes cannot 
be associated with specific regions on the SOM map, as depicted in Figure 2, a knowledge base will assist the 
operator to identify the causes for specific types of deviations on the SOM plot. Such cause-effect information will 
guide the restoration of ideal flotation performance by returning to a specific region on the SOM plot. If a change in 
ore characteristics occurs in a leaching plant, as explained by Annandale et al. (1995), an SOM map could similarly 
be used to track such changes and to enhance the visualisation by reduction of the virtual dimensionality of the 
problem. 
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Figure 6. On-line SOM profiles fo r nonnal operation (broken lines) and an increase in the pulp leve l over a period 
of 40 minutes (solid lines) at a precious metal fl otation plant. 
CONCLUSIONS 
Disturbances in multi-dimensional process ing operations which are poorly understood could be represented by a 
profile of movement on a two-dimensional Self-Organizing topological Map (SOM). Clustering analysis could be 
used to summarise the multi-dimensional difference between exemplars, as well as the degree of dispersion of the 
properties of the various exemplars. Artificially separate classes could also be identified in this way. 
It was demonstrated how such a SOM analysis can represent differences between froth classes during the 
flotation of minerals . It was also shown how an on-line computer vision system incorporating a SOM is able to track 
changes in operating conditions on an industrial flotation plant. Two grey level dependence methods, NGLDM and 
SGLDM, as well as a combination thereof, were used to extract textural features from images of flotation froths. It 
has been shown at plant level that an on-line SOM plot is a most useful monitoring device to the operator and acts as 
an early warning system long before anyon-line analytical instrument registers a disturbance. Unless a unique 
relationship can be established between process conditions and froth appearance for a complex process such as 
flotation, an on-line SOM plot should be used for monitoring rather than closed-loop process control. 
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ABSTRACT 
This paper discusses che rapid development in compucer cechnology and neural networks 
chac are used co Crans form recently developed concepcs and available cechnology in co a 
new generacion of intelligent aueomacion syscems. In chis sCudy feacures excracted from 
images of frochs by an on-line machine vision syscem in an industrial precious melal 
fiocacion planc were used co relate froch charaCleriscics with the performance of the plant 
by using self-organising and Sammon maps. This intelligent vision syscem constitUles a 
powerful tool for the investigation and inlerprecalion of the effecc of various fiocalion 
parameters. Previous work is extended by relating surface froth characteristics with 
industrial fiotalion control and performance variables. This method of syscem identificacion 
represenls a significant development towards an automatic control system. 
Copyright 10 1996 Published by Elsevier Science Ltd 
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INTRODUCTION 
The rapid developments in computer vision, computational resources, artificial intelligence and the 
integration of these technologies are creating new possibilities in the design and implementation of 
commercial intelligent monitoring and control systems. In chemical and minerals engineering numerous 
opportunities for the application of these systems exist, of which the characterisation of flotation froth 
structures is a good example of the use of visual data as a supplement to conventional plant data. 
Flotation has long been known to be one of the most difficult processes to understand [1]. Nonetheless it 
is a process of major economic importance, mainly as a result of its efficiency in the treatment of large ore 
tonnage and its relative ease of implementation in industry. In practice the control of industrial flotation 
plants is often based on the visual appearance of the froth phase, and depends to a large extent on the 
experience and ability of a human operator. A standard control cycle comprises the fixing of initial set 
points, a settling period for transient dynamics to subside, a period of measurement and evaluation, and 
a final estimate of appropriate set points. According to· Hulbert and Henning [2] operators often tend to 
make the periods for settling and measurement too small. Apart from these aspects, the inexperience or 
inability of the operator can have a further significant impact on the control of the plant. As a result optimal 
control is not usually maintained, especially where incipient erratic behaviour in the plant is difficult to 
detect. 
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In previous work [3] the interrelationship between froth appearance and flotation performance on a batch 
scale has been shown. In this paper the use of a machine vision system incorporating a self-organising and 
Sammon neural net is considered on an industrial scale, and it is shown to be an efficient device for fault 
detection and monitoring. 
FUNDAMENTAL CONSIDERATIONS FOR A FLOTATION VISION SYSTEM 
In the design of machine vision and neural net monitoring equipment a systems engineering approach is 
essential to ensure the long term maintenance and viability of a system. Machine vision and neural nets 
constitute cutting edge technologies that are still subject to rapid development, and any design based on 
these technologies needs to be sufficiently flexible to be able to accommodate frequent and significant 
changes to both the hardware and software of the system. The principles of the system used on flotation 
plants, as well as some of the constraints pertaining to the system are outlined briefly below. 
• The system had to emulate the way in which process operators discriminate between froth 
structures. This inter alia allows the inclusion of heuristic operating knowledge in a natural 
fashion, when necessary, and also promotes acceptance of the instrument as a decision suppOrt 
system for plant personnel. 
• As far as possible the images had to convey physical meaning, such as bubble size, froth mobility, 
stability, colour, etc., rather than being treated as abstract multi-dimensional patterns. Application 
of this principle facilitates the extraction of expert rules and the construction of a knowledge-base 
system for plant operation. Explicit rules in terms of meaningful variables allow for transparent 
back tracking to validate decisions recommended to the operator or to validate new control 
procedures. 
• The analysis and classification of images had to be as simple as possible, by exploiting the fact 
that many of the froth characteristics are correlated. Small bubbles are for example associated with 
brittle, mobile froths, whereas large bubbles are associated with excessively stable and stagnant 
froths. 
• Moreover, the approach to classification of froth structures had to be as generhl as possible, and 
not be specific to a particular plant, cell design, ore type, etc .. Thus, if the set points ~f the plant 
had to change owing to variation in ore characteristics or other plant parameters, a general system 
would be better able to facilitate the identification of new set points than a more specialised 
system. 
• It was essential that the dynamics of the froth structure had to be taken into account. A 
considerable portion of the process information is associated with the mobility and stability of the 
froth, and techniques used had to provide an effective measure of these characteristics. 
IMAGE ANALYSIS 
Images of the froth surface are acquired by an on-line monitoring camera, which are then digitised by 
means of a frame grabber in a computer. A number of p images (p = 5 is currently regarded as sufficient) 
are acquired successively and stored in computer memory. This procedure satisfies the requirement for 
successive images for the dynamic analysis of the froth. 
Extraction of features from images 
The three main grey level procedures can be divided into textural, mobility and stability characterisation. 
In the mobility and stability calculations histogram equalisation is performed on the averaged image. The 
textural approach is based on the use of grey level dependence matrix methods [4]. 
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Considerable information on the process is reflected by the structure of the froth and the extraction of 
structural features from these froths has recently been described by Moolman et al. {5] . They have used 
spatial and neighbouring grey level dependence matrices to extract features from the digitised images of 
the froth phase and have shown that features such as these are directly related to the grade and recovery 
of the plant. The method of extracting these features (which is also used in this investigation) can be 
summarised briefly as follows . 
Neighbouring grey level dependence matrix methods depend on the assumption that all the textural 
information is contained in the neighbouring grey level dependence matrix Q. This matrix takes the form 
of a two-dimensional array Q, where Q(r,s) can be seen as frequency counts of greyness variation of a 
processed image. The dimensions of the array are r x S where r represents the number of grey levels and 
S the number of possible neighbours to a pixels in an image. The Q matrix can be computed (for positive 
integers d, a) by counting the number of times that the difference between each element in the image 
function f(i,j) and its neighbours is equal to or less than a at a certain distance d. Five features were 
required to maximally extract information from images of froth textures . Three of these were neighbouring 
grey level dependence matrix features, viz. the small number emphasis (SNE), the second moment (SM) 
and entropy (€N)' which are defined by equations 1-3 . 
L L [Q(r,s)ls 2] 
Small Number Emphasis: SNE r .\" (1) 
R 
Second Moment: SM ,\' 
(2) 
R 
-L L Q(r,s) log(Q(r,s)) 
Entropy: r .\. 
(3) 
R 
Here R is a normalising factor defined by Sun and Wee {6] as: 
R = LL Q(r,s) (4) 
r ,\" 
Though it is difficult to attach physical meaning to these parameters, the parameter SNE can be seen as an 
indication of the fineness of the image. The second moment SM is a measure of the homogeneity of the 
image, and the entropy €N is related to the coarseness of the image, but it is difficult to explain which 
specific textural characteristics are represented by them {6,7]. In addition to these features, average grey 
level (AGL) values were also used, as well as an instability parameter (ct». 
Although these features effectively encapsulate knowledge of the process contained in the structure of the 
flotation froth, their analytical use as such is limited, owing to the difficulties inherent in the interpretation 
of feature sets of high dimension. Interpretation of these features can be facilitated without undue loss in 
information, by using self-organising neural nets to project the froth features to a topological process map. 
Image and process data bank 
Apart from the video camera and the neural net, a data base or extended image library was also compiled, 
The contents of the data base were standardised in collaboration with process experts and consist of images 
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and attendant metallurgical parameters. As part of an on-going effort to gain a deeper understanding of the 
behaviour of the plant, images of the froth structures, as well as all other relevant metallurgical information 
is stored in a plant data base. The data base allows an objective assessment of the performance of the plant, 
as well as the performance various shifts, operators, etc. At the same time, the data can be used to improve 
the skills of plant operators. 
DATA VISUALISATION 
The self-organising-map (SOM) 
The extraction of features and the projection of data can be formulated as a mapping N from an M-dimen-
sional input space to an N-dimensional output or map space, i.e. 
N: 9?M -> 9? N, (N .::;; M) (5) 
such that some criterion C is optimised . For the purpose of visual isation the flotation plant data, the value 
of N was set to 2. Although this formulation is similar to a function approximation problem, the mapping 
function ~ cannot be estimated from pairs of input-output training patterns, since these patterns or 
exemplars are usually not available . 
Self-organising neural nets are systems that create two-dimensional feature maps of input data in such a 
way that order is preserved [8,9] . This characteristic makes them useful for cluster analysis and the 
visualisation of topologies and hierarchical structures of higher-dimensional input spaces . Since these nets 
have been discussed extensively in the literature, an in-depth discussion is considered beyond the scope of 
this paper and they are consequently only considered in brief. 
The main distinguishing feature of Kohonen networks is that no output data are required to train the net. 
Such a net typically consists of an input layer, which is fully connected to a two-dimensional Kohonen layer 
(8], as shown in Figure 1. Each process element in the Kohonen layer measures the (Euclidean) distance 
of its weights to the input values (exemplars) fed to the layer. For example, if the input data consist of M-
dimensional vectors of the form x = {xI' x2' .. xM}, then each Kohonen element will have M weight 
values, which can be denoted by W = {wi,i' wi,2' .. wi,M} ' The Euclidean distances D = II x - w II 
between the input vectors and the weights of the net is then computed for each of the Kohonen elements 
and the winner is determined by the minimum distance. 
SEC110N 1 
1st KOHONEN 
INPUTS TO SEC110N 1 
OF 1st KOHONEN LAYER 
(x 1 , X 2 , _ X lie) 
OUTPUT 
LAYER 
INPUTS TO SECTION 2 
OF 1st KOHONEN LAYER 
(x 1 , X 2 , _ X lie) 
1st KOHONEN 
LAYER 
Fig . l Generic structures of single and mUltiple Kohonen layer self-organising neural nets. 
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The weights of the winning element, as well as its neighbouring elements which constitute the adaptation 
zone associated with the winning element as indicated in Figure 1 are subsequently adjusted in order to 
move the weights closer to the input vector, as follows 
(6) 
where 'Y is an appropriate learning coefficient that decreases with time (typically starting at 0.4 and 
decreasing to 0.1 or lower). 
The adjustment of the weights of the elements in the immediate vicinity of the winning element is 
instrumental in the preservation of the order of the input space and amounts to an order preserving 
projection of the input space onto the two-dimensional Kohonen layer. In some variants the adjustment of 
the neighbouring nodes or cells is not linked to fixed adaptation zones, but is based on the distance between 
neighbouring and the winning nodes. 
The Sammon map 
The Sammon map [10] is an algorithm, that similar to a self-organising map, projects points in a higher 
dimensional space on to a space with fewer dimensions, 
N : mM - > 9? N , (N ::; M) 
such that for all pairs of points the distances in 8t N are as accurate as possible to the distances in 8tM or 
find a x(' for all ~ such that the error: 
E = LL(Dt-D:r (7) 
i j <i 
is minimised, where D ij =: Xi - .x;.: in 9?M and 9?N 
It is accomplished by adjusting the output co-ordinates according to a gradient descent minimisation of the 
error. The Sammon map constitutes a more faithful representation of the structure of the data of the 
original feature space then the self-organising-map. The shortcoming of the original Sammon algorithm is 
that it does not map data not contained in its original training set. This can be overcome by realising the 
algorithm by a hidden target mapping neural net [11] . 
Mapping of froth structures 
The advantage of using topological maps instead of other types of classifiers [12], is that they can be used 
to track the performance of flotation processes on a continuous basis, as opposed to the identification of 
discrete classes by using supervised neural nets or other types of classifiers. This enables the early detection 
of drift or other incipient process deviations (manifested as movement across a certain region on the map), 
which could otherwise not be detected without an undue proliferation of classes in an attempt to foresee 
all possible deviations in the process. In a single cell, where operating conditions are usually kept as 
constant as possible (by confining the system to a particular region on the map), deviations in the system 
can be detected early, allowing more accurate control of the process. 
MONITORING OF INDUSTRIAL FLOTATION PLANTS 
Two flotation circuits of precious metal plants in South Africa were investigated. Four chemical reagents 
are used in the process, namely a frother, collector, depressant and an activator. The pulp levels of the 
plants are controlled manually , as well as by automatic level controllers. The specific density is controlled 
through adjustments in the rate at which water is added to the feed . 
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In both cases a machine vision system consisting of a Panasonic industrial monitoring camera connected 
to a 486DX2/66 IBM PC computer equipped with a frame grabber monitored continuously one of the cells 
in the bank of primary roughers. Figure 2 shows the camera assembly above one of the rougher cells in 
the plant. The camera is suspended from a steel frame with antivibrational mountings and enclosed by a 
protective casing. Images of the surface froths of the cells (shown in Figure 3) were captured at regular 
intervals, after which they were digitised and reduced to the .set of five features described above, viz. 
{SNE, SM, fN' AGL, <p}. Three distinct classes of froths were distinguished, as indicated in Table 1. 
Fig.2 Photograph of machine vision support structure in industrial flotation plant. 
(a) (b) (c) 
Fig.3 Representative structures of the froths, (a) Class I: A froth with an intermediate bubble size, 
mobility and stability, (b) Class 2: A highly mobile and unstable froth with small bubbles, and 
(c) Class 3: A stable froth with large bubbles and low mobility. 
The froths in class I had polyhedral, closely packed bubbles with clear little windows on top that indicated 
a balance between the water and mineral contents of the froths. These froths were associated with a high 
degree of mineralisation. In class 2 the froths consisted of watery, spherjcal, loosely packed bubbles with 
little mineral. The froths were runny and unstable. The froths in class 3 are comparatively viscous and 
consist of tough ellipsoidal bubbIes which are exceedingly loaded with minerals. Owing to the presence of 
gangue minerals, the froth surface has a relatively light colour. In addition, these froths were very stable 
and slow moving. 
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TABLE 1 Characteristics of the three main froth classes. 
FROTH AVERAGE MOBILITY STABILITY OVERALL AVERAGE 
TYPE BUBBLE TEXTURE COLOUR 
SIZE 
Class 1 medium intermediate intermediate polyhedral, indicates high 
(ideal) closely packed degree of 
bubbles with mineralisation 
clear little 
windows on top 
that indicate bal-
ance between 
water and 
mineral content 
Class 2 small high low watery, indicates low 
(runny) spherical, degree of 
loosely packed mineralisation 
bubbles with 
I ittle mineral 
Class 3 large low high viscous, froth load too 
(sticky) ellipsoidal, high , may 
closely packed cause a light 
bubbles with colour 
high froth load because of 
gangue 
The relation of froth characteristics to control variables 
Training of neural nets: In the first instance the effect of controllable variations such as reagent flow rates 
and pulp level height on the image parameters was examined. Other variations such as changes in the mill 
feed rate and unwanted changes in the specific density also had to be taken into consideration. A self-
organising-net was trained by means of data exemplars collected during a data acquisition campaign, which 
extended over two weeks . The operation of the flotation cell was subjected to deliberate disturbances in the 
flow rates of the reagents as well as adjustments of the pulp level of the cell. The exemplars presented to 
the self-<>rganising neural net consisted of five parameters each, i.e. {SNE, SM, (ON , AGL, ¢} from the 
2nd cell of roughers, a 20 x 20 Kohonen layer, and a two-dimensional output layer, from which the co-
ordinates of the process maps were obtained. 
One of the three classes mentioned previously was associated with each of the training and test exemplars 
and these could be used to verify the net's ability to cluster the data. 
The net tended to cluster slow-moving, sticky froths (class 3) in the upper left quadrant of the process map, 
while fast moving running froths with low viscosity (class 2) were mapped in the vicinity of the lower right 
quadrant. Optimal froth C0nditions (class 1) were located in a region neighbouring the sticky viscous froths 
in the upper left quadrant. 
Preliminary results suggest that the shapes (rectangular or diamond) of the adaptation zones (winning nodes 
and their neighbours, as indicated in Figure 1) do not playa significant role in the performance of the 
neural net. During training the sizes of the adaptation zones were decreased progressively to promote rapid 
and accurate construction of proce~s maps . The initial sizes of these zones appeared to have a small but 
significant effect , with larger initial zones generally yielding better results than smaller initial zones. 
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Further indications are that multilayer self-organising neural nets such as the one shown in Figure 1, might 
provide somewhat better representations of the extracted features (i.e. better in terms of the preservation 
of the original structure of the data). However, the data obtained at this stage are still inconclusive and 
further work in this regard is currently in progress. 
Resulting Maps and graphs of froth structures: Figures 4-9 show some of the results of these 
disturbances on the performance of the plant. In Figure 4 the SNE parameter normalised between 0 and 
1 and negatively correlated with bubble size, shows distinct peaks at times 12h50 and 14h50. These peaks 
correspond to high pulp levels in the cell. The high values of the SNE parameter at these times indicate 
small bubbles associated with flat runny froths . Figure 5 shows the instability measure. Two peaks which 
correspond with those in Figure 4 are again visible at approximately 12h50 and 14h50. High values of this 
parameter are indicative of unstable froths . The sharp rise in instability at 15h45 corresponds to a brief 
interruption in the ore feed. By plotting these parameters on-line or by projecting them to a process map 
with a trained neural net, plant operators are better able to identify process deviations . 
1 I --10 sample rnoI.Cng a\erage of SNE parameter 
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Fig.4 Effect of process deviations on froth bubble size (inversely related to SNE parameter). 
The points on the graph are the projections from the SOM of the image parameters, where two successive 
points are joined by a line. Figure 6 indicates a well-run plant over a period of almost 40 minutes (9h35 
to 10hI3). All the control variables (i.e. depressant flow rate and froth depth) are at their setpoints. Figure 
6 (b) is an image of the froth taken during that time. In Figure 7 the effect of a 35% decrease in the flow 
rate of the depressant is shown (time lOh 17 -1 0h43). The conditioning tank was bypassed and the froth 
became sticky and slow moving, with larger bubbles. Moreover, deposits of talc became visible on the 
surfaces of the bubbles. These slight changes, except those of the instability (<1», can be seen when 
comparing on one of the images taken in this latter period, Figure 7 (b), to Figure 6 (b). However the 
reader should note that not every image from the later period will reflect this change. For this reason a 
moving average of 10 minutes was actually used on the image parameters to represent the prevailing froth 
characteristics and not just those of specific images. 
The next two Figures (8 and 9) show the effect of an increase in the depressant flow rate. This results in 
the froth becoming runny with smaller and clearer bubbles and these conditions are projected to the 
opposite end of the process map. Starting at 14h45 there was also a concomitant decrease in the froth depth 
of75 % hence the extremely small bubbles in Figure 9 (b). This extreme is also shown by the process map 
in Figure 9 (a). 
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Fig.S Effect of process deviations on the stability of froth structures. 
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Fig.6 (a) .Self-organised mapping of a well-run plant (time 9h35-10h13). 
(b) .Image exemplar corresponding to process conditions in (a) (time 9h40) . 
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Fig.7 (a).Self-organised mapping of froth structures after a 35% decrease 
from setpoint of the flow rate of the depressant (time lOh17-10h43). 
(b) Image exemplar corresponding to process conditions in (a) (time lOh21) . 
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Fig .8 (a) .Self-organised mapping of froth structures while the flow rate of the depressant 
increased to 135 % of setpoint and gradually returned to normal levels (time 12h30 to 13h05). 
(b) Image exemplar corresponding to process conditions in (a) (time 12h47) . 
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Fig.9 (a) .Self-organised mapping of froth structures after the depressant flow rate 
had increased to 155% of setpoint and the pulp level raised (time 14h40 to 15hI5). 
(b) Image exemplar corresponding to process conditions in (a) (time 14h58). 
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In order to form a better idea of the performance of the system, its ability to identify various process 
conditions and trends in the process dynamics was compared with that of a human expert. The expert rated 
various froth conditions (images) in terms of the expected metallurgical performance of the plant. It was 
noteworthy that the expert's assessment of process conditions correlated highly (more than 90%) with the 
SNE parameter (inversely correlated with bubble size) extracted from froth images. The system was also 
found to be considerably more sensitive than the human eye in detecting small changes or incipient 
transitions between different froth structures. These transitions were sometimes manifested by pronounced 
oscillations between different areas on the process map prior to the establishment of a new equilibrium, 
clearly indicating a transitional phase in the operation of the plant. 
In Figures 10 and 11 the characteristics of the froths as projected to the process mapped are illustrated. 
In Figure 10 the bubble size (inversely correlated with the SNE parameter) can be seen, while Figure 11 
portrays the instability of the froths . From these response surfaces there appear to be a strong correlation 
between bubble size and instability in some areas, as was also apparent from the corresponding peaks 
shown in Figures 4 and 5. These trends form the basis of an improved understanding of the plant 
dynamics. 
The relation of the froth characteristics to output variables 
Data Acquisition: In the second instance the concentrations of precious and base metals in the pulp wer~ 
related to the control parameters and the froth appearance. For this a cell of a bank of roughers of an 
industrial flotation plant was monitored over 6 weeks while the sampling and analysing procedure was 
conducted as usual every 8 hours . The samples were composite taken over the 8 hour shifts yielding in total 
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data from 119 shifts. The camera was mounted on the 4th cell, as in the first two cells heavy mineralised 
masked the process deviations in the surface froths, while the 3rd cell followed a feed box, in which the 
overflowing froth occasionally caused unwanted dark areas on the surface. As a first attemflt the 
corresponding image variables of each shift were averaged over the 8 hours. The measurements that were 
considered are summarised in Table 2. 
Fig.l0 Projection of SNE parameter (negatively correlated with bubble size) to the process map . 
0.9 
0.8 
0.7 
2 
Fig: 11 Projection of instability parameter to the process map. 
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TABLE 2 Input and output variables. 
INPUTS OUTPUTS 
1M A G E REAGENTS PHYSICAL PULP CONCENTRATIONS OF THE 
PARAMETERS CHARACTERlSTICS 4TH CELL CON CENTRA TE 
SNE depressant specific density Platinum group metals : 
PGMs 
SM activator % solids in pulp Nickel 
~ collector % particles less then Copper 
75 microns in size 
¢ frother Cr203 
AGL 
Self organising maps and Sammon projections: Three self-organising maps (SOM) of size 8x8 were 
made of the 119 data points. The maps were trained respectively with : 
1. the image parameters 
2. the physical pulp characteristics and 
3 . the reagents . 
This decreases the number of the variables from 12 to 6, which can still not be visualised simultaneously. 
The nickel and PGM concentrations of the 4th cell, on which the camera was mounted , are drawn onto the 
SOM of the image variables (Figures 12 and 13). Although the surfaces are still very uneven they do show 
regions of high and low concentrations of nickel and PGMs. Clusters of the high and the low 
concentrations form on this SOM, but the class of medium concentrations is not separable clearly (Figure 
13 (b)). 
00.75· 1 
00.5-0.75 
1110.25-0 .5 
.0-0.25 
75 
Fig.12 Nickel concentration of cell 4 on SOM of image parameters (normalised scale) . 
A SOM can also be made of all or only a selection of the input variables. An 8 by 8 SOM of the EN. AGL, 
instability, specific density, % less then 75 microns, % of solids, activator, depressant and the collector 
was made . Onto this map the nickel and PGM concentrations of the 4th cell can be projected resulting in 
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the Figures 14 and 15 . The surface is smooth and there are no sharp descents in the process regions from 
high to low concentrations, but instead are conneCted by intermediate levels of concentrations. The map 
is useful for both the classification of nickel and PGM in cell 4. 
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Fig.13 (a) PGM concentration of cell 4 on SOM of image parameters (normalised scale). 
(b) SOM of Image Parameters with PGM concentration of Cell 4 categorised into 3 classes. 
The other way to project the data unsupervised onto two dimensions is by means of a Sammon map. The 
original Sammon algorithm as was briefly described earlier in the text was applied throughout this paper. 
Figures 16 and 17 are the corresponding Sammon maps of Figures 14 and 15, using the same variables 
as inputs. The concentrations increase almost monotonously over the Sammon maps. The only large 
gradients on the surface are a result of points on the edges of the map that are not co-ordinates of the 
Sammon map and are thus not normal operating conditions. On the map they are assigned concentrations 
of below zero. It can also be seen that without these areas the Sammon map unlike the SOM map does 
usually not take on a regular shape like a square or a circle, but could take on any shape depending on the 
input feature space. Refer to Figure 17 (b) for a two-<iimensional projection of the Sammon map, where 
the PGM concentration was categorised into two classes as either high or low. 
CONCLUSIONS 
Although the system is currently used in a decision support capacity only, it is being developed to enable 
automatic control of the plant if desired. This entails mapping of process control actions (or rules) to a map 
similar to the process map, that indicates the froth conditions, where the main control variables are the flow 
rates of the reagents. 
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Fig .14 Nickel concentration of cell 4 projected on SOM (normalised scale) . 
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Fig.lS PGM concentration of cell 4 projected on SOM (normalised scale). 
Based on current results the following conclusions can be made: 
• A non-contact sensor for control of flotation plants has been developed. 
851 
• Machine vision systems can be used for effective on-line analysis of the froth structures and 
metallurgical performance of flotation plants. 
• Process maps generated by self -organised Kohonen neural nets are used as the basis for the 
multivariate analysis of these plant data. 
• The process maps constructed by the neural nets enable the detection of subtle changes in plant 
conditions that are not readily detected by the human eye . 
• The froth appearance is related to reagent addition and plant performance. 
• Not least of all, these systems can also be used as a means to improve the training of plant 
operators and to evaluate the performance of personnel in different shifts or other conditions. 
It: 9:8-C 
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Fig.16 Nickel concentration of cell 4 on Sammon map (normalised scale). 
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Fig .17 (a) PGM concentration of cell 4 on Sammon map (normalised scale). 
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NOMENCLATURE 
average grey level of image i.e. measure of brightness of an image 
a generic optimisation criterion 
Euclidean distance between a pair of vectors 
intersample distance in direction of e 
a measure of the error (distortion) of a Sanunon map (see eq. 7) 
image function; brightness or reflectance of pixel in i'th row and j'th column of the digitised 
image 
r x s grey level dependence matrix corresponding to an image with r pixels and s grey levels 
normalising factor (see eq. 4) 
spatial grey level dependence matrix feature (smaIl number emphasis) related to the fineness of 
the image (see eq. 1) 
spatial grey level dependence matrix feature (second moment) related to the homogeneity of the 
image (see eq. 2) 
generic pattern vector 
i'th component of a generic pattern vector 
j'th weight associated with i'th node in Kohonen layer 
weight vector of a Kohonen layer in a self-organising neural net 
old value of j'th weight of i'th node in a neural net 
new value of j'th weight of i'th node in a neural net 
Greek letters 
eN entropy, which is a measure of the complexity of the image, i.e . a complex image tends to have 
a higher entropy than a simple one (eq. 2) 
<I> parameter associated with the stability of the froth : the smaller the parameter, the more stable the 
froth 
-y learning coefficient in neural net training procedure 
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Abstract 
The development of robust automatic control systems has proved difficult because of the 
complexity of the problem. Flotation is notorious for its susceptibility to process upsets and 
consequently its poor performance, making successful flotation control systems an elusive goal. 
Machine vision systems provide a novel solution to several of the problems encountered in 
conventional flotation systems for monitoring and control. In previous work powerful techniques 
have been developed for the extraction of flotation froth appearance features such as average 
bubble size, froth mobility and stability. chromatic information and textural properties of surface 
-froth. A methodology has been developed for the classification of froths, based on appearance and 
metallurgical significance. The objective of this paper IS to provide a clear framework and 
motivation for the development of a machine vision system for flotation control. A systematic 
discussion of the diffuse literature descriptions about the relation between froth appearance and 
fundamental flotation principles is presented. A preliminary classification strategy for flotation 
froths is proposed and an example of how process deviations can be related to froth appearance is 
provided_ Design constraints and principles imposed on a vision system by flotation are also 
discussed. 
Keywords: flotation; image analysis 
1. Introduction 
Approximately two decades ago the first on-line deyices for measuring the mineral 
content of flotation slurries became available, which resulted in the first studies in the 
• Corresponding author. Fax + 27(~ 1 )S08~059: e-mail dwm@jng.sun.ac.za 
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automatic control of flotation circuits. Since then early optimism has been replaced by 
the slow realization that the task of developing effective systems is very difficult. From 
experience it is known that most systems frequently develop technical problems which 
are not solved and that as a consequence these new systems frequently become obsolete 
in industrial flotation plants. 
Rotation processes are subjected to a wide variety of process disturbances, some of 
which are caused by the change in mineral characteristics and others to variation in 
operating procedures. Flow rates, densities, size distributions and shapes of particles, 
surface properties, and compositions can all change, often with significant impact on the 
performance of the plant. Moreover. errors in measurements and actuators and the 
malfunctioning of equipment are often contributory sources of disturbances. 
Robust techniques that achieve a satisfactory level of control performance still require 
considerable development. However, model-based control techniques are complicated 
and require skilled control engineers. The shortage of suitable personnel has always been 
a serious problem with regard to control system development and according to McKee 
(1991) no real signs of an improvement in this situation can be detected: The demand for 
a simple, reliable system of which the functioning mechanism is readily understood by 
flotation process operators is therefore substantial. 
The structure of froths developed on the pulp surfaces of industrial scale froth 
flotation cells has a significant effect on both the grade and recovery of valuable 
minerals in the concentrate. These effects are well known at the process operation level, 
where considerable heuristic knowledge is avail~ble, i.e. mainly empirical relationships 
and local rules of thumb based on particular plant flowsheets and mineral separations. 
The correlation between froth properties and flotation process performance has 
received little attention in the past and only recently on-line monitoring of the froth 
phase has been suggested (Woodburn et aL, 1989). Woodburn concluded that an optimal 
froth structure can be recognized visually, and that the image can be quantitatively 
-characterizeq by image analysis techniques. The results of their studies have shown that 
the problem is very complex and that extensive research for the realization of a machine 
vision system is still required. The main issues still to be addressed are related to both 
the image analysis and flotation sides of the problem. 
Symonds and De Jager (1992) made a further contribution in the application of 
morphological filtering for more efficient segmentation of the images. Instead of using 
an edge detection technique, Moolman et al. (1995a) used a textural description of 
surface froths. Techniques to classify these froths with neural networks were subse-
quently developed (Moolman et aL, 1995b; Aldrich et al.. 1995). Techniques were 
developed to extract features such as the average bubble size, the froth mobility and 
stability, chromatic information and textural propertit!s. The relation between froth 
appearance and flotation performance was clearly demonstrated in the analysis of batch 
flotation data (Moolman et aI., 1995c). 
The purpose of this paper is to elucidate the potential of machine vision systems by 
discussing the problems in conventional flotation control strategies and by providing a 
framework for the interpretation of froth characteristics. It was found that descriptions of 
froth appearance in the li~erature are few and diffuse. The technical literature of froth 
flotation abounds with descriptions of modt!ls and modelling techniques relating to 
I "' , . 
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flotation separation. Almost all of these describe activity within a single uncoupled 
flotation cell and ignore or trivialize processes acting in the froth phase of flotation cells. 
In this paper the relevant concepts and descriptions are organized mQre systematically 
to enable the development of a machine vision system for flotation monitoring and 
control. A preliminary and simple classification system that relates process deviations to 
froth appearance is proposed. 
2. Need for a machine vision system in flotation 
2.]. Problem areas in concentiollal flotaTioll control 
The failure of conventional flotation systems can among others be attributed to the 
unpredictability of most flotation circuits, poor formulation of control objectives (Mc-
Kee, 1991) and excessive complexity of the actual control strategies and control devices. 
These processes are too complex for modelling and accurate prediction of dynamics or 
even just steady-state conditions (Hulbert and Henning, 1993). 
One important problem often encountered is that suitable instrumentation is not 
always available, reliable or accurate. For effective control reliable sensors are essential. 
An important consideration for flotation control is that not all streams can be sampled, 
either for economical or technical reasons. Calculation of recoveries using X-ray 
fluorescence measurements during circuit disturbances as well as using traditional 
formulae can be inaccurate (Bascur and Herbst, 1989). Variation of ore types has a 
serious impact on control systems. One of the great problems that has confronted 
flotation control systems is that although experienced operators can often detect that the 
ore has changed, recognition of the change by the control system has proved to be 
enormously difficult (McKee, 1991). A computer vision system would be able to 
alieviate several of these problems. The sensor (a camera) is a non-contacting device and 
would therefore not be affected by the pulp or froth phases or vice versa. Data acquired 
with machine vision systems can also supplement data derived from existing systems, 
because no conventional system quantifies the visual froth characteristics. 
A standard control cycle comprises the fixing of set points. a settling period for the 
transient dynamics to subside, a period for measurement and evaluation, and the 
estimation of an appropriate different set of set points. There is often a tendency for 
operators to make the periods for settling and measurement too small (Hulbert and 
Henning, 1993). It can be inferred that one of the best ways to evaluate whether the 
process has been stabilized is to look at the appearance of the surface froth. It is 
however difficult to quantify subtle visual features by using the human eye and therefore 
image analysis should be used to quantify the relation between process deviations and 
froth appearance. 
The following general disadvantages are revealed by a literature study of the most 
commonly used control strategies for flotation control. as described by Lynch et a1. 
(I981): 
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2.1.1. Frother and depressant cOlllrol 
The frother addition rate is a primary manipulated variable in flotation control and 
has an important effect on grade and recovery. The disadvantage of frother control is 
that even perturbations of short duration have a significant detrimental effect on the. 
cleaner stages of a flotation circuit. This problem can be attributed to the long delay 
between measured variables and the adjustment of the control variable (frother addition 
rate). Once again computer vision can make a contribution in this respect by providing a 
quick response to the change in froth characteristics as measured at the feed end of the 
rougher stage of a flotation circuit. 
The depressant inhibits both valuable and gangue mineral flotation and shows strong 
non-linear interactions with other control variables. In this paper it will be shown that 
the effect of the depressant addition on froth appearance is considerable, as it affects the 
concentration of minerals in the froth considerably. Problems in flotation plants with 
depressant addition are especially encountered when the ore changes. Image analysis 
techniques will enable feedback control by monitoring the extent of the froth load in the 
surface froth. 
2.1.2. Collector control 
In collector control a method of feed forward control is used to ensure that the reagent 
addition rate remains on the recovery response plateau despite variations in throughput 
or head grade. The disadvantage is that this control strategy does not accommodate 
changes in collector requirements associated with changes in a mineral or an ore, or to 
changes in the residual reagent concentrations of mill water. Gangue minerals may also 
reduce the effective collector concentration. Advantage can be taken from the short 
delay introduced by a machine vision system that makes feedback measurements at the 
first stage of a flotation circuit, by monitoring the degree of mineralization of the surface 
froth, as opposed to the long delay induced in conventional systems that monitor the 
tailing assay. 
2.1.3. Pulp level 
Instruments for level control suffer several disadvantages, which include excessive 
sensitivity of float devices to pulp density variations (Huls et aI., 1990), long response 
times for electrode sensor systems (Kitzinger et aI., 1979) and the problem of determin-
ing concentrate and tailings set points. These and other sensors such as pressure sensors, 
conductivity probes and ultrasound devices are all contacting measuring devices and are 
therefore affected by variation in the physical properties of the pulp or froth phase. In 
this paper it will be shown that there is a noticeable difference in the appearance of a 
shallow and a deep froth, which contributes to the validity of using a non-contacting 
device such as a camera. 
2.2. Utilization of heuristic knowledge at·ailable at process operation level 
Each plant may exhibit its own idiosyncrasies as far as visual characteristics are 
concerned, which may depend on the designs of the flotation cells used, the mineralogy 
of the ore, the particular flotation process used. etc. Photographic material of good and 
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bad froths is seldom compiled, which makes an objective evaluation and classification of 
industrial flotation froth structures and colour difficult. On plants it is often found that 
very few of the operators have detailed knowledge of the visual changes occurring on 
the surface froth. The i"nterpretation of froth features by one person is frequently in 
conflict with the ideas of another, which is not surprising, since it is difficult to 
assimilate, organize and interpret a variety of complex froth phenomena by human 
observation alone. The task is aggravated by the fact that different sets of metallurgical 
parameters may result in similar visual appearances of the froth. The interpretation of 
visual infonnation is further complicated by the time lag between the occurrence of froth 
phenomena and the results of grade, recovery and mineralogical analysis. Most on-line 
monitoring systems determine the assays of the concentrate collected from a complete 
bank of flotation cells, which implies that a significant time-delay is introduced and that 
aberrant process behaviour at a single cell cannot always be detected. 
A computer vision system will overcome the measurement problem of advanced 
control systems, e.g. inaccurate measurement or excessive instrumentation, because the 
measurement and control procedures are both integrated within the context of visual 
characterization. A computer vision system is a non-contacting device, and can make 
use of a simple, reliable sensor (an industrial camera) which requires very little 
maintenance. The results of off-line analysis can be combined with the stored images 
and features extracted previously, and in this way contribute to the more efficient 
interpretation of froth images and the training of operators. A kno\vledge base can be 
constructed from the combination of historical flotation performance data and the 
classification results and images from the vision system. 
Today the important role of the operator in interacting with a control system is better 
appreciated (Sutherland et aI., 1991). A successful machine vision system will increase 
the involvement of the operator in the process by creating a better understanding of what 
the optimum froth appearance should be. 
23. Research value for flOTaTion 
Flotation efficiency is governed by the wettability of the solid as well as the surface 
tension at the liquid-gas interface. Both of these properties determine the frothing 
characteristics encountered in a flotation process. A number of studies has focused on 
the correlation between wettability. as monitored by contact angle, and flotation 
recovery. Little work has been reported on detailed characterizations of the mechanisms 
operating within flotation froths and the relationships between those mechanisms and the 
visual characteristics of the surface froth. 
It is not surprising that the relation between flotation performance and "the visual 
characteristics of flotation froths has received little attention in the technical literature. as 
much more value is traditionally attached to fundamental approaches than to simple 
observations that are difficult to quantify but readily described qualitatively. Apart from 
the direct benefits for industry the output of a computer vision system for flotation will 
give new research insight as characteristics that have previously been determined by 
subjective human judgement can now be described formally in terms of computed 
feature parameters. 
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3. Relation between process conditions and froth characteristics 
3.1. BlIbble si:e 
The measurement and control procedures based on mean bubble size are of great 
importance to the mineral processing industry. A relation between the bubble size in the 
pulp and the bubble size in the surface froth can be assumed (Glembotskii, 1972). This 
inference is therefore based on the assumption that processes occurring within the pulp 
leave their signature on the froth surface. It has been widely reported that the 
performance of flotation cells is strongly dependent on the sizes of the bubbles 
generated, and in particular the increase in both collision and attachment efficiencies by 
using smaller bubbles has received considerable attention (Dobby and Finch, 1986; 
Ahmed and] arneson, 1985; Pryor, 1965). 
A number of methods has been described for determining the sizes of bubbles in two-
and three-phase systems. In this study a non-contact sensor is discussed that can be used 
to quantify the relationship between the bubble size distribution in the pulp and the 
surface froth, with quantitative results shown in previous work (Moolman et aI., 1995c). 
The bubble size distribution in the pulp is important, as the bubble size influences the 
probability of collision between particles and bubbles, and also the adhesion between 
particles and bubbles. Furthermore, the bubble size distribution is a strong secondary 
visual indicator of other parameters, such as the aeration rate, fluctuations in pH, 
addition of reagents and the quantity and properties of minerals in the surface froth. A 
basic assumption that can be made is that a relation between the processes occurring in 
the pulp and the changes on the froth surface exists (Glembotskii, 1972). Intuitively this 
assumption is correct, as processes taking place in the pulp phase must leave their 
signature on the froth surface. Over the years sufficient evidence has accumulated that 
plant performance can at least qualitatively be related to bubble size at process operation 
-ievel. For this reason factors that influence the bpbble size in the pulp have to be 
mentioned, as they also affect the appearance of the froth surface. 
Woodburn et al. (1994) have developed a froth based flotation kinetic model which 
enables the prediction of the mass flow rates of the various solid components with, 
among others. a knowledge of the mean bubble size of the overflowing froth. The need 
for the on-line determination of the mean bubble size of the surface froth is therefore 
substantial. 
3.1.1. Factors that inflllence bL/bble si:e ill pulp 
The size of a bubble in the pulp is influenced by the following factors (O'Connor et 
aI., 1990): 
Size of the aperture from which the bubble emerges. 
Hydrostatic head against which it is compressed. 
Surface tension of the interface formed with the pulp as it emerges. 
Speed of emergence and the volume and pressure of gas behind it. 
. Turbulence of the surrounding pulp. 
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3.1.2. Effect of solids cOllcentratioll ill fratl! 
The effects of high or low mineral concentration in the surface froth are reflected in 
different ways in the froth structure. Too high a mineral content is revealed in the 
surface froth by large bubb;es with an excessive mineral loading. without the presence 
of little windows on top of the bubbles. The froth may therefore become too stable and 
viscous. Solid particles may promote or retard coalescence depending on their surface 
properties. A watery froth with small bubbles is often found when the depressant flow 
rate is too high, because the particles are detached from the bubbles .. When the 
depressant flow rate is too low on the other hand, more gangue minerals are allowed into 
the surface froth, which often result in stable. large bubbles on the surface froth. This 
. has also been shown quantitatively (Moolman et al., 1995c). It should be noted that it is 
not valid to evaluate the effect of solids concentration in the surface froth by comparing 
rougher to cleaner froths, as the presence of gangue minerals in rougher froths is a major 
factor in altering the froth characterstics. 
3.1.3. Effect of particle size 
As high-grade ore deposits are depleted, low-grade ores which are usually fine-grained 
and complex, have to be mined and processed. Beneficiation of these low-grade ores 
requires fine grinding to liberate the finely-disseminated valuable minerals from the 
waste rock. Although flotation is still the best available technology for separating 
mineral fines, its efficiency deteriorates rapidly with decreasing particle size below 
approximately 10 f.l.m. Yoon and Luttrell (1989) addressed the importance of controlling 
the bubble size during flotation, as bubble size is important not only to the flotation 
recovery, but also the selectivity. The poor selectivity of fine particle flotation has long 
been recognized and has generally been attributed to many factors, such as the high 
surface energy of fine particles, fine particles stabilizing froth and nonselective entrain-
ment (Fuerstenau, 1980; Warren. 1984). Earlier work on the hydrodynamics of bubble-
particle adhesion (Gaudin, 1932: Sutherland. 1948) suggested that the probability of 
bu_bble-particle collision can be greatly improved when using smaller bubbles. Even the 
most hydrophobic particles require appropriate hydrodynamic conditions for bubble-
particle adhesion to occur after the collision. 
In the following discussion functional relationships in the pulp phase are discussed. 
as the authors believe that changes in the pulp phase leave their signature on the surface 
froth. Traditionally most modelling has focused on the pulp phase, and few froth kinetic 
models such as described by Woodburn et al. (I994) are available. The first analytical 
relationships between the flotation rate and hydrodynamics were derived by Sutherland 
(1948). He assumed that the probability of particle attachment (P) to a bubble in the 
pulp phase can be represented by 
(I) 
where Pc is the probability of collision between particles and bubbles. PJ is the 
probability of adhesion after collision. and Pd is the probability ~hat subsequent 
detachment would not occur. Each of these probabilities was then functionalized in 
terms of bubble sIze and particle size by considering the case of a single particle 
interacting with an isolated bubble nsmg m the flotation pulp. The basic concepts 
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outlined by Swherland provided a framework upon which future investigators could 
build. Later Reay and Ratcliff (1973) used a numerical solution technique. and showed 
that probability of collision could be given by 
(2) 
in which Dp and Db' respectively. are the diameters of particles and bubbles. This 
relationship explains why the flotation recovery should decrease with decreasing particle 
size and that this problem, theoretically. could be alleviated by decreasing the bubble 
size. 
Two major findings have been made from the work of Dobby and Finch (1986). First, 
their model suggests that the decrease in floatability with increasing particle size beyond 
the upper flotation limit is due to a decrease in Pa. Previously, it was explained by an 
increase in the inertial force with increasing particle size, which in tum increases the 
detachment force and, hence, decreases Pd' Secondly, the model suggests that Pa for 
very small particles, e.g. less than 10 ILm, is very high and somewhat independent of the 
hydrophobicity of the particles. This finding implies that selectivity will be poor when 
floating fine particles. In work by Yoon and Luttrell (I989) it was found that the 
selectivity remains high until the particle size is reduced to approximately 40 ILm. 
Below this the selectivity decreases rapidly with decrease in particle size. It was also 
found that Pc values show a drastic increase as the bubble diameter is reduced, thus 
suggesting substantial benefits of using small bubbles for fine particle flotation. 
Studies using different minerals, collectors and flotation machines indicate that 
flotation rate is a maximum for an intennediate particle size which depends on the 
mineral to be floated and the hydrodynamic characteristics of the flotation machine 
(Mehrotra and Kapur, 1974). Both fine and coarse particles float with difficulty, and in 
the latter case practically no flotation occurs above a limiting size. 
Recently the attachment efficiency between quartz particles of known contact angle 
and air bubbles of known size has been detennined for the first time as a function of 
particle size, contact angle and ionic strength (Hewett et aI., 1994). It can be expected 
- that correlations of this type for other flotation systems will foll~w and that this 
information can be combined with the videographic measurement o-f bubble size to 
determine attachment efficiency. The effect of particle size can be used as a control 
variable in the flotation process. If the froth is too \"iscous the grind is customarily 
coarsened, which mitigates the effect of gangue minerals causing an excessively stable 
froth. 
3.1.4. Effect of air flow raTe 
From the literature it can be seen that a relation between the average bubble size and 
the air flow rate exists (Laplante et aI., 1983a). The air flow rate influences the grade 
and recovery of a flotation process (Mehrotra and Kapur, 1974; Engelbrecht and 
Woodburn, 1975; Laplante et al., I 983a,b), from which it can be inferred that the 
monitoring of the bubble size may be used as an indication of the performance of the 
process with respect to the air flow rate. Feed-forward optimization requires a model or 
understanding of how practical set points should be selected to result in good operation. 
However, the operator often adjusts the rates of aeration to result in what he believes is a 
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good-looking froth (Hulbert and Henning. 1993). Cutting (1989) showed that consider-
able changes occur in the froth structure at higher air flow rate. An increase in air flow 
rate results in a higher solids concentration in the froth but a marked decrease in the 
froth grade. 
3.1.5. Effect of chemical parameters 
In the flotation process the main chemical effects are reagent type and pH. Recently 
the need to operate circuits at moderate pH levels to improve separation efficiencies 
when treating complex. low grade ores. to reduce costs of reagents, to develop reagents 
which are stable over a wide pH range, and to take advantage of the synergism in the 
use of mixtures of collectors has led to ever-increasing research to develop new 
collectors for the flotation of gold bearing ores (O'Connor and Dunne, 1994). 
3.1.5.1. Concentration of frother. The performance of a frother in the flotation of a 
mineral is of the utmost importance from the viewpoint of grades and recoveries, 
particularly when fines are present. The mean bubble size is decreased by increasing the 
frother concentration (Dobby and Finch, 1990). The frother type has the greatest 
influence on bubble size. A reduced bubble size results in reduced bubble rise velocity 
and consequently gas holdup is increased. Among the variables that affect water 
recovery the type of frother and its concentration are important. The strongest frothers 
produce the smallest bubbles and give high recovery and high flotation rates, while 
weaker frothers produce larger bubbles and give higher grades (Win and Yan, 1992). 
The:. frother concentration and its influence on flotation performance can therefore be 
monitored indirectly by determining the bubble size. 
3.1.5.2. Effect of pH. Increase in pH causes bubbles size to increase (O'Connor et aJ., 
1990). This result is consistent with the observation that in the case of pyrite for 
instance, recovery decreased at higher pH's (Fuerstenau, 1982). 
3.T5.3. Ionic strength. An ine:rease in ionic strength leads to a decrease in bubble size 
(O'Connor et aJ., 1990). Thus the presence of ions in solution leads to larger bubble 
surface- area and hence a better collection efficiency. These observations are consistent 
with the findings of Barker (1986), who found that in many instances increasing the 
ionic strength increased the final recoveries in a pyrite-quartz system. 
3.1.6. Effect of froth t"iscosiry 
Larger bubbles are produced as the froth viscosity is increased. This may be a result 
of liquid films forming faster at the point of bubble formation as viscosity decreases, 
trapping less air in each bubble and thus forming smaller bubbles. Dobby and Finch 
(1986) showed that the bubble size increases with the viscosity of the liquid according to 
a power law (Db a J-L). 
3.1.7. Temperature 
Bubble size decreases as temperature increases (O'Connor et al.. 1990). Since surface 
tension, like viscosity. decreases as temperature increases the trends can be expected. 
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The effect of temperature on the flotation of pyrite has been reported (O'Connor et aI., 
1985, I 988a.b). An increase in temperature of up to 50-:C results in an increase in the 
rate and grades of flotation as a result of the reduced viscosity of the water draining 
back and cleaning the froth of gangue particles. 
3.2. Bubble shape 
The shape of the bubbles also yields some useful infonnation (Leja, 1982). Useful 
infonnation can be deduced from the shape of the bubbles in the surface froth. When the 
froth is dry the bubbles are packed closely and display a polyhedral fonn. As the 
bubbles rise in the froth, water will drain back into the pulp phase. Consequently the 
bubbles will be forced together, causing coalescence and defonnation to a polyhedral 
structure. In this stage the coalescence and hence drainage is resisted by the coating of 
fine particles on the outsides of the bubbles. In the polyhedral stage the froth drainage 
occurs such that adjacent bubbles are forced together by capillary forces and ultimately 
drain into the Plateau borders (Leja, 1982). A dry froth is well-drained and has a high 
grade and therefore the identification of polyhedral bubbles is necessary as an indication 
of a good froth. In contrast, the presence of spherical bubbles is an indication of a 
demineralized, shallow and runny froth of low grade. The spherical shape is caused by 
thicker water layers between the bubbles. This may be the result, for example, of a 
depressant flow rate that is too high or a froth at the tails end of a bank of flotation cells. 
A high froth phase viscosity is revealed by the presence of elliptical, excessively stable 
bubbles, which may be the effect of a depressant flow rate that is too low, a pulp level 
that is too low, the pr:esence of fine particles, gangue components, etc. 
3.3. Viscosity, froth mlume alld mobility of froth 
According to Moudgil (I993) the frothing properties that are relevant in a flotation 
- process are froth volume, froth viscosity and froth stability. It is desirable that the froth 
collapses soon after it is skimmed off the flotation cells. since excessive froth volumes 
cause a loss in throughput. Also, a very high froth viscosity adversely impacts on the 
carry-over of hydrophilic particles in froth and results in higher froth stability. Dynamic 
gas holdup is a measure of froth volume and, to some extent. stability. A correlation 
between dynamic gas holdup, flotation recovery and collector adsorption has been 
established recently (Gupta. 1989) . 
. The amount of hydrophobic minerals constituting the mineral froth strongly influ-
ences the froth viscosity (Moudgil, 1993). If the viscosity is too low the froth may be 
too unstable and runny to retain valuable particles and may be caused by a depressant 
flow rate that is too high. Too high a froth viscosity, on the other hand, can retard the 
drainage of hydrophobic particles to the launder. This may be the result of a froth with a 
mineral content that is too high and results in a decrease in the grade and recovery of the 
concentrate. In phosphate flotation tests a direct correlation was observed between froth 
viscosity and recovery, and an inverse correlation existed between froth viscosity and 
grade. Phosphate flotation tests in the presence of a silica depressant indicated that 
:. 
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higher froth viscosity is an effect rather than a cause for the presence of silica particles 
in the froth. 
Another correlation that can be observed in flotation is the dependency of the 
recovery of gangue on the recovery of water (White, 1973; Lynch et aI., 1974. 
Engelbrecht and Woodburn, 1975). At constant aeration rate and froth height, the 
recovery of water will depend on the stability and mobility of the froth (Engelbrecht and 
Woodburn, 1975). They state that the latter characteristic depends mainly on the 
presence or absence of colloidally dispersed solids, the relative amounts and particle-size 
distributions of hydrophobic and hydrophilic particles and the chemical environment 
through its effect on bubble annouring, dispersion, or flocculation. The recovery of the 
gangue component influences the recovery and the grade, and because the recovery of 
the gangue can be related to the mobility of the froth, a characterization of the froth 
mobility will be valuable in 'a flotation plant. Entrainment is unavoidable if fine particles 
are present in the system. By manipulating the variab1es that affect the recovery of the 
water better grades and recoveries can be obtained (Subrahmanyam and Forssberg, 
1988). In this case also, it can be inferred that the monitoring of the froth mobility can 
be useful in identifying problems with unwanted fine particles. 
From observations on froths it is clear that some degree of mixing occurs in the cell 
froth. In addition a gradual movement across the froth surface can usually be observed. 
Work in this field has centered largely on distinct alternative modes of froth mobility 
(reviewed by Harris, 1978): namely a plug flow regime in the whole flotation froth, or a 
perfect mixing with plug flow transfer between the layers. According to Ellis et al. 
(1993) froth mobility can be discussed as a sharp transitional phenomenon between two 
different froth regimes. The mobile regime is characterized by free flowing watery froth 
and the immobile regime by a viscous dry froth. Cutting (1989) showed that the froth 
structure is more complex than expected, with a high degree of mixing in the lower 
levels of the froth. The overall picture of the results indicated a transition from almost 
perfect mixing at the lower levels to plug flow in the upper levels of the froth. However, 
considerable lateral variations in froth structure occurred in any given flotation cell. 
Observation of froth mobility and structure provides the following guidelines to mobility 
(Cutting et al., 1986; Cutting, 1989): ~ 
· A drift on surface flow pattern is apparent across the froth surface perpendicular to 
the froth discharge weir. 
· The texture of the froth discharged from a cell is different from that observed on the 
cell surface, leading to the conjecture that the discharge consists of material rising in 
the froth adjacent to the discharge and material transported across the froth surface 
due to the hydraulic gradient towards the discharge. 
· The use of paddles to assist froth discharge drastically agitates the froth in the region 
of the paddles and induces froth drainage, particularly in respect of surface drift 
material. 
The effect described in the previous two items are more apparent generally in 
cleaning type operations; frequently, a progression of froth mobility factors can be 
observed through the cleaning. roughing and scavenging operations. 
There is a tendency in highly mineralized froths for the development of rafts of solids 
at or near to the froth surface due to selective drainage. bubble breakdown, etc. These 
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rafts can become too heavy for support at the froth surface and the raft descends to 
to lower regions in the froth. This event induces drainage over areas as large as 0.1 m:! 
and can be considered as a macro drainage event with the same properties as the 
column drainage. 
Under certain flotation conditions considerable separation of mineral species occurs 
in the froth column due to differential drainage; generally gangue or non-floating 
mineral species exhibit much lower drainage rates. However, froth mobility and the 
associated shear in the froth column induces widespread drainage which in tum 
minimizes the differential effects (Cutting et aI., 1986). Therefore increased shear in less 
tranquil froth columns results in lower grades. Cutting et al. (1986) have shown that a 
considerable change in the froth structure occurs in a low froth column depth at all 
conditions of air and feed flow rates. At low froth column conditions the concentrations 
of suspended solids are much higher in the lower region of the froth. This effect is 
thought to be due to increased or exaggerated drainage at low froth column conditions, 
which rapidly returns material to lower levels of the froth column. This effect is most 
developed at low air rates. This is an explanation for the lower grades of the surface 
froth associated with higher aeration. This shear effect is more pronounced in large cells 
where the lip length of the cell per unit volume is smaller and therefore raise questions 
about the suitability of the new large cells. 
Another example of the effect of shear forces is in flocculated systems like china 
clay, where particles apparently attached to bubbles may drain when local shear forces 
due to bubble coalescence and bursting become sufficiently strong to break up flocs 
attached to bubbles, and release particles into the downward flowing stream. Normally, 
weakly associated particles present in floes tend to drain in this manner (Hanumanth and 
Williams, 1990). 
3.4. Stability of surface froth 
The stability of the froth is one of the crucial factors in the achievement of a final 
-separation of minerals. A froth of the correct stability provides additional selectivity 
during flotation. Therefore the stability of the froth must be such that a further degree of 
separation of the valuable material from the non-floatable (entrained) materials is 
obtained (Harris. 1982). Satisfactory stability in a froth depends more on the properties 
and amount of the solids it contains than on the properties of the froth itself. According 
to Harris (1982) there is no sharp transition between a weakly frothing solution or a 
strongly frothing one or between an unstable and a persistent froth. However. it is 
possible to distinguish between two extremes: unstable or transient froths and metastable 
or persistent froths. 
3.4.1. Unstable froths _. 
When the froth is not sufficiently stable, the mineralized bubbles rupture before they 
can be scraped over the weir of the flotation cell. and in this way. mineral particles 
already collected become detached and settle back into the pulp. Unstable froths tend to 
break down as the liquid drains from between the bubbles. In this type of froth the 
bubbles remain almost spherical until they touch and coalesce. 
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3.4.2. Metastable froths 
On the other hand an excessively stable froth could entrain a large amount of gangue, 
and a concentrate of poor grade would result. In extreme cases of a very stable froth the 
mechanical handling of large volumes of froth would present difficulties. In a froth of 
the correct stability a slow rate of coalescence of bubbles creates a degree of overcrowd-
ing of particles at the liquid-air interface. and the ejection of panicles of lower 
hydrophobicity from the froth and back into the pulp. Once the froth containing the 
valuable material is removed it must break down readily for further treatment. 
3.4.3. Factors that affect the froth stability 
A good account of the microscopic processes that influence froth stability is given by 
Glembotskii (1972). A basic factor in the disintegration of the froth is the coalescence of 
the bubbles. Coalescence only takes place after there has been a considerable reduction 
in the water layers that divide the bubbles, under circumstances of insufficient bubble 
stability. In flotation machines, currents in the pulp and the action of froth-removing 
equipment also affect the froth stability. 
3.4.3.1. Addition of reagents. Reagents affect flotation froth stability by altering 
(Glembotskii, 1972) the structure and composition of the adsorption layers on the bubble 
surface, and the nature of the mineral coating on these surfaces. Reagents which increase 
the strength of attachment increase froth stability at the same time. Depressants, which 
reduce the strength of floated grain attachment, assist the removal of these grains from 
the froth, thus reducing its stability. 
The above characteristics are achieved by the correct· use of the frother. In general, 
the frothing of solutions shows a clear correlation with the surface activity of the solutes. 
Solutes which lower the surface tension strongly in dilute solution (nonnally used in 
flotation) produce persistent or stable froths. When the liquid contains a surfactant that 
lowers the surface tension of the liquid-vapour interface, this interface appears to be 
rigid, since any movement in the plane of the interface generates a local gradient in 
surface tension that counteracts the disturbance. (Dippenaar. 1982b)~ 
Another factor which has been shown to affect the stability of froths is the viscosity 
or plasticity· of the adsorbed layers of surface-active materials. The bulk viscosity of the 
solution has also been shown to have an effect on the stability of froths. This is 
especially marked in the case of transient or unstable froths. since the more viscous the 
medium, the slower the drainage of liquid from between the bubbles and hence the 
lower the rate of coalescence. Thus. in general, factors that reduce the rate of drainage of 
the froth films will increase the stability of the froth. 
A survey of twelve South African pyrite flotation plants has shown that copper 
sulphate addition appears to influence mainly the froth stability and that too high an 
addition of copper sulphate results in froth instability (O'Connor et aI., 1988a,b). Copper 
sulphate is frequently used as activator in platinum flotation and once again it is found 
that if too much is added the froth collapses. If the froth viscosity is too high, a slight 
increase in addition rate may be used to rectify this condition. However, the activator 
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addition rate or concentration is often viewed as a control variable, because once 
optimum addition rate has been achieved this rate is fixed over long periods of time. 
3.4.3.2. BubbLe size. Another factor influencing the stability of froths which must be 
considered is the size of the bubbles forming the froth (Brown et aI., 1953). 
3.4.3.3. Properties of particles. In a three phase froth, floating mineral panicles are 
attached to the bubble surface~ these particles prevent the bubbles coming too close 
together and inhibit excessive reduction in the thickness of the water layers wh'ich 
separate them. Experiments confirm that mineral particles which are held quite firmly in 
the froth greatly increase froth stability. The stabilizing effect of floated particles is 
proportional to their water-repellent action, since these particles are attached to bubbles 
more finnly. 
Workers have long been aware that the presence of solids in the froth greatly alters its 
characteristics. Bartsch (1975) found that hydrophobic particles stabilized froths, whereas 
completely wetted particles had no effect on the stability. Presumably, hydrophilic 
particles do not interact with the air-liquid interface and are squeezed out of the film 
into the thicker Plateau borders where they drain out of the froth into the liquid medium. 
Fine particles in particular have been found to produce overstable froths. In some 
instances very unstable or flat froths are obtained in the presence of solids (Harris, 
1982). Well-dispersed hydrophobic particles can break froths, presumably by accelerat-
ing the coalescence of bubbles in the pulp as wel1 as in the froth. It has been proposed 
that fine hydrophobic precipitates, formed by the reaction of the collector with metal 
ions in solution, c!estabilized the froths. Large particles, if they have a high enough 
contact angle, will destabilize froths (Harris, 1978). The thickness of the individual films 
in a froth that are ruptured can be related to the hydrophobicity, size and shape of the 
particles since these factors govern the degree of penetration of the particles into the 
film. Hence, for a constant particle hydrophobicity and shape, the rate of film rupture 
and therefore the froth stability can be related to the size and number of particles in the 
froth. 
Also, more recent results (Harris. 1982) indicate that very hydrophobic particles of all 
sizes can destroy froths and that, unkss the surfaces of the particles are modified by the 
frother, the destabilizing effect is almost independent of the frother used. Dippenaar 
(1982a) showed that the shape of particles also has an important effect on the stability of 
froth. Froth stability is also increased to a greater extent by small particles and by flat 
particles, since these cover the bubble surfaces more completely. 
In summary, the main factors (according to Harris, 1982) governing the stability of 
flotation froths are the surface activity of the frother, the rate at which the frother 
molecules can reach a newly extended surface, the surface viscosity of adsorbed layers 
of the frother and the bulk viscosity of the medium. 
Thus the type, condition and size of the particles in a' flotation system can have a 
dramatic effect on the stability of the froths and, in some systems, changes to the froth 
stability may be brought about more easily by modifying the nature (such as hydropho-
bicity or degree of flocculation) of the particles than by changing the type of frother 
used. 
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4. Visual classification of notation froth structures 
4. J. Classificatioll guidelines JOt/lid ill the literature 
With the preceding information it is now possible to suggest a preliminary visual 
description system for the characterization of flotation froths. 
Very little work on the systematic characterization of surface froth structures is 
reported in the literature. The qualitative description of Glembotskii (1972) can be 
currently be regarded as one of the few proposed visual descriptions: 
• A good froth usually consists of relatively small mineralized air bubbles, which break 
down on the froth surface without forming large (> 5 cm) bubbles with tough skins. 
Such a froth must be very mobile, and without excessive viscosity. 
A sign of efficient flotation is the appearance on the froth surface of bubbles 1-3 cm 
in size which are partially covered with a film of mineral particles, so that free areas 
remain on the tops of the bubbles. 
• The froth should not be excessively stable, and must break down readily after 
discharged. 
• If a "dry" froth (consisting of small, heavily mineralized bubbles) is fonned during 
flotation, the bubbles in this froth become very stable; supplementary concentration 
does not proceed satisfactorily. 
· The physical properties which determine the froth characteristics are the froth layer 
thickness, the speed and method of froth removal from the flotation chamber, the 
amount of bubbles and mineral particles present and their dispersal in the froth and 
finally the intensity of pulp movement in the layer immediately under the froth. 
o Sometimes spray is observed above the froth surface, indicating excessive fragility 
(instability); this can usually be ascribed to excess of frother; A froth of this type 
usually carries little mineral. and indicates that reagent feeds have not been correctly 
selected. 
Glembotskii (1972) proposes the following classification of flotation froths according 
ro their structure: 
(J) Film-structural jrorhs (the most common): 
o The air bubbles in the upper layers of froth are larger than those in the lower layers. 
o The water layers separating the air bubbles in the froth decrease in thickness as they 
approach the froth surface. 
o The froth layer is relatively thick (from 5 to 20 cm). 
The larger bubbles are usually deformed. 
Froths of this type contain more water than other froths. the stability vary over a wide 
range and the mobility is great. 
(2) Aggregare jroths: 
o These froths consist of relatively large particles which are firmly attached to each 
other by numerous air bubbks. 
The latter are smaller than the bubbles in film-structural froths, although the 
distribution of bubbles of \"ar;ous sizes at different levels in the froth is similar. 
. The froths contain relatively little water and are fairly stable. but readily break down 
with a characteristic rustling sound when they fall into the trough. 
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(J) Film froths: 
. Froths of this type are very similar to aggregate froths but are thinner. 
. The mineral particles are very large, have a low specific gravity and are usually 
strongly water-repellent. 
The above approach, however, has deficiencies when it comes to the development of 
a classification system for machine vision monitoring and control. This is to be 
expected, as the above description was not developed with the objective of designing a 
flotation machine vision system. For a more systematic classification system a set of 
principles for the choice of a particular classification approach has to be fonnulated. An 
improved classification approach should be based not only on observation, but also on a 
more detailed explanation of the relation between froth appearance and process perfor-
mance. In this paper flotation sub-processes have been related more systematically to the 
froth appearance. Although the approach of Glembotskii provides an excellent base for 
certain aspects of classification, it does not sufficiently represent the way in which 
human operators and experts visually evaluate surface froths. Operators apply a more 
macroscopic view and decision making process when looking at surface froths and are 
unable to look at microscopic characteristics such as the thickness of water layers and 
the particle size. To assign specific sizes to physical features such as the size of the froth 
layer and froth bubbles make the approach too dependent on a specific flotation plant, 
cell design, ore type, etc. 
4.2. Classification approach proposed in this inL'estigation 
Consequently a novel set of design principles for a machine VISIon classification 
system are proposed in this study, as well as some of the design constraints imposed on 
the system by this approach: 
. The approach should be similar to the way in which an operator looks at froths, i.e. 
the structure of the system should allow a natural inclusion of the heuristic knowl-
edge encountered at process operation level. 
Images should not be analyzed as patterns only, but measures should convey physical 
significance, such as bubble size, froth mobility, stability, colour, etc. If this principle 
is applied consistently, the extraction of expert rules and the development of a 
supervisory knowledge-based system would be better facilitated. The operator can 
then be prompted by a suggested control action in tenns of a froth condition of which 
the physical significance is readily understood. One difference between the machine 
vision system and the operator in this respect would be that the vision system is more 
sensitive and consistent in detecting variations. 
The image analysis and automatic classification procedure can be significantly 
simplified by the realization that froth characteristics are correlated. If the image 
analysis approach is carefully designed, this should be reflected in the image feature 
. measures. As an example, small bubbles are associated with brittle, mobile froths, in 
contrast to large bubbles, which are associated with excessively stable and stagnant 
froths. 
. An efficient classification strategy should be similar in structure to a typical decision 
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tree approach, as this would enable the identification of main froth classes first, 
followed by more detailed sub-classification and the inclusion of plant idiosyncrasies. 
. The practical and technical problems of acquiring sufficient and reliable plant data 
for a dynamic process modelling approach of industrial flotation plants are well-
known, hence the requirement of a classification approach. Another important 
principle for classification is that the structure should allow the combination of 
experts looking at froths and defining what good and bad froths are, as well as the 
design of the feature measures and subsequent classification procedures to replace the 
role of the expert with time. Once again the importance of image analysis feature 
measures having physical significance is emphasized, as the expert uses his under-
standing of what the physical properties of the froth should be for the classification of 
froths. 
The basic classification approach should be applicable to all flotation processes, and 
not dependent on the specific idiosyncrasies of a particular flotation plant, cell 
design, ore type, etc. The approach should therefore facilitate efficient implementa-
tion at new flotation plants. If the setpoints of a plant change because of a variation 
in ore type, for example, the system should enable the identification of the new 
setpoints because of a deviation from the ideal froth type. 
. The classification approach should allow the combination of an empirical and a 
fundamental approach. By observing froth characteristics and relating it to the an 
expert's knowledge and general heuristic rules an empirical approach, which has 
been shown to be very effective, can be applied. However this approach can benefit 
from supplementing it with a more fonnal relation of froth appearance to flotation 
sub-processes (such as the semi-empirical discussion presented in this paper) and the 
integration of image analysis procedures with froth-based kinetic models such as 
developed by Woodburn et al. (1994). It can be envisaged that a well-developed 
classification approach will contribute to a better understanding and combination of 
pulp- and froth-based models. 
. Much of the process information conveyed by surface froths can be associated with 
dynamic properties such as the mobility and the stability of the froth. This implies 
that image analysis techniques must also take into account these froth characteristics. 
4.3. Effect of process deciatiolls 
The most common process deviations (McKee, 1991. 1992; Hulbert and Henning. 
1993) are listed in Table 1. From this study the effect of these process disturbances on 
froth characteristics, as discussed in this paper and as experienced in flotation plants are 
included in Table 1. 
The most suitable approach is to describe the froth features in simple tenns that can 
be readily understood by process operators. The most important manipulated variables 
on the particular plant (and the situation will be much the same on most other flotation 
plants) are the frother and depressant addition rates, as well as the pulp level and pulp 
density. 
The logical next step is to relate process disturbances quantitatively to image features. 
For this purpose an optimum froth can be defined (during periods of good plant 
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Table I 
List or process deviations and effect on surface froth structure 
Process deviation 
Frothcr addition rate too high 
Frother addition rate too low 
Depressant flow rate too high 
Depressant flow rate too low 
Collector addition rate too high 
Collector addition rate too low 
Activator flow rate too high 
Activator flow rate too low 
Pulp level too high 
Pulp level too low 
Pulp density too high 
Pulp density too ·Iow 
Change in mineralogical 
composition, head grade, 
particle surface properties 
Change in particle feed size: 
too coarse 
Change in particle feed size: 
too fine 
Aeration rate too high 
Aeration rate too low 
Froth appearance 
froth too stable. bubbles too small 
froth less stable. large bubbles formed by coalescence 
froth watery. runny with low degree of mineralization (froth load too low): 
small bubbles 
froth viscosity too high: reflected by too stable a froth with low mobility: 
large bubbles: gangue minerals gives the froth a lighter appearance 
depresses valuable minerals: will be reflected by a lighter froth in 
platinum flotation 
difficult to detect with eye: may be detected by image analysis 
froth becomes brittle and more mobile 
difficult to detect with human eye: may be quantified by human eye 
froth too fast and watery 
froth viscosity too high. reflected by sticky froth of low mobility 
degree of mineralization too high (froth load too high); visible by detecting 
a viscous froth of low mobility 
froth watery and runny and too unstable 
poorly documented at this stage: significant difference between UG2 
and Merensky reef types 
froth too brittle, bubbles too small 
froth too stable (sticky); large bubbles 
large bubbles. froth of low grade (visible by lighter colour in platinum 
flotation); froth runs too fast 
opposite of the above 
performance) and the corresponding optimum features be determined. During data 
analysis deviations from these optimum froth features can be traced back to the 
- metallurgical data. It is then possible to quantify the generaloconcepts defined in Table I 
and to further refine this information by the inclusion of combinations of erratic plant 
behaviour and idiosyncrasies pertaining to the particular plant. The conclusion of this 
stage should be the compilation of a preliminary data base with expert rules. 
The classification of froth structures should also be as simple as possible, and should 
have specific metallurgical significance. The basic methodology proposed is the defini-
tion a few main froth classes, after which subclasses can be defined as more information 
becomes available. By defining only the following three main classes an excellent base 
for the later definition of subclasses is created. If it is assumed that the froth mobility, 
stability as well as the average bubble size are the most significant froth features (based 
on the results in previous work by Moolman et al. 1995c) the following main classes can 
be identified: 
1. Ideal froth: The specific froth appearance may depend on the particular character-
istics of a specific plant and will depend on factors such as the ore type, the reagent 
suite used, the cell design, etc. However, this froth type will represent a balance 
. . " - .... . --~-~-.--:-"...~.-:~'" 
. • :'. "!i' 
. ,,#' .•.. 
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between a froth that is too runny ami a froth that is too \'iscous and can in most cases 
be identified by a froth with clo <,cly p~lcked bubbles with clear areas on top of some 
of the bubbles . Th~ important poi nt is that the features of this froth should be 
determined to define a reference point for other froths. 
2. Runny frorh : The degree of mineralization (froth load) is too low. the froth is watery 
and too mobile. The average bubble size is smaller than in the ideal case and the 
froth is less st<.ible . 
3. Sticky (ci5COllS) frorh : The degree of mineralization is too high. the froth has too high 
a viscosity and is less mobile th an an ideal froth. The bubbles are large and often 
elliptical and the froth is excessi\'ely stable . 
The features of these fro ths are summarized in Table 2. in terms of simple measures 
that can be calculated. Vi sual exemplars from a copper fl otation plant for each of the 
froth classes are provided in Fig. I. By using these simple main classes the system can 
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Table ~ 
Three main froth types and relation to froth characteristics 
Froth Average Mobility Stability Over .. 1!1 texture A verage colour 
type bubble 
size 
ioeal medium medium medium polyhedral. closely packed indicates high 
bubbles with clear little mineralization 
window on top that indicates 
balance between water and 
mineral content 
runny small high low watery, spherical. loosely packed little mineral 
bubbles with little mineral 
sticky large low high viscous, ellipsoidal. closely froth load too high, 
packed bubbles with high may cause a light colour 
froth load because of gangue 
Table 3 
Relation of froth types of Table 2 to process deviat ions 
Froth type 
runny 
sticky 
Table 4 
Possible causes 
frother flow rate too low 
depressant flow rate too high 
pulp level too high 
pulp density too low 
reagent flow rates incorrect with respect to ore change (setpoints have changed) 
frother flow rate too high 
depressant flow rate too low 
pulp level too low 
pulp density too high ~ 
reagent flow rates incorrect with respect to ore change (setpoints have changed) 
Sub-classification of froth types by relating average bubble size to process deviations 
Bubble size 
too small 
too large 
Possible process deviations 
frother addition rate too high 
depressant flow rate too high 
pulp density too low 
aeration rate too low 
grind too coarse 
frother addition rate too low 
depressant flow rate too low 
pulp density too high 
aeration rate too high 
grind too fine 
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in relate the froth features to one of three classes of possible causes, as denoted in Table 
3. By using this or a similar approach a good starting point for the refinement and 
sub-classification of froths is provided. 
To assist in subsequent sub-classification procedures each of the froth features may 
be specifically related to possible process disturbances. An example of this is given in 
Table 4, in which the bubble size is related to possible causes. 
This method of analysis should be completed prior to neural net classification, as it is 
essential to understand the mechanisms responsible for the froth appe"arance. 
S. Conclusions and significance 
This paper has focused on the application value of a machine VISIon system for 
flotation 'with reference to the problems experienced in conventional control systems and 
the significance of flotation froth appearance. The best evidence of the numerous 
problems experienced with conventional systems is that very few of these systems are 
used for more than a few months. It has been shown that a machine vision system will 
enable the solution of several of the general problems experienced in existing control 
strategies and control systems. 
One of the most significant benefits of a machine vision system will be more efficient 
data acquisition in industrial flotation plants. A machine vision system represents an 
excellent tool for reliably generating additional on-line data, especially in flotation plants 
with a low level of on-line monitoring systems. As monitoring system there is 
considerable potential as a tool for developing better process models, for conducting 
more efficient plant audits (because of extra infonnation made available), for developing 
better metallurgical accounting systems, operator reward systems, etc. Often distur-
bances originate in the milling circuit of a plant, and with an effective vision system 
these process disturbances can be detected . 
.Although the automatic control system based on machine vision is would realistically 
be implemented only after several initial~phases, effective feedback control with a short 
time delay between the occurrence of a process deviation and the detection of aberrant 
process behaviour would be possible. This characteristic plays an important role in 
addressing the problem of process setpoint changes because of variation in ore composi-
tion. The heuristic knowledge about the significance of froth appearance acquired 
historically at process operation leyel can be better utilized by an integration with image 
analysis techniques. 
For this reason a literature study of the significance of froth structures has been 
conducted. It has been found that this subject is poorly documented in the literature, 
which can be attributed to the fact that very little has been done to develop a framework 
for the development of a computer vision system for flotation processes. It can be 
concluded that the froth viscosity (as reflected by the froth stabili ty and mobility) is one 
of the most important features in the visual evaluation of a froth. and that average 
bubble size is a useful secondary indicator of several sub-processes occurring within the 
froth. 
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of problems: as well as the lack of suitable mathematical techniques. However, in parallel with phenomenal 
advances in computer technology over the past few years, image recognition and the automatic 
interpretation of visual data have experienced equally rapid growth, so that commercially viable niachine 
vision systems are fast becoming a reality. 
In this investigation the development of computational techniques for the videographic analysis of the 
underflow of hydrocyclone classifiers is considered. It is well known that the features of the underflow of 
a hydrocyclone is highly correlated with internal fluid flow and mineral separation mechanisms and that 
control of the underflow plays an important role in the overall control of the hydrocyclone [1]. The angle 
of the underflow discharge is uniquely related to prevailing operating conditions and can be used as an 
indication of inlet conditions such as pressure, flow rate and feed distribution [2]. In this paper it is shown 
that an inexpensive machine vision system provides an efficient means for monitoring and controlling 
hydrocyclone classifiers on industrial plants. 
RECENT APPROACHES TO THE MONITORING OF HYDROCYCLONES 
Several different approaches to the monitoring of hydro cyclone operating characteristics have recently been 
suggested. Petersen [3 J has investigated the use of electrical impedance tomography, where a current 
applied through the main body of a vessel gives rise to a one-dimensional resistance map. This technique 
has been applied to the outlet of an atomizer, producing accurate air core diameter measurements. By using 
a conductive ring, an electrical signal proportional to the cross-sectional area of fluid flowing through the 
outlet orifice is obtained. Williams el al. [4] made use of two-dimensional electrical impedance tomography 
to map physical objects in plane sections throughout the main body of circular vessels. However, this 
system is hampered by low resolving power so that typical features in the main body of a hydrocyclone 
could not be mapped with any certainty. In a more sophisticated investigation, Van Latum [5] suggested 
the use of X-ray imaging to scan cross-sections of a dense media cyclone body to measure density profiles. 
A different approach was taken by Viljoen [2] who was involved in the development of an industrial system 
which monitors the underflow angle of a hydrocyclone by intrusively measuring the pressure exerted by 
the flow. This system is currently operating on a number of gold mines, and has recently (early 1995) been 
installed on a plant in France. 
Although these and other approaches have met with various degrees of success, they are still limited in 
many ways and none has seen wide adoption by industry at this stage. This is especially due to their lack 
of robustness and limited applicability to effectively monitor the impact of the cyclone on the overall 
performance of the plant. By making use of videographic analysis of the underflow of hydrocyclones, most 
of these limitations can be surmounted, since the equipment is relatively inexpensive and requires little 
maintenance if properly designed for an aggressive industrial environment. Moreover, these techniques are 
not intrusive and require very little, if any modification to existing plant operations. . 
VIDEOGRAPIDC ANALYSIS OF HYDROCYCLONE UNDERFLOW 
Figure 1 shows a simplified representation of the proposed on-line underflow monitoring system. Images 
are captured and digitised by a VHSC video camera connected to a personal computer (486 or better) 
equipped with a frame grabber. All subsequent image enhancement, analysis and interpretation are 
performed on the same computer. 
The digitised image essentially consists of a matrix of elements, the values of which represent the 
brightness or intensities of pixels in the image. The values of the pixels are typically positive integers, the 
range of which is determined by the grey scale definition of the image. A grey scale image is much simpler 
to process than a colour image and is adequate for spray angle measurements. 
The lighting and presentation of the object to be evaluated is one of the most important aspects of the 
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implementation of a vision system [6]. The correct use of lighting facilitates distinction between the 
underflow discharge and surrounding background features , such as spray droplets which envelop the 
underflow stream. The use of an intense light source not only clearly defines the edge of the underflow 
stream, but also illuminates droplets which tend to complicate efforts to isolate the wanted edge. 
( !:'ight Video 
- ~ou"e Camera II ,z:s I II 
'I rhC C )2 0J-------------l II I I ~= -h~ I PC + frame grabberi 
Fig.1 Proposed on-line vision system for underflow stream analysis 
Image Enhancement 
Two standard image processing techniques, viz. filtering and thresholding have been used to process images 
and to calculate spray angles . On industrial plants the background scenery in images of the underflow 
discharge frequently consists of a collage of pulp spray and structural objects . The pulp typically generates 
image patterns which have high frequency components due to diffuse light scattering. However, using 
customised low pass filtering techniques it is possible to reduce background noise, as well as contrast the 
underflow stream from unwanted background information. The filtering process tends to blur the image, 
resulting in background pulp obtaining a purely matte appearance. 
In most image analysis problems thresholding is an essential procedure for the extraction of visual 
information. This process is readily applied if the visual intensities are clearly distinguishable from each 
other. In this investigation, a high level thresholding technique which produced well structured binary 
images was used. For the purpose of this investigation the grey scale values (ranging from 0 to 255) were 
transformed to a range of 0 to 1, where the value 1 represented the highest intensity. The following 
procedure was subsequently employed to render the image of the underflow susceptible to further analysis. 
a) All transformed intensity values between, say 0.2 and 0.5 were again transformed linearly between 
o and 1, while values of 0.5 or greater are forced to assume unitary values an4 values of 0 .2 and 
lower become O. This effectively separates and spreads similar intensities in the dark region. 
Typically, the underflow pulp will always be a little brighter than its surroundings, so that this 
approach shifts intensity values associated with the underflow pulp closer to 1. 
b) Repetition of a), but now the chosen intensity range must force most of the background which was 
previously below 0.5 to zero and separate the image of the underflow from its surroundings. 
This process is particularly important when dealing with similar intensities which need to be separated 
without excessive investigation of the specific values of intensities themselves. For example, in dimly lit 
environments the underflow pulp tends to have an intensity very close to that of the background. This 
multistage thresholding technique can be formally summarised by considering two pixels with similar 
intensity values x and (x + 101), where a is the positive or negative difference in intensity between the 
underflow and background , and relatively small compared to the range of 0 to 1 as shown in Figure 2 . 
The range of ~ and A combined is less than 1, where ~ (the darker range) is in the 0 direction and A (the 
brighter range) is directed towards 1. Therefore , with respect to x, all of the values represented in Figure 
2 are I x - t x + 101, x, x + A ] . These values are subsequently transformed to the [0, 1] range by 
initially subtracting the offset x - ~ to put the lowest value at 0 , which gives [0, 101 + ~, ~, A + ~ ] and 
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then to adjust the range to l, divide by the largest value A + ~, i.e. 
[0 101 +~ _~_ 1] , A+~ 'A+( 
The difference between the two middle tenns is 
EL = 10*1 since (~+A)<l. 
A +~ 
This preprocessing technique distinguishes the pulp intensities from the background more clearly before 
a final threshold is applied. Similarly, the use of a range of values to nonnalise pixel intensities, rather than 
a single value means that it is not necessary to accurately determine the threshold. 
Even with the use of sophisticated image enhancement techniques, it has to be stressed that there is no 
substitute for stringent control of image quality through the use of adequate lighting to give contrast 
between the object of interest and unwanted background features . If lighting is properly applied, then both 
filtering and excessive thresholding manipulation can be avoided . 
~ x A 
... ~ , 4 ~ I I 
.. ~ i 
i .. I ~ . I I 
10 1 i 
0 1 
Fig .2 Separation of similar intensities and selection of an intensity range 
Detection of Underflow Edges 
In many applications where shape recognition is needed, edge detection techniques are readily employed 
to produce simplified binary images for further pattern manipulation and possible calculations . The selection 
of an edge detection method depends on the type of image or boundary to be identified , since edge 
detection methods differ in their ability to detect edges in two-dimensional orientations. For example, the 
Sobel method [7] is sensitive to vertical and horizontal edges, while the method proposed by Roberts [7] 
is sensitive to diagonal edges . In both cases, a complete edge is frequently not detected owing to noisy 
patches in the binary matrix. 
A simple matrix subtraction method which is specifically customised for underflow detection was used to 
extract the edges of the underflow stream. Due to the thresholding described above, the binary image will 
display the entire region of the underflow pulp with an intensity value of 1. By shifting the binary image 
east and west by 1 pixel and subtracting it from the original image, a new binary map is created which 
reveals only the edges of the underflow discharge. Any noisy areas in the image, i.e. randomly distributed 
single pixels or small clusters of pixels not part of a larger area of unifonn intensity will be significantly 
reduced or completely eliminated. 
However, residual background pixels and pixels close to the extracted spray edge may still be present. This 
residual noise can be eliminated by exploiting the simple connectability of all the pixels in the image. By 
using a summation of all the non-zero intensity values (i.e. I in binary images) in an n x n neighbourhood 
of a particular pixel, it can be inferred with a high degree of accuracy whether the pixel is connected, :.e . 
forms part of an edge . For example, in a 5 x 5 neighbourhood, it is expected that all edge pixels will have 
4 other neighbours. Otherwise, the pixel is either spurious or a feature of the background which can then 
be eliminated. 
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In Figure 3(a) the digitised image of the discharge of a hydrocyclone is shown, and in Figure 3(b) an edge 
map of the same discharge after thresholding and matrix subtraction which clearly shows not only the spray 
edge, but also the outline of two water drops in the top right hand corner. The result of the cleanup 
procedure is shown in Figure 3(c), revealing two isolated spray edges. This example was completed using 
the following image enhancement steps . 
i. Digitised image is filtered with a 5 x 5 gaussian filter which peaks at approximately 0.25. 
11. The initial contrast thresholding step uses the grey level range of 0.3 to 0 .55 for expansion (dimly 
lit image). 
iii. The image is thresholded at a grey level value of 0.99 . 
These techniques and their application to the monitoring of hydrocyclones are subsequently discussed by 
means of an experimental investigation. 
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Fig .3(a) Digitised image of a single phase (water) hydrocyclone underflow discharge prior to isolation of 
the underflow edge, (b) an edge map of the image obtained by matrix subtraction and (c) an edge map 
that has had noisy and unwanted pixels removed by isolating pixel connections 
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LABORATORYSCALEHYDROCYCLONE 
Initial testing of the spray angle vision system made use of a small hydrocyclone setup with a 0.9 cm 
diameter spigot. Only a single phase medium (water) was considered. Experimental results for inlet 
pressure, underflow and overflow rates, as well as average spray angles and standard deviations of the 
angles are shown in Table 1. Each of the average spray angles and associated standard deviations were 
based on five observations . 
TABLE 1 Results for a single phase laboratory scale hydrocyclone test 
Pressure V/f Olf Spray Angle 
(kPa) (LIs) (LIs) Angle S.D. 
20.26 0.140 0.042 41.0 0.5 
28.36 0.138 0.147 47.7 2.4 
40.52 0.156 0.216 54.7 1.3 
50.65 0.168 0.252 56.5 1.4 
60.78 0.170 0.296 59.3 0.5 
72.43 0.185 0.333 62 .2 0.5 
82.56 0.193 0.344 64.3 0.5 
90.16 0.199 0.355 64 .5 0.6 
From Table 1 and Figure 4 it is clear that the spray angle tends to level off as the inlet pressure is 
increased. Dombrowski and Hasson [8] have shown that the exiting fluid velocity (spray angle) is 
independent of inlet conditions and dependent only upon vessel dimensions . However, this is only the case 
for a vessel which is being operated near maximum inlet pressure conditions, as indicated in Figure 4 
where the spray angle trend begins to flatten at high inlet pressure values. This phenomenon was verified 
more recently by Dumouchel et al. [9] who showed theoretically that after a certain point an increase in 
initial fluid spin (the ratio of the tangential velocity to the radial velocity of the fluid) results in a small or 
negligible increase in the tangential velocity at the atomizer outlet. 
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FigA Hydrocyclone spray angle trend for different inlet pressures: single phase medium used (water) 
(standard deviations are indicated by vertical error bars) 
As is shown in Figure 4, fluctuations (standard deviations) in the pressure tend to decrease as the pressure 
is increased. This is with the exception of the first standard deviation in Table 1 (corresponding to a 
pressure of 20 .26 kPa) which is relatively small and can be attributed to a low flow regime where surface 
tension tcnds to stabilise an erratic underflow spray profile. 
The variance of the pressure can be exploited by a machine vision system as a diagnostic tool for the 
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interpretation of the behaviour of a hydrocyclone classifier. For a particular hydrocyclone operating 
normally, the characteristic variation in the range for spray angle values can be detennined, so that 
subsequent deviations from this range could be indicative of abnormal behaviour. 
Apart from the pressure in the cyclone, other operating characteristics can also be inferred from the 
features of the underflow. The characteristics of boundary layers present in the cone section significantly 
affect the underflow product [1,10] . This is primarily due to viscous effects. Even at the inlet, the viscous 
forces decelerate the fluid flow by a factor of up to 2 [3]. Therefore, an increase in viscous forces coupled 
to an increase in vortex motion will tend to suppress beneficial effects that an additional increase in inlet 
pressure would have on the operation efficiency of the hydrocyclone.. This is supported by Svarovsky [1] 
who approximates the relationship of the cut size (x 50) for a group of geometrically similar cyclones to flow 
rate and pressure drop as follows. 
(Flow rate) (2) 
(Pressure Drop) (3) 
Equations 2 and 3 show that a significant change in the pressure drop brings about a relatively small change 
in particle cut size. For example, given that t:..P = 200 kPa, the cut size is approximately 47 p.m. A change 
in the pressure drop of200 kPa to 300 kPa gives a cut size of 43 p.m, i.e. a 50% increase in pressure drop 
produces an approximate decrease in cut size of merely 8 %. 
The spray angle on the other hand is more sensitive to changes in the particle cut size. Viljoen [2] for 
example, showed that the underflow discharge spray angle can be coupled with pulp density, flow rate and 
feed distribution to obtain a single par::uneter correlation of the product stream cut size (% -75 p.m). 
Using a simple empirical approach for the purposes of a preliminary discussion, the spray angle data can 
be related to inlet pressure, o':erflow rate, underflow rate and total flow rate by means of regression 
analysis, as follows 
Pressure (P) 
P (kPa) = 0.12 82 - 9.826 + 222.88 (4) 
Equation 4 clearly indicates nOD-linear relationship between the inlet pressure and the spray angle, while 
Figure 5 shows the fit of equation 4 to the data (R2=0.99). 
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Fig .5 Correlation of inlet pressure, P (eq . 4, R2 = 0.99), with spray angle (J 
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Underflow, Overflow and Total Flow Rates 
Since the underflow, overflow and total flow rates in the hydrocyclone are related to the inlet pressure in 
the cyclone, these can also be related to the spray angle of the underflow. As indicated by Figure 6, both 
the overflow and underflow flow rates vary linearly with the spray angle, as indicated by equations 5 and 
6. 
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Fig .6 Correlation of underflow rate, Qui (eq. 5, R2 = 0.89) and overflow rate QoJ (eq. 6, R2 = 0.99), with spray angle, () 
(5) 
(6) 
These data suggest that spray angle measurements can be used as an indicator of flow split and other flow 
related phenomena such as the size of the air core inside the cyclone. Using the above empirical fits, the 
percentage of feed in the underflow, Xu/, is 
x = 100 [0.0038 + 0.02] 
uJ 0.0168 - 0.47 
(7) 
As shown in Figure 7, the total flow rate is highly correlated with the spray angle. From these experimental 
data it can be concluded that a particular particle size distribution in the feed will alter the flow rate 
characteristics in such a way that the resultant effects will be reflected in the magnitude of the underflow 
spray angle. Therefore, it is possible to correlate a particular feed distribution or cut size with a spray angle 
for a particular flow rate relative to the angles obtained with a highly dilute (single) phase. 
Q (LIs) = 0.0160 - 0.47 (8) 
The use of the flow rate correlation (eq. 8) can be used to further the work presented by Viljoen [2] . The 
parameters of pulp density (P), feed distribution (-y), flow rate (Q) and spray angle (0) used to characterise 
cut size can be reduced to xso = f(p;y ,O), since flow rate is implicitly accounted for by the spray angle. 
Perfonnance Indicator 
The Euler number is typically used as an indicator of cyclone performance [1] . It is the ratio of pressure 
losses to kinetic forces, given by 
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Eu = (9) 
where t::..P is the static pressure drop and p and v are the fluid density and velocity respectively. It provides 
a means of determining optimal energy consumption for the classification process. Figure 8 shows a 
characteristic curve of the Euler number at the hydrocyclone inlet, EUi, plotted against spray angle values 
at the underflow. As previously discussed, the spray angle is proportional to the total flow rate at the inlet, 
and thus Figure 8 indicates that optimal energy conditions in the hydrocyclone can be characterised by 
spray angle monitoring. 
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In the region of the curve marked as A, a steady increase in inlet pressure is correlated with a consistent 
increase in flow rate. In this region of the curve, the Euler number will decrease rapidly due to the squared 
velocity term in the denominator. At B, it can be seen that the Euler conditions are at a minimum, showing 
that total flow rate increases, i.e. fluid velocity increases, are not increasing proportionately with the 
associated inlet pressure increase . From region B towards region C a further increase in pressure produces 
minimal increases in total flow rate due to significant viscous losses. This is clearly shown by the last data 
point which starts a vertical trend, revealing that a further increase in pressure will produce little or no 
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Eu (9) 
where tlP is the static pressure drop and p and v are the fluid density and velocity respectively. It provides 
a means of detennining optimal energy consumption for the classification process. Figure 8 shows a 
characteristic curve of the Euler number at the hydrocyclone inlet, EUi, plotted against spray angle values 
at the underflow. As previously discussed, the spray angle is proportional to the total flow rate at the inlet, 
and thus Figure 8 indicates that optimal energy conditions in the hydrocyclone can be characterised by 
spray angle monitoring . 
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In the region of the curve marked as A, a steady increase in inlet pressure is correlated with a consistent 
increase in flow rate. In this region of the curve, the Euler number will decrease rapidly due to the squared 
velocity tenn in the denominator. At B, it can be seen that the Euler conditions are at a minimum, showing 
that total flow rate increases, i.e. fluid velocity increases, are not increasing proportionately with the 
associated inlet pressure increase . From region B towards region C a further increase in pressure produces 
minimal increases in total flow rate due to significant viscous losses . This is clearly shown by the last data 
point which starts a vertical trend, revealing that a further increase in pressure will produce little or no 
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increase in total flow rate. This is in accordance with the observations above which showed that small 
improvements in cut size occur with significant increases in pressure beyond a certain point. Therefore, 
the minimum at B signifies optimum balance between viscous losses and kinetic energy in the 
hydrocydone. The dashed curve shows this trend more clearly, representing a smooth version of the data. 
The results summarised in Figure 8 also imply that a machine vision monitoring system can in principle 
be used as a process controller in order to achieve optimal inlet conditions, thus reducing pumping costs. 
These preliminary results support the use of a computer vision system to measure the spray angles of the 
underflow discharge of a hydro cyclone and the use of these data to characterise the performance of the 
hydrocyclone. Moreover, a machine vision system such as this would in principle be more robust to install 
and maintain than other intrusive analytical devices, which are in contact with the mineral pulp. 
INDUSTRIAL APPLICATION (SOUTH AFRICAN GOLD MINE) 
The flow chart of the milling and classification section of this gold mine is shown in Figure 9 . The milled 
product is pumped through the primary cyclone where the coarse underflow is recycled to the mill. The 
overflow stream is fed to a secondary cyclone, the underflow of which is fed back to the primary sump, 
where it is mixed with the effluent of the SAG mill before being recycled to the primary cyclone. The 
overflow of the secondary cyclone is withdrawn from the circuit. In this initial investigation , the camera 
was placed approximately 50 cm from the underflow outlet of the secondary cyclone in order to assess the 
robustness of the equipment as well. At this location, the pulp spray regularly hit the camera lens . 
Typically, the pulp drops were relatively small and due to the focal point of the lens being at the 
underflow, the drops did not affect the quality of the image significantly. In practice, these types of 
problems can be alleviated by means of automatic wiping mechanisms and mirror systems . 
Feed 
Primary 
Cyclone 
Primary utf 
SAG ;,lILL 
Primary Olf 
Fig.9 Milling and hydrocyclone circuit 
Secondary Olf 
Secondary 
Cyclone 
Variation was induced in the system by changing the dilution of the pulp in the sumps (Dl and D2) feeding 
the hydrocyclones . This affected the feed distribution, inlet pressure and flow rate, as reflected by variation 
in the spray angle of the secondary cyclone portrayed in Figure 10. The data in Figure 10 correspond to 
a change (effected over a period of approximately 27 minutes, starting at time = 157 minutes and ending 
at time = 184 minutes) in the water dilution of 200 m3/h to 160 m3/h in the primary sump (D 1) and 300 
m3/h to 250 m3/h in the secondary sump (D2). As can be seen from Figure 10, the spray angle tends to 
fluctuate considerably immediately after the dilution change in the sumps . Even after an extended period 
(at time = 250 minutes) tile spray angle had not stabilised completely, although there is a clear trend 
towards a higher average spray angle value (moving from approximately 71° to a new value of 
approximately 76°) . These data show that the hydrocyclone responds rapidly to a change tn the pulp 
density, but that the system tends to remain unstable for a considerable period after the change in density 
has been completed. 
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Figure 11 shows the same trend in terms of the standard deviation of the spray angle data . The instability 
following the changes the water feed rates to the sumps are indicated by increased fluctuations in the 
standard deviations of the spray angles . As can be seen from Figure II, these standard deviations tend to 
. decrease after the change is completed (at approximately 184 minutes), indicating that the system is 
stabilising. 
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Fig.ll Characterising flow rate fluctuations as a standard deviation. Variation in the standard deviation 
of the spray angle (secondary underflow) in response to a dilution change beginning at t = 157 min. 
and ending at t = 184 min. (200 to 160 m3/h for the primary sump 
and 300 to 250 m3/h for the secondary sump) 
Figure 12 shows values for the left and right underflow spray edges during an experiment where the water 
dilution changed from 120 m3/h to 200 m31h in the primary sump (Dl) at time = 49 minutes. No changes 
occurred in the secondary sump (Dl = 220 m31h). The graph shows that compared to the total spray angle, 
the two spray edges fluctuate significantly during steady state operation (prior to time = 49 minutes). Also, 
it is common for the two angles to be different, for example, being 370 and 420 at time = O. As indicated 
by Figure 12, even though the angles of the individual underflow edges may fluctuate rapidly, the total 
spray angle is largely preserved during steady state operation. Also, when the left angle decreases, the right 
angle tends to increase and vice versa. Moreover, the two spray angles are different and tend to have 
distinctly different profiles. This is due to a single pulp entry point. The hydrocyclone tends to develop a 
pressure drop not only between the air core and cyclone radius, but also across the entire diameter of the 
cyclone chamber. Observation of the underflow revealed the left profile to be more watery than the right, 
therefore, typically having a higher discharge angle. These observations support the need for inlet design 
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optimisation. One such example is the involute inlet which has proved to minimise inlet flow turbulence 
by producing a more uniform pressure distribution [11] . A major advantage is reduction in abrasive 
wearing [12]. 
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Fig.12 Variation in the left and right spray angles of the secondary underflow in response to 
a dilution change beginning at t = 49 min. and ending at t = 75 min. (120 to 200 m3/h 
for the primary sump and secondary sump remains unchanged at 220 m3/h) 
Figure 13 shows the variation of the spray angle as well as the specific gravity of the underflow stream of 
the secondary cyclone for the same run portrayed in Figure 10. As can be seen from this Figure, the spray 
angle increases with an increase in the water content of the exiting underflow (decrease in the specific 
gravity of the underflow). In Figure 14, experimental data relating the spray angle and the %-75 micron 
particle size in the underflow is shown. The spray angles tend to correlate well with the %-75 micron 
particle size, except during the transient stage when dilution of the feed takes place (157 < time < 184 
minutes). Observations by Viljoen [2] support this conclusion. He found that he could satisfactorily 
correlate the spray angle of the underflow with the %-75 micron particle size, except when the system 
became unstable due to operation changes. 
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Fig.13 Variation in spray angle and specific gravity of the secondary underflow in response to 
a dilution change beginning at t = 157 min. and ending at t = 184 min. (200 to 160 m3/h 
for the primary sump and 300 to 250 m3 fh for the secondary sump) 
Figure 15 shows two examples of regression analysis of the %-75 micron particle size data. In both cases, 
only steady state values have been used where the water dilution rates to the secondary cyclone sump are 
200 , 220 and 300 m3/h. Figure 15(a) reveals the strong relationship between spray angle values and the 
%-75 micron particle size parameter. The trend shown in Figure 15(b) confirms Viljoen's claim that a cut 
size parameter, %-75 micron particle size, can be predicted using an adaptation of Plitt's cut size model 
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[13] where the variables flow rate (Q), density (p) and spray angle (8) are the major parameters in the 
regression analysis. However, instead of explicitly using flow rate (Q), a linear expression for the spray 
angle has been substituted. The variable z is given by 
8 
Z = ---
8p +p 
(10) 
where 8 = spray angle, p = feed density . The variable z is consistent with Plitts' cut size model where 
the basic combination of flow rate and density is retained in the denominator. 
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All these observations suggest that a machine vision system such as described above can be used to 
characterise mill discharge. By combining analysis of the underflow with measurement of mill feed 
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distributions, and relating these to the behaviour of the milling circuit, it should in principle be possible 
to monitor the performance of the circuit, and to make intelligent adjustment in response to variations in 
ore feed a.'1d other disturbances. 
CONCLUSIONS AND SIGNIF1CANCE 
An on-line vision system that measures hydrocyclone underflow angles has been proposed, based on 
preliminary tests conducted on laboratory and industrial scales. The system has the following structure and 
features. 
• 
• 
• 
The uncierflow spray edges can be extracted using simple matrix manipulation methods and spray 
angles can subsequently be calculated using regression analysis. 
The spray angle has been shown to be a useful indicator of hydrocyclone operation characteristics 
such as flow rates, inlet pressure and also particle cut size. 
The on-line vision system could be used as the basis for a process controller. This would include 
regulating flow rates and inlet pressure in order to maintain optimal operational efficiency. 
• The differences in (he profiles of the edges of the underflow can be related to the design of the 
hydrocyclone, and in particular, expose deficiencies in inlet design which can lead to inefficient 
separation. 
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LIST OF SYMBOLS 
Eu Euler number (pressure losses/kinetic energy) 
EUj Euler number defined at the hydrocyclone inlet 
!:J.P, P Pressure drop in hydroc.yclone 
Q Total flow rate in hydrocyclone 
Qo! Flow rate through overllow 
Qu! Flow rale through underflow 
v Velocity of pulp stream 
x Grey scale value normalised between 0 and 1 
X50 Cut size defined as 50% passing size 
Xu! Percent of feed in the underflow 
z A variable which has similar form to Plitt's cut size model 
Greek .symbols 
o Small deviation from the grey scale x 
0* Adjusted deviation from x which has the property, 0* > 0 
~ Grey scale range which is subtracted from x 
'Y Feed distribution to hydrocyclone inlet 
A Grey scale range which is added to x 
p Density of feed stream to hydrocyclone 
8 Angle of underflow spray discharge 
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ABSTRACT 
The appearance of the surface froth in the zinc roughers of an Australian base metal 
fbtation plant was quanti tied on-line using textural image analysis. The textural features 
of the froth were characterised using the neighbouring grey level dependence matrix 
metlwd. Poor correlations between the image features and the zinc grade over the medium 
to long term were observed, which were attributed to stochastic changes in the ore 
mineralogy, the long time lag between the points of image capturing and sampling by the 
on-stream analyser, and vibration experienced by the camera support structure. However, 
significant correlations were obtained when slwrt tenn perturbations in the zinc grade and 
reagent addition rates were compared with changes in the image features, as summarised 
by an SOM neural net. For the complex base lnetal plant it was not possible to correlate the 
absolute value of the image features with the zinc grade or any other plant parameter. It 
was observed that the direction of change in the froth appearance, quanti tied by changes 
in the image features, was Of significance. This implies that operators should be observant 
of perturbations in froth structure rather than controlling the circuit to obtain a specific 
froth type. A clear relationship between the perturbations in the grinding circuiL and 
changes in the image features was observed, which implies that image analysis could be 
used as a diagnostic tool. © 1997 Elsevier Science l1d 
Keywords 
Sulphide ores, Comminution, Flotation froths, Process control, On-line analysis 
INTRODUCTION 
Flotation processes are subjected to a wide variety of process disturbances, some of which are caused by the 
often random change in mineral characteristics, while others are caused by changes in operating conditions 
or equipment failure. Despite the availability of on-stream analysers (OSA) on many plants, and even 
automatic control systems, it is still customary for the operators to visually monitor the appearance of the froth 
surface as an indication of the efficiency of flotation. More often than not operators suspect that the froth 
texture is important, but do not know how to interpret changes in the froth appearance. Lack of 
Presented at Minerals Engineering '96, Brisbane, Australia. August 26-28, 1996 
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consistency between operators in the interpretation of the froth appearance is aggravated by the fact that 
different sets of metallurgical parameters can result in a similar visual froth appearance. The efficiency of the 
plant is significantly influenced by the ability and experience of the operator, which means that an·automated 
system is needed to assist the operators with the interpretation of the froth appearance. Also, most operators 
have a tendency to make the period for process settling (after a change in a plant variable) and measurement 
too small [1]. Evidently, this in combination with human error, lack of training and inadequate experience 
leads to suboptimal control of the plant. 
Despite the extensive research done in flotation, the interrelationships between the transport mechanisms in 
the froth, the visual appearan~ of the surface and metallurgical performance are still poorly understood. A 
computer vision system developed at the University of Stellenbosch in South Africa uses neighbOuring grey 
level dependence matrices to extract features from the digitised images of the froth phase [2-8]. This system 
has also been used in the study presented in this paper. It has been shown that the computed features can be 
related to practical values such as viscosity, bubble size and the stability and mobility of the froth, which in 
tum can be related directly to flotation conditions [5]. The grey level dependent features encapsulate process 
knowledge, but their individual use is limited because of the inherent difficulties in the interpretation of feature 
sets of higher dimension [4,6]. Few other studies have been published on the application of computer vision 
to flotation froths, and especially on the interrelationship between froth appearance and metallurgical 
performance [9,10,11]. 
Demonstrating the significance of image features is much simpler under stable laboratory conditions [5] than 
under randomly varying and unpredictable plant conditions [7]. This does not detract from the fact that a 
relationship between froth surface images and froth-based kinetic models still needs to be developed [12]. It 
is the aim of this paper to discuss the applicability of a computer vision system to an Australian base metal 
flotation plant and to point out the difficulties experienced. It will be shown that short term changes in froth 
features should be considered separately from medium to longer term trends in attempting to establish a 
relationship between froth texture and concentrate grade. Furthermore, it will be shown how changes in the 
image features could assist in the diagnosis of perturbations in the grinding circuit. Although the proposed 
techniques of data analysis are demonstrated in this paper on the basis of a single case study, they have also 
been applied successfully to the data of other flotation plants. 
FEATURE EXTRACTION FROM FLOTATION FROTH IMAGES 
A computer with a framegrabber connected to an on-line monitoring camera was used to capture digital images 
of the froth surface in a rougher flotation bank. Separate grey level procedures were used to characterise froth 
texture and stability. Histogram equalisation was performed on the averaged image in the stability calculations. 
The neighbouring grey level dependence matrix Q(r,s), which is a two-dimensional array of the frequency 
counts of the variation in the grey scale of an image [13], was used to characterise froth texture. The 
dimensions of this array are given by the number (r) of grey levels in the image and the number (s) of possible 
neighbours to a pixels in an image. Q(r,s) is computed by counting the number of times that the difference 
between each element in the image function f(i,j) and its neighbours is equal to or less than a at a certain 
distance d. The following features or parameters can be extracted from Q(r,s): 
SNE = Z~s[Q(r,s)/s2]/RN 
LNE = Z~s[s2Q(r,s)]/RN 
NNU = Zs[ZrQ(r,s)2]/RN 
SM = Z~s[Q(r,s)]2/RN 
(1) 
(2) 
(3) 
(4) 
where RN = Z~sQ(r,s) is a normalisation factor. Despite the fact that it is difficult to associate these 
parameters with a physical meaning, the small number emphasis (SNE) usually indicates the fineness of I Ill' 
image, the second moment (SM) is a measure of the homogeneity, while the large number emphasis (\.1'.' 
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and the number nonuniformity (NNU) indicate the coarseness of the image. Although SNE has been found 
to be inversely related to bubble size [7], it is not necessarily the case. NNU could be directly related to 
bubble size, although it has been observed at some plants that SNE and NNU can a~tually be related 
positively. This means that neither SNE nor NNU can be related unconditionally to bubble size. AGL 
represents the average grey level of an image. 
The characterisation of froth instability is based on the assumption that if the froth is excessively unstable, 
the rate of bubble collapse is high and more local changes in light intensity between successive frames 
should occur than in a stable froth [3]. If two successive frames are compared, then the sum lnstab of the 
total statistical distribution of the grey level values of the differences in the pixel values is a measure of 
froth instability: 
lnstab = ~~/(x) with f(x) = 1 if IXI - x2 I ~ t 
f(x) = 0 if IXI - x2 I < t 
(5) 
where XI and x2 are pixel grey levels at position ij for two successive frames and t is the grey level 
threshold. 
CONFIGURATION OF BASE METAL FLOTATION PLANT 
Test work was conducted at a complex base metal flotation plam in Austral ia treating ore containing 
approximately 0.35% Cu, 7% Pb and 13% Zn, with pyrite, sphalerite, galena, arsenopyrite and chalcopyrite 
as the main sulphidic constituents. A simplified plant layout of the concentrator is shown in Figure I . The 
feed to the Semi-Autogenous Grinding (SAG) mill consisted of fresh ore from the stock pile and recycled 
ore from the SAG mill. The pebble crushers shown were only used to assist in the control of !he power 
draw of the SAG mill. It was fairly easily started and stopped, either manually by the mill operator or 
automatically by the plant control system. 
Plant Feed 
Zn-Cond Zn-Ro 
Fig. l A simplified diagram of the configuration of a base metal flotation plant 
When there was a disruption in the ore supply to the SAG mill, or a stoppage of the mill itself, water was 
added to the SAG mill discharge sump to prevent it from running dry, which could have resulted in the 
stoppage of the ball mill which was run close to full capacity. The pulp from the SAG mill discharge sump 
was screened, the overflow was mixed with fresh ore and was fed to the SAG mill while the underflow 
joined the ball mill discharge sump thus mixing with the ball mill discharge. The pulp from the ball mill 
discharge sump was pumped to a hydrocyclone for classification; the underflow returning to the ball mill 
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and the overflow going to the flotation feed buffer tank. The purpose of the buffer tank was to reduce the 
effect of variations in float feed rate or pulp density. It was reasonable to expect that a dampened 
perturbation in the grinding circuit would manifest itself in the float circuit. 
Maxwell flotation cells with internal launders are used in all of the rougher banks. with gravitational flow 
between cells. The camera was positioned to monitor the froth surface of the third zinc rougher cell as 
shown in Figure 1. The activator CuS04 was added in the zinc conditioning tank. The first pH measurement 
was taken for the zinc rougher/scavenger bank at the conditioning tank and the second pH measurement was 
conducted at the fourth cell in the bank wbere the pH was adjusted by automated lime addition. (In the 
interest of brevity the zinc rougher/scavenger bank will henceforth be referred to only as the zinc rougher 
bank.) Potassium Amyl Xanthate (PAX) as the collector was added to each cell in the rougher bank except 
the conditioning tank. The zinc rougher bank concentrate stream was sampled at the zinc rougber/scavenger 
concentrate mixing box where all the cell concentrate streams combine before being pumped to the zinc 
. cleaners for further processing. Approximately In of the total concentrate volume wbich was analysed by 
the Outokumpu Courier OSA was contributed by the videograpbically moniiored cell. Sodium cyanide 
(NaCN) was added to the lead rougher/scavenger conditioning tank at the front of the lead 
rougher/scavenger bank in order to depress spbalerite and pyrite, hence facilitating selective galena flotation 
in the lead rougher/scavenger bank. 
The objective of the test campaign described here was to relate the textural features of the froth to 
disturbances in the grinding circuit as well as to the zinc rougher concentrate grade as measured by the GSA 
system. An average residence time had to be estimated in order to reconcile the image and the plant data. 
In this estimation, average pulp flow rates and cell volumes were used by assuming that the residence times 
for both the concentrate and tailings streams were similar for each cell, and by assuming plug flow through 
the flotation banks. These assumptions are considered as fairly accurate for the tailings stream but less so 
for the concentrate stream. The PAX and lime were assumed to be added at the front of the flotation bank. 
The entire grinding circuit was grouped into a single unit and used as the reference point from which the 
residence times were measured. 
DIAGNOSIS OF PERTURBATIONS IN THE GRINDING CIRCUIT 
Figures" 2 and 3 show respectively the normalised small number emphasis (SNE) and instability (Insrab) 
feature plots of the third zinc rougher cell for the period from 9b 10 on 5 August 1996 to 7hOO on 14 August 
1996. The data were smoothed using a moving average of 60 minutes due to the noise in both the image 
and plant data. The images were sampled at a frequency of 6 per minute. Various perturbations A to L were 
identified, as described below. 
There was an approximate 2h40 time delay between the feed to the flotation circuit and the third zinc 
rougher cell on wbicb the image data were gathered. It is reasonable to expect that the zinc rougher bank 
was more sensitive to perturbations in the copper and especially the lead rougher bank than to perturbations 
in the grinding circuit Nevertheless, it was observed that a small cbange or even a short stoppage in the 
grinding circuit had a rippling effect in the flotation circuit which showed in the zinc rougher cell that was 
monitored. This was despite the damping provided by tile float feed buffer tank and the copper and lead 
rougher banks. The perturbations A to L identified in the image features on Figures 2 and 3 were the result 
of the following events in the grinding circuit 
(A) Ore feed to the plant cut for a short period of time. 
(B) Both the SAG and Ball mills were shut down due to a power failure. Although the grinding section was 
up and running within a reasonable time, it experienced a further two stoppages owing to a second power 
failure and a false alarm on the SAG mill. 
(C) to (F) These perturbations were the result of a combination of power draw increase by the SAG ;U1d 
Ball mill as well as an increase in size of the are coming into the plant. A pebble crusher was used to help 
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control the power draw by crushing the ore discarded by the SAG mill discharge sump screen (the discarded 
ore retumed to the SAG mill via a closed loop) and so reducing the amount of ore build up in the SAG 
mill. 
(G) A blocked chute caused the stoppage of ore fed to the plant for around 20 minutes. 
(H) The SAG mill feed was cut off for 5 minute due to a pull wire alarm on one of the conveyor belts. A 
probable reason for this alarm could have been a rock falling from the conveyor belt or a metal wire not 
removed by the magnets. 
(I) to (K) These perturbations corresponded to stoppages in the ore feeders which bad to be cleaned, and 
alarms on the pull wires etc. At that stage, the flotation operators complained about the unsettling effect that 
the grinding had on the flotation circuit 
(L) Tbis was caused by a feed cut off due to a tear in the conveyor belt and problems with ,pull wire alarms . 
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Fig.2 Small Number Empbasis (SNE) as an indication of the inverse bubble size at the third zinc rougber 
cell from 9blO on 5 August to 7bOO on 14 August 1996 
In general, the events indicated by A, B, G, H, I, J, K and L were caused by a stoppage in the SAG mill, 
during whicb water was added to the SAG mill discharge sump to keep the ball mill running, causing a 
reduction in pulp density and an over-grind of the heavier metal sulphides. The reduction in pulp density 
was associated with a reduced pulp viscosity wbich was expected to cause increased drainage in the froth 
and thus increased froth instability. Figure 3 shows that exactly the opposite bappened, wbich means that 
simplistic arguments cannot always be used to explain a sequence of events in a flotation circuit Whenever 
a cbange is made to operating conditions, there are often opposing and competing effects, and it is difficult 
to predict whicb effect will dominate the changes in the froth texture. Tbe following argument will show 
that reagent addition rather than pulp density dominated the decrease in instability associated with events 
A, B, G, H, I, J, K and L. 
Although the PAX and CuS04 addition rates were based on the ore feed rate, they were not immediatel v 
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cut off when the ore feed stopped, resulting in a short overdosing of both PAX and CuS04 in the zinc 
rougher ban1c. Peak analysis, explained in the next section, showed that the effect of changes in PAX on 
SNE and instab was inconclusive. However, changes in CuS04 addition were correlated negatively with 
instab. Figure 3 confirms this as A, B, G, H, I, J, K and L indicate a decrease in instability with a 
temporary over-dosage of CuS04 as the result of a decrease! stoppage in ore feed to the SAG mill. Fmer 
grinding is known to result in an excessively stable froth (Figure 3) with larger bubbles, which could be 
related to a decrease in SNE (Figure 2). This was also observed visually during the test campaign and 
confinns earlier results in the literature (8] . 
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Fig.3 Instability (Instab) measure at the third zinc rougher cell from 9hIO on August 5 to 7hOO on 14 
August 1996 
Peaks C, E, cUld F were associated with an increase in power dr<.tw of the SAG mill which usually 
corresponded to coarser ore entering the grinding circuit Although the pebble crusher was used to control 
the power draw, there was still a time delay before it becune operationaL This caused coarser particles to 
be fed to the ball mill, which resulted in a temporarily coarser ore feed to the flolation circuit Coarser 
flotation feed is known to result in smaller bubbles (higher SNE values) and an increase in froth instability 
as is illustrated in Figures 2 and 3. Peak D does not conform to this pattem cUld is probably the result of 
other changes in the flotation circuit occuning at the same time: When the time lag between the grinding 
circuit and the third zinc rougher cell is considered, coupled with all the complex physico-chemical effects, 
it is significant that the perturbations in the grinding circuit are reflected in the froth texture. 
Examples of the froths associated with events A to L in Figures 2 and 3 are shown in Figure 4. As 
expected, the average bubble sizes of the images and the associated SNE values revealed an inverse 
relationship, with the exception of event L Usually, an increase in PAX addition increases the average 
bubble size, but this trend WeLl) not reflected in the relationship between changes in PAX addition and 
chcUlges in the SN E values. Again, this could be explained by the fact that textural indicators of fineness 
such as .'"-iN E are a function of other froth attributes in addition to bubble size. 
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(1) (1) (K) (L) 
FigA Images of typical froth structures observed at points of grinding circuit perturbations as 
identified in Figures 2 and 3 
EFFECT OF FLOTATION V ARlABLES ON IMAGE FEATURES 
1063 
Correlations were determined between the plant variables and the image features using moving averages 
of 60, 480 and 720 minutes to smooth the short term randomness and fluctuations caused by changes in the 
ore characteristics, vibrations transferred to the camera and sampling errors of the OSA. The correlations 
between the image features and main plarlt variables are summarised in Tables 1 and 2. Although the 
correlations improve somewhat with the longer moving averages, the majority of correlations between the 
image features and the plant variables are below 50%. Moreover, the signs of the correlations were not 
always as expected, e.g. the AGL showed a negative correlation with the OSA zinc grade ill the zinc 
rougher. 
This implies that either (a) the image features are meaningless and did not reflect metallurgical performance, 
or (b) in view of the non-linear and multi-input-multi-output naUJre of the system a correlation analysis is 
inappropriate, or (c) the damping effect of the processing units between the third zinc rougher cell and the 
sampling point of the OSA is dominant, or (d) the naUJre of the ore varies randomly, which affects the 
recovery and surface texture to different degrees. These factors probably all contributed to the poor 
correlations. The relatively high correlation coefficients of the image features with the lead rougher pH are 
attributed to the fact that the pH in the zinc rougher was adjusted only in the fourth cell of the zinc rougher 
bank while the images were captured on the third cell, and no back mixing was possible due to circuit 
design. 
Variables which fail to produce an expected correlation often reveal a high degree of short term cyclic 
behaviour, and it will be explained below wby this could lead to poor correlations. Ex<unples of a low 
degree of cyclic behaviour are the % Zn in the feed to the copper rougber and Irwllb, <L<; illustraled in 
Figure 5. The 2b 40 min. time lag of the image feature behind the head grade was not included in the 
construction of the graph in order to show the actual profile of the two variables with time. However, the 
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time lag was included ill tile calculation of the correlation between tilese two variables. using a moving 
average of 480 minutes. The zinc head grade and Instab in Figure 5 had a correlation of 73%. In tile case 
of most other variables. a high degree of short terms cyclic behaviour was present, hence the low 
correlations in Tables 1 and 2. 
TABLE 1 Correlations between image features and plant variables for September 1996 data with 
a 480 minutes moving average 
Ball Plant PbRo ZnRo ZnRo PbRo ZnRo ZnRo 
Mill Feed pH o/oZn PAX NaCN CuSO. pH 
[kWs] [tph] Jgffi Jgffi Jgffi 
AGL 
-0.54 0.25 -0.57 -0.38 -0.38 -0.36 0.54 -0.36 
SNE 
-0.53 0.15 -0.55 -0.19 -0.27 -0.39 0.39 -0.55 
LNE 0.47 -0.11 0.50 0.18 0.19 0.38 -0.40 0.51 
NNU 
-0.58 0.17 -0.60 -0.20 -0.34 -0.41 0.37 -0.58 
SM 
-0.52 0.22 -0.52 -0.23 0.00 -0.41 0.60 -0.47 
Instab 0.39 -0.30 0.29 0.08 0.53 -0.03 -0.10 0.34 
Ball mill [kWs] 1.00 -0.38 0.56 0.53 0.53 0.29 -0.40 0.58 
Plant Feed [tph] 
-0.38 1.00 -0.15 -0.58 -0.18 0.23 0.54 -0.19 
ZnRo PAX [glt] 0.53 -0.18 0.31 0.09 1.00 0.09 0.06 0.20 
PbRo NaCN [glt] 0.29 0.23 0.60 -0.00 0.09 1.00 -0.04 0.50 
ZnRo CuSO. [glt] 
-0.40 0.54 -0.11 -0.55 0.06 -0.04 1.00 -0.25 
PbRo pH 0.56 -0.15 1.00 0.38 0.32 0.60 -0.11 0.70 
ZnRo pH 0.58 -0.19 0.70 0.42 0.20 0.51 -0.25 1.00 
ZnRoConc O/OZn 0.53 -0.58 0.38 1.00 0.09 -0.00 -0.55 0.42 
TABLE 2 Correlations between image features and plant variables for September 1996 data with 
a 720 minutes moving average 
Ball Plant PbRo ZnRo ZnRo PbRo ZnRo ZnRo 
Mill Feed pH o/oZn PAX NaCN CUSO. pH 
[kWs] [tph] [glt] [girl Jgffi 
AGL 
-0.63 0.27 -0.65 -0.47 -0.41 -0.41 0.58 -0.55 
SNE 
-0.57 0.16 -0.62 -0.24 -0.25 -0.44 0.42 -0.65 
LNE 0.51 -0.12 0.57 0.22 0.17 0.43 -0.44 0.61 
NNU 
-0.62 0.19 -0.66 -0.25 -0.32 -0.45 0.40 -0.68 
SM 
-0.55 0.22 -0.57 -0.37 -0.00 -0.46 0.63 -0.62 
Instab 0.43 -0.37 0.31 0.13 0.56 -0.03 -0.14 0.32 
Ball mill [kWs] 1.00 -0.39 0.62 0.56 0.59 0.32 -0.42 0.64 
Plant Feed [tph] 
-0.39 1.00 -0.15 -0.63 -0.21 0.27 0.54 -0.20 
ZnRo PAX [glt] 0.59 -0.21 0.38 0.13 1.00 0.11 0.08 0.23 
PbRo NaCN glt] 0.32 0.27 0.63 -0.02 0.12 1.00 -0.07 0.60 
ZnRo CuSO. [gltl 
-0.43 0.54 -0.13 -0.58 0.08 -0.07 1.00 -0.29 
PbRo pH 0.62 -0.15 1.00 0.42 0.38 0.63 -0.13 0.85 
ZnRopH 0.65 -0.20 0.85 0.48 0.24 0.60 -0.28 1.00 
ZnRoConc %Zn 0.56 -0.63 0.42 1.00 0.13 -0.02 -0.58 0.48 
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In calculating the correlation coefficients in Tables 1 and 2, the covariance (Sxy) bad to be calculated as 
[14]: 
1 11 
S =-~ Ix -X'(y.-J' 
;r;y n-l~\'j ""'I J JI )=1 
(6) 
Depending on the magnitude and direction of the deviation between the observed value of a variable and 
its mean, it is evident that the product in Eq. 6 could be either positive or negative. This means that the 
frequency, amplitude and periodic length of the cyclic movement in each parameter around its calculated 
mean value will have a dominating effect on the calculated product, and hence the covariance and the 
correlation coefficient The summation of the product values gives only a net positive or negative result, 
but will be affected significantly by the short term cyclicity. It is clear that differences in cyclicity between 
variables x and y could also lead to erroneous results. This explains wby an increase in the moving average 
and bence a decrease in cyclicity increase correlation coefficients. 
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Fig.5 Normalised graph comparing trends in the copper rougber feed Zn content (head grade) and the 
instability measure from 12h55 on 5 August to 2b50 on 14 August 1996, using a 480 minute 
moving average 
Figures 2 and 3 sbowed that it was possible to relate significant peaks in image features to plant 
perturbations. It was therefore decided to investigate a possible relationship between significant peaks in 
image features and flotation variables, instead of focusing further on correlating absolute values. Eacb of 
the variables or froth features contained a degree of randomness whicb could not be predicted or related 
to plant perturbations. This medium term randomness must be excluded from a correlation analysis of sbort 
term peaks. The reasoning is that any significant perturbation, as represented by a peak, will deviate 
significantly from a base line, represented in this case by a moving average of 480 minutes. In view of the 
complex nature of flotation and the above mentioned influences, the occurrence of a peak rather than the 
peak beight was considered to be important It was decided to analyse the relationship between the 
Significant peaks of the image features on the one band, and the % Zn in the zinc rougher concentrate, zinc 
rougber PAX addition, CUS04 addition, pH or the lead rougber NaCN addition on the other band. The 
relationships between the peaks of the plant feed rate and the zinc rougher PAX and CuS01 additions were 
also analysed, because the reagent addition rate was based on the ore feed rate. 
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T he elimination of the stochastic nature of the data from the analysis of the peaks was done by defining an 
error bound around the moving average base line, and tben identifying the peaks which represent deviations 
beyond the error bound. Values of5% and 10% for the error bound were tested and found to be appropriate 
depending on the degree of randomness present in a data set. For AGL, 10% was found to be appropriate 
and for tbe otber image features and tbe zinc grade 5% was used. The approx.imate time lag between the 
third zinc rougher cell and the OSA sampling point was taken into account during the identification of 
corresponding peaks. Changes in the aeration rate, pulp density, pulp level, feed rates, etc. caused the 
residence time to vary by a few minutes influencing the peak width to vary as welL 
Peaks were identified and counted manually. The following sign convention was used: Peaks indicating an 
increase above the error bound were labelled as positive, peaks indicating a decrease below the error bound 
were Labelled as negative. If a data set revealed a peak at a certain position and no corresponding peak 
occurred on the associated data set, the peak was labelled zero for the data set Figures 6 to 8 show 
examples of such peaks (Nos I to 8) for zinc grade, AGL and Instab. In the correlation anaJysis of the 
peaks, as shown in Table 3, the following convention was used: If the corresponding peaks in the OSA zinc 
grade and in the relevant image feature were both positive, or both negative, it was counted as a positive 
correlation. If the peaks had opposite signs it was counted as a negative correlation . When a peak was 
identified in the rel~vant linage feature but no corresponding peak was found in U1C OSA zinc grade a zero 
correlation was assigned to the image feature and vice versa. 
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Fig.6 Nonnalised trend for the zinc grade in the combined concentrate of the zinc rougher for September 
1996, showing a 480 mnute moving average and a 5% error bound. The identifiable peaks I to 8 
correspond to ulose Figures 7 and 8 
TABLE 3 Correlations between peaks in the zinc rougher Zn content and peaks in the image 
features 
Image Zn Ro %Zn 
Feature 
Zero Positive Zero N~ative 
AGL 6 37 5 3 
Instab 12 0 6 39 
NNU 3 31 12 0 
SNE 3 26 15 0 
SM 21 18 23 3 
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showing a 480 minute moving average and a 5% error bound. The identifiable peaks 1 to 8 
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Table 3 shows a significant correlation between peaks in AGL, Instab, NNU and SNE on the one band, and 
peaks in the OSA zinc grade on the other hand. The correlation with SM was not so significant, although 
the correlation was still positive rather than negative. Comparable to previous work [6-8], it is clear that 
different sets of image features are important in the interpretation of different froths. Table 3 indicates that 
a significant increase in zinc grade was usually accompanied by a significant decrease in the Instab and 
increase in the AGL image features. Although cbanges in both SNE and NNU were significant and 
consistent, the features were correlated. positively. SNE is usually correlated negatively and NNU correlated 
positively with bubble size, which means that either or both image features could not be related directly to 
bubble size in the case of cbanges in the concentrate grade. 
A significant correlation existed between AGL, lnstab and NNU on the one hand, and the zinc rou).!hn 
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CUS04 addition rate on the other hand. as given in Table 4. This correlation was not significant for the other 
image features not included in the Table. A substantial increase in the CuS04 addition rate was most likely 
to be accompanied by a significant increase in NNU and an increase in stability. similar to what was 
observed in Figure 3. Although the correlation of peaks in NNU with peaks in CuS04 addition rate was 
lower than that of AGL and lnstab. the number of peak in the image feature not associated with a peak in 
the CuS04 addition rate was higher for AGL and lnstab than for NNU. It is thus reasonable to state that the 
image feature NNU was sensitive to the CuS04 addition rate. 
TABLE 4 Correlations between peaks in the zinc rougher CuS04 addition and peaks in the image 
features 
Image Zn Ro CUS04 (glt] 
Feature 
Zero Positive Zero Negative 
AGL 16 32 0 3 
Instab 10 7 1 30 
NNU 4 27 4 9 
It is evident fro m Table 5 that there was a Significant negative correlation between the plant feed rate and 
the zinc rougher PAX addition rate. This was to be expected, as the PAX addition rate was based on the 
ore feed rate to the plam. and if there was any cut off in the ore feed rate. very high PAX addition rates 
were recorded shortly afterwards. The correlation between plant feed rate and CuS04 addition rate was not 
significant. 
TABLE 5 Correlations between peaks in the plant feed rate and peaks in the reagent addition rates 
to the zinc rougher 
Reagent Plant Feed [tph] 
Zero Positive Zero Negative 
Zn Ro PAX (glt] 8 6 7 17 
Zn Ro CUS04 [glt] 8 15 2 12 
As expected. Table 6 shows a high correlation of peaks in the zinc rougher PAX addition with peaks in the 
zinc grade. Althougb both the lead rougher NaCN addition rate and zinc rougher pH show positive rather 
thc'm negative correlations with the zinc grade. a higb fraction of peaks in the zinc grade could not be 
attributed to peaks in the NaCN addition or pH. This is understc'Uldable in view of the variety of factors 
affecting the zinc grade. In contrast, almost all peaks in the NaCN addition or pH were associated with 
peaks in the zinc grade. Similar to Table 5, peaks in the CuS04 addition do not show a convincingly 
positive or negative correlation with peaks in the zinc grade. This is in contrast with the positive correlations 
between the image features and the CuS04 addition in Table 4. Consequently, some reagents have a more 
pronounced effect on the froth texture than others, while a significant effect on the froth does not necessarily 
imply a significant effect on the concentrate grade. 
TABLE 6 Correlations between peaks in the zinc rougher Zn content and peaks in some of the 
rates or reagent addition in the lead and zinc rougher 
Reagent ZnRo %Zn 
Zero Positive Zero Negative 
Zn Ro PAX [glt] 4 25 6 5 
Pb Ro NaCN (glt] 1 18 22 3 
Zn Ro CUS04 (glt] 6 l3 4 16 
ZnRo pH 1 16 17 4 
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Pulp alkalinity plays an important, albeit very complex role in flotation, with selectivity in complex 
separation being dependent on a delicate balance between reagent concentration and pH [15]. Table 7 shows 
that changes in the pH of the zinc rougher bank have a positive correlation with changes in most of the 
image features. The strongest positive correlation of pH is with AGL, which was shown in Table 3 to 
correlate strongly with the zinc grade. Although changes in the pH appear to be reflected in changes in the 
AGL, changes in the AGL or the zinc grade cannot be attributed simply to changes in the pH in view of the 
multiplicity of factors affecting AGL and zinc grade. 
TABLE 7 Correlations between peaks in the zinc rougher pH and peaks in the image features 
Image ZnRo pH 
Feature 
Zero Positive Zero Negative 
AGL 19 16 0 3 
Instab 36 8 0 6 
NNU 15 9 6 5 
SNE 9 9 0 3 
SM 14 5 6 3 
LNE 45 9 0 3 
It can be seen from Table 8 that AGL and LNE have a positive correlation with the zinc rougher PAX 
addition rate, while Instab, NNU and SNE have negative rather ilian positive correlations with the addition 
rate of PAX to the zinc rougher. The correlation witb SM is inconclusive. The correlation between LNE 
and PAX addition rate is the strongest. The positive correlation between zinc grade and PAX addition in 
Table 6 implies that LNE and zinc grade should have a positive correlation. Should bubble size have been 
the only determinant of the textural image features, both NNU and LNE would have been correlated 
negatively with SNE. This is not the case for NNU, which shows again that these image features should not 
be interpreted in a simplistic fashion. From Table 9 it is clear that neither of the image features has a 
conclusively positive or negative correlation witb the NaCN addition rate to the lead rougher. This is 
attributed to the fact that the reagent was added already in the lead rougher, which does not have an obvious 
effect on the froth texture in the subsequent zinc rougher, despite affecting the zinc grade positively. 
TABLE 8 Correlations between peaks in the PAX addition rate to the zinc rougher and peaks in 
tbe image features 
Image Zn Ro PAX [glt] 
Feature 
Zero Positive Zero Negative 
AGL 9 16 2 9 
Instab 11 16 1 11 
NNU 8 7 4 13 
SNE 3 7 2 12 
SM 1 7 8 5 
LNE 2 21 3 3 
The relationships represented in the Tables are reasonably consistent. However, no single image feature can 
be associated with a single plant variable in view of tbe multi variable nature of the flotation process. Some 
image features, however, are more sensitive to a specific plant variable than is the case with other image 
features. The analysis of peaks also implies that the interrelationships between froth features and 
metallurgical performance could be observed in terms of shon term perturbations despite the absence nf 
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medium to long tenn correlations. This has significant implications for plant practice, because it means that 
the operator has to be mindful of the direction of changes in the froth features rather than the actual 
condition of the froth itself. This is easier said than done by the buman eye, which provides further 
justification for an automated computer vision system. 
TABLE 9 Correlations between peaks in the addition rate of NaCN to the lead rougher and peaks 
in the image features 
Image Ph Ro NaCN [g/t] 
Feature 
Zero Positive Zero Negative 
Instab 18 9 2 4 
NNU 14 4 3 3 
SNE 14 2 8 5 
SM 11 4 9 3 
SELF-ORGANISING FEATURE MAPS 
SOM neural networks create two-dimensional feature maps of multi-dimensional input data in such a way 
that the order is preserved [16]. Such a net typically consists of an input layer, which is fully connected to 
a two-dimensional Kohonen layer, and learns without supervision, so that no output data set is required. 
Each process element in the Kohonen layer measures the Euclidean distance of its weights to the input 
values (exemplars) fed to the layer. The winning element is detennined by the minimum Euclidean distance. 
The weights of the winning element, as well as its neighbouring elements are subsequently adjusted in order 
to move !.he weights closer to !.he input vector. The adjustment of the weights of !.he elements in the 
immediate vicinity of the winning element is instrumental in the preservation of the order of the input space 
and amounts to an order preserving projection of the input space onto the two-dimensional Kohonen layer. 
Figure 9 depicts an SOM of !.he nonnalised OSA zinc grade in the combined rougher concentrate based on 
the normalised feature set (AGL, Instab, NNU, SNE, LNE and SM) as input variables. Clearly, the absolute 
values of the image features give no clustering of the absolute values of the OSA zinc grade, which 
confirms the poor correlations obtained between image features and metallurgical performance when using 
absolute values. However, Figure 10 illustrates a satisfactory classification of the direction 
o 5 10 15 20 
i+ 0-0.2 
I : !. 0.2-0.4 i 
; A 0.4-0.6 : 
X 0.6-0.8 
. ::K 0.8-1 .0 . 
Fig.9 SOM map of nonnalised Zn gmde in the combined zinc rougber concentrate based on a NGLDM 
feature set (AGL, Instab, NNU, SNE, LNE and SM) ,Uld a 20 x 20 Kohonen layer. The data had 
a total moving average of 480 minutes 
of peaks of OSA zinc grade in terms of the direction of peaks in the feature set (AGL, Instab, NNU, SNE, 
SM). In this SOM, peaks in the OSA zinc grade were labelled as being either positive (Class3I), zero 
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(Class_O) or negative (Class_-l ). For this type of classification, the input vector must also consist of the 
values -1, 0, + 1 for eacb of the image features. As before, this sbows that cbanges in. rather than the 
absolute values of. the textural features and plant variables sbould be correlated. Figure 11 shows the SOM 
based on cbanges in the feature set (AGL, lnstab and NNU) for classification of peaks in the OSA zinc 
grade, yielding an inferior clustering of zinc grade peaks. Therefore, despite the lower correlations of SNE 
and SM with the OSA zinc grade as sbown in Table 1, it is still advisable to incorporate them as input to 
the Kobonen layer wben generating a topological map. 
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Fig.IO SOM map of peak classification for the Zn grade in the combined zinc rougher concentrate based 
on a NGLDM feature set (AGL, lnstab, NNU, SNE and SM) and a 20 x 20 Kohonen layer. The 
data had a total moving average of 480 minutes 
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Fig.II SOM map of peak classification for the Zn grade in the combined zinc rougher concentrate based 
on a NGLDM feature set (AGL, lnstab and NNU) and a 20 x 20 Kobonen layer. The data bad a 
total moving average of 480 minutes 
CONCLUSION AND SIGNIFICANCE 
The froth surface in a base metal flotation plant encapsulates a significant amount of process information 
regarding perturbations in the plant conditions. For the complex base metal plant in this case study it was 
not possible to relate the absolute values of the image features to the absolute values of the OSA zinc grade 
or any of the other plant variables. Very little significance can be attached to linear correlation coefficients, 
because the image features and plant variables are affected differently by random cbanges in the attributes 
of the ore. In essence, the correlation coefficients are based on a linear assumption, while the dependencies 
of the surface froth features and the plant performance on the ore cbaracteristics bave different degrees of 
non-linearity. Nevertheless, significant correlations were obtained between sbort ttrm cbanges in both the 
image features and plant variables. Again, it was noticed that the amplitudes of perturbations in different 
variables could not be correlated. but rather the presence or not of a perturbation, and especiall y its 
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direction. 
Perturbations in the image feature LNE appeared to be most sensitive to perturbations in lbe addition rate 
of PAX to the zinc rougher, while changes in NNU exhibited a high sensitivity to the addition of CuS04 
to the zinc rougher. Changes in AGL and Instab correlate with a variety of plant variables, which implies 
that changes in an image feature should not be associated with changes in only one plant variable. The 
direction of significant changes in the OSA zinc grade formed clusters on an SOM plot in terms of char.ges 
in the image features, which suggests that a substantial change in the frolb appearance could predict a 
change in metallurgical performance. Instabilities in the grinding circuit owing to mechanical failures and 
changes in the ore were reflected consistently in lbe froth appearance. This observation is significant if the 
damping effects of lbe sumps and the copper and lead rougher banks are taken into account. 
Unfortunately, it was not always possible to attribute a physical meaning such as average bubble size to 
individual image features. Bubble size is a highly complex function of inter alia the aeration rate, cell 
hydrodynamics, bubble loading, hydrophobicity, solidlliquid ratio, viscosity, surface tension and particle size. 
Furthermore, the bubble size is only one of a number of anributes determining the fineness, coarseness or 
homogeneity of the froth as quantified by the textural features. Consequently, a change in process conditions 
may change not only the bubble size but also other textural atuibutes as summarised by features such as 
SNE, LNE. NNU and SM. Due to differences in bubble load cUld froth texture along a flotation h,Ulk it is 
expected that the sensitivity of image features to process conditions will he different in differelll cells. This 
issue still needs to be addressed and could provide answers to many of the problems identified in this paper. 
Another important question in industry is the extent to which random perturbations in the ore characteristics 
mask the sensitivity of metallurgical perfonnance to changes in operating conditions. 
In sUIIunary, the results of tllis paper show that the operator should be observant of perturbations in the froth 
texture rather than attempting to aim for a specific froth type. Therefore, an automated computer vision 
system could be a SUilc1.ble diagnostic tool for integrating the control and operation of the grinding ,Uld 
flotation circuits. 
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ABSTRACT 
Changes in mill feed conditions such as particle size distribution and ore type have a 
significant impact on grinding performance. but are process variables that have remained 
largely un exploited in control and optimisation strategies. This study documents the 
development of a machine vision strategy used to characterise particle features in ore feed 
systems. In contrast to algorithm based metlwds which explicitly target individual particle 
recognition. this paper explores a textural approach. viz. variance and range textural 
operators for ore type characterisation and surface particle size estimation. Promising 
preliminary results were obtainedfor mean particle size predictions on an industrial mill 
feeder. © 1998 Published by Elsevier Science Ltd. All rights reserved 
Keywords 
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INTRODUCTION 
Owing to high energy requirements, the cost-effective implementation of comminution operations can play 
a vital role in ensuring the economic viability of mineral processes [1]. Overall plant efficiency and 
profitability are intimately linked to milling performance to the extent where a loss of even a few percentage 
points in required fine grind can cause a significant drop in revenue [2]. To aggravate conditions, power 
consumption during milling operation is frequently erratic owing to continual variations in feed conditions, 
such as mineralogical content [3,4] and/or feed size distribution [1,5], which can give rise to rapid variations 
in the size distribution of the grinding product. This is particularly true in the case of run-of-mine milling 
circuits which are inherently more difficult to control than conventional circuits, because the feed rate of 
the larger rocks cannot be controlled independently from that of the finer ore. 
The main variables which commonly affect milling control are new feed rate changes, circulating load, feed 
size distribution, ore hardness, and rate of water addition to the circuit. Stabilised operation can be 
maintained at values which experience has shown will produce the required product, but is marginally 
successful when disturbances cause deviations from normal operation. Control strategies typically address 
these deviations through classification control, or the field of grinding media control as is necessary in 
autogenous or semi-autogenous grinding .operations [6] . It has vnly been in the last decade that more 
complex forms of milling operation control have found sustained use. 
959 
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Despite the importance of feed size distributions and ore type to milling perfomlance and overall liberation. 
on-line industrial particle size analysers on ore feed systems have been slow to materialise. Moreover. the 
current lack of available instrumentation to measure particle feed size and ore hardness is one factor which 
is impeding the development of more advanced and effective AG/SAG mill control. 
A relatively new tool which is attracting increased interest in the mineral processing field is digital image 
analysis. Machine vision systems are powerful and flexible sensing devices which are already well 
established in a number of other commercial sectors. such as the automotive, military, medical and 
agricultural industries [7]. Digital signal processing extends to many other areas in the minerals industry, 
including impedance tomography [S], X-ray imaging [9], ultrasonic detection [S] and image analysis [10,11], 
thus indicating that the computational aspects are well understood. Until recently, optical methods have not 
received serious attention due to the computational demands of image recognition and interpretation. but 
these problems have been largely overcome by the latest advances in computer technology. 
In this paper it is shown that machine vision can be used as a cost effective means to monitor industrial mill 
feed characteristics, in particular the variations which impede profitable production. The major benefit 
arising from an optical characterisation of particle size distribution is that management of power 
consumption can be effected predictively rather than reactively by changes in water addition alone. In 
contrast to methods based on object recognition, the technique developed in this investigation is based on 
the analysis of textural content in particle images. The algorithms arc simple and provide real-time analysis 
of average particle sizes with standard computing facilities. 
RECENT INVESTIGATIONS ON THE CHARACTERISATION OF PARTICLE SIZE 
DISTRIBUTION USING IMAGE ANALYSIS METHODS 
Substantial work has already been done on particle size analysis. but this has been restricted to relatively 
simple systems where particle sizes and shapes tended to be more or less uniform and of similar size. These 
methods [12-14] have been derived primarily through classical image processing techniques where a single 
particle is identified and classified through computationally intensive methods. Kemeny [12] has applied 
elliptical approximations to rock distribution images after using edge detection. The most significant 
advantage of this technique is that it provides a size estimate of partially obscured particles which shows 
good agreement with size measured by sieve analysis. 
The problem of partially obscured particles was also investigated by Koizumi et al. [13], where spherical 
polymer particles were delineated using edge detection and circular approximations were fitted to the two-
dimensional image projections of the delineated particles. This method proved extremely successful for the 
particular problem, but is not easily adapted to arbitrary shapes. Lin and Miller [14] also used edge detection 
techniques for particle identification. An estimation of sieve' size distribution was found from measured 
chord lengths taken across the particle. The chord lengths are statistically related to stereological 
probabilities which yield dimensional results. 
Other approaches [15-1S] use neural network pattern recognition methods. Barron et al. [15] used neural 
network pattern recognition based on Fast Fourier Transform image coefficients to classify particle size 
distributions. However, this method relies on training examples which may not always be available in 
sufficient numbers at individual blast sites or mining operations. Jones and Maxwell [16] similarly 
investigated the use of neural networks in predicting particle size distribution. In this case, particulate bulk 
profiles were analysed and reduced to a feature vector using fractal geometry information. A comparison 
of the features from different size fractions revealed a unique trend that could be classified by using a neural 
network. Widzyk-Capehart and Young [17] also used fractal analysis to estimate the volume of rock 
fragments from two-dimensional images. Cumulative distributions were predicted for two separate 
fragmentation sites. While predictions were relatively good, the system is dependent upon the application 
of soph;sticated image processing techniques and relie:: on the empirical deduction of distribution 
parameters. Parkin and Calkin [IS] have used a laser system to map boundary features of particles as they 
fall past a sensing plane in order to characterise particle shape and to estimate size distributions. Geometric 
and fractal features of the digitised boundary profile were used as input toa neurofuzzy classifier in order 
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to detennine linguistic shape descriptions. While this investigation has improved overall particle 
characterisation, the system requires particle feed to be sorted beforehand into manageable sizes, typically 
less than 75 mm. 
Although these techniques show that image processing methods have excellent potential for particle size 
characterisation, mill feed systems are especially challenging and cannot be treated satisfactorily with 
present techniques. The wide variety of conditions, e.g. order-of-magnitude ranges in particle sizes, the 
presence of mud and water, and concealment of particles result in complex systems which are not easily 
interpreted by simple techniques. 
IMAGE PROCESSING AND TEXTURAL FEATURE EXTRACTION 
Texture based image processing applications are at present limited in the mineral processing industry, 
mainly due to the difficulty in relating abstract calculations to meaningful and observable features of the 
process under consideration. The most recent textural investigation is presented by Moolman et al. [11] who 
applied neighbourhood statistics such as spatial and neighbouring grey level dependence matrices (SGLDM, 
NGLDM) to characterise flotation operating conditions in relation to froth appearance. These textural 
statistics were coupled to a neural network which could be used estimate the performance of a flotation 
plant. 
In this investigation, images of industrial ore feed systems were captured and digitised by a VHSC camera 
connected to a personal computer (486 or better) equipped with a frame grabber. All subsequent image 
enhancement, analysis and interpretation were perfonned on the same computer. The digitised image 
essentially consists of a matrix of elements, the values of which represent the brightness or intensities of 
pixels in the image. The values of the pixels are positive integers, the ranges of which are detennined by 
the grey scale definition of the image. For the purpose of this investigation the grey scale values (ranging 
from 0 to 255) were transfonned to a range of 0 to 1, where the value I represented the highest intensity 
(brightest pixels). 
The lighting and presentation of the object to be evaluated are some of the most important aspects of the 
implementation of a vision system [19]. The correct use of lighting expedites the resolution of particle 
outlines and eliminates unwanted shadows which tend to alter projected particle size and observable texture. 
These difficulties can be reduced by extensive enhancement of the images, but it is usually computationally 
expensive and is no substitute for proper lighting. Grey level textural processing has the distinct advantage 
of requiring little or no image pre-processing or special alteraticns to particle belt systems that are 
reasonably well lit. 
Two-Dimensional textural analysis 
Many images contain regions which cannot be characterised by a unique value of brightness, but by a 
variation in brightness that is often referred to as texture. If the brightness is interpreted as elevation in a 
representation of the image as a surface, then the texture is a measure of the surface roughness [20]. 
Textural interpretation creates a set of powerful tools that facilitate the characterisation of features that are 
otherwise difficult to extract. From the wide range of textural analysis tools available, the variance and range 
operators have been chosen to investigate particle texture on industrial conveyor belts. The aim is to exploit 
textural features in images of particles that typify variations in particle sizes or changes in ore types. 
The variance texture operator, V p.q' is defined as the square root of the sum of the squares of the·differences 
between the brightness of the central pixel and its neighbours; 
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(iJ#) (1) . 
where Xij are pixel values in a kxk neighbourhood around the investigated image pixel with co-ordinates 
of ~.q' It responds to the variation of pixels in a neighbourhood and the calculation window size used 
determines the sensitivity of calculations to singular extreme pixel values. The variance operator has been 
specifically chosen for its ability to demarcate edges, and is simpler to apply than more complex methods 
such as gradient operators. 
Figure 1 shows a test image that will be used to illustrate the use of the operator. Figures 2a and 2b show 
the result of using 3x3 pixels2 and 5x5 pixels2 windows respectively . To the human eye, these images appear 
to discriminate edges less clearly than in Figure 1. However, extracting features based on grey level alone 
is difficult, where the edge intensity is often similar to that of the particle surface. In contrast, a variance 
representation is in essence a measure of grey level gradient, which is more pronounced at particle edges. 
As shown in Figure 2b by the bright regions, increasing the window size reduces the distinction between 
particle edges and internal features of the particles. The edge detecting capabilities of the variance operator 
make it suitable for characterising particle shape, since particle aggregates will have unique visual features 
formed by particle edges. For the purpose of this investigation, the 3x3 calculation window was used for 
its computational efficiency. However, in the case of images which have a high resolution where only a few 
particles are visible, a much larger calculation window size is necessary since textural features on particle 
surfaces begin to affect variance calculations. 
Fig.l Test image of an ore with contrasting light and dark particles surfaces. 
(a) (b) 
Fig.2 (a) Variance operator applied to Figure I using a 3x3 window (b) Variance operator applied to 
Figure 1 using 5x5 window. 
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The principle behind using the variance operator to estimate average particle size is shown in Figure 3. 
Figure 3a is a schematic representation of a 3x3 calculation window (in an image) used to perform variance 
calculations. Figure 3b shows a 3x3 window of the image matrix with a line passing diagonally through it. 
This represents a magnified view of a thin particle edge (shown here in a binary format, i.e. 0 and I ; black 
and white) which is typically found with smaller particles. In contrast, Figure 3b shows a thick line, which 
is commonly found at the edge of larger particles when they overlap. The white dot at the centre pixel of 
Figures 3b and 3c denotes the position at which the variance is calculated, and consequently it is expected 
that edges of smaller particles will yield larger variances, whereas larger particles will give smaller 
vanances. 
(a) (b) (c) 
Fig.3 (a) A schematic diagram of a 3x3 window taken from the image of particle used for variance 
calculation. (b) A fine edge, analogous to small particle edges, passes through the calculation 
window. (c) A thicker line (larger particles) passes through the calculation window. 
The variance measure alone is insufficient to classify a particular ore type. Internal pixel regions of particles 
provide necessary information which can be used in conjunction with variance calculations at particle 
boundaries. This particle surface information or tone level can be extracted using a range texture operator, 
defined as the difference between maximum and minimum brightness values in an arbitrary neighbourhood 
of a pix.eL 
R = IX..( maximum) - X. .( minimum)j ij. p.q' Ie 
p.q IJ I J ij. p.q./c 
(2) 
For a uniform region of brightness the range is small and conversely, larger values correspond to a region 
of pixels which appear to be rougher. The range operator converts the original image to one in which 
brightness represents the texture [20]. The range operator is sensitive to boundary regions and can be 
applied as an edge detector with moderate success. In comparison to other more sophisticated edge-finding 
methods, the range operator is arithmetically simple and could therefore be more suitable for real-time 
calculation. 
Figures 4a and 4b show the range operator applied to Figure 1 using calculation windows of 3x3 and lOxiO 
pixels2• This operator was selected to characterise the brightness of the particles which can be 
(a) (b) 
Fig.4 (a) Range operator applied to Figure 1 using 3x3 window. (b) Range operator applied to Figure 
1 using 10xl0 window. 
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applied to detennine ore appearance, including ore type and other conditions that typically occur in industry, 
such as excessive mud and water on conveyor belts. The combination of these two textural operators 
constitutes two-dimensional variance-range mapping. 
Algorithm speed 
A recent investigation by Crida and De Jager [21] proposes a technique for particle delineation based on 
the human visual system, which incorporates the use of a preattentive vision stage and a stage of attention 
focusing. In spite of the highly insightful results, computation time is approximately 10 minutes on a Sun 
Sparc 20. This is reasonable considering that such a complex process is being modelled. However, in the 
case of particles on a moving belt, computation time is at a premium. Processing images at least every 30 
seconds would be a prerequisite for effective process representation. 
Image capture and processing for the algorithm described in this investigation takes approximately 4 seconds 
on 486 PC. Common plant computing power would reduce this time to microseconds. 
EXPERIMENTAL DATA 
The first two case studies present preliminary laboratory experiments which were perfonned on various ore 
types to demonstrate the basic principles of two-dimensional variance-range mapping. The third case study 
presents an application of the technique to an industrial situation. 
Case study 1: relative particle size estimation 
Figure 5 shows three size groupings of an artificial ore (alumina-silicate geopolymer) designed for the 
immobilisation of toxic metals. The sizes are (a) +2.00 -2.80 mm, (b) +2.80 -3.35 mm and (c) +3.35 mm. 
Twenty-five images of each size group were ' processed using the variance and range operators. After 
thresholding (a process which selects pixels above a certain value, and discards the rest) each image 
according to variance calculations, typically between 1000 and 3000 pixels were retained from each image, 
which were then averaged to represent a measure of average particle size. Figure 6 shows a plot of the 
variance and range results (variance-range mapping) for the three size classes, which are clearly Clustered 
and separated in relation to the variance axis. The three circles at the bottom of the graph indicate the 
average variance values for each size group, and include error bars (standard deviations), demonstrating that 
the data occupy definite regions in the variance domain. In relation to the range measuremer.ts, the average 
values of the two smaller size fractions are both 0.57, and for the largest size fraction: 0.58. Even though 
the largest size fraction has an average range value which is only marginally greater than the other two 
fractions, this could be an indication that surface features are playing a greater role in the measurements. 
Similarly, with larger particles sizes, there is also a change in the distance between the camera and particles. 
This second point could have implications on effective size determination when there is significant 
underlying material on a feed belt. 
(a) (b) (c) 
Fig.5 Test images of three size fractions (a) +2.00-2.80 mm (b) +2.80-3.35 mm (c ) +3.35 mm. 
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This case study shows the potential of variance-range mapping to estimate particle sizes which are inversely 
related to variance values. At this stage the range operator played a minor role in the interpretation of results 
since only one ore type was investigated. 
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Fig.6 Textural mapping of 25 images of each size fraction shown in Figure 5. The clustered structure 
of the size fractions is clearly visible, demonstrating the potential for particle size estimation. 
Case study 2: ore type and relative particle size 
In the second case study, a total of three ore types, each divided into three size groups (size fractions: (a) 
+2.75-4.75 mm, (b) +4.75-6.35 mm and (c) +6.35-9.50 mm) were photographed and processed. For the 
purposes of reproducibility, thirty images of each ore type size fraction were taken. Figure 7 shows an 
example of the three different ore types from various South African gold mines, viz. ores from Beatrix reef, 
Kinross and Barberton (reproduction of images reduces observable differences). Beatrix gold ore has an 
average head grade of 6 glton (1994) and gold occurs in four main forms, namely as free gold, gold 
associated with quartz and other silicates, gold associated with pyrite and gold associated with carbonaceous 
materials [22]. Kinross has an average head grade of 7 glton (1994) [22] . Barberton gold ore contains a 
large amount of pyrite and arsenopyrite, from which gold is recovered by bacterial leaching methods [22]. 
(a) (b) (c) 
Fig.7 Three ore types from South African mines (a) Beatrix, (b) Kinross and (c) Barberton. Particle sizes 
used for each of the three ore types are (1) +2.75-4.75 rnrn, (2) +4.75-6.35 mm and (3) 
+6.35-9.50 mm. 
Figure 8 shows the result of applying variance-range mapping to the 3x3x30 images. Data are presented in 
groupings of ore type only (all three size fractions are lumped together for each ore type). Visual inspection 
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shows that each ore type occupies reasonably distinct regions in variance-range space. However, the 
dimensions of each cluster in this space are noticeably different. For example, Beatrix extends from 0.36 
to 0.48 according to variance and lies approximately between 0.925 and 0.95 on the range axis, but 
Barberton occupies 0.27 to 0.45 (variance) and 0.80 to 0.89 (range). In the case of identifying ore type, the 
obvious difference in range values can be exploited. In contrast, the significant difference in the extent of 
the cluster's variance dimension poses a serious limitation in estimating particle sizes. Even though an 
identical particle size range for Beatrix and Barberton was used (2.75 mm to 9.50 mm), their respective 
variance cluster dimension indicate that particle sizes cannot be directly compared. 
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Fig.8 Textural mapping of image data from three South African mines. Different ore types are clearly 
clustered. 
The reason for this is two fold: (1) The breakage characteristics of each ore type affects packing properties. 
For example, the Kinross ore can be described as needle shaped compared to the Barberton ore, a factor 
which affects the closeness of particle packing. Therefore, the visible surface area of each particle, on 
average, would be larger for the Barberton ore. (2) Image resolution is sufficiently high to discern smaller 
features on the particle surfaces. As shown in Figure 7, particle surfaces can be quite patchy, which affects 
both variance and range calculations. 
Figure 9 shows the variance-range mapping results of the same data (grouped according to ore type) after 
using a pre-filtering stage (5x5 Gaussian, std: 0.08 pixels) to smooth the appearance of the images, 
effectively reducing the noise which occurs on particle surfaces. As shown, a good range separation is still 
achieved, which is amenable to cluster analysis techniques for ore type identification. However, the 
separation appears to be less significant than that shown in Figure 8. This is due to the pre-filtering stage 
which reduces characteristic differences in surface detail between the ore types. Accordingly, the spread of 
the variance values are now more comparable. However, discrepancy remains, and is primarily due to the 
particle breakage characteristics discussed above. Figures 8 and 9 demonstrate that particle appearance is 
the most crucial aspect of using a textural approach. Any pre-filtering must be applied on the basis of 
providing a balance between good ore type separation and reasonable variance comparison. However, with 
cluster analysis in a highly developed state, it is plausible that once a change in ore type is detected, then 
identifying and calibrating for new variance fluctuations will be a trivial matter. 
Figure 10 shows the data from Figure 9 grouped according to size fraction instead of ore type. As expected, 
the pre-filtering facilitates a better comparison of particle size across ore types. The final graph in this case 
study, Figure 11, shows the individual averages in each size fraction for each ore type (9 groups). Also 
included are the standard deviat!ons for each axis. The mapping is definitely more revealing than that of 
the previous two. Other than the small size fraction for Kinross, there appears to be a common trend in the 
data where the larger size fractions have increasingly larger range values. This is most likely a consequence 
of particle surface orientation, where smaller particles would have a lower probability of orientating a 
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surface parallel to the camera. However, Figures 9, 10 and II show that groups according to size and ore 
type are satisfactorily separated, and subsequently, the essential information could be successfully interpreted 
with robust statistical analysis (cluster analysis) . 
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Fig.9 Textural mapping of smoothed image data from Figure 8. The ore types are now vertically aligned 
and show a better correlation with respect to the variance axis. 
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Fig. 1 0 The data from Figure 9 presented in size groups instead of ore types. Three distinct regions are 
visible showing a good independence of ore type. 
Case study 3: industrial investigation 
Video graphic data were collected at the bulk head entries of milling circuits at two South African gold 
mines, namely Leeudoom and Deelkraal. Images were taken at a rate of 4 per minute for 40 minutes at 
Leeudoom and at the same rate at Deelkraal for 35 minutes. The Leeudoom milling circuit is fed with an 
evenly sized particle distribution from a stacker and reclaimer, while Deelkraal receives feed directly from 
the crushing stage. Lighting conditions were not altered from those which were available for plant operation. 
Deelkraal data were used for comparative purposes, and will be discussed separately below. 
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Fig. ll A verage values of each size fraction for each ore type are plotted with an error estimate. Each ore 
type shows an increase in the range value for an increase in size fraction . This trend is due to a 
greater diffusiveness in small size fraction images. 
Industrial conveyor belts are subject to a wide variety of conditions that increase the difficulty of 
interpreting the results of textural analyses. For example, surface mud and water, highly contrasting particle 
sizes and conveyor belt topology can have significant effects on textural operators. In particular, the shades 
and tones present in each image are indicative of ore appearance such as ore type, and their successful 
recognition is intimately linked to the selected size of the range calculation window. 
Figure 12 shows a two-dimensional textural representation of the Leeudoorn data which have been 
normalised between 0 and I. The solid line through the data indicates the expected trend without variation 
in conditions. After visual inspection of all images, several of the mapping outliers have been labelled where 
M denotes muddy images, D different rock images and C differently coloured images. As shown, muddy 
conditions have a significant effect on the range calculation, mainly due to a decrease in the apparent 
roughness of the image, since reflectance from the surface will be relatively uniform . 
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Fig. 12 Range versus variance data from a South African gold mine (Leeudoorn). Data are normalised 
between 0 and 1. The fanned structure in the data at low variance values is mainly due to mud and 
water on the conveyor belt. 
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Figure 13 shows two such images where Figure 13a is denoted by Ml and Figure 13b denoted by M2 
respectively in Figure 12. Figure 13a is clearly the more muddy of the two images and as shown in Figure 
12, its range value indicates that it is highly anomalous. In contrast, Figure 13b still retains the rough texture 
due to the protruding particles and subsequently has a much larger range value. Other anomalous 
classifications shown can be attributed to different rock types and differently coloured images. Figure 14 
shows an image which clearly has two groups of particle arrangements. The upper left hand comer of the 
image has darker and more pronounced textural features than the middle and lower right-hand side, where 
particles appear to be lighter and less porous. The anomalous data points in Figure 12 labelled as coloured 
images indicate wet fines which completely cover larger particles. 
(a) (b) 
Fig.I3 (a) An extremely muddy image denoted by M t in Figure 12. (b) A muddy image with more 
particle definition than in Figure I3a denoted by M2• 
Fig.14 An image showing two distint formations of particles. Particles in the upper left hand corner are 
darker and are texturally rougher than those in the middle and on the bottom right of the image. 
Figure 15 shows the measured average particle size for the first 5 minutes of the Leeudoom data. Also 
shown are the estimated average particle sizes using variance calculations . Raw variance data cannot be 
directly compared to actual size measurements, but must be scaled to match measured results. In this case, 
the first 2.5 minutes were used to determine the appropriate scaling factors , and as shown in Figure 15, the 
textural results correlate quite well with experimental data (average absolute error: approximately 7.1 %). 
Stellenbosch University  https://scholar.sun.ac.za
970 K. R. P. Petersen et al. 
The calibration procedure is summarised as follows. 
• For each image, individual particles were identified and their visible surface area (in pixe1s) 
manually measured. Assuming that the visible surface area can be represented as a square 
(corresponding to a sieve), an effective particle diameter is then calculated by: Diameter 
= varea . 
• A variance calculation was performed for each image. The variance data were tpresholded to 
extract those variances which correspond to the edges (typically the largest variances), from which 
an average value was calculated. 
• The variance data were subsequently normalised between 0 and 1. Since the variance is inversely 
related to particle size, the normalised data were inverted (i.e. xinv=[I-x]). Note: this form of 
inversion is justifiable on the basis of linearity. Other methods such as xinv=[lIx] may be useful, 
but would need extensive testing to account for the negative correlation between variance values 
and measured particle sizes. 
The first average variance data point was scaled to match the first experimental mean particle size, 
and subsequently the remaining variance data points were scaled using the same multiplying factor. 
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Fig.I5 Comparison of average particle size measurements and particle size estimation using variance data 
(first 5 minutes of Leeudoorn data). The low absolute error of 7.1 % indicates that variance-range 
mapping gives a good estimate of surface particle sizes. 
Figure 16 shows a variance-range map for the Deelkraal gold mine superimposed on the Leeudoorn data. 
In contrast to the Leeudoorn mine, the feed entering Deelkraal's mill is run-of-mine and is characterised 
by a large size range and typically consists of many individual large rocks placed on relatively fine particles. 
Figure 16 shows that most of the Deelkraal data points are grouped in a region surrounding a variance value 
of 0.5. The scarcity of data in the >0.8 variance region indicates that the average particle size is relatively 
large. This is supported by the average variance values (and standard deviations) for the Leeudoorn and 
Deelkraal data, which are 0.54±O.23 and OA9±O.I7 respectively. The lower value for Deelkraal indicates 
that the average particle size is smaller. Similarly, the smaller standard deviation (Deelkraal) indicates that 
the presence of large particles on the belt is a frequent occurrence. The corresponding range averages are 
0.7I±O.IB and 0.62±O.16 respectively, where the Deelkraal result is lower than Leeudoorn since the data 
is dominated by larger particles which are positioned more to the lower left end of the graph. The two data 
points (Deelkraal) which are located close to the origin of Figure 16 are classified as undetermined, since 
they were calculated using less than 100 variance values. A further reason for the relatively constrained 
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boundaries of the Deelkraal data is that no anomalous conditions were encountered, i.e. mud and water etc., 
which would have created a greater scatter in the data 
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Fig.16 Range versus variance data from a South African Gold Mine (Deelkraal). Data are normalised 
between 0 and I. In comparison to Leeudoom, Deelkraal data exhibit a greater clustering around 
0.5 on the variance axis, demonstrating that the average particle size is relatively large. This 
correlates with visual inspection of image data. 
The differences between the two feeds cannot be fully appreciated by analysis of Figure 16 alone. Two 
important criteria for assessing the difference would be particle size distribution and the consistency with 
which a particular size distribution is received by the mill. The latter will be investigated in more depth as 
a means to develop a simple measure of differences in feed. 
ORE·TYPE AND PARTICLE SIZE MONITORING STRATEGY 
The task of implementing variance-range mapping into an effective monitoring strategy involves a 
coordinated interpretation of map features and other useful image parameters. While cluster analysis 
techniques are useful for these problems, the following discussion will outline a strategy for ore type 
determination. Considering the cluster structure shown in Figure 9 (case study 2), for a particular ore type, 
OJ, the variance-range map will establish in time, t, average values of Vj and rj and corresponding standard 
deviations Syj and sri for the variance and range calculations respectively. Therefore, an ore type can be 
characterised as 
(3) 
This is diagrammatically shown in Figure 17 where two ore types, 0i and 0i+l are characterised according 
to their location in the variance-range map and the deviations occurring within the individual clusters. If 
a running average of each variable (eqn. 3) is monitored over a period of say, ~t = 5 minutes, then 
significant deviations from the average can be interpreted as variations in ore type or an anomalous 
condition, such as mud on the conveyor belt. It is essential that process deviations are recognised and 
classified in some manner, indicating duration of deviation and other information that can facilitate the 
identification of the type of change. Such information is reflected in equation 4, 
(4) 
where E j is the i'th data cluster (ore type) and Djj IS the number of variance and range calculations 
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performed on an image. If this is too low, then the data point is discarded. The variable Yij is the average 
reflectance (grey level) from the j'th image which can vary significantly from dry to wet conditions. This 
variable could be particularly important in identifying muddy conditions which may persist for long periods 
of time, and may otherwise be interpreted as a change in ore type. The term [rij - sri] is used as a measure 
of the position of the j'th range calculation in relation to the main body of the data cluster which is used 
to confirm reflectance calculations . 
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Fig.17 Characterisation of an ore type using texture information and mapping structure. Different ore types 
will be located in different areas of the map and data will disply unique variations within their own 
clusters. 
SURFACE PARTICLE SIZE DISTRIBUTIONS 
Other than average particle size, it is the particle size distribution which is of particular importance, 
especially since breakage rates of material in the grinding process are dependent upon the distribution of 
particle sizes present in the mill . The liberation of valuable mineral from volumetric distributions is 
extensively covered in the literature [3,4] . However, estimation of volumetric fragmentation from two-
dimensional surface images still remains a complex problem, and has only been addressed recently [23]. 
As in the case of calculating average particle sizes from variance data, estimating particle size distributions 
is equally simple. Instead of calculating an average variance value, as in Figure 15, a distribution of the 
variance data is analysed. All of the variance data (from 21 images) were normalised between ° and 1 and 
then inverted (see calibration procedure: case study 3). Secondly, the data are transformed to a distribution 
(each partition is converted to a fraction of the whole), such that a good agreement with that of the 
measured distribution is observed. The method is similar to that for estimating average particle sizes, except 
that calibration is performed for a distribution (Note: as before, the first 2.5 minutes were used to calibrate). 
Figure 18 shows four examples of calculated particle distributions (in percent) for images taken at 2.75,3 .0, 
4.0 and 4.5 minutes respectively (Leeudoorn). In general, the distribution data are satisfactorily predicted, 
in that the overall profile is consistent. Figure 19 shows the average difference between measured and 
predicted distribution size fractions for all data combined. As shown, the largest discrepancy occurs in the 
smallest size fraction. This is in part due to poor resolution at smaller sizes. However, it is not clear if the 
relatively low result in the larger size fractions is due to good predictions or simply a lack of data. 
The calibration procedure described above is specifically used to determine absolute particle sizes (or 
distributions). However, for the purposes of mill control, it is not essential to determine absolute values as 
it is the relative change which leads to fluctuations in grinding operation. Therefore, without any loss of 
information, raw variance data would be sufficient for control applications. 
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Fig.19 Average difference between measured and predicted distributions (2 1 images in total) . Standard 
deviations are denoted by error bars. 
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DIAGNOSTIC ANALYSIS OF MINING AND CONVEYING OPERATIONS 
Much attention is given to the study of unit operations and their modification in order to achieve plant-wide 
optimisation. This is certainly justified due to the potential benefits arising from improved process 
understanding. The importance of mining operations to subsequent comminution performance is readily 
acknowledged [24], but little progress has been made in the way of quantifying the effects of blasting 
practices on the efficiency of further size reduction. Equally important are the conveying systems that 
transfer material along the comminution chain, where it has been shown that mechanical feeding equipment 
can have a significant effect on the product size distribution and mass flow rate reaching the grinding stage 
[25]. This section demonstrates the usefulness of average particle size estimates (variance information) as 
a diagnostic tool for assessing mining and conveyor system performance. 
Figure 20 shows a flow diagram representing the important comminution operations from an initial mining 
stage through to the milling phase. Consider that the mining or crushing phase produces a size distribution 
represented by I. The suggestion in Figure 20 is that the size distribution can be seen as a signal emanating 
from a signal generator. This analogy serves to indicate that different crushing machines or blasting 
techniques will produce different signals, i.e. particle size distributions. As shown in Figure 20, if a stacker 
and reclaimer is introduced into the chain, then it will attenuate the signal I according to its own 
functionality , J, resulting in a new signal denoted by a convolution as 1* J. In continuation, the milling 
process, K, attenuates this signal further, yielding a final product of 1* J*K. 
MINING 
CRUSHING 
I 
I STACKER & 
RECLAIMER 
J 
I*J MILLING I*J* K 
~ 
K 
Fig.20 Flow diagram of mineral processing stages (1) mining and initial crushing stage, (2) stacker and 
reclaimer and (3) milling stage. The stacker and reclaiming stage attentuates the particle 
distribution signal coming from the crushing stage. 
It is the continuity and predictability of the signal entering the milling phase that is important to 
characterise, particularly in view of the fact that a narrow particle size distribution is conducive to better 
grinding performance. If successive images were taken of a conveyor belt transporting particles from the 
mining operation, it is envisaged that the correlation in overall visible particle sizes between these images 
would be relatively poor. In contrast, images of particles leaving a stacker and reclaimer should appear more 
similar. 
This was tested by computing the autocorrelation of the calculated average particle size entering the mill 
at the Leeudoorn and Deelkraal mines, where the former is equipped with a stacker and reclaimer. In order 
to eliminate bias due to the offset of the data, both sets of data were normalised between 0 and I, resulting 
in two similar stationary patterns. The difference between the two patterns is more apparent when their 
autocorrelation functions are examined, as shown in Figure 21 (145 data points). From this Figure, it seems 
that the stacker and reclaimer have a definite influence on the homogeneity of particle size distributions. 
These results can subsequently be used as the basis of a system that can identify the performance of 
comminution machines and ancillary equipment. In particular, characterising the modifications that each 
operation makes to the size distributions can greatly facilitate the design of crushing circuits and mining 
practices. Furthermore, this approach could be used to monitor the performance of conveying systems such 
as drum feeders in a long term strategy, i.e. detection of changes in autocorrelation calculations may be 
indicative of imminent equipment failure or reduced performance. 
Stellenbosch University  https://scholar.sun.ac.za
Analysis of ore particles based on textural pattern recognition 975 
0.98 -.-Leeudoorn 
-0- Deelkraal 
c 0.96 
0 
~ 0.94 
~ 
0 
u 0.92 
.3 
::J 
< 0.9 
0.88 
0.86 
0 2 4 6 8 iO 
Delay (15 sec. intervals) 
Fig.21 Autocorrelation of calculated average particle sizes from Leeudoom and Deelkraal feed belt 
images. Data wcre normalised to eliminate the effect of the offsct. Deelkraal data are less 
correlated for all delays shown, indicating a larger variation in feed size entering the mill. 
DISCUSSION AND CONCLUSIONS 
The importance of providing an optimum size distribution to maximise autogenous grinding performance 
is not only of economic benefit to milling procedures, but significant in the overall mineral processing chain, 
from mining to downstream recovery [24, 26]. Effective monitoring of mill feed variations would facilitate 
the identification of suboptimal process conditions and enhance the understanding of related operations. 
Although particle recognition is discussed thoroughly in the literature by various researchers, on-line 
estimation of particle size distribution coordinated with milling control has not been forthcoming. 
In this study, a new procedure to estimate average particle size and distinguish ore type on industrial ore 
feed systems has been presented. Rather than applying particle recognition techniques to images, a textural 
approach has been investigated, namely the use of variance and range operators (two-dimensional grey 
level). By nature, this technique produces an abstract feature space and the degree to which feature 
extraction is achieved is intimately linked to image pattern interpretation. 
It has been shown that statistical analysis of the resulting two-dimensional textural maps can serve as the 
basis for the development of monitoring and control strategies for subsequent implementation into milling 
circuit control structures. Moreover, measured average particle sizes can be exploited for characterising the 
performance of comminution processes, in particular identifying the consistency of particle distributions as 
they pass from the mine through to the grinding stage. 
E· 1 
k 
ri 
Sri 
svi 
Vi 
Vp,q 
x, xinv 
LIST OF SYMBOLS 
process change monitoring of i'th ore type in variance-range map. 
dimension of neighbourhood used for variance calculation (pixels). 
number of variance calculations performed in image j of ore type i. 
monitoring of i'th ore type in variance-range map. 
average range value for i'th ore type established in time t. 
sample standard deviation of rio 
sample standard deviation of Vi' 
average variance value for i'th ore type established in time t. 
two-dimensional variance calculation at image position (p,q). 
variance data, defined inverse of variance data. 
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Greek Symbols 
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pixel value at image positions (ij) and (p,q) .. 
pixel value at image line section position k. 
'Yij . -.. average reflectance of image j from ore type i. 
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1. Introduction 
Although computer vision is ~ multi-disciplinary technology and still in an 
early stage of development with respect to commercial systems, it has seen rapid 
growth since its inception in the 1960's. The diversity of applications, which range 
from the microscopic (cell and materials analysis) to the very distant (satellite 
images) is an indication of the richness of the subject. Present industrial appli-
cations are mainly concerned with inspection (more than 75%), while sorting and 
robot-base inspection accounts for approximately 17% [1]. The remaining 8% of 
applications is associated with measurement systems. As such, machine vision is 
used in most sectors of industry, but five sectors represent the majority user base 
at present, viz. electronics, automobiles, metalworking, medicine and pharmaceu-
ticals, as well as food and drink. 
Although these systems have not really been used on a commercial scale 
in the chemical and mineral processing industries, their potential in these fields is 
considerable. Owing to the complexity of most process circuits, vast quantities of 
information are simply not accounted for in process control and operational models. 
Machine vision provides an efficient means of capturing this process knowledge and 
recent research has indicated that machine vision could contribute significantly to 
improved analysis and control of mineral and chemical process plants [2]. 
One of the reasons for :he comparatively slow acceptance of machine vision 
systems in chemical engineering, is the multi-disciplinary nature of the field. The 
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construction of an intelligent automation system requires a considerable expertise 
with. regard to sensors, signal processing, electronic hardware, illumination, optics, 
artificial intelligence and several other aspects. Although most of the technology is 
available, it is widely dispersed through many different sources, making integration 
and use of the information difficult. 
Despite these difficulties, the latest developments in computer technology 
have enabled the development of commercial systems such as discussed in previous 
work [2,3]. Although the authors have demonstrated the use of image processing 
techniques to analyze the features of flotation froths, several problems still require 
attention before these systems can be used on a commercial basis. These include 
cost-effective real-time processing of images, as well as the interpretation of those 
images in terms of the behaviour and the control of the plant. 
However, recent and rapid development in computer vision, computational 
resources, artificial intelligence and the integration of these technologies are cre-
ating new possibilities in the design and implementation of commercial machine 
vision systems. In this chapter an introduction to the development of connectionist 
computer vision systems is given, which involves the integration of image analy-
. sis and neural network techniques. The driving force for this new and promising 
direction of research is the analogy of connectionist computer vision systems with 
biological vision. The parallel processing capability of neurocomputers provides 
the computational power required for real-time industrial systems and a solution 
to the many ill-posed problems in computer vision. 
As the terminology and concepts of computer vision may be less familiar to 
chemical engineers, an overview of computer vision systems and some basic theoret-
ical aspects of digital image processing will be provided. The application of neural 
networks in computer vision is subsequently discussed, while the analogy between 
connectionist systems and biological visual perception will be summarized. The 
particular neural networks most relevant to image processing are considered, after 
which a general model or frame of reference for the development of connectionist 
computer vision systems is proposed, based on observation and interpretation of 
recent developments. The chapter is concluded with a prognosis of developments 
in these systems based on current progress and trends in image understanding and 
processing research, computer technology and artificial intelligence techniques. 
2. Theoretical aspects of computer vision systems 
As an abundance of literature on image processing exists, only some· of the 
basic aspects relevant to computer vision systems in chemical engineering are dis-
cussed. A brief overview of the main concepts and hardware components of machine 
vision systems is supplied first, followed by a short summary of image processing 
techniques and state of the art. The emphasis is on image feature extraction, de-
scription and representation for the purposes of recognition and classification, and 
hence procedures such as image restoration and coding are not discussed. 
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2.1. Basic aspects of image processing 
A typical image processing system [4] is shown in Figure 1. Image analysis 
procedures are typically divided into three hierarchical categories, namely low-level 
processing (which comprises image acquisition and preprocessing), intermediate-
level processing (which consists of segmentation techniques, representation and 
description of the image) and las~ly high-level processing (which is composed of 
recognition and interpretation) . 
INTERMEDIATE-LEVEL PROCESSING 
- - ------------------------------, 
I , 
I REP RESENTA TION I 
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DESCRIPTION I , , 
I I 
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Figure 1. General image analysis system 
The input image source is usually an object or a natural scene (i.e. from 
the problem domain), but may also be an image produced by other means, e.g. 
infrared systems or laser scanners. The digitizer converts the input source signal to 
an electrical signal whose amplitude represents the image intensity. This electrical 
signal is then digitized using an analog-to-digital (A/D) converter, resulting in 
a two-dimensional discrete signal. By making use of a digital image processing 
algorithm, which may among others involve image enhancement and noise filtering , 
the sequence produced by the A/D converter is then typically processed to yield a 
sequence which represents an image which is more suitable to the next processing 
step . This image is in effect represented by a matrix [aij], where aij represents 
the brightness of a pixel in the image. Image enhancement is aimed at improving 
the appearance of images or to enhance the performance of an image processing 
system. 
In intermedi a te- level processin g the task of segmenta tion involves the sep-
;:nati on of obj ec ts o r a rea.s of int.eres t from th e background or areas irrelt:vant to 
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the description of the image. The success of this processing step is essential for 
subsequent processes, but is in practice often responsible for the failure of an image 
analysis system. Image understanding can be regarded as a descriptive process in 
which an image field or array is analyzed in order to generate some non-pictorial 
description or representation of the image. A typical pattern recognition system 
designed to classify an input pattern into one of several categories is shown in Fig-
ure 2 [5]. Because of the high dimensionality of the problem it is usually necessary 
to reduce the dimensions by feature extraction. A feature vector may then be used 
as input to a classifier to identify the class to which the image belongs. 
In the recognition and interpretation phase decision-making and classifi-
cation techniques are applied, of which the success depends on the ability of the 
system to produce a description of the image which is representative of the infor-
mation required in the interpretation process . 
Each of the three levels of processing may be conn ected with a knowledge 
base, as the success of some of the procedures is improved by the combination of a 
bottom-up and a task-driven approach . 
PATTERN RECOGNITION SYSTEM 
PATTERN 
SPACE 
FEATURE 
SPACE l 
CLASSIFICATION 
SPACE 
__ .-~ FEATURE 11 .... 
~ EXTRACTOR I .... 
IMAGE FEATURE CLASS 
Figure 2. Pattern recognition system. 
2.1.1. Components of practical machine vision systems 
Two elements for the acquisition of digital images are required : a physical 
device that is sensitive to a band in the electromagnetic spectrum that produces an 
electrical signal proportional to the level of energy sensed and secondly a digitizer. 
For example, if the input is an image, an electronic camera is used which converts 
the image to an electrical signal that is digitized by an AID converter. In typical 
systems light can be measured at only one point at a time and therefore the image 
is covered by scanning with an aperture following a pattern called a raster. The 
devices most frequently used for visible light are vidicon cameras and photosensi-
t ive so lid-state arrays. The operation of a vidicon camera is ba.sed on the principle 
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of photo conductivity. ·The image focused on the tube surface prodtlces a pattern 
of varying conductivity that matches the distribution of brightness in the optical 
image. A finely focused electron beam scans the rear surface of this photo conduc-
tive target" and by charge neutralization creates an electrical signal proportional to 
the brightness pattern. The vidicon and its relatives were employed until the early 
1980s in practically all TV applications, including broadcasting, small portable 
video cameras and surveillance cameras. Since the mid-1980s the use of solid-state 
sensors has increased considerably [4]. 
Line scan cameras contain rows of photo sites (discrete imaging elements) 
which produce 2D-images by the relative motion between the scene and the de-
tector, whereas area scan sensors have matrices of photo sites with the advantage 
that images can be shuttered at very high speeds (say 1045- 1 ). Charged coupled 
and charge injection devices (CCDjCID) are examples of solid-state sensors and 
produce charge packets proportional to the light intensity when exposed to light. 
Solid-state sensors have several advantages over photo-conductive sensors. 
They are more stable and compact and have a well-defined structure, so that the 
location of every pixel is known accurately in both space and time. Consequently 
colour extraction requires simpler signal processing and better colour uniformity 
can be obtained. Solid-state sensors also enable much higher sensitivity of light 
detection and in addition have a lower lag (residual output of a sensor after the 
light intensity is changed or removed). 
Line-scan sensors with resolutions ranging from 256 to 4096 elements are 
not uncommon, whereas the resolution of area sensors ranges from 32x32 to 
256 x 256 elements for a medium resolution sensor, while higher resolution devices 
of 640 x480 elements are readily available. Sensors with 1280 x 1024 elements and 
more are available at higher cost. For special application purposes 2048 x 2048 
element sensors can be purchased; 
The storage of images can be subdivided into three categories: 
• Short term storage for use during processirtg, 
• On-line storage for fast recall and, 
• Archival storage for the infrequent access to images. 
Different methods may be followed to attain these goals. Short term storage 
can be achieved by using the computer memory or specialized boards called frame 
buffers, which make the storage and rapid access of one or more images possible. 
For on-line storage magnetic disks or magneto-optical disks st?-cked in jukeboxes 
. are used. Archival storage is accomplished by magnetic tapes or optical disks. 
Video tapes for the archival storage of images in analog form may also be used. 
Image processing procedures are usually in algorithmic form that can be 
implemented in software. Algorithms are implemented in hardware only when 
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fundamental computer limitations have to be surmounted. For display purposes 
computer monitors are mostly used. 
2.2. Image enhancement 
Image enhancement techniques are broadly divided into the two categories 
of spatial and frequency domain methods. In the spatial domain (i.e. the grey 
or intensity level domain) techniques such as point processing, mask processing or 
histogram equalization may be followed. In point processing the intensity value 
of a pixel is changed independently of the value of its neighbours, but in mask 
processing a number of pixels within a mask or window is modified. In histogram 
equalization the picture can be altered to contain a grey level distribution over the 
full dynamic range. 
In the frequency domain of an image (which is determined by using one of 
several transforms) the image is represented by a distribution of different frequen-
cies. Most of these methods have the convolution theorem as foundation. After the 
completion of a procedure to change the frequency domain coefficients, an inverse 
transform may be applied to convert the image back to the grey level or spatial 
domain. 
2.3. lInage compression 
The principle of image compression is the reduction of the data required 
to represent an image by the elimination of redundant information. The result is a 
data set which is statistically uncorrelated. These techniques enable more efficient 
storage and handling of data. 
2.4. lInage segmentation 
A vast body of literature reflects the efforts focused 011 image segmentation, 
which is one of the most difficult tasks in image processing. The purpose of image 
segmentation is the isolation of objects of interest in an image, a process which is 
important in a typical image understanding task such as object identification. The 
results of subsequent processing depend strongly on the success of this step. 
An important image segmentation task is edge detection, which is a much 
researched computer vision problem that seeks local context-free changes in an 
image's grey level values. An edge can be defined as a boundary or a contour at 
which a significant change in some physical aspect of an image occurs, e.g. the sur-
face reflectance, illumination, or the distances of visible surfaces from the viewer. 
The detection of edges is problem specific, i.e. an edge cannot be defined outside 
the context of an application. Edge detection techniques can be subdivided into 
techniques for the detection of discontinuities in contours or boulldaries, thresh-
olding (segmentation on the basis of difference in intellsity levels), edge linking 
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and boundary detection. Gradient and Laplacian based methods as well as signal 
modelling are typically used. 
Other methods of segmentation include region-oriented segmentation and 
the use of motion for the identification objects of interest. 
2.5. Representation and description 
The purpose of representation and description techniques is to condense raw 
data into a feature space of a practical size which retains the information required. 
Boundary descriptors and regional or relational descriptors SUcil as texture feature 
measures may be used, as well as descriptions of morphology. 
An. image can often be described in terms of its texture, e.g. for the surface 
froth of a flotation cell either a statistical or a structural approach can be followed 
to extract useful features [6,7]. These approaches can in turn be developed from 
either a stocha')tic or a deterministic viewpoint. Vvith the deterministic strategy 
artificial textures (or textures that involve a microstructure such as found in bi-
ology and materials science) can be modelled successfully, but for most natural 
textures however, a probabilistic description is more suitable [8]. Structural mod-
els of texture are based on the view that structures are composed of primitives 
which appear in near regular and repetitive spatial arrangements, but structural 
approaches based on more complex primitiveS than grey tone are not widely used 
(9). In another survey Van Gool et a1. [10] stateS that most of the more recent 
techniques are based on statistical texture models. 
Statistical methods can in turn be subdivided into spatial or grey level do-
main methods and frequency domain methods. Typical grey level methods include 
co-occurrence or grey level dependence methods, and frequency methods include 
the output of image transforms. In co-occurrence methods the relation of a specific 
pixel to its neighbours is quantified by second order statistics. An advantage of 
grey level methods is that physical or intuitive information can be attached more 
readily to feature measures. 
Transform theory plays a central role in the development of image process-
ing as a formal discipline. Some of the advantages of using transforms in image 
feature extraction are the properties of energy conservation (i.e. information is not 
lost), energy compaction (during which most of the energy is transferred to a small 
number of the coefficients) and the decorrelation of parameters. Another advan-
tage of transforms is that they are well-established, with the result that software 
and hardware are readily available. 
The Fast Fourier Transform (FFT) which is based on an expansion of 
trigonometric terms, can be regarded as the workhorse of digital signal processing 
and is used in a wide range of applications (11). In image processing some of the 
application areas include image enhancement, restoration, encoding and descrip-
tion of images. By making use of the power spectrum of an FFT a pattern space 
closely related to the pret.ransforrned image is generated, which greatly facilitates 
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the interpretation of the textural information in the image. Areas of low contrast 
correspond to low frequency regions, while high frequency regions are indicative of 
areas of high contrast. 
The Walsh Transform, and a close relation, the Hadamard Transform, are 
both based on a series expansion of basis functions whose values are either + 1 or 
-1. The use and terminology of these transforms in image processing literature are 
intermixed, consequently the use of either is referred to as the Walsh-Hadamard 
Transform [4]. Other transforms include the Sine and Cosine Transforms, which 
are based on an expansion of sine and cosine functions and are often used in image 
compression techniques. The Hotelling (eigenvector, principal component or dis-
crete Karhunen-Loeve) Transform is based on statistical representations of vectors 
and is used to align 2D-objects with their principal eigenvectors. After an object 
has been extracted from an image, computer techniques for recognizing the object 
are generally sensitive to object rotation. As the identity of an object is not known 
prior to recognition, the ability to alig.n the object with its principal axes provides 
a reliable means for removing effects of rotation from the image analysis process. 
Other transforms with limited use in practice are the Haar and Slant Transforms. 
The Hough Transform (HT) was originally suggested to det~ct hnes in 
noisy point patterns by looking into a parameterized (feature) space, where the 
presence of specific line patterns is more readily detected [12]. The axes of the 
feature space (accumulator arrays) correspond to the features characterizing the 
events or objects that have to be detected. The computational attractiveness of the 
Hough Transform arises from the subdivision of the parameter space into so-called 
accumulator cells. The generalized Hough Transform was subsequently developed 
for the detection of curves that cannot be represented by simple analytic repre-
sentations [12]. The Hough Transform can therefore conceptually be termed as a 
match filter or a template seeking a representation from features that can origi-
nate from different visual maps. Another one of its major attractions is that it is 
well-suited for implementation in parallel hardware, which allows high processing 
speeds. To a certain extent the Hough Transform resulted in a revival of neu.ral 
network processes, and in neurobiological research it is speculated that the human 
visual cortex implements a procedure similar to the Hough Transform to decom-
pose multidimensional feature spaces [13]. An example of the successful use of the 
Hough Transform is the inspection and grading of potatoes in which it is used as 
primary feature extractor [14]. 
A recent advance in image processing is the use of the Gabor function and 
Transform [15,16]. The Gabor energy spectrum and representation have received 
considerable attention in the field of computer vision, because research strongly 
suggests that such a representation is computed in the visual cortex of mammals. 
A distributed architecture, composed of multiple spatially and spectrally localized 
receptive fields defined as Gabor filters, yields an early low-level representation 
of a visual input. To account for the functional benefit of such a representation, 
researchers have emphasized that the 20 filters used to compute the Gabor repre-
sentat.ion have an optimal cojoint loca.lizatioll in the space ancl spatial frequency 
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domains. However, the computation of the coefficients of the 2D Gabor Transform 
is difficult and expensive and therefore a neural network architecture could prove 
to be useful by determining the optimal coefficients via a parallelized optimization 
problem. Gabor functions are essentially complex sinusoidal gratings modulated by 
2D Gaussian functions in the space domain and shifted Gaussians in the frequency 
domain. Two-dimensional Gabor filters form a complete, but non-orthogonal basis 
which can be used for image encoding into multiple spatial frequency and orienta-
tion channels [17]. 
2.5.1. MorplJological filtering 
A recent technique Llla.t ha.s already shown considerable promise in image 
processing [18) is the usc of rnatheInaLical morphology, which is a tool for extract.ing 
image components that a.rc IIseful in the representation and description of region 
shape, such as boundaries. I t is based on set theory and as such offers a unified 
approach to several image processing problems. Sets in mathematical morphology 
can be used to represent the shapes of objects in an image and are incorporated 
in the procedures of dilation and erosion, which are the fundamental steps in the 
opening and closing morphological stages of an image. Opening an image has the 
effect that it generally smoothes the contour of an image, breaks narrow isthmuses 
and eliminates thin protrusions, while closing fuses narrow breaks and long thin 
gulfs, closes small holes and fills gaps in contours. A structuring element is used for 
these operations of which the size can be adjusted to suit the specific application. 
Morphological filtering has been successfully applied in shape detection, boundary 
and skeleton image extraction, as well as granulometry. 
3. Application of neural networks in cOlnputer vision 
Despite intensive research in computer vision over the past few decades, 
numerous problems remain to be solved. The deficiencies in computer vision can 
be ascribed to the complexity of visual perception, the vast demands imposed on 
computational resources, the difficulties inherent to neurobiological vision research 
and the fact that the application of parallel processing and artificial intelligence 
techniques in computer vision is not well established yet. The implementation 
of neural networks in image processing may be expected to become a powerful 
approach to practical computer vision problems, as discussed in more detail below. 
3.1. Analogy to biological visual perception 
Visual learning can be defined as a specific form of biological adaptation for 
a complex organism in its environment. Learning theory draws from neuroscience, 
psychology and psychophysics, general artificial intelligence philosophy, statistical 
pall.(~rn recognition, neural net.works and automatic control theory. 
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Figure 3. Parallel architecture of human visual system. A connectionist 
structure can be detected already in the layers of the retina. 
The human visual system has provided much inspiration for research in 
computational vision. Early research has shown a regular interconnecting pattern 
for the early visual processing stages in the mammalian brain [19,20]. The primary 
visual cortex of mammals contains several populations of neurons, some with linear 
and some with nonlinear transfer functions, with selectivities for a variety of visual 
stimulus attributes, e.g. location in visual space, the detection of size, the orien-
tation of objects, motion, colour, stereoscopic depth, spatial frequency, symmetry, 
etc. Assemblies of neurons are organized into columns which share the same orien-
tation preference. Movement, for example, is detected in one direction but not in 
the other [21] . In Figure 3 the parallel nature of the human vision system can be 
seen to have its origin already in the layers of the retina [11]. 
The path followed by signals in an image analysis system may be modelled 
after the flow of information in the human visual system. The human visual system 
can be depicted as a cascade of two systems , viz . a peripheral level which converts 
light to neural signals and a central processing system that extracts the necessary 
informati on as shown in Figure 4 [11] . 
3. 1. 1. Lo w-level processing' 
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Figure 4. The human visual system depicted as a cascade of two systems 
In both biological and artificial neural networks there is a relation between 
the specification of the primitives of early vision which can be inferred from actual 
neurobiologically recorded recept ive field profil es (the oriented, two-dim ensional 
weighting functions for excitatory and inhibi to ry influences of ligh t on single neu-
rOilS in the primary vis ual cortex of mammals) and in th e co mpetitive interacti ons 
of processing elements [22] . There is a growing interest in receptive field profil es 
and their definition, and it is likely that their importance in vision research will 
lI1crease. 
Frequency analysis and linear ~ystem techniques are basic tools for signal 
processing . Comprehensive experimental work in both psychophysics and neuro-
physiology suggests that processes corresponding to these methods occur within 
the human visual system . The use of sine wave gratings as visual test stimuli has 
shown that the human visual system performs some kind of frequency analysis on 
primitive visual data. Research has also proved that early visual processing is pred-
icated on object representation in spatial and frequency domains which are scale 
and orientation dependent, as in the Gabor scheme. One-dimensional receptive 
fields, for example, display the same characteristics as Gabor functions . 
3.1.2. Intermediate-level processing 
In the visual cortex neurons arranged in vertical columns exist which are 
sensitive to contrast changes at certain preset orientations and which have overlap-
ping receptive fields on the retinal surface [23]. These columns are important in the 
characterization of texture. There is neurophysiological evidence that differences 
in texture luminance are encoded by single neurons, while. structural (orientation) 
differences are encoded by a different set of neurons . The differences in both tex-
ture luminance and texture orientation are processed by neurons in a higher layer, 
which in effect constitutes a hierarchical structure for several image segmentation 
tasks . 
Early research defined simple cells in the visual (striate) cortex as early 
relay stat ions which are orientation sensitive ; where receptive fields are composed 
of excitato ry or inhibitory regions from which responses to edges could be detected . 
Edge detectors in artificial neural networks can be modelled after simple cells dis-
covered in the visual co rtex of mammals [23]. These cel ls have receptive fields 
corn posed of two a reas, th e nrst a rea is designed to res pond to a narrow cent ral 
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slit of light with a dark periphery or alternatively a central slit of darkness with a 
light periphery, while the second area responds to an edge with light on one side 
and darkness on the other. 
3.1.3. High-level processing 
The human visual architecture is further characterized by orderly topolog-
ical mappings in the brain that preserve neighbourhood relationships of the visual 
field and compression of a feature space of high dimensionality to one of low di-
mensionality. Feature selective cells in the primary visual cortex are organized 
into hierarchical topographic maps of stimulus features like spatial position, ori-
entation and ocular dominance [24]. This observation led to the development of 
self-organized mapping (SOM) in neural networks by Kohonen [25]. SOM describes 
map formation as a dimension-reducing mapping from a high-dimensional feature 
space onto a two-dimensional map, by translating similar characteristics to features 
with close spatial proximity. 
The concept of hierarchical processing in the brain is clear. Colour activates 
different colour-specific receptors in the retina and movement activates neurons in 
the retina by nerves that appear to be interconnected with inhibitory synapses 
[26]. Other features are determined as the information is processed from the retina 
to the lateral geniculate body to the visual cortex in the occipital lobe. Features 
such as edges, angles and binocular disparity are developed in the cortical areas 
and appear to be processed in parallel systems [25]. There are interconnections 
between these systems but most of these features are fused in association areas of 
the cortex. The visual system does not recognize objects at the occipital cortical 
level but are presented with features such as edges, colour and movement. Indi-
vidual neurons in the human visual system often combine several different types of 
information. These systems can generate compressed codes capable of selectively 
firing in response to an image contrast's position, orientation, spatial frequency, 
stereoscopic disparity and orientational disparity for example, while remaining si-
multaneously chromatically broadband and insensitive to direction of contrast [27]. 
The combination. of different types of information is implicitly facilitated by the 
architecture of a neural network. 
A connectionist approach to vision emulates the processes occurring in the 
brain more closely than conventional VIsion systems. The type of data struct.ures, 
memory access and methods of updating in classical computer vision systems are 
misleading analogies for the procedures used by the brain, an<:i real-time operation 
for complex problems is consequently very difficult. 
3.2. Advantages of neural networks 
One of the most well-known computer vision experts, the late David M-arr, 
staLed t.hat "Artificial Intelligence is (or ought to be) the study of information 
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processing problems that characteristically have their roots in some aspects of bio-
logical information processing" [28]. He and his associates subsequently developed 
a highly successful computational theory of vision based on a study of human vi-
sion. In the late 1980s the applications in neural networks started to proliferate. 
As neural networks are modelled after the structure and functioning of the brain 
(albeit rather loosely) it is logical that this philosophy of biological systems as 
analogy should be extended to neural networks. 
The 'complexity of visual perception can be better appreciated when the 
relatively large proportion of the human brain allocated to vision is taken into 
account. The brain meets the requirements of large computational demands, not 
owing the processing power of individual neurons, because of its massively parallel 
structure. With an estimated ten billion neurons, each of which can have up to 
tens of thousands of connections with others, the brain is theoretically capable of 
calculation speeds in the order of 10 14 connecLioIls per second [29]. Although the 
computing power of computers have increased dramatically over the last decade, 
the processing requirements of vi~ioll are such that sequential processing is sim-
ply not sufficiently fast to accommodate real-time solutions to complex real-world 
images and problems. The research in biological vision is difficult as most of the 
visual processing, especially on low- and intermediate-level, takes place subcon-
sciously. For example, the recognition and interpretation of a three-dimensional 
object is straightforward and an automatic ability of a human being, whereas the 
description of this object may require more than one hundred parameters in a 
computer vision problem. As a result computer vision problems are often ill-posed 
and mathematically.underconstrained. The ill-posedness of .problems as well as 
the discreteness of data makes it difficult to arrive at general solutions. The num-
ber of examples which proves the superior accuracy of neural networks in image 
processing tasks is increasing [30] . 
. 3.2.1. Image segmentation 
Edge detection is known to be an ill-posed problem, among others owing 
to the fact that small il}put changes to an edge detection technique may result in 
large output deviations. Research is incre.asingly demonstrating the feas~bility of 
connectionist decision analysis methods to the solution of real world image seg-
mentation problems. The massively parallel architecture of connectionist systems 
enables them to cope better with performance requirements under real-world prob-
lem constraints than other techniques. A simplified vertebrate retina model was 
used for the implementation of a neural network edge detector [31]. 
In texture discrimination most of the conventional approaches are based 
on statistical methods defining texture in terms of statistical feature measures. 
The main problem with these methods is that not all textures arc. completely 
definable by mathematical formulations. Furthermore, most of these measures lack 
any neurophysiological or psychophysical support for the manner in which different 
textures are distinguished by the human brain. Second or higher order statistical 
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methods are often used for texture perception, but psychophysical evidence strongly 
suggests that humans do not employ second or higher order statistics for texture 
perception [32). 
The powerful technique of morphological filtering can also be implemented 
in neural networks. Recurrent neural networks have been used for the skeletoniza-
tion and thinning of binary images [33). The connectionist implementation of 
morphological filtering has been extended to grey level images by the application 
of dilation and erosion procedures (34). 
3.2.2. Image reconstruction 
The process of reconstructing an image from compressed data is ill-posed 
as well, since an infinite number of images may yield the same compressed data. 
The advantages of using a neural network technique over conventional compression 
schemes is illustrated by the following example: The Cottrell-Munro-Zipser tech-
nique (35) for image compression reportedly took only a few weeks to develop and 
to be implemented by workers who had very little background in image compres-
sion. Conventional compression techniques usually take months to develop, and 
compression algorithms are slower than neural network techniques. The process 
of recovering a three-dimensional structure from two-dimensional projections has 
been shown to be mathematically underconstrained or ill-posed [36). The search 
for a specific solution requires imposing viable constraints to the search space. 
These ill-posed problems are often best solved ·by solution through minimization 
techniques, for which neural networks are very effective [15]. 
3.2 . .1. ObjeCt locatioIl 
Traditional techniques such as Hough Transforms and constraint search 
techniques through a feature space are used for the location of objects [12]. These 
techniques first start with a feature representation and sorting of features into 
groups that are likely to represent· an object. Subsequent searches through feature 
maps are extremely time-consuming, as the number of comparisons typically grows 
exponentially with the number of features. The supercomp·uting capabilities of 
neural networks provide a solution to these problems. The extraction of features 
from the raw image is ideally suited to a parallel processor implementation, due to 
the localized functions performed in finding surface discontinuities. The grey level 
values associated with each pixel may be computed in parallel, for example. 
3.2.4. CI assi ficatioIl, ill terpretatioll and descriptioIl 
Problems in computer vision are not restricted to low- and intermediate-
level processing, but are also present in high-level functions such as classification, 
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interpretation and description. In conventional recognition and interpretation sys-
tems training is a simple matter, as training patterns of the relevant classes are 
used to estimate classification. Performance depends on how well the actual pattern 
populations satisfy the underlying statistical assumptions made in the derivation 
of the classification method. However, the statistical patterns of the pattern classes 
in a problem are often unknown, cannot be estimated, or are difficult to determine. 
In practice such decision-theoretical problems are best handled by methods that 
yield the required decision functions directly via training. This obviates the need for 
any assumptions about the underlying probability functions of pattern classes. The 
application of five classification techniques in the classification of diseased poultry 
carcasses by visible and near infrared reflectance spectroscopy demonstrated the 
superior performance of neural networks over conventional techniques [37). 
3.2.5. PaLtcfll rccogniLioIl 
One of the aj)plication areas in which neural networks have the most poten-
tial is in pattern recognition. Unlike a Von Neumann machinc, which is ba,sed on 
sequential execuLion of instructions, neural networks constitutc a new paradigm of 
computation based on networking many basic units and performing local compu-
tations in a massively parallel way, which provideS a powerful approach to pattern 
recognition. The emergence of higher order neural networks (BONNs) promises to 
bring a solution to a major problem area in computer vision, namely the recognition 
of objects irrespective of scale, translati~:>n, rotation and distortion (38). Research 
suggests that neural network weighting functions which constitute the well-known 
multi-scale, oriented, receptive field profiles in mammalian primary visual cortex 
can be interpreted in terms of the statistical nature of natural images. 
3.3. Hierarchical structure 
The ability of biological neurons to combine different types of information 
can be implemented in neural networks. Van Allen and Kolodsky [39] proposed 
the use of a neural network to show how spatially distributed combinations of 
feature data at one processing level can interact with ·data at a next level via a 
synaptic filter in such a way that the individual processing elements at the higher 
level multiplexes the information. In an analogy to biological vision ensembles 
of neurons which are in each layer isolated from one another can be used in a 
hierarchical system for the simultaneous recognition of multiple 2D visual objects 
[40]. 
The performance of neural networks with regard to ill-posed problems or 
in cases where data contain noise, the processing power assuciated with parallel 
architecture, the potential in pattern recognition, the typical short time of imple-
mentation and the advantages of unsupervised training therefore make them ideally 
suited for many of the problem areas in computer vision. 
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4. Neural network architectures relevant to image process-
. 
lUg 
A brief discussion on neural network architectures useful in image process-
ing will assist in the development of systems for the solution of practical problems. 
An· abundance of literature on specific aspects such as structure, dynamics and 
learning rules is available, and hence no detail is supplied here. A summary of 
the neural networks discussed, with information about architecture, dynamics and 
application areas, is presented in Table 1. 
4.1. Single layer, laterally connected 
4.1.1. HopfieJd network 
vVhen the Hopfield model is used as a pattern recognizer, the network 
activity after convergence is compared with stored templates, and the template 
that best matches the output is selected. The Hopfield network can generalize 
over Hamming distance (the number of different bits between two binary patterns) 
when used as pattern recognizer. The Hopfield. network ·uses a simple concept, 
with proven stability and is amenable to implementation in very large scale inte-
gration [25]. However, it is unable to learn new states, has poor memory storage 
characteristics, and several spurious states are often returned. 
4.2. Topological arrangement of vectors 
4.2.1. Learning vector quantization (LVQ) 
One of the most powerful and commonly used abilities of the LVQ network 
is the classification of patterns. Several examples may be cited from literature, 
of which an example out of mineral engineering research is the classification of 
flotation froth structures [2). 
Quantized networks may also be used in edge detection [41] and other 
image segmentation tasks. Image segmentation for real-time image processing ap-
plications, for example, may be viewed as a pixel classification task [42). 
Another major application issue in image processing is the compression of 
data. The data may be raw pixel data or data from a reduced feature space, after 
completion of some primary feature extraction from the raw image. These can be 
used to c·ompress single and moving images by utilizing the redundancy between 
uJnsecutive frames (43). 
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LVQ networks are able to self-organize vector representations of probability 
distributions in data and rapid execution after the completion of training is possible. 
There are still unresolved issues in selecting the number of training exemplars to 
use and the length or time of training, which is also relatively long. 
Table 1. Relation between network structures, dynamics and applications 
in computer vision. 
NETWORK STRUCTURE DYNAMICS APPLICATIONS 
HOPFIELD single-layer, recurrent au to-association, 
laterally pattern recognition, 
connected noise filtering 
LVQ topological vector classification of features, 
SOM ar ra.llgement matching supervised (LVQ), 
of vectors unsupervised (SOM), 
data compression, 
noise filtering 
ART bilayer, recurrent classification, 
feed forward/ pattern recognition 
feedback 
BP multilayer, feedforward classification, 
RADIAL-BASE feedforward data compression, 
BOLTZlvlANN pattern recognition, 
PCA, image processing: 
r 
low and intermediate level, 
. . ': hetero-association 
NEOCOGNI- multilayer, cooperative/ pattern recognition 
TRON feedforward, competitive (spatial, temporal 
feedback, and spatio-temporal), 
laterally vanous lmage 
connected processing abili ties 
4.2.2. Self-organized mapping (SOM) 
As mentioned previously, self-organizing networks and topological maps 
have been developed as an analogy to processes taking place in the brain. The 
feature~ of SOM's make them particularly useful in classification problems, which 
may be performed at low level (classification of primiti ve features or pixels) or at 
high level (classification of an im age on the basis of a training vector of statistical 
features) . 
The visualization of high-dim ensional feature spaces in two dimensions by 
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using topological feature maps can be used to great ad vantage in several ways, e.g. 
in the interpretation of the relation between image classes based on visual features 
of an industrial chemical process. The properties of binary space make it well-
suited for high speed unsupervised pattern classification to partition a multi valued 
high dimensional pattern space [44,45]. Self-organizing maps can be combined with 
fuzzy sets, where the Kohonen network provides the basic structure and update rule 
and fuzzy membership values control the learning rate. This idea has been applied 
in the segmentation of medical research images [46]. Self-organizing map networks 
can also be used in the partitioning of images into geometric primitives so that all 
the pixels are grouped into clusters with a common geometric representation or 
property that could be used by higher-level cognitive processes [47]. 
It is able to self-organize vector representations of data with a meaning-
ful ordering among the representations. The reduction from a high to a two-
dimensional mapping makes it very useful in the dynamic tracking of the change in 
process conditions as revealed in visual characteristics [48]. Self-organizing maps 
have the same disadvantages as the LVQ network. 
4.3. Bilayer, feedforward/feedback 
4.3.1. Adaptive resonance theory (ART) 
An adaptive resonance theory network is a type of competitive learning net-
work and is suitable for both category (pattern) formation and recall (recognition). 
The properties of ART networks make them very suitable for the classification of 
images, especially if not all the categories are known prior to training. One sllch an 
example in chemical engineering is the formation of new image classes when process 
conditions change with a subsequent modification in some visual characteristics of 
the process. An ART 2 network with a self-organizing architecture was used for 
invariant recognition of noisy scenes in a system (called the CORT-X filter) that 
provides a new circuit for boundary segmen.tation, that detects, regularizes, and 
completes sharp image boundaries in up to 50% noise [49J. The disadvantage of 
adaptive resonance theory networks is that the nature of categorical exemplars may 
change with learning. 
4.4. Multilayer, feedforward 
4.4.1. Back propagation 
Back propagation neural networks have a relatively compact structure and 
have been applied extensively to problems in computer vision. In pattern recogni-
tion problems nodes in the output layers of back propagation neural networks can 
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correspond to stored templates. The back propagation architecture requires exten-
sive training to establish stored templates, which makes it different to associative 
networks where patterns are directly assigned to a network. Input patterns are 
assigned to the same category as their neighbours in the exemplar space, if they 
are sufficiently close. 
Based on physiological knowledge of multi-channel characteristics of the 
human visual system and inhibitory interactions between X-cell and Y-cell sys-
tems in the. visual cortex and interactions between neural columns with different 
orientation selectivity, a back propagation neural network can be used for image 
compression [50]. The development of the Cottrell-Munro-Zipser technique in im-
age compression is a well-known example of the successful use of neural networks 
in image processing. Compression techniques can be used on data at any level of 
processing and is therefore not restricted to low-level raw iIt1~ge data. The size of 
the feature space after prirn;try feature extraction from all image is frequently still 
too large to be of any lise in suhsequent. processing st.eps. A compression technique 
can be applied 1.0 remove stati~t.ical correlations that renla.in in the dat.a. 
The methodology of nonlinear prillcipal component. analysis can be related 
to image compression. Only recently neural neLworksha.ve been applied in this 
often very complex problem (51]. A five layer back propagation network (i.e. three 
hidden layers) which contains a small or bottleneck layer in the middle, is trained 
to reconstruct input data. After convergence the third hidden layer is removed 
and test data can then be presented to the remaining network structure, in order 
to obtain a compressed, decorrelated version of the original nonlinear input data. 
Again, this technique can be applied in computer vision, e.g. to reduce the number 
of statistical feature measures used to describe an image. 
The application of image transforms is very important in classical tech-
niques, but often suffers from computational problems. The connectionist imple-
mentation of image transforms presents a solution to these problems. A three layer 
feedforward network has been used in the implementation of several transforms 
[52,53]. The Hough Transform for shape recognition has been used in conjunction 
with a feedforward network [54], as well as the Fa..~t Fourier Transform [55]. The 
Gabor Transform is increasingly used in vision problems as primary feature extrac-
tor and can be implemented by using a back propagation neural network, and has 
been shown to be more efficient than the conventional Daugman's rule (56). 
Back propagation networks are occasionally used in the classification of 
images subsequent to primary feature extraction by statistical frequency or grey 
level domain techniques [57]. The application of back propagation neural networks 
in facial verification has also been investigated [58). Feature extraction or texture 
segmentation may also be performed by a back propagation network (59]. 
Although back propagation networks are well-studied with numerous suc-
cessful applications they are expensive to train iilld are 1I0t capable of adaptive 
training. 
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4.4.2. Radial.basis function. 
The radial-basis function is well-suited to the creation of a neural network 
for continuous mappings. The centers and the widths of these functions can be 
adapted, which make them more adaptive than sigmoidal or other functions gener-
ally used in feedforward networks. Although applications using these functions are 
still relatively uncommon, an interesting example of the use of a radial-basis neural 
network with dynamic network size, incremental learning and synaptic ageing in 
an image processing problem is discussed by Debenham and Garth [60]. 
4.4.3. Boltzmann perceptron network 
Although the Boltzmann Perceptron Neural Network never achieved the 
popularity of the· back propagation network some applications in image analysis 
may be encountered, as in the classification of fruit [61]. These networks are able 
to form optimal representations of pattern features, but have the disadvantage that 
a very long learning time is required. 
4.4.4. Neocognitron 
Fukishima et al. [62] developed the neocognitron with the objective to 
recognize handwritten characters. The neocognitron .simulates the way in which 
visual information is fed forward in the cortex of the brain. Its structure makes it 
possible to use the neocognitron in advanced pattern recognition tasks, especially 
when invariance to change in scale, translation and rota.tion is important. The 
disadvantages of neocognitron networks are that many processing elements and 
layers are involved, they have complex structures and scaling issues for real-world 
use still need to be resolved. 
4.5. Higher-order lleurailletwork (HONN) 
The development of scale, translation and in-plane rotation recognitIOn 
systems is still a major challenge in computer vision. A typical conventional method 
used to address this issue is the HoteHing Transform, which does not produce 
satisfactory solutions to real-world problems. 
Higher-order neural networks, which may use spatial frequencies or grey 
level pixel values as input, are very promising in providing invariant solutions to 
real-world image problems [63]. A major drawback of these networks has been 
the dimensionality and therefore the number of iuterconnections and processing 
elements that. are required. With new approaches such as coarse coding and partial 
connectivity strategies, researchers are now producing more practical solutions to 
these memory and computational problems (04':>81. Graf ct a1. (65] developed a 
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neural network architecture for segmenting images where the objects of interest are 
of variable scale. 
It must be emphasized that invariance to scale, translation, rotation and 
distortion are more important in image recognition tasks as may be found in mil-
itary or robotic applications. Problems in chemical engineering and mineral pro-
cessing will probably not often require higher-order neural networks, as difference 
in scale may be precisely what is required, e.g. the monitoring of particle systems. 
Other difficulties will typically be eliminated by a fixed configuration of camera, 
illumination and input scene. 
4.6. Spatio-telnporal neural networks for dynamic analysis and motion 
perception 
Most classification systems try to eliminate tillle from the c1a.ssiflc<l.tiol1 
system by creating a 1 D- or 2D-image that has been createci from the portion 
of the time-series of interest. Although this approach ha.s rnet wit.h considerable 
success, the inherent. limitation is that time or frequency rela.Led representations 
can easily be distorted. It ma.y therefore be possible tha.t. the I D- or 2D-irnages 
created from small tirne-slices are t.oo small to cont.ain the necessary information. 
Temporal extensions to several existing neural network architectures have 
been proposed to solve this problem. A neural model for human motion perception 
by Sereno [66] is patterned after the structure of the two primate visual cortical 
areas used for motion perception. The units in the first layer extract components 
of motion perpendicular to the orientation of a moving edge, while the second 
layer contains units tuned to different pattern velocities. The network learns to 
estimate patterned object velocity from image data by example, which bridges the 
gap between psychological and neurobiological estimates of motion perception. 
As yet, the use of these sophisticated and lesser known neural networks 
may have only limited application in machine vision systems developed for chemical 
engineering problems. 
5. Development of pyratnidal or hierarchical neural network 
systems 
5.1. Requirements of system 
Research of neural networks in image processing has been concentrated in 
four areas: low level feature extraction, hardware for low level feature extraction, 
image compression, and simple feature extraction followed by neural classification. 
The deficiency in current approaches is the absence of a met.hodology for designing 
practical syst.erns that. are eac;y to configure and commission in particular applica-
tions, work without. readjllstrnent, and do not suffer disac;trous failures (67]. 
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The philosophy of Marr [28,68] should be adhered to, which states that 
com pu ter vision research should be execu ted on three levels: (1) The topmost level 
concerns the development of a computational theory or method to deal at least 
in principle with problems (2) the development of algorithms to implement theory 
and the (3) development of the necessary hardware. 
Figure 5 is based on the observation of recent developments in the com-
bination of vision and connectionist techniques. A few examples of the recent 
emergence of neural network systems with a rudimentary hierarchical nature are 
provided. Although the trend is to increase the analogy to biological systems, sys-
tems may use a hybrid approach of conventional techniques for primary feature 
extraction and neural networks for higher level procedures . 
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Figure 5 . The development of connecLionist and hybrid computer vision 
systems analogous to biological vision . 
\ 
In a face recognition system invariant to change in illumination, position 
and facial expression [69] a network (MetaNet) combines the output of PixNet (im-
age pixels used as input), MixNet (histogram vectors and primitive features used ' 
as input) and HistoNet (histogram vectors used as input) . In another example a 
self-organizing neural network for the selection of areas of interest in an image, in 
the same way a human being identifies relevant areas in a scene, is used as prepro-
cessor to other networks. The network is trained to produce maximum response 
when the desi red object in an image is encountered , which of course decreases 
t he size of the feature space [70] used in the next processing step . Van Allen and 
I<o lodzky [3 9] used three processing stages with four network paradigms to operate 
OIl noisy images . The first is a preprocessor which reduces the dimensionality by 
locat ing can di da te obj ects, the second is a preprocessor that performs boundary 
co mpletion , the third perfo rms featu re ex tract ion a nd the las t one is a classifier. In 
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the recognition of handwritten characters neural networks can be used for feature 
extraction followed by classification [71]. 
Several techniques may be included in a hybrid system. An example of 
this is the development and application of a hybrid system for visual industrial 
quality control which incorporates image processing techniques, knowledge base, 
and neural as well as non-neural classification methods [721. 
Results such as these are still too recent and widely dispersed in the liter-
ature to have allowed the development of a mature and formal philosophy for the 
construction of connectionist computer vision systems, but it can be envisaged that 
future systems will be based on the concepts summarized in Figure 5 [2]. In addi-
tion, it can be expected that practical systems will meet the following requirements 
and properties: 
• The ideal system must have a high degree of analogy to biological systems. 
• Art.ificial systems modelled after neurobiological research results must exploit 
the statistical correlations inherent in the feature space of images. 
• It must be capable of solving ill-posed problems. 
• A general model must allow for a cascade of neural networks, e.g. a first 
system that provides a feature representation and a second which classifies 
the image or locates the objects or are'as of interest in the image. 
• Provision must be made for a bottom-up approach, i.e. the processing of raw 
image data at low level and subsequent processing at higher levels with a 
corresponding decrease in feature space and increase in level of information. 
This concept of a pyramidal processing structure is implicit in conventional 
computer vision systems. 
• The system should have the ability to perform task-driven procedures and 
therefore a knowledge base or expert system should be connected to each level 
of processing. The model must facilitate a combined neural network and rule-
based approach as a general framework for pattern recognition as suggested 
by Greenspan et al. [17]. Tsotsos [73] provided substantial evidence that 
a purely bottom...:up approach cannot be followed, it is therefore necessary 
to sacrifice generality in order to optimize the resources dedicated to visual 
information processing so that a tractable problem is addressed . 
• The use of hybrid systems that exploit the best propen.ies of conventional 
image analysis techniques and neural network systems must fall within the 
frame of reference set by the proposed model. The methodology of primary 
feature extraction by classical techniques and subsequent "classification by 
neural networks is the most common example of this concept. 
• For both biological and machine vision there is general agreement that visual 
processing should start with a bank of spatial filters that are tuned for a range 
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of spatial frequencies and orientations and that analyze the retinal image in 
parallel [74]. 
The computational problems of real-time systems should be solved by the 
parallelism inherent in connectionist architectures. 
An explanation of the processes taking place can once again be subdivided 
into low-, intermediate- and high-level processing. With sufficient background from 
both computer vision and neural computation a practical system can now be devel-
oped by using a selection or a combination of several options. The specific problem 
and the information that is required will determine the configuration of the system. 
5.2. Low-level processing 
The main objective is to translate the raw data in the problem domain to 
a representation that is useful for subsequent processing. After. image acquisition 
some preprocessing steps may be required. It is of the utmost importance that every 
precaution should be taken to ensure the acquisition of images of high quality, as 
this will improve the results of image analysis and may even eliminate preprocessing 
or low-level processing steps. Noise filtering is computer inten.sive and benefits from 
a 'parallel implementation in neural networks, as was shown by Pham and Bayro-
Corrochano [75]. 
5.3. Int.ermediate-level processing 
At this level conventional image processing techniques may be used as prim-
itive feature extractors, but in the last few years several neural networks have been 
applied successfully to tasks at this level. Important intermediate-level processing 
procedures include the segmentation of images, e.g. by the localization of objects, 
the extraction of texture, edge detection, etc. Primary feature extraction by Ga-
bor filters is becoming increasingly popular, because these filters are well-suited 
to texture extraction, as they have tunable orientation and radial frequency band-
widths, tunable center frequencies, and optimally achieve joint resolution in space 
and spatial frequency. They can be used to determine locally oriented energv maps 
for a next processing step. 
The localization of objects or areas of interest has shown how neural net-
works can be used to replace conventional methods [76]. In a texture extraction 
application Mesrobian and Skrzypek [32] used a cascade of thr~e networks to extract 
texture information. The system was comprised of a feature extraction network, a 
local boundary extraction network, and a higher-order texture discrimination net-
work. Greenspan et al. [17] used a texture extraction method with both supervised 
and unsupervised training as a preprocessing stage for achieving a more compact 
representation of the feature space. 
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In an edge detection problem Mattioli et al. [77] used the following inter-
esting architecture: For each edge ·orientation there were two nodes sensitive to 
opposite directions of contrast; the nodes were formed by summing output signals 
from a sequence of spatially displaced but overlapping photoreceptor nodes. An 
edge detector receives excitatory input signals from these nodes and encodes the 
existence of an oriented edge, while disregarding the edge's direction of contrast. 
Another technique that may be expected to become popular in future, is the con-
nectionist implementation of mathematical morphology for the discrimination of 
shapes and edges. 
5.4. High-level processing 
The results of the recognition and interpretation of images are dependent on 
the success of the representation and description of images. A typical application at 
this level of processing would be the classification of images, by using the output of 
either a conventional image processing technique, or the output of a neural network 
on the previous level. 
At this stage the output of artificial neural networks may be combined with 
expert system or other decision making techniques. The success of a supervisory 
expert or knowledge based system will in turn depend on the extent to which visual 
characteristics can be related to, and quantified in terms of, the performance of the 
process. Human visual perception is subjective and depends more on a classification 
than. on a quantification approach of visual characteristics. The application of 
computer vision enables the quantification of visual features, which m::t.kes it a 
valuable technique in the extension of expert knowledge. 
A diagrammatic representation of a real-time connectionist system is given 
in Figure 6. In the training phase exemplars are used to fix the weights of the 
classifier, after which the classification of new exemplars can be performed in real-
time. 
6. Future developments 
Although it is difficult to predict the future success of intelligent automa-
tion systems based on computer vision, current trends are promising. The phe-
nomenal increase in the power of computers and decrease in cost can be expected 
to continue, as several advances in microelectronics and parallel computing can be 
envisaged. Research in computer vision has gained considerable impetus because of 
the developments in computer technology and artificial intelligence. The commer-
cial feasibility of new industrial machine vision systems has become an important 
driving force in vision research. The number and size of vision research centers has 
increased as a result of the increase in funding for these types of projects. Current 
solutions to vision problems are usually application specific, since the size of the 
feature space is typically constrained to the limits set by the specific problem. It 
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Figure 6. The training and operation phases of a real-time 
connectionist classification system. 
is, however, not far-fetched that in future industrial comput"er vision systems may 
benefit from the approach required in the development of general robotic systems. 
Already examples of the unification of several techniques can be found in the liter-
ature. In boundary perception, a problematic area in computer vision, a multitude 
of different techniques have been developed. However, the use of connectionist 
computer vision systems has enabled the development of a unified approach to 
boundary perception in terms of textures, edges and illusory contours [78] . The 
increasing availability and q~ality of hardware and software have resulted ill the 
development of new systems at a fraction of the cost and the development time of 
systems less than a decade ago . 
In this section only two-dimensional (image) processing has been consicl-
ereeL However, the use of one-dimensional signals which are less complex and 
impose fewer demands on computational sources, ·can also be applied successfully 
in chemical plants. One such an example is the analysis of vibratory signals from a 
mill, which conveys information about the effectivity of milling [79]. It can be en-
visaged that the use of three-dimensional processing, such as found in tomography, 
may find considerable application in chemical engineering. 
Previously vision has been considered as a series of processes that succes-
sively extract, organize and formalize visual information from representations, i.c. 
a computationally modular and sequential process. The similarity of connectionist 
systems to biological vision enables them to provide practical solutions to several 
problems encountered in conventional systems . It can be envisaged that the use of 
artifi cial intelligence will promote the development of a general-purpose vision ar-
chitecture which will be able to synthesize scenic data about boundaries, textures, 
shading, depth, multiple spatial scales and motion into a coherent representation 
deri vecl from any type of scenic data considered in isolatioIl. The field of artifi-
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Table 2. General information on vision problems. 
vision questions addressed through Vision List Digest, 
available as the Internet newsgroup 
.. 
comp.al.VISIOn 
information Internet address vision-list-request@teleos.com 
Vision List Archive anonymous FTP to pprg.unm.edu 
cia l neural networks expands rapidly and when the current progress is taken into 
account it can be safely predicted tha.t neural nel\'·o rks will become in creasingly 
important in practical applications. In chemical plants the ability of neu ra l net-
works (such as the A RT) to learn incrementally can be app lied to make provision 
for process conditions or image classes for which the network has Ilot been trained. 
The potential of neu ral networks in pattern recognition makes these' techniques a 
valuable tool in the recognition of images and data patterns of chemical processes. 
The key of future success in pattern recognition is not in powerful learning algo-
rithms, but in proper representations of object structure. The development of the 
dynamic link architecture, which facilitates the rapid modification of the intercon-
nections between neurons, is a promising method to enhance progress in neural 
network pattern recognition [80]. 
The integration of different artificial ' intelligence disciplines, e.g. neural 
networks, knowledge based systems and fuzzy logic, will make it possible to exploit 
the best properties of each of these techniques. On the decision-making and inter-
pretation level of a system, for example, the output of neural networks can serve 
as input to a supervisory knowledge based systeltl . 
7. Useful Internet addresses for computer vision software 
In Tables 2 and 3 a list of the sources of vision information and software 
through Internet is supplied by Kahn [81]. 
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Chapter 21 
The videographic characterization of 
flotation froths using neural networks 
D. W. Moolman, C. Aldrich and J. S. J. van DevenLer 
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d w m@maties.suIJ.ac.za 
1. Introduction 
The technical literature of froth flotation abounds with descriptions of mod-
els and modelling techniques relating to flotation separation. Almost all of these 
describe activity within a single uncoupled flotation cell and ignore or trivialize pro-
cesses acting in the froth phase of flotation cells. The structure of froths developed 
on the pulp surfaces of industrial scale froth flotation cells has a significant effect on 
both the grade and recovery of valuable minerals achieved from the concentrate. 
These effects are well known at the process operation level, where considerable 
heuristic knowledge is available, i.e. mainly empirical relationships and local rules 
of thumb based on particuiar plant flowsheets and mineral separations. Flotation 
efficiency is governed by the wettability of the solid as well as the surface tension 
at the liquid-gas interface. Both of these properties determine the frothing charac-
teristics encountered in a flotation process. A number of studies has focused on the 
correlation between wettability, as monitored by contact angle, and flotation recov-
ery. Little work has been reported 'on detailed characterizations of the mechanisms 
operating within flotation froths and the relationships between those mechanisms 
and the visual characteristics of the surface froth. The correlation between froth 
properties and flotation process performance has received little attention in the 
past and only recently on-line monitoring of the froth phase has been suggested 
(1] . 
It is not surprising that thp. relation between flotation performance and the 
visual characteristics of flotation froths has received little attention in the litera-
Stellenbosch University  https://scholar.sun.ac.za
526 
ture, as much more value is traditionally attached to fundamental approaches than 
to simple observations that Me difficult to quantify but readily described qualita-
tively. Each plant may exhibit its own idiosyncrasies as far as visual characteristics 
are con<:erned, which may depend on the designs of the flotation cells used, the min-
eralogy of the ore, the particular flotation process used, etc. Photographic material 
of good and bad froths is seldom compiled, which makes an objective evaluation 
and classification of industrial flotation froth structure and colour difficult. On 
plants it is often found that very few of the operators have detailed knowledge 
of the visual changes occurring on the surface froth. The interpretation of froth 
features by one person is frequently in conflict with the ideas of another, which 
is not surprising, since it is difficult to assimilate, organize and interpret a variety 
of complex froth phenomena by human observation alone. The complexity of the 
task is aggravated by the fact that different sets of metallurgical parameters may 
result in similar visual appearances of the froth. On top of that the interpretation 
of visual information is further complicated by the time lag between the occurrence 
of froth phenomena and the results of grade, recovery and mineralogical analysis. 
The output of a computer vision system for fiota~jon will give new research 
insight as characteristics that have previously been determined by subjective human 
judgement due to the inability of the human visual system to quantify, can now be 
described formally in terms of computed feature parameters. Such a system will 
overcome the measurement problem of advanced control systems, e.g. inaccurate 
measurement or excessive instrumentation, because the measurement and control 
procedures are both integrated within the context of visual characterization. The 
results of off-line analysis can be combined with the stored images and features 
extracted previously, and in this way contribute to the more efficient interpretation 
of froth images and the training of operators. A knowledge base can be constructed 
from the combination of historical flotation performance data and t.he classification 
results and images from the vision system. 
Neural networks Me widely recognized for their ability to interpret pattern-
based information and have attracted particul<tr interest in the process engineering 
community as a framework for the representation of complex processes. In this 
chapter the application of neural networks to exploit information from digital im-
ages of the froth phase of industrial flotation plants is discussed. This includes 
methods of using neural networks to extract features from digitized images of the 
froth phase, as well as the use of supervised neural networks to identify control de-
cisions necessary to maintain optimal operation of the plant. Moreover, dynamic 
changes in the operation of the plant can moreover be monitored by means of self-
organizing neural networks, which can trace the performance of the plant on an 
order preserving map, the topological features of which can be associated with the 
control strategy of the plant. The large amount of data that is generated by the 
automatic froth monitoring system has prompted the implementation of a neural 
network technique that is able to compress the froth images. In this paper it is 
shown that a feedforward network can be used to significantly decrease the storage 
space required for images. 
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2. Characteristics of Flotation Froth Structures 
2.1. Average bubble size 
The measurement and control of mean bubble size are procedures of consid-
erable importance to the mineral processing industry. It has been widely reported 
that the performance of flotation cells is to a significant extent dependent on the 
sizes of the bubbles generated. In particular the effect of bubble size on both colli-
sion and attachment efficiencies has received considerable attention [21. The bubble 
size depends not only depends on the design of the flotation cell, but also on the 
properties of the ore, the air flow rate and the addition of chemical reagents. A 
relation between the size of the bubbles in the pulp and the bu bble size of the sur-
face froth exists and therefore the characterization of the bubble size in the surface 
froth is important. 
2.2. Froth stability 
The stability of flotation froth is one of the crucial factors in the achieve-
ment of a final separation of minerals because a froth of the correct stability pro-
vides additional selectivity during flotation. When the froth is not sufficiently 
stable (e.g. when the water content is too high) the mineralized bubbles rupture 
before they can be transported over the weir of the flotation cell and mineral par-
ticles already collected become detached and settle back into the pulp. Too stable 
a froth, on the other hand, could entrain a large amount of gangue (e.g. when 
the depressant flow rate is too low) and a concentrate of poor grade would result. 
In extreme cases of very stable froth, the mechanical handling of large volumes of 
froth could present difficulties. 
2.3. Froth mobility and viscosity 
Other froth properties that are important in flotation processes are the 
froth viscosity and mobility. The amount of hydrophobic minerals present in the 
mineral froth strongly influences the froth viscosity (3]. Too high a froth viscosity, 
for example, can retard the drainage of hydrophilic particles. The viscosity of the 
froth surface and mobility of froth are interrelated and have an important influence 
on plant performance [4]. 
2.4. Classification of froth structures 
Classification of visual froth structures has to the performance of the plant. 
In this chapter the investigation of a copper flotation plant is described, in which 
the following classification of froth structures proved to be useful (Figure 1). 
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(a) (b) 
(c) (d) 
Figure L Typical examples of froth structures for each of the four classes, with 
a to d corresponding to classes 1 to 4. 
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( a) (b) 
F ig ure 2. Images correspond ing to fast-moving (a.) and slow- movi ng froth (b). 
2.4 .1 . 5 taiic im ages 
Class 1: Well-loaded bubbles with a window-like spot on top, indicating that the 
froth is neither too brittle nor too tough . 
Class 2: Polyhedral bubbles with a deep well-drained froth structure, in which 
adequate separation of mineral and the gangue has been attained. 
Class 3: A tough froth that exhibits resistance to flow, as indicated by its pre-
dominantly elliptical bubbles . 
Class 4: A froth depleted of minerals, as indicated by small spherical bubbles. 
The following two classes are identified separately from the other classes as 
they characterize the froth mobility (Figure 2) . 
2.4.2. Dynamic an alysis 
C lass 5 : A mobile, fast-moving froth . 
C lass 6: A slow-mov ing froth with poorly defined direction of flow . 
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3. Experimental and Theoretical Techniques 
It has been demonstrated that colour information can in some cases be 
related to the grade of the surface froth and that feature measures for the average 
bubble size, froth mobility and froth stability can be extracted and that both 
discrete and continuous neural network classification of flotation froth structures 
can be performed [5-8,9]. 
3.1. Basic methodology 
Grey level dependence matrix methods (the basics of which are described 
in the appendix) were used to extract features from digitized images of froths 
from a copper flotation plant. The purpose of these techniques is to reduce the 
dimensionality of the grey level feature space of each image with configurations 
typically ranging from 64 x 64 to 512 x 512 pixels per image. 
These statistical features therefore constitute a compact set of the essential 
data contained in the original image, which can in principle be related to the 
metallurgical parameters of the flotation process and can also be used for the 
identification of various process phenomena in the plant. 
3.2. Feature extraction 
The features were extracted from the grey level representations of a total of 
500 images. This set of 500 training exemplars was subdivided into a training set 
consisting of 400 exemplars a.nd a test set of the remainder. Each image consisted 
of 64 grey levels (i.e. each pixel could assume an integral value from 0 to 63) and 
a resolution of 256 x 256 pixels. 
The feature space associated with the spatial grey level dependence matrix 
(SG LD M method) was comprised of four 64 x 64 matrices, one each for every 
direction defined in the algorithm of the method. A set of six statistical parameters 
was subsequently extracted for each of the directions as explained in the appendix. 
These six features were averaged over the four directions to yield six rotationally 
invariant feature measures for each image. That is, an average feature (F ) was 
obtained from F = La ~ (for a = 00 ,450 ,900 and 1350 ). 
3.3. Classification by using a learning vector quantization (LVQ) neural 
network 
LVQ neural networks have been described in detail in the literature (10-12] 
and only a brief overview of their mairi characteristics is supplied. 
The LVQ network (12] assigns vectors to different classes and contains an . 
input layer composed of one process element for each input variable, a Kohonen 
Stellenbosch University  https://scholar.sun.ac.za
531 
layer that is trained to perform the classifications and an output layer containing 
one process· element for each class. The structure of the Kohonen layer is defined 
arbitrarily. 
During training, the distance between the input vector and each process 
element is computed and the nearest process element (the winner) is determined. 
If the winning process element is in the same class as the training vector it is moved 
towards the training vector, otherwise it is repulsed. As a result of training, process 
elements assigned to various classes migrate to the regions associated with these 
classes. 
After training, i.e. during the classification, the distance of an input vector 
to each process element is computed and the input vector is assigned to the class 
of the nearest (winning) process element. 
An LVQ neural network with a six-node input layer, a Kohonen layer of 
five nodes (one for each of the five classes) and an output layer of five nodes (one 
for each of the five classes) was used for classification based on features extracted 
by the SGLDM method. In accordance with the features extracted by the SGLDM 
method, exemplars were of the form {E,cs,I,LH,COR,Ra I C}. Each of these 
features is described in more detail in the appendix. 
The test file was presented to the network after convergence (approximately 
10 000 iterations during training). 
3.4. Classification by using self-organizing neural networks 
Self-organizing maps are neural networks that create two-dimensional fea-
ture maps of input data in such a way that order is preserved (12]. This character-
istic makes them useful for cluster analysis and the visualization of topologies and 
hierarchical structures of higher-dimensional input spaces. 
Self-organizing maps learn without supervision. Such a network typically 
consists of an input layer, which is fully connected to a two-dimensional Kohonen 
layer. Each process element in the Kohonen layer measures the Euclidean distance 
of its weights to the input values (exemplars) fed to the layer. For example, if 
the input data consist of M-dimensional vectors of the form x = {Xl, X2,· .. XM}, 
then each Kohonen element will have M weight values, which can be denoted 
by Wi = {Wil,Wi2, ... WiM}. The Euclidean distance Di =\1 x-will between 
the input vectors and the weights of the network is then computed for each of 
the Kohonen elements and the winner is determined by the minimum Euclidean 
distance. 
The weights of the winning element, as well as its neighbouring elements 
are subsequently adjusted in order to move the weights closer to the input vector, 
as follows 
Wij,new = Wij,old + cr(Xj - Wij,old) (1) 
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where a is an appropriate learning coefficient which decreases with time 
(typically starting at 0.4 ~nd decreasing tq 0.1 or lower). 
The adjustment of the weights of the elements in the immediate vicinity of 
the winning element is instrumental in the preservation of the order of the input 
space and amounts to an order preserving projection of the input space onto the 
two-dimensional Kohonen layer. 
The SGLDM exemplars were presented to a network with an input layer 
comprised of six nodes, a Kohonen layer comprised of 400 nodes (i.e. a 20 x 20 
array) and an output layer with two nodes. The output or coordinate layer mapped 
the values of the weights in the Kohonen layer to an x- and a y-coordinate to enable 
better visualization of the mapping of the data in the Kohonen layer. 
The network required approximately 6000 iterations to perform the map-
ping, after which the network was presented with the test set. 
3.5. Image compression by using neural networks 
3.5.1. Basic methodology 
A considerable amount of data is produced when a 2D light intensity func-
tion is sampled and quantized to create a digi tal image. The amount of data gen-
erated may cause severe problems in processing, storage and transmitting. Image 
compression techniques are therefore used to reduce the amount of data required to 
represent a digit.al image. The principle is to transform a 2D grey level matrix to a 
representation which contains uncorrelated data. As discussed in a previous chap-
ter, neural networks have several advantages over conventional image processing 
techniques. 
The image compression technique that was followed for this chapter was the 
application of a feedforward neural network with three layers. Images were sampled 
into several windows of dimensions w x w pixels by the process of Tasterization (i.e. 
the ordering of the pixels of an image into a vector x with w x w elements by 
taking the first row of pixels in the window first, the second row second, etc.). The 
number of inputs corresponds to the number of elements in x. The second layer 
contains a number of neurons h that is smaller than the number of inputs in x. 
This layer is responsible for the decorrelation of the data in x by compressing the 
inputs in x and re-expressing them as h elements, with subsequent reconstruction 
of x in the output layer. 
After verification that the network is able to reconstruct the data suffi-
ciently well the network is truncated by removing the output layer. The test 
. exemplars can then be represented by the output derived from the second layer. 
The effect of two important parameters on the compression of images was 
investigated: the compression ratio and the size of the window that is transformed 
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into a trammg vector. In the literature the effect of these parameters are not 
described in sufficient detail to allow a systematic approach to the development of 
a neural network image compression scheme. The following discussion is based on 
the assumption that the maximizum compression ratio has to be determined while 
retaining the essential information in the image. 
3.5.2. Compression ratio 
An increase in the compression ratio (i.e. the ratio between the number of 
input variables in vector x and the number of neuron in the second layer of the 
net) will result in an increase in information loss or degradation of image quality. 
The simplest way in which to determine the optimum value of the compression 
ratio is to inspect the quality of the reconstructed images. An indication of the 
maximum compression ratio can be found by analyzing the training process of the 
network. If the network converges at a low (typically < 0.1) root mean square 
(RMS) value it can be concluded that the network is sucessful in reconstructing 
the input data. The maximum compression ratio is reached just before the point 
where the condition of convergence at a low RMS value is no longer satisfied. 
3.5.3. Window size 
The basic assumption in training the neural network on exemplars derived 
from small blocks of an image is that correlation exist between a pixel and its 
neighbouring pixels over some distance. This distance will in turn depend on the 
characteristics of the images used. 
Once again the simplest way in which to verify that the correct window 
size has been chosen, is to perform a visual inspection of the reconstructed images 
at different window sizes and at a fixed compression ratio. A procedure opposite 
to rasterization is therefore used to translate the output of the third layer of the 
feedforward network to a representation from which the image can be reconstructed. 
The window size depends on the value of the maximum compression ratio. 
If it is found that at a specific window size Ws x Ws (and therefore a maximum 
compression ratio of w; : 1) the reconstructed image is of a good quality, the 
possibility exists that a higher compression ratio can be achieved and hence the 
value of w has to be increased. 
The following systematic approach for image compression by using a feed-
forward network is therefore suggested: 
1. The literature reports typical results for image compression ratios ranging 
from 4: 1 to 8: 1. Therefore start at a window size of 4 x 4 (which allows a 
maximum compression rati') of 16:1) and present a number 0f networks (each 
representing a different compression ratio) with the training set. 
2. If the training of a network indicates that the maximum compression ratio 
has been reached the result can be tested by reconstructing and visually 
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Table 1. Classification results of LVQ neural network for disctinction between 
four froth structures (overall correct classification of 92 %). 
Class Number % correctly Classification by LVQ 
of froths classified Class 1 Class 2 Class 3 Class 4 
1 26 92.3 24 2 
2 24 87.5 2 21 1 
3 27 88.9 1 2 24 
4 23 100 23 
inspecting the image. From this evaluat ion it can be decided if a higher 
compression ratio is required. 
3. If the maximum ratio has not been reached a larger window IS necessc.ry. 
Steps 1 and 2 should then be repeated. 
4. Once the compression ra tio has been established, the optimum window size 
Wopt can be determined by increasing the window size and the number of 
nodes in the middle layer in accordance to the desired compression ratio . 
Once again it will be found that the convergence of the network is a good 
indication of a optimum window size. The optimum size can then be chosen 
after a visual inspection of reconstructed images a.t a fixed compression ratio 
and for different window sizes. 
4. Results and Discussion of results 
4.1. Classification by an LVQ neural net 
In table 1 the ability of the neural network to classify froths based on 
SGLDM features is shown . The overall classification rate of 92% is comparable 
to the classification ability of a human expert. From Table 2 it can be seen that 
the LVQ network was 100% successful in distinguishing a fast-moving from a slow-
moving froth (i.e . a difference in horizontal flow speed of approximately 30%). 
4.2. Classification by a se lf-organizing n eural net 
The result of th e mapping of the exemplars is shown in f igure 3, based on 
an SG LDM feature set. In order to evaluate the ability of the neural network to 
cl uster the various frot h phases, t he centres of gravity Cj (Xj, Yj ) of each cl ass j on 
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Figure 3. Mapping of froth struclures in a co pper flotati on pl ant based on 
SGLDM features and a (20 x 20 ) Kohonen layer. 
the topological map shown in Figure 3 were calculated, as well as the distance dij 
of each individual froth i from each of the centres of gravity Cj of the classes j. 
That is 
(~ xij; ~ Yij ) 
. n . n 
J t 
where Xij represents the x-coordinate of the i'th froth image from the j'th class 
of froths, and Yij represents the y-coordinate of the i'th froth image from the j'th 
class of froths, while Xj and Yj denote the coordinates of the centre of gravity of 
the j'th class . The i'th mapped froth image is represented by the coordinates x~ 
and ~. 
Where clustering is crisp (i.e. perfect separation of each of the classes), all 
distances dij (i = j) can be expected to be smaller than dij (i =f:. j). A measure of the 
sharpness of the separation (or the degree of clustering) can thus be constructed 
by sorting all dij-values for each class j from small to large (that is, for the four 
classes, four ranking classes would be obtained) . The measure of dispersion Mj is 
then calculated as follows. 
(2) 
wh ere mij is the ranking order of dij if i = j , and 0 otherwise. Thus 
the lower the value of M J·, the sharper the defini t ion of th e clusters. To enable 
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Table 2. Classification results of LVQ neural network for characterization of 
mobility of froth (overall correct classification of 100%) . 
Class Number % correctly 
of froths classified 
5 (fast-moving) 9 100 
6 (slow-moving) 11 100 
generalized comparisons regardless of the number of froths or classes mapped, the 
dispersion Mj is normalized (Mj), that is 
(3) 
where the values MTin and MTax correspond to the best and the worst 
degrees of clustering possible for the system. 
Measure of clustering (M·j ) 
o 8!l61 
0 .9 · · · ·· ···· :··I-~Wi~~~J 
0 .8 ... ... . ' .' 
0 .7 .. . ... ... . 
0 .6 ...... . .. . 
OS ..... ... . 
0 .4 ....... . . . 
0 .3 . . . .. .. . . . 
0.2 ......... . 
0.1 .. . . .... . 
o 
SG (0.8910) 
Figure 4. Analysis of clusters formed by self-organized mapping based on 
SG LDM features. Overall performance by using different feature sets indicated in 
brackets . 
A unitary Mj -value is thus an indication of perfect clustering, while an 
Mj-value of zero is an indication of perfect dispersion or random mapping of the 
various class members . 
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Figure 5. Tracking the performance of flotation cells with a topological map of 
characteristic froth structures. 
-
Based on SG LDM-features, the values of MJ for each class for the feature 
set are shown in Figure 4. The average degrees of clustering for each class (1, 
2, 3 and 4), using the SGLDM features are tabulated at the top of the figure. 
These averages (AVG) are based on several runs with different training and test 
sets. The standard deviations (STD) associated with these averages were in all 
cases smaller than 0.06 . The overall average performance of the network using the 
different features was 0.8910. 
The advantage of using topological maps instead of other types of classi-
fiers, is that they can be used to track the performance of flotation processes on a 
continuous basis, as opposed to the identification of discrete classes by using super-
vised neural networks or other types of classifiers. This enables the early detection 
or drift or other incipient process deviations (manifested as a movement across 
a certain region on the map), which could otherwise not be detected without an 
undue proliferation of classes in an attempt to foresee all possible deviations in the 
process. 
This procedure is illustrated schematically in Figure 5, where the process 
system moves from point A to point B over a finite period. When considering a sys-
tem of flotation cells, this trajectory can be compared with a previously determined 
ideal and where necessary forced to coincide with this ideal through appropriate 
control steps . In a single cell, where operating conditions are usually kept as con-
stant as possible (by confining the system to a particular region on the map), 
deviations in the system can be detected early, allowing more accurate control of 
the process. 
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4.3. Image compression by using neural networks 
By following the image compression strategy described earlier a maximum 
recommended compression ratio of 16:1 at a window size of 8 x 8 has been deter-
mined. 
In Figure 6, the effect of the compression ration on the quality of the recon-
structed image is illustrated. At a compression ratio of 16:1 the image still contains 
sufficient information to identify the froth structure. At the same compression ratio 
but for a 8 x 8 window (Figure 7) the quality of the image is better. 
The choice of the transfer function may have a significant effect on the 
compression of images, as demonstrated in Figure 8. It is clear that the hyperbolic 
tangent and sigmoidal functions produce better results than the sine function. 
All the above results were based on using only one image and it is there-
fore natural to ask what effect images from .other froth classes would have on the 
training process. In Figure 9, the comparison between an image reconstructed by 
a network trained on one froth is compared to an image reconstructed by a net-
work trained on three different froth classes. The result indicates that the decrease 
in quality because of using different froths is insignificant. Since a considerable 
number of training exemplars are derived from each image this result may be ex-
pected. However, it is important that a neural network used for image compression 
is trained over exemplars that are representative of the test set. 
5. Conclusions and Significance 
By presenting a learning vector quantization neural network with features 
extracted from digitized images of froth structures in a copper flotation plant, it 
was possible to identify different froth structures with satisfactory accuracy. 
This is sufficiently accurate to enable incorporation of the classifier into on-
line plant control systems. Although these techniques allow various froth structures 
to be categorized with a high degree of accuracy, practical use of these methods 
also depends on the metallurgical significance attached to the different classes of 
froth structures. 
The ability to discern between meaningful froth structu~es can then be 
implemented in on-line control systems or off-line operating procedures in various 
ways. The output of the classifier (i.e. the class of froth) could for example be 
relayed to a simple knowledge-based or fuzzy logic control system, which could 
identify the appropriate control measures to be taken. This new generation of 
flotation control systems could utilize the knowledge of an experienced operator 
and enhance the efficiency of a less experienced operator. 
The use of self-organizing neural networks provides a powerful means for the' 
on-line characterization of flotation processes in a way not feasible with previously 
proposed systems. 
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original image compression ration 4: 1 
compression ratio 8: 1 compression ratio 16: 1 
Figure 6. Effect of compression ratio on the quality of the reconstructed image. 
(Training set compiled by using a 4 x 4 window.) 
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Figure 7. The quality of the reconstructed image at the optimum window size of 
8 x 8 and at a compression ratio of 16:1. 
(a) (b) (c) 
Figure 8. The effect of the transfer function on the quality of the reconstructed 
image for (a) hyperbolic tangent, (b) sigmoidal and (c) sine tranfer function. 
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Figure 9. The original images and images reconstructed by a neural network 
trained on three froth classes. 
The application of a neural network for image compression is relatively sim-
ple and does not require an extensive background of image compression techniques. 
A systematic and simple approach for the correct choice of the training window 
size and the determination of the maximum recommended compression ratio has 
been discussed and illustrated with examples. It has been shown that the choice 
of the transfer function used in the network has a significant effect on the results 
of the reconstructed images. It can be envisaged that a neural network system for 
image compression may constitute an important component in a computer vision 
system, especially in the decrease of storage requirements and the improvement of 
subsequent processing steps. 
Appendix 
Spatial grey level dependence matrix (SGLDM) 
The spatial grey level dependence matrix (SGLDM) is based on the estima-
tion of the second-order joint conditional probability density functions, F( i, j, d, a), 
a=O°, 45°, 90°,135° [13]. EachF(i,j,d,a) is the probability of going from grey 
level i to grey level j, given that the intersample spacing is d and the direction is 
given by angle a. If an image has 9 grey levels, then the density functions can be 
represented as 9 x 9 matrices . Each matrix can be computed from a digital image 
by counting the number of times each pair of grey levels occurs with separation 
distance d and in the direction specified by angle a . It is assumed that the tex-
tural information is sufficiently specified by the full set of four spatial grey level 
dependen ce matrices. 
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Haralick [13] proposed a set of measures for characterizing these matrices. 
The features used most often [14-16], and also used in this investigation are: 
1. Energy: 
E = :L:L [F( i, j, d, a)]2 
1 j 
2. Entropy: 
cs = - :L:L [F(i,j,d,a) log(F(i,j,d, a))] 
1 j 
3. Inertia: 
J 
4. Local Homogeneity: 
LH =:LL [ F(i,j,d,a) 1 
. . (1-(i+j)2) 
1 J 
5. Correlation: 
where J-Lx and (J x are respectively the mean and standard deviation of the 
row sums of the matrix, and J-Ly and (J yare the mean and standard deviation of 
the column sums. 
A distance metric d implicit in the preceding equation can be defined by 
[13] 
d((k, i), (m, n)) = max {Ik - ml, Ii - nl} 
where (k, l) and (m, n) are the coordinates of two pixels separated by dis-
tance d. 
A normalization factor may be applied to either the feature matrix or to 
each of the feature parameters . 
The addition of a 6th parameter has been proposed [6] and was proved to 
be useful in the extraction of directional information of the froth surface, such as 
eEiptical bubbles. For the identification of elliptical bubbles, for example, the ratio 
of the energy (E) in the direction a = 90° to a = 0° can be used : 
6. Ratio : 
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Notation 
a 
Cj 
C 
COR 
d 
dij 
I 
k,l,m,n 
LH 
M· J 
M~ 
J 
M:n ax 
J . 
M:ntn 
J 
n 
Ra 
direction parameter in SGLDM method 
centre of j'th cluster 
class of froth structure 
correlation measure of SGLDM method 
distance metric of the SGLDM method 
distance metric of froth clusters, i.e. distance of 
froth i from cluster centre j 
Euclidean distance between two vectors 
energy measure of the SGLDM method 
probability density function of SGLDM method 
a generic image feature 
a generic averaged image feature 
number of neurons in second layer in a feedforward 
network used for image compression 
inertia measure of SGLDM method 
coordinate pairs (k, I) and (m, n) of the space metric d 
local homogeneity measure of SGLDM method 
ranking order of i'th froth image with regard to the j'th 
cluster centre (characterized by distance metric dij) 
measure of dipsersion of j'th cluster 
normalized measure of clustering of j'th cluster 
(i.e. related to 1 - Mj ) 
minimum dispersion (maximum clustering) 
maximum clustering (minimum dispersion) 
number of mappings 
ratio of feature measures of SGLDM measures in 
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W· t 
Wij,new 
Wij,old 
Wopt 
X 
Xi 
x~ 
1 
y~ 
Xij 
Yij 
Greek symbols 
Q 
545 
different directions 
weight vector of process element in LVQ neural network 
j'th weight of the i'th Kohonen element in a 
self-organizing neural network 
new value of j'th weight of the i'th Kohonen element 
in a self-organizing neural network 
old value of t'th weight of the i'th Kohonen element 
in a self-organizing neural network 
the dimensions of a specific window size for image 
compresslOn 
the dimensions of the optimum window size used 
. . . 
m lmage compresslOn 
vector in general: {Xi} 
vector element 
x-coordinate of i'th mapped froLh image 
y-coordinate of i'th mapped froLh image 
x-coordinate of i'th mapped froth vector belonging to 
j'th froth class 
y-coordinate of i'th mapped froth vector belonging to 
j'th froth class 
x-coordinate of center of i'th cluster 
y-coordinate of centre of i'th cluster 
learning coefficient for the adjustment of weights of 
the Kohonen layer of a self-organizing neural network 
entropy measure of SGLDM method 
mean of the row sums of matrix f 
mean of the column sums 
standard deviation of the row sums 
standard deviation of the column sums 
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Chapter 8 
THE 
INTERRELATIONSHIP 
BETWEEN FLOTATION 
VARIABLES AND 
FROTH APPEARANCE 
D.W. MOOLMAN, C. ALDRICH and 
J.S.J. VAN DEVENTER 
8.1 INTRODUCTION 
This paper discusses the rapid developments in computer technology 
and computational intelligence that are used to transform recently 
developed concepts and available technology into a new generation of 
intelligent automation systems. In this study features extracted from 
images of froths by an on-line machine vision system in 'an industrial 
precious metal flotation plant were used to relate froth characteristics 
245 
:. 
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with the performance of the plant by using self-organising and 
Sammon maps. This intelligent vision system constitutes a powerful 
tool for the investigation and interpretation of the effect of various 
flotation parameters. Previous work is extended by relating surface 
froth characteristics with industrial flotation control and performance 
variables. This method of system identification represents a significant 
development towards an automatic control system. 
One of the most basic problems with process control in mineral 
industries is the availability of reliable and process data of sufficiently 
high sampling rate. In a precious metal concentrator, in addition to 
the low sampling rate, the extremely low concentrations of the valu-
able metal cause the reliability of the assays to be low. Even manual 
control is difficult with reagent flow samples being available only every 
tv..::o hours and the desired flow rates only being updated every eight 
hours after the composite assay is available. In most cases simple 
set-point definition is not enough and control strategies may have to 
be modified. Contact sensors and XRF analysers are becoming more 
sophisticated, but often suffer from the common problem of high 
maintenance and cost. These new detectors offer the exciting possi-
bility of detecting hitherto unreported state variables, which must 
improve the control techniques. New sensorial data can be acquired to 
improve the control of processes. 
Approximately two decades ago the first on-line devices for 
measuring the solids content of flotation slurries became available, 
which resulted in the first studies in the automatic control of flotation 
circuits. Since then early optimism has been replaced by the slow 
realisation of the difficulty of developing effective systems. From 
experience it is known that most systems frequently develop technical 
problems which are not solved and that as a consequence these new 
systems frequently become obsolete in industrial flotation plants. 
The selective separation of valuable from waste solids using froth 
flotation is dependent on there being differences between their surface 
characteristics. As these are very difficult to characterise on-line it is 
operating practice to infer surface properties from the appearance of 
flotation froths, and although skilled operators can implement effec-
tive plant control based on their unquantified experience, the situation 
cannot be described as satisfactory. Recently, machine vision systems 
show a considerable promise and provide a novel solution as non-
contact sensors to several of the problems encountered in conventional 
flotation systems for monitoring and control. 
Flotation processes are subjected to a wide variety of process 
disturbances, some of which are caused by the change in mineral 
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characteristics and others to variation in operating procedures. Flow 
rates, densities, size distributions and shapes of particles, surface 
properties, and compositions- can all change, often with significant 
impact on the performance of the plant. Moreover, errors in measure-
ments and actuators and the malfunctioning of equipment are often 
contributory sources of disturbances. 
Robust techniques that achieve a satisfactory level of control 
performance still require considerable development. However, model-
based control techniques are complicated and require skilled control 
engineers. The shortage of suitable personnel has always been a serious 
problem with regard to control system development and according to 
McKee [1] no real signs of an improvement in this situation can be 
detected. The demand for a simple, reliable system of which the 
functioning mechanism is readily understood by flotation process 
operators is therefore substantial. 
The structure of froths developed on the pulp surfaces of industrial 
scale froth flotation cells has a significant effect on both the grade 
and recovery of valuable minerals in the concentrate. These effects are 
well known at the process operation level, where considerable heuristic 
knowledge is available, i.e. mainly empirical relationships and local rules 
of thumb based on particular plant flowsheets and mineral separations. 
The correlation between froth properties and flotation process 
performance has received little attention in the past and only recently 
on-line monitoring of the froth phase ~as been suggested [2]. Tech-
niques to classify these froths with neural networks were subsequently 
developed [3,4]. Techniques were developed to extract features such as 
the average bubble size, the froth mobility and stability, colour and 
textural properties. The relation between froth appearance and flota-
tion grade and recovery was clearly demonstrated in the analysis of 
batch and industrial flotation data [5,6]. A systematic discussion of 
the diffuse descriptions in the literature about the relation between 
froth appearance and flotation principles has been presented, to facil-
itate a framework and classification system for the development of a 
machine vision system [7]. 
In this study features extracted from images of froths by an 
on-line machine vision system in an industrial precious metal flotation 
plant were used to relate froth characteristics with the performance of 
the plant by using self-organising and Sammon maps. This intelligent 
vision system constitutes a powerful tool for the investigation and 
interpretation of the effect of various flotation parameters. Froth 
characteristics are related between industrial flotation control and 
performance variables. This method of system identification represents 
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a significant development towards an automatic control system. The 
modelling strategy proposed for current and future work is explained, 
which may describe the scenario of future development in flotation 
machine vision. 
8.2 MODELLING STRATEGY 
In Figure 8.1 the modelling framework as proposed by Foss and 
Johansen [8] is presented. The figure illustrates different models 
recommended for different processes, as a function of system knowl-
edge and available information. . 
So little is known about the underlying mechanistic model of 
flotation, that if the modelling framework described above is applied, 
it becomes clear that the modelling strategy will tend to the empiri-
cal side of the spectrum. This closely resembles the previous work 
of the authors, as froth appearance thus far has been related to pro-
cess deviations and flotation performance in an empirical, plant-
specific way. 
However, research is gradually uncovering the secrets of the froth 
phase, and recently a froth kinetic model has been proposed by 
GOOD 
MECHANISTIC 
KNOWLEDGE 
POOR GOOD 
GLOBAL MECHANISTIC 
LOCAL MECHANISTIC 
COMBINED LOCAL MECHANISTIC 
AND EMPIRICAL 
LOCAL EMPIRICAL 
GLOBAL EMPIRICAL 
EMPIRICAL DATA 
AND KNOWLEDGE 
Figure 8.1. Modelling strategy followed and recommended for devel-
opment of flotation decision-support system. 
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Woodburn [9]. It can be expected that the trend to relate feature 
measures of the surface froth (as determined by image analysis) to the 
froth structure, will be continued and improved, and ultimately 
extended to industrial flotation cells. The following modelling se-" 
quence for industrial flotation cells can be envisaged, in terms of the 
terminology of Figure 8.l: 
1. Global empirical model: A single cell is regarded as a unit, with 
input, output and intermediate variables such as pulp and concentrate 
characteristics. The intermediate variables, such as pulp density and 
level, froth appearance, etc. are measured by sensors. Machine vision 
has the advantage of being a reliable non-contact sensor. The input 
variables to the modd could for example be 
Xl = mass flow of solids to cell 
X2 = concentration of valuable metal in Xl 
while the output variables could be 
U1 = fractional recovery of valuable metal in the overflowing concentrate 
U2 = concentration of valuable metal in the concentrate. 
The process is further characterised by intermediate or stage variables e.g. 
X3 = pulp density 
X4 = pulp level 
x 5 - Xs = froth parameters generated from machine vision data 
X9 - x 15 = froth parameters generated from machine vision data. 
The performance of the cell is then empirically described in terms 
of the different variables by intelligent, adaptive modelling strategies 
such as neural networks, or other non-parametric regression tech-
niques. For example if the relationship between the input and state 
variables is to be described by non-linear neural network procedures 
with two hidden nodes, the equations for quantitative modelling are 
then as follows where Y1 and Y2 are the combined inputs to the hidden 
nodes 
Y1=W XI+W X2+······························+ WI10 X10 1,1 1,2 , 
Y2 =W Xl +W X2 + .............................. +W2 IOX10· 2,1 2,2 , 
The signal from the hidden nodes are combined to predict the two 
output variables. 
u1=a 1,l XY1 x(1-e-a'Y')+a1,2 XY2 x (1_e- a2Y2) 
U2 = a2 . 1 x Yl x (l-e -a l y l ) + a2 ,2 x Y2 x (1- e -a2Y1) 
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The disadvantages are that an extensive database is required, in 
order that the weights wi•j may be estimated. The accuracy of the 
model is subject to the reliability of the data and the model is 
plant-specific. A common problem in especially precious metal flota-
tion plants is that the reliability of on-line metal concentration 
analysers is poor, which means that the database is often compiled 
from shift average assay samples. By using simple Nyquist criteria for 
control it can be shown that shift average data points is not an 
accurate representation of the dynamics of the process. Especially the 
complexity and the changes of the ore feed makes it very difficult to 
avoid the empirical nature of model-predictive control strategies. 
However, the truth is that this modelling strategy might be the only 
one to improve plant performance for a number of years to come. It 
can even be envisaged that intelligent controllers that learn from data 
(such as adaptive neural networks) will in time be integrated with 
intelligent mill controllers to enable complete concentrator optimisa-
tion. In this chapter it is shown how surface froth appearance (bubble 
size, froth mobility and stability, chromatic information) can be 
related to industrial flotation performance and reagent addition rate 
using this modelling strategy. 
2. Local empirical models and combined local mechanistic and empirical 
models: With the improvement of modern sensory equipment for both 
the pulp and the froth phases, it can be expected that local empirical 
models (in which the pulp and froth phases is recognised as separate, 
interacting entities) will improve. A combination of kinetic rate and 
flow equations using parameters from sensors, can be viewed· as a 
typical example of a combined local mechanistic and empirical model. 
The increase in observations made possible by non-contact sensors 
such as machine vision will make it possible to relate pulp with froth 
phase models more successfully. In this stage of development froth 
appearance should be rigorously related to flotation subprocesses and 
variables such as aeration rate, froth and pulp subprocesses. 
3. Mechanistic models: Although the mechanistic content of models will 
increase, the authors expect that an empirical component will remain. 
One simple way of substantiating the importance of intelligent 
controllers that learn from data is to refer to the way the human brain 
works. The brain learns from observation, and therefore a child can 
learn to catch a ball without understanding the underlying Newtonian 
equations of motion. The application of hybrid systems that incor-
porate neural networks, expert systems, fuzzy logic and genetic algo-
rithms is central to the solution of complex process control problems 
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such as flotation and mill control. In the next section the status of 
current work in this regard is summa~sed. 
8.3 VISUALISATION OF PROCESS OAT A 
The extraction of features and the projection of data can be formulated 
as a mapping ~ from an M-dimensional input space to an N-dimen-
sional output or map space, i.e. 
(1) 
such that some criterion C is optimised. For the purpose of data 
visualisation, the value of N is usually set to 2 or 3. Although this 
formulation is similar to a function approximation problem, the map-
ping function ~ cannot be estimated from pairs of input-output training 
patterns, since these patterns or exemplars are usually not available. 
A large number of approaches for the visualisation of data 
(i.e. feature extraction and multivariate data projection) has been 
rep'orted in the literature dealing with pattern recognition [10-13]. 
These approaches differ from each other in the characteristics of the 
mapping function ~ (linear or non-linear), the way ~ is learned 
(supervised or unsupervised), the nature of the optimisation criterion, 
etc. [12]. Linear methods are attractive in that analytical solutions are 
often available and they generally require less computation than non-
linear methods. In contrast, non-linear methods are more powerful 
than linear techniques, but are usually also more computationally 
intensive. Artificial neural nets fall in this latter ,,-category and are 
rapidly growing in popularity due to their ability to handle data on a 
large scale and to form compact representations of projections, with-
out suffering from the computational disadvantages of other non-
linear systems. 
Order are induced on sets of data by means of a distance or 
similarity measure. Since a' large number of distance measures may 
induce the same order, the specialist is generally guided by the 
simplicity and calculability of measures in accordance with his knowl-
edge of the structure of the data [14]. Quantitative dissemblance 
measures (other than Euclidean distance measures) that are some-
times used, include among many other 
• (2) 
• (3) 
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• Chi-Square metric: Dx(Xp, Xq) = LJ= lL~= lXP,j[Xp,j/L,~= lXp,j 
-Xq,)LJ= lXq,j]2 (4) 
• City block metric: DCB(XP,Xq)=WjLi=llxp,j-xq,j\' (5) 
Still oth.er types of measures such as quantitative resemblance 
measures, and binary distance and resemblance measures between 
elementary variables are also used, depending on the type of data 
under consideration [14]. Since all these metrics are readily incorpo-
rated into the neural net systems discussed here, they will not be 
considered in any further detail. 
8.3.1 Criteria for the Evaluation of 
Multi-Dimensional Projections 
A criterion often used to evaluate the integrity of multi-dimensional 
projections is the so-called Sammon stress [12,15]. This criterion is a 
function of the differences of the interpoint distances in the original 
space and the interpoint distances in the projected space, i.e. 
E= [~~DM(Xi' Xj) rLL[D~i' Xj) 
-DN(Y.i, Yj))2/ DM(Xi, Xj), (6) 
where E is the so-called Sammon stress, DM(Xi, Xj) is the distance 
between vectors Xi and Xj in the M-dimensional input space, and 
DN(Y.i, Yj ) is the distance between vectors Yi and Yj in the projected 
space (which correspond to Xi and ~j in the original or input space). 
The Sammon stress is a measure of the distortion of the projection 
and is also used as an error measure to be minimised during training 
of the hidden target mapping back propagation neural net. 
Optimisation problems based on this criterion can become quite 
cumbersome for large sets of data, since for a set of n data points or 
vectors n(n -1 )/2 distances have to be calculated at every iteration step. 
Various authors have therefore proposed methods to simplify the algo-
rithm, e.g. Lee et ai. [16] and Pykett [17]. Other criteria are based on 
the use of class or cluster labels, where these are available. They depend 
on the ability of a classifier to classify the data based on attributes in 
the original space, as compared with attributes in the projected space [12]. 
8.3.2 Artificial Neural Nets 
Neural nets are data driven computing devices which have been 
especially successful as far as the interpretation of patterns, data and 
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cluster analysis and ill-defined process trends are concerned. Neural 
net (and other) ~echniques aimed at the projection and visualisa-
tion of data attempt to characterise the structure or distribution of 
the data to be analysed and to project these data to a lower (typically 
two- or three-) dimensional space in order to facilitate analysis and 
interpretation. Of these the self-organising neural net proposed by 
Kohonen [18] is by far the most widely used, while Sammon or hidden 
target mapping neural nets have only recently been proposed by 
independent investigators [13,15]. 
The error measure E which is used to construct two- or three-
dimensional maps of complicated sets of data does not distinguish 
between mapping errors in pairs of points which are distant from each 
other and points which are close to each other in the pattern space. As 
a result the mapping will attempt to reflect both global and local 
topological order of the space in which the data samples are described. 
Unless the data actually lie on a plane, this may lead to a conflict in 
the mapping. Tattersall and Limb [15] suggest various ways of dealing 
with this problem. 
Self-organising (Kohonen) neural nets 
Self-organising neural nets with Kohonen layers are systems that 
create N-dimensional feature maps of M-dimensional input data in 
such a way that order is preserved [18,19]. This characteristic makes 
them useful for cluster analysis and the visualisation of topologies and 
hierarchical structures of higher-dimensional input spaces. Since these 
nets have been discussed extensively in the literature, (e.g. [18], [19]) 
an in-depth discussion is considered beyond the scope of this paper· 
and they are consequently only considered in brief. 
The main distinguishing feature of Kohonen networks is that no 
output data or target vectors are required to train the net. Such a net 
typically consists of an input layer, which is fully connected to an 
N-dimensional Kohonen layer [19], as shown in Figure 8.2 (with 
N = 2). Each process element or node in the Kohonen layer measures 
the distance of its weights to the input values (exemplars) fed to the 
layer. For example, if the input data consist of M-dimensional vectors 
of the form X= {XbX2,' .. XM}, then the i'th element in the Kohonen 
layer will have M weight values, which can be denoted by Wi = 
{Wi1 ,Wi2 , ... W iM }. The (Euclidean) distance Di= \lX-wdl between the 
input vectors and the weights of the net is then computed for each of 
the Kohonen elements and the winner is determined by the minimum 
distance. 
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RECTANGULAR 
ADAPTATION 
ZONE 
PATTERN 
MAP 
FORMED BY 
NEURONS 
--
INPUTS TO NET (x 1, X 2, . . X M) 
DIAMOND-
SHAPED 
ADAPTATION 
ZONE 
Figure B.2. Structure of a self-organizing Kohonen neural net (output 
layer not shown). Nodes shown in the two-dimensional hidden layer 
compete for M-dimensional input vectors, and the winning node 
(black square), as well as its neighbouring nodes (delineated by 
square or diamond) are updated (moved closer to the input vector). 
The weights. of the winning element, as well as its neighbouring 
elements which constitute the adaptation zone associated with the 
winning element as indicated in Figure 8.2, are subsequently adjusted 
in order to move the weights closer to the input vector, as follows 
(7) 
where 'L is an appropriate learning coefficient which decreases with 
time (typically starting at 0.4 and decreasing to 0.1 or lower). 
The adjustment of the weights of the elements in the immediate 
vicinity of the winning element is instrumental in the preservation of 
the order of the input space and amounts to an order preserving 
projection of the input space onto the two-dimensional Kohonen layer. 
The size of the adaptation zone is not necessarily fixed, and often starts 
off with a relatively large zone, which is progressively decreased in size 
during the training procedure. In some variant~ the adjustment of the 
neighbouring nodes or cells is not linked to fixed adaptation zones, but 
is based on the distance between neighbouring and the winning nodes. 
It is also possible to make use of self-organising neural nets that 
contain mUltiple Kohonen layers. These nets are sometimes better able 
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to deal with input vectors of high dimension (large M), since these 
vectors can be split up and fed to a series of parallel Kohonen layers, 
the outputs of which can subsequently be passed on to (an) additional 
Kohonen layer(s) for further processing. This configuration is analo-
gous to the use of (multiple) hidden layers in back propagation neural 
nets for example, and is in principle similarly capable of dealing with 
non-linearly separable data. 
Hidden target mapping (Sammon) neural nets 
The algorithm proposed by Sammon [10] to minimise the Sammon 
stress (Eq. 6), and which has been widely used to date to interpret 
complicated trends in patterns exhibits many of the important aspects 
of data mapping. It constituted the state-of-the-art prior to the advent 
of neural net mapping tools in the 1980s and is based on the modifi-
cation of the relative positions of N-dimensional points, until their 
relative distances mirror as closely as possible the relative distances 
between the corresponding points in M-dimensional space. The adjust-
ment of the positions of the points in N-dimensional space is typically 
accomplished by using a gradient descent minimisation of the mapping 
error E (Eq. 6). 
The values of Yi are usually initialised to random values and then 
typically modified by iteratively using a steepest descent algorithm in 
which ks is a constant which determines the learning rate, i.e. 
Yi,k,t + 1 = Yi,k,t - ksdEI d Yi,k,t· (8) 
:. 
Apart from its computational complexity with regard to large 
data sets, the Sammon mapping algorithm as such is not useful for· 
projecting data not contained in its training data base. When new data 
have to be evaluated, the entire map has to be regenerated ab initio. 
Moreover, storage of the map requires every single point to be stored 
in the map and the map cannot be represented in a compact form. 
The major shortcomings of the original Sammon algorithm can be 
overcome by making use of a hidden target mapping neural net, which 
is in essence a connectionist realisation of the algorithm [15] Figure 8.3. 
Hidden target mapping can be implemented in simple back propagation 
neural nets. Instead of training the net based on minimisation of the 
error between the outputs of the net and some specified target values, 
Sammon or hidden target mapping neural nets are trained on mapping 
errors based on the configuration of the input data. The mapping error 
selected for the hidden target mapping net is essentially the same as used 
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Figure B.3. Generic structure of a back propagation neural net used 
for the generation of Sammon projections. 
in the Sammon algorithm. The distance DM(Xi, Xj) between a pair of 
exemplars Xi and X j in the M -dimensional pattern space is compared 
with the distance DN(Yi, Y j ) between the corresponding pair of points 
Yi and Y j generated in the map space. The weights of the Sammon net 
are then adjusted iteratively to minimise the square of the differences 
between DM(Xi, Xj) and DN(Yi, Y j) over all samples in the training 
data set. This amounts to per sample training, instead of the usual 
epoch training associated with back propagation neural nets [19] . 
The algorithm for the iterative adjustment of the weights of the 
net is described in detail by Tattersall and Limb [15] and can be 
summarised as follows: 
(1) Initialisation of all weights in the hidden target mapping 
(Sammon) net with small random values; 
(2) Random selection of two M-dimensional pattern samples Xi and 
Xj from the data set; 
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(3) Generation of output Yi and Yi based on the inputs Xi and Xi; 
(4) Evaluation of the distances DM(Xi, Xi) and DN(Yi, V); 
(5) Evaluation of the square of the error E between these distances, 
as defined by Eq. 6; 
(6) Modification of weight values In order to mmmllse the error 
criterion E; and 
Repetition of calculations, starting from step 2 above, until conver-
gence is attained. 
8.3.3 Mapping of Froth Structures 
The advantage of using topological maps instead of other types of 
classifiers [4], is that they can be used to track the performance of 
flotation processes on a continuous basis, as opposed to the identifica-
tion of discrete classes by using supervised neural nets or other types 
of classifiers. This enables the early detection of drift or other incipient 
process deviations (manifested as movement across a certain region on 
the map), which could otherwise not be detected without an undue 
proliferation of classes in an attempt to foresee all possible deviations 
in the process. In a single cell, where operating conditions are usually 
kept as constant as possible (by confining the system to a particular 
region on the map), deviations in the system can be detected early, 
allowing more accurate control of the process. 
In Figure 8.4 the methodology of data visualisation, with its 
relatiol} to the decision support methodology, is shown. Neural net-
works are used for low~level reasoning, whereas expert rules are gene-
rated at a high-level reasoning stage. This can be classified as an . 
intercommunicating hybrid intelligent system, according to the classi-
fication scheme of Goonatilake and Khebbal [20]. Note that this 
diagram serves only to convey the concept of the system, and should 
therefore not be viewed as representative of the detailed architecture. 
More information· on an appropriate control structure is given in 
Figure 8.5. Self-tuning adaptive control (STAC) systems have only 
three components, the plant to be controlled, the adaptive mechanism 
and the controller. The adaptive mechanism comprises of a system 
identification unit and an on-line parameter evaluation unit. The 
identification uses the information of the plant input and output to 
estimate the unknown plant parameters. The estimated plant param-
eters are then used to evaluate the parameters of the controller. 
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Figure 8.4. Diagrammatic representation of data visualisation route. 
As is well-known flotation represents an ill-defined, nonlinear system. 
For this reason a hybrid intelligent control platform is recommended for 
designing the identification and control units. A rule-based approach, 
using fuzzy rule sets seems at current a convenient way of addressing 
the control problem. It is envisaged that neural networks will be used 
to represent empirical plant model, in an adaptive architecture to 
account for the non-stationary nature of flotation processes (e.g. when 
the are type changes, which in turn introduces new setpoints). 
Figure 8.6 shows how the machine vision sensor is used to convert 
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Figure 8.5. Self-tuning adaptive control (STAC) systems. 
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Figure 8.6. Sensor converts unmeasured process response y'(t) and 
disturbance to measured process response y(t) and disturbance d(t). 
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unmeasured process response and disturbances into measured re-
sponses and disturbances. 
8.4 MONITORING OF INDUSTRIAL FLOTATION PLANTS 
Two flotation circuits of precious metal plants in South Africa were 
investigated. Four chemical reagents are used in the process, namely a 
frother, collector, depressant and an activator. The pulp levels of the 
plants are controlled manually, as well as by automatic level control-
lers. The specific density is controlled through adjustments in the rate 
at which water is added to the feed. 
In both cases a machine vision system consisting of a Panasonic 
industrial monitoring camera connected to a 486DX2/66 IBM PC 
computer equipped with a frame grabber monitored continuously one 
of the cells in the bank of primary roughers. Figure 8.7 shows the 
camera assembly above one of the rougher cells in plant A. The 
camera is suspended from a steel frame with antivibrational mountings 
and enclosed by a protective casing. Images of the surface froths of the 
cells were captured at regular intervals, after which they were digitised 
and reduced to a set of features. Three distinct classes of froths were 
distinguished, as indicated in Table 8.1. 
Figure 8.7. Photograph of machine vision support structure in indus-
trial precious metal plant. 
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Table B.1. Characteristics of the three main froth classes. 
Froth 
type 
Ideal 
Average Mobility Stability Overall texture 
bubble 
SIze 
medium medium medium polyhedral, closely 
packed bubbles 
with clear little 
window on top 
that indicates 
balance between 
water and mineral 
content 
Runny small high low watery, spherical, 
loosely packed 
bubbles with 
little mineral 
Sticky large low high viscous, ellipsoidal, 
closely packed 
bubbles with high 
froth load 
Average 
colour 
indicates high 
mineralization 
little mineral 
froth load too 
high, may 
cause a light 
colour because 
of gangue 
The froths in class 1 had polyhedral, closely packed bubbles with 
clear little windows on top that indicated a balance between the water 
and mineral contents of the froths. These froths were associated with 
a high degree of mineralisation. In class 2 the froths consisted of 
watery, spherical, loosely packed bubbles with little mineral. The fro-
ths were runny and unstable. The froths in class 3 are :comparatively 
viscous and consist of tough ellipsoidal bubbles which are exceedingly 
loaded with minerals. Owing to the presence of gangue minerals, the 
froth surface has a relatively light colour. In addition, these froths were 
very stable and slow moving. 
8.4.1 The Relation of Froth Characteristics 
to Control Variables 
Image and process data bank 
A data base or extended image lihrary of images, image feature 
measures and process data is compiled on a continuous basis. The 
contents of the data base were standardised in collaboration with 
process experts and consist of images and attendant metallurgical 
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(a) (b) (c) 
Figure B.B. Representative structures of the froths, (a) Class 1: A froth 
with an intermediate bubble size, mobility and stability, (b) Class 2: 
A highly mobile and unstable froth with small bubbles, and (c) Class 3: 
A stable froth with large bubbles and low mObility . . 
parameters. As part or-an on-going effort to gain a deeper understand-
ing of the behaviour of the plant, images of the froth structures, as well 
as all other relevant metallurgical information is stored in a plant data 
base. The data base allows an objective assessment of the performance 
of the plant, as well as the performance related to various shifts, 
operators, etc. At the same time, the data can be used to improve the 
skills of plant operators by teaching them the relation between 
optimum conditions and froth appearance. In Figure 8.8 exemplars of 
typical froths are shown. 
Training of neural nets 
In the first instance the effect of control variables , such as reagent 
flow rates and pulp level on the image parameters was examined. 
Other variations such as changes in the mill feed rate and unwanted 
changes in the specmc density also had to be taken into consideration. 
Figure 8.9 shows the effect of these process deviations on the bubble size 
measure calculated by the image analysis algorithm. A self-organising 
net was trained by means of data exemplars collected during a data 
acquisition campaign, which extended over two weeks. The operation of 
the flotation cell was SUbjected to deliberate disturba'nces in the flow 
rates of the reagents, as well as adjustments of the pulp level of the cell. 
The exemplars presented to the self-organising neural net consisted of a 
number of parameters each (which can vary according from plant to 
plant and for different ore types), from the 2nd cell of roughers of plant 
A, a 20 x 20 Kohonen layer, and a two-dimensional output layer, from 
which the co-ordinates of the process maps were obtained. 
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Figure 8.9. Effect of process deviations on froth bubble size (inversely 
related to SNE parameter). 
Optimal froth conditions were located in the upper left quadrant 
(Figure 8.10). The net tended to cluster slow-moving, sticky froths in 
the upper left quadrant of the process map:oCFigure 8.11) in a region 
neighbouring the optimal froths, while fast moving running froths with 
low viscosity were mapped in the vicinity of the lower right quadrant 
(Figure 8.12). 
Resulting maps and graphs of froth structures 
Figures 8.5-8.8 show some of the results of disturbances on the 
performance of the plant. In Figure 8.9 the SNE parameter normalised 
between 0 and 1 and negatively correlated with bubble size, shows 
distinct peaks at times 12 h50 and 14 h50. These peaks correspond to 
high pulp levels in the cell. The high values of the SNE parameter at 
these times indicate small bubbles associated with flat runny froths. By 
plotting these parameters on-line or by projecting them to a process 
map with a trained neural net, plant operators are better able to 
identify process deviations. 
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Figure 8.10. Self-organised mapping of a well-run plant (time 9 h35-
10h13). 
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Figure 8.11. Self-organised mapping of froth structures after a 35% 
decrease from setpoint of the flow rate of the depressant (time 
10h17-10h43). 
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Figure 8.12. Self-organised mapping of froth structures while the 
flow rate of the depressant increased to 135% of setpoint and gradual-
ly returned to normal levels (time 12 h30-13 hOS). 
The points on the next figures are the projections from the SOM 
of the image parameters, \yhere two successive points are joined by a 
line. Figure 8.10 indicates- a well-run plant over a period of almost 
40 min (9 h35-10 h13). All the control variables (i.e. depressant flow 
rate and froth depth) are at their setpoints. In Figure 8.11 the effect 
of a 35% decrease in the flow rate of the depressant is shown (time 
10 h17-10h43). The conditioning tank was bypassed and the froth 
became sticky and slow moving, with larger bubbles. Moreover, 
deposits of talc became visible on the surfaces of the bubbles. 
Figure 8.12 shows the effect of an increase of 35% in the 
depressant flow rate after which the flow rate of the depressant is 
allowed to gradually return to normal over a period of 35 min. This 
results in the froth becoming runny with smaller and clearer bubbles 
and these conditions are projected to the opposite end of the pro-
cess map. 
In order to form a better idea of the performance of the system, 
its ability to identify various process conditions and trends in the 
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process dynamics v,as compared with that of a human expert. The 
expert rated various froth conditions (images) in terms of the expected 
metallurgical performance ·of the plant. It was noteworthy that the 
expert's assessment of process conditions correlated highly (more than 
90%) with the SNE parameter (inversely correlated with bubble size) 
extracted from froth images. The system was also found to be 
considerably more sensitive than the human eye in detecting small 
changes or incipient transitions between different froth structures. 
These transitions were sometimes manifested by pronounced oscilla-
tions between different areas on the process map prior to the estab-
lishment of a new equilibrium, clearly indicating a transitional phase 
in the operation of the plant. 
In Figure 8.l3 the bubble size (inversely correlated with the SNE 
parameter) is projected onto a process map. These trends form the 
basis of an improved understanding of the plant dynamics for the 
range of process conditions evaluated. -:: 
1.2 
1 
SNE 0.8 
0.6 
0.4 
0.2 
0 
8 
x 
Figure 8.13. Projection of SNE parameter (negatively correlated with 
bubble size) to the process map. 
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8.4.2 The Relation of Froth Characteristics 
to Output Variables 
Data acquisition 
267 
In the second instance the concentrations of precious and base metals 
in the pulp were related to the control parameters and the froth 
appearance. For this a cell of a bank of roughers of an industrial flota-
tion plant was monitored over 6 weeks while the sampling and analysing · 
procedure was conducted as usual every 8 h. The samples were compos-
ites taken over the 119 eight-hour shifts. The camera was mounted on 
the 4th cell, as the froth of the first two cells were heavy mineralised and 
masked the process deviations in the surface froths , while the 3rd cell 
followed a feed box, in which the overflo\ving froth occasionally caused 
unwanted dark areas on the surface. As a first attempt the correspond-
ing image variables of each shift were averaged over the 8 h. The 
measurements that were considered are summarised in Table 8.2. 
Self-organising maps and Sammon projections 
Three sets of self-organising maps (SOM) of size 8 x 8 were made of 
the 119 data points. The maps were trained respectively with: 
1. the image parameters 
2. the physical pulp characteristics, and 
3. the reagents addition rates. 
Table 8.2. Input and output variables for data visualisation. 
Inputs Outputs 
Image Reagent Physical pulp Concentrations of the 
parameters flow rates characteristics cell concentrate 
SNE depressant specific density Platinum group metals: 
PGMs 
SM activator % solids in pulp Nickel 
eN collector % particles less Copper 
than 75 microns 
in SIze 
¢ frother Cr20 3 
AGL 
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This decreased the number of the variables from 12 to 6, which 
could still not be visualised simultaneously. The PGM concentrations 
of the 4th cell, on which the camera was mounted, were superimposed 
onto the SOM of the image variables (Figure 8.l4). As indicated in 
Figure 8.14, different concentrations of PGMs mapped to distinct 
areas on the map, which clearly show a high degree of correlation 
between froth structures and PGM concentration. 
An 8 x 8 SOM of the image, as well as other process variables, 
viz. CN, AGL, instability, specific density, % less than 75 microns, % of 
solids, activator, depressant and the collector addition rates was 
subsequently constructed. The projections of the PGM concentrations 
onto this map is shown in Figure 8.15. The surface is smooth and there 
are no sharp gradients in the process regions from high to low 
concentrations. The significance of this result is that the PGMs can be 
tracked on-line as a function of variables that can all be measured 
on-line, with the on-line image features representing the structures of 
the froths and making the most important contribution to the results. 
The other way to project the data unsupervised onto two dimen-
sions is by means of a Sammon map. The original Sammon algorithm 
·0.8-1 
DO.6-0.8 
80.4-0.6 
I!I 0.2-0.4 
2 3 
1 PGM 
__ -! 0.8 (normalised) 
0.6 
0.4 
Figure 8.14. PGM concentration of cell 4 on SOM of image parameters 
(normalised scale). 
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Figure 8.16. Sammon map with PGM concentration of cell 4 cate-
gorised into two classes. Similar to the self-organising map, the axes 
has no direct physical significance; the position on the map is 
calibrated in terms of metallurgical performance. 
as was briefly described earlier in the text was also applied to the data_ 
Figure 8.l6 is the corresponding two-dimensional Sammon map of 
Figure 8.l5, using the same variables as inputs_ The PGM concentra-
tion was categorised into two classes as either high or low. 
8.5 CONCLUSIONS 
The machine vision system is currently being developed to enable 
decision support, but can be further developed to allow automatic 
control of industrial flotation plants. This entails mapping of process 
control actions (or rules) to a control map complimentary to the 
process map indicating the froth conditions. The main control vari-
ables are the flow rates of the reagents, which could then be adjusted 
to maintain process conditions in the desired region. 
• 
• 
Based on current results the following conclusions can be made: 
A non-contact sensor for monitoring the performance of flotation 
plants has been developed. 
Machine vision systems can be used for effective on-line analysis of 
the froth structures and metallurgical performance of flotation plants_ 
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• Process maps generated by self-organised Kohonen neural nets are 
used as the basis for the multivariate analysis of these plant data. 
• Process maps constructed by neural nets enable the detection of 
s~btle changes in plant conditions that are not readily detected by 
the human eye. 
• Froth structures are strongly related to reagent addition and plant 
performance. 
Not least of all, these systems can also be used as a means to 
improve the training of plant operators and to evaluate the perfor-
mance of personnel in different shifts or other conditions. 
It can be expected that empirical characterisation of froth appear-
ance in industrial cells will stimulate the development of froth based 
models that incorporate image analysis. It can also be envisaged that 
these local (i.e. local with respect to the froth phase) semi-empirical 
models will be extended to global semi-empirical models that will 
combine pulp phase models and sensory data of the pulp phase (such. 
as pulp level and pulp density). This, combined with the increasing 
reliability and popularity of on-line XRF analysers, introduces a wide 
range of useful sensory data to alleviate the problem of obtaining 
reliable data of sufficiently high frequency for control purposes. 
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NOMENCLATURE 
AGL average grey level of image i.e. measure of brightness of an 
C 
D 
d 
E 
f(i,}) 
Q(r,s) 
. Image 
a generic optimisation criterion 
Euclidean distance between a pair of vectors 
intersample distance in direction of e 
a measure of the error (distortion) of a Sammon map 
image function; brightness or reflectance of pixel in ith row 
and }th column of the digitised image 
r x s grey level dependence matrix corresponding to an image 
with r pixels and s grey levels 
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R 
SNE 
SM 
x 
Wi,i,new 
Wi,i,old 
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normalising factor 
spatial grey level dependence matrix feature (small number 
emphasis) related to the fineness of the image 
spatial grey level dependence matrix feature (second mo-
ment) related to the homogeneity of the image 
generic pattern vector 
ith component of a generic pattern vector 
jth weight associated with ith node in Kohonen layer 
weight vector of a Kohonen layer in a self-organising neural 
net 
old value of jth weight of ith node in a neural net 
new value of jth weight of ith node in a neural net 
Greek letters 
CN entropy, which is a measure of the complexity of the image, 
i.e. a complex image tends to have a higher entropy than a 
simple one 
parameter associated with the stability of the froth: the 
smaller the parameter, the more stable the froth 
y learning coefficient in neural net training procedure 
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In this study image features extracted from froth images by an on-line machine vision system in an 
industrial platinum flotation plant were used to relate froth characteristics and flotation performance by 
using neural networks. It has been shown that a considerable amollnt of data can be extracted from 
flotation surface froths and that both novel feedback control procedures and feedback control as a 
complement to conventional feedforward systems are made possible. Feature measures such as chromatic 
information, average bubble size, froth texture, froth stability and mobility of surface froths were used in 
the on-line classification of process conditions by using lea·rning vector quantization (L YQ) and self-
organizing (SOM) neural networks. Adaptive learning by adaptive resonance theory (ART) neural 
networks is a key feature of the system in the adaptation of a process model that account for changes in 
e.g. the ore composition and the subsequent changes in process setpoints. A secondary process model is 
constantly tuned by neural networks and notifies the process engineer when the primary model should be 
updated. This intelligent vision system also constitutes a powerful research tool for the investigation and 
interpretation of the effect of various flotation parameters. This paper shows how the rapid development in 
computer· technology and neural networks can be used to transform recently developed concepts and 
available technology into a new generation of intelligent automation systems. 
Keywords: intelligent monitoring and control, flotation, image analysis, neural networks 
INTRODUcrION 
The rapid development in computer VISion, computational resources, artificial intelligence and the 
integration of these technologies are creating new possibilities in the design and implementation of 
commercial intelligent monitoring and control systems. In chemical and minerals engineering numerous 
opportunities for the application of these systems exist, of which the characterization of flotation froth 
structures is a good example of the utilization of visual data as a supplement to conventional plant data. 
As the most important separation technique in mineral processing, flotation has been the subject of 
intensive investigation over many years, but despite these efforts it remains a poorly understood process 
that defies generally useful mathematical modelling. Flotation processes are difficult to describe 
fundamentally, owing to the stochastic nature of the froth structures and the ill-defined chemorheo\ogy of 
the froth. As a result the control of industrial flotation plants is often based on the visual appearance of the 
froth phase, and depends to a large extent on the experience and ability of a human operator. These types 
of processes are consequently often coritrolled suboptimally owing to high personnel turnover, lack of 
fundamental understanding of plant dynamics, inaccuracy or· unreliability of manual control systems, etc. 
As a result optimum control is not always maintained, owing among others to the inexperience of the 
operator or the inability of human operators to act promptly at the first sign of aberrant behaviour of the 
plant. 
The intitial development work with regards to the image feature extraction, the implementation of neural 
networks for discrete and continuous classification has been explained in previous work (Moolman et al., 
1994, 1995a,b; Aldrich et al., 1995). In this paper the integrated control system is discussed. 
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SYSTEMS ENGINEERING APPROACH 
A few simple systems engineering principles for the development of this and related systems are provided: 
• The low level architecture, i.e. the simplest functional units should be identified. 
• A rigorous framework for the system which allows the modular addition of later techniques as they 
become available should be formulated. 
• All the subsystems and their various interactions must be defined. A methodology for treating and 
describing the interactions in the system and subsystems should also be developed. 
• A cause/effect approach for the identification of problems should be follovved in testing the system. 
• The user requirements have to be understood very clearly. 
• The implication of recent advances pertaining to the various subsystems should be taken into account, 
e.g. new frame grabbers and monitoring cameras that are becoming available. 
• Keep the system as simple as possible and do not introduce unnecessary complexity. 
Figure 1 Diagrammatic representation of the system design. 
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In figure 1 a diagrammatic representation of the design of the system is given. The following is a brief 
discussion of the different stages Gf this design, with reference to the implications for software 
development as a main consideration: 
Image acquisition 
Images of the froth surface are acquired by an on-line monitoring camera, which are then digitized by 
means of a frame grabber. A number of i (five are currently regarded as sufficient) images are acquired 
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succeSsively and stored iri memory. This procedure satisfies the requirement of successive images for the 
stability and mobility procedures. 
Grey level processing 
The three main grey level procedures can be divided into textural, mobility and stability characterization. 
In the mobility and stability calculations histogram equalization is perfonned on the averaged image. 
Neural networks and verification techniques 
Neural networks has been implemented in the system for the classification of images. The successful 
implementation of the neural networks is to ·great extent dependent on the acquisition of sufficient plant 
data. However. the following general design specifications are applicable: 
• The neural network system is able to classify froths and plant conditions successfully. 
• The neural net system can learn incrementally. 
• Learning vector quantization, self-organizing maps (SOM) and ART neural network architectures are 
used to enable verification of the output of one neural net against another. 
• The neural net system includes self-organizing features, with on-line two dimensional display of the 
froth classes. 
• An optimum class, based on optimum froth features, has been defined. Optimum features were 
obtained from periods of optimum plant operation. In this way process deviations was identified. 
• Froth classes are meaningful and directly related to metallurgical parameters. 
• The output of the neural nets are incorporated into a supervisory knowledge base system. 
• The results of the neural networks are verified by the outcome of induction methods. 
Data bank 
The contents of the data base has been standardized in collaboration with process experts and consists out 
of image and plant feature measures. The software has the ability to import data from the control system 
over a network. 
Interface 
• The system interfaces with an expert system to assist with the interpretation of results, or to advise 
operators. 
• The output of the system has been made accessible to relevant people over the network. This would 
include the froth class, estimated primary rougher concentrate grade, and fault diagnosis where 
possible. 
• Current and historical data interface to various control systems to effect control if and when 
necessary. or to use other data which may be available in the PLClDCS. 
• The user is able to define which algorithms to Use for the image processing, Which neural networks 
and also several other parameters of the system. 
• The operator interface displays an image of the froth surface that is being monitored and a description 
of the froth in simple, physical terms, e.g. in terms of colour, average bubble size, froth mobility and 
stability. A warning signal that there may be a problem and suggestions of what the problem may be 
has been implemented. 
• The system records the time of the first alarm, and the time of the corresponding acknowledgement 
after an operator has been prompted. 
• The software provides access to the system via a modem. 
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DISCUSSION AND CONCLUSIONS 
The primary image features are used by the neural networks to relate process deviations to froth 
appearance. A hierarchical classification system, with the three main classes shown in Table 1, has been 
~fimd . 
Table 1 The three main froth classes. 
FROTH TYPE AVERAGE MOBILITY STABILITY OVERALL TEXTURE AVERAGE COLOUR 
BUBBLE 
SlZE 
ideal medium medium medium polyhedral, closely indicates high 
packed bubbles with mineralization 
clear little window on 
top that indicates 
balance between water 
and mineral content 
runny small high low watery, spherical, little mineral 
loosely packed bubbles 
with little mineral 
sticky large low high VISCOUS, ellipsoidal, froth load too high, 
closely packed bubbles may cause a light 
with high froth load colour because of 
gangue 
. Based on current results the following specific claims with regards to the system can be made: 
• A non-contact sensor for control of process behaviour has been developed 
• A device for training operators in the interpretation of froth structures has been developed. 
• The measurement of bubble size, froth mobility, froth stability can be performed. 
• A method for diagnosing process conditions for control purposes has been formulated. 
• Proces!; disturbances can be identified, such as deviations in reagent flow rates, fluctuations in pulp 
level, aberrant behaviour of milling circuit, abnomla1ities such as mills that stop and hydrocyclones 
that fail. 
• The output signals of the system correlates closely with on-line analytical and physical measurements. 
REFERENCES 
Aldrich, c., Moolman. D. W., Eksteen, 1.J. and Van Deventer, 1.S.1., 1995, Characterization of flotation 
processes with self-organizing neural nets, Chemical Engineering Communications (in press). 
Moolman, D.W., Aldrich, c., Van Deventer, 1.S.1. & Stange, W.W., 1994, Digital image processing as a 
tool for on-line monitoring offroth in flotation plants, Minerals Engineering, 7(9), 1149-1164. 
Moolman, D. W., Aldrich, C. and Van Deventer, 1.S.1., 1995a, The monitoring of froth surfaces on 
industrial flotation plants using connectionist image processing techniques, Minerals Engineering, 8(1-2). 
Moolman, D.W., Aldrich, c., Var, Deventer, JSJ & Stange, WW, 1995b, The automatic classification of 
froth structures in flotation plants, international Journal of Mineral ProceSSing (in press). 
Stellenbosch University  https://scholar.sun.ac.za
~ . .. .. .. . . 
IFACMMM95 
The 8th IFAC International Symposium on Automation in 
Mining, Mineral and Metal Processing 
PREPRINTS 
Edited by 1.1. Barker 
Sun City, South Africa 
29 to 31 August, 1995 
IFAC - International Federation of Automatic Control 
Sponsored by 
The IFAC Technical Committee on Automation in Mining, Mineral and Metal Processing 
Organised by 
South African Council for Automation and Computation 
In association with 
South African Insti tute of Measurement and Control 
South African Institute of Electrical Engineers 
South African Institute of Mining and Metallurgy 
Stellenbosch University  https://scholar.sun.ac.za
HYDROCYCLONE UNDERFLOW ANALYSIS USING VIDEO-
GRAPHIC TECHNIQUES 
K.R.P. Petersen, C. Aldrich· , D.W. Moolman, J.S.J. van Deventer, W.W. 
Stange* and C. Mclnnes* 
Department of Chemical Engineering, University of Stellenbosch, Private Bag 
X50 18, Stellenbosch. 7599,. South Africa. Fax 027-021-8082059 
* Kenwalt Systems (Pry) Ltd. 339 Rivonia Boulevard, Rivonia. 2128. South Africa. 
Fax 17-11-8034612 
• Author to whom correspondence should be addressed 
(E-mail: cal@maties.sun.ac.za) 
Abstract: The application of computer vision systems for the monitoring and conrrol 
of hydrocyclone classifiers is considered. It is shown that by capturing and digitizing 
videographic images of the underflow of a hydrocylone, it is possible to accurately 
determine the spray angle of the underflow by means of suitable edge detection 
techniques. This spray angle can consequently be related to the performance of the 
cyclone. 
Keywords: Hydrocyclone, Computer Vision, Monitoring, Spray Angle 
I. INTRODUCTION 
Although the potential benefits of effective image 
processing techniques in the chemical and mineral 
processing industries have long been recognized, 
little progress regarding such systems has been made 
until recently, owing to the computationally demand-
ing nature of these types of problems, as well as the 
lack of suitable mathematical techniques. However, 
in parallel with phenomenal advances in computer 
technology over the past few years, image recogni-
tion and the automatic interpretation of visual data 
have experienced equally rapid growth. so that 
commercially viable machine vision systems have 
moved from the domain of the conceptually possible 
to the commercially feasible. 
In this investigation, the development of computa-
tional techniques for the videographic analysis of the 
underflow of hydrocyc\one classifiers is considered. 
It is well-known that the features of the underflow of 
a hydrocyclone correlate highly with internal fluid 
flow and mineral separa,!ion mechanisms and that 
control of the underflow plays an important role in 
the overall control of thehydrocydone (Svarovsky, 
1984). The angle of the. underflow discharge is 
uniquely related to prevailing operating conditions 
and can be used as an indication of inlet conditions 
such as pressure, flow rate and feed distribution 
(Viljoen, 1993). In this paper a preliminary investi-
gation into the use of a computer vision system to 
monitor the performance of hydrocyc\ones is conse-
quently considered and it is shown that such a system 
provides an efficient means for monitoring and con-
trolling hydrocyc\one classifiers on industrial plants. 
2. COMPUTER VISION SYSTE~l 
Fig. I shows a simplified representation of the pro-
posed on-line underflow monitoring system. The 
image is captured and digitized through a VHSC 
video camera connected to a personal computer (486 
or better) equipped with a frame grabber. All subse-
quent image enhancement, analysis and interpreta-
tion are performed on the same computer. 
The digitized image essential1y consists of a matrix 
of elements, the values of which represent the 
brightness or intensities of pixels in the image. The 
values of the pixels are typically positive integers, 
the range of which is determined by the grey scale 
definition of the image. A grey scale image is much 
simpler to process than a colour image and is ade-
quate for spray angle measurements. 
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The I ighting and presentation of the object to be 
evaluated is one of the most important aspects of the 
im plementation of a vision system (Moolman el aI., 
1994). The correct use of lighting facilitates di stinc-
tion between the underflow discharge from surround-
ing background features, such as spray droplets 
which envelope the underflow stream. The use of an 
intense light source not only clearly defines the edge 
of the underflow stream, but also illuminates droplets 
which tend to complicate efforts to isolate the wanted ' 
edge. 
I : 
Video 
Carner.! 
Fig.1 Proposed on-line vision system for underflow 
stream analysis 
2.1 . I mage enhancement 
Two standard image processing techniques, viz. fil-
tering and thresholding have been used to process 
images and to calculate spray angles . On industrial 
plants the background scenery in images of the un-
derflow discharge frequently consists of a collage of 
pulp spray and structural objects. The pulp typically 
generates image patterns which have high frequency 
components due to diffuse light scattering. However, 
using customized low pass filtering techniques it is 
possible to reduce background noise as well as con-
trast the underflow s tream from unwanted back-
ground information. 
In most image analysis problems thresholding is an 
essential procedure for the extraction of visual in-
formation. This process is readily applied if the vis-
ual intensities are clearly distinguishable from each 
other. In this investigation, a high level thresholding 
technique which produced well structured binary 
images was used. 
For the purpose of this investigation the grey scale 
values (ranging from 0 to 255) were transformed to a 
range of 0 to I, where the value I represented the 
highest intensity. The following procedure was sub-
sequently employed to render the image of the un-
derflow susceptible to further analysis : 
a) All transformed intensity values between 0 and 
0.5 were again transformed linearly be['.veen 0 
and I, while values of 0.5 or greater were forced 
to assume unitary values. This effectively sepa-
rates and spreads similar intensities in the dark 
region. Typically, the underflow pulp will al-
ways be a linle brighter than its surroundings. so 
that this approach shifts intensity values associ-
ated with the underflow pulp closer to I. 
I -. 
b) Repetition of a), which effe ctively forces the 
intensity values of .most of the background 
which was previously below 0.5 to zero and 
separates the image of the undertlow from its 
surroundings. 
This process is particularly important when dealing 
with similar intensities which need to be separated 
without excessive investigation of the specific values 
of intensities themselves. For example, in dimly lit 
environments the underflow pulp tends to have an 
intensity very close to that of the background. This 
multistage thresholding technique can be formally 
summarized by cons iderin~ ['.vo pixels with similar 
intensity values x and x + 181 , where 8 is the posi -
tive or negative difference in intensity between the 
underflow and background. and relati vely small 
compared to the range of 0 to I as shown in figure 2. 
x 
I 
4 
14 
~ 4 ~I 
I b I 
Fig. 2. Separation of similar intensities and selection 
of an intensity range 
The range of ~ and A combined is less than I. where 
~ (the darker range) is in the 0 direction and A (the 
brighter range) is directed towards I. Therefore, with 
respect to x all of the values represented in figure :2 
are [x - ~, x + 8. x. x + A ]. These values are subse-
quently transformed to the [0, I] range by subtrac-
tion of the offset x - ~ from 0, which gives [ O. & + 2,. 
~. A + ~ ] and by division by the largest value A. + .:;. 
I.e. 
8 + ~ E. [ 0, , _ . I ] 
f. + S A. + c 
The difference between the ['.vo middle terms is 
A. + S = 8 * > 8 since rs + A) is < l. 
This preprocessing technique distinguishes the pulp 
intensities from the background more clearly before 
a final threshold is applied. Similarly, the use of a 
range of values to nonnalize pixel intensities. rather 
than a single value means that it is not necessary to 
accurately detennine the threshold. 
2.2. Detection of underflow edges 
In many applications where shape recognition is 
needed. edge detection techniques (Lim, 1990) are 
readil y employed to produce simplified binary Im-
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ages for further pattern manipulation and possible 
calculations. The selection of an edge detection 
method depends on the type of image or boundary to 
be identified, since edge detection methods differ in 
their a'bility to detect edges in 2-dimensional orien-
tations . For example, the Sobel method (Lim, 1990) 
'is sensitive to vertical and horizontal edges, while 
the method proposed by Roberts (Ballard and 
Brown, 1982) is sensitive to diagonal edges. In both 
cases, a complete edge is frequently not detected 
owing to noisy patches in the binary matrix. 
Two methods of edge detection were investigated, 
namely a simple matrix subtraction method which is 
spec i fically custom ized for underflow detection, and 
morphological filtering. 
Matri.x Subtraction. Due to the thresholding de-
scribed above , the binary image will display the en-
tire reg ion of the undaflow pu lp with an intensity 
value of I . By shifting the binary image east and 
west by I pixel and subtracting it from the original 
image, a new binary map is created which reveals 
only the edges of the underflow discharge. 
. (a) 
(b) 
Fig. 3 (a) Digitized image of the underflow dis-
charge of a hydrocyclof)e prior to isolation of the 
underflow edge, and (d) an edge map of the Image 
obtained by matri x subtraction. 
Any noisy areas in the image, i.e. randomly distrib-
uted single pixels or small clusters of pixels not part 
of a larger area of uniform intensity will be signifi-
cantly reduced or completely eliminated. 
However. residual background pixels and pixels 
close to the extracted spray edge may still be present. 
This residual noise can be eliminated by exploiting 
the simple connectability of all the pixels in the im-
age. By using a summation of all the non-zero in-
tensity values (i .e. 1 in binary images) in an n x n 
neighbourhood of a particular pixel. it can be in-
ferred with a high degree of accuracy whether the 
pixel is connected, i.e. forms part of an edge. For 
exampk. in a 5x5 neighbourhood, it is expected that 
all edge pixels will have 4 other neighbours. Other-
wise, the pixel is either spurious or a feature of the 
background which can then be eliminated . 
With appropriate lighting and preprocess ing. these 
noisy pixels lie close to spray edges and has a neg li-
gible influence on subsequent calculations. In figure 
3(a) the digitized image of the discharge of a hydro-
cyclone is shown, and in figure 3(b) an edge map of 
the same discharge afler matrix subtraction and 
cleanup of spurious pixels. 
lvlorphological Filtering. This powerful technique 
(Gonzalez and Woods, 1992) is relatively new used 
to extract visual information from digitized images. 
It does not require the identification and labelling of 
features on a pixel to pixel basis. In short. morpho-
logical filtering is based on convolution of a binary 
(mxn) matrix with a filter which is typically 2:'2 or 
3x3 in size and whose values are specifically chosen 
for the operation. For the purpose of demonstration, 
consider an extract of an underflow binary image 
shown in figures 4. (a) and 4 (b) 
10 II 12 13 14 15 16 17 
10 I 0 0 0 0 0 0 
11 0 0 0 0 0 0 
12 0 0 0 0 0 
13 0 0 0 
14 0 0 
15 0 
16 0 
17 
Fig. 4 (a) Matrix elements of part of a binary digitized 
image of the underflow of a hydrocyclone 
The filter chosen for this particular application IS 
given by 
h I 
2 
4 
8 
Upon con volution of the binary image and the filter, 
the extracted matrix now becomes 
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10 II 12 13 14 IS IS 17 
10 IS 2 0 0 0 0 0 0 
II IS II 2 0 0 0 0 0 
12 IS IS II 10 2 0 0 0 
13 IS 15 15 15 II 2 0 0 
14 IS 15 15 15 i5 II 0 
15 15 15 15 15 15 15 
-
0 
16 15 15 15 15 15 15 II 2 
17 15 15 15 15 15 15 IS 11 
Fig. 4(b) Matrix elements of part of a binary digitized 
image of the underflow of a hydrocyclone after convo-
lution. 
Fig. 5 Edge map of the image in fig . 3(a). derived by 
means of morphological filtering 
In this case, the edge is defined by values which are 
not equal to 15 (exclud ing zero). Retention of all these 
values will produce an edge which is reasonably well 
defined. Using typical matrix sizes in the order of 
250x250, this method produces similar angle me:lS-
urements to those described in the previous section . 
The only notable disadvantage of this method is that 
the derived edge is wider than a single pixel. espe-
cially if lighting is not optimal. Figure 5 shows an 
edge map corresponding to the image in :igure 3(a) 
derived by means of morphological filtering 
The final part of detecting the spray edge is to apply 
further manipulation depending on the required in-
formation. Typically, the most useful is to fit a re-
gression curve to the pixel co-ordinates to calculate 
the spray angle. 
These techniques and their application to the moni-
toring of hydrocyclones are subsequently discussed 
by means of an experimental investigation . 
3. LABORATORY SCALE HYDROCYCLONE 
Initial testing of the spray angle vision system made 
use of a small hydrocyclone setup with a 0.9 cm dia-
meter spigot. Only a single phase medium (water) 
was considered. Experimental results for inlet pres-
sure, underflow and overflow· rates, as well as aver-
age spray angles and standard deviat ions of the 
angles are shown in table I. Each of the average 
spray angles and associated standard deviations we re 
based on five observat ions. 
Figure 6 displays similar - informat ion, where the 
spray angle of the underflow discharge is shown as a 
function of the inlet pre$:;ure in the hydrocyclone. 
From table 1 and figure 6 it is clear that the spray 
angle tends to level off as the inlet pressure is in-
creased. Dombrowski and Hasson (1969) have 
shown that the exiting fluid veloci ty (spray angle) is 
independent of inlet conditions and dependent only 
upon vessel dimensions. However. this is on ly the 
case for a vessel which is being operated near maxi-
mum inlet pressure conditions, as indicated by the 
higher pressure region in figure 6. This phenomenon 
was verified more recently by Dumouchel et 01. 
(1993) who showed theoretically that after a certain 
point an increase in init ial fluid sp in (the ratio of the 
tangential velocity to the radial radial ve loc ity of the 
fluid) results in a small or neglig ible increase in the 
tangential ve locity at the atom izer outlet. 
Table I Results for a single phase laboratory scal e 
hvdrocvclone test 
Pressure Ul f Olf Spray Angle 
(kPa) (Lis) (Lis) Angle S.D. 
20.26 0.140 .0.042 41.0 0.5 
28.36 0.138 0. 147 47 .7 2,4 
40.52 0. 156 0.216 )·U 1.3 
50.65 0.168 0.252 56 .5 1.4 
60 .78 0.170 0.296 59.3 0.5 
72.43 0.185 0.333 62.2 0.5 
82.56 0.193 0.344 64.3 0.5 
90. 16 0. 199 0.355 6-1. 5 0.6 
;o~ ______________________________ __ 
: ~ 
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;. ~s 
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: 
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~L-______________________________ ~ 
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Fig 6. Spray Angle trend for an increase in hydrocy-
clone inlet pressure (standard deviations are indi-
cated by \·ertical brackets) 
As is shown in figure 6, fluctuations (standard de-
viations) in the pressure tend to decrease as the pres-
sure is increased. This is with the exception of the 
tirst standard deviat ion in table I (corresponding to a 
pressure of 20.26 kPa) wh ich is relatively small and 
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which can be attributed to a low flow regime where 
viscous forces in the form of surface tension tend to 
stabilize an erratic underflow spray profile. 
While taking due cognizance of this anomaly, the 
variance of the pressure can be exploited by a ma-
chine vision system as a diagnostic tool for the inter-
pretation of the behaviour of a hydrocyclone 
classifier. For a particular hydrocyclone operating 
normally, the characteristic variation in the range for 
spray angle values can be determined, so that subse-
quent deviations from this range could be indicative 
of abnormal behaviour. 
Apart from the pressure in the cyclone. mher operat-
ing characteristics can also be inferred from the fea-
tures of the underflow. The characteristics of 
boundary layers present in the cone section signifi-
cantly affect the underflow product (Taylor, 1950 ; 
Svarovsky, 198.:1). This ll1echani sm is primarily due 
to viscous effects . Even at the inlet. the viscous 
forces decelerate the flu id flow by up to a factor of:2 
(Petersen, 1993). Therefore, an increase in viscous 
forces coupled to an increase in vonex motion will 
tend to suppress beneficial effects that an additional 
increase in inlet pressure would have on the opera-
tion efficiency of the hydrocyclone. This is sup-
ported by Svarovsky (1984) who estimates the cut 
size (x50) for a group of geometrically similar cy-
clones, given by 
(Flow rale) 
(Pressure Drop) 
where Q represents the total flow of materia l through 
the hydrocyclone and 6P the pressure drop over the 
cyclone. These equations show that a significant 
change in the pressure drop brings about a relatively 
small change in particle cut size. For example, given 
that 6P = 200 kPa, the cut size is approximately 47 
Jlm. A change in the pressure drop of 200 kPa to 300 
kPa gives a cut size of 43 Jlm, i.e. a 50% increase in 
pressure drop produces an approximate decrease in 
cut size of merely 8%. 
The spray angle on the other hand is more sensitive 
to changes in the particle cut size. Viljoen (1993) for 
example showed that the underflow discharge spray 
angle can be coupled with pulp density, flow rate and 
feed distribution to obtain a single parameter corre-
lation of the product stream cut size (% -75 micron) . 
Using a simple empirical approach, the spray angle 
data are related to inlet pressure, overflow flow rate, 
underflow flow rate and total flow rate, as follows 
3.1. Pressure (p) 
1 
P = 0.129 - 9.829 + 222.88 
Also, the form of the graph in figure 7 sho\\'s that the 
formation of the spray angle eventually becomes 
independent of the inlet pressure, which is probably 
due to significant viscous losses. However. as shown 
by the regression curves (solid lines) in figure 7, it is 
possible to accurately predict inlet pressure values 
from simple spray angle data. 
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Fig 7. Comparison of measured and predicted inlet 
pressure from spray angle data 
3.2. Underflow, overflow and lOla/flow rOli!S 
Since the underflow, overflow and total fl0\\ ' rates in 
the hydrocyclone are related to the inkt pressure in 
the cyclone. these can also be related to the spray 
angle of the underflow. As indicated by tigure 8. 
both the overflow and underflow flow rates vary 
linearly with the spray angle. 
Underflow rale (U~) 
Overflow rale (Us) 
0.00269 .;.. 0.Ol2 
0.013 9 - 0.49 
These data suggest that spray angle measurements 
can be used as an indicator of flow split and other 
flow related phenomena such as the size of the air 
core inside the cyclone. Using the above empirical 
fits , the percentage of product in the underflow (F,) 
IS 
% F, = 100(0.0038';" 0.0229)/(0.0169 - OA7) 
As shown in figure 9, the total flow rate is highly 
correlated with the spray angle. From these experi-
mental data it can be concluded that a panicular par-
ticle distribution in the feed will alter the flow rate 
characteristics in such a way that the resultant effects 
will be reflected in the magnitude of the underflow 
spray angle . Therefore, it is possible to corre late a 
particular feed distribution or cut size to a spray an-
gie for a particular flow rate relative to the angles 
obtained with a highly dilute (single) phase. 
Tala/flow rale (Us) = 0.0169- 0.47 
The use of the flow rate correlation can be used to 
further the work presented by Viljoen (199.3). The 
parameters of pulp density (p), feed dislribution (y). 
flow rate (F) and spray angle (9) used to characterize 
cut size can be reduced to X50 = f(p:;'.8 ). since 
flowrate is implicitly accounted for by the spray an-
gie . 
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Fig 9. Comparison of measured and predicted total 
flow rate from spray angle data 
These preliminary results support the use of a com-
puter vision system to m<!asure the spray angles of 
the underflow discharge of a hydrocyclone and the 
use of these data to characterize the performance of 
the hydrocyclone. Moreover, a machine vision sys-
tem such as this would in pr inciple be more robust to 
install and maintain than other intrusive anal ytical 
devices, which are in contact with the mineral pulp . 
4. INDUSTRIAL CASE STUDIES 
Experiments are at present being conducted at the 
Leeudoom gold mine. The outlet of the hydrocy-
clone being monitored is approximately 10 cm . Only 
preliminary results are presently available. Figure 10 
shows both the spray angle and the specific gravity 
of the underflow for a typical experimental run. The 
dilution of water in the cyclone feed sump is reduced 
by 17% after 150 minutes (as ind icated by the broken 
vertical line) in order to analyze the response of the 
system. The specitic gravity of the underflow 
(represented by the triangle markers) experiences a 
decrease from 1.67 to 1.54. while the spray angle 
(circle markers) shows a marked increase. The 
change in the dilution of the feed effecti vely changes 
the operating conditions and hence the cut size of the 
hydrocyclone. The resu lts shown in figure 10 vali-
date the observations of Viljoen (199.3) who showed 
that cut size can be pred icted by spray angle meas-
urements. 
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Fig. 10 Relationship bt!tween spray angle and the 
specific gravity of the undertlow of an industrial 
hydrocyclone. 
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Abstract 
In this study image fe:llures extracted from froth images by an on-line machine vision 
system in an industrial platinum flotation plant were used to relate froth characteristics 
and flotation performance by using neural networks. It has been shown that a consider-
able amount of data can be extracted from flotation surface froths and that both novel 
feedback control procedures and feedback control as a complement to conventional 
feedforward systems are made possible. Feature measures such as chromatic informa-
tion. average bubble size, froth texture, froth stability and mobility of surface froths 
were used in the on-line classification of flotation froths. This intelligent vision system 
constitutes a powerful research tool for the investigation and interpretation of the effect 
of various flotation parameters. This paper shows how the rapid development in com-
puter technology and neural networks can be used to transform recently developed 
concepts and available technology into a new generation of intelligent automation sys-
tems. 
Keywords: intelligent monitoring and control, flotation, image analysis, neural net-
works 
1. INTRODUCTION 
In chemical and minerals engineering numerous 
opportunities for the application of intelligent 
control systems exist, of which the characteriza-
tion of flotation froth structures is a good example 
of the utilization of visual data as a supplement to 
conventional plant data. Flotation processes are 
often controlled suboptima\ly owing to high per-
sonnel turnover, lack of fundamental understand-
ing of plant dynamics, inaccuracy or unreliability 
of manual control systems. etc. The complexity of 
the task is aggravated by the fact that different sets 
of metallurgical parameters may result in similar 
visual appearances of the froth. The interpretation 
of visual information is further complicated by the 
time lag between the occurrence of froth phenom-
ena and the results of grade, recovery and minera-
logical analysis. 
Recent research on the feasibility of a machine 
vision system for flotation control was initiated by 
Woodburn et al. (\989), with a further contribu-
tion by Symonds and De Jager (1992). The meth-
ods used in these studies were case specific and 
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perfonned off-line. and met with limited success 
only. The computational expense of the techniques 
involved did not allow the development of an on-
line system. Also. the interpretation of the chro-
matic features of the froth was left largely unad-
dressed. The advantages of using various statistical 
techniques, such as power spectrum methods 
(Lim, 1990) and grey level dependence matrix 
methods (Siew et af, 1988) in the textural charac-
terization of flotation froths has been demonstrated 
(Moolman et af., 1994; 1995a). It was conse-
quently shown that froth structures in flotation 
plants can be classified accurately on the basis of 
features extracted by means of digital image proc-
essing techniques by using learning vector quanti-
zation neural net\vorks for discrete-time classifi-
cation and self-organized mapping for continuous 
classi fication (Aldrich et al.. 1994). 
Although these techniques allow various froth 
structures to be categorized with a high degree of 
accuracy. practical use of these methods also de-
pends on the metallurgical significance attached to 
the different classes of froth structures. The appli-
cation of various image analysis techniques on 
both copper flotation plant data and the batch flo-
tation of pyrite has shown the relation of bubble 
size, colour, texture, stability and mobility of the 
surface froth to flotation grade and recovery 
(Moolman el aI., 1995b). A backpropagation neu-
ral net\vork was applied to relate image features to 
flotation grade and recovery and for the identifi-
cation of the most important froth characteristics. 
Froth mobility and stability was shown to have the 
most significant effect on the batch recovery of 
pyrite . The approach followed demonstrated a 
systematic approach for the analysis of froth ap-
pearance that can be used in combination with the 
development of a froth-based kinetic model. such 
as developed by Woodburn el al. (1994) . 
This paper shows that the plant situation is very 
different from the controlled situation in a labora-
tory or pi lot plant. and that a more elaborate strat-
egy and system have to be used. The importance 
of this investigation is that a significant contribu-
tion towards the development of an on-line control 
system for industrial flotation plants is made. 
2. DESIGN OF SYSTEM 
In Fig. I a layout of the procedure followed by the 
prototype system is shown. Some if the main com-
ponents and characteristics of the system are dis-
cussed: 
2. 1 Image acquis!tion 
Images of the froth surface are acquired by an on-
line monitoring camera, which are then dig itized 
by means of a frame grabber. A number of i (five 
are currently regarded as sufficient) images are 
acquired successively and stored in memory. This 
procedure satisfies the requirement of successive 
images for the stability and mobility procedures. 
AlGORiThMIC SECTlON INTE~F).CE 
Fig. I Overview of procedure followed by system. 
2.2 Gre,v level processing 
The three main !!rev level procedures can be di-
vided into textural. mobility and stability charac-
terization . In the mobility and stability calculations 
histogram equalization is perfonned on the differ-
ence and averaged images. respectively. 
2.3 Nellral ner\\·orks and verification techniqlles 
Neural net\vorks have been implemented in the 
system for the c1assilication of images. The suc-
cessful implementation of the neural networks is to 
great extent dependent on the acquisition of suffi-
cient plant data. The following general design 
specifications are applicable: 
• The neural net\vork system should be able to 
classify froths and plant conditions success-
fully . 
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• The neural net system should be able to learn 
incrementally. 
• Different neural network architectures should 
be used to enable verification of the output of 
one neural net against another. 
• The neural net system includes self-
organizing features, with on-line two dimen-
sional display of the froth classes. 
• The output of the neural nets should be incor-
porated into a supervisory knowledge based 
or expert system. 
• The results of the neural networks are verified 
by the outcome of induction methods. 
2.4 Interface 
• The system is designed to interface with an 
expert system to assist with the interpretation 
of resu Its, or to advise operators. 
Current and historical data interface to various 
control systems to effect control if and when 
necessary, or to use other data which may be 
available in the PLCIDCS. 
• The user is able to define which algorithms to 
use for the image processing, which neural 
networks and also several other parameters of 
the system. 
• The operator interface displays an image of 
the froth surface that is being monitored and a 
description of the froth in simple, physical 
terms, e.g. in terms of colour, average bubble 
size, froth mobility and stability. A warning 
signal that there may be a problef&l and sug-
gestions of what the problem may be has been 
implemented. 
• The system records the time of the first alarm, 
and the time of the corresponding acknow-
ledgement after an operator has been 
prompted. 
• The software provides access to the system 
viaa modem. 
2.5 Mechanical design 
The camera is attached to a damping system which 
solves the problem of vibration, which initially 
affected the accuracy of image parameters. 
3. DATA ACQUISITION AND ANALYSIS 
STRATEGY 
3.1 Acquisition 
The machine vision system was installed at the 
second cell from the feed end of a bank of primary 
rougher flotation cells. The first cell was not cho-
sen, as conditioning of the ore in this cell is in-
complete and hence the surface froth is not repre-
sentative of process deviations. As most of the 
valuable mineral was floated at the beginning of 
the bank of rougher cells, and since the objective 
was to identify process deviations and stabilize the 
process as early in the flotation circu it as possible, 
the selected location was found to be the most 
suitable. 
The d:llabase included 8 on-line image measures, 
which described the textural propenies. average 
bubble size, average colour or reflectance. stabiliry 
and the mobility of the surface froth. The relative 
density of the pulp phase was also included as an 
on-line parameter. 
Off-line measures included values for assays of the 
platinum group metals (PGMs) of the rougher 
feed, the primary rougher concentrate, the primary 
rougher tails, as well as rougher concentrate assays 
for the chromite, nickel and copper. Reagent flow 
rates for the co Hector, frother, depressant and acti-
vator were also included in the database, and also 
the mill feed rate and the panicle classification 
values of the rougher feed. 
Data acquisition was made difficult by the fact that 
some measures were available on-line (one set of 
image measures was calculated per minute), 
whereas others were available on only a tWo 
hourly, shift or even daily composite sample basis. 
Consequently an intensive data campaign was 
conducted, which involved a more frequent sam-
pling rate and analysis with an off-line X-ray fluo-
rescence analyzer. Process deviations were in-
duced artificially and all process and machine vi-
sion system variables recorded. 
3.2 AnalYSis 
The data analysis included an initial off-line phase. 
As a first step the qualitative relationships berween 
process variables and image measures were de-
termined by making extensive use of graphs. Data 
were represented on a minute-by-m inute, hourly, 
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shift, daily and weekly basis. This helped in the 
intuitive understanding of the dynamics and of the 
process and the response of the image measures. 
The image measures were found to be more sensi-
tive to process deviations than indicated by the 
flotation performance response as represented by 
assay valut:s. This discrepancy can be attributed to 
the machine vision system that recorded the flota-
tion appearance at one cell only, in contrast to the 
rougher cell concentrate assay values that repre-
sented the response of the first stage of rougher 
cells. 
After a sufficiently large database had been com-
piled, optimum measures for the froth were chosen 
after analyzing measures that corresponded to pe-
riods of optimum process performance. These val-
ues were used as a reference point for the identi fi-
cation of deviations from the ideal froth appear-
ance. The most important variables were iden tified 
by calculation of correlation coe fficien ts, after 
which it was possible to decorrelate measures and 
reduce the input feature space. 
Self-organizing neural nets were used to find the 
relation bet\'v'een process variables and clusters of 
data on topological maps. A modular neural net-
work comprised of backpropagation neural nets 
was used to classify froths, based on appearance. 
The formulation of the classification system is an 
ongoing process, which becomes more sophisti-
cated as more information becomes available. The 
principle of an hierarchical classification system is 
used, with distinction between a good and a bad 
froth at the top of the structure, and a more de-
tailed subdivision at lower levels as more is 
learned about the relation between process condi-
tions and froth appearance. Inductive techniques 
are ust:d to derive rules directly from the data. 
which then can then serve as rules in an expert 
system. Criteria for the application of neural net-
works and inductive techniques, and the interac-
tion between these methods for verificat ion pur-
poses, have been formulated. 
In the on-line operation of the system different 
froths have been classified by using the measures 
that were generated on-line. As the off-line data 
(that becomes available only later) were added to 
the database, these classes were then related to the 
performance of the process by retraining the neu-
ral nets and readjusting the inductive rules . The 
processor of the computer allowed training of the 
networks 10 less than ten minutes on historical 
data. 
In Fig. 2 the interaction between the data base and 
the rest of the system is shown. The horizontal and 
vertical flow of information in the system is ap-
parent. In the vertical flow of information the level 
of information increases in the direction of the 
advised action suggested to the operator, with a 
corresponding decrease in the feature space. There 
is also a horizontal flow of information. as the 
froth classes identified are related to off-line per-
formance measures of the plant. 
DATABASE 
ON·lINE MEASU'IES OFF·lINE Me..SURES 
IMAGE MEASURES 
PROC'OSS VARI.o.8LES PROCESS \i __ rtl,,"~L=S 
EXPERT SYSTEM 
rNOUCTN~ 
TECHNICt,;~S 
AOVISEO CONTROL ACTION 
Fig. 2 Format of database and interact ion with 
analysis techniques . 
4. RESULTS AND DISCUSSION 
In table I the basic concept of the froth classifica-
tion system is illustrated. An ideal froth. as well as 
the two main froths that correspond to process 
deviations, are defined. 
Table I Relation between maIO froth ['.·pe and 
froth characteristics. as displaved in image analv-
SIS measures . 
ide:ll runny sticky 
bubhle sizc mc:dium small large: 
mobil ity mc:dium high low 
stability mc:dium low high 
tcxture polyhedral watery \' iscous froth 
dos.:ly spheric:l1 with dlip-
p:lc\.:c:d loosely soidal bub-
bubbks packed bks 
bubbks 
avcrage indic:ltc:s little mineral indicates too 
colour high mineral high a min-
content e:ral and 
gangue 
content 
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The classification structure follows an hierarchical 
system, which allows the control system to im-
prove its performance ("learn") as more informa-
tion becomes available. At the top of the pyramid 
two main froths are distinguished, i.e. an optimum 
froth and a froth that deviates from the optimum. 
The deviation from the optimum can at this stage 
be subdivided into a runny and a sticky froth as the 
two opposite ends of the continuum of froths. 
Table 2 Relation between froth appearance and 
possible cause for process deviation . 
FROTH TYPE POSSIBLE CAUSES . 
runny frother flow rate too low 
depressant flow rate too high 
pulp \evel too high 
pulp density too low 
setpoints have changed (or~ di (T~rcnt) 
sticky Irother now rate too high 
depressant flow rate too low 
pul p \evel too low 
pulp density too high 
are changed 
Each of these classes are characterized by an 
unique combination of image parameters and a 
position on a two-dimensional process map. These 
classes are subsequently related to performance 
criteria. As more process and image information 
becomes available the classification structure is 
extended and refined. 
5. CONCLUSIONS AND SIGNIFICANCE 
Based on current results the following specific 
claims with regards to the system can already be 
made: 
• 
• 
• 
• 
• 
A non-contact sensor for the monitoring and 
control of process behaviour has been devel-
oped. 
A device for training operators in the interpre-
tation of froth structures has been developed. 
The measurement of bubble size, froth mobil-
ity and froth stability can be performed more 
accurately than by the human eye. 
A method for diagnosing process conditions 
for control purposes has been formulated. 
Process disturbances can be identified, such as 
deviations in reagent flow rates, fluctuations 
in pulp level, aberrant behaviour of milling 
circuit, abnormalities such as mills that stop 
and hydrocyclonesthat fail. 
• The output signals of the system correlates 
closely with on-line analytical and physical 
measurements. 
• The methodology is sufficiently general to be 
applied to other plants and to be used in 
combination with current on-line X-ray fluo-
rescence analyzers. The learning rate of the 
system is dependent on the degree of automi-
zation of a plant. 
• The future development of system will benefit 
for from the new techniques that are devel-
oped and tested on a batch flotation system at 
the university. It can be envisaged tilat the ef-
ficiency of the system will improve as funda-
mental work such as the relation between a 
froth-based kinetic model and image analysis 
parameters makes further progress. 
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ABSTRACT 
Frequently, chemical processes are poorly understood owing to their complexity, so that phenomenological 
models are rarely reliable predictors of their behaviour. Consequently, processes such as the recovery of 
minerals by froth flotation, the selective leaching of minerals, and the recovery of dissolved chemical species by 
adsorption onto activated, are mostly controlled in an empirical way by using rules of thumb. In addition, these 
processes involve so many independent and dependent variables that the plant operator finds it difficult to 
visualise or even observe a change in process conditions. In froth flotation the operator is supposed to visually 
observe process changes from the appearance of the froth, which is an unreasonable demand under industrial 
conditions. An on-line computer vision system based on a textural analysis of the froth phase has been 
developed in South Africa and has been in operation on an industrial flotation plant since the end of 1994. This 
system determines textural parameters on-line, and tracks the changes in process conditions via a Self-
Organizing Map (SOM) incorporating a Kohonen layer. This monitoring system warns the operator about 
fluctuatiOns in reagent addition, and gives an idea of the type of froth encountered. In a further example, 
changes in the mineralogical characteristics of gold ores are represented on an SOM map, based on the 
diagnostic leaching behaviour of such ores. 
1. Introduction 
Many chemical processes, especially in the minerals 
industry, are complex and poorly understood, so that 
adequate phenomenological models are usually not 
available. Moreover, few if any of the existing 
models have been implemented for on-line control 
decisions in the minerals industry. The monitoring 
and control of many plants are consequently often 
conducted on a largely (informal) heuristic basis, 
where plant operators attempt to maintain optimal 
operating conditions based on their experience of the 
behaviour of the plant. As a result, these systems are 
usually controlled suboptimally owing to human 
error, inadequate training and lack of experience. The 
multivariate and non-linear nature of these processes 
makes it difficult to track and visualise process 
disturbances. Whereas changes in process conditions 
usually occur simultaneously in a number of 
dimensions - some enhancing and some inhibiting the 
process efficiency - the plant operator conceptualises 
in three dimensions at best, especially in a dynamic 
situation. 
In this paper it will be shown how Self-Organising 
Map (SOM) Neural Nets could be used to assist the 
operator in tracking process changes. Two case 
studies will be considered, i.e. (a) the monitoring of 
the froth phase during the industrial flotation of 
minerals and (b) the leaching behaviour of gold when 
mineralogical changes occur in the ore. 
Froth flotation is a process whereby valuable minerals 
are separated from waste by exploiting natural 
differences or by chemically inducing differences in 
hydrophobicity. When air bubbles are introduced into 
an agitated pulp, the hydrophobic particles will attach 
to the air bubbles and rise to form a froth on the 
surface of the pulp, while the hydrophilic particles 
will remain in the pulp. Independent variables in a 
flotation plant include disturbance variables such as 
the head grade, fineness of crystallisation, degree of 
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oxidation, fmeness of grind, pulp density and 
volumetric flowrate, while the manipulated variables 
include reagent additions and the points of addition, 
the pulp level, air addition and collection points. The 
dependent performance variables include the grade, 
recovery, the pulp density and the flowrate. 
The structure and appearance of the froth phase 
reflects considerable information regarding this very 
complex process [5-7]. Little work has been reported 
on characterising the mechanisms operating within 
flotation froths, and the relationships between those 
mechanisms and the visual appearance of the surface 
froth. Each plant may exhibit its own idiosyncrasies 
as far as visual characteristics are concerned, which 
may depend on the design of the flotation cells used, 
the mineralogy of the ore, the specific flotation 
chemistry involved, etc. The computer vision system 
developed at the University of Stellenbosch in South 
Africa uses spatial and neighbouring grey level 
dependence matrices to extract features from the 
digitised images of the froth phase. A number of 
previous papers [5-7] have shown that these features 
can be related to practical values such as bubble size, 
froth stability, froth mobility and viscosity, which can 
be related directly to flotation conditions such as 
reagent dosage, aeration rate, pulp level, pulp density, 
and particle size. It has been found that the grey level 
dependent features encapsulate process knowledge, 
but their individual use is limited owing to the 
difficulties inherent in the interpretation of feature 
sets of high dimension. It is for this reason that SOM 
nets will be used here to reduce the dimensionality of 
the froth appearance. 
Diagnostic leaching could be used to relate the 
liberation characteristics of gold ores to the 
mineralogy associated with encapsulated gold 
particles in various types of ore [1,3]. In tum, the 
liberation pattern of a gold ore as determined by 
diagnostic leaching can be related to the leaching 
behaviour of the ore. In most ores this is a multi-
dimensional problem which cannot simply be 
interpreted by considering one or two minerals only. 
A dynamic change in the ore characteristics often 
occurs as ore is derived from different sources in a 
mine. If some basic chemical assays are conducted 
on the ore fed to the processing plant, the plant 
operator should be able to predict a possible change 
in the liberation and hence leaching behaviour of the 
ore. This will facilitate changes in operating 
procedures in a pro-active or feed-forward fashion. In 
this paper it will be shown how diagnostic leaching 
results for a variety of ores could be represented on an 
SOMmap. 
2. Textural Feature Extraction. from 
Flotation Froths 
The grey level dependence methods used for feature 
extraction of flotation froths are summarised below. 
2.1 Neighbouring Grey Level Dependence Matrix 
(NGLDM) Method 
Sun and Wee [8] proposed the neighbouring grey 
level matrix Q(r,s) as a two-dimensional array of the 
frequency counts of the variation in the grey scales of 
an image. The dimensions of this array are given by 
the number (r) of grey levels in the image, and the 
number (s) of possible neighbours to a pixels in an 
image. Q(r,s) is computed by counting the number of 
times that the difference between each element in the 
image function j{i,)) and its neighbours is equal to or 
less than a at a certain distance d. Textural features 
can be computed easily in this way, and are invariant 
under spatial rotation and linear grey scale 
transformation. The following features or parameters 
can be extracted from Q(r,s): 
NS = L~s[Q(r,s)/s2]IRN (II) 
NL = L~s[s2Q(r,s)]IRN (22) 
Nu = Ls[LrQ(r,s)2]IRN (33) 
M2 = L~s[Q(r,s)]2IRN (44) 
EN = - I,~s[Q(r,s)logQ(r,s)]IRN (55) 
where RN = L~sQ(r,s) is a normalization factor. It is 
difficult to attach a physical meaning to each of the 
above features. Nevertheless, the small number 
emphasis (Ns) gives an indication of the fineness of 
the image, the second moment (M2) is a measure of 
the homogeneity, while the large number emphasis 
(NJ, the number nonuniformity (Nu) and the entropy 
(EN) are indicative of the coarseness [8]. 
2.2 Spatial Grey Level Dependence Matrix 
(SGLDM) Method 
The SGLDM is based on the estimation of the 2nd-
order joint conditional probability density functions, 
j{i.j,d,8), with 8 = 0°, 45°, 90° and 135°. Each 
j{i.j,d,8) is the probability of a transition from grey 
level i to grey level), given intersarnple spacing d in 
the direction 8. By counting the frequency at which 
each pair of grey levels occurs subject to a separation 
distance d and a direction 8, each matrix can be 
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computed from a digital image. The features used to 
characterise the SGLDM are [2]: 
(66) 
Es = - LiLJ!U,j.d,6)10gt{i.j.d,6)] (77) 
1 = LiLj[(i:/)2f(i.j.d,6)] (88) 
HL = LiLJ!Ci.j.d,6)/(l-(i+J)2)] (99) 
(1010) 
(1111) 
The energy (E) is related to the homogeneity of the 
image, the entropy (£s) is related to image 
complexity, the inertia (1) indicates the number of 
local variations in the image, R is the correlation 
measure, the local homogeneity (HJ shows the 
clustering tendency of similar grey levels, and the 
feature Re accounts for extraction of directional 
information in the image [6]. The distance metric is 
defmed here as d[(k.l),(m.n)] = max[lk-m\,\/-n\], where 
(k.l) and (m.n) are the coordinates of two pixels 
separated by distance d. The means (llx,lly) and 
standard deviations (crx,cry) of the rows and columns 
respectively constitute measures of the linear 
dependencies of the grey levels in the image. 
Although these NGLDM and SGLDM features 
encapsulate knowledge of the process reflected in the 
structure of the flotation froth, their analytical use as 
such is limited, owing to the difficulties inherent in 
the interpretation of feature sets of high dimension. 
These features can be reduced without loss in order, 
by using self-organizing neural nets. 
3. Self-Organising Neural Nets 
Self-organizing map (SOM) neural nets create two-
dimensional feature maps of multi-dimensional input 
data in such a way that order is preserved [4]. 
Similarly, back-propagation maps, adaptive resonance 
theory maps (ARTMAP) or fuzzy ARTMAP could be 
used. The SOM nets used here consisted of an input 
layer which was fully connected to a two-dimensional 
Kohonen layer, and learned without supervision. 
The clustering ability of the SOM net was evaluated 
by calculating the centres of gravity cjCAj,Yj) of each 
class j on the topological map, as well as the distance 
D·· of each individual exemplar i from each of the 
IJ . f hi' centers of gravIty Cj 0 t e c asses r 
c·(X y.) = (L·r .. /n·L.v .. /n) J J' J r-IJ' v IJ (1212) 
(1313) 
where xij represents the x-coordinate of the i-th 
exemplar from the j-th class, and Yij represents the y-
coordinate of the i-th exemplar from the j-th class, 
while Aj and lj denote the coordinates of ~e c.entre of 
gravity of the j-th class. Where clustenng IS sharp 
(i.e. perfect separation of each of the classes), all 
distances Dij (i E j) can be expected to be smaller 
than Dij (i ~ j). A measure of the sharpness of the 
separation (or the degree of clustering) can be 
determined by sorting all Dirvalues for each class j 
from small to large. If mij ~ I is the ranking order of 
D·· for i E J' and 0 otherwise, then the measure of IJ ' 
dispersion ~ is calculated as: 
M =I.·m·· J 1 IJ (1414) 
A low value of ~ gives a sharp definition of the 
clusters. By normalising the dispersion (Mj ), 
generalized comparisons are obtained regardless of 
the number of exemplars or classes mapped: 
M· = 1 - (M - umax)/(umin _ U max) 
J J J J J (1515) 
where the values M·min and ~max correspond to the 
best and worst deg/ees of clustering possible for the 
system. A unitary M j value indicates perfect 
clustering, while a zero value indicates random 
mapping of the various class members. 
4. Analysis of Flotation Processes 
The computer vision system incorporating an on-line 
SOM display which tracks changes in process 
conditions has been tested on three different industrial 
flotation plants in South Africa, i.e. a copper 
operation and two precious metals plants. Only 
selected images, data and process trends will be 
discussed below. 
4.1 Copper Flotation Images 
Subsequent to capturing and digitization of the froth 
images from the rougher bank of an industrial 
flotation plant, the sets of NGLDM and SGLDM 
features were arranged into exemplars of the form 
{Ns, NL, Nu , M2, £N}, and {E, Es, I, HL, R., Re} . 
Training ({Ns, NL, Nu, M2, £N}TRN and {E, Es, I, 
HL, R., RehRN) and test ({Ns, NL, Nu , M2, £NhsT 
and {E, Es, I, HL, R., RehST) sets of exemplars were 
compiled for each feature set (NGLDM and 
SGLDM). Froth images were randomised before 
selection of the training set. The NGLDM exemplars 
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{NS' NL, Nu, M2, tNhRN and the SGLDM 
exemplars {E, Es, I, HI.> R, Re}TRN were presented to 
nets with an input layer of five or six nodes 
respectively, a Kohonen layer of 400 nodes (i.e. a 20 
x 20 array) and an output layer with two nodes 
referring to an x-y coordinate system. Training of the 
nets was accomplished in about 6000 iterations. A 
combined NGLDM-SGLDM feature set was used to 
train an SOM net with 11 input nodes in order to test 
whether the individual grey level feature sets 
complement each other in terms of classification 
efficiency. 
(a) Class A [249] (b) Class B [97] 
(c) Class C [54] (d) Class 0 [97] 
Fig. I. Froth structures in copper flotation plant (a) Class A, (b) 
Class B, (c) Class C, and (d) Class D. Figures in square brackets 
indicate the number of exemplars available for each class. 
In total, 497 images of copper froths were used, of 
which the four typical classes [6] depicted in Fig. 1 
are described as follows: 
Class A: Well-loaded bubbles with a window-like 
spot on top, indicating that the froth is neither too 
brittle, nor too stiff. 
Class B: Polyhedral bubbles with a deep well-drained 
froth structure, in which adequate separation between 
mineral and gangue has been attained. 
Class C: A tough froth that exhibits resistance against 
the flow, as indicated by its predominantly elliptical 
bubbles. 
Class D: A froth depleted of minerals, as indicated by 
the small spherical bubbles. This type of structure can 
also be caused by too much water in the feed or 
excessive pulp levels. 
Fig. 2 shows only the topological map for the 
combined NGLDM-SGLDM feature set, which gave 
better clustering than either of the individual grey 
level methods. The NGLDM method on its own was 
superior to the SGLDM method. This is confmned 
by the measure of clustering for all three feature sets, 
as shown in Fig. 3. 
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aa ... 
• A 
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Fig. 2 SOM map of froth structures in a copper fl otation 
plant based on a combined NGLDM-SGLDM 
feature set and a 20x20 Kohonen layer. 
Musure of cluslering (1\1' j) 
aas, 
E:lA 
D B 
ESc 
fLlD 
Fig. 3 Efficiency of clustering of copper flotation images by SOM 
net for the different grey level methods. The overall performance 
by using different feature sets is indicated in parentheses. 
Any copper flotation plant should attempt to maintain 
Class A froth, as this gives the best flotation results. 
If process disturbances occur, such as a change in 
reagent addition, the fineness of grind, or the 
solid/liquid ratio, or if the mineralogy changes, the 
appearance of the froth phase will also change. It has 
been shown at plant level that an on-line SOM plot as 
shown in Fig. 2 is a most useful monitoring device to 
the operator and acts as an early warning system long 
before anyon-line analytical instrument registers a 
disturbance. 
4.2 Images from Precious Metal Flotation 
In this case 300 froth images were collected from the 
rougher bank of a flotation plant recovering precious 
metals, nickel and copper. These images were 
randomised, and 200 were selected for training, while 
100 feature sets were used for testing. The average 
measures of clustering on an SOM plot were: 0.8644 
for the NGLDM, 0.8257 for the combined NGLDM-
SGLDM, and 0.8048 for the SGLDM. Therefore, in 
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contrast with the copper images where the combined 
method was superior, the NGLDM was preferable 
here. This is an indication that the optimal selection 
of textural features should be conducted for each 
plant individually. 
1. 
0.5 C1us 
E3A 
0.0 CIl B 
eJc 
..(loS I8l D 
·1.0 
·0.8 -0 .6 -0.4 -0.2 0.0 0.2 0.4 0.6 0.8 1.0 
Fig. 4 Tracking the performance of noble metal fl otation using a 
topological map of characteristic froth structures 
The advantage of us ing a topological map such as 
SOM is that it can be used to track the performance of 
flotation processes on a continuous basis . Fig. 4 
illustrates an example, where the process system 
moves from point A to point B over a finite period. 
Even if the operator finds it difficult to classify froth 
images on a visual basis, the position on such a map 
indeed gives an indication of class, without the need 
for a priori distinction between classes. 
5. Leaching Behaviour of Gold Ore 
Unmilled and milled samples of nine different ores 
(A, B, C ... I) from the Witwatersrand goldfields in 
South Africa were subjected to diagnostic leaching 
[3] , the results of which were presented earlier [1]. 
Such tests yielded the fraction of free gold Auo' the 
head grade G, the particle size distribution per mass 
m, and the gold associated with pyrite Aup, base metal 
sulphides, AUb' silicates Aus and carbonaceous 
material AuC. These seven variables served as inputs 
to a net with a two-dimensional lOx I 0 Kohonen layer 
and a two-node output layer which provided the 
y 
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Fig. 6. Topological feature map of milled gold ores 
coordinates fo r the SOM maps of Figs . 5 and 6. 
Table I summarises the measures of clustering and 
the Eucl idean distances between the centres of gravi ty 
of the milled and unmilled ores. It is ev ident from 
Figs 5 and 6 that some of these ores are closely 
related in terms of their leaching behav iour, while 
others are significantly different. Some ores become 
more dispersed after milling, which means that the 
leaching characteristics become more difficult to 
predict. It is also significant that the Euclidean 
distances between ores change after milling, and 
Table 1 shows that some ores change entirely in terms 
of leaching behaviour. These results show that an 
SOM plot could present an evolutionary profile of 
leaching behaviour (mineral liberation) as milling 
takes place, or as mineralogical changes occur. 
The compact characterisation derived from the SOM 
feature maps in Figs. 5 and 6 was used to model the 
liberation of gold during comminution of the ores. 
This was accomplished by linking the feature maps 
Table I : The measure of clustering and the Euclidean 
distance between the centres of gravity of the unmilled 
and milled ores on the SOM plots of Figs. 5 and 6 
Ores M' · J M'· J D;; between 
C; of milled 
(Unmilled (Milled Ore) and unmilled 
Ore) 
A 0.719 0.851 0.604 
B 0.608 0.375 0.242 
C 0.698 0.795 0.384 
D 0.920 0.623 0.588 
E 0.705 0.840 0.255 
F 0.913 0.566 0.1 83 
G 0.71 2 0.892 0.465 
H 1.000 1.000 0.404 
I 1.000 0.910 0.097 
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to a simple back propagation neural net, as depic:ted 
in Fig. 7 and effectively assumed that similar ores (as 
projected on an SOM map) would be liberated 
similarly during comminution. A hold-out method 
was used by training the net on the data of eight of the 
nine ores at a time and testing it against the ore data 
not used for training the net. The free gold in the 
unmilled ore was presented to the net explicitly, as 
well as implicitly, being one of the attributes 
originally projected to the Kohonen feature map. The 
net consisted of an input layer with three nodes (for 
the x- and y-coordinates of the Kohonen feature map, 
as well as for the free gold in the unmilled ore), and 
an output layer with a single node for prediction of 
the free gold in the milled ore. This 4-parameter 
(weights) single layer neural net model was able to 
predict the data with an average absolute error of less 
than 15%, which was an improvement on any existing 
empirical correlations used [1] . 
SIGMOIDAL 
BACKPROPA· 
GATION NET 
Au 0 
,>\ 
(Liberat~d 
gold in 
milled ort) 
Au 0 Au b Au 5 Au C Au P G 
INPUT LAYER 
(Unmilled orc characteristics) 
m 
O UTPUT 
LAYER 
10xi0 
KOHONEN 
LAYER 
Fig. 7. Neural net model of gold liberation, consisting of a 
sigmoidal back propagation neural net with a Kohonen hidden 
layer 
6. Conclusions 
Disturbances in multi-dimensional processing 
operations which are poorly understood could be 
represented by a profile of movement on a two-
dimensional Self-Organizing topological Map (SOM). 
Clustering analysis could be used to summarise the 
multi-dimensional difference between exemplars, as 
well as the degree of dispersion of the properties of 
the various exemplars. Artificially separate classes 
could also be identified in this way. 
It was demonstrated how such a SOM analysis can 
represent differences between different ore types in 
terms of their leaching behaviour. If diagnostic 
leaching tests are conducted on new gold ore entering 
a plant, the profile of change could be established. It 
was also shown how an on-line computer vision 
system incorporating a SOM is able to track changes 
in operating conditions on an industrial flotation 
plant. Two grey level dependence methods, NGLDM 
and SGLDM, as well as a combination thereof, were 
used to extract textural features from images of 
flotation froth . 
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SUMMARY 
Textural image analysis can be used to quantify on-line the appearance of the froth in industrial flotation cells. 
Considerable information on the flotation process is reflected by the structure of the froth, and the extraction of 
structural features t"n)J]l these froths using spatial and neighbouring grey level dependence matrices is also proposed. 
Special procedures to quantify the stability and mobility of froths, which include histogram equalisation, have been 
used. Although these features effectively capture the information of the process reflected by the structure of the 
froth, it is difficult to relate changes in the metallurgical perfom1ance of the plant to the value of a single froth 
feature. Likewise it is difficult to relate a single image feature to a change in a single process variable. In order to 
circumvent this problem neural net based visualisation techniques such as Self-Organised Maps are proposed. An 
important contribution of this paper is that these SOM maps have been computed on-line and displayed to the 
process operator in a maimer which allows the tracking of changes in operating conditions and metallurgical 
performance. 
INTRODUCTION 
Adequate phenomenological models are often not available for complex and poorly understood processes and unit 
operations, especially in the minerals industry. In addition, few if any of the existing models have been implemented 
for on-line control decisions in the minerals industry. Consequently, the monitoring and control of many plants are 
often conducted on a mainly heuristic and even intuitive basis, where plant operators attempt to maintain optimal 
operating conditions based on their experience of the behaviour of the plant. Such systems are usually controlIed 
suboptimally owing to human error, inadequate training and lack of experience .. One cause of this problem is that 
the multivariate and non-linear nature of these processes makes it difficult to track and visualise process 
disturbances. Whereas changes in process conditions usually occur concurrently in multiple dimensions - some 
enhancing and some inhibiting the process efficiency - the plant operator conceptualises in three dimensions at best, 
especially in a dynamic situation. The aim of this paper is to show how Self-Organising Map (SOM) neural nets 
could be used to assist the operator in monitoring process disturbances. A case study on an Australian base metal 
flotation plant will be used to demonstrate how different mineral froths could be classified, and how process changes 
could be observed using computer vision and SOM. 
Froth flotation of minerals is a most complex separation process of major economic importance. Independent 
variables in a flotation plant include disturbance variables such as the head grade, fineness of crystallisation, degree 
of oxidation, fineness of grind, pulp density and volumetric flowrate, while the manipulated variables include reagent 
additions and the points of addition, the pulp level, air addition and colIection points. The dependent performance 
variables include the grade, recovery, the pulp density and the flowrate. In practice the control of flotation plants is 
often based on the visual appearance of the froth surface, and depends to a large extent on the experience and ability 
of a human operator. A standard control cycle comprises the fixing of initial set points, a settling period for transient 
dynamics to subside, a period of measurement and evaluation, and a final estimate of appropriate set points. 
Experience has shown that operators often tend to make the periods for settling and measurement too small. Apart 
from this complication, the inexperience or inability of the operator can have a significant impact on the control of 
the plant. Consequently, optimal control is not usually maintained, especially where incipient erratic behaviour in 
the plant is difficult to detect. 
Considerable information regarding this very complex process is reflected by the structure and appearance of 
the froth phase (1-4). Despite numerous papers on the fundamentals of flotation, the mechanisms operating within 
flotation froths, and the relationships between those mechanisms and the visual appearance of the surface froth are 
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still poorly understood. Each plant may exhibit its own idiosyncrasies as far as visual characteristics are concerned, 
which may depend on the design of the flotation cells used, the mineralogy of the ore., the specific flotation chemistry 
involved, etc. The computer vision system developed at. the University of Stellenbosch in South Afiica uses spatial 
and neighbouring 'Uey level dependence matrices to extract features from the digitised images of the froth phase. 
These features can be related to practical values such as bubble size, froth stability, froth mobility and viscosity, 
which can be related directly to flotation conditions such as reagent dosage, aeration rate, pulp level, pulp density, 
and particle size (1-4). It has been found that the 'Uey level dependent features encapsulate process knowledge, but 
their. individual use is limited owing to the difficulties inherent in the interpretation offeature sets of high dimension. 
Evidently, this dimensionality of the feature space associated with froth appearance should be reduced for 
visualisation purposes, anq it is for this reason that SOM nets have been used. 
FEATURE EXTRACTION FROM FROTH IMAGES 
Images of the froth surface are acquired by an on-line monitoring camera, which are then digitised using a 
framegrabber. Three groups of grey level procedures are used to characterise texture, mobility and stability, which 
are discussed below. 
Ncighbouring Grey Level Dependence Matrix (NGLDM) Method 
The neighbouring grey \evel matrix Q(r,s) is a two-dimensional array of the frequency COUIllS of the variation in the 
grey scales of ~n image (5). The dimensions of this array are given' by the number (r) of grey levels in the ima~e, 
and the number (s) of possible neighbours to a pixels in an image. Q(r,s) is computed by counting the number of 
times that the difference between each clement in the image functionJ(i,l) and its neighbours is equal to or less than 
a at a certain distance d. Textural features can be computed easily in this way, and are invariant under spatial 
rotation and linear grey scale transformation. The following features or parameters.can be extracted from Q(r,s): 
NS = I.~s[Q(r,s)l?)/RN (1) 
NL = I.):s(slQ(r,s)]IRN (2) 
Nu = :El;Q(r,s)2)1RN (3) 
M2 = I.):s(Q(r,s)]2IRN (4) 
~ = - I.~s[Q{r.s)logQ(~,s»)IRN (5) 
where RN = I.):sQ{r,s) is a normalization factor. It is difficult to attach a physical meaning to each of the above 
features. Nevertheless, the small number emphasis (Ns) gives an indication of the fineness of the image, the second 
moment (M2) is a measure of the homogeneity, while the large number emphasis (Nd, the number nonuniformity 
(Nu) and the entropy (EN) are indicative of the coarseness (5). 
Spatial Grey Level Dependence Matrix (SGLDM) Method 
The SGLDM is based on the estimation of the 2nd~rder joint conditional probability density functions,j{i.j.d,G), 
with e = 0°, 45°, 90° and 135°. Each j{ij.d,e) is the probability of a tranSition from grey level i to grey level j, 
given intersample spacing d in the direction e. By counting the frequency at which each pair of grey levels occurs 
subject to a separation distance d and a direction e, each matrix can be computed from a digital image. The features 
used to characterise the SGLDM are (6): 
E = I.iI.}/{i,j,d,e)]2 (6) 
Es = - I.jI.j(J(ij,d,e)logf{ij.d,e)] (7) 
1= LiI.j [(i:l)2f(ij,d,e)] (8) 
HL = L jI.P{i.j,d,G)/(l-(i+j)2)] (9) 
R = I.iI.j [(i-llx)(i-lly)(/{ij,d,0)/O'xO'y)) (10) 
Re = Ee=9o.! Ee9)o ( II) 
The energy (E) is related to the homogeneity of the image, the entropy (Es) is related to image complexity, the 
inertia (I) indicates the number of local variations in the image, R is the correlation measure, the local homogeneity 
nO 
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(HJ shows the clustering tendency· of similar grey levels, and the feature Re acwunts for extraction of drrectional 
information in the image (3). The distance metric is defined here as 
d[(k,l),(m,n)] = max{\k-ml,l/-nll (12) 
where (k,l) and (m,n) are the coordinates of two pixels separated by distance d. The means (P-x,p-y) and standard 
deviations (crx,cry) of the rows and columns respectively constitute measures of the 'Iinear dependencies of the grey 
levels in the image. 
Froth Mobility and Stability 
A digital function of the camera gives an image in which the motion is smeared or blurred in proportion to the 
horizontal velocity of the froth surface. The extent of blurring can be calculated by comparison with the actual froth 
speed which is determined by monitoring the movement of a piece of paper floating on the froth. This gives a 
measure of froth mobility. 
The characterisation of froth stability is based on the premise that if the froth is excessively stable, i.e. the rate 
of bubble collapse is slow, fewer local changes in light intensity between successive frames should occur than in an 
unstable froth. I f two successive frames are compared, then the sum S of the statistical distribution of the grey level 
values of the differences in the pixel values is a measure of froth instability: 
S = L.L.f(X) 
I J 
with f(x) = I iflxl-x21~1 
= 0 if IXI - x21 < I (13) 
where XI and Xl arc the pixel grey levels at position ij for two successive frames, and I is the grey level threshold. In 
both the mobility and stability calculations histogram equalisation is performed on the averaged image. 
These NGLDM and SGLDM, mobility and stability features have the potential to encapsulate knowledge of the 
flotation process reflected in the appearance of the froth. However, their analytical use as such is limited as a result 
of the difficulties inherent in the interpretation of feature sets of high dimension. As explained below, self-
organising neural nets can reduce these features without loss in order. 
SELF-ORGANISING NEt:RAL NETS 
Self-organising map (SOM) neural nets create two-dimensional feature maps of multi-dimensional input data in such 
a way that order is preserved (7). Similarly, back-propagation maps, adaptive resonance theory maps (ARTMAP), 
fuzzy ARTMAP or Sammon maps (8) could be used. Since these nets, especially SOM's, have been discussed 
extensively in the literature, only a brief summary will be provided here. 
The main distinguishing feature of Kohonen networks is that no output data are required to train the net. Such a 
net consists typically of an input layer, which is fully connected to a two-dimensional Kohonen layer (9). Each 
process element in the Kohonenlayer measures the Euclidean distance of its weights to the input values (exemplars) 
fed to the layer. A winning element is then selected on the basis of a minimum Euclidean distance. The weights of 
the winning element, as well as its neighbours are subsequently adjusted in order to move the weights closer to the 
input vector. The adjustment of the weights of the elements in the immediate vicinity of the winning element is 
instrumental in the preservation of the order of the input space and amounts to an order preserving projection of the 
input space onto a two- (in this case) or three- dimensional Kohonen layer. In some variants the adjustment of the 
neighbouring nodes or cells is not linked to fixed adaptation zones, but is based on the distance between 
neighbouring and the winning nodes. 
The advantage of using topological maps instead of other types of classifiers (10) is that they can be used to 
track the performance of flotation processes on a continuous basis as opposed to the identification of discrete classes 
by using supervised neural nets or other types of classifiers. This enables the early detection of drift or other 
incipient process ~eviations (manifested as movement across a certain region on the map) which could otherwise not 
be detected without an undue proliferation of classes in an attempt to foresee all possible deviations in the process. 
APPLICATION TO A BASE METAL FLOTATION PLANT 
Extensive testing of the prototype on-line. videographic system has been conducted on two South African precious 
metals plants. These results have confirmed quantitatively the .interrelationship between metallurgical performance 
and the textural features of the froth. Therefore, only a summary of results from a short period (15hOO on II April to 
IlhOO on 13 April 1996) of test work at an Australian zinc rougher flotation plant is presented below. Although 
lead, copper and silver are also floated in this plant, only the fo\1owing three disturbances occurred: (a) The feed to 
h1 
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Figure 4. SOM of froth structures corresponding approximately to the regions A to 0 as indicated on Fig. I and 2. 
(a) 21h25 to 22h05 on II April 1996 (b) 03 h l5 to 03h45 on 12 April 1996 
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(c) 22hOO(0 22hJOon 12April 1996 (d) 05hOO ( 0 05 h30 on 13 April 1996 
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the SAG mill was stopped for a short time (from 21 h20 on I I April) because the water pump of the SAG mill 
tripped and the non-return valve failed to open; (b) The lime addition prior to the CuiAg circuit failed at OOhOO on 12 
April; and (c) The pulp density was reduced (from 16hOO on 12 April) because of a low ore supply. The short 
stoppage in the SAG mill feed should have had little or no effect on the zinc flotation circuit as a feed buffer tank 
continued to deliver feed to the flotation circuit. 
The period of 16hOO to 20hOO on I I April 1996 in Figures I and 2 corresponds to normal and reasonably stable 
plant operation. Figure 3(a) is an example of the froth appearance during this period. The deviation in the stability 
and bubble size of the froth at point A in Figures I and 2 is in the time frame of the SAG mill feed stoppage, but the 
deviation could also be the result of a disturbance in the Zn circuit just prior to rougher cell number 3. There are not 
sufficient process data to make a firm decision on what caused the deviation. However, the image parameters 
indicate a definite toughness in the froth for a short period oftime (point A), which is an indication of the sensitivity 
of the monitoring technique. It seems as if the deviation was not of sufficient duration to significantly affect the 
metallurgical performance. Figure 3(b) is an example of the froth appearance at point A, which shows a froth with 
large bubbles. Evidently the image only captures static information, whereas the instability parameter also indicated 
a tougher froth (dynamic information). Figure 4(a) depicts the corresponding Self-Organising Map, which shows a 
more significant variation in froth characteristics than is apparent from either Figures 1 or 2. 
The increased stability and increased bubble size at point B in Figures I and 2 respectively were caused by the 
stoppage in the lime addition. Figure 3(c) is an example of the froth appearance for the particular time period 
around point B. There was a gradual increase in froth stability, reaching a maximum froth viscosity at point B. The 
froth returned to a more ideal conditi.:>n after point B, although it was still more stable than prior to point A, after 
changes in plant variables were introduced to reduce the lead in the zinc rougher tails. Increased levels of zinc in the 
tailings of the zinc rougher were associated with the disturbance around point B. The increase in stability at point B 
was confirmed by the observation that the froth occasionally filled the launder at the third Zn rougher cell. Figure 
4(b) shows that the SOM map for this condition reveals a cluster of froth classes significantly different from those 
observed around A. 
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During the period between 06hOO on 12 April and II hOO on 13 April 1996 problems were encountered with the 
ore stock pile. This caused the feed to the flotation circuit to have a reduced specific gravity at point C in Figures I 
and 2, with a concomitant decrease in stability and decrease in bubble size owing to a more watery froth, as depicted 
in Figure 3(d). Although the corresponding movement around point C on the SOM in Figure 4(c) reveals some 
overlap with the froths around point A, the extent of fluctuation is less than at A. After proper ore feed was restored 
the plant was operated at an increased specific gravity, which caused the high stability and large bubble size at point 
D. AS expected, the froth resembled that at point B, with the SOM in Figure 4(d) closely related to the SOM in 
Figure 4(b). This implies that the froth structures at points B and D were similar, despite the fact that B was caused 
by the lime stoppage and 0 was caused by a raised specific gravity. 
CONCLUSIONS 
Disturbances in multi-dimensional processing operations which are poorly understood could be represented by a 
profile of movement on a two-dimensional Self-Organising topological Map (SOM). It has been shown that the 
various areas of such a map are associated with different classes of froth. Although the videographic monitoring 
system is currently used in a decision support capacity only, it is being developed to enable automatic control of the 
plant if desired. The process maps constructed by the neural nets enable the detection of subtle changes in plant 
conditions that are not readily detected by the human eye. The froth appearance is related to reagent addition, 
operating conditions and metallurgical performance. An on-line froth monitor is a valuable tool which can assist the 
operator in optimising flotation performance by acting as a diagnostic indicator of disturbances elsewhere in the 
plant. Current research at the University of Melbourne aims to establish a quantitative relationship between transport 
phenomena in and below the froth phase, and the textural features of the froth surface. I mproved methods of on-I ine 
data presentation also need to be developed. Different process conditions could yield similar froth structures and 
hence similar SOM's, so that better discrimination is required. 
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ABSTRACT 
The appearances of the surface froth in the zinc rougher (A) and in the lead rougher (B) of two 
Australian base metal flotation plants (A and B) were quantified on-line using textural image 
analysis. The textural features of the froth were characterised using the neighbouring grey level 
dependence matrix method. The effect of time lag between the point of image capturing and on-
stream analysis sampling point was clearly reflected in the correlation results obtained. The 
correlations obtained were between the image features on the one hand and the grades of the zinc 
rougher concentrate of A and the primary lead rougher concentrate of B on the other hand. Plant A 
revealed poor correlations while plant B showed satisfactory correlations. The poor correlations of 
plant A were attributed to stochastic changes in the ore mineralogy, the long time lag between the 
points of image capturing and sampling by the on-stream analyser, and vibration experienced by the 
camera support structure. However, significant correlations for plant A were obtained when short 
term perturbations in the zinc grade and reagent addition rates were compared with changes in the 
image features, as summarised by an SOM neural net. For plant A it was not possible to correlate 
the absolute value of the image features with the zinc grade or any other plant parameter, while the 
absolute values of the image features and the lead grade could be correlated in the case of plant B. 
For the data of plant A it was observed that the direction of change in the froth appearance, 
quantified by changes in the image features, was of significance. This implies that operators should 
be observant of perturbations in froth appearance'rather than controlling the circuit by aiming for a 
specific froth type. A clear relationship between the perturbations in the grinding circuit and 
changes in the image features was observed, which implies that image analysis of the froth texture 
could be used as a diagnostic tool. 
* Author to whom all correspondence should be addressed 
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INTRODUCTION 
Flotation processes are subjected to a wide variety of process disturbances, some of which are 
cauSed by the often random change in mineral characteristics, while others are caused by changes in 
operating conditions or equipment failure. Although the same problems might occur at different 
plants, the froth surface would be different due to differences in the flotation cells used, the 
mineralogy of the ore, the specific flotation chemistry involved or operating conditions. Operators 
still rely on the visual appearance of the froth surface as an indication of the efficiency of the plant 
despite the availability of on-stream analysers (OSA) on many plants. More often than not operators 
suspect that the froth texture is important, but do not know how to interpret changes in the froth 
appearance partly due to the fact that different sets of metallurgical parameters can result in a 
similar visual froth appearance. The efficiency of the plant is significantly affected by the ability and 
experience of the operator, which means that an automated system is needed to assist less 
experienced operators with the interpretation of froth appearance. Also, most operators have a 
tendency to make the period for process settling (after a change in a plant variable) and 
measurement too small [I] and of fixed size. Evidently, this in combination with human error, lack 
of training and inadequate experience leads to suboptimal control of the plant. 
Despite the extensive research done· in flotation, the interrelationships between the transport 
mechanisms in the froth, the surface's visual appearance and metallurgical performance are still 
poorly understood. A computer vision system developed at the University of Stelknbosch in South 
Africa uses neighbouring grey level dependence matrices to extract features from the digitised 
images of the froth phase [2-8]. This system has also been used in the study of the two base metal 
flotation plants presented in this paper. It has been shown that the computed features can be related 
to practical values such as bubble size, the stability of the froth, etc. which in turn can be related 
directly to flotation conditions [5). Few other studies have been published on the application of 
computer vision to flotation froths, and especially on the interrelationship between froth appearance 
and metallurgical performance [9-11] 
Demonstrating the significance of image features is much simpler under stable laboratory conditions 
[5] than under randomly varying and unpredictable plant conditions [7]. This does not detract from 
the fact that a relationship between froth surface images and froth based kinetic models still needs to 
be developed [12]. It is the aim of this paper to discuss the effect of time lag between the point of 
image capturing and the on-stream analyser (OSA) sampling point on the linear correlations 
obtained between the image features and the relevant OSA grade. It will be shown that in some 
cases the short term changes in froth features should be considered separately from medium to 
longer term trends in attempting to establish a relationship between froth texture and the OSA 
concentrate grade. By using a sensitivity analysis of a neural net prediction model for the OSA grade 
it will be shown how the importance of plant control variables changes with the degree of noise 
filtering done on the data set and the step size of the prediction. Furthermore, it will be shown hov.' 
comminution problems are reflected in changes of the image features. 
2 
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FEATURE EXTRACTION FROM FLOTATION FROTH IMAGES 
A computer with a framegrabber connected to an on-line monitoring camera was used to capture 
digital images of the froth surface in a rougher flotation banle Separate grey level procedures were 
used to characterise froth texture and stability. Histogram equalisation was performed on the 
averaged image in the stability calculations. The neighbouring grey level dependence matrix Q(r,s), 
which is a two-dimensional array of the frequency counts of the variation in the grey scale of an 
image [13], was used to characterise froth texture. The dimensions of this array are given by the 
number (r) of grey levels in the image and the number (s) of possible neighbours to a pixels in an 
image. Q(r,s) is computed by counting the number of times that the difference between each 
element in the image functionf{i,j} and its neighbours is equal to or less than a at a certain distance 
d. The following features or parameters can be extracted from Q(r,s) : 
SNE = LrLs[Q(r,s)ls2] IRN 
LNE= LrLs[s2Q(r,s)]IRN 
NNU= Ls[LrQ(r,s)2]IRN 
SM = LrLs(Q(r,s)]2/RN 
( 1 ) 
(2) 
(3) 
(4) 
where RN = Ly-LsQ(r,s) is a normalisation factor. Despite the fact that it is difficult to associate 
these parameters with a physical meaning, the small number emphasis (SN£) usually indicates the 
fineness of the image, the second -moment (SM) is a measure of the homogeneity, while the large 
number emphasis (LNE) and the number nonuniformity (NNU) indicate the coarseness of the image . 
Although SNE has been found to be inversely related to bubble size [7], it is not necessarily the 
case. NNU could be directly related to bubble size, although it has been observed at some plants that 
SNE and NNU can actually be related positively. This means that neither SNE nor NNU can be 
related unconditionally to bubble size. AGL represents the average grey level of an image. 
The characterisation of froth instability is based on the assumption that if the froth is excessively 
unstable, the rate of bubble collapse is high and more local changes in light intensity between 
successive frames should occur than in a stable froth [3]. If two successive frames are compared , 
then the sum lnstab of the total statistical distribution of the grey level values of the differences in 
the pixel values is a measure of froth instability : 
lnstab = LTf(x) 
I J 
with f(x) = 1 (S) 
f(x) = 0 
where XI and X2 are pixel grey levels at position U for two successive frames and f is the grey level 
threshold . 
3 
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CONFIGURATION OF BASE METAL FLOTATION PLANTS 
Test work was conducted at two complex base metal flalation plants in Australia, which will be 
referred to as plants A and B. Simplified diagrams of the configuration of plant A and plant B are 
shown in figures 1 and 2 respectively and will be discussed separately. For plant A, the feed to the 
Semi-Autogenous Grinding (SAG) mill consisted of fresh ore from the ore stock pile and recycled 
ore from the SAG mill. The pebble crushers shown were only used to assist in the control of the 
power draw of the SAG mill. 
When there was a disruption in the ore supply to the SAG mill, or a stoppage of the mill itself, water 
was added to the SAG mill discharge sump to prevent it from running dry, which could have 
resulted in the stoppage of the ball mill. The pulp from the SAG mill discharge sump was screened, 
the overflow fed back to the SAG mill \J../hile the underflow joined the ball mil! discharge sump thus 
mixing v..-ith the bell mill discharge. The pulp from the ball mill discharge slimp was pumped to a 
hydrocyclone for c1assilication, with the undcrt10vi returning to the ball mill and the overllo\v going 
to the flotation feed buffer tank. The purpose of the bufrer tank was to reduce the effect of variations 
in float feed rate or pulp density. It "·.'as reasonable to expect that a dampened perturbation in the 
grinding circuit would manifest itsclf in the float circuit. 
Maxwell flotation cells with internal launders were used in all the rougher hanks, with gravitational 
flow between cells. The camera was positioned to monitor the froth surface of the third zinc rougher 
cell as shown in Fig. l..The activator CUS04 was added in the zinc conditioning tank. The pH of the 
zinc conditioning tank and the fourth zinc rougher/scavenger cell were measured where the pH was 
adjusted by automated lime addition. (In the interest of brevity the zinc rougher/scavenger bank will 
henceforth be referred to only as the zinc rougher bank.) Potassium Amyl Xanthate (PAX) as the 
collector was added to each celJ in the rougher bank except the conditioning tank. The zinc rougher 
bank concentrate stream was sampled at the zinc rougher/scavenger concentrate mixing box where 
all the celJ concentrate streams combine before being pumped to the zinc cleaners for further 
processing. Approximately 117 of the total concentrate volume which was analysed by the 
Outokumpu Courier OSA was contributed by the videographica\ly monitored cell. 
For plant B, primary grinding was done by four parallel independent lines. Each grinding line 
consisted of an open circuit rod milJ followed by one stage of ball milling. The ball milling 
consisted of two ball mills run in parallel, each feeding a separate cyclone. The feed to the rod mills 
came from fine ore storage bins which are loaded with ore from the heavy medium separations plant 
where the crushed ore is preconcentrated by removing around 30% of 12mm crushed ore with assay 
lower than the current tailings assay. The pulp from the ball mill discharge sump is pumped to a 
cyclone for classification, with the underflow returning to the ball mill and the overflow going to a 
rriixing box where Sodium Ethyl Xanthate (SEX) and Reagent Agent G (EO% Dextrin and 40% 
organic dye intermediate product) are added. Sodium cyanide (referred to as cyanide henceforth) is 
added to the feed of the ball mill to depreSS sphalerite and pyrite in the lead circuit. The pulp in the 
mixing boxes of the grinding lines is pumped to a ce!1tral mixing poim. The mixed pulp was split in 
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two, feeding two identical primary lead rougher banks run in parallel. MIBC frother is added at the 
start of each primary lead rougher banle 
Agitair flotation cells are used in all the primary lead rougher banks. The camera was positioned to 
monitor the surface of the second primary lead rougher cell of one of the parallel banks, as shown in 
Fig. 2. The tails from each primary lead rougher bank are sampled by the Outokumpu Courier OSA 
at the end of each bank before being pumped to the lead rougher/scavenger banks. The primary lead 
concentrate is combined with the concentrate of the lead rougher/scavenger banks before it is 
sampled by the Outokumpu Courier OSA. The combined lead rougher concentrate is pumped to the 
lead cleaner circuit for further processing. 
The objectives of the two test campaigns described here were to relate the textural features of the 
froth to disturbances in the grinding circuit as well as to the zinc rougher concentrate grade for plant 
A and the lead rougher concentrate grade for plant B as measured by the OSA system oj" each plant. 
An average residence time had to be estimated in order to reconcile the images and th~ plant data. In 
the estimation of the residence times in plant A, average pulp flow rates and cell volumes were used 
by assuming that the residence times for both the concentrate and tailings streams were similar for 
each cell and by assuming plug flow through the flotation banks. These assumptions are considered 
as fairly accurate for the tailings stream but less so for the concentrate stream. For plant B. the plant 
personnel provided estimated residence times for the tailings and concentrate streams which \"'ere 
later veri fied by linear correlation and matching of perturbations. The PAX and I ime additions at the 
zinc rougher of plant A were assumed to take place at the front of the flotation bank. For both 
plants, the entire grinding circuit was grouped into a single unit and used as the reference point from 
which the residence times were measured. 
COMMINUTION PROBLEMS AS REFLECTED IN THE FROTH TEXTURE 
Figures 3 and 4 show respectively the normalised small number emphasis (SNE) and instability 
(lnstab) feature plots of the third zinc rougher cell of plant A for the period from 9h lOon 5 August 
1996 to 7hOO on 14 August 1996. Figures 5 and 6 show respectively the normalised SNE and instab 
feature plots of the second primary lead rougher cell of plant B for the period from 14h24 on 29 
November 1996 to 15hOO on 5 December 1996. The data from both plants needed to be smoothed 
using a moving average of 60 and 30 minutes for plant A and B respectively, owing to the noise in 
both the image and plant data. The images at both plants were sampled at a frequency of 6 per 
minute. Various perturbations A to L at plant A and (a) to (k) at plant B were identified, as 
described below. 
In Plant A there was an approximate 2h40 time delay between the feed to the flotation circuit and 
the third zinc rougher cell on which the image data were gathered. It is reasonable to expect that the 
zinc rougher bank was more sensitive to perturbations in the copper and especially the lead rougher 
bank than to perturbations in the grinding circuit. Nevertheless, it was observed that a small change 
or even a short stoppage in the grinding circuit had a rippling effect in the flotation circuit \vhich 
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showed in the zinc rougher cell that was monitored. This was despite the damping provided by the 
float feed buffer tank and the copper and lead rougher banks. The perturbations A to L id~ntified in 
the image features on Figures 3 and 4 were the result of the following events in the grinding circuit 
of plant A: 
(A) Ore feed to the plant cut for a short period of time. 
(B) Both the SAG and ball mills were shut down due to a power failure. Although the grinding 
section was up and running within a reasonable time, it experienced a further two stoppages owing 
to a second power failure and a false alarm on the SAG mill. 
(C) to (F) These perturbations were the result of a combination of power draw increase by the SAG 
and ball mill as well as an increase in size of the ore coming into the plant. 
(G) A blocked chute caused the stoppage of ore fed to the plant for around 20 minutes. 
(H) The SAG mill feed was cut off for 5 minute due to a pull wire alarm on one or the conveyor 
belts. A probable reason for this aiarm could have been J. rock falling from the eOllveyor belt or a 
metal wire not removed by the magnets. 
(I) to (K) These perturbations corresponded to stoppages in the ore feeders which had to be cleaned, 
and alarms on the pull wires etc. At that stage, the notation operators complained about the 
unsettling effect that the grinding had on the Dotation circuit. 
(L) This was caused by a feed cut off owing to a tear in the conveyor bell and problems \,,:ith pull 
wire alarms. 
For plant B there was an approxim<itc 5 minutes time delay between the feed to the Dotation circuit 
and the second lead primary rougher cell on which the image data were gathered. Conceptually the 
grinding circuit was simplified to consist effectively of one rod mill followed by a ball mill and 
cyclone. The values of the plant variables associated with the simplified grinding circuit are equal to 
the sum of values of the individual associated plant variables. The perturbations (a) to (k) identified 
in the image features on Figures 5 and 6 were caused by the following events in the grinding circuit 
of plant B: 
(a) A large increase in the ball mill power which lasted for a Sh011 period of time. 
(b) A decrease in the ball mill sump water addition rate and the sodium cyanide addition rate. 
(c), (i) and G) These perturbations were the result of a decrease in rod mill feed, ball mill cyclone 
feed S.G., ball mill sump water addition, SEX, dextrin and cyanide addition rates. 
(d) Decrease in rod mill feed, ball mill sump water addition, SEX, dextrin- and cyanide addition 
rates with an increase in the ball mill feed S.G. 
(e) The rod mill feed was reduced to half of the normal operation value owing to a shortage of ore. 
The ball mill power usage also dropped to half of the normal operational value with a decrease in 
the ball mill cyclone feed S.G. and the SEX, dextrin and cyanide addition rates. 
(f) Short period w:th increased rod mill feed, ball mill sump water addition, ball mill cyclone feed 
S.G., SEX, dextrin and cyanide addition rates. 
(g) Reduced rod mill feed and a reduced ball mill cyclone feed S.G. 
(h) Increased ball mill sump \vater addition rate. 
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(k) Decrease in the rod mill feed, ball mill sump water addition, SEX, dextrin and cyanide addition 
rates and an increased ball mill cyclone feed S.G. 
In general, the events indicated by A, B, G, H, 1, J, K and L on Figures 3 and 4 for plant A were 
caused by a stoppage in the SAG mill, during which water was added to the SAG mill discharge 
sump to keep the balI milI running; causing a reduction in pulp density and an over-grind of the 
heavier metal sulphides. The reduction in pulp density was associated with a reduced pulp viscosity 
which was expected to cause increased drainage in the froth and thus increased froth instability. 
Figure 4 shows that exactly the opposite happened, which means that simplistic arguments cannot 
always be used to explain a sequence of events in a flotation circuit. The following argument will 
show that reagent addition rather than pulp density dominated the decrease in instability associated 
with events A, B, G, H. I, J, K and L. 
Although the PAX and CUS04 addition rates were hased on the ore feed rate, they were not 
immediately cut otT when the ore feed stopped, resulting in a short overdosing of hoth PAX and 
CUS04 in the zinc rougher bank or plant /I.. Peak analysis. explained later in the paper, showed that 
the effect of changes in PAX on SNE and Ins/ah was inconclusive. However, changes in CUS04 
addition were correlated negatively with Il1s/ah. Figure 3 confirms this as /I., 8, G, H, 1, ], K and L 
indicate a decrease in instability with a temporary over-dosage of CUS04 as the result of a decrease/ 
stoppage in ore feed to the SAG mill. Finer grinding is known to result in an excessively stable froth 
(Figure 4) with larger bubbles, which could be related to a decrease in SNE (Figure 3). This was also 
observed visually during the test campaign and confirms earlier results in the literature [8]. 
Peaks C, E, and F were associated with an increase in power draw of the SAG mill which usually 
corresponded to coarser ore entering the grinding circuit. Although the pebble crusher was used to 
control the power draw, there was still a time delay before it became operational. This caused 
coarser particles to be fed to the ball milI, which resulted in a temporarily coarser are feed to the 
flotation circuit. Coarser flotation feed is known to result in smalIer bubbles (higher SNE values) 
and an increase in froth instability as is illustrated in Figures 3 and 4. Peak D does not conform to 
this pattern and is probably the result of other changes in the flotation circuit occurring at the same 
time. When the time lag between the grinding circuit and the third zinc rougher celI is considered, 
coupled with all the complex physico-chemical effects, it is significant that the perturbations in the 
grinding circuit are reflected in the froth texture. 
Examples of the froths associated with events A to L in Figures 3 and 4 are shown in Figure 7. As 
expected, the average bubble sizes of the images and the associated SN E values revealed an inverse 
relationship, with the exception of event 1. UsualIy, an increase in PAX addition increases the 
average bubble size, but this trend was not reflected in the relationship between changes in PAX 
addition and changes in the SNE values. Again, this could be explained by the fact that textural 
indicators of fineness such as SN E are a function of other froth attributes in addition to bubble size. 
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Each of the variables associated with perturbations (a) to (k) on Figures 5 and 6 for plant B has on 
their own a predictable effect on froth stability and the average bubble size [14]. Usually,' a too low 
addition rate of the depressant results in a stable froth (low Instab) with large bubbles (low SNE) 
due to the increased presence of hydrophobic particles in the froth. However, if the chemical 
conditions are such that the froth becomes overloaded with hydrophobic particles, very small 
bubbles and highly unstable froths may result [16]. A too low pulp density results in a froth which is 
unstable (high Instab) with small bubbles (high SNE). Too high a collector addition rate results in 
an unstable froth (high Instab) with small bubbles (high SNE). 
For disturbance (a) in plant B the increased ball mill power usage is associated with a finer grind. 
Fines often form a stable froth with relatively large bubbles, which means a decrease in Instab and 
SNE as illustrated in Figures 5 and 6. In view of the fact that the lnstabpeak (b) is very significant 
in Figure 6 it is suspected that the enhanced recovery of hydrophobic particles in the froth (owing to 
the decreased cyanide addition) dominated the stabilising effect of the increased pulp density. The 
events indicated by peaks (c), (d), (e), (g), (i). U) and (k) \"ere caused by a decrease in the rod mill 
feed and/or a decrease in the ball mill cyclone S.G. with associated decreases in the reagent addition 
rates. For (c) the graphs indicate decreases in both Insfab and SNE, which are not explained by a 
reduced pulp density but rather by the decrease in the reagent addition rates. At (d) the combination 
of decreased ball mill sump water and reagent addition rates combined to result in a froth surface 
structure which was more stable (lower lnsrab) with larger bubbles (lower SNE) as shown on 
Figures 5 and 6. At (e) it was expected that the reduced pulp density would have given an unstable 
froth with smaller bubbles. However, it was possible that the reagent addition was temporarily not 
reduced in proportion to the change in pulp density, which would have resulted in larger bubbles, as 
reflected in the drop in SNE. The stability was not affected, probably due to opposing effects 
cancelling each other. Events at point (g) combine to produce a stable froth and yet have small 
bubbles (decrease in pulp density, high SNE). This shows that when froths are interpreted, all the 
relevant events should be taken into account as there is seldom a single variable determining the 
final froth structure. The resulting froth features at point (f) are as expected, as the events which 
took place were opposite to those which occurred at points (c) and (d). The effects of the events at 
(i) and (k) on the froth features are again the result of a combination of all the events which took 
place. No simple explanation can be given for the resulting effect on Instab or SNE. The higher 
water addition at event (h) clearly resulted in more watery and hence more unstable froths with 
smaller bubbles. 
In summary, the appearance of the surface froth can in some cases be related to a change in a 
particular plant variable, but in most cases it is the net result of often opposing and competing 
effects. Whenever there are opposing and competing effects it is difficult to predict which effect 
will dominate the direction of change in the froth texture. It is noteworthy, however, that 
disturbances of whatever direction in the comminution circuit reflect in the subsequent froth texture. 
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THE EFFECT OF TIME-LAG BET\VEEN IMAGE 
CAPTURING AND OSA SAMPLING POINT 
Correlations were determined between the plant variables of plant A and the image features using 
moving averages of 60, 480 and 720 minutes to smooth the short term randomness and fluctuations 
caused by changes in the ore characteristics, etc. The" correlations between the image features and 
main plant variables are summarised in Tables 1 to 2. Although the correlations improve somewhat 
with the longer moving averages, the majority of correlations between the image features and the 
plant variables are below 50%. Moreover, the signs of the correlations were not always as expected, 
e.g. the AGL showed a negative correlation with the OSA zinc grade in the zinc rougher. 
Correlations were also determined between the plant variables of plant B and the image features 
using moving averages of 30, 60, 120 and 180 minutes to smooth the short term randomness and 
fluctuations caused hy electrical interference with the image signal, etc. A backward elimination 
method ''''as used to determine an acceptable regression model Cor the image features to predict the 
%Pb in the lead rougher concentrate. The result showed that only insloh can be used in the 
regression model to predict the lead grade. Therefore, only inslab should be used as a basis for 
comparing the behaviour of plants A and B. The correlations betv-ieen insfab and the main plant 
variables for plant B are summarised in Table 3. Although better correlations (R2 = 0.70) were 
obtained using the 120 minute moving average, an average of 30 minutes was chosen as further 
smoothing would only result in the loss of more process information. Although the linear 
correlations of inslab with the plant variables and OSA lead grade do not have high R2 values, they 
are of the same order as those obtained between the plant variab les and the OSA lead grade. 
The higher correlation values of lnsfab in Table 3 than in Table 4 indicate some differences between 
plants A and B, and that (a) the image features are meaningless and did not reflect metallurgical 
performance, or (b) in view of the non-linear and multi-input-multi-output nature of the system a 
correlation analysis is inappropriate, or (c) the damping effect of the processing units between the 
third zinc rougher cell and the sampling point of the OSA is dominant in plant A, or (d) the nature 
of the ore varies randomly, which affects the recovery and surface texture to different degrees. 
These factors probably all contributed to the poor correlations of plant A and the not so high values 
for plant B. 
Variables which fail to produce an expected correlation often reveal a high degree of short term 
cyclic behaviour, and it will be explained below why this could lead to poor correlations. Examples 
of a low degree of cyclic behaviour are the zinc content of the feed to the copper rougher in plant A 
and insfab, as illustrated in Figure 8. The 2h40 minutes time lag of the image feature behind the 
head grade was not included in the construction of the graph in order to show the actual profile of 
the two variables with time. However, the time lag was included in the calculation of the correlation 
between these two variables, using a moving average of 480 minutes. The zinc head grade and 
Ins/ab in Figure 5 had a correlation of 73%. In the case of most other variables, a high degree of 
short term cyclic behaviour \\Ias present, hence the low correlations in Tables 1 and 2. 
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In calculating the correlation coefficients in Tables 1 and 2, the covariance (Sxy) had to be calculated 
as [16]: 
(6) 
Depending on the magnitude and direction of the deviation between the observed value of a variable 
and its mean, it is evident that the product in Eq. 6 could be either positive or negative. This means 
that the frequency, amplitude and periodic length of the cyclic movement in each parameter aroUIld 
its calculated mean value will have a dominating effect on the calculated product, and hence the 
covariance and the correlation coefficient. The summation of the product values gives only a net 
positive or negative result, but will be affected significantly by the short term cyclicity. It is clear 
that differences in cyclicity between variables x and y could also lead to erroneous results. This 
explains why an increase in the moving average and hence a dccr~ase in cyclicity increase 
correlation coefficients. 
The main difference between the system configuration in plant A and B was that in plant A the 
image capturing was done at the end of the rougher flotation circuit, while in plant B the system was 
set-up near the front of the rougher circuit. TI1ere was a diflerence in the time lag between the image 
capturing point and the OSA concentrate sampling point. for plant A the time was around 50 
minutes while for plant B it was around 30 minutes. The effect of such a time lag was confirmed by 
a 2 day test campaign on plant B, where concentrate samples were taken from the monitored lead 
rougher cell 5 minutes from the position of the camera. Except for SNE, the other image features in 
Table 4 show reasonable correlations with the lead grade, and significantly higher values than at a 
sampling point 30 minutes away (Table 3). 
During the test campaign on plant B, changes to the reagents and ball mill sump water addition rates. 
were made while concentrate samples were taken at the cell monitored by the camera. There was 
virtually no time lag between the point of image capturing and concentrate sampling point. The 
correlation results between the image features and the lead concentrate are given in Table 4. instab, 
as in Table 3, again had the best correlations with the lead concentrate grade. ACL and the lead 
grade have a positive correlation. It is the iron content of the lead concentrate stream which has the 
best correlation with instab; it shows the importance of cyanide as the depressant for sphalerite and 
pyrite and the effect of cyanide on the lead recovery in the primary lead rougher bank. As expected, 
the correlation of the percentage solids in the lead concentrate is negative with both inslab and SNE. 
The correlations in Table 4 are more representative of the interrelationship between image features 
and primary lead concentrate grade than those in Table 3. Therefore, the correlation between the 
zinc in the lead rougher concentrate and SNE in table 4 is more reliable than that in Table 3. 
The reasons why the correlations in Tables I and 2 differ so much from those in Tables 3 and 4 are 
(a) because of the difference in the time lag between the point of image capturing and the OSA 
sampling point, and (b) the distance from the front of the flotation circuit. What is clear from Tables 
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1 to 4 is that the closer the concentrate is sampled to the point of image capturing the higher the 
correlation between the image features and the concentrate values. Also, the closer the point of 
image capturing is to the front of the flotation circuit the shorter the moving average required to 
filter noise from the data 
Neural Net modelling using an Elman network was performed on the data from plant B to predict 
the lead rougher/scavenger concentr~te lead content. as well as to ~etermine the .sensitivity of the 
lead content of the concentrate to pilmt control vanables. All possIble plant varIables and image 
features were used in conjunction with a step size of 6 minutes. The results of the neural net 
modelling are given in Tables 5 to 7. Table 5 is a summary of the error in prediction of the lead 
rougher concentrate Pb grade which was obtained with various models. For a one step prediction it 
is best to use a moving average of 18 minutes to filter some of the noise from the data before being 
subjected to the neural net. The larger error with the four step prediction was expected and still 
fairly small considering the complexity of the problem. A larger data set is needed to confirm the 
models and to determine whether the size of the error was a result of the small data set or the noise 
in the data which is not included into the models. Tables 6 and 7 summarise the sensitivity analysis 
of the lead rougher concentrate % Pb for the plant control variables. 
What is evident from the tables is that there is a definite change in the importance of variables 
depending on the degree of noise filtering which is done as well as the prediction step size. For the 
original data the dextrin addition rate had the largest negatively related effect on the OSA lead grade 
while the ball mill cyclone feed S.G. had the largest positively related influence on the OSA lead 
grade. For a smoothing with an 18 minute moving average the effect of the ball mill cyclone feed 
S.G. became larger and changed its sign. The air flow rate into the bank also became an important 
control variable. For an even longer moving average, i.e. 42 minutes, the focus shifted from the pulp 
density and depressant to the plant feed and SEX collector addition rate. For the 4 time step 
prediction the focus was on the pulp level, dextrin and plant feed. This clearly illustrates the 
problems experienced with the interpretation of the flotation condition as represented by the surface 
froth, as some of the plant variables have short term influences while others have more medium to 
long term influences on the froth. 
From tables 6 and 7 it is clear that dextrin had a short term as well as a medium term influence on 
the OSA lead grade. The pulp level, SEX addition rate and rod mill feed exhibited only large 
medium term influences which were related to the natural dynamics of the plant during operation. It 
also gives an indication of the time required to observe the full effect of a change in the mentioned 
plant variables. 
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A PERTURBATION ANALYSIS OF FLOTATION VARIABLES 
Figures 3 to 6 show that it was possible to relate significant peaks in image features to remote plant 
disturbances. It was therefore decided to investigate a possible relationship between significant 
peaks in image features and flotation variables of plant A, as it had the poorest linear correlations 
between image features and flotation variables. Each of the variables or froth features contained a 
degree of randomness which could not be predicted or related to plant disturbances. The medium 
term randomness must be excluded from a correlation analysis of short term peaks. The. reasoning is 
that any significant disturbance, as represented by a peak, will deviate significantly from a 5% error 
bound around a moving average of 480 minutes. In view of the complex nature of flotation and the 
underlying randomness, the occurrence of a peak rather than the peak height was considered to be 
important. It was decided to analyse the relationship between the significant peaks of image features 
on the one hand, and the % Zn in the zinc rougher concentrate and the zinc rougher PAX addition 
on the other hand. The approximate time lag between the third zinc rougher cell and the OSA 
sampling point was taken into account during the identification or corresponding pC:lks. 
Peaks were identified and counted manually. The following sign convention was used: Peaks 
indicating an increase above the error bound were labelled as positive, and peaks indicating a 
decrease below the error bound were labelled negative. If a data set revealed a peak at a certain 
position and no corresponding peak occurred on the associated data set. the peak was labelled zero 
for the data set. Figure 9 shows the examples of such peaks (Nos I to 8) ror the OSA zinc grade and 
figure 10 shows them for the normalised Instab of plant A. In the correlation analysis of peaks, as 
shown in table 8, the following convention was used: if the corresponding peaks for example in the 
OSA zinc grade and in nom1alised lnstab were both positive, or negative, it was counted as a 
positive correlation. If the peaks had opposite signs it was counted as a negative cOITelation. When a 
peak was identified in the Instab but no corresponding peak was found in the OSA zinc grade a zero 
correlation was assigned to Inslab and vice versa. Table 8 shows a significant correlation between 
peaks in AGL. Instab. NNU and SNE on the one hand and peaks in the OSA zinc grade on the other 
hand. Similar to previous work [4-6), it is clear that different sets of image features are important in 
the interpretation of different froths. Table 8 indicates that a significant increase in zinc grade was 
usually accompanied by a significant decrease in the Im·tab and an increase in the AGL image 
features. As expected, Table 9 shows a high correlation of peaks in the zinc rougher PAX addition 
with peaks in the zinc grade. Peaks in the CUS04 addition do not show a convincingly positive or 
negative correlation with peaks in the zinc grade. This is in contrast to the strong positive 
correlation between the zinc rougher pH and the lead rougher sodium cyanide addition rate. 
Although there are quite a number of peaks in the OSA zinc grade which do not correspond to peaks 
in either of the last mentioned plant variables, which suggest very low overall correlation, it is 
important to note that nearly every peak in the zinc rougher pH and lead rougher cyanide addition 
rate has a corresponding peak in the OSA zinc grade. Con:-equently, some reagents have a more 
pronounced effect on the froth texture than others. Howe\"~L a significant effect on the froth does 
not necessarily imply a significant effect on the concentrate grade. 
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It can be seen from table 10 that AGL, Inslab and LNE have a positive correlation with the zinc 
rougher PAX addition rate, while NNU and SNE have negative rather than positive correlations with 
the addition rate of PAX to the zinc rougher. The correlation between LNE and PAX.. addition rate is 
the strongest. The positive correlation between zinc grade and PAX addition in Table 9 implies that 
LNE and zinc grade should have opposite correlation, which was not the case. Should bubble size 
have been the only determinant of the textural image features, both NNU and LNE would have been 
correlated negatively with SNE. This is not the case for NNU, which shows again that image 
features should not be interpreted in a simplistic fashion. 
The relationships represented in tables 8 to 10 are reasonably consistent. However, no single image 
feature can be associated with a single plant variable in view of the multivariable nature of the 
flotation process. Some image features, however, are more sensitive to a specific plant variable than 
in the case of other image features. The analysis of peaks also implies that the interrelationships 
between froth features and metallurgical performance could b~ ohserved in terms of short term 
disturbances despite the absence of medium to long term correlations. This has implications for 
plant practice, because it means that the operator has to be mindful of the direction of changes in the 
froth features rather than the actual conditions of the froth itself. This is easier said than done by the 
human eye, which provides further justification for an automated computer vision system. 
SELF-ORGANISING FEATURE MAPS 
SOM neural networks create two-dimensional feature maps of multi-dimensional input data in such 
a way that the order is preserved [17]. Such a net typically consists of an input layer, which is fully 
connected to a two-dimensional Kohonen layer, and learns without supervision, so that no output 
data set is required. Each process element in the Kohonen layer measures the Euclidean distance of 
its weights to the input values (exemplars) fed to the layer. The winning element is detennined by 
the minimum Euclidean distance. The weights of the winning element, as well as its neighbouring 
elements are subsequently adjusted in order to move the weights closer to the input vector. The 
adjustment of the weights of the elements in the immediate vicinity of the winning element is 
instrumental in the preservation of the order of the input space and amounts to an order preserving 
projection of the input space onto the two-dimensional Kohonen layer. 
Figures 11 and 12 respectively are the SOM maps of the normalised OSA zinc grade in the 
combined rougher concentrate of plant A and of the normalised OSA lead grade in the combined 
lead rougher concentrate of plant B, based on the normalised feature set {AGL, Instab, NNU, SNE, 
LNE and SM} as input variables. Clearly, the absolute values of the image features for plant A give 
no clustering of the absolute values of the OSA zinc grade, which confirms the poor correlations 
obtained between image features and metallurgical performance when using absolute values, while 
good clustering was achieved in the case of plant B. 
Figure 13 illustrates a satisfactory classification of the direction of peaks of OSA zinc grade of plant 
A in terms of the direction of peaks in the feature set {AGL, Inslab, NNU, SNE, SM}. In this SOM, 
Stellenbosch University  https://scholar.sun.ac.za
peaks in the OSA zinc grade were labelled as being either positive (Class_ + 1), zero (Class_O) or 
negative (Class_-l). For this type of classification, the input vector must also consist of the values -
1, 0, + 1 for each of the image features. As before, this shows that changes in, rather than the 
absolute values of, the textural features and plant variables should be correlated in the case of plant 
A. Figure 14 shows the SOM based on changes in the feature set (AGL, Instab and NNU) for 
classification of peaks in the OSA zinc grade, yielding an inferior clustering of zinc grade peaks. 
Therefore, despite the lower correlations of SNE and SM with the OSA zinc grade as shown in 
Table 1, it is still advisable to incorporate them as input to the Kohonen layer when generating a 
topological map. 
CONCLUSION AND SIGNIFICANCE 
The froth surface in a base metal notation plant encapsulates a significant amount of process 
information regarding perturbations in the plant conditions. For the complex base metal plant A in 
this case study it was not possible to relate the absolute values of the image t~aturcs to the absolute 
values of the OSA zinc grade or any of the other plant variables while it was possible in the case of 
the complex base metal plant B to rclate the absolute values of the image features to the absolute 
values of the OSA lead grade. This is mainly due to the difference in time lag between the point of 
image capturing and OSA sampling point in plants A and B, and the distance from the front of the 
flotation circuit in tenns of approximate residence time. For plant A, little significance can be 
attached to linear correlation coefficients, because the image features and plant variables are 
affected differently by random changes in the attributes of the ore. In essence, the correlation 
coefficients are based on a linear assumption, while the dependencies of the surface froth features 
and the plant performance on the ore characteristics have different degrees of non-linearity, more so 
for plant A than for plant B. Nevertheless, significant correlations were obtained between short term 
changes in both the image features and plant variables of plant A. Again, it was noticed that for 
plant A, the amplitudes of perturbations in different variables could not be correlated, but rather the 
presence or not of a perturbation, and especially its direction. 
For plant A, perturbations in the image feature LNE appeared to be most sensitive to perturbations 
in the addition rate of PAX to the zinc rougher, while changes in NNU exhibited a high sensitivity 
to the addition of CUS04 to the zinc rougher. Changes in ACL and Inslab correlated with a variety 
of plant variables, which implies that changes in an image feature should not be associated with 
changes in only one plant variable. The direction of significant changes in the OSA zinc grade 
formed clusters on an SOM plot in terms of changes in the image features, which suggests that a 
substantial change in the froth appearance could predict a change in metallurgical performance. 
Instabilities in the grinding circuit owing to mechanical failures and changes in the ore were· 
reflected consistently in the froth appearance. This observation is significant if the damping effects 
of the sumps and the copper and lead rougher banks of plant A are taken into account. 
In the case of plant B, lns/(lb has proven to be the most important image feature in terms of its high 
correlations with most of the important plant variables as identilied from the sensitivity analysis 
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done on the neural network models. It was found that an 18 minute moving average smooths the 
data sufficiently to obtain a low error in the prediction of the neural net model for the OSA lead 
grade. From the sensitivity analysis done on the various models it is clear that some variables like 
rod mill feed, SEX addition rate and the pulp level have longer tenn influences while the depressant 
dextrin and the ball mill cyclone feed S.G. were more important as short term control variables. 
This again emphasises that operators have to adjust the time allowed for circuit settling after a 
change to a variables depending on the short, medium or long tenn effect of a variable on the 
flotation conditions. The iron content of the lead rougher concentrate was very important as changes 
in iron content were closely correlated with the control of the cyanide addition rate. 
Unfortunately, it was not always possible to attribute a physical meaning such as average bubble 
size to individual image features for plant A, while for plant B SNE had an inverse relationship with 
average bubble size. This is not a contradiction as bubble size is a highly complex function of inter 
alia the aeration rat~, cell hydrodynamics, bubble loading, hydrophobicity,· solid/liquid ratio, 
viscosity, surface tension and particle size. The greater the distance from the front of the flotation 
circuit the more opposing and competing effect there are, so that a simple explanation of the 
expected froth texture becomes impossible. Furthermore, the bubble size is only one of a number of 
attributes determining the fineness, coarseness or homogeneity of the froth as quantified by the 
textural features. Due to differences in bubble load and froth texture along a flotation bank it is 
expected that the sensitivity of image features to process conditions will be different in different 
cells. This issue still needs to be addressed and could provide answers to many of the problems 
identified in this paper. Another important question in industry is the extent to which random 
perturbations in the ore characteristics mask the sensitivity of metallurgical performance to changes 
in operating conditions. 
In summary, the results of this paper show that the operator should be observant of perturbations in 
the froth texture as well as the condition of the surface froth rather than attempting to aim for only a 
specific froth type. It also showed that operators should adjust the time allowed for circuit settling 
according to the variable which was changed and not use a fixed time period. An automated 
computer vision system could be a suitable diagnostic tool for integrating the control and operation 
of the grinding and flotation circuits. 
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Table 1. Correlations between image features and plant variables of plant A for 
September 1996 data with a 480min moving average. 
Ball Mill Plant PbRopH ZnRo ZnRo PbRo ZnRo ZnRo pH 
kWs Feed "IoZn PAX NaCN Cuso. 
[tph] [glt] [gil] [gil] 
AGL -<>.54 0.25 -<>.57 -<>.38 -0.38 -<>.36 0.54 -0.36 
SNE -<>.53 0.15 -<>.55 -<>.19 -0.27 -0.39 0.39 
-0.55 
LNE 0.47 -0. 11 0.50 0.18 0. 19 0.38 -0.40 0 .51 
NNU -<>.58 0. 17 -0.60 -0.20 -0.34 -0.41 0.37 
-0.58 
SM -0.52 0.22 -0.52 -0.23 0.00 -0.41 0.60 
-0.47 
Instab 0.39 -0.30 0.29 0.08 0.53 -0.03 -0.10 0.34 
Ball mill kWs 1.00 -0.38 0 .56 0.53 0.53 0.29 -0.40 0 .58 
Planl Feed (lph] -0.38 1.00 -0. 15 -0.58 -0. 18 0.23 0.54 -0. 19 
ZnRo PAX [gil] 0.53 -0.18 0.31 0 .09 1.00 0.09 0.06 0 .20 
PbRo NaCN [gil] 0.29 0.23 0.60 -0.00 0.09 1.00 -0.04 0.50 
lnRoCuSO. (gllJ -0.40 0.54 -0. 11 -0.55 0.06 -004 1.00 
-0.25 
PbRo pH 0.56 -0.15 1.00 0.38 0.32 0.6(; -0 11 0.70 
lnRo pH 0.58 -0.19 0.70 0 42 0.20 05 1 -0.25 1.00 
l nRoConc %In 0.53 -0.58 0.38 1.00 ()09 -o.on -0 55 OA2 
Table 2. Correlations between image features and pl aIll variables or plant A for 
September 1996 data with a 720 min moving average. 
Ball Mill Planl PhRo pH lllRo l nRo I'bKo Zn Ru ZIIRo pH 
kWs F~cd "Ioll1 PA X NaC N eIlSO, 
Itph] 1.1!f!] 1~ltl [ ~/t] 
AGL -0.63 0.27 -0.65 -0.47 -0.41 -0.41 0.58 -0.55 
SNE -0.57 0. 16 -0.02 -0 . 2~ -0.25 ·u 'I~ 0 . ~2 -0.65 
LNE 0.5 1 -0.12 0.57 0.22 0. 17 043 -0.4·1 0.61 
NNU -0 .62 0. 19 -0.66 -0.25 -0.32 -vA5 0.40 -0.68 
SM -0.55 022 -0.57 -0.37 -0.00 -0.46 0.63 -0.62 
InSlab 0.43 -0.37 0.31 0.13 0.56 -0.03 -0. 14 0.32 
Ball mill kWs 1.00 -0.39 0.62 0.56 0.59 0.32 -0.42 0.64 
Planl Feed (Iph ] -0.39 1.00 -0.15 -0.63 -0.21 027 0.54 -0.20 
ZnRo PAX [glt] 0.59 -0.21 0.38 0. 13 1.00 0. 11 0.08 0.23 
PbRo NaCN [gil] 0 .32 0.27 0.63 -0.02 0. 12 1.00 -0.07 0.60 
ZnRo CuSO. (glt] -0.43 0.54 -0.13 -0.58 0.08 -007 1.00 -0.29 
PbRo pH 0.62 -0. 15 1.00 0.42 0.38 0.63 -0.1 j 0.85 
lnRo pH 0.65 -0.20 0 .85 0.48 0.24 0.60 -0.28 1.00 
ZnRoConc "IoZn 0 .56 -0.63 0.42 I.OG 0. 13 -0.02 -0.58 · 0.48 
Table 3. Correlations between image features and plant variables of plant B for late 
November and early December 1996 data with a 30 minute moving average_ 
Rod Mill Bail Mill Ball Mill Ball Mill SEX Dextrin PbRo PbRo 
[tph] [MW] "vater eye [Umin] [Umin] %Pb %Zn 
[Usl Feed SI! 
AGL -0.02 -0.10 -0.15 -0.11 -O.OS 0.03 -0.25 0.00 
LNE 0.00 0.11 0.21 0.14 0.10 -0.13 0.37 0.02 
SNE -0.25 -OA1 -0.59 -0_50 -0.34 -0.08 -0.51 0.04 
SM -0.02 0.07 0.14 0.10 0.07 -0.14 0.33 0.03 
lnstab 0.56 0.63 0.57 0.68 0.66 0.33 0.61 0.17 
PbRo % Pb OA9 0.66 0.59 0.67 0.62 0. 14 1.00 0.04 
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Table 4. Correlations between image features and the second cell concentrate of the 
primary lead rougher bank of Plant B for data from the 2 day test campaign. 
%Pb %Zn %Fe %Si02 % Sol 
AGL 0.62 -0.21 -037 -0.08 -0.10 
LNE -0.55 0.31 0.23 0.04 -0.02 
SM -0.70 0.31 0.36 0.24 -0 .04 
SNE 0.21 0.64 -0.43 0.40 -0 .78 
Instab 0.75 0.39 -0.88 -0.20 -0 .61 
Table 5. Summary of the error of prediction for the neural net model prediction of the 
primary lead rougher concentrate %Pb of plant B. 
Predicted step size Movi ng avera!:?,e [min] Root me:lll square enor 
I 0 9.5 l-1 
I I R 6.25 
I 42 6.00 
4 0 13.50 
Table 6. The results of a sensitivity analysis on the neural network model for the 
prediction of the primary lead rougher concentrate %Pb of plant B. A 10% increase in a 
variable was made at a time and the change in the lead rougher concentrate % Pb was 
generated as output. 
Predicted Moving Rod Rod ! Ball SEX Dextrin MIBC A ir flow B Bank 
step size average Mill Mill Mill (Llmin] (Llmin] (Llmin] to bank pulp 
(tph] water Cyc B (m3/s] level 
[LIs) Feed sg 
1 0 -0.14 1.35 2.93 0.93 -3 .04 1.01 -1.64 -1.24 
1 18 0.83 0.72 -3.24 1.80 -3 .65 0.53 -2.15 1.53 
1 42 -3A9 1.80 -1.27 3.57 -2.00 OAO 1.35 1.71 
4 0 2.07 1.68 0.77 -0.06 -2.53 1.83 OA2 3.86 
Table 7. The results of a sensitivity analysis on the neural network model for the 
prediction of the lead rougher concentrate %Pb of plant B. A 10% decrease in a variable 
was made and the change in the lead rougher % Pb was generated as output. 
Predicted Moving Rod Rod Ball SEX Dextrin MIBC Air B Bank 
step size average Mill Mill Mill [Umin] [Umin] (Umin] flow to pulp 
[tph] water Cyc bank B level 
[Us] Feed sg [m3/s] 
I 0 0.15 -1.37 -2.93 -0.91 3.04 -0 .99 1.69 1.23 
I 18 -0.84 -0.71 3.29 -1.79 3.66 -0.52 2.18 -IA9 
1 42 3.54 -1.79 1.27 -3 .56 2.00 -0.39 -1.34 -1 .71 
4 0 -2.07 -1 .68 -0.74 0.06 2.53 -1 .82 -0.40 -3 .83 
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Table 8. Correlation between peaks in the OSA %Zn and peaks in the image features of 
plant A. 
Image ZnRo%Zn 
Feature 
Zero Positive Zero Negative 
AGL 6 37 5 3 
Instab 12 0 6 39 
NNU 3 31 12 0 
SNE 3 26 15 0 
SM 21 18 23 3 
Table 9. Con-elat ions between peaks in the OSA %Zn and peaks in the add ition rate of 
some Ootation reagents of plant A_ 
Reagent Zn Ro %Zn 
Zero Positivc Zero NCQat ivc 
Zn Ro PAX [g/t) 4 25 6 5 
Pb Ro NaCN [g/t) 1 18 22 3 
Zn Ro pH 1 16 17 4 
Zn Ro CUS04 [g/t) 6 13 4 16 
Table 10. COlTelation between peaks in the addition rate of zinc rougher PAX and peaks 
in the image features of plant A_ 
Image Zn Ro PAX [glt] 
Feature 
Zero Positive Zero Negative 
AGL 9 16 2 9 
Instab 11 16 1 11 
NNU 8 7 4 13 
SNE 3 7 2 12 
SM 1 7 8 5 
LNE 2 21 3 3 
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Plant Feed 
Ball-mill 
Zn-Cond Zn-Ro 
Cu-Clnr Zn-Clnr 
Fig. 1 A simpli fied diagram of the configuration of base metal flotation plant A. 
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Fig. 2 A simplified diagram of the configuration of base metal flotation plant B. 
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Fig. 3 Small Number Emphasis (SN E) as an indication of the inverse bubble size at the 
third zinc rougher cell in plant A from 9h lOon 5 August to 7hOO on 14 August 1996. 
Fig. 4 Instability (lnstab) measure at third zinc rougher cell in plant A from 9h lOon 5 
August to 7hOO on 14 August 1996. 
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Fig. 5 Small Number Emphasis (SNE) as in indication of inverse bubble size at the 
second primary lead rougher cell in plant B from 14h24 on 29 November to 15hOO on 5 
December 1996. 
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Fig. 6 Instability (lnstab) measure at the second primary lead rougher cell in Plant B 
from 14h24 on 29 November to 15hOO on 5 December 1996. 
:: 
'" ;:; 
Stellenbosch University  https://scholar.sun.ac.za
(A) (B) (C) (D) 
. ~ 
(E) (F) (G) (H) 
(1) (1) (K) (L) 
Fig. 7 Images of typical froth structures observed at points of grinding circuit 
pertubations as identified in Figures 3 and 4. 
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Fig. 8 Normalised graph comparing trends in the copper rougher feed Zn content (head 
grade) and the Instability measure of plant A from 12h55 on 5 August to 2h50 on 14 
August 1996, using a 480 minute moving average. 
Stellenbosch University  https://scholar.sun.ac.za
1 
0.9 6 ~ 
0.8 2 
0 
-g 0.7 T ~ 
s:: 0.6 
N 
"'0 0.5 0 
.~ § 0.4 
o 03 
Z 
02 
0.1 
0 
C; - C; - -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
N .-. .". 
'" 
'0 r- oo 0- D 
'" 
.-. v 
'" "" 
r- oo c- o 
'" 
.-. 
.". 
'" 
'0 
N N 
'" 
N N N N 
Fig. 9 Normalised trend for the zinc grade in the combined concentrate in the third zinc 
rougher cell of plant A for September 1996, showing a 480 minute average and a 5% 
error bound. The identifiable peaks I to 8 correspond to those in Figure 10. 
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Fig. 10 Normalised trend for the Instability (lnslab) in the third zinc rougher cell of plant 
A for September 1996, showing a 480 minute moving average and a 5% error bound. The 
identifiable peaks 1 to 8 correspond to those in Figure 9. 
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Fig. 11 SOM map of the normalised Zn grade in the combined zinc rougher concentrate 
of plant A based on an NGLDM feature set (AGL, insrab, NNU, SNE, LNE and SA1) and a 
20x 20 Kohonen layer. The data had a total moving average of 480min . 
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• Class_2 
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Fig. 12 SOM map of normalised Pb grade in the combined lead rougher concentrate of 
plant B based on an NGLDM feature set (AGL, instab, NNU, SNE, LNE ann SM) and a 
20x20 Kohonen layer. The data had a total moving average of 30 minutes. 
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Fig_ 13 SOM map of peak classification for the Zn grade in the combined zinc rougher 
concentrate of plant A based on an NGLDM feature set (AGL. l11slab. NNU. SNE. LNE 
and SM) and a 20x20 Kohonen layer. 1lle data had a tota l moving average of 480min_ 
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Fig_ 14 SOM map of peak classification for the Zn grade in the combined zinc rougher 
concentrate of plant A based on an NGLDM feature set (AGL. lnstab and NNU) and a 
20x20 Kohonen layer. The data had a total moving average of 480 minutes _ 
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ABSTRACT 
On-line textural image analysis was used to quantify the appearance of the surface froth in the zinc 
rougher of a base metal tlotation plant. The textural features of the froth were characterised using 
the neighbouring grey levd dependence matrix method. Poor correlations between the image 
features and the zinc grade over the long term were observed. However, significant correlations 
were obtained when short term disturbances in the zinc grade and reagent addition rates were 
compared with changes in the image features. For the complex base metal plant it was not possible 
to correlate the absolute value of the image features with the zinc grade or any other plant 
parameter. It was observed that the direction of change in the froth appearance, quantified by 
changes in the image features. was of significance. A relationship bdween disturbances in the 
grinding circuit and changes in the image features was observed, which implies that image analysis 
of the froth could be used as a diagnostic too\. 
INTRODUCTION 
The structure of froth developed on the surfaces of industrial flotation cdls has a significant effect 
on both the grade and recovery of valuable minerals in the concentrate. Although these effects are 
well known at the process operational level, where considerable heuristic knowledge is available, 
little work has been reported on a detailed characterisation of the mechanisms and the visual 
characteristics of the surface froth. A computer vision system which uses neighbouring grey level 
dependence matrices has been developed to extract features from the digitised images of the froth 
pl:ase (1-7]. Few other studies have been published on the application of computer vision to 
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flotation froths, and especially on the interrelationship between froth appearance and metallurgical 
performance. 
In this paper it will be shown how disturbances in the operating conditions of a flotation plant will 
eventually show up in the texture of the flotation froth. In addition, it will be shown that 
disturbances in the comminution circuit are reflected in the subsequent froth texture. 
FEATURE EXTRACTION FROM FLOTATION FROTH IMAGES 
Digital images of the froth surface in a rougher flotation cell were captured using a computer with a 
framegrabber connected to an on-line monitoring camera. Separate grey level procedures were used 
to characterise froth texture and stability. Histogram equalisation was performed on the averaged 
image in the stability calculations. The neighbouring grey level dependence matrix Q(r,s), which is a 
two-dimensional array of the frequency counts of the variation in the grey scale of an image [8], was 
used to characterise froth texture. The dimensions of this array are given by the number (r) of grey 
levels in the image and the number (s) of possible neighbours to Q pixels in an image. Q(r,s) is 
computed by counting the number of times that the difference between each element in the image 
function j(i.j) and its neighbours is equal to or less than Q at a certain distance d. The following 
features or parameters can be extracted from Q(r,s): 
SNE = LrLs[Q(r.s)ls2]!RN 
LN£ = LrLs(s2Q(r.s)]lRN 
NNU= Ls[LrQ(r.s)2]IRN 
SM= LrLs(Q(r.s)12IRN 
( I ) 
(2) 
(3) 
(4) 
where RN = LrLsQ(r.s) is a normalisation factor. Despite the fact that it is difficult to associate 
these parameters with a physical meaning, the small number emph(C)is (SN£) usually indica~es the 
fincness of the image. the second momcnt (SNI) is a measure of the homogeneity. while the large 
number emphasis (LNt) and the number nonuniformity (NNU) indicate the coarseness of the image. 
Although ,I..,WE has been found to be inversely related to bubble size [6\. it is not necessarily the 
casco NNU could be directly related to bubble size. although it has been observed at some plants that 
StYE and NNU can actually be rdated positively. This means that neithcr SNE nor NNU can be 
related unconditionally to bubble size. ACL represents the average grey level of an image. 
The characterisation of froth stability is based on the assumption that if the froth is excessively 
unstable. the rate of bubble collapse is high and more local changes in light intensity between 
successive frames should occur than in a stable froth [2]. If two successive frames are compared, 
then the sum Slab of the total statistical distribution of the grey level values of the differences in the 
pixel values is a measure of froth stability: 
Slab = L.L.f(X) 
I J 
with f(x) = I 
f(x) = 0 
5\9 
(5) 
if Ix I - X 2 I ~ I 
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where XI and X2 are pixel grey levels at position ij for two successive frames and I is the grey level 
threshold. 
DETECTION OF DISTURBANCES IN THE COMMINUTION CIRCUIT 
Test work was conducted at an Australian base metal flotation plant. The grinding circuit consisted 
of a Semi-Autogenous Grinding (SAG) mill followed by a ball mill. A pebble crusher was used to 
control the power draw of the SAG mill. A hydrocyclone pack was used for classifying feed from 
the ball mill sump, with the overflow going to a flotation feed buffer tank and the underflow being 
returned to the ball mill. In the flotation circuit there were copper, lead and zinc rougher banks, with 
Maxwell cells with internal launders being used as roughers . The camera was placed on the third 
zinc rougher cell. The On-Stream Analyser (OSA) sampling point was at the mixing box for the 
concentrate streams of the zinc rougher bank. The objective of the test campaign described here was 
to relate the textural features of the froth to perturbations in the grinding circuit as well to the zinc 
rougher OSA concentrate grade. An average residence time had to be estimated in order to reconcile 
the image and plant data. 
Figure I shows the nonnalised stabili~y (Slab) feature plots of the third zinc rougher cell for a 
period of 9 days. Although the images were sampled at a frequency of 6 per minute, the data were 
smoothed using a moving average of 60 minutes due to the noise in both the image and plant data. 
o 9 H 
o 8 
0 7 
B 
G T J K 
o 6 
0 5 
0 • 
0 l 
0 2 
0 I 
0 
'? ~ ~ ~ ~ ~ ~ '? ~ ~ ~ '? ~ ~ '? ~ ~ '? ~ ~ '? N ~ N ~ N N N N 
.. 
';: 
~ iii 
:: . ~ N 
-
~ 0 ... ;.; :: g N 
-
~ '" ~ " ~ N ~ ~ ~ - N N " . '" c:: ~ <D ~ 0 '? ;a - ~ N ;a " ;a a;
'" 
<D a; a; ;a a; a; 
o ~ t • • n d TIm . 
Figun I. Slability measure (Slab) for 9 days during Ihe lesl campaign 
There was an approximate 2.7 hours time delay between the feed to the flotation circuit and the 
third zinc rougher cell on which the image data were gathered. It is reasonable to expect that the 
zinc rougher bank was more sensitive to perturbations in the preceding rougher banks than to 
perturbations in the grinding circuit. Nevertheless, it was observed that a small change or even a 
short stoppage in the grinding circuit had a rippling effect in the flotation circuit which showed in 
the zinc rougher cell that was monitored. The disturbances A to K identified in the image features 
on Figure 1 were the result of the following events in the grinding circuit: 
(A) Ore feed to the plant was cut for a short period of time. 
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(B) Both the SAG and ball mills were shut down due to a power failure. Although the grinding 
section was restarted within a reasonable time, it experienced some further problems. 
(C) to These perturbations were the result of a combination of power draw increase by the SAG 
(F) and ball mill as well as an increase in size of the ore coming into the plant. 
(G) A blocked chute caused the stoppage of ore fed to the plant for around 20 minutes. 
(H) The SAG mill feed was terminated for 5 minutes owing to a pull wire alarm on one of the 
conveyor belts. 
(I) to These disturbances corresponded to stoppages in the ore feeders which had to be cleaned 
(K) and alarms activated on the pull wires. 
The PAX and CUS04 addition rates were based on the ore feed rate, but were not immediately 
terminated when the ore feed stopped, resulting in a short overdosing of both PAX and CUS04 in the 
zinc rougher bank. Peak analysis, explained in the next section, showed that changes in CUS04 
addition ~ere correlated positively with Slab. Figure I confirms this as peaks A. B, G, H, J and K 
indicate an increase in stability with a temporary over-dosage of CUS04 as the result of a 
disturbance in ore feed to the SAG mill. These mill stoppages could have resulted in over-grinding, 
which usually gives an excessively stable froth [7]. This was also observed visually during the test 
campaign. 
Peaks C, E, and F were associated with an increase in power draw of the SAG mill which usually 
corresponded to coarser ore entering the grinding circuit. The pebble crusher took a finite time to 
become fully operational which resulted in coarser particles fed to the ball mill, which resulted in a 
temporarily coarser slurry feed to the flotation circuit. Coarser flotation feed is known to result in a 
decrease in froth stability as is illustrated in Figure I. When the long time lag between the grinding 
circuit and the third zinc rougher cell is considered, it is significant that the disturbances in the 
grinding circuit were reflected in the froth texture. 
EFFECT OF FLOTATION VARIABLES ON IMAGE FEATURES 
Correlations were determined between the plant variables and the image features using moving 
averages of 60,500 and 720 minutes to smooth the short terr~ randomness and t1uctuations caused 
by changes in the ore characteristics, sampling errors etc. The correlation did not improve 
significantly with the longer moving averages. This is attributed to the presence of a high degree of 
short term randomness in all the variables and the long time lag between the point of image 
capturing and the OSA sampling points. Consequently, no absolute relationship existed between 
image features on the one hand and metallurgical performance and flotation variables on the other 
hand. The reasons for this lack of an absolute correlation are discussed in a separate paper [9]. 
Figure I shows that it was possible to relate significant peaks in image features to remote plant 
disturbances. It was therefore decided to investigate a possible relationship between significant 
peaks in image features and flotation variables. Each of the variables or froth features contained a 
degree of randomness which could not be predicted or related to plant disturbances. This medium 
term randomness must be excluded from a correlation analysis of short term peaks. The reasoning is 
that any significant disturbance, as represented by a peak, will deviate significantly from a 5% error 
bound around a moving average of 500 minutes. In view of the complex nature of flotation and the 
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derlying randomness, the occurrence of a peak rather than the peak height was considered to be 
portant. It was decided to analyse the relationship between the significant peaks ')f the ;mage 
ltures on the one hand, and the % Zn in the zinc rougher concentrate and zinc rougher PAX 
dition on the other hand. The approximate time lag between the third zinc rougher cell and the 
;A sampling point was taken-.~.nto account during the identification of corresponding peaks. 
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Figure 2. Normalised trendfor the zinc grade in the combined concentrG.te of the zinc 
rougher for 30 days. showing a 500 minute moving average and a 5% error bound 
:aks were identified and counted manually. The following sign convention was used: Peaks 
dicating an increase above the error bound were labelled as positive, and peaks indicating a 
:crease below the error bound were labelled as negative. If a data set revealed a peak at a certain 
lsition and no corresponding peak occurred on the associated data set, the peak was labelled zero 
r the data set. Figure 2 shows examples of such peaks (Nos I to 8) for zine grade. In the 
Irrelation analysis of the peaks, as shown in Table 1, the following convention was used: If the 
Irresponding peaks in the OSA zinc grade and in the relevant image feature were both positive, or 
)th negative, it was counted as a positive correlation . If the peaks had opposite signs it was 
)tinted as a negative correlation . When a peak was identilied in the relevant image feature but no 
mesponding peak was found in the OSA zinc grade a zero correlation was assigned to the image 
:ature and vice versa. 
Table I. Correlotion berween peaks in the OSA %Zn and peaks in the image features 
Ima!.!,c Parameter Zn Ro % Zn 
Zero Positive Zao Nc!.!,alive 
AGL 6 37 5 3 
Slab 12 39 6 0 
NNU 3 31 12 0 
SNE 3 26 15 0 
Table 2. Correlations between peaks in the OSA % Zn and 
peaks in the addition rate of some jlotation reagents 
Float Reagents Zn Ro %Zn 
Zero Positive Zero 
Zn Ro PAX add. [?It] 4 25 6 
Zn Ro CuSO~ add [1'/t1 6 13 4 
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'able 1 shows a significant correlation between peaks in AGL, S:ab, NNU and SNE on the one hand, 
nd peaks in the OSA zinc grade on the other hand. Similar to previous work [4-6], it is clear that 
jfferent sets of image features are important in the interpretation of different froths . Table 1 
ndicates that a significant increase in zinc grade was usually accompanied by a significant increase 
n the Stab and the·AGL image features . As expected, Table 2 shows a high correlation of peaks in 
he zinc rougher PAX addition with peaks in the zinc grade. Peaks in the CUS04 addition do not 
how a convincingly positive or negative correlation with peaks in the zinc grade. Consequently, 
orne reagents have a more pronounced effect on the froth texture than others, while a significant 
:ffect on the froth does not necessarily imply a significant effect on the concentrate grade. 
Table 3. Correlation between peaks in the addition rate of zinc 
rougher/scavenger PAX and peaks in the imagefeatures 
Ima!?,e Parameter Zn Ro PAX addition fgltJ 
Zero Positive Zero Negative 
AGL 9 16 2 9 
Slab II II I 16 
NNU 8 7 4 13 
SN£ 3 7 2 12 
LN£ 2 21 3 3 
It can be seen from Table 3 that AGL and LNE have a positive correlation with the zinc rougher 
PAX addition rate, while Stab, NNU and SNE have negative rather than positive correlations with 
the addi tion rate of PAX to the zinc rougher. The correlation with SM is inconclusive. The 
correlation between LNE and PAX addition rate is the strongest. The positive correlation between 
zinc grade and PAX addition in Table 2 implies that LNE and zinc grade should have a positive 
correlation, which was not the case. Should bubble size have been the only determinant of the 
textural image feat ures. both NNU and LNE would have been correlated negatively with SNE. This 
is not the case for NNU. which shows again that these image features should not be interpreted in a 
sim plistic fashion . 
The relationships represented in the tables arc reasonably consi stent. However. no single image 
feature can be associated with a single plant variable in view of the multi variable nature of the 
flotation process. Some image features. however. are more sensitive to a specific plant variable than 
is the case with other image features . The analysis of peaks also implies that the interrelationships 
between froth features and metallurgical performance could be observed in terms of short term 
disturbances despite the absence of medium to long term correlations. This has implications for 
plant practice, because it means that the operator has to be mindful of the direction of changes in the 
froth features rather than the actual condition of the froth itself. This is easier said than done by the 
human eye, which provides further justification for an automated computer vision system. 
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CONCLUSIONS 
This test campaign has shown that a significant amount of process information is associated with 
disturbances in the froth texture of a base metal flotation plant. In view of the underlying 
randomness of the ore characteristics, and the long lag between the point of image capturing and the 
\ 
point of sampling, the absolute values of image' features could not be related to flotation variables. 
Nevertheless, significant correlations were obtained between short term changes in both the image 
features and plant variables. The presence and direction of these changes rather than the amplitudes 
of such disturbances in image features or flotation variables could be correlated. The results have 
shown that a substantial change in the froth appearance predicted a change in metallurgical 
performance. Moreover, instabilities in the grinding circuit owing to mechanical failures and 
changes in the ore were reflected consistently in the froth appearance. In summary, the operator 
should be observant of changes in the froth texture rather than attempting to aim for a specific froth 
type. C\early this is very difficult for the human eye, which justifies the use of an automated 
computer vision system for fault diagnosis and for integrating the control and operation of the 
grinding and flotation circuits. 
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Abstract 
Texturol iIl1ll.1.;(' Ollo/\'sis COli 17(' /lscd In fjUWlIij.\' oil-line Ih(' O{JI)(,Or<lllce of the ji"olh in illdtHlrial z.inc 
flotatioll. III this Pill)('/" Ihe slruclure of Ihe Foth is fjtwlltijied hy Ihc nclghhouring grcy /('I'c/ 
dependellcc lIl(l(rix. Owing to challges in the ore alld inuccllmcy in oll-slreWIl wwlyses the 
correlatioll /;elll'cclI ill1age [CO III res alld mcdium terlll zinc recovery is poor. However, a si[Jl1ijical1t 
correlation ('xisls if only short Icrm perturbations in zinc grade and image [ealures are cO/lsidered, 
as showll hy WI SOM Ileuralllet, The relationship between perturhations in the grinding circuit and 
changes in Ihe image /ealures implies that image analysis could be used as a diagnostic tool. 
1 Introduction 
The monitoring and control of mineral processing operations such as froth flotation are often 
conducted on a heuristic or even intuitive basis. Such systems are frequently controlled suboptimally 
owing to human error, inadequate training and lack of experience. The manual control of flotation 
plants is often based on the visual appearance of the froth surface and depends to a large extent on 
th?, experience and ability of a human operator. Evidently, the inexperience or inability of the 
operator can have a significant impact on the efficiency of the plant. 
Despite extensive research on flotation, the interrelationships between the transport mechanisms in a 
froth, the visual appearance of the surface and metallurgical performance are still poorly understood. 
Each plant exhibits its own idiosyncrasies regarding visual characteristics, which may depend on the 
design of the flotation cells, the mineralogy of the ore and the specific flotation chemistry. A 
computer vision system developed at the University of Stellenbosch in South Africa uses 
neighbouring grey level dependence matrices to extract features from the digitised images of the 
froth phase [1-7]. It has been shown that these features can he related to practical values such as 
bubble size, froth stability, froth mobility and viscosity, which can be related directly to flotation 
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conditions [4]. The grey level dependent features encapsulate process knowledge, but their individual 
use is limited owing to the difficulties inherent in the interpretation of feature sets of high dimension 
[3,5]. 
As shown before, it is much simpler to demonstrate the significance of image features during 
laboratory tests [4] than under fluctuating plant conditions [6]. Therefore, it is the aim of this paper to 
discuss the applicability of a computer vision system to the zinc rougher of an Australian base metal 
notation plant. It will be shown how short term fluctuations should be separated from longer term 
trends and how the image features could be used to diagnose perturbations in the grinding circuit. 
2 Feature extraction from froth images 
Images of the froth surface were acquired by an on-line monitoring camera, which were then 
digitised using a framegrabber. Histogram equalisation was performed on the averaged image. The 
neighbouring grey level matrix Q(r,s), which is a two-dimensional array of the frequency counts of 
the variation in the grey scales of an image [8], was used to characterise texture. The dimensions of 
this array are given by the number (r) of grey levels in the image, and the number (s) of possible 
neighbours to a pixels in an image. Q(r,s) is computed by counting the number of times that the 
difference between each clement in the image functionfii.j) and its neighbours is equal to or less than 
a at a certain distance d. The following features or parameters can be extracted from Q(r,s): 
SNE = L'[LslQ(r,s)/s2]/RN 
NNU = Ls[LrQ(r,s)21IRN 
LNE = LrL~Js2Q(r,s)]IRN 
SM = LrLs[Q(r,s)12IRN 
where RN = LrLsQ(r,S) is a normalisation factor. It is difficult to allach a physical meaning to each of 
the above features. Nevertheless, the small number emphasis (SNE) usually gives an indication of the 
fineness of the image, the second moment (SM) is a measure of the homogeneity, while the large 
number emphasis (LNE) and the number nonuniformity (NNU) are indicative of the coarseness of the 
image. Although SNE has been found to be inversely related to bubble size [6]. it is not necessarily 
the case. NNU could be directly related to bubble size, although it has been observed on some plants 
that SNE and NNU can actually be related positively. This means that neither SNE nor NNU can be 
related unconditionally to bubble size. The average grey level of an image is AvGrey. 
The characterisation of froth stability is based on the premise that if the froth is excessively stable, 
i.e. the rate of bubble collapse ,is slow and fewer local changes in light intensity between successive 
frames should occur than in an unstable froth [2]. If two successive frames are compared, then the 
sum S of the statistical distribution of the grey level values of the differences in the pixel values is a 
measure of froth stability: 
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5::: LL.f(x) 
1 J 
with f( x) = 0 
= 1 
where XI and X2 are the pixel grey levels at position ij for two successive frames and t is the grey 
level threshold. 
3 Description of flotation plant 
Test work was conducted at a complex base metal flotation plant in Australia treating ore containing 
pyrite, sphalerite, galena, arsenopyrite and chalcopyrite as the main sulphidic constituents. After 
Semi-Autogenous Grinding (SAG) and ball milling the pulp was floated sequentially for copper, lead 
and zinc , as depicted hy the simplified flowsheet in Figure I. A pebble crusher was used 
intermittentl y in the cont ro l of the power draw of the SAG mill. When there was a disruption in the 
orc suppl y to the SAG mill , or a stoppage of the mill itself. water was added to the SAG mill 
di scharge sump in order to preven t it from running dry and cause a stoppage of the ball mill , which 
was run at ncar full cap;}c ity. T he pulp from the SAG mill di scharge sump was screened, the overflow 
returned to the SAG mill, whi le the underfl ow joined the hall mill discharge in the hall mill sump. 
The pulp from thi s sump W;}s class ified in a hydrocyclone , with the underflow bcing returned to the 
ball mill and the overflow reporting to the flotation feed buffer tan k. Therefore , it is reasonable to 
expect th at a dampened perturbati on in the grind ing circuit will manifest itself in th e fl otation circuit. 
Figure J: 
Plarrt Feed 
Zo-Cood Zn-Ro 
A simpl ified flowsheet of the base metal flotation plant showing the position of the 
video camera 
Proceedings oj [h e XX 1M PC - Aachen, 21-26 September J 997 317 
Stellenbosch University  https://scholar.sun.ac.za
vall Devclller. BeZlIidell/zollt. Moo/mall (~ 
Maxwell flotation cells with internal launders were used in the copper, \cad and z.inc rougher banks. 
The camera was positioned above the third zinc rougher cell. CUS04 was added in the zinc 
conditioning tank. The first pH measurement for this bank was taken at the conditioning tank and the 
second pH measurement was taken at the 4th cell in the bank. Lime was added automatically to 
control the pH. Potassium Amyl Xanthate (PAX) was added to each cell of the rougher ba.nk 
. , 
excluding the conditioning cell. Sodium cyanide (NaCN) as a depressant was added to the lead 
rougher/scavenger conditioning tank at the front of the lead rougher/scavenger bank. The zinc 
rougher/scavenger bank concentrate stream was sampled by an Outokumpu Courier on-stream 
analyser (OSA) at the mixing box where all the cell concentrate streams combine before being 
pumped to the zinc cleaners. This implies that any perturbation occurring in the 3rd zinc rougher cell 
will be highly dampened when reflected in the zinc concentrate value of the OSA. Moreover, the 
OSA value is an aggregate of the concentrate collected from all the cells and not only from the 3rd 
cell monitored by the video-camera. 
The aim of this test campaign was to relate textural image features of the froth to perturbations in the 
grinding circuit as well as to the zinc concentrate grades given by the OSA. For t.his purpose the 
residence times between the various sections of the plant had to be estimated in order to reconcile 
data. In this estimation average flow rates and cell volumes were used, together with the assumption 
that the residence times of the concentrate and tailings streams for each cell were similar. The entire 
grinding circuit was also taken as a single unit in this ca\cuiJtion. 
4 Diagnosis of perturbations in the grinding circuit 
Figures 2 and 3 show respectively the normalised SNE (Inverse bubble size) and stability (S) 
measures for the 3rd zinc rougher cell for the period from 9h lOon 5 August 1996 to 7hOO on 14 
August 1996. Various perturbations identified as A to L arc also indicated. A moving average of 60 
minutes was used to smooth the data as a result of noise in both the image data and plant data. 
There was a time lag of approximately 2.8 hours between the feed to the flotation circuit and the 3rd 
zinc rougher cell on which the image data were gathered. Therefore, disturbances in the copper and 
especially the lead circuit arc expected to have a more prominent effect on the zinc rougher than do 
perturbations in the grinding circuit, which are expected to be more dampened. Despite the 
dampening effects of sumps, buffer tanks and the copper and lead circuits, it was observed that even 
small changes or stoppages in the grinding circuit had a rippling effect in the zinc circuit. The 
perturbations A to L identified in the image features on Figures 2 and 3 were the result of the 
following events in the grinding circuit: 
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(A) Ore feed to the plant was cut for a short period of tilllt:. 
(B) Both the SAG and ball mills were shut down due to a power failure. Although the grinding 
section was up and running within a reasonable- time, it experienced a further two brief stoppages 
owing to a second power failure and a false alarm on the SAG mill. 
(C) to (F) These perturbations were the result of a combination of an increase in power draw by the 
SAG mill as well as an increase in size of the are entering the plant. The pebble crusher was used to 
help control the power draw hy crushing the ore discarded by the SAG mill discharge sump screen 
(the discarded ore returned to the SAG mill via a closed loop) and so reducing the amount of ore 
build-up in the SAG mill. 
(G) A blocked chute caused the stoppage of are fed to the plant for around 20 minutes. 
(H) The feed was cut off for 5 minutes owing to a pull wire alarm on one of the conveyor belts. A 
probable reason for this alarm could have been a rock falling from the conveyor belt or a metal wire 
not removed by the magnets. 
(I) to (K) These corresponded to stoppages in the ore feeders which had to he cleaned and alarms on 
the pull wires, etc. At that stage the flotation operators complained ahout the IJnsellling crfectthatthe 
grinding had on the notation circuit. 
(L) This was caused hy a feed cut off owing to a tear in the conveyor belt and problems with alarm 
pull wires. 
In general, events A, 13, G, H, I, J, K and L were caused hy a stoppage in the opt:ration of the SAG 
mill, during which time lllore water was added in order to keep the hall mill running. This resulted in 
a decreased pulp density and overgrinding of the heavier hase metal sulphides. Although the addition 
of reagents was decreased upon a stoppage of the SAG mill, this did not happen instantaneously, so 
that there was an over-dosage of xanthate and coppt:r sulphatt: for some time. An analysis of peaks as 
explained in the next section showed that the crrect of changes in PAX addition on SN£ and stability 
was not conclusive. However, surges in copper sulphate addition were correlated positively with 
surges in stahility. This is confirmed hy Figure 3, where peaks A, B, G, H, I. J, K and L indicate an 
increa:.;e in stability with a temporary over-dosage in copper sulphate due to a decrease in the 
flowrate of solids upon stoppage of the SAG r11ill. Moreover, the overgrinding gave smaller particles 
whit:h are known to cause excessively stahle froths (Figure 3) and large buhble sizes, which could be 
related to a decrease in SN E (Figure 2). This was also ohserved visually during the test campaign and 
confirms earlier results in the literature [7]. 
Peaks C, E and F conform to increases in the power draw of the SAG mill which usually . occurred 
when coarser particles entered the grinding circuit. Peak D is an anomaly in this pattern and could be 
the result of other inlluences occurring at the same time. Although the pebble crusher was used under 
such circumstances, surges of coarser particles were fed to the hall mill, which resulted in coarser 
particles being fed temporarily to the flotation circuit. Previous results [7J have shown that such 
coarser particles result in finer bubbles (greater SNE) and decreased froth stability, as illustrated by 
Figures 2 and 3. If the long time lag between the grinding circuit and the zinc rougher bank, and the 
320 . Proceedings of (he XX 1M PC - Aachen, 21-26 September 1997 
Stellenbosch University  https://scholar.sun.ac.za
@ On-line visllo iisarion oj florat ion pelj(JrlIl(lnce Ilsing nellral computer vision oj tile JrOlil texture 
numerous physico-chemical effects arc taken into account, it is signi ficant that perturbations in the 
grinding circuit are reflected so consistently in the features of the zinc rougher froth. 
5 Relationship betwe~n image features and zinc grade 
correlations were determined between the zinc grade in the zinc rougher concentrate and the 
different image features using moving averages of 15, 60, 480 and 720 minutes so as to smooth short 
term randomness and fluctuations owing to vihrations in the images and sampling errors of the OSA. 
Although the correlations improved slightly with longer moving averages they were still less than 
50%. Also, the signs of such correlations were not always as expected, e.g. the zinc grade showed a 
negative correlation with AvGrey. This implies that either (a) the image features were meaningless 
and did not reflect metallurg.ical performance, or (h) in view of the non-linear and multi-input-multi-
output nature of the system a correlation analysis is inappropriate, or (c) the dampening dkct of the 
processing units between the 3rd rougher cell and the sampling point of the OSA is dominant, or (d) 
the nature of the orc varies randomly. and allects the recovery and surface texture to difkrent 
degrees. Prob:J.bly all these reasons contrihute to the apparently poor correlations. Ne\'ertheless. 
Fioures 2 and 3 indicate that si~nificant perturbations in process conditions could be related to 
o ~ 
perturbations in image features. 
Consequently, it was decided to analyse the correlation between peaks in the zinc grade and peaks in 
the image features. The h:J.sis of this analysis is that all measurements contain a high degree of 
randomness which cannot he predicted or related to process conditions. Therefore, this medium term 
randomness must be excluded from any correlation analysis of short term peaks. If a significant 
perturbation occurs, as represented by a peak, it will deviate significantly from the hase-line, as 
represented by a moving average of 500 minutes in this case. In view of the various complex 
influences mentioned above, the occurrence of a peak rather than its height is considered to be 
important. 
tn order to eliminate the stochastic nature of the data from the analysis of peaks, it was decided to 
speeify an error bcund around the moving average and then to identify peaks which represented 
deviations beyond these error bounds. Values of 5% and 10% were tested and found to be 
appropriate, depending on the randomness of the data. For the A vGrey 10% was used, while the error 
margin for all the other data sets was 5%. The estimated residence time between the 3rd zinc rougher 
cell and the OSA sampling point was taken into account when identifying corresponding peaks. 
However, changes in pulp density, pulp level, aeration, feed rates and numerous disturbances in 
operating conditions caused the residence times to vary as well by a few minutes. Moreover, the 
width of peaks was not constant in view of this variability of residence times. 
Peaks were identified and counted manually. The following sign convention was used: Peaks 
indieating an increase above the error bound were labelled as positive, and those showing a decrease 
below the error margin were lahelled as negative. If a data set revealed a peak at a specific position 
and no corresponding peak occurred in an associated data set, such absence of a peak was labelled as 
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zero. Figure 4 shows examples of such peaks (Nos. I to 8) for the zinc grade. AvGrey and stability. 
In a correlation analysis. as shown in Table I, the following convention was used: If corresponding 
peaks in the relevant image feature and the OSA zinc grade were uoth positive, or were both 
negative, a positive correlation was assigned. When the signs of the peaks were opposite a negative 
correlation was assigned . When a p.:::ak was identi fied in the relevant image feature but no 
corresponding peak was found in the OSA zinc grade a zero correlation was assigned to the OSA 
zinc grade. When a peak was identified in the OSA zinc grade but no corresponding peak was 
identified in the relevant image feature a zero correlation was assigned to the image feature . 
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Figure 4 (a): Normalised trend for the zinc grade in the combined concentrate of the zinc rougher 
bank for September 1996. showing a 500 minute moving average and a 5% error bound. 
The identifiable peaks I to 8 correspond to those in Figures 4 (b) and 4 (c) . 
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Figure 4th) : Normalised trend for the Average Gray Level in the third zinc rougher ceIl for 
September 1996. showing a 500 minute moving average and a 5% error bound. The 
identifiable peaks 1 to 8 correspond to those in Figures 4 (a) and 4 (c). 
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showing a 500 minute mov ing. average and a 5<7<, error b\lund . The identifiahle peaks I 
to g correspond to those in Figures 4 (a) and 4 (b) . 
Table I : Correlation between peaks in the OSA %Zn and peaks in the image I'catures 
Image Feature OSA zinc grade for zinc rougher scavenger 
Zero Positive Zero Negative 
AvGrey 6 37 5 :1 
Stability 12 39 6 0 
NNU 3 31 12 0 
SNE 3 26 15 0 
SM 21 18 23 3 
Table I shows a significant correlation between the AvGrey, Stability, NNU and SNE on the one 
hand, and the OSA zinc grade on the other hand . This correlation was not as significant for the SM, 
although the correlation was still positive rather than negative. Similar to previous work (5-7] it is 
clear that different sets of image, features are important in the interpretation of different froths . Table 
I indicates that a sharp increase in zinc grade was usually accompanied by a sharp increase in 
stability and A vGrey. Changes in SNE and NNU were both significant and consistent, but were 
positively correlated, which means that they could not be related directly to changes in bubble size. 
These correlations in Table I also imply that the interrelationships between froth features and 
metallurgical performance could be observed in terms of short term perturbations despite the absence 
of longer term correlations . This is significant for plant practice, because it means tha t the operator 
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has to be mindful of the direction of changes in the froth features rather than the actual condition of 
the froth itself. Clearly this is easier said than done by the human eye, which provides further 
justification for an automated computer vision system. Although not shown here, excellent 
correlations were observed between the peaks of image features and peaks in copper sulphate' 
addition. 
6 Self-organising maps (SOM) 
SOM neural nets create two-dimensional feature maps of multi-dimensional input data in such a way 
that order is preserved [9]. The main distinguishing feature of Kohonen networks is that no output 
data are required to train the net Such a net consists typically of an input layer, which is fully 
connected to a two-dimensional Kohonen layer. Each process element in the Kohonen layer measures 
the Euclidean distance of its weights to the input values (exemplars) fed to the layer. A winning 
clement is then selected on the basis of a minimum Euclidean distancc. Thc weights of the winning 
clement, as well as its neighbours arc subsequently adjusted in order to move the weights closer to 
the input vector. The adjustment of the weights of the elements in the immediate vicinity of the 
winning element is instrumental in the preservation of the order of the input space and amounts to an 
order preserving projection of the input space onto a two-dimensional Kohonen layer. 
Figure 5 depicts an SOM based on the feature set (AvCrey, S, NNU, SNE and SM) for the 
classification of OSA Zn grade peaks as being positive (Class_ + I), zero (Class_O) or negative 
(Class_-l) as defined in section 5. Hence, the input vector also consisted of values +1, ° or -I for 
each of the image fcatures. It is clear that a reasonable clustering of zinc grade peaks was possible in 
terms of their image peaks, which confirms the feasibility of considering peaks instead of absolute 
values. Figure 6 shows a similar SOM plot, but with a more restricted feature set (AvCrey, S, NNU). 
yielding a slightly less efficient clustering of zinc grade peaks. Hence, despite the weaker correlation 
properties of SNE and SM according to Table I, it is still advisahlc to incorporate them in a 
topological map. 
7 Conclusions 
The surfaces of industrial flotation froths encapsulate significant process information regarding 
perturbations in the plant In a complex base metal plant it was not possible to relate the absolute 
values of image features to' the absolute values of zinc grade of the zinc rougher concentrate. 
However, a significant correlation was observed between short term changes (peaks) in the zinc 
grade and various image features. The direction of significant shifts in the zinc grade could be 
described via an SOM plot in terms of shifts in the image features. It was not always possible to 
attach a physical meaning such as bubble size to individual textural image features. Despite the 
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dampening effect of the copper and lead circuits, perturbations in the operation of the grinding circuit 
were reflected clearly as changes in the froth texture of the zinc roughers . This holds important 
implications for plant practice, because it means that the operator should be mindful of perturbations 
in the froth texture rather than attempting to aim for a specific froth type. Therefore, an automated 
computer vision system will be a suitable diagnostic tool for integrating the control and operation of 
the grinding and flotation circuits. 
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SYNOPSIS 
7he cOllstructioll of WI illlelligl.:l1l autOl1wtiOIl .\ystt.:111 reqllirt.:s a conshierahle al1l01lllt of 
backgToulld /1!!oJ"llwtioll Oil sellsors, sigmd processill};, electrollic hardware, 
illumillatioll, oplics, url[/iciul illtelligt.:llce alld sl:\·t.:ral olher mpecls. A Ilhollgh m()st ()f 
the techllology is l/\'(/iluh/e. it is widely di.\persed thro/lgh mallY specialisl reference 
hooks alld sciellt[fic papers, //Iakill}; the il!!orilllllirJII difficult to access (llld exploit. It is 
therefore I/ot surprisillg thul /llIlil receJIIly fillie !UL\' hee/l dOlle 10 de\'e!op machiJle vision 
systems in cheJllical olld millauls engineerillg. HOlI'ellt.:r, recellt developments in the 
illtegrati()11 of the relt.:\'W/1 lec/llwlogies are creatillg I/ew pO.\:\,ihililies for practical 
machille \'isioll ClpplicUfirJIIs. The p()iellliol for fllture exploitatioll of compllter visioll 
.\yslems ill chemical engilleaillg is enormo/ls alld lillie imaginatioll is required to 
elll'isoge /lse/ul illdustrial opplicalir)JIs in l1.g }lotUlioll plallts, thl1 automatic monitorillg 
of the ullde/jloll' (!! hydrocyclolles, particle systems, etc. As the 1170st importallt 
separatioll techlli(/lle ill mil/eml processing. flotatioll has heelt thl1 suhject of intensive 
illvestigatioll o\'er lIIallY yeurs, hilt despite these efforts ·it remaills a poorly understood 
process that de.fies ~ellem//y IIseflll mathematical moddlillg. As a result the contra/ of 
industrial flotatioll plollls is a/tell based all Ihe visllal appearGlICI1 oj the /roth phase, and 
depl1l1ds t{) a large extellt Oil the experieJlce. alld ability of a hlll11all operettor. III this 
IXI/Jer it is sholl'lI thut several/eatures, such as average huhhle si=e. froth stability, froth 
mohility alld viscosity call he extracted llnd that \'(1riolls froth structures call be classified 
hy IIsillg a leamillg vector qll(/lIti=ation (LV(}) lIeural lIet. It is also showll tHat the 
hydrocyc:lol/e IIlIderflow .\pray allgle CWI he IIsed us a diagllostic tu()1 for performaJlce 
predictioll hy usillg ill/oge analysis techlliques. 
'-
KEYWORDS: computer vision. flotation froth. hydrocyclone underflow 
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INTRODUCfION 
The rapid development in computer vision, computational resources, artificial intelligence 
and the integration of these technologies are creating new possibilities in the design and 
implementation of commercial machine vision systems. In chemical and minerals 
engineering numerous opportunities for the application of these systems exist, of which 
the characterization of flotation froth structures and the underflow of hydrocyclones are 
good examples of the utilization of visual data as a supplement to conventional plant data 
in ill-posed processes and unit operations. 
In conventional computer vision systems some of the main obstacles have been the 
computational demands and the development and implementation of image processing 
algorithms to complex real-world problems. 'TIle introduction of artificial intelligence 
techniques such as the use of connectionist approaches has been responsible for a new 
generation of machine vision systems, as para!lel proces~ing provides a solution to the 
constraints imposed by computational requirements and ill-posed problems [1]. 
Already some research applications predicated on image processing can be encountered in 
chemical and minerals engineering, of which the characterization of flotation froths [1-6] 
and particles [7-10] are recent e:-<.amples. The potential for applications is not lirruted to 
image (two dim'.!nsional) processing, but may be extended to one dimensional digital signal 
processing, for example in the feature extraction of the vibration of ball mills [I I]. 
In this paper the application of computer vision in the characterization of flotation froths 
and in tbe monitoring of the perfonnance of hydrocYc\0!leS as case studies is 
demonstrated. A brief overview of the components of general computer vision systems is 
given, after which the motivation and basic methodology of image analysis for each of the 
case studies is discussed. 
TIle results indicate that visual information can be quantified sufficiently well for 
successful implementation in a new generation of intelligent automation systems in 
industrial plants that is comprised of a combination of machine vision and conventional 
automatic control components. 
COMPUTER VISION SYSTEMS IN CHEMICAL ENGINEERING 
Components of computer vision systems 
In fig. 1 the basic elements of an image analysis system is depicted_ In low-level processing 
image acquisition is typically followed by noise filtering a::.d other image enhancement 
techniques; while intermediate-level processing constitutes higher level tasks such as 
texture extraction, edge detection, object location and other image segmentation 
techniques. Classification, interpretation and description of images on the other hand, can 
be viewed as high-level processing. The process of image analysis follows both a bottom-
up and a task-driven approach, which is similar to biologic11 visual perception. In previous 
work it has been shown [1] that a co'nnectionist system provides a solution to the demands 
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Froth stability 
The stability of flotation froth is one of the crucial factors in the achievement of a final 
separation of minerals because a froth of the correct stability provides additional 
selectivity during flotation. When the froth is not sufficiently stable (e.g. when the water 
content is too high), the mineralized bubbles rupture before they can be scraped over the 
weir of the flotation cell and mineral particles already collected become detached and 
settle back into the pulp. Too stable a froth, on the other hand, could entrain a large 
amount of gangue (e.g. when the depressant flow rate is too low), and a concentrate of 
poor grade would result. In extreme cases of very stable froth, the mechanical handling of 
large volumes of froth would present difficulties. 
'The characterization of tbe froth stability is based ou the following heuristics. If the froth 
is excessively stable, i.e. if the rate of bubble c,ollapse is low, fewer local changes in light 
intensity between successive frames (ligbt to dark or dark to light) occur than in an 
unstable froth. In an unstable froth a high rate of bubble collapse and formation of new 
bubbles are reflected by a rapid change in the highlights on top of bubbles (caused by the 
spotlight) and bubble boundaries (light areas). A simple technique which consists of the 
calculation of difference images from sequential frames in the grey level domain and the 
summation of a statistical distribution (for a particular grey level tllreshold) was used to 
extract this information. 
Froth mobility alld viscosiTy 
Other frothing properties that are important in flotation processes are the froth viscosity 
and mobility. TIle amount of hydrophobic minerals constituting the miueral froth strongly 
iltf1uences tlle froth viscosity [13]. Too high a frotll viscosity, for example, can retard the 
drainage of physically carried over hydrophobic particles. T! . .! viscosity and mobility of 
froth interact and have an important influence on plant performance [14]. 
A very simple but effective method is used for chardcterizing the froth mobility. The 
application of a particular digital function of the VHS camera (a Pauasoruc M40) results ill 
an image in which motion is smeared or blurred in proportion to the horizontal velocity of 
the surface froth. A more mobile froth tberefore produces an image with more pronounced 
lines of motion compared to a stagnant or slow-moving froth. Since the statistical 
classification techniques used in previous work are based on the assumption that the 
flotation froth can be viewed as a texture [5], these images are effectively distinguished by 
using the same methodology. 
Classificatioll of froth stntctllres 
The classification of froth structures is based on plant heuristics, i.e. in accordance witb 
empirical rules useJ by the experienced operators of the particular plant. Classification of 
visual froth structures must therefore be related to the actual metallurgical parameters and 
the plant performance. In this paper'the subject cfthe investigation was a copper flotation 
plant, in which the following classification of froth structures proved to be useful: 
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Class 1: Well-loaded bubbles with a Window-like spot 011 top, indicating that the froth is 
neither too brittle nor too tough. 
Class 2:" Polyhedral bubbles with a deep well-drained froth structure, in which adequate, 
~eparation of mineral and the gangue has been attained. 
Class 3: A tough froth, that exhibits resistance against the flow, as indicated by its 
predominantly elliptical bubbles. 
Class 4: A froth depleted of minerals, as indicated by small spherical bubbles. 
Class 5: A mobile, fast-moving froth. 
Class 6: A slow-moving froth with poorly defineri direction of flow. 
A learning vector quantization (L YQ) neural net was used in the classification process as 
described in detail elsewhere [5]. , 
1\1onitoring of hydrocyclone performance 
Optimization of the perfonnance of hydrocyclones has traditionally been based 01\ large 
data bases or empirical models. lllese approaches have to date not proved to be 
particularly successful, owing to the complexity of hydrocyclone separation processes. By 
making use of image' analysis techniques many of these problems can be sunnowlted. 
Image analysis methods can be used to extract vatious features from the wlderflow, ill 
particular the spray angle, flow velocity and slurr), content. By making use ofvatious edge 
detection techniques, the spray angle can be calculated on-line from videographic images. 
l1lis angle can thell be related to the perfonnance of the hydrocyclone. 
RESULTS AND DISCUSSION 
Flotation froth surfac1!s 
It was found that two parameters of a statistical teXture eXtraction technique call be used 
as measures of the average bubble size in the images [4], uamely the I (inertia) and the LH 
(local homogeueity) measures. From figure 2 in which normalized values of the measures 
are presented it can be seen that the inertia measure decreases \v1th increase in bubble size, 
in contrast witb tbe measure' LH which follows an opposite trend. l1le coefficients of 
multiple detennination (R2 -values) for the linear regressions fits of the two measures w~re 
94% and 96,%, respectively. The opposite trends can readily be eXlJlained in terms of the 
pbysical interpretation of the statistical measures. 
'-
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Fig. 2 Extraction of average bubble size from surf.lce fToth . 
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In fig. 3 the characterization of the stability of three froths is illustrated by using the 
difference image technique. 'He sticky froth developed after a decrease in the depressant 
flow rate and the unstable froth was caused by too high a depressant flow rate. 
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Fig. 3 Distinction between stable and unstable flotation froths . 
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In table 1 the ability of the neural nct 10 dassify rroths based rn statistical features is 
shown. The overall classification rate of92% is comparable to the classification ability of a 
heman expert, which implies that even small differences between rroth classes can be 
detected. From table 2 it can be seen that the L VQ net was 100% successfill in 
distinguishing a fast-moving rrolll a slow-moving rroth. 
class 
I 
2 
3 
4 
Table 1 
class 
--
-- --
classification by L VQ 
number % I 2 3 4 
26 92.3 24 2 
24 87.5 2 21 I 
--
27 88.9 I 2 24 
') .... 
_.J 100 23 
Classification results of LVQ neural net for di stinction between four rroth 
structures (overall correct cIas'sification of92 %). 
number 0 / , 0 
fast-moving 9 100 
slow-moving I I 100 
Table 2 Classification results of L VQ neural net for characterization of mobility of 
rroth (overall correct classification of 1 OO~'o) . 
1l1e advantage of using topological lIl<lpS instead of other types of classifiers, is that they 
can be used to track the perfonllance of flotation processes 0;1 a continuous basis, as 
opposed to the identification of discrete classes by using supervised neural nets or other 
types of classifiers. This enables the early detection of drift or other incipient process 
deviations, which could otherwise not be detected \vithout an undue proliferation of 
classes in an attempt to foresee all possible deviations in the process [6] . 
Underflow of hydrocyclones 
In fig. 4 the spray angle is given as a· fimctioll of the flow rate. TIle large, error bar at low 
flow rate was caused by an oscillation in the spray angle of the wlderflow, whic~ in tum 
can be used in the detection of erratic process behaviour. By using simple Newtonian 
equations of motion and the spray angle the initial fluid velocity rrom the Wlderflow nozzle 
can be calculated. 
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Fig. 4 Monitoring of the angle of the llnderflo\\' of a hydrocyclone as a function of the 
flow rate. 
CONCLUSIONS AND SIGNIFICANCE 
TIle results show that a sig11ificant amount of data can be extracted from flotation froth 
structures. In a practic:-d machine vision system a modular approach can be followed, in 
which different modules extract colour, average bubble size, froth stability and froth 
mobility after which froth structures can be classified by using a neural net. TIle 
combination of these data with the data of conventional control measures (e.g. pulp level 
and density, flow rates, on-line analysis of chemical and physical properties, etc.) in a 
supervisory knowledge-based system, for example, may mark the beginning of a new 
generation of intelligent flotation automation systems. 
In the monitoring of the underflow of the hydrocyclolle these initial measurements can 
translate to a variety of applications, including the detection of pressure fluctuations. 
roping of the underflow and gross separation inefficiency. Coupled to an expert or 
knowledge-based system these feature measures enable the development of all on-line 
automatic analysis of hydrocyclone operation. TIlis \vill greatly assist plant operators and 
researchers in assessing the performance of the hydrocyclone component in processmg 
circuits. 
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Identification of Plant Disturbances in Froth Flotation Using Computer Vision 
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Abstract 
The appearance of the surface froth in a batch flotation cell, as well as that in several base metal flotation plants w.as 
quantified on-line using textural image analysis based on the neighboring grey level dependence matrix method. 
Batch tests showed that disturbances in textural features related to bubble size and stability could be explained as a 
function of flotation conditions. On three base metal plants it was possible to correlate specific disturbances in the 
milling circuit to perturbations in the texture of the flotation froth. This means that a froth vision system could be 
used as a diagnostic tool even for the milling circuit. In general, it was justified to place multiple video-cameras at 
different positions in a flotation plant so as to obtain textural information over a wide range of floatabilities present 
in the ore. Such extensive data are not available from a single camera in a bank, which is often the main reason for 
poor correlations between textural features and flotation performance. Nevertheless, significant correlations were 
obtained when short term perturbations in the concentrate grade and reagent addition rates were compared with 
changes in the image features. The direction of change in the froth appearance, quantified by changes in the image 
features, was of significance. Often operators should be observant of perturbations in froth appearance rather than 
controlling the circuit by aiming for a specific froth type. 
INTRODUCTION 
Flotation plant operators still rely on the visual appearance of the froth surface as an indication of the efficiency of 
the plant despite the availability of on-stream analysers (OSA) on many plants. Although operators suspect that the 
froth texture is important, they often do not know how to interpret changes in the froth appearance, partly because 
different sets of conditions can result in a similar visual froth appearance. The efficiency of the plant is significantly 
affected by the ability and experience of the operator, a fact which is too often underestimated. Consequently, an 
automated computer:, vision system is a valuable tool to assist less experienced operators with the interpretation of 
froth appearance. Also, many operators have a tendency to make the period for process settling (after a change in a 
plant variable) and measurement too small and of fixed size. Evidently, this in combination with human error, lack 
of training and inadequate experience leads to suboptimal control of flotation plants (Moolman et aI., 1996). 
Although a few groups internationally are currently investigating the application of computer vision to flotation, the 
industrial utilization of image features has net received much attention (Cipriano et aI., 1997; Hargrave et aI., 1996; 
Hargrave and Miles, 1997). . 
In this paper a textural approach of on-line feature extraction will be used to obtain indications of froth coarseness 
and stability for a variety of froths. The proposed system has been in operation at various flotation plants in South 
Africa for extended periods of time, and has been tested at two base metal plants in Australia. In the first instance it 
will be shown how changes in batch flotation conditions will affect froth texture in order to demonstrate the 
relevance of the textural features (Moolrnan et aI., 1995a). Secondly, it will be shown how perturbations on a plant, 
including the milling circuit, are reflected in changes in the froth texture (Bezuidenhout et aI., 1997). A Self-
Organizing Map (Kohonen, 1990) will be used to classify froths in terms of concentrate grade. The difficulty of 
relating froth texture to metaliurgical performance will be discussed and some justification will be provided for the 
use of multiple cameras on a plant. The aim of this paper is not to discuss all plant trials in detail, but rather to give a 
snapshot of some of the results. It will become evident that the relationship between froth texture, flotation 
conditions and performance is convoluted, but that substantial progress has been made using computer vision. 
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APPLICATION OF THE COMPUTER VISION SYSTEM 
A computer with a framegrabber connected to an on-line monitoring camera was used to capture digital images of 
the froth surface. Separate grey level procedures were used to characterise froth texture and stability. Histogram 
equalisation was performed on the averaged image in the stability calculations. The neighbouring grey level 
dependence matrix Q(r,s), which is a two-dimensional array of the frequency counts of the variation in the grey scale 
of an image (Sun and Wee, 1983), was used to characterise froth texture. The exact mathematical expressions were 
given in an earlier paper (Bezuidenhout et aI., 1997). The small number emphasis (SNE) usually indicates the 
fmeness of the image, the second moment (SM) is a measure of the homogeneity, while the large number emphasis 
(LNE) and the number nonuniformity (NNU) indicate the coarseness of the image. Although SNE has been found to 
be inversely related to bubble size (Moolman et aI., 1996), it is not necessarily the case. NNU could be directly 
related to bubble size, although it has been observed at some plants that SNE and NNU can actually be related 
positively. This means that neither SNE nor NNU can be related unconditionally to bubble size. AGL represents the 
average grey level of an image. The characterisation of froth instability is based on the assumption that if the froth is 
excessively unstable, the rate of bubble collapse is high and more local changes in light intensity between successive 
frames should occur than in a stable froth. If two successive frames are compared, then the sum Instab gives a 
measure of froth instability in contrast with the Stability measure. 
As an example of batch flotation, the recovery of gold-bearing chalcopyrite in the presence of pyrite was 
investigated using different air flow rates, additions of sodium metabisulfite as a pyrite depressant and water soluble 
silicates as dispersants for iron oxyhydroxides inhibiting flotation. A bottom driven cell of 2.5 litres with manual 
scraping was used, which allowed the capturing of froth images between scrapings. 
Industrial test work was conducted at two complex base metal flotation plants in Australia, which will be referred to 
as plants A and B. Plant A used Maxwell cells with internal launders in all the rougher banks, with gravitational flow 
between cells. The camera was positioned to monitor the froth surface of the third zinc rougher cell. The zinc 
rougher bank concentrate stream was sampled at the zinc rougher/scavenger concentrate mixing box where all the 
cell concentrate streams combined before being pumped to the zinc cleaners. Consequently, the videographically 
monitored cell contributed only about 14% of the total concentrate volume which was analysed by the Outokumpu 
Courier OSA, which implies that a significant damping effect was implicit in the results. 
At plant B, primary grinding was conducted by four parallel independent lines. Each grinding line consisted of an 
open circuit rod mill followed by one stage of ball milling. The ball milling consisted of two ball mills run in 
parallel, each feeding a separate cyclone. After reagent addition the mixed pulp was split ill two, feeding two 
identical primary lead rougher banks. Frother was added at the start of each primary lead rougher -bank, consisting of 
Agitair cells. The camera was positioned above the second primary lead rougher cell. The tails from each primary 
lead rougher bank were sampled by the Outokumpu Courier OSA at the end of each bank. The primary lead 
concentrate was combined with the concentrate of the lead rougher/scavenger banks before it was sampled by the 
OSA. Average residence times had to be estimated in order to reconcile the images and the p.!ant data in each of 
plants A and B. In a third base metal plant in South Africa five cameras were placed at various positions in the 
rougher, scavenger and cleaner banks so as to combine vision and metallurgical data for a wide distribution of 
floatabilities and mineralogy. 
DETECTION OF CHANGES DURING BATCH FLOTATION 
It is expected that as concentrate is removed during a batch test, the bubbles in the froth will usually become smaller 
with a concomitant decrease in stability. Figure I depicts a corresponding increase in SNE (inverse of bubble size) in 
some tests, depending on the chemical conditions. If sodium metabisulfide (MBS) was added initially, the pulp and 
froth structure changed substantially during a run, with a significant change in froth texture. However, if MBS was 
absent there was no noticeable change in bubble size. It appeared that a higher aeration rate initially yielded larger 
bubbles (smaller SNE), but towards the end of a run chemical factors dominated. Figure 2 shows that aeration rate 
was the dominant factor determining recovery of copper. In a separate series of tests the general decrease in froth 
stability with time was confirmed, as depicted in Figure 3. Again, the trend in the stability profile was dependent on 
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the synergy between the presence of MBS and the specific type of soluble silicate at higher concentrations. It is 
evident that froth texture is a highly complex function of chemical and physical flotation conditions. Nevertheless, 
computer vision of the froth surface is sufficiently sensitive to detect disturbances in operating conditions. 
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Figure I. Profile of normalised SNE (Inverse bubble size) during a batch flotation test using an aeration rate of 6 or 
8 Llmin., zero or 2g!kg of sodium metabisulfite and 0.32 ml/kg of soluble silicate . 
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Figure 2. Profile of copper recovery during a batch flotation test using an aeration rate of 6 or 8 Llmin., zero or 
2g!kg of sodium metabisulfite and 0.32 ml/kg of soluble silicate. 
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FINGERPRINTING OF MILLING PERTURBATIONS IN THE FROTH TEXTURE 
The perturbations (a) to (1<) identified in the SNE plot in Figure 4 were caused by the following events in the 
grinding circuit of plant B: (a) A large increase in the ball mill power which lasted for a short period of time; (b) A 
decrease in the ball mill sump water addition rate and the sodium cyanide addition rate; (c), (i) and (j) These 
perturbations were the result of a decrease in rod mill feed, ball miII cyclone feed S.G., ball mill sump water 
addition, SEX, dextrin and cyanide addition rates; (d) Decrease in rod mill feed, ball mill sump water addition, SEX, 
dextrin and cyanide addition rates with an increase in the ball mill feed S.G; (e) The rod mill feed was reduced to 
half of the nonnal operation value owing to a shortage of ore. The ball mill power usage also dropped to half of the 
nonnal operational value with a decrease in the ball mill cyclone feed S.G. and the SEX, dextrin and cyanide 
addition rates; (f) Short period with increased rod mill feed, ball mill sump water addition, ball mill cyclone feed 
S.G., SEX, dextrin and cyanide addition rates; (g) Reduced rod mill feed and a reduced ball mill cyclone feed S.G; 
(h) Increased ball mill sump water addition rate; (k) Decrease in the rod mill feed, ball miII sump water addition, 
SEX, dextrin and cyanide addition rates and an increased ball mill cyclone feed S.G. 
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-
Each of the variables associated with perturbations (a) to (k) on Figure 4 for plant B has on their own a predictable 
effect on froth stability and the average bubble size; Usually , a too low addition rate of the depressant results in a 
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stable froth (low Instab) with large bubbles (low SNE) due to the increased presence of hydrophobic particles in the 
froth . However, if the chemical conditions are such that the froth becomes overloaded with hydrophobic particles, 
very small bubbles and highly unstable froths may result A too low pulp density results in a froth which is unstable 
(high Instab) with small bubbles (high SNE). Too high a collector addition rate results in an unstable froth (high 
Instab) with small bubbles (high SNE). 
For disturbance (a) in plant B the increased ball mill power usage is associated with a fmer grind. Fines often form a 
stable froth with relatively large bubbles, which means a decrease in Instab and SNE as illustrated in Figure 4. The 
events indicated by peaks (c), (d), (e), (g), (i), G) and (1<) were caused by a decrease in the rod mill feed and/or a 
decrease in the ball mill cyclone S.G. with associated decreases in the reagent addition rates. For (c) the graph 
indicates a decrease in SNE. At (d) the combination of decreased ball mill sump water and reagent addition rates 
combined to result in a froth surface structure which was more stable (lower Instab) with larger bubbles (lower 
SNE) . At (e) it was expected that the reduced pulp density would have given an unstable froth with smaller bubbles. 
However, it was possible that the reagent addition was temporarily not reduced in proportion to the change in pulp 
density, which would have resulted in larger bubbles, as reflected in the drop in SNE. The stability was not affected. 
Events at point (g) combine to produce a stable froth and yet have small bubbles (decrease in pulp density, high 
SNE). This shows that when froths are interpreted, all the relevant events should be taken into account as there is 
seldom a single variable determining the final froth structure. The resulting froth features at point (t) are as expected, 
as the events which took 'place were opposite to those which occurred at points (c) and (d). The effects of the events 
at (i) and (k) on the froth features are again the result of a combination of all the events which took place. The higher 
water addition at event (h) clearly resulted in more watery and hence more unstable froths with smaller bubbles. 
A PERTURBATION ANALYSIS OF FLOTATION VARIABLES 
Self Organizing Map (SOM) neural networks create two-dimensional feature maps of multi-dimensional input data 
in such a way that the order is preserved (Kohonen, 1990). Figure 5 gives the SOM map of the normalised OSA lead 
grade in the combined lead rougher concentrate of plant B, based on the normalised feature set {AGL, Instab, NNV, 
SNE, LNE and SM} as input variables. Reasonable clustering has been obtained for this plant, which means that the 
absolute values of the image features could be used to predict the type of froth and the approximate concentrate 
value. However, such clustering was not obtained for plant A, owing to the time lag between the points of image 
capturing and OSA sampling, as well as the fact that the particular concentrate constituted only a fraction of the fmal 
concentrate analysed by the OSA. 
Figure 5. SOM map of normalised Pb grade in the combined lead rougher concentrate of plant B, based on the 
feature set (AGL, Instab, NNU, SNE, LNE and SM) and a 20x20 Kohonen layer. The data had a total moving average 
of 30 minutes . Class_l refers to a relatively high grade, Class_2 refers to a medium grade and Class_3 refers to a 
low grade concentrate. 
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It was therefore decided to investigate a possible relationship between significant peaks in image features and 
flotation variables of plant A. Medium tenri randomness must be excluded from a correlation analysis of short term 
peaks. The reasoning is that any significant disturbance, as represented by a peak, will deviate significantly from a 
5% error bound around a moving average of 480 minutes. Hence, the occurrence of a peak rather than the peak 
height was considered to be important, taking into account the estimated time lag between peaks. Peaks were 
identified and counted manually, using the following sign convention: Peaks indicating an increase above the error 
bound were labelled as positive, and peaks indicating a decrease below the error bound were labelled negative. If a 
data set revealed a peak at a certain position and no corresponding peak occurred on the associated data set, the peak 
was labelled zero for the data set. Figure 6 shows the examples of such peaks (Nos. 1 to 8) for the OSA zinc grade 
and Figure 7 shows them for the normalised lnstab. In the correlation analysis of peaks, as shown in table 1, the 
following convention was used: if the corresponding peaks for example in the OSA zinc grade and in normalised 
lnstab were both positive, or negative, it was counted as a positive correlation. If the peaks had opposite signs it was 
counted as a negative correlation. When a peak was identified in the Ins tab but no corresponding peak was found in 
the OSA zinc grade a zero correlation was ass igned to Instab and vice versa. 
Table 1 shows a significant correlation between peaks in AGL, lnstab, NNU and SNE on the one hand and peaks in 
the OSA zinc grade on the other hand. Similar to previous work (Moolman et aI. , 1995a ;b), it is clear that different 
sets of image features are important in the interpretation of different froths . 
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Figure 7. Normalised trend for the Instability (Instab) in the third zinc rougher cell, showing a 480 minute moving 
average and a 5% error bound. The identifiable peaks 1 to 8 correspond to those in Figure 6. 
Table 1. Correlation between peaks in the OSA %Zn and peaks in the image features. 
Image Feature Zn Ro%Zn 
Zero Positive Zero Negative 
AGL 6 37 5 3 
lnstab 12 0 6 39 
NNU 3 31 12 0 
SNE 3 26 15 0 
SM 21 18 23 3 
Table 1 indicates that a significant increase in zinc grade was usually accompanied by a significant decrease in the 
lnstab and an increase in the AGL image features. As expected, Table 2 shows a high correlation of peaks in the zinc 
rougher PAX addition with peaks in the zinc grade. Peaks in the CuS04 addition do not show a convincingly positive 
or negative correlation with peaks in the zinc grade. This is in contrast with the strong positive correlation between 
the zinc rougher pH and the lead rougher sodium cyanide addition rate. Although there are quite a number of peaks 
in the OSA zinc grade which do not correspond to peaks in either of the last mentioned plant variables, which 
suggest very low overall correlation, it is important to note that nearly every peak in the zinc rougher pH and lead 
rougher cyanide addition rate has a corresponding peak in the OSA zinc grade. Consequently, some reagents have a 
more pronounced effect on the froth texture than others. However, a significant effect on the froth does not 
necessarily imply a significant effect on the concentrate grade. A satisfactory classification of the direction of peaks 
of OS A zinc grade of plant A in terms of the direction of peaks in the feature set {AGL, lnstab, NNU, SNE, SM} was 
obtained on an SOM plot. 
Table 2. Correlations between peaks in the OSA %Zn and peaks in the addition rate of some flotation reagents. 
Reagent Zn Ro%Zn 
Zero Positive Zero o Negative 
Zn Ro PAX [glt] 4 25 6 5 
Pb Ro NaCN [glt] 1 18 22 3 
Zn Ro pH 1 16 17 4 
Zn Ro CuS04 [glt] 6 13 4 16 
MULTI-CAMERA SYSTEMS 
Usually the first and second cells in a rougher bank exhibit unstable froth conditions which makes it inappropriate to 
monitor the froth texture by camera. Consequently, in most industrial tests the camera has been placed above the 
third cell, which does not always yield a strong correlation between froth texture and metallurgical performance, 
especially when there is a substantial lag between the points of image capturing and sampling or the OSk Part of the 
reason for this discrepancy is the loss of substantial amounts of fast floating material from the top cells upstream 
from the camera. This means that information on certain classes of floating species, especially those of high degrees 
of liberation, is normally lacking from the textural data. It is only when a separate camera is positioned strategically 
in the cleaner bank that some of this information on fast floating material is captured. Similarly, the slow or non-
floating particles, especially those with little liberation of hydrophobic material, are lost to the tailings and could be 
observed only when a camera is positioned in the scavenger bank. 
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Therefore, a multi-camera system allows the gathering of data over a wide range of mineralogy, degree of liberation 
and floatability. It has been demonstrated in a base metal plant in South Africa that such combined vision data show 
a strong correlation with total metallurgical performance, which is evidently a function of final grade and recovery. 
It is not the purpose of this paper to discuss the neural network and fuzzy logic techniques which were used to 
integrate such multi-source vison and metallurgical data. However, such a system appears to be the only way in 
which the underlying randomness of ore changes could be accommodated in an automated computer vision system. 
CONCLUSION 
Batch tests have shown that changes in froth texture as a result of changes in flotation conditions could be quantified. 
meaningfully using automated computer vision. Tests at three base metal plants have shown that the froth surface 
encapsulates significant process information regarding perturbations in the plant, including the milling circuit. If a 
significant time lag is present between the points of image capturing and concentrate sampling, the damping effect of 
intennediate unit operations will not allow a direct correlation between froth textural features and the concentrate 
grade, especially when such a concentrate also includes material from other sources. However, it was possible to 
correlate the presence and direction (but not the amplitude) of significant perturbations in flotation conditions, froth 
textural features and concentrate grade. In such cases it is preferable to use a multi-camera system which allows the 
characterisation of the whole ore regarding froth texture instead of observing merely some species floating at a 
specific position in the rougher bank. Even with a single camera, it is evident that operators should be observant of 
perturbations in the froth texture rather than attempting to aim for a specific froth type under all circumstances. 
Although substantial development work is still required, it is already clear that an automated computer vision system 
could be a suitable diagnostic tool for integrating the control and operation of the grinding and flotation circuits. 
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