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2.2.2. Fórmula progresiva o regresiva de Newton en diferencias finitas 24
2.3. Selección del plano de medida . . . . . . . . . . . . . . . . . . . . . . 25
2.3.1. Análisis de la evolución axial de la intensidad . . . . . . . . . 26
2.3.2. Varianza de la estimación del laplaciano de una fase cuadrática 27
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C.1. La fórmula de Roddier y la Ecuación de Transporte de Intensidad . . 154
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Introducción
El trabajo recogido en esta memoria se enmarca en el problema de la
reconstrucción de la fase de una onda electromagnética a partir de medidas
de irradiancia y se centra, en concreto, en la técnica de reconstrucción en la
aproximación paraxial basada en la Ecuación de Transporte de Intensidad (ETI).
Esta ecuación liga la derivada axial instantánea de la irradiancia de un haz con
la variación transversal de los frentes de onda. La trascendencia de la ETI como
técnica de recuperación de fase se encuentra en la sencillez para ser implementada
simplemente a partir de medidas de irradiancia en dos planos paralelos y ortogonales
al eje óptico, que la convierte en un método versátil, aplicable en muchas ramas
de investigación en Óptica, entre las que destacan la Óptica activa y adaptativa, la
caracterización de materiales y la Microscoṕıa. Nuestro objetivo principal en este
trabajo es realizar un estudio detallado de este método que permita optimizar su
rendimiento en sus distintas aplicaciones.
La apertura finita de los dispositivos que atraviesa el haz de luz, se traduce en la
presencia de una pupila en el plano de recuperación. En consecuencia, las medidas
de irradiancia necesarias para estimar la derivada axial no solo deben realizarse en
el interior de la pupila, sino también en torno al borde o frontera, lo que veremos
será esencial para recuperar la fase sin ambigüedades. Por otra parte, la conservación
de la paraxialidad exige que los frentes de onda sean fundamentalmente planos.
En la mayoŕıa de las aplicaciones, esto significa que la irradiancia en el plano de
recuperación se puede considerar aproximadamente uniforme. En esta situación la
ETI informa de que las medidas en el interior de la pupila se relacionan con la
curvatura del frente de onda, mientras que las medidas en la frontera proporcionan
su derivada normal. De ah́ı el nombre de los sensores de frente de onda basados en
la ETI aplicados en Óptica Astronómica, que comunmente se han llamado sensores
de curvatura.
En este trabajo se da respuesta a tres cuestiones que surgen al trabajar con
sensores de curvatura. Primero, cómo optimizar el rendimiento del sensor de
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curvatura en las configuraciones habituales del mismo. Segundo, cómo mejorar la
respuesta del sensor para que la fase recuperada tenga más resolución. Tercero,
debido a la mayor dificultad para realizar medidas precisas en la frontera, determinar
el peso de la información recuperada en el borde de la pupila respecto del resto de
información obtenida a partir de medidas en el interior.
La memoria se ha estructurado en cinco caṕıtulos. En el primero de ellos, se hace
una revisión histórica de la ETI como técnica de recuperación de fase en diversas
aplicaciones, se revisan los problemas principales que surgen al ponerla en práctica,
las limitaciones de las soluciones utilizadas hasta la fecha y se proponen nuevas
soluciones que constituyen los objetivos de este trabajo de investigación.
En el caṕıtulo segundo, se trata la estimación de la derivada axial de la
irradiancia en el interior de la pupila suponiendo irradiancia uniforme en el plano de
recuperación, es decir, se estudia la estimación del laplaciano de la fase. En concreto,
se identifican las principales fuentes de error de las medidas de la curvatura del frente
de onda y se modela su varianza en función de estos factores y de la posición axial
de los planos de irradiancia. Por último, se procede al diseño de un método para
optimizar el rendimiento del sensor en relación con estas medidas, que se comprueba
en un ejemplo ilustrativo.
En el caṕıtulo tercero, se introducen los métodos más habituales para obtener
información de la fase en el borde de la pupila, se analizan sus principales limitaciones
y se calcula una expresión para el error de la derivada normal de la fase en función
de estos factores limitantes y de la posición axial de los planos de irradiancia. Con
esta información se procede al diseño de un procedimiento de optimización de este
tipo de medidas, que, al igual que en el caṕıtulo anterior, se ilustra con un ejemplo.
Una vez identificadas las limitaciones de las implementaciones tradicionales de la
ETI, en el caṕıtulo cuarto se proponen otras configuraciones del sensor persiguiendo
el objetivo de mejorar su rendimiento fijadas las condiciones de medida.
Por último, en el caṕıtulo quinto, se aborda el problema de contorno que
constituye la ETI aplicada a un haz de luz que ha atravesado una pupila, con
la perpectiva de analizar la importancia en el resultado final de la información
recuperada en el borde de la misma. La complejidad manifiesta de las medidas en el
borde de la pupila justifica un estudio donde se pondere su peso en la recuperación
de la fase en comparación con las medidas en el interior.
Para concluir, se incluyen tres apéndices no solo con herramientas de apoyo para
la comprensión de los caṕıtulos, sino también con información complementaria más
orientada hacia aplicaciones concretas de la ETI, que no aparece en el cuerpo de la
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memoria para dinamizar su lectura, pero no por ello menos importante. En el primero
se deduce la ETI y se halla la versión de la misma particularizada a haces limitados a
una abertura en el plano de recuperación. En el segundo se obtienen las expresiones
necesarias para aplicar el procedimiento que se desarrolla en esta memoria para
optimizar la respuesta del sensor de curvatura, en aquellas aplicaciones donde haya
una limitación temporal que repercuta en la detección de un número finito de fotones.
Por último, el tercero concierne a la configuración más habitual de esta técnica de
recuperación de fase en el ámbito de la Óptica adaptativa aplicada a la Astronomı́a:
la configuración de Roddier.
Caṕıtulo 1
La Ecuación de Transporte de
Intensidad como técnica de
recuperación de fase
En este caṕıtulo inicial, se aborda el papel de la Ecuación de Transporte de
Intensidad (ETI) en el problema de la recuperación de fase a partir de medidas de
irradiancia, para dar contexto al trabajo de investigación que recoge esta memoria.
Tras un repaso, en la primera sección, de las principales aplicaciones de la ETI, en
la segunda sección se introduce esta ecuación como relación útil para resolver un
problema genérico de recuperación de fase, aśı como las necesidades y dificultades
más importantes que surgen al aplicarla y algunas de las soluciones que se han
propuesto hasta la fecha para reducirlas. Basándonos en estos antecedentes, en
la tercera sección, se explican las cuestiones que han motivado este trabajo de
investigación y las propuestas generales para dar solución a tales cuestiones, que
constituyen los pilares del mismo.
1.1. Introducción
Cuando una onda electromagnética se propaga en un medio determinado, su
amplitud y su fase sufren modificaciones en mayor o menor grado, acumulando
información acerca del medio que atraviesa. La variación de amplitud provocada
por la absorción de radiación durante la propagación proporciona datos acerca de
la estructura del medio atravesado. No obstante, en ocasiones el medio es tan poco
absorbente que la onda se transmite sin que su amplitud se modifique visiblemente.
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Es entonces cuando la obtención de la fase de la onda a la salida del objeto o medio
dispersivo es esencial para reunir información acerca del mismo, a costa de tener que
emplear algoritmos y técnicas complejas.
Los dispositivos que se encargan de medir observables con los que obtener
información acerca de la fase de la onda electromagnética se llaman sensores de
frente de onda [1, 2]. Este tipo de aparatos se utilizan en muchas aplicaciones, como
control de calidad de componentes ópticos [3–5] o de haces láser de alta enerǵıa,
pero su mayor desarrollo llegó dentro del campo de la Óptica Astronómica de la
mano de la Óptica activa y adaptativa, cuyo concepto fue descubierto en paralelo
por dos investigadores en la década de los cincuenta (H. Babcock y V. P. Linnik) [6].
Sin embargo, los intentos serios de aplicar esta tecnoloǵıa en Astronomı́a se hicieron
esperar hasta mediados de los años setenta [7–9] y, hasta los noventa, la mayor
parte del esfuerzo para desarrollarla se centró en las aplicaciones militares [6, 10, 11].
En Astronomı́a la Óptica activa y adaptativa se utiliza para mejorar la resolución
de los telescopios terrestres compensando activamente sus aberraciones, inducidas
térmicamente o causadas por defectos de fabricación, aśı como adaptándose a las
aberraciones provocadas por las turbulencias atmosféricas, empleando, para ello, un
espejo deformable [6, 12–17]. Estos factores tienen más relevancia conforme aumenta
el tamaño de los telescopios [18], una necesidad fundamental a la hora de estudiar
objetos celestes cada vez de menor tamaño y también menos brillantes [19, 20].
La fase de una onda electromagnética puede obtenerse utilizando variedad de
métodos. Por ejemplo, la holograf́ıa y la interferometŕıa permiten caracterizar
con precisión la forma del frente de onda a partir de patrones de interferencia.
Cuando la aplicación exige mayor robustez, estabilidad y mayor flexibilidad en los
requerimientos de coherencia de la fuente, se emplean técnicas no interferométricas,
entre las que destacan los sensores Shack-Hartmann [1]. Alternativamente, pueden
emplearse otros métodos no interferométricos que nos permitan deducir la amplitud
compleja de la onda electromagnética a partir de medidas de irradiancia en eje [21–
38]. Este conjunto de técnicas se conocen habitualmente como el problema de la
recuperación de fase. En este campo, hay métodos prácticos que extraen la fase
como resultado de un procedimiento de optimización no lineal iterativo, basado, o
bien en el conocimiento de la distribución de intensidad en un segundo plano de
difracción, o bien en la aplicación de ciertas ligaduras [21, 22, 27]. Pero también
existen métodos deterministas, que se fundamentan en una ecuación matemática
que describe una relación más o menos precisa entre la amplitud y la fase de la
onda [23–25, 31, 34, 37]. La recuperación es determinista en el sentido de que la fase
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se obtiene directamente en función de los datos de irradiancia y la cuestión de la
unicidad de la solución ya no surge aqúı [39–41], a diferencia de los métodos que
emplean algoritmos iterativos [22, 27, 42]. En este trabajo nos centraremos en un
subconjunto concreto de estos últimos métodos, los que se basan en la Ecuación de
Transporte de Intensidad (ETI) [24, 25].
La ETI es una ecuación diferencial de continuidad válida para describir, en
aproximación paraxial, la propagación de luz en medios homogéneos [43], tanto con
iluminación coherente como incoherente* [46, 47]. Si no hay ceros en la distribución
de irradiancia, esta ecuación expresa una relación única entre la variación transversal
del frente de onda y la variación axial de la intensidad [48, 49]. En particular, si la luz
se distribuye uniformemente a la salida del medio atravesado, las variaciones axiales
instantáneas de la distribución de irradiancia están provocadas por las curvaturas
locales del frente de onda. Este comportamiento sienta las bases del funcionamiento
de los conocidos sensores de curvatura, inventados por Roddier a finales de los
años ochenta para su aplicación en Óptica activa y adaptativa en Astronomı́a, por
sugerencia de Beckers [12, 50, 51]. Multitud de trabajos ilustran el rendimiento de
estos sensores en aplicaciones como el control de calidad de telescopios terrestres y
la compensación de las aberraciones provocadas por las turbulencias en imágenes de
objetos celestes [10, 16, 17, 53, 54, 56–64]. Otros usos del sensor de curvatura en el
campo de la Óptica Astronómica son la alineación en fase de espejos segmentados
[65, 66], la obtención del patrón de centelleo de la luz de las estrellas [67] o la
recuperación de imágenes solares contrastadas, que demuestra el éxito de esta técnica
cuando opera con fuentes extensas [68–70]. En el aspecto de las comunicaciones por
satélite, la ETI se ha aplicado en la detección de la inclinación del frente de onda
para guiar con precisión un haz láser [71]. También se ha demostrado su utilidad
para el control de calidad de espejos [3] o lentes progresivas [72]. En el ámbito de
la Óptica Fisiológica, el sensor de curvatura se ha empezado a aplicar recientemente
para la medida de la topograf́ıa corneal y de la lágrima en el ojo humano [73, 74], y
de las aberraciones oculares [75].
Pero, junto con la Óptica Astronómica, la Microscoṕıa es, sin duda, el otro campo
donde las técnicas de visualización de fase fundamentadas en la ETI han tenido una
aceptación notable [46, 49, 76–105]. Ello ha sido posible gracias a su simplicidad,
aśı como a la sencilla interpretación de los resultados, que las distinguen de las
*Recientemente, Paganin et al. han calculado la versión de esta ecuación aplicable cuando el
medio refractivo es no lineal [44]. También se ha demostrado útil la versión temporal de la ETI
para el cálculo de las propiedades no lineales de materiales ópticos [45].
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técnicas interferométricas [80, 85]. En Microscoṕıa la recuperación de la información
acumulada en la fase es esencial en muestras poco absorbentes y delicadas,
especialmente en el caso de espećımenes biológicos, pues la adición de sustancias
para incrementar el contraste por absorción puede dañarlos irremediablemente [93].
Inicialmente, los objetos transparentes se visualizaban mediante el simple acto de
la propagación en el espacio libre, desenfocando la imagen del microscopio. El
incremento de la defocalización aumenta el contraste, pero a costa de disminuir
la resolución. Para incrementar la resolución, se idearon técnicas que miden
espećıficamente el desplazamiento de fase del haz que atraviesa la muestra, como
el Contraste Diferencial por Interferencia (DIC) o la Microscoṕıa de fase de Zernike
[106]. Persiguiendo este mismo objetivo e inspirándose en la técnica de visualización
por desenfoque original, la ETI comienza a aplicarse plenamente en Microscoṕıa a
finales de los años noventa para resolver objetos débilmente absorbentes.
En el ámbito de la Microscoṕıa óptica, la ETI se ha aplicado para caracterizar
materiales y dispositivos ópticos, como microlentes planas [77] y fibras ópticas
[80, 82, 85], aśı como para visualizar estructuras de muestras biológicas [80, 101].
Con el objetivo de resolver las micro o nanoestructuras que componen todo tipo de
objetos, la luz visible se sustituye por otro tipo de radiaciones, como en el caso de la
Microscoṕıa electrónica [103], la Microscoṕıa por rayos X [76, 78, 79, 81, 87, 94]
y la Microscoṕıa por haces de átomos o de neutrones [83, 107, 108]. Cuando
se emplean haces de part́ıculas de este tipo, si la radiación tiene poca enerǵıa,
el objeto ha de someterse a dosis masivas para obtener imágenes contrastadas
por absorción, que pueden conducir a posibles daños estructurales [84], o si, por
el contrario, la enerǵıa de la radiación es muy alta, el contraste por absorción
puede ser despreciable. Al igual que en Microscoṕıa óptica, la alternativa pasa por
obtener imágenes de fase contrastadas [76, 78, 109]. Existen sofisticadas técnicas
interferenciales que permiten obtener datos cuantitativos precisos, pero, cuando
se utilizan radiaciones de este tipo, la relajación de los requisitos de coherencia
de la fuente es esencial con el fin de rebajar costes y simplificar técnicamente
el dispositivo [49, 99, 110]. La aplicación de métodos de recuperación de fase no
interferenciales como los fundamentados en la ETI ha flexibilizado enormemente los
requisitos técnicos del sistema para muestras homogéneas, alcanzándose altas cotas
de calidad en la recuperación [92, 95]. En Microscoṕıa electrónica fueron Lynch et al.
quienes observaron que el contraste obtenido con una pequeña defocalización es
proporcional al laplaciano de la densidad de carga proyectada [93]. Este concepto

















Figura 1.1: Ilustración de un t́ıpico experimento de recuperación de fase basado en la ETI en un
plano z = 0 a la salida de un objeto o medio difractivo.
mapas de potenciales electrostático y magnetostático de materiales magnéticos y
superconductores delgados [86, 88, 89, 99, 102, 104, 105, 111–113].
Finalmente, la combinación de las técnicas de recuperación de fase con la
reconstrucción tomográfica ha mejorado mucho sus resultados, pues las imágenes
de fase contrastadas, menos afectadas por ruido que las imágenes obtenidas
por absorción, proporcionan una reconstrucción más limpia [98, 114, 115]. La
recuperación es cuantitativa y el resultado ha mostrado una calidad en ocasiones
superior a otros métodos de medida empleados comercialmente [82, 85, 96, 97, 116].
1.2. Fundamentos
Consideremos la imagen de la Figura 1.1. La ilustración describe un problema
genérico de recuperación de fase. Una onda electromagnética plana se propaga a lo
largo de la dirección del eje z e incide en un medio u objeto débilmente dispersivo que
no absorbe significativamente la radiación. El objeto o medio atravesado por la onda
está localizado en el entorno del eje óptico en el semiespacio z < 0 a una distancia
l del plano de recuperación de fase, z = 0. Como el objeto o medio es débilmente
inhomogéneo, la onda transmitida es paraxial, de la forma
√
I (r, z)eikW (r,z)eikz con
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r = (x, y), y se propaga a lo largo del eje z.
Aunque no se puede deducir información del objeto a partir de la absorción
de radiación, la fase de la onda, W (r, z), śı transporta con frecuencia importante
información acerca del mismo. En esta memoria consideraremos el problema de la
reconstrucción de la fase de la onda W (r) = W (r, 0) en el plano z = 0, a partir de las
medidas de la distribución de irradiancia, I (r, z), en uno o más planos ortogonales
al eje óptico. De aqúı en adelante, obviaremos en este caṕıtulo la dependencia en r
de estas magnitudes.
La ecuación que describe cómo cambia instantáneamente la irradiancia de una
onda electromagnética paraxial en función de las variaciones transversales de la fase,
es la Ecuación de Transporte de Intensidad (ETI) [24]:
−I ′ (z) = ∇ · (I∇W ) = ∇I · ∇W + I∇2W (1.1)
donde I ′ (z) = ∂I (z) /∂z es la derivada axial instantánea en un plano z y ∇ =
∂xx̂ + ∂yŷ es el gradiente transversal. La Ec. (1.1) puede resolverse para recuperar
la fase de la onda, W , en un plano z si se conoce I ′ en dicho plano.
Ichikawa et al. dan una interpretación de los términos de la derecha de la Ec. (1.1)
que explica los fundamentos de los sensores de frente de onda basados en la ETI [117].
El primer término, ∇I · ∇W , representa la variación de irradiancia causada por el
desplazamiento transversal del haz no uniforme (∇I 6= 0) debido a la inclinación
local de los frentes de onda, cuya normal o dirección del rayo viene dada por ∇W .
El segundo término, I∇2W , puede interpretarse como las variaciones de irradiancia
causadas por las convergencias o las divergencias locales del haz, que dependen de
las curvaturas locales de los frentes de onda, ∇2W . Ambos sumandos determinan la
variación axial de la irradiancia que causan las deformaciones transversales de los
frentes de onda a medida que el haz se propaga a lo largo del eje z.
La Ec. (1.1) proporciona una relación entre la irradiancia y la fase de la onda
válida en el espacio libre. No obstante, en la práctica, la apertura finita del dispositivo
que capta la luz se manifiesta con la presencia de una pupila, Po = P (r, 0), en el plano
de recuperación de fase. Esta abertura influye en la evolución axial de la irradiancia,
lo que obliga a reformular la Ec. (1.1) de la forma (ver Apéndice A):
−I ′ (0) = [∇ · (Io∇W )]Po − IoWrδc (1.2)
donde Io es la distribución de irradiancia en el interior de la abertura en el plano de
recuperación o plano de la pupila, z = 0, y δc es una distribución lineal de Dirac que
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Figura 1.2: Esquema para ilustrar el significado f́ısico de la ETI particularizada a intensidad
uniforme en el plano de recuperación de fase. Los rayos convergen y divergen debido a la influencia de
las curvaturas locales del frente de onda, redistribuyéndose la irradiancia de los planos posteriores.
En consecuencia, la intensidad aumenta en unas zonas y disminuye en otras, y se producen
movimientos del borde que deforman la región iluminada.
la derecha describe la variación axial instantánea de la irradiancia en el interior de
la abertura y el segundo en el borde o frontera. Si la distribución de luz en el interior
de la pupila es uniforme, entonces ∇Io · ∇W se anula y la ETI toma la conocida
forma [118]:
−I ′ (0) = IoPo∇2W − IoWrδc (1.3)
La Ec. (1.3) es una ecuación de Poisson con condición de contorno de Neumann, que
relaciona el incremento o decremento local de irradiancia que se produce durante la
propagación axial de la luz con la curvatura local de los frentes de onda en el interior
de la pupila (ver Figura 1.2) y su derivada normal local en el borde. Constituye la
base del funcionamiento de un tipo concreto de sensores que se derivan de la ETI, el
llamado sensor de curvatura.
Las Ecs. (1.2) y (1.3) tienen solución anaĺıtica única, salvo una constante o pistón,
siempre y cuando no haya ceros en la distribución de irradiancia [48], ya que la
presencia de puntos donde la intensidad se anula lleva a la aparición de dislocaciones
de fase en forma de puntos rama o vórtices [48, 90, 110, 119–122], que en este trabajo
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no vamos a estudiar.
A lo largo de esta memoria estudiaremos cómo optimizar la recuperación de
la fase a partir de la resolución de la Ec. (1.3). Para ello, ha de medirse I ′ (0) en el
interior de la pupila para estimar el laplaciano de la fase, ∇2W , e I ′ (0) en el contorno
para estimar la derivada de la fase normal al borde, Wr. Ahora bien, la presencia de
una delta de Dirac, δc, en el borde provoca que ambas medidas sean radicalmente
distintas, lo que obliga a analizarlas por separado.
1.3. Medida experimental de la derivada axial:
aproximaciones lineales
El conocimiento de la variación axial de irradiancia en el plano de la pupila,
z = 0, es esencial para resolver el problema de recuperación de la fase por medio de
la ETI. Sin embargo, no existen detectores que midan directamente la variación axial
instantánea de la intensidad. En la práctica, los detectores proporcionan medidas
de irradiancia promediadas durante un espacio de tiempo más o menos breve.
Por este motivo, los sensores que operan de acuerdo con la ETI utilizan versiones
aproximadas de la ecuación, en las que se supone una evolución axial lineal de la
irradiancia en los puntos del interior y también de la posición de los puntos del
borde. Experimentalmente, se suelen manejar tres configuraciones del sensor, donde
la derivada axial se aproxima con fórmulas en diferencias finitas a primer orden
de medidas de irradiancia en dos planos paralelos y ortogonales al eje óptico (ver
Figura 1.3). Desde el punto de vista técnico, una u otra fórmula puede resultar más
apropiada para una aplicación concreta. Si llamamos I± = I (r,±z) a la irradiancia
detectada en el punto r en las posiciones axiales ±z, estas fórmulas son las siguientes:
(a) Fórmula central o de Stirling
La derivada se calcula en cada punto r del plano z = 0 a partir de las medidas
de irradiancia en los planos +z y −z, situados simétricamente a ambos lados
del mismo:
I ′ (0) ≈ I+ − I−
2z
= Î ′ (0) (1.4)
Esta configuración se emplea habitualmente en aplicaciones de la ETI en el
campo de la Microscoṕıa tanto óptica, como electrónica, por rayos X o por
haces de átomos o neutrones [80, 85, 92, 96, 115]. También se utiliza en Óptica
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Fórmula central y de Roddier
-z z = 0 z
z
Fórmula progresiva
z = 0 z
z
Fórmula regresiva
-z z = 0
z
Figura 1.3: Configuraciones t́ıpicas del sensor de curvatura con dos planos de medida transversales
al eje óptico para estimar la derivada axial de la irradiancia en el plano de recuperación, z = 0.
activa y adaptativa en Astronomı́a cuando la fuente de iluminación es muy
débil [56, 123].
(b) Fórmula progresiva (+) o regresiva (−) de Newton
La derivada se aproxima en los puntos de z = 0 a partir de la medida de
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irradiancia en +z o bien en −z, respectivamente:
I ′ (0) ≈ I± − Io±z = Î
′ (0) (1.5)
Esta fórmula se ha empleado en experimentos de Microscoṕıa para caracterizar
materiales u otros objetos homogéneos [81, 95, 98, 103], dispositivos ópticos
como espejos [3], lentes [72, 77] y fibras ópticas [82], y, en menor medida, en
experimentos de Óptica Astronómica [124, 125], entre los que se encuentran la
captura de imágenes solares contrastadas [68].
(c) Fórmula de Roddier
Esta fórmula se usa solo en aplicaciones concretas donde pueda asumirse que la
distribución de luz es uniforme en el plano de recuperación, z = 0. La derivada
axial se aproxima con la fórmula central en diferencias finitas y la irradiancia
en z = 0, Io, se modela como el valor medio de las irradiancias en los planos




≈ I+ − I−
I+ + I−
= Ŝ (1.6)
La fórmula de Roddier se utiliza tradicionalmente en los sensores de curvatura
integrados en sistemas de Óptica activa y adaptativa acoplados en grandes
telescopios terrestres [16, 17, 52, 55–57, 118], pero también se ha empleado
puntualmente para alinear en fase espejos segmentados [65, 66], en aberrometŕıa
ocular [73–75] y en otras aplicaciones [107, 114].
1.4. Rendimiento de un sensor basado en la ETI:
criterios de selección de los planos
La aparición del sensor de curvatura en Óptica Astronómica en competencia con
el sensor Shack-Hartmann propició varios trabajos de investigación en la ĺınea de
determinar el grado de eficiencia de uno en comparación con el otro [10, 56, 126–
128]. Para unas condiciones de medida determinadas, el rendimiento de un sensor
Shack-Hartmann está fijado por las caracteŕısticas de la matriz de microlentes fija que
utiliza. En cambio, la calidad de respuesta del sensor de curvatura está condicionada,
sobre todo, por la distancia entre los planos seleccionada para aproximar la derivada
axial en diferencias finitas [10, 16, 17, 24, 87, 94, 103, 118, 123, 126, 129, 130], lo
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que le permite adaptarse con flexibilidad a cambios en las condiciones de medida
[10, 126].
Entre los factores que deterioran la respuesta de un sensor basado en la ETI,
pueden distinguirse dos agentes fundamentales: el ruido de los datos de entrada y
el rango de validez del modelo matemático en diferencias finitas que se utiliza para
estimar la derivada axial. La presencia de ruido aditivo en las señales proporcionadas
por los detectores de irradiancia es especialmente relevante en aquellas aplicaciones
en las que el sensor opera en condiciones de escasa luminosidad, situación frecuente
en Óptica Astronómica. Para acotar su influencia, la separación entre los planos
debe limitarse inferiormente. Por otro lado, al implementar señales en diferencias
finitas para estimar la derivada axial, se está suponiendo que la irradiancia evoluciona
linealmente en el rango de z donde funciona el sensor. Pero el comportamiento no
lineal de la intensidad crece conforme la posición del plano de medida se aleja de
z = 0 y, por tanto, la separación entre los planos no debe ser muy elevada para que
la respuesta no lineal del sensor no sea muy significativa [16, 53, 123, 131–133].
En definitiva, los errores de las medidas junto con el comportamiento no lineal de
la irradiancia son dos problemas fundamentales ı́ntimamente ligados por la distancia
de separación entre los planos, que determina la precisión de la estimación de la
derivada axial y, con ello, la calidad de la recuperación. Para lograr un rendimiento
óptimo del sensor, ha de escogerse una posición de los planos en el eje z donde la
contribución de ambas fuentes de error se equilibre [16, 17, 53, 81, 82, 123, 129, 132–
134].
A pesar de ello, en la bibliograf́ıa relacionada existe un buen número de
publicaciones que tratan aplicaciones de la ETI donde no se hacen referencias
a los criterios seguidos para seleccionar los planos de medida utilizados en el
experimento [10, 76, 95, 96, 114, 135]. En otras ocasiones, no obstante, śı se da
alguna información acerca de cómo se ha deducido la posición de los mismos. Por
ejemplo, en las aplicaciones de Óptica Astronómica se suelen programar complicadas
simulaciones numéricas que proporcionan resultados estad́ısticos o probabiĺısticos
que orientan en la elección de la mejor posición [53]. En otros casos se ha optado
por seleccionar los planos por ensayo y error comparando en paralelo con otras
técnicas para obtener la fase, que ayudan a confirman si la distancia escogida es
adecuada [72, 80, 86, 103, 130]. Asimismo, incluso tras diseñar métodos complicados
de selección, a veces se constata el empleo de técnicas poco objetivas para ajustar
la posición de los planos, jugando la experiencia del investigador con un peso muy
importante en esta tarea [53, 56, 102, 130].
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Otros trabajos, como el de Roddier y Roddier [118, 126] y el de Teague [24],
proporcionan intervalos que acotan el valor de z a partir del conocimiento estad́ıstico
o probabiĺıstico disponible a priori acerca de los frentes de onda y de las condiciones
de iluminación. El método de Roddier y Roddier se utiliza espećıficamente en
la aplicación de la recuperación de frentes de onda degradados por turbulencias
atmosféricas. El criterio de Teague es más general y proporciona un ĺımite superior
para z basado en el comportamiento no lineal intŕıseco de este tipo de sensores. En
concreto, la evolución no lineal de la irradiancia se modela matemáticamente hasta
segundo orden en función de las caracteŕısticas de la fase. El peso del término lineal
respecto del cuadrático proporciona el valor del ĺımite. Asimismo, las fluctuaciones
de la irradiancia causadas por el ruido fotónico se cuantifican y se traducen en un
extremo inferior del intervalo de operación.
Estos dos métodos facilitan datos objetivos para orientar en la selección de
la posición axial de los planos de medida, pero el intervalo que proporcionan es
demasiado amplio. El valor de z más adecuado a las condiciones de medida es
una distancia imprecisa entre el ĺımite superior y el inferior. En la práctica, ambos
métodos sirven, en realidad, para acotar el intervalo axial donde no se deben situar
los planos de medida.
Por último, es muy importante destacar que con estos dos criterios se pretende
optimizar la medida de la curvatura en el interior de la pupila. Hasta donde llega
nuestro conocimiento, no se ha diseñado ningún procedimiento similar que oriente al
seleccionar la posición de los planos para estimar la derivada normal de la fase en la
frontera.
1.5. Objetivos
En esta sección se exponen los objetivos principales de este trabajo de
investigación, enmarcado en el contexto de la recuperación de fase a la salida de un
medio u objeto débilmente dispersivo utilizando, para ello, un sensor de curvatura.
Por tanto, supondremos que el medio modifica débilmente la amplitud y la fase de la
onda y que la distribución de irradiancia es uniforme en el plano de recuperación de
fase, z = 0. En esta memoria, se presentan nuevas soluciones y respuestas a problemas
fundamentales que surgen al trabajar con sensores de curvatura que, en nuestra
opinión, todav́ıa se encontraban sin resolver satisfactoriamente. Estas cuestiones son
las siguientes:
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1.5.1. Diseñar un método objetivo para seleccionar la
posición de los planos que optimiza las medidas del
sensor en el interior
A la vista de lo expuesto hasta ahora, se deduce que la posibilidad de disponer
de un procedimiento objetivo para seleccionar la separación entre los planos
más adecuada a las condiciones de medida, facilitaŕıa enormemente la puesta en
funcionamiento de este tipo de sensores en sus distintas aplicaciones.
Por este motivo, nos propusimos el desarrollo de un método que proporcionase
de forma objetiva la separación óptima conocida cierta información a priori acerca
de la estad́ıstica del ruido y de los frentes de onda. El objetivo de los sensores
de curvatura es medir las curvaturas locales de la fase en el interior de la región
iluminada [10]. El desarrollo de una teoŕıa para maximizar su rendimiento, pasa
por modelar matemáticamente no solo la propagación del ruido a las medidas de
curvatura local, sino también del comportamiento no lineal de la respuesta del sensor.
A este respecto ha habido algunas aportaciones que analizan estos dos fenómenos
por separado [24, 123, 131, 132]. Sin embargo, puesto que la ligadura de ambos
errores por medio de la separación z es un hecho comprobado experimentalmente,
nos proponemos estudiar la contribución de ambas fuentes de error en conjunto,
hallando una expresión que describa la varianza de las medidas de la curvatura local
en función de z.
1.5.2. Diseñar un método objetivo para seleccionar la
posición de los planos que optimiza las medidas del
sensor en la frontera
La medida de la derivada de la fase normal al borde de la pupila es fundamental
para obtener la fase sin ambigüedades a partir de la señal proporcionada por un
sensor de curvatura, pues constituye la condición de contorno necesaria para resolver
la ETI [48]. En la literatura especializada apenas hay reseñas al método para llevar
a cabo las medidas de frontera, destacando únicamente los trabajos de Milman et al
y de I. Han [131, 136]. En cambio, con cierta frecuencia se menciona la dificultad
para obtener resultados de calidad para la derivada normal en comparación con la
curvatura [53, 66, 136–138]. A pesar de ello, desconocemos la existencia de algún
criterio objetivo que oriente en la selección de los planos de medida para obtener la
derivada normal.
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Los errores de los datos de entrada y el comportamiento no lineal de la dinámica
del borde en la propagación de la luz reducen la precisión de esta medida. Disponer
de una expresión donde se describa la dependencia del error de la estimación de
la derivada normal local con la separación z facilitaŕıa la determinación objetiva
de la posición de los planos que garantiza la mejor respuesta del sensor para unas
condiciones de medida determinadas. En este trabajo nos proponemos calcularla.
Paralelamente, estudiaremos hasta qué punto influye en la calidad de la medida el
tamaño de la región de frontera.
Tanto la ETI como las ecuaciones que describen la dinámica del borde de la
región iluminada pertenecen al ámbito geométrico. En este trabajo no vamos a tener
en cuenta el efecto de la difracción en la recuperación, pues su influencia puede
considerarse despreciable [52].
1.5.3. Mejorar el rendimiento del sensor de curvatura
basándose en tomar medidas de irradiancia en
múltiples planos
La respuesta de un sensor basado en la ETI que opere en la separación óptima
podŕıa ser insuficiente para garantizar el grado de resolución en la fase recuperada
que la aplicación exige.
Dentro del ámbito de la Microscoṕıa, en los últimos años se ha ganado
resolución gracias al diseño de algoritmos lineales alternativos, no basados en la
ETI, que propagan menos error de no linealidad trabajando con datos de irradiancia
tomados en planos más separados de z = 0, buscando reducir el efecto del ruido
[36, 94, 139, 140]. También se han diseñado algoritmos iterativos para refinar la
fase inicialmente reconstruida por medio de la ETI a partir de las distribuciones de
irradiancia en dos planos [16, 90, 98, 134, 141, 142].
Otra de las estrategias utilizadas consiste en emplear algoritmos que precisan de
datos de irradiancia en múltiples planos [23, 121, 143–145]. Con estos métodos se
incrementa la resolución reduciéndose el efecto del ruido en la reconstrucción de la
fase, pero a costa de incrementar las necesidades computacionales. Los algoritmos de
este tipo basados en la ETI mejoran los resultados a base de promediar la derivada
axial estimada a partir de múltiples pares de planos de irradiancia [144].
Siguiendo esta ĺınea de aumentar la resolución espacial de la recuperación a
cambio de incrementar el número de datos de irradiancia, proponemos en este trabajo
aplicar fórmulas en diferencias finitas para aproximar la derivada axial de la ETI
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utilizando más de dos planos de irradiancia. Con ello se persigue el doble objetivo de
minimizar la contribución del ruido de medida y de reducir el error de no linealidad
de la aproximación, sin que ello implique necesariamente un incremento sustancial
del gasto computacional al reconstruir la fase.
1.5.4. Analizar la contribución de las medidas de frontera
Se ha visto que para poder obtener una solución única del problema de
recuperación de fase representado por las Ecs. (1.2) ó (1.3) es necesario estimar
I ′ (0) en el interior de la región iluminada y también en la frontera. Pero también
se ha hecho constar la dificultad experimental de obtener resultados precisos para
la derivada normal de la fase en el borde, pudiendo jugar la selección del tamaño
de la región de frontera un papel activo en ello. Las simetŕıas del objeto o medio
dispersivo, o bien el tipo de iluminación, pueden fijar condiciones para evitar las
medidas de frontera [24, 136, 146]. En la última parte de esta memoria, analizaremos
con detalle el peso de la contribución de las medidas en el contorno para estudiar
cómo obtener la máxima información acerca de la fase con solo medidas en el interior
del dominio.
Caṕıtulo 2
Optimización de la medida del
interior
En el caṕıtulo anterior hemos introducido la Ecuación de Transporte de
Intensidad particularizada a irradiancia constante en el plano de recuperación de
fase, z = 0, como base del funcionamiento del sensor de curvatura. En este caṕıtulo
analizaremos el rendimiento de este tipo de dispositivos al recuperar la curvatura de
los frentes de onda en el interior de la pupila, ∇2W , que depende de su capacidad
para estimar la derivada axial de la irradiancia, I ′ (0).
El ruido de las medidas de irradiancia en los dos planos de medida y el
comportamiento no lineal intŕınseco del sensor son las principales limitaciones
que degradan su respuesta. Con esta información nos proponemos expresar
matemáticamente la varianza de la curvatura estimada en el interior en función
de estas dos contribuciones, que han de estar ligadas por medio de la distancia de
separación entre los planos. A partir de aqúı, diseñaremos un método para deducir
una posición de los planos de medida que garantice objetivamente la respuesta
óptima del sensor. Llevaremos a cabo el desarrollo de este procedimiento para la
fórmula de Stirling y para la fórmula de Newton en dos planos. Dejaremos para más
adelante el análisis de configuraciones alternativas del sensor que utilizan fórmulas
en diferencias finitas con más de dos datos de entrada. Finalmente, un ejemplo
ilustrará la efectividad de este procedimiento de optimización, aplicándolo a un sensor
de curvatura acoplado a un dispositivo compensador de turbulencias atmosféricas.
En concreto, utilizando los parámetros caracteŕısticos del telescopio Gemini y de las
condiciones atmosféricas promedio de su ubicación, se determina la posición de los
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planos que proporciona la mejor medida de la curvatura de los frentes de onda*.
2.1. Factores que limitan la estimación de la
curvatura del frente de onda
De acuerdo con la Ec. (1.3), el laplaciano de la fase en el interior de la pupila Po
del plano z = 0 se relaciona con la derivada axial de la irradiancia en dicho plano,





donde Io es la irradiancia uniforme en z = 0.
Los dos agentes esenciales que deterioran la calidad del laplaciano de la fase
recuperado son el ruido de los datos de entrada y el error del modelo en diferencias
finitas utilizado para aproximar la derivada axial. En general, los detectores de
irradiancia proporcionan señales afectadas por ruido aditivo, que aumenta conforme
la luminosidad se hace más escasa. El ruido se debe tanto a errores intŕınsecos
del detector como a errores provocados por la aleatoriedad espacio-temporal de los
fotones al incidir en él [6, 14, 147]. El primer tipo se suele llamar ruido de detección,
que, en el caso de las cámaras CCD, se conoce como ruido de lectura [147–149].
El segundo se llama ruido fotónico y es fundamental en la detección de luz y, por
tanto, inevitable. Tampoco se puede evitar el efecto de la radiación de fondo, que
contribuye negativamente restando contraste a las imágenes [149]. El ruido fotónico
depende del nivel de luz, a diferencia del ruido de detección y del ruido de fondo,
que son de la misma magnitud con independencia de la luminosidad.
Por otro lado, como la derivada axial se construye aproximándola en diferencias
finitas a primer orden, se presupone que el comportamiento del dispositivo es lineal
en todo el rango axial donde se captan medidas de irradiancia [16, 53, 123, 131, 132].
Sin embargo, esto es solo cierto para valores de z pequeños, donde el efecto del ruido
es mayor.
*Un cálculo análogo se realiza en el Apéndice C con la fórmula de Roddier. Sus principios
son semejantes, pero no completamente iguales, a los de la fórmula central en diferencias finitas,
requiriendo un estudio aparte, que no se incluye en el cuerpo principal de esta memoria para
dinamizar su lectura. No obstante, debemos señalar que este hecho no debe restar importancia a
los resultados alcanzados, dada la trascendencia de la fórmula de Roddier en la destacable expansión
de los sensores de curvatura en el ámbito de la Óptica Astronómica. Es por ello que el ejemplo que
se incluye en este caṕıtulo ilustra los resultados obtenidos en el Apéndice C para la fórmula de
Roddier.
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2.2. Varianza de la estimación de la derivada axial
En las ĺıneas que siguen, calcularemos la varianza de la estimación de la derivada
axial en función de la posición de los planos en el eje z. Modelaremos la presencia
de ruido de medida: sin pérdida de generalidad en los resultados, para calcular y
analizar el comportamiento de la varianza de la curvatura, supondremos aqúı que
las fluctuaciones de irradiancia en cada punto son de media cero e independientes
del nivel de señal. Esta situación es equivalente a considerar como fluctuaciones por
ruido de detección las fluctuaciones provocadas por el ruido fotónico, cometiéndose un
error de estad́ıstica que no influye apreciablemente en el comportamiento cualitativo
de la varianza. No obstante, en el Apéndice B se incluye el cálculo completo para
condiciones de iluminación limitadas, que es especialmente útil en la aplicación de
Óptica Astronómica.
2.2.1. Fórmula central de Stirling en diferencias finitas
La fórmula central en diferencias finitas permite estimar I ′(0) = I ′(r, 0) en z = 0






donde z > 0 y el circunflejo sobre Î ′ denota una estimación de I ′. i+ = i(r, z) e
i− = i(r,−z) son las señales proporcionadas por el dispositivo de detección en los
planos +z y −z respectivamente, que en cada punto r y en cada instante de tiempo
t son la suma de la irradiancia exacta sin ruido o determinista, I± = I(r,±z), y el
ruido, n± = n±(r,±z), es decir:
i± = I± + n± (2.3)
Consideramos que los errores n± son de media cero, covarianza nula entre puntos
distintos y varianza E
{
[n±]
2} = σ2 en todos los puntos de cada plano z, donde E{·}
denota valor medio.
Con el objetivo de obtener estimaciones precisas de la derivada axial de la
intensidad en un punto cualquiera r, queremos encontrar la separación entre los
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En definitiva, debemos calcular cuánto se aleja la aproximación experimental de la
derivada axial, Î ′(0), del valor determinista de la derivada, I ′(0), en el plano z = 0





Suponiendo que la intensidad, I(r, z), es una función univaluada, continua, cuya
derivada primera es también continua y cuya derivada segunda existe en el rango
(0, z) de operación del sensor, entonces podemos aplicar el teorema de Taylor para
la intensidad en cada punto r en torno a z = 0, que establece que [150]:
I± = Io ± I ′(0)z +
1
2
I ′′ (ζ±) z
2 (2.5)
donde en el tercer sumando del miembro de la derecha, ζ+ = ζ+ (r) es un punto
dentro del intervalo (0, z) (ζ− = ζ− (r) es otro tal que ζ− ∈ (−z, 0)). Este sumando
representa el resto del desarrollo en serie de Taylor a primer orden y da cuenta
del error de la aproximación lineal de la derivada axial. Introduciendo el resultado
anterior en la Ec. (2.2) y teniendo en cuenta la Ec. (2.3), la derivada axial estimada
en cada punto r del plano z = 0 es:






[I ′′ (ζ+) − I ′′ (ζ−)] z (2.6)
A la vista de esta ecuación, queda claro que la precisión de Î ′(0) depende del peso
del segundo sumando, debido al error de las medidas, que limitará el valor de z
inferiormente, y del tercer sumando, debido al error de la aproximación en diferencias
finitas, que lo limitará superiormente.
Suponiendo que no hay correlación entre el ruido en los puntos de ambos planos
y que ambas fuentes de error contribuyen independientemente, se deduce que la











[I ′′ (ζ+) − I ′′ (ζ−)]2 z2 (2.7)
donde cabe recalcar que la varianza vaŕıa de un punto a otro, ya que ζ± = ζ± (r).
2.2.2. Fórmula progresiva o regresiva de Newton en
diferencias finitas
La fórmula progresiva o regresiva en diferencias finitas permite aproximar la
derivada axial en un punto r del plano de recuperación de fase, I ′(0) = I ′(r, 0),
utilizando como datos de entrada la irradiancia en dicho plano, io = io(r, 0), y la
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irradiancia en otro plano a una distancia z a la derecha (+z, progresiva) o a la




siendo z > 0. Las medidas de irradiancia se suponen degradadas por ruido de la
misma estad́ıstica descrita en la sección anterior y obtendremos estimaciones precisas
de I ′(0) en r en la medida que la separación z = z(r) verifique la condición (2.4).
De forma análoga procedemos a aplicar el Teorema de Taylor a la intensidad en
cada punto r en torno a z = 0, Ec. (2.5), y sustituimos en la Ec. (2.8) teniendo
en cuenta la Ec. (2.3), obteniéndose una relación similar a la Ec. (2.6) entre la
aproximación progresiva o regresiva y el valor determinista de la derivada axial.
Suponiendo que la contribución del ruido y del error de la aproximación de la derivada
en diferencias finitas son independientes y teniendo en cuenta la hipótesis de no
correlación del ruido en los puntos r de ambos planos se deduce que la varianza de














donde ζ+ = ζ+(r) es un punto tal que ζ+ ∈ (0, z) (ζ− ∈ (−z, 0)).
2.3. Selección del plano de medida
Las varianzas (2.7) y (2.9) demuestran que en idénticas condiciones de medida,
la precisión que se alcanza al estimar la curvatura del frente de onda depende de la
fórmula concreta que se escoja para aproximar la derivada axial. En estas expresiones
generales de las varianzas, el primer sumando está relacionado con el ruido de las
medidas de irradiancia y aumenta conforme la separación z disminuye. El segundo
sumando depende exclusivamente de la forma del frente de onda a recuperar y
describe, en función de z, cuánto se desv́ıa el modelo en diferencias finitas respecto
de la curvatura exacta del frente de onda.
Las Ecs. (2.7) y (2.9) reúnen caracteŕısticas que impiden emplearlas directamente
para hallar una única separación entre los planos que optimice la respuesta del sensor
en la configuración correspondiente. Por un lado, informan de que, en general, el
error de la aproximación de la derivada axial depende del punto r concreto. Por otro
lado, el segundo término de estas varianzas es desconocido en cada punto r, ya que
ζ = ζ (r). El método de selección de la separación entre los planos deberá eludir
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estos problemas para proporcionar una única posición de los mismos que optimice
globalmente la respuesta del sensor en el plano de recuperación de fase, z = 0. Antes
de proceder a diseñarlo, es necesario realizar un análisis previo de la propagación
axial de la irradiancia en función de las caracteŕısticas del frente de onda.
2.3.1. Análisis de la evolución axial de la intensidad
El problema de la propagación de un haz difractado por una abertura en z = 0
da lugar a integrales dobles de la forma [151, 152]:
∫∫
g (x, y, z) eikf(x,y,z)dx dy (2.10)
donde, en la aproximación de Fresnel:




(x− xc)2 + (y − yc)2
]
+W (x, y) (2.11)
y donde g es la amplitud de la onda en el plano de la abertura. Tanto g como f son
independientes de k y el dominio de integración está determinado por la abertura.
En el rango de la aproximación de Fresnel, la distribución de irradiancia en cada
plano axial depende, en esencia, de las caracteŕısticas de la fase a segundo orden en




1 + z∇2W (rc) + z2H[W (rc)]
(2.12)
donde ∇2W (rc) es el operador laplaciano y H[W (rc)] es el operador hessiano de la
fase evaluados en dichos puntos. Los puntos cŕıticos son puntos del plano z = 0 donde







La Ec. (2.12) es válida siempre y cuando r = (x, y) no se encuentre en las
inmediaciones de las cáusticas [153]. En realidad, su denominador debeŕıa estar en
valor absoluto, pero aqúı se ha eliminado y se ha tomado el signo positivo porque
trabajamos con planos de irradiancia situados antes de las cáusticas. Esta ecuación
nos muestra que la suposición de que la irradiancia evoluciona linealmente en la
variable z es una simplificación, que solo es cierta para valores de z suficientemente
pequeños, pues, en realidad, la evolución axial de la intensidad en el rango de Fresnel
depende de las caracteŕısticas de la fase de forma más compleja.
2.3 Selección del plano de medida 27
En general, a cada punto r le corresponde un punto cŕıtico distinto del plano
z = 0 y la ecuación que relaciona r con rc es complicada de resolver. Sin embargo,
la Ec. (2.12) no presenta una dependencia expĺıcita en los puntos cŕıticos en el caso
particular de que la fase W en el plano z = 0 sea cuadrática, esto es, que tenga la
forma:
Wo = a+ bx+ cy + dx
2 + ey2 + fxy (2.14)
donde a representa el pistón, b y c son inclinaciones y d, e y f están relacionados
con el operador laplaciano y con el operador hessiano de la fase cuadrática Wo. Dado
que estos dos operadores son invariantes, podemos simplificar Wo rotando los ejes de
coordenadas de tal modo que la Ec. (2.14) pueda reescribirse en su forma canónica
[154]:
Wo = A+Bx+ Cy +Dx
2 + Ey2 (2.15)
De las Ecs. (2.14) y (2.15), se deduce que ∇2Wo = 2(d+ e) = 2(D+E) y H (Wo) =




1 + 2(D + E)z + 4DEz2
(2.16)
donde no hay dependencia en los puntos cŕıticos, pues cada uno de los puntos de la
pupila tiene el mismo valor del laplaciano y del operador hessiano. Por tanto, dado
un plano z, la irradiancia es la misma para cada punto r de dicho plano.
La aplicación de la Ec. (2.16) en las fórmulas (2.7) y (2.9) de la § 2.2 proporciona,
en este caso, la misma varianza de Î ′ (0) para todos los puntos r de un mismo
plano axial, cuya minimización permite calcular un único valor para la separación
óptima de los planos de medida. Aunque esta no es la situación que normalmente nos
encontraremos globalmente en el plano de la pupila, como iremos viendo, el estudio
detallado de estas varianzas en función de los parámetrosD y E nos permitirá diseñar
una estrategia para resolver problemas más complejos.
2.3.2. Varianza de la estimación del laplaciano de una fase
cuadrática
En este apartado analizaremos la evolución del error de la estimación de la
curvatura de un frente de onda cuadrático Wo con fórmulas en diferencias finitas, en
función de la posición axial de los planos de irradiancia, z. En concreto, haremos un
análisis detallado para distintos valores de las curvaturas principales en el eje x, D, y
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en el eje y, E, para elaborar más adelante un método para seleccionar la separación
de los planos que optimiza la respuesta del sensor.
Desde el punto de vista de la Óptica, los frentes de onda descritos por las Ecs.
(2.14) y (2.15) son frentes de onda esferociĺındricos. Pero la Geometŕıa Algebraica
da una interpretación de estas ecuaciones muy apropiada para el análisis que vamos
a realizar. Básicamente, Wo es la representación de una superficie cuadrática que
describe algunos de los tipos estándar de cuádricas [155]. En concreto, distinguiremos
cuatro tipos de frentes de onda cuadráticos:
Si D y E tienen el mismo signo, los frentes de onda en z = 0 son paraboloides
eĺıpticos. D = E es un caso especial, pues el frente de onda es un paraboloide
parabólico, esto es, un frente de onda esférico en aproximación paraxial.
Si D y E tienen signos distintos, los frentes son paraboloides hiperbólicos.
Si D = 0 o E = 0, los frentes son cilindros parabólicos.
Si D = E = 0, los frentes de onda son planos.
La ilustración de la Figura 2.1 muestra ejemplos de estos cuatro tipos de frentes de
onda cuadráticos.
Veamos a continuación cómo es la varianza de la estimación de la curvatura de
un frente cuadrático si la derivada axial se aproxima con la fórmula de Stirling y con
las fórmulas de Newton:
a) Fórmula central en diferencias finitas
Introduciendo las intensidades I+ e I− calculadas a partir de la Ec. (2.16)
en la fórmula central en diferencias finitas, la estimación de la derivada axial




(1 + 4DEz2)2 − [2(D + E)z]2
(2.17)
Es decir, −Î ′(0)/Io se acerca más al laplaciano, 2(D+E), a medida que z → 0.
Como la evolución axial de la irradiancia no depende expĺıcitamente de los
puntos cŕıticos, I ′′(ζ±) tiene el mismo valor en todos los puntos r de un plano
±z. Aśı, despejando I ′′(ζ+) e I ′′(ζ−) en el desarrollo en serie de Taylor de la
Ec. (2.5) para I+ e I−, sustituyendo en la Ec. (2.7) y teniendo en cuenta que


























Figura 2.1: Ejemplos de los cuatro tipos de superficies cuadráticas seleccionadas para estudiar el
rendimiento del sensor de curvatura.
según la ETI I ′(0) = −2(D +E)Io, entonces el laplaciano de la cuádrica de la








+ 4 (D + E)2 z4
[
4DE (2 + 4DEz2) − 4 (D + E)2
(1 + 4DEz2)2 − 4 (D + E)2 z2
]2
(2.18)
b) Fórmulas progresiva o regresiva en diferencias finitas
Análogamente, si sustituimos la intensidad en el plano ±z tomada de la Ec.
(2.16) en la fórmula progresiva o regresiva en diferencias finitas (Ec. (2.8)),
en ausencia de ruido, la estimación de la derivada axial en función de las
caracteŕısticas locales del frente de onda es:
Î ′(0) = −Io
[
2 (D + E) ± 4DEz
1 ± 2(D + E)z + 4DEz2
]
(2.19)
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Por tanto, −Î ′(0)/Io se acerca a 2(D + E) siempre y cuando z → 0.
Llevando a cabo un cálculo análogo al del apartado a), se deduce que la varianza
del laplaciano de la fase cuadrática estimado por medio de la fórmula progresiva










4 (D + E)2 − 4DE ± 8DE (D + E) z
1 ± 2 (D + E) z + 4DEz2
]2
(2.20)
Seguidamente, vamos a estudiar detalladamente la evolución de ǫo en función de
z, pero, debido a las simetŕıas en D y E de las ecuaciones que acabamos de calcular,
solo analizaremos los casos siguientes:
D ≥ 0 y E ≥ 0 con D ≥ E.
D < 0 y E > 0 con |D| ≥ E.
Además, consideraremos solo combinaciones de los parámetros D y E tales que
2(|D| + |E|) ≤ V , donde V es una cota superior. Tomamos una cota superior para
la suma de los valores absolutos de las curvaturas principales y no para el valor
absoluto del laplaciano, con el propósito de desechar, por ejemplo, casos de frentes
hiperbólicos con valores muy altos de |D| y |E| tales que su laplaciano fuese nulo
o prácticamente nulo. Con ello, impĺıcitamente se está acotando superiormente el
valor del hessiano, lo que garantiza que los frentes de onda cuadráticos son suaves
con pequeñas desviaciones en torno a un frente de onda plano o, equivalentemente,
se garantiza la paraxialidad del haz.
En la Figura 2.2 se dibuja la desviación estándar de la curvatura, ǫo, recuperada
con la fórmula central y en las Figuras 2.3 y 2.4 con las fórmulas progresiva y
regresiva de Newton, respectivamente. Se supone que las irradiancias proporcionadas
por el detector oscilan con desviación relativa σ/Io = 0,01. El apartado (a) de cada
figura muestra el comportamiento de ǫo para frentes de onda con forma de cilindro
parabólico, el (b) para frentes con forma de paraboloide eĺıptico, el (c) para frentes
con forma de paraboloide parabólico y el (d) para aquellos con forma de paraboloide
hiperbólico. Los parámetros D y E de los ejemplos dibujados se han escogido para
mantener la condición 2(|D| + |E|) ≤ V = 1. El comportamiento cualitativo de las
curvas dibujadas es común a ambas fórmulas y sus caracteŕısticas más salientables
son las siguientes:
A medida que disminuye la distancia entre los planos el error tiende a infinito
y a medida que uno cualquiera de los dos planos se aproxima a la posición de
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D = 1/ 2, E = 0 2 (D + E) = 1
D = 1/ 3, E = 0 2 (D + E) = 2/ 3
D = 1/ 6, E = 0 2 (D + E) = 1/ 3
D = 0, E = 0 2 (D + E) = 0















D = 1/ 3, E = 1/ 6 2 (D + E) = 1
D = 2/ 9, E = 1/ 9 2 (D + E) = 2/ 3
D = 1/ 9, E = 1/ 18 2 (D + E) = 1/ 3
D = 0, E = 0 2 (D + E) = 0















D = 1/ 4, E = 1/ 4 2 (D + E) = 1
D = 1/ 6, E = 1/ 6 2 (D + E) = 2/ 3
D = 1/ 12, E = 1/ 12 2 (D + E) = 1/ 3
D = 0, E = 0 2 (D + E) = 0















D = 1/ 3, E = −1/ 6 2 (|D| + |E|) = 1
D = 2/ 9, E = −1/ 9 2 (|D| + |E|) = 2/ 3
D = 1/ 9, E = −1/ 18 2 (|D| + |E|) = 1/ 3
D = 0, E = 0 2 (|D| + |E|) = 0
Figura 2.2: Desviación estándar de la curvatura del frente de onda cuadrático en función de la
posición de los planos de medida, z, suponiendo que se estima con la fórmula central de Stirling,
siendo σ/Io = 0,01. El apartado (a) corresponde a frentes de onda con forma de cilindro parabólico,
el (b) a frentes de onda con forma de paraboloide eĺıptico, el (c) a frentes de onda con forma de
paraboloide parabólico y el (d) a frentes de onda de tipo paraboloide hiperbólico.
la ĺınea focal en x o en y más pequeña (fijadas por z = 1/D y z = 1/E), el
error se incrementa también drásticamente.
Manteniendo constantes las condiciones de detección, σ/Io, siempre hay una
desviación mı́nima absoluta, ǫo (zmı́n), que decrece a medida que disminuye el
laplaciano, en contraste con la posición correspondiente de los planos, zmı́n, que
crece. El frente de onda plano, de curvatura nula, es el caso ĺımite y su varianza
tiende a cero si la separación entre los planos tiende a infinito.
Si las caracteŕısticas del frente de onda se mantienen constantes, la posición
del mı́nimo absoluto, zmı́n, se aleja de z = 0 a medida que aumenta el nivel de
ruido de las medidas de irradiancia, σ/Io (se verá en la Figura 2.7).
El paralelismo entre ambos tipos de fórmulas en diferencias finitas conforma
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D = 1/ 2, E = 0 2 (D + E) = 1
D = 1/ 3, E = 0 2 (D + E) = 2/ 3
D = 1/ 6, E = 0 2 (D + E) = 1/ 3
D = 0, E = 0 2 (D + E) = 0















D = 1/ 3, E = 1/ 6 2 (D + E) = 1
D = 2/ 9, E = 1/ 9 2 (D + E) = 2/ 3
D = 1/ 9, E = 1/ 18 2 (D + E) = 1/ 3
D = 0, E = 0 2 (D + E) = 0















D = 1/ 4, E = 1/ 4 2 (D + E) = 1
D = 1/ 6, E = 1/ 6 2 (D + E) = 2/ 3
D = 1/ 12, E = 1/ 12 2 (D + E) = 1/ 3
D = 0, E = 0 2 (D + E) = 0















D = 1/ 3, E = −1/ 6 2 (|D| + |E|) = 1
D = 2/ 9, E = −1/ 9 2 (|D| + |E|) = 2/ 3
D = 1/ 9, E = −1/ 18 2 (|D| + |E|) = 1/ 3
D = 0, E = 0 2 (|D| + |E|) = 0
Figura 2.3: Desviación estándar de la curvatura del frente de onda cuadrático en función de la
posición de los planos de medida, z, suponiendo que se estima con la fórmula progresiva de Newton,
siendo σ/Io = 0,01. El apartado (a) corresponde a frentes de onda con forma de cilindro parabólico,
el (b) a frentes de onda con forma de paraboloide eĺıptico, el (c) a frentes de onda con forma de
paraboloide parabólico y el (d) a frentes de onda de tipo paraboloide hiperbólico.
comportamientos cualitativos de las curvas de error muy similares, salvo una
excepción: en las fórmulas de Newton, la evolución del error difiere del
comportamiento general cuando la diferencia finita se aplica en una dirección donde
no hay ĺınea focal (comparar las Figuras 2.3 y 2.4). Para los valores de D y E
escogidos en estas representaciones, esta situación se da en la fórmula progresiva.
Según z va aumentando, el error de la curvatura recuperada utilizando esta fórmula
tiende a un valor constante igual a ǫo = 2(D+E), es decir, llega al 100 %, en contraste
con la fórmula regresiva donde el error śı que aumenta drásticamente, muy por encima
del 100 %, a medida que el plano de irradiancia se sitúa más cerca del foco. Por otro
lado, las curvas representadas en la figura correspondiente a la fórmula regresiva se
intercambian con las de la fórmula progresiva y viceversa si los parámetros D y E
tienen signos opuestos a los analizados. También es importante resaltar el hecho de
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D = 1/ 2, E = 0 2 (D + E) = 1
D = 1/ 3, E = 0 2 (D + E) = 2/ 3
D = 1/ 6, E = 0 2 (D + E) = 1/ 3
D = 0, E = 0 2 (D + E) = 0















D = 1/ 3, E = 1/ 6 2 (D + E) = 1
D = 2/ 9, E = 1/ 9 2 (D + E) = 2/ 3
D = 1/ 9, E = 1/ 18 2 (D + E) = 1/ 3
D = 0, E = 0 2 (D + E) = 0















D = 1/ 4, E = 1/ 4 2 (D + E) = 1
D = 1/ 6, E = 1/ 6 2 (D + E) = 2/ 3
D = 1/ 12, E = 1/ 12 2 (D + E) = 1/ 3
D = 0, E = 0 2 (D + E) = 0















D = 1/ 3, E = −1/ 6 2 (|D| + |E|) = 1
D = 2/ 9, E = −1/ 9 2 (|D| + |E|) = 2/ 3
D = 1/ 9, E = −1/ 18 2 (|D| + |E|) = 1/ 3
D = 0, E = 0 2 (|D| + |E|) = 0
Figura 2.4: Desviación estándar de la curvatura del frente de onda cuadrático en función de la
posición de los planos de medida, z, suponiendo que se estima con la fórmula regresiva de Newton,
siendo σ/Io = 0,01. El apartado (a) corresponde a frentes de onda con forma de cilindro parabólico,
el (b) a frentes de onda con forma de paraboloide eĺıptico, el (c) a frentes de onda con forma de
paraboloide parabólico y el (d) a frentes de onda de tipo paraboloide hiperbólico.
que, para los valores de los parámetros D y E escogidos en las figuras, la curva para
la fórmula regresiva se encuentra siempre por encima de la curva correspondiente de
la fórmula progresiva. Pero se dará el comportamiento contrario cuando los signos
de D y E sean opuestos a los mostrados.
Las Ecs. (2.18) y (2.20), junto con sus representaciones en las Figuras 2.2, 2.3
y 2.4 son válidas desde z = 0 hasta las proximidades de la ĺınea focal, donde el
error tiende a infinito. Sea cual sea la fórmula aproximada empleada, los planos
no deben separarse de z = 0 una distancia próxima a la distancia focal. Esta
caracteŕıstica es coherente con la observación experimental de que los planos de
irradiancia deben tomarse lejos de la posición de las cáusticas para garantizar el
funcionamiento correcto del sensor [16].
En las Figuras 2.5(a), para la fórmula central, 2.5(b), para la fórmula regresiva
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D = 1/ 2, E = 0 2 (D + E) = 1
D = 1/ 6, E = 1/ 3 2 (D + E) = 1
D = 1/ 4, E = 1/ 4 2 (D + E) = 1
D = 1/ 3, E = −1/ 6 2 (|D| + |E|) = 1
Figura 2.5: Evolución del error de las curvaturas de los frentes de onda cuadráticos que verifican
2(|D|+ |E|) = 1 en función de la posición de los planos, z, suponiendo que se estiman con la fórmula
central (a), con la fórmula regresiva (b) y con la fórmula progresiva (c), bajo la influencia de ruido
de detección con desviación relativa σ/Io = 0,01.
y 2.5(c) para la fórmula progresiva de Newton, se muestra la desviación ǫo solo para
aquellas combinaciones deD y E tales que 2(|D|+|E|) iguala la cota superior, V = 1.
En estas figuras también se indica la posición del plano donde se minimiza ǫo, en las
mismas unidades que la posición de la ĺınea focal. Es decir, supongamos que el frente
es un cilindro parabólico con D = 1/ (4f) = 1/2 y E = 0. Si V = 1 m−1, entonces
la ĺınea focal se halla en f = 0,5 m y el mı́nimo en zopt = 0,17 m, para la fórmula
central, y en zopt = 0,11 m, para las fórmulas de Newton.
A partir de ellas se deduce que de todas las combinaciones de D y E tales que
2(|D| + |E|) = V , la curva que está por encima de todas las demás en la zona del
mı́nimo corresponde al cilindro parabólico, seguida, en orden decreciente, por la curva
del paraboloide eĺıptico, la del paraboloide parabólico y, por último, la del hiperbólico.
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Figura 2.6: Evolución axial de la intensidad para las fases cuadráticas de laplaciano unidad
analizadas. En ĺınea de puntos se representa la aproximación lineal proporcional al laplaciano.
La razón para este comportamiento es que, aunque consideremos frentes cuadráticos
con el mismo valor del laplaciano, la contribución del error de no linealidad vaŕıa entre
unos y otros. En concreto, de entre los cuatro estándares de cuádricas estudiados,
la irradiancia asociada al cilindro parabólico es la que evoluciona axialmente más
alejada del comportamiento lineal (ver Figura 2.6). Adicionalmente, cabe destacar
que la curva asociada al frente de onda plano se encuentra siempre por debajo de
cualquier otra curva, sea cual sea el valor de V y el tipo de fase cuadrática con que
comparemos.
Por último, la Figura 2.5 nos indica también que en las mismas condiciones
de medida, la fórmula central proporciona mejores resultados que las fórmulas de
Newton.
2.3.3. Selección de la separación óptima y cotas superior e
inferior de error
En la sección anterior, hemos calculado y representado frente a z la desviación
estándar de la estimación experimental de la curvatura de un frente de onda
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cuadrático en función del nivel de ruido, σ/Io, y de las caracteŕısticas del frente
expresadas en sus curvaturas principales D y E. El análisis de estas curvas de error
nos permitirá deducir ahora la separación entre los planos que proporciona la mejor
respuesta del sensor ante frentes de onda cuadráticos. En concreto, la Figura 2.5 nos
informa de que si lo único que conocemos de la fase cuadrática en el plano z = 0
es que su laplaciano alcanza como máximo un valor V , entonces la peor respuesta
del sensor de curvatura se da ante los frentes con forma de cilindro parabólico de
curvatura V . Por eso, la mejor respuesta del sensor ante frentes de onda cuadráticos
se garantizaŕıa separando los planos de irradiancia la distancia z = zopt que viene
determinada por el mı́nimo de la curva de error correspondiente al cilindro parabólico
de curvatura V .
Basándonos en este resultado alcanzado con este caso sencillo, encontraremos en
esta sección la separación entre planos que optimiza la respuesta global del sensor
de curvatura en el interior ante frentes de onda más complicados.
Si suponemos que el frente de onda, W , en los puntos del plano z = 0 es suave,
continuo y diferenciable, entonces existen entornos Ω donde W puede aproximarse
localmente por superficies cuadráticas, Wo, de la forma (2.14), donde ahora a
representa el pistón, b = ∂W/∂x y c = ∂W/∂y son las inclinaciones locales de W en
Ω, y d = (1/2)(∂2W/∂x2), e = (1/2)(∂2W/∂y2) y f = ∂2W/∂x∂y están relacionados
con el operador laplaciano y con el operador hessiano locales de la fase W en el
entorno Ω. La unión de todos los entornos Ω recubre la superficie del frente de onda
completamente. Como los operadores laplaciano y hessiano son invariantes, podemos
simplificar la cuádrica (2.14) rotando los ejes de coordenadas y reescribiendo Wo en
su forma canónica, es decir, en la forma descrita por la Ec. (2.15). Los parámetros
D y E de la aproximación cuadrática local Wo, representan ahora las curvaturas
principales locales del frente de onda W en el interior del entorno Ω. Por tanto, el
operador laplaciano y el operador hessiano locales de W asociados a cada entorno
Ω son constantes en cada plano axial para todos los puntos de Ω y la evolución de
la irradiancia en el eje z se puede expresar localmente como en la Ec. (2.12), en
función de los parámetros D y E del entorno. Estas curvaturas de cada entorno Ω
provocan convergencias o divergencias de los haces, que se manifiestan con cambios
de la distribución de luz dentro de la región iluminada en función de la posición axial
z (ver Figura 1.2). En definitiva, de acuerdo con esta hipótesis, podemos afirmar que
las Ecs. (2.18) y (2.20) describen el error de la recuperación de la curvatura local del
frente de onda W en un entorno Ω.
De este modo, concentrémonos ahora en la estimación de las curvaturas locales de
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un frente de onda, suponiendo que existen entornos Ω donde W puede aproximarse
por superfices cuadráticas Wo tales que 2 (|D| + |E|) es menor o igual que un cierto
valor normalizado a la unidad, que denotamos por V . En la Figura 2.5, zopt denota
la posición de los planos que minimiza la desviación estándar de la estimación de la
curvatura local del frente de onda en un entorno con forma de cilindro parabólico con
V = 1. Si en Ω la cuádrica fuese de otro tipo, entonces, de acuerdo con esa figura,
situando los planos en zopt está garantizado que su laplaciano se estimaŕıa con menos
desviación que si fuese un cilindro parabólico.
Veamos qué implicaciones tiene este comportamiento a nivel local en la
recuperación del laplaciano a nivel global, es decir, en la unión de todos los entornos
del plano z = 0. Si los planos de medida se sitúan en las posiciones z < zopt, entonces
las curvaturas locales estimadas en cualquier parte del interior de la pupila tendrán
siempre más error que si los planos se colocan en las posiciones z = zopt. Por otro lado,
si las irradiancias se detectan en z > zopt, aunque mejora la estimación en los entornos
donde la aproximación de W es un paraboloide o un plano, empeora la recuperación
de las curvaturas locales en entornos donde W se aproxima por cilindros parabólicos.
De este modo, si hubiese una densidad significativa de entornos dentro del dominio
definido por la pupila donde el frente de onda se aproximase mejor por medio de
superficies ciĺındricas de curvatura máxima (V = 1), si z 6= zopt, globalmente
empeoraŕıa la estimación del laplaciano de la fase en z = 0. En consecuencia, si
la única información a priori disponible acerca de los frentes de onda es que su
curvatura máxima es V , minimizando ǫ2o para un cilindro parabólico de curvatura V ,
es decir, D = V/2 y E = 0, obtendŕıamos zopt, la mejor posición de los planos que
es compatible con esta información. Todo esto independientemente de la fórmula en
diferencias finitas que se utilice para configurar el sensor.
En términos generales, con el objetivo de escoger adecuadamente sus componentes
principales, cuando se procede al diseño de cualquier dispositivo sensorial de fase debe
disponerse de un cierto grado de conocimiento a priori acerca de los frentes de onda
que se quieren medir. Por ejemplo, en el caso de los sensores de frente de onda Shack-
Hartmann, es necesaria cierta información previa de la fase para diseñar las matrices
de microlentes con el espaciado y la apertura numérica adecuados. En el caso de
los sensores de curvatura, una vez que se ha determinado el nivel de ruido de los
planos de irradiancia, el paso siguiente es fijar su posición, para lo que es necesario
hacer uso de la información de la fase disponible. Si conocemos una estimación de
las máximas curvaturas locales de la fase en la abertura, tenemos ya la capacidad
para hallar objetivamente una separación óptima siguiendo el método descrito hasta
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ahora. No obstante, normalmente estos datos no siempre se conocen. En su lugar
podŕıamos disponer de cierta información estad́ıstica de los frentes de onda que nos
oriente a la hora de escoger un valor para V .
Ilustrémoslo de la siguiente forma. Por ejemplo, supongamos que la fase en el
plano z = 0 vaŕıa en el tiempo y se conoce lo suficiente acerca de su comportamiento
estad́ıstico como para que podamos:
estimar L = |〈∇2W (r)〉|, donde 〈·〉 indica valor medio espacio-temporal en el
total de la pupila.
estimar ∆L =
√
〈[∇2W (r) − 〈∇2W (r)〉]2〉, la desviación cuadrática media
espacio-temporal calculada en la totalidad de la pupila.
Si no hay información adicional, proponemos tomar los planos de irradiancia
en la posición zopt que minimiza ǫo(z) tomando D = V/2 y E = 0, siendo
V = L + α∆L, donde α es un parámetro que cuantifica la probabilidad de que
V ∈ [L− α∆L,L+ α∆L]*. De este modo, nos aseguramos de que la desviación de
la curvatura local de W en un entorno Ω cualquiera, ǫo (z), oscila, para todo z, entre
las siguientes cotas:
ǫinf(z) ≤ ǫo(z) ≤ ǫsup(z) (2.21)
donde ǫinf(z) es la mayor cota inferior, que está fijada por la curva de un frente de
onda plano, y ǫsup(z) es la menor cota superior, que viene indicada por la curva del
cilindro parabólico de curvatura V . La magnitud de estas cotas será distinta según
se emplee una u otra fórmula en diferencias finitas. A continuación, expresaremos las
ecuaciones de las cotas en función de la variable normalizada h = V z, que permite
generalizar el error y la posición óptima de los planos a cualquier valor de V :
a) Fórmula central de Stirling
ǫo(z) de la Ec. (2.18) para D = V/2 y E = 0 representa para cada z la
menor cota superior de error de la estimación de la curvatura, ǫsup, que, con la

















*Si α = 1, la probabilidad es del 68,3%, si α = 2, la probabilidad es del 95,4% y si α = 3, la
probabilidad llega al 99,7% [156].
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Figura 2.7: Cota superior de error, ǫsup, y cota inferior de error, ǫinf, de la estimación de la
curvatura local de la fase en Ω con la fórmula central (a) y con las fórmulas de Newton (b), para
varios niveles del ruido de detección, σ/Io.
mientras que ǫo(z) para D = E = 0 representa la mayor cota inferior de error












En la Figura 2.7(a) representamos estas cotas para algunos ejemplos de σ/Io,
apreciándose la disminución del rendimiento del sensor conforme aumenta el
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nivel de ruido en las medidas de irradiancia.
Para hallar una relación entre la separación óptima, hopt, y el nivel de ruido










+ 4h6opt = 0 (2.24)
b) Fórmulas progresiva y regresiva de Newton
La Ec. (2.20) particularizada a D = V/2 y E = 0 proporciona la menor cota






























En la Figura 2.7(b) representamos estas cotas para los mismos ejemplos de σ/Io
que en el apartado anterior. Comparando esta figura con la Figura 2.7(a), se
ve con claridad el aumento de la incertidumbre de las curvaturas recuperadas
cuando se usan las fórmulas de Newton en comparación con la fórmula central.
De la minimización de la Ec. (2.25) respecto de h obtenemos la siguiente
ecuación, que relaciona la separación óptima, hopt, con el nivel de ruido en






(1 − hopt)3 + h4opt = 0 (2.27)
Por último, la Figura 2.8(a) muestra la dependencia de la separación óptima, hopt,
con el nivel de ruido, σ/Io, suponiendo que se implementa la fórmula central. En los
apartados (b) y (c), se representan las cotas superior, ǫsup/V , e inferior, ǫinf/V , de
error de la curvatura en la posición óptima. Asimismo, se indican los datos de los
coeficientes β, γ y δ del ajuste de las cotas y de las posiciones óptimas a la siguiente

















Sustituyendo en la Ec. (2.28) los coeficientes del apartado (a) de la Figura 2.8,
podemos calcular fácilmente la separación entre los planos, hopt, que optimiza la









β = 1,620 ± 0,002
γ = −1,942 ± 0,007










β = 0,4581 ± 0,0005
γ = 1,077 ± 0,002
δ = −0,250 ± 0,001












β = 0,3692 ± 0,0004
γ = 0,924 ± 0,001
δ = −0,168 ± 0,001
Figura 2.8: Posición óptima de los planos y cotas superior e inferior de error de la curvatura local
de la fase en Ω, en función del nivel de ruido en el plano de la abertura, σ/Io, para la fórmula
central. Con el śımbolo “o” se indican algunos de los puntos utilizados para realizar el ajuste, que
se obtienen a partir de las Ecs. (2.22), (2.23) o (2.24) para cada valor de σ/Io. La ĺınea continua
representa el ajuste de los puntos.
respuesta del sensor de curvatura para unas condiciones de medida determinadas. El
mismo procedimiento para los coeficientes de los apartados (b) y (c) nos proporciona
las cotas entre las que oscila el error de las curvaturas locales estimadas con el sensor.
En la Figura 2.9 se hace la representación análoga para las fórmulas de Newton.
Las Figuras 2.8 y 2.9 constituyen uno de los resultados más importantes de este
trabajo de investigación, pues son una referencia objetiva para determinar no solo la
posición de los planos que optimiza la respuesta del sensor para unas condiciones de
operación dadas, sino también las cotas superior e inferior entre las que oscila el error
de las curvaturas locales estimadas, que ningún otro criterio previo proporcionaba.
Para poder aplicar este procedimiento solo resulta necesario tener información sobre
el nivel de ruido de medida, σ/Io, y un mı́nimo conocimiento a priori acerca de la
fase, es decir, una cota superior de las curvaturas locales, V .









β = 1,1600 ± 0,0003
γ = −0.8563 ± 0,0009










β = 1,67750 ± 0,00005
γ = 1,0281 ± 0,0001
δ = 0,0897 ± 0,0001












β = 1,18410 ± 0,00005
γ = 1,0947 ± 0,0002
δ = 0,0833 ± 0,0001
Figura 2.9: Posición óptima de los planos y cotas superior e inferior de error de la curvatura local
de la fase en Ω, en función del nivel de ruido en el plano de la abertura, σ/Io, para las fórmulas
de Newton. Con el śımbolo “o” se indican algunos de los puntos utilizados para realizar el ajuste,
que se obtienen a partir de la Ec. (2.25), (2.26) o (2.27) para cada valor de σ/Io. La ĺınea continua
representa el ajuste de los puntos.
2.4. Ejemplo: Selección de la separación óptima
para el telescopio Gemini
En las ĺıneas siguientes, se ilustra con un ejemplo el método de selección de la
posición de los planos descrito en la § 2.3. El problema escogido consiste en calcular la
separación entre los planos que optimiza la respuesta del sensor de curvatura acoplado
al sistema de óptica adaptativa del telescopio Gemini. Este sensor de curvatura, al
igual que la mayoŕıa de los que son utilizados en Óptica Astronómica, se ha diseñado
de acuerdo a la configuración de Roddier (ver § 1.3).
El sensor se emplea para medir las aberraciones de frentes de onda distorsionados
por turbulencias atmosféricas y trabaja con un número de fotones limitado, siendo
significativa la influencia del ruido fotónico. A lo largo de este caṕıtulo, hemos
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supuesto que las medidas de irradiancia solo están afectadas por ruido de detección
independiente del nivel de señal. Los resultados que se han mostrado para las fórmulas
t́ıpicas en diferencias finitas son cualitativamente análogos a los que se obtienen para
un número de fotones disponible limitado, según puede comprobarse en el Apéndice
B. No obstante, la diferente estad́ıstica del ruido de medida en un caso y en el otro
se traduce en cambios cuantitativos en los resultados, de ah́ı la utilidad de los datos
presentados en ese apéndice. Por su parte, los cálculos espećıficos para la fórmula de
Roddier, adecuados para su aplicación en este ejemplo, se muestran en el Apéndice
C.
Para seleccionar los planos de irradiancia, nos basaremos solamente en los datos
técnicos publicados en el trabajo de Rigaut et al. de 1997, relativos a los componentes
del telescopio Gemini y a las condiciones de turbulencia medias de su ubicación en
Mauna Kea (Hawaii) [56].
2.4.1. Caracteŕısticas del sistema y de la turbulencia
En la Tabla 2.1 se resumen los parámetros principales que caracterizan el
telescopio Gemini y las turbulencias atmosféricas medias de su emplazamiento [56].
Los frentes turbulentos que se quieren compensar provienen de una estrella natural
de magnitud mR = 14,7 en la banda R
*. El ritmo de emisión de fotones indicado
está ya calculado para la totalidad de la abertura del telescopio Gemini. De los
datos de la tabla se desprende que el sistema de Óptica adaptativa es real, con 56
subaberturas repartidas en una pupila de 7,9 m de diámetro con una obstrucción
central de 1,2 m de diámetro. Cada subabertura tiene asociado un detector y un
actuador que modifica la forma de un espejo deformable. Se emplean fotodiodos de
avalancha (APD), limitados solo por ruido fotónico, que operan en una longitud de
onda λ = 0,7 µm. El 50 % de los fotones que emite la estrella no se detectan por
efecto de la atmósfera, de la transmisión instrumental del telescopio y de la eficiencia
cuántica del detector. Por último, el comportamiento estad́ıstico de las turbulencias
atmosféricas en Mauna Kea está caracterizado por el parámetro de Fried, ro = 25
cm, para una longitud de onda λ = 0,55 µm.
Con los parámetros de la Tabla 2.1 calcularemos un valor para V y para el número
de fotones promedio disponibles en cada subabertura, N , necesarios para hallar zopt
de acuerdo con los resultados del Apéndice C.
*La banda astronómica R está centrada en una longitud de onda λ = 0,7 µm con un ancho de
banda efectivo de 0,22 µm [149].
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Parámetros Valores
Diámetro del telescopio (m): D 7,9
Diámetro de la obstrucción central (m) 1,2
Dimensión radial de la región de frontera: L 1,6D
Número-F (f/#) 60
Ritmo de emisión de fotones para una estrella mR = 0 (fotones/s) 8,2 · 1011
Brillo del cielo en la banda R (magnitud arcseg−2) 20,3 · 1011
Pérdidas ( %) 50
Ruido de lectura del APD 0 e−
Retraso del APD 0
Número de subaberturas 56
Velocidad del viento (m/s) 20
ro en 0,55 µm (cm) 25
Longitud de onda de trabajo del sensor (µm) 0,7
Tabla 2.1: Parámetros del telescopio Gemini y de las condiciones de visibilidad en el observatorio
de Mauna Kea (Hawaii).
2.4.2. Cálculo de la separación óptima
En las ĺıneas siguientes calcularemos la separación entre planos necesaria para que
el sensor de curvatura opere correctamente en las condiciones descritas. Dado que
el sistema de óptica adaptativa es real, la calidad de la compensación dependerá del
comportamiento local de la fase y de la irradiancia en el entorno definido por cada
una de las subpupilas. Partimos de la hipótesis de que en el área de una subpupila
la superficie del frente de onda es, en esencia, cuadrática.
Por un lado, supondremos que la estad́ıstica de la turbulencia sigue el espectro de
Kolmogorov y calcularemos un valor para V = L+∆L asociado a toda la abertura del
telescopio (ver § 2.3.3). L = |〈∇2W (r)〉| es el valor absoluto del promedio espacio-
temporal de la curvatura en la totalidad de la pupila, que, para frentes de onda
distorsionados por turbulencias atmosféricas, es igual a cero. De este modo, la cota
superior de las curvaturas locales es V = ∆L =
√
〈[∇2W (r) − 〈∇2W (r)〉]2〉 =
√
〈[∇2W (r)]2〉, es decir, la ráız cuadrada de la varianza espacio-temporal del
laplaciano de la fase. El frente de onda se desarrolla como combinación lineal de
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polinomios de Zernike*, W = λ
2π
∑∞
j=1 ajZj, y el dispositivo adaptativo está diseñado
para detectar y compensar el efecto de los J = 56 primeros. Este nivel de
compensación fija el valor máximo de la curvatura promedio, V , que asumimos que
puede darse en el entorno local delimitado por una subpupila.
Por otro lado, calcularemos el número de fotones promedio, N , que se detectan en
cada subabertura durante el tiempo de exposición. Con ambos datos determinaremos
la separación zopt que debe utilizarse para que el sistema alcance el máximo nivel de
compensación.
1. Curvatura máxima promedio en la abertura del telescopio
A continuación calculamos la cota superior de la curvatura local, V = ∆L,





〈[∇2W (ρD/2, θ)]2〉 (2.29)
donde ρ ∈ (0, 1) y θ ∈ (0, 2π) y D es el diámetro de la pupila del telescopio.
Suponiendo que la fase se desarrolla como combinación lineal de J polinomios
de Zernike, W (ρD/2, θ) = λ
2π
∑J














〈∇2Zj(ρ, θ)〉E{ajak}〈∇2Zk(ρ, θ)〉 (2.30)
donde 〈·〉 es ahora el promedio espacial y E{·} es el promedio temporal. El
valor medio espacial del laplaciano de cada polinomio de Zernike se calcula en








∇2Zj(ρ, θ) ρ dρ dθ (2.31)
y E{ajak} son los elementos de la matriz de covarianzas de los coeficientes del
desarrollo de la fase, que, para el espectro de Kolmogorov, es [14, 157]:
































*En este calculo se utiliza la notación de Noll de los polinomios de Zernike [157].















Tabla 2.2: Covarianzas no nulas asociadas a los 56 primeros polinomios de Zernike cuyo valor
medio espacial en el ćırculo de radio unidad no se anula.
donde nj,k indica el orden radial asociado al polinomio de Zernike Zj,k. La
ecuación anterior es solo válida para combinaciones j−k = par y j−k = impar.
Ahora bien, de los 56 primeros polinomios de Zernike, solo el promedio
espacial de los rotacionalmente simétricos es no nulo. En concreto, solo





5, 〈∇2Z22(ρ)〉 = 48
√
7, 〈∇2Z37(ρ)〉 = 80
√
9 y 〈∇2Z56(ρ)〉 = 120
√
11.
Asimismo, los únicos coeficientes no nulos de la matriz de covarianzas, de todas
las combinaciones posibles asociadas a estos polinomios de Zernike, son los que
se muestran en la Tabla 2.2.
El radio de Fried es ro = 25 cm para una longitud de onda λ = 0,55 µm. Pero
la longitud de onda de trabajo del sensor de curvatura es λ = 0,7 µm. Teniendo
en cuenta que la velocidad promedio de la capa de turbulencia es v̄ = 20 m·s−1,
podemos calcular el radio de Fried asociado a una longitud de onda λ µm por
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que implica un radio de Fried de ro = 33,39 cm. Sustituyendo estos datos en
la Ec. (2.30), teniendo en cuenta que el sensor trabaja en la longitud de onda
λ = 0,7 µm, obtenemos la curvatura máxima promedio de los frentes de onda:
V = 7,9 · 10−7 m−1.
2. Número de fotones disponible
En la Tabla 2.1 se indica que una estrella de magnitud mR = 0 emite fotones
dirigidos a la totalidad de la abertura del telescopio a un ritmo Fo = 8,2 · 1011
fotones · s−1. A partir de este dato, se puede calcular el ritmo F al que una
estrella de cualquier magnitud, m, emite fotones dirigidos hacia la abertura.
Concretamente, para una longitud de onda determinada, la magnitud de la
estrella viene dada por [15]:









Queremos calcular la posición óptima de los planos cuando el sensor de
curvatura funciona con la luz que proviene de una estrella de magnitud
m = mR = 14,7. Despejando F en la ecuación anterior se obtiene F = 1 080 970
fotones · s−1. Por otro lado, la Tabla 2.1 también informa de que solo el
50 % de los fotones consiguen ser detectados, con lo que la lectura efectiva
proporcionada por los detectores es de F = 540 485 fotones · s−1. El mismo
procedimiento permite calcular el ritmo F f con el que los fotones de la radiación
de fondo inciden en los detectores. La radiación de fondo limita la observación
de objetos muy tenues a través de la atmósfera debido especialmente a la
emisión intŕınseca del cielo nocturno [149]. La magnitud equivalente del ruido
de fondo es, según la Tabla 2.1, mfR = 20,3 arcseg
−2. Teniendo en cuenta que los
detectores solo captan el 50 % de los fotones que entran en la abertura, se tiene
que F f = 3110 fotones·s−1. Dado que el fondo limita el contraste inferiormente,
en la práctica solo dispondremos de F = 540 485−3110 = 537 375 fotones·s−1.
Ahora solo necesitamos calcular el tiempo de respuesta o tiempo de exposición
de los detectores, que está ı́ntimamente relacionado con el ancho de banda
del sistema. El tiempo de respuesta del sistema compensador no puede ser
superior al tiempo de correlación atmosférico, que da cuenta de la rapidez a la
que evolucionan las capas de turbulencia. Para calcular el tiempo de exposición,
nos basamos en el procedimiento que describe F. Roddier en las secciones §.
3.4 y §. 3.5 de la Ref. [15]. En concreto, Roddier modela el funcionamiento
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del sistema de Óptica adaptativa como un sistema integrador ideal. Como
el sistema es integrador, es un sistema en lazo cerrado y el espejo ha de
lograr compensar, al cabo de varios ciclos, las curvaturas locales del frente
de onda en la región definida por cada una de las subpupilas [10, 123]. Como
es ideal se suponen despreciables el error de predicción, es decir, el retraso
en la compensación o también, por ejemplo, fenómenos de histéresis en los
actuadores piezoeléctricos. De este modo, el mı́nimo ancho de banda admisible





donde v̄ es la velocidad promedio de la capa de turbulencia y d es el diámetro de
cada subabertura. La pupila del telescopio está muestreada por 56 subpupilas
de la misma área repartidas a lo largo y ancho de la región entre el borde de la
abertura del telescopio, de diámetro D = 7,9 m, y el borde de la obstrucción















= 0,010 s (2.36)




= 96 fotones (2.37)
3. Separación óptima
Con los datos calculados para la curvatura local máxima, V = 7,9 ·10−7 m−1, y
para el nivel de luz disponible por detector, N = 96 fotones, procedemos aqúı a
calcular la separación entre planos que optimiza el rendimiento del sensor de
curvatura. Sustituyendo N en la ecuación para la posición óptima de la Tabla
C.1 (ver Apéndice C), hallamos hopt y dividiendo por V se obtiene zopt = 875
km. En esta posición, la cota superior del error de la estimación de la curvatura
local en el área de cada subpupila es ǫsup = 1,2 · 10−7 m−1 y la cota inferior es
ǫinf = 8,4 · 10−8 m−1.
Estudios teóricos y simulaciones numéricas junto con la experiencia adquirida
con los sistemas UH (University of Hawaii) y CFHT (Canada France Hawaii
Telescope) [53], permiten a Rigaut et al. afirmar que la operación óptima del
sensor de curvatura en las condiciones descritas en la Tabla 2.1 se da para una
posición de los planos, z = 898 km, prácticamente igual al zopt que acabamos
de calcular.
Caṕıtulo 3
Optimización de la medida de
frontera
En el Caṕıtulo 1, se ha visto que el problema de recuperación de fase a partir de
medidas de irradiancia basado en la ETI consiste en resolver una ecuación diferencial
eĺıptica con condición de contorno de Neumann. Cuando la distribución de irradiancia
es uniforme en el plano de recuperación, se trata de una ecuación de Poisson. En
consecuencia, para que no haya ambigüedades en la solución, generalmente no llega
con recopilar información del laplaciano de la fase en el interior, ∇2W , sino que
también ha de obtenerse información de su derivada normal en el borde, Wr. En
la ETI (Ec. (1.3)), Wr va modulada por una distribución lineal de Dirac, δc, que
coincide con el borde de la pupila en z = 0. Por ello, para extraer información de
la derivada normal de la fase en la frontera, las medidas de la derivada axial de
irradiancia deben promediarse radialmente en un intervalo que contenga el borde de
la región iluminada [136].
La aproximación de la derivada axial en diferencias finitas a primer orden
produce aqúı problemas parecidos a los estudiados en las medidas del interior, pero
también surgen otros nuevos, a causa de la integración en el borde, que dificultan
espećıficamente la estimación de Wr. La contribución conjunta de todas las fuentes
de error depende de la distancia de separación entre los planos. Análogamente a lo
visto para el interior, para realizar la medida de frontera, se utilizan medidas de
irradiancia en planos situados entre el plano de la pupila y las cáusticas.
Salvo en aquellos casos donde la posición óptima de los planos se selecciona
programando complicadas simulaciones numéricas [53], en la mayoŕıa de las
aplicaciones no se informa acerca del criterio utilizado para escoger la posición de los
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planos de medida. En estas situaciones, todo apunta a que las medidas de frontera se
realizan empleando las mismas posiciones de los planos que las medidas del interior.
No obstante, a priori no existe ninguna razón que garantice que la separación elegida
para optimizar la medida del laplaciano permita obtener también medidas de frontera
de buena calidad.
Debido a los problemas que surgen al poner en práctica el procedimiento anterior,
se han propuesto otros métodos para estimar Wr, que utilizan como datos de entrada
el radio de la región iluminada en dos planos adyacentes ortogonales al eje z [131].
Mediante este tipo de métodos, se elimina la contribución del ruido de las medidas
de irradiancia, pero se sustituye por la inevitable incertidumbre de las medidas de la
posición del borde.
En este caṕıtulo desarrollaremos un procedimiento, análogo al realizado para
el interior, para optimizar la señal de frontera proporcionada por el sensor de
curvatura. Comenzaremos describiendo con más detalle los fundamentos de estos
métodos y proseguiremos analizando las principales limitaciones que presentan y que
determinan la precisión del resultado final. Por último, modelaremos el error deWr en
función de la posición de los planos de medida en el eje z, que nos permitirá encontrar
la separación entre ellos que minimiza las contribuciones del error en conjunto.
3.1. Métodos de medida de la derivada normal de
la fase en la frontera
Cualquiera de los dos métodos que se emplean para obtener Wr en el borde
de la pupila tiene como finalidad cuantificar el cambio de dimensión radial de la
zona geométricamente iluminada. El primero, consiste en medir directamente la
deformación radial de las regiones iluminadas en dos planos paralelos perpendiculares
al eje óptico del sistema [131]. Lo llamaremos método directo. En el segundo,
el desplazamiento radial del borde se mide indirectamente, como resultado de
implementar la ETI aproximando la derivada axial con diferencias finitas a primer
orden de medidas de irradiancia en dos planos promediadas radialmente en el
contorno [136]. Nos referiremos a él como método indirecto*.
*En este caṕıtulo estudiaremos exclusivamente las aproximaciones clásicas en diferencias finitas
de la derivada axial. La fórmula de Roddier, semejante en algunos aspectos a la fórmula central, no se
analiza en este caṕıtulo para facilitar su comprensión. No obstante, dado su destacable protagonismo
en el campo de la Óptica Astronómica, merece un estudio aparte en este trabajo, que se incluye en
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En esta sección deduciremos las ecuaciones que relacionan las medidas que lleva
a cabo el sensor con la derivada normal de la fase en la frontera. Partiendo de
estas ecuaciones, describiremos las simplificaciones que se realizan para poderlas
implementar experimentalmente en el sensor de curvatura. Este paso es muy
importante para identificar, más adelante, las principales fuentes de error que
deterioran la respuesta del sensor en relación con las medidas de frontera.
3.1.1. Método directo de medida de la deformación de la
región iluminada
La hipótesis de partida consiste en que la deformación radial de las regiones
iluminadas en dos planos z y −z, es proporcional a la derivada de la fase normal al
borde de la pupila,Wr. De este modo, en cada ángulo θ se toman, experimentalmente,
las seguientes relaciones para estimar Wr en la frontera [131]:
R+ −R− = 2zŴr
R± −R = ±zŴr
(3.1)
donde R± = R± (θ) es el radio de la región iluminada en las posiciones ±z y Ŵr =
Ŵr (θ) es la estimación de la derivada normal en el punto (R, θ) del borde. Dado que
en la primera ecuación se usan datos en dos planos situados simétricamente a ambos
lados de z = 0, la llamaremos fórmula central. En cuanto a la segunda ecuación, la
llamaremos fórmula progresiva o bien fórmula regresiva según se utilice el radio en
el plano +z o bien en en el plano −z, respectivamente.
En lo que sigue, demostraremos que las Ecs. (3.1) son, en realidad, una
aproximación a primer orden de la dinámica del borde de la región iluminada en
planos perpendiculares al eje z, válida solo muy cerca de z = 0.
Partimos de las ecuaciones de los rayos asociadas a una onda paraxial de fase W
que se propaga a lo largo del eje z [152, 153]:
x = xc ± zWxc
y = yc ± zWyc (3.2)
donde Wxc = (∂W/∂x)(xc,yc) y Wyc = (∂W/∂y)(xc,yc). Estas ecuaciones describen la
trayectoria del rayo que pasa por el punto (xc, yc) del plano de la pupila, z = 0, en
función de las coordenadas y de las inclinaciones de la fase, Wxc y Wyc , en dicho
punto.
el Apéndice C.
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Figura 3.1: Ejemplo de evolución de la zona geométricamente iluminada desde el plano de la
abertura, z = 0, a un plano desplazado, z.




r cos(θ − θc) = rc ± zWrc
r sen(θ − θc) = ±zWθcrc
(3.3)
donde Wrc = (∂W/∂r)(rc,θc) y Wθc = (∂W/∂θ)(rc,θc), siendo (rc, θc) las coordenadas
polares del punto del plano z = 0 por donde pasa el rayo. Si la distancia de separación
escogida, z, es lo suficientemente pequeña como para que el desplazamiento angular
de los rayos, θ−θc, no sea muy grande, podemos truncar a primer orden los desarrollos





r = rc ± zWrc
θ = θc ± zWθcrrc
(3.4)
Pero para llegar a las Ecs. (3.1) es necesario hacer una aproximación más fuerte, es
decir, hay que suponer que la deformación de la región iluminada es estrictamente
radial, esto es, θ = θc. En definitiva, se supone que el efecto de la derivada angular de
la fase en los puntos de la frontera no es significativo desde el plano de recuperación,
z = 0, al plano z.
En la Figura 3.1 se muestra un ejemplo para ilustrar la evolución axial de la zona
iluminada, donde el vector d indica el desplazamiento del borde, que, en general,
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tiene componente radial y tangencial.
Si se trabaja con distancias z lejos de las cáusticas, podemos asegurar que los
puntos del borde en el plano z = 0, (R, θc), dan lugar a puntos del borde en un plano
±z, (R±, θ) [153]. Por tanto, a partir de las Ecs. (3.3), se deduce que el radio de la










Si la distancia z es muy pequeña, entonces la zona iluminada se deforma linealmente




















−R = ±zWrc (3.6)
De acuerdo con este modelo, en cada ángulo θ, la derivada normal seŕıa la
constante de proporcionalidad que liga el desplazamiento radial del borde con el
desplazamiento longitudinal del plano de medida en el eje z. Pero, en realidad, la Ec.
(3.6) informa de que la linealidad del proceso de deformación de la zona iluminada
solo se puede suponer en un rango limitado del eje z. El motivo, ya adelantado en la
Figura 3.1, es que, en realidad, la derivada angular de la fase, Wθc , interviene también
en la traslación del borde de la región iluminada. Como las medidas de los radios de
las dos zonas iluminadas se llevan a cabo para un ángulo θ constante, la derivada
radial calculada como diferencia entre ambos radios se asigna al punto (R, θ) de la
frontera de la pupila cuando, en realidad, corresponde a otro punto (R, θc) de las
inmediaciones (ver Ecs. (3.4)). Esta asignación incorrecta induce un error que crece
con la separación z, debido a la contribución no siempre despreciable del término
zWθc/R de la Ec. (3.5).
3.1.2. Metodo indirecto de medida de la deformación de la
región iluminada
Con este método se trata de obtener la derivada de la fase normal al borde de la
pupila a partir de medidas de la derivada axial de la intensidad, de acuerdo con la
relación entre ambas magnitudes descrita por la ETI (Ec. (1.3)):
I ′ (0) = IoWrδc (3.7)
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En esta ecuación, Wr va modulada por una delta de Dirac en el borde de la pupila,
δc = δ(r − R). De este modo, una forma sencilla de extraer la derivada normal es
promediando la ETI radialmente en un intervalo que incluya la delta de Dirac del
borde [136], es decir:













donde I ′ (0) representa, en un ángulo θ, el promedio radial de la derivada axial
dentro de una región alrededor del borde de anchura radial L: la región de frontera.
Experimentalmente, se implementa alguna de las aproximaciones en diferencias
finitas de la derivada axial, cuyos datos de entrada son las distribuciones de
irradiancia de dos planos axiales ±z y/o z = 0. En la Figura 3.2(a) se representan
ejemplos de los perfiles de irradiancia en un ángulo θ del plano z, I(z), del plano








I(0) = Io [1 −H (r −R)]
I(z) = I+ [1 −H (r −R+)]
I(−z) = I− [1 −H (r −R−)]
(3.9)
siendo R± el radio de la región iluminada asociado al ángulo θ en el plano ±z (Ec.
(3.5)), I± la irradiancia en el punto (r, θ) de dicho plano en el supuesto de que no
hubiese una pupila en el plano z = 0 (en aproximación de Fresnel, Ec. (2.12)) y H
es la función de salto unitario, es decir [158]:




1 si r > R
0 si r ≤ R
, (3.10)
que representa el efecto que causa la pupila del plano z = 0.
Por tanto, las aproximaciones en diferencias finitas de la derivada axial que
t́ıpicamente se implementan para estimar la derivada normal de la fase en la frontera,
Ŵr, pueden expresarse de la forma siguiente:
a) Fórmula Central o de Stirling
En un punto (R, θ) del borde de la abertura, la derivada axial se estima como:
Î ′ (0) = I+ − I−
2z
(3.11)

























Figura 3.2: (a) Ejemplo de perfiles de irradiancia en planos ±z y z = 0 perpendiculares al eje del
sistema. (b) Suma y resta de las irradiancias de los planos +z y −z.
con z > 0, donde el circunflejo sobre Î ′ indica que se trata de una estimación
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El algoritmo es más preciso a medida que se reduce la distancia entre los planos,
es decir:



























= I ′ (0) (3.13)
donde también se comprueba que este método y el descrito por las Ecs. (3.1)
son equivalentes cuando los planos se sitúan muy cerca de z = 0.
b) Fórmula progresiva y regresiva de Newton
En este caso, la derivada axial se aproxima en cada punto (R, θ) del borde de
la forma:
Î ′ (0) = I± − Io±z (3.14)

















Llevando a cabo un proceso análogo al del apartado anterior se deduce
fácilmente que:
Î ′ (0) ∼= Io
Wr
L
= I ′ (0) (3.16)
3.2. Factores que limitan la medida de frontera
En la sección anterior, hemos introducido los dos métodos que se utilizan para
obtener la derivada normal de la fase en el borde de la pupila. Las fórmulas
empleadas experimentalmente son aproximaciones a primer orden de las ecuaciones
exactas y la estimación de Wr por estos métodos puede llegar a ser muy imprecisa.
Concretamente, como ya vimos, los algoritmos funcionan correctamente siempre y
cuando pueda suponerse que un punto (R, θ) del borde de la pupila en z = 0 se
mueve hasta (R±zWr, θ) en el plano ±z. No obstante, la deformación real del borde
difiere, en general, de este comportamiento lineal.
Acabamos de comprobar que la precisión de cualquiera de los dos métodos se
incrementa conforme los planos se acercan [16, 131, 136]. Pero también hay que
tener en cuenta la presencia de errores en los datos de entrada, cuyos efectos se
hacen notar sobre todo en las posiciones cercanas al plano z = 0. En el caso de
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los métodos directos, los errores de los datos son las incertidumbres de las medidas
de la posición del borde de la zona iluminada. En los métodos indirectos, son las
fluctuaciones de las irradiancias debido al ruido. En definitiva, los errores de las
medidas y el efecto de la derivada angular de la fase en la dinámica del borde de
la región iluminada son dos problemas fundamentales, ı́ntimamente ligados por la
posición de los planos, z, que determina la precisión del resultado final.
Por otro lado, para que el método basado en la ETI sea preciso, la derivada que
debemos medir en la frontera debe ser infinitamente estrecha, según indica la delta
de Dirac, δc (Ecs. (3.7) y (3.8)). No obstante, en la práctica, el salto de Î ′ (0) =
[I (z) − I (−z)] / (2z) en la región de frontera tiene un perfil aproximadamente
rectangular, que solo converge a la delta de Dirac en el ĺımite en que z es pequeño
[158] (ver Figura 3.2(b)). Además, puesto que Wr se estima promediando Î ′ (0) en
la frontera, la precisión del método indirecto también depende de la anchura radial
seleccionada para la región de frontera, L.
3.3. Varianza de la estimación de la derivada
normal en la frontera
A continuación calcularemos la varianza de la derivada normal estimada siguiendo
los métodos directo e indirecto en función de la distancia de separación z.
3.3.1. Método directo
En el método directo solo distinguimos dos fuentes de error. La primera es el error
del modelo, es decir, cuánto se aleja de la ecuación exacta la ecuación simplificada
que emplea el algoritmo de medida. La segunda es la propagación de los errores de los
datos de entrada a la derivada normal. Vamos a suponer que estas dos contribuciones
son independientes y la varianza total de Ŵr será, por tanto, la suma de ambas.
Supongamos que el método de detección de la posición del borde de las regiones
iluminadas proporciona medidas de los radios R± y R en cada ángulo θ con una
incertidumbre s(R±) = s(R) = σ. Podemos estimar la derivada normal en un punto
(R, θ) utilizando las Ecs. (3.1), cuyas varianzas son, para cada fórmula:
a) Fórmula central
Las medidas son R+ y R− en el plano +z y el plano −z, respectivamente.
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con R± de la Ec. (3.5).
b) Fórmula progresiva y regresiva
Las medidas son R± en el plano ±z y R en z = 0. La varianza de la derivada
























con R± de la Ec. (3.5).
3.3.2. Método indirecto
En este caso la derivada normal de la fase en la frontera se estima a partir de
medidas de irradiancia. La luz se capta utilizando detectores situados en el borde
de la pupila en una región que abarca desde R − L/2 a R + L/2, como se muestra
en la Figura 3.3 para una pupila circular [16]. Cada detector, de anchura radial L,
cubre un ángulo ∆θ donde realiza medidas promedidas de irradiancia. El resultado
para la derivada normal, Ŵr, es una medida promediada en el ángulo ∆θ, con centro
en θ, que se asigna al punto (R, θ) [136]. No obstante, en este cálculo teórico vamos
a suponer que en cada ángulo θ del contorno tenemos un detector que proporciona
medidas de irradiancia, es decir, supondremos que podemos estimar Wr en cada
ángulo θ. Llamemos I+ e I− a las irradiancias promedio en las posiciones z y −z,
respectivamente, captadas por el detector del ángulo θ. La cantidad de luz que capta
este detector vaŕıa dependiendo de la distancia z porque las aberraciones de los
frentes de onda actúan deformando la región iluminada, como se muestra en la Figura
3.3.
En el método indirecto las dos fuentes principales de error son el error del modelo
utilizado para aproximar la derivada axial y el ruido de las medidas de irradiancia,
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q
Dq
z = 0 z
L
R
Figura 3.3: Ejemplo de matriz de detectores en la región de frontera. En ĺınea de puntos se dibujan
las zonas iluminadas en el plano de la pupila, z = 0, y en un plano desplazado, z.
que consideramos contribuyen independientemente. Sin pérdida de generalidad en
los resultados, para calcular y analizar el comportamiento de la varianza de Ŵr,
s2(Ŵr), supondremos que las fluctuaciones de irradiancia en cada punto son de
media cero e independientes del nivel de señal. Esta es una simplificación, ya que
aśı las fluctuaciones por ruido fotónico se consideran como fluctuaciones por ruido
de detección, cometiéndose un error de estad́ıstica que no influye apreciablemente en
el comportamiento cualitativo de s2(Ŵr). No obstante, en el Apéndice B se incluye
este cálculo en función del número de fotones que llegan al detector, de utilidad
cuando se precisen datos cuantitativos en aplicaciones donde la disponibilidad de luz
es limitada, como, por ejemplo, en Óptica Astronómica.
Si n± es el ruido de las medidas de irradiancia en cada punto r (ver § 2.2.1), el
ruido del promedio radial de la irradiancia en la frontera, η±, es también de media
cero y de varianza σ2:
s2 (I±) = E
{
[η±]
2} = σ2 (3.19)
donde E{·} denota valor medio.
Teniendo en cuenta estas hipótesis, calcularemos s2(Ŵr) partiendo de la varianza
de la derivada axial de la intensidad estimada en diferencias finitas. Análogamente al
procedimiento de optimización de las medidas del interior, con el objetivo de obtener
estimaciones precisas de I ′ (0) en cada ángulo θ de la frontera, encontraremos la
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Es decir, calcularemos la desviación cuadrática media de la aproximación
experimental de la derivada axial, Î ′(0), respecto del valor determinista de la derivada
promedio, I ′(0), en el plano z = 0, para más adelante hallar el valor de z que la
minimiza.
a) Varianza de la derivada axial aproximada por la fórmula central en
diferencias finitas
Supongamos que en un plano ±z, el promedio radial de la irradiancia en cada
ángulo θ de la región de frontera, I±, es una función univaluada, continua,
cuya derivada primera es también continua y cuya derivada segunda existe en
el rango axial de operación del sensor. Entonces, podemos aplicar el teorema
de Taylor a primer orden para I± en torno a z = 0 y hallar, para cada ángulo
θ, el siguiente desarrollo en serie:
I± = Io ± I ′ (0) z +
1
2
I ′′ [ζ± (θ)] z2 (3.21)
El tercer sumando del miembro de la derecha es el resto del desarrollo del
promedio radial de la irradiancia entre los ĺımites R − L/2 y R + L/2, donde,
para cada ángulo θ, ζ± = ζ± (θ) es un punto dentro del intervalo (0, z) o
(−z, 0).
Introduciendo el desarrollo (3.21) en la Ec. (3.11), la derivada axial estimada
en un punto (R, θ) de la frontera de la pupila en z = 0 es:





{I ′′ [ζ+ (θ)] − I ′′ [ζ− (θ)]} z (3.22)
La precisión de Î ′(0) depende del peso del segundo sumando, debido al error
de las medidas, y del tercer sumando, debido al error de la aproximación en
diferencias finitas; a lo que hay que añadir el tamaño de la región de frontera,
L, del que también depende impĺıcitamente.
Teniendo en cuenta que no existe correlación entre el ruido de un plano y
otro y suponiendo que ambas fuentes de error contribuyen independientemente,
a partir de las Ecs. (3.19), (3.20) y (3.22), deducimos que la varianza de la











{I ′′ [ζ+ (θ)] − I ′′ [ζ− (θ)]}2 z2 (3.23)
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Este resultado no es más que el promedio radial de la varianza de la Ec. (2.7)
calculada en el Caṕıtulo 2 para la fórmula central en puntos r del interior.
b) Varianza de la derivada axial aproximada con la fórmula progresiva
y regresiva en diferencias finitas
Como en el apartado anterior, aplicando el desarrollo de Taylor del promedio
radial de la irradiancia (Ec. (3.21)) en la Ec. (3.14), se obtiene una relación
similar a la Ec. (3.22), que da cuenta de la desviación de Î ′(0) respecto
de I ′(0) en un punto (R, θ) del contorno. Si suponemos que el ruido de
ambos planos no está correlacionado y que ambas fuentes de error contribuyen
independientemente, la varianza de la derivada axial estimada en (R, θ) con la











{I ′′ [ζ± (θ)]}2 z2 (3.24)
De nuevo, la Ec. (3.24) coincide con el promedio radial en la región de frontera
de la varianza de la Ec. (2.9), que hab́ıamos calculado para un punto r del
interior de la zona iluminada.
3.4. Selección del plano de medida
Las Ecs. (3.17) y (3.18) para el método directo y las Ecs. (3.23) y (3.24) para
el indirecto modelan en función de z el error de Ŵr en un punto (R, θ) del borde.
El primer sumando de cada ecuación cuantifica la contribución de los errores de
los datos de entrada y decrece al aumentar z. El segundo sumando no depende
del ruido, sino de las caracteŕısticas del frente de onda. Describe cuánto se desv́ıa
la respuesta del sensor respecto de la derivada normal de la fase en la frontera y
crece con z. Adicionalmente, en las Ecs. (3.23) y (3.24), ambos sumandos dependen
impĺıcitamente del tamaño de la región de frontera, L.
En este punto nos encontramos con problemas parecidos a los que nos enfrentamos
en las ecuaciones análogas de la § 2.3 correspondientes a la medida del interior,
que nos impiden utilizar directamente las ecuaciones calculadas hasta ahora para
optimizar la respuesta del sensor en la frontera. Por un lado, el segundo término de
las Ecs. (3.17) y (3.18) del método directo depende del radio de la región iluminada
en cada ángulo θ. Es decir, para minimizar la varianza de Ŵr, debeŕıamos tener un
cierto conocimiento de cómo evoluciona la posición del borde en todos los ángulos
θ en función de la posición z del plano axial. Por otro lado, en las ecuaciones para
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el método indirecto, el segundo término es función del resto de la aproximación en
serie de Taylor a primer orden del promedio radial de la irradiancia en el intervalo
[R − L/2, R + L/2]. En general, este sumando es diferente y desconocido para cada
ángulo θ. En consecuencia, las fórmulas calculadas no pueden ponerse en práctica
directamente para hallar una única separación óptima que minimice la varianza de la
derivada normal estimada en todo el peŕımetro de la pupila. Además, aun conociendo
exactamente el segundo término de las ecuaciones, proporcionaŕıan una separación
entre los planos diferente para cada ángulo θ.
Para llegar a nuestro objetivo, diseñaremos a continuación un método donde
aplicaremos razonamientos similares a los utilizados en el Caṕıtulo 2 que ayuden a
evitar estos problemas. En concreto, estudiaremos la evolución del borde de la región
iluminada suponiendo que la fase en el plano z = 0 es cuadrática y calcularemos el
error que se comete al estimar su derivada normal en la frontera con el método
directo y el indirecto. El comportamiento de este error en función de la posición de
los planos de medida en el eje z nos proporcionará información suficiente para diseñar
un procedimiento para optimizar la estimación de la derivada normal de frentes de
onda más complejos en la totalidad del peŕımetro de la pupila.
3.4.1. Análisis de la dinámica del borde de la región
iluminada
Sea el método de estimación de Wr directo o indirecto, la calidad de respuesta del
sensor depende del proceso de deformación de la región iluminada conforme la luz
se propaga en la dirección del eje z. En cada ángulo θ, la Ec. (3.5) nos informa de la
evolución del radio de la zona iluminada en cada plano z. Sin embargo, la dependencia
en el punto (R, θc) del plano z = 0, impĺıcita en Wrc y Wθc , introduce dificultades
a la hora de usar directamente dicha ecuación para diseñar el procedimiento de
optimización de la medida de frontera para cualquier frente de onda. Es por ello
que deberemos hallar alguna expresión más simple, que no dependa de (R, θc), para
describir la dinámica del borde.
Siguiendo un razonamiento paralelo al del Caṕıtulo 2 para las medidas del
interior, calcularemos primero cómo evoluciona el radio de la región iluminada
para frentes de onda cuadráticos sencillos y hallaremos la varianza de la medida
de su derivada normal en el borde de la pupila. El análisis de esta varianza nos
proporcionará información para diseñar un protocolo de actuación para mejorar el
rendimiento del sensor en la frontera ante frentes de onda más complejos.
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Para analizar la deformación de la región iluminada que provoca una fase
cuadrática Wo, es suficiente con que la cuádrica esté en forma canónica, ya que
la pupila circular del plano z = 0 no cambia si se rotan los ejes de coordenadas. Por
tanto, supongamos que la pupila en z = 0 es circular, de radio R, y que la fase en
dicho plano es cuadrática, de la forma canónica:
Wo = A+Bx+ Cy +Dx
2 + Ey2 (3.25)
donde A representa el pistón, B y C son las inclinaciones del frente en x y en y, y
D y E son sus curvaturas principales en x y en y.
Si la superficie del frente de onda en los puntos del plano z = 0 es cuadrática,
veremos que resulta factible hallar una ecuación que describa la evolución del radio
de la región iluminada, R±o , que no dependa de θc.
En este caso, las ecuaciones que regulan la trayectoria de los puntos (xc, yc) del




x = ±Bz + xc (1 ± 2Dz)
y = ±Cz + yc (1 ± 2Ez)
(3.26)
Si los puntos del origen se toman en el borde de una pupila circular de radio R,
entonces x2c + y
2
c = R
2 y las ecuaciones anteriores representan el lugar geométrico de











donde se observa el papel de cada uno de los parámetros de la fase cuadrática en la
dinámica del borde de la región iluminada. Aśı, B y C dan cuenta de la traslación
del centro de la pupila durante la propagación y los coeficientes D y E del aumento
o decremento del tamaño de la región iluminada, es decir, cuantifican la elipticidad
que gana la pupila circular del plano z = 0 en cada plano axial z. Naturalmente,
cuanto más se traslade su centro y cuanto más eĺıptica se vuelva la región iluminada,
más peso tendrá la derivada angular de la fase en la dinámica del borde. Teniendo en
cuenta que las coordenadas de un punto de la elipse en el plano ±z son x = R±o cos θ
e y = R±o sen θ, sustituyendo en la Ec. (3.27) y despejando R
±
o , se obtiene:
R±o =
[1±2(D+E)z+4DEz2]×Ráız ± z[(1±2Ez)2B cos θ+(1±2Dz)2C sen θ]







(1 ± 2Ez)2 cos2 θ + (1 ± 2Dz)2 sen2 θ
]
− z2 (B sen θ − C cos θ)2
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A partir de esta ecuación, podemos calcular el radio de la región iluminada en un
plano ±z, asociado a un ángulo θ, en función de los parámetros caracteŕısticos de la
fase cuadrática de la Ec. (3.25), sin haber dependencia en el ángulo θc. Sustituyendo
R±o en las varianzas de la § 3.3, calcularemos la varianza de la derivada normal de la
cuádrica en cada ángulo θ.
3.4.2. Varianza de la estimación de la derivada normal de
una fase cuadrática
Dada la fase cuadrática Wo en el plano z = 0 (Ec. (3.25)), la derivada normal en
cada punto (R, θ) del borde de la pupila es:
Wor = B cos θ + C sen θ + 2R
(
D cos2 θ + E sen2 θ
)
(3.29)
A continuación calcularemos la varianza de la derivada normal estimada en cada





. Comenzaremos con el método directo y seguiremos con el
indirecto:
a) Método directo
En los algoritmos directos, la varianza de Ŵor en un angulo θ, ǫ
2
o, se calcula
























En los algoritmos indirectos, el cálculo es algo más complejo porque ǫ2o depende
no solo de R±o , sino también de las irradiancias integradas radialmente en la
región de frontera, I±.
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En ausencia de una pupila en el plano z = 0, la irradiancia en cualquier punto
r evolucionaŕıa en los planos ±z de la forma (ver § 2.3.1):
I± =
Io
1 ± 2 (D + E) z + 4DE (3.32)
Entonces, la única dependencia en la coordenada radial de la distribución de
irradiancia en cada plano z se encuentra en la función de salto que modela el
efecto de la pupila de z = 0 (ver Ec. (3.9)). De este modo, las irradiancias






















R±o −R + L/2
1 ± 2 (D + E) z + 4DEz2
]
(3.33)







cuando Wor se estima aproximando con fórmulas en diferencias finitas la
derivada axial de la irradiancia promediada:
b.1) Fórmula central
Partiendo de la Ec. (3.23), sustituyendo I ′′ [ζ+ (θ)] e I ′′ [ζ− (θ)] calculados
a partir del desarrollo (3.21) y teniendo en cuenta las Ecs. (3.8), (3.11)














R+o −R + L/2
1 + 2 (D + E) z + 4DEz2
− R
−
o −R + L/2





b.2) Fórmula progresiva y regresiva
Partiendo de la Ec. (3.24), sustituyendo I ′′ [ζ± (θ)] despejado en la Ec.














R±o −R + L/2
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A continuación analizaremos el comportamiento de ǫo en función de z y de
los parámetros de Wo (Ec. (3.25)). Clasificaremos los frentes de onda cuadráticos
utilizando la misma notación que en la Página 28 del Caṕıtulo 2, en función de los
valores de sus curvaturas principales D y E. Es decir, distinguiremos entre frentes de
onda con forma de cilindro parabólico, paraboloide eĺıptico, paraboloide parabólico
y paraboloide hiperbólico. Como antes, consideraremos solo combinaciones de los
parámetros tales que 2 (|D| + |E|) ≤ V , siendo V una cota superior, para garantizar
que los frentes de onda cuadráticos son suaves con pequeñas desviaciones en torno a
un frente de onda plano. No obstante, como Wor depende también de los coeficientes
B y C, debemos acotar el valor máximo de estas inclinaciones para mantener la
condición de paraxialidad de los frentes de onda. En concreto, analizaremos frentes
de onda cuadráticos tales que
√
B2 + C2 ≤ U , donde U es otra cota superior.
En las Figuras 3.4(a), 3.4(b) y 3.4(c) representamos ǫo frente a z en la
configuración central, la configuración progresiva y la configuración regresiva,
respectivamente, del método directo. Para cada plano z, el valor de ǫo (z)
representado en las curvas es el resultado de calcular el máximo de la varianza de Ŵor
de todos los ángulos θ en dicho plano z. Suponemos que la medida del radio en un
ángulo θ, R±o , tiene una incertidumbre σ = 0,01, siendo el radio de la pupila R = 1,
y que las cotas de las curvaturas principales y de las inclinaciones son V = U = 1*.
No obstante, tan solo hemos representado los resultados para aquellos valores de
D y E tales que 2 (|D| + |E|) = 1 y aquellos de B y C tales que
√
B2 + C2 = 1.
Esto implica que las curvas representadas corresponden a los frentes de onda menos
suaves, para los que, en vista de los resultados obtenidos para la medida del interior,
se da la respuesta más deteriorada del sensor de curvatura.
Tomando estos mismos valores de los parámetros de Wo, de las cotas U y V y del
radio de la pupila, R, en la Figura 3.5 se muestra la varianza de la derivada normal
estimada utilizando el método indirecto en sus tres configuraciones, en función de la
posición axial de los planos, z. El error se ha calculado suponiendo σ/Io = 0,01 para
la fluctuación de la irradiancia promedio detectada en un ángulo θ del plano z = 0.
Hemos tomado L = 0,3R para la dimensión radial del anillo de detectores, pues solo
vamos a estudiar el comportamiento de las curvas de error en función de z y del
tipo de cuádrica. La influencia de la elección del tamaño de la región de frontera
*En la práctica, normalmente se verificará 1/V > R. Sin embargo, se han tomado estos valores
sencillos para U , V y R porque nuestro objetivo aqúı es aclarar el comportamiento cualitativo de
las curvas de error y no tanto dar resultados cuantitativos. Por otro lado, en la § 3.6 se verá que
para frentes de onda turbulentos, U ≈ V .
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D = 1/ 2, E = 0 2 (D + E) = 1
D = 1/ 3, E = 1/ 6 2 (D + E) = 1
D = 1/ 4, E = 1/ 4 2 (D + E) = 1
D = 1/ 3, E = −1/ 6 2 (|D| + |E|) = 1
D = 0, E = 0 2 (D + E) = 0
Figura 3.4: Curvas de error de Ŵor estimada con la configuración central (a), con la configuración
progresiva (b) y con la regresiva (c), utilizando el método directo para σ/Io = 0,01, L = 0,3R,
R = 1 y fases cuadráticas con U = V = 1. También se representa el resultado para el frente de
onda plano.
se analizará más adelante. Por último, al igual que en las curvas anteriores para el
método directo, en todas las figuras se ha calculado la desviación estándar en cada
uno de los ángulos y se ha representado el máximo de todos los errores obtenidos
en cada plano z. En definitiva, podemos asegurar que cada curva muestra la menor
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D = 1/ 2, E = 0 2 (D + E) = 1
D = 1/ 3, E = 1/ 6 2 (D + E) = 1
D = 1/ 4, E = 1/ 4 2 (D + E) = 1
D = 1/ 3, E = −1/ 6 2 (|D| + |E|) = 1
D = 0, E = 0 2 (D + E) = 0
Figura 3.5: Curvas de error de Ŵor estimada con la configuración central (a), con la configuración
progresiva (b) y con la regresiva (c), utilizando el método indirecto para σ/Io = 0,01, L = 0,3R,
R = 1 y fases cuadráticas con U = V = 1. También se representa el resultado para el frente de
onda plano.
cota superior del error de Ŵor .
En ambos métodos e independientemente del tipo de fórmula empleada, el
comportamiento cualitativo de estas curvas es similar al observado para las curvas
de error del laplaciano recuperado en el interior. Sus principales caracteŕısticas son:
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A medida que disminuye la distancia entre los planos el error tiende a infinito
y a medida que uno cualquiera de los dos planos se aproxima a la posición
de la ĺınea focal en x o en y más pequeña, el error se incrementa también
drásticamente.
Manteniendo constantes las condiciones de detección, σ, siempre hay una
desviación mı́nima absoluta, ǫo (zmı́n), que decrece a medida que disminuyen√
B2 + C2 o 2 (|D| + |E|). La posición correspondiente de los planos, zmı́n, se
aleja de z = 0.
Es importante indicar que si las caracteŕısticas del frente de onda se mantienen
constantes, la posición del mı́nimo absoluto, zmı́n, se aleja de z = 0 a medida
que aumenta la incertidumbre de los datos de entrada, σ.
Entre las curvas asociadas a una configuración del sensor y las asociadas a otra,
también se aprecian diferencias. Si hablamos del método indirecto, a igualdad de
valores de los parámetros de la fase, del ruido y de la dimensión radial de los
detectores, la fórmula más precisa para estimar la derivada normal es la fórmula
central, seguida de la fórmula regresiva y, por último, la fórmula progresiva (ver
Figura 3.6). En el caso del método directo, la configuración central proporciona el
sensor con la mejor calidad de respuesta.
No obstante, hay que indicar que si todos los parámetros tienen signos opuestos,
entonces los resultados representados para la fórmula progresiva pasan a ser los de la
regresiva y a la inversa. Cuando los planos se sitúan simétricamente a ambos lados
del plano z = 0, el resultado no cambia.
Teniendo todo esto en cuenta, desde el punto de vista cuantitativo e
independientemente del tipo de configuración del sensor, se observa que la curva
que está por encima de todas las demás corresponde al cilindro parabólico, seguida
de la correspondiente al paraboloide eĺıptico, al paraboloide parabólico y, por último,
al hiperbólico. Es decir, análogamente a lo visto para las medidas del interior, la peor
respuesta del sensor en la frontera se da ante los frentes de onda ciĺındricos porque
la contribución del error del modelo es en este caso superior al de los otros tipos de
frentes cuadráticos.
Por último, es necesario recordar que para representar ǫo hemos calculado
el máximo error en cada ángulo θ. En realidad, las curvas dibujadas coinciden
precisamente con las curvas de error de Ŵor en los ángulos θ donde |Wor | ≪ |Woθ |,
es decir, para obtener la mejor estimación de Wor debemos minimizar el error de
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Figura 3.6: Representación frente a z de la desviación estándar máxima de la derivada normal de
la fase cuadrática con
√
B2 + C2 = 1, D = 1/2, E = 0, estimada con el método indirecto empleando
las fórmulas en diferencias finitas indicadas, siendo R = 1 y L = 0,3R en cada caso.
Ŵor en dichos ángulos. En la Figura 3.7 se representan Wor y Woθ para un cilindro
parabólico con B = 1, C = 0, D = 1/2 y E = 0. Todas las curvas dibujadas para
este tipo de cuádrica corresponden a ángulos θ donde Wor ≈ 0 y Woθ es máxima en
valor absoluto (en este ejemplo, en torno a 5π/4 ó 7π/4).
3.5. Selección de la separación óptima
El análisis realizado en la sección anterior para fases cuadráticas en el plano z = 0
nos permitirá a continuación diseñar un método para optimizar la estimación de la
derivada normal de una fase cualquiera en la frontera. Este método complementa
el procedimiento de optimización de la recuperación del laplaciano del interior
desarrollado en el Caṕıtulo 2. En concreto, las figuras representadas nos informan
de que si lo único que conocemos acerca de la fase en el plano de la pupila, z = 0,
es que se trata de una fase cuadrática (Ec. (3.25)) y que sus parámetros verifican
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Figura 3.7: Derivada normal y angular del frente ciĺındrico parabólico con B = 1, C = 0, D = 1/2
y E = 0 en la frontera.
que 2 (|D| + |E|) alcanza como máximo un valor V y que
√
B2 + C2 está también
acotada por un valor U , entonces la peor respuesta del sensor de curvatura se da
ante los frentes con forma de cilindro parabólico de curvatura V y de inclinación
U . Por este motivo, separando los planos de irradiancia la distancia z = zmin, que
viene determinada por el mı́nimo de la curva de error correspondiente al cilindro
parabólico de curvatura V e inclinación U , se garantiza la mejor respuesta del sensor
ante cualquier frente de onda cuadrático como los considerados.
Llegados a este punto, nos basaremos en el procedimiento que se utilizó para
optimizar las medidas del laplaciano del interior, para diseñar un método análogo
para seleccionar la posición de los planos que optimiza las medidas de frontera. Aśı,
supongamos que el frente de onda W = W (x, y) en los puntos del plano z = 0 es
suave, continuo y diferenciable. Entonces, también puede aproximarse localmente en
entornos, Ω, situados en el borde de la región iluminada, por superficies cuadráticas
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de la forma siguiente:
Wo = a+ bx+ cy + dx
2 + ey2 + fxy (3.36)
donde a representa el pistón, b = ∂W/∂x y c = ∂W/∂y son las inclinaciones en x y en
y, respectivamente, y d = (1/2) (∂2W/∂x2), e = (1/2) (∂2W/∂y2) y f = ∂2W/∂x∂y
están relacionados con el laplaciano y el hessiano de W en Ω. A diferencia de la
forma canónica de Wo (Ec. (3.25)), aqúı aparece el parámetro f porque, en general,
los ejes del entorno Ω pueden tener cualquier orientación.
Para cada punto (R, θ) del borde suponemos que existe un entorno Ω = Ω (θ)
donde el frente de onda reúne estas caracteŕısticas. Esto quiere decir que en cada
ángulo θ, suponemos que los movimientos del borde de la región iluminada están
regidos por las deformaciones que provocan las inclinaciones y las curvaturas locales
del frente de onda en Ω. Es decir, en cada ángulo θ, el borde de la región iluminada
evoluciona de la misma forma que el borde de la elipse asociada a la aproximación
cuadrática local del frente de onda en Ω.
Para ilustrar esta hipótesis emplearemos un ejemplo. Supongamos que en el plano
de la pupila, z = 0, la fase es:





Queremos analizar el movimiento del borde de la zona iluminada en un punto (xc, yc)
del contorno, desde el plano z = 0 al plano z. Las Ecs. (3.2) describen la evolución
de la posición del punto (xc, yc) de z = 0, a un punto (x, y) del plano z que, para




x = xc + 3Az (x2c − y2c )
y = yc − 6Azxcyc
(3.38)
Calculemos la fase local cuadrática Wo de la Ec. (3.36) evaluada en puntos (xo, yo)
de z = 0 dentro del entorno Ω asociado al punto (xc, yc). Para ello debemos obtener
los valores de los parámetros b, c, d, e y f de Wo en el entorno Ω. En concreto:
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Figura 3.8: Secuencia que muestra la evolución del borde de la región iluminada desde el plano
z = 0 al plano z. En ĺınea delgada continua se representa la pupila en el plano z = 0. En ĺınea
gruesa continua se muestra el borde de la región iluminada en cada plano z, que corresponde a la
fase W . Por último, en ĺınea discontinua se muestra la evolución del borde de la región iluminada
que predice la aproximación cuadrática Wo en la dirección θ = π/3.
y las coordenadas de los puntos (xo, yo) del interior del entorno Ω, incluidos los del




x = xo + z (b+ 2dxo + fyo)
y = yo + z (c+ 2exo + fxo)
(3.40)
En la Figura 3.8 se muestra la pupila circular en el plano z = 0 de radio
R = 1, junto con la evolución, en cuatro planos z, del borde de la región iluminada
correspondiente a W y también a la aproximación cuadrática local Wo asociada al
entorno Ω del punto con R = 1 y θ = π/3, tomando A = 1/(24R). En ella se observa
la t́ıpica zona iluminada correspondiente al trifoil junto con la elipse correspondiente
a la fase cuadrática, que evolucionan en contacto en la dirección θ = π/3. Esta
secuencia confirma que el radio de la región iluminada evoluciona en torno a cada
ángulo θ en función de las caracteŕısticas locales de la fase a primer y segundo orden.
En la sección anterior, hemos representado curvas que describen el rendimiento del
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sensor a la hora de recuperar la derivada normal de una fase cuadrática en la frontera,
Wor , en función de la posición de los planos en el eje z. Pero, en vista del razonamiento
que acabamos de hacer, también nos informan de la precisión con la que el sensor
estima la derivada normal local de un frente de onda cualquiera en un entorno Ω
de un punto del borde. Ahora bien, los errores representados en la sección anterior
para Wo son la menor cota superior del error en cualquier ángulo θ y, por tanto,
son independientes de la orientación de la elipse del plano ±z. Entonces, podremos
aplicar las varianzas de la sección anterior para todo entorno Ω independientemente
de la orientación de sus ejes, en función de los parámetros B, C, D y E de la forma
canónica de la fase cuadrática Wo.
Otra consecuencia de que las curvas representadas sean cotas superiores de
error, donde se verifica 2 (|D| + |E|) = V y
√
B2 + C2 = U , es que aquellas
curvas donde 2 (|D| + |E|) < V y
√
B2 + C2 < U se situaŕıan por debajo de las
mostradas. Fijémonos, entonces, en la curva asociada a un frente de onda con forma
de cilindro parabólico. Si llamamos zmı́n a la posición del mı́nimo de esta curva, si
los planos de medida se sitúan en las posiciones z < zmı́n, entonces las derivadas
normales locales se estimarán con menos precisión que si se mide en las posiciones
z = zmı́n, cualquiera que sea el frente de onda cuadrático. Asimismo, si los planos
se colocan en posiciones z > zmı́n, aunque mejora la estimación en los entornos
donde la aproximación cuadrática Wo es eĺıptica, parabólica o hiperbólica, empeora
la recuperación de la derivada normal en entornos donde Wo es ciĺındrica. Siguiendo
el mismo razonamiento que en las medidas del interior, si existe una densidad
significativa de entornos donde el frente de onda tiene forma fundamentalmente
ciĺındrica, entonces la recuperación de la derivada normal empeoraŕıa tomando
z > zmı́n. En definitiva, si de la fase solo conocemos las cotas U y V , minimizando
la máxima varianza ǫ2o para un frente de onda con forma de cilindro parabólico de
curvatura V e inclinación U , obtendŕıamos la mejor posición de los planos compatible
con esta información.
En la Figura 3.6 se representa la curva asociada a D = 1/2 y E = 0, con√
B2 + C2 = 1, R = 1 y L = 0,3R, para las fórmulas en diferencias finitas del
método indirecto, de donde se deduce que la fórmula central proporciona la mejor
respuesta del sensor. Es importante indicar que el error se mantiene en niveles bajos
en un rango de z más amplio para la fórmula central que para las fórmulas de Newton.
Esta es una caracteŕıstica muy a tener en cuenta, pues la elección de la posición de
los planos se muestra más flexible para la fórmula central que para las fórmulas de
Newton.
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A diferencia de las medidas del interior, para optimizar la recuperación de Wr
con el método indirecto, hay que escoger adicionalmente una dimensión radial de la
región de frontera, L, que conjuntamente con la selección apropiada de z minimice
la varianza de Ŵr. Es decir, para cada valor de L existe uno de z, zmı́n, que minimiza
la varianza de Ŵr. Pero para seleccionar la separación óptima, zopt, debemos hallar
el par (L, zmı́n) que garantiza la mejor respuesta del sensor. En concreto, se trata de
ajustar L a la deformación máxima de la región iluminada en el plano de medida,
evitando la pérdida de información que se produce cuando el borde de la región
iluminada sobrepasa los ĺımites interior o exterior del anillo de detectores de la región
de frontera. Solo aśı podremos decir que zopt = zmı́n. En la Figura 3.9 se representa
ǫo (z) en la configuración central y en la de Newton, para R = 1,
√
B2 + C2 = 1, D =
1/2 y E = 0, y para varias desviaciones de las medidas de irradiancia, σ/Io, cuando
L se ha ajustado a la deformación radial máxima de la región iluminada en zopt.
El proceso que hemos seguido es el siguiente: Dado un valor de σ/Io, simplemente
hemos variado L y, en paralelo, zmı́n, hasta que L coincide con el valor máximo
de R+o − R−o evaluado en zmı́n, en un proceso iterativo. Por ejemplo, supongamos
que σ/Io = 0,01. Partiendo de L = 1 se obtiene zmı́n = 0,056. Pero situando los
planos en esa posición, se obtiene que R+o − R−o = 0,22 6= 1, lo que indica que la
dimensión radial de la región de frontera no está ajustada correctamente. Si ahora
tomamos L = 0,22, entonces zmı́n = 0,041 y R
+
o − R−o = 0,16 6= 0,22. Como L
sigue siendo todav́ıa distinto a R+o − R−o , tomamos L = 0,16 y calculamos de nuevo
zmı́n. El proceso continúa iterativamente hasta que el valor de L preseleccionado
coincide con R+o − R−o . En este ejemplo esta situación se produce cuando L = 0,14
y podremos decir que la posición del mı́nimo error, zmı́n, nos proporciona el plano
óptimo, es decir, zopt = zmı́n = 0,036. Comparando con la Figura 3.5, se aprecia que
la magnitud del error en el plano óptimo disminuye apreciablemente cuando L se
ajusta a la deformación radial máxima de la región iluminada.
No obstante, habitualmente no dispondremos de la información manejada hasta
aqúı acerca de los parámetros B, C, D y E en Ω, sino que en su lugar tendremos
acceso a cierta información a priori acerca de la estad́ıstica de los frentes de onda que
llegan al sensor, de utilidad para proceder a seleccionar los planos. Análogamente al
procedimiento desarrollado para las medidas del interior, supongamos que nuestro
conocimiento previo de la estad́ıstica de los frentes de onda en los puntos del plano
z = 0, nos permite:
estimar V = |〈∇2W (r)〉| + α
√
〈
[∇2W (r) − 〈∇2W (r)〉]2
〉
,
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σ / Io = 0.1 ; L = 0.60R; zopt = 0.15
σ / Io = 0.03 ; L = 0.30R; zopt = 0.075
σ / Io = 0.01 ; L = 0.14R; zopt = 0.036
σ / Io = 0.1 ; L = 0.38R; zopt = 0.096
σ / Io = 0.03 ; L = 0.12R; zopt = 0.028
σ / Io = 0.01 ; L = 0.032R; zopt = 0.0081
Figura 3.9: Curvas de error de la derivada normal de la fase en la frontera estimada con la
configuración central (a) y en la de Newton (b), cuando el tamaño de la zona de detección, L, se
ajusta a la deformación máxima de la región iluminada, suponiendo el nivel de ruido en el plano
de recuperación, σ/Io, indicado. Adicionalmente se incluye la separación óptima, zopt.
estimar Tx = |〈Wx (r)〉| + α
√
〈
[Wx (r) − 〈Wx (r)〉]2
〉




[Wy (r) − 〈Wy (r)〉]2
〉
,
siendo 〈·〉 el valor medio espacio-temporal en el total de la pupila y α un parámetro
que cuantifica la probabilidad de que el valor de la magnitud fluctúe dentro del
intervalo de confianza (ver nota al pie en Página 38). Estas magnitudes resumen el
comportamiento estad́ıstico a orden 2 de los frentes de onda en z = 0. Por tanto,
estas caracteŕısticas se dan también localmente en un entorno Ω del contorno. Con
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esta información podemos tomar D = V/2, E = 0, B = Tx y C = Ty. Fijado el nivel
de ruido, σ/Io, y la anchura radial más apropiada del detector, L, y si no hay más
información adicional, proponemos situar los planos de irradiancia en la posición zopt
que minimiza ǫo(z) particularizada a los valores de B, C, D y E estimados de esta
forma.
3.6. Ejemplo: Selección de la separación óptima
para el telescopio Gemini
Una vez diseñado un procedimiento para obtener medidas de frontera
optimizadas, a continuación procedemos a ilustrarlo por medio de un ejemplo. En
concreto, en paralelo con el ejemplo de la § 2.4, calcularemos la separación entre
los planos que optimiza la medida de frontera del sensor de curvatura acoplado al
telescopio Gemini. Las condiciones de operación y las caracteŕısticas principales del
dispositivo se describen en dicha sección. A destacar, el telescopio tiene una apertura
de D = 7,9 m de diámetro y la región de frontera una anchura radial L = 0,6D. Los
dispositivos fotosensibles acoplados en cada subabertura son fotodiodos de avalancha
(APD) que operan en una longitud de onda λ = 0,7 µm, captando un promedio de
N = 96 fotones cada uno durante el tiempo de exposición. El frente de onda se




el dispositivo adaptativo está diseñado para detectar y compensar el efecto de los
J = 56 primeros*. La compensación se realiza aplicando deformaciones locales al
espejo, estimadas utilizando la fórmula de Roddier en la región correspondiente a
cada subpupila, que asumiremos del orden de un entorno Σ (ver Apéndice C). Es
decir, vamos a suponer que en el entorno definido por cada subpupila, la fase muestra
un comportamiento similar a una fase cuadrática como la de la Ec. (3.25).
Estimaremos las cotas Tx, Ty y V y, por tanto, los coeficientes B, C, D y E
promedio en cada subpupila, a partir de las varianzas espacio-temporales de las
derivadas de la fase, ya que la aleatoriedad de los frentes de onda distorsionados
por turbulencias atmosféricas implica que el valor promedio espacio-temporal de













〈[Wx(ρD/2, θ)]2〉, siendo 〈·〉 el valor
promedio espacio-temporal. En los frentes de onda turbulentos se verifica, además,
*La notación utilizada para los polinomios de Zernike es la propuesta por Noll [157].
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Figura 3.10: Derivada normal de la fase en la frontera correspondiente al frente ciĺındrico
parabólico con B = C = 5,1 · 10−7, D = 3,95 · 10−7 m−1 y E = 0 m−1.


















〉E{ajak}〈∂Zk(ρ,θ)∂x 〉 = Ty
(3.41)
donde 〈·〉 significa ahora promedio espacial en el ćırculo de radio unidad y E{·}
significa promedio temporal. Asumiendo que los frentes de onda siguen la estad́ıstica
de Kolmogorov, las covarianzas E{ajak} se calculan a partir de la Ec. (2.32).
En el Caṕıtulo 2 calculamos V = 7,9·10−7 m−1 como cota superior de la curvatura
local en Ω y, por tanto:
D = V/2 = 3,95 · 10−7 m−1
E = 0
(3.42)
En cuanto a las inclinaciones locales:
B = Tx = 5,1 · 10−7
C = Ty = 5,1 · 10−7
(3.43)
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Aplicando N = 96, σ = 0, L = 0,6D para la dimensión radial de la región de
frontera y los coeficientes B,C,D y E de las Ecs. (3.42) y (3.43) en la Ec. (C.14),
calculando el valor máximo de ǫo (θ, z) en cada plano z y minimizando respecto de
la variable z, se obtiene zopt = 490km. Comparando este resultado con la separación
óptima obtenida en el ejemplo de la § 2.4 para el laplaciano de la fase, se observa
que la separación entre planos que proporciona la medida de frontera más precisa es
aproximadamente la mitad que la que optimiza la medida del interior.
Por último, el error de esta medida es elevado, pues ǫmáxo (zopt) ≈ 2 · 10−6, que es
aproximadamente la mitad de la magnitud de las oscilaciones de Wor en torno al cero
(ver Figura 3.10). Este dato corrobora el hecho de que las medidas de frontera son, en
general, más imprecisas que las medidas del interior, como se puede ver comparando
con los resultados del ejemplo de la § 2.4. No obstante, es de esperar que el error
de Ŵr considerado globalmente en todo el peŕımetro de la pupila disminuya, pues el
resto de derivadas normales locales se estiman con más precisión.
Caṕıtulo 4
Sensor de curvatura multiplano
4.1. Introducción
En los caṕıtulos anteriores, hemos identificado y expresado matemáticamente los
errores que afectan a la medida de la derivada axial: el error de truncamiento de
la fórmula en diferencias finitas que la aproxima a primer orden y el ruido de los
datos de irradiancia. Ambas contribuciones están ligadas entre śı por la separación
entre los dos planos de medida. Hemos comprobado que existe una posición de los
planos óptima, zopt, tal que la contribución de ambos tipos de error se equilibra,
minimizándose la varianza de la estimación de la derivada axial. Con esta distancia
de separación entre los planos, el error de la señal proporcionada por el sensor se
minimiza a causa de una disminución de ambas contribuciones en su conjunto, sin
que la reducción de una implique el aumento desmedido de la otra.
Suponiendo que el sensor opera en condiciones óptimas, los mejores resultados con
esta técnica se obtienen con la configuración que mejor aproxima la derivada axial, es
decir, con aquella que propaga menos el ruido de los datos de entrada y que modela
con más precisión el comportamiento no lineal intŕınseco de la derivada axial. En
este sentido, de entre las aproximaciones con dos datos de entrada estudiadas hasta
ahora, la fórmula de Stirling es la que proporciona la mejor recuperación.
Sin embargo, el rendimiento alcanzado en la separación óptima podŕıa ser
insuficiente, en el sentido de que la aplicación precise más resolución en la fase
recuperada. Para mejorarla, se ha optado últimamente por el empleo de otras técnicas
lineales que propaguen menos error de no linealidad, en las que se busca reducir
la contribución del ruido tomando los datos de irradiancia más lejos del plano de
recuperación [36, 139, 140], o utilizar medidas en más planos de irradiancia pero a
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costa de incrementar enormemente las necesidades computacionales [23, 121, 143–
145]. También se han aplicado algorimos no lineales iterativos para refinar la fase
inicialmente recuperada por medio de la ETI a partir de medidas de irradiancia en
dos planos [16, 90, 98, 134, 141].
Como una aportación más a la técnica de recuperación de fase basada en la ETI,
proponemos en este caṕıtulo aplicar fórmulas en diferencias finitas más precisas para
aproximar la derivada axial. Las configuraciones del sensor que se derivan de estas
fórmulas utilizan indefectiblemente medidas en más de dos planos de irradiancia.
Escogiendo adecuadamente la posición y el peso de los datos de entrada de la fórmula,
se minimiza la contribución del ruido de medida y se reduce el error de no linealidad
de la aproximación, sin que ello implique necesariamente un incremento sustancial
del gasto computacional al reconstruir la fase.
4.2. Varianza de la estimación de la derivada axial
con fórmulas en múltiples planos
En el Caṕıtulo 2, calculamos la varianza de la respuesta del sensor para las
dos aproximaciones clásicas de la derivada en diferencias finitas con dos planos de
irradiancia: la fórmula central o de Stirling y las fórmulas de Newton progresiva
y regresiva. El error de no linealidad de la aproximación en diferencias finitas se
dedujo a partir del resto de la fórmula de Taylor de la irradiancia en torno al plano
de medida, z = 0, truncado a primer orden. Por otro lado, el efecto del ruido se
modeló suponiendo que las fluctuaciones de irradiancia en cada punto son de media
cero e independientes del nivel de señal. Siguiendo un procedimiento análogo, en esta
sección calcularemos la varianza de estas dos aproximaciones de la derivada axial en
diferencias finitas generalizadas a M ≥ 2 planos de irradiancia en función de la
separación interplanos, z.
4.2.1. Fórmula central de Stirling
En un instante de tiempo t, la intensidad en cada punto r = (x, y) de un plano
jz, ij = i(r, jz), se expresa como la suma de la intensidad exacta sin ruido o
determińıstica, Ij = I(r, jz), y el ruido, nj = nj(r, jz), con j ∈ Z+:
ij = Ij + nj (4.1)
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donde nj son errores aditivos con media cero, varianza σ
2 en todos los puntos de cada
plano jz y correlación nula entre puntos distintos. Se quiere estimar I ′ (0) = I ′(r, 0) y
para ello utilizaremos la aproximación central en diferencias finitas usando M = 2m
datos de entrada. Se define:







donde m ∈ Z+, z > 0 y el circunflejo sobre Î ′ denota una estimación de I ′. Para cada


















donde E {·} denota valor medio. Para cada punto r y en torno al plano z = 0, se
verifica:





























con ζj ∈ (0, jz) ∀j, que se obtiene sustituyendo el desarrollo de Taylor de Ij hasta
primer orden (Ec. (2.5)) en la aproximación (4.2). Entonces, en cada punto r se
verifica:

































aj = 0 (4.6)
la diferencia entre la derivada exacta y la estimada es:













Es decir, la aproximación en diferencias finitas se aleja del valor real de la derivada
axial una cantidad que depende del ruido de los datos de entrada y del resto del
desarrollo en serie de Taylor de la irradiancia truncado a primer orden, estando ambas
contribuciones pesadas por el correspondiente coeficiente aj asociado a cada plano
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M m a±1 a±2 a±3 a±4 a±5 a±6
2 1 ±1/2
4 2 ±1/5 ±1/10
6 3 ±3/28 ±1/14 ±1/28
8 4 ±1/15 ±1/20 ±1/30 ±1/60
10 5 ±1/22 ±2/55 ±3/110 ±1/55 ±1/110
12 6 ±3/91 ±5/182 ±2/91 ±3/182 ±1/91 ±1/182
Tabla 4.1: Coeficientes aj correspondientes a la fórmula central en función del número de planos.
donde se han tenido en cuenta las hipótesis asumidas para el ruido, junto con la
independencia entre la contribución de los errores de los datos y la del error de
truncamiento. Para que la varianza de Î ′ (0) satisfaga la segunda condición de la
Ec. (4.3), necesariamente ha de escogerse el peso de los datos de entrada de forma
que se minimice la contribución del ruido de medida, es decir, han de escogerse los




a2j = mı́n (4.9)
Aplicando el método de los multiplicadores de Lagrange para resolver la Ec. (4.9)





En la Tabla 4.1, se indican algunos de estos coeficientes para el número de planos
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4.2.2. Fórmula progresiva y regresiva de Newton
En este caso la derivada axial se aproxima en r = (x, y) como diferencias finitas
de medidas de la irradiancia en el plano z = 0 y en M−1 = m planos equiespaciados
situados, o bien a la derecha (diferenciación progresiva), o bien a la izquierda de z = 0
(diferenciación regresiva). De este modo, definimos una estimación de I ′ (0) = I ′(r, 0)
como:






bj (ij − io) (4.13)
donde m ∈ Z+, z > 0 y el denominador es +z para la aproximación progresiva y −z
en el caso regresivo. El ruido que afecta a los datos de irradiancia (Ec. (4.1)), reúne
las mismas caracteŕısticas que en la sección anterior. Para cada punto se quieren
hallar los coeficientes bj tales que la aproximación (4.13) verifica las Ecs. (4.3).
Como antes, sustituimos en la Ec. (4.13) la fórmula de Taylor para Ij en torno
a z = 0 y obtenemos la diferencia entre la derivada exacta y la estimada. En esta









b2j = mı́n (4.14)
Aśı, despejamos la diferencia entre la derivada exacta y la estimada en una
ecuación análoga a la Ec. (4.7). Considerando la hipótesis de que la contribución del
ruido de los datos de irradiancia y la del error de truncamiento son independientes,


























con ζj ∈ (0, jz) ∀j para la aproximación progresiva y con ζj ∈ (−jz, 0) ∀j para la
regresiva. Para calcular los coeficientes bj, imponemos las condiciones (4.14) para bj





En la Tabla 4.2, se indican algunos de los coeficientes bj asociados al número de
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M m b1 b2 b3 b4 b5 b6
2 1 1
3 2 1/5 2/5
4 3 1/14 1/7 3/14
5 4 1/30 1/15 1/10 2/15
6 5 1/55 2/55 3/55 4/55 1/11
7 6 1/91 2/91 3/91 4/91 5/91 6/91
Tabla 4.2: Coeficientes bj correspondientes a la fórmula progresiva y regresiva en función del
número de planos.
es decir, b̃m = 2ãm. Sustituyendo la Ec. (4.17) en la Ec. (4.15), se tiene la expresión
general para la varianza de las aproximaciones progresiva y regresiva de la derivada




















4.3. Selección del plano de medida
Las Ecs. (4.12) y (4.18) describen, para cada punto r, las varianzas de ambas
fórmulas en diferencias finitas con múltiples datos de entrada en función de la
distancia interplanos, z. Las varianzas calculadas en el Caṕıtulo 2 para fórmulas en
dos planos son casos particulares de estas ecuaciones. Esencialmente, las fórmulas
aqúı calculadas presentan caracteŕısticas muy similares a aquellas. El primer
sumando describe la contribución de los errores de los datos de entrada y es
inversamente proporcional a z2. El segundo sumando es directamente proporcional
a z2 y da cuenta del error de no linealidad de las fórmulas en función del resto del
desarrollo en serie de Taylor de la irradiancia en torno al plano z = 0.
La precisión de la fórmula en diferencias finitas y, por tanto, la calidad de
respuesta del sensor de curvatura depende de la contribución de estos dos sumandos.
Los coeficientes del primero, ãm y b̃m, se han escogido para minimizar la propagación
del ruido de los datos de irradiancia. En la Tabla 4.3 se indican algunos de ellos para
distintos valores de m. Análogamente a lo visto en las fórmulas en dos planos, el
segundo sumando es más complejo. El punto ζj ∈ (0, jz) es desconocido y, en general,
distinto para cada punto r de cada plano jz. Esto nos impide la aplicación directa









Tabla 4.3: Coeficientes ãm para distintos valores de m.
de las ecuaciones halladas para calcular una separación interplanos que optimice la
respuesta del sensor globalmente en el plano z = 0.
Siguiendo un procedimiento análogo al de los Caṕıtulos 2 y 3, hallaremos en esta
sección expresiones obtenidas a partir de las Ecs. (4.12) y (4.18) para optimizar el
funcionamiento de un sensor que utilice múltiples planos.
4.3.1. Varianza de la estimación de la curvatura local y
separación óptima
Según lo visto en la § 2.3.1, en la integral de difracción de Fresnel contribuyen
fundamentalmente regiones en la vecindad de ciertos puntos de la pupila de entrada,
rcj . De este modo, la irradiancia Ij = I(r, jz) en un punto r evoluciona en cada plano
jz esencialmente en función de las caracteŕısticas de la fase en torno a dichos puntos,
rcj , del plano z = 0 (Ec. (2.12)). Pero si trabajamos en entornos Ω del frente de
onda donde este se comporta fundamentalmente como su recubrimiento cuadrático
Wo (Ec. (2.14) o su equivalente en forma canónica, Ec. (2.15)), toda dependencia en
rcj impĺıcita en la Ec. (2.12) desaparece. Aśı, en todos los puntos r del interior de Ω,
la irradiancia evoluciona en cada plano jz de la forma:
Ij =
Io
1 + 2 (D + E) jz + 4DEj2z2
(4.19)
donde D y E son las curvaturas principales del frente en el entorno Ω y donde los
planos jz están situados antes de las cáusticas.
Haciendo uso de la ecuación anterior, podemos calcular varianzas de las fórmulas
en diferencias finitas con múltiples planos válidas en puntos r del interior de Ω, de
88 Sensor de curvatura multiplano
forma análoga al cálculo realizado para las fórmulas en dos planos del Caṕıtulo 2, y











Hay que indicar aqúı que, mientras que con dos planos de irradiancia se consideró que
la varianza de Io, σ




, cuando se utilizan más
de dos planos podŕıa darse el caso de que la varianza de la derivada axial disminuya
hasta llegar a alcanzar valores del orden de σ2. De ah́ı el no despreciarla en este caso.
Entonces, las varianzas asociadas a cada fórmula son:
a) Fórmula central
A partir de la Ec. (4.7), calculamos la contribución del error de truncamiento

















ajIj − I ′(0) (4.21)


















1 + 2 (D + E) jz + 4DEj2z2
]2
(4.22)
Teniendo en cuenta la Ec. (4.10), a−j = −aj, y podemos simplificar el segundo
término de la ecuación anterior y sustituirla en la Ec. (4.20), obteniéndose
la siguiente expresión para la varianza de la curvatura local estimada con la
fórmula central en el entorno Ω:
ǫ2o =
[















(1 + 4DEj2z2)2 − 4 (D + E)2 j2z2
]2
(4.23)
b) Fórmula progresiva y regresiva
De modo análogo al apartado anterior, calculamos el segundo término de la Ec.
(4.18) y obtenemos la varianza de esta fórmula en función de los parámetros
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D = 1/ 2, E = 0 2 (D + E) = 1
D = 1/ 3, E = 0 2 (D + E) = 2/ 3
D = 1/ 6, E = 0 2 (D + E) = 1/ 3
D = 0, E = 0 2 (D + E) = 0















D = 1/ 3, E = 1/ 6 2 (D + E) = 1
D = 2/ 9, E = 1/ 9 2 (D + E) = 2/ 3
D = 1/ 9, E = 1/ 18 2 (D + E) = 1/ 3
D = 0, E = 0 2 (D + E) = 0















D = 1/ 4, E = 1/ 4 2 (D + E) = 1
D = 1/ 6, E = 1/ 6 2 (D + E) = 2/ 3
D = 1/ 12, E = 1/ 12 2 (D + E) = 1/ 3
D = 0, E = 0 2 (D + E) = 0















D = 1/ 3, E = −1/ 6 2 (|D| + |E|) = 1
D = 2/ 9, E = −1/ 9 2 (|D| + |E|) = 2/ 3
D = 1/ 9, E = −1/ 18 2 (|D| + |E|) = 1/ 3
D = 0, E = 0 2 (|D| + |E|) = 0
Figura 4.1: Desviación estándar de la curvatura local del frente de onda en un entorno Ω en
función de la posición de los planos, z, suponiendo que se estima con la fórmula central de Stirling
particularizada a M = 8 planos de medida, siendo σ/Io = 0,01. El apartado (a) corresponde a
aproximaciones cuadráticas con forma de cilindro parabólico, el (b) a aproximaciones con forma
de paraboloide eĺıptico, el (c) a aproximaciones con forma de paraboloide parabólico y el (d) a
aproximaciones de tipo paraboloide hiperbólico.
D y E caracteŕısticos de la aproximación cuadrática del frente de onda en el
entorno Ω. Por último, sustituyendo en la Ec. (4.20), calculamos la varianza de




















∓2 (D + E) jz − 4DEj2z2
1 ± 2 (D + E) jz + 4DEj2z2
]2
(4.24)
En las Figuras 4.1, 4.2 y 4.3, se representan las curvas de error de la curvatura
local estimada en el entorno Ω con las fórmulas central, progresiva y regresiva,
















D = 1/ 2, E = 0 2 (D + E) = 1
D = 1/ 3, E = 0 2 (D + E) = 2/ 3
D = 1/ 6, E = 0 2 (D + E) = 1/ 3
















D = 1/ 3, E = 1/ 6 2 (D + E) = 1
D = 2/ 9, E = 1/ 9 2 (D + E) = 2/ 3
D = 1/ 9, E = 1/ 18 2 (D + E) = 1/ 3
















D = 1/ 4, E = 1/ 4 2 (D + E) = 1
D = 1/ 6, E = 1/ 6 2 (D + E) = 2/ 3
D = 1/ 12, E = 1/ 12 2 (D + E) = 1/ 3
















D = 1/ 3, E = −1/ 6 2 (|D| + |E|) = 1
D = 2/ 9, E = −1/ 9 2 (|D| + |E|) = 2/ 3
D = 1/ 9, E = −1/ 18 2 (|D| + |E|) = 1/ 3
D = 0, E = 0 2 (|D| + |E|) = 0
Figura 4.2: Desviación estándar de la curvatura local del frente de onda en un entorno Ω en
función de la posición de los planos, z, suponiendo que se estima con la fórmula progresiva de
Newton particularizada a M = 8 planos de medida, siendo σ/Io = 0,01. El apartado (a) corresponde
a aproximaciones cuadráticas con forma de cilindro parabólico, el (b) a aproximaciones con forma
de paraboloide eĺıptico, el (c) a aproximaciones con forma de paraboloide parabólico y el (d) a
aproximaciones de tipo paraboloide hiperbólico.
respectivamente, con M = 8 planos de irradiancia*. Suponemos que las irradiancias
proporcionadas por el detector fluctúan con desviación relativa σ/Io = 0,01. Los
valores de los parámetros D y E se han seleccionado manteniendo la condición
2(|D| + |E|) ≤ V = 1, al igual que en las figuras de la § 2.3.2 asociadas a fórmulas
con datos de irradiancia en solo dos planos. El apartado (a) de cada figura muestra
el comportamiento de ǫo para frentes de onda con forma de cilindro parabólico en Ω,
el (b) para frentes con forma de paraboloide eĺıptico, el (c) para frentes con forma
de paraboloide esférico y el (d) para aquellos con forma de paraboloide hiperbólico.
De nuevo, tal y como observamos en las curvas para dos planos, de todas las
*Podŕıa utilizarse otro número de planos y se llegaŕıa a las mismas conclusiones, pues el
comportamiento cualitativo general de las curvas en función de z no cambia por escoger un número
de planos distinto en la fórmula en diferencias finitas.
















D = 1/ 2, E = 0 2 (D + E) = 1
D = 1/ 3, E = 0 2 (D + E) = 2/ 3
D = 1/ 6, E = 0 2 (D + E) = 1/ 3
















D = 1/ 3, E = 1/ 6 2 (D + E) = 1
D = 2/ 9, E = 1/ 9 2 (D + E) = 2/ 3
D = 1/ 9, E = 1/ 18 2 (D + E) = 1/ 3
















D = 1/ 4, E = 1/ 4 2 (D + E) = 1
D = 1/ 6, E = 1/ 6 2 (D + E) = 2/ 3
D = 1/ 12, E = 1/ 12 2 (D + E) = 1/ 3
















D = 1/ 3, E = −1/ 6 2 (|D| + |E|) = 1
D = 2/ 9, E = −1/ 9 2 (|D| + |E|) = 2/ 3
D = 1/ 9, E = −1/ 18 2 (|D| + |E|) = 1/ 3
D = 0, E = 0 2 (|D| + |E|) = 0
Figura 4.3: Desviación estándar de la curvatura local del frente de onda en un entorno Ω en función
de la posición de los planos, z, suponiendo que se estima con la fórmula regresiva de Newton
particularizada a M = 8 planos de medida, siendo σ/Io = 0,01. El apartado (a) corresponde a
aproximaciones cuadráticas con forma de cilindro parabólico, el (b) a aproximaciones con forma
de paraboloide eĺıptico, el (c) a aproximaciones con forma de paraboloide parabólico y el (d) a
aproximaciones de tipo paraboloide hiperbólico.
combinaciones de D y E tales que 2(|D|+ |E|) = V = 1 (curvas en ĺınea continua de
las figuras) la curva que está por encima de todas las demás corresponde al cilindro
parabólico, seguida, en orden decreciente, por la curva del paraboloide parabólico,
la del paraboloide eĺıptico y, por último, la del hiperbólico. Si llamamos zopt a la
separación interplanos que coincide con el mı́nimo de la curva con V = 1 del cilindro
parabólico, si los planos de medida se posicionan separados entre śı una distancia
z < zopt, entonces las curvaturas locales estimadas en cualquier entorno Ω del dominio
donde haya otro tipo de cuádrica tendrán siempre más error que si se separan z =
zopt. Por otro lado, si las irradiancias se detectan en planos separados z > zopt, aunque
mejora la estimación de las curvaturas locales en los entornos donde la aproximación
cuadrática es un paraboloide o un plano, empeora en entornos donde el frente de
onda puede aproximarse por cilindros parabólicos. Consecuentemente, la distancia
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interplanos óptima es zopt.
En definitiva, el incremento del número de datos de entrada de las fórmulas no
modifica el comportamiento cualitativo de las curvas de error y, por tanto, podremos
aplicar el procedimiento descrito en la § 2.3.3 para hallar una única separación
interplanos, zopt, que optimice la medida de la curvatura.
4.3.2. Varianza de la estimación de la derivada normal local
y separación óptima
El error de las fórmulas en diferencias finitas (4.2) y (4.13) aplicadas a la medida








































para la configuración progresiva y regresiva, que, de acuerdo con lo visto en el
Caṕıtulo 3, se calculan siguiendo el mismo procedimiento de la § 4.2 sustituyendo la
irradiancia Ij en un punto r del plano jz por su promedio radial en la frontera, Ij,












siendo L la anchura radial de la región de frontera, Rj el radio de la región iluminada
en un ángulo θ del plano jz y H la función de salto unitario de la Ec. (3.10).
En un entorno Ω = Ω (θ) de un punto del borde (R, θ), suponemos que la
superficie del frente de onda es, en esencia, cuadrática (Ec. (3.25)). De este modo,
el promedio radial de la irradiancia en los puntos de Ω entre R − L/2 y R + L/2





Rj −R + L/2
1 + 2 (D + E) jz + 4DEj2z2
]
(4.28)
donde el radio de la región iluminada asociado al ángulo θ es, en cada plano jz:
Rj =
jz[(1+2Ejz)2B cos θ+(1+2Djz)2C sin θ]×Ráız + [1+2(D+E)jz+4DEj2z2]
(1+2Ejz)2 cos2 θ+(1+2Djz)2 sin2 θ
(4.29)






(1 + 2Ejz)2 cos2 θ + (1 + 2Djz)2 sin2 θ
}
− j2z2 (B sin θ − C cos θ)2
siendo B,C,D y E los parámetros de la cuádrica Wo que aproxima el frente de onda
en Ω (Ec. (3.25)). La varianza ǫ2o de la derivada normal local estimada en el entorno
Ω asociado a un ángulo θ es, para cada fórmula:
a) Fórmula central
Teniendo en cuenta el desarrollo en serie de Taylor del promedio de la
















ajIj − I ′ (0)
]2
(4.30)


















Rj −R + L/2
1 + 2 (D + E) jz + 4DEj2z2
]2
(4.31)
con Wor de la Ec. (3.29).
b) Fórmula progresiva y regresiva
A partir de la Ec. (4.26) y del desarrollo de Taylor de la irradiancia, la varianza















bj (Ij − Io) − I ′ (0)
]2
(4.32)
Siguiendo el mismo procedimiento de la fórmula central, con la salvedad de


















Rj −R + L/2






con Wor de la Ec. (3.29).
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D = 1/ 2, E = 0 2 (D + E) = 1
D = 1/ 3, E = 1/ 6 2 (D + E) = 1
D = 1/ 4, E = 1/ 4 2 (D + E) = 1
D = 1/ 3, E = −1/ 6 2 (|D| + |E|) = 1
D = 0, E = 0 2 (D + E) = 0










Figura 4.4: Curvas de error de la derivada normal local estimada en un entorno Ω en la
configuración central (a) y en la de Newton (b) particularizadas a M = 8 planos de medida,
para σ/Io = 0,01, L = 0,3R, R = 1 y aproximaciones cuadráticas con U = V = 1. También se
representa el resultado para el frente de onda plano.
Las Figuras 4.4(a) y 4.4(b) muestran las curvas de error de la derivada normal
local estimada con la fórmula central y con las fórmulas de Newton, respectivamente,
particularizadas a M = 8 planos de irradiancia. Como en las figuras análogas del
Caṕıtulo 3 asociadas a fórmulas con datos de irradiancia en dos planos, consideramos
solo combinaciones de las inclinaciones locales, B y C, y de las curvaturas principales,
D y E, de la cuádrica tales que
√
B2 + C2 ≤ U y 2 (|D| + |E|) ≤ V . Recordemos
que U es una cota superior de las inclinaciones locales que limita la traslación de
la región iluminada, y V es un valor que acota superiormente sus deformaciones
4.3 Selección del plano de medida 95
angulares locales provocadas por las curvaturas principales del frente de onda en el
entorno Ω. Aqúı normalizaremos ambas cotas a la unidad, es decir, tomaremos U = 1
y V = 1 y, además, consideraremos que la pupila es de radio unidad, R = 1. Aunque
en la práctica normalmente 1/U ≈ 1/V ≫ R, se consideran aqúı estos valores
sencillos porque solo queremos analizar cualitativamente el comportamiento del
error. Adicionalmente, solo representamos los resultados para algunas combinaciones
ilustrativas de D y E tales que 2 (|D| + |E|) = 1 y aquellos de B y C tales que√
B2 + C2 = 1. Esto implica que las curvas representadas corresponden a los frentes
de onda menos suaves, para los que se da la peor respuesta del sensor de curvatura.
Asimismo, tomamos una desviación σ/Io = 0,01 para la fluctuación de la irradiancia
promedio detectada en un ángulo θ del plano z = 0 y un valor para la anchura
radial del anillo de detectores, L = 0,3R, dejando para más adelante el estudio de
la influencia de la elección previa del tamaño de la región de frontera. Por último,
cada curva es el resultado de calcular la desviación estándar máxima de todos los
ángulos, con lo que es la menor cota superior del error de la estimación de Wor en
cualquier ángulo θ. Si se toman los valores opuestos de los parámetros de la cuádrica,
es decir, −B, −C, −D y −E, las curvas que se obtienen con la fórmula central son
idénticas a las dibujadas, mientras que las curvas para la fórmula progresiva pasan
a ser las de la regresiva y a la inversa. En la Figura 4.4(b) asociada a las fórmulas
de Newton, se muestran las curvas correspondientes a la fórmula progresiva porque,
para los parámetros B, C, D y E escogidos, el error es mayor con esta fórmula que
con la fórmula regresiva.
Por las mismas razones esgrimidas para dos planos de irradiancia, el mı́nimo de
la curva donde D = V/2 y E = 0, es decir, el mı́nimo de la curva asociada a un frente
ciĺındrico de curvatura V nos fija la separación interplanos más apropiada. Ahora
bien, para hallar la separación interplanos óptima, zopt, también deberemos ajustar
adicionalmente el ancho de la región de frontera, L, a la deformación radial máxima
de la región iluminada.
Por tanto, el incremento del número de datos de entrada de las fórmulas tampoco
modifica aqúı el comportamiento esencial de las curvas de error y podremos aplicar
el procedimiento de la § 3.5 para hallar una única separación interplanos, zopt, que
proporcione las medidas de frontera más precisas.
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4.4. Rendimiento del sensor de curvatura multi-
plano
Una vez que hemos comprobado la aplicabilidad de los procedimientos
desarrollados en los Caṕıtulos 2 y 3 en sensores de curvatura que funcionen con
múltiples planos, procedemos en esta sección a analizar el rendimiento del sensor
en función del número de planos. Llevaremos a cabo este análisis estudiando por
separado los resultados para la medida en el interior y para la medida en la frontera.
4.4.1. Calidad del laplaciano recuperado en función del
número de planos
Si en cada entorno Ω el frente de onda verifica que 2(|D| + |E|) ≤ V , entonces,
separando cada plano del siguiente la cantidad z = zopt seleccionada en la § 4.3.1, el
error de la curvatura local estimada en Ω se encuentra entre ǫo(zopt) para un frente
con forma de cilindro parabólico y ǫo(zopt) para un frente de onda plano (Ec. (2.21)).
Para las fórmulas en diferencias finitas aqúı analizadas, estas cotas de error son:
a) Fórmula central
La menor cota superior se obtiene sustituyendo los parámetros D = V/2 y
E = 0 en la Ec. (4.23), que corresponden a una aproximación cuadrática con
forma de cilindro parabólico de curvatura V . Tomando las coordenadas axiales























La mayor cota inferior se calcula sustituyendo D = E = 0 en la Ec. (4.23);












En la Figura 4.5(a) se representan estas cotas para varios valores de
σ/Io, apreciándose el aumento de la incertidumbre de las curvaturas locales
recuperadas a medida que aumenta el ruido de las medidas de irradiancia.
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Figura 4.5: Cota superior de error, ǫsup, y cota inferior de error, ǫinf, de la estimación de la
curvatura de la fase con la fórmula central (a) y con la de Newton (b) particularizadas a M = 8
planos, para varios niveles del ruido de detección, σ/Io.
Minimizando la Ec. (4.34) respecto de la variable h, obtenemos una relación
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b) Fórmula progresiva y regresiva
Calculamos la menor cota superior tomando D = V/2 y E = 0 en la Ec. (4.24)







































y minimizando la Ec. (4.37) respecto de h e igualando a cero, obtenemos una






























En la Figura 4.5(b) se muestran estas cotas para los mismos valores de σ/Io
que en la Figura 4.5(a). Al igual que ocurŕıa con las fórmulas con dos planos, el
error en la separación óptima es mayor en las curvas correspondientes a las fórmulas
de Newton, como se deduce comparando aquellos pares de curvas de ambas figuras
asociados al mismo nivel de ruido. En definitiva, independientemente del número de
planos, los errores de los datos de entrada y el error de modelización se propagan más
a la medida de curvatura si se usan las fórmulas de Newton en lugar de la fórmula
central.
Por otro lado, la Figura 4.5, para fórmulas en M = 8 planos, junto con la Figura
2.7, para fórmulas en M = 2 planos, nos permiten comparar el rendimiento del sensor
en relación al número de planos de irradiancia que utiliza para estimar la curvatura
local. Por ejemplo, en las curvas con σ/Io = 0,1 para la fórmula central, se aprecia
un descenso de la cota superior de error en la separación óptima desde ǫsup/V = 0,24
con dos planos hasta ǫsup/V = 0,20 con ocho planos. En las curvas con σ/Io = 0,01,
el error disminuye desde ǫsup/V = 0,051 con dos planos hasta ǫsup/V = 0,039 con
ocho planos. Para las fórmulas de Newton, si σ/Io = 0,1, el error se reduce desde
ǫsup/V = 0,64 con dos planos hasta ǫsup/V = 0,43 con ocho planos. Si σ/Io = 0,01,
la reducción va desde ǫsup/V = 0,18 con dos planos hasta ǫsup/V = 0,12 con ocho
planos.
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Figura 4.6: Evolución de la cota superior de error de la curvatura local en función del número de
planos de medida, suponiendo que se estima con la fórmula central en diferencias finitas, (a), y con
la fórmula progresiva y regresiva de Newton, (b). En ambos casos σ/Io = 0,01.
La evolución de las cotas superior e inferior de error en hopt en función del número
de planos puede verse más claramente en la Figura 4.6. En esta representación se
muestra cómo a consecuencia del uso de más planos de irradiancia el error de la
estimación de la curvatura local podŕıa hacerse tan pequeño como para llegar a ser
comparable a σ.
El empleo de fórmulas con más planos de irradiancia también trae consigo la
reducción de la distancia interplanos a medida que aumenta M (ver Figura 4.7).
Esta situación pone un ĺımite superior en el número de medidas de irradiancia, pues
el valor de z podŕıa reducirse tanto que la imprecisión de la posición de los planos,
que en este trabajo no se está teniendo en cuenta, podŕıa llegar a ser significativa.
100 Sensor de curvatura multiplano






























Figura 4.7: Evolución de la separación interplanos conforme crece el número de planos de medida,
para la fórmula central en diferencias finitas, (a), y para la fórmula progresiva y regresiva de Newton,
(b), suponiendo σ/Io = 0,01.
Adicionalmente, si z llega a ser suficientemente pequeño, la hipótesis de no correlación
entre las medidas de irradiancia en un plano y los adyacentes podŕıa dejar de ser
consistente.
La Figura 4.8 es una representación que explica cómo el plano más alejado de la
pupila está cada vez más cerca de z = 0 conforme aumenta el número de planos. Es
decir, la disminución de hopt a consecuencia del aumento del número de planos, va
pareja a una reducción del rango axial donde se toman medidas de irradiancia.
A ráız de estos resultados, podemos concluir que en experimentos donde la
irradiancia solo está afectada por ruido de media cero independiente del nivel de
señal, la estimación de la curvatura es más precisa si se emplean fórmulas con más
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Figura 4.8: Evolución de la posición de los planos más alejados de z = 0 conforme crece el número
de planos de medida, para la fórmula central en diferencias finitas, (a), y para la fórmula progresiva
y regresiva de Newton, (b), suponiendo σ/Io = 0,01.
de dos planos.
A cambio de tener que sustituir el detector por otro más avanzado, mejorar el
rendimiento del sensor exige llevar a cabo medidas en más de dos planos para ganar
resolución. Podemos verlo en la Figura 4.9. Esta es una representación de la calidad
del detector que debeŕıamos utilizar en un sensor de curvatura que trabaje con solo
dos planos, para que en la posición óptima estimemos las curvaturas locales con la
misma precisión que un sensor multiplano optimizado que utilice un detector que
proporcione medidas de irradiancia con desviación estándar σ/Io = 0,01.
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Figura 4.9: Nivel de ruido de medida, σ/Io, asumible en un sensor que funciona con dos planos de
medida, para garantizar la recuperación de una curvatura local de magnitud V en el esquema central
con la misma precisión que un sensor de curvatura multiplano que utiliza un detector afectado por
ruido de detección con desviación relativa σ/Io = 0,01.
4.4.2. Calidad de la derivada normal recuperada en función
del número de planos
Si la aproximación cuadrática del frente de onda en cada entorno Ω verifica que√
B2 + C2 ≤ U y 2 (|D| + |E|) ≤ V , en la § 4.3.2 se ha visto que la separación
interplanos está fijada por el mı́nimo de la varianza asociada a un frente ciĺındrico de
curvatura máxima, D = V/2 y E = 0, y con la máxima inclinación,
√
B2 + C2 = U .
Pero para conseguir la mejor respuesta del sensor, adicionalmente debemos adaptar
el tamaño de la región de frontera, L, para que coincida con la deformación radial
máxima de la región iluminada. Aśı se minimiza la contribución del ruido de las
medidas de irradiancia evitando, al mismo tiempo, la pérdida de información que
implica que el borde de la región iluminada sobrepase los ĺımites de los detectores
que constituyen la región de frontera.
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σ / Io = 0.1 ; L = 0.47R; zopt = 0.033
σ / Io = 0.03 ; L = 0.23R; zopt = 0.017
σ / Io = 0.01 ; L = 0.11R; zopt = 0.0077
σ / Io = 0.1 ; L = 0.25R; zopt = 0.0089
σ / Io = 0.03 ; L = 0.074R; zopt = 0.0026
σ / Io = 0.01 ; L = 0.023R; zopt = 0.00082
Figura 4.10: Curvas de error de la derivada normal de la fase en la frontera estimada con la
configuración central (a) y la de Newton (b) particularizadas a M = 8 planos de medida, cuando el
tamaño de la zona de detección, L, se ajusta a la deformación radial máxima de la región iluminada,
suponiendo el nivel de ruido en el plano de recuperación, σ/Io, indicado. Adicionalmente, se incluye
la separación óptima, zopt.
Tomemos entonces un frente de onda ciĺındrico con U = 1 y V = 1. En las Figuras
4.10(a), para la fórmula central, y 4.10(b), para la fórmula de Newton, se representa
ǫo (z) cuando L se ha ajustado a la deformación radial máxima de la región iluminada
en zopt para los valores de σ/Io indicados. Comparando con la figura correspondiente
para dos planos, Figura 3.9, se aprecia una disminución del error de la estimación
de Wor en zopt. En el caso de la fórmula central, la disminución va desde ǫo = 0,36
con dos planos a ǫo = 0,27 con ocho planos, para σ/Io = 0,1, y desde ǫo = 0,16 con
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dos planos a 0,12 con ocho planos, para σ/Io = 0,01. En el caso de la fórmula de
Newton, el error disminuye desde 0,49 con dos planos a ǫo = 0,3 con ocho planos,
para σ/Io = 0,1, y desde ǫo = 0,15 con dos planos a ǫo = 0,09 con ocho planos,
para σ/Io = 0,01. Al igual que con el laplaciano, el empleo de más datos de entrada
también reduce el error de la recuperación de Wor . En definitiva, en experimentos
donde las medidas de irradiancia están afectadas solo por ruido de media cero e
independiente del nivel de señal, la estimación de la derivada normal es más precisa
si aumenta el número de datos de irradiancia.
Por último, análogamente a lo observado con las fórmulas en dos planos, ǫo
permanece en valores cercanos al mı́nimo en un rango axial mayor en la fórmula
central que en las fórmulas de Newton. Por tanto, la elección de zopt con la fórmula
central se muestra más flexible que con las fórmulas de Newton, independientemente
del número de planos utilizado para aproximar la derivada axial.
Caṕıtulo 5
El problema de contorno
5.1. Introducción
Desde el punto de vista matemático, la reconstrucción de fase en la técnica
basada en la ETI se reduce a resolver una ecuación diferencial en derivadas
parciales con condición de contorno de Neumann. Sin embargo, existen dificultades
prácticas manifiestas a la hora de obtener medidas de frontera de calidad, debido,
fundamentalmente, a las limitaciones espećıficas que afectan a este tipo de medidas
respecto de las del interior.
Este hecho hace que nos planteemos en este caṕıtulo el objetivo de analizar el
peso de las medidas de la derivada normal de la fase en la frontera en este tipo de
métodos de recuperación de fase. Asimismo, se estudiarán soluciones para minimizar
el error añadido por las medidas de contorno, viendo cuando estas son estrictamente
necesarias y cuando no lo son para poder recuperar la fase de forma única.
5.2. Estimación del frente de onda a partir de
medidas de irradiancia
Los algoritmos que se usan para reconstruir la fase a partir de la información
proporcionada por un sensor de frente de onda se suelen clasificar en algoritmos
zonales y algoritmos modales [160]. En el primer caso, el frente de onda se recupera en
un conjunto discreto de puntos de medida, mientras que en el segundo se reconstruye
en función de los coeficientes de un desarrollo en serie funcional.
Los principales algoritmos de reconstrucción de tipo zonal basados en la ETI han
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sido desarrollados para el caso particular de distribuciones de intensidad uniformes
en el plano de recuperación de fase. Estos métodos resuelven la Ec. (1.3) empleando
funciones de Green [24], diferencias finitas [3, 52, 126] o transformadas de Fourier
[161, 162]. El principal problema que caracteriza los métodos de estimación zonal,
para el caso que nos ocupa, es la dificultad de introducir en los algoritmos las
condiciones de contorno, lo que generalmente conlleva errores que se añaden a los
de las medidas de frontera. En los métodos que utilizan transformadas de Fourier
se resuelve el problema imponiendo condiciones periódicas ficticias, como en el caso
de G. Vdovin [3], o bien definiendo un dominio mayor que el real con el objetivo
de tener en cuenta la contribución de la frontera, como en el caso de Roddier et al.
[161]. En el método utilizado por M. R. Teague, se calcula una solución para la fase
que depende de una función de Green y su derivada normal [24]. No obstante, ambas
presentan singularidades integrables que hacen perder precisión en la recuperación
de la fase.
Las estimaciones modales de magnitudes f́ısicas son bastante habituales y
aparecen en varias áreas de la F́ısica (por ejemplo, el desarrollo multipolar del
potencial electrostático en función de polinomios de Legendre [163] o la solución
de la ecuación de Schrödinger para el oscilador armónico, donde la función de onda
se expresa como combinación lineal de funciones propias constituidas por el producto
de un polinomio de Hermite y una función exponencial de Gauss [164]). La principal
ventaja de los métodos de estimación modal respecto de los de estimación zonal es
que proporcionan una expresión de la magnitud como desarrollo en un conjunto de
funciones.
La recuperación modal del frente de onda tiene por objetivo estimar los
coeficientes del desarrollo de la fase en un conjunto de funciones base, generalmente
polinomios, suponiendo aśı un comportamiento anaĺıtico de la fase que permite
extrapolarla a cualquier punto de la abertura. Aun cuando es posible utilizar como
funciones base cualquier conjunto de polinomios, con frecuencia se escogen en Óptica
los polinomios de Zernike, debido fundamentalmente a que son fáciles de relacionar
con las aberraciones clásicas [2, 165].
Se han desarrollado algunos métodos de estimación modal del frente de onda
espećıficos para su aplicación combinada con la ETI [135–137, 146]. Sin embargo,
estos métodos no son ortogonales, es decir, los coeficientes del desarrollo de la fase
en la base escogida de funciones ortogonales no pueden obtenerse independientemente
porque se expresan en función de derivadas de dichas funciones. Aunque la fase se
exprese de forma modal mediante un desarrollo en serie de funciones ortogonales, la
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actuación de los operadores lineales laplaciano y derivada normal sobre las funciones
base del desarrollo no garantiza que se conserve la ortogonalidad entre las funciones
obtenidas, produciéndose un acoplamiento entre los coeficientes.
Se han propuesto varias estrategias que permiten resolver el problema del
acoplamiento entre los coeficientes modales para geometŕıas concretas de los planos
de medida [166, 167]. No obstante, el método de los proyectores ortogonales da una
solución más general y más adecuada a los objetivos de este caṕıtulo [168]. Para ello
se introduce un conjunto de funciones, los proyectores ortogonales o funciones de
peso, que son ortogonales a las funciones que resultan de aplicar un operador lineal
(gradiente, Laplaciano, ...) a las funciones base. Esto permite estimar cada coeficiente
modal de forma independiente como la proyección de las medidas del sensor sobre la
función base elegida.
Este método no es necesariamente el mejor método de recuperación de fase.
Sin embargo, permite separar la información de la fase relativa al interior de la
correspondiente a la frontera y la necesidad de imponer condiciones de contorno
para un problema particular es mucho más intuitiva que en otros algoritmos, pues las
condiciones de frontera aparecen en el método de forma natural. Por este motivo, este
procedimiento resulta muy adecuado para estudiar la influencia de las condiciones de
contorno en el problema de recuperación de fase a partir de la Ecuación de Transporte
de Intensidad.
En lo que sigue, describiremos brevemente los fundamentos en los que se basa el
método.
5.3. Estimación modal ortogonal
Sea f (r) un observable que está relacionado con una determinada magnitudW (r)
por medio de la ecuación o conjunto de ecuaciones:
L [r] = f (r) (5.1)
donde L representa un operador lineal actuando sobre W y r el vector de posición
en un espacio N -dimensional.
Sea una función de aproximación de W (r) construida como combinación lineal
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donde los coeficientes ai se escogen de forma que el valor de QM (r) sea próximo al




QM (r) = W (r) (5.3)
se dice que la suma
∑M
i=1 aiψi (r) converge puntualmente hacia W (r) (esto es, en
cada punto r). Ahora bien, si para cada ǫ > 0 existe un Mǫ independiente de r tal
que ‖W (r) −QM (r)‖ < ǫ para todo r en el dominio Σ, siempre que M ≥ Mǫ se
dice que la suma
∑M
i=1 aiψi (r) converge uniformemente hacia W (r) o que QM (r)
aproxima W (r) uniformemente.
La convergencia puntual no asegura el mantenimiento de las propiedades de
continuidad, derivabilidad, integrabilidad, etc. cuando se pasa de las funciones base a
las funciones ĺımite. Por este motivo, seŕıa conveniente exigir la convergencia uniforme
para la función de aproximación. Sin embargo, en la práctica es imposible y lo más
preciso es calcular los coeficientes ai de manera que QM (r) aproxime W (r) según el
método de mı́nimos cuadrados o, en otras palabras, en media [169]. Es decir, que la
norma diferencia definida por la integral:
‖W (r) −QM (r)‖ =
∫
Σ
[W (r) −QM (r)]2 dNr (5.4)
tienda a cero cuando M → ∞. El que el valor de esta integral sea pequeño no implica
que QM (r) aproxime W (r) para todo r. El significado es que QM (r) aproxime W (r)





[W (r) −QM (r)]2 dNr = 0 (5.5)
se dice que la sucesión QM (r) converge en media a W (r). La integral de la Ec. (5.4)
es la desviación cuadrática media de QM (r) respecto de W (r).
Aqúı se considerará el problema de aproximar W (r) en el sentido de mı́nimos
cuadrados para el conjunto de funciones ψi. Si el conjunto de funciones base, {ψi (r)},




ψi (r)ψj (r) d
Nr = δij (5.6)
el conjunto de coeficientes (âi, . . . , âM) que minimiza la norma ‖W (r) −QM (r)‖ se




W (r)ψi (r) d
Nr (5.7)
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Sin embargo, con frecuencia no es posible medir directamente la magnitud W (r),
sino que solo se dispone de medidas de observables relacionados con dicha magnitud a
través de una ecuación o conjunto de ecuaciones del tipo de la Ec. (5.1). En este caso,
dado que generalmente las funciones L [ψi (r)] no son ortogonales, los coeficientes
modales (âi, . . . , âM) no pueden obtenerse proyectando dichas funciones sobre las



































L [ψi (r)]L [W (r)] d
Nr = 0 (5.9)
La expresión anterior es un sistema lineal de ecuaciones cuya solución proporciona
los coeficientes (âi, . . . , âM). La presencia del término cruzado no nulo para las
funciones L [ψi (r)] indica que de esta forma no se podŕıan obtener los coeficientes
modales independientemente proyectando las medidas L [W (r)] sobre las funciones
L [ψi (r)].
Seguidamente se describirá un modelo de estimación modal ortogonal que
soluciona el acoplamiento anterior a partir de medidas de magnitudes que se pueden
relacionar con la fase por medio de un operador lineal L. Utilizando el Teorema
de Green generalizado [170] e introduciendo un conjunto de funciones auxiliares, se
obtendrá una expresión para los coeficientes modales como suma de la proyección
de las medidas en el dominio sobre dichas funciones y de la contribución de medidas
en el contorno, apareciendo este último término en el caso de operadores de tipo
diferencial. Este tipo de representación nos permitirá analizar de una forma sencilla
e intuitiva la influencia de las condiciones de contorno en la estimación de fase a
partir de medidas del gradiente axial de intensidad.
5.3.1. Estimación modal mediante proyectores ortogonales
Haciendo uso del Teorema de Green generalizado y del operador adjunto de L
(denotado aqúı como L̃), es posible solucionar los problemas de acoplamiento modal
anteriormente citados.
Si W y ξ son funciones de r, el teorema de Green establece que:
ξL (W ) −WL̃ (ξ) = ∇ · P (W, ξ, ∂W, ∂ξ, . . .) (5.10)
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donde ∇ es el operador gradiente y P es lo que se conoce como un vector generalizado
en términos del mismo vector unitario que describe a r. En general, P depende no
solo de W y ξ, sino también de sus derivadas en el caso de operadores diferenciales
y puede ser igual a cero para el caso de los integrales [170].
Integrando en ambos lados la Ec. (5.10) sobre un dominio Σ con contorno C y
haciendo uso del Teorema de la divergencia en la parte derecha [169], se obtiene:
∫
Σ
WL̃ (ξ) dNr =
∫
Σ
ξL (W ) dNr −
∮
C
P (W, ξ, ∂W, ∂ξ, . . .) dl (5.11)
siendo dl un elemento de contorno de dirección normal a C y sentido hacia fuera del
dominio.
De este resultado se deduce que si existe un conjunto de funciones ξi tales que
L̃ (ξi) = ψi, puede resolverse la estimación modal ortogonal en términos de L (W )
una vez se evalúe el conjunto de funciones de peso o proyectores ortogonales, {ξi (r)},


















P (W, ξ, ∂W, ∂ξ, . . .) dl (5.12)
Si L representa un operador diferencial lineal como el Laplaciano o el operador
gradiente, la integral de contorno de la Ec. (5.12) puede expresarse generalmente
como una suma de productos de W (r) y derivadas de las funciones ξi, y productos
de las funciones ξi y derivadas normales de W (r). Si se conocen todas las condiciones
de contorno, puede llevarse a cabo la proyección modal directamente a través de la
Ec. (5.12) utilizando cualquier solución particular de L̃ (ξi) = ψi. Si no se conocen,
tan solo se podrán calcular aquellos coeficientes modales cuyas funciones de peso
asociadas obedezcan condiciones de contorno homogéneas que permitan que las
integrales de contorno se anulen. Esto se traduce en que algunos de los coeficientes
quedan indeterminados. Aśı ocurre, por ejemplo, con el coeficiente modal asociado
al pistón en medidas de la pendiente del frente de onda, por lo que en este caso la
fase se puede recuperar salvo una constante aditiva [171].
5.3.2. Ajuste modal a medidas de irradiancia
A continuación se desarrollará el método de los proyectores ortogonales para
medidas del gradiente axial de irradiancia, caso en el que el operador lineal es de
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tipo diferencial y tiene la forma L ≡ ∇·(I∇). Como ya se comentó anteriormente los
coeficientes modales se obtendrán teniendo en cuenta la contribución de las medidas
en el dominio y las medidas en el contorno.






W (r,z), con r = (x, y), donde I (r, z) representa
la irradiancia, W (r, z) la fase y λ la longitud de onda, satisface la Ecuación de
Transporte de Intensidad:
∇ · (I∇W ) = −I ′ (0) (5.13)







. Si se conoce la
irradiancia y su derivada axial instantánea en un plano z dado, la Ec. (5.13) puede
resolverse para obtener W (r, z).
Particularizando el caso general introducido en la sección anterior, el método
de las funciones de peso permitirá estimar la fase W (r, 0) conocidas medidas del
observable I ′ (0) en el interior, ∇ · (I∇W ), y en la frontera, Wr = ∂W/∂n.
Sea Σ un dominio simplemente conexo* en el plano xy con frontera C donde se
medirá la irradiancia. Sin pérdida de generalidad se asumirá que Σ yace en el plano
z = 0 con lo que la dependencia en z no se considerará a partir de ahora. La fase W
se supone anaĺıtica en el dominio Σ. Se considerará I (r) > 0 en Σ.
Teniendo en cuenta que, en este caso, el operador es autoadjunto [170], si se
encuentra un conjunto de funciones de peso {ξi (r)} que obedezcan:
L (ξi) = ∇ · (I∇ξi) = ψi (5.14)
donde ψi representan el conjunto de funciones base ortonormales en Σ (Ec. (5.6)),
se puede hacer uso del Teorema de Green generalizado y obtener los coeficientes de













La Ec. (5.15) ilustra de una forma muy apropiada el papel de las condiciones de
contorno a la hora de recuperar la fase. En primer lugar, se desprende que para
determinar la fase de forma única no solo es necesario medir el gradiente axial de
la irradiancia en el dominio, sino también deberán conocerse la fase y su derivada
normal en el contorno. En segundo lugar, se deduce que la posibilidad de eliminar la
necesidad de las medidas de frontera dependerá de las condiciones de contorno que
*Un dominio conexo por caminos se dice que es simplemente conexo si cualquier curva cerrada
sencilla puede encogerse continuamente a un punto en el dominio.
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cumplan las funciones de peso ξi y del tipo de distribución de intensidad en el plano
de medida.
5.4. Análisis de la necesidad de las medidas en el
contorno
En la § 5.2 se mencionaron algunos algoritmos de recuperación de fase a partir
de medidas de irradiancia clasificados según proporcionen la fase o en aproximación
zonal o en aproximación modal. Entre los que permiten estimar la fase de forma
modal, se desarrolló en la § 5.3 el método de los proyectores ortogonales, que resuelve
algunos de los problemas asociados a otros métodos y, especialmente, el problema de
la no ortogonalidad en la obtención de los coeficientes modales.
La fórmula dada para los coeficientes modales se caracteriza porque es muy
intuitiva, en el sentido de que separa de forma clara y sencilla la contribución de
las medidas en el dominio de la contribución de las medidas en el contorno. Esto
permitirá abordar el principal objetivo de este caṕıtulo, que es analizar la necesidad
de las medidas de frontera en el problema de recuperación de fase basado en la ETI,
es decir, aclarar en qué casos dichas medidas son imprescindibles para recuperar la
fase de forma única. Asimismo, se verá bajo qué condiciones se puede minimizar
su contribución, de utilidad en el caso de que solo puedan obtenerse medidas de
contorno muy imprecisas.
En esta sección se demostrará que la base elegida para desarrollar el frente de onda
y la distribución de irradiancia en el plano de medida influyen de forma determinante
a la hora de poder asegurar qué coeficientes modales se pueden obtener de forma
exacta sin necesidad de medidas en la frontera. La región de medida considerada
para realizar el estudio corresponde a un dominio circular de radio unidad.
Primero, analizaremos el problema de contorno para el caso de la Técnica
de Curvatura, que corresponde a la solución de la ETI cuando la intensidad es
constante en el plano de recuperación, y continuaremos estudiándolo para dos tipos
de distribuciones de irradiancia no uniforme con simetŕıa rotacional: perfil gaussiano
y perfil parabólico truncado.
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5.4.1. Distribución uniforme de irradiancia
A continuación se va a analizar la necesidad de las condiciones de contorno
para el caso de la conocida Técnica de Curvatura. Esta situación corresponde a
una distribución de irradiancia uniforme en el plano de medida, siendo la ETI una
ecuación de Poisson con condición de contorno de Neumann (Ec. (1.3)).
En la § 5.3.2 se concluyó que para evaluar cada coeficiente es necesario conocer
la fase, W , y su derivada normal en la frontera, Wr, con el fin de obtener solución
única al problema. Particularizando la Ec. (5.15) al caso de intensidad constante en
el dominio y si las funciones de peso obedecen también la condición de contorno de
Neumann ∂ξk (ρ, θ) /∂ρ = 0 en C, con ρ ∈ (0, 1) y θ ∈ (0, 2π), se obtiene la expresión









La estimación de coeficientes modales sin necesidad de medidas de contorno
es posible, únicamente, para el caso de funciones base ψi cuyas funciones de peso





La base elegida para desarrollar la fase juega un papel fundamental a la hora de
obtener funciones de peso que cumplan dicha restricción. En las ĺıneas siguientes,
se calcularán las funciones de peso para tres conjuntos de funciones base diferentes,
todas ellas ortogonales en el ćırculo de radio unidad, con el objeto de determinar
qué información se puede obtener en la Técnica de Curvatura sin datos en la frontera.
Condiciones de contorno para las funciones de peso asociadas a polinomios
de Zernike
Las funciones de peso asociadas a los polinomios de Zernike, Zk, cuando estos
se utilizan como un conjunto de funciones base ortonormales, pueden calcularse a
partir de la ecuación de Poisson:
∇2ξk (ρ, θ) = Zk (ρ, θ) (5.18)
con la condición de contorno ∂ξk (ρ, θ) /∂ρ = 0 en la circunferencia, siendo ρ ∈
(0, 1) y θ ∈ (0, 2π) las coordenadas polares planas en el ćırculo de radio unidad.
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A continuación se verá qué implica el hecho de imponer la condición de contorno
adicional ξk (ρ = 1, θ) = 0 en el cálculo de las funciones de peso. (En lo que sigue se
utilizará la notación de Noll para los polinomios de Zernike [157]).
(a) Modos rotacionalmente simétricos, Z0n, con n par
Los polinomios de Zernike que describen los modos rotacionalmente simétricos





























satisface la Ec. (5.18) y las condiciones de contorno de Neumann y de Dirichlet,
[dξ0n (ρ) /dρ]ρ=1 = ξ
0
n (ρ = 1) = 0, a excepción de la función de peso asociada
al pistón, con n = m = 0. Por tanto, los modos rotacionalmente simétricos,
excepto el pistón, pueden calcularse midiendo tan solo el Laplaciano de la fase.
(b) Modos no simétricos, Zmn , m 6= 0
Los polinomios de Zernike que describen los modos no simétricos se obtienen














sen (mθ) si m > 0
cos (mθ) si m < 0
(5.21)
La función de peso se puede calcular en este caso mediante el método de
separación de variables, obteniéndose:




















sen (mθ) si m > 0
cos (mθ) si m < 0
(5.22)
donde A y B son constantes arbitrarias (correspondientes a la solución de la
ecuación homogénea). Con el fin de obtener soluciones anaĺıticas en todo el
dominio, se impone B = 0.
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(b.1) Modos cuya frecuencia azimutal, |m|, es diferente a la radial, n
Si en la expresión (5.22) se toma:




ρ(1−|m|)Z |m|n (ρ) dρ (5.23)
se puede comprobar fácilmente que las funciones de peso verifican ambas
condiciones homogéneas, [∂ξmn (ρ, θ) /∂ρ]ρ=1 = 0 y ξ
m
n (ρ = 1, θ) = 0, y,
por tanto, estos modos también pueden calcularse a partir de medidas de
la curvatura del frente solamente.
(b.2) Modos cuya frecuencia azimutal, |m|, es igual a la radial, n: Zm|m|
Este tipo de modos corresponden a funciones armónicas, solución de
la ecuación de Poisson, separables en parte radial y parte angular. La
expresión de las funciones de peso se reduce a:









sen (mθ) si m > 0
cos (mθ) si m < 0
(5.24)
siendo:
A = − (|m| + 2)
4 |m| (|m| + 1) (5.25)
para obtener
[
∂ξm|m| (ρ, θ) /∂ρ
]
ρ=1
= 0. Sin embargo, en este caso
ξm|m| (ρ = 1) = −1/ [2 |m| (|m| + 1)] 6= 0, implicando que para estimar estos
modos se necesitan medidas en el contorno, hecho esperable debido a su
carácter armónico.
Por tanto, es posible recuperar todos los coeficientes modales del desarrollo de la
fase en polinomios de Zernike a partir de solamente datos de curvatura del frente de
onda, a excepción de aquellos correspondientes a polinomios de frecuencia azimutal
y radial iguales, es decir, los modos armónicos. En la Tabla 5.1 se incluyen algunas
funciones de peso correspondientes al desarrollo de la fase en una base de polinomios
de Zernike e iluminación uniforme en z = 0.
Condiciones de contorno para las funciones de peso asociadas a las
funciones pseudoanaĺıticas de Karhunen-Loève, Ki (ρ, θ)
En aplicaciones relacionadas con turbulencias atmosféricas, los polinomios de
Zernike no son un conjunto óptimo de funciones base porque sus coeficientes
116 El problema de contorno
n m Zmn (ρ, θ) ξ
m
n (ρ, θ)
1 1 2ρ sen (θ) − 1
4Io
(3ρ− ρ3) sen (θ)
2 0
√




(−ρ4 + 2ρ2 − 1)
2 2
√




(2ρ2 − ρ4) sen (2θ)
3 1
√




(ρ5 − 2ρ3 + ρ) sen (θ)
3 3
√




(−3ρ5 + 5ρ3) sen (3θ)
4 0
√




(−ρ6 + 9ρ4 − 6ρ2 + 1)
4 2
√




(−ρ6 + 2ρ4 − ρ2) sen (2θ)
Tabla 5.1: Polinomios de Zernike y funciones de peso asociadas para iluminación uniforme.
asociados no son independientes estad́ısticamente. La necesidad de realizar un estudio
adecuado de las turbulencias atmosféricas llevó a la búsqueda de unas funciones base
cuyos coeficientes asociados no estuvieran correlacionados. Estas funciones son las
denominadas funciones de Karhunen-Loève.
Al igual que los polinomios de Zernike, las funciones de Karhunen-Loève pueden
factorizarse en productos de funciones radiales y angulares [172]:




donde Θq (θ) =
{
sen (qθ) si q > 0
cos (qθ) si q < 0
y donde las partes radiales se obtienen










siendo 〈α2k〉 la varianza normalizada de los coeficientes de Karhunen-Loève e Yq (ρ, ρ′)
la función núcleo q-ésima dependiente de la función de estructura normalizada. Para














La solución de la Ec. (5.27), aun no siendo anaĺıtica, admite una buena aproximación
en serie de potencias de la forma:
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p q go g1 g2 g3 g4 g5 g6 g7
1 0 2,1558 6,4545 4,1230 1,3654 0,2192 0,0320
1 1 1,5545 0,2444 0,0438
1 2 3,2273 2,7488 1,0245 0,1758 0,0269
1 3 6,0555 8,1895 4,5994 1,3254 0,2139
1 4 10,729 19,053 14,215 5,7788 1,3699 0,1279
2 0 3,1888 32,765 85,091 97,412 62,759 24,974 6,1831 0,7158
2 1 6,5287 19,114 17,922 8,6614 2,3235 0,3526
2 2 16,382 56,727 73,054 50,190 20,788 5,2854 0,6234
Tabla 5.2: Coeficientes de ajuste de la parte radial de las funciones pseudoanaĺıticas de Karhunen-
Loève [172].
donde la rápida convergencia a cero de los coeficientes gs hace posible obtener una




. En la Tabla 5.2 aparecen
tabulados los coeficientes asociados a funciones de Karhunen-Loève, tomando una
solución aproximada de la Ec. (5.27) truncando (5.29) a 8 términos.
Teniendo en cuenta entonces que la parte radial de las funciones de Karhunen-
Loève admite un desarrollo anaĺıtico, esta se puede también desarrollar como









donde m representa la frecuencia azimutal, el ı́ndice k ordena los polinomios de
Zernike y se relaciona con los ı́ndices (n,m), y el ı́ndice l ordena las funciones de
Karhunen-Loève y se relaciona con los ı́ndices (p, q). Además, en ciertas aplicaciones
esta función se puede aproximar por medio de un número finito de polinomios de
Zernike, con lo que la serie anterior aparece truncada. Las funciones de Karhunen-
Loève aproximadas de esta forma se llaman funciones pseudoanaĺıticas de Karhunen-
Loève.
Como consecuencia, se pueden calcular las funciones de peso para este caso como
combinación lineal de las funciones de peso previamente calculadas en el apartado
anterior. Sin embargo, este tipo de aproximación para toda función de Karhunen-
Loève, a excepción de las rotacionalmente simétricas, contiene siempre un polinomio
de Zernike con carácter armónico, de forma que no pueden evaluarse sin la señal de
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k m Ukm k m Ukm
0 0 1∗ 2 1 y3 + 3x2y − y
1 0 x∗ 1 2 x3 + 3xy2 − x
0 1 y∗ 2 2 5x4 + 5y4 − 6x2 − 6y2 + 18x2y2 + 1
1 1 xy∗ 3 0 5x3 + 3xy2 − 3x
2 0 3x2 + y2 − 1 0 3 5y3 + 3x2y − 3y
0 2 x2 + 3y2 − 1 3 1 5x3y + 3xy3 − 3xy
Tabla 5.3: Polinomios de Apell y Kampé de Fériet.
frontera. Por tanto, si se escogen las funciones de Karhunen-Loève para desarrollar
la fase, a partir únicamente de medidas del Laplaciano, solo se pueden recuperar los
modos con m = 0.
Condiciones de contorno para las funciones de peso asociadas a polinomios
de Appell y Kampé de Fériet, Ui (x, y)
Estos polinomios nunca han sido utilizados en Óptica, pero aqúı nos servirán para
ilustrar otra faceta más del problema de contorno que representa la recuperación de
fase por medio de la ETI. Constituyen una base ortogonal en el ćırculo de radio






x2 + y2 − 1
)k+m
(5.31)
En la Tabla 5.3 figura una lista de los 12 primeros polinomios de Apell y Kampé de
Fériet, señalándose los que tienen carácter armónico por medio del śımbolo *. Se
puede demostrar fácilmente que no existen funciones de peso asociadas a estos
polinomios tales que se anulen en el contorno porque el contenido armónico y el
no armónico no está separado en esta base de polinomios. Además, para algunos de
ellos tampoco existe solución al problema de Neumann o Dirichlet y, por tanto, se
necesitan ambas condiciones de contorno para resolver el problema de acuerdo con
el método de los proyectores ortogonales.
De este modo, se concluye que dependiendo de la base ortogonal elegida para
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desarrollar la fase, existe la posibilidad de recuperar algunos de los modos sin
necesidad de medidas de la derivada del frente de onda en la frontera.
Se ha demostrado que cuando la base está constituida por polinomios de Apell
y Kampé de Fériet se necesitan condiciones de contorno de Neumann y de Dirichlet
para recuperar la fase sin ambigüedades. En cambio, cuando la fase se desarrolla
basándose en funciones pseudoanaĺıticas de Karhunen-Loève, solo se puede calcular la
contribución de los modos rotacionalmente simétricos sin medidas en la frontera. Por
último, para una base de polinomios de Zernike, solo los modos armónicos necesitan
condiciones de frontera para poder ser recuperados.
La máxima información acerca del frente de onda se puede obtener sin condiciones
de contorno mediante la elección de una base ortogonal para desarrollar la fase que
distinga modos armónicos y no armónicos, pues la información de la parte armónica
de la fase se encuentra exclusivamente en la frontera. Los polinomios de Zernike son
una base que reúne esta caracteŕıstica, además de la de su ortogonalidad en el ćırculo
de radio unidad. En realidad, sin haber llevado a cabo un estudio teórico riguroso,
sino por simple inspección de los primeros modos, I. Han ya hab́ıa observado que
desarrollando la fase en una base de polinomios de Zernike pod́ıa obtener el contenido
armónico a partir de la medida de Wr en la frontera y del contenido no armónico
obtenido midiendo ∇2W en el interior [136].
Ya que existen bases para las que algunos modos pueden obtenerse sin necesidad
de medidas en el contorno, se concluye que algunas de las aberraciones presentes en el
frente de onda, relacionadas con la parte no armónica, pueden estimarse usando solo
información del Laplaciano de la fase. En la sección siguiente, se verá si la elección de
una distribución adecuada de irradiancia en el plano de medida, permite estimar la
fase sin necesidad de medidas en el contorno, para lo cual se analizarán dos ejemplos
de distribuciones de irradiancia.
5.4.2. Distribución no uniforme de irradiancia
En esta sección se resolverá la ETI para distribuciones de irradiancia no uniformes
en el plano de medida. Nuestro objetivo es estudiar la posibilidad de obtener la fase de
forma única sin necesidad de medidas en la frontera dependiendo del comportamiento
local de la distribución de irradiancia en el contorno. Con el fin de simplificar los
cálculos, pero sin pérdida de generalidad en las conclusiones principales, se analizarán
dos distribuciones rotacionalmente simétricas que corresponden a los dos perfiles de
intensidad siguientes:
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Sea cual sea la distribución de irradiancia en el plano de recuperación, las fases
que no seŕıan detectables por medio de medidas de irradiancia en el interior del
dominio son aquellas que sean solución de la ecuación homogénea, es decir, aquellas
que verifiquen:
∇ · (I∇W ) = 0 (5.34)
pues I ′ (0) = 0, con lo que los coeficientes modales solo podŕıan calcularse en función
de medidas de W o de Wr en la frontera.
Perfil gaussiano de intensidad
En la Ref. [23], Teague propone la elección de un perfil de intensidad que caiga
prácticamente a cero en la frontera, con el fin de minimizar la influencia del contorno
en el proceso de recuperación de fase a partir de medidas de irradiancia en ausencia
de medidas en el borde. En concreto, se propone un perfil de la forma Ioe
−βρ2N . Para
realizar en este trabajo un estudio cualitativo riguroso de la necesidad de las medidas
en el contorno cuando la distribución de irradiancia tiene esta forma, será suficiente
con escoger un perfil gaussiano (N = 1).
Entonces, supóngase que la distribución de irradiancia en el plano de recuperación
viene determinada por el perfil gaussiano de la Ec. (5.32). Para cada polinomio
de Zernike del desarrollo de la fase, resolveremos la ecuación que proporciona las






= Zmn (ρ, θ) (5.35)
Se distinguen dos casos:
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(a) Modos rotacionalmente simétricos Z0n, con n par














y satisface la Ec. (5.35) con condiciones de contorno de Neumann y de Dirichlet:
[dξ0n (ρ) /dρ]ρ=1 = ξ
0
n (ρ = 1) = 0 .
De esta forma, para recuperar los modos rotacionalmente simétricos, salvo
el pistón, solo son necesarias medidas del gradiente axial de intensidad en el





′ (0) dΣ (5.37)
(b) Modos no simétricos Zmn
En este caso, la solución de la Ec. (5.35) no es tan sencilla como la anterior
y, para calcularla, es necesario simplificar la ecuación realizando diversos
cambios de variable. Primero resolveremos la ecuación homogénea y después
encontraremos una solución particular con el fin de hallar la solución general
de la ecuación de las funciones de peso.
Suponiendo que las funciones de peso son factorizables en parte radial y parte
angular, ξmn (ρ, θ) = R
m



















−m2R = 0 (5.38)
es decir:
R (ρ) = ρ|m|φ
( |m|
2
, |m| + 1;βρ2
)
(5.39)
donde φ es la función hipergeométrica confluente [159].
Por otra parte, se puede demostrar que:
ξmn (ρ, θ) = e
βρ2Pmn (ρ) Θ (mθ) (5.40)
es una solución particular de la Ec. (5.35), donde Pmn (ρ) es un polinomio de
grado n que se puede calcular por el método de variación de parámetros [150]
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y, por tanto, una función de la forma:

















es la solución de la Ec. (5.35).
Las constantes A y B se eligen dependiendo de las condiciones de contorno
necesarias para resolver el problema y de las propiedades de las funciones de
peso. Por ejemplo, las funciones de peso han de poderse integrar fácilmente
y, por eso, las soluciones que se buscan son anaĺıticas. Aśı, se toma A = 0,
mientras que B se elige de forma que ξmn verifique condiciones de contorno
de Neumann, es decir, [∂ξmn (ρ, θ) /∂ρ]ρ=1 = 0. Una vez escogida B de esta
forma, se puede demostrar que ξmn no verifica simultáneamente la condición
de Dirichlet, es decir, ξmn (ρ = 1, θ) 6= 0. Por tanto, se necesitan condiciones de
contorno de Neumann para la fase, con el fin de poder evaluar la contribución









De estos resultados se concluye que cuando la distribución de irradiancia en el
plano de recuperación se puede describir por un perfil gaussiano, se necesitan medidas
de la pendiente radial de la fase en la frontera con el fin de encontrar solución única
anaĺıtica al problema. En la Tabla 5.4 se incluye un listado de las funciones de peso
para los 12 primeros polinomios de Zernike, correspondientes a esta distribución de
irradiancia.
No obstante, en la Ec. (5.42) se observa que el comportamiento del producto
I (ρ = 1, θ) ξk (ρ = 1, θ) juega un papel muy importante en la contribución de la




llegar a ser despreciable respecto de la integral de superficie en el dominio, para
valores lo suficientemente pequeños del producto Iξk. En la Figura 5.1 se muestra el
comportamiento de la parte radial de dicho producto en la frontera para los modos
armónicos ξm|m| en función del parámetro β, que define la anchura de la intensidad
gaussiana. A medida que el parámetro β de la gaussiana aumenta, el producto
I (ρ = 1)Rm|m| (ρ = 1) disminuye, con lo que para valores de β lo suficientemente


























n m Zmn (ρ, θ) ξ
m
n (ρ, θ)













































































(4 + 3β − β2) φ(1,3;βρ
2)
φ(2,3;β)
ρ2eβ − (8βρ4 − 13ρ2) eβρ2
]
sen (2θ)
Tabla 5.4: Polinomios de Zernike y funciones de peso asociadas para un perfil gaussiano de intensidad.
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Figura 5.1: Representación del producto de la intensidad por la parte radial de la función de peso
en la frontera, en función del parámetro β del perfil de la intensidad para tres modos armónicos.





′ (0) dΣ (5.43)
Es importante resaltar que el hecho de que β aumente equivale a que el valor del
salto de la discontinuidad de intensidad de la frontera disminuya, lo que se deduce




I (ρ) = 0
ĺım
ρ→1−
I (ρ) = Ioe
−β
(5.44)
Esto justifica de forma rigurosa que sea posible reconstruir la fase sin la contribución
de la frontera para los perfiles de intensidad que caen prácticamente a cero en el
contorno propuestos por Teague [23].
Por último, cabe citar que, aunque se ha utilizado un desarrollo de la fase en
polinomios de Zernike, los resultados se pueden extrapolar a cualquier base ortogonal
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que separe los modos rotacionalmente simétricos de los no simétricos.
Perfil parabólico de intensidad
Dado el perfil de intensidad parabólico de la Ec. (5.33), las funciones de










= Zmn (ρ, θ) (5.45)
donde ξmn (ρ, θ) = R
m









La Ec. (5.45) es un problema de autovalores para el que existe una única solución
anaĺıtica: ξmn (ρ, θ) = Z
m
n (ρ, θ) /λ
m
n , donde λ
m
n son los autovalores correspondientes
a las autofunciones ξmn (ρ, θ). Dicho de otra forma, los polinomios de Zernike son
las autofunciones de la Ec. (5.45). Por tanto, dado que I (ρ = 1) ξmn (ρ = 1) = 0 e
I (ρ = 1) [∂ξmn /∂ρ]ρ=1 = 0, pues I (ρ = 1) = 0, las integrales de contorno de la Ec.
(5.15) se anulan y, de esta forma, no es necesario ningún tipo de información en el
contorno para encontrar solución única para la fase y los coeficientes se hallan de





′ (0) dΣ (5.46)
Para este perfil y, en general, para cualquier perfil donde la intensidad caiga
gradualmente hasta igualarse a cero en el contorno, las medidas en la frontera no son
necesarias para recuperar la fase de forma única a excepción del pistón [146].
En este momento, después del estudio realizado a lo largo de este caṕıtulo,
queremos destacar la importancia de la base escogida para desarrollar la fase y
también de la forma del perfil de intensidad en el plano de recuperación a la hora de
determinar la necesidad y el peso de las medidas en el contorno al recuperar la fase.
Por un lado, hemos deducido que existen bases de polinomios que nos permiten
separar la información recuperada en el interior del dominio de la obtenida en la
frontera. A partir de aqúı se pueden contruir algoritmos, como el de I. Han, que
aprovechen esta caracteŕıstica.
Por otro lado, también hemos visto que la forma de la distribución de irradiancia
en el plano de recuperación fija el peso de las medidas en el contorno respecto
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de las medidas en el interior. Este parámetro da la posibilidad de reducir el peso
de las medidas del contorno en la recuperación, generalmente cargadas de más
incertidumbre. Por ejemplo, si el perfil cae prácticamente a cero en el borde, podŕıa
realizarse una reconstrucción precisa del frente sin necesidad de medidas en la
frontera y únicamente con medidas en el interior si la contribución a la distorsión
de los modos que se obtienen con medidas en la frontera fuera lo suficientemente
pequeña. Incluso, si la irradiancia cae continuamente hasta hacerse idénticamente
cero en el borde de la pupila, entonces puede recuperarse la fase de forma única solo
con medidas de la derivada axial en el interior de la pupila.
Conclusiones
A lo largo de esta memoria se han ido describiendo las soluciones que proponemos
para facilitar la puesta en práctica de los sensores de curvatura y para mejorar su
respuesta en sus distintas aplicaciones. A continuación recordamos las principales
conclusiones:
1. Se ha diseñado un novedoso procedimiento que orienta en la selección de la
distancia entre planos de irradiancia más apropiada en función del ruido de
medida y de las caracteŕısticas de los frentes de onda. Adicionalmente, este
método objetivo proporciona una estimación del error de la medida y es lo
suficientemente general como para ser utilizado en cualquier aplicación del
sensor de curvatura.
La evolución axial de la irradiancia en entornos del interior de la abertura donde
el frente de onda se aproxima de forma precisa por una superficie cuadrática
proporcionó la información necesaria para calcular la varianza de la curvatura
local del frente en función de la posición de los planos. Para calcular la varianza
de la derivada normal local en el contorno, fue necesario modelar, además, la
dinámica local del borde de la región iluminada en entornos de la frontera
de la misma clase. Con este modelo se ha demostrado que en el proceso de
deformación de la zona iluminada intervienen no solo las inclinaciones locales
del frente de onda, sino también significativamente sus curvaturas locales.
Los entornos del frente de onda con forma de cilindro parabólico de curvatura
máxima se revelan como los que más limitan la precisión de la recuperación
de la curvatura. La posición de los planos que minimiza la varianza de
la curvatura local estimada en este tipo de entornos garantiza los mejores
resultados globalmente en la totalidad de la abertura. Teniendo esto en cuenta,
se ha calculado una ecuación anaĺıtica que proporciona la posición óptima de los
planos, conocidos únicamente el nivel de ruido de las medidas de irradiancia y el
valor máximo de las curvaturas locales del frente. Por su parte, la recuperación
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más imprecisa de la derivada normal se da también en los entornos del borde con
forma de cilindro parabólico de curvatura máxima, a lo que hay que añadir que
tengan inclinación máxima. La minimización del error de la derivada normal
local recuperada en entornos de esta clase proporciona la distancia entre planos
que garantiza los mejores resultados globalmente para todo el peŕımetro de la
pupila. En coherencia con el comportamiento observado experimentalmente, se
ha verificado que el rendimiento óptimo del sensor se obtiene para una posición
de los planos intermedia entre el plano de recuperación de fase y el comienzo
de las cáusticas.
Se ha visto que el modelo en diferencias finitas adoptado para aproximar la
derivada axial de la irradiancia determina la calidad de respuesta del sensor,
siendo la fórmula central el modelo más preciso.
Se ha demostrado que al estimar la derivada normal con el método directo,
la utilización de medidas en planos situados simétricamente a ambos lados del
plano de recuperación proporciona los mejores resultados.
También se ha comprobado que la elección del tamaño de la región de frontera
en el método indirecto modifica sustancialmente la precisión de la derivada
normal recuperada. En concreto, se ha visto que la respuesta óptima del sensor
en la frontera exige determinar no solo la posición óptima de los planos, sino
también una dimensión radial de la región de frontera de tamaño similar al
máximo desplazamiento radial del borde de la región iluminada en la posición
óptima. Adicionalmente, una vez ajustado el tamaño de la región de frontera,
se ha comprobado que la selección de la posición óptima de los planos es más
flexible para las fórmulas central y de Roddier que para las fórmulas de Newton.
El procedimiento de optimización se ha ilustrado con un ejemplo en el campo
de la Óptica Astronómica y suponiendo que los frentes de onda turbulentos
siguen estad́ıstica de Kolmogorov, que ha mostrado un excelente acuerdo entre
el resultado proporcionado por el método propuesto y la posición de los planos
utilizada en la práctica y que delata que los mejores resultados para la medida
en la frontera se obtienen utilizando una posición de los planos diferente a la
de la medida en el interior.
2. Se ha propuesto una nueva configuración del sensor de curvatura, donde la
derivada axial se estima utilizando fórmulas en diferencias finitas que emplean
más de dos planos de irradiancia. El peso de cada plano de irradiancia en la
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fórmula se optimiza para limitar el efecto del ruido de medida. La utilización de
más de dos planos de irradiancia, por su parte, se traduce en una disminución
del error de no linealidad del algoritmo, mayor conforme aumenta el número de
planos. Con ello se aporta un nuevo punto de vista en la búsqueda de métodos
para reducir la influencia del ruido de medida y también el error de modelado
o de no linealidad del algoritmo.
Se ha comprobado la aplicabilidad del método de selección de la posición
óptima para fórmulas en diferencias finitas con más de dos planos. Esto ha
permitido valorar la eficiencia de un sensor que funcione con múltiples planos
en comparación con las configuraciones t́ıpicas de los sensores de curvatura con
solo dos medidas de irradiancia. Los resultados obtenidos son optimistas para
aquellas aplicaciones donde no haya limitación en el nivel de luz disponible,
mientras que no suponen una mejora en aquellas donde se disponga solo de un
número finito de fotones.
3. Se ha demostrado que en las técnicas de recuperación de fase basadas en la
ETI, esta se puede estimar de forma única sin necesidad de información en
el contorno solo para aquellas distribuciones de irradiancia en el plano de
recuperación que caigan continuamente a cero en la frontera. En general, una
cáıda abrupta exige utilizar medidas en el contorno para recuperar la fase
completamente y sin ambigüedades.
Se ha demostrado, además, que para distribución de irradiancia uniforme en el
plano de recuperación, se puede obtener la máxima información del frente de
onda sin medidas en la frontera utilizando un modelo de estimación modal en
el que la base sean los polinomios de Zernike o, en general, cualquier base de
polinomios donde se separe el comportamiento armónico del no armónico.
Apéndice A
La Ecuación de Transporte de
Intensidad (ETI)
A continuación deduciremos la Ecuación de Transporte de Intensidad (ETI) a
partir de la Ecuación Paraxial de Ondas y calcularemos la versión para haces que
atraviesan una pupila en el plano z = 0.
Consideremos una onda electromagnética monocromática que se propaga en la
dirección z, cuya amplitud compleja viene dada por:
u (r, z) = A (r, z) eikW (r,z)e
ikz
(A.1)
donde r = (x, y), W (r, z) es la fase en el plano z, k es el número de ondas y
A (r, z) =
√
I (r, z), siendo I (r, z) la intensidad de dicha onda en un plano z.







u (r, z) = 0 (A.2)












A (r, z) eikW (r,z)e
ikz
= 0 (A.3)














A∇2W + 2∇A · ∇W
)
]
eikW = 0 (A.4)
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I∇2W + ∇I · ∇W = − ∂I
∂z
(A.5)
que no es más que la Ecuación de Transporte de Intensidad. Normalmente se verá,
sin embargo, de la forma:
∇ · (I∇W ) = − ∂I
∂z
(A.6)
La ETI relaciona la variación axial instantánea de la irradiancia en un plano z
con la variación transversal de la fase en dicho plano. La versión de la Ec. (A.6) es
adecuada para estudiar la propagación de ondas que se extienden en todo el espacio.
Calculemos ahora una relación similar para un haz que atraviesa una pupila en el
plano z = 0. Denotaremos los ejes transversales en cada plano z como xy y los del
plano z = 0 como xoyo.








= −∇ · [I(0)∇W ] (A.7)
donde I(z) = I(x, y, z) es la irradiancia en cada punto (x, y) de un plano z, I (0) =
I (xo, yo, 0) es la irradiancia en z = 0 y W = W (xo, yo) es la fase en cada punto
(xo, yo) del plano z = 0. La onda (A.1) se propaga a lo largo del eje z hasta que en el
plano z = 0 atraviesa la pupila circular Po = P (xo, yo). En concreto, la pupila modula
la intensidad del plano de la abertura y ejerce un efecto en la propagación de la luz,
que ha de describir la ecuación que proporciona la variación axial de irradiancia.
De este modo, la distribución de irradiancia en el plano z = 0, I (0), se expresa en
función de la pupila Po de la forma:
I (0) = I(xo, yo, 0) = I(xo, yo)P (xo, yo) = IoPo (A.8)
donde Io = I(xo, yo) es la irradiancia en los puntos del interior de Po. Si se sustituye
en el miembro de la derecha de la ETI se tiene:
−∇ · [I(0)∇W ] = −∇ · [IoPo(∇W )]
= −
[
(∇Io)(∇W ) + Io(∇2W )
]
Po − Io(∇W )(∇Po) (A.9)
Para calcular (∇W ) (∇Po) empleamos coordenadas polares planas (ro, θo), de modo
que la pupila circular se puede modelar como Po = P (ro) = 1 − H (ro −R), donde
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H (ro −R) es la función de salto unitario en el punto ro = R, siendo R el radio de
la pupila, es decir [158]:




1 si ro > R
0 si ro ≤ R
(A.10)
De este modo:







(Pro r̂o) = WroPro (A.11)





[1 −H (ro −R)] = − δ (ro −R) = − δc (A.12)
donde el sub́ındice c indica que la delta de Dirac coincide con el borde de la pupila,
C. Si sustituimos en la Ec. (A.9):
−∇ · [IoPo(∇W )] = −∇ · (Io∇W )Po + IoWroδc (A.13)








= −∇ · (Io∇W )Po + IoWroδc (A.14)
Apéndice B
Rendimiento del sensor de
curvatura en condiciones de
iluminación limitadas
A lo largo de esta memoria, se han dado los pasos necesarios para diseñar
un procedimiento que ayude a optimizar la respuesta de un sensor de curvatura
de acuerdo a criterios objetivos. Para ello, hemos analizado cualitativamente el
rendimiento del sensor, suponiendo que todas las fluctuaciones de las medidas de
irradiancia que realiza se deb́ıan a ruido de detección. Sin embargo, cuando el sensor
se emplea para recuperar aberraciones dinámicas como, por ejemplo, frentes de
onda turbulentos, las medidas de irradiancia pueden constar de un número bajo
de fotoelectrones y, consecuentemente, el ruido fotónico adquiere más protagonismo.
La diferente estad́ıstica de un tipo de fluctuaciones y otro implica algunos cambios
en el cálculo de las varianzas de las curvaturas y de las derivadas normales locales,
aunque, como veremos, su comportamiento cualitativo en función de la posición de
los planos de irradiancia en el eje z no se modifica apreciablemente. No obstante, las
diferencias pueden traducirse en cambios cuantitativos significativos del error y de
la posición óptima de los planos.
En este apéndice nos proponemos calcular estas varianzas en función del nivel de
ruido fotónico y del ruido de detección, que nos permitirán hallar la posición óptima
de los planos conocido el número de fotones promedio detectados durante el tiempo
de exposición.
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B.1. Varianza de la estimación de la curvatura
local, cotas de error y posición óptima
Supongamos que durante un cierto tiempo de exposición, τ , un detector Σ capta
en un plano jz un número de fotones, ij, tal que:





donde Ij es el número de fotones que se detectan en promedio en el plano jz durante
el tiempo de exposición, τ , nrmsj son errores de detección, aditivos, con media cero,
varianza σ2 y covarianza nula entre detectores y planos distintos, mientras que nphj
es ruido fotónico, aditivo, de media cero, con una varianza σ2j = Ij y covarianza nula
entre detectores y planos distintos.
De acuerdo con el Caṕıtulo 3, a partir de estas medidas de irradiancia se construye
una fórmula en diferencias finitas para aproximar la derivada axial, Î ′ (0), en el plano
z = 0. La relación entre Î ′ (0) y la curvatura del frente de onda que proporciona la





. Si en lugar de la Ec. (4.1) se introduce la Ec. (B.1) en los cálculos
de la § 4.2, entonces en la varianza de la derivada axial aproximada en diferencias
finitas interviene un término más que informa de la contribución del ruido fotónico,
que alĺı no tuvimos en cuenta. En concreto, obtenemos la siguiente ecuación para la



























La ecuación correspondiente a la fórmula progresiva y regresiva con M = m + 1





























Los coeficientes aj, bj, ãm y b̃m son los mismos que los del Caṕıtulo 4 (ver § 4.2).
Supongamos que durante el tiempo de exposición un detector Σ capta en
promedio un número finito de fotones, N , que se distribuyen entre los distintos
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para el esquema central y para las fórmulas de Newton, respectivamente.
Ahora supongamos que los frentes de onda son lo suficientemente suaves como
para que en el área de cada detector Σ se pueda considerar que la fase se comporta





en la Ec. (4.20) y teniendo en cuenta la Ec. (2.15), calculamos la varianza de la
















































[1 + 4DEj2z2]2 − [2(D + E)jz]2
]2
(B.5)



















































∓2(D + E)jz − 4DEj2z2
1 ± 2(D + E)jz + 4DEj2z2
]2
(B.6)
En la Figura B.1, para dos planos de medida, y en la Figura B.2, para ocho
planos, se muestran ejemplos de las curvas de error que se obtienen a partir de la
Ec. (B.5) para los mismos valores de los parámetros de la fase cuadrática local en
Σ, Wo, que en las curvas análogas de las Figuras 2.2 y 4.1. Se supone que el número
de fotones detectados es N = 104 y que el detector es cuasiideal, esto es, σ = 0.
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D = 1/ 2, E = 0 2 (D + E) = 1
D = 1/ 3, E = 0 2 (D + E) = 2/ 3
D = 1/ 6, E = 0 2 (D + E) = 1/ 3
D = 0, E = 0 2 (D + E) = 0















D = 1/ 3, E = 1/ 6 2 (D + E) = 1
D = 2/ 9, E = 1/ 9 2 (D + E) = 2/ 3
D = 1/ 9, E = 1/ 18 2 (D + E) = 1/ 3
D = 0, E = 0 2 (D + E) = 0















D = 1/ 4, E = 1/ 4 2 (D + E) = 1
D = 1/ 6, E = 1/ 6 2 (D + E) = 2/ 3
D = 1/ 12, E = 1/ 12 2 (D + E) = 1/ 3
D = 0, E = 0 2 (D + E) = 0















D = 1/ 3, E = −1/ 6 2 (|D| + |E|) = 1
D = 2/ 9, E = −1/ 9 2 (|D| + |E|) = 2/ 3
D = 1/ 9, E = −1/ 18 2 (|D| + |E|) = 1/ 3
D = 0, E = 0 2 (|D| + |E|) = 0
Figura B.1: Desviación estándar de la curvatura local del frente de onda en Σ en función de la
posición de los planos, z, suponiendo que se estima con la fórmula central particularizada a M = 2
planos de medida, con N = 104 y σ = 0. El apartado (a) corresponde a aproximaciones cuadráticas
con forma de cilindro parabólico, el (b) a aproximaciones con forma de paraboloide eĺıptico, el
(c) a aproximaciones con forma de paraboloide parabólico y el (d) a aproximaciones con forma de
paraboloide hiperbólico.
Esto quiere decir que las fluctuaciones relativas por ruido fotónico, con desviación
1/
√
N = 0,01, son de la misma magnitud que las consideradas en las Figuras 2.2 y
4.1, causadas por ruido de detección con desviación σ/Io = 0,01, y los cambios entre
unas curvas y otras se deben a la diferente estad́ıstica de las fluctuaciones de los
datos de irradiancia. A pesar de ello, el comportamiento cualitativo de unas curvas y
otras es idéntico y podremos aplicar el procedimiento diseñado en el Caṕıtulo 2 para
optimizar la estimación de las curvaturas locales en Σ. A partir de las Figuras B.3,
para dos planos de medida, y B.4, para ocho planos, se puede llegar a las mismas
conclusiones para las fórmulas de Newton.
Continuando con el esquema seguido en esta memoria, calculamos ahora las cotas
superior e inferior de error obtenidas particularizando las Ecs. (B.5) y (B.6) a D =
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D = 1/ 2, E = 0 2 (D + E) = 1
D = 1/ 3, E = 0 2 (D + E) = 2/ 3
D = 1/ 6, E = 0 2 (D + E) = 1/ 3
D = 0, E = 0 2 (D + E) = 0















D = 1/ 3, E = 1/ 6 2 (D + E) = 1
D = 2/ 9, E = 1/ 9 2 (D + E) = 2/ 3
D = 1/ 9, E = 1/ 18 2 (D + E) = 1/ 3
D = 0, E = 0 2 (D + E) = 0















D = 1/ 4, E = 1/ 4 2 (D + E) = 1
D = 1/ 6, E = 1/ 6 2 (D + E) = 2/ 3
D = 1/ 12, E = 1/ 12 2 (D + E) = 1/ 3
D = 0, E = 0 2 (D + E) = 0















D = 1/ 3, E = −1/ 6 2 (|D| + |E|) = 1
D = 2/ 9, E = −1/ 9 2 (|D| + |E|) = 2/ 3
D = 1/ 9, E = −1/ 18 2 (|D| + |E|) = 1/ 3
D = 0, E = 0 2 (|D| + |E|) = 0
Figura B.2: Desviación estándar de la curvatura local del frente de onda en Σ en función de la
posición de los planos, z, suponiendo que se estima con la fórmula central particularizada a M = 8
planos de medida, con N = 104 y σ = 0. El apartado (a) corresponde a aproximaciones cuadráticas
con forma de cilindro parabólico, el (b) a aproximaciones con forma de paraboloide eĺıptico, el
(c) a aproximaciones con forma de paraboloide parabólico y el (d) a aproximaciones con forma de
paraboloide hiperbólico.
V/2 y E = 0, y D = E = 0, respectivamente:
a) Fórmula central
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D = 1/ 2, E = 0 2 (D + E) = 1
D = 1/ 3, E = 0 2 (D + E) = 2/ 3
D = 1/ 6, E = 0 2 (D + E) = 1/ 3
D = 0, E = 0 2 (D + E) = 0















D = 1/ 3, E = 1/ 6 2 (D + E) = 1
D = 2/ 9, E = 1/ 9 2 (D + E) = 2/ 3
D = 1/ 9, E = 1/ 18 2 (D + E) = 1/ 3
D = 0, E = 0 2 (D + E) = 0















D = 1/ 4, E = 1/ 4 2 (D + E) = 1
D = 1/ 6, E = 1/ 6 2 (D + E) = 2/ 3
D = 1/ 12, E = 1/ 12 2 (D + E) = 1/ 3
D = 0, E = 0 2 (D + E) = 0















D = 1/ 3, E = −1/ 6 2 (|D| + |E|) = 1
D = 2/ 9, E = −1/ 9 2 (|D| + |E|) = 2/ 3
D = 1/ 9, E = −1/ 18 2 (|D| + |E|) = 1/ 3
D = 0, E = 0 2 (|D| + |E|) = 0
Figura B.3: Desviación estándar de la curvatura local del frente de onda en Σ en función de
la posición de los planos, z, suponiendo que se estima con la fórmula regresiva particularizada a
M = 2 planos de medida, con N = 104 y σ = 0. El apartado (a) corresponde a aproximaciones
cuadráticas con forma de cilindro parabólico, el (b) a aproximaciones con forma de paraboloide
eĺıptico, el (c) a aproximaciones con forma de paraboloide parabólico y el (d) a aproximaciones con
forma de paraboloide hiperbólico.
b) Fórmula progresiva y regresiva
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D = 1/ 2, E = 0 2 (D + E) = 1
D = 1/ 3, E = 0 2 (D + E) = 2/ 3
D = 1/ 6, E = 0 2 (D + E) = 1/ 3
D = 0, E = 0 2 (D + E) = 0















D = 1/ 3, E = 1/ 6 2 (D + E) = 1
D = 2/ 9, E = 1/ 9 2 (D + E) = 2/ 3
D = 1/ 9, E = 1/ 18 2 (D + E) = 1/ 3
D = 0, E = 0 2 (D + E) = 0















D = 1/ 4, E = 1/ 4 2 (D + E) = 1
D = 1/ 6, E = 1/ 6 2 (D + E) = 2/ 3
D = 1/ 12, E = 1/ 12 2 (D + E) = 1/ 3
D = 0, E = 0 2 (D + E) = 0















D = 1/ 3, E = −1/ 6 2 (|D| + |E|) = 1
D = 2/ 9, E = −1/ 9 2 (|D| + |E|) = 2/ 3
D = 1/ 9, E = −1/ 18 2 (|D| + |E|) = 1/ 3
D = 0, E = 0 2 (|D| + |E|) = 0
Figura B.4: Desviación estándar de la curvatura local del frente de onda en Σ en función de
la posición de los planos, z, suponiendo que se estima con la fórmula regresiva particularizada a
M = 8 planos de medida, con N = 104 y σ = 0. El apartado (a) corresponde a aproximaciones
cuadráticas con forma de cilindro parabólico, el (b) a aproximaciones con forma de paraboloide
eĺıptico, el (c) a aproximaciones con forma de paraboloide parabólico y el (d) a aproximaciones con
forma de paraboloide hiperbólico.



















donde se han utilizado coordenadas axiales de los planos normalizadas a V , h = V z,
siendo V la cota superior de los valores posibles de 2 (|D| + |E|). En la Tabla B.1
se muestran estos mismos resultados para la fórmula central particularizados a dos
planos de irradiancia. Asimismo, se indica la ecuación que se obtiene al mimimizar
la cota superior de error, que nos permite calcular zopt dado un valor de N , de σ,
en su caso, y de un valor de V . En la Tabla B.2 se da información análoga para
las fórmulas de Newton con dos planos de irradiancia. Lo más destacable que se
desprende de estas dos tablas es que, a igualdad de fluctuación relativa, el ruido de



















































































































+ 2h6opt = 0
Tabla B.1: Varianza de la curvatura local, cotas superior e inferior de error y ecuación del plano óptimo para la fórmula central con dos planos







































































h2opt − 4hopt + 2
)
− h4opt = 0
Tabla B.2: Varianza de la curvatura local, cotas superior e inferior de error y ecuación del plano óptimo para las fórmulas progresiva y regresiva
con dos planos de medida, en función del número de fotones promedio detectados en Σ durante el tiempo de exposición, N , y de la desviación
del ruido de detección, σ.
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Comparemos ahora las Figuras B.1 y B.3, asociadas a la estimación de la
curvatura local con fórmulas con dos planos, con las Figuras B.2 y B.4, asociadas a la
estimación de la curvatura local con fórmulas con ocho planos. Analizando las curvas
que corresponden a la fórmula central, el error en el mı́nimo crece al pasar de dos a
ocho planos, es decir, el rendimiento del sensor de curvatura empeora al aumentar el
número de planos. Aunque el incremento del número de planos de irradiancia supone
una disminución del error de no linealidad, el peso del ruido fotónico en la varianza
de la curvatura crece porque el número de fotones disponible se distribuye entre ocho
planos de medida en lugar de entre dos. Para las fórmulas de Newton, el error en
la posición óptima se mantiene. En definitiva, aumenta la contribución del ruido de
las medidas, mientras que el peso del error de no linealidad disminuye en menor
cuant́ıa en la fórmula central o en la misma en las fórmulas de Newton. Por tanto,
la incertidumbre de las curvaturas locales estimadas con la fórmula central crece a
medida que aumenta el número de planos, mientras que con las fórmulas de Newton
se mantiene aproximadamente constante, como se muestra en la Figura B.5 para un
detector cuasiideal (σ = 0). Si el detector no es cuasiideal (σ 6= 0), las medidas en
cada plano están afectadas adicionalmente por ruido de detección y la pérdida de
rendimiento es mayor, como se deduce comparando con la Figura B.6.
Si las condiciones de iluminación son muy limitadas, son significativamente
más competitivos los detectores cuasiideales. Por eso, en los sensores de curvatura
aplicados en Óptica Astronómica, se ha optado generalmente por el uso de detectores
de fotodiodos de avalancha (APD) [10, 53, 56, 58, 59], limitados solo por ruido
fotónico.
En cuanto a la separación interplanos óptima, disminuye a medida que aumenta
el número de planos utilizados para recuperar la curvatura local (ver Figura B.7).
No obstante, el rango de z que abarca el conjunto de todos los planos crece conforme
M aumenta, existiendo riesgo de invasión de la zona de cáusticas (ver Figura B.8).
Por último, podemos comparar estas figuras con las figuras correspondientes
del Caṕıtulo 4 para ruido de detección y ruido fotónico despreciable. A pesar de
que el peso de las fluctuaciones de las medidas de irradiancia es el mismo, la
diferente estad́ıstica del ruido fotónico y del ruido de detección se traduce en cambios
cuantitativos en los resultados. Por ejemplo, cuando solo hay ruido fotónico, los
planos han de separarse más y las desviaciones de las curvaturas locales estimadas
aumentan.
144 Rendimiento del sensor de curvatura en condiciones de iluminación limitadas




































Figura B.5: Evolución de las cotas superior e inferior de error de la curvatura local en función del
número de planos de medida, suponiendo que se estima con la fórmula central en diferencias finitas,
(a), y con la fórmula progresiva y regresiva de Newton, (b). En ambos casos N = 104 y σ = 0.
B.2. Varianza de la estimación de la derivada
normal local y separación óptima
En el Caṕıtulo 3 hemos visto que para obtener la derivada normal de
la fase en el borde de la pupila, de radio R, la derivada axial de la
irradiancia ha de promediarse radialmente en la región de frontera, en un
intervalo [R− L/2, R + L/2], obteniéndose I ′ (0). Experimentalmente, en el sensor
se implementa una aproximación en diferencias finitas, Î ′ (0), cuyos datos son las
irradiancias promediadas radialmente en la región de frontera, Io e Ij, captadas en
z = 0 y en jz, respectivamente. Las ecuaciones que describen la varianza de Î ′ (0),
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Figura B.6: Evolución de las cotas superior e inferior de error de la curvatura local en función del
número de planos de medida, suponiendo que se estima con la fórmula central en diferencias finitas,





, se obtienen a partir de las Ecs. (B.2) y (B.3) cambiando simplemente I
por I.
Consideremos ahora un detector Σ centrado en un punto (R, θ) del borde de
la pupila en z = 0. Supongamos que en Σ el frente de onda W se comporta
esencialmente como su proximación cuadrática Wo de la Ec. (3.25). Entonces,
operando con las Ecs. (B.2) y (B.3) para I y teniendo en cuenta las Ecs. (3.15)
y (4.28), podemos calcular la varianza de la derivada normal local estimada en Σ,
Ŵor , en función del número de fotones que el detector capta en promedio durante el
tiempo de exposición, es decir, N = I+ + I−. Si I ′ (0) se aproxima con las fórmulas
central y de Newton en diferencias finitas, estas varianzas son:
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Figura B.7: Evolución de la separación interplanos conforme crece el número de planos de medida,
para la fórmula central en diferencias finitas, (a), y para la fórmula progresiva y regresiva de Newton,












Rj −R + L/2










Rj −R + L/2











Rj −R + L/2











Rj −R + L/2
1 + 2 (D + E) jz + 4DEj2z2
]2
(B.11)
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Figura B.8: Evolución de la posición de los planos más alejados de z = 0 conforme crece el número
de planos de medida, para la fórmula central en diferencias finitas, (a), y para la fórmula progresiva
y regresiva de Newton, (b), suponiendo N = 104 con σ = 0 y σ = 100.














Rj −R + L/2
















Rj −R + L/2














Rj −R + L/2












Rj −R + L/2

























































1±2(D+E)z+4DEz2 − L2 ∓ zWor
]2
}
Tabla B.3: Varianza de la derivada normal local estimada en Σ utilizando las fórmulas de Stirling o
de Newton particularizadas a M = 2 planos de medida, en función del número de fotones promedio
captados por el detector durante el tiempo de exposición, N , y del nivel de ruido de detección,
σ/N .
donde Rj viene dado por la Ec. (4.29) y Wor por la Ec. (3.29). En la Tabla B.3 se
indican estos dos resultados particularizados a fórmulas con dos planos de irradiancia.
Al igual que en la desviación de las curvaturas locales del interior, el ruido de
detección también contribuye aqúı el doble que el ruido fotónico.
En la Figura B.9(a), para dos planos de medida, y en la Figura B.9(b), para
ocho planos, se representan las curvas de error que se obtienen a partir de la Ec.
(B.11) para los mismas combinaciones de los coeficientes de la fase local en Σ que
en las curvas análogas de las Figuras 3.5(a) y 4.4(a), respectivamente. En la Figura
B.10 se hacen representaciones similares para las fórmulas de Newton obtenidas a
partir de la Ec. (B.12). Se supone L = 0,3R para la dimensión radial de la región
de frontera y que el número de fotones detectados es N = 104 con σ = 0. De
este modo, las fluctuaciones por ruido fotónico consideradas aqúı tienen la misma
desviación relativa que las de ruido de detección de magnitud σ/Io = 0,01, como
en las Figuras 3.5 y 4.4. Dada la similitud en el comportamiento de las curvas de
estas figuras respecto de las de la Figura B.9, podremos aplicar el procedimiento
diseñado en el Caṕıtulo 3 para optimizar la estimación de la derivada normal local
en Σ. En concreto, conocidos N , el σ espećıfico del detector, L y las cotas U y V de
los parámetros de Wo, tomamos
√
B2 + C2 = U , D = V/2 y E = 0 en las Ecs. (B.11)
y (B.12) y calculamos el valor máximo de ǫo para todo ángulo θ en cada plano z.
Con ello hallamos una curva que describe la dependencia con la posición z de la cota
superior de error de la estimación de la derivada normal local en (R, θ). El mı́nimo
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D = 1/ 2, E = 0 2 (D + E) = 1
D = 1/ 3, E = 1/ 6 2 (D + E) = 1
D = 1/ 4, E = 1/ 4 2 (D + E) = 1
D = 1/ 3, E = −1/ 6 2 (|D| + |E|) = 1
D = 0, E = 0 2 (D + E) = 0
Figura B.9: Curvas de error de la derivada normal local de la fase estimada en Σ utilizando
el método indirecto en la configuración central particularizada a M = 2 planos (a) y a M = 8
planos de medida (b), para N = 104, σ = 0, L = 0,3R, R = 1 y aproximaciones cuadráticas con
U = V = 1. También se representa el resultado para el frente de onda plano.
de esta curva nos proporciona, para este valor de L, la posición de los planos, zmı́n,
que minimiza la varianza de la derivada normal recuperada globalmente en todo el
peŕımetro de la pupila. No obstante, como se ha visto en el Caṕıtulo 3, para hallar
la posición óptima de los planos, zopt, es necesario averiguar el par (L, zmı́n) tal que,
situando los planos en zmı́n, L coincide con la deformación radial máxima de la región
iluminada en zmı́n. Solo en esta situación zopt = zmı́n.
En lo que respecta a la estimación de las derivadas normales locales, utilizar más
planos de irradiancia implica también un empeoramiento en los resultados. Podemos
apreciarlo comparando las Figuras B.11(a) y B.11(b) para la fórmula central y las
Figuras B.12(a) y B.12(b) para las fórmulas de Newton. Si se usa la fórmula central,
el error en la separación óptima aumenta desde ǫo = 0,46 con dos planos a ǫo = 0,58
con ocho planos, si N = 100, y desde ǫo = 0,2 a ǫo = 0,25, si N = 1000. Con la
fórmula de Newton se pasa de ǫo = 0,83 con dos planos a ǫo = 1,05 con ocho planos
en la separación óptima, si N = 100, y de ǫo = 0,26 a ǫo = 0,32, si N = 1000.
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D = 1/ 2, E = 0 2 (D + E) = 1
D = 1/ 3, E = 1/ 6 2 (D + E) = 1
D = 1/ 4, E = 1/ 4 2 (D + E) = 1
D = 1/ 3, E = −1/ 6 2 (|D| + |E|) = 1
D = 0, E = 0 2 (D + E) = 0
Figura B.10: Curvas de error de la derivada normal local de la fase estimada en Σ utilizando el
método indirecto en la configuración progresiva particularizada a M = 2 planos (a) y a M = 8
planos de medida (b), para N = 104, σ = 0, L = 0,3R, R = 1 y aproximaciones cuadráticas con
U = V = 1. También se representa el resultado para el frente de onda plano.
Por último, podemos comparar las figuras representadas en esta sección con las
correspondientes de los Caṕıtulos 3 y 4 para ruido independiente del nivel de señal.
Las diferencias entre unas curvas y otras se deben a la diferente estad́ıstica de las
fluctuaciones de las medidas de irradiancia porque para hacer estas representaciones
se han escogido fluctuaciones con desviaciones relativas idénticas. Por ejemplo,
se observa un aumento de la separación interplanos y también del error en las
derivadas normales estimadas cuando las medidas están degradadas por ruido
fotónico exclusivamente.
A la vista de los resultados presentados en este apéndice, el empleo de más planos
de irradiancia empeora el rendimiento del sensor en aplicaciones donde exista una
limitación temporal que acote la disponibilidad de fotones.
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N = 102; L = 0.72R; zopt = 0.18
N = 103; L = 0.37R; zopt = 0.092
N = 104; L = 0.18R; zopt = 0.045
N = 102; L = 0.87R; zopt = 0.062
N = 103; L = 0.44R; zopt = 0.032
N = 104; L = 0.22R; zopt = 0.016
Figura B.11: Curvas de error de la derivada normal local de la fase en la frontera estimada con
la configuración central particularizada a M = 2 planos (a) y a M = 8 planos de medida (b),
cuando el tamaño de la zona de detección, L, se ajusta a la deformación radial máxima de la región
iluminada, suponiendo que en Σ se detecta el número de fotones promedio N indicado y σ = 0.
Adicionalmente, se incluye la separación óptima, zopt.
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N = 102; L = 0.72R; zopt = 0.18
N = 103; L = 0.19R; zopt = 0.047
N = 104; L = 0.056R; zopt = 0.014
N = 102; L = 1.07R; zopt = 0.038
N = 103; L = 0.27R; zopt = 0.0095
N = 104; L = 0.077R; zopt = 0.0028
Figura B.12: Curvas de error de la derivada normal local de la fase en la frontera estimada con
la configuración progresiva particularizada a M = 2 planos (a) y a M = 8 planos de medida (b),
cuando el tamaño de la zona de detección, L, se ajusta a la deformación radial máxima de la región
iluminada, suponiendo que en Σ se detecta el número de fotones promedio N indicado y σ = 0.
Adicionalmente, se incluye la separación óptima, zopt.
Apéndice C
La fórmula de Roddier
En los sensores de curvatura acoplados a grandes telescopios terrestres, se emplea
tradicionalmente la fórmula de Roddier para estimar la curvatura de los frentes de
onda turbulentos en el interior de la pupila del telescopio y su derivada normal en el
borde. François Roddier dedujo esta relación a partir de las integrales de difracción
de Fresnel [174], puntualizando posteriormente que esta fórmula se deriva también
de la Ecuación de Transporte de Intensidad [118, 126].
En los sensores de frente de onda aplicados en Óptica Astronómica, surgen
problemas que se deben fundamentalmente a la limitación del número de fotones
disponible causada por la evolución temporal de las turbulencias atmosféricas.
Además, en el caso concreto del sensor de curvatura, el requisito de que la irradiancia
sea uniforme en el plano de la pupila exige limitar, en lo posible, el efecto del
centelleo en la apertura del telescopio. En consecuencia, Roddier y Roddier optan
por emplear una fórmula basada en la fórmula central en diferencias finitas, pero
donde la irradiancia del plano z = 0 se aproxima como la media de las irradiancias
en los planos +z y −z. De este modo, evitan repartir los fotones disponibles entre un
tercer plano de intensidad en z = 0 y aprovechan las ventajas de la fórmula central
frente a las fórmulas de Newton en lo que respecta a la propagación a la medida de
curvatura local del efecto del ruido y también del centelleo* [12, 50, 51, 123–126].
Al igual que las fórmulas clásicas en diferencias finitas, la fórmula de Roddier es
otra aproximación lineal del comportamiento real del sensor, que también se vuelve
imprecisa a medida que los planos de medida se separan más del plano z = 0.
En este apéndice calculamos la varianza de esta fórmula en función del número de
*En condiciones de turbulencia t́ıpicas, algunos autores sitúan entre el 10 % y el 15 % la magnitud
del error por centelleo en la medida de la curvatura [175].
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fotones disponible y de la posición de los planos en el eje z. Finalmente, analizamos
el comportamiento de las curvas de error al estimar las curvaturas y las derivadas
normales locales, para aśı proceder a hallar una separación óptima entre los planos.
C.1. La fórmula de Roddier y la Ecuación de
Transporte de Intensidad
La fórmula de Roddier está ı́ntimamente relacionada con la ETI (Ec. (1.3)). En
concreto, al igual que en la fórmula central, la derivada axial se aproxima como
la diferencia finita de las irradiancias I± en dos planos situados simétricamente a
ambos lados del plano de recuperación de fase, z = 0. Pero el método de Roddier
se distingue porque la irradiancia en el plano de la pupila no se mide sino que se












= −z∇2WPo + zδcWr = S (C.1)
donde Ŝ denota la señal que Roddier implementa experimentalmente en el sensor de
curvatura y S es la señal determinista deducida a partir de la ETI, y donde se ha
tenido en cuenta la Ec. (1.3).
A la vista de la ecuación anterior, está clara la relación entre la fórmula de
Roddier y la curvatura del frente de onda en el interior de la pupila, Po. Sin embargo,
la relación con la derivada normal en la frontera es algo más compleja debido a la
presencia de la delta de Dirac, δc. Al igual que vimos con las fórmulas clásicas en
diferencias finitas, para estimar la derivada normal del frente de onda en cada ángulo
θ del borde de la pupila, se toman medidas de irradiancia promediadas radialmente
en la región de frontera. Esto quiere decir que se calculan valores medios para el
numerador y el denominador y la división se extrae posteriormente.
Aśı, experimentalmente en cada ángulo θ se implementa:
Ŝ = I+ − I−I+ + I−
(C.2)
con I± dadas por la Ec. (3.12). En un punto (R, θ) del borde, la relación entre la













R−L/2 I (0) dr
= z
∫ R+L/2
R−L/2 I (0) δ (r −R)Wrdr
∫ R+L/2











C.2 Varianza de la fórmula de Roddier 155
donde Io se toma de la Ec. (3.15), R es el radio de la pupila y L es la anchura radial
de la región de frontera.
Si la distancia entre planos se reduce infinitamente, entonces Ŝ → S. Para
comprobarlo hallamos el numerador y el denominador cuando z es pequeño y
calculamos el cociente. El primero se obtiene a partir de la Ec. (3.13). En cuanto al















































Wr = S (C.5)
Por tanto, Ŝ → S cuando z → 0, lo que posibilita el método.
C.2. Varianza de la fórmula de Roddier
Supongamos que un detector Σ del sensor capta i± fotones en un plano ±z
durante el tiempo de exposición, τ . La señal que proporciona es la suma del número











donde nrms± es el ruido de detección y n
ph
± representa las fluctuaciones en las cuentas de
fotones causadas por el ruido fotónico. Ambos son errores de media cero y covarianza
nula entre detectores y planos distintos pero, mientras que la varianza del ruido de
detección en el área del detector es σ2 en cualquier plano z, la varianza del ruido
fotónico, σ2± = I±, depende del nivel de irradiancia en cada plano z.
La varianza de los datos de entrada se propaga a la varianza de la fórmula de
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Tras unas sencillas operaciones de cálculo, se obtiene la siguiente expresión para la
















Por otro lado, la dinámica no lineal de la irradiancia en su evolución axial (ver
§ 2.3.1) afecta a la aproximación de I ′(0) como una diferencia finita central y a la
aproximación de I (0) como valor medio de I+ e I−, dando lugar al siguiente error:
s2b(Ŝ) =
[





Suponiendo que ambas fuentes de error, con desviaciones sa y sb, contribuyen
independientemente e introduciendo el desarrollo en serie de Taylor de la irradiancia
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De forma similar a las fórmulas clásicas en diferencias finitas, la varianza de la
fórmula de Roddier se incrementa cuando los planos se sitúan cerca de z = 0,
debido a la contribución del sumando en 1/z2, y cuando se sitúan lejos, debido a
la contribución del sumando en z2. No obstante, si se compara con las ecuaciones
análogas para las fórmulas clásicas del Caṕıtulo 2, la varianza de esta fórmula tiene
un comportamiento más complejo en función de z, pues en el sumando en 1/z2 están
ligadas la contribución del ruido y de la no linealidad de la irradiancia.
El número finito de fotones disponible es el factor que más influye a la hora
de recuperar frentes de onda turbulentos por medio de un sensor de curvatura. En
la práctica, esta limitación se traduce en la necesidad de usar pocos detectores de
gran tamaño para captar la mayor cantidad de fotones posible durante el tiempo
de exposición. Aśı el sensor de curvatura realiza medidas de la curvatura local en el
interior y de la derivada normal local en la frontera promediadas en el área de cada
detector. Esta solución es factible gracias a que los frentes de onda turbulentos son
fundamentalmente planos.
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Por estos motivos, en la secciones siguientes calcularemos la varianza de la
curvatura local en el interior de la pupila y de la derivada normal local en el borde
estimadas con la fórmula de Roddier, suponiendo válida la aproximación cuadrática
de los frentes de onda turbulentos en el área de cada detector. Expresaremos estas
varianzas en función del número total de fotones, N = I++I−, que capta un detector
Σ durante el tiempo de exposición, τ .
C.3. Varianza de la estimación de la curvatura
local, cotas de error y posición óptima
Supongamos que los frentes de onda turbulentos son lo suficientemente suaves
como para que en el área del detector Σ el frente pueda aproximarse por la superficie
cuadrática de la Ec. (2.15). Entonces, la irradiancia evoluciona axialmente de la
forma (2.16) en el dominio definido por Σ. Si se calculan las irradiancias I+ e I− de
los planos +z y −z con esta ecuación y se sustituyen en la fórmula de Roddier (Ec.
(C.1)), se obtiene:
So = −
2 (D + E) z
1 + 4DEz2
(C.12)
Es decir, la señal del sensor obtenida en Σ, So, solo es directamente proporcional a
la curvatura del frente de onda, 2 (D + E), en el rango en el que z ≪ 1/
√
4DE. Si el
hessiano, 4DE, es muy grande, los planos de irradiancia deben escogerse muy poco
separados para que no sea significativo el comportamiento no lineal de la señal del
sensor.
La Ec. (C.12) proporciona una relación entre la señal del sensor y la curvatura
que puede emplearse para calcular la varianza de la estimación de la curvatura local.
En concreto, a partir de esta ecuación y de la Ec. (C.11), calculamos la siguiente


































En la Figura C.1 se muestra la desviación de la curvatura local del frente de
onda estimada en Σ, suponiendo que el detector capta un promedio de N = 104
fotones durante el tiempo de exposición en ausencia de ruido de detección (σ = 0).
Desde el apartado (a) al (d) se escogen los mismos valores para los parámetros
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D = 1/ 2, E = 0 2 (D + E) = 1
D = 1/ 3, E = 0 2 (D + E) = 2/ 3
D = 1/ 6, E = 0 2 (D + E) = 1/ 3
D = 0, E = 0 2 (D + E) = 0















D = 1/ 3, E = 1/ 6 2 (D + E) = 1
D = 2/ 9, E = 1/ 9 2 (D + E) = 2/ 3
D = 1/ 9, E = 1/ 18 2 (D + E) = 1/ 3
D = 0, E = 0 2 (D + E) = 0















D = 1/ 4, E = 1/ 4 2 (D + E) = 1
D = 1/ 6, E = 1/ 6 2 (D + E) = 2/ 3
D = 1/ 12, E = 1/ 12 2 (D + E) = 1/ 3
D = 0, E = 0 2 (D + E) = 0















D = 1/ 3, E = −1/ 6 2 (|D| + |E|) = 1
D = 2/ 9, E = −1/ 9 2 (|D| + |E|) = 2/ 3
D = 1/ 9, E = −1/ 18 2 (|D| + |E|) = 1/ 3
D = 0, E = 0 2 (|D| + |E|) = 0
Figura C.1: Desviación estándar de la curvatura del frente de onda en Σ en función de la posición
de los planos de medida, z, suponiendo que se estima con la fórmula de Roddier, con N = 104 y
σ = 0. El apartado (a) corresponde a aproximaciones cuadráticas con forma de cilindro parabólico,
el (b) a aproximaciones con forma de paraboloide eĺıptico, el (c) a aproximaciones con forma de
paraboloide parabólico y el (d) a aproximaciones paraboloidales hiperbólicas.
de la fase cuadrática que en las representaciones análogas del Caṕıtulo 2, donde
se supuso 2 (|D| + |E|) ≤ V = 1, siendo V la cota superior del valor absoluto de
las curvaturas locales del frente en Σ. Estas curvas presentan un comportamiento
similar al de las curvas asociadas a las fórmulas t́ıpicas en diferencias finitas, con
excepción de las correspondientes a los frentes cuadráticos con forma de cilindro
parabólico (con D = 0 ó E = 0), que muestran un comportamiento diferente al
resto de aproximaciones cuadráticas. En concreto, a pesar de que las irradiancias
asociadas a este tipo de frentes de onda evolucionan axialmente más alejadas del
comportamiento lineal (ver Figura 2.6), el error de la curvatura no tiende a infinito
cuando z alcanza la distancia focal. Puesto que D o E se anulan, también se anula
el hessiano del frente ciĺındrico, lo que implica que la señal (C.12) en Σ evoluciona
linealmente en todo el rango axial proporcionalmente al valor del laplaciano. Es decir,
































































(1 − h2) si σ = 0



































Tabla C.1: Cota superior y cota inferior de error de la curvatura local y ecuación del plano óptimo
para la fórmula de Roddier en función del número de fotones promedio captados en Σ durante el
tiempo de exposición, N , y de la desviación del ruido de detección, σ.
en ausencia de ruido la señal proporcionada por el sensor para un frente cuadrático
con D = 0 o E = 0 seŕıa exacta independientemente de la separación escogida. Si
no hay ruido de detección (σ = 0), la curva de error asociada al frente ciĺındrico
de curvatura máxima, D = V/2 y E = 0, constituye la cota inferior de error de la
curvatura local estimada con la señal de Roddier. En presencia de ruido de detección
(σ 6= 0), la cota inferior viene determinada por la curva de error asociada al frente
de onda plano, D = E = 0.
La Figura C.1 nos informa de que el valor más alto de ǫo en la zona del mı́nimo,
se da para los frentes de onda con forma de paraboloide parabólico de curvatura V .
En definitiva, recurriendo al razonamiento de la § 2.3.3 del Caṕıtulo 2, la separación
óptima se obtiene minimizando la varianza asociada a los frentes paraboloidales
parabólicos de curvatura máxima. En la Tabla C.1 se indican, en función de las
coordenadas axiales normalizadas a V , h = V z, la cota superior de error, la cota
inferior de error y la ecuación que liga la posición óptima, hopt, con el número de
fotones promedio detectados en Σ, N .
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C.4. Varianza de la estimación de la derivada
normal local y separación óptima
Supongamos ahora que el detector Σ pertenece a la región de frontera,
está centrado en el ángulo θ y tiene dimensión radial L y angular ∆θ (ver Figura
3.3). Las cuentas de fotones que proporciona en los planos ±z están promediadas
espacialmente en el área del detector. Esto quiere decir que el detector promedia la
irradiancia radialmente en L y angularmente en ∆θ y la medida se asigna al ángulo
θ.
Teniendo en cuenta las mismas hipótesis del apartado anterior para los frentes de
onda turbulentos, podemos aproximar el frente de onda en el área de cada detector
por la cuádrica de la Ec. (3.25). Las inclinaciones y las curvaturas de la cuádrica
provocan deformaciones locales del borde de la región iluminada en cada plano axial,
cuyo radio R±o = R
±
o (θ) en los planos ±z puede calcularse para cada ángulo θ por
medio de la Ec. (3.28). Por otro lado, la irradiancia captada en cada plano axial por
el detector Σ asociado al ángulo θ viene dada por la Ec. (3.32).
La señal Ŝo = Ŝo(θ) en el detector Σ con centro en el punto (R, θ) de la frontera, se
obtiene a partir de la Ec. (C.2), es decir, como la diferencia de irradiancias captadas
en los planos +z y −z normalizada a la suma de ambas irradiancias. La Ec. (C.11)
puede expresarse en función de las medidas de irradiancia en la frontera, sustituyendo
simplemente I por su promedio radial en el intervalo [R − L/2, R + L/2], es decir,
I. Teniendo en cuenta además la Ec. (C.3), la varianza de la señal de Roddier en el



























donde N = I+ + I− son los fotones que Σ detecta en promedio durante el tiempo de
exposición τ , y So y Wor en Σ son:
Wor = B cos θ + C sen θ + 2R (D cos














donde se toma R±o de la Ec. (3.28) y B, C, D y E describen las caracteŕısticas del
frente de onda hasta orden dos en el área del detector.
En la Figura C.2 se representa la desviación ǫo de la derivada normal local
estimada en un punto (R, θ) para las combinaciones de los parámetros de Wo
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D = 1/ 2, E = 0 2 (D + E) = 1
D = 1/ 3, E = 1/ 6 2 (D + E) = 1
D = 1/ 4, E = 1/ 4 2 (D + E) = 1
D = 1/ 3, E = −1/ 6 2 (|D| + |E|) = 1
D = 0, E = 0 2 (D + E) = 0
Figura C.2: Curvas de error de la derivada normal local estimada en Σ utilizando la configuración
de Roddier, para N = 104, σ = 0, L = 0,3R, R = 1 y aproximaciones cuadráticas con U = V = 1.
También se representa el resultado para el frente de onda plano.
indicadas, tales que U = 1 y V = 1. Se supone que el detector es cuasiideal (σ = 0) y
capta N = 104 fotones en total durante el tiempo de exposición. Como en las figuras
análogas del Caṕıtulo 3, se ha tomado L = 0,3R para la dimensión radial del anillo
de detectores y se ha calculado la desviación estándar en cada uno de los ángulos y
representado el máximo de todos los errores obtenidos en cada plano z. Cada curva
dibujada es, entonces, la menor cota superior del error de Ŵor .
Estas curvas presentan las mismas caracteŕısticas enumeradas en la § 3.4.2 para
las curvas asociadas a las fórmulas clásicas en diferencias finitas. Por este motivo, la
separación óptima viene determinada por el mı́nimo de la curva correspondiente al
frente de onda ciĺındrico: D = V/2 y E = 0, con el valor más alto de
√
B2 + C2.
Ahora bien, para maximizar el rendimiento del sensor de curvatura, hemos visto
en el Caṕıtulo 3 que hay que calcular un tamaño óptimo de la región de frontera, L,
ajustándolo a la deformación radial máxima de la región iluminada en la separación
óptima, R+o −R−o . Llevando a cabo el proceso que, con este fin, se describe en la § 3.5
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N = 102; L = 1.24R; zopt = 0.31
N = 103; L = 0.65R; zopt = 0.16
N = 104; L = 0.12R; zopt = 0.029
Figura C.3: Curvas de error de la derivada normal local de la fase en la frontera estimada con la
configuración de Roddier cuando el tamaño de la zona de detección, L, se ajusta a la deformación
radial máxima de la región iluminada, suponiendo que en Σ se detecta el número de fotones promedio
N indicado y σ = 0. Adicionalmente, se incluye la separación óptima, zopt.
se obtiene la Figura C.3, donde se muestra el aspecto de la curva paraD = 1/2, E = 0
y
√
B2 + C2 = 1, suponiendo que se detectan N = 102, N = 103 y N = 104 fotones.
Comparando esta figura con la Figura B.11(a) se comprueba que el resultado es algo
más preciso para la fórmula central que para la fórmula de Roddier. La diferencia es
más significativa conforme disminuye el número de fotones disponible.
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a frentes de onda de tipo paraboloide hiperbólico. . . . . . . . . . . . 31
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parabólico, el (b) a frentes de onda con forma de paraboloide eĺıptico,
el (c) a frentes de onda con forma de paraboloide parabólico y el (d)
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desde el plano z = 0 al plano z. En ĺınea delgada continua se representa
la pupila en el plano z = 0. En ĺınea gruesa continua se muestra el
borde de la región iluminada en cada plano z, que corresponde a la
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Wo en la dirección θ = π/3. . . . . . . . . . . . . . . . . . . . . . . . 73
3.9. Curvas de error de la derivada normal de la fase en la frontera estimada
con la configuración central (a) y en la de Newton (b), cuando el
tamaño de la zona de detección, L, se ajusta a la deformación máxima
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y regresiva de Newton, (b). En ambos casos σ/Io = 0,01. . . . . . . . 99
4.7. Evolución de la separación interplanos conforme crece el número de
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cuadráticas con forma de cilindro parabólico, el (b) a aproximaciones
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la región iluminada, suponiendo que en Σ se detecta el número de
fotones promedio N indicado y σ = 0. Adicionalmente, se incluye la
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la región iluminada, suponiendo que en Σ se detecta el número de
fotones promedio N indicado y σ = 0. Adicionalmente, se incluye la
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components in terms of local wave-front slopes: an analytical approach”, Opt.
Lett. vol. 20(10), pp. 1083-1085 (1995).
[172] G. Dai, “Modal compensation of atmospheric turbulence with the use of
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