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1. INTRODUCTION AND ADDENDA TO [8] 
In a recent paper [8] we considered differential systems of the form 
w’(z) = A(z) w(z). U-1) 
Here w(z) is the column vector (w&z),..., w,(x)) and A(z) is the n x n matrix 
(u&z))E whose elements are holomorphic functions in the unit disk (or in an 
arbitrary simply connected domain D, CO 6 0). Relations between bounds 
for the solution vectors w(z) and bounds for the matrix A(z) were obtained. 
Two classes of differential systems were considered: systems with solutions 
of bounded norm ratio and systems with solutions of bounded direction change. 
The present paper, which is a continuation of [8], starts with an example 
showing explicitly that these two classes are quite distinct and that in neither 
case A(z) has to be of class HI . 
The solutions of the system (1 .l) are of bounded norm ratio in / x 1 < 1 
if there exists a constant I, I 3 1, such that the inequality 
II w(%)ll/ll 4%)ll < z (1.2) 
holds for every solution w(z) and for every pair of points in j z 1 < 1. Here 
I\ w /I denotes an arbitrary vector norm. In [S, Theorem 21 it w?s shown that 
this assumption (1.2), for two specific vector norms, implies 
II 44ll G z/u - I z 1% IZI < 1, (1.3) 
for the corresponding induced matrix norms. In this section, this result is 
established for every vector norm 11 w 11 and its corresponding matrix norm 
11 A /I (Theorem 1). 
In Section 2 less stringent conditions are considered. We assume that, for 
given constants I, 1 > 1, and LX, 01 > 0, the inequality 
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holds for every solution w(z) and every pair of points satisfying 
06 1x11 G IF2 < 1. (1.5) 
This growth restriction, of order OL, on the solution ratio implies a growth 
restriction, of order 01 + 1, on 11 A(z)11 (Theorem 2). A similar result is 
obtained if the right-hand side of Eq. (1.4) is replaced by 1(1 - / a2 12)-~ 
(Theorem 3). For the proof of these theorems some results on arbitrary vector 
functions w(z) = (wr(z),..., w,(z)), whose components are holomorphic in 
I x I < 1, are needed. If such a holomorphic vector w(z) satisfies I/ w(z)11 < 
b(l - I a I)-@ or // w(z)11 < b(l - I z 12)-“. in I z j < 1 (b > 0, 01 > 0), then 
its derivative w’(z) satisfies a similar condition, of order (Y + 1. These results 
(Lemmas 2-4) are connected with, and suggested by, results of MacGregor 
[4], Robertson [7], and Lavie [3] for the one-dimensional case, n = 1, i.e., 
for functions w(z) which are holomorphic in I z 1 < 1 and whose absolute 
value 1 w(z)] satisfies such a condition. 
In Section 3 restrictions on j/ A(z)11 are assumed. The assumption 
II 44ll < b/U - I x 12h 1zl-c 1, (1.6) 
b > 0, yields for every given pair of points z, and zs , a bound for the norm 
ratio /I w(zs)lj/lj w(zr)lI of all solutions w(x) (Theorem 4). The assumption 
II 44 ,< b/U - I 2 I), /z/ < 1, (1.7) 
b > 0, yields bounds for /I w(x)jl/ll w(O)11 (Theorem 5). The final Theorem 6 
may be obtained from results of Hille on differential equations in Banach 
algebras [1, Chapter 61 and we conclude this paper by showing that all its 
results remain valid for such differential equations. 
We now bring the example which clarifies the relation between the two 
classes of differential systems of [8] (cf. Nehari’s example in [6, p. 421). 
We choose A(z) = K(I - .~2)-~1(1 = (&)F). The corresponding differential 
system 
w’(z) = (k/(1 - x2)) Iw(x), IZI < 1, (1.8) 
(wcq = (Wl(&.., w,(z))), has the general solution 
w(2) = ((1 + z)/( 1 - z))“/Q, 1x1 -==c 1, (1.9) 
where c is an arbitrary constant vector. 
We consider two cases: (a) 0 < k < 2 and (b) k = in, K > 0. As 
1: = (1 + z)/(l - z) maps I z I < 1 onto Re 5 > 0 it follows that in case (a) 
f(2) = ((1 + z)/(l - z))JL:/2 (0 < k < 2), 
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maps / z / < 1 onto the wedge 1 argf(z)I < h/4. (It is sufficient to consider 
the principal branch of f(z) in 1 z 1 < 1; the values of any other branch are 
obtained by multiplication with eiLmn, m = +l, f2,... .) It thus follows by 
Eq. (1.9) that for every solution vector w(z) and for every pair of points in Izl <l Re(w(4 44)arc cos II w(z1)ll2 II w(z,)ll:! < + * 
The solutions of (1.8) are thus, in this case (a), of bounded direction change. 
On the other hand, every solution w(z) satisfies in this case lim,+, w(z) = 0 
and lim Z+1 //w(z)\/ = CO and the solutions are therefore not of bounded norm 
ratio. Choosing K small, K > 0, we see that each solution w(z) remains in a 
narrow cone of R2n (with semiangle at the vertex w = 0 at most kv/2), but its 
length II 4z>l12 ta k es arbitrarily small and arbitrarily large values as z varies in 
the unit disk. 
In case (b), k = i K, K > 0, we set again 5 = (1 + z)/(l - z) = 1 5 ) eie 
and consider the principal branch of 
in Re 5 > 0, i.e., -n/2 < 0 < m/2. It follows that this branch of 
g(z) = ((1 + z)/(l - z))iK/2 (K > 0)~ (1.10) 
maps 1 z 1 < 1 onto the infinitely often covered ring e-Kn/4 < / g(z)1 < en/*. 
(The values of any other branch of g(z) are obtained by multiplication with 
eKmn, m = &l, +2,... .) It thus follows by Eq. (1.9) that for every solution 
vector w(z) and for every pair of points in 1 z 1 < 1 
II w(z2)ll/ll w(s)ll < iN2- 
The solutions of Eq. (1.8) are thus, in case (b), of bounded norm ratio. On 
the other hand, for any given point x1 , / z1 1 < 1, there exist infinitely many 
points z2 , / z2 j < 1, such that g(z.J = -g(zl); and for every pair of points 
satisfying this equality the equality w(z2) = -w(zl) holds for all solutions 
w(z). The solutions are therefore not of bounded direction change, even when, 
for small K, K > 0, each one remains in a thin spherical shell. This then shows 
that the two classes of differential systems are unrelated. The matrix A(z) = 
k(1 - z2)-11 is in neither case of class Hr in 1 z ( < 1. 
Before stating the first theorem, we mention the following convention which 
we shall use throughout this paper. The matrix A(z) = (Q(Z)): is called 
holomorphic in I z 1 < 1 if every element u&z) is a holomorphic function in 
/ z j < 1; holomorphic vectors (or vector functions) w(z) = (wi(z),..., w,(z)) 
are similarly defined. I/ w 11 is always an arbitrary vector norm and jl A (I is the 
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corresponding induced matrix norm, and finally, only nontrivial solutions 
w(z) of the system (1.1) will be considered. 
THEOREM 1. Let the matrix A(z) = (ai%(z be h&morphic in 1 x 1 < 1 
and let 1,l > I, be a given constant. If f OY every solution w(z) of the equation 
w’(z) = A(z) w(z) andf or every pair ofpoints in j z / < 1, 11 w(aa)ij/il w(Zr)li < 2 
0%. (1.2)), then II 441 < l/(1 - I z 12>, I z I < 1 (Eq. (1.3)). 
The proof utilizes a lemma on bounded vector functions. 
LEMMA 1. Let the vector function w(z) = (w(zJ,..., w(z.,)) be holomorphic 
in 1 z j < 1 and let b be a positive constant. If 
then 
II 4411 < b, 1x1 < 1, (1.11) 
II ~‘(4 < b/U - I .z 12h /XI< 1. (1.12) 
We first prove the lemma for z = 0 by using Cauchy’s formula for each 
component wi’(0), i = I,..., n, and hence for the vector w’(0). Let p be 
arbitrary, 0 < p < 1, then 
As p--f 1 this implies jl w’(O)/1 < b. To prove (1.12) for an arbitrary given 
pointxI,~xI~<l,wemap~t~<lonto~z~<lbythefunction 
x = $w = 0 + -%)/(l + w), ItI 41. (1.13) 
Let the vector function v(t) be defined by 
v(t) = w(z) = w((t + Q/(1 + @)), ItI < 1. (1.14) 
II u’(O)11 < b and v’(0) = (1 - 1 a, 1”) w’(zJ give (1.12) for z = z,. (For a 
second proof of this lemma, see remarks following the proof of Lemma 3.) 
The steps from the lemma to the theorem are as in [8]; they are due to Nehari 
[6, p. 4271 and will once more be delineated in the proof of Theorem 2. 
Lemma 1 is sharp (for all norms and all points in / z I < 1). Let zr be a 
given point, 1 z, j < 1, and let c be a constant vector such that (1 c II = b. We 
define the vector function w(z) by 
w(x) = &-‘(x)c = ((x - a,)/(1 - Z+Z))c. (1.15) 
Clearly (1.11) holds for this vector function and, as w’(q) = (1 - I z1 12)-lc, 
we obtain [/ w’(zr)jl = (1 - j Z, 12)--lb. 
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We do not claim that Theorem 1 is sharp, but, for the multidimensional 
case, n 3 2, it was shown in [S] that, in the two specific cases considered there, 
the right-hand side of Eq. (1.3) is, for large I, of the right order as a function of 
1. By the equivalence of all vector norms and of all matrix norms, this holds 
for any given pair of norms. For every pair of norms (and n > 2) there 
exists a constant k, 0 < Zz < 1, dependent on the norms, such that the 
right-hand side of Eq. (1.3) cannot be replaced by an expression of the form 
kZ(l - 1 x I”)-‘. 
In the one-dimensional case, n = 1, Eq. (1.3) can be improved and 1 may 
be replaced by (2/7r) log 2, i.e., the following statement holds. Let the anaZytic 
function w(z) be holomovphic in / z 1 < 1 and let I, Z > 1, and K, K > 0, be 
given constants. If 
then 
kZ-112 < j w(z)\ < k/1/2, 1x1-c 1, (1.16) 
I w’(4lll WWI < (2 log W(l - I .z 12>, /zI < 1. (1.17) 
To prove this statement we choose a branch of log w(z) in 1 z 1 < 1 and define 
f (4 = P/log Nl% 44 - 1% 4, [xl <l. 
f(z) is holomorphic in / z 1 < 1 and maps this disk onto the strip 
-1 < Re f(z) < 1. It thus follows by subordination [S, p. 230 and p. 237, 
Exercise 41 that /f’(O)] < 4/n which yields (1.17) for z = 0. For arbitrary 
zl, j zr I < 1, we define v(t) by (1.14). Then I v’(O)/v(O)I < (2/r) log Z and 
v’(O)/v(O) = (1 - 1 .zl 1”) w’(zJw(xr) imply (1.17) for z = zr . Sharpness of 
(1.17), for all real x in / z j < 1, is shown by a previous example (cf. Eq. (1.10)): 
w(z) = K((1 + x)/(1 - x))il@QZa. 
This one-dimensional statement has another multidimensional analog 
for holomorphic vectors w(z) (without any relation to differential systems). 
LEMMA 1’. Let the vector function w(z) = (w(q),..., w(z,)) be holomorphic 
in / z j < 1 and let Z, Z > 1, and k, k > 0, be given constants. If 
then 
KIN2 < 11 w(z)11 < kW2, IZI <I, (1.16’) 
II ~‘b4ll/ll 49ll B w - I z I217 jzI< 1. (1.17’) 
Lemma 1’ is an immediate consequence of Lemmal. It is, in the multi- 
dimensional case, sharp for the supremum norm 11 w /jm . Let x1 be fixed, 
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1 x1 1 < 1, and set wr(z) = kZ1la(z - zJ(1 - %rz), wa(z) = 1.. = w,(z) = 
k1--1/8. Then 
and 
kW2 ,< 11 w(z&, < k1112, IZI < 1, 
II ~‘~4llad 4ac = U(1 - I 3 I”>. 
It follows that the right-hand side of Eq. (1.17’) is, for every given norm (and 
n > 2), of the right order as a function of 1. Note that the just given example 
is valid also if 2 = 1; it follows that, for n 3 2, 11 w(z)llm = k in / x I < 1 
does not imply that the vector function w(z) itself is constant in j z j < 1. 
We conjecture, however, that if every solution w(z) of the system (1.1) is of 
constant norm in 1 z j < 1 then A(x) = 0. 
2. SYSTEMS WITH SOLUTIONS OF RESTRICTED GROWTH 
LEMMA 2. Let the vector function w(z) = (w&z),..., w,(z)) be holomorphic 
in 1 z j < 1 and let 6 and a: be positive constants. If 
then 
II w(4ll < Wl - I z I)“, 1% -cl, (2.1) 
II WWII < (1 + W)“@ + ~YdU - I z I)“+79 ] z / < 1. (2.2) 
Proof. Let a be given, / z 1 < 1, and denote 1 x 1 = r; hence 0 < Y < 1. 
We define 
s = S(Y) = (1 - r)/(0l + I), (2.3) 
and let C = C(z, S) = (5: I 4 - x I = S] be the circle with center z and 
radius S. For every 5 on this circle we have / 5 / <r + s = (CU + l)/(~ + I)( < I), 
and it thus follows that for every 5 on C 
1 - I 5 I > 1 - (r + s) = a(1 - r)/((Y. + 1), 
1 5 - z 1 = s = (1 - Y)/@ + 1). 
(2.4) 
By Cauchy’s formula for w’(z), with C as path of integration, Eqs. (2.1) and 
(2.4) we obtain 
11 w’c+ll = g 1) s,([?$ 4 11 d q _ “, _s) 
= [(a + l)bl(l - ~)““I(1 + (l/4)01, 
(2.5) 
and thus proved (2.2). 
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There is a second proof of this lemma, similar to the proof in [4, p. 1171. 
We set p = r + s = ((YI. + l)/(a + 1) an d use Cauchy’s formula for w’(z) with 
C’ = C(0, p) as path of integration. We then obtain by Eq. (2.1) and Poisson’s 
formula 
= (1 - p;Tp2 _ r2) . 
G-9 
p = (CS + l)/(a + 1) gives 1 - p = cy(1 - ~)/(Lx + 1) and p2 - r2 = 
(1 - r)[(far + 1) r + l]/(a + 1)2. Hence 
(1 - p;& - r”) = 
(1 + (l/4)” (a + 1P . (ar + 1) 
(I - r)ar+1 IPa + 1)’ + 11 
< (1 + UIoL))oL (a + l)b 
(2.7) 
(1 - r)a+l ’ 
Equations (2.6) and (2.7) yield, again, (2.2). 
For the proof of the next theorem we shall need the following generalization 
of this lemma. 
LEMMA 2’. Let the vector function w(z) = (w&),..., w&)) be holomorphic 
in 1 .z 1 c 1 and let r*, b and a begiven constants satisfying 0 < r* < 1, b > 0, 
and a > 0. If 
then 
II w(z)lI G 41 - I z I)“, r* < Ix/< 1, (2.1’) 
II ~‘(411 6 (1 + (l/a))” ((a + l)b/(l - /z I)*+l>, r* < Iz I < 1. (2.2’) 
Proof. If z lies in the ring r* < 1 z I < 1 then also the circle C’ = C(0, p) 
lies in this ring and Lemma 2’ follows by the second proof of Lemma 2. (The 
first proof can also be applied. As p = r + S, the inequality 
II ~(011 < b/U - r - 4 (2.8) 
holds along the circle C’ = C(0, p). But II w z ( )\I is a subharmonic function in 
1 z 1 < 1, hence (2.8) is valid in the whole disk I 5 I < r + s; C = C(z, s) 
lies in this disk and it follows that Eq. (2.5) remains valid also in this case.) 
We add some remarks on Lemma 2. This lemma was suggested by the 
505/21/I-2 
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following result of MacGregor [4, p. 1171. Let the analytic function w(z) be 
holomorphic in 1 z 1 < 1 and let b and OL be positive constants. If 
I w(4l < b/(1 - I z I)a, 1% < 1, 
then 
j w’(z)1 < 2”+lb/(l - 1 z I)a+l, lx/< 1. 
MacGregor obtained this result by using Cauchy’s and Poisson’s formulas 
with C(0, (1 + r)/2) as path of integration. It is easily seen that the inequality 
(1 + l/ap(a + 1) < 2°L+1 is valid for all positive values of OL, with equality 
only for a = 1. 
The right-hand side of the conclusion (2.2) is, for large ~11, of the right order 
as function of (Y. Clearly (2.2) implies 
II w’(x)11 < e(a + l)bl(l - I z I)a+l, 1x1-c 1, (2.9) 
and in no case (i.e., for no given norm) can the factor e be replaced by a 
factor smaller than 1. This is shown by choosing the constant vector c so 
that )I c /j = b and setting W(Z) = (1 - z)-“c. Equation (2.1) is satisfied for 
this vector function, and 
II w’(4II = W(l - I .z I)ol+l, O,(x<l. 
THEOREM 2. Let the matrix A(z) = (Q(Z)): be holomorphic in 1 z [ < 1 
and let 1, 1 3 1, and (II, 01 > 0 be given constants. Assume that Eq. (1.4) holds 
for every solution w(z) of the equation w’(z) = A(z) w(z) and for every pair 
of points satisfying Eq. (1.5). Then 
II 44 < (1 + (lb))” (a + l)V(l - I .z I)ol+l, Ix[ < 1. (2.10) 
Proof. Let z, be a given point, 1 zi I < 1, and let w(z) be an arbitrary 
solution of (1.1). Equations (1.4) and (1 S) imply 
II f44ll < 41 +4l/(l - I z I)“! 131 d lzl < 1. 
By Lemma 2’ this yields 
II WY411 < (1 + (l/4)” (6 + 1)W - 1% IP!“> IIf4~1N. (2.11) 
Equations (1. I) and (2.11) give 
II -44 wWll < (1 + (l/4)” ((a + 1Y/(1 - 1x1 IP+l) II 44ll. (2.12) 
As the vector w(zJ may be chosen arbitrarily, thus defining the solution w(z) 
by its value at zr , and as 1) A 11 was induced by 11 w 11, (2.12) implies (2.10) for 
z = z, and we have thus proved the theorem. 
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We add the following remark on the right order of the expression on the 
right-hand side of Eq. (2.10). For the supremum norm // w Ilrn and the corre- 
sponding maximal-row norm jl A Ijrn the following statement holds in the 
multidimensional case (n >, 2). Let (Y, c1 > 0, and E, 0 < E < 4 be given 
constants. Then for every large 1 (i.e., 1 >, h = h(ol, c)) there exists a system 
(l.l), such that 
holds for all its solutions and all pairs of points satisfying (1.5), and such that 
II 44llm 3 (4 - W + (lb))” (a + 111. 
This assertion follows by a straightforward, but lengthy, computation using 
a former example [8, pp. 178-1791 an im d ’ pl ies a similar statement for any 
given pair of norms. 
We now replace (1 - 1 x I) by (1 - 1 z 1”) and obtain the following analog 
to Lemma 2’. 
LEMMA 3. Let the vector function W(Z) = (We,..., wJz)) be holomorphic 
in 1 z I < 1 and let Y*, b and OL begiven constants satisfying 0 < r* < 1, b > 0 
andol > 0. If 
then 
II wG4l d w - I z 12)a, r*<\zi <I, 
II w’(.gI < (1 + (l/c@ (a + l)bl(l - I .z 12)u+l, r* < I z I -c 1, 
Proof. For given z, I z ) = r, r* < r < 1, we define p” by 
p2 = (aY2 + 1)&X + 1); 
(2.13) 
(2.14) 
(2.15) 
hence r* < Y < p” < 1. Integrating along the circle C? = C(0, p”) we obtain 
(cf. (2.6)) 
11 w’(z)ll = $ jl J‘c t1;5c;j2 dl jl d (I _ p2;p2 _ r2> . V-16) 
Equation (2.15) yields 
bp”/(l - p”2)” (p”2 - r2) = (1 + (l/a))” ((CX + 1) bp”/(l - G)a+r). 
This and (2.16) imply (2.14). 
Lemma 1 is the limit case, 01 = 0, of Lemma 3 (as /I w(x)j/ is subharmonic 
in I z 1 < 1 it suffices to assume /I w(z)ll < b in r* < / x I < 1). Note also 
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that the just given proof (of Lemma 3) indicates a second proof of Lemma 1 
(using, for any given z, integration along 1 1: j = 1 - E and thus avoiding 
the mapping (1.13)). 
We include the limit case cy = 0 in the statement of the ensuing theorem. 
THEOREM 3. Let the matrix A(x) = (aik(z))F be holomorphic in 1 z 1 -=c 1 
and let 1, 1 > 1, and 01, a: 3 0, be given constants. Assume that the inequality 
II ~c%)ll/ll wb+,)ll d w - I z2 I”) (2.17) 
holds for every solution w(x) of the equation w’(z) = A(z) w(z) and for every 
pair of points satisfying Eq. (1.5). Then 
II 44ll d (1 + (lb))” ((a + 1Y/U - I z 12)a+lh 1 z 1 < 1. (2.18) 
For OL > 0 this follows from Lemma 3; for a! = 0 this is a, clearly valid, 
modification of Theorem 1. 
We add some remarks on Lemma 3. Its one-dimensional case (for Y* = 0) 
is due to Robertson [7, Eqs. (2.8) and (2.9)], but the main result of [7] seems 
to be essentially one-dimensional. The right-hand side of Eq. (2.14) is, for 
large 01, of the right order as function of 01. Indeed, (2.14) implies 
II w’(z)11 d e((a + l)blU - I z 12)ar+% Y”<lZl<l, (2.19) 
and in no case (i.e., for no given norm and no value Y*, 0 < Y* < 1) can the 
factor e be replaced by a factor smaller than 2. This follows by considering 
w(z) = (1 - S-Y, where I/ c 11 = b [cf. 71. 
For the application to differential systems we needed Lemma 3 in its 
.general form, for arbitrary rings Y * < I x 1 < 1, 0 < Y* < 1. If the restric- 
tion on 11 w(z)II is assumed for the whole disk, i.e., if we consider only the case 
Y* = 0, then a result of Lavie [3, Lemma 41 gives, for large 01, a better bound 
for II w’C4I. 
LEMMA 4. Let the oector function w(x) = (We,..., w,(a)) be holomorphic 
in I z I < 1 and let a! be a positive constant. If 
.then 
II e4ll d l/(1 - I z 12)a, IZI < 1, (2.20) 
where 
II w’(4II G 43 I z I)/(1 - I z 12)u+l, IxI< 1, (2.21) 
Z(ct, / z I) = (1 + (1/2ar))“(2or + 1)1/Z + 201 I z I* (2.21’) 
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Proof. Cauchy’s formula for w’(O), with C(0, pr), pl = (1 
path of integration, and the assumption (2.20) imply 
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- 2ar)-l12, as 
II w’(O)ll < llPl(l - Pl”)* = 4% (3, (2.22) 
which is the conclusion (2.21) for z = 0. 
Now let zr , 1 z1 1 < 1, be given and define the mapping z q 
of j t / < 1 onto ( x / < 1 by (1.13). Then the function 
=, 
l)(t) = dz/dt = (1 - 1 aI I”)/(1 + Sr,t)” (2.23) 
does not vanish in / t j < 1 and does not take there negative values. For 
every 01, 01 > 0, the principal branch of (y%(t)>” = (dz/dt)” in 1 t I < 1 is 
defined by (#(O))” > 0, and it is this holomorphic function which we consider 
in the sequel. Equations (1.13) and (2.23) imply 
I Wdt I = (1 - I x I”>/(1 - I t 12), ItI < 1; (2.24) 
hence, for every 01, 01 > 0, 
I(WW I = ((1 - I z 12)1(1 - I t w, ItI < 1. 
We define the holomorphic vector function u(t) by 
u(t) = (d.z/dt)a w@(t)), (tl < 1. 
Equations (2.20), (2.2.5), and (2.26) imply 
II u(t)ll G l/U - I t 12)a, Ifl < 1, 
and it follows by the first step of the proof that 
II I’ll < 4% 0). 
(2.25) 
(2.26) 
(2.20’) 
(2.22’) 
Differentiating Eq. (2.26) with respect to t we obtain 
(&/dt)“+lw’(z) = u’(t) - c@z/dt)=-‘(d”z/dt”) w(z). 
Note that 
(2.27) 
(d”z/dt2)l,,o = #‘(O) = -22,(1 - j zr I”). (2.28) 
EvaIuation of (2.27) for t = 0, z = z r , yields (by (2.25), (2.28), (2.22’), 
(2.20), and (2.21’)) 
(1 - I Zl 12P+l II ~‘(~Jll < II ~‘W\ + 20: I zr I (1 - I Zl 12)o II +%)ll 
< I(% 0) + 2a I Zl I = @, I z1 I). (2.29) 
This completes the proof of Lemma 4. 
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The function Z(ar, 1 z 1) appearing in the conclusion (2.21) of this lemma is 
of the correct form in the following sense. Its first summand Z(CX, 0) can, for 
no value of a, be decreased. This is shown by choosing the constant vector c 
so that 11 c 11 = 1 and setting W(Z) = Z(a, 0)~. A simple computation shows 
that (2.20) is valid for this vector function, and clearly I/ zu’(O)1I = 2(0l, 0). 
The second term 201 1 z 1 of Z(LU, 1z I), which for large 01 (and z # 0) becomes 
the dominant one, cannot be replaced by a term of the form kol / x 1 with 
k < 2. This follows by considering the above-mentioned example w(z) = 
(1 - 22)-v. 
We note that the inequality 
Z(LY, 1) = (1 + (1/2a))“(2ar + 1)112 + 2ar < (1 + (l/a))“@ + 1) (2.30) 
is valid for all 01, (Y > 01~ N 6.7; hence for these values Lemma 4 is better than 
Lemma 3 (with r* = 0). We also note that, for small z, Lemma 4 is always 
better than Lemma 3 as, for all a!, 01 > 0, 
Z(a, 0) = (1 + (1/2@(201+ 1)1/Z < (1 + (l/@(oI + 1). 
Equation (2.30) 1 a so shows that the one-dimensional case of Lemma 4 is not 
contained in [7, Theorem A]. Lavie stated her result for 12 = 1 and integral 
values of [Y. The proof given here is a modification, to the multidimensional 
case and for arbitrary positive 01, of her proof. 
3. SYSTEMS WITH A(z) OF RESTRICTED GROWTH AND GENERALIZATION 
TO BANACH ALGEBRAS 
We denote the noneuclidean (hyperbolic) distance of two points in 1 z 1 < 1 
by p(zl , zs). Setting 
d = lb2 - Zl)/(l - %z,)l, IZll -=c 1, lz2l < 1, (3.1) 
we have 
PC% 7 z2) = 4 l%((l + Wl - a 14 < 1, 1~~1 < 1. (3.2) 
THEOREM 4. Let the matrix A(z) = (u&.z))E be hoZomorphic in 1 z I < 1 
and assume that for a given positive constant b, II A(z)/1 < b/(1 - I z 12), 
) x 1 < 1 (Eq. (1.6)). Then, for every solution PO(Z) of the eqwtion w’(z) = 
A(z) w(z) undfor every pair of points in I x I < 1, the inequality 
II ~U(~aMlfo(~I)ll G e~~l!v@~ ,41 = ((1 + 4/U - W”2 (3.3) 
holds. 
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Proof. [cf. 6, 81. The assumption (1.6) is invariant under mappings of the 
unit disk onto itself, Let z1 , 1 z, 1 < 1, be given and set z = +(t) = 
(t + .zJ/(l + ,?$,t), / t 1 < 1 (Eq. (1.13)). The given system w’(x) = 
A(z) w(z), 1 z ( < 1, transforms into 
w’(t) = B(t) w(t), ItI < 1. (3.4) 
Here the vector function w(t) is defined by a(t) = w(z) = w((t + zl)/( 1 + Zlt)), 
1 t I < 1 (Eq. (1.14)) and the matrix B(t) is given by 
B(t) = $‘(t) A@(t)) = (dz/dt) A(z). (3.5) 
Equations (3.5), (2.24), and (1.6) imply 
II Jqt)ll < W(l - I t I*), ItI < 1. (3.6) 
By (1.13) @‘(x1) = 0. We choose za , zs # z1 , / za 1 < 1, and denote 
$-‘(~a) = t* = deie. d(=l t* 1) is then given by Eq. (3.1). Now let 
V’(t) = B(t) V(t) (3.7) 
be the matrix differential equation which corresponds to the vector differential 
equation (3.4) and let V(t) be its solution satisfying V(0) = I. By the Peano- 
Baker method of solution [cf. 8, Eqs. (2.7)-(2.10)] we obtain 
where 
II v(t*>ll < evWt*N, (3-g) 
m(t*) = Jod 11 B(reis)ll dr, (3.9) 
(t* = dt?). Equations (3.9) and (3.6) yield 
m(t*) < (W) log((l + d)l(l - 4). 
This and (3.8) give 
II W*)ll < ((1 + 4/U - 41b’*, 
and it follows that for every solution w(t) of the vector equation (3.4), 
Ii ~(t*)lllll @)lI < ((1 + d)l(l - 4)b’2. 
As c(t*) = z~(za), a(O) = w(zl), this completes the proof of Eq. (3.3). 
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This theorem is sharp: A(z) = b/(1 - 9) satisfies (1.6). Every solution 
of the corresponding system fulfills 
w(2) = ((1 + 2)/(1 - 2))b/2W(0); 
for z, = 0, z2 = d > 0, this yields 
II w(~zMl w(dll = ((1 + 4/U - 4)b’Z. 
We also note that the conclusion of Theorem 1 is the assumption (for 
b = I > 1) of Theorem 4, and an obvious conclusion for systems with 
solutions of bounded norm ratio follows. (For 12 = 1, Eqs. (1.17) and (3.3) 
yield a sharp inequality.) 
We now replace the assumption (1.6) by the, not invariant, assumption (1.7). 
THEOREM 5. Let the matrix A(z) = (u&z))~ be holomorphic in / z j < 1 
and ussume thatfor ugiwenpositive constant b, /I A(x)/1 < b/(1 - 1 z I), 1 x 1 < 1 
(Eq. (1.7)). Then every solution w(z) of the equution w’(z) = A(z) w(z) satisfies 
(1 - I 2 I)” < II f4~>ll/ll42ll G l/U - I z IIb> Ix 1 < 1. (3.10) 
This theorem is sharp: A(z) = &b( 1 - z)-r1 satisfies (1.7). Every solution 
of the corresponding system fulfills w(z) = (1 - z)Fbw(0) and equality holds 
in the second (first) inequality sign of (3.10) for all x, 0 < z < 1. 
Theorem 5 is a special case of the following result. 
THEOREM 6. Let the matrix A(z) = (u&z)): be holomorphic in the simply 
connected domain D, co $ D. Let every pair of points in D be connected by a given 
path in D and set 
m(3 ,4 = s ‘* II 45>ll I 4 I, (3.11) 21 
where the integral is taken along the given path. Then, for every solution w(s) of 
the eprration w’(z) = A(z) w(z) undf OY every pair of points in D, the inequality 
e-m(zl*sa) < 11 w(z#ll w(z,)ll < em(z1*e2) (3.12) 
holds. 
Let w(a) be the solution of the matrix differential equation 
W(2) = A(2) W(2) (3.13) 
which satisfies W(z,) = I (W(zs) = I). Using the Peano-Baker series, for 
this solution W(z), along the given path between zr and za , we obtain the 
second (first) inequality in (3.12). 
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Theorem 6 may be obtained from results in Hille’s book on differential 
equations [l, Section 6.31. Indeed, Theorem 6.3.3 of [I] can obviously be 
modified to the form of Theorem 6, i.e., to arbitrary paths in a simply 
connected domain D, co $ D. Theorem 6 is then a special case of (this 
modification of) Hille’s theorem (more precisely, it is equivalent to such a 
special case, see below). Reference [l, Chap. 61 deals with linear differential 
equations for functions of a complex variable having values in a Banach 
algebra. Equation (1.1) has, in this context, the following meaning. Both A(z) 
and w(z) are vector-valued functions from the unit disk of the z-plane (OY, more 
general, from a simply connected domain D of this plane, 00 $ D) to a complex 
Banach algebra B with unit element e, satisfring 11 e jl = 1. A(z) is holomorphic 
in 1 z 1 < 1 (OY D) and the same thus follows for the solution w(z). 
All theorems of this paper remain valid for this interpretation of Eq. (1.1). 
(In their formulation the expression “the matrix A(z) = (air(z)):” has to be 
replaced by “the vector function A(z).“) This should be obvious for the 
theorems of this section. To show it also for Theorems l-3, we remark that all 
lemmas remain valid if w(x) is considered to be a holomorphic vector function 
from the unit disk 1 z 1 < 1 to an arbitrary complex Banach space. 
(““(W(Xl),..., w(z,))” has to be deleted in the formulation of the lemmas.) 
Indeed, we used only Cauchy’s formula, which is valid for such holomorphic 
vector functions [2, Section 3.21 (The last step in the proofs from the lemmas 
to the theorems becomes simpler. We assume that the solution w(x), used 
in the proof, is defined by w(zi) = e. Then, e.g. for Theorem 2, Eq. (2.12) 
immediately implies (2.10).) W e remark that also Theorem 1 of [S] holds 
for this interpretation of Eq. (1 .I) as a first-order linear differential equation 
with B-valued coefficient and solutions. 
The algebra of all complex n x n matrices A = (a&, with an arbitrary 
matrix norm // A 11 satisfying /I II/ = II e jl = 1, is a Banach algebra. The 
matrix differential equation (3.13) is thus a special case of the Banach algebra 
interpretation of Eq. (1.1). For any fixed pair of points, 
II W4ll II 44l 
“w” II w4ll = “,“” II 4%)ll ’ 
where the maximum is taken over all solutions W(z) of matrix differential 
equation (3.13) and over all solutions w(z) of the corresponding vector 
differential equation, respectively. The special (matrix) case of the new 
interpretation of the theorems is thus equivalent to the previous meaning of 
these results. 
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