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Abstract
Given a pair of parameters α ≥ 1, β ≥ 0, a subgraph G′ = (V,H) of an n-vertex unweighted
undirected graph G = (V,E) is called an (α, β)-spanner if for every pair u, v ∈ V of vertices, we
have dG′(u, v) ≤ αdG(u, v) + β. If β = 0 the spanner is called a multiplicative α-spanner, and if
α = 1 + , for an arbitrarily small  > 0, the spanner is said to be a near-additive one.
Graph spanners [Awe85, PS89] are a fundamental and extremely well-studied combinatorial
construct, with a multitude of applications in distributed computing and in other areas. Near-
additive spanners, introduced in [EP01], preserve large distances much more faithfully than
the more traditional multiplicative spanners. Also, recent lower bounds [AB15] ruled out the
existence of arbitrarily sparse purely additive spanners (i.e., spanners with α = 1), and therefore
showed that essentially near-additive spanners provide the best approximation of distances that
one can hope for.
Numerous distributed algorithms, for constructing sparse near-additive spanners, were de-
vised in [Elk01, EZ06, DGPV09, Pet10, EN17]. In particular, there are now known efficient
randomized algorithms in the CONGEST model that construct such spanners [EN17], and also
there are efficient deterministic algorithms in the LOCAL model [DGPV09]. However, the only
known deterministic CONGEST-model algorithm for the problem [Elk01] requires super-linear
time in n. In this paper we remedy the situation and devise an efficient deterministic CONGEST-
model algorithm for constructing arbitrarily sparse near-additive spanners.
The running time of our algorithm is low polynomial, i.e., roughly O(β ·nρ), where ρ > 0 is an
arbitrarily small positive constant that affects the additive term β. In general, the parameters
of our new algorithm and of the resulting spanner are at the same ballpark as the respective
parameters of the state-of-the-art randomized algorithm for the problem due to [EN17].
1 Introduction
Graph spanners were introduced in the context of distributed algorithms by Awerbuch, Peleg
and their co-authors [Awe85, PU87, PS89, PU89, AP90] in the end of the eighties, and were
extensively studied since then. See, e.g., [DGPV09, GK18, GP17, ABP17, AB15, EN17, EP01,
BS07, BKMP10], and the references therein. Numerous applications of spanners in Distributed
Algorithms and other related areas were discovered in [Awe85, PU87, ACIM99, SS99, DHZ00,
EP01, Elk05, EZ06, HKN16, TZ01, RTZ05]. Also, spanners are a fundamental combinatorial
construct, and their existential properties are being extensively explored [ADD+93, PS89, EP01,
BKMP10, TZ06, Pet09, AB15, ENS15, ABP17].
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In this paper, we focus on unweighted, undirected graphs. Given a graph G = (V,E), a subgraph
G′ = (V,H), H ⊆ E, is said to be a (multiplicative) t-spanner of G, if for every pair u, v ∈ V of
vertices, we have dG′(u, v) ≤ t · dG(u, v), for a parameter t ≥ 1, where dG (respectively, dG′) stands
for the distance in the graph G (respectively, in the subgraph G′).
A fundamental tradeoff for multiplicative spanners is that for any κ = 1, 2, . . . , and any n-vertex
graph G = (V,E), there exists a (2κ−1)-spanner with O(n1+1/κ) edges [ADD+93, PS89]. Assuming
Erdo¨s-Simonovits girth conjecture (see e.g., [ES82]), this tradeoff is optimal. Efficient distributed
algorithms for constructing multiplicative spanners that (nearly) realize this tradeoff were given in
[ABCP93, Coh98, BS07, Elk07, DGPV08, EN17, DMZ10, GP17, GK18].
A different variety of spanners, called near-additive spanners, was presented by Elkin and Peleg
in [EP01]. They showed that for every  > 0 and κ = 1, 2, . . . , there exists β = β(κ, ), such that
for every n-vertex graph G = (V,E) there exists a (1 + , β)-spanner G′ = (V,E), H ⊆ E, with
O,κ(n
1+1/κ) edges. (The subgraph G′ is called a (1 + , β)-spanner of G if for every pair u, v ∈ V
of vertices, it holds that dG′(u, v) ≤ (1 + )dG(u, v) + β.)
In [EP01], the additive error β is given by βEP =
(
log κ

)log κ−1
, and it remains the state-of-the-
art. These spanners approximate large distances much more faithfully than multiplicative spanners.
Recent lower bounds of Abboud and Bodwin [AB15], based on previous results of Coppersmith and
Elkin [CE05], showed that this type of spanners is essentially the best one can hope for, as in general
arbitrarily sparse purely additive spanners (i.e., with  = 0) do not exist. Abboud et al. [ABP17]
showed that the dependence on  in [EP01] is nearly tight. Specifically, they showed a lower bound
of β = Ω
(
1
log k
)log κ−1
.
Near-additive spanners were extensively studied in the past two decades [EP01, Elk05, EZ06,
TZ06, DGP07, DGPV09, Pet09, Pet10, AB15, ABP17, EN17], both in the context of distributed al-
gorithms and in other settings. (In particular, they were used in the streaming setting [EZ06, EN17],
and for dynamic algorithms [BR11, HKN16].) Efficient distributed deterministic constructions of
such spanners using large messages (the so-called LOCAL model; see Section 1.3.1 for relevant def-
initions) were given by Derbel et al. [DGPV09]. They devised two constructions. In the first one,
the running time is O(β), and the additive term β is is roughly −(κ−2), i.e., exponentially larger
than βEP . In the second construction of [DGPV09], the running time is O(β · 2O(
√
logn)), and β is
roughly the same as in [EP01], i.e., β ≈ βEP .
Derbel et al. [DGPV09] explicitly raised the question of bulding (1 + , β)-spanners in the
distributed CONGEST model (i.e., using short messages; see Section 1.3.1 for the definition), and
this question remained open since their work. Efficient distributed randomized algorithms (in the
CONGEST model) for constructing near-additive spanners were given in [EZ06, Pet10, EN17].
The state-of-the-art algorithm is due to [EN17]. They devised a randomized algorithm that
constructs (1 + , β)-spanners with O,ρ,κ(n
1+1/κ) edges, with a low polynomial running time,
that is, running time O,κ,ρ(n
ρ), for arbitrarily small , ρ, 1/κ > 0, where βEN = β(, ρ, κ) =
O
(
log κρ+ρ−1

)log κρ+ρ−1+O(1)
. Note that the additive term βEN of [EN17] is at the same ballpark
as the existential bound βEP of [EP01].
The importance of devising deterministic distributed algorithms that work in the CONGEST
model for constructing spanners was recently articulated by Barenboim et al. [BEG15], Grossman
and Parter [GP17] and Ghaffari and Kuhn [GK18]. All these authors devised algorithms for con-
structing multiplicative spanners. The only deterministic CONGEST-model algorithm for building
(1 + , β)-spanners with O˜,κ,ρ(n
1+1/κ) edges is due to [Elk05]. That algorithm suffers however
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from a superlinear in n running time, O(n1+
1
2κ ), and from additive term βE =
(
κ

)log κ · (ρ−1)ρ−1 ,
which is significantly larger than βEN (the additive term of [EN17]). Also, the number of edges in
the resulting spanner is by a polylog(n) factor larger than the desired bound of O,κ,ρ(n
1+1/κ) (see
[EP01, Pet10, EN17, ABP17]).
In the current paper we devise a distributed deterministic algorithm that works in the CONGEST
model, and for any  > 0, ρ > 0 and κ = 1, 2, . . . , and for any n-vertex graph, it constructs a (1 +
, β)-spanner with O,κ,ρ(n
1+1/κ) edges in low polynomial, specifically, O,κ,ρ(n
ρ) time, and its
additive term β is at the same ballpark as βEN . Specifically, our additive term satisfies:
β =
(
O
(
log κρ+ ρ−1
)
ρ · 
)log κρ+ρ−1+O(1)
. (1)
See Table 1 for a concise comparison of our algorithm with the only previously-existing dis-
tributed deterministic CONGEST-model algorithm for constructing near-additive spanners [Elk01].
See also Table 2 in Appendix B for a concise overview of distributed algorithms, both deterministic
and randomized, in both LOCAL and CONGEST models, for computing near-additive spanners.
1.1 Technical Overview and Related Work Our algorithm builds upon Elkin-Peleg’s
superclustering-and-interconnection approach (see [EP01, EN16, EN17] for an elaborate discussion
of this technique). Its randomized distributed implementation by Elkin and Neiman [EN17] relies
on random sampling of clusters. Those sampled clusters join nearby unsampled clusters to create
superclusters, and this is iteratively repeated.
Our basic idea is to replace the random sampling by constructing ruling sets (see Section 1.3.2
for definition) using a deterministic procedure by Schneider et al. [SEW13]. Recently, Ghaffari and
Kuhn [GK18] used network decompositions for derandomizing algorithms that construct multi-
plicative spanners, hitting and dominating sets. All existing deterministic constructions of network
decompositions [AGLP89, PS96, BEG15] employ ruling sets. On the other hand, our approach
avoids constructing network decomposition, but rather directly uses ruling sets for derandomiza-
tion.
authors stretch size running time
[Elk05] (1 + , βE), βE =
(
κ

)O(log κ) · (ρ−1)ρ−1 O˜(βE · n1+1/κ) O(n1+ 12κ )
New (1 + , β), β =
(
O(log κρ+ρ−1)
ρ·
)log κρ+ρ−1+O(1)
O
(
β · n1+1/κ) O (β · nρ · ρ−1)
Table 1: Comparison of existing and new deterministic CONGEST-model algorithms for construct-
ing near-additive spanners.
1.2 Outline Section 1.3 provides necessary definitions for understanding this paper. Section
2 contains our spanner construction along with an analysis of the running time, size and stretch
of the spanner. Appendix A contains a variant of the Bellman-Ford algorithm that is used by the
construction in Section 2. Finally, Appendix B contains a table that summarizes known results
concerning near-additive spanners.
1.3 Preliminaries
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1.3.1 The Computational Model In the distributed model [Pel00] we have processors residing
in vertices of the graph. The processors communicate with their graph neighbors in synchronous
rounds. In the CONGEST model, messages are limited to O(1) words, i.e., O(1) edge weights or
ID numbers. In the LOCAL model, the length of messages is unbounded. The running time of an
algorithm in the distributed model is the worst case number of communication rounds that the
algorithm requires. Throughout this paper, we assume that all vertices have unique IDs such that
for all v, v.ID ∈ [n], and all vertices know their ID. Moreover, we assume that all vertices know
the number of vertices n. In fact, our results apply even if vertices know an estimate n˜ for n, where
n ≤ n˜ ≤ poly(n).
1.3.2 Ruling Sets Given a graph G = (V,E), a set of vertices W ⊆ V and parameters ζ, η ≥
0, a set of vertices A ⊆ W is said to be a (ζ, η)-ruling set for A if for every pair of vertices u, v ∈
A, the distance between them in G is at least ζ, and for every u ∈W there exists a representative
v ∈ A such that the distance between u, v is at most η.
2 A Deterministic Distributed Construction of Near-Additive Span-
ners
2.1 Overview Let G = (V,E) be an unweighted, undirected graph on n vertices, and let  >
0, κ = 1, 2, . . . and 1/κ ≤ ρ < 1/2. The algorithm constructs a sparse (1 + , β) − spanner H =
(V,EH) of G where β(κ, , ρ) is a function of the parameters κ, , ρ, given by eq. (1), and |H| =
O(βn1+1/κ), in deterministic time O,κ,ρ(n
ρ) in the CONGEST model.
The overall structure of our algorithm is reminiscent of that in [EN17]. However, unlike the
algorithm of [EN17], the current algorithm does not use any randomization. We first provide a
high-level overview of the algorithm.
The algorithm begins by initializing EH as an empty set, and proceeds in phases. It begins by
partitioning V into singletons clusters P0 = {{v} | v ∈ V }. Each phase i, for i = 0, . . . , `, receives
as input a collection of clusters Pi, and distance and degree threshold parameters δi, degi. The
parameters δi and degi will be specified later. We set the maximum index of a phase ` by ` =
blog κρc+ dκ+1κρ e − 1, as in [EN17].
Each of the clusters constructed by our algorithm will have a designated center vertex. Through-
out the algorithm, we denote by rC the center of the cluster C and say that C is centered around
rC . For a cluster C, define Rad(C) = max{dH(rC , v) | v ∈ C}, and for a set of clusters Pi, define
Rad(Pi) = max{Rad(C) | C ∈ Pi}. For a collection Pi, we denote by Si the set of centers of Pi,
i.e., Si = {rC | C ∈ Pi}.
Intuitively, in each phase we wish to add paths between pairs of cluster centers that are close
to one another. However, if a center has many centers close to it, i.e., it is popular, this can add
too many edges to the spanner. Two cluster centers rC , rC′ are said to be close, if dG(rC , rC′) ≤
δi. A cluster C and its center rC are said to be popular if rC has at least degi cluster centers that
are close to it. In order to avoid adding too many edges to the spanner, each phase consists of two
steps, the superclustering step and the interconnection step.
The superclustering step of phase i detects popular clusters, and builds larger clusters around
them (see Figure 1 for an illustration). For each new cluster C, a BFS tree of the cluster C is added
to the spanner H (see Figure 2). The collection of new clusters is the input for phase i + 1. This
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Figure 1: Superclusters centered at the chosen popular cluster centers u, v are grown. (Vertices in
the gray area of u, v will join the superclusters of u, v, respectively). The popular cluster center v′
is covered by the supercluster centered at v.
Figure 2: BFS trees of the new superclusters, rooted at the centers of the superclusters, are added
to H.
allows us to defer the work on highly dense areas in the graph to later phases of the algorithm.
In the interconnection step of phase i, clusters that have not been superclustered in this phase
are connected to one another. For each center rC that is not superclustered in this phase, paths
are added to all centers of clusters that are close to it. As the center rC is not superclustered, it is
not popular, and so we will not add too many paths to the resulting spanner H.
In the last phase `, the superclustering step is skipped and we move directly to the intercon-
nection step. We will show that the number of clusters in the final collection of clusters P` is
small. Specifically, we show that even if every pair of clusters in P` is interconnected by a path,
the number of added edges will still be relatively small. Thus the superclustering step of phase `
can be safely skipped. This concludes the high-level overview of the algorithm.
The distance parameters are defined as follows. Define
R0 = 0 and Ri+1 = 2
−i/ρ+ (5/ρ)Ri. (2)
We will show (see Lemma 2.3 below) that Ri is an upper bound on the radius of clusters in Pi,
that is, Rad(Pi) ≤ Ri for all 0 ≤ i ≤ `. Also, the distance threshold parameter δi is given by:
δi = 
−i + 2Ri. (3)
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The degree threshold degi affects the number of clusters in each phase, and thus the number
of phases of the algorithm. It also affects the number of edges added to the spanner by the
interconnection step. Ideally, we would like to set degi = n
2i
κ for all i. However, the algorithm
requires Ω(degi) time to execute phase i. Thus, we must keep degi ≤ nρ for all phases, as we aim
at running time of roughly O(nρ).
For this reason, we partition phases 0, 1, . . . , `− 1 into two stages, the exponential growth stage
and the fixed growth stage. In the exponential growth stage, that consists of phases 0, . . . , i0 =
blog(κρ)c, we set degi = n 2
i
κ . In the fixed growth stage, which consists of phases i0 + 1, . . . , i1 =
i0 + dκ+1κρ e − 2 = `− 1, we set degi = nρ. Observe that for every index i, we have degi ≤ nρ. The
concluding phase ` is not a part of either these stages, as the number of clusters in P` is at most
nρ. For notational purposes, we define deg` = n
ρ. However, we note that as there are at most nρ
clusters in P`, there are no popular clusters in this phase.
We will now discuss the differences between the current algorithm and the algorithm of [EN17].
In [EN17], the superclustering step uses a randomized selection of vertices to cover the popular clus-
ter centers. The current algorithm replaces this selection with a deterministic procedure that com-
putes a ruling set that covers these centers. For this aim, we use the algorithm of [SEW13, KMW18]
that computes ruling sets efficiently in the CONGEST model. As a result of the deterministic pro-
cedure, the distance parameter (and as a result, the radii of clusters) for each phase in the current
algorithm is larger than in [EN17]. For this reason, the additive term that the current algorithm
provides is slightly inferior to the additive term of [EN17]. The number of phases and the degree
parameter sequence remain as in [EN17].
The deterministic detection of popular clusters’ centers requires vertices to acquire informa-
tion regarding their δi-neighborhood. This information is later utilized by our algorithm in the
interconnection step as well. Thus, while in the algorithm of [EN17] the interconnection step ex-
ecutes Bellman-Ford explorations, the current algorithm relies on already acquired information.
Therefore, the current execution of the interconnection step is simpler than the execution of the
interconnection step in [EN17].
2.2 Superclustering This section provides details of the execution of the superclustering steps
for all phases i ∈ [0, i1 = `− 1], i.e., all phases other than the (concluding) phase ` on which there
is no superclustering step. Recall that for the exponential growth stage, we have degi = n
2i
κ . For
the fixed growth stage, we have degi = n
ρ. The input to phase i is a set of clusters Pi. The phase
begins by detecting popular clusters. To do so, we employ Algorithm 1, described in Appendix A,
with the input (G,Pi, degi, δi). The following theorem, which is proven in Appendix A, summarizes
the properties of the returned vertex set Wi.
Theorem 2.1. Given a graph G = (V,E), a collection of clusters Pi centered around cluster centers
Si and parameters δi, degi, Algorithm 1 returns a set Wi in O(degi · δi) time such that:
1. Wi is the set of all centers of popular clusters from Pi.
2. Every cluster center rC ∈ Si that did not join Wi knows the identities of all the centers rC′ ∈
Si such that dG(rC , rC′) ≤ δi. Furthermore, for each pair of such centers rC , rC′, there is a
shortest path pi between them such that all vertices on pi know their distance from rC′.
Next, we wish to select a subset of vertices from Wi to grow large clusters around them. On the
one hand, the number of clusters in Pi+1 must be significantly smaller than the number of clusters in
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Pi. On the other hand, all cluster centers in Wi must be superclustered. In the centralized version
of this algorithm, Elkin and Peleg [EP01] run multiple consecutive scans to detect popular clusters
and build superclusters around them. In the distributed model of computation, this requires too
much time. In the distributed randomized version of this algorithm, Elkin and Neiman [EN17]
randomly select centers to grow superclusters around. In this deterministic distributed version,
we select vertices by constructing a ruling set for the set Wi. We use the algorithm given in
[SEW13, KMW18], on the set Wi with parameters q = 2δi, c = ρ
−1. The following theorem
summarizes the properties of the returned ruling set RSi.
Theorem 2.2. [SEW13, KMW18] Given a graph G = (V,E), a set of vertices Wi ⊆ V and
parameters q ∈ {1, 2, . . .}, c > 1, one can compute a (q + 1, cq)-ruling subset for Wi in O(q · c · n 1c )
deterministic time, in the CONGEST model.
By Theorem 2.2, the returned subset RSi is a (2δi + 1, (2/ρ) · δi)-ruling set for the set Wi.
The ruling set RSi is (2δi + 1)-separated. This is done in order to guarantee that the sets of
vertices in radius δi around each vertex in RSi are pairwise disjoint (for an illustration, see Figure
3). This allows us to bound the size of the ruling set RSi, and eventually the size of the collection
Pi+1.
Figure 3: For every pair of vertices
in RSi, their δi-neighborhoods are dis-
joint. In the figure, u, v are two clus-
ter centers from RSi. The gray areas
around them represent their respective
disjoint δi-neighborhoods.
We are now ready to create large superclusters. A BFS
exploration rooted at the set RSi is executed to depth
(2/ρ) · δi in G. As a result a forest Fi is constructed,
rooted at vertices of RSi.
For a cluster center rC′ ∈ Si\RSi that is spanned by
Fi, let rC be the root of the forest tree of Fi to which rC′
belongs. The cluster C ′ now becomes superclustered in
the cluster Ĉ centered around C.
The center rC of C becomes the new cluster center of
Ĉ, i.e., r
Ĉ
← rC . The vertex set of the new supercluster Ĉ
is the union of the vertex set of the original cluster C, with
the vertex sets of all clusters C ′ which are superclustered
into Ĉ. We denote by V (C) the vertex set of a cluster C.
For every cluster center rC′ that is spanned by the
tree in Fi rooted at rC , the path in Fi from rC to rC′ is
added to the spanner H (see Figure 4). Note that the
path itself is not added to the cluster Ĉ. Recall that H
is initialized as an empty set.
We define P̂i as the set of new superclusters, Ĉ, that were built by the superclustering step of
phase i. We set Pi+1 = P̂i. Note that the set Si+1 of cluster centers of Pi+1 is given by Si+1 = RSi.
Next we show that Ri is an upper bound on Rad(Pi), the radius of clusters in phase i.
Lemma 2.3. For all integer 0 ≤ i ≤ `, we have Rad(Pi) ≤ Ri.
Proof. We will prove the lemma by induction on the index of the phase i. For i = 0, observe that
Rad(P0) = 0, and R0 = 0 by definition. Thus the induction base case holds. For the inductive
step, recall that by definition Ri+1 = 2
−i/ρ+ (5/ρ)Ri.
For analyzing Rad(P̂i), consider a vertex u ∈ Ĉ. If u ∈ C, by the induction hypothesis, we have
dH(rC , u) ≤ Ri, and since ρ < 1 we have that Ri ≤ Ri+1. Otherwise, u ∈ C ′ for some C ′ ∈ Pi such
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Figure 4: For every rC′ that is spanned by the tree in Fi rooted at rC , the path in Fi from rC to
rC′ is added to the spanner H. For example, in the figure, the x − z path pi depicted by a thick
dashed line is added to H.
that C ′ is clustered into Ĉ in the superclustering step of phase i. By the induction hypothesis, we
have dH(rC′ , u) ≤ Ri. Since C ′ is clustered into Ĉ, we have dG(rC , rC′) ≤ 2ρδi. Moreover, a shortest
rC−rC′ path was added to H, and by eq. (3), we have dH(rC , rC′) ≤ 2ρδi = ρ−1
[
2−i + 4Ri
]
. Since
ρ < 1, we have dH(rC , u) ≤ Ri+1. Therefore, Rad(Pi+1) = Rad(P̂i) ≤ Ri+1.
Lemma 2.4. All popular clusters in phase i are superclustered into clusters of P̂i.
Proof. Let C ′ be a popular cluster. Then, rC′ belongs to the set Wi returned by Algorithm 1.
There is a vertex rC in the ruling subset RSi computed for the set Wi, such that dG(rC , rC′) ≤ 2ρδi.
Hence the BFS exploration that is executed from the set RSi to depth
2
ρδi reaches rC′ . Thus rC′
is spanned by the forest Fi, and it is superclustered into some supercluster in P̂i.
This concludes the analysis of the superclustering step of phase i.
2.3 Interconnection Next we provide the details of the execution of the interconnection step.
Let i ∈ [0, `]. Denote by Ui the set of clusters of Pi which were not superclustered into clusters of
P̂i. For phase `, the superclustering step is skipped. Therefore, we set U` = P`.
In the interconnection step for i ≥ 0, we wish to connect clusters C ∈ Ui to all the clusters
C ′ ∈ Pi that are close to them, i.e., such that dG(rC , rC′) ≤ δi. Note that we will connect a cluster
C ∈ Ui to all clusters C ′ ∈ Pi that are close to it. This is regardless of whether C ′ has been
superclustered in this phase or not (see Figure 5). However, by Lemma 2.4, every cluster in Ui
is not popular. As C ∈ Ui, it has at most degi clusters close to it. Thus we can connect it to
these other nearby clusters without adding too many edges to the spanner. By Theorem 2.1, the
center rC of each such cluster C knows all other centers rC′ such that C
′ ∈ Pi and dG(rC , rC′) ≤ δi,
and the distances to them. Thus, each center rC of a cluster C ∈ Ui already knows which are the
clusters it needs to connect to. For each C ′ ∈ Pi such that dG(rC , rC′) ≤ δi, the center rC traces
back the message that informed rC regarding rC′ (see Theorem 2.1), and a shortest path between
rC and rC′ is added to the spanner H.
The interconnection of the concluding phase ` is slightly different. As the superclustering
step of this phase is skipped, we employ Algorithm 1, described in Appendix A, with the input
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Figure 5: Each cluster center rC such that C ∈ Ui is connected to all cluster centers rC′ , such that
C ′ ∈ Pi that are close to it. For example, in the figure, the paths u− v, u− z depicted by a thick
dashed line are added to H.
(G,P`, deg`, δ`). The output set Wi is an empty set
1, but the execution of the algorithm allows
vertices to acquire the required information for the interconnection step. This completes the de-
scription of the interconnection step.
Denote by U (i) the union of all sets U0, U1, . . . , Ui, i.e., U
(i) =
⋃i
j=0 Uj . The following corollary
shows that the set U (`) is a partition of V .
Corollary 2.5. The set U (`) defined by U (`) =
⋃`
i=0 Ui is a partition of V .
The following definitions will be used in the proof of Lemma 2.6 below. Denote by V Ui the set of
vertices v such that there is a cluster C ∈ Ui that contains v, i.e., V Ui = {v | ∃C ∈ Ui such that v ∈
C}. Denote by V Pi the set of vertices v such that there is a cluster C ∈ Pi that contains v, i.e.,
V Pi = {v | ∃C ∈ Pi such that v ∈ C}. Denote V U (i) the union of all sets V U0, V U1, . . . , V Ui,. i.e.,
V U (i) = {v | ∃C ∈ U (i), such that v ∈ C}. For notational convenience, we will also define P`+1,
V P`+1 and V U`+1 to be empty sets.
Lemma 2.6. For every index i ∈ [0, `], the set U (i) is a partition of V U (i).
Proof. The proof is by induction on the index of the phase i.
For i = 0, the set U0 is the set of all clusters that were not superclustered in phase 0. As all
these clusters are singletons, we have that U0 is a partition of V U
(0) to singletons. Note that every
vertex v ∈ V that does not belong to V U (0), belongs to some cluster C ∈ P1.
Assume that U (i−1) is a partition of V U (i−1), for some index i in the range [1, `]. We will prove
that U (i) is a partition of V U (i).
For the induction step, first observe that for every vertex v that belongs to a cluster Ĉ ∈ Pi,
there is a cluster C ∈ Pi−1 such that v belongs to C. It follows that
V = V P0 ⊇ V P1 ⊇ · · · ⊇ V P` ⊇ V P`+1 = ∅. (4)
1 Algorithm 1 does not explicitly return the set Wi. Rather each vertex v ∈ V knows whether it belongs to the
output Wi or not. In the execution of Algorithm 1 in phase `, all vertices know that they do not belong to the output
Wi.
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Moreover, each vertex can belong to at most one cluster in Pi−1. For each cluster C ∈ Pi−1,
either C has been superclustered into a cluster of Pi, or it has joined Ui−1 (note that this condition
also applies for i = `+ 1, as P`+1 = ∅, and U` = P`). These two cases are mutually exclusive. Thus
V Ui−1 ∪ V Pi = V Pi−1, and V Ui−1 ∩ V Pi = ∅. By eq. (4), it follows that
V U (i−1) ∩ V Pi = ∅. (5)
Let v be a vertex in V U (i). We will consider now two complementary cases.
Case 1: v does not belong to V Pi. Then, v does not belong to V Ui. Thus it belongs to
V U (i−1), and by the induction hypothesis there is exactly one cluster C ∈ U (i−1) such that v ∈ C.
Moreover, since v does not belong to V Pi, there is no cluster C
′ ∈ Pi such that v ∈ C. Therefore
v /∈ V Ui. It follows that v belongs to exactly one cluster C ∈ U (i).
Case 2: v belongs to V Pi. Then by eq. (5), v does not belong to V U
(i−1). By the induction
hypothesis, since U (i−1) is a partition of V U (i−1), there is no cluster C ∈ U (i−1) such that v belongs
to C. Since v does belong to V U (i), it follows that there is exactly one cluster C ′ ∈ Ui such that
v ∈ C ′. Therefore, v belongs to exactly one cluster C ∈ U (i).
Hence U (i) us a partition of V U (i).
Consider the set V U (`). Note that V P0 = V , and that for every index i ∈ [0, `], each vertex v
that belongs to V Pi either belongs to V Ui or to V Pi+1. Since V P`+1 = ∅ it follows that V U (`) =
V . As a corollary, we conclude
Corollary 2.5 The set U (`) defined by U (`) =
⋃`
i=0 Ui is a partition of V .
2.4 Analysis of the Construction In this section, we analyze the running time, the size
and the stretch of our construction. We begin by analyzing the radii of clusters’ collections Pi for
i ∈ [`]. By Lemma 2.3, these radii are upper bounded by Ri’s. In the next lemma, we derive an
explicit expression for these upper bounds. This upper bound is later used to bound δi, which is
used in Sections 2.4.1, 2.4.2 and 2.4.3 to analyze the running time, size and stretch of the spanner,
respectively. Finally, in Section 2.4.4, we rescale  to derive our ultimate result.
Lemma 2.7. For i ∈ [`], we have Ri =
∑i−1
j=0 2/ρ · −j · (5/ρ)i−1−j .
Proof. The proof is by induction on the index i.
Recall that R0 = 0 and Ri is given by (see eq. (2)) Ri+1 =
2
ρ
−i + (5/ρ)Ri.
For i = 1, it is easy to verify that
∑i−1
j=0 2/ρ · −j · (5/ρ)i−1−j = 2/ρ and also 2ρ−0 + (5/ρ)R0 =
2/ρ. So the base case holds. For the induction step, by the induction hypothesis we have:
Ri+1 = (2/ρ) · −i + (5/ρ)
∑i−1
j=0
2
ρ
(
1

)j
(5/ρ)i−1−j =
∑i
j=0
2
ρ
(
1

)j
(5/ρ)i−j .
Assume that ρ ≥ 10. (This assumption will not affect our ultimate result. See Section 2.4.4.)
Observe that Lemma 2.7 implies that Ri ≤ 2ρ−5 · −(i−1).
In particular, we have 2ρ−5 · −(i−1) ≤ 4ρ · −(i−1). It follows that:
Ri ≤ 4ρ · −(i−1). (6)
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Recall that Pi = P̂i−1. Hence Rad(Pi) = Rad(P̂i−1). By Lemma 2.3, we have for all i ∈ [0, `],
(assuming ρ ≥ 10),
Rad(Pi) = Rad(P̂i−1) ≤ Ri ≤ 4ρ · −(i−1). (7)
Recall that δi = 
−i + 2Ri, and that R0 = 0, and δ0 = 1. For i ∈ [`], by eq. (6), we obtain: δi ≤
−i + 8ρ · −(i−1). Assume that ρ ≥ 10. Then 8ρ−(i−1) ≤ −i. It follows that for all i ∈ [0, `]:
δi ≤ O
(
(1/)i
)
. (8)
2.4.1 Analysis of the Running Time In this section, we analyze the running time of the
entire algorithm. We begin with the following lemma which analyses the running time of a single
phase of the algorithm.
Lemma 2.8. For all i ∈ [0, `], the running time of phase i is O (ρ−1 · δi · nρ).
Proof. The superclustering step consists of running Algorithm 1, which requires O(degi · δi) time
(see Theorem 2.1). Constructing a (2δi+1,
2
ρδi)-ruling set requires O(ρ
−1 ·δi ·nρ) time (see Theorem
2.2). The BFS exploration to depth 2ρδi that builds superclusters requires O(ρ
−1δi) time. (Note
that no congestion occurs on this step.) In total, the superclustering step of phase i requires O(degi ·
δi + ρ
−1δi · nρ + ρ−1δi) time. Since for all i, degi ≤ nρ, it follows that the superclustering step of
phase i requires O(ρ−1 · δi · nρ) time.
As for the interconnection step, note that each cluster that needs to add a path to the spanner
H in the interconnection step of phase i knows all the clusters it needs to add a path to. Moreover,
by Theorem 2.1, each cluster center rC , C ∈ Ui, can trace back the shortest path that a message
regarding a nearby cluster center rC′ took to reach rC , and add the edges along this route to H.
By Theorem 2.1, this requires O(degi · δi) time. Thus the running time of the interconnection step
of a given phase is dominated by the running time of the superclustering step of this phase. An
exception to that is the concluding phase, in which there is no superclustering step. In this phase,
we execute Algorithm 1 with parameters nρ, δ`. By Theorem 2.1 this requires O(n
ρ · δ`) time. We
then trace back the shortest paths in O(nρ · δ`) time. Thus the running time of the interconnection
step of each phase i ≥ 0 is dominated by O(ρ−1 · δi · nρ), and so the running time of a single phase
of the algorithm is O(ρ−1 · δi · nρ).
By Lemma 2.8 and eq. (8), the running time of the entire algorithm is bounded by:∑`
i=0O
(
ρ−1 · δi · nρ
) ≤ nρ · ρ−1∑`i=0O (−i) ≤ O (nρ · ρ−1 · −`) . (9)
Corollary 2.9. The running time of the algorithm is bounded by O
(
nρρ−1−`
)
.
2.4.2 Analysis of the Number of Edges In this section, we analyze the number of edges
added to the spanner H. First, observe that in the superclustering step of phase i, the edges that
are added to H are a subset of the BFS forest Fi. Thus in each phase O(n) edges are added to H
by the superclustering step.
We will now analyze the number of edges added by the interconnection step. In the intercon-
nection step of phase i, a path is added to the spanner from each cluster C in Ui to clusters in Pi
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that are close to it. As C belongs to Ui, it is not popular. Thus it has at most degi other clusters in
Pi that are close to it. To bound the size of Ui, we bound the size of Pi, as Ui ⊆ Pi. The following
lemma provides an upper bound on the size of Pi in the exponential growth stage.
The next two lemmas provide an upper bound on the size of the cluster collection Pi in the
exponential growth and the fixed growth stages.
Lemma 2.10. For i ∈ [0, i0 + 1 = blog(κρ)c+ 1], we have |Pi| ≤ n1− 2
i−1
κ .
Proof. We will prove the lemma by induction on the index of the phase i.
For i = 0, the right-hand side is n1−
20−1
κ = n. Thus the claim is trivial.
Recall that for each index i, the set RSi is the ruling set computed in phase i, and that Si is
the set of centers of clusters in Pi. Since for each phase i ≥ 1, the clusters of the collection Pi
are centered around vertices of RSi−1, for i ≥ 1, we have Si = RSi−1. The set RSi is a (2δi +
1, 2ρδi)-ruling set for Wi. By Theorem 2.1, all vertices in Wi are popular cluster centers. Thus, for
every rC ∈Wi, it holds that |Γ(δi)(rC) ∩ Si| ≥ degi.
By Theorem 2.2, the set RSi is (2δi+ 1)-separated, i.e., for every pair of distinct cluster centers
rC , rC′ ∈ RSi we have dG(rC , rC′) ≥ 2δi + 1. Thus, for every pair of distinct centers rC , rC′ ∈ RSi,
their δi-neighborhoods are disjoint, i.e., Γ
(δi)(rC) ∩ Γ(δi)(rC′) = ∅.
Together with the induction hypothesis, and since for i, 0 ≤ i ≤ i0, degi = n 2
i
κ , this implies
that |P̂i| ≤ |Pi|degi ≤ n1−
2i−1
κ /n
2i
κ = n1−
2i+1−1
κ .
As Pi+1 = P̂i, we conclude that |Pi+1| ≤ n1− 2
i+1−1
κ .
Observe that by Lemma 2.10, for the phase i0 + 1, we have that:
|Pi0+1| ≤ n1−
2i0+1−1
κ . (10)
Lemma 2.11. For i0 + 1 ≤ i ≤ `, it holds that |Pi| ≤ n1+ 1κ−(i−i0)ρ.
Proof. The proof is by induction on the index of the phase i.
For the base case, by eq. (10),
|Pi0+1| ≤ n1−
2i0+1−1
κ = n1−
2blog κρc+1−1
κ ≤ n1+ 1κ−ρ = n1+ 1κ−(i0+1−i0)ρ.
For i > i0+1, we have Si = RSi−1. The set RSi is a (2δi+1, 2ρδi)-ruling set for Wi. By Theorem
2.1, all vertices in Wi are popular, i.e., for every cluster center rC ∈ Wi, it holds that |Γ(δi)(rC) ∩
Si| ≥ nρ.
By Theorem 2.2, the set RSi is (δi + 1)-separated, i.e., for every pair of distinct cluster centers
rC , rC′ ∈ RSi, we have dG(rC , rC′) ≥ 2δi + 1.
Thus, for every pair of centers rC , rC′ ∈ RSi, Γ(δi)(rC) ∩ Γ(δi)(rC′) = ∅. Together with the
induction hypothesis, this implies that
|P̂i| ≤ |Pi|/nρ ≤ n1+ 1κ−(i−i0)ρ−ρ = n1+ 1κ−(i+1−i0)ρ.
Since Pi+1 = P̂i, it follows that |Pi+1| ≤ n1+ 1κ−(i+1−i0)ρ.
The next lemma provides an upper bound on the number of edges added to the spanner by
each phase i ∈ [0, `].
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Lemma 2.12. For all i ∈ [0, `], in each phase i, O(n1+1/κ · δi) edges are added to the spanner H.
Proof. In the interconnection step of phase 0, we add all edges adjacent to unpopular clusters. Note
that all vertices v ∈ U0, have at most n1/κ neighbors, i.e., |Γ(v)| < n1/κ. Hence the number of
edges added by the interconnection step of phase 0 is O(n1+
1
κ ).
Let i ∈ [0, i1] be an index (recall that i1 = i0 + dκ+1κρ e− 2 = `− 1). Each cluster center rC , such
that C ∈ Ui, initiates a BFS exploration to depth δi. For each cluster center rC′ , C ′ ∈ Pi, that
is discovered by this exploration, a shortest rC , rC′ path is added to the spanner H. Since C ∈
Ui, the cluster center rC has at most degi other cluster centers rC′ ∈ Si within distance δi from it.
So, the number of paths that are added to the spanner in the interconnection step of phase i is at
most: |Ui| · degi ≤ |Pi| · degi.
For i ∈ [0, i0 = blog(κρ)c], by Lemma 2.10, we have |Pi| · degi ≤ n1− 2
i−1
κ · n 2
i
κ = n1+
1
κ .
For i ∈ [i0 + 1, i1], by Lemma 2.11, we have |Pi| · degi ≤ n1+ 1κ−(i−i0)ρ · nρ ≤ n1+ 1κ .
So in each phase i ∈ [0, i1], the number of edges added to the spanner H by the interconnection
step is O(n1+
1
κ · δi), and the total number of edges added to H by the superclustering and the
interconnection steps of phase i is:
O(n+ n1+1/κ · δi).
We will now discuss the number of edges added to H by phase `, i.e., by the concluding phase.
In this phase, we skip the superclustering step and execute the interconnection step. We set U` =
P`. Note that by Lemma 2.11, for the last (` = i0+dκ+1κρ e−1) phase, the size of the input collection
P` is bounded by |P`| ≤ n1+ 1κ−(`−i0)ρ = n1+
1
κ
−(i0+dκ+1κρ e−1−i0)ρ ≤ n1+ 1κ−(κ+1κ −ρ) ≤ nρ.
Therefore, even if every pair of clusters in P` is connected by the interconnection step of phase `,
at most O(n2ρ · δ`) edges are added to H by the concluding phase. As we set ρ ≤ 12 , the concluding
phase adds at most O(n · δ`) edges to the spanner H.
Hence, the total number of edges added to the spanner H by a phase i ∈ [0, `] is O(n1+1/κ · δi).
By Lemma 2.12 and eq. (8), the number of edges added to the spanner H by all phases of the
algorithm is bounded by:∑`
i=0O
(
n1+1/κ · δi
) ≤ ∑`i=0O (n1+1/κ · −i) ≤ O (n1+1/κ · −`) (11)
Corollary 2.13. The size of the spanner H is bounded by |EH | = O
(
n1+1/κ · −`).
2.4.3 Analysis of the Stretch In this section, we analyze the stretch of the spanner H. The
following two lemmas provide the necessary tools for Lemma 2.16, in which we analyze the stretch
of the spanner H.
Lemma 2.14. For all i ∈ [0, `], for every pair of clusters C ∈ Ui, C ′ ∈ Pi at distance at most
(
1

)i
from one another, a shortest path between the clusters centers rC , rC′ was added to the spanner H.
Proof. Let i ∈ [0, `], and let C ∈ Ui, C ′ ∈ Pi a pair of clusters at distance at most
(
1

)i
from one
another. Since Ri is an upper bound on Rad(Pi) (see Lemma 2.3), we have that dG(rC , rC′) ≤
2Ri + 
−i = δi. Recall that by Lemma 2.4, all popular clusters in phase i are superclustered into
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clusters of Pi+1. Thus they do not belong to Ui. It follows that centers of clusters of Ui do not
belong to Wi. Thus, since C ∈ Ui, by Theorem 2.1, in the interconnection step of phase i the center
rC of C knows the distance to rC′ . So rC adds a shortest rC − rC′ path to the spanner H.
We now provide an upper bound on the distance in H between neighboring clusters in G.
Lemma 2.15. Consider a pair of indices 0 ≤ j < i ≤ `, and a pair of neighboring clusters C ∈
Uj and C
′ ∈ Ui. Let w be some vertex in C, and let rC′ be the center of the cluster C ′. Let ρ < 1.
Then, there is a path in H between w and rC′ of length at most 3Rj + 1 +Ri.
Proof. Let (z′, z) ∈ E be an edge such that z ∈ C and z′ ∈ C ′ (see Figure 6 for an illustration). We
will first consider phase j. Let C ′′ ∈ Pj be the cluster such that z′ ∈ C ′′, that is, C ′′ is the cluster
of z′ in the jth phase. Observe that C ∈ Uj , and dG(C,C ′′) = 1. Then by Lemma 2.3, we have
dG(rC , rC′′) ≤ 2Rj + 1. Note that 2Rj + 1 ≤ −j + 2Rj = δj , for all j ∈ [0, `]. Thus, a shortest rC −
rC′′ path was added to H in the interconnection step of phase j. By Lemma 2.3, there is a path
from w to rC in H of length at most Rj , and there is a path from rC′′ to rC′ of length at most Ri.
Note also that −j ≤ Rj . Thus, dH(w, rC′) ≤ dH(w, rC) + dH(rC , rC′′) + dH(rC′′ , rC′) ≤ 3Rj + 1 +
Ri.
Figure 6: The path in the spanner H from w to RC′ . In the figure, the dotted ovals represent
clusters in Uj , and the large oval represents a cluster in Ui. The dashed line represents an edge in
G, and the solid lines represent the path in the spanner H.
Since Ri+1 =
2
ρ
−i + (5/ρ)Ri, and since ρ < 1 and j < i, we have 3Rj ≤ Ri. It follows that:
dH(w, rC′) ≤ 3Rj + 1 +Ri ≤ 2Ri + 1. (12)
We are now ready to analyze the stretch of our spanner. Recall that for every index i, the set
U (i) is the union of all sets U0, U1, . . . , Ui.
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Figure 7: The path in the spanner H from x to y. In the figure, the dashed lines represent the
path in the spanner H that is not necessarily a shortest path in G. The solid line represents the
path in H, that is also a shortest path in G.
Lemma 2.16. Assume  ≤ 110 and ρ ≥ 10. Consider a pair of vertices u, v ∈ V . Fix a shortest
path pi(u, v) between them in G, and suppose that for some i ≤ ` all the vertices of pi(u, v) are all
clustered in the set U (i). Then,
dH(u, v) =
(
1 + (30 ·  · i)ρ−1) dG(u, v) + 6 i∑
j=0
Rj · 2i−j (13)
Proof. The proof is by induction on i. For the base case, i = 0, all the vertices on pi(u, v) are
U0-clustered, and so all the edges of the path are in the spanner, and dG(u, v) = dH(u, v).
For the induction step, we first consider a pair of vertices x, y such that there is a path pi(x, y)
in G of length at most −i, and such that all the vertices on the path are clustered in the set U (i).
To simplify presentation, we will imagine that the vertices of pi(x, y) appear from left to right (see
Figure 7 for an illustration), where x (respectively, y) is the leftmost (respectively, rightmost) vertex
of the path. Let zl, zr be the leftmost and rightmost Ui-clustered vertices on pi(x, y), respectively,
and let Cl, Cr (rCl , rCr) be their respective clusters (cluster centers).
We note that it is possible that zl, zr belong to the same cluster, i.e, Cl = Cr. However, this
case is simpler, as in the analysis the path between the cluster centers rCl , rCr will simply be an
empty path. We also note that it is possible that there is no Ui-clustered vertex on the path pi(x, y).
In this case, we can take i′ to be the maximal index such that there is a vertex on pi(x, y) that
is Ui′-clustered. Replacing the index i with an index i
′ such that i′ < i will only decrease the
bound on the distance between x, y in H. Therefore, without loss of generality, we assume that
there exists a vertex on pi(x, y) that is Ui clustered. Let wl (respectively, wr) be the neighbor of
zl (respectively, zr) on the sub-path pi(x, zl) (respectively, pi(zr, y)). Observe that wl, wr are U
(i−1)
clustered. By eq. (12), dH(wl, rCl) ≤ 2Ri + 1 and dH(rCr , wr) ≤ 2Ri + 1.
Note that as |pi(x, y)| ≤ −i, we have:
dG(rCl , rCr) ≤ dG(rCl , zl) + dG(zl, zr) + dG(zr, rCr) ≤ dG(zl, zr) + 2Ri ≤ −i + 2Ri = δi.
From this and from the fact that Cl, Cr ∈ Ui, it follows that a shortest path between rCl , rCr was
added to the spanner H in the interconnection step of phase i. Thus dG(rCl , rCr) = dH(rCl , rCr),
and dH(rCl , rCr) ≤ dG(zl, zr) + 2Ri.
As all the vertices in the sub-paths pi(x,wl), pi(wr, y) are U
(i−1) clustered, the induction hypoth-
esis applies to them. Hence
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dH(x,wl) ≤
(
1 + (30(i− 1)) · ρ−1) · dG(x,wl) + 6∑i−1j=1Rj · 2i−1−j
dH(wr, y) ≤
(
1 + (30(i− 1)) · ρ−1) · dG(wr, y) + 6∑i−1j=1Rj · 2i−1−j .
Therefore dH(x, y) is bounded by:
dH(x, y) ≤ dH(x,wl) + dH(wl, rCl) + dH(rCl , rCr) + dH(rCr , wr) + dH(wr, y)
≤ dH(x,wl) + 2Ri + 1 + dG(zl, zr) + 2Ri + 2Ri + 1 + dH(wr, y)
≤ (1 + (30(i− 1))·ρ−1) dH(x, y) + 6Ri + 2 · 6∑i−1j=1Rj · 2i−1−j
=
(
1 + (30(i− 1))·ρ−1) dH(x, y) + 6∑ij=1Rj · 2i−j .
(14)
Figure 8: The path between u, v in G is divided into segments of length −i (the last segment can
be shorter).
Now, consider a pair u, v ∈ V such that all vertices of pi(u, v) are U (i) clustered, but pi(u, v) may
be of an arbitrarily large length. We divide the path into segments of length exactly −i, except
for maybe one segment that can be shorter (see Figure 8). By eq. (14):
dH(u, v) ≤
(
1 + 30(i−1)ρ
)
dG(u, v) +
⌊
dG(u,v)
−i
⌋
6
∑i
j=1Rj · 2i−j + 6
∑i
j=1Rj · 2i−j
≤ dG(u, v)
[(
1 + 30(i−1)ρ
)
+ 6i ·∑ij=1Rj · 2i−j]+ 6∑ij=1Rj · 2i−j . (15)
It is left to show that 6i ·∑ij=1Rj · 2i−j ≤ 30ρ .
First, we will provide an upper bound on 6
∑i
j=1Rj · 2i−j . Recall that by eq. (7), Ri ≤ (4/ρ) ·
−(i−1). It follows that 6
∑i
j=1Rj · 2i−j ≤ 6
∑i
j=1(4/ρ) · −(j−1) · 2i−j = 24/(ρ · i−1 · (1− 2)).
Recall that  < 110 . Thus
6
∑i
j=1Rj · 2i−j ≤ 24ρ·i−1·(1−2) ≤ 30ρ·i−1 . (16)
This yields: 6i ·∑ij=1Rj · 2i−j ≤ i · 30/(ρ · i−1) = (30)/ρ. To conclude,
dH(u, v) ≤ dG(u, v)
[
1 + 30··(i−1)ρ +
30
ρ
]
+ 6
i∑
j=1
Rj2
i−j ≤ dG(u, v)
(
1 + 30··iρ
)
+ 6
i∑
j=1
Rj2
i−j .
Recall that by Corollary 2.5, all vertices in V are U (`)-clustered, thus for any pair of vertices,
the condition of Lemma 2.16 holds for i = ` and for every vertex v ∈ V there is an index i such
that v is Ui-clustered. By Lemma 2.16 and eq. (16),
Corollary 2.17. For every pair u, v ∈ V , for ρ ≥ 10, dH(u, v) ≤
(
1 + 30··`ρ
)
· dG(u, v) + 30ρ·`−1 .
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2.4.4 Rescaling In this section, we rescale  to obtain a (1+, β)-spanner. Set ′ = (30 ·  · `)/ρ.
The condition  < 110 now translates to (
′ · ρ)/(30`) < 1/10, i.e, ′ < 3`ρ . We replace it with a
much stronger condition, ′ < 1. The condition ρ ≥ 10 translates to ρ = (30 ·  · `)/′ > 10, i.e.,
′ < 3`, which holds trivially for ′ < 1 and ` ≥ 1.
It follows that the additive term of the stretch now translates to 30
ρ·`−1 ≤
(
30·`
ρ·′
)`
.
Denote β = ((30 · `)/(ρ · ′))` . Observe that
β = ((30 · `)/(ρ · ′))` = −`. (17)
Thus we obtain stretch
(
1 + ′, ((30 · `)(ρ · ′))`
)
.
Recall that ` = blog κρc+ dκ+1κρ e − 1 ≤ log κρ+ ρ−1 +O(1). It follows that:
β =
(
30 · `
ρ · ′
)`
=
(
30 · (log κρ+ ρ−1 +O(1))
ρ · ′
)log κρ+ρ−1+O(1)
.
By Corollary 2.13 and eq. (17), the number of edges in the spanner H is:
|H| = O(n1+1/κ · −`) = O(β · n1+1/κ).
By Corollary 2.9 and eq. (17), the time required to construct the spanner H is:
O
(
nρ · ρ−1−`) = O (β · nρ · ρ−1) .
Denote now  = ′.
Corollary 2.18. For any parameters 0 <  ≤ 1, κ ≥ 2, and 1/κ ≤ ρ < 1/2, and any n-vertex
graph G = (V,E), our algorithm constructs a (1 + , β) − spanner with O(β · n1+1/κ) edges, in
O
(
β · nρ · ρ−1) deterministic time in the CONGEST model, where
β =
(
O
(
log κρ+ ρ−1
)
ρ · 
)log κρ+ρ−1+O(1)
. (18)
References
[AB15] Amir Abboud and Greg Bodwin. The 4/3 additive spanner exponent is tight. CoRR,
abs/1511.00700, 2015.
[ABCP93] Baruch Awerbuch, Bonnie Berger, Lenore Cowen, and David Peleg. Near-linear cost
sequential and distribured constructions of sparse neighborhood covers. In 34th An-
nual Symposium on Foundations of Computer Science, Palo Alto, California, USA, 3-5
November 1993, pages 638–647, 1993.
[ABP17] Amir Abboud, Greg Bodwin, and Seth Pettie. A hierarchy of lower bounds for sublinear
additive spanners. In Proceedings of the Twenty-Eighth Annual ACM-SIAM Symposium
on Discrete Algorithms, SODA 2017, Barcelona, Spain, Hotel Porta Fira, January 16-
19, pages 568–576, 2017.
17
[ACIM99] Donald Aingworth, Chandra Chekuri, Piotr Indyk, and Rajeev Motwani. Fast estima-
tion of diameter and shortest paths (without matrix multiplication). SIAM J. Comput.,
28(4):1167–1181, 1999.
[ADD+93] Ingo Altho¨fer, Gautam Das, David P. Dobkin, Deborah Joseph, and Jose´ Soares. On
sparse spanners of weighted graphs. Discrete & Computational Geometry, 9:81–100,
1993.
[AGLP89] Baruch Awerbuch, Andrew V. Goldberg, Michael Luby, and Serge A. Plotkin. Network
decomposition and locality in distributed computation. In 30th Annual Symposium on
Foundations of Computer Science, Research Triangle Park, North Carolina, USA, 30
October - 1 November 1989, pages 364–369, 1989.
[AP90] Baruch Awerbuch and David Peleg. Sparse partitions (extended abstract). In 31st
Annual Symposium on Foundations of Computer Science, St. Louis, Missouri, USA,
October 22-24, 1990, Volume II, pages 503–513, 1990.
[Awe85] Baruch Awerbuch. Complexity of network synchronization. J. ACM, 32(4):804–823,
1985.
[BEG15] Leonid Barenboim, Michael Elkin, and Cyril Gavoille. A fast network-decomposition
algorithm and its applications to constant-time distributed computation - (extended ab-
stract). In Structural Information and Communication Complexity - 22nd International
Colloquium, SIROCCO 2015, Montserrat, Spain, July 14-16, 2015, Post-Proceedings,
pages 209–223, 2015.
[BKMP10] Surender Baswana, Telikepalli Kavitha, Kurt Mehlhorn, and Seth Pettie. Additive
spanners and (alpha, beta)-spanners. ACM Trans. Algorithms, 7(1):5:1–5:26, 2010.
[BR11] Aaron Bernstein and Liam Roditty. Improved dynamic algorithms for maintaining ap-
proximate shortest paths under deletions. In Proceedings of the Twenty-Second Annual
ACM-SIAM Symposium on Discrete Algorithms, SODA 2011, San Francisco, Califor-
nia, USA, January 23-25, 2011, pages 1355–1365, 2011.
[BS07] Surender Baswana and Sandeep Sen. A simple and linear time randomized algorithm for
computing sparse spanners in weighted graphs. Random Struct. Algorithms, 30(4):532–
563, 2007.
[CE05] Don Coppersmith and Michael Elkin. Sparse source-wise and pair-wise distance pre-
servers. In Proceedings of the Sixteenth Annual ACM-SIAM Symposium on Discrete
Algorithms, SODA 2005, Vancouver, British Columbia, Canada, January 23-25, 2005,
pages 660–669, 2005.
[Coh98] Edith Cohen. Fast algorithms for constructing t-spanners and paths with stretch t.
SIAM J. Comput., 28(1):210–236, 1998.
[DGP07] Bilel Derbel, Cyril Gavoille, and David Peleg. Deterministic distributed construction of
linear stretch spanners in polylogarithmic time. In Distributed Computing, 21st Interna-
tional Symposium, DISC 2007, Lemesos, Cyprus, September 24-26, 2007, Proceedings,
pages 179–192, 2007.
18
[DGPV08] Bilel Derbel, Cyril Gavoille, David Peleg, and Laurent Viennot. On the locality of
distributed sparse spanner construction. In Proceedings of the Twenty-Seventh An-
nual ACM Symposium on Principles of Distributed Computing, PODC 2008, Toronto,
Canada, August 18-21, 2008, pages 273–282, 2008.
[DGPV09] Bilel Derbel, Cyril Gavoille, David Peleg, and Laurent Viennot. Local computation
of nearly additive spanners. In Distributed Computing, 23rd International Symposium,
DISC 2009, Elche, Spain, September 23-25, 2009. Proceedings, pages 176–190, 2009.
[DHZ00] Dorit Dor, Shay Halperin, and Uri Zwick. All-pairs almost shortest paths. SIAM J.
Comput., 29(5):1740–1759, 2000.
[DMZ10] Bilel Derbel, Mohamed Mosbah, and Akka Zemmari. Sublinear fully distributed parti-
tion with applications. Theory Comput. Syst., 47(2):368–404, 2010.
[Elk01] Michael Elkin. Computing almost shortest paths. In Proceedings of the Twentieth An-
nual ACM Symposium on Principles of Distributed Computing, PODC 2001, Newport,
Rhode Island, USA, August 26-29, 2001, pages 53–62, 2001.
[Elk05] Michael Elkin. Computing almost shortest paths. ACM Trans. Algorithms, 1(2):283–
323, 2005.
[Elk07] Michael Elkin. A near-optimal distributed fully dynamic algorithm for maintaining
sparse spanners. In Proceedings of the Twenty-Sixth Annual ACM Symposium on Prin-
ciples of Distributed Computing, PODC 2007, Portland, Oregon, USA, August 12-15,
2007, pages 185–194, 2007.
[EN16] Michael Elkin and Ofer Neiman. Hopsets with constant hopbound, and applications
to approximate shortest paths. In IEEE 57th Annual Symposium on Foundations of
Computer Science, FOCS 2016, 9-11 October 2016, Hyatt Regency, New Brunswick,
New Jersey, USA, pages 128–137, 2016.
[EN17] Michael Elkin and Ofer Neiman. Efficient algorithms for constructing very sparse span-
ners and emulators. In Proceedings of the Twenty-Eighth Annual ACM-SIAM Sympo-
sium on Discrete Algorithms, SODA 2017, Barcelona, Spain, Hotel Porta Fira, January
16-19, pages 652–669, 2017.
[ENS15] Michael Elkin, Ofer Neiman, and Shay Solomon. Light spanners. SIAM J. Discrete
Math., 29(3):1312–1321, 2015.
[EP01] Michael Elkin and David Peleg. (1+epsilon, beta)-spanner constructions for general
graphs. In Proceedings on 33rd Annual ACM Symposium on Theory of Computing,
July 6-8, 2001, Heraklion, Crete, Greece, pages 173–182, 2001.
[ES82] Paul Erdo¨s and Miklo´s Simonovits. Compactness results in extremal graph theory.
Combinatorica, 2(3):275–288, 1982.
[EZ06] Michael Elkin and Jian Zhang. Efficient algorithms for constructing (1+epsilon, beta)-
spanners in the distributed and streaming models. Distributed Computing, 18(5):375–
385, 2006.
19
[GK18] Mohsen Ghaffari and Fabian Kuhn. Derandomizing distributed algorithms with small
messages: Spanners and dominating set. In 32nd International Symposium on Dis-
tributed Computing, DISC 2018, New Orleans, LA, USA, October 15-19, 2018, pages
29:1–29:17, 2018.
[GP17] Ofer Grossman and Merav Parter. Improved deterministic distributed construction
of spanners. In 31st International Symposium on Distributed Computing, DISC 2017,
October 16-20, 2017, Vienna, Austria, pages 24:1–24:16, 2017.
[HKN16] Monika Henzinger, Sebastian Krinninger, and Danupon Nanongkai. A deterministic
almost-tight distributed algorithm for approximating single-source shortest paths. In
Proceedings of the 48th Annual ACM SIGACT Symposium on Theory of Computing,
STOC 2016, Cambridge, MA, USA, June 18-21, 2016, pages 489–498, 2016.
[KMW18] Fabian Kuhn, Yannic Maus, and Simon Weidner. Deterministic distributed ruling
sets of line graphs. In Structural Information and Communication Complexity - 25th
International Colloquium, SIROCCO 2018, Ma’ale HaHamisha, Israel, June 18-21,
2018, Revised Selected Papers, pages 193–208, 2018.
[Pel00] David Peleg. Distributed computing: A locality-sensitive approach. 01 2000.
[Pet09] Seth Pettie. Low distortion spanners. ACM Trans. Algorithms, 6(1):7:1–7:22, 2009.
[Pet10] Seth Pettie. Distributed algorithms for ultrasparse spanners and linear size skeletons.
Distributed Computing, 22(3):147–166, 2010.
[PS89] David Peleg and Alejandro A. Scha¨ffer. Graph spanners. Journal of Graph Theory,
13(1):99–116, 1989.
[PS96] Alessandro Panconesi and Aravind Srinivasan. On the complexity of distributed net-
work decomposition. J. Algorithms, 20(2):356–374, 1996.
[PU87] David Peleg and Jeffrey D. Ullman. An optimal synchronizer for the hypercube. In Pro-
ceedings of the Sixth Annual ACM Symposium on Principles of Distributed Computing,
Vancouver, British Columbia, Canada, August 10-12, 1987, pages 77–85, 1987.
[PU89] David Peleg and Eli Upfal. A trade-off between space and efficiency for routing tables.
J. ACM, 36(3):510–530, 1989.
[RTZ05] Liam Roditty, Mikkel Thorup, and Uri Zwick. Deterministic constructions of approxi-
mate distance oracles and spanners. In Automata, Languages and Programming, 32nd
International Colloquium, ICALP 2005, Lisbon, Portugal, July 11-15, 2005, Proceed-
ings, pages 261–272, 2005.
[SEW13] Johannes Schneider, Michael Elkin, and Roger Wattenhofer. Symmetry breaking de-
pending on the chromatic number or the neighborhood growth. Theor. Comput. Sci.,
509:40–50, 2013.
[SS99] Hanmao Shi and Thomas H. Spencer. Time-work tradeoffs of the single-source shortest
paths problem. J. Algorithms, 30(1):19–32, 1999.
20
[TZ01] Mikkel Thorup and Uri Zwick. Approximate distance oracles. In Proceedings on 33rd
Annual ACM Symposium on Theory of Computing, July 6-8, 2001, Heraklion, Crete,
Greece, pages 183–192, 2001.
[TZ06] Mikkel Thorup and Uri Zwick. Spanners and emulators with sublinear distance er-
rors. In Proceedings of the Seventeenth Annual ACM-SIAM Symposium on Discrete
Algorithms, SODA 2006, Miami, Florida, USA, January 22-26, 2006, pages 802–809,
2006.
21
A Detecting Popular Clusters
Given a graph G = (V,E), a set of clusters Pi centered around the vertices in Si, parameters
δi, degi, we say that the cluster C and its center rC are popular if |Γ(δi)(rC) ∩ Si| ≥ degi, that is,
if the center rC has at least degi cluster centers within distance δi from it. This section provides a
procedure that allows each cluster center rC for C ∈ Pi to know if it is popular.
The procedure runs a modified BFS exploration from each vertex rC ∈ Si. In this exploration,
each vertex u ∈ V maintains a list of all the cluster centers it learned about and the shortest known
distance to them. The algorithm runs for δi phases. We note that the phases of this algorithm are
different from the phases of the main algorithm described in Section 2. Phase 0 consists of a single
round. Each phase i > 0 consists of degi rounds. Intuitively, the phases can be thought of as single
rounds, in which vertices can send degi messages. In round 0 (also called phase 0), each vertex
rC ∈ Si sends the message 〈rC , 0〉 to all its neighbors. The first part of the message is the ID of
the original sender. The second part is the distance that the message has traversed so far. In each
phase i > 0, each vertex u ∈ V increments the distance on each message it received in the previous
phase, and forwards these messages. Note that in each phase j > 0, i.e., rounds degi · (j− 1) + 1 to
degi · j for 1 ≤ j ≤ δi, each vertex sends messages that traversed exactly j−1 edges before reaching
it. If a vertex v ∈ V received messages of the form 〈rC , j〉 regarding more than degi centers, it will
arbitrarily choose degi of these messages and forward them. All other messages are discarded, i.e.,
they will never be sent.
If a center rC ∈ Si receives messages regarding at least degi other clusters, it joins A. Each
vertex u maintains a list of all the first degi vertices it has learned about. The vertex u maintains
the shortest known distance to them, and its neighbor from which the message regarding each such
center arrived. This is in order to trace back a shortest path from u to vertices it has learned about.
The pseudo-code of the algorithm (Algorithm 1) is provided below.
Procedure 1 Number of near neighbors
1: Input: graph G = (V,E), a set of clusters Pi, parameters degi, δi
2: Output: a set A.
3: Each vertex v ∈ V initializes a list of centers it learned about and their distance from it as an
empty list.
4: Each rC ∈ Si sends 〈rC .ID, 0〉
5: for j = 1 to δi do
6: for degi rounds do
7: if v received at most degi messages 〈rC , j − 1〉 then
8: For each received messages 〈rC , j − 1〉, v sends 〈rC , j〉
9: if v received more than degi messages 〈rC , j − 1〉 then
10: For arbitrary degi received messages 〈rC , j − 1〉, v sends 〈rC , j〉
11: Each rC ∈ Si that has learned about at least degi other centers joins A.
Next, we show that when the algorithm terminates, each vertex u ∈ V maintains information
regarding some of the centers in Si that are close to it. That is, u knows the IDs of these vertices,
its distance to them, and its neighbor that informed it of them.
Lemma A.1. When Algorithm 1 terminates, each vertex u ∈ V knows at least min{degi, |Γ(δi)(u)∩
Si|} centers from Si with distance at most δi from u.
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Proof. We will prove by induction on the index of the phase j, that by the end of phase j, for all
j ≥ 0, each vertex u knows at least min{degi, |Γ(j)(u) ∩ Si|} centers from Si with distance at most
j from u.
For j = 0 the claim is trivial since Γ(0)(u) = {u}.
For j > 0, assume inductively that by the end of phase j − 1, each vertex v ∈ V knows
min{degi, |Γ(j−1)(v) ∩ Si|} centers from Si with distance at most j − 1 from it.
Let j > 0 and let u be a vertex. The immediate neighbors of u in G have exactly |Γ(j)(u) ∩ Si|
distinct vertices from Si within distance at most j − 1 from them. By the induction hypothesis,
each vertex v which is a neighbor of u knows at least min{degi, |Γ(j−1)(v) ∩ Si|} centers from Si
within distance at most j − 1 from it.
If one of these neighbors has at least degi vertices from Si within distance exactly j− 1 from it,
then it has sent degi messages to u in phase j. Thus by the end of phase j, u knows at least degi
vertices from Si within distance at most j from it and the claim holds. Otherwise, in phase j, each
vertex v which is a neighbor of u, sent to u messages regarding all vertices in Si within distance
exactly j − 1 from v. Moreover, by the induction hypothesis, at the end of phase j − 1, the vertex
u already knows min{degi, |Γ(j−1)(u) ∩ Si|} centers from Si with distance at most j − 1 from u.
It follows that by the end of phase j, the vertex u knows min{degi, |Γ(j)(u) ∩ Si|} centers from Si
with distance at most j from it.
We are now ready to prove Theorem 2.1. For convenience, it is stated here again:
Theorem 2.1 Given a graph G = (V,E), a collection of clusters Pi centered around vertices
Si and parameters δi, degi, Algorithm 1 returns a set A in O(degi · δi) time such that:
1. A is the set of all centers of popular clusters from Pi.
2. Every cluster center rC ∈ Si that did not join A knows the identities of all the centers rC′ ∈
Si such that dG(rC , rC′) ≤ δi. Furthermore, for each pair of such centers rC , rC′, there is a
shortest path pi between them such that all vertices on pi know their distance from rC′.
Proof. (1) Let C ∈ Pi be a popular cluster, i.e., rC has at least degi other centers in Si within
distance δi from it. By Lemma A.1, when the algorithm terminates, rC knows at least degi other
cluster centers from Si. Thus it joins A.
Let rC ∈ A. Observe that rC joined A because it learned about at least degi clusters within
distance δi from it. Thus it is a popular cluster.
(2) Let rC ∈ Si\A. Since rC did not join A, it has learned about less than degi other cluster
centers from Si. Therefore, by Lemma A.1, the vertex u has learned about min{degi, |Γ(δi)(rC) ∩
Si|} = |Γ(δi)(rC)∩ Si| vertices in Si with distance at most δi from it. Hence it knows the identities
of all the centers rC′ ∈ Si such that dG(rC , rC′) ≤ δi.
Let rC be a center that did not join A, and let rC′ be a center dG(rC′ , rC) ≤ δi. The messages
regarding rC′ reached rC along some shortest (rC′ , rC) path pi. Since each vertex v ∈ V maintains a
list with all (up to degi) the centers it has learned about and the distances to them, all the vertices
on the shortest path pi know their distance to rC′ .
The running time of Algorithm 1 is trivially O(degi · δi), as it is executed for δi phases, each of
which lasts up to degi rounds.
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B Previous Results
In this section, we review relevant previous results for near-additive spanners.
authors model stretch size running time
[EP01] centralized, deterministic (1 + , 4) O(−1n
4
3 ) O(mn
2
3 )
[EP01] centralized, deterministic (1 + , β) O
(
βn1+1/κ
)
O˜(m · n)
β =
(
log κ

)log κ
(1 + , β′) O
(
β′n1+1/κ
)
O˜(n2+ρ)
β′ = max{
(
log κ

)log κ
, κ−log ρ}
[Elk05] CONGEST, deterministic (1 + , β) O(n1+1/κ) O(n1+
1
2κ )
β =
(
κ

)O(log κ) · ρ−1ρ−1
1
2κ < ρ <
1
2κ +
1
3
[EZ06] CONGEST, randomized (1 + , β), O(n1+1/κ) O(nρ)
β =
(
κ

)O(log κ) · ρ−1ρ−1 Or
β =
(
κlog κ

)O(log κ) · ρ−1ρ−1
1
2κ < ρ <
1
2κ +
1
3
[TZ06] centralized, randomized
(
1 + ,
(
O(1)

)κ)
O(n1+
1
κ ) O(mn1/κ)
[DGP07] LOCAL, deterministic (1 + , 8log n) O(n
3
2 ) O(1 log n)
[DGPV08] LOCAL, deterministic (1 + , 2) O(−1n
3
2 ) O(−1)
[DGPV09] LOCAL, deterministic (1 + , O(1 )
κ−2) O(−κ+1n1+1/κ) O(1)
(1 + , β), β =
(
log κ

)O(log κ)
O(βn1+1/κ) O(β · 2O(
√
logn))
(1 + , β), β =
(
logn

)O(log logn)
O(βn) O(β · log n)
[Pet09] centralized, randomized
(
1 + , O
(
−1 · log logn)log logn) O (nlog log(−1log log n)) NA
[Pet09] centralized, randomized
(
1 + , O
(
−1 · log logn)log logn) O ((1 + )n) NA
[Pet10] CONGEST, randomized
(
1 + , O
(
log κ+ρ−1

)logφ κ+ρ−1)
O
(
n1+1/κ
(
log κ

)φ)
O˜(nρ)
φ = 1+
√
5
2
[ABP17] centralized, randomized (1 + , O( log κ )
log κ−1) O(( log κ )
hκ log κn1+
1
κ ), hκ <
3
4 NA
[EN17] CONGEST, randomized (1 + , β) O(n1+
1
κ ) O(nρ · ρ−1 · β · log n)
β = O
(
log κ+ρ−1

)log(κ)+ρ−1
New CONGEST, deterministic (1 + , β) O
(
β · n1+1/κ) O (β · nρ · ρ−1)
β =
(
O(log κρ+ρ−1)
ρ·
)log κρ+ρ−1+O(1)
Table 2: Previous results for near-additive spanners
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