In this paper we study the behavior of the gas in the gravitational field of a barred spiral. The gas-code used permits a much higher resolution and consequently also a lower numerical viscosity than in earlier published results obtained with other fully two-dimensional gas-codes. This capability is obtained through the use of much larger grid sizes (about 12,000 points as compared to 3200 in most earlier calculations) and of a windowing technique which allows us to continue a calculation with a finer mesh on a subregion of the original grid. Further improvement was obtained by using Godunov's method instead of the beam scheme.
I. INTRODUCTION
Since the pioneering work of Sorensen, Matsuda, and Fujimoto (1976) and Sanders and Huntley (1976) , significant improvement has been obtained in our understanding of the gas flow in barred spirals. Most of the papers dealing with this subject are based on calculations with two-dimensional (2-D) gas-dynamical codes, such as the "beam scheme" (Sanders and Prendergast 1974) with a cell size on the order of 300 pc (e.g., Huntley, Sanders, and Roberts 1978; Sanders and Tubbs 1980) . The coarseness of the adopted grid, in combination with the properties of the beam scheme, leads to a very high numerical viscosity in those studies and also to a lack of resolution in the bar region.
In the actual interstellar medium, the viscosity is probably largely due to inhomogeneities over a whole 'The National Radio Astronomy Observatory is operated by Associated Universities, Inc., under contract with the National Science Foundation.
2 This work was supported in part by the National Science Foundation under grant AST-7909935; partial support was also received under NASA contract NASI-15810 while in residence at ICASE. spectrum of scales (e g., cloud and intercloud components). The lack of star formation and the smoothness of the dark dust lanes may indicate that the bar region is pervaded by a more homogeneous interstellar medium with a lower viscosity than that characteristic of the outer regions where the spiral structure is often more patchy and ragged. In this paper, we examine the effects of such a reduced viscosity through high-resolution time-dependent gas-dynamical calculations.
In a "steady state" gas-dynamical study based on an asymptotic analysis in appropriate regimes of the gas flow, Roberts, Huntley, and van Albada (1979) already obtained a high resolution and low viscosity. This allowed them to identify, with more confidence than previously possible, the dark, narrow dust lanes often observed along the leading edges of the bar structure as tracers of large-scale galactic shocks. Through this steady state study, viscosity emerged as an important parameter that influences the location of the shocks. Furthermore, a strong postshock outflow was discovered in a representative model (model r-FS), a phenomenon not previously found in any of the time-dependent, 2-D studies.
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The aim of the present paper is to analyze these differences between the steady state and existing timedependent studies and to determine to what extent these differences stem from the limited resolution of the latter or the simplifying asymptotic analysis of the former. We proceed via a high-resolution, low-viscocity timedependent study. In order to obtain the desired fine mesh, we use a much larger number of points in the calculation (over 12,000) as compared with 3200 in most earlier work. We further refine the mesh by confining our calculations to the region of interest only. Appropriate boundary conditions for this region are obtained by first calculating the gas flow in a larger region. We denote this as the "windowing" technique. As we shall demonstrate in § II, the use of a fine mesh also serves to lower the numerical viscosity for the numerical code used. The progressively increased resolution and consequently reduced viscosity lead to the following results:
1. The shock shifts progressively back toward the potential minimum.
2. Postshock outflow is observed in a region approximately 100 pc wide and several kpc in length at the highest resolution obtained.
3. The pileup of gas in the region where the bar breaks into spiral arms is even more pronounced than that in the steady state calculations.
4. The breaking of the gas response from bar to spiral arms is quite sharp.
These and other results are presented in § III. The model and the hydrodynamic equations governing the gaseous disk are discussed in § II. There we also describe § II our calculation procedure, the gas-dynamical codes adopted, and the windowing technique which makes it possible to achieve a high resolution.
II. MATHEMATICAL TECHNIQUES a) Potential and Gas Properties
In order to allow a comparison between the results of our 2-D, time-evolutionary calculations in the present paper and the results of the steady state study, we adopt model T+S from Roberts et al The potential in the plane of the galaxy for this model is given by the following equation: Figure 1 shows the rotation curve corresponding to % 0 (r). If may be thought of as being due to a thin Toomre (1963) disk and a small inhomogeneous spheroid. The phase 0 o (r) depends on radius in such a way that the perturbing potential is barlike inside approximately 7 kpc and spiral-like further out. % ^r) is described in Roberts et al. The pattern speed Ü p is taken as 11.5 km s -1 kpc -1 , placing corotation at 15 kpc. We assume the interstellar gas to be an ideal, isothermal gas with a velocity of sound of 20 km s -1 . No explicit viscosity is included; the viscosity in our calculations is the numerical viscosity inherent to the numerical codes used.
b) The Gas Dynamics Program Ideally, we try to solve the equations governing the flow of an ideal isothermal nonviscous gas in a frame of reference corotating with the bar:
pu+ V'puu+a 2 Vp=pA(x,u) + uS(p,x), (2b) Fig. 1 .-Rotation curve corresponding to the unperturbed part of the potential. The bump in the inner part is caused by the inhomogeneous spheroid. It has the effect of raising the peak of the (£2 -/c/2)-curve above the pattern speed of 11.5 km s 1 , thus creating an inner Lindblad resonance (in the linear analysis). VAN ALBADA AND ROBERTS where p is the gas density, u is the velocity, and x the position vector; a is the velocity of sound, S' is a source term for the mass, and A is the total acceleration, including the Coriolis and centripetal forces due to the rotating frame of reference adopted. The use of a finite difference scheme of any type necessarily adds viscous and diffusive terms to the actual equations solved. The magnitude of these terms depends on the particular code, on the grid spacing Ax, and on the time step Al It should go to zero for Ax, Ar->0 with Ax/A/ constant. Our 2-D, time-dependent calculations are carried out with three different first-order accurate, isothermal gasdynamical codes. One code would actually suffice; however, we developed a calculation procedure whereby various codes can be applied successively and interchangeably in order to provide a means for comparison of results and to take advantage of particular attributes inherent in each of the codes. In all cases, time splitting is used, mainly for reasons of simplicity. This requires each time step in a 2-D calculation to consist of two passes through the grid: the first one evaluating the advection (transport) in the x-direction; the second one the advection in the ^-direction only. For increased accuracy, pairs of time steps of equal length are applied successively; the first determines the x-advection and then the t-advection (an x-y time step); the second is a y-x time step. The contributions of the source terms, such as accelerations, are evaluated separately from the advection, leading to the program structure depicted in Table 1 .
The calculations are carried out on a regular cartesian grid. The grid spacings in x and y are chosen to be the same in some calculations and different in others. We make use of the twofold symmetry guaranteed by the periodicity in polar angle 6 with period tt and calculate only over the right half-plane with the y-axis as one boundary. To obtain the total flow over the full x-y plane, as used for the displays in this paper, we reflect the results calculated in the right half-plane to the left half-plane (x->-x, "T)-The three different gas-dynamical codes used in our calculations are: (1) the Godunov method (Godunov 1959) , (2) a "flux-splitting method" based on ideas communicated by B. van Leer, and (3) the "beam scheme" originally developed by Prendergast. Of these three methods, the Godunov method serves as the basis of calculation for most of the results which we will present in this paper. It has excellent stability properties and a low viscosity for a first-order scheme. Its main drawback is its complexity. We use the characteristic method because of its simplicity and calculational speed. In tests it generally behaved very much like Godunov's method, but its properties are not yet completely understood. This method is applied only in the early stages of the calculations. For purposes of comparison, we also use the beam scheme, which has thus far been the most widely used code for astronomical applications to galaxies.
For sufficiently high flow velocities (|Wy\>a for the Godunov and flux-splitting methods, \u\\\>aJ3 for the beam scheme, where a is the velocity of sound and u i l the velocity parallel to the current pass through the grid), all three methods are essentially identical to donor-cell differencing, i.e., the transport across the boundary between two cells depends only on the values of the state quantities in the cell on the upstream side of the boundary. From Roache (1976, pp. 64-67) we can evaluate the approximate value for the diffusion terms (assuming steady state) that are added to the respective transport equations:
1. To the continuity equation-
2. To the transport equation for the transverse momentum-9(pw_l) num. diff. adding to the bulk viscosity. These terms are somewhat similar to those obtained for a true diffusive viscosity with a mean free path bkx{b arbitrary) and a diffusion velocity I w y 1/6, and go to zero with Ajt as required.
Since the diffusion velocity in the actual interstellar gas may be assumed to be comparable to the sound speed, which is generally much smaller than |W|||, the added terms would correspond to diffusion with a large mean free path (6>1).
In regions with very low velocities, the viscosity and diffusion for the Godunov and flux-splitting methods become very small. In the beam scheme a viscosity corresponding to diffusion with the sonic velocity and a mean free path of the order Ax remains.
The form of the diffusion coefficient for mass also explains the pileup of gas often observed, even in circularly symmetric force fields, at the points where the gas velocity relative to the grid is small, i.e., in the center and, for a rotating grid, at the grid corotation radius. In order for this diffusion coefficient to be zero where | w,, | is small, p has to be large, explaining the tendency for the models to show mass diffusion toward regions with low flow velocities.
c) Windowing Technique and Boundary Conditions
In order to be able to obtain a higher resolution for part of the grid, and a correspondingly lower viscosity, we developed a windowing technique. After having advanced the calculation on a certain grid to a point where a more or less steady state is attained, we can continue the calculation on a new, generally finer grid covering part of the original grid through the use of a linear interpolation procedure on the densities and the momenta. The philosophy behind this procedure is that the final result on the coarser grid will already be closer to the steady state for the finer grid than were the initial conditions, so that less time needs to be spent with the finer grid. We also felt that we could obtain somewhat better boundary conditions for the finer grid by first having calculated the gas flow on the larger grid.
In order to be able to apply boundary conditions, we use a border one zone wide outside the actual region of interest. Three different types of boundary conditions are used. Values along the left-hand boundary are chosen at all times to be those of the adjacent column turned upside down, thus mimicking the presence of the other half of the galaxy. For the other three boundaries, a boundary condition is used initially that gives them the same velocities, but only 0.9 times the density of the adjacent zones. At later times, when the calculation is continued on a window subregion of the original grid, interpolated values for the state quantities from the original grid are entered into the boundary zones, with the necessary correction for source terms. We apply this windowing technique only after the calculation on the larger grid has essentially attained a steady state. The basic assumption implied is that this steady state on the original grid would not differ substantially from the final steady state to be reached on the finer grid of the window. This assumption is not always exactly valid, but it is probably at least as good a hypothesis as the soft-edge boundary conditions used initially. In all cases, values for the flow quantities near to the edges of the displays are less rehable than those further in.
As indicated before, a pileup of gas occurs in the center of our model due to the diffusion properties inherent in the numerical codes used. At later stages in the windowing process, the remnants of this pileup occupy a fair number of zones in the window, owing to the reduced cell size of the grid in the window. It is also found that the flow pattern in this region shows a small-amplitude oscillatory behavior. In order to damp these oscillations and to reduce the central density enhancement, we allow mass to be removed from the central zones at a rate proportional to the square of the local density. The proportionality constant is chosen to be quite small so as not to affect directly the general flow outside the central region.
The results of the calculations presented in this paper are often displayed in the form of gas streamlines. The streamlines are determined only after considerable time evolution has been allowed to take place and the velocity field obtained can be assumed to represent a steady state. The streamlines are then determined via a secondorder accurate iterative method, using the velocities relative to the rotating frame of the bar.
A final remark must be made concerning the stability of the observed flows. All the calculations presented here represent a nearly steady state. However, we find that with the reduced numerical viscosity the flow will not always settle down to such a steady state, but may display a strong oscillatory behavior. This we found to be the case on a 120 pcX40 pc grid, essentially very similar to that discussed in § IIIc. A similar oscillation is found in preliminary results obtained with a secondorder code with an added, more physical, viscosity. Though in both cases one could blame the stability properties of the code, there is no physical reason to expect the flow in a barred spiral to be steady. We feel that the observed oscillations point to a real physical phenomenon that deserves further study.
in. RESULTS a) Full Plane (80X80 grid with 375 pcX375 pc cells) Flux-splitting method.-We consider first the results of our time-evolutionary calculations based on the Godunov and the flux-sphtting methods. In order to begin with a resolution that is equivalent to the resolution thus far achieved in previously published timedependent calculations (e.g., Huntley, Sanders, and VAN ALBADA AND ROBERTS Roberts 1978), we adopt for the full plane a grid with 6400 cells (80X80, i.e., only 40X80 in the half-plane calculation), each cell 375 pc on a side. Figure 2 shows the gas streamlines which characterize the flow pattern in this model after it has reached a near steady state, and further changes in the gas flow appear to be negligible. With the choice of pattern speed Q p = \\.5 km s~1 kpc -1 , corotation occurs at a radius of 15 kpc at the edge of the 30 kpc X 30 kpc grid, and the flow everywhere interior to this radius is clockwise. The position of the minimum of the perturbing potential is indicated.
In Figure 2 , no clear evidence exists for the presence of a shock along the bar. The lack of such a shock is in direct contrast to the results of the steady state study where a strong shock is quite evident with postshock outflow along the bar. These lower-resolution, highviscosity results show only a strongly oval flow pattern which makes a considerable angle with the bar axis. Inflow of gas into the "nucleus" proceeds at a high rate, e.g., we find that it takes a gas element about 0.71 Gyr to travel from 6.9 kpc out along the bar to 0.5 kpc.
The density distribution of the gas for this model is shown in Figure 3 . The crowding of the contour levels along the spiral arms indicates the presence of shocks there. However, in the bar region, it is evident that the combination of potential field and (numerical) viscosity do not lead to much of a barlike gas density distribution. The density distribution in the bar more resembles that which we would expect in late-transition-type bars such as M83 and M61 than in classical bars like NGC 1300 and NGC 5383 (refer to Sandage 1961 for photographs). The patchiness of the dust lanes and the presence of star formation in the bar region of M83 also suggest a less homogeneous and consequently more viscous interstellar medium.
b) Intermediate Resolution Window along the Bar
Structure {with 125 pcX6.25 pc cells) Godunov method.-In order to enhance the resolution in the region along the bar, we now consider a window containing a 156X156 grid cells, each cell of dimension 125 pcX62.5 pc. A length of 19.5 kpc is spanned by the window along the bar structure (156 cells X I25 pc per cell). Figure 4 shows the flow pattern for this window along the bar structure. Here for the first time in a time-evolutionary calculation, we see marginal evidence (fourth streamline from center) for the shock and postshock outflow along the bar structure. It is only at the resolution achieved here or at higher resolution that the postshock outflow predicted by the steady state study can be shown to indeed occur, though further out along the bar and with a much lower radial amplitude than that discovered in the steady state study. The width of the outflow region in the present time-evolutionary calculation cannot be reliably measured. In part because one would have to look virtually along the bar to measure the relevant component of the postshock outflow and in part because of the narrowness of this region, postshock outflow may be difficult to verify observationally. On the other hand, quite a bit of mass may be involved because the outflow occurs in the high density postshock gas. Figure 5 shows the contour map of the corresponding gas density distribution. The pileup of gas in the shock is now quite evident. The shock and the ridge of high gas density along the bar are not only prominent but also are narrow and rather straight. They are clearly offset toward the leading edge of the bar, but less so than the high density ridge in Figure 3 for the more viscous case. For purposes of comparison, the locus of the minimum of the perturbing potential is again indicated in Figures 4 and 5. It is now also clear that the transition from the straight shock along the bar to the shock along the spiral arm is much more abrupt than the corresponding more gradual change of orientation of the underlying perturbing potential. Our steady-state, and time-evolutionary, calculations both show that the gas response leads the perturbing potential in the bar region but trails it in the outer spiral arm region (also see Figs. 2 and 3) .
The gas response predicted by this high-resolution calculation, with implied reduced viscosity, is much more like what we would expect for a classical barred spiral than that obtained for the coarser grid. We do not wish to imply that therefore the viscosity in a classical barred spiral necessarily is low. Indeed, Sanders and Tubbs (1980) have produced quite a satisfactory model for NGC 5383 with a high-viscosity code. We do, however, stress that a lower viscosity may allow a greater latitude in the choice of the driving potential and the pattern speed. By regarding the viscosity as another free parameter, we see that the correct determination of the other parameters is thus made more difficult.
There is qualitative agreement with the requirements of a self-consistent model in that the sharp break and the resulting offset mass distribution are necessary to reproduce a potential perturbation of the type adopted here. This also suggests, in contrast to the results of previously published time-evolutionary calculations, that the breaking of the bar into spiral arms need not necessarily occur at corotation. Here it occurs at about onehalf the corotation radius. However, self-consistent calculations including both the stellar and gas response are needed in order to be able to draw more definite conclusions about the relative location of the breaking and corotation.
All model calculations are followed in time until changes in the resulting flow patterns becomes negligible. However, we emphasize that this does not necessarily imply that a perfect steady state has then been obtained. In fact, we find that the various state quanti- Fig. 2. -Gas streamlines for the 30 kpcX30 kpc coarse grid. The streamlines indicate the gas flow pattern relative to the rotating frame of the bar. Note the strong inward drift of the gas. The gas flow in this and all subsequent streamhne plots is clockwise. The S-shaped curve in this and all following figures indicates the minimum of the potential at each radius. p IG 3.-Gas density distribution for the full 30 kpcX 30 kpc grid. The contour levels are logarithmic; every next contour corresponds to a factor \/2 increase in density. Note the sharp density gradient at the inside edges of the spiral arms, clearly indicating the presence of a shock. For this coarse grid, no clear break is apparent between the bar and the spiral arms. The high central density is due to the continuous inflow of gas from the rest of the disk. Fig. 3 . Note that the break from bar into spiral arms in the gas density is significantly sharper than that in the potential. The very steep density gradient on the trailing side of the high-density ridge in the bar shows the presence of a strong shock. ties such as mass, energy, and angular momentum still undergo gradual monotonie change with time. The fact that our time-evolutionary calculations achieve only a near steady state rather than a perfect steady state (which itself probably does not apply in a galaxy anyway) is certainly of no greater significance than any of the simplifying inputs of our model, such as the potential, the gas properties, the boundary conditions, etc.
For the flow pattern discussed in this section we find an inflow time from 6.9 kpc to 0.47 kpc of 0.95 Gyr. c) High-Resolution Window along the Bar Structure (106 pcX 40.5 pc cells)
Godunov method.-We have carried out the calculation based on the Godunov method to an even higher resolution than that described thus far. For this calculation the windowing technique is applied on step further to obtain a 160X152 grid of cells, each cell 106 pcX 40.5 pc. With is even finer grid, we can view in more detail the structure across the shock and the bar. Figure  6 shows the pattern of streamlines obtained. The further reduction of the cell size in this window again leads to a reduction of the numerical viscosity. From the density distribution in Figure 7 we see that the shock has locally crossed the central axis of the perturbing potential. The region of postshock outflow evident in Figure 6 is approximately two zones wide, i.e., of the order of 100 pc. Of course, it was already well known for an ideal gas that if the preshock gas in a radial shock flows outward, a region of postshock outflow must necessarily exist. It was, however, not clear a priori how wide this region would be; the present calculations have now provided us with an estimate of the width of this postshock outflow.
We would like to add a word of caution here: the final result of the calculation is dependent on the way the windowing technique is applied. If one reduced the window size rapidly, the flow pattern of the coarse grid will significantly influence the resulting flow in the finer grid inside the window. In this manner we obtain the result in Figure 8 for a 110 pc X 40 pc grid, with a significantly offset shock. We note the contrast here with the comparable result in Figure 6 obtained through much more gradual regridding.
Figures 9, 10, 11, and 12 show the velocity field for the model in Figures 6 and 7 as it might be observed from the vantage point of an observer obliquely viewing the plane of the disk at four different orientation angles 0 with respect to the bar axis: Ö^O 0 , along the bar structure; 0=45° counterclockwise, oblique to the bar structure; 0 = 90°, perpendicular to the bar structure; and 0=135°, oblique to the bar structure. (The figures are not corrected for the foreshortening caused by the necessarily nonzero inchnation.) The crowding of the velocity contours in the various orientations indicated just how much of a velocity gradient is present in the gas flow field across the shock and the bar structure. For the case of 0 = 90° when the flow field is viewed from an orientation perpendicular to the bar structure (Fig. 11) , we note the particularly sharp spike in the 25 km s _1 , 50 km s" 1 , and 75 km s _1 contours at the position of the shock. This spike is due to the abrupt change in the flow velocity perpendicular to the shock.
Even in this fine-grid model we find a considerable inflow, though the time required for the gas to reach 0.47 kpc from a radius of 6.9 kpc has now increased to 1.41 Gyr.
d) High-Resolution Window
Beam scheme-have also calculated the gas flow in the high-resolution window described in the preceding section with the more diffusive beam scheme. The switch to the beam scheme was made only for this window, not for the preceding calculations providing the boundary conditions. The results obtained, as compared to those in the preceding section, are consistent with what we expect for an increased viscosity: (a) The shock is less well visible and has shifted more to the leading side of the bar again, (b) Postshock outflow is still apparent, but is less strong, (c) The time needed for gas to fall in from 6.9 kpc to 0.47 kpc has been reduced to 1.29 Gyr.
IV. CONCLUSIONS
In this paper we have presented calculations modeling the gas flow in a given bar potential. The calculations were performed on grids with various mesh sizes and consequently had different resolutions and numerical viscosities. In one case we also varied the viscosity by adopting another numerical scheme without changing the mesh size. The following changes occurred in the flow pattern as the numerical diffusion and viscosity were reduced: a) A strong shock appears in the bar region, initially offset to the leading side of the bar. This offset becomes smaller and the shock may eventually cross the bar axis as the viscosity is reduced further. b) Postshock outflow as predicted by Roberts et al. occurs in a region approximately 100 pc wide when the mesh size allows resolution of such a narrow region.
c) The time needed for the gas to fall into the nucleus increases significantly as the viscosity is reduced. However, even the longest infall time measured is only a small fraction of the Hubble time.
In actual galaxies, whatever the viscous properties of the gas may be, a similar inflow should occur. This is evident from the offset of the dust lanes, identified with the maximum in the gas density to the leading edge of the bar, necessarily leading to a loss of angular momentum by the gas in any plausible distribution. We propose that the inflow rate is influenced only indirectly by the Fig. 6 .-Gas streamlines for the 16.96X6.156 kpc window, Godunov method. Note the sharp outward kink in the 3d, 4th, and 5th streamhne from the center, near the bar axis. This is the signature of a shock followed by postshock outflow. It is clear that the shock has locally crossed the bar axis. Fig. 7 .-Gas density distribution for the 16.96X6.156 kpc window, Godunov method. The narrow and well-defined ridge of high density in the bar has moved very close to the bar axis and shows a tendency to disconnect itself from the density ridge in the spiral arms. Fig. 8. -Gas streamlines for a 17.6X4.64 kpc window obtained with a rapid regridding. Note that for this grid, with a mesh size comparable to that in Fig. 6 , the boundary conditions force the gas to form an offset shock. The transition from the flow in a barlike pattern to that in the arms is very sudden.
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Figs. 9-12. -Velocity contour maps ("spider diagrams") for the components of the velocity in the model in Figs. 6 and 7: (i) toward the right, parallel to the bar axis (Fig. 9) ; (ii) toward the upper right-hand comer (0 = 45°, Fig. 10) ; (iii) upward, perpendicular to the bar (Fig.  11) ; (iv) toward the upper, left-hand comer (6= 135°, Fig. 12 ). The contour intervals are 25 km s K For comparison with observations, the following corrections would still be required: (1) corrections for inclination to scales and velocities; (2) simulation of the observational procedures, such as correction for beam effects. viscosity through its influence on the offsetness of the shock.
Beside the above conclusions concerning the physical behavior of the gas, our calculations also indicate that numerical and grid effects can and do strongly influence the outcome of gas flow models for barred spirals. A good qualitative understanding of the gas flow in barred spirals has been obtained in recent papers (especially
