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Abstract In this paper, a novel derivative-free pattern search based algorithm
for Black-box optimization is proposed over a simplex constrained parameter
space. At each iteration, starting from the current solution, new possible set
of solutions are found by adding a set of derived step-size vectors to the ini-
tial starting point. While deriving these step-size vectors, precautions and
adjustments are considered so that the set of new possible solution points still
remain within the simplex constrained space. Thus, no extra time is spent
in evaluating the (possibly expensive) objective function at infeasible points
(points outside the unit-simplex space); which being the primary motivation
of designing a customized optimization algorithm specifically when the param-
eters belong to a unit-simplex. While minimizing any objective function of m
parameters, within each iteration, the objective function is evaluated at 2m
new possible solution points. So, upto 2m parallel threads can be incorporated
which makes the computation even faster while optimizing expensive objec-
tive functions over high-dimensional parameter space. Once a local minimum
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is discovered, in order to find a better solution, a novel ‘re-start’ strategy is
considered to increase the likelihood of finding a better solution. Unlike exist-
ing pattern search based methods, a sparsity control parameter is introduced
which can be used to induce sparsity in the solution in case the solution is
expected to be sparse in prior. A comparative study of the performances of
the proposed algorithm and other existing algorithms are shown for a few low,
moderate and high-dimensional optimization problems. Upto 338 folds im-
provement in computation time is achieved using the proposed algorithm over
Genetic algorithm along with better solution. The proposed algorithm is used
to estimate the simultaneous quantiles of North Atlantic Hurricane velocities
during 1981–2006 by maximizing a non-closed form likelihood function with
(possibly) multiple maximums.
Keywords Simplex · constrained optimization · pattern search · convex
optimization · Blackbox optimization
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1 Introduction
Black-box can be described as a device, system or an object which can be
observed only in terms of inputs and outputs. However, the ongoing process
within it, is considered unknown. Black-box objective function can be consid-
ered similar to any other Blackbox device where for any given input of the
Fig. 1 Blackbox mechanics.
values of the parameters, only the value of the objective function is observed
without any further knowledge about the structure, continuity or differentia-
bility of that objective function. Now, consider the minimization problem
minimize : f(p), where p = (p1, · · · , pm)
subject to : pi ≥ 0, 1 ≤ i ≤ m,
m∑
i=1
pi = 1,p ∈ Rm, (1)
where f(p) might have points of discontinuity, multiple local minimums and
might not be differentiable over the domain. In the field of computational
mathematics, statistics and operational research, optimization problems on
the simplex parameter space are quite common. Some of the useful and conve-
nient methods like modeling with B-splines (e.g., monotonic function estima-
tion technique proposed in [1],[2],[3]), estimation of parameters in multinomial
problems, estimation of Markov chain transition matrix, estimation of mixture
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proportions of mixture distribution (e.g., [4]) are a few examples where the
parameter space is given by a unit-simplex or a collection of unit-simplexes.
In literature, a variety of methods can be found for optimizing linear and
non-linear objective functions on constrained linear space, therefore they can
be used for optimizing objective functions on unit-simplex constrained param-
eter space as well. In practice, convex optimization algorithms (e.g., ‘Interior-
point (IP)’ algorithm, see [5], [6], [7], [8]; ‘Sequential Quadratic Programming
(SQP)’, algorithm see [8], [9], [10]) are widely used to minimize non-linear
objective functions on constrained and unconstrained parameter spaces. How-
ever, in case the objective function is non-convex with multiple minimas, the
convex optimization algorithms might get stuck at a local minimum and re-
turn it as the solution without committing any further attempt to find a better
minimum than the obtained one. To improve the likelihood of obtaining better
solution using convex optimization methods, one possible strategy is to start
any convex optimization from several starting points and to choose the best
solution out of them. For low dimensional non-convex optimization problems,
this strategy of starting from multiple initial points might be computationally
affordable. However, as the dimension of the parameter space increases, this
strategy proves to be computationally very expensive.
In order to globally minimize any objective function with (possibly) multi-
ple minimums, in the last few decades, many deterministic and non-deterministic
(i.e., stochastic global search algorithms) global optimization strategies have
been proposed which can also be extended or applied to minimize functions of
linearly constrained parameter spaces ([11]). Among non-deterministic global
minimization algorithms, ‘Genetic algorithm (GA)’ (see [12], [13], [14]) and
‘Simulated annealing (SA)’ (see [15], [16]) are widely used in different fields.
However there remain a few drawbacks of these methods. e.g., GA does not
scale well with complexity as in higher dimensional optimization problems
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there is often an exponential increase in search space size (see [17], page 21).
Besides, another major problem with these two methods is that they might
prove to be much expensive even if the objective function is convex. Now, it
can be argued that it is not conventional to use global optimization technique
to minimize convex functions in case we already have that prior knowledge
about its convexity. However, in case the function is actually convex but the
true structure of the function (i.e., a convex Blackbox function) is not known,
ideally Blackbox and global optimization techniques should be applied to min-
imize it. In that scenario, the Blackbox techniques (e.g., GA) might prove to
be computationally expensive even though the objective function is actually
convex. Among other non-deterministic global optimization techniques, Parti-
cle Swarm Optimization (PSO) ([18], [19]) remains popular for unconstrained
global optimization.
With the increasing access to high-performance modern computers and
clusters ([20]), some of the existing parallelizable optimization algorithms (e.g.,
Monte Carlo methods) have a great advantage for certain types of problems.
The motivation behind using parallelization in these methods is mainly to
either start from different starting points or to use different random num-
ber generator seeds simultaneously ([21]). As mentioned earlier, though these
methods perform well for lower dimensional parameter spaces, since with an in-
creasing number of dimensions, parameter space grows exponentially, the way
these methods use parallelization, might not be very helpful. If an algorithm
is designed in such a way that the requirement of parallelization increases lin-
early with the dimension of the parameter space, it would be more convenient
and useful for handling constraint optimization problem over high-dimensional
parameter spaces.
In order to minimize any unconstrained Black-box function, [22] proposed
an effective coordinate search based algorithm (known as Fermi’s principle,
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Fig. 2 Fermi’s principle : Possible 2m movements starting from any initial point inside an
iteration with fixed step-size s while minimizing any m-dimensional unconstrained objective
function.
see Figure 2), where at each iteration, a step-size s > 0 (a scalar) is fixed
based on some criteria. Then, in order to look for candidate solutions (i.e.,
set of points obtained around the current solution using any algorithm, where
the objective function values are to be computed while looking for a better
solution than the current one), this step-size s is added and subtracted from
each coordinate of the current solution one at a time while keeping the other
coordinates unchanged. Thus, 2m new candidate solutions are generated at
each iteration. Out of these 2m + 1 points (including the starting point and
2m new candidate solutions), the point with minimum objective function value
is considered as the current updated solution from where the next iteration
begins with a step-size (maybe same or different from step-size considered
in previous iteration). Extending this idea in general, [23] introduced Direct
search algorithms for unconstrained optimization problems. Direct search is
a technique to solve optimization problem without using any information re-
garding the gradient of the objective function. Rather, at each iteration it
evaluates the objective function a set of points around the current solution
looking for a better solution. Generalizing the idea of [23], [24] proposed ‘Gen-
eralized Pattern Search’ (GPS) on unconstrained parameter space. In GPS,
using an exploratory moves algorithm ([24]), a set of step-size vectors are gen-
erated such that adding each of the set of step-size vectors to the current
solution yields one candidate solution. Thus, based on the values of the set
of step-size vectors, new set of candidate solutions are obtained by making
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coordinate-wise movements around the current solution point in order to find
a better solution. Further generalizing and modifying GPS, [25] and [26] pro-
posed ‘Generating Set Search’(GSS), ‘Mesh Adaptive Direct Search’(MADS)
methods respectively. A few related articles on Direct search and GPS meth-
ods were proposed in [27], [28], [29]. Some other derivative-free optimization
methods can be found in [30], [31], [32], [33], [34], [35] and [36]. However, most
of these methods were developed for unconstrained optimization problems.
Though some of them were designed for linearly constrained spaces (e.g., [37]
) or hyper-rectangular space (e.g., [38]), however, to the best of our knowl-
edge, no article has proposed derivative-free Black-box optimization technique
specifically designed for simplex-constraint space.
1.1 Heuristic idea of Recursive Modified Pattern Search on Simplex (RMPSS)
In order to design an algorithm to minimize a Black-box function over unit
simplex constrained parameter space, we adopt the basic idea of Fermi’s prin-
ciple ([22]). However, unlike their case, since we are minimizing over a simplex
constrained space, updating only one coordinate (by adding or subtracting
step-size s > 0) at a time would result in generating candidate solutions out-
side the unit simplex. Therefore, once step-size s is added (or subtracted) to
any coordinate, to keep the sum of the coordinates constant (i.e., 1), sm−1
is deducted (or added) from each of the rest (m − 1) coordinates, where m
denotes the dimension of the parameter vector lying on the simplex. Thus the
sum of the coordinates of the new candidate solution would be 1. However,
during thees update steps, a scenario might arise where atleast one updated
coordinate is either < 0 or > 1. In order to handle those cases, some case-
specific modifications are also considered (see Section 2) during the search
for candidate solutions. Thus, at each iteration, 2m new candidate solutions
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are obtained within simplex constrained space making coordinate-wise move-
ments and, similar to Fermi’s principle, at the end of each iteration, out of
the 2m + 1 solutions, the solution with the least objective function value is
retained as the updated solution from where the next iteration begins. Note
that finding 2m candidate solutions and computing the value of the objec-
tive function at those coordinates can be performed simultaneously using 2m
parallel threads since these sequence of operations do not interact with each
other once the step-size of the movement is fixed at the beginning of the it-
eration. Therefore, upto 2m parallel threads could be used for computation
making it way faster to optimize expensive objective functions. Thus, while
minimizing expensive objective function over high-dimensional simplex space
(m = 100, 200, 500 etc), the proposed algorithm allows to use the full potential
of GPU computing which, nowadays, allows to run upto hundreds of parallel
threads simultaneously.
In order to increase the likelihood of capturing the true global minimum,
in the proposed algorithm we consider a specific deterministic way of updat-
ing the step-size s throughout the iterations. The proposed algorithm can be
divided into several sequences of iterations called runs. Within each run, the
first iteration is initialized from a starting point and a large step-size (fixed
by the user). Note that larger step-size yields candidate solutions which are
far away from the starting point. Thus keeping larger step-size at the begin-
ning of a run allows to select candidate solutions far away from the starting
point. While making movements with a particular step-size, step-size is kept
unchanged as long as better solution is obtained in each iteration. Once the
objective function value stops improving, in order to incorporate a coarser
search in the neighbourhood of the current solution, step-size s is reduced to
s
ρ (where ρ > 1 is a constant provided by the user) before further iterations
are performed. Iterations are performed until the step-size becomes smaller
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Fig. 3 Flowchart of the RMPSS algorithm. CC1 : Convergence criteria 1 given by step (8)
of STAGE 1 in Section 2.
than a step-size threshold supplied by the user. Under certain set of regu-
larity conditions, it is shown that the solution obtained by this sequence of
operations would yield a local minimum (or global minimum, depending on
the regularity conditions) if step-size threshold is taken to be arbitrarily small
([37], also see Section 3). While minimizing a non-convex function with this
strategy, it is possible that the solution returned at the end of a run is a local
minimum despite existence of a better solution. In the field of heuristic global
optimization algorithms, once a local minimum is identified, it is a common
strategy to consider generating candidate solutions far away from the current
solution in order to jump out of the (possibly locally convex) local neighbour-
hood of the current solution (e.g., GA, SA). To incorporate this strategy in
the proposed algorithm, another run is initiated with large step-size starting
from the solution returned by the previous run. Larger value of step-size en-
sures that the new candidate solutions are far away from the current solution
which increases the likelihood of finding a better solution in case the function
is locally convex near the solution point despite existence of better solution in
different neighbourhood. Runs are performed until two consecutive runs yield
the same solution (see Figure 3).
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Another novel feature of the proposed algorithm is incorporation of spar-
sity parameter in order to encourage sparse solution. The sparsity parameter
is supplied by the user and depending on the prior guess about the sparsity
of the solution, the value of the sparsity parameter can be adjusted accord-
ingly which is useful for several statistical and computational problems (e.g.,
estimating proportions of mixture model for small sample and high number of
existing population classes). Based on the way candidate solutions are chosen
within each iteration, the proposed algorithm can be easily recognized as a
variation of Pattern search based methods (e.g., GPS in [24]) which is specifi-
cally designed to minimize objective functions on a simplex constrained space.
However, unlike existing Pattern search methods, in the proposed algorithm
runs are performed repeatedly until the final solution is obtained. Also, some
case-specific modification of step-sizes are considered during update step to
keep the new set of candidate solutions on simplex. So, the proposed method
is named ‘Recursive Modified Pattern Search on Simplex’ (RMPSS).
The rest of the article is arranged as follows. Section 2 describes the RMPSS
algorithm and the roles of the considered tuning parameters. In Section 3, we
show the convergence property of RMPSS under a set of regularity conditions
on the objective function. In Section 4 it is shown how a few other well-known
constrained optimization problems can be solved with RMPSS algorithm. In
Section 5, we perform extensive comparative study of the performances of
RMPSS and a few other well-known algorithms for a wide range of objective
functions. In Section 6, RMPSS is applied to a real data, to estimate simul-
taneous quantiles of North Atlantic Hurricanes by maximizing a (possibly)
multimodal likelihood whose parameters belong to simplexes. A case-study of
RMPSS using parallel computing is also considered in this section. In Section
7, a discussion on RMPSS is provided.
Title Suppressed Due to Excessive Length 11
2 Algorithm
Consider the optimization problem defined by Equation (1). Define
S = {p = (p1, . . . , pm) ∈ Rm |
m∑
i=1
pi = 1, pi ≥ 0, 0 ≤ i ≤ m}
Now the problem can be written as
minimize : f(p)
subject to : p ∈ S. (2)
2.1 Parameters in RMPSS algorithm
As mentioned in Section 1, the proposed algorithm consists of several runs.
Each run is an iterative procedure and requires a starting point. In order to
find a better solution than the starting point, a sequence of iterations are per-
formed inside each run. A run stops based on some convergence criteria which
is discussed elaborately in the following. At the end of each run, a solution
(which may or may not be the final solution depending on other criteria) is
returned. The initial guess of the solution should be entered by the user and it
is considered as the starting point for the first run. Second run onwards, each
run automatically takes the solution of the previous run as the starting point
of that run. Operations performed inside each run attempt to minimize the
objective function. Hence, the solution tends to improve after each run. Once
two consecutive runs yield the same solution, the algorithm terminates and
returns the solution obtained at the last run as the final solution to the user.
Each run is a similar iterative procedure except the fact that the values of
tuning parameters after each run might be changed. In each run there are four
tuning parameters which are initial global step size sinitial, step decay rate ρ,
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step size threshold φ and sparsity threshold λ. Except step decay rate ρ, the
values of the other tuning parameters are set before starting the algorithm
and kept unchanged till the algorithm converges. The value of step decay rate
is taken to be ρ = ρ1 for the first run and ρ = ρ2 for the following runs.
Overall there are 5 tuning parameters which are sinitial, ρ1, ρ2, φ and λ. Apart
from these parameters, we consider two more quantities namely max iter,
which denotes the maximum number of allowed iterations inside a run, and
max runs which denotes the maximum number of runs to be executed.
Inside each run, there are a few parameters whose values are updated
throughout the iterations which are global step size (denoted by s(j) for j-th
iteration within a run) and local step sizes (within any iteration of a run, there
are 2m of them, denoted by {s+i }mi=1 and {s+i }mi=1). In the first iteration of each
run, we set initial value of global step size s(1) = sinitial. Let s
(j) denote the
value of the global step size at j-th iteration. . The value of global step size
is kept unchanged throughout an iteration. But at the end of each iteration,
based on some convergence criteria (see below, see step (7) of STAGE 1) its
value is either kept unchanged or divided by a factor step decay rate ρ. Hence,
in the (j+1)-th iteration, the global step size is s(j+1) would be equal to either
s(j) or s
(j)
ρ . At the beginning of any iteration, the local step sizes are set equal
to the current global step size. For example, at the beginning of j-th iteration,
we set s+i = s
−
i = s
(j) for i = 1, . . . ,m. Suppose the current value of p in
the j-th iteration is p(j) = (p
(j)
1 , . . . , p
(j)
m ) ∈ S. During the j-th iteration, the
objective function value is evaluated at 2m points within the domain S which
are obtained by making coordinate-wise movements depending on the local
step sizes starting from the current solution p(j). The value of the local step
sizes are subject to be updated if the movements corresponding to those step
sizes yield points outside S (see step (3) and (4) of STAGE 1). Note that the
global step size is dependent on the iteration number whereas the local step
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sizes are not dependent on the iteration number as their values are not related
to their values in the previous iteration.
While solving problems on high-dimensional simplex constrained param-
eter space, in order to encourage sparsity, we incorporate another sparsity
parameter named sparsity threshold, denoted by λ. In the process of updating
the solution at each iteration, once the value of a co-ordinate (of the solu-
tion) goes below the sparsity threshold λ, we consider those co-ordinates to be
‘insignificant’. Suppose l-th component of p(j) is ‘insignificant’. Then, while
making coordinate-wise movements to find new candidate solutions around
p(j), l-th component of p(j) i.e., p
(j)
l is kept unchanged (see step (3) and (4)
of STAGE 1).
After starting from current solution p(j) at the j-th iteration of a run, sup-
pose the objective function values at the candidate solution points are given by
{f+i }mi=1 and {f−i }mi=1 (see step (3) and (4) of STAGE 1). We find the smallest
one out of these 2m values. If the smallest of these 2m values is smaller than
f(p(j)), the point corresponding to that smallest value of the objective func-
tion is accepted and updated as the current solution. Then the ‘insignificant’
positions (if any) are replaced by 0 and the sum of the ‘insignificant’ positions
(named ‘garbage’) is divided by the number of ‘significant’ positions and that
quantity is added to those remaining positions so that sparsity is encouraged
and the simplex constraint is maintained. Now this new point is considered as
the new solution and the value of p(j+1) is set equal to it (see step (5) and
(6) of STAGE 1). In order to decide whether the solutions obtained by two
consecutive iterations are close enough, the square of the euclidean distance of
the objective function parameters of two consecutive iterations are computed.
If that comes to be less than tol fun, the global step size is divided by a factor
ρ, the step decay rate (see step (7) of STAGE 1). A run ends when the global
step size becomes less than or equal to step size threshold φ (see step (8) of
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Parameter Description Role
Recommended values
and comments
sinitial
initial global step
size
Initial step-size at the beginning of
the run, higher value promotes
selection of distant candidate solutions.
1 (setting it 1 allows maximum possible
jump within simplex space)
ρ step decay rate
Controls the rate of decay of global step-
size, smaller value of ρ results in
slower decay of the global step size,
thus it allows denser search in the
neighborhood of the current solution at
the expense of higher computation time.
has to be > 1
ρ1 = 2 (for first run)
ρ2 = 1.05 (second run onwards)
φ
lower bound of
global step size
Controls precision of search, smaller
value of φ results in more accurate
solution in the expense of higher
computation time.
10−3 (can be taken upto as small
as 10−7 for more accurate solution)
λ sparsity threshold
(i) Controls sparsity, encourage sparse
solution.
(ii) Helps in the search procedure when
coordinate(s) of the starting point of any
iteration is(are) close to 0.
10−3 (may consider 10−2 for inducing
more sparsity, or can be set as
small as 10−7)
tol fun
termination tolerance
on the function value
The minimum amount of improvement
in objective function value required so
that the global step size is not decayed.
10−15
max runs max no. of runs Put an upper limit on number of runs.
1000 (however the algorithm
converged before 1000 runs in all
the cases considered in this article)
max iter max no. of iterations
Put an upper limit on number of
iterations allowed within each run.
50000 (however required number of
iterations within a run never crossed
50000 in any of the considered cases)
Table 1 Tuning parameters and their roles in the RMPSS algorithm.
STAGE 1). Once same solution is returned by two consecutive runs, our algo-
rithm terminates and returns the solution obtained in the last run as the final
solution.
The default value of sinitial is taken to be equal to 1 which is the maximum
possible jump size of one coordinate of a parameter belonging to simplex. ρ1
and ρ2 denote the step decay rates for the first run and the following runs
respectively. Taking smaller value of step decay rate results in slower decay of
the global step size, thus it allows denser search in the neighbourhood of the
current solution at the expense of higher computation time. Based on exper-
iments over a wide range of challenging low, moderate and high dimensional
objective functions on simplex constrained spaces, we note that setting the
default values of these parameters ρ1 = 2 and ρ2 = 1.05 yields reasonable
solution outperforming a few competing well-known algorithms (as shown in
simulation study). φ denotes the lower bound of the global step size for move-
ment within the simplex constrained domain. Making the value of φ smaller
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results in more accurate solution at the cost of higher computation time (shown
in simulation study). It’s default value is taken to be equal to 10−3. Sparsity
adjusting parameter λ controls the sparsity. At the end of each iteration, the
positions of the current estimated parameter with values less than λ are set
equal to 0 (see step (6) of STAGE 1) along with an adjustment step to other
coordinates so that the candidate solution still remains in simplex space. In
case, the solution is expected to be sparse, it’s value should be set larger and
in case, the solution is not expected to be sparse, it’s value should be set rel-
atively smaller. We note that, in general, the default value of λ = 10−3 works
fine over a range of low, medium and high-dimensional optimization problems.
In order to stop infinite looping (in case if any), we set maximum number of
allowed iteration within a run max iter = 50000 and maximum number of al-
lowed runss max runs = 1000. A brief summary of the parameters of RMPSS
algorithm and their roles is noted down in Table 1.
2.2 RMPSS algorithm
The whole algorithm is described diving into two parts namely STAGE 1 and
STAGE 2. The steps mentioned in STAGE 1 are performed within each run;
while the operations in STAGE 2 are performed in between two consecutive
runs to decide whether further execution of the follwoing run is necessary.
Before going through the STAGE 1 for the first time, we set R = 0, ρ = ρ1
and initial guess of the solution p(1) = z(R) = (p
(1)
1 , . . . , p
(1)
m ) ∈ S.
STAGE : 1
1. Set j = 1. Set s(j) = sinitial Go to step (2).
2. If j > max iter, set pˆ = p(j−1). Go to step (9). Else, set s+i = s
−
i = s
(j)
and f+i = f
−
i = Y
(j) = f(p(j)) for all i = 1, · · · ,m. Set i = 1 and go to
step (3).
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3. If i > m, set i = 1 and go to step (4). Else, find K+i = n(S
+
i ) where
S+i = {l | p(j)l > λ, l 6= i}. If K+i ≥ 1, go to step (3a), else set i = i+ 1 and
go to step (3).
(a) If s+i ≤ φ, set i = i + 1 and go to step (3). Else (if s+i > φ), evaluate
vector q+i = (q
+
i1, · · · , q+im) such that
q+il = p
(l)
i + s
+
i for l = i
= p
(l)
i −
s+i
K+i
if l ∈ S+i
= p
(l)
i if l ∈ (S+i ∪ {i})C
Go to step (3b).
(b) Check whether q+i ∈ S or not. If q+i ∈ S, go to step (3c). Else, set
s+i =
s+i
ρ and go to step (3a)
(c) Evaluate f+i = f(q
+
i ). Set i = i+ 1 and go to step (3).
4. If i > m, go to step (5). Else, find K−i = n(S
−
i ) where S
−
i = {l | p(j)l >
λ, l 6= i}. If K−i ≥ 1, go to step (4a), else set i = i+ 1 go to step (4).
(a) If s−i ≤ φ, set i = i + 1 and go to step (4). Else (if s−i > φ), evaluate
vector q−i = (q
−
i1, · · · , q−im) such that
q−il = p
(l)
i − s−i for l = i
= p
(l)
i +
s−i
K−i
if l ∈ S−i
= p
(l)
i if l ∈ (S−i ∪ {i})C
Go to step (4b)
(b) Check whether q−i ∈ S or not. If q−i ∈ S, go to step (4c). Else, set
s−i =
s−i
ρ and go to step (4a)
(c) Evaluate f−i = f(q
−
i ). Set i = i+ 1 and go to step (4).
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5. Set k1 = arg min
1≤l≤m
f+l and k2 = arg min
1≤l≤m
f−l . If min(f
+
k1
, f−k2) < Y
(j), go to
step (5a). Else, set p(j+1) = p(j) and Y (j+1) = Y (j), set j = j + 1. Go to
step (7).
(a) If f+k1 < f
−
k2
, set ptemp = q
+
k1
, else (if f+k1 ≥ f−k2), set ptemp = q
−
k2
. Go
to step (6).
6. Find Kupdated = n(Supdated) where Supdated = {l | ptemp(l) > λ, l =
1, · · · ,m}. Go to step (6a).
(a) If Kupdated = m, set p
(j+1) = ptemp, set j = j+ 1. Go to step (7). Else,
go to step (6b)
(b) Set garbage =
∑
j∈SCupdated ptemp(k).
p(j+1)(l) = ptemp(l) + garbage/Kupdated if l ∈ Supdated
= 0 if l ∈ SCupdated
Set j = j + 1. Go to step (7).
7. If
∑m
i=1(p
(j)(i)−p(j−1)(i))2 < tol fun, set s(j) = s(j−1)/ρ. Go to step (8).
Else, set s(j) = s(j−1). Go to step (2).
8. If s(j) ≤ φ, set pˆ = p(j). Go to step (9). Else, go to step (2).
9. STOP execution. Set R = R+ 1. Set z(R) = pˆ. Go to STAGE 2.
STAGE : 2
1. If R ≤ max runs and z(R) 6= z(R−1), go to step (2). Else z(R) is the final
solution. STOP and EXIT.
2. Set ρ = ρ2 keeping other tuning parameters (φ, λ and sinitial) fixed. Repeat
algorithm described in STAGE 1 setting p(1) = z(R).
RMPSS algorithm is a modified version of GPS where runs are performed
recursively starting with large step-size in order to create enough opportunity
to jump out of the local neighbourhood in case the objective function value at
the current solution is higher than atleast another local minimum. But just like
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any other Black-box optimization techniques (e.g., GA, SA, GPS etc) RMPSS
may not reach the global minimum on every occasion while minimizing any
Black-box function. The performance of Black-box optimization algorithms
can be compared in terms of amount of average time spent and proportion of
successful convergences to the global minimum while minimizing various range
of challenging optimization problems (including popular benchmark functions
e.g., Ackley’s function, Griewank’s function etc) for various dimensions. The
comparative studies on wide range of functions considered in Section 5 pro-
vides more in-depth knowledge about the performance of RMPSS compared
to several other popular optimization techniques.
3 Theoretical Property
In this section it is shown that if the objective function is continuous, differ-
entiable and convex, then starting from any given starting point within the
domain, executing single run of the RMPSS would yield the solution where the
global minimum of the objective function is achieved. Consider the following
theorem.
Theorem 1 Suppose S = {(x1, · · · , xn) ∈ Rn :
∑n
i=1 xi = 1, xi ≥ 0, i =
1, · · · , n} and f is convex, continuous and differentiable on S. Consider a
sequence δk =
s
ρk
for k ∈ N and s > 0, ρ > 1. Suppose u is a point in S
such that all its coordinates are positive. Define u
(i+)
k = (u1− δkn−1 , . . . , ui−1−
δk
n−1 , ui + δk, ui+1 − δkn−1 , . . . , un − δkn−1 ) and u(i−)k = (u1 + δkn−1 , . . . , ui−1 +
δk
n−1 , ui − δk, ui+1 + δkn−1 , . . . , un + δkn−1 ) for i = 1, · · · , n. If for all k ∈ N,
f(u) ≤ f(u(i+)k ) and f(u) ≤ f(u(i−)k ) (whenever u(i+)k ,u(i−)k ∈ S) for all
i = 1, · · · , n, the global minimum of f occurs at u.
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Proof (Proof of Theorem 1) Fix some i ∈ {1, . . . , n}. Define
r1 = min{(n− 1)u1, . . . , (n− 1)ui−1, (1− u1), (n− 1)ui+1, . . . , (n− 1)un},
r2 = min{(n− 1)(1− u1), . . . , (n− 1)(1− ui−1), u1, (n− 1)(1− ui+1), . . . ,
(n− 1)(1− un)}.
Set r = min{r1, r2}. Since δk is strictly decreasing sequence going to zero,
there exist a N ∈ Z such that for all k ≥ N , δk < r. Fix some i ∈ {1, . . . , n}.
Hence u
(i+)
N ,u
(i−)
N ∈ S.
Once we fix the first (n − 1) coordinates of any element in S, the n-th
coordinate can be derived by subtracting the sum of the first (n−1) coordinates
from 1. Define
S∗ = {(x1, · · · , xn−1) ∈ Rn−1 :
n∑
i=1
xi < 1, xi ≥ 0, i = 1, · · · , n− 1}.
Define u∗ = (u1, . . . , un−1) and
u
∗(i+)
k = (u1 −
δk
n− 1 , . . . , ui−1 −
δk
n− 1 , ui + δk, ui+1 −
δk
n− 1 , . . . , un−1 −
δk
n− 1),
u
∗(i−)
k = (u1 +
δk
n− 1 , . . . , ui−1 +
δk
n− 1 , ui − δk, ui+1 +
δk
n− 1 , . . . , un−1 +
δk
n− 1),
for i = 1, . . . , n−1. Note that u∗,u∗(i+)k ,u∗(i−)k are the first (n−1) coordinates
of u,u
(i+)
k ,u
(i−)
k respectively. Define f
∗ : S∗ 7→ R such that
f∗(x1, . . . , xn−1) = f(x1, . . . , xn−1, 1−
n−1∑
i=1
xi).
Hence we have f∗(u∗) = f(u), f∗(u∗(i+)k ) = f(u
(i+)
k ) and f
∗(u∗(i−)k ) =
f(u
(i−)
k ). Since, f is continuous and differentiable on S, f
∗ is continuous and
differentiable on S∗. Convexity of f implies f∗ is convex on S∗. Consider
x∗1,x
∗
2 ∈ S∗. Suppose x1,x2 ∈ S are such that their first (m− 1) co-ordinates
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are same as x∗1 and x
∗
2 respectively. Take any γ ∈ (0, 1). Now
γf∗(x∗1) + (1− γ)f∗(x∗2) = γf(x1) + (1− γ)f(x2)
≥ f(γx1 + (1− γ)x2)
= f∗(γx∗1 + (1− γ)x∗2).
Hence f∗ is also convex. Define hi : Ui 7→ S∗ such that
hi(z) = (u1 − z
n− 1 , . . . , ui−1 −
z
n− 1 , ui + z, ui+1 −
z
n− 1 , . . . un−1 −
z
n− 1)
for i = 1, . . . , n − 1, where Ui = [−δN , δN ] (since each co-ordinate of u is
positive, u∗ ∈ S∗. Note that the way N is chosen ensures hi(Ui) ⊂ S∗). Define
gi : Ui 7→ R for i = 1, . . . , n− 1 such that gi = f∗ ◦ hi. Hence we have
gi(z) = f
∗(u1− z
n− 1 , . . . , ui−1−
z
n− 1 , ui+z, ui+1−
z
n− 1 , . . . un−1−
z
n− 1)
for i = 1, . . . , n− 1.
It is noted that hi is continuous on Ui = [−δN , δN ] and differentiable on
(−δN , δN ) for i = 1, . . . , n − 1 and f∗ is continuous and differentiable on S∗.
Composition of two continuous functions is continuous and the composition of
two differentiable functions is differentiable. Hence, gi is continuous on Ui =
[−δN , δN ] and differentiable on (−δN , δN ).
Take any i ∈ {1, . . . , n − 1}. Note that gi(δN ) = f∗(u∗(i+)N ), gi(−δN ) =
f∗(u∗(i−)N ) and gi(0) = f
∗(u∗). So, gi(0) ≤ gi(−δN ) and gi(0) ≤ gi(δN ).
Without loss of generality, assume f∗(u∗(i−)N ) ≤ f∗(u∗(i+)N ) which implies
gi(0) ≤ gi(−δN ) ≤ gi(δN ).
Since we have gi(0) ≤ gi(−δN ) ≤ gi(δN ), from continuity of gi we can say
that there exists w ∈ [0, δN ] such that gi(w) = gi(−δN ) ≥ gi(0). Now since
gi is continuous on [−δN , δN ] and differentiable on (−δN , δN ), it implies gi
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is continuous on [−δN , w] and differentiable on (−δN , w). Using Mean value
theorem we can say that there exists a point v ∈ [−δN , w] such that g′i(v) = 0.
We claim that g′i(v) = 0 holds for v = 0. Suppose g
′
i(0) 6= 0. Assume
g′i(v
∗) = 0 for some v∗ 6= 0 and v∗ ∈ (−δN , w). Without loss of generality, we
assume v∗ > 0. Since hi and f are convex, gi is also convex. Now g′i(v
∗) = 0
implies v∗ is a local minima. On the other hand, since g′i(0) 6= 0, implies 0 is not
a critical point or local minima. Hence, gi(0) > gi(v
∗). Take N1 ∈ Z such that
0 < δN1 < v
∗. Hence there exists a λ ∈ (0, 1) such that δN1 = λ.0 + (1−λ).v∗.
Now,
gi(δN1) = gi(λ.0 + (1− λ).v∗)
≤ λgi(0) + (1− λ)gi(v∗)
= gi(0) + (1− λ)(gi(v∗)− gi(0))
= gi(0)− (1− λ)(gi(0)− gi(v∗))
< gi(0).
But, we know for all k ∈ Z, gi(0) ≤ gi(δk) which implies gi(0) ≤ gi(δN1). It is
a contradiction.
Hence we have g′i(0) = 0. Now
g′i(0) =
[
∂
∂
gi()
]
=0
=
[
∂
∂
f∗(hi())
]
=0
=
[
∂
∂hi()
f∗(hi())
]
=0
[
∂
∂
hi()
]
=0
.
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Now hi(0) = u
∗. Hence
[
∂
∂hi()
f∗(hi())
]
=0
= ∇f∗(u∗)
=
[
∂
∂x1
f∗(u∗), . . . ,
∂
∂xn−1
f∗(u∗)
]
=
[
∇1, . . . ,∇n−1
]
where ∇i = ∂∂xi f∗(u∗) for i = 1, . . . , n− 1. and
∂
∂
hi() = [ai1, . . . , ai(n−1)]T
where aii = 1 and aij = − 1n−1 for j ∈ {1, . . . , n− 1} \ {i} Hence
[
∂
∂
gi()
]
=0
=
[
∇1, . . . ,∇n−1
][
ai1, . . . , ai(n−1)
]T
=
[
ai1, . . . , ai(n−1)
]
∇1
...
∇n−1

= 0.
Since this equation holds for all i = 1, · · · , n− 1, we have Ax = 0 where
An×n =

1 − 1n−1 · · · − 1n−1
− 1n−1 1 · · · − 1n−1
...
...
. . .
...
− 1n−1 − 1n−1 · · · 1

, xn×1 =

∇1
...
∇n−1
 .
Since A is full rank for n ∈ N\{1}, Ax = 0 implies x = 0. Hence ∂∂xi f∗(u∗) = 0
for all i = 1, . . . , n− 1. Hence u∗ is a critical point. Since f∗ is convex, a local
minima occurs at u∗. But for a convex function, global minimum occurs at
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any local minimum. Hence global minimum of f∗ occurs at u∗, which clearly
implies global minimum of f occurs at u.
Suppose the solution given by RMPSS is a point u ∈ S such that all
of coordinate elements are greater than zero. Now, RMPSS returns the final
solution to the user when two consecutive runs return the same solution. It
implies in the last run, for all movements of step sizes δk =
sinitial
ρk
(until δk gets
smaller than the step size threshold) the objective function value is checked at
u
(i+)
k ,u
(i−)
k and f(u) ≤ f(u(i+)k ) and f(u) ≤ f(u(i−)k ) hold for all i = 1, . . . , n.
So making the value of step size threshold sufficiently small, RMPSS would
reach the global minimum under assumed regularity conditions of the objective
function. Note that, for this convergence results to be hold true, the value of
λ should be taken to be zero. But, in practical, it is noted that setting a small
non-zero value of λ (specially in high-dimensional problems with possibility of
sparsity) increases the efficiency and accuracy of the solution provided by this
algorithm.
4 Generalization to some other cases
In this section we describe how RMPSS can be used to optimize any objective
function on two well-known constrained spaces, namely simplex inequality
constraint and linearly constraint (with positive coefficients).
4.1 Simplex Inequality
Consider the case where the optimization problem is given by
minimize : f(p1, · · · , pm)
subject to : pi ≥ 0, 1 ≤ i ≤ m,
m∑
i=1
pi ≤ 1. (3)
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Under this scenario, a slack variable pm+1 is introduced such that pm+1 ≥ 0
and
∑m+1
i=1 pi = 1. Define f1(p1, . . . , pm+1) = f(p1, . . . , pm). So, the modified
optimization problem which is equivalent to Equation (3) is given by
minimize : f1(p1, · · · , pm+1)
subject to : pi ≥ 0, 1 ≤ i ≤ m+ 1,
m+1∑
i=1
pi = 1, (4)
which can be easily solved using the proposed algorithm.
4.2 Linear Constraint with Positive Coefficients
Now, consider the case where the optimization problem is given by
minimize : f(x1, · · · , xm)
subject to : xi ≥ 0, 1 ≤ i ≤ m,
m∑
i=1
aixi = K, ai > 0,K > 0. (5)
To solve this problem, consider the change of variable given by yi =
aixi
K
for i = 1, . . . ,m. yi is non-negative since K > 0, xi ≥ 0 and ai > 0 for
i = 1, . . . ,m. Now, the constraint
∑m
i=1 aixi = K is equivalent to
∑m
i=1 yi = 1
after re-parametrization. Consider the mapping g : Rm 7→ Rm
g(y1, . . . , ym) =
(
Ky1
a1
, . . . ,
Kym
am
)
.
Define h : Rm 7→ R such that h = f ◦ g. So,
h(y1, . . . , ym) = f(g(y1, . . . , ym))
= f
(
Ky1
a1
, . . . ,
Kym
am
)
= f(x1, . . . , xm).
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Hence, the optimization problem in Equation (5) is equivalent to
minimize : h(y1, · · · , ym)
subject to : yi ≥ 0, 1 ≤ i ≤ m,
m∑
i=1
yi = 1, (6)
which can be solved using the proposed algorithm.
5 Application to non-convex global optimization on Simplex
In this section, we compare the performance of the proposed method (RMPSS)
with three constrained optimization methods : the ‘interior-point’ (IP) al-
gorithm, ‘sequential quadratic programming’ (SQP) and ‘genetic algorithm’
(GA) based on optimization of challenging objective functions on simplex con-
strained parameter space. All of the above-mentioned algorithms are available
in Matlab R2016b (The Mathworks) via the Optimization Toolbox functions
fmincon (for IP and SQP algorithm) and ga (for GA). IP and SQP algorithms
return a local minimum as the solution but they are less time consuming, in
general. On the other hand GA is a heuristic algorithm which attempts to
find global minimum, and it is more time consuming. For the following com-
parative studies, we consider the algorithm is successful in reaching the global
minimum if the absolute difference of function value at the solution (returned
by the algorithm) and the true minimum value of the objective function is less
than 10−2. For maximization problems, the objective function is taken to be
the negative of the true function which needs to be maximized and same con-
vergence criteria is considered as mentioned previously. For RMPSS algorithm,
the values of all the tuning parameters are taken to be same as mentioned in
Section 2. RMPSS algorithm is implemented in Matlab R2016b. The code for
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RMPSS algorithm is made available at the following link1. For IP and SQP
algorithms, the upper bound for maximum number of iterations and function
evaluations is set to be infinity. For GA, we use the default options of ga func-
tion in Matlab R2016b. We perform the simulations in a machine with 64-Bit
Windows 8.1, Intel i7 3.60GHz processors and 32GB RAM.
5.1 Maximum of two Gaussian densities
Consider the problem
maximize : max
(
8 ∗ φ(p;µ1, Σ1), 5 ∗ φ(p;µ2, Σ2)
)
subject to : p1, p2 ≥ 0, p1 + p2 = 1, (7)
where p = (p1, p2) is our parameter of interest, φ(x;µ,Σ) denotes the normal
density at x with mean µ and covariance matrix Σ. Here, µ1 =
0.25
0.75
 , µ2 =0.8
0.2
 and Σ1 = Σ2 =
0.1 0
0 0.1
. In Figure 4(b), the function is plotted on the
restricted parameter space which is of our interest. Note that the function has
two local maximums at (p1, p2) = (0.8, 0.2) and (0.25, 0.75), the latter being
the global maximum. For comparative study, taking (p1, p2) = (0.8, 0.2) (which
is a local maximum, not the global maximum) as the starting point, RMPSS,
SQP, IP and GA methods are used to find the global maximum. It is observed
that only RMPSS and GA reach the global maxima (0.25, 0.75) successfully,
while IP and SQP get stuck at the starting point as that is a local maximum.
We also consider another study where this objective function is maximized
using all above-mentioned algorithms starting from 100 randomly generated
starting point within the simplex constrained space. Only RMPSS and GA
1 https://github.com/priyamdas2/RMPSS
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(a) (b)
Fig. 4 In Example (5.1) (a) Value of f(p) on unrestricted X − Y plane. (b) f(p) on
restricted 1-simplex defined by x+ y = 1; x, y ≥ 0.
reach the global maximum at every occasion. Note that more than 21 folds
improvement in average computation time is obtained using RMPSS over GA
(see Table 2).
5.2 Modified Easom function on simplex
Consider the following problem
maximize : cos(6pip1) cos(6pip2) cos(6pip3) exp(−
3∑
i=1
(3pipi − pi)2)
subject to : p1, p2, p3 ≥ 0, p1 + p2 + p3 = 1. (8)
This function has multiple local maxima (see Figure 5) with the global max-
ima at p = ( 13 ,
1
3 ,
1
3 ), the functional value at this point being 1. Starting from
100 randomly generated starting points within the simplex constrained space,
RMPSS, SQP, IP and GA are used to find the global maximum. The com-
parative performance of all above-mentioned algorithms are noted in Table
2. In this scenario also only RMPSS and GA converge successfully to true
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Fig. 5 Heat-map of functional values of modified Easom function on 3-simplex in Example
(5.2).
global minimum for all starting points. It is noted that around 85 fold time
improvement is obtained using RMPSS over GA.
5.3 Non-linear non-concave maximization on 2-simplex
Here we consider a problem of maximizing a non-linear non-concave function
(which is equivalent to minimizing non-linear non-convex function) on the a
linearly constrained space on R2.
maximize : sin(
7pix
4
) + sin(
7piy
4
)− 2(x− y)2
subject to : 3x+ 2y ≤ 6, x, y ≥ 0 (9)
In Figure 6(a), a heat-map of the values of this function over the parameter
space is plotted. This function has 4 local maximums out of which the global
maximum is located at (x, y) = (27 ,
2
7 ) = (0.2857, 0.2857), the value of the
objective function value being 2 at this point. Note that any point in the fea-
sible region (defined in (9)) is in the convex hull generated by (0, 0), (2, 0) and
(0, 3) on R2. Now, for any given point within a triangle, there exist unique
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(a) (b)
Fig. 6 (a) Heat-map of f(p) on restricted X − Y plane in Example (5.3). (b) Heat-map of
f(p) for n = 3 in Example (5.4).
Algorithms
Example 5.1 Example 5.2 Example 5.3
Success
(%)
Avg. Time
(sec)
Success
(%)
Avg. Time
(sec)
Success
(%)
Avg. Time
(sec)
RMPSS 100 0.071 100 0.016 100 0.019
SQP 67 0.014 31 0.014 44 0.025
IP 71 0.023 47 0.030 47 0.014
GA 100 1.494 100 1.354 100 1.270
Table 2 Comparison of required time and number of successful convergence for solving the
problems in Example (5.1), (5.2) and (5.3) using RMPSS, SQP, IP and GA starting from
100 randomly generated points.
non-negative weights {p1, p2, p3 : pi ≥ 0,
∑
i pi = 1} such that the coordinate
of that point can be given by the weighted average of the coordinates of the
vertices. Thus, once the weight vector (p1, p2, p3) is estimated for which the
the objective function is maximized, the solution in terms of (x, y) can be cal-
culated. In Table 2, it is noted that RMPSS outperforms the other algorithms
based on the comparative study of the number of successful convergences for
all methods starting from 100 randomly generated starting points, and using
RMPSS around 66 folds improvement in computation time is observed over
GA.
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Algorithms
n=5 n=10 n=25 n=50 n=100
No. of
success
Avg.
time
No. of
success
Avg.
time
No. of
success
Avg.
time
No. of
success
Avg.
time
No. of
success
Avg.
time
RMPSS 100 0.040 100 0.079 100 0.226 100 0.394 100 0.909
SQP 31 0.008 22 0.010 16 0.017 15 0.028 7 0.063
IP 30 0.022 22 0.026 15 0.052 22 0.094 26 0.183
GA 4 2.910 0 55.762 0 51.091 0 50.345 0 53.232
Table 3 Comparison of required time and number of successful convergence for solving the
problem in Example (5.4) using RMPSS, SQP, IP and GA for n = 5, 10, 25, 50, 100 starting
from 100 randomly generated points in each case.
5.4 Optimization of function with multiple local maximums on boundary
points for various dimensions
Consider the problem
maximize :
n∑
i=1
ip4i
subject to : pi ≥ 0, i = 1, · · · , n
n∑
i=1
pi = 1, (10)
where n is any positive integer. Note that each boundary point of the sim-
plex constrained space is a local maximum for this function. But the global
maximum occurs at pˆ = (p1, · · · , pn) where p1 = . . . = pn−1 = 0 and
pn = 1 attaining global maximum 1. With increasing value of n, it gets
harder to estimate the global maximum. In Figure 6(b), we plot the heat
map of f(p) for n = 3. It can be seen that this function has three lo-
cal maxima at P1 = (1, 0, 0), P2 = (0, 1, 0) and P3 = (0, 0, 1) out of which
P3 = (0, 0, 1) is the global maxima. Starting from 100 randomly generated
points within simplex constrained space, we perform a comparative study of
performances of all the above-mentioned algorithms for different possible val-
ues of n = 5, 10, 25, 50, 100. In Table (3), it is noted that unlike GA, RMPSS
works well for high-dimensional cases as well. It is also noted that the required
computation time for RMPSS algorithm increases approximately at a linear
rate with dimension of the problem.
Title Suppressed Due to Excessive Length 31
5.5 Transformed Ackley’s Function on Simplex
Consider a function f needs to be minimized on a d-dimensional hypercube
Dd where D = [l, u] for some constants l, u in R. Consider the bijection map
g : D 7→ [0, 1d ] such that g(xi) = yi = xi−ld(u−l) for i = 1, . . . , d. Replacing the
original parameters of the problem with the transformed parameters we get
f(x1, . . . , xd) = f(g
−1(y1), . . . , g−1(yd)).
Now, define h : [0, 1d ]
d 7→ R such that
h(y) = h(y1, . . . , yd) = f(g
−1(y1), . . . , g−1(yd)).
Consider the set S = {(z1, . . . , zd) |zi ≥ 0,
∑d
i=1 zi ≤ 1}. Clearly [0, 1d ]d ⊂ S.
Define h′ : S 7→ R which is equal to function h considered on the extended
domain S. We have yi ∈ [0, 1d ] for i = 1, . . . , d and 0 ≤
∑d
i=1 yi ≤ 1. Define
yd+1 = 1−
∑d
i=1 yi. Hence 0 ≤ yd+1 ≤ 1 and
∑d+1
i=1 yi = 1. So we can conclude
that y¯ = [y, yd+1] ∈ ∆d where y = (y1, . . . , yd) and
∆d = {(y1, . . . , yd+1) ∈ Rd+1 | yi ≥ 0, i = 1, . . . , d+ 1,
d+1∑
i=1
yi = 1}.
Now define h¯ : ∆d 7→ R such that h¯(y¯) = h¯(y1, . . . , yd+1) = h′(y1, . . . , yd)
for y¯ ∈ ∆d. Note that y¯ ∈ ∆d implies (y1, . . . , yd) ∈ S. Suppose the global
minimum of the function f occurs at (m1, . . . ,md) in D
d. Hence, the function
h¯ has the global minimum at y¯ =
(
g−1(m1), . . . , g−1(md), 1−
∑d
i=1 g
−1(mi)
)
in ∆d.
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d-dimensional Ackley’s function is given by
f(x1, . . . , xd) = −20 exp(−0.2
√√√√0.5 d∑
i=1
x2i )− exp(0.5
d∑
i=1
cos(2pixi)) + e+ 20.
The domain of x = (x1, . . . , xd) is generally taken to be [−5, 5]d. The global
minimum of f is 0 (even if considered on Rd) which occurs at x∗ = (x∗1, . . . , x∗d) =
(0, . . . , 0). After doing the above mentioned transformations taking l = −5
and u = 5, we get the transformed Ackley’s function on a d-dimensional unit-
simplex ∆d given by
h¯(y¯) =h¯(y1, . . . , yd+1)
=− 20 exp(−0.2
√√√√0.5 d∑
i=1
(g−1(yi))2 − exp(0.5
d∑
i=1
cos(2pig−1(yi))) + e+ 20.
The global minimum of the transformed Ackley’s function on simplex occurs at
y¯∗1×(d+1) = (
1
2d , . . . ,
1
2d ,
1
2 ) which is found using inverse transformation on x
∗ as
mentioned above. For comparative study we considered RMPSS algorithm for
three set of parameter values; the first setup being the default parameter values
(as mentioned in Section 2) and the other two sets of parameter values being
RMPSS (pl1) (‘pl’ stands for precision level) and RMPSS (pl2). In RMPSS
(pl1), we take λ = φ = 10−5 and for RMPSS (pl2), we take λ = φ = 10−7
keeping the values of the other parameters same as in the default setup. The
main motive behind considering different sets of parameters is to find how the
computation performance and time of RMPSS vary as the we increase the
precision of the solution. For each algorithm, transformed Ackley’s function is
optimized for d = 5, 10, 25, 50 and 100. In each case, the objective function is
minimized starting from 100 randomly chosen points. In Table 3, the average
computation time and the minimum value achieved by each algorithm are
noted. It is noted that for this function, RMPSS algorithm outperforms all
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other algorithms by a large margin both in terms of proportion of successful
convergences and computation time. It is also observed that taking smaller
values of λ and φ improves the accuracy of the solution at the cost of higher
computation time. Note that for d = 5, RMPSS (pl1) yields better solution
than GA with a 235 folds improvement in average computation time.
5.6 Transformed Griewank’s Function on Simplex
d-dimensional Griewank’s function is given by
f(x1, . . . , xd) =
1
4000
d∑
i=1
x2i −
d∏
i=1
cos
( xi√
i
)
+ 1.
The domain of x = (x1, . . . , xd) is generally taken to be [−500, 500]d. The
global minimum of f is 0 (even if considered on Rd) which occurs at x∗ =
(x∗1, . . . , x
∗
d) = (0, . . . , 0). Similar to the previous problem, after performing
the previously mentioned transformations taking l = −500 and u = 500, we
get the transformed Griewank’s function on a d-dimensional unit-simplex ∆d
given by
h¯(y¯) =h¯(y1, . . . , yd+1)
=
1
4000
d∑
i=1
(g−1(yi))2 −
d∏
i=1
cos
(g−1(yi)√
i
)
+ 1.
Similar to the previous scenario, in this case also the global minimum occurs
at y¯∗1×(d+1) = (
1
2d , . . . ,
1
2d ,
1
2 ). We perform the comparative performance study
for this function under the similar setup of Example (5.5). In this case, RMPSS
(pl1 & pl2) outperforms other methods for high-dimensional cases, while SQP
and IP perform relatively better than RMPSS (default, pl1 & pl2) and GA
for smaller dimensional cases. In this case also, the solution improves taking
the values of parameters λ and φ smaller in RMPSS. Note that for d = 5,
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more than 338 folds improvement in average computation time is noted using
RMPSS(pl1) over GA along with more accuracy of the solution.
5.7 Transformed Rastrigin’s Function on Simplex
d-dimensional Rastrigin’s function is given by
f(x1, . . . , xd) = 10d+
d∑
i=1
[x2i − 10 cos(2pixi)]
The domain of x = (x1, . . . , xd) is generally taken to be [−5, 5]d. After trans-
formation in the above-mentioned way, the transformed Rastrigin’s function
on ∆d is given by
h¯(y¯) =h¯(y1, . . . , yd+1)
=10d+
d∑
i=1
[(g−1(yi))2 − 10 cos(2pig−1(yi))]
The global minimum of h¯ occurs at y¯∗1×(d+1) = (
1
2d , . . . ,
1
2d ,
1
2 ) which follows
from the fact that the global minimum of the original form of Rastrigin’s
function occurs at x∗ = (x∗1, . . . , x
∗
d) = (0, . . . , 0). Comparative study of per-
formances of the algorithms are carried out for this function under the same
setup as in (5.5). In Table 4 it is noted that agian RMPSS outperforms other
algorithms by a large margin. It is noted that for d = 5, RMPSS (pl2) pro-
vides more accurate solution than GA with a 253 folds improvement in average
computation time.
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6 Application to analysis of Atlantic Hurricane Intensity Data
using Simultaneous Quantile Regression
In 2008, [39] argued that the higher velocity hurricanes in the North Atlantic
basin have got more stronger in the last couple of decades. In order to ana-
lyze the validity of this argument, we consider the Hurricane velocity data2 of
North Atlantic region during 1981-2006 and we perform quantile regression,
higher estimated quantile levels being our main point of interest. [1] proposed
a Bayesian method for quantile regression method using B-spline ([40]) series
for estimating the whole quantile curve simultaneously. The main challenge
of estimating the whole quantile curve simultaneously remains in maintaining
the monotonicity of the quantile curves, as any upper quantile curve should
be always at the same level or higher than other lower quantile curves. After
transforming the univariate predictor and the response variables to unit inter-
vals by monotonic transformation, the estimation of the whole quantile curve
in [1] comes down to estimating two monotonically increasing differentiable
functions ξ1(·) and ξ2(·) (see Appendix B for details) such that both map
unit interval to another unit interval (i.e., each of them is a diffeomorphism
of [0, 1] onto itself). [1] used B-spline basis functions to estimate the functions
ξ1(·) and ξ2(·) as monotonicity can easily be imposed in B-Splines by taking
increasing coefficients of the B-spline basis functions ([40]).
Suppose, we take equidistant knots 0 = t0 < t1 < · · · < tk = 1 on the inter-
val [0, 1] where ti = i/k, i = 0, 1, . . . , k where k, a positive integer, denotes the
number of divided components of unit interval. Let h denote the degree of the
B-spline (e.g., h = 2, 3 denotes the quadratic and cubic splines respectively).
Let {Bj,h(t)}k+hj=1 denote the basis functions of h-th degree B-splines on unit
interval. Then the B-spline expansion of the diffeomorphisms ξ1(·) and ξ2(·)
2 http://weather.unisys.com/hurricanes
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are given by
ξ1(τ) =
k+h∑
j=1
θjBj,h(τ), 0 = θ1 ≤ θ2 ≤ · · · ≤ θk+h = 1,
ξ2(τ) =
k+h∑
j=1
φjBj,h(τ), 0 = φ1 ≤ φ2 ≤ · · · ≤ φk+h = 1,
where τ ∈ [0, 1] denotes the quantile level. Now, define
γj = θj+1 − θj , δj = φj+1 − φj , j = 1, . . . , k + h− 1.
Note that
γj , δj ≥ 0, j = 1, . . . , k + h− 1,
k+h−1∑
j=1
γj =
k+h−1∑
j=1
δj = 1,
which implies G = {γj}k+h−1j=1 and D = {δj}k+h−1j=1 are on unit simplexes.
Therefore, given the dataset {(Xi, Yi)}ni=1 (n denotes sampl-size) the whole
log-likelihood can be expressed as a function of two unit-simplexes D and G,
given by
l
({θj}k+hj=1 , {φj}k+hj=1 |(X1, Y1), . . . , (Xn, Yn)) = f(D,G).
However, as discussed in [1], this log-likelihood does not have any closed form
and evaluation of likelihood involves numerical integration, grid search and
several other complex operations making it computationally expensive. For
that reason it cannot be checked readily whether its concave or not analyti-
cally (see Appendix B for explicit form of the likelihood). Therefore, in order
to avoid the computational burden of maximizing a (possibly) non-concave
log-likelihood (which is equivalent to minimizing a non-convex function), [1]
considered Bayesian alternative to estimate D and G using posterior samples
after incorporating Markov Chain Monte Carlo (MCMC) sampling. However,
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RMPSS can be used to maximize the log-likelihood since each set of unknown
parameters D and G belongs to unit-simplex.
In order to analyze the North Atlantic Hurricane intensity data, we trans-
form the X (year) and Y (velocities of Hurricane) to unit intervals in the same
fashion as performed in [1] and once the results are obtained, the estimated
values are again transformed back to the original scale. Following the argu-
ment in [1], we take the degree of B-spline h = 2. The negative log-likelihood is
minimized with RMPSS for the number of divided components of unit interval
k = 3, 4, . . . , 10 and Akaike Information Criterion (AIC) is used to select the
best possible value of k which came up to be 5 for this dataset. Unlike the
previous cases considered in this article, here two unit simplexes need to be
estimated. Therefore, while using RMPSS to estimate D and G, we update
each simplex component alternatively within same iteration. In other words,
while updating D during i-th iteration, we fix the value of G at G(i−1). Once
D is updated, we update G by fixing the value of D at D(i). In Figure 7(a) the
estimated quantiles of the hurricane velocities are plotted during 1981–2006
along with the scatter-plot of the real data. Note that, for the higher estimated
quantiles, the postive slope is more prominent than that of the lower quan-
tiles which implies the higher velocity hurricanes have become more extreme
over the time period while low velocity hurricanes tend to be similar during
that period of investigation. Figure 7(b) shows how velocity of hurricane has
changed over time at different quantile levels. Here, the gap between the ve-
locities are higher at higher quantile and an increasing trend of velocities is
observed over the time period. It should be noted that these plots looks similar
to those estimated in [1] using Bayesian methods.
Parallel computation As mentioned in Section 1 and 2, in RMPSS, within
each iteration, since the objective function is evaluated in 2m (where m de-
notes the dimension of the simplex parameter) independent directions, upto
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(a) (b)
Fig. 7 (a) Estimated quantile curves (using RMPSS) of hurricane velocities during the
period 1981–2006 for the quantiles τ = {0.05, 0.1, . . . , 0.9, 0.95}, over the scatter-plot of
hurricane velocities over that time period. (b) Hurricane velocities as a function of quantiles
for years 1981, 1986, 1991, 1996, 2001, 2006.
2m parallel threads can be used. While using parallel computing, some time
is spent to distribute works to parallel threads and to collect (or combine)
the results from those parallel threads after the computational tasks are over
within all parallel threads. The time spent for allocating and collecting results
while using parallel threads depends on the software3. In case the objective
function is relatively inexpensive to compute, or in other words, if the com-
putation time of evaluating the objective function is too small compared to
the amount of extra time spent for parallel thread computing, little to no
improvement in computation time might be gained for using parallel thread-
ing over single threading. However, in case the objective function is relatively
expensive, the improvement of computation time using parallel threading be-
comes more perceivable since the time spent on allocation and collection of
results from parallel threads does not differ much based on how expensive the
objective function is; also as the objective function becomes more expensive
to evaluate, that total amount of extra time required specifically for parallel
3 https://www.mathworks.com/help/optim/ug/improving-performance-with-parallel-computing.
html
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threading starts getting smaller compared to the total time spent for other
computational operations. Thus, as the objective function becomes more ex-
pensive, more gain in computational time is obtained by using parallel over
single threading.
Since all the functions considered in the previous simulation scenarios are
quite inexpensive in terms of computation time, we only consider single thread-
ing instead of parallel threading. But the log-likelihood considered in the North
Atlantic Hurricane data analysis is computationally quite expensive. Since the
total log-likelihood is the sum of the log-likelihood evaluated at each data-
point, as the sample size increases, the computation time of the log-likelihood
would also increase linearly with sample size. Thus, in case we may increase
the sample size in the data, we can make the objective function (the negative
of the log-likelihood) more time consuming. In the real data, the sample size is
380. To provide a better understanding of the relation of the computation time
as the computational time of the objective function increases, we consider one
real and two artificial sample size scenarios denoted by Scenario 1, Scenario 2
and Scenario 3. In Scenario 1 we consider the sample size to be 380 as provided
in the data-set. To make the evaluation of the log-likelihood function even more
time consuming, in Scenario 2 we consider a dataset of size 7600 which is ob-
tained by replicating the true dataset 20 times. In Scenario 3 we replicate the
true sample 100 times to obtain the sample of size 38000. For the analysis, we
consider quadratic B-spline (k = 2) and for each scenario of sample sizes we
consider 3 values of h which are {9, 19, 39}; thus making the dimension of the
each simplex parameter (D and G) to be m = k+h−1 = 10, 20, 40. The main
motivation of considering 3 different values of m lies in the fact that as the
size of parameter space increases, parallel computing is expected to perform
faster compared to single threading because of distributing the job of function
evaluations to multiple cores/threads instead of doing it using single core. For
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Experiments m
Time required
Parallel thread.
(seconds)
Time required
Single thread.
(seconds)
Scenario 1
10 34.82 3.34
20 36.55 6.69
40 42.22 15.36
Scenario 2
10 56.79 63.52
20 66.63 128.95
40 92.46 298.79
Scenario 3
10 111.59 311.53
20 147.26 641.55
40 253.72 1472.10
Table 5 Comparison of computation time to estimate the quantile regression curves for
Scenario 1, Scenario 2 and Scenario 3 with 1, 20 and 100 replications of North Atlantic
Hurricane dataset (size n = 380) respectively using parallel (12 threads) and single threading
RMPSS. Computation times are noted in seconds.
all the considered sample size scenarios, for those 3 above-mentioned values of
m, we perform both single and parallel threading RMPSS. For parallel thread-
ing, we use desktop of same specification as mentioned in Section 5 with 12
threads incorporated by parfor loop in MATLAB 2016b. The comparison of
computation times are is provided in Table 6. Note that, the objective function
being less expensive for Scenario 1, single thread computing yields faster re-
sult. However, as the objective function becomes more challenging in Scenario
2 and Scenario 3, an improvement in the performance of parallel threading is
observed. We obtain upto 5.8 fold improvement in computation time in Sce-
nario 3. It is expected that more computational gain (upto 12 times, since
12 parallel threads are used) could be obtained for more expensive objective
function scenarios. Also note that, within any Scenario, the computation time
for single threading increases almost at a linear rate as m increases. However
it is not true for parallel threading scenarios. Because as mentioned earlier, the
total computational time for parallel threading is the sum of the buffer time
(for distribution and collection of parameter values from parallel threads) and
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the computational time for other operations. Now, similar amount of buffer
time is spent for all m values but only the other portion of computational time
increases as m increases. As the complexity of the objective function increases
through Scenario 2 and Scenario 3, the proportion of this required buffer time
becomes lesser compared to the total computational time; thus difference of
computation time across different m becomes more prominent as the objec-
tive function gets more expensive. That explains the fact that the difference of
computation times using parallel threading across different m values is more
prominent for Scenario 3 compared to Scenario 1 and Scenario 2.
7 Discussion
In this paper, a novel efficient Blackbox optimization algorithm is proposed
where the parameters belong to unit-simplex. RMPSS can be considered as
a variation of pattern search where candidate solutions are generated in the
neighborhood of the current solution by making movements across the coordi-
nates. However, the main challenging aspect of designing RMPSS remains in
maintaining the simplex constraint along with required pattern-search based
update step while looking for a better solution starting from any given solu-
tion. Unlike existing pattern-search algorithms, the re-start strategy of runs
considered in RMPSS is shown to contribute in yielding better solutions while
optimizing a wide range of objective functions. The proposed algorithm being
derivative-free, unlike some derivative-based algorithms (e.g., SQP), it could
be used efficiently to optimize functions even if the closed form of the deriva-
tive of the objective function does not exist or it is expensive to evaluate.
Unlike some other global optimization techniques (e.g., GA), at each step, the
number of candidate solutions generated are in the order of the dimension
of the parameter space (i.e., 2m where m is the dimension of the parame-
Title Suppressed Due to Excessive Length 43
ter) and the objective function value can be evaluated in parallel. Thus, in
RMPSS, upto 2m parallel threads can be used making the computation even
faster for optimizing expensive high dimensional objective functions. A study
is also considered showing how parallel computing can be incorporated to yield
solutions faster in case the objective function is relatively expensive and/or
high-dimensional.
Another novelty in proposing RMPSS remains in the introduction of the
sparsity parameter λ which can be used to induce sparsity in case the solu-
tion is known to be sparse in prior. The sparse solution technique is useful
for several statistical problems e.g., estimating mixture proportions of mix-
ture model with low sample size and high number of possible classes/clusters.
Under the regularity conditions (mentioned in Section 3), it is also shown that
execution of a single run is sufficient to reach the global minimum. So, in case
the objective function is known to follow those regularity conditions, we can
set max runs = 1 and in that scenario, RMPSS can be used to minimize any
convex function just like any other convex optimization algorithms (e.g., SQP)
where no extra time is spent on looking for other possible solutions once a local
minimum is reached. RMPSS is also shown to yield better solution in lesser
time (in general) compared to several existing convex and Blackbox optimiza-
tion techniques based on the challenging optimization problems of several low,
medium and high-dimensional objective functions. Upto 250 fold improvement
in computation time is observed in using RMPSS over GA. Several scenarios
are also considered to give the readers an idea about how the accuracy of the
solution can be improved by changing a few tuning parameters in case further
computation time is affordable.
RMPSS is used to estimate the simultaneous quantiles of the North At-
lantic Hurricane velocities during the period 1981–2006 using a simultaneous
quantile regression method ([1]) where the likelihood does not have any closed
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form expression and along with presence of (possibly) multiple modes. It is
noted that the higher velocity hurricanes became more stronger over the pe-
riod of study while the velocity of the hurricanes belonging to lower quantile
did not show much of an increasing trend.
We include a brief discussion on how RMPSS can be used to estimate
the proportion vector for parameter estimation problem in case of univariate
finite mixture model in Appendix C. In future, RMPSS can be extended for
the parameter space which consists of multiple unit-simplexes. This principle
can also be extended for spherically constrained parameter spaces which would
be useful for estimating fixed norm regression coefficients and in the context
of directional statistics.
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Appendix A : Discussion on the number of operations and objective
function evaluations required at each iteration of RMPSS
Here we find the order of the number of basic operations and the number of objective
function evaluations required at each iteration in terms of the dimension of the parameter
space. Therefore, we find the upper bound of number of operations required for the worst case
scenario which would be sufficient to determine the order of the number of basic operations.
Suppose we want to minimize f(p) where p ∈ S. At the beginning of each iteration, 4
arrays of length m, i.e., s+, s−, f+, f+ are initialized (see step (2) of STAGE 1 in Section
2). During each iteration, starting from the current value of the parameter 2m candidate
solutions are generated in a such way that each of them belongs to the domain S. Search
algorithm for first m of these movements have been described in step (3) of STAGE 1 of
Section 2.
In step (3) of STAGE 1 of Section 2, note that it requires not more than m operations
to find S+i . To find K
+
i , it takes at most m operations. As we are considering the worst
case scenario in terms of maximizing the number or required operations, assume K+i ≥ 1.
In step (3.1) and (3.2) of STAGE 1, suppose the value of s+i is updated atmost k times. So,
we have sinitial
ρk−1 ≤ φ but
sinitial
ρk−2 > φ. Hence k = 1 +
[ log( sinitial
φ
)
log(ρ)
]
, where [x] returns the
largest interger less than or equal to x. Corresponding to each update step of s+i , first it is
checked whether s+i ≤ φ or not. It involves a single operation. Then deriving q+i involves
not more than 2m steps because the most complicated scenario occurs for updating the
positions of q+i which belong to S
+
i . And in that case, it takes total two operations for each
site, one operation to find
s+i
K+i
and one more to evaluate to subtract that quantity from
p
(l)
i for l ∈ S+i . In order to check whether q+i ∈ S or not, it requires m operations. For
the worst case scenario, we also add one more step required for updating s+i =
s+i
ρ
. Hence
the search procedure of any movement (i.e., for any i ∈ {1, . . . ,m}) in step (3) of STAGE
1 requires m + m + k × (1 + 2m + m + 1) = m × (2 + 3k) + 2k operations. Hence, for
m movements (mentioned in step (3) of STAGE 1 in Section 2) it requires not more than
m2 × (2 + 3k) + 2mk operations. In a similar way, it can be shown that for step (4) also the
maximum number of required operations is not more than m2 × (2 + 3k) + 2mk.
In step (5) of STAGE 1 in Section 2, to find k1 or k2, it takes (m− 1) operations. The
required number of steps for this step will be maximized if min(f+k1
, f−k2 ) < Y
(j). Under this
scenario, two more operations (i.e., comparisons) are required to find ptemp. So this step
requires not more than 2× (m− 1) + 2 = 2m operations.
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In step (6) of STAGE 1 in Section 2, it takes at most m operations to find Supdated. In
case Kupdated is not m, the required number of operations required in this step would be
more than the case when Kupdated = m. For finding out the number of operations required
for the worst case scenario, assume Kupdated < m. To find the value of garbage, maximum
number of required steps is not more than m. Finally, it can be noted that in step (6.2),
updating the value of the parameter of interest from p(j) to p(j+1) requires not more than
2m steps. So maximum number of operations required for step (6) of STAGE 1 is not more
than m+m+ 2m = 4m.
In step (7) of STAGE 1 in Section 2, to find (p(j)(i)−p(j−1)(i))2 for each i ∈ {1, . . . ,m},
we need one operation for taking difference, and one operation for taking the square. Hence
to find the sum of the squares, it needs (3m − 1) more operations. Comparing it’s value
with tol fun takes one more operation. In the worst case scenario, it would take two more
operations till the end of the iteration, i.e., update of s(j) at step (7) and it’s comparison
with φ at step (8). Hence after step (6), the required number of operations would be at most
(3m− 1) + 1 + 2 = 3m+ 2.
Hence for each iteration, in the worst case scenario, the number of required basic opera-
tions is not more than m2(2+3k)+2mk+2m+3m+(3m+2) = m2(2+3k)+m(2k+8)+2.
So, number of basic operations required for each iteration in our algorithm is of O(m2) where
m is the number of parameters to estimate.
Note that the number of times the objective function is evaluated in each iteration is
2m + 1 (once at step (2), m times at step (3.3) and m times at step (4.3) of STAGE 1
in Section 2). Thus, we note that the order of the number of function evaluations at each
iteration step is of O(m).
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Appendix B : Model and Likelihood of Simultaneous Quantile Re-
gression
Let Qy(τ |x) = inf{q : P (Y ≤ q|X = x) ≥ τ} denote the τ -th conditional quantile of
a response Y at X = x for 0 ≤ τ ≤ 1, where X is the predictor. A linear simultaneous
quantile regression model for Qy(τ |x) at a given τ is given by
Qy(τ |x) = β0(τ) + xβ(τ)
where β0(τ) denotes the intercept and β(τ) denotes the slope which are smoothly varying
function of τ . After transforming the predictor and the response variables to unit variable
by some monotonic transformation, as shown in [1], the linear quantile function can be
represented as
Qy(τ |x) = xξ1(τ) + (1− x)ξ2(τ) for τ ∈ [0, 1], x, y ∈ [0, 1], (11)
for some functions ξ1(τ) and ξ2(τ) which are monotonically increasing in τ for τ ∈ [0, 1]
satisfying ξ1(0) = ξ2(0) = 0, ξ1(1) = ξ2(1) = 1. Equation (11) can be re-framed as
Qy(τ |x) = β0(τ) + xβ1(τ) for τ ∈ [0, 1], x, y ∈ [0, 1],
where β0(τ) = ξ2(τ) and β1(τ) = ξ1(τ) − ξ2(τ) denotes the slope and the intercept of the
quantile regression. The conditional density for Y is given by
fy(y|x) =
(
∂
∂τ
Qy(τ |x)|τ=τx(y)
)−1
=
(
∂
∂τ
β0(τ) + x
∂
∂τ
β(τ)|τ=τx(y)
)−1
, (12)
where τx(y) solves the equation
xξ1(τ) + (1− x)ξ2(τ) = y. (13)
Therefore for any given dataset {(xi, yi)}ni=1, the likelihood is given by
∏n
i=1 fY (yi|xi).
Let 0 = t0 < t1 < . . . < tk = 1 be the equidistant knots on the interval [0, 1] such that
t0 = 0, tk = 1 and ti =
1
k
for all i = 0, 1, . . . , k − 1. Suppose {Bj,h(t)}k+hj=1 denote the basis
functions of hth degree B-splines on [0,1] on the above mentioned set of equidistant knots.
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Now, the basis expansion of ξ1(·) and ξ2(·) are given by
ξ1(τ) =
k+h∑
j=1
θjBj,h(τ) where 0 = θ1 < θ2 < · · · < θk+h = 1,
ξ2(τ) =
k+h∑
j=1
φjBj,h(τ) where 0 = φ1 < φ2 < · · · < φk+h = 1. (14)
Note that estimating {θj , φj}k+hj=1 is equivalent to estimatingG = {γj}k+h−1j=1 , D = {δj}k+h−1j=1
where
γj , δj ≥ 0, j = 1, · · · , k + h− 1, and
k+h−1∑
j=1
γj =
k+h−1∑
j=1
δj = 1.
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Appendix C : Application of RMPSS to estimate the membership
probability vector of mixture model
In this section we discuss how RMPSS can be used to estimate the proportion vector of a mix-
ture model (e.g., Gaussian mixture). Suppose X is a random variable which is coming from
mixture of C classes with density functions {fj(·|θj)}Cj=1 with probabilities p = (p1, . . . , pC)
such that pj ≥ 0,
∑C
j=1 pj = 1. So in this case, the density of the univariate mixture model
is given by
L(f(x|p,θ) =
C∑
j=1
pjfj(x|θj), (15)
where θ = (θ1, . . . , θC) denotes the parameters of C classes. For a given sample {xi}ni=1,
the likelihood is given by
L(p,θ) =
n∏
i=1
C∑
j=1
pjfj(xi|θj).
We consider the case where θjs are univariate.
Case 1 : When θ is known :
In case, θ is known, the likelihood is a function of only the proportion vector p. Now,
since θjs are known, while estimating p, problem of identifiability would not occur as the
order of θjs cannot change, so changing the order of elements of p would not produce the
same likelihood value for all x ∼ X assuming all θjs are different. So the proportion vector
can be estimated using RMPSS without further modification.
Case 2 : When θ is unknown :
In case, θ is also unknown, both p = (p1, . . . , pC) and θ = (θ1, . . . , θC) are needed to be
estimated. However, unlike previous scenario, in this case, the likelihood function is not iden-
tifiable. For example, suppose p∗ = (q1, q2, q3),p∗∗ = (q2, q1, q3),θ∗ = (φ1, φ2, φ3),θ∗∗ =
(φ2, φ1, φ3) for C = 3. Then note that L(p∗,θ∗) = L(p∗∗,θ∗∗) holds for any given sample.
In order to get rid of the identifiability problem, we set a natural ordering of the θ parameter
space such that θ1 > θ2 > · · · > θC . Define, βj = θj − θj−1 for j = 2, · · · , C. So, in case
θ ∈ RC , then the new set of parameters are given by θ′ = {θ1, β2, β3, . . . , βC} ∈ R×R+C−1.
Now, to estimate the solution pˆ and θˆ′ for which the likelihood function is maximized,
RMPSS can be used along with any other Black-box algorithm (e.g., GA, SA, PSO etc),
such that at any given iteration, RMPSS is used to maximize the likelihood in terms of
p fixing the value of θ′ at current value, then Genetic Algorithm (or any other Blackbox
algorithm) is used to maximize the likelihood in terms of θ′ fixing the value of p at the
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current updated value. Suppose p(k) and θ′(k) denote the updated values of p and θ′ at
the beginning of k-th iteration (k ≥ 2). Then following iteration steps should be performed
iterartively until final solution is obtained.
– While L1(p(k),θ′(k)) 6= L1(p(k−1),θ′(k−1))
1. Set k = k + 1.
2. Set p(k) = argmaxp, L1(p,θ
′ = θ′(k−1)) by solving with RMPSS where p ∈ ∆C−1,
3. Set θ′(k) = argmaxθ′ L1(p = p
(k),θ′) by solving with GA (or any other Black-box
optimization technique) where θ′ ∈ R× R+C−1,
where L1(p,θ′) = L(p,θ) and
∆C−1 = {(p1, . . . , pC) ∈ RC | pi ≥ 0, i = 1, . . . , C,
C∑
i=1
pi = 1}.
