Biology is characterized by complex interactions between phenotypes, such as recursive and simultaneous relationships between substrates and enzymes in biochemical systems.
ABSTRACT
Biology is characterized by complex interactions between phenotypes, such as recursive and simultaneous relationships between substrates and enzymes in biochemical systems.
Structural Equation Models (SEM) can be used to study such relationships in multivariate analyses, e.g. with multiple traits in a quantitative genetics context. Nonetheless, the number of different recursive causal structures that can be used for fitting a SEM to multivariate data can be huge, even when only a few traits are considered. In recent applications of SEM in mixed model quantitative genetics settings, causal structures were pre-selected based on prior biological knowledge alone. Therefore, the wide range of possible causal structures has not been properly explored. Alternatively, causal structure spaces can be explored using algorithms which, using data driven evidence, can search for structures that are compatible with the joint distribution of the variables under study.
However, the search cannot be performed directly on the joint distribution of the phenotypes as it is possibly confounded by genetic covariance among traits. In this article we propose to search for recursive causal structures among phenotypes using the Inductive Causation (IC) algorithm after adjusting the data for genetic effects. A standard multiple trait model is fitted using Bayesian methods to obtain a posterior covariance matrix of phenotypes conditional to unobservable additive genetic effects, which is then used as input for the IC algorithm. As an illustrative example, the proposed methodology was applied to simulated data related to multiple traits measured on a set of inbred lines.
INTRODUCTION
In biological systems, phenotypic traits may exert mutual effects which can be studied using recursive or simultaneous statistical models. For example, high yield in dairy cows increases the liability to certain diseases and, conversely, the presence of disease may affect yield adversely. Likewise, the transcriptome may be a function of reproductive status in mammals and the latter may depend on other physiological variables. Knowledge of phenotype networks describing such interrelationships can be used to predict behavior of complex systems, e.g. biological pathways underlying complex traits such as diseases, growth and reproduction. Structural Equation Models or SEM for short (WRIGHT, 1921; HAAVELMO, 1943) , are used to study recursive and simultaneous relationships among phenotypes in multivariate systems such as multiple trait models in quantitative genetics. SEM can produce an interpretation of relationships among traits which differs from that obtained with standard multiple trait models (MTM), where all relationships are represented by symmetric linear associations among random variables, i.e., as measured by covariances. Unlike MTM, in SEM one trait can be treated as a predictor of another trait, providing a causal link between them.
Fitting SEM requires defining a causal structure, which can be represented as a directed graph where each link between variables corresponds to a direct functional relationship (PEARL, 2000) . For k response variables, and considering all possible recursive and simultaneous relationships between pairs of traits, there are ( ) 1 k k − possible structural coefficients. Even if only acyclic structures are considered, the number of possible causal structures still grows markedly with the number of traits (SHIPLEY, 2002) , such that the choice of a causal structure can become cumbersome as the number of traits increases.
Structural Equation Models for quantitative genetics settings were described by GIANOLA and SORENSEN (2004) . Many authors have used SEM in the aforementioned context by applying prior biological knowledge for defining causal structures (DE LOS CAMPOS et al., 2006a,b; WU et al., 2007; KONIG et al., 2008; DE MATURANA et al., 2009; WU et al. 2010) . Typically, one model or a limited set of models (i.e., causal structures) is pre-selected, and members of the set are fit and compared based on some model comparison criteria such as AIC (AKAIKE, 1974) or BIC (SCHWARTZ, 1978) . However, the utility of this approach may be limited because the set of possible causal structures considered is narrow.
As an alternative, the notion of d-separation (PEARL, 1988; PEARL, 2000) can be used to explore the space of causal hypotheses so as to arrive to a causal structure (or a class of observationally equivalent causal structures) that is capable of generating the observed pattern of conditional probabilistic independencies between variables.
Algorithms that search for causal structures in an extensive causal hypotheses spaces using genomic information were applied, for example, by SCHADT et al. (2005) , LI et al. (2006 ), CHEN et al. (2007 ), LIU et al. (2008 , CHAIBUB NETO et al. (2008), and ATEN et al. (2008) . However, such search algorithms have not been used yet for recovering causal structures in the context of mixed models applied to quantitative genetics, in which only phenotypic and pedigree information are available.
Algorithms based on d-separation tests search for causal structures that are compatible with conditional independencies observed in the data. However, in a mixed models context, genetic covariances act as confounders because they are a source of phenotypic covariance that is not due to recursive relationships among traits. Therefore, a search for causal structures performed directly on the observed data may lead to misleading results. This article contributes to the literature on SEM by presenting a methodology that allows searching for recursive causal structures in the context of mixed models for genetic analysis of quantitative traits. The proposed methodology exploits features of the mixed model and uses the Inductive Causation (IC) algorithm (VERMA and PEARL, 1990; PEARL, 2000) coupled with Bayesian data analysis. The paper is structured as follows: METHODOLOGY provides a brief review of SEM for quantitative genetics, describes the IC algorithm and how to implement it in the context of mixed models, such that the search can be performed after accounting for correlations induced by genetic effects. Next, EXAMPLE applies the proposed methodology to simulated data pertaining to 5 traits sampled from a recursive causal model in a hypothetical population with correlated inbred line effects. Finally, a DISCUSSION section is provided, where the main features and challenges of the proposed methodology are highlighted. Following GIANOLA and SORENSEN (2004) , a SEM with a specific recursive causal structure and random additive genetic effects can be written as:
METHODOLOGY

Structural Equation Model (SEM):
where y i is a (t×1) vector of phenotypic records of the i th subject (e.g. an animal or plant); Λ is a (t× t) matrix with zeroes in the diagonal and with structural coefficients in the off-diagonal; β X i defines a linear regression on exogenous covariates, in which the matrix X i contains the covariates and β is a vector of 'fixed effects'; u i is a (t×1) vector of random additive genetic effects, and e i is a vector of model residuals of the same dimension, both associated with the i th subject.
The following joint distribution is assumed for u i and
Ψ , where 0 G and 0 Ψ are the additive genetic and residual covariance matrices, respectively. In model [1], the causal structure is defined by choosing which of the off-diagonal entries of Λ are free parameters and which ones are set to zero.
From [1] , the "reduced model" is represented as:
The conditional distribution of vector y i , given the location parameters β , u i and Λ , and the residual covariance matrix 0 Ψ is given by:
[3]
The model for n subjects is described by:
and the joint distribution of vectors u and e is:
where y , u and e are, respectively, vectors of phenotypic records, additive genetic values and model residuals sorted by trait and subject within trait, and X and Z are incidence matrices relating effects in β and u to y . The model given by [4] may be rewritten as:
so that the reduced model is: Under some assumptions (which will be discussed later), d-separations in the causal structure are reflected as conditional independencies in the joint probability distribution of the data. This can be explored to recover a causal structure or a class of equivalent causal structures (causal structures that result in joint probability distributions with the same conditional independence relationships) from the joint distribution of the data (PEARL, 2000; SPIRTES et al., 2000) .
The IC algorithm (VERMA and PEARL, 1990; PEARL, 2000) can be used to recover an underlying DAG structure (or a class of observationally equivalent structures) 3 -In the resulting partially oriented graph, orient as many undirected edges as possible in such a way that it does not result in new colliders or in cycles.
The goal of the first step of the algorithm is to obtain a graph that specifies pairs of traits that are directly connected by an edge, but without specifying causal direction. Background knowledge or prior beliefs can be incorporated into the search algorithm, further constraining the output by either forbidding or coercing the existence of an edge, or by performing additional edge orienting (SHIPLEY, 2002; SPIRTES et al., 2000) .
The search performed by the IC algorithm relies on the connection between causal graphs and the probability distributions that they generate. This connection is established based on the assumption that there are no hidden variables that affect more than one of the variables considered in the search (i.e., causal sufficiency assumption). In SEM presented in [1], residuals i e account for the effects of the remaining unknown causes of the phenotypic traits considered. The assumption of causal sufficiency implies that the search should be performed on a set of variables that includes every common cause of two or more of these variables. Therefore, under this assumption, residuals in SEM are constructed as independent, which has been an assumption in recent applications of such models to quantitative genetics (DE LOS CAMPOS et al., 2006a; DE MATURANA et al., 2009; HERINGSTAD et al., 2009 ).
The queries of the IC algorithm require pairs of variables to be declared as conditionally dependent or conditionally independent. The decision is based on partial correlations estimated from a sample. Therefore, the uncertainty about the partial correlations should be accounted for in the decision required. In a frequentist approach, these statistical decisions may be done by testing the null hypothesis of a vanishing partial correlation. In a Bayesian approach, these decisions can be made using highest posterior density intervals for the partial correlations.
Causal structure search within a mixed models context: In the formulation described in the previous section, model residuals are regarded as independent, and recursive effects are used to model (interpret) patterns of co-variability between observable variables. However, in mixed models, the patterns of co-variability between phenotypes may be due either to causal links between traits or to genetic reasons. In other words, correlated random genetic effects can act as confounders if one tries to select a causal structure based on the joint distribution of the phenotypes, even if residuals are assumed as independent.
Take as an example the scenarios depicted in Figure 1 , where there are recursive relationships among phenotypes y 1 , y 2 and y 3 , with uncorrelated residuals (e 1 , e 2 and e 3 ) and correlated additive genetic effects (u 1 , u 2 and u 3 ). The connection between the causal structure among phenotypes and their joint probability distribution does not hold in a model where genetic effects are uncontrolled hidden variables. In this case, y 1 and y 2 are not marginally independent in Figure 1a because of the covariance between u 1 and u 2 . For the same reason, they are not independent given the phenotype y 3 in Figures 1b, 1c and 1d.
Nonetheless, additive relationships between individuals give a mean for "controlling" for this confounder. This can be done, for example, if there is pedigree or marker information on subjects. In this approach, d-separations are reflected as conditional independencies on the distribution of phenotypes after taking into account the additive genetic effects (i.e., the distribution of the phenotypes conditionally on the genetic effects). In Figure 1a , y 1 and y 2 are independent given the additive genetic effects.
In Figures 1b, 1c and 1d, the same observed variables are independent given the additive genetic effects and phenotype y 3 . A SEM that accounts for additive genetic effects can be written as [2] which implies that
Var .
Note that ( ) ( ) 3 -Fit a SEM using the selected causal structure (or one member within the class of observationally equivalent structures retrieved by the IC algorithm) as 'TRUE' causal structure.
EXAMPLE
This section illustrates concepts described previously by applying the proposed methodology to simulated data. The data generating process and the models used for inferences are described first, and results are presented and discussed subsequently. The analysis was carried out using programs written in R (R DEVELOPMENT CORE TEAM, 2008), which are available from the authors upon request.
Data generating process:
Observations for 1,800 subjects were generated from a recursive model involving five traits based on the acyclic causal structure considered by SHIPLEY (1997) (Figure 2) , with independent residuals. In addition, it was assumed that the observed variables were affected by a system of correlated additive genetic effects simulated for 300 inbred lines, with six individuals observed per line.
The SEM from which data were generated can be represented as: R . Furthermore, a SEM was fit using the selected causal structure. The following joint prior distribution was assumed for location and dispersion parameters of model [7] : The joint posterior distribution of all unknowns in the model is then:
The resulting distribution does not have a closed form, so a Gibbs sampler algorithm (GEMAN and GEMAN, 1984) was employed for drawing samples from it, using fully conditional distributions. The derivations use standard results from Bayesian linear models (e.g., SORENSEN and GIANOLA, 2002; GIANOLA and SORENSEN, 2004) .
A single chain of 40,000 iterations was run for each model. The initial 4,000
iterations of each chain were discarded as burn-in, which was conservative relative to the 312 burn-in iterations indicated by the method of RAFTERY and LEWIS (1992) implemented in the R BOA package (SMITH, 2007) . The remaining 36,000 iterations were regarded as samples from the posterior distributions of the parameters.
Fully recursive model:
In order to select a causal structure to be used in a SEM, an unstructured residual covariance matrix inferred by fitting a standard multiple trait model to the data was used to search for patterns of conditional independence that guide the selection of a class of equivalent causal structures. To estimate such a matrix, the data were analyzed using a fully recursive model, with an unstructured additive genetic covariance matrix and a diagonal residual covariance matrix. This model and the standard multiple trait model have equivalent likelihoods (VARONA et al., 2007) , such that both models produce similar residual covariance matrices under different parameterizations. 
Inferring causal structure:
The posterior distribution of * 0 R was used to select a recursive causal structure among phenotypes, via the IC algorithm. A partial correlation was considered as null if its 95% HPD interval contained 0. The partial correlation between traits a and b, conditional on a set of traits S, is represented as ρ ab|S . The partial correlations are conditional not only on phenotypes in S but also on additive genetic effects, which will be omitted in the notation subsequently.
Structural Equation Model under the selected causal structure:
Based on the chosen causal structure from the partially oriented graph retrieved by the IC Algorithm, appropriate entries of Λ were treated as unknown for fitting the corresponding SEM using simulated data. Hyperparameter values used for the prior distributions of the dispersion parameters were those used for fitting the fully recursive model.
Results:
The posterior mean of matrix 
Applying the first step of the IC algorithm to samples from the posterior distribution (Figure 4) . However, the algorithm is not able to recognize the direction of this edge, since the pair is not part of an unshielded collider and, in the structure retrieved by the second step of the algorithm, it could be directed in either way without creating new colliders or cycles in the graph. However, if one knows, for example, that y 1 precedes y 2 in time, this prior knowledge is not sufficient to impose or forbid an edge between them, but it is sufficient to orient an edge already detected by the algorithm. If, say, this information is used to point the arrowhead of this edge towards y 2 , all remaining edges would be oriented as in Figure 3c . Given y 1 → y 2 , edges y 2 -y 3 and y 2 -y 4 should be oriented towards y 3 and y 4 , respectively (SHIPLEY, 2002) . Any other configuration would result in colliders in y 2 , representing a causal structure that is not compatible with * 0 R .
Supplemental Table S .1 presents the posterior means and 95% HPD intervals of dispersion parameters and structural coefficients, obtained from a SEM fit conditionally on the causal structure chosen. Input parameter values used to simulate the data were within the aforementioned HPD intervals, with the genetic covariance between traits 2 and 5 being the exception. As additional examples, the proposed approach was used to study data simulated from two models based on different directed acyclic graphs. The results obtained from these analyses are displayed in the supplementary material.
DISCUSSION
The work by GIANOLA and SORENSEN (2004) However, this strategy is only as good as the pre-existent theory leading to the prior knowledge (SHIPLEY, 2002) . Typically, prior beliefs are used to choose one structure or a small set of structures. When a set of structures is chosen, adjusted models may be compared based on criteria such as AIC or BIC. However, the causal structures of the models compared are part of a small subset of all possible structures, so that there may be other models that fit as well, or even better than the pre-selected ones. One could propose an exhaustive search based on a model comparison criterion, which would require adjustment of models containing each possible causal structure. In most situations there is a huge number of possible causal structures (according to SHIPLEY (1997) , there are approximately 59000 possible acyclic causal structures involving only five traits), which makes this approach not feasible.
Using the IC algorithm improves upon current approach by exploring the causal structure space without relying only on prior causal knowledge. The algorithm searches for a class of equivalent acyclic causal structures compatible with the observed patterns of conditional independencies among traits. This search is not based on the aforementioned model selection criteria, although the selected structures are expected to result in better scores for these criteria as well. This is because it returns structures that better adjust to a given pattern of conditional independencies and that are minimal, i.e., they result in SEM with less expressive power or less flexibility when adjusting to a covariance matrix (PEARL, 2000) . Prior beliefs may still be used to choose the more appealing structures from the structure class selected. Depending on the context, the algorithm may be modified in such a way that prior knowledge overrides the standard algorithm's output, coercing or forbidding an edge or a direction of arrowheads to exist in the causal structure (SPIRTES et al., 2000) .
The assumptions of the IC algorithm are not stronger than assumptions considered in recent application of SEM in quantitative genetics. In these applications, not only covariance matrices of random variables were assumed to be structured (usually diagonal), but the causal structure itself was assumed to be known. Here we impose a diagonal residual covariance matrix in the SEM, as in DE LOS CAMPOS et al., 2006a; DE MATURANA et al., 2009 and HERINGSTAD et al., 2009 . Within this construction, a causal structure that is compatible with the joint probability distribution of the data is searched.
However, the IC algorithm cannot be applied directly to the joint distribution of the phenotypes, because genetic effects may act as confounders. For the simulated data, applying the search algorithm on the unconditional covariance matrix of the phenotypes resulted in an incorrect output for step 1: besides the undirected edges recognized in the example described, the pairs of traits [y 2 ,y 5 ] and [y 1 ,y 5 ] were connected by edges as well.
An additional mistake was declaring the path y 3 -y 2 -y 4 as an unshielded collider (y 3 → y 2 ← y 4 ) in step 2. A main contribution of this article was to propose a methodology of search for causal structures in the context of mixed models applied to quantitative genetics. The methodology proposed exploits the fact that it is possible to obtain the distribution of the phenotypes conditional to the genetic confounders by "controlling" the genetic effects. This is done by fitting a MTM, which accounts for such genetic effects.
In the example described here, all statistical decisions were correct and, consequently, all d-separations were correctly detected. The problem becomes more challenging as causal relationships are weaker. After performing a similar simulation but with all structural coefficients reduced in absolute value by 50% (results not shown), the same undirected graph was retrieved by the first step of the algorithm. However, the second step failed to recognize the unshielded collider y 3 → y 5 ← y 4 , as the HPD interval of 3 4| 5 ρ y y y was [-0.003 , 0.098] . As a consequence, y 5 was declared incorrectly as a noncollider. As one would expect, statistical decisions are poorer as the posterior distribution of the partial correlations gets less sharp (e.g., smaller data sets or underidentifiability of model parameters). Less informative scenarios may lead to a larger probability of incorrectly missing direct connections or adding incorrect edges, besides incorrectly missing or adding arrowheads. After using the proposed approach on data simulated as described in section "Data generating process", but with a single subject for each one of the 300 "inbred line effects", the output was the same obtained when all structural coefficients were reduced in absolute value by 50%. However, the expected output was obtained when two or more subjects were simulated for each inbred line.
In these scenarios that lead to less sharp posterior distributions of the partial correlations, if statistical decisions made by the IC algorithm are based on HPD intervals of high content (which coupled with higher parameter uncertainty leads to large intervals), the algorithm looses efficiency in detecting weaker partial correlations. Since there is no preference between protecting from failure to detect non-null partial correlations or declaring true null partial correlations as non-null, it would seem sensible to decrease the probability content of the HPD intervals used for decisions when the posterior distributions of partial correlations are less sharp (SHIPLEY, 2002) .
Nevertheless, errors in the statistical decisions do not necessarily cause mistakes in the inference. For example, if there is more than one conditioning set that d-separates two variables and some, but not all of them, mirror a vanishing partial correlation in the sample analyzed, the resulting undirected graph would be the same, because the edges are discarded in the presence of at least one null partial correlation (SPIRTES et al., 2000) .
Genetic effects (and their correlations) enter into both the reduced MTM and recursive SEM. However, parametric interpretations differ according to the model used.
As an example, consider the additive genetic correlation between hypothetical traits a and R should be inferred from mixed models that account for these effects as well. Furthermore, models that do not account fully for additive genetic confounder effects could lead to misleading results. For example, in a sire model, genetic effects inherited from the sire are taken into account, whereas genetic effects inherited from the dam are omitted in the model.
Maternally inherited alleles, however, will be a source of covariance between phenotypes, and their effects would contribute to the residual covariance structure.
Hence, the sire model will fail to remove the effect of additive genetic confounders. Models that describe only the probabilistic relationship between traits are insufficient for predicting effects of interventions, while causal models may be used to infer how probabilities would change as a result of external interventions (PEARL, 2000) . The concepts described in this study apply beyond quantitative genetics. For example, the techniques for searching causal structures could be used for predicting the effect of farm management or veterinary decisions in which genetic covariances act as confounders. 
