The leader election problem is one of the fundamental problems in distributed computing. Most of the existing results study multi-leader and one-leader election in static networks. In this paper, we study the multi-leader election problem in dynamic networks, where nodes are deployed randomly, and then present two multi-leader algorithms based on the tools from stochastic geometry. The time complexity and the message complexity are O(Dn) and O(Nu), respectively. Here, D is the network diameter, n is the number of nodes, and Nu is the number of neighbors of node u.
I. INTRODUCTION
Different from the static networks, nodes in dynamic networks locate randomly, with mobility. The study of dynamic networks stays in the first stage, the considered problems and the ideas of solving them are from static networks such as leader election, connected dominating sets construction and so on.
Leader election is a fundamental problem in distributed computing for breaking symmetry and a basic block for studying other problems, such as broadcast and data aggregation etc. In this paper, we study the multi-leader election problem in dynamic networks, the most important reason is that if there exist multi-leaders in the network, we can be convenient for power management and resource allocation. There have been many results for multi leader election problem, such as, in [1] , Chung et al. applied "regional consecutive leader election" to denote the process of leader election. We design the energy-efficient algorithm to solve the energy consumption problem based on the method of [2] .
The main contribution of this paper can be summarized as follows: First, based on the optimal number of partitions k opt , we can get the number of leaders, that is, the optimal number of Voronoi diagrams is the least number of leaders. Second, we present the solution of redundant nodes, in one partition, when the number of nodes is greater than the optimum, it may cause redundancy and waste much energy. In order to reduce the energy consumption of node and prolong the lifetime of the network, we adopt the scheme of nodes sleeping and wake-up. Finally, considering the mobility of nodes, we present two management schemes. In the first case, the node moves into the polygon area where it belongs to, we do not need a new leader since the movement does not affect the network topology; in another case, the node leaves the polygon area, thus we need to determine whether a new leader is elected or not.
The rest of the paper is organized as follows: Section II provides an overview of the related works about leader election. In Section III, we present definitions of leader election, network model and the overview of our design. We provide the details of the main process of the designed algorithm in Section IV. Finally, we summarize our work and conclude the paper in Section V.
II. RELATED WORK
Existing solutions to dynamic leader election problem consider only deterministic algorithms [1] and [3] , but the powerful adversary knows the execution of algorithm in advance.
In [1] , Chung et al. provided regional consecutive leader election (RCLE) problem, they expanded the traditional leader election issue to continuous variation in mobile ad-hoc network, and gave an algorithm of RCLE issue in two-dimensional or three-dimensional space. The proposed algorithm does not depend on the total number of nodes in the system, and the common startup time. Chung et al. presented an algorithm that the message complexity is O(n(log n + log r)) to solve the regional leader election issue. The results in [3] is another version of [1] , in which the RCLE is required that mobile nodes must elect a leader in bounded time, and an algorithm with the time complexity of Ω(Dn) was proposed, where D is the diameter of the network, n is the number of nodes. In [3] , Chung et al. presented a matching algorithm that guarantees termination in O(Dn) time and improved the algorithm of [1] that can only send once broadcasting message per round.
Based on the context of mobile ad-hoc networks, in [4] , Malpani et al. presented a leader election algorithm in every connected component. This algorithm can make sure that there will be only one leader in the topology graph finally, based on routing algorithm that given by TORA, and prove the correctness about the algorithm. In [5] , Ingram et al. gave a protocol of leader election in asynchronous and topology changeable network. It is described that it can successfully elect a leader before the topology change as soon as possible. And they further extended the scheme proposed by [4] to cope with the topology changes. There are several other leader election algorithms for mobile environments, they are considered in [6] , [7] , [8] , [9] .
In [10] , Kuhn et al. gave a new definition which is called abstract MAC Layer, and they proved the correctness about this new layer by solving the multi-message broadcasting and regional leader election problems. In [11] , Kuhn et al. introduced some models and algorithms in dynamic networks, and studied models simply. These models have same characteristics: they all assume that the networks keep moving, and they did not limit the number and the changing frequency. In [12] , Augustine et al. used peer-to-peer dynamic network model, the model is similar to our model, it also has the properties, that is, nodes can leave or enter the network, the topology can adapt some changes of the networks. They gave a random distributed leader election algorithm for multiple logarithmic time, ensuring almost everywhere be stable under the high probability of interference.
In addition, existing papers gave the lower bound on time and message complexity for leader election algorithms in the static synchronous network.
In [13] , Korach et al. presented the lower bound of message complexity of O(n log n). In [14] , Afek and Gafni studied electing a leader in both synchronous and asynchronous complete networks. The complexity of the synchronous algorithm is O(n · log n), and they also proved that any message-optimal synchronous algorithm requires Ω(log n) time. In [15] , Kutten et al. focused on studying the message and time complexity of randomized implicit leader election in synchronous distributed networks. The lower bounds of message complexity and time complexity are Ω(m) and Ω(D), respectively. Where m denotes the number of edges and D is the diameter in the network. In [13] , [14] and [15] , although they gave the deterministic lower bounds of time and message complexity, these lower bounds are not suitable for our model. When nodes leave or enter the network, the communication topology will be change.
In [16] , Pandurangan et al. presented random leader election algorithm in synchronous distributed networks. The existing distributed leader election algorithms elected one leader in a complete graph, running O(1) round, and the message complexity is O( √ n log 3 2 n). In [17] , Dinitz et al. generalized smoothed analysis to distributed algorithms in dynamic networks. They applied this technique to three standard dynamic network problems with the worst-case lower bounds, these problems were random walks, flooding, and aggregation. There are many applications of leader election algorithms; usually used in the clustering problems, such as [20] , [21] , [22] .
III. MODEL AND DEFINITION
The characteristics of dynamic networks are that the network topology changes over time due to the mobility of nodes. Generally, a dynamic network can be denoted by
is the topology at time t, which V t and E t denote the sets of nodes and edges, respectively. All nodes obey the poisson distribution in two-dimensional space R 2 , and each node has unique identifier ID. The moving rate of nodes is heterogeneous, denoted by v, and the moving direction is selected randomly in [0, 2π], the maximum moving time is T .
A. Definition of the problem
We partition the network based on Voronoi diagrams. And we extend the traditional Voronoi where one area only has one node, a leader node and several non-leader nodes are located in this area at the same time. The method we use to partition the network is as follows.
First, we select k nodes randomly after initializing the network topology, then we partition the network as k areas, we call it the V oronoi I.
Second, we run simple leader election algorithm that just depends on the ID of nodes in each area. Finally, when the leader election algorithm terminates, we need to partition the network again. In this partition, we make the leaders be the center of the k area, we call it the V oronoi II.
In the latter of this paper, the Voronoi area that we mentioned is V oronoi II. In addition, we give the following hypotheses about dynamic networks.
(1) All nodes have the same sensing range and the communication range.
(2) In order to improve the effectiveness of leader election algorithms, we assume that nodes keep stationary state within some rounds.
(3) The communication among nodes is symmetric. (4) The number of nodes that moving at the same time has an upper bound.
B. Model of node distribution
We divide the network into several regions, and form a Voronoi cell that the leader is the core in every region. We use the property of Poisson Point Process(PPP) that is called independent thinning.
Lemma 1:
Denote the set of leaders and the set of non-leaders as poisson process Π 1 and Π 2 , respectively, the density of leaders is λ 1 , the density of non-leaders is λ 2 , the probability of any node can be elected a leader successfully is p. Thus it is concluded that λ 1 = pλ, λ 2 = (1 − p) λ, the number of network partition is k = np.
Similar to the method given in [18] , we compute the expectation of the non-leader number in the network partition, and the expectation of the distance between non-leaders and leader.
For any voronoi cell, we define S = xi∈Vj (π2) f (x i ). When f (x) = 1, S denotes the number of non-leaders in the region, denoted by N . When f (x) = x, the meaning of S is the sum of the distance between non-leaders and leaders, denoted by L.
Considering the theorem 1 in [18] , we can obtain the following equations.
. The average value of the distance between non-leaders and leaders in the region is d =
.
C. Model of energy consumption
Generally, a sensor node has four modules, that is, communication module, sleep module, detection module and calculation module. Among them, the energy consumption of first module accounts for 90%, thus the key of reducing the energy consumption focuses on it. Similarly, we use the wireless nodes model given in [19] , and communication module is considered to model the energy consumption of nodes. In this way, we show that although the cost of energy is the same as other algorithms in one node, by using the designed algorithm, the total energy consumption is lower.
The energy consumption that node transmits data l, with distance d is denoted by
In equation (5), e 0 is the standard energy consumption that a node sends or receives 1 bit data used. ε fs is the specific power consumption of power amplifier in free space model, ε mp is specific power consumption of power amplifier in multi-path attenuation model, and d 0 = ε fs εmp is the threshold of transmission distance, determining the attenuation model. If the transmission distance d < d 0 , we will adopt the free space model; otherwise, we will adopt the multi-path attenuation model. In this paper, we adopt the free space model.
The energy that node received data l needed is e Rx (l) = le 0 . When all the non-leaders send data l to a leader, the total communication consumption is
We need to elect a new leader once the old leader leaves the current area, and the residual energy of nodes can be determined by the following equations.
Let the initial energy of a nodes be E. The energy consumption that a leader receives all message transmitted in one round is
The energy that a non-leader sends message to a leader in one round is
Thus, the rest energy of a leader after one communication round is E re−le = E − E leader . Similarly, the remain energy of a single non-leader is E re−no = E − E non−leader . After running n rounds, the rest energy of a leader is E remain−le = E = nE leader = E − le 0 nλ2 λ1 , and the rest energy of a non-leader is E remain−no = E − nE non−leader = E − nle 0 − nlε fs x 2 i .
IV. ALGORITHMS DESIGNING AND ANALYZING
Running the leader election algorithm in every Voronoi area. After electing leaders, there will be only one leader in each area, and others are non-leader. The Leader manages all the nodes in current area, and communicates with other leader in different areas by one hop or multi-hops. Using the sleeping module of sensor nodes to solve redundant nodes, we introduce the sleeping and waking-up mechanism. When the density of nodes are greater than the upper bound of threshold, letting a part of non-leaders sleeping to save the energy; when the density of nodes are less than the lower bound of threshold, the algorithm will wake up some sleeping nodes to make sure that the whole area can communicate. Then, we can save energy and prolong the lifetime of networks.
A. Leader election algorithm
Nodes exchange information with neighbors in every region, and determine the initial topology.
In each area, each node broadcasts its ID information to its one hop neighbors, in this way, each node will receive the ID information from its one hop neighbors. After receiving the neighbors' ID information, each node will compare its own ID information with neighbors' ID information, if its own ID is bigger than received all other neighbors' ID, this node will change its state to leader, and control all its neighbors; If its ID is smaller than the received ID, it will change state to nonleader, and it will be controlled by the node who has the largest ID.
The pseudo code of leader election is as following Algorithm 1. Node u broadcasts ID and distance messages to neighbors 8: Node u receives two messages from its neighbors 9: Node u compares its messages with its neighbors 10: end for 11: Every node sorts by descending order based on its own and neighbors' ID 12: Phase II: Area Leader Election 13: if ID of node u is the maximum in its neighbors and E re−le ≥ 10% × E then 14: Change the state of u to leader 15: u broadcasts this message to its one-hop and multi-hop neighbors 16: else if E re−no = 0 then 17: the node dies and death = death + 1 18: else 19: Change the state of u to nonleader 20: end if Lemma 2: [3] For the problem of leader election, algorithms need Ω(Dn) round, that D is the diameter of networks, n is the number of nodes in the system. Theorem 3: The message complexity of Algorithm 1 is O(N u ), here N u is the set of neighbors of u. Proof: For any node u, during the processing of this algorithm, when nodes broadcast their own ID, they send a message to their one hop neighbours, and each node will receive feedbacks from their neighbors, each region has c nodes, then they all need to send 2cN u messages, the message complexity of the whole algorithm is O(N u ).
Algorithm 1 Voronoi based Multi-leader Election Algorithm (VLE)
Theorem 4: Node u communicates with initial power P , the time complexity of executing Algorithm 1 is O(Dn) round, here D is the diameter of network, n is the number of nodes.
Proof: First, the time complexity of broadcasting its own ID and distance messages in Phase I is O(1), the time complexity of comparing the messages with their neighbors and sorting the ID in Phase I is O(n). Second, the time complexity of leader broadcasting the successful electing messages in Phase II is O(Dn). Finally, the total time complexity of the Algorithm 1 is O(Dn).
B. Distributed Leader election algorithm
Algorithm 2 is a distributed leader election algorithm with moving nodes. This algorithm contains two processes and one mechanism, the two processes are about moving and new leader election, the mechanism is about nodes sleeping. The node selects the direction of moving randomly, after moving, the node exchanges messages with neighbors. In the process of new leader election, if the moving node is a leader, we must adopt certain methods to make a new node be the leader, and we also need to determine whether the new node needs to work or sleep immediately, once the topology changes, we must check the network immediately, to ensure the stability of the network, if the node is a non-leader, it needs to update its information about neighbors and distances, then starting the new leader election. In order to maintain the connectivity of the network, the sleeping nodes must be waken up after running 10 rounds.
We give the algorithm 2 (NMDLE), the pseudo code are as following Algorithm 2. The Voronoi area that it managed waits for electing new leader 11: Moving nodes find the node with maximum ID among the set of neighbors 12: if the rest energy more than 10% × E then 13: The node becomes leader 14: else 15: Find the node which meets the condition according to descending order of nodes' ID 16: end if 17: else 18: Updating the ID of neighbors and the information of distance 19: if the node has the bigger ID and the residual energy is more than 10% × E then 20: The node changes the state to leader 21: else 22: Waiting for the message from leader 23:
end if

24:
After electing the leader, the leader broadcasts message that it is the leader 25: end if 26: Nodes sleeping mechanism 27: if for every node, its neighbors have one node that covers 70% area similar with it then 28:
The leader send sleeping message to others 29:
The sleeping nodes do not participate in the leader election Proof: Algorithm 2 decides and runs the algorithm respectively in each partition. According to one of the partitions, we can obtain the time complexity. The time complexity of determining when the node leaving the networks is O(n), the time complexity of a number of nodes entering into the network is O(n). Therefore, in one region, the time complexity is O(n). For it is a distributed algorithm, in k area, the time complexity of the algorithm is still O(n).
V. CONCLUSIONS
In this paper, we put forward a new method to partition the network with Voronoi diagram, and run the leader election algorithm in each area. We consider the fault-tolerant problem, that is, the algorithm of V LE + N M DLE. The innovation points are that we use Voronoi diagram to partition the network, consider the node energy consumption model, and calculate the optimal number of partition. Then we can promote the optimal number to any network. Thus, in any network we are able to compute the optimal number of partitions, which will not result in wasting of resources and excessive consumption of the node. On the process of fault tolerance, we choose the current nodes whose ID is bigger and the residual energy is larger. Furthermore, we need to reduce the energy consumption of the communication module and prolong the network lifetime since energy consumption in the communication module is the largest. Finally, we use the sleeping module of sensor nodes to save energy and prolong the network lifetime.
