ABSTRACT
In RR a small unit of time is used which is called Time Quantum or Time slice. The CPU scheduler goes around the Ready Queue allocating the CPU to each process for a time interval up to 1 time quantum. If a process's CPU burst exceeds 1 time quantum, that process is pre-empted and is put back in the ready queue .If a new process arrives then it is added to the tail of the circular queue. Out of the above discussed algorithms RR provides better performance as compared to the others in case of a time sharing operating system. The performance of a scheduling algorithm depends upon the scheduling criteria viz. Turnaround time, Waiting time, Response time, CPU utilization, and throughput.
Turnaround time is the time interval from the submission time of a process to the completion time of a process. Waiting time is the sum of periods spent waiting in the ready queue. The time from the submission of a process until the first response is called Response time. The CPU utilization is the percentage of time CPU remains busy. The number of processes completed per unit time is called Throughput. Context switch is the process of swap-out the pre-executed process from CPU and swap-in a new process to CPU. Context switch is the number of times the process switches to get execute. A scheduling algorithm can be optimized by minimizing response time, waiting time and turnaround time and by maximizing CPU utilization, throughput. The rest of the paper is organized as follows: In section 2, we describe the related works with a special emphasis on working procedure and dynamic time quantum selection procedure of different scheduling algorithms. Section 3 presents the proposed algorithm and its illustration. In section 4, we experimentally analyze the performance of seven scheduling algorithms, including our proposed algorithm, with six test cases. In section 5 we analyze the result obtained from our analysis. Section 6 provides the concluding remarks.
RELATED WORK
In recent time different approaches are used to increase the performance of CPU scheduling algorithm. Rakesh Kumar Yadav et al. [4] use the concept of SJF in RR algorithm. Ajit Singh et al. [5] combine the concept of SJF in RR algorithm. After each cycle they double the time quantum. Manish Kumar Mishra et al. [6] also merge the concept of Shortest Job First (SJF) with Round Robin (RR) to minimize the waiting time & turnaround time. After each complete cycle they chose the burst time of shortest process as new time quantum. Rishi Verma [7] calculate the time quantum after every cycle by subtracting the minimum burst time from maximum burst time. Neetu Goel et al. [8] take two dynamic numbers K (as time quantum) and F. During execution if the remaining burst time of process in execution is less than time-quantum/F, then the process continues its execution otherwise the process stops its execution and goes to the end of ready queue. M. Ramakrishna et al. [9] add the concept of priority scheduling in RR scheduling to optimize the Round Robin scheduling.
Rami J. Matarneh [10] proposes an algorithm SARR to improve the performance of Round Robin. In SARR for each cycle the median of burst time of the processes is calculated and used as time quantum. H.S.Behera et al. [11] also use similar type of algorithm. But they again rearrange the process during their execution. It select the process with lowest burst time, then process with highest burst time, then process with second lowest burst time, and so on.
OUR PROPOSAL

DABRR Algorithm
TQ:
Time Quantum RQ:
Ready Queue n:
number of process Pi:
Process at i th index i, j:
used as index of ready queue TBT: Total Burst Time [1] Arrange the processes in ascending order. [2] n = number of processes in RQ [3] i=0, TBT=0 [4] Repeat step 5 and 6 till i < n [5] TBT += burst time of process Pi [6] i++ [7] TQ = TBT/n [8] j = 0 [9] Repeat from step 12 to 19 till j<n [10] if (burst time of Pi) <= TQ [11] Execute the process [12] Take the process out of RQ [13] n 
Illustration:
In this section we analyzed the execution of the proposed algorithm. To demonstrate the proposed algorithm we have considered a ready queue with 5 processes p1, p2, p3, p4, p5. These processes are arrived at zero millisecond. The burst time of p1, p2, p3, p4, p5 are 15, 32, 102, 48, 29 milliseconds respectively. First the processes are arranged in ascending order of their burst time which provides the sequence p1, p5, p2, p4, p3. The time quantum is set equal to the mean of burst time of all 5 processes i.e. 45. After executing all processes for a time quantum of 45 millisecond execution of p1, p5, p2 get completed. So they are removed from the ready queue. After first cycle, the remaining burst time for p3 and p4 are 3 and 57 respectively. In the next cycle the new time quantum is set equal to the mean of the burst time of the processes in ready queue i.e. 30 and CPU is assigned to the processes for the new time quantum. After the second round the process p4 has finished execution and only process p5 remains in the ready queue with burst time 27 millisecond. As only one process is there in the ready queue so its burst time is directly chosen as time quantum and CPU is allocated to p5. According to our illustration the turnaround time for p1, p2, p3, p4, p5 are 15, 76, 226, 169, and 44 milliseconds respectively. The average turnaround time is 106. The waiting time for p1, p2, p3, p4, p5 are 0, 44, 124, 121, and 15 milliseconds respectively. The average waiting time is 60.8.
EXPERIMENTAL ANALYSIS
First we divide the problems into two types based on arrival time of processes (processes with zero arrival time and processes without zero arrival time). We further divide each into 3 more types based on the burst time of processes (in ascending order, descending order, & random order). We analyzed all the algorithms based on six situations. In each we have considered five processes with their arrival time and burst time. We have taken 25 as static time quantum for Round Robin.
Ajit Singh et al. [5] have proposed an algorithm in which after each cycle the time quantum is doubled. They haven't given any specific name for that algorithm. So during our experimental analysis we have considered it as R.P-5.As that paper has been referred at fifth place in our reference.
Assumptions
During analysis we have considered CPU bound processes only. In each test case 5 independent processes are analyzed in uni-processor environment. Corresponding burst time and arrival time of processes are known before execution. The context switch time of processes has been considered as zero. The time required for arranging the processes in ascending order also considered as zero. P1 P2  P3  P4  P5  P1  P2  P3  P4  P5  P2  P3  P4  P5   25  50  75  100  125  140  165  190  215  240  245  255  280  305 25   P4 P5  P5   305  320  345 P1 P2  P3  P4  P5  P1  P2  P3  P4  P5  P4  P5   25  50  75  100  125  140  170  205  255  305  320 P1 P2  P3  P4  P5  P1  P2  P3  P4  P5   25  50  75  100  125  150  175  200  218  228   25   P1  P2  P3  P1  P2  P1   228  253  278  283  308  318 P1 P2  P3  P4  P5  P1  P2  P3  P4  P5  P1  P2   25  50  75  100  125  175  225  255  273  283  313 P1 P2  P3  P4  P5  P1  P2  P3  P4  P5  P1  P3   25  50  75  100  125  175  210  260  283  333  363 
With ZERO arrival time 4.2.1. Ascending Order (Case I)
Comparison
This section provides the comparative analysis of seven algorithms on the basis of their resulted waiting time and turnaround time. Table 7 shows the performance analysis of seven algorithms by summarizing the waiting time and turnaround time resulted from case I, II, III. P1 P2  P3  P4  P5  P1  P2  P3  P4  P5   25  50  75  100  125  127  134  159  184  209 25   P3  P4  P5  P4  P5  P5   209  214  239  264  271  296 P1  P2  P3  P4  P5  P3  P4  P5  P4  P5  P5   27  59  91  123  155  178  201  224  251  278 P1  P2  P3  P4  P5  P4  P5  P5   27  59  114  192  270  274  302 P1 P2  P3  P4  P5  P1  P2  P3  P4  P5  P1  P2  P3  P1   25  50  75  100  125  150  175  200  218  219  244  269  279 P1 P2  P3  P4  P5  P1  P2  P3  P4  P5  P2  P3  P5  P2   25  50  75  100  125  145  170  195  208  233  258  278  283 P1  P4  P5  P3  P2  P5  P3  P2  P3  P2  P2   45  83  121  159  197  214  231  248  263  278 P1  P1  P2  P3  P4  P5  P2  P3  P5   25  45  95  145  183  233  273  293 
This section provides the comparative analysis of seven algorithms on the basis of their resulted waiting time and turnaround time. Table 14 shows the performance analysis of seven algorithms by summarizing the waiting time and turnaround time resulted from case IV, V, VI. By evaluating these two graphs we conclude that our algorithm performs better than other six algorithms in case of processes arrived with out zero arrival time. 
RESULT ANALYSIS
From the analysis of all the algorithms it is concluded that our algorithm performs better than other compared algorithms in all cases. 
CONCLUSIONS
This paper presents a variant of Round Robin scheduling algorithm. Comparative analysis of various algorithms like RR, DQRRR, IRRVQ, SARR, RP-5, MRR, and the proposed algorithm DABRR has been done. The proposed algorithm provides better performance metrics than the above discussed algorithms by minimizing the average waiting time and average turnaround time.
In future we want to improve this algorithm for multiprocessor environment.
