In this paper, the outage probability and outage-based beam design for multiple-input multiple-output (MIMO) interference channels are considered. First, closed-form expressions for the outage probability in MIMO interference channels are derived under the assumption of Gaussian-distributed channel state information (CSI) error, and the asymptotic behavior of the outage probability as a function of several system parameters is examined by using the Chernoff bound. It is shown that the outage probability decreases exponentially with respect to the quality of CSI measured by the inverse of the mean square error of CSI. Second, based on the derived outage probability expressions, an iterative beam design algorithm for maximizing the sum outage rate is proposed. Numerical results show that the proposed beam design algorithm yields better sum outage rate performance than conventional algorithms such as interference alignment developed under the assumption of perfect CSI.
for MIMO interference channels in this paper requires accurate computation of upper tail probabilities.
The series expansion for the cumulative distribution function (CDF) obtained in this paper based on the integral form for the CDF in [25] and the residue theorem [22] is well suited to this purpose and converges to the upper tail first. Thus, the obtained series in this paper is more relevant for our outage analysis. For a detailed explanation of the derived series, please see Appendices B-C.
B. Notation and organization
We will make use of standard notational conventions. Vectors and matrices are written in boldface with matrices in capitals. All vectors are column vectors. For a matrix A, A H , A F and A(i, j) indicate the Hermitian transpose, the Frobenius norm and the element in row i and column j of A, respectively, and vec(A) and tr(A) denote the vector composed of the columns of A and the trace of A, respectively.
For vector a, a and [a] i represent the 2-norm and the i-th element of a, respectively. I n stands for the identity matrix of size n (the subscript is included only when necessary), and diag(d 1 , · · · , d n ) means a diagonal matrix with diagonal elements d 1 , · · · , d n . x ∼ CN (µ, Σ) means that the random vector x has the circularly-symmetric complex Gaussian distribution with mean vector µ and covariance matrix Σ. K = {1, 2, · · · , K}, ι = √ −1, and |A| denotes the cardinality of the set A.
The paper is organized as follows. The system model and problem formulation are described in Section II. In Section III, closed-form expressions for the outage probability are derived, and the behavior of the outage probability as a function of several system parameters is examined by using the Chernoff bound.
In Section IV, an outage-based beam design algorithm is proposed. Numerical results are provided in Section V, followed by the conclusion in Section VI.
II. SYSTEM MODEL AND PROBLEM FORMULATION
In this paper, we consider a K-user time-invariant MIMO interference channel in which each transmitter equipped with N t antennas is paired with a receiver equipped with N r antennas, and interferes with all receivers other than the desired receiver. We assume that transmitter k transmits d (≤ min(N t , N r )) independent data streams to receiver k paired with transmitter k. Then, the received signal at receiver k is given by
where H ki is the N r × N t channel matrix from transmitter i to receiver k; V i = [v (1) i , · · · , v i ] T is the d × 1 symbol vector at transmitter i. We assume that the transmit symbol vector s i is drawn from the zero-mean Gaussian distribution with unit variance, i.e., s i ∼ CN (0, I), and the additive noise vector n k is zero-mean Gaussian distributed with variance σ 2 , i.e., n k ∼ CN (0, σ 2 I). We assume that the CSI available to the system is not perfect. That is, neither the transmitters nor the receivers have perfect CSI. For the imperfect CSI, we adopt the following model
for each (k, i) ∈ K × K, where H ki is the unknown true channel,Ĥ ki is the channel state available to the transmitters and the receivers, and E ki is the error between the true and available channel information.
For the CSI error E ki between the true and available channel information, we adopt the Kronecker error model which is widely used for MIMO systems to model the error correlation that may be caused by the transmit and receive antenna structure [10] . Under this model, the CSI error E ki is given by 
where Σ t and Σ r are transmit and receive antenna correlation matrices, respectively, and the elements of H (w)
ki are independent and identically distributed (i.i.d.) and are drawn from a circularly-symmetric zero-mean complex Gaussian distribution. The CSI uncertainty matrix E ki is a circularly-symmetric 1 complex Gaussian random matrix with distribution vec(E ki ) ∼ CN (0, σ 2 h (Σ T t ⊗ Σ r )) [10, p.90] , and σ 2 h is the parameter capturing the uncertainty level in CSI. We assume that the E ki 's are independent across transmitter-receiver pairs (k, i). To specify the quality of CSI and signal reception, we define two parameters
and
ch is the channel K factor defined as the ratio of the power of the known channel part to that of the unknown channel part, representing the quality of CSI [10] , and Γ (k) is the signal-to-noise ratio (SNR) at receiver k since V k and s k are normalized in our formulation. Hereafter, we will useĤ to represent the collection of channel information {Ĥ ki , Σ t , Σ r } known to the transmitters and receivers. By using the receiver filter u k || = 1), receiver k projects the received signal y k in (1) to recover the desired signal stream m:
1 The circular symmetry of a random matrix in form of AZB with constant matrices A and B and a circularly-symmetric complex Gaussian matrix Z can easily be shown by a similar technique to that used in the Appendix A. June 
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We assume that the design of the transmit beamforming matrices {V k , k ∈ K} and receive filters
k ], k ∈ K} is based on the available CSIĤ. This model of beam design and signal transmission and reception captures many coherent linear beamforming MIMO schemes including interference alignment and sum rate maximizing beamforming schemes [3] , [6] , [27] in which transmit and receive beamforming matrices are designed based on available CSI at transmitters and receivers.
Under this processing model, the SINR for stream m of user k is given by
where the numerator of the right-hand side (RHS) in (4) is the desired signal power, and the first, second, third and fourth terms in the denominator of the RHS in (4) represent the interference purely by channel uncertainty, inter-stream interference, other user interference and thermal noise, respectively.
(Here, the dependence of SINR onĤ is explicitly shown. Since the dependence is clear, the notation |Ĥ will be omitted hereafter.) Because the {E ki } are random, SINR
is a random variable for given
Thus, an outage at stream m of user k occurs if the supportable rate determined by the received SINR (4) is below the target rate R (m) k , and the outage probability is given by
By rearranging the terms in (4), the outage event can be expressed as
where
Since the {E ki } are circularly-symmetric complex Gaussian random matrices, {X
ki , i = 1, · · · , K, j = 1, · · · , d} are circularly-symmetric complex Gaussian random variables, and the left-hand side (LHS) of (6) is a quadratic form of non-central Gaussian random variables. To simplify notation, we will use vector form from here on. In vector form, (6) can be expressed as
The elements of the mean vector µ (m)
for i = 1, · · · , K and j = 1, · · · , d, and the covariance matrix Σ
is given by a block diagonal matrix, since {E ki , i = 1, · · · , K} are independent for different values of i, i.e.,
for each i. (The proof of (11) is given in Appendix A.) In the following sections, we will derive closedform expressions for (5), investigate the behavior of the outage probability as a function of several parameters, and propose an outage-based beam design algorithm.
III. THE COMPUTATION OF THE OUTAGE PROBABILITY
In this section, we first derive a closed-form expression for the outage probability in the general case of the Kronecker CSI error model, and then consider special cases. After this, we examine the behavior of the outage probability as a function of several important system parameters based on the Chernoff bound.
A. Closed-form expressions for the outage probability
For a Gaussian random vector X ∼ CN (µ, Σ) with the eigendecomposition of its covariance matrix Σ = ΨΛΨ H , the CDF of X HQ X for some givenQ is given by [25] Pr{X
for some β > 0 such that I + βQ is positive definite, where
χ. From here on, we will derive closed-form series expressions for the CDF of the outage probability in several important cases by applying the residue theorem used in [22] to the integral form (12) for the CDF. First, we consider the most general case of the Kronecker CSI error model. The outage probability in this case is given by the following theorem.
Theorem 1:
For given transmit and receive beamforming matrices
k ]} designed based onĤ = {Ĥ ki , Σ t , Σ r }, the outage probability for stream m of user k with the target rate R (m) k under the CSI error model (2) and (3) is given by
where τ is given in (6); {λ i , i = 1, · · · , κ} are all the distinct eigenvalues of the Kd × Kd covariance
i is the element of vector
corresponding to the j-th eigenvector of the eigenvalue λ i (1 ≤ j ≤ κ i ), i.e., it is the j-th element of
and g
(n)
i (s) is the n-th derivative of g i (s) w.r.t. s.
Proof: By using (12) and the factsQ = I and X
k ) in this case, we obtain the outage probability for stream m of user k in an integral form as
where s = β + ιω (β > 0). The outage probability (16) can be expressed as a contour integral:
where C is a contour of integration containing the imaginary axis and the whole left half plane of the complex plane. By the residue theorem, the sum of the residues at singular points of F (s) which do not have positive real parts yields the contour integral in (17) times 2πι. It is easy to see that the singular
is positive definite and λ i > 0 for all i. So, the outage probability is given by
It is also easy to see from (17) that the residue of F (s) at s = 0 is Res s=0 F (s) = 1. To compute Res
for each i we introduce G i (s) defined as
. Now, the residue of F (s) at s = −1/λ i is transformed to that of G i (s) at s = 0. The Laurent series expansion of f i (s) and the Taylor series expansion of g i (s) at s = 0 are given respectively by
By multiplying the two series and computing the coefficient of 1/s, we obtain the residue of G i (s) at (20) for each i. Finally, substituting the residues into (18) yields (13) .
To compute (13), we need to compute {λ i }, {χ i }. Next, we provide some useful corollaries to Theorem 1 regarding the outage probability in meaningful special cases. First, we consider the case in which a subset of channels are perfectly known at receiver k, i.e., H ki =Ĥ ki and E ki = 0 for some i ∈ K. This corresponds to the case in which channel estimation or CSI feedback for some links is easier than that for other links. For example, the desired link channel may be easier to estimate than others. The outage probability in this case is given by the following corollary.
Corollary 1: When perfect CSI for some channel links including the desired link is available at receiver k, i.e.,Ĥ ki = H ki for i ∈ Υ k ⊂ K, the outage probability for stream m of user k is given by
where τ ′ is defined below; {λ i , i = 1, · · · , κ ′ } is the set of all the distinct eigenvalues of the covariance matrix (10); κ i is the multiplicity of λ i , satisfying
i is given in (14) ; and
Proof: When CSI for some links including the desired link is perfect, the outage event at stream m of user k is given by
Thus, in this case the outage event is expressed in a quadratic form as follows:
and we have X
the size of the covariance matrix
With the new threshold τ ′ , the same argument as that in Theorem 1 can be applied to yield the result.
Thus, when perfect CSI is available for some links, the order of the distribution is reduced under the same structure. Next, consider the specific beam design method of interference alignment and the corresponding outage probability, which can be obtained by Corollary 1 and is given in the following corollary.
Corollary 2:
When the desired channel link is perfectly known (i.e. k ∈ Υ k ) and {V k } and {U k } are designed under IA based onĤ, the outage probability for stream m of user k is given by
Proof: First, express the random term in (23) as
k . When the beam is designed under IA based onĤ, we have E{X are distinct, the outage probability for user k is given by
. (Here, we have omitted the stream superscripts since the stream index is unique.)
Proof: Since all eigenvalues are assumed to be distinct, there are κ = K eigenvalues with κ i = 1 for all i. Substituting these into Theorem 1 yields the result. Now, let us consider a simpler case for d = 1 with no antenna correlation. In this case, the outage probability is given as an explicit function of the channel uncertainty level σ 2 h , and it is given by the following corollary to Theorem 1.
Corollary 4:
When d = 1 and there is no antenna correlation, the outage probability is given by
where (10) and (11)), and thus there is only one eigenvalue σ 2 h with multiplicity
Proof: In this case, an outage at user k occurs if and only if
By substituting these into Theorem 1, the outage probability (26) is obtained.
B. The behavior analysis of the outage probability based on the Chernoff bound
The obtained exact expressions for the outage probability in the previous subsection can easily be computed numerically, and will be used for the robust beam design based on the outage probability in Section IV. Before we address the outage-based robust beam design problem, let us investigate the behavior of the outage probability as a function of several parameters. Suppose that transmit and receive beam vectors {v
k } are designed by some known method based onĤ. For the given beam vectors, as seen in the obtained expressions, the outage probability is a function of other system parameters such as the known channel mean {Ĥ ki }, the noise variance σ 2 , the channel uncertainty level σ 2 h , the antenna correlation Σ t and Σ r , and the target rate R (m)
k . Here, the dependence onĤ kk , σ 2 and R (m) k is via the threshold τ (Ĥ kk , σ 2 , R (m) k ), and the dependence on σ 2 h , Σ t , Σ r and
. This complicated dependence structure makes it difficult to analyze the properties of the outage probability as a function of the system parameters. Thus, in this subsection we apply the Chernoff bounding technique [17] to the tractable 3 case of d = 1 to obtain insights into the outage probability as a function of several important parameters. When d = 1, the outage event is expressed as
Since E k1 , · · · , E kK are independent and circularly-symmetric complex Gaussian random matrices, X k1 , · · · , X kK are independent and circularly-symmetric complex Gaussian random variables. (See (7).)
Thus, the term on the LHS in the second bracket in (27) is a sum of independent random variables, and the Chernoff bound can be applied to yield
for any s > 0. The moment generating function (m.g.f.) of
(See (7, 9, 11) .) Therefore, the Chernoff bound on the outage probability is given by
for 0 < s < min i {1/σ 2 ki }. Now, (29) provides a tool to analyze the behavior of the outage probability as a function of several important parameters. The most desired property is the behavior of the outage 3 In certain cases of d > 1, Chernoff bound can still be obtained when each element in X probability as a function of the channel uncertainty level. This behavior is explained in the following theorem.
Theorem 2: When d = 1, as σ 2 h → 0, the outage probability decreases to zero, and the decay rate is given by
for some c 1 and c 2 > 0 not depending on σ 2 h , if the target rate R k and the designed transmit and receive beam vectors {v k , u k } satisfy
Proof: (29) is valid for any s
. Then, the exponent in (29) is given by
Theorem 2 states that the outage probability decays to zero as the CSI quality improves, more precisely, it decays exponentially w.r.t. the inverse of channel estimation MSE (or equivalently w.r.t. the channel K factor), if the target rate is belowR k . In the Fisherian inference framework, the inverse of estimation MSE is information. Thus, another way we can view the above is that the outage probability decays exponentially as the Fisher information for channel state increases, if the target rate is below a certain value. So, the outage probability due to channel uncertainty is another case in which information is the error exponent as in many other inference problems. In certain cases, the condition (31) can be simplified considerably. For example, when interference-aligning beam vectors based onĤ are used at the transmitters and receivers, we have µ ki = u H kĤ ki v i = 0 for i = k in addition to µ kk = 0, and the condition is simplified to R k < log 2 1 + . Thus, in the case of interference alignment the outage probability can be made arbitrarily small by improving the CSI quality if the target rate is strictly less than the rate obtained by usingĤ kk as the nominal channel. Next, consider the outage behavior as the effective SNR, Γ ef f := |u H kĤ kk v k | 2 /σ 2 , increases. Since the two terms determining the effective SNR are contained only in τ , it is straightforward to see from (29) that
for some c 3 and c 4 = sσ 2 /(2 Rk − 1) > 0 not depending on Γ ef f . Finally, consider the case in which the target rate R k decreases. One can expect that the outage probability decays to zero if the target rate decreases to zero. The decaying behavior in this case is given in the following theorem.
Theorem 3: When d = 1, as R k → 0, the outage probability decreases to zero, and the decay rate is given by
for some c 7 , c ′ 7 > 0 not depending on R k . The last equality is when R k is near zero. Proof: Let s be any positive constant contained in an
Hence, the Chernoff bound is given by Pr{outage} ≤ c 6 exp
Rk+o(Rk) for some c ′ 7 > 0. The last equality is when R k is near zero. In this case, we have 2 Rk −1 = (log 2)R k +o(R k ) by Taylor's expansion.
IV. OUTAGE-BASED ROBUST BEAM DESIGN
In this section, we propose an outage-based beam design algorithm based on the closed-form expressions for the outage probability derived in the previous section. Our assumption is thatĤ is given for the beam design, as mentioned earlier. Suppose that transmit and receive beamforming matrices {V k , U k } are designed by using any available beam design method based onĤ. Based on the designed {V k , U k } and known {Ĥ, σ 2 }, one can compute and use a nominal rate for transmission. SinceĤ is not perfect, however, an outage may occur depending on the CSI error if the nominal rate is used for transmission. Of course, the outage probability can be made small by making the transmission rate low or by improving the CSI quality, as seen in Section III-B. However, these methods are inefficient sometimes since we may have limitations in the CSI quality or need as high rate as possible for givenĤ. Further, in many wireless systems the target outage probability for transmission is determined and the data transmission is performed under such an outage constraint. Thus, we here consider the beam design problem when the outage probability is given as a system parameter. In particular, we consider the following per-stream based beam design problem to maximize the sum ǫ-outage rate for givenĤ:
where the ǫ-outage rate for stream m of user k is the maximum rate satisfying (35). Like other beam design problems in MIMO interference channels, the simultaneous joint optimal design for all transmit and receive beam vectors for this problem also seems difficult. Hence, we propose an iterative approach to the above sum ǫ-outage rate maximization problem. The proposed method is explained as follows. In the first step, we initialize {v
k } properly (here a known beam design algorithm for the MIMO interference channel can be used), and then find optimal rate-tuple (R will be increased by increasing the outage probability upto to ǫ again), and iterate the procedure until the sum ǫ-outage rate does not change. We have summarized the sum outage rate maximizing beam design algorithm in Table I .
The Proposed Algorithm
Input: channel state estimateĤ and allowed outage probability ǫ.
Initialize {v
(Here, a commercial tool such as the matlab fminimax function can be used to solve (37) together with the derived outage expression.)
•Iterate the above step from the first stream of transmitter 1 to the last stream of transmitter
3. For receiver 1 to K, obtain the receive filter u 4. Go to step 1 and repeat the whole procedure until the algorithm converges. Proof: It is straightforward to see that the sum ǫ-outage rate increases monotonically for each iteration of the three steps of the proposed algorithm. Also, the maximum sum rate is bounded by the rate with perfect CSI. Hence, the algorithm converges by the monotone convergence theorem for real sequences.
V. NUMERICAL RESULTS
In this section, we provide some numerical results to validate our series derivation, to examine the outage probability as a function of several system parameters and to evaluate the performance of the proposed beam design algorithm. For given Σ t , Σ r , K
ch and Γ (k) , we first generated {Ĥ ki } randomly according to zero-mean Gaussian distribution, and then scaledĤ ki to yield Ĥ ki 2 F = N t N r for all (k, i). In this way, the channel K factor and the SNR were simply controlled by σ 2 h and σ 2 , respectively. After {Ĥ ki } were generated as such, we generated {E ki } according to (3) and the true channel was determined by (2) if necessary 4 . For simplicity, we used K (ki) ch = K ch for all (k, i) and Γ (k) = Γ for all k.
First, Fig. 1 compares the convergence behavior of the derived series in this paper with that of the series fitting method [20] , [21] , [23] , [26] based on the Laguerre basis functions for a given set of parameters shown in the label of the figure. It is seen that indeed our series converges from the upper tail first whereas the series fitting method converges from the lower tail first. (For a proof of this in the identity covariance matrix case, please refer to Appendix C-B.) Note that the series fitting method yields large error at the upper tail distribution even with a reasonably large number of terms. With this verification, next consider the outage behavior as a function of several system parameters. Fig. 2 shows the outage probability w.r.t. the target rate R k for a given set {Ĥ ki } (randomly generated as above) with several different channel K factors, when K = 3, N t = N r = 2d = 2, Σ t = Σ r = I, Γ = 15 dB and the transmit and receive beam vectors were designed by the iterative interference alignment (IIA) algorithm [3] . The solid and dotted lines represent the result of our analysis, and the markers + and × indicate the result of Monte Carlo runs for the outage probability. The theoretical outage curves in Fig. 2 were obtained by using (21) with the first 38 terms in the infinite series. It is seen that our analysis matches the result of Monte Carlo runs very well. The dashed line shows the outage performance when K ch = ∞, i.e., all transmitters and receivers have perfect CSI. In the case of K ch = ∞, we have a sharp transition behavior across R limit determined by the SINR (4) with E ki = 0 for all (k, i). It is seen that the outage performance deteriorates from the ideal step curve of K ch = ∞, as the CSI quality degrades.
The solid lines correspond to the outage performance for the finite values of K ch , when the CSI for all channel links is imperfect. It is seen that K ch = 100 (20 dB) yields reasonable outage performance compared with the perfect CSI case in this setup. Note that the gain in the outage probability by knowing the desired link perfectly is not negligible. (See the dotted lines.) Fig. 3 show the outage probability w.r.t. the target rate R k for a given set {Ĥ ki } with several different K ch , when K = 3, N t = N r = 2d = 4, Σ t = Σ r = I, Γ = 25 dB and the transmit and receive beam vectors were designed by the IIA algorithm.
Similar behavior is seen as in the single stream case, i.e., the outage performance generally deteriorates June 28, 2012 DRAFT as K ch decreases. However, it is interesting to observe in the multiple stream case that sufficiently good but not perfect CSI quality yields better outage performance than the perfect CSI in the high outage probability regime. (See Fig. 3 (b) .) This implies that in the multiple stream case the second term (i.e., the self inter-stream interference term) in the denominator of the SINR formula (4) is made smaller by E kk 's being negatively aligned with H kk than in the case of E kk ≡ 0. However, this is not useful in system operation since the system is operated in the low outage probability regime. All the theoretical curves in Figures 3 (a) and (b) were obtained by (21) with the first 45 terms in the infinite series. Fig. 4 shows the outage probability curves when the transmit and receive beamforming vectors are respectively chosen as the right and left singular vectors corresponding to the largest singular value of the desired channel and the other parameters are identical to the case in Fig. 2 . A similar outage probability behavior to the previous case is observed. Next, the outage probability w.r.t. the channel K factor for a given set {Ĥ} for several values of the target rate R k is shown in Fig. 5 , where the outage probability along the y-axis is drawn in log scale.
(The same setup as for Fig. 2 was used and the IIA algorithm is used for the transmit and receive beam design. Here, (21) with the first 38 terms in the infinite series was used to compute the analytic curves.)
As predicted by Theorem 2, the outage probability indeed decays exponentially w.r.t. the channel K factor (equivalently, w.r.t. the inverse of σ 2 h ). The exponent depends on the target rate R k ; the higher the target rate is, the smaller the exponent is. This decaying behavior is also predicted in Theorem 2; the exponent c 2 in (30) is proportional to τ , and τ is inversely proportional to the target rate R k . It is seen that the outage probability does not decay as K ch increases, if R k is larger than R limit . In addition to the exact outage probability, the Chernoff bound in this case is shown in Fig. 5 as the lines with dots and dashes. It is seen that the Chernoff bound is not very tight but the decaying slope is the same as that of the exact outage probability. Figures 6 and 7 show the impact of antenna correlation on the outage probability. We adopted the exponential antenna correlation profile considered in [29] , [30] . Under this model, the (i, j)-th element of the antenna correlation matrix Σ t (or Σ r ) in (3) is given by ρ |i−j| , where ρ ∈ [0, 1] is a parameter determining the correlation strength. Since tr(Σ t ) = N t and tr(Σ r ) = N r for this exponential antenna correlation model, we have the same transmit and receive powers as in the case of no antenna correlation, i.e., Σ t = I and Σ r = I. Since the outage probability depends on {Ĥ ki } as well as on Σ t and Σ r , we generated one hundred {Ĥ ki } randomly in the way that we explained already, and averaged the corresponding 100 outage probabilities to see the impact of the error correlation only. Other aspects of the system configuration were the same as those for Figures 2 and 5 . It is seen that the error correlation decreases the outage probability especially when the CSI quality is very bad, but the gain becomes negligible when the CSI quality is good. Outage Probability Finally, the performance of the proposed beam design algorithm maximizing the sum ǫ-outage rate was evaluated. As reference, we adopted the max-SINR algorithm and IIA algorithm in [3] . Although the max-SINR and IIA algorithms were originally proposed to design beam vectors with perfect channel information, we applied the algorithms to design beam vectors by treating the imperfect channelĤ as the true channel. The ǫ-outage rate of the max-SINR algorithm (or the IIA algorithm) is defined as the maximum rate that can be achieved under the outage constraint of ǫ using the beam vectors designed by the max-SINR algorithm (or the IIA algorithm). Once {V k } and {U k } are designed by any design method for given Σ t , Σ r and {Ĥ ki }, the outage probability corresponding to the designed beam vectors is easily computed as a function of the target rate R k from Theorem 1. Thus, for the beam vectors designed by the max-SINR and IIA algorithms as well as for those designed by the proposed design algorithm in Section IV, the ǫ-outage rate R k can easily be obtained. Figures 8 and 9 show the sum ǫ-outage rate of the proposed beam design method averaged over thirty different sets of {Ĥ ki } for ǫ = 0.1 and ǫ = 0.2, respectively, when K = 3, N t = N r = 2d = 2 and Σ t = Σ r = I for different K ch 's. (The outage probability expression (26) with the first 40 terms was used to compute the outage probability.)
It is seen that the proposed algorithm outperforms the IIA and max-SINR algorithms in all SNR, and the max-SINR algorithm shows good performance almost comparable to the proposed algorithm at low SNR. However, as SNR increases, the performance of the max-SINR algorithm degrades to that of the IIA algorithm (the two algorithm themselves converge as SNR increases) and there is a considerable gain June 28, 2012 DRAFT ACCEPTED TO IEEE TRANS. WIRELESS COMMUN., JUNE 28, 2012 23 by exploiting the channel uncertainty. In this paper, we have considered the outate probability and the outage-based beam design for MIMO interference channels. We have derived closed-form expressions for the outage probability in MIMO interference channels under the assumption of Gaussian-distributed CSI error, and have derived the asymptotic behavior of the outage probability as a function of several system parameters based on the Chernoff bound. We have shown that the outage probability decreases exponentially w.r.t. the channel K factor defined as the ratio of the power of the known channel part and that of the unknown channel part.
We have also provided an iterative beam design algorithm for maximizing the sum outage rate based on the derived outage probability expressions. Numerical results show that the proposed beam design method significantly outperforms conventional methods assuming perfect CSI in the sum outage rate performance.
APPENDIX A PROOF OF (11) The (p, q)-th element of Σ (m) k,i is given by
Here, (a) is obtained by applying vec(ABC) = (C T ⊗ A)vec(B) to each of the two terms in the 
A. Previous work and literature survey
There exist extensive literature about the probability distribution and statistical properties of a quadratic form of non-central (complex) Gaussian random variables in the communications area and the probability and statistics community. Through a literature survey, we found that the main technique to compute the distribution of a central (or a non-central) Gaussian quadratic form is based on series fitting, which was concretely unified and developed by S. Kotz [20] , [21] , and most of other works are its variants, e.g., [23] . First, we briefly explain this series fitting method here.
Consider a Gaussian quadratic form x HQ x, where x ∼ CN (µ, Σ) with size n andQ =Q H . The first step of the series fitting method is to convert the non-central Gaussian quadratic form into a linear combination of chi-square random variables:
where z i independent ∼ CN (0, 2) for i = 1, · · · , n, and {δ i , λ i } are constants determined byQ, µ and Σ.
Note that Re(z i ) ∼ N (0, 1) and Re(z i ) ∼ N (0, 1). Thus, the non-central Gaussian quadratic form is equivalent to a weighted sum of non-central Chi-square random variables of which moment generating function (MGF) is known. The MGF of a weighted sum of n independent non-central χ 2 random variables with degrees of freedom 2m i and non-centrality parameter µ 2 i is given by
Note here that Φ(−s) is nothing but the Laplace transform of the probability density function (PDF) of
x HQ x or equivalently n i=1 λ i |z i + δ i | 2 . Now, the series fitting method expresses the PDF as an infinite series composed of a set of known basis functions and tries to find the linear combination coefficients so that the Laplace transform of this series is the same as the known Φ(−s). Specifically, let the PDF be
where {h k (y), k = 0, 1, · · · } is the set of known basis functions and {c k , k = 0, 1, · · · } is the set of linear combination coefficients to be determined. Here, to make the problem tractable, in most cases, the following conditions are imposed. First, the sequence {h k (y)} of basis functions is chosen among where A and b are real constants. Second, the Laplace transformĥ k (s) of h k (y) has a special form:
where ξ(s) is a non-vanishing, analytic function for Re(s) > b, and η(s) is analytic for Re(s) > b and has an inverse function. The first condition is for the existence of Laplace transform and the second condition is to make the problem tractable. Finally, with the pre-determined {h k (y)} with the conditions, the coefficients {c k } are computed so that
where L(·) denote the Laplace transform of a function.
Widely used {h k (y)} for the series expansion of the PDF of a quadratic form of non-central Gaussian random variables is as follows [20] , [21] . 
where g(n; y) is the central χ 2 density with n degrees of freedom and L (n/2−1) k (x) is the generalized Laguerre polynomial defined by Rodriges' formula
for a > 1 and a positive control parameter β.
For the detail computation of {c k }, please refer to [20] , [21] , [26] . The whole procedure is summarized in Fig. 10 .
B. The difference of our work from the previous works
First, let us remind our outage event in MIMO interference channels. From equations (5), (6) and (7), we have
is a non zero-mean Gaussian random variable. Note that the outage probability is an upper tail probability of the distribution of the Gaussian quadratic form
ki . However, as seen in Fig. 11 , the most widely-used series fitting method explained in the previous subsection yields a good approximation of the distribution at the lower tail not at the upper tail. The discrepancy between the series and the true PDF is large at the upper 5 tail for a truncated series. On the other hand, our approach yields a good approximation to the true distribution at the upper tail. Thus, the proposed series is more relevant to our problem than the series fitting method.
Our approach to the upper tail approximation is based on the recent works by Raphaeli [22] and by
Al-Naffouri and Hassibi [25] . First, let us explain Raphaeli's method. The procedure in Fig. 10 up to obtaining the MGF of the Gaussian quadratic form is common to both the sequence fitting method and
Raphaeli's method. However, Raphaeli's method obtains the PDF by direct inverse Laplace transform of the MGF Φ(s). Typically, the inverse Laplace transform of the MGF is represented as a complex contour integral and then the complex contour integral is computed as an infinite series by the residue theorem.
However, to obtain the cumulative distribution function (CDF), which is actually necessary to compute the tail probability, Raphaeli's method requires one more step, the integration of the PDF, to obtain the CDF since the MGF Φ(s) is the Laplace transform of the PDF.
To obtain the CDF of a general Gaussian quadratic form, we did not use the MGF Φ(s), which is a bit complicated and requires an additional step, like Raphaeli, but instead we directly used a simple contour integral for the CDF (12), obtained by Al-Naffouri and Hassibi [25] . 6 Then, the contour integral was computed as an infinite series by the residue theorem. (Using the residue theorem is borrowed from Raphaeli's work.) Thus, our result is simpler than Raphaeli's approach and does not require the integration of a PDF for the CDF.
As mentioned already, the series expansion in this paper has a particular advantage over the series fitting method considered in [23] for the outage event defined in this paper; The series in this paper fits the upper tail of the distribution well with a few number of terms. We shall provide a detailed proof for this in a special case in the next subsection. Thus, our series expressions for outage probability in MIMO interference channels are meaningful and relevant.
APPENDIX C COMPUTATIONAL ISSUES AND CONVERGENCE OF THE OBTAINED SERIES

A. Computing higher order derivatives
The general outage expression in Theorem 1 is given by
To compute (46), we need to compute
• {λ i } (the eigenvalues of the Kd × Kd covariance matrix Σ = ΨΛΨ H ),
where µ is the mean vector of the Gaussian distribution),
• and the higher order derivatives of g i (s).
The computation of {λ i } and {χ
i } is simple since the sizes of the mean vector and the covariance matrix are Kd and Kd × Kd, respectively. Furthermore, the higher order derivatives of g i (s) can also be computed efficiently based on recursion [26] , [22] . Note that g i (s) = e log gi(s) . Thus, the derivative of g i (s) can be written as
i (s) = g
. . .
where g (l)
i (s) and [log g i (s)] (l) denote the l-th derivatives of g i (s) and log g i (s), respectively. Here, [log g i (s)] (n) can be computed from (47) as
where δ 1n is Kronecker delta function. Thus, for given g i (s) and [log g i (s)] (l) , we can compute g i (s) efficiently in a recursive way, as shown in (48).
B. Convergence analysis
In this subsection, we provide some convergence analysis on the derived series expansion in Sec. III.
Consider the general result in Theorem 1 for the CDF of a Gaussian quadratic form:
Here, we explicitly use the variable y as an input parameter of the function g i (s) for later explanation.
i (s, y) denotes the n-th partial derivative of g i (s, y) with respect to s. (Here, κ is the number of distinct eigenvalues of the Kd × Kd covariance matrix Σ and κ i is the geometric order of eigenvalue
The residual error caused by truncating the infinite series after the first N terms is given by
and we have Pr{Y ≤ y; infinite sum} = Pr{Y ≤ y; truncation at N } + R N (y).
The truncation error R N (y) can be expressed as
(52) for each 1 ≤ i ≤ κ. Then, the magnitude of each term |R i N (y)| in the truncation error is bounded as
As seen in Fig. 11 , our series expansion fits the upper tail distribution first. Now, to assess the overall convergence speed of our series, for the same step as in Fig. 11 , we ran some simulations to obtain an empirical distribution, and computed the overall mean square error (MSE) between the truncated series and the empirical distribution over 0 ≤ y ≤ 10 as
where {y i } are the uniform samples of [0, 10] . Fig. 12 shows the CDF MSE of the three methods in Fig. 11 : the proposed series, the series fitting method with β = 1 and the series fitting method with β = 2. It is seen in Fig. 12 that the overall convergence of the proposed series can be worse than the series fitting method at the small values for the number of summation terms for the setting in Fig.   11 . The bad overall convergence is due to worse fitting at the lower tail of the distribution, but the bad lower tail approximation is not important to our outage computation. (Please see Fig. 11 .) Fig. 13 shows another case. In this case, the proposed series outperforms the series fitting method both in the overall convergence and in the upper tail convergence. It is seen numerically that the proposed series fits the upper tail distribution first. Now, we shall prove this property of the proposed series. However, it is a difficult problem to prove this property in general cases. Thus, in the next subsection, we provide a proof of this property when the number of distinct eigenvalues of the covariance matrix Σ is one, e.g., in the i.i.d. case.
1) The identity covariance matrix case: Suppose that there is only one eigenvalue, λ (> 0), with multiplicity κ for the covariance matrix Σ. This case corresponds to Corollary 4, and the outage probability is given by 
Before we proceed, we first obtain the n-th derivative of g(s, y) at s = 0, which is given in the following lemma.
Lemma 1: For n ≥ 0, 1 n! g (n) (0, y) 1 2λ
where (a) is from (η 2 /λ) n−κ+1 n!(n − κ + 1)! − 1 λ g (n) (0, y) + ng (n−1) (0, y) .
Furthermore, from (57) we have − 1 λ g (n) (0, y) + ng (n−1) (0, y) = y n .
By substituting (66) into (65), we have
(η 2 /λ) n−κ+1 y n n!(n − κ + 1)! ,
which is positive. Since R N (y) ≤ 0, lim y→∞ R N (y) = 0 and ∂RN (y) ∂y > 0, the residual error magnitude monotonically decreases as y increases and the maximum error occurs at y = 0 for any given N . Now, let us compute the worst truncation error R N (0), which is given by
From (57), we have g (n) (0, 0) = −n!λ n+1 . Therefore,
From ( 
where some α ∈ [0, 1]. Therefore, the worst truncation error is given by
where the inequality holds since exp((α − 1)η 2 ) ≤ 1 for 0 ≤ α ≤ 1. Furthermore, the residual error magnitude is a strictly decreasing function of N for any y,
This can be shown easily as follows. Since R N (y) < 0 and g (N +1) (y) < 0 for all y ≥ 0 and N , we have (72). Now, based on (71) and (72), with given χ k and σ 2 h , we can compute the required number N of terms in the series to achieve the desired level of accuracy since η 2 is known. where the second equality is by replacing m = n − κ + 1. It is easy to see that the worst case error is -1 in the identity covariance matrix case. Fig. 14 shows the performance of the proposed series expansion in the case of the identity covariance matrix. The numerical results well match our theoretical analysis in this subsection. From the figure, it seems reasonable to choose N ≥ 20 ∼ 30 for accurate outage probability computation.
