Cohen–Macaulayness for symbolic power ideals of edge ideals  by Rinaldo, Giancarlo et al.
Journal of Algebra 347 (2011) 1–22Contents lists available at SciVerse ScienceDirect
Journal of Algebra
www.elsevier.com/locate/jalgebra
Cohen–Macaulayness for symbolic power ideals of edge
ideals
Giancarlo Rinaldo a, Naoki Terai b, Ken-ichi Yoshida c,∗
a Dipartimento di Matematica, Universita’ di Messina, Salita Sperone 31, S. Agata, Messina 98166, Italy
b Department of Mathematics, Faculty of Culture and Education, Saga University, Saga 840-8502, Japan
c Graduate School of Mathematics, Nagoya University, Nagoya 464-8602, Japan
a r t i c l e i n f o a b s t r a c t
Article history:
Received 9 December 2009
Available online 28 September 2011
Communicated by Kazuhiko Kurano
MSC:
primary 13F55
secondary 13H10
Keywords:
Edge ideal
Complete intersection
Cohen–Macaulay
FLC
Symbolic powers
Polarization
Simplicial complex
Let S = K [x1, . . . , xn] be a polynomial ring over a ﬁeld K . Let
I(G) ⊆ S denote the edge ideal of a graph G . We show that
the th symbolic power I(G)() is a Cohen–Macaulay ideal (i.e.,
S/I(G)() is Cohen–Macaulay) for some integer  3 if and only if
G is a disjoint union of ﬁnitely many complete graphs. When this
is the case, all the symbolic powers I(G)() are Cohen–Macaulay
ideals. Similarly, we characterize graphs G for which S/I(G)()
has (FLC).
As an application, we show that an edge ideal I(G) is complete
intersection provided that S/I(G) is Cohen–Macaulay for some
integer  3. This strengthens the main theorem in Crupi et al.
(2010) [3].
© 2011 Elsevier Inc. All rights reserved.
0. Introduction
In this paper, we restrict our attention to the edge ideals of graphs. For a graph G = (V (G), E(G)),
the edge ideal, denoted by I(G), is deﬁned by
I(G) = (xix j: {xi, x j} ∈ E(G))S,
where S = K [v: v ∈ V (G)] = K [x1, . . . , xn] is a polynomial ring over a ﬁeld K . Then E(G) is
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a Stanley–Reisner ideal and it is a radical ideal. Then the following theorem is well known.
Theorem. (See [1,2,12].) Let S be a regular local ring (resp., a polynomial ring over a ﬁeld K ), and let I be a
radical ideal (resp., a homogeneous radical ideal) of S. Then I is complete intersection if and only if S/I is
Cohen–Macaulay for inﬁnitely many  1.
In particular, for any edge ideal I(G) of a graph G, I(G) is a complete intersection ideal if and only if S/I(G)
is Cohen–Macaulay for inﬁnitely many  1.
In what follows, let G = (V (G), E(G)) be a graph, and I(G) ⊆ S = K [v: v ∈ V (G)] the edge ideal
of G .
Recently, in [11], the last two authors gave a generalization of the theorem using a classiﬁcation
theorem for locally complete intersection Stanley–Reisner ideals; see [11, Theorem 1.15]. Note that the
following theorem is also true for Stanley–Reisner ideals.
Theorem. (See [11, Theorem 2.1].) If S/I(G) is Buchsbaum for inﬁnitely many   1, then I(G) is complete
intersection.
Moreover, the authors [3] gave a reﬁnement of the above theorem jointly with M. Crupi.
Theorem. (See [3, Theorem 2.1].) I(G) is complete intersection if and only if S/I(G) is Cohen–Macaulay for
some  height I .
The main purpose of this paper is to give another variation of the theorem in this context. Namely,
we consider the following questions:
Questions. Let  1 be an integer. Let I(G)() denote the th symbolic power ideal of I(G). Then:
(1) When is S/I(G)() Cohen–Macaulay?
(2) Is I(G) complete intersection if S/I(G) Cohen–Macaulay for a ﬁxed  1?
The answers to these questions will give a generalization of the original theorem described as
above. For instance, for each ﬁxed  1, the Cohen–Macaulayness of S/I(G) implies that of S/I(G)() .
Note that the converse is not true in general.
We ﬁrst consider the above question. Let G be a graph on the vertex set V = [n] such that
dim S/I(G) = 1. Such a graph G is isomorphic to the complete graph Kn . Then S/I(G)() is Cohen–
Macaulay for every integer  1 because the symbolic power ideal has no embedded primes.
The following theorem characterizes graphs G for which all symbolic powers S/I(G)() are Cohen–
Macaulay (or for  3).
Theorem. (See Theorem 3.6.) The following conditions are equivalent:
(1) S/I(G)() is Cohen–Macaulay for every integer  1.
(2) S/I(G)() is Cohen–Macaulay for some  3.
(3) S/I(G)() satisﬁes Serre’s condition (S2) for some  3.
(4) G is a disjoint union of ﬁnitely many complete graphs.
As an application of the theorem, we can obtain some result for Cohen–Macaulayness of ordinary
powers, which gives an improvement of the main theorem in [3].
Corollary. (See Theorem 3.8.) If S/I(G) is Cohen–Macaulay for some  3, then I(G) is complete intersection.
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dim S/I(G) 2, for every integer  1, S/I(G)() is unmixed, and thus it has (FLC).
Question. Let  1 be an integer. When does S/I(G)() have (FLC)?
Let  = n1,...,nr denote the simplicial complex whose Stanley–Reisner ideal is equal to the edge
ideal of the disjoint union of complete graphs Kn1 , . . . , Knr . That is,
In1,...,nr = I(Kn1 unionsq · · · unionsq Knr ).
Then the following theorem gives an answer to the above question for  3:
Theorem. (See Theorem 4.7.) Let (G) be the simplicial complex on V (G) which satisﬁes I(G) = I(G). Sup-
pose that (G) is pure and d = dim S/I(G) 3. Let p denote the number of connected components of (G).
Then the following conditions are equivalent:
(1) S/I(G)() has (FLC) for every integer  1.
(2) S/I(G)() has (FLC) for some  3.
(3) There exist (ni1, . . . ,nid) ∈ Nd for every i = 1, . . . , p such that  can be written as
 = n11,...,n1d unionsq n21,...,n2d unionsq · · · unionsq np1,...,npd .
For  = 2, the problem is more complicated. For instance, if G is a pentagon, then I(G) and I(G)2
are Cohen–Macaulay although I(G)() (and hence I(G)) is not for any  3.
After ﬁnishing this work the authors have known that N.C. Minh obtained similar results indepen-
dently.
1. Preliminaries
In this section we recall some deﬁnitions and properties that we will use later.
1.1. Edge ideals
Let G be a graph, which means a simple ﬁnite graph without loops and multiple edges. Let V (G)
(resp., E(G)) denote the set of vertices (resp., edges) of G . Put V (G) = {x1, . . . , xn}. Then the edge ideal
of G , denoted by I(G), is a squarefree monomial ideal of S = K [x1, . . . , xn] deﬁned by
I(G) = (xix j: {xi, x j} ∈ E(G)).
A disjoint union of two graphs G1 and G2, denoted by G1 unionsq G2, is the graph G which satisﬁes
V (G) = V (G1) ∪ V (G2) and E(G) = E(G1) ∪ E(G2). For a nonempty subset W ⊆ V (G), H = G|W de-
notes the graph which satisﬁes V (H) = W and E(H) = {{x, y} ∈ E(G): x, y ∈ W }.
1.2. Stanley–Reisner ideals
Let V = {x1, . . . , xn}. A nonempty subset  of the power set 2V is called a simplicial complex on V
if {v} ∈ FLC for all v ∈ V , and F ∈ , H ⊆ F imply H ∈ . An element F ∈  is called a face of .
The dimension of  is deﬁned by dim = max{(F ) − 1: F is a face of }. A maximal face of  is
called a facet of . F() denotes the set of all facets of . The Stanley–Reisner ideal of , denoted
by I , is the squarefree monomial ideal generated by{
xi1xi2 · · · xip : 1 i1 < · · · < ip  n, {xi1 , . . . , xip } /∈ 
}
,
and K [] = K [x1, . . . , xn]/I is called the Stanley–Reisner ring of .
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tary simplicial complex of G .
Put d = dim + 1. A simplicial complex  is called pure if all the facets of  have the same
cardinality d. A pure simplicial complex  is connected in codimension 1 (or strongly connected) if
for every two facets F and H of , there is a sequence of facets F = F0, F1, . . . , Fm = H such that
(Fi ∩ Fi+1) = d − 1 for each i = 0, . . . ,m − 1. For every face F ∈ , the star and the link of F are
deﬁned by
star F = {H ∈ : H ∪ F ∈ },
link F = {H ∈ : H ∪ F ∈ , H ∩ F = ∅}.
Note that these are also simplicial complexes.
1.3. Serre’s condition
Let S = K [x1, . . . , xn] and m = (x1, . . . , xn)S . Let I be a homogeneous ideal of S . For a posi-
tive integer k, S/I satisﬁes Serre’s condition (Sk) if depth(S/I)P  min{dim(S/I)P , k} for every P ∈
Spec S/I .
The ring S/I is called Cohen–Macaulay if depth S/I = dim S/I . This is an equivalent condition
that S/I satisﬁes Serre’s condition (Sd), where d = dim S/I . Moreover, the ring S/I is called (FLC)
if Him(S/I) has ﬁnite length for every i 	= dim S/I . The ring S/I is called Buchsbaum if the natural
map ExtiS(S/m, S/I) → Him(S/I) is surjective for every i 	= dim S/I . Note that any Cohen–Macaulay
ring is Buchsbaum, and any Buchsbaum ring has (FLC).
A simplicial complex  is called Cohen–Macaulay (resp., Buchsbaum, FLC) if so is K []. Note that
 is Buchsbaum if and only if it satisﬁes (FLC). Moreover, if  is (FLC), then  is pure and link(F )
is Cohen–Macaulay for every nonempty face F ∈ .
We notice that  is pure and connected in codimension 1 if K [] satisﬁes (S2) and dim 1.
1.4. Takayama’s formula
Let I be an arbitrary monomial ideal in S = K [x1, . . . , xn]. Then the ith local cohomology module
Him(S/I) can be regarded as a Z
n-module over S/I . For every a = (a1, . . . ,an) ∈ Zn , we set Ga =
{i: ai < 0} and deﬁne
a(I) =
{
F ⊆ [n]: F satisﬁes (C1) and (C2)},
where
(C1) F ∩ Ga = ∅;
(C2) for every minimal generator u = xc11 · · · xcnn of I there exists an index i /∈ F ∪ Ga with ci > ai .
Moreover, we deﬁne
(I) =
{
F ⊆ [n]:
∏
i∈F
xi /∈
√
I
}
.
Then (I) is a simplicial complex and a(I) is a subcomplex of (I) with dima(I) = dim(I) −
(Ga) provided that (I) is pure and a(I) 	= ∅ similarly as in [7, Lemma 1.3].
Now let us recall Takayama’s formula, which is a generalization of well-known Hochster’s formula.
Lemma 1.1 (Takayama’s formula). (See e.g. [7, Theorem 1.1].) Let I be an arbitrary monomial ideal in S =
K [x1, . . . , xn]. For every a ∈ Zn, we have
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i
m(S/I)a =
{
dimK H˜i−(Ga)−1(a(I)), if Ga ∈ (I),
0, else.
Using this lemma, we obtain the following criterion for Cohen–Macaulayness of S/I; see also [7]
in the case where I = I() and dim S/I = 1.
Proposition 1.2. The following conditions are equivalent:
(1) S/I is Cohen–Macaulay.
(2) S/I has (FLC), and for any a ∈ Nn, we have that H˜i(a(I)) = 0 for all i < dima(I).
Proof. (1) ⇒ (2): Since S/I is Cohen–Macaulay, it has (FLC). For any a ∈ Nn , we have
H˜i
(
a(I)
)∼= Hi+1m (S/I)a = 0
for all i < dima(I) = dim(I) = dim S/I − 1 by Lemma 1.1 since S/I is Cohen–Macaulay.
(2) ⇒ (1): Since S/I has (FLC), S/√I has also (FLC) and (I) is pure; see [6].
Suppose that S/I is not Cohen–Macaulay. For any a ∈ Nn we have
Him(S/I)a ∼= H˜i−1
(
a(I)
)= 0
for all i  dima(I) = dim(I). So there exist a vector a ∈ Zn \ Nn and an index i  dim(I) such
that
H˜i−(Ga)−1
(
a(I)
)∼= Him(S/I)a 	= 0.
Set a = (a1, . . . ,an) and a j < 0. Take any integer k > 0 and set b = a − ke j , where e j is the jth unit
vector. Then we have a(I) = b(I) because Ga = Gb . In particular, Him(S/I)b 	= 0. But this contradicts
the assumption that S/I has (FLC). 
1.5. Symbolic power ideals
Let I be a radical ideal of S . Let MinS (S/I) = {P1, . . . , Pr} be the set of the minimal prime ideals
of I , and put W = S \⋃ri=1 Pi . Given an integer  1, the th symbolic power of I is deﬁned to be the
ideal
I() = ISW ∩ S =
r⋂
i=1
P i S Pi ∩ S.
In particular, if I is a squarefree monomial ideal of S , then one has
I() = P 1 ∩ · · · ∩ P r .
Let  be an arbitrary simplicial complex on V = [n], and let I ⊆ S = K [x1, . . . , xn] denote the
Stanley–Reisner ideal of . For any integer  1 and a ∈ Nn , we set

()
a =
〈
F ∈ F():
∑
t∈V \F
at   − 1
〉
.
We use the following remark and Proposition 1.2 in the proof of Theorem 2.1.
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(1) ()a = a(I() ); see [7, Section 1].
(2) If  is pure and ()a 	= ∅ then dim()a = dim.
1.6. Polarizations
Now let u = xa11 xa22 · · · xann be a monomial in S . Then we can associate to it a squarefree monomial
upol as follows: In the polarization process, each power of a variable xaii is replaced by a product of
ai new variables x
( j)
i , i ∈ {1, . . . ,n}, j ∈ {0,1, . . . ,ai − 1}:
upol = x(0)1 x(1)1 · · · x(a1−1)1 x(0)2 x(1)2 · · · x(a2−1)2 · · · x(0)n x(1)n · · · x(an−1)n ,
where all x( j)i are distinct variables and x
(0)
i = xi for each i. We call upol the polarization of u (see [9]).
Let I = (u1, . . . ,us) be a monomial ideal of S , where {u1, . . . ,us} is the minimal set of monomial
generators of I . If Spol is a polynomial ring over K containing all monomials upol1 , . . . ,u
pol
s , then we
can consider the ideal Ipol = (upol1 , . . . ,upols ) of Spol. It is known that, for monomial ideals I and J ,
one has [9]
(I ∩ J )pol = Ipol ∩ Jpol. (1.1)
It is well known that if S/I is Cohen–Macaulay then so is Spol/Ipol. In the proof of the ﬁrst main
theorem, we need a stronger result: For a given positive integer k, if S/I satisﬁes Serre’s condi-
tion (Sk), then so does Spol/Ipol; see [8]. Note that a similar statement for (FLC) does not hold in
general.
1.7. Simplicial join
Let Γ (resp. Λ) be a nonempty simplicial complex on V1 (resp. V2) such that V1 ∩ V2 = ∅. Then
the simplicial join of Γ and Λ, denoted by Γ ∗ Λ, is deﬁned as follows
Γ ∗ Λ = {F1 ∪ F2: F1 ∈ Γ, F2 ∈ Λ}.
Then Γ ∗ Λ is a simplicial complex on V1 ∪ V2 and F(Γ ∗ Λ) = {F1 ∪ F2: F1 ∈ F(Γ ), F2 ∈ F(Λ)}.
In particular, dimΓ ∗ Λ = dimΓ + dimΛ + 1. Moreover, the ith reduced homology group H˜i(Γ ∗ Λ)
over a ﬁeld K of Γ ∗ Λ is given by the so-called Künneth formula:
H˜i(Γ ∗ Λ) ∼=
⊕
p+q=i−1
H˜ p(Γ ) ⊗ H˜q(Λ). (1.2)
Notice that K [Γ ∗ Λ] ∼= K [Γ ] ⊗K K [Λ] as K -algebras; see [4, Lemma 1].
For any disjoint union of two graphs G1, G2, we have (G1 unionsq G2) = (G1) ∗ (G2).
2. Symbolic powers of edge ideals of disjoint union of complete graphs
Let r, n1, . . . ,nr be positive integers, and let
S = K [xij: 1 i  r, 1 j  ni]
be a polynomial ring over a ﬁeld K . For each integer i with 1 i  r, if we put
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then Ii is equal to I(Kni )S , where
I(Kni ) = (xijxik: 1 j < k ni)K [xi1 . . . , xini ],
denotes the edge ideal of the complete ni-graph Kni on the vertex set Vi = {xi1, . . . , xini } for each
i = 1, . . . , r.
Let G be the disjoint union of complete ni-graphs for i = 1,2, . . . , r:
G = Kn1 unionsq Kn2 unionsq · · · unionsq Knr .
Then the edge ideal I(G) of G is equal to I1 + I2 + · · ·+ Ir . Moreover, an irredundant primary decom-
position of I(G) is given by
I(G) =
⋂
j1,..., jr
(P1 j1 + · · · + Prjr ), (2.1)
where j1, . . . , jr move through the whole range 1 j1  n1, . . . ,1 jr  nr . In particular,
I(G)() =
⋂
j1,..., jr
(P1 j1 + · · · + Prjr ) (2.2)
for every integer  1. If we put
xi = xi1 + xi2 + · · · + xini
for i = 1,2, . . . , r, then a sequence x1, . . . , xr forms a system of parameters of S/I(G) (and hence
S/I(G)() for every  1). Thus
dim S/I(G)() = dim S/I(G) = r.
The main goal of this section is to prove the following theorem:
Theorem 2.1. Let S = K [xij: 1  i  r, 1  j  ni] be a polynomial ring over a ﬁeld K . Let G be a disjoint
union of complete ni-graphs: G = Kn1 unionsq Kn2 unionsq · · · unionsq Knr . Then S/I(G)() is Cohen–Macaulay for every  1.
Remark 2.2. In the above theorem, we do not need to assume that max{n1, . . . ,nd} 2.
In order to prove Theorem 2.1, we need the following key lemma.
Lemma 2.3. Let Γ (resp. Λ) be a simplicial complex on V1 (resp. V2) such that V1 ∩ V2 = ∅. Put  = Γ ∗ Λ
and V = V1 ∪ V2 . Set S1 = K [V1], S2 = K [V2] and S = S1 ⊗K S2 . If S1/I(i)Γ and S2/I(i)Λ are Cohen–Macaulay
for every i  , then S/I() is Cohen–Macaulay.
Proof. We may assume that V1 = {1,2, . . . ,m}, V2 = {m+ 1, . . . ,n} and V = [n]. Note that Γ , Λ, and
 are pure. By an inductive argument on n = (V ), we may assume that S/I() has (FLC). Then we
must show that H˜i(
()
a ) = 0 for all a ∈ Nn and i < dim()a = dim with ()a 	= ∅. We ﬁrst prove
the following claim.
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⋃
k=1 Γ
(+1−k)
a1 ∗ Λ(k)a2 holds, where a1 = a|V1 and a2 = a|V2 .
Since F() = {F1 ∪ F2: F1 ∈ F(Γ ), F2 ∈ F(Λ)}, we have

()
a =
〈
F1 ∪ F2: F1 ∈ F(Γ ), F2 ∈ F(Λ), 0
∑
t∈V \F
at   − 1
〉
=
⋃
k=1
〈
F1 ∪ F2: F1 ∈ F(Γ ), F2 ∈ F(Λ),
∑
t∈V1\F1
at   − k,
∑
t′∈V2\F2
at′  k − 1
〉
=
⋃
k=1
Γ
(−k+1)
a1 ∗ Λ(k)a2 ,
as required. We have proved Claim 1.
Put d = dim + 1= dimΓ + dimΛ + 2. For j = 1, . . . , , we set
Π j =
j⋃
k=1
Γ
(−k+1)
a1 ∗ Λ(k)a2 .
We next prove the following claim.
Claim 2. H˜i(Π j) = 0 holds for every i < d − 1 and j = 1, . . . , .
We use an induction on j. First consider the case where j = 1. Then Π1 = Γ ()a1 ∗ Λa2 . As I()Γ and
IΛ are Cohen–Macaulay by assumption, we get
p < dimΓ = dimΓ ()a1 ⇒ H˜ p
(
Γ
()
a1
)= 0
and
q < dimΛ = dimΛa2 ⇒ H˜q(Λa2) = 0.
Now suppose that i < dimΠ1 = dimΓ +dimΛ+1= d−1. Then for any pair (p,q) with p+q = i−1,
either p < dimΓ or q < dimΛ holds. Hence the Künneth formula (see Section 1.6) yields that
H˜i(Π1) ∼=
⊕
p+q=i−1
H˜ p
(
Γ
()
a1
)⊗K H˜q(Λa2) = 0.
So we have proved the case where j = 1.
Now assume that ( ) j  2 and H˜i(Π j−1) = 0 for all i < d − 1. Then we must show that
H˜i(Π j) = 0 for all i < d − 1. In order to do that, we put Σ = Γ (− j+1)a1 ∗ Λ( j)a2 . Then Π j−1 ∪ Σ = Π j
and
Π j−1 ∩ Σ =
j−1⋃
k=1
(
Γ
(−k+1)
a1 ∗ Λ(k)a2
)∩ (Γ (− j+1)a1 ∗ Λ( j)a2 )
=
j−1⋃{(
Γ
(−k+1)
a1 ∗ Λ(k)a2
)∩ (Γ (− j+1)a1 ∗ Λ( j)a2 )}
k=1
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k=1
(
Γ
(− j+1)
a1 ∗ Λ(k)a2
)
= Γ (− j+1)a1 ∗ Λ( j−1)a2 .
Thus the Mayer–Vietoris sequence yields the following exact sequence for each i:
· · · → H˜i(Π j−1) ⊕ H˜i
(
Γ
(− j+1)
a1 ∗ Λ( j)a2
)→ H˜i(Π j) → H˜i−1(Γ (− j+1)a1 ∗ Λ( j−1)a2 )→ ·· · .
By a similar argument as above, we have
H˜i
(
Γ
(− j+1)
a1 ∗ Λ( j)a2
)= H˜i−1(Γ (− j+1)a1 ∗ Λ( j−1)a2 )= 0
for all i < d − 1. Moreover, the induction hypothesis implies H˜i(Π j−1) = 0 for all i < d − 1. Hence
H˜i(Π j) = 0 for all i < d − 1, as required. Therefore we obtain that H˜i(()a ) = 0 for all i < d − 1. This
completes the proof. 
Proof of Theorem 2.1. We prove the assertion by an induction on r. If r = 1, then the assertion is
clear because dim S/I(Kn1 )
() = dim S/I(Kn1 ) = 1.
Let r  2. Put
S ′ = K [xij: 1 i  r − 1, 1 j  ni] and G ′ = Kn1 unionsq · · · unionsq Knr−1 .
By the induction hypothesis, we may assume that S ′/I(G ′)(i) is Cohen–Macaulay for all i  1. As
(G) = (G ′ unionsq Knr ) = (G ′)∗(Knr ), by virtue of Lemma 2.3, we can conclude that I(G)() is Cohen–
Macaulay for all  1. 
In order to discuss (FLC) properties of symbolic or ordinary powers, we generalize Theorem 2.1 to
the following corollary.
Corollary 2.4. Let G = Kn1 unionsq · · · unionsq Knr be a disjoint union of ﬁnitely many complete graphs, and let y1, . . . , ys
be variables which are not vertices of G. Put S = K [v: v ∈ G], T = S[y1, . . . , ys] and I = I(G)+ (y1, . . . , ys).
Then T /I() is Cohen–Macaulay for all  1.
Proof. We may assume that s = 1, and put y = y1 for simplicity. Let I(G) =⋂ j P j be an irredundant
primary decomposition of I(G). Since I =⋂ j(P j, y) gives an irredundant primary decomposition of
I , we have
I() =
⋂
j
(P j, y)
 =
⋂
j
∑
k=0
Pkj y
−k =
∑
k=0
(⋂
i
Pkj
)
y−k =
∑
k=0
I(G)(k) y−k.
Hence it follows that
T /I() ∼= S/I(G)() ⊕ S/I(G)(−1) ⊕ · · · ⊕ S/I(G)
as S-modules. Since all S-modules of the right-hand side are Cohen–Macaulay, so is T /I() , as re-
quired. 
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S = K [x11, x12, . . . , xr1, xr2, y1, . . . , ys], I(G) = (x11x12, . . . , xr1xr2).
In particular, S/I(G)() = S/I(G) is Cohen–Macaulay for every  1.
G =
  
  · · · 
  
x11 x21
xr1
x12 x22 xr2
· · ·
y1 y2 ys
This complete intersection complex is the boundary complex of a simplex or an iterated cone of a
cross polytope. Namely, I(G) = I(P) holds, where P is the s-iterated cone of the cross r-polytope.
The next example shows that our theorem cannot be generalized for mixed symbolic powers.
Example 2.6. Let G be a complete n-graph. Then I(G) = P1 ∩ · · · ∩ Pn , where Pi = (x1, . . . , x̂i, . . . , xn)
for each i = 1, . . . ,n. Since dim S/I(G) = 1 and Pai has no embedded primes for any integer a  1,
S/Pa11 ∩ · · · ∩ Pann is a Cohen–Macaulay ring of dimension 1 for every positive integers a1, . . . ,an .
A similar assertion does not hold in general for two disjoint union of complete graphs. For example,
let I(G) = (x1x2, x1x3, x2x3, y1 y2) be the edge ideal of K3 unionsq K2 in S = Q[x1, x2, x3, y1, y2]. Then
I(G) = (x1, x2, y1) ∩ (x1, x2, y2) ∩ (x1, x3, y1) ∩ (x1, x3, y2) ∩ (x2, x3, y1) ∩ (x2, x3, y2).
Our theorem says that
I(G)(2) = (x1, x2, y1)2 ∩ (x1, x2, y2)2 ∩ (x1, x3, y1)2 ∩ (x1, x3, y2)2 ∩ (x2, x3, y1)2 ∩ (x2, x3, y2)2
is a Cohen–Macaulay ring of dimension 2, that is, pdS S/I(G)
(2) = 3. Indeed, by Macaulay 2, the min-
imal free resolution of S/I(G)(2) over S is given by
0→ S5 → S12 → S8 → S → S/I(G)(2) → 0.
However, this is no longer true for mixed symbolic powers. For instance, put
Ja = (x1, x2, y1)2 ∩ (x1, x2, y2)2 ∩ (x1, x3, y1)2 ∩ (x1, x3, y2)2 ∩ (x2, x3, y1)2 ∩ (x2, x3, y2)a
for every positive integer a 2. When a 3, S/ Ja is Cohen–Macaulay. But S/ J4 is not.
The following question seems to be interesting.
Question 2.7. We use the same notation as in (2.1). Let  j1,..., jr be given integers. When is the follow-
ing mixed symbolic power ideal
⋂
j1,..., jr
(P1, j1 + · · · + Pr, jr ) j1,..., jr
Cohen–Macaulay?
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3.1. Cohen–Macaulay properties of symbolic powers
In the previous section, we proved that all symbolic powers of the edge ideal of a disjoint union
of ﬁnitely many complete graphs are Cohen–Macaulay. In this section, we prove the converse. That is,
the main purpose of this section is to prove Theorem 3.1. Using these results, we prove the ﬁrst main
theorem. Moreover, as an application, we also prove an improvement of the main theorem [3] with
respect to Cohen–Macaulayness of ordinary powers.
Theorem 3.1. Let G be a graph which is not a disjoint union of ﬁnitely many complete graphs. Then for any
 3, S/I(G)() does not satisfy Serre’s condition (S2).
Remark 3.2. The assumption that  3 is essential. For example, let G be a pentagon, and set I(G) =
(x1x2, x2x3, x3x4, x4x5, x5x1) in S = K [x1, x2, x3, x4, x5]. Then I(G) is not complete intersection, but
S/I(G)(2) = S/I(G)2 is Cohen–Macaulay.
In order to study Cohen–Macaulayness of higher symbolic powers of edge ideals, we use the notion
of polarization. Let I be a monomial ideal of S , and let Ipol ⊆ Spol denote the polarization of I .
Let G be a graph with vertex set V (G) = {x1, x2, . . . , xn}. Let  = (G) be the complementary
simplicial complex of G . For a positive integer , let () be the simplicial complex such that I() =
(I(G)())pol.
For a positive integer  and for any ﬁxed i, we put (xi )
pol = x(0)i x(1)i · · · x(−1)i , where x(0)i = xi .
Furthermore, we put (x11 · · · xnn )pol = (x11 )pol · · · (xnn )pol. See Section 2 for more details. In order to
study facets of () , we need the following lemma.
Lemma 3.3. Under the above notation, we have
(
(x1, . . . , xh)

)pol = ⋂
i1+···+ih−1
(
x(i1)1 , . . . , x
(ih)
h
)
.
Proof. By the deﬁnition of polarization, we have
(
(x1, . . . , xh)

)pol = (x j11 · · · x jhh : j1, . . . , jh  0, j1 + · · · + jh = )pol
=
(
h∏
k=1
x(0)k x
(1)
k · · · x( jk−1)k : j1, . . . , jh  0, j1 + · · · + jh = 
)
.
So, in order to obtain the required primary decomposition, it suﬃces to show that
(
(x1, . . . , xh)

)pol ⊆ (x(i1)1 , . . . , x(ih)h ) ⇔ i1 + · · · + ih   − 1.
Suppose i1 + · · · + ih  . Take a monomial M =∏hk=1 x(0)k x(1)k · · · x(ik−1)k . Then it is clear that M /∈
(x(i1)1 , . . . , x
(ih)
h ). On the other hand, M is contained in ((x1, . . . , xh)
)pol because there exists a se-
quence ( j1, . . . , jh) such that 0 jk  ik for each k and j1 + · · · + jh = .
Next suppose that i1 + · · · + ih   − 1. If ((x1, . . . , xh))pol  (x(i1)1 , . . . , x(ih)h ), then there ex-
ists a monomial M = ∏hk=0 x(0)k · · · x( jk−1)k with j1 + · · · + jh =  such that M is not contained in
(x(i1)1 , . . . , x
(ih)
h ). Hence jk  ik for each k. But  = j1 + · · · + jh  i1 + · · · + ih  − 1. This is a contra-
diction. 
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Corollary 3.4. Under the above notation, we set V (i) = {x(i)1 , . . . , x(i)n } for each i = 1,2, . . . ,  − 1. Then
F(()) consists of the following subsets of V ∪ V (1) ∪ · · · ∪ V (−1):(
F ∪ {xi1,1 , . . . , xi1, j1 , xi2,1 , . . . , xi2, j2 , . . . , xi−1,1 , . . . , xi−1, j−1 }
)
∪ (V (1) \ {x(1)i1,1 , . . . , x(1)i1, j1 })∪ · · · ∪ (V (−1) \ {x(−1)i−1,1 , . . . , x(−1)i−1, j−1 }),
where F and xi ’s run through
• F ∈ F();
• 0 j1, j2, . . . , j−1  n, j1 + 2 j2 + · · · + ( − 1) j−1   − 1;
• {xi1,1 , . . . , xi−1, j−1 } ∩ F = ∅, {xi1,1 , . . . , xi−1, j−1 } = j1 + j2 + · · · + j−1 .
In particular, if  is pure, then so is () .
Proof. By deﬁnition, we have
I() =
((
I(G)
)())pol = ( ⋂
F∈F()
P F
)pol
=
⋂
F∈F()
(
P F
)pol
.
If P F = (y1, . . . , yh), then (
P F
)pol = ⋂
i1+···+ih−1
(
y(i1)1 , . . . , y
(ih)
h
)
by the above lemma.
Let G ∈ F(()). Then there exist a facet F ∈ F() and integers 0 i1  · · · ih with i1+· · ·+ ih 
 − 1 such that
V ∪ V (1) ∪ · · · ∪ V (−1) \ G = {y(i1)1 , . . . , y(ih)h },
V \ F = {y1, . . . , yh}.
Putting {
y(i1)1 , . . . , y
(ih)
h
}= {x(0)i0,1 , . . . , x(0)i0, j0 , . . . , x(−1)i−1,1 , . . . , x(−1)i−1, j−1 },
we get a required form of G . 
Proof of Theorem 3.1. Assume that S/I(G)() satisﬁes (S2). As I(G) =
√
I(G)() , S/I(G) also satisﬁes
(S2) by [6]. In particular, I(G) is pure. Since some connected component of G is not a complete graph
by assumption, there exist x1, x2, x3 ∈ V (G) such that
{x1, x2}, {x1, x3} ∈ E(G), and {x2, x3} /∈ E(G).
We may assume that V (G) = {x1, x2, x3, . . . , xn}, the vertex set of G by renumbering if necessary. Let
 = (G) be the complementary simplicial complex of G , and let () be the simplicial complex
deﬁned as above. Set V˜ = V ∪ V (1) ∪ · · · ∪ V (−1) . Note that () is a pure simplicial complex on V˜ .
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F0 =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x1, x
(1)
1 , x
(2)
1 , · · · x(−3)1 , x(−2)1 , 
x2, x
(1)
2 , x
(2)
2 , · · · x(−3)2 ,  x(−1)2
x3,  x(2)3 , · · · x(−3)3 , x(−2)3 , x(−1)3
 x(1)4 , x
(2)
4 , · · · x(−3)4 , x(−2)4 , x(−1)4
...
...
... · · · ... ... ...
 x(1)n , x(2)n , · · · x(−3)n , x(−2)n , x(−1)n
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
.
Then F0 is a face of () . Indeed, we can take a facet F ∈ F() such that {x2, x3} ⊆ F . Since x1 /∈ F ,
F ′ = (F ∪ {x1})∪ V (1) ∪ V (2) ∪ · · · ∪ V (−2) ∪ (V (−1) \ {x(−1)1 })
is a facet of F(()) by Corollary 3.4. This implies that F0 ∈ () because F0 ⊆ F ′ .
We ﬁrst prove the following claim:
Claim. Any facet of link() (F0) is given by(
F \ {x2, x3}
)∪ {x(1)3 }∪ {x(−2)2 }, where F ∈ F() and {x2, x3} ⊆ F ;
or
(
F \ {x1}
)∪ {x(−1)1 }, where F ∈ F() and x1 ∈ F .
In order to prove the claim, it suﬃces to determine F(star() (F0)) because any facet G of
link() (F0) can be written as G = F˜ \ F0 for some F˜ ∈ F(star() (F0)).
Let F˜ ∈ F(star() (F0)). Then F˜ ∈ F(()) and F˜ ⊇ F0. In particular, x(1)i , . . . , x(−1)i ∈ F˜ for each
i = 4, . . . ,n and
W1 = V (1) \
{
x(1)3
}
, W−2 = V (−2) \
{
x(−2)2
}
, W−1 = V (−1) \
{
x(−1)1
}⊆ F˜ .
Hence F˜ is given by one of the following complexes:
F˜1 =
(
F ∪ {x1}
)∪ V (1) ∪ V (2) ∪ · · · ∪ V (−3) ∪ V (−2) ∪ W−1,
F˜2 =
(
F ∪ {x2}
)∪ V (1) ∪ V (2) ∪ · · · ∪ V (−3) ∪ W−2 ∪ V (−1),
F˜3 =
(
F ∪ {x3}
)∪ W1 ∪ V (2) ∪ · · · ∪ V (−3) ∪ V (−2) ∪ V (−1),
F˜12 =
(
F ∪ {x1, x2}
)∪ V (1) ∪ V (2) ∪ · · · ∪ V (−3) ∪ W−2 ∪ W−1,
F˜13 =
(
F ∪ {x1, x3}
)∪ W1 ∪ V (2) ∪ · · · ∪ V (−3) ∪ V (−2) ∪ W−1,
F˜23 =
(
F ∪ {x2, x3}
)∪ W1 ∪ V (2) ∪ · · · ∪ V (−3) ∪ W−2 ∪ V (−1).
Now suppose that F˜ = F˜2. Then we have x1, x3 ∈ F . This implies that x3 /∈ P F . Hence, x1x3 ∈ I(G)
yields x1 ∈ P F . This contradicts x1 ∈ F . Therefore it does not occur that F˜ = F˜2. Similarly, we have
F˜ 	= F˜3.
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impossible. Hence F˜ 	= F˜12. Similarly, we have F˜ 	= F˜13. Consequently, either
F˜ = F˜1 and x2, x3 ∈ F , x1 /∈ F
or
F˜ = F˜23 and x1 ∈ F , x2, x3 /∈ F
holds. In other words, any G ∈ F(link() (F0)) can be written as
G ′ = (F \ {x2, x3})∪ {x(1)3 }∪ {x(−2)2 }
for some F ∈ F() such that x1 /∈ F and x2, x3 ∈ F ; or
G ′′ = (F \ {x1})∪ {x(−1)1 }
for some F ∈ F() such that x1 ∈ F and x2, x3 /∈ F . So, we proved the claim.
Choose G ′ and G ′′ of the above type, respectively. Note that there exist those facets as
(x1x2, x1x3) ⊆ I . Then one can ﬁnd no chain of facets in link() (F0) such that
G ′ = G0,G1, . . . ,Gr = G ′′
with (Gi ∩Gi−1) = d−1, where d = dim K [link() (F0)] since both x(1)3 and x(−2)2 are contained in G ′
but not in G ′′ . Thus link() (F0) is not connected in codimension 1, and hence it does not satisfy (S2).
By the lemma below, we can conclude that S/I(G)() does not satisfy (S2), as required. 
The following lemma was used in the proof of [8, Theorem 4.1]. Moreover, it is clear that S/I is
Cohen–Macaulay if and only if so is Spol/Ipol because S/I is isomorphic to a quotient of Spol/Ipol by
a regular sequence.
Lemma 3.5. (See the proof of [8, Theorem 4.1].) Let k  1 be any integer. Let I ⊆ S be a monomial ideal, and
let Ipol ⊆ Spol denote the polarization of I . If S/I satisﬁes (Sk), then so does Spol/Ipol .
We are now ready to prove the ﬁrst main theorem in this paper.
Theorem 3.6. Let I(G) ⊆ S be the edge ideal of a graph G. Then the following conditions are equivalent:
(1) S/I(G)() is Cohen–Macaulay for every integer  1.
(2) S/I(G)() is Cohen–Macaulay for some  3.
(3) S/I(G)() satisﬁes Serre’s condition (S2) for some  3.
(4) G is a disjoint union of ﬁnitely many complete graphs.
Proof. Let I(G) ⊆ S be the edge ideal with dim S/I(G) 2.
(1) ⇒ (2): This is clear.
(2) ⇒ (3): Since any Cohen–Macaulay ring satisﬁes Serre’s condition (S2), it is clear.
(3) ⇒ (4): Now suppose that G cannot be written as a disjoint union of ﬁnitely many complete
graphs. Then, for any   3, S/I(G)() does not satisfy (S2) by Theorem 3.1. This contradicts the
assumption.
(4) ⇒ (1): By Theorem 2.1, if G is a disjoint union of ﬁnitely many complete graphs, then S/I(G)()
is Cohen–Macaulay for every  1. 
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case where I contains variables. Moreover, in this case, we can replace S with S[t], where t is an
indeterminate.
3.2. Cohen–Macaulay properties of ordinary powers
Using Theorem 3.6, we can give an improvement of the main theorem in [3].
Theorem 3.8. (Cf. [3, Theorem 2.1].) Let I(G) be the edge ideal of a graph G. If S/I(G) is Cohen–Macaulay for
some  3, then I(G) is complete intersection.
Remark 3.9. In [3], the authors proved an analogous theorem: I(G) is complete intersection whenever
S/I(G) is Cohen–Macaulay for some  height I(G). Note that it is not diﬃcult to derive this from
Theorem 3.8.
In order to prove the theorem, we need the following lemma.
Lemma 3.10. (See also [10, Lemma 5.8, Theorem 5.9].) Let I(G) be the edge ideal of a graph G. Let t  2 be an
integer. Then the following conditions are equivalent.
(1) G contains no odd cycles of length 2s − 1 for any 2 s t.
(2) I(G)(t) = I(G)t holds.
Proof. Put I = I(G) for simplicity.
(1) ⇒ (2): It follows from a similar argument as in the proof of [10, Lemma 5.8, Theorem 5.9].
But for the convenience of the readers, we give a sketch of the proof. It is enough to show that
m /∈ AssS(S/It) if dim S/I  1. Now suppose not. Then we can take a monomial M /∈ It such that
It :M =m. Since depth S/I  1, we get M ∈ I . So we can write M = x1x2L for some x1x2 ∈ G(I) and a
monomial L. By deﬁnition, we have x2M = x1x22L ∈ It . It follows that x22L ∈ It−1 because I is generated
by squarefree monomials. This yields M ∈ x1 It−1 ∩ (It : x1).
On the other hand, by a similar argument as in the proof of [10, Lemma 5.8], we can show that
xIm ∩ (Im+1: x) ⊆ Im+1 for any vertex x and for all 0m t − 1 using (1). (Notice that there exists a
small gap in the ﬁnal step of the proof of [10, Lemma 5.8]. That is, we obtain an odd cycle if only if i
is even.) In particular, M ∈ x1 It−1 ∩ (It : x1) ⊆ It , which contradicts the choice of M .
(2) ⇒ (1): Suppose that G contains an odd cycle of length 2s − 1 with 2  s  t; say, x1x2,
x2x3, . . . , x2s−2x2s−1, x2s−1x1. Put M = x1x2 · · · x2s−1. Then we show M(x1x2)t−s ∈ I(t) \ It . Let P be
any associated prime ideal of I . Then since P is prime and x1x2, x2x3, . . . , x2s−2x2s−1, x2s−1x1 ∈ P ,
we get (P ∩ {x1, x2, . . . , x2s−1})  s. Hence M ∈ P s and thus M(x1x2)t−s ∈ I(t) . On the other
hand, M(x1x2)t−s /∈ It because degM(x1x2)t−s = 2t − 1 < 2t = indeg It , where indeg It = min{m ∈ Z:
[It]m 	= 0}. 
Corollary 3.11. Let G be a disjoint union of complete graphs Kn1 , . . . , Knr .
Ifmax{n1, . . . ,nr} 3, then I(G)() 	= I(G) for every  2. In particular, I(G) is not a Cohen–Macaulay
ideal.
Proof. Under the assumption, G always contains a triangle (3-cycle). 
Proof of Theorem 3.8. Now suppose that S/I(G) is Cohen–Macaulay for some integer  3, and that
I(G) is not complete intersection.
By Theorem 3.6, G can be written as a disjoint union of ﬁnitely many complete graphs. However,
this contradicts the above corollary. 
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that of ordinary power ideals.
Example 3.12. Let G be a disjoint union of d complete 3-graphs. Set
I = I(G) = (x11x12, x11x13, x12x13, . . . , xd1xd2, xd1xd3, xd2xd3)
in a polynomial ring S = K [x11, x12, x13, . . . , xd1, xd2, xd3]. Then:
(1) S/I() is Cohen–Macaulay of dimension d for every  1.
(2) S/I is not Cohen–Macaulay for any  2.
(3) I is not complete intersection.
Proof. (1) follows from Theorem 3.6.
(2) If   3, then the assertion follows from Theorem 3.8. When  = 2, it follows from the fact
x11x12x13 ∈ I(2) \ I2. 
3.3. Some related results
In the ﬁnal of this section, we comment a relationship between our results and the theorem by
Minh and Trung [7]. Minh and Trung studied Cohen–Macaulay properties of the symbolic power ideals
for one-dimensional simplicial complexes.
Theorem. (Minh–Trung; see [7].) Let  3 be an integer. Let I = I be the Stanley–Reisner ideal of a simplicial
complexes of dimension 1. Then S/I() is Cohen–Macaulay if and only if every pair of disjoint edges of  is
contained in a cycle of length 4.
If I is generated by degree 2 monomials, the ideal I can be regarded as the edge ideal of a
graph G . Then the required condition in the above theorem says that G is a disjoint union of two
complete graphs. So, their theorem does not conﬂict our theorem.
4. Finite local cohomology and symbolic power
In [5], Goto and Takayama introduced the notion of generalized complete intersection complex.
On the other hand, in [11], the last two authors deﬁned the notion of locally complete intersection
complex and gave a structure theorem for those complexes. Note that  is a generalized complete
intersection complex if and only if  is a pure, locally complete intersection complex.
Deﬁnition 4.1. (Cf. [11].) Let  be a simplicial complex on the vertex set V . The complex  is called
a locally complete intersection complex if K [link{v}] is complete intersection for every vertex v ∈ V .
The following result gives a structure theorem for locally complete intersection complexes.
Theorem 4.2. (Cf. [11].) Let  be a simplicial complex on V such that V 	= ∅. Then  is a locally complete
intersection complex if and only if it is a ﬁnitely many disjoint union of the following connected complexes:
(a) a complete intersection complex Γ with dimΓ  2;
(b) m-gon (m 3);
(c) m′-pointed path (m′  2);
(d) a point.
When this is the case, K [] is Cohen–Macaulay (resp., Buchsbaum) if and only if dim = 0 or  is connected
(resp., pure).
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only if S/I has (FLC) for all   1 (or, more generally, for inﬁnitely many   1). But, for a ﬁxed
 1, it is open when S/I has (FLC).
4.1. FLC properties of symbolic powers
In this section, we consider the following question, which is closely related to the above question
in the case of edge ideals.
Question 4.3. Let I(G) be denote the edge ideal of a graph G . Let   1 be an integer. When does
S/I(G)() have (FLC)?
As one of answers to this question, we prove the second main theorem (Theorem 4.7). We ﬁrst
prove the following proposition.
Proposition 4.4. Let n1,...,nr denote the simplicial complex whose Stanley–Reisner ideal is equal to the edge
ideal of a disjoint union of complete graphs Kn1 , . . . , Knr . That is,
In1,...,nr = I(Kn1 unionsq · · · unionsq Knr ).
Let  be a simplicial complex deﬁned by
 = n11,...,n1d unionsq n21,...,n2d unionsq · · · unionsq np1,...,npd ,
where one can take all ni j = 1 when p  2. Put
S = K [x(k)i j : 1 i  d; 1 k p; 1 j  nki],
a polynomial ring over K , and
I =
(
x(k)i j x
(k)
i j′ : 1 i  d, 1 j < j
′  nki; 1 k p
)
S
+ (x(k)i j x(m)i′ j′ : 1 i, i′  d, 1 j  nki,1 j′  nmi′ , 1 k <m p)S.
Then S/I() has (FLC) for every  1.
Proof. Put I = I . Since dimn1,...,nd = d − 1,  is a pure simplicial complex of dimension d − 1.
Hence S/I() is an equidimensional ring of dimension d. So, it is enough to show that (S/I())x is
Cohen–Macaulay for any vertex x. Without loss of generality, we may assume that x= x(1)11 . Then
Ix =
(
x(1)1 j : 2 j  n11
)
Sx +
(
x(k)i j : 1 i  d, 1 j  nki, 2 k p
)
Sx
+ (x(1)i j x(1)i j′ : 2 i  d, 1 j < j′  n1i)Sx.
By Theorem 2.1 and Corollary 2.4, (S/I())x is Cohen–Macaulay for all  1. 
Example 4.5. Let G = Kp be the complete p-graph. Then p is the complementary simplicial com-
plex of Kp . Moreover, p has p connected component: p = {x1} unionsq · · · unionsq {xp}. Then K [p] =
K [x1, . . . , xp]/(xix j: 1 i < j  p).
On the other hand, K [1] = K [x1, . . . , xd], where 1= 1, . . . ,1︸ ︷︷ ︸.
d
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(see e.g. [6]). Let  = (G) be the complementary simplicial complex of G: I = I(G). Then  is
pure and Sx/(I
()
 )x is Cohen–Macaulay for every vertex x ∈ V . Put Γ = link{x}. This implies that
K [V \ {x}]/I()Γ is Cohen–Macaulay. Therefore, by Theorem 3.6, Ix can be written as
Ix = (y1, . . . , ym) + I(H1)Sx + · · · + I(Hd−1)Sx,
where H1, . . . , Hd−1 are disjoint complete subgraphs of G and y1, . . . , ym ∈ V such that {x, y j} ∈ E(G)
and no elements of {y1, . . . , ym} are contained in H1 ∪ · · · ∪ Hd−1.
In order to prove the second main theorem (Theorem 4.7), we need the following lemma.
Lemma 4.6. Let G be a graph, and let  be the complementary simplicial complex of G: I = I(G). Suppose
d = dim S/I(G)  3 and  is pure. Moreover, assume that for any vertex u, there exist vertices y1, . . . , ym
and complete subgraphs H1, . . . , Hd−1 such that I(G)u can be written as
I(G)u = (y1, . . . , ym)Su + I(H1)Su + · · · + I(Hd−1)Su,
where V (G) = {u} unionsq {y1, . . . , ym} unionsq V (H1) unionsq · · · unionsq V (Hd−1).
Then for any vertex x ∈ V (G), there exist subgraphs G0 , G1, . . . ,Gd which satisﬁes the following conditions:
(1) V (G) = V (G0) unionsq V (G1) unionsq · · · unionsq V (Gd−1) unionsq V (Gd) and x ∈ Gd.
(2) G|V (Gi) = Gi for each i = 0,1, . . . ,d − 1,d.
(3) G1 unionsq · · · unionsq Gd−1 unionsq Gd is a disjoint union of complete graphs.
(4) For every y ∈ G0 and for every zi ∈ Gi (i = 1, . . . ,d), we have {y, zi} ∈ E(G).
Proof. Fix x ∈ V (G). Applying the assumption to the case of u = x, we can ﬁnd disjoint complete
subgraphs G1, . . . ,Gd−1 of G and vertices y1, . . . , ym such that
I(G)x = (y1, . . . , ym)Sx + I(G1)Sx + · · · + I(Gd−1)Sx
and {y1, . . . , ym} are contained in V (G) \ V (G1 ∪ · · · ∪ Gd−1). Then we prove the following claim.
Claim 1. For any y ∈ {y1, . . . , ym}, if {y, z1} ∈ E(G) for some z1 ∈ V (G1), then {y, zi} ∈ E(G) holds for all
i = 1,2, . . . ,d − 1 and for all zi ∈ V (Gi).
Now suppose that {y, z1} ∈ E(G) for some z1 ∈ V (G1). Then yz1 ∈ I(G).
For any zi ∈ V (Gi) (i = 2, . . . ,d − 1), if {y, zi} /∈ E(G), then yzi /∈ I(G). As zi /∈ I(G)x , we have
xzi /∈ I(G). By the choice of Gi , z1zi /∈ I(G). Hence none of y, x, z1 appears in I(G)zi . However, since
xy, yz1 ∈ I(G)zi , we have xz1 ∈ I(G)zi by assumption, and so xz1 ∈ I(G). This implies that z1 ∈ I(G)x .
This contradicts the assumption. Thus we have {y, zi} ∈ E(G) for all zi ∈ V (Gi) (i = 2, . . . ,d − 1).
As d  3, applying {y, z2} ∈ E(G) to the above argument, we obtain that {y, z′} ∈ E(G) for all
z′ ∈ V (G1). Hence we proved the claim.
By the above claim, by renumbering if necessary, we may assume that there exists an integer k
with 1 km such that:
(i) When 1 j  k, {y j, zi} ∈ E(G) holds for every 1 i  d − 1 and zi ∈ V (Gi).
(ii) When k + 1 j m, {y j, z} /∈ E(G) holds for every z ∈ V (G1 ∪ · · · ∪ Gd−1).
Then we put V0 = {y1, . . . , yk} and Vd = {x, yk+1, . . . , ym} and G0 = G|V0 and Gd = G|Vd . In the
following, we show that these G j ( j = 0, . . . ,d) satisfy all conditions of the lemma. To show the
condition (3), it is enough to show the following claim.
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To see that Gd is a complete graph, it is enough to show that {u,u′} ∈ E(G) whenever u,u′ ∈
V (Gd) \ {x}. Suppose {u,u′} /∈ E(G). Take z1 ∈ V (G1). Then since {x, z1}, {u, z1}, {u′, z1} /∈ E(G) and
xu, xu′ ∈ I(G)z1 , we have uu′ ∈ I(G)z1 , and thus {u,u′} ∈ E(G). The latter assertion immediately fol-
lows from the deﬁnition of Gd .
To show the condition (4), it is enough to show the following claim.
Claim 3. For every y ∈ G0 , {y,u} ∈ E(G) for every u ∈ Gd.
Suppose that {y,u} /∈ E(G). Take z1 ∈ V (G1) and z2 ∈ V (G2). Then, since d 3, z1, z2,u are distinct
vertices and {z1,u}, {z2,u} /∈ E(G) by Claim 2. By deﬁnition, {y, z1}, {y, z2} ∈ E(G). By considering
yz1, yz2 ∈ I(G)u , we get z1z2 ∈ I(G)u . Hence we have {z1, z2} ∈ E(G). This is a contradiction. Therefore
we conclude that {y,u} ∈ E(G).
We have ﬁnished the proof of the lemma. 
We are now ready to prove the second main theorem in this paper.
Theorem 4.7. Let G be a graph on V = [n], and let I(G) ⊆ S = K [v: v ∈ V ] denote the edge ideal of G.
Let  = (G) be the complementary simplicial complex of G, that is, I = I(G). Let p denote the number of
connected components of . Suppose that  is pure and d = dim S/I(G)  3. Then the following conditions
are equivalent:
(1) S/I(G)() has (FLC) for every  1.
(2) S/I(G)() has (FLC) for some  3.
(3) There exist (ni1, . . . ,nid) ∈ Nd for every i = 1, . . . , p such that  can be written as
 = n11,...,n1d unionsq n21,...,n2d unionsq · · · unionsq np1,...,npd .
Proof. (3) ⇒ (1): It follows from Proposition 4.4.
(1) ⇒ (2) is clear.
(2) ⇒ (3): We may assume that p  2 by Theorem 3.6. Then we note that  satisﬁes the as-
sumption of Lemma 4.6. Fix x ∈ V . Let G0, . . . ,Gd be subgraphs of G determined by Lemma 4.6.
Then it suﬃces to show that the connected component containing x (say, ′) is the following form:
′ = (G ′), where G ′ = G1 ∪ · · · ∪ Gd , which is a disjoint union of complete graphs.
First we see that V (′) = V (G1 ∪ · · · ∪ Gd). Let z ∈ V (G1 ∪ · · · ∪ Gd). If z ∈ V (G1 ∪ · · · ∪ Gd−1),
then as {x, z} /∈ E(G), {x, z} ∈ ′ , that is, z ∈ V (′). Otherwise, z ∈ V (Gd). Then there exists a vertex
z′ ∈ V (G1 ∪ · · · ∪ Gd−1) such that {z, z′} /∈ E(G). Moreover, as {x, z′} ∈ ′ , we have z ∈ V (′). Hence
V (G1 ∪ · · · ∪ Gd) ⊆ V (′). The converse follows from the condition (4) in Lemma 4.6.
Next we see that I′ = I(G1 ∪ · · · ∪ Gd). Since ′ is a connected component of , we get
I′ =
(
I ∩ K
[
V (G1 ∪ · · · ∪ Gd)
])
S
= (I(G) ∩ K [V (G1 ∪ · · · ∪ Gd)])S
= I(G1 ∪ · · · ∪ Gd).
This yields that ′ = (G1 ∪ · · · ∪ Gd), as required. 
Remark 4.8. Let t be an indeterminate over R . If R has (FLC) but not Cohen–Macaulay, then R[t]
does not have (FLC). Hence, in the above theorem, we cannot replace S with S[t], where t is an
indeterminate over S .
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Corollary 4.9. Suppose that d = dim S/I(G)  3. Let (G) denote the complementary simplicial complex
of G. Let  3 be an integer. Then the following conditions are equivalent.
(1) S/I(G)() has (FLC) and (G) is connected.
(2) S/I(G)() is Cohen–Macaulay.
Then G is a disjoint union of ﬁnitely many complete graphs and S/I(G)(k) is Cohen–Macaulay for all k 1.
Remark 4.10. In case of dim S/I(G) = 2, the following conditions are equivalent:
(1) S/I(G)() has (FLC) for every  1.
(2) S/I(G)() has (FLC) for some  1.
(3) (G) is pure.
In particular, we cannot remove the condition d = dim S/I(G)  3 from the assumption in Theo-
rem 4.7. For example, the pentagon cannot be expressed in the form as in Theorem 4.7(3).
4.2. FLC properties of ordinary powers
In the rest of this section, we consider (FLC) properties of ordinary powers. Fix a positive inte-
ger . Let I = I be a Stanley–Reisner ideal. If S/I has (FLC), then (S/I)x is Cohen–Macaulay for all
vertex x. Then I()/I has ﬁnite length, it is equal to H0m(S/I
). Then S/I() also has (FLC). Hence we
have the following theorem, which gives an improvement of Goto–Takayama theorem in [5] in the
case of edge ideals.
Theorem 4.11. Put d = dim S/I(G)  1. Let (G) denote the complementary simplicial complex of G. Then
the following conditions are equivalent:
(1) S/I(G) has (FLC) for every  1.
(2) S/I(G) has (FLC) for some  3.
(3) S/I(G)() has (FLC) and I(G)()/I(G) has ﬁnite length for some  3.
(4) (G) is a pure, locally complete intersection complex.
Proof. (1) ⇒ (2) ⇔ (3) is clear. The equivalence of (1) and (4) follows from [5]. On the other hand,
(2) ⇒ (4) follows from Theorem 3.8 by a similar argument as in [5]. 
Remark 4.12. By Theorem 4.2, (4) can be rephrased as follows:
(4)′ When d = 2, (G) is a disjoint union of ﬁnitely many paths and n-gons with n 4. When d 3,
(G) is a disjoint union of ﬁnitely many complete intersection complexes of dimension d − 1.
The next example shows that there exists a graph G for which S/I(G) has (FLC) but not Cohen–
Macaulay.
Example 4.13. Under the notation as in Theorem 4.7,  is locally complete intersection if and only if
min{ni1, . . . ,nid} 2.
For instance, for any positive integer d, the edge ideal of the complete bipartite graph Kd,d
I = (xi y j: 1 i, j  d) ⊆ S = K [x1, . . . , xd, y1, . . . , yd]
satisﬁes the following statements:
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(2) When d 2, S/I is not Cohen–Macaulay for all  1.
Proof. By [10], we know that I() = I for every   1; see also Lemma 3.10. Hence our theorem
says that S/I has (F LC) for all  1. On the other hand, as S/I is not Cohen–Macaulay, S/I is not
Cohen–Macaulay if d 2 and  1. 
Even if S/I(G) is Cohen–Macaulay, one can ﬁnd an example of G such that S/I(G) has (FLC) but
not Cohen–Macaulay.
Example 4.14. Let  be a 4-pointed path, and I = (x1x2, x2x3, x3x4). Then I is also the edge ideal
of the 4-pointed path G . Then S/I is Cohen–Macaulay, and S/I2 is Buchsbaum (thus (FLC)) but not
Cohen–Macaulay.
Similarly, for the pentagon G , S/I(G) is Cohen–Macaulay and S/I(G)3 has (FLC) but not Cohen–
Macaulay.
In general, even if S/I(G)() has (FLC), it is not necessarily S/I(G) has (FLC) as the next example
shows. Note that we can construct similar examples of graphs G with dim S/I(G) = d for every d 3.
Example 4.15. Let S = K [{xi}1i9, {y j}1 j9], and let G be a graph such that (G) = 3,3,3 unionsq3,3,3.
Set
I(G) = (x1x2, x1x3, x2x3, x4x5, x4x6, x5x6, x7x8, x7x9, x8x9)
+ (y1 y2, y1 y3, y2 y3, y4 y5, y4 y6, y5 y6, y7 y8, y7 y9, y8 y9)
+ (xi y j: 1 i, j  9).
Then
(1) dim S/I(G) = 3.
(2) S/I(G)() has (FLC) for every  1.
(3) (G) is not a locally complete intersection complex.
(4) S/I(G) does not have (FLC) for every  3.
CI Ex. 4.13 (Kd,d) 4-pointed path
S/I : CM ⇒ S/I : (FLC) ⇒ I : pure, LCI
⇓ ⇓ ⇓
S/I() : CM ⇒ S/I() : (FLC) ⇒ S/I : Buchsbaum
Ex. 3.12 (3,3) Ex. 4.15 (3,3,3 unionsq 3,3,3)
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