We investigate the effect of a fixed forbidden clique minor upon the strong chromatic index, both in multigraphs and in simple graphs.
Introduction
A strong edge-colouring of multigraph G = (V, E) is a partition of the edges E into parts each of which is an induced matching in G; the strong chromatic index χ ′ 2 (G) of G is the least number of parts in such a partition. Notice that χ ′
(G) is equal to χ(L(G)
2 ), the chromatic number of the square of the line graph of G. Although simply defined, χ ′ 2 has proven difficult to pin down: a conjecture of Erdős and Nešetřil [7] from the 1980s about the extremal behaviour of χ ′ 2 in general is notorious; see also [3, 5] for its context with respect to multigraphs.
It is eminently natural to focus on graph classes that are closed under taking minors. Already in 1990, Faudree, Gyárfás, Schelp, and Tuza [8] , by cutely combining the Four Colour Theorem with Vizing's Theorem, determined the asymptotic behaviour of χ ′ 2 for planar graphs.
Theorem 1 ([8]).
For any planar graph G of maximum degree ∆, the strong chromatic index of G satisfies χ ′ 2 (G) ≤ 4∆ + 4. There is a planar graph G of maximum degree ∆ satisfying χ ′ 2 (G) = 4∆ − 4. It turns out that Theorem 1 belongs to a broader basic phenomenon involving fractional colouring. Writing I(G) for the collection of stable sets in G, the fractional chromatic number χ f (G) of G is the least total weight in a weight function w : I(G) → R + on the stable sets satisfying that S∋v,S∈I(G) w(S) ≥ 1 for every vertex v. For any class G of graphs, let us write χ(G) (respectively χ f (G)) for the largest chromatic number (respectively fractional chromatic number) over the graphs in G, and χ ′ 2 (G, ∆) for the largest strong chromatic index over the graphs in G of maximum degree ∆.
Theorem 2. Let G be a class of graphs that is closed under contraction of edges and under the attachment of pendant edges. Then
This generalisation of Theorem 1 closely links the optimisation of strong chromatic index with that of chromatic number in minor-closed graph classes. In particular, the problem of finding the asymptotically best strong edge-colouring bounds for graphs without some fixed clique minor is a problem intermediary to Hadwiger's Conjecture [9] and its LP relaxation. Essentially via Theorem 2, the following would hold if Hadwiger's Conjecture holds, and moreover the conjecture would imply a fractional form of Hadwiger's Conjecture if true.
Conjecture 3. For any K k -minor-free graph G of maximum degree ∆, the strong chromatic index of G satisfies χ
2 )∆. Curiously the bound in Conjecture 3 is sharp for a blown-up 5-cycle, the same example conjectured to be extremal for the Erdős-Nešetřil Conjecture; we discuss this and other constructions below. Note that the best general upper bounds on the fractional chromatic and chromatic numbers in terms of Hadwiger number are due respectively to Reed and Seymour [12] and to Kostochka [10] (but there have been subsequent constant factor improvements).
While the discussion thus far concerned simple graphs, mysteriously the situation seems to be quite different for multigraphs. In particular, Van Loon and the third author [13] recently noticed a tantalising gap with respect to the strong chromatic index of planar multigraphs. The upper bound below is a combination, just as in [8] , of the Four Colour Theorem instead with Shannon's Theorem; the lower bound construction is a modified octahedral graph.
Theorem 4 ([13]).
For any planar multigraph G of maximum degree ∆, the strong chromatic index of G satisfies χ ′ 2 (G) ≤ 6∆. There is a planar multigraph G of maximum degree ∆ satisfying χ ′ 2 (G) = 9 2 ∆ − 3. It was also conjectured [13, Conj. 3.2] that the construction in Theorem 4 has the correct asymptotically extremal behaviour. In terms of Hadwiger number, we go even further by proposing the following.
Conjecture 5. Let k ≥ 4. For any K k -minor-free multigraph G of maximum degree ∆, the strong chromatic index of G satisfies χ
In Section 3, we give an elementary construction to certify that the bound in Conjecture 5 is asymptotically sharp if true, for each fixed k ≥ 4. (Note that 3 2 (k − 2) > k − 1 if and only if k > 4.) For k = 3 the bound fails by considering a single edge to each endpoint of which is attached ∆ − 1 pendant edges. In Section 6, we prove the conjectured bound in the case k = 4.
Theorem 6. For any K 4 -minor-free multigraph G of maximum degree ∆, the strong chromatic index of G satisfies χ
The k = 5 case of Conjecture 5 includes planar multigraphs, so is a stronger form of [13, Conj. 3.2] .
We have some further justification for Conjecture 5. In particular, we show that the construction we give in Section 3 is asymptotically extremal for a strongly related parameter. A strong clique of a multigraph G is a set of edges every pair of which are incident or connected by an edge in G; the strong clique number ω ′ 2 (G) of G is the size of a largest such set. Notice ω
2 ), the clique number of the square of the line graph of G. Moreover, ω
Our main result is as follows.
For each k ≥ 4, the construction given in Section 3 matches this bound up to an additive term at most quadratic in k. Thus Theorem 7 implies that if there are examples with strong chromatic index asymptotically larger than posited in Conjecture 5, then it is due to some global, rather than local, obstruction.
It is important to note here that the bald combination of Hadwiger's Conjecture with Shannon's Theorem yields a bound strictly worse than in Conjecture 5; specifically, the bound χ ′ 2 (G) ≤ 3 2 (k − 1)∆ holds conditionally on the truth of Hadwiger's Conjecture. In contrast to the case of simple graphs (cf. Theorem 2), the potential additive discrepancy of 3 2 ∆ is intriguing. In light of the known cases of Hadwiger's Conjecture, the cases k ∈ {5, 6} of Conjecture 5 are especially interesting. In general the result of Kostochka [10] implies an unconditional bound of O(k √ log k∆). Important to the proof of Theorem 7 is a reduction (Lemma 14 below) with which we can restrict attention to the case that the edges of nontrivial multiplicity form an especially well-structured submultigraph. In fact, the reduction is also highly relevant for the fractional strong chromatic index, as we show in Section 5 (see Conjecture 15 below).
For k = 5, the construction in Section 3 is a "very local" obstruction in the sense that every two of its edges are incident or joined by an edge, i.e. it has edge-diameter 2. The following generalisation of [13, Prop. 3.3] shows that any construction (asymptotically) meeting the bound of Theorem 7 cannot be "very local" once k > 5. (Note that k − For any K k -minor-free multigraph G of maximum degree ∆ such that every two of its edges are incident or joined by an edge, the strong clique number of G satisfies ω
Note that for odd t the 5-cycle with each vertex substituted by a stable set of size t has no K 5 2 t+ 1 2 -minor, maximum degree 2t, and a strong clique of size 5t 2 ; this shows that the bound in Theorem 8 (and that of Conjecture 3) is exact for infinitely many pairs (k, ∆). By a more involved multigraph construction we give in Section 7, for each k ≥ 5 and ∆ ≥ k − 2, Theorem 8 is sharp up to an additive term of order at most quadratic in k. For k ≤ 4, the bound still holds, but then it is not necessarily (asymptotically) sharp, e.g. Theorem 6.
Returning to just simple graphs, note that a minor adaptation of Theorem 2 (see Theorem 11 below) yields the following weaker version of Conjecture 3.
Theorem 9. For any K k -minor-free (simple) graph G of maximum degree ∆, the strong clique number of G satisfies ω
Although at the end of the paper we discuss how to sharpen this bound slightly, already the blown-up 5-cycle described just above shows the bound to be sharp up to a O(∆) or O(k) additive factor when ∆ = 2t = 2 ) for odd t. For relatively larger ∆, specifically for ∆ ≥ k−2, a complete bipartite graph K k−2,∆ having parts of size k − 2 and ∆, to one vertex in the larger part of which is attached ∆ − k + 2 pendant edges, is a K k -minor-free graph of maximum degree ∆ with strong clique number (k − 1)(∆ − 1) + 1.
By another adaptation of Theorem 2, we also have the following as a corollary of Reed and Seymour's result [12] that every K k -minor-free graph has fractional chromatic number at most 2(k − 1). The fractional strong chromatic index χ
In fact, improving on the factor 2 in Theorem 10 is equivalent to improving on the factor 2 in Reed and Seymour's result (see Corollary 12) . It is natural here for us to reiterate the importance of Theorem 2 with respect to simple graphs: Conjecture 3 is an unexpected and new perspective on Hadwiger's Conjecture.
Outline of the paper
In Section 2 we prove Theorems 2, 9 and 10, thus in particular establishing close relationships between (fractional) strong chromatic index and (fractional) chromatic number in minor-closed graph classes. In Section 3 we construct a multigraph which asymptotically matches Conjecture 5 (if true) and Theorem 7. Section 4 is devoted to the proof of Theorem 7. In the process, we develop a reduction tool (see Lemma 14 and Proposition 16) that may be of independent interest. In particular, we show in Section 5 that in order to prove the fractional relaxation of Conjecture 5, it suffices to restrict our attention to submultigraphs with underlying simple subgraph consisting of a disjoint union of odd cycles and edges. In Section 6 we prove Theorem 6 on K 4 -minor-free multigraphs. In Section 7, we prove Theorem 8 and we construct a multigraph certifying its asymptotic sharpness. We also prove variants of Theorems 7 and 8 where the condition of K k -minor-freeness is relaxed to the absence of one particular type of K k -minor. At the end, we revisit strong cliques in simple graphs and we discuss (non-asymptotic) strengthenings of Theorem 9.
Simple reductions
We prove an omnibus generalisation of Theorems 2, 9 and 10 in Theorem 11 below. Note that Theorem 2 follows from parts (v) and (iii) of Theorem 11.
Part (i) of Theorem 11 implies Theorem 9, while part (iv) certifies that it is asymptotically sharp. Theorem 10 follows from part (ii) and [12] .
For any class G of graphs, let us write ω(G) for the order of the largest clique in G, and ω ′ 2 (G, ∆) (respectively χ ′ 2,f (G, ∆))) for the largest strong clique number (respectively fractional strong chromatic index) over the graphs in G of maximum degree ∆.
Theorem 11. Let G be a class of graphs. If G is closed under contraction of edges, then
if ∆ > ω(G), and
We remark that the general argument for (i)-(iii) is essentially the aforementioned cute combination from [8] .
For (i), let G ∈ G be a graph of maximum degree ∆ and let X be a largest strong clique in G. By Vizing's Theorem, X admits a partition into at most ∆+1 matchings M 1 , . . . , M ∆ of G. For each i, consider the graph G i formed from G by contracting every edge of M i . Since G is closed under edge-contraction,
The arguments for (ii) and (iii) are almost identical, so we only prove (iii). Let G ∈ G be a graph of maximum degree ∆. By Vizing's Theorem, G admits a partition of its edges into at most ∆ + 1 matchings M 1 , . . . , M ∆ . For each i, consider the graph G i formed from G by contracting every edge of M i . Since G is closed under edge-contraction, G i ∈ G and so there is a proper vertex-colouring of G i with at most χ(G i ) ≤ χ(G) colours. The partial colouring induced by the vertices corresponding to the contracted edges when transferred directly to the associated edges of M i in G corresponds to a partial strong edge-colouring in G. Combining these ∆ + 1 partial strong edge-colourings on disjoint colour sets, we obtain a strong edge-colouring of all of G with (∆ + 1)χ(G) colours, as desired.
For (iv), write k = ω(G) and consider the graph K k,∆ formed from K k by attaching ∆ − k + 1 new pendant edges to every vertex. By the assumption on G and the fact that K k,∆ is ∆-regular, K k,∆ ∈ G and so it has strong clique number satisfying ω
For (v), consider the graph G ∆ formed from G by attaching ∆ − |V (G)| + 1 new pendant edges to every vertex. By the assumption on G and the fact that G ∆ has maximum degree ∆, G ∆ ∈ G and in particular there is a weighted partition of the set of pendant edges of G ∆ into induced matchings having total weight at most χ
Note that the vertices of G incident to the edges of each such induced matching form a stable set, and thus giving weight a 1/(∆−|V (G)|+1) fraction of the weight of each induced matching to its corresponding stable set of G certifies that
Corollary 12. Let G be a class of graphs that is closed under contraction of edges and under attachment of pendant edges. Then
We remark here that almost the same argument as for Theorem 11(iii) easily yields from a result of Kuhn and Osthus [11] that Conjecture 3 holds under the additional assumptions that G has girth at least 9 and k is sufficiently large.
Conjecturally extremal multigraphs
Here we describe a multigraph construction which asymptotically matches Conjecture 5 (if true) and Theorem 7. This is inspired in part by an octahedronbased planar construction given in [13] . It might yet be possible to improve on the strong clique number guaranteed by our construction, but only by an additive amount that is at most of quadratic order in k.
For each k ≥ 4 and each ∆ ≥ k − 2 such that ∆ + k + 1 is even, we define the Let Q k,∆ denote the set of all edges of G k,∆ except those in the three cliques induced by A, B, and C. Observe that Q k,∆ is a strong clique in G k,∆ and
Proof. Assume for a contradiction that Proposition 13 does not hold and let k ≥ 4 be the minimal integer such that G k,∆ contains K k as a minor for some admissible ∆. As the multigraph G 4,∆ is a triangle with pendant multiedges, and therefore it has no K 4 as a minor, we know that k ≥ 5. Let S 1 , . . . , S k ⊆ V k,∆ be a family of disjoint connected set of vertices that, when contracted, induce a K k . As G k,∆ is connected, we may assume that
Claim 1. T i S j for every i ∈ {1, . . . , k − 4} and j ∈ {1, . . . , k}.
Since the underlying simple graphs of G k,∆ \T i and G k−1,∆−1 are isomorphic, this contradicts the minimality of k.
Claim 2. |T i ∩ S j | ≤ 1 for every i ∈ {1, . . . , k − 4} and j ∈ {1, . . . , k}.
Proof. We know from Claim 1 that |T i ∩S j | ≤ 2, so assume that T i ∩S j contains two elements, say a i and b i . Assume that c i ∈ S j ′ where j = j ′ . First note that S j ′ = {c i } because c i has only k − 3 neighbours in V k,∆ \ S j and there must be an edge between S j ′ and every other S j ′′ . Now note that every neighbour x of c i satisfies
It follows first that the set S j ′ \ {c i } is connected and second that S j ′ \ {c i } is adjacent to the set S ℓ whenever ℓ ∈ {1, . . . , k} \ {j, j ′ }. As a consequence, the family
, which contradicts the minimality of k.
Claim 3. For every j ∈ {1, . . . , k}, the set S j does not intersect both A ∪ B ∪ C and {a, b, c}.
Proof. The proof of this claim is similar to the one of Claim 2. Assume otherwise, and then by symmetry and because S j is connected, we may assume that S j contains a and b i for some i ∈ {1, . . . , k − 4}. Assume that a i ∈ S j1 and c i ∈ S j2 . By Claim 2, j, j 1 and j 2 are distinct.
We aim to show that the family
is a neighbour of a, so S j \ T i is connected and adjacent to every S ℓ with ℓ / ∈ {j, j 1 }. This suffices to show that { S ℓ \ T i | ℓ = j 1 } forms a K k−1 -minor and prove the claim.
Claim 4. For every j ∈ {1, . . . , k} the set S j is included in one of the sets A, B, C or {a,
Proof. We know from Claim 3 that S j is a subset of A∪B∪C or {a, a ′ , b, b ′ , c, c ′ }. In the case where S j ⊆ A ∪ B ∪ C, the claim follows from Claim 2 and the fact every edge between two sets of A, B and C is part of a triangle T i .
Proof. The set S j0 that contains a is adjacent to the set S j that contains a 1 . By Claim 4, this is possible only if S j0 also contains one of b and c. Applying the same argument to b and c gives the claim.
Let k a , k b and k c be the number of sets S i included in A, B and C, respectively.
Proof. There is at least one edge between each S i ⊆ A and S j ⊆ B, so there are at least k a k b edges between A and B. This proves that k a k b ≤ k − 4. The two other cases are symmetric.
We are now ready to finish the proof. Note that we have k = k a + k b + k c + 1. As k ≥ 5, we can assume that for instance k a ≥ 2. By Claim 6,
The right side of (1) is a convex function of k a , so it is maximum on the boundary of the domain. As 2 ≤ k a ≤ k − 4, it suffices for the final contradiction to show that (1) does not hold when k a ∈ {2, k − 4}. Indeed, if k a is equal to 2 or k − 4, then
A bound on strong clique number
This section is devoted to proving Theorem 7. A critical tool in the proof is the following reduction. This applies more generally whenever we wish to upper bound the strong clique number of multigraphs. It allows us to restrict our attention to multigraphs where the edges of nontrivial multiplicity induce (in the underlying simple graph) a vertex-disjoint union of odd cycles and edges. Given a graph G = (V, E) and a weight w : E → R on the edges of G, we define d w (v) = e∋v w(e) and ∆(w) = max v∈V d w (v). The support of w is the set supp w of edges e ∈ E for which w(e) = 0. If H is a subgraph of G, we write w(H) for the sum e∈E(G) w(e). Lemma 14. Let G = (V, E) be a simple graph and w : E → R + a non-negative weight on the edges of G. There exist non-negative weights w 1 , . . . , w p on E such that
and for every i ∈ {1, . . . , p}, the following hold.
(iii) The support of w i induces a vertex-disjoint union of odd cycles and edges in G.
(iv) For every edge e in the support of w i , w i (e) = 1 2 ∆(w i ) if e is part of a cycle (of odd length) of supp w i and w i (e) = ∆(w i ) otherwise.
Proof. The proof proceeds by induction on the number of edges in the support of w. The base case is when w satisfies (iii) and (iv), so the trivial decomposition w = w 1 fits the lemma. Given a weight w that does not satisfy one of (iii) and (iv), we show that it can be written w = w 1 + w 2 with ∆(w 1 ) + ∆(w 2 ) = ∆(w) and for i ∈ {1, 2}, either | supp w i | < | supp w| or w i satisfies (iii) and (iv).
In a first series of induction cases, we prove that conditionally on the existence of some structures in supp w, one can construct a non-zero weight t : E → R (with positive and negative values) with supp t ⊆ supp w, that satisfies the following. Letting X t be the set of vertices v with d t (v) = 0, then (a) every vertex of X t is adjacent to exactly one edge of supp w; and (b) t(uv) = 0 whenever uv is an edge with u, v ∈ X t .
Let us show that in this case it is possible to perform an induction step as described above. Let m 1 be the largest real number such that w + m 1 · t has no negative value, and, similarly, let m 2 be the largest real number such that w − m 2 · t has no negative value.
To ensure that m 1 and m 2 are well-defined, we need to check that t has at least one positive and one negative value. To see this, note that t is non-zero so there is e ∈ E with t(e) = 0. By (b), e is adjacent to a vertex v / ∈ X t with d t (v) = 0, which implies that v is adjacent to at least one edge e ′ such that the sign of t(e ′ ) is the opposite of the sign of t(e). Now define
It is clear from this definition that w = w 1 + w 2 . For i ∈ {1, 2}, the definition of m i also ensures that w i has no negative value and satisfies supp w i supp w (recalling that supp t ⊆ supp w). So it remains to show that ∆(w 1 ) + ∆(w 2 ) = ∆(w). For λ ∈ {m 1 , 0, −m 2 }, define w λ = w + λt. Note that supp w λ ⊆ supp w. By (a), every vertex u ∈ X t is adjacent to exactly one edge uv of supp w. In particular d w λ (u) = w λ (uv) ≤ d w λ (v). By (b), we also know that v / ∈ X t . As a consequence, the maximum degree of w λ can be expressed as
where the last step uses the definition of X t . As this last expression does not depend on λ, it follows that ∆(w + m 1 t) = ∆(w − m 2 t) = ∆(w). This is enough to conclude that ∆(
We now describe four cases in which such a t exists. See Figure 2 for an artist's depiction of these constructions.
For one, assume supp w contains an even cycle C = v 0 . . . v 2j−1 . Define t(v 2i v 2i+1 ) = 1 and t(v 2i+1 v 2i+2 ) = −1 (with indices modulo 2j) for every i ∈ {0, . . . , j − 2}, and t(e) = 0 when e ∈ E. It is clear that supp t = C ⊆ supp w. Moreover, X t = ∅, so (a) and (b) are trivially satisfied.
For two, suppose there is a path P in supp w, possibly of length zero, that connects two distinct odd cycles C, C ′ in X ′ . Assuming C = v 0 . . . v 2k , where v 0 is the common vertex of P and C, set e 0 = v k v k+1 . We define the weight t on an edge e ∈ P ∪ C ∪ C ′ depending on the parity of the distance d from e 0 to e through the edges of P ∪ C ∪ C ′ . If e ∈ P , define t(e) = (−1)
i whenever i ∈ {0, . . . , j − 1}, and t(e) = 0 for every e / ∈ P . In this case, X t = {v 0 , v j }, so (a) is part of our assumptions, and (b) is ensured by the fact that j ≥ 2.
For four, suppose that there is a path P in supp w of nontrivial length, one endpoint of which is connected to an odd cycle C in supp w, the other endpoint u of which is incident to no edge of X ′ outside of P . Then define t(e) = 2 if e ∈ P is at odd distance away from u, and t(e) = −2 otherwise. Define t(e) = 1 if e ∈ C is at odd distance away from u, and t(e) = −1 otherwise. In this case, X t = {u}, so (a) is part of our assumptions and (b) is trivially satisfied.
Let us assume now that supp w contains none of the structures above. The odd cycles in supp w are edge-disjoint, for otherwise case one holds. A connected component of the graph (V, supp w) cannot contain two odd cycles as otherwise case two holds. Moreover, a connected component of (V, supp w) that contains a vertex incident to only one edge of supp w is composed of a single edge, for otherwise case three or four holds. This verifies Property (iii). Now assume that (iv) does not hold. Let t be the weight with supp t = supp w defined on its support by t(e) = 1 if e is part of an odd cycle of supp w and t(e) = 2 otherwise (i.e. e induces a connected component of (V, supp w)). Let m be the largest real number such that m · t(e) ≤ w(e) for every e ∈ E. Then define w 1 = m · t and w 2 = w − w 1 = w − m · t.
It is clear that w = w 1 + w 2 . Since d t (u) = 2 for every u adjacent to an edge of supp w, it holds that ∆(w 1 ) + ∆(w 2 ) = 2m + (∆(w) − 2m) = ∆(w). Now, w 1 satisfies (iii) and (iv) and w 2 satisfies | supp w 2 | < | supp w| as a consequence of the definition of m. This allows us to apply induction and concludes the proof.
Proof of Theorem 7. Let G be a K k -minor-free multigraph of maximum degree ∆. Let X be a strong clique in G. Let H be the underlying simple graph of G. Consider the weight w on the edges of H where w(e) is the multiplicity of e in X. It follows from this definition that w(H) = |X|. Let w 1 , . . . , w ℓ be as guaranteed by Lemma 14 upon the input of H and w. Let j be the index that maximises the ratio 
so, using that w(H) = |X| and ∆(w) ≤ ∆,
Let Q be the support of t. As a subset of X, the set Q induces a strong clique of H. The weight t satisfies (iii) and (iv) because these properties are preserved by multiplication with a scalar. Since ∆(t) = 2, it follows that Q is a vertex-disjoint union of subgraphs {D 1 , . . . D ℓ } that are each either a cycle of odd length or a single edge and that the value t(D i ) is the number of edges in D i if D i is an odd cycle, and t(D i ) = 2 if D i is a single edge. By (2) it suffices to show that t(H) ≤ 3(k − 2), so let us assume otherwise for a contradiction. For each i, let us define
If K 2 denotes a single edge and C 2j+1 denotes a cycle of length 2j + 1 for some j ≥ 1, then ζ(K 2 ) = 1 and ζ(C 2j+1 ) = j − 1.
In particular, ζ(D i ) is nonnegative for each i and so
A union of stable sets of the graphs L(D i ) corresponds to a set of pairwise non-incident edges in H that is a strong clique, and so corresponds also to a clique minor of H. We may therefore assume that
Thus it remains only to derive a contradiction under the assumption that
Note that (3) To complete the proof we will show that in each of these cases H contains K k as a minor. For this, it is important to make the following simple structural observation.
Claim 7. For any two vertex-disjoint triangles τ and τ ′ in the same strong clique, one of the following two statements hold.
(T1) For one of the triangles, say τ , each of its vertices is adjacent to a vertex in the other triangle τ ′ . In this case, we say τ dominates τ ′ .
(T2) Some two vertices in τ and two vertices in τ ′ together induce a clique.
Proof. If statement (T1) does not hold, then there must be a vertex u in one triangle and a vertex v in the other that are not adjacent. Since the triangles are in the same strong clique, by considering in pairs the four edges of the triangles incident to the u and v, the remaining four vertices induce a clique. ♦ Let T = {τ 1 , . . . , τ t } denote the set of triangles from {D 1 , . . . D ℓ }. Based on the statements from Claim 7, we form an auxiliary mixed graph G T = (T , E T , A T ), so with both undirected and directed edges, from T as follows. If τ i dominates τ j as in (T1) then direct an edge from τ i to τ j , i.e. (τ i , τ j ) ∈ A T . If τ i and τ j satisfy statement (T2) of Claim 7, then include an edge between τ i and τ j , i.e. τ i τ j ∈ E T . Note that for each pair i, j any combination of (τ i , τ j ) ∈ A T , (τ j , τ i ) ∈ A T , and τ i τ j ∈ E T apart from the empty combination (by Claim 7) can occur.
The rest of the proof rests on a structural partition P of G T . Iteratively, for each i ≥ 1, let S i ⊆ T \ ∪ i−1 j=1 S j be an arbitrary maximal vertex subset such that, in the directed subgraph of (T , A T ) induced by S i , from some root vertex ρ i there is a directed path to any other vertex of S i . Let Arb i denote the corresponding spanning arborescence of G T [S i ] rooted at ρ i . Note that each S i and Arb i has nonzero size, since it must at least contain some ρ i . So we write P = (S 1 , . . . , S p ) for some 1 ≤ p ≤ t. It is of course possible for the S i to consist of t singleton sets.
and a clique in (T , E T ).
Proof. If it does not induce a stable set in (T , A T ), then we would have had a larger choice of subset S i for some i, contradicting maximality. That it induces a clique in (T , A T ) then follows from Claim 7. ♦ Let us next see how this structure allows us to easily dispense with case (a), and therefore with the case ζ(Q R ) = 0. In fact for all of the cases we use the following claim.
Claim 9.
If there is a matching M of edges from the same strong clique and a tree T of the graph that is vertex-disjoint from M such that some endpoint of every edge of M is adjacent to a vertex in T , then there is a clique minor of order |M | + 1.
Proof. Since they are part of a strong clique, contracting each of the edges of M and then contracting T yields a clique subgraph.
♦ Suppose now that we are in case (a) and so t = k − 1. Given P, let us first consider the root triangles consecutively. For each 1 ≤ i < p, note by Claim 8 that ρ i and ρ i+1 satisfy statement (T2), so let a i , b i in ρ i and c i+1 , d i+1 in ρ i+1 denote the four corresponding vertices. By the pigeonhole principle we may assume by symmetry that a i = c i for all 1 < i < p; thus, P ρ = a 1 a 2 . . . a p−1 c p is a path in H. For each 1 ≤ i < p, we form a tree in the subgraph of H induced by the vertices of all the triangles in S i as follows. We let h(ρ i ) = a i and from ρ i we explore the spanning arborescence Arb i of S i (say, by depthfirst search), and when we explore a directed edge (τ, τ ′ ), where τ denotes the already explored vertex, we let h(τ ′ ) be any neighbour of h(τ ) in the triangle τ ′ (which is guaranteed to exist by statement (T1)). The set ∪ τ ∈Si {h(τ )} induces a tree T i in H that includes exactly one vertex from every triangle in S i and is rooted, say, at a i . In the same way, we construct a tree T p in H that includes exactly one vertex from every triangle in S p and is rooted at c p . (If p = 1, then c p is an arbitrary vertex of ρ p .) Let T be the tree in H formed by appending the trees T 1 , . . . , T p to the path P ρ . This tree includes exactly one vertex from every triangle in T . For each triangle in T , add the edge that is not intersected by T to the matching M of Q R . Thus |M | = t = k − 1 and T and M satisfy the hypothesis of Claim 9, so H contains a clique minor of order k, a contradiction. The cases (b)-(f ) are handled nearly the same way with the addition of one more structural observation. Proof. If not, let u, v be distinct vertices of τ that do not have a neighbour in D. This contradicts that the edge uv and D are in the same strong clique. ♦ Assume we are in case (b) or (c) and assume that D 1 is the cycle of length two or five. Now note that either a 1 or b 1 can play the role of the root of the tree T constructed in case (a). By the pigeonhole principle, Claim 10 allows us to assume by symmetry that a 1 has a neighbour u in D 1 . We let T and M be as constructed from P as in case (a). In case (b), we add the edge of D 1 to M . In case (c), we append the edge a 1 u to T and add the two independent edges of D 1 − {u} to M . Note that if p = 1, we instead take a 1 = c 1 in the above determinations. In either case, |M | = k − 1 and T and M satisfy the hypothesis of Claim 9, which leads to a clique minor of order k.
Assume we are in one of cases (d)-(f ) and assume that D 1 and D 2 are the two non-triangle cycles. Now note that c p and d p are symmetric in the construction of the tree T in case (a). As in the last two cases, we may assume that a 1 has a neighbour u in D 1 . In the same way, we may assume that c p has a neighbour v in D 2 . We let T and M be as constructed from P as in case (a). In case (d), we add the two edges of D 1 and D 2 to M . In case (e), we append the edge c p v to T we add the edge of D 1 and the two independent edges of D 2 − {v} to M . In case (f ), we append the edges a 1 u and c p v to T and add the four independent edges of D 1 − {u} and D 2 − {v} to M . Note that if p = 1, we may instead assume in the above determinations that a 1 = c p is the common vertex of ρ 1 that has a neighbour in both D 1 and D 2 . In all cases, |M | = k − 1 and T and M satisfy the hypothesis of Claim 9, which leads to a clique minor of order k.
The proof of case (g) is the most involved and for this we require the following structural observation.
Claim 11. Let τ be a triangle and D a cycle of length seven that is vertexdisjoint from τ . Suppose τ and D are in the same strong clique and that each of the two vertices w, x of τ has no two neighbours that are at distance exactly three on D. Then the neighbours of w are in D are an interval of three consecutive vertices on D possibly less the middle vertex of the interval, the same is true of x, and the intervals of D corresponding to w and x are vertex-disjoint (and therefore adjacent in D).
Proof. If the conclusion of the claim does not hold, then there is an edge of D that has no edge from its endpoints to w or x. This contradicts that that edge and wx are in the same strong clique. ♦ Note that from the conclusion of Claim 11, we may also conclude that τ has at least one vertex with two neighbours at distance exactly three on D.
Assume we are in case (g) and assume that D 1 is the cycle of length seven. If p = 1, then the vertex c p = c 1 in the construction of T in case (a) is arbitrarily chosen in τ 1 , and thus by Claim 11 and symmetry we may assume that c p has two neighbours u, v in that are at distance exactly three on D 1 . If p > 1, then just as in cases (d)-(f ) we can note that the roles of a 1 , b 1 , c p , and d p are symmetric in the construction of the tree T in case (a). If any of a 1 , b 1 , c p , d p is adjacent to two neighbours u, v at distance exactly three on D, then by symmetry we may conclude that c p is and conclude exactly as in the case p = 1. Therefore we can assume otherwise, so the two pairs w = a 1 , x = b 1 and w = c p , x = d p satisfy the conclusion of Claim 11. From this structure we may assume without loss of generality that there are two vertices u, v at distance exactly three on D 1 such that ua 1 and vc p are edges of H. In either of the cases p = 1 or p > 1, we let T and M be as constructed from P as in case (a). Then we append the edge c p u to T and add the three independent edges of D 1 − {u} to M . Then |M | = k − 1 and T and M satisfy the hypothesis of Claim 9, which leads to a clique minor of order k. This concludes the proof.
A conditional fractional bound
Based on Lemma 14, we next present a seemingly innocent problem.
Conjecture 15. Let k ≥ 4. Let G = (V, E) be a K k -minor-free multigraph and A ⊆ E be a vertex-disjoint union of odd cycles and double edges in G. Then the fractional chromatic number of the subgraph of L(G)
Note that the bound in Conjecture 15 corresponds to the bound in Conjecture 5 instanced with the maximum degree of the multigraph (V, A), that is, ∆ = 2. The following statement applied with H as any K k -minor-free graph and λ = (i) For every multigraph G with underlying simple graph H, χ
(ii) For every multigraph G with underlying simple graph H and every set of edges A ⊆ E(G) that is a vertex-disjoint union of odd cycles and double
Proof. The proof relies on Lemma 14 and the following correspondence. Given a multigraph G with underlying simple graph H, the graph L(G) 2 has a fractional r-coloring c : I(L(G)
2 ) → R + if and only if there is a function c : I(L(H) 2 ) → R + of same total sum and such that I∋e c(I) is the multiplicity of e in G for every e ∈ E(H).
We show first that (ii) implies (i). Fix a multigraph G with underlying simple graph H. Let w : E(H) → N be the function that assigns to each edge of H its multiplicity in G. Let w = p i=1 w i be the decomposition provided by Lemma 14 upon the input of H and w. For every i ∈ {1, . . . , p}, consider the multigraph G i with underlying simple graph H, where each edge e ∈ E(H) has multiplicity max( 2 ∆(wi) w i (e), 1). Property (iv) of Lemma 14 ensures that 2 ∆(wi) w i (e) is an element of {0, 1, 2}. Let A i be the subset of edges of G i containing exactly 2 ∆(wi) w i (e) copies of the edge e for every e ∈ E(H). By Properties (iii) and (iv) of Lemma 14, A i is a vertex-disjoint union of odd cycles and double edges of G. As a consequence, (ii) applies to A i and yields 2 . To see this, it suffices first to note that the total weight of c is
and that the coverage of each edge e of H is
which is exactly the multiplicity of e in G. This proves that χ 
and that I∋e c(I) is at least the multiplicity of e in A for every e ∈ E(H). Thus
and taking D arbitrarily large gives the result.
K 4 -minor-free multigraphs
Proof of Theorem 6. We prove by induction the following slightly stronger result. Given a K 4 -minor-free multigraph G = (V, E) and a set of edges A ⊆ E, the subgraph of L(G) 2 induced by A has a proper 3∆ A -colouring. Theorem 6 therefore corresponds to the case A = E.
For a multigraph G, we write V ≥2 (G) for the set of vertices of G with at least two neighbours. We prove the statement above by induction first on the cardinality of V ≥2 (G), and second on the total number of vertices of G.
Note first that we may assume that G has no isolated vertices. If V ≥2 (G) is empty, then G is a union of vertex-disjoint multiedges, so the graph L(G) 2 [A] is colourable with ∆ A colours. Assume now that V ≥2 (G) is non-empty. It is known that every (non-empty) K 4 -minor free simple graph has a vertex of degree at most 2 [6] . Applying this result to the underlying simple graph of the induced sub-multigraph G[V ≥2 (G)] yields a vertex v ∈ V ≥2 (G) with at most 2 neighbours in V ≥2 (G). We now consider two cases.
First, assume that v has a neighbour w in V (G) \ V ≥2 (G) (so the only neighbour of w is v). Let A w be the set of edges of A between v and w. In this case, the degree in L(G) 2 [A] of every edge e ∈ A w is at most 3∆ A − 1. Indeed, Figure 3 : One of the transformations used in the proof of Theorem 6.
only if e ′ is an edge of G adjacent to u -which concerns at most ∆ A − 1 other edges -or adjacent to a neighbour u ∈ V ≥2 (G) of v (in G) -at most ∆ A edges for each. Since v has at most two neighbours in V ≥2 (G), this gives at most 2∆ A + (∆ A − 1) = 3∆ A − 1 edges in total. It remains to apply induction on G ′ := G \ {w} and
and using the previous degree bound, this colouring can be extended to a 3∆ A -colouring of L(G)
2 . Second, assume that v has no neighbour outside of V ≥2 (G). Since v ∈ V ≥2 (G), the vertex v then has exactly two neighbours u 1 , u 2 ∈ V ≥2 (G). Let us consider the multigraph G ′ constructed from G by "splitting" v into two new vertices v 1 and v 2 as follows. This construction is depicted on Figure 3 . Start with G \ {v} and add an edge u 1 u 2 if no such edge is already present. Then for i ∈ {1, 2}, add the vertex v i , and for each edge u i v in G, add an edge u i v i . Let A ′ be the set A where every edge u i v is changed into the corresponding
. Also note that G ′ is K 4 -minor-free because v 1 and v 2 each have only one neighbour in G ′ and
with 3∆ A ′ colours. It remains to note that ∆ A ′ ≤ ∆ A to conclude the proof.
Wang, Wang and Wang [14] proved a similar bound for simple K 4 -free graphs.
Multigraphs and matchings that are strong cliques
Our main objective here is to treat the K k -minor-free multigraphs of edgediameter 2. Relatedly, instead of K k -minor-freeness we consider what happens when we impose the slightly weaker condition that there is no matching of k edges that are pairwise connected by an edge. These considerations are focused mainly on the strong clique number. First, let us describe the supplemental multigraph construction that asymptotically matches Theorem 8. For each k ≥ 5 and each ∆ ≥ k − 2, we construct a multigraph S k,∆ as follows.
The vertex set of S k,∆ is the disjoint union A ∪ B ∪ {c, d}, where A = {a 1 , . . . 
Proposition 17. The multigraph S k,∆ is K k -minor-free.
Proof. We may replace every multiedge with a simple edge. Furthermore, since each vertex of B has only one neighbour, we may contract the edge a i b i , for each 2 ≤ i ≤ k − 1. If the resulting graph T is K k -minor-free then so is S k,∆ . Now, because T has k +1 vertices, it suffices to show that K k cannot be obtained from T by contracting a single edge. To conclude that this is indeed not possible, it suffices to find three vertex-disjoint non-edges in T . Because k ≥ 5, it follows that a 1 a 2 , ca k−1 and da 3 satisfy this requirement.
Next we prove Theorem 8 using the Tutte-Berge formula, extending an argument from [13] . Given a multigraph G, let µ(G) denote the size of the largest matching of G, and let o(G) denote the number of components of G that have an odd number of vertices. By the Tutte-Berge formula [2] , it holds for any multigraph G = (V, E) that µ(G) = We actually prove the following slightly stronger form of Theorem 8, in which the condition of K k -minor-freeness is relaxed to the condition that G does not contain a k-edge matching.
Theorem 18. Let k ≥ 5. For any multigraph G of maximum degree ∆ and matching number less than k such that every two of its edges are incident or joined by an edge, the strong clique number of G satisfies ω
Proof. First note that for any U ⊆ V (G), the graph G − U has at most one component with an edge. This is because edges in different components of G−U cannot be incident or joined by an edge in G.
Let U ⊆ V (G) be such that µ(G) = It is natural to wonder how the conclusion of Theorem 7 is affected by relaxing K k -minor-freeness in a similar way as in Theorem 18. In this case we can easily obtain an upper bound that is only an additive factor As a corollary, we obtain the following bound for the strong clique number.
Corollary 21. Let G be a graph of maximum degree ∆ that does not contain k vertex-disjoint edges every two of which are joined by an edge. Then the strong clique number of G satisfies
Proof. Let H be a subgraph of G such that E(H) is a maximum clique in L(G) 2 . Since every two vertex-disjoint edges of H are joined by an edge in G, the matching number of H is at most k − 1. Applying Theorem 20 to H yields the desired upper bound on ω ′ 2 (G) = |E(H)|. Corollary 21 is sharp for the odd cliques, which correspond to the case ∆ = 2k − 2, and for the complete bipartite graph K k−1,∆ if ∆ ≥ 2k − 1.
For small values of ∆ compared to µ, the known extremal graphs for Theorem 20 are disconnected; they consist of a disjoint union of singletons and connected graphs G i with (µ(G i ) + 1/2)∆(G i ) edges [4] . For that reason, and keeping in mind Theorem 18, its sharpness for the blown-up 5-cycle, as well as the fact that (k − 1)(∆ + 1) = (k − 1 2 )∆ when ∆ = 2k − 2, we believe that the following improvement upon Corollary 21 could be true.
Conjecture 22. Let G be a graph of maximum degree ∆ that does not contain k vertex-disjoint edges every two of which are joined by an edge. Then the strong clique number of G satisfies
We comment that the corresponding conclusion for strong edge-colouring fails by the existence of graphs of girth 6 having strong chromatic index Ω(∆ 2 / log ∆).
